Purpose: Assistive technologies have been identified as a potential solution for the provision of elderly care. Such technologies have in general the capacity to enhance the quality of life and increase the level of independence among their users. Nevertheless, the acceptance of these technologies is crucial to their success. Generally speaking, the elderly are not well-disposed to technologies and have limited experience; these factors contribute towards limiting the widespread acceptance of technology. It is therefore important to evaluate the potential success of technologies prior to their deployment.
Introduction
In order to address the rising demands for care of older patients with early stage memory impairments, a new area of research has emerged that aims to support people through the use of technology-based assistive solutions [1] , [2] , [3] , [4] , [5] . With the goal of offering a means of independent living, assistive technologies bring intelligence to the surroundings and proactively support users with daily activities [6] . One specific solution relates to tools which can support the cognitive functioning of the elderly. These tools range from audio systems that, for example, guide users, step-by-step, through the process of washing their hands to monitoring devices that can alert caregivers or healthcare professionals when an individual is at risk of falling [7] . These tools are, however, beneficial only if they are fully adopted by the user. The cognitively impaired population is comprised of semiautonomous persons, some of which require some form of assistance to assist in independently completing activities with minor levels of supervision [7] .
A key requirement of a technology-based assistive solution is to understand the normal or expected lifestyle of each individual and consequently suggest relevant solutions based on their willingness to adopt the technology and their current cognitive abilities [7] . Understanding the factors that affect technology adoption is significant for the long term success of these assistive technologies. Incorporation of such information in learning adoption decisions has proved to be beneficial and is a relatively new area of research [8] , [9] . A prior assessment of the likelihood of adoption, through prediction models, before the technology is introduced to people with dementia (PwD) can avoid disappointment and waste of resources. Prior assessment can also save time, make caregiving easier logistically, make the care recipient feel safer, increase feelings of being effective and reduce stress by basing deployment decisions on the prediction of adoption success. Additionally, if the model successfully identifies a PwD's unsuitability to such technologies, the associated cost of not using a solution can be minimized and the resulting negative impact on the quality of life of a PwD can be avoided by providing alternative solutions such as caregiver support or behavioural therapy. Previous efforts have largely been directed towards developing technologies with the notion of technology adoption largely being overlooked. Recent research has evidenced that there are benefits in considering the profile of a potential user when considering introducing a form of assistive technology [8] , [9] .
The focus of our work involves the analysis of a user's background prior to recommending a solution. Our work is based on analysis of data from the CCSMA along with information relating to an individual's compliance with the usage of a reminding application. We also have an additional medical data from the Utah Population Database (UPDB) but in the current work described in this paper we have only used the self-proclaimed medical data held in CCSMA, which is easier to obtain since it comes directly from the patient. In the future work our aim would be to combine all these datasets. These information would be considered in conjunction with details of cognitive assessments from the CCSMA and medical and genealogical related details from the UPDB and will subsequently forms the basis of the inputs to the development of a new technology adoption model. The vision of developing the model is to build a predictive tool that can be used by healthcare professionals in determining the suitability of a certain technology for a PwD.
In order to address the above problems, we developed technology adoption models based on the patient selfproclaimed information and medical data that are gathered during consultation with the PwDs and their carers, available in the CCSMA and UPDB datasets, respectively. Our previous research in the area of technology adoption models aimed to characterise individuals with dementia and identify features that may be relevant in the determination of the adoption of assistive technology [8] , [9] . Features were collected through an iterative design process, involving evaluations with 40 participants with dementia. Features included age, gender, mini mental state exam (MMSE) score, profession, technology, experience and environmental conditions such as access to broadband, mobile reception and living arrangement. Based on these collected features, optimal predictive models were developed. Overall, the model trained using the k-nearest neighbour (kNN) classification algorithm using the features gender, living arrangement, MMSE, broadband, age, mobile reception, and caregiver gave performance levels in the region of 84% in terms of predicting those who would adopt an assistive technology.
Nevertheless, it was noted that the prediction models may have been limited by the size of the training data.
The current work described in this paper builds upon our previous work on modeling adoption and aims at identifying a refined sub-set of features which offer improved accuracy in predicting technology adoption based on the CCSMA dataset. Keeping the above discussion in mind and building upon our previous research, this paper introduces the findings from the Technology Adoption and Usage Tool (TAUT). The TAUT project engaged with PwD associated with the CCSMA. Each participant was enrolled on a 12 month evaluation study of the TAUT reminder application [10] . This system was designed by a multidisciplinary team through an iterative design process and has been previously evaluated on a small scale with a representative cohort [2] . The current version of the solution, described in [10] , was developed for the android and iPhone platform and was designed to provide the user with an interface to schedule and acknowledge reminders for a range of activities daily living (ADL) including, medication, meals, appointments and bathing. The reminders can be set by the PwD, or by a caregiver or family member and are delivered at a specified time and are presented as a popup dialog box on the mobile's screen accompanied by a picture indicating the type of ADL, a textual description and a melodic tone. The work presented here describes how the set of relevant features that would affect adoption with the ambition of building highly accepted, well-designed, functional and market-oriented assistive technologies was identified. Our contribution to knowledge being presented in the paper can be considered as the following:
1. identifying features that are directly related to adoption.
2. identifying features that are indirectly related to adoption.
3. successfully modelling adoption using a range of classification algorithms.
The work described in this paper analyses and interprets the data available from the CCSMA dataset [11] for the adoption of the TAUT reminder application. In the process of recruiting participants from the CCSMA for the study, we report features that are more likely to affect adoption. The aim is to develop predictive models with a set of features that can be easily gathered. As a benchmark for comparison, we compare our results with the results obtained from our previous studies. The remainder of the paper is organised as follows: the related literature is discussed in Section 2. Section 3 provides details of the data and previous work carried out. Section 4 details the proposed methodology, approach followed and evaluation carried out. Finally, Section 5 provides the conclusion to the work and describes the problems which will be considered in future work.
Related work
The acceptance of technology is a critical issue and efforts have been made in previous research to investigate the factors that could hinder the successful deployment of assistive solutions in elderly care [12] . To predict technology adoption, models such as the technology acceptance model (TAM) [13] , [3] have been developed in the past. TAM identifies that the user behaviour is influenced by the perceived usefulness and ease of use, and consequently it has a direct impact on the user's behaviour [3] . With increased diversity in the available technology, context and user's background, it may however, be relevant to understand other factors that affect adoption [14] . To identify reasons that would impact adoption, features have been divided into personal such as perceived usefulness, self-esteem and expectations and external such as social structures, regulatory environment and infrastructure, and [13] . Another model built as an extension of TAM is the psychosocial impact of assistive device scale (PIADS) [14] . The PIADS has been considered for modelling technology adoption and emphasised on personal factors and additionally considered factors such as people and society may also have an impact on usage. However both of these models have been criticised for their lack of illustration and prediction. Based on the review of these models, a comprehensive unified theory of acceptance and use of technology (UTAUT) was developed in [15] . For incorporating the user expectations relating to the system performance, the UTAUT model provides a broader definition to the perceived usefulness of the technology. Additional factors incorporated within the model include social influence and facilitating conditions. It was found that gender, age, experience and willingness of use were the main moderating influences whereas self-efficacy, attitude and anxiety did not have a direct influence on adoption. Another model built by integrating TAM with mediating factors from UTAUT is the Mobile Phone Technology Adoption Model (MOPTAM). MOPTAM was used to model personal mobile phone use by university students using features such as ease of use, usefulness, social factors, technology, and habits [16] .
In recent studies it has been found that different age groups may have different perception of technology and this may affect their decisions in technology adoption [17] . With the increasing research and societal interest in understanding factors that determine adoption in older patients [18] , [19] , it is necessary to gain a deeper insight into technology adoption through further research. For predicting mobile phone adoption by older patients, a Senior Technology Acceptance & Adoption model for Mobile technology (STAM) extended the study on TAM for senior users [20] .
There may be conflicting views between the technology developers and older users of technology based solutions. The older users generally consider that modern technology brings progress and many benefits; however, they are not sure of its benefits as they consider themselves not skilled enough to use such high-technology applications [21] . Also, they usually have a lower self-efficacy and higher technology anxiety [22] . Additionally, it has been noticed that elders do not show interest in high-technology products, however, rather value the technology that can make their daily life easier and provide added safety and security [17] . A positive impact on elders is most frequently associated with how the technology supported activities, enhanced convenience, and contained useful features [21] . While mobile phones and similar technologies may become status symbols, older users may not adopt on the sole basis that the technology is current. Moreover, the perceived usefulness of assistive technology by developers is unlikely to be considered by older users due to the associated stigma with the technology. Hence, in such contexts, it is necessary that the intended technology should address a clear need and perceived usefulness. The evaluation of awkwardness and other negative connotations were therefore included into the PIADS scale that assesses on three levels: (1) competence: the functional competence and efficiency, (2) adaptability: willingness to try out new things and take risk, and (3) self-esteem: feelings of emotional health and happiness. This 26-item scale required that a person was able to reflect and provide feedback on their perceptions, which may be deemed to be difficult for a PwD. A systematic study of the factors influencing the acceptance of electronic technologies that support aging in place by community-dwelling older adults was carried out in [23] . It was found that technology adoption was influenced by factors that can be categorised into six themes of concerns regarding technology (e.g., high cost, privacy implications and usability factors); expected benefits of technology (e.g. increased safety and perceived usefulness); need for technology (e.g. perceived need and subjective health status); alternatives to technology (e.g. help by family or spouse), social influence (e.g. influence of family, friends and professional caregivers) and characteristics of older patients (e.g., desire to age in place).
A limited amount of research has been focused on investigating technology adoption in cognitively impaired older patients [9] . Research conducted to date has focused on the issues related to general technology adoption and the relevant factors. Scherer et al. [14] developed a questionnaire for PwDs, aiming at identifying the most suitable assistive technology; however, the questionnaire was used to choose an assistive technology without addressing the need to predict adoption in the long term [13] . Generic factors for the use and abandonment of assistive devices for older patients were described in [5] with a focus on elderly populations with functional disabilities and impairment. Four factors were found to be significantly related to abandonment of assistive technologies in [24] , namely (1) lack of consideration of user opinion; (2) easy device procurement; (3) poor device performance; and (4) changes in user needs or priorities. These findings prompted the conclusion that providing assistive technology with better service design can improve user satisfaction and reduce the rate of rejection. Factors that influence the response to healthcare robots were studied in [25] from the perspective of individual factors in addition to robotic factors in order to facilitate robotic assistance to the older patients.
Nevertheless, limited attention has been directed towards the fast growing population of PwDs and their carers.
One relevant study on adoption in the long term and effectiveness of telehealth was evaluated for 12 months [26] .
The results of this study suggested that quality of life did not improve for chronic obstructive pulmonary disease, diabetes, or heart failure.
These findings suggest that it is necessary to conduct early evaluation of the likely adoption of these technology-based assistive solutions prior to recommending them to a PwD. Thus from the technology adoption perspective it is necessary to include features such as an individual's background like education, job and medical history obtained through diverse datasets into the adoption study. With this aim, the work described in this paper builds adoption prediction model based on the features available from the CCSMA dataset and is described next.
Methodology
In previous work [8] , [9] , we carried out preliminary studies which explored the most likely features that would affect adoption of a video-based reminder system for PwDs. The available set of features was, however, limited, as too was the analysis, particularly with regard to dependency between features. In the present work, the evaluation of the adoption models is carried out using data obtained from the CCSMA project and data gleaned from the TAUT project.
The CCSMA project involves a collaborative group of researchers at the Utah State University, Duke University Medical Center and the Johns Hopkins University, where the sample of participants was recruited in Cache County, Utah [11] . The study started in 1995 and the study enrolled 5,092 permanent residents of the county, including approximately 1033 individuals aged 60 years and older. The elderly population of Cache County has a higher educational attainment, lower incidence of chronic disease, and longer life expectancy than other related populations. Approximately every three years periodic waves of visits were conducted in the study.
The study was designed to consider environmental and genetic factors related with risk for AD and other forms of dementia.
The TAUT project actively recruited subjects from the CCSMA to carry out a 12 month assessment of adoption models in association with a mobile phone based reminder application. An early stage assessment of adoption prediction from the CCSMA data was carried out as described in [27] . This research provided an initial insight into the relationship between the CCSMA feature set and the output class, Adoption. The work described in this paper is built upon our previous research on modelling adoption using the CCSMA data.
Previous work
A cohort of 30 people were recruited to carry out a 12 month assessment of the TAUT reminder application.
For categorising individuals who were non-adopters, categorisation was performed at three different levels: (1) subjects willing to try, however, due to some reason incapable of using the reminder application are profiled with adopters using the understandings gained through the assessment process, (2) non-adopters who are categorised as capable, however, not interested in trying the app and (3) non-adopters who are incapable and uninterested.
Subjects in the latter two cases were categorised using the understanding gained through questionnaires administered earlier during the recruitment process. Table 1 presents the user adoption matrix showing adopters and non-adopters. Table 1 . User adoption matrix profiling adopters and non-adopters based on capability and willingness.
Adoption modelling
Capability Yes (Proficient)
No (Non-proficient)
Willingness

Yes (Interested)
Adopter Non-adopter (1) No (Not interested)
Non-adopter (2) Non-adopter (3) The data from182 subjects was used to model adoption using 31 features extracted from the CCSMA dataset. In contrast to the feature sets in our previous work in [8] , [9] , where adoption was modelled using features such as perceived utility, experience and usefulness, this work considered features related to health information. Feature selection was performed using the Information gain (IG) criterion [27] . Based on the IG criterion, features were ranked from highest to lowest and it was found that only 5 features were found to be significant: Last CCSMA observation, Any APOE ε4, APOE Genotype, Dementia code AD pure and Dementia code AD any. APOE features define the presence and type of the APOE/APOE Ε4 gene. Dementia codes indicates the presence of AD or other forms of dementia. A more detailed description of these features is provided later when we describe our current work. Following feature selection, classification was carried out using Naïve Bayes (NB), C4.5 decision tree (DT), and kNN. The results obtained indicated that considering data from the unscreened CCSMA dataset, it is possible to classify adopters and non-adopter with an F-measure of 0.79 [27] .
Modelling adoption
In this Section we report the updated data (the study reported in [27] did not include all the participants), profile adoption and non-adoption using more relevant features based on the screening process following univariate and multivariate analysis, and considering a wider range of classification algorithms. The aim is to identify convenient features that can effectively model adoption while keeping the cost relatively low. From the updated information out of 1033 subjects in the CCSMA dataset, 346 people were screened and mailed. Following which, 21 enrolled, 146 refused, 2 were unreachable, 58 were found to be deceased, 92 could not be located, 21 were out of the area and 6 were deemed to be ineligible. Similar to the work described in the previous Section, the level of adoption is described using two classes of refuser/non-adopter and adopter, where the non-adopter class comprises both refusers and ineligible respondents, and the adopter class includes those who agreed ( Table 3 ). The cases of codes 2, 4, 7, and 8 are not included in the study as they do not provide any information related to adoption. The 31 feature data set consisted of 173 instances comprising of 21 adopters and 152 non-adopters. To understand the association between adoption and abandonment of technology, in our previous research evaluation of the mobile phone-based video streaming solution [8] , [9] , interviews were undertaken with various members of the research and development team [8] , [9] . Through these interviews and discussions, a set of features that may impact on the adoption of the reminder app were identified. Features such as physical and cognitive ability, prior technology experience, infrastructure and perceived utility were identified as key features.
Additionally, the level of encouragement given to a PwD and the role of caregiver burden were found to effect adoption. Based on these interpretations an influence diagram was suggested in [8] , [9] as illustrated in Figure 1 .
As can be seen from Figure 1 there may be an association between the identified features and assistive technology adoption. The feature set was categorised as summary features (within the rectangles with thick lines) and independent features (within the rectangles with thin lines). The summary features may be influenced by the independent features, however, they may instead be standalone features. For example in Figure 1 , the independent features previous profession and age are likely to influence technology experience (a summary feature), which consecutively may influence the perceived utility (summary feature) and subsequently affect technology adoption. Based on the CCSMA feature set, a new influence diagram has been created by including more features, which we believe can influence adoption. The new influence diagram, Figure 2 , is data driven and incorporates new features that cover a range of concepts including, age, gender, MMSE score, employment and details of a number of health conditions. This influence diagram is based on the CSSMA data and incudes features available from this dataset whereas the influence diagram shown in Figure 1 is based on the view of the research team, which may not be always applicable in a real scenario. Figure 2 shows the new influence diagram created by modifying the influence diagram presented in Figure 1 and incorporating the CCSMA based feature set. For ease of comparison and to identify the progress beyond previous work, in Figure 2 , the new feature set with respect to Figure 1 is shown in grey shaded rounded rectangles. In comparison to the influence diagram in Figure 1 , the new influence diagram in Figure 2 has no information about the caregiver technology experience; this is because in the CCSMA feature set there is no information about the caregiver technology experience. Given the latter data were collected some years later, it was considered that the technology connectivity aspects may no longer be important and it would be beneficial to look into an individual's background for predicting adoption. Compared with the influence diagram in Figure 1 , the feature, previous profession/job, is changed from an independent feature to a summary feature in the new influence diagram. The education feature is likely to impact on previous profession, however, previous profession is a feature in itself. In Figure 2 , the comorbidity summary feature is summarised by independent disease features with information such as age at the time of disease onset.
The features last CCSMA observed and CCSMA observed date, provide details relating to an individual's availability when the observation was taken, therefore they were included in the new influence diagram to indicate an individual's engagement with the study. It is likely that an individual who is well acquainted with the study, and associated key researchers, would be more likely to participate and adopt the technology. As indicated in [28] , it is very important that the interviewers are able to convince subjects to cooperate with the survey. Based on this consideration we include a feature named study co-operation, which outlines individual willingness to partake in such studies. We believe such a parameter may be significant in an individual's decision for adoption.
Feature Selection
The CCSMA feature set, used in the previous work described in the Section 3.1, has a large set of features and it is likely that all the features may not contribute to accurate classification of the output class, Adoption. Therefore, it is necessary to eliminate the noisy or irrelevant features before building the model. Additionally, the classification algorithms may not scale up to the size of such a large feature set. The process of feature selection is carried out to select only those relevant features that can help in building simple and interpretable models for healthcare-based applications. Feature selection is mainly performed to eliminate irrelevant features that when included may reduce the accuracy. It is also required to look for a set of features that are relevant and cheap to collect, while giving high prediction accuracy. Based on this consideration, it is required to find a trade-off between obtaining a set of good features while still keeping the computational cost low and prediction accuracy high. The aim is to identify a subset of features that help to understand the domain better and is cheap to collect.
Feature selection is performed on the CCSMA dataset to select relevant features for the output class, Adoption.
Features are required to be analysed at different levels: (1) may be the case that it is not able to predict unseen instances. Therefore, it is necessary to prune in order to create balance and produce parsimoneous trees with a trade-off between the number of nodes and the accuracy. Based on the new influence diagram presented in Figure 2 a. APOE genotype is a type of protein and is a key cholesterol carrier that supports lipid transport and injury repair in the brain. APOE polymorphic alleles are the main genetic determinants of AD risk: subjects having the ε4 allele are at higher risk of AD in comparison to those subjects having the more common ε3 allele, whereas the ε2 allele decreases AD risk [30] . To have a better understanding of feature-based classification, it is necessary to have some knowledge of which features make good predictors of class membership for the classes being considered. As a benchmark for comparison the new models built with 16 features are compared with the models built with 31 features as described in Section 3.1. 
Initial modelling of adoption
The 16 feature set extracted from the CCSMA database consisting of 152 non-adopters and 21 adopters is used to train and test the classification models. In the initial phase of modelling adoption, we tried to find the best fit of the candidate models. To develop the most suitable model for predicting adoption a range of popular data mining algorithms evaluated for their suitability in the prediction task [8] . Different data mining algorithms were investigated for building classification models based on their performance and fitness of the purpose. Following the parameter settings used in [8] , Table 5 presents the parameter settings for the classification algorithms used to model adoption. Table 5 . Parameter settings for the classification algorithms used for building the adoption models. 
.2 .1 . H a n d lin g im b a la n c e d c la s s e s
The CCSMA dataset consists of 152 non-adopters and 21 adopters, which is an imbalanced dataset. An imbalance of class sizes in the given data can have an impact on some of the classification algorithms, typically with a bias towards the majority class prediction [8] . Therefore in this work we also investigated the benefits gained by using resampling techniques. The given data is approximately 88% of non-adopters and 12% of adopters. Due to this imbalance in the data, the fitted models have a higher chance of incorrectly classifying most of the unknown instances to the majority class, non-adopters. Therefore for building more accurate prediction models, the imbalance in the data is addressed by applying a resampling technique.
The purpose of undertaking resampling is not to improve the accuracy and, in fact, resampling will almost always decrease the prediction accuracy [33] . Nevertheless, if we do not balance the data then the majority class will dominate which means that it will have a much greater percentage of success. It may be equally important for us to classify the minority class correctly. An extreme case of this is when there are so many examples of the majority class that the classifier assigns all cases to this class. The point of resampling is therefore to equalise the chance of the number of adopters misclassified as non-adopters and the number of non-adopters misclassified as adopters. For example, in the CCSMA data there are 152 instances of non-adopters and 21 instances of adopters; therefore if the resampling is not performed the prediction model can simply classify all the instances as nonadopters and in the extreme case it will be correct 88% of time. Thus in this case the model never classifies a patient as an adopter which defeats its main purpose. Most machine learning algorithms work best when the number of instances of each classes are roughly equal [34] . Equalising the class size allows the classification algorithms to perform the class labelling of an unknown observation solely based on the observed values of the selected features. Following class rebalance, the assignment to a specific class depends solely on the robustness of the algorithms and selected features instead the unbalanced model reflecting bias towards the majority class.
To handle this imbalance between the two classes, Synthetic Minority Over-Sampling Technique (SMOTE) is here applied. SMOTE is one of the most commonly used approaches due to its simplicity and effectiveness [35] . In this technique, new instances are created by constructing new minority class instances using a randomisation algorithm and not just by replicating the minority class. In the present work, the proportion of the data distribution is approximately 88% non-adopters and 12% adopters. The adopter minority class is given a 624% (100*(152-21)/21) boost to make it equal in size to the non-adopter class. The 16 feature set CCSMA data is resampled using the SMOTE filter in the Weka Experimenter (University of Waikato, Version 3.7.12). In Weka, the new instances of the minority class created are appended at the end of the given data. The order of appearance of the data instances are subsequently randomized to avoid overfitting. This is performed using the Randomize filter in the Weka Experimenter. Following the process of resampling, the new data is a 16 feature set with 152 instances of adopters and 152 instances of non-adopters.
Initial results
Following the resampling of the CCSMA data, the new dataset is used to build different prediction models using the classification algorithms described in Section 4.2.1. Each model is built with the 16 feature set for both the scenarios of with and without data resampling. This is performed to facilitate evaluation of the benefits gained by using resampling techniques. In this work a wider range of recognized classification algorithms is used for classification in comparison to our previous work on the CCSMA data in [27] in an effort to develop optimal classification strategies.
To investigate the relationship between classifier accuracy and the number of features, a cross validation test is
performed. The goal of cross validation is to define datasets to evaluate the model in the training phase (i.e., validation datasets), in order to limit problems like overfitting, and to provide an insight into how the model will generalize to an independent dataset (i.e., an unknown dataset) [36] . Both the training and test dataset should represent samples of the underlying problem. To meet this criterion, a stratification process is useful to ensure that each output class is correctly represented in both the training and test datasets in each fold. A ten-fold cross-validation process is repeated ten times with different stratified random sampling. For evaluating the performance of each of the prediction models, the Fmeasure is used as a performance index. Figure 3 presents a comparative plot of averaged F-measure value of the models learned from the 16 feature set, FS 16 , with and without SMOTE data resampling, for a range of algorithms. As can be viewed from Figure 3 , the results for the models built with FS 16 and SMOTE have lower accuracy in comparison to the results for FS 16 without any resampling as discussed in the Section 4.2.1. In the previous work on the CCSMA data with the 31 feature set, FS 31 , the F-measure index was DT = 0.79, kNN = 0.71, and NB = 0.42 [27] . In comparison to our previous work in [27] , where the models were tested with FS 31 and three classifiers along with non-equivalent boost of class, the current results are improved in the prediction of adopters and nonadopters. With the FS 31 , the F-measure was DT = 0.79, kNN = 0.71, and NB = 0.42, and with FS 16 , the F-measure index is DT = 0.85, kNN = 0.77, and NB = 0.39. Thus, it is encouraging to have fewer features with improved accuracy for further work on feature reduction. It is to be noted that the NB-based model has lower accuracy in comparison to other models. This could be due to the fact that the NB classifier struggles with the imbalanced data [37] .
Additionally, we compared the prediction accuracy of FS 31 and FS 16 for both the cases of original and SMOTE data. In the first scenario, models are derived on the original data without handling the data imbalance for both the FS 31 and FS 16 feature sets. In the second scenario, the SMOTE is applied only on the training dataset and the resulting models are tested on the original data. Table 6 presents the average prediction accuracies of the models with FS 31 and FS 16 sets learned and tested for both the scenarios over a range of algorithms. Though the current feature set has improved results substantially, it is likely that further improvement and reduction in the number of features can still be achieved by performing further analysis on the obtained feature set. 
Feature categorization
After the initial screening process and reducing the feature set to 16, further feature analysis is performed to identify features that could make good predictors of class membership for the classes under investigation. Initially, the Chi-square test is performed on individual features against the output class and the models are built with our 16 feature set. As can be found from Table 4 each feature has a large number of categories, which means that the models are quite complex with a high likelihood of lower accuracy. In our initial analysis, we use Chi-squared tests for feature selection, thus reducing the feature set to 16 features (Table 4 ). Nevertheless, since the features typically have a large number of categories, the Chi-squared test may have few instances in some categories which weakens the test. We therefore categorise each feature into fewer values based on relevance. In Table 4 , each feature is recategorised into fewer categories. For example, in the Table 4 , the APOE ε4 copy number (apoe4num) feature with categorical values as 0, 1, 2, 9 = unknown is sub-categorised as NoRisk = 0 and Risk = 1, 2. A person has 0, 1, or 2 APOE ε4copy number. Having a higher APOE Ε4 copy number increases the risk of developing Alzheimer's disease. APOE ε4 copy number is called a risk-factor gene given that it increases a person's risk of developing the disease [31] . Table 7 presents the 16 feature set with fewer categories for each feature case. The age feature with a minimum value of 85 and a maximum value of 104 is categorised as AboveNinety and
BelowOrEqualNinety. It is to be noted that the features lastV and lastObs are kept in their original form. Based on the labelling presented in Table 7 , the Chi-square test is again applied and the p-values obtained are presented in Table 8 . Here the missing information cases for a particular feature are removed from the pair-wise test as these cases are not going to add up to any information in predicting adoption. The p-value indicates the significance level each feature has with regard to association with the output class. A lower p-value indicates association between the output class and the corresponding feature. Based on this univariate test, six features are found to be significantly associated with the Adoption output class, namely gender, age, education, lastObs, diabetes and high cholesterol. The remaining features are not found to be significantly related to the Adoption output class based on the pair-wise significance test (Table 8 ). 
Multivariate analysis
As presented in the Influence diagram (Figure 2 ), many features are directly and indirectly related to the output class, Adoption, in addition to being related to each other. This suggests that a univariate approach, such as the Chi-squared test, may not succeed in identifying all useful or relevant features. Multivariate analysis is thus carried out to determine which combination of features can work best to predict adoption, optimise the cost in relation to feature collection and reduce the computational complexity of classification. Here we use stepwise regression to perform multivariate feature selection. Stepwise regression is a greedy algorithm, widely used for feature reduction, where the algorithm selects the best feature to add, or the worst to delete, during each iteration, depending on whether it is a forward-step or backward-step approach [38] . Logistic regression is a powerful statistical way of modelling a binomial outcome (takes the value 0 or 1 such as having or not having a disease) with one or more explanatory features. It is used when the dependent variable has only two prediction classes and is categorical [39] .
In our work, the 16 labelled feature set presented in Table 7 is used in a logistic regression model with conditional backward elimination, where removal is based on the probability of the likelihood-ratio statistic based on parameter estimates. Initially, the logistic regression model with conditional backward elimination is built with the original data of 173 instances with 152 non-adopters and 21 adopters. Table 9 presents a sample of a classification table obtained by running logistic regression with conditional backward elimination in the SPSS on the original data. It is to be noted that the 7 instances out of 173 had few missing values for some features, therefore, the model included only 166 instances. As can be found from Table 9 most of the instances incorrectly classified as non-adopters and the selected features are not used in the analysis. This indicates that the stepwise regression algorithm is really not working effectively and, as before, the problem of misclassification occurs due to the fact that there is an imbalance in the data. As before we use resampling to boost the minority class. Following the process described in Section 4.2.1, resampling of the data is performed and the minority class is given a 624% boost to make it equivalent to the majority class. Following this process, the logistic regression model with conditional backward elimination is fitted to the SMOTE data. Table 10 presents a sample of classification table obtained by running logistic regression with conditional backward elimination on the SMOTE data. As can be found from Table 10 , for the SMOTE data, the feature selection process worked in that the logistic regression models using the selected features is effectively able to classify adopters and non-adopters. Based on the feature selection process, the set of features selected in the final logistic regression model is detailed in Table 11 . In comparison to the univariate analysis where features gender, age, education, lastObs, diabetes and high cholesterol were found to be significant, multivariate analysis has added more features to the feature set, namely job, padom, lastV, heart attack, stroke and hypertension. From the results obtained using multivariate analysis it can be inferred that the professional and comorbidity features may also be useful for predicting adoption. 
Evaluation of Prediction models
To test the models, evaluation is performed for different scenarios. The set of classification algorithms described in Section 4.2.1 is used to build the models based on the enhanced feature set detailed in Table 11 . Here we analyse two feature sets: one with all the 11 features, V 11 (Table 11 ) and the other one with 9 features, V 9 , which excludes lastV and lastObs. These two features are believed to be some sort of measure of social inclusion and the subject's interest in these kind of study, which may not always be easily available. The prediction accuracy is used as a performance index to evaluate the performance of each of the classifiers.
Due to an imbalance in the data, there is a chance that the model built has a bias towards for the majority class, causing a greater prediction error for the minority class. On the other hand, if the model fails to reject a possible non-adopter and classify it as adopter, in such scenarios the assistive technology is incorrectly recommended to a possible non-adopter. Successively, there will be financial implications as well as failure to effectively interact with the assistive technology can affect the mood of the PwD and hence lead to a negative impact on the quality of life of PwD and burden on the caregiver. Assessing the ease of understanding of the adoption prediction tool is significant because the end user of these tools are usually a healthcare professional. The outputs of the prediction tool need to be clinically rationalized, understood and easy to use by such healthcare professionals bearing in mind the fact they may not have a computational and technical background. The prediction models built are assessed on the overall prediction accuracy and the difference between the two types of errors (false negative and false positive classifications) to assess bias.
M odel prediction perform ance
In the first scenario, models are built using the original data without handling the data imbalance. The prediction accuracies are compared between models derived using the same classification algorithm, on the given dataset with the two different features sets, V11 and V9 respectively. A 10-fold cross validation test with 10 iterations is performed to find the relationship between the classifier accuracy and features. Figure 4 presents a comparative plot of average prediction accuracies for different models with V11 and V9 feature sets learned and tested on the original data. Next, the models are built using the resampled data, following the resampling process described in Section 4.2.1.
The resampled data consists of 152 instances of adopter and 152 instances of the non-adopter class. A 10-fold cross validation test 10 iterations is performed. Figure 5 presents a comparative plot of the average prediction accuracies for different models with V 11 and V 9 feature sets learned and tested on the resampled data. Figure 6 presents a comparative plot with V 11 and V 9 feature sets for the models built on the SMOTE data and tested on the original data. or not data resampling is used to deal with the data imbalance. In the case of testing the models on unseen data, where the models are built with SMOTE data and tested on the original data kNN and NN based models had better performance in comparison to the other models for both the feature sets ( Figure 6 ). Both V 11 and V 9 feature sets have similar performance for models learned and tested on the original and resampled data (Figures 4 and 5) . The same is the case when the models are built on the SMOTE data and tested on the original data. The point of analysing V 9 feature set with different classification algorithms in both cases of original and sampled data is to investigate which model performs best when the lastV and lastObs features are not available. As stated earlier these two features are considered as a measure of social inclusion and the subject's interest in these kind of study, which may not always be easily available. Figure 7 presents a pair-wise comparison between the models learned on the data with V 11 feature set with and without data resampling. 
Prediction accuracy
Classification algorithms
V11+Orig V11+SMOTE
In comparison to the prediction models learned from the original dataset, the models learned using the SMOTE dataset with an adjusted probability distribution over the two output classes demonstrated a dip in prediction accuracy when tested on the original dataset, as expected. Additionally, the model built with the resampled data allows the model to have an equal chance to classify the unseen data based on the selected features in contrast to having a preference towards the majority class. Testing the SMOTE version of the built models on the original data allows to assess how the models will perform on unseen data.
.6 .2 . M o d e l p re d ic tio n b ia s a n d u sa b ility
Next the model prediction bias for the two output classes in both the cases of original and resampled data is analysed. We refer to the usability of the models for the healthcare professionals who are usually non-technical.
The prediction model bias to the majority class is a critical issue, particularly in scenarios where the associated cost of predicting minority is high and significantly exceeds the cost of a misclassification error for the majority class. For instance, in our case the TAUT reminder app if incorrectly suggested to a PwD can lead to a negative impact on them along with an associated financial cost. The cost estimation for misclassification is a topic for further work, requiring additional data on the cost of the financial savings and technology in addition to the evaluation of quality of life measurements. Approximating the variance between the two types of prediction errors, which is a sign of the prediction bias, is carried out. This approximation is the first step towards examining the effect of minimizing the total cost of misclassification within further work. Table 12 provides a comparison of the average prediction errors obtained between models trained on data with and without SMOTE, for V 11 and V 9 features, respectively. As can be viewed from Table 12 , in both the cases of V 11 and V 9 feature sets, the bias towards the majority class has reduced when the resampling technique is applied.
Next the usability of the prediction models is considered. The end users of the prediction model are healthcare professionals with a non-technical background in general. Hence it is essential that the models are easy to analyse, understand and interpret. The outcomes and ease of use are the key features for these kind of healthcare-based applications. DTs are mainly valuable for healthcare-based applications as the decision making is transparent and can be visualised as trees [8] . DT-based algorithms such as CART and C4.5 DT are easily analysed and interpretable. These features allow the outcomes to be clinically rationalised and understood given the fact that the healthcare professionals have non-technical background. Conversely, the kNN-based models are built on the theory of finding the nearest neighbour for an unknown case on the basis of similarity measure between the unknown case and its neighbours. This characteristic of kNN makes its beneficial for healthcare professionals. Based on the observed values for the unknown case the outcome from the prediction model can be interpreted by the health care professional based on their past experience in the similar kind of set-up with a PwD. Contrary from the kNN, the output from more complex models such as NNs and SVMs is a challenging job for non-technical professionals.
Conclusion and future work
The question we tried to address in this work are can we accurately classify adopters and non-adopters based on the identified features, what features support or do not support prediction and predicting adoption success based on the individual's background. In this work we addressed the significance of reducing the feature set, categorisation of features into fewer sub-categories so that the models are simple and relevant for healthcare professionals to understand. The motivation for feature selection was to approximate the underlying function between the input and the output; therefore it is reasonable and important to ignore those input features with little effect on the output, so as to maintain the size of the approximator model small. The categorisation of features into fewer labels makes it easy to understand and interpret, additionally making the models simple and improving the prediction accuracy. In addition, the use of logistic regression as part of feature selection enabled us to adopt a multivariate approach that included features that were inter-related. This feature selection phase is followed by building different models using a range of classification algorithms. In addition to this the problem of data imbalance was discussed in detail along with its consequence on the prediction models. As a solution to the imbalance problem resampling is carried out to boost the adopter instances and avoid bias towards the non-adopter class. In the evaluation process the models are built on the resampled data and evaluated on the original data. This allows us to evaluate the models in advance of the unseen data taking account the imbalance within the data for the output classes. The selected features from the analysis also included the last observation and last observation date, which may not always be available. Therefore the prediction models were built with two feature sets, V 11 and V 9, which include features which are practically possible to collect while minimising the cost of collection. The best prediction model was obtained by using the kNN classification algorithm with the reduced set of features.
The results obtained have improved accuracy of 92.48% over the previous prediction models built with the original 31 feature set [27] . The reduced set of labelled features with kNN makes the resulting model low cost, practical, and effective along with reduced complexity, which is beneficial for healthcare professionals.
In comparison to our previous work [8] , where the identified set of features were gender, living arrangement, MMSE, broadband, age, mobile reception, and carer, we have more detailed feature sets that are more relevant to individual current medical conditions. The data used in this work is obtained from long-term scientific studies and represents the actual population. The data pertaining to it goes back to the same population and allows more features representing medical and scientific information. The participants in the study represent the original cohort whereas the data in the previous study was an ad hoc data collected in a basic clinical settings. In [8] , we obtained very few features that might be helpful in facilitating use of technologies but not the primary factors in deciding adoption. Features such as living arrangement, broadband, and mobile reception are obvious features required for adoption but do not provide a potential insight into a PwD's ability for adoption. The work in [8] was an early stage of a study undertaken to gain a deeper insight. The current work is more reflective of a patient's decision making in long-term adoption. Decision trees were found to provide a useful alternative classification approach since they are more comprehensible by the end-user with a relatively small degradation in accuracy.
We conclude that the features identified can provide an insight into the PwD's ability to adopt technology and if the adoption is failing what could the explanation be. Features such as APOE and APOE ε4, which are genetic markers have an impact on dementia and individuals having them are likely to have reduced cognitive functionality leading to rejection of assistive technologies. The analysis did not indicate that such information is likely to be useful in terms of predicting adoption. Conversely, even though a PwD has the required infrastructure such as broadband and background he/she may not be motivated to adoption due to the stage of their dementia or other comorbidities. Hence it makes sense to include medical-based features in the adoption models. The feature sets described in the current paper provide more useful understanding into the patient ability to adopt technologies.
For example, personal features such as job, education level impact on an individual's capacity to learn a new technology. Additionally, comorbidity features also have an impact on determining dementia and predicting technology adoption to some extent. Studies have found that comorbidity amongst PwDs present specific challenges for care [40] . Existence of particular comorbidities may aggravate the progression of dementia and consequently affect the user decision and their ability for adoption. Conversely, the presence of a form of dementia may badly complicate and affect the medical care of other comorbidities and is a key element of how patients' needs are estimated [40] . Including such features into the adoption model is useful in understanding a user's decision of adoption and the extent to which adoption is carried out.
Acceptance of technology is a crucial factor for successfully deploying assistive technology solutions for elderly care. Modelling user adoption from a range of parameters such as physical, environmental and social is beneficial in recommending a technology to particular users based on their background. The aim of the current work was to build models with convenient, non-invasive, and low cost features that can easily predict adoption before uptake by a potential user. With this aim we investigated features and constructed models that were intuitive and were easily understood by health care providers. Given the positive results from our previous work, the current work on the TAUT project aimed to increase the data and feature set size available for testing and training the prediction models through engagement with a larger cohort of PwDs over a longer period of time. The focus was on identifying the parameters and factors that influenced technology adoption and to develop a prediction model that may be useful to evaluate a patient-caregiver dyad and predict whether they are likely to adopt the assistive technology. These parameters can be then used as inputs for the production of more robust prediction models that could be a part of a screening process to the advantage of healthcare professionals at the point of assessing the suitability of integrating assistive technology. If they are unsuitable, a different kind of technology may be suggested or if in doubt increased PwD support may be given to overcome the identified adoption obstacles.
Future work is being undertaken to identify further differences between adopters and non-adopters by correlating usage patterns of a mobile based reminder app (e.g. number set, number missed and measures of perceived utility and usability) and including further medical history information from the UPDB dataset. Another possible topic for future work would be to combine our previous work in [8] and the current feature sets to build a more robust model that includes features such as living arrangement with medical data.
