Models of Biological Regulatory Networks are generally based on prior knowledge, either derived from literature and/or the manual analysis of biological observations. With the development of high-throughput data, there is a growing need for methods that automatically generate admissible models. To have a better understanding of the dynamical phenomena at stake in the influences between biological components, it would be necessary to include delayed influences in the model.
INTRODUCTION
With both the spread of numerical tools and the development of NGS methods (Next Generation Sequencing methods), a large amount of time series data is now produced every day [1] [2] [3] . Besides, analytic and computational technologies would enable us to systematically investigate the complex processes of biological systems and to predict the system behavior after perturbations (e.g. genes knockouts or drug injection). This justifies the need to design efficient methods for learning models.
In Biological Regulatory Networks (BRNs), each biological component (e.g. genes and proteins) is represented by a node in a directed graph in which there is an arrow from one node to another if and only if there is a causal link between the two nodes. A variety of network inference algorithms have recently been used to identify BRNs from observational expression data [4] [5] [6] [7] . Most of them are only static. However, other researchers are rather focusing on incorporating temporal aspects in inference algorithms. The relevance of these various algorithms have been recently assessed in [8] . The authors of [9] tackled the inference problem of time-delayed gene regulatory networks through Bayesian networks. Since it is a complex problem, in [10] , the authors propose a Time-Window-Extension Technique based on time series segmentation in different successive phases. These approaches take gene expression data into account as input and generate the associated regulations.
However the discrete approaches that simplify this problem by abstractions, need to determine the relevant thresholds (i.e gene expression levels) of each gene to define their active and inactive states. Several methods have been proposed to tackle the discretization problem. We can cite for example [10] , in which the authors have proposed an alternative approach that considers, instead of a concentration level, the way the concentration changes during the time in the presence/absence of a regulator. On the other hand, the major problem for modeling lies in the quality of the expression data. Indeed, noisy data may be the main origin of the errors in the inference process. Thus, the pre-processing of the biological data is crucial for the pertinence of the inferred relations between components.
In this work, the input data is considered to be pre-processed. This pre-processing results in a reliable discretized time series data. Then, we assume the topology of the network is given as in [11] , in which the authors targeted the completion of stationary Boolean networks. Our aim is to learn the dynamics of the system. The main originality of our work is that we address this problem in a timed setting, with quantitative delays potentially occurring between the moment when an interaction is activated and the moment its effect is visible.
Through studying several biological systems, it seems that the delays do not depend only on the components involved in the interaction, but also on the levels of expression of these components and the type of the interaction (activation or inhibition) [12, 13] . Thus our research aim is to provide a logical approach to enrich the interaction graph of a BRN with the delays and the Publisher: Kernel Press. Copyright c (2017) the Author(s). This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.
thresholds. We assume here that we are given some first draft of a BRN model (with a partial graph modeling influences between components see figure 1 ) and the time series data expression of the network components. In [13] , the authors investigate a direct extension of the discrete René Thomas' modeling approach by introducing quantitative delays. These delays represent the compulsory time for a gene to turn from a discrete qualitative level to the next (or previous) one. They show the advantage of such a framework for the analysis of mucus production in the bacterium Pseudomonas aeruginosa. The approach we presented in [14] is inherited from the idea that some models need to capture these timing features.
METHOD
To model biological networks where quantitative time plays a major role, we will use Timed Automata Networks (T-AN). A T-AN is an extension of the Automata Networks (AN), which is a model of finite-state machines having transitions between their local states conditioned by the state of other automata in the network. An automaton in AN (and in T-AN) corresponds to a biological component and its local states represent the states of that component (e.g. active or inactive). Notation: Given a finite state A, ℘(A) is the power set of A.
Definition 1 (Timed Automata Network). Timed Automata Network is a triple (Σ, S, T ) where:
-Σ = {a, b, . . . } is the finite set of automata identifiers;
-For each automaton a ∈ Σ, S(a) = {ai, . . . , aj}, is the finite set of local states of a; S = a∈Σ S(a) is the finite set of global states; LS = ∪a∈ΣS(a) denotes the set of all the local states.
-T = {a → Ta | a ∈ Σ}, where ∀a ∈ Σ, Ta ⊂ S(a) × ℘(LS \ S(a)) × S(a) × N with (ai, , aj, δ) ∈ Ta ⇒ ai = aj, is the mapping from automata to their finite set of timed local transitions.
The formalism T-AN enriches AN with timed local transitions (see figure 1) , for instance τ = ai → δ aj where δ is the delay. In other words, the delay is the time needed for the transition to be performed. When modeling a regulation phenomenon, this enrichment with time, allows to represent the delay between the activation (respectively inhibition) order on a component and its effective synthesis (respectively degradation).
In this section we briefly introduce the method called MoT-AN (Modelling T-AN) that generates T-AN models coherent with the time series data given as an input. This approach uses discretized observations as an input, thus it is necessary to first pre-process the time series data with another method for for discretization it. Besides, MoT-AN considers a prior knowledge about influences between the biological components.
Our method may be summarized as follows:
• Identify the dynamics changes of the biological components;
• Compute all candidate timed local transitions that can be responsible of the network dynamics;
-compute the signs (negative or positive) of interactions,
-provide thresholds for each component in each timed local transition, and -associate their quantitative time delay.
• Refine the models by filtering the candidate timed local transitions:
-more frequent timed transitions among the candidate ones,
-distinct influences between components,
-uniqueness of the transitions delays.
• Return the minimal subsets of candidate timed local transitions (i.e minimal models: exactly one transition per change) that can realize all the network dynamics.
According to Harvey and Bossomaier [15] , asynchronous systems are biologically more plausible for many phenomena than their synchronous counterpart.
Usually observed global synchronous behavior in nature simply arises from the local asynchronous behavior. In this approach of learning there are some assumptions about the semantics. As a matter of fact, we consider an asynchronous behavior for each automata on one hand and a synchronous behavior in the global network on the other hand. The timed extension of AN that we propose allows both asynchronous and synchronous behavior by assuming a non-deterministic behavior of the timed local transitions.
EVALUATION
To evaluate our approach we processed the time series data obtained from the DREAM4 challenge [16] . DREAM challenges are annual reverse engineering challenges that provide biological case studies. In DREAM4, data is provided for systems of different size (10 genes on one hand, 100 genes on the other hand), allowing us to assess the scalability of our approach. The input data that we tackle here consists of the following: 5 different systems each composed of 100 genes, all coming from E. coli and yeast networks. For every such system, the available data are the following: (i) 10 time series data with 21 time points and 1000 is the duration of each time series; (ii) steady state for wild type; (iii) steady states after knocking out each gene; (iv) steady states after knocking down each gene (i.e. forcing its transcription rate at 50%); (v) steady states after some random multifactorial perturbations. We processed all the data.
We are given an initial state and 5 different time series of gene expression data. Each series represent data after non-similar perturbations (dual gene knockouts). The challenge objective is to predict the attractor in which the system will fall from the initial state for each dual knockout. Here, we just choose the first model that our algorithm outputs and use the biggest set of fired timed local transitions at each time step to produce a trajectory until a loop is detected. The first state of this cycle is reverse discretized and proposed as the predicted state. According to the challenge, the quality of the prediction is evaluated by computing the Mean Square Error (MSE) between the predicted state and the expected one. The precision we achieved in those experiments (see table 1 ) is rather good regarding the results of the competitors in the DREAM4 challenge [17] . For the same evaluation settings, their score is ranged from 0.010 to 0.075 and is comparable to our which is ranged from 0.033 to 0.086. This competitive outcome gives us encouraging results. Regarding run time, learning and predicting the trajectories of the benchmarks of 10 genes took less than 30 seconds. For the benchmarks of 100 genes, learning the models takes less than 1 minute and predicting needs about 3 hours and 20 minutes. We note that the experiments were done on one processor Intel Core2 Duo (P8400, 2.26GHz).
DISCUSSION
We have proposed a method called MoT-AN [14] to automatically model biological networks presented through the T-AN formalism. The models that we generate are consistent with given time series data. Therefore they can explain the dynamics evolution of the biological system. We illustrated the merits of this method by applying it on a large real biological system (DREAM4 challenge). As a result, we obtained in few seconds models that proved to be relevant. This relevance is qualified in terms of mean square error with gold standard networks (see Table 1 ). This algorithm is implemented using Answer Set Programming (ASP) [18] [19] [20] , and provides the exhaustive enumeration of all models. The principle drawback of this method is that we consider that the topology of the network is given as prior knowledge. Indeed, according to the literature, several works have been done to address this kind of problem with the aim to determine the correlation between genes (see for example [17, 21] ). Furthermore, these interaction graphs can be deduced from the available reliable databases of biological networks. For example: Human Integrated Pathway DB [22] , Pathways Interaction Database [23] and Causal Biological Network Database [24] . Based on time series data and prior knowledge about the influences between components, several works have been done to infer models [23, 25, 26] . However, they have a common limit that consists in characterizing static interactions and they do not permit to infer dynamics behaviors where delays are involved. The profit of our contribution lies in the fact that we overcome such limits, and we infer delays in a qualitative dynamical modeling of the network. MoT-AN method computes in [14] as many models as possible that satisfy on one hand the input (interaction graph and time series data) and on the other hand the dynamics semantics. But in these models, there exist some contradictions. Moreover, we may not be guaranteed that the data is perfect (without noise), even after discretization. Thus after computing the delays, the method MoT-AN may find some contradictions. For example: different transitions express that a component will inhibit and activate another with the same level of expression which is, in general, biologically not the case. Conversely, for the same transition it may find different delays that are not applicable according to our definition that there is only one delay for each transition. Thus, we propose to enrich the method by introducing a set of refinements to perform models and maintain only the most consistent with some given assumptions.
CONCLUSION
We present a new method that takes the interaction graph and the time series data as an input. We enrich the set of interactions between biological components by (1) computing the signs (negative or positive) (2) providing thresholds and (3) associating quantitative time delays.
Finally, we get a set of Timed Automata Networks that explain the dynamics of the biological network. MoT-AN is implemented in ASP. The applicability and limits of the proposed approach have been shown through benchmarks from DREAM4 challenge. Further works consist in improving our implementation to make it more robust against noisy data and sparse data like in the DREAM8 challenge: Heritage-DREAM breast cancer network inference challenge. In fact, to bypass some contradictions between models and/or transitions, this can be done by a set of refinements (i.e filters). These refinements are based on some assumptions: distinct influences between components, uniqueness of the delay for each transition. In addition, these filters can also be performed on the revision of models regarding new prior knowledge or regarding new time series data. This is a part of our perspective as well i.e. the adaptation of this method to resolve the network revision problem.
