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Розділ 7 
ВИЗНАЧЕНИЙ ІНТЕГРАЛ 
7.1. Означення, властивості, геометричний зміст 
визначеного інтеграла  
До поняття визначеного інтеграла приводять задачі обчислення площ, 
об'ємів тіл, довжини дуги кривої, фізичні задачі. 
 Нехай на відрізку [ ]b,a  визначена функція y=f(x). Розіб'ємо відрізок на 
n частин точками 0 1 1i i na x x x x x b−= < < < < < < =L L . 








= ∆∑ , що називається інтегральною сумою. 
Якщо існує скінченна границя інтегральної суми Sn при 
{ }
1
max 0ii n xλ ≤ ≤= ∆ → , що не залежить від способу розбивки області на елементарні 
ділянки й вибору точок , то вона називається визначеним інтегралом функції 
f(x) на відрізку [ ],a b  й позначається  














Функція  f(x) у цьому випадку називається інтегровною  на відрізку 
[ ],a b . 
Геометричний зміст 
визначеного інтеграла: 




f x dx∫  чисельно 
дорівнює площі 
криволінійної трапеції з 
основою [a,b], обмеженої 
прямими x=a, x=b і 
кривою y=f(x) (рис. 7.1). 
Властивості визначеного інтеграла. 
1. ( ) ( )
b a
a b
f x dx f x dx= −∫ ∫ .   
2. ( ) 0
a
a
f x dx =∫ .  
3. Лінійність інтеграла. Якщо ( )f x  й ( )g x  – функції, інтегровні на 
[ ],a b , то 
а) ( ) ( ) ( ),
b b
a a











a b x 
Рис. 7.1 
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 Поєднуючи властивості а) і б), можна записати властивість лінійності 
визначеного інтеграла:  ( ) ( )( ) ( ) ( )1 2 1 2 .
b b b
a a a
c f x c g x dx c f x dx c g x dx+ = +∫ ∫ ∫  
4. Адитивность інтеграла. Якщо ( )f x  – функція інтегровна на [ ],a c  й 









 5. Якщо a b<  й ( ) 0f x ≥ , те ( ) 0
b
a
f x dx ≥∫ , причому рівність нулю можлива 
тільки в тому випадку, коли  ( ) 0f x ≡ , ( )b,ax ∈∀  . 
6. Якщо a b<  й ( ) ( )f x g x≥ , то ( ) ( )
b b
a a
f x dx g x dx≥∫ ∫ – теорема про 
інтегрування нерівностей. 
7. Якщо ( )f x  – функція, інтегровна на [a,b], то ( )f x  – інтегровна на 
[a,b] і справедлива нерівність: 





dxxfdxxf – теорема про модуль визначеного  інтеграла. 
8. Теорема про оцінку визначеного інтеграла. Якщо ( )m f x M≤ ≤ , m– 
найменше, М – найбільше значення функції f(x) на відрізку [a; b],то 
( ) ( ) ( ).
в
а
m в а f x dx М в а− ≤ ≤ −∫  
9. Теорема про середнє значення. Якщо ( )f x  неперервна [ ],x a b∀ ∈ , то 
( ),a bξ∃ ∈ , що ( ) ( )( )abfdxxf
b
a
−=∫ ξ . 
Геометричний зміст теореми: 
нехай ( ) 0f x ≥  [ , ]x a b∀ ∈ , тоді існує 
принаймні одна точка ( ),a bξ ∈ , що 
площа криволінійної трапеції, 
обмеженої зверху неперервною 
кривою )x(fy =  буде рівна площі 
прямокутника з тією ж основою й 
висотою, рівною ( )f ξ  (рис. 7.2). Значення ( )f ξ  називається середнім 
значенням функції на відрізку [a, b].  
10. Якщо функції ( )xf  й ( )xϕ  – неперервні на [a, b], а ( )xϕ  зберігає 
знак на цьому відрізку, то (узагальнена теорема про середнє): 
( ) ( ) ( ) ( ) ,
b b
a a
f x x dx f x dx a bξ ξϕ = ϕ < <∫ ∫  






               a        ξ                 b    x 
Рис. 7.2 
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11. Якщо неперервна функція ( )xf , [ ]llx ,−∈  – парна, то 












7.2. Методи обчислення визначеного інтеграла 
Фундаментальним результатом математичного аналізу й поворотним 
моментом у розвитку інтегрального числення з'явилося відкриття зв'язку між 
визначеним і невизначеним інтегралами. Це дозволило визначені інтеграли 
обчислювати не як границі інтегральних сум, а через невизначені інтеграли. 
Теорема. Похідна визначеного  інтеграла  від неперервної 
функції по  його  верхній межі існує й  дорівнює значенню 
підінтегральної функції у верхній межі, тобто  
( ) ( )
x
a x




∫ .  

























− = − 
 
∫  . 






−==∫  – основна 
формула інтегрального числення, що встановлює зв'язок між визначеним і 
невизначеним інтегралами й дозволяє знаходити значення визначеного 
інтеграла як різницю значень первісної на верхній і нижній межах 
визначеного інтеграла. 
Приклади. 





arcsin ln arcsin ln arcsin ln1
1 ln 1 ln
arcsin1 arcsin 0 0 .
2 2
e e
edx d x x e
x x x
pi pi
= = = − =
− −








2 2 2 2
cos (1 sin ) (sin ) (sin ) (sin ) sin (sin )
sin (sin )
xdx x d x
x d x xd x
x
x
pi pi pi pi
pi pi pi pi
− − − −
−
− − − −
−
= = −∫ ∫ ∫ ∫ = 
2 8 2 2 8 8
3 3 3 3 3 34
2
3 3 3 3(sin ) sin sin ( ) sin ( ) sin ( ) sin ( )




pi pi pi pi−
−
     
− = − − − − − − −     
     
= 
2 8 2
3 3 33 2 3 2 9 21 21 1
2 2 8 2 8 16 2
   
        
− − − = − +             
        
   
. 
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3. 
4 4 4 42
2 2 2 2 2
0 0 0 9
1 1 ( 2 )cos
1 sin 2sin cos 2 1 2 ( 2 ) 1
dx
dx d tgxxI dx
x x x tg x tgx
pi pi pi pi
⋅
= = = =




1 1 1 2( 2 ) ( 2 0 2 2
4 22 2 2
arctg tgx arctg tg arctg arctg arctg
pi
pi 




3 1 3 1 3 1
2 2 2 00 0
( 1) 1 3 1
arcsin arcsin arcsin
2 2 2 3 6 63 2 ( 1) 2
dx d x x
x x x
pi pi pi− − −+ +
= = = − = − =
− − − + +
∫ ∫ . 
 


















3 1 dxxcosxsindxxcosxcosdxxcosxcos  
Скористаємося парністю підінтегральної функції. 
( )2 1 2
0
2 sin cosx x dx
pi















− ⋅ =  . 
6. Обчислити середнє значення функції 
2
1( ) cos









Розв’язання . Середнє значення функції за теоремою про середнє 
дорівнює: 




f f x dx b a
b a













cos cos sin sin 2 sin 0




⋅ = = = − = 
− − − − − 
∫ ∫ . 
Отже,  середнє значення функції дорівнює 
1( ) 0 01
2
f ξ = ⋅ = . 








Точне значення інтеграла в цьому випадку знайти не можна, тому що 
первісна не виражається через елементарні функції.  
Для дослідження поведінки підінтегральної функції ( )
x
xsin





 знаходимо її похідну:  
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Підінтегральна функція ( )
x
xsin




, тому що її 
похідна ( ) 0.f x′ < . 


















pi pi ∀ ∈   
 має місце нерівність: 2 sin 2 2x
xpi pi
≤ ≤ . 









≤ ≤∫ . 






























Заміна змінної в визначеному інтегралі 
Нехай функція ( )f x  неперервна на [ ],a b , а функція х= ( )tϕ  – монотонна 
й має неперервну похідну на відрізку [ ],α β , де ( ) aϕ α = , ( ) bϕ β = , тоді має 
місце формула заміни змінної в визначеному інтегралі 







Зауваження. Заміну  змінної інтегрування звичайно роблять за 
допомогою монотонних неперервних функцій, тому що монотонність 
гарантує однозначність як прямої, так і оберненої функції. При цьому, якщо 
змінна t змінюється в проміжку [α;β],  значення функції ( )tϕ  не повинні 
виходити за межі проміжку [a, b].  
Відзначимо, що до інтегралів виду 
2( )n
dx
x ax bx cα− + +∫
 застосовна 
підстановка x-α=1/t (підстановка приводить до менш громіздких викладень, 
ніж тригонометричні підстановки).  
 







1-й спосіб: застосуємо підстановку x=1/t. Знайдемо межі: 
інтегрування для змінної t . Маємо t=1/x, тоді при x=1 змінна t приймає 
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значення, рівне 1 (нижня межа інтегрування). При x=2 змінна t дорівнює 1/2 
(верхня межа інтегрування). Таким чином, при зміні змінної х від 1 до 2 
змінна t, монотонно спадаючи, змінюється від 1 до ½. Функція x=1/ t – 



























2 2 6 3
pi pi pi
− = − =  .  
2-й спосіб:  
 
2 2 2 2




















∫ ∫ ∫ .  
3-й спосіб:  
2
2



















x xdx t tdtt t dt t








− = = ⇒
⋅
= − ⋅ = = = − =
⋅
−
= ⇒ = = ⇒
= ⇒ =
∫ ∫ ∫ .  
 
Приклад 2. Обчислити інтеграл  ∫ −=
a
0
22 dxxaI . 
Заміна: tsinax = . Визначимо межі інтегрування для змінної t. Нехай 
0=x , тобто беремо х рівним нижній межі інтегрування у вихідному 
інтегралі. Тоді в якості t можна взяти будь-який розв’язок  рівняння 
0=tsina , наприклад 0=t . При знаходженні верхньої межі для змінної t 
замість х підставляємо  верхню межу інтегрування, рівну а, і розв’зуємо 
рівняння tsinaa = , звідки 1=tsin , zn,nt ∈pi+pi= 2
2
, тобто рівняння має 
нескінченну множину розв’язків. При цьому, взявши розв’язок  
2
pi
=t , (при 
0=n ), ми одержимо, що при зміні t від 0 до 
2
pi
 змінна х буде монотонно 
змінюватися від 0 до а. Таким чином, 
































































x2 dxe1I . 
Функція xe21− ― неперервна й монотонна на проміжку [-ln2;0]. Вважаючи 
x2e1t −= , знаходимо межі інтегрування для змінної t. При x=0  одержимо: 
t=0; при x=-ln2 знаходимо: 
2
3
e1e1t 4ln2ln2 =−=−= −− . 







=  – неперервно 
диференційовна на проміжку 
2


















































































dxI , застосовуючи підстановку 
2
x
tgt = , знаходимо нижню межу інтегрування 00 == tgt , верхня межа 





































це тим, що функція 
2
x
tg  в точці ∈pi=x [ ]pi20,  терпить розрив й, отже, не має 
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неперервної похідної. Підстановка 
2
x
tgt =  незастосовна на проміжку [ ]pi20, . 





















































































−= ∫ . 
Відзначимо, що на відміну від заміни змінної в невизначеному 
інтегралі,   у визначеному інтегралі не потрібно виконувати обернену 
підстановку, тобто переходити  у відповіді до старої змінної. 
 При використанні формули заміни змінної в визначеному інтегралі 
необхідно перевіряти виконання умов: 
1) Функція ( )x tϕ=  – неперервно диференційовна на відрізку [ ]βα ,  або 
[ ]αβ ,  βα ≥(  або )βα ≤  осі ot . 
2) При зміні t від α до β значення функції ( )x tϕ=  не виходять за межі 
відрізка [ ]ba, . 
3) ( ) , ( )a bϕ α ϕ β= = . 






формальне застосування формули заміни змінної інтегрування приводить до 







































З іншого боку, pipi
pipi
===





У цьому випадку перераховані умови застосовності формули заміни 
змінної порушуються, тому що функція tgxt =  в точці [ ]pipi ;0
2
∈=x  терпить 
розрив й, отже, не має неперервної похідної. Підстановка tgxt =  
незастосовна на проміжку [ ]pi;0 . 
Приклад 5. Обчислити інтеграл 
9 7 5 34
2
4
3 4 2 2
cos





− + − + +
= ∫  
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  Розв’язання . Представимо інтеграл у вигляді суми двох інтегралів, 
тоді  
9 7 5 34 4
2 2
4 4
3 4 2 2
cos cos





− + − +
= +∫ ∫ . 








 непарна, як частка непарної й парної функції, а 
проміжок інтегрування симетричний відносно початку координат, перший 





































=x  одержимо 1=t , при 
3
pi














































Скористаємося заміною: tx =−3 12 . Визначимо новий проміжок інтегрування. 












































3 ( 1) 3 1 3 1 3ln(1 ) ln 3 ln 2 ln
2 2 2 2 2 2 2
t
t
 −    
= + + = + − = +     
    
. 
 















logI x xdx= ∫ .  
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Покладаємо 
2
2log , тоді , ,ln 2 2
dx x
u x du dv xdx v
x








1 1 1 1log log 2 2 log 1 2
2 2 ln 2 2 2ln 2 2ln 2 2
x dx xI x x xdx
x
= ⋅ − ⋅ = ⋅ − ⋅ − = − ⋅ =∫ ∫  
1 1 32 2 2
2ln 2 4ln 2 4ln 2






I x arctgxdx= ⋅∫ . 
Покладаємо  
2
2,  тоді , ,1 2
dx x
u arctgx du dv xdx v
x
= = = =
+
, тоді: 
3 32 2 23 3
2 2
0 00 0
1 9 1 ( 1) 1 9 13 ( )
2 2 1 2 2 1 2 3 2
x x dx xI arctgx arctg dx x arctgx
x x arctg
+ −




9 1 33 (3 3) 5 3
2 2 2
arctg arctg arctg− − = −  . 







Нехай xsinu 1n −= , тоді ( ) xdxcosxsin1ndu 2n−−= , dv=sinx dx, v=-cosx. 

















= . Отримане рекурентне співвідношення дозволяє для 



















== ∫ . 

























 (що очевидно з геометричних міркувань і 




















































=== ∫ . 
 
7.3. Геометричні застосування визначених інтегралів 
Обчислення площ, об'ємів, довжин дуг 
Якщо криволінійна трапеція обмежена кривою ( )xfy = , прямими:  




dxxfS                                                                         (7.3.1). 
Якщо ( ) ( )1 2f x f x≤ , то площа, обмежена цими кривими й прямими 
ax =  й bx =  дорівнює  ( ) ( )( )2 1
b
a
S f x f x dx= −∫ . 
Об'єм тіла обертання, отриманого при обертанні криволінійної трапеції, 
обмеженою зверху кривою ( )xfy =  і прямими ax = , bx = , 0=y  навколо 





2pi , при обертанні навколо осі ОУ: ∫=
b
a
oy xydxV pi2 . 
Об'єм тіла, отриманого при обертанні фігури, обмеженої лініями 
( )xyy 2=  й ( ) ( )211 yyxyy ≤= , дорівнює  





ox .dxyyxV,dxyyV 122122 2pipi  




dxyL 21   (a<b). 
Випадок параметричного задання кривої. 











  )( βα ≤≤ t , 
причому точці А відповідає 
значення параметра t=α, точці В – значення  
t=β. 
Коли t змінюється від α до β, то точка описує 
криву АВ (рис. 7.3). 
При цьому )(αxa = , )(βxb = , де а й b – 
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змінної в інтегралі (7.2.1), одержимо ( ) ( )S y t x t dt
β
α
′= ∫  – площа у випадку 
параметричного задання кривої. 
 Довжина дуги АВ, заданої параметричними рівняннями:  
2 2
t tL x y dt
β
α
′ ′= +∫  )( βα < . 
Площа в полярних координатах.  
Якщо крива задана рівнянням у полярних координатах )(ϕρρ = , 
то площа криволінійного сектора АОВ (рис. 7.4 ), обмеженого 
дугою кривої і двома полярними  радіусами ОА й ОВ, відповідним значенням 











ϕϕρϕρ dL )()( 22      
 







          Рис.7.5 
 
Приклад 1. Знайти площі двох фігур, обмежених параболою xy 22 =  й 
колом 22 4 xxy −=  (Рис.7.5). 
Розв’язання . Знайдемо центр і радіус кола, виділивши повний 
квадрат: 04 22 =+− yxx ,    222 2)2( =+− yx . 
Отже, центр кола має координати (2;0), 2=R . 














Тоді 0(0;0), А(2;-2), В(2;2) – точки перетину.  
















2 242242 dxxdxxxxxxS  
Перший інтеграл у правій частині рівності  дорівнює 
4
1



















222 |2023 pipi xS . 
























рис.7.4    
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Приклад2. Обчислити площу кардіоїди )cos1( ϕρ += a . 
Тому що крива симетрична щодо полярної осі, обчислимо площу верхньої 








Площа дорівнює  2 2
0




ϕ ϕ= ⋅ +∫ = 
2 2 2
00
3 sin 2(1 2cos cos ) 2sin
2 4
a d a




















                
 
 
Рис.7.6                                                                 Рис.7.7 




















Крива симетрична щодо обох координатних осей, тому обчислюємо довжину 




























=⇒===+= ∫ ∫ . 













  )20( pi≤≤ y  









. Знаходимо ( )( )22 2 2 2 23 cos sin (3 sin cos )t tx y a t t a t t′ ′+ = − + =  




1 l 3a cos t sin tdt 3a cos t sin tdt
4
pi pi
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   pi20 ≤≤ t  
Використаємо формулу: ∫ ′=
β
α
dttxtyS )()( . 








































⋅ − + = 
 
. 
Приклад5. Обчислити об'єм кулі радіуса R з центром на початку 
координат. 
























22222 | RRxxRdxxRdxxRV RRR
R
ox pipipipi
3 34 ( )
3
R одpi . 
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Розділ 8 
НЕВЛАСНІ ІНТЕГРАЛИ 
8.1. Невласні інтеграли з  нескінченними межами 
інтегрування (I роду) і їх обчислення 
 
8.1.1. Основні поняття 
 Нехай функція f(x) визначена на нескінченному проміжку ),a +∞  й 






→+∞ ∫ , то цю межу називають невласним інтегралом I роду або 









f x dx f x dx
+∞
→+∞
=∫ ∫ . 
У тому випадку, якщо межа існує й скінченна, невласний інтеграл 
збігається. Якщо ж межа нескінченна або взагалі не існує, то невласний 
інтеграл не існує або розбігається. 
Аналогічно вводиться поняття інтеграла по нескінченному проміжку 
]( ,a−∞ , тобто ( ) ( )lima a
B
B
f x dx f x dx
→−∞
−∞
=∫ ∫ . 
Невласний інтеграл з обома нескінченними межами визначається 
рівністю ( ) ( ) ( )
a
a
f x dx f x dx f x dx
+∞ +∞
−∞ −∞
= +∫ ∫ ∫ , де a – будь-яке число. При цьому 
передбачається існування обoих інтегралів, що стоять праворуч. 
 
8.1.2. Геометричний зміст невласного інтеграла 
Якщо ( ) 0f x ≥  й неперервна 
[ ],x a A∀ ∈ , то визначений інтеграл ( )
A
a
f x dx∫  
геометрично  є площа криволінійної  
трапеції, обмеженої   
віссю  ОХ, кривою ( )y f x=  і 
прямими x=a , x=А. 
         Рис. 8.1 
 
При зростанні ( )A A → +∞  пряма x=A переміщається вправо. Якщо 




∫  збігається, то його величину приймають за 
площу нескінченної   криволінійної трапеції (Рис. 8.1). 
 
Приклад 1. 
      у 
 
                        у=f(x) 
 
 
       0                                          х 
                 a                      A 
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( )
0 0
cos lim cos lim sin lim sin sin 0 lim sin .
0
A
A A A A
A
xdx xdx x A A
+∞
→+∞ →+∞ →+∞ →+∞

= = = − =

∫ ∫  Інтеграл 












>∫ . Дослідимо, при яких значеннях  інтеграл збігається. 
а) p=1. За означенням  знаходимо  










= = = − = +∞

∫ ∫ , інтеграл розбігається. 
б) p<1 
( )1 1 11 1lim lim lim1 1
A
p p p p
p A A A
a a
Adx
x dx x A a
ax p p
+∞
− − − −
→+∞ →+∞ →+∞
 
= = = − = +∞ 
− − 
∫ ∫ , 
інтеграл розбігається. 
в) p>1 
















∫ , тобто збігається. 

















Геометрично це означає, що при p>1 функція 1px  наближається до нуля 





lim lim lim 1
0
A
x x x A
A A A
A
e dx e dx e e e
+∞
− − − −
→+∞ →+∞ →+∞

= = − = − − =

∫ ∫ , збігається. 
 
8.1.3. Узагальнення формули Ньютона-Лейбниця 
Нехай ( )f x  неперервна на [ ),a ∞  функція, а ( )F x  – первісна для ( )f x , 
тоді 
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( )lim lim limA Aa aA A A
a a




= = = − = ∞ − =∫ ∫ , 




∞ = ; користуємося для стислості умовним записом, 
опускаючи межу, тоді ( ) ( ) ( ) ( )a
a
f x dx F x F F a
∞
∞
= = ∞ −∫  . 
Приклад 4. 12






= = − =
+∫
. 
Для невласних інтегралів справедлива формула заміни змінної. Часто в 
результаті заміни змінної невласний інтеграл зводиться до визначеного. 
Приклад 5. 






cos 1 cos 2 1 sin 2
.
cos 2 2 4 41
cos
x tgz







= = = + = 
=  +
∫ ∫ ∫  

































cos sin cos 1
sin 2
u t dv tdt
I t tdt t t t
du dt v t
pi
pi pi= =
= = = + = −
= =
∫ . 
Збіжні невласні інтеграли мають всі основні властивості визначених 
інтегралів. 
При розгляді невласного інтеграла, насамперед, необхідно встановити, 
чи буде він збіжним. Питання про збіжність може бути вирішено або 
безпосереднім обчисленням невласного інтеграла, або за допомогою 
спеціальних ознак збіжності. 
Приклад 7. Дослідити збіжність інтеграла 


















= = = − − = 
 
−
∫ ∫ . 
Виходить, інтеграл збігається. 
У багатьох задачах, пов'язаних з невласними інтегралами, досить 
тільки з'ясувати питання про збіжність інтегралів і не потрібно знаходити 
його значення. У цьому випадку, як правило, використовуються наступні 
ознаки збіжності. 
 
8.1.4. Ознаки збіжності невласних інтегралів першого роду для 
невід’ємних функцій 
 
Зауваження. Збіжність невласного інтеграла першого роду залежить 
від поведінки функції на нескінченності, тобто. якщо , те невласні інтеграли  
й  збігаються або розбігаються одночасно. 
Теорема 1. (ознака порівняння). Нехай при досить великих  
виконується нерівність ( ) ( )0 f x g x≤ ≤ . Тоді зі збіжності інтеграла  випливає 








∫  випливає  
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Невизначений інтеграл не береться в елементарних функціях. Порівняємо 





∫  (приклад 3). При 1x ≥  маємо 2x x≥ , 
тоді 
2x xe e− −≤ . Виходить, 
2
1 1
x xe dx e dx
+∞ +∞













Теорема 2. (гранична форма ознаки порівняння). Якщо 
існує
( )













∫  збігаються 
або розбігаються одночасно. 
























= >∫  збігається, то за 





















∫  збігається. 
 
8.1.5. Невласні інтеграли від знакозмінних функцій 
Теорема (достатня ознака збіжності). Нехай функція ( )f x  визначена 








∫ .  













∫  називається умовно 




∫  розбігається. 





∫  збігається абсолютно. 
Дійсно, оскільки 2 2
sin 1x
x x





= >∫  збігається, то в силу 
ознаки порівняння вихідний інтеграл абсолютно збігається. 
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порівняння застосувати безпосередньо не можна. Для доказу збіжності 









u dux x xdx x dx dxx x
x x x xdv xdx v x
+∞ +∞ +∞
+∞= = −
= = − − = −
= = −
∫ ∫ ∫  
Застосовуючи тепер ознаку порівняння, одержимо 
( )2 2
1 1
cos 2x dxdx p
x x
+∞ +∞
≤ =∫ ∫ . Інтеграл збігається. 





∫  розбігається, 
тобто вихідний інтеграл збігається умовно. Дійсно, число 1α <  більше свого 











( )2 1sin 1 cos 2
2
x x= − , а 
1 1 1
1 cos 2 1 1 cos 2
2 2 2




















∫  також розбігається. 





= ∫ . 






















Оскільки ttln <  при 2≥t , звідси слідує нерівність 
ttln
11
> . Досліджуваний 
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 збігається, звідси 
випливає збіжність досліджуваного інтеграла. 
 
8.2. Невласні інтеграли другого роду - інтеграли від необмежених 
функцій 
 
8.2.1. Основні поняття  
Нехай функція ( )f x  визначена на півінтервалі ),a b , інтегровна на відрізку 






= ∞ . Точка b називається при цьому 









→ ∫ , то його 
називають невласним інтегралом другого роду, позначають ( )
b
a
f x dx∫   
і говорять, що інтеграл збігається 










=∫ ∫ . 
Якщо ж границя дорівнює 
нескінченності або взагалі не 
існує, то інтеграл розбігається. 
Якщо особливою точкою функції 
( )f x  є точка x=a, то                                                                                                                             












=∫ ∫ . 
                    
Якщо ( ),C a b∈  є особливою точкою функції f(x), то за властивістю 
адитивності ( ) ( ) ( )
b C b
a a C
f x dx f x dx f x dx= +∫ ∫ ∫  й  





lim ( ) lim
cb b
a a c







= +∫ ∫ ∫ . 
Якщо хоча б один з інтегралів ( )
C
a
f x dx∫  або ( )
b
C
f x dx∫  розбігається, то 
невласний інтеграл ( )
b
a
f x dx∫  також розбігається. 
      y 
 
                          y=f(x) 
 
 
       0                                          x 
                  a                  b-ε   b 
 
Рис.8.2 
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Приклад 1. 








Підінтегральна функція в точці  x=a має нескінченний розрив. 
а) 1α ≠ . За означенням невласного інтеграла маємо: 
( ) ( ) ( ) ( )
1 1 1
0 0 0







x a b a
x a x a
α α α












∫ ∫  
 














1. lim lim ln ln
b b
a a
dx dx b a




 = = = − − = +∞ 
− −




















 при 1α <  збігається; при 1α ≥  розбігається. 
Приклад 2. Обчислити невласний інтеграл другого роду 
( )( )1 1 1
2 20 0 0
0 0












= = = − − =
− −
∫ ∫  
(інтеграл збігається). 
 
8.2.2. Ознаки збіжності невласних інтегралів другого роду для невід’ємних 
функцій 
 
Теорема 1. (ознака порівняння). Якщо функції ( )f x  й ( )g x  неперервні 
[ ],x a b∀ ∈ , за винятком скінченного числа точок, причому 
( ) ( ) [ ]0 , ,f x g x x a b≤ ≤ ∀ ∈ , то а) якщо ( )
b
a




збігається, б) якщо ( )∫
b
a
dxxf  розбігається, то й ( )∫
b
a
dxxg  розбігається. 

























α  збігається, то 
й даний інтеграл за ознакою порівняння збігається. 
Теорема 2. (гранична форма ознаки порівняння). Якщо функції ( )f x  й 
( )g x  невід’ємні, неперервні ),x a b∀ ∈   й терплять нескінченний розрив у точці 
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x b= ; 
( )
( ) ( )∞<<=−→ λλ 0xg
xflim
0bx
, то невласні інтеграли від обох функцій 
сходяться або розходяться одночасно.  
 




dxJ ; особлива точка 1x = . Інтеграл розбігається, тому 
що  







































































. Особлива точка x=0. Знаменник підінтегральної функції 
x~xsinx
0x→





























досліджуваний інтеграл  збігається. 
Невласні інтеграли другого роду від знакозмінних функцій 
досліджуються аналогічно невласним інтегралам першого роду. 

























33 <=≤ α , звідси випливає абсолютна 
збіжність невласного інтеграла. 















xlnI . Особливі точки підінтегральної функції: 0x =  і 1x =  


















Виходить, підінтегральна функція обмежена в околі точки 1x = . 
Обчислимо при 10 << α  
2
2 10 0 0 0 0
ln 1





















Підінтегральна функція в околі точки 0x =  має порядок росту нижчий, ніж 




 ( 10 << α  ), виходить, 
досліджуваний інтеграл збігається. 













































<=α  збігається. 











































































= ∫ . 



























































. Виходить, інтеграл збігається. 

























тобто y=0 – горизонтальна асимптота. 
Розв’язання .  
У силу симетрії (Рис.8.3) площа  половини фігури дорівнює 






S adx dx x
a arctg
a x a x a
∞
→+∞ →+∞
= = = =
+ +∫ ∫
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Розділ 9 
ФУНКЦІЯ ДЕКІЛЬКОХ ЗМІННИХ 
9.1. Основні поняття 
Означення 1. Змінна z називається функцією двох незалежних 
змінних x і y, визначеною на множині D, якщо кожній парі (x, y) їхніх значень 
із D за певним законом ставиться у відповідність одне або кілька значень 
змінної z: позначають z = f(x, y). 
Означення 2. Множина пар чисел (x, y), для яких функція z визначена, 
називається областю визначення функції. 
Множина значень z називається областю зміни функції. 
Приклад 1. 
Знайти область визначення функції z = ln(y2 – 4x + 8). 
Розв’язання .  
Областю визначення даної функції є множина точок площини, що 
задовольняють умові 
y2 – 4x + 8 > 0 або y2 > 4(x – 2). 
Парабола розбиває площину на дві частини, для однієї з яких 
виконується дана нерівність. 
Областю визначення є  зовнішня стосовно параболи частина площини, 




Приклад 2. Знайти область визначення функції 2 24 – 1–= +z x y  
  
                 Рис. 9.2 
 














x 1 2 0 
Рис. 9.1 
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Область визначення — прямокутник, обмежений прямими x = ±2, y = ±1 
(Рис.9.2). 
Поняття границі функції 
Нехай функція z = f(x, y  )визначена у деякому околі точки M0(x0, y0), 
крім, може, самої точки M0. 
Означення. Число A називається границею функції z = f(x, y) при 
наближенні точки M(x, y) до точки M0(x0, y0), якщо ∀ε <  0 ∃δ > 0, що для всіх 
точок M(x, y), крім,  може, точки M0, для яких виконується нерівність ρ (M0, 
M) < δ, має місце нерівність |f(x, y) – A| < ε, 











Із самого означення випливає, що границя не залежить від способу 
наближення точки M до точки M0. 
Приклади 










2) 2 2 2 2 2 2000lim lim 1xxy
xy kx ky kx




Надаючи k різні значення, тобто при наближенні точки до початку 
координат вздовж  різних прямих, одержимо різні границі. Це означає, що 
дана границя не існує. 
Неперервність.  Нехай функція z = f(x, y) визначена в деякому околі 
точки M0(x0, y0), включаючи саму точку M0. 
Означення 1. Функція z = f(x, y) називається неперервною в точці 
M0(x0, y0), якщо  
( ) ( )
0
0
0 0lim , , .x x
y y




Означення 2.  Функція z = f(x, y) називається неперервною в точці 
M0(x0, y0), якщо ∀ε > 0 ∃δ > 0, що для всіх точок M(x, y), що задовольняють 
умові ρ (M0, M) < δ, має місце нерівність |f(x, y) – f(x0, y0) | < ε. 
Повний приріст функції z = f(x, y) у т. M0 дорівнює ∆z = f(x0 + ∆x, y0 + 
∆y) – f(x0, y0), де ∆x й ∆y — прирости аргументів. 
Покладемо x = xo + ∆x, y = yo + ∆y, одержимо 





f x x y y f x y
∆ →
∆ →
+ ∆ + ∆ =  або ( ) ( )0 0 0 00 0
0 0
lim , , lim 0
x x
y y
f x x y y f x y z
∆ → ∆ →
∆ → ∆ →
+ ∆ + ∆ − = ∆ =    
Означення 3.  Функція z = f(x, y) називається неперервною в точці 
M0(x0, y0), якщо нескінченно малим приростам аргументів x і y відповідає 










9.2. Частинні похідні 
Нехай функція z = f(x, y) визначена в деякій області D. 
Нехай т. M0(x0, y0)∈D; дамо приріст ∆x, залишаючи y постійним. Тоді 
функція z = f(x, y) одержить приріст 
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∆z = f(x0 + ∆x, y0) – f(x0, y0), (x0 + ∆x, y0) ∈ D, що називається частинним 
приростом функції по х. 
Означення. Границя відношення при ∆x>0 





f x x y f x yz z
x x x∆ → ∆ →




якщо вона  існує й скінченна, називається частинною похідною функції 
z = f(x, y) по змінній x. 
Частинні похідні по х позначають одним із символів 






Аналогічно визначається частинна похідна по y: 
 





z f x y y f x yz
x y y∆ → ∆ →




Частинна похідна є звичайною похідною, обчисленою в припущенні, 
що змінюється лише змінна, по якій виконується диференціювання, інші 
аргументи вважаються постійними. 
Приклад 1. 
z = xlgy; lg 1 lg
lnlg · ; .
ln10





∂ ∂  
Приклад 2. 
z = x4 + 3xy2 +6y; 3 24 3 ; 6 6.z zx y xy
x y
∂ ∂




9.3. Диференційованість функції 
Означення. Функція z = f(x, y) називається диференційованою у точці 
(x, y), якщо її повний приріст у цій точці можна представити у вигляді 
∆z = A(x, y)∆x + B(x, y)∆y + α1∆x + α2∆y, де 0 0
0 0
1 2lim 0, lim 0.x x
y y
α α
∆ → ∆ →
∆ → ∆ →
= =  
Теорема. Якщо функція z = f(x, y) диференційована в точці (x, y), то 





, при цьому  
( ) ( ) 1 2, , .z zz x y x x y y x y
x y
α α





Повним диференціалом функції z = f(x, y) називається головна частина 
приросту функції  
z zdz x y
x y
∂ ∂
= ∆ + ∆
∂ ∂
, де  ,x y
z zd z x d z y
x y
∂ ∂
= ∆ = ∆
∂ ∂
— частинні 
диференціали відповідно за змінними x іy. 
Нехай z = x, тоді 1, 0.z x z x
x x y y
∂ ∂ ∂ ∂
= = = =
∂ ∂ ∂ ∂
 Звідси одержуємо dx = ∆x; 
аналогічно dy = ∆y. 
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1). Знайти повний диференціал функції 
z=xy. 











= + = +
∂ ∂
 





1 1 13arctg · ; 3arctg ;
1 1
z x z x x
x y y y y yx x
y y
 ∂ ∂
= = − ∂ ∂     
+ +   
   
 
( )2 2 213arctg · .xdz ydx xdyy x y= −+  
 
9.3.2. Застосування повного диференціала в наближених 
обчисленнях 
 
Якщо функція z = f(x, y) диференційована в точці (x, y), то її повний 
приріст у цій точці можна представити у вигляді ∆z = dz + α∆ρ, де 
2 2
0




= ∆ = ∆ + ∆  Звідси випливає, що ∆z ≈ dz або 
( ) ( ) ( ) ( )0 0 0 00 0 0 0 , ,, , .f x y f x yf x x y y f x y x y
x y
∂ ∂
+ ∆ + ∆ ≈ + ∆ + ∆
∂ ∂
 
При досить малих ∆x й ∆y похибка може бути зроблена як завгодно 
малою. 
Приклад.  
Обчислимо наближено ( ) ( )2 24,05 2,93 .+  
Розглянемо функцію ( ) 2 2,f x y x y= + , покладемо x0 = 4, y0 = 3, тоді ∆x 
= 0.05; ∆y = –0.07 й ( )4;3 16 9 5.f = + =  




















Одержимо 2 24,05 2,93 5 0,8·0,05 – 0,07·0,6 4,998+ ≈ + =  
 
9.4. Геометричні зображення функції двох змінних 
Нехай функція z = f(x, y) визначена в області D. Кожній точці M(x, y)∈D 
відповідає певне значення функції z = f(M). Приймаючи це значення z за 
аплікату деякої точки N(x, y, z), одержимо, що кожній точці M∈D відповідає 
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певна точка N простору. Сукупність точок являє собою (можливі 
виключення) деяку поверхню. 
Більше зручним є метод ліній рівня. 
Лінією рівня функції z = f(x, y) називається геометричне місце точок 
площини XOY, у яких функція z = f(x, y) приймає постійне значення, тобто z 
= f(x, y) = c.. 
По лініях рівня можна судити про поверхні. Покладаючи c рівним:   c, c 
+ h, c + 2h, …, ми одержимо множину ліній рівня, за взаємним  
розташуванням яких можна судити про характер зміни функції. Рідкіші (при 
постійному  h) лінії рівня вказують на більш повільну зміну функції. 
Приклад.  
Накреслити лінії рівня функції z=xy, надаючи значення від –3 до 3 
через 1 (рис. 9.4) 
Розв’язання .  
При z = h (h≠0) лініями рівня є гіперболи xy = h. При h = 0 — осі 
координат x = 0, y = 0. 
 
y 
h =  2 
h = 1 





                             Рис. 9.3 
 
9.5. Частинні похідні вищих порядків 
Частинні похідні функції декількох змінних є функціями тих же 
змінних. Ці функції, у свою чергу, можуть мати частинні похідні, які 
називаються другими частинними похідними (або частинними похідними 
другого порядку) вихідної функції. 
Так, наприклад, функція z = f(x, y) двох змінних має чотири частинних 
похідних другого порядку, які визначаються й позначаються в такий спосіб: 
( ) ( )2
2 2
2 , ; , ;xyx
z z
z zx xf x y f x y
x x y x y
∂ ∂   ∂ ∂   ∂ ∂∂ ∂   
′ ′= = = =
∂ ∂ ∂ ∂ ∂
 
( ) ( )2
2 2
2, ; , .yx y
z z
y yz zf x y f x y
x y x y y
   ∂ ∂∂ ∂   ∂ ∂∂ ∂   
′ ′= = = =
∂ ∂ ∂ ∂ ∂
 
 
Аналогічно визначаються й позначаються частинні похідні третього й 
більш високого порядку функції декількох змінних: частинною похідною  n-
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го порядку функції декількох змінних називається частинна похідна першого 
порядку від частинної похідної (n–1) -го порядку тієї ж функції. 







 функції z = f(x, y) 

















Частинна похідна другого або більше високого порядку, узята по 
декількох різних змінних, називається мішаною частинною похідною. 
 Наприклад, частинні похідні 
2 2 3 3
2, , ,
z z z z
z y y x z y z y x
∂ ∂ ∂ ∂
∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
 є мішаними 
частинними похідними функції двох змінних z = f(x, y). 
Приклад . 
Знайти мішані частинні похідні другого порядку функції z = x2y3. 
Розв’язання .  
Знаходимо частинні похідні першого порядку 






Потім знаходимо мішані частинні похідні другого порядку 

































відрізняються між собою лише порядком диференціювання, тобто 
послідовністю, у якій виконується диференціювання по різних змінних, 
виявилися тотожно рівними.  
Приклад. 
Знайти частинні похідні , , , , ,x y xx yy xyz z z z z′ ′ ′ ′′ ′′  якщо
2 22 cos .xz x y
y
= + −  
При знаходженні частинних похідних по x вважаємо, що y постійне і 
навпаки. 
14 ,xz x y
′ = +  
( )
2 2





′ = − + = − +  
4,xxz′′ =  












′′ = + =  
( )
3 3/ 2






= +  
 
9.6. Диференціювання складних функцій 
Нехай z = f(x, y) — диференційована функція своїх аргументів x та  y, а 
x та  y, у свою чергу, є функціями від деякого аргументу t. Тоді складна 
функція  z = z(t)=f(x(t), y(t)) також диференційована, а її похідна знаходиться  
за  формулою 
.
dz z dx z dy




    (9.6.1) 
Якщо x та y  залежать від декількох змінних, наприклад x(u, v), y(u, v), 
то формули частинних похідних складної функції z = z(u, v)=f(x(u, v), y(u, v)) 
мають аналогічний вигляд: 
;
z z x z y
u x u y u
∂ ∂ ∂ ∂ ∂
= +
∂ ∂ ∂ ∂ ∂
 .
∂ ∂ ∂ ∂ ∂
= +
∂ ∂ ∂ ∂ ∂
z z x z y
v x v y v
    (9.6.2) 
Похідні складних функцій, що залежать від більшого числа аргументів, 
знаходяться за аналогічними правилами. Наприклад, якщо u = f(x, y, z), а x, y, 
z самі є функціями від якихось змінних t, s, …, то 
.
u u x u y u z
t x t y t z t
∂ ∂ ∂ ∂ ∂ ∂ ∂
= + +
∂ ∂ ∂ ∂ ∂ ∂ ∂
     (9.6.3) 
Якщо x, y, z залежать тільки від t, то в цій формулі частинні похідні по t 
заміняють на звичайні: 
.
du u dx u dy u dz









 якщо z = x2+xy+y2, де x = t2, y = t3. 
Розв’язання .  
За формулою (9.6.1) маємо 
( ) ( ) 22 2 2 3dz z dx z dy x y t x y t
dt x dt y dt
∂ ∂
= + = + + + =
∂ ∂
 
( ) ( )2 3 2 3 2 3 4 52 2 2 3 4 5 6 .t t t t t t t t t= + + + = + +  
Той же результат можна одержати й іншим шляхом; спочатку виразити 
z явно через t, а потім знайти похідну отриманої функції: 
z = z(t) = (t2)2 + t2·t3 + (t3)2 = t4 + t5 + t6; 
3 4 54 5 6 .dz t t t
dt
= + +  
 
Приклад 2. 
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Задано складну функцію z = f(x, y), де x = x(u, v), y = y(u, v).Знайти 











z x y xy
y u v
= −
= − + 
= −
 
Маємо: z = z(x, y) = z(x(u,v), y(u, v)); 
,
z z x z y
u x u y u
∂ ∂ ∂ ∂ ∂
= +
∂ ∂ ∂ ∂ ∂
,
z z x z y
v x v y v
∂ ∂ ∂ ∂ ∂
= +
∂ ∂ ∂ ∂ ∂
тоді 1 3 ;
2 3
z y




















































( ) ( )( ) ( ) ( )( )
2
2 2
21 1 3 4 sin 3 1
cos2 3
tg u vz y uv v x
u u vx y xy
 
−∂
 = + + + −
 ∂
−− +  
; 
( ) ( )( ) ( ) ( )( )
2
2 2
1 1 3 in 4 3 1
cos2 3
tg u vz y s uv u x v
v u vx y xy
 
−∂
 = + − −
 ∂















 Знайти повну похідну dz
dt
.  
Оскільки  z = z(x, y, t) = z(x(t), y(t), t), то .dz z dx z dy z





























10ln 1 2 1
.
1 1 2
x y tdz te
dt t t t
−
− 
= − + 
− + 
 
9.7. Диференціювання неявних функцій 








    (9.7. 1) 
Приклад 1. 








Розв’язання .  
У цьому випадку f(x, y) = 1 + xy – ln(exy + e–xy), тому 




′ = − =
+ +
 
































Вважаючи в цій рівності y функцією від x і диференціюючи його, 
знайдемо другу похідну неявної функції. При цьому використаємо вже 
знайдений вираз першої похідної: 
2
2 2 2 2
·1 2
.
ydy x yx yd y yxdx





= − = − =  
Функція z називається неявною функцією від x й  y, якщо вона задається 
рівнянням не розв’язаним відносно z. 
f(x, y, z) = 0,    (9.7.2) 
Це значить, що при кожних значеннях аргументів x = x0 й  y = y0 з області 
визначення неявної  функції, вона приймає таке значення z0, для якого f(x0, y0, 
z0) = 0. Якщо  f(x, y, z)  ― диференційована функція трьох змінних x, y, z і 
( ), , 0,zf x y z′ ≠  то задана рівнянням (9.7.2) функція z = z(x, y) також 







, , , ,
yx
z z
f x y zf x y zz z
x f x y z y f x y z
′′∂ ∂
= − = −
′ ′∂ ∂
     (9.7.3) 
Приклад 2. 
Знайти частинні похідні функції z(x, y), заданої рівнянням 
2 2 2
2 2 2 1.
x y z
a b c
+ + =  
Розв’язання . У цьому випадку  ( )
2 2 2
2 2 2, , 1,
x y zf x y z
a b c
= + + −  
тому 2 2 2
2 2 2
, ,x y z
x y zf f f
a b c
′ ′ ′= = = ; 
2 2
2 2, .
z xc z yc
x za y zb
∂ ∂




Знайти частинні похідні  функції z(x, y), заданої рівнянням xy – yz + 
sin(yz2) + a2 = 0. 
Розв’язання .  
Маємо f(x, y, z) = yx – zy  + sin(yz2) + a2, 
тоді 1,yxf yx −′ =  1 2 2ln cos( )y zyf x x zy yz z−′ = − + , 2ln 2cos( ) ,zzf y y yz yz′ = − +  
( ) ( )
1 1























fz x x zy yz z
y f y y yz yz
−′∂ − +





9.8. Екстремум функції двох змінних 
Функція f(x, y) має максимум (мінімум) f(x0, y0), якщо для всіх відмінних 
 від M0 точок M(x,y) у досить малому околі точки M0 виконується нерівність 
f(x0, y0) > f(x, y) (або відповідно f(x0, y0) < f(x, y)). 
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Необхідні умови екстремуму 
Точки, у яких диференційована функція f(x, y) може досягати екстремуму 














Достатні умови екстремуму 
 Нехай M0(x0, y0) — стаціонарна точка функції f(x, y). Тоді, якщо позначити 
( )0 0, ,xxA f x y′′=  ( )0 0, ,xyB f x y′′=  ( )0 0,yyC f x y′′=  й ∆ = AC – B2, то 
1) якщо ∆ > 0, функція має екстремум у точці M0(x0, y0), а саме максимум, 
якщо A < 0 й ∆ > 0, або мінімум, якщо A > 0 й ∆ > 0. 
2) якщо ∆ < 0, то екстремуму в точці M0(x0, y0) немає. 
3) якщо ∆ = 0, то потрібне подальше дослідження. 
Приклад.  
Дослідити на екстремум функцію z = x3 + 3xy2 – 15x –12y.  
Розв’язання . Маємо 
2 2
2 2 2 23 3 15 0 5 5
 или .
2 2 46 12 0
z
x y





= + − =  + = + =∂
  ∂ = =  = − =
∂
 
(x + y)2 = 9, |x + y| = 3, x + y=±3, звідки одержуємо чотири стаціонарні точки. 
M1(1; 2), M2(2;1), M3(–1;–2), M4(–2; –1). Знайдемо 
2 2 2
2 26 , 6 , 6 .
z z z
x y x
x x y y
∂ ∂ ∂
= = =
∂ ∂ ∂ ∂
 
Перевіряємо достатні умови екстремуму в кожній із точок. 



























= = ∂ 
 
∆ = AC – B2 = 36 –144 < 0. Виходить, у точці M1 екстремуму немає. 
2) У точці M2: A = 12, B = 6, C = 12, ∆ = 144 – 36 > 0, і A > 0 ⇒ 
( ) ( )2 min 2;1 8 6 30 12 28;minz M z= = + − − = −  
3) У точці M3: A = –6, B = –12, C = -6, ∆ = 36 – 144 <0. Екстремуму немає. 
4) У точці M4: A = –12, B = –6, C = –12, ∆ = 144 – 36 > 0 й A < 0 ⇒ 
( ) ( )min 4 min –2; –1 –8 – 6 30 12 28.z M z= = + + =  
 
9.9. Дотична площина й нормаль до поверхні 
  Дотичною площиною до поверхні в точці M називається площина, що 
містить у собі всі дотичні до кривих, проведених на поверхні через точку M. 
Нормаллю  до поверхні називається пряма, що проходить через точку дотику 
M і перпендикулярна дотичній площини. 
Якщо поверхня задана рівнянням F(x, y, z ) = 0 і точка M0(x0, y0, z0) лежить на 
ній, то дотична площина до поверхні в точці M0 визначається рівнянням 
( ) ( )( ) ( )0 0 0 0 0 0( ) ( ) 0;x y zF M x x F M y y F M z z′ ′ ′− + − + − =  (9.9.1) 
 - 124 -
нормаль до поверхні в точці M0 (пряма, що проходить через точку M0 
перпендикулярно до дотичної площини) визначається рівняннями 
( ) ( ) ( )
0 0 0
0 0 0x y z
x x y y z z





 Приклад.  
Скласти рівняння дотичної площини й нормалі до поверхні F(x, y, z ) = x2 + y2 
+ z2 –14 = 0 у точці M0(1; 2; 3). 
 Розв’язання .  
Рівняння дотичної площини до поверхні F(x, y, z) = 0 має вигляд (9.9. 1). 
Знайдемо частинні похідні: 0 0( ) 2 2,xF M x′ = = 0 0( ) 2 4,yF M y′ = =  
( )0 02 2·3 6,zF M z′ = = =  де x0 =1, y0 = 2, z0 = 3. 
Тоді одержимо рівняння дотичної площини  
2 (x – 1) + 4(y – 2) + 6(z – 3) = 0 або x + 2y + 3z – 14 = 0. 
Рівняння нормалі має вигляд (9.9. 2), тобто 1 2 3
2 4 6
x y z− − −
= =  
або 1 2 3.
1 2 3
x y z− − −
= =  
 
9.10. Похідна за напрямом 
 Розглянемо функцію U = f(x, y, z) і знайдемо величину, що характеризує 
швидкість її зміни в деякій точці M0(x0, y0, z0)∈D по напряму одиничного 




Позначимо через M(x, y, z)∈D змінну точку на промені l (Рис.9.6.). 
 Означення.   Похідною функції f(x, y, z) по напряму lr в точці M0 
називається границя 















 збігається з додатним 





















Теорема. Якщо функція f(x, y, z)  має в точці M0 неперервні частинні 
похідні (тобто диференційована в точці M0), то в точці M0 існує похідна по 
будь-якому напряму, причому, ця похідна визначається формулою 
cos cos cos .
f f f f
l x y z
α β γ∂ ∂ ∂ ∂= + +
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Зокрема, якщо U = f(x, y), то cos cos .f f f
l x y
α β∂ ∂ ∂= +
∂ ∂ ∂
 
  Приклад 1. 
Знайти похідну за напрямом бісектриси першого координатного кута в точці 
M0(1; 1) функції U = x3y – 5xy2 + 1. 




α β= =  







































Знайти похідну функції U = xy2z3 у точці A(3; 2; 1) за напрямом вектора 
2 2 .a i j k= + +
rr rr
 
Розв’язання .  




U U U U
a x y z
α β γ ∂ ∂ ∂ ∂= + + ∂ ∂ ∂ ∂   









































β =  1cos ,
3
γ =  
де 3;a =r  звідси 2 2 1 24· 12· 36· 22 .








9.11. Градієнт функції 
Градієнт функції - міра зростання величини на одиницю довжини 
(латинськ. gradiens). 
Нехай функція f(x, y, z) визначена й диференційована в області D. 
Означення 1. Вектор, проекції якого на координатні осі рівні 
відповідно частинним похідним функції f(x, y, z), називається градієнтом 
функції f(x, y, z) 







Користуючись поняттям похідної за напрямом, одержимо деякі властивості 
градієнта. 
 
 Властивості градієнта 
1. Перепишемо формулу (9.10. 1) для похідної за напрямом lr  у вигляді 
скалярного добутку 
 - 126 -
( )grad , grad cos grad cos ,f f l f l fl ϕ ϕ∂ = = =∂
r r
 де 1.l =
r





Із цієї формули випливає, що похідна функції за напрямом l
r
 має найбільше 
значення, якщо cosϕ = 1, тобто, якщо кут ϕ між векторами grad f й lr  у точці 
M0 дорівнює 0. У цьому випадку напрям  l
r
 збігається з напрямом  grad f. 
Отже, якщо вектор l
r
 має напрям градієнта функції в даній точці, тобто 





 й приймає найбільше значення в даній точці. 
Отриманий результат дозволяє тепер замість наведеного вище формального 
означення градієнта, пов'язаного з вибором системи координат, дати інше 
означення, що не залежить від вибору системи координат. 
 Означення 2. Градієнтом функції U(M) називається вектор, 
спрямований убік найбільшого зростання функції й по модулю рівний похідній 
функції U по цьому напряму. Причому, це найбільше значення дорівнює 
22 2
grad .f f ff
x y z
 ∂ ∂ ∂   
= + +    ∂ ∂ ∂    
 
2. Напрям градієнта збігається з напрямом нормалі до поверхні рівня 
U(x, y, z) = C, що  проходить через дану точку. 
3. Похідна функції за будь-яким напрямом, дотичним до поверхні рівня, 
дорівнює 0. 
4. grad(C1U1 + C2U2) = C1grad1 + C2grad2; 








Властивості 4-6 випливають безпосередньо з означення  градієнта. 
Приклад.  
Знайти градієнт функції z = ln(x2 + y2) у точці A(3; 4). 
Розв’язання .  
.
A A

























Підставимо значення частинних похідних у вираз для  grad z: 
6 8grad .
25 25A
z i j= +r r  
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Розділ 10 
ДИФЕРЕНЦІАЛЬНІ РІВНЯННЯ 
Диференціальним рівнянням називається співвідношення, що зв'язує 
незалежну змінну, невідому функцію і її похідні. 
 
10.1. Диференціальні рівняння першого порядку 
Загальний вид диференціального рівняння I порядку. 
0),,( =′yyxF       (10.1. 1) 
Припустимо, що рівняння (10.1.1) можна розв’язати відносно похідної. 
Тоді воно має вигляд: 
),( yxfy =′       (10.1. 2) 
Рівняння (10.1.2) називається рівнянням I порядку, розв’язаним відносно 
похідної. Рівняння першого порядку можна записати у вигляді: 
.0),(),( =+ dyyxQdxyxP  
Задача, у якій потрібно знайти розв’язок рівняння ( , ),y f x y′ =  який 






, називається задачею Коші. 
Розв’язок, що задовольняє початковій умові, називається частинним 
розв’язком диференціального рівняння. 
Теорема існування й єдиності розв’язку задачі Коші: 
Якщо права частина f(x,y) рівняння ),( yxfy =′  і її частинна похідна по y 
),( yxf y′  визначені й неперервні в області D зміни х і y, то яка б не була 
внутрішня точка (х0,y0) цієї області, дане рівняння має єдиний розв’язок 
)(xy ϕ= , що приймає при х=х0 задане значення y=y0. 
Геометрично це означає, що через кожну точку області D проходить (і 
притім тільки одна) інтегральна крива. 
Загальним розв’язком диференціального рівняння I порядку називається 
функція ),( Cxy ϕ= , що залежить від однієї довільної постійної С і 
задовольняє двом умовам: 
1) функція ),( Cxy ϕ=  є розв’язком рівняння при будь-яких допустимих 
значеннях постійної C; 
2) вибором довільної постійної C можна задовольнити будь-якій початковій 
умові 00 yy xx == . 
Співвідношення Ф(x,y,C)=0, що визначає загальний розв’язок в 
неявному виді, називається загальним інтегралом рівняння. 
Частинним розв’язком диференціального рівняння (10.1. 1) називається 
розв’язок, одержуваний із загального розв’язок при якому-небудь певному 
значенні довільної С. Розв’язок задачі Коші, тобто розв’язок, що задовольняє 
початковим умовам, є частинним розв’язком. 
Розглянемо методи інтегрування диференціального рівняння (10.1. 2) для 
окремих випадків правої частини f(x,y). 
10.1.1. Рівняння з відокремлюваними змінними  
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Диференціальне рівняння 0),(),( =+ dyyxQdxyxP  називається  рівнянням з 
відокремлюваними змінними, коли кожна з функцій P(x,y) і  Q(x,y) є добутком 
двох функцій, одна з яких – функція, що залежить тільки від х, а друга – 
тільки від y, тобто P(x,y)= f1(x)g1(y), а Q(x,y)=f2(x)g2(y). 
 Рівняння має вигляд : 0)()()()( 2211 =+ dyygxfdxygxf . 
Інтегрування даного рівняння виконується поділом змінних, що здійснюється 
діленням обох частин рівняння 0)()()()( 2211 =+ dyygxfdxygxf  на добуток 
)()( 21 xfyg , у якому )(1 yg  – функція тільки від y,  а )(2 xf  – функція тільки від х. 














Це рівняння з розділеними змінними. Його загальний інтеграл 
запишеться так:  1 2
2 1
( ) ( )
( ) ( )
f x g ydx dy Cf x g y+ =∫ ∫  
Якщо рівняння 0)(1 =yg  й )(2 xf =0 мають розв’язки, то рівняння 
0)()()()( 2211 =+ dyygxfdxygxf  може мати так називані особливі розв’язки, що 
не входять у загальний інтеграл.  
Приклад 1. Розв’язати диференціальне рівняння 
0)1)(1( 22 =+−+ xydydxyx . 
Рівняння з  відокремлюваними змінними . Розділивши обидві його частини 



























+=  – 
загальний інтеграл. 
Диференціальне рівняння з відокремлюваними змінними можна 
представити також у вигляді ),()( 21 yfxfy =′ права частина якого є добуток 
двох множників, кожний з яких є функцією тільки одного аргументу. 
Перепишемо рівняння у вигляді )()( 21 yfxfdx
dy




Інтегруючи його почленно, одержимо ∫∫ += cdxxfyf
dy )()( 12
 – загальний 
інтеграл рівняння. 




























Інтегруючи, знаходимо cxtgy ln
2
lnlnln += . 
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Після потенціювання одержимо загальний розв’язок 
ln
2












= ;  01 =⇒= cec . 
0 1y e y= ⇒ =  – частинний розв’язок. 
Диференціальні рівняння, що приводяться до рівнянь з 
відокремлюваними змінними. 
 Рівняння виду  )( cbyaxfy ++=′  
приводиться до рівняння з відокремлюваними змінними  




′ = = . 






′ )(),( , aubf
dx
du
+= )(  або ( )
du dx
bf u a =+ , 
Змінні розділені, інтегруючи, одержимо: .( )
du
x c
bf u a = ++∫  
У загальному інтегралі потрібно перейти до старої змінної, покладаючи 
cbyaxu ++= . 
Приклад. 2)128( ++=′ yxy . 
Права частина рівняння є функція від )128( ++ yx . Отже, підстановкою 
128 ++= yxu  рівняння приводиться до рівняння з відокремлюваними 


















































10.1.2. Однорідні диференціальні рівняння 
Однорідним диференціальним рівнянням I порядку називається рівняння 
виду 
( , ) ( , ) 0,P x y dx Q x y dy+ =  
де ),( yxP  й ),( yxQ  – однорідні функції одного виміру (або порядку). 
Функція ),( yxP  називається  однорідною функцією  своїх аргументів    
m-го виміру, якщо t∀  ).,(),( yxPttytxP m=  
Якщо m = 0, ),,(),( yxPtytxP =  то функція ),( yxP  є однорідною функцією 
нульового виміру. 












PtytxP ===  
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де права частина рівняння є однорідною функцією нульового виміру. 




Приклади однорідних функцій: 
22 32),( yxyxyxP ++= , yxyxP 2),(1 −= . 
Дійсно, 2 2 2 2 2 2( , ) ( ) 2( )( ) 3( ) ( 2 3 ) ( , ) ( 2);P tx ty tx tx ty ty t x xy y t P x y m= + + = + + = =   
1
1 1( , ) 2( ) ( 2 ) ( , ) ( 1)P tx ty tx ty t x y t P x y m= − = − = = . 
За допомогою заміни змінної U
x
y
= , де )(xUU = , рівняння 0),( ≠=′ x
x
yfy  
приводиться до рівняння з відокремлюваними змінними. 
 ,y Ux y U x U′ ′= = + . 
Підставляючи ці вирази в рівняння, знайдемо )(UfUxU =+′  або 










dU lnln)( +=−∫ , або xCUUf
dU ln)( =−∫  
Зауваження: при діленні на різницю UUf −)(  ми припускаємо, що 
0)( ≠−UUf . Якщо ж існують корені рівняння 0)( =−UUf , наприклад, 
nUUU ,...,, 21 , тоді ),1( nixUy ii ==  розв’язки, які можуть бути загублені при 
діленні. Графіки функцій ),1( nixUy ii ==  – прямі, що проходять через початок 
координат на площині xoy. 
Нехай загальний інтеграл рівняння 0),( ≠=′ x
x
yfy  має вигляд 
0),,( =Φ CUx . 
Повертаючись від u до  y с допомогою формули yU
x
= , одержимо: 
( , , ) 0yx C
x
Φ =  – загальний інтеграл рівняння. 








=  де ),(xUU =  маємо ,y Ux y U x U′ ′= = + . Одержимо 
диференціальне рівняння з відокремлюваними змінними, щодо функції )(xU : 
U
U


















яке після інтегрування дає 
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2
2 2 2 2 2 2 2
2 2
1
, ln(1 ) ln , 1 ,1 ,1
1 2
UdU dx yU Cx U Cx U C x C x
U x x
= + = + = + = + =
+∫ ∫
. 
Виходить, 122 −±= xCxy  – загальний розв’язок рівняння. 
 














cybxafy  приводяться до однорідного 
диференціального рівняння за допомогою заміни змінної. Варто помітити, що 
якби 1 2c і с  були рівні  нулю, то рівняння було б однорідним. Рівняння 
a1x+b1y+c1=0  й   a2x+b2y+c2=0  визначають дві прямі. Для знищення в 
рівняннях прямих вільних членів, треба перенести початок координат у точку 







































. Це однорідне диференціальне рівняння. 
Викладений метод не можна застосовувати, якщо прямі паралельні. Але 













































знайдемо x0=1, y0=2. 






















Отримане рівняння є однорідним. Заміна ξ
η
=U  або Uη ξ=  приводить до 










Розділяємо змінні й інтегруємо: 
2 2 2
2
1 (1 ) 1 1
; ; ln 2 1 ln ln ( 2 1) ;
1 1 2 2 2
dU U U dU dU U U c U U C
d U U U
ξξ ξ ξξ ξ
− +
= − = − + − = − ⇒ + − =




=U , тоді 2 22 Cξ ξη η− + + = . 
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Повертаючись до змінних x, y, знайдемо 2 22 2 6x xy y x y C− − + + =  – 
загальний інтеграл рівняння. 
 
10.1.3. Лінійні диференціальні рівняння 
Диференціальне рівняння називається лінійним, якщо воно лінійне щодо 
шуканої функції y  й її похідної y′ , тобто якщо воно може бути записане у 
вигляді  
( ) ( )y p x y q x′ + = , 
де p(х) і q(x) – неперервні функції. 
Якщо q(x) 0≡  , то рівняння називається однорідним; якщо q(x) ≠0, то 
рівняння називається неоднорідним, або лінійним рівнянням із правою 
частиною. 
Рівняння ( ) 0y p x y′ + = , отримане з рівняння ( ) ( )y p x y q x′ + = , заміною 
функції q(x) нулями, називається лінійним однорідним рівнянням, що 
відповідає даному неоднорідному рівнянню. 
Це рівняння  з  відокремлюваними  змінними. 
 Розділяючи змінні й інтегруючи, знаходимо: 
( ) ,ln ( ) ln ,dy p x dx y p x dx c
y
= − = − +∫ , 
( )p x dx
y ce
−∫
= , де c – довільна стала. 
I метод розв’язування лінійного неоднорідного рівняння (ЛНР) – метод 
варіації довільної постійної. 
 Відповідно до методу варіації розв’язок неоднорідного рівняння 
шукаємо у вигляді 
( )p x dx
y ce
−∫
= , вважаючи c=c(х), тобто ( )( ) p x dxy c x e−∫= ⋅ . 
Знайдемо c(х) таким чином, щоб задовольнялося рівняння ( ) ( )y p x y q x′ + =  
( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )p x dx p x dx p x dxc x e c x e p x p x c x e q x− − −∫ ∫ ∫′ − + ⋅ = . 
Функцію c(х) визначимо з рівняння ( )( ) ( )p x dxc x e q x−∫′ ⋅ = , тоді 
( )( ) ( ) p x dxc x q x e dx c∫= ⋅ +∫ . 
Виходить, загальний розв’язок диференціального рівняння 
( ) ( )y p x y q x′ + =  дорівнює ( ) ( )( )p x dx p x dxy ce q x e dx c−  ∫ ∫= ⋅ + 
 ∫
. 
Отже, загальний розв’язок лінійного неоднорідного рівняння дорівнює 





частинного розв’язку неоднорідного рівняння 
( ) ( )( )p x dx p x dxe q x e dx−∫ ∫⋅ ∫ , 
одержаного із загального при c=0. 












dy lnln,,,0 +−=−=−==+ ∫∫  або cey
x lnlnln += − , 
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звідси знаходимо 
xcey −=
 – загальний розв’язок однорідного рівняння. 
Покладаючи c=c(х), знаходимо загальний розв’язок неоднорідного рівняння. 
Підставляємо ( ) xy c x e−= ⋅  у вихідне рівняння: 
( ) ( ) ( ) ( ) 1, ( ) .x x x xc x e c x e c x e e c x c x x c− − − −′ ′− + = ⇒ = = +  
Тоді xecxy −+= )(  – загальний розв’язок неоднорідного рівняння. 
II метод розв’язання ЛНР – метод Бернуллі. 
 За методом Бернуллі розв’язок шукається у вигляді добутку двох 
функцій: ( ) ( )y u x v x= ,тоді y u v uv′ ′ ′= + . Підставляючи y й y′  в рівняння 
( ) ( )y p x y q x′ + = , одержимо ( ) ( )u v uv p x uv q x′ ′+ + =  або  ( ( ) ) ( )u v u v p x v q x′ ′+ + = . 
Для відшукання двох функцій u(x) і v(x) є одне рівняння, тому одне із 
співвідношень між ними вибираємо довільно.  
Нехай v(x)= ( )p x dxe−∫  – частинний розв’язок рівняння ( ) 0v p x v′ + = , тоді 





( )( ) p x dxu q x e∫′ = ⋅ . 
Загальний розв’язок ЛДР I порядку має вигляд, отриманий методом 
варіації. 







Тут 2( ) ; ( )1





Знайдемо ( ) :v x  22 2 2
1 1
; ; ln ln( 1);
1 1 2 1
x dv xdx
v v v x v
x v x x
′ = − ⋅ = − = − + =
+ + +
. 
Тепер знайдемо ( ) :u x  32 2 2 211; 1 ; ( 1)
3
u x x du x x dx u x c′ = + = + = + + . 










10.1.4.  Рівняння Бернуллі 
( ) ( ) ny p x y q x y′ + =  )1,0( ≠≠ nn . 
Рівняння Бернуллі зводиться до лінійного рівняння за допомогою заміни 
змінної. Розділимо почленно рівняння на ny : 1( ) ( )n ny y p x y q x− −′ + =  і зробимо 
заміну змінної )(1 xzy n =− . Тоді yynz n ′−=′ −)1( . Відносно z одержимо 
неоднорідне лінійне рівняння ( )( 1) ( 1) ( )z p x n z n q x′ + − + = − + . 
Нехай 0),,( =zyxФ  – його загальний інтеграл, тоді, підставляючи 1+−= nyz , 
одержимо загальний розв’язок вихідного рівняння: 0),,( 1 =+− cyxФ n . 
Приклад 33 yxxyy =+′  )3( =n . 
Розв’язування. 
Підстановкою 2−= yz  рівняння Бернуллі зводиться до лінійного рівняння  
322 xxzz −=−′ . 
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Відшукуючи розв’язок його у вигляді uvz = , одержимо 
32 2u v uv xuv x′ ′+ − = − , тоді функцію  v визначимо з рівняння xvv 2=′ , xdx
v
dv 2= , 
2ln xv = , 
2x









t t t x xx t te dt te e dt x e e c
dt xdx
− − − − −
=
= − = + = + +
=
∫ ∫ ,  
 виходить 
2 2 2 22 2 2( ) 1x x x xz y x e e c e x ce− − −= = + + = + + . 
 
10.2. Диференціальні рівняння другого порядку, що  допускають 
зниження порядку 
 
Загальний вид диференціального рівняння другого порядку  
0),,,( =′′′ yyyxF .  
Його загальний розв’язок містить дві довільні сталі й має вигляд ),,( 21 ccxyy = .  
Задача Коші для рівняння другого порядку ставиться в такий спосіб: 
знайти розв’язок рівняння, що задовольняє умовам: 00 )( yxy =  , 00 )( yxy ′=′ . 
Типи рівнянь другого порядку, що допускають зниження порядку: 
1) )(xfy =′′ , тоді 1 1 2( ) , ( ( ) )y f x dx c y f x dx c dx c′ = + = + +∫ ∫ ∫  – загальний 
розв’язок. 
Приклад: xy sin=′′ , тоді 1 1 2cos ; siny x c y x c x c′ = − + = − + + . 
2) Рівняння явно не містить 0),,(: =′′′ yyxfy . 
Покладаємо , ( ),y p p p x y p′ ′′ ′= = = , тоді відносно р одержимо рівняння 
першого порядку 0),,( =′ppxf .  
Приклад: pypyyyx ′=′′=′′=′′ ,, . Одержимо рівняння першого порядку 
ppx =′ , звідки 1 1, ln ln ,
dp dx p c x p c x
p x









cy += . 
3) Рівняння явно не містить х, тобто рівняння виду 0),,( =′′′ yyyF . 
Інтегрується заміною , ( ),y p p p y y p p′ ′′ ′= = = , що приводить до рівняння 
першого порядку відносно р: 0),,( =′pppyF . 
Приклад 1. ppypyyyy ′=′′=′′=′′ ,,2 ; одержимо рівняння 
2 , 2 0dp dpp yp p y
dy dy
 
= − = 
 
; 
а) р=0, y=c (не є загальним розв’язком) 
б) 2 1 2
1
2 ; 2 ; ;dp dyy dp ydy p y c dx
dy y c
= = = + =
+∫ ∫
; 
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Приклад 2. 22( ) 0yy y′′ ′− = . Рівняння не містить явно х. 
Заміна 2( ) 2 0dp dpy p y y p yp p
dy dy
′ ′′= ⇒ = ⇒ − = . 
а) 0; 2dpp y p
dy
≠ = . Це рівняння з відокремлюваними змінними . 
2
12
dp dy p c y
p y
= ⇒ = . 
Заміняючи p на y′ , знову одержуємо рівняння першого порядку 21y c y′ = . 










б) p=0⇒ 0y′ = ⇒y=c – теж є розв’язком вихідного диференціального 
рівняння, що не може бути отримане зі знайденого загального розв’язку ні 
при яких значеннях довільних сталих 1 2, .c с  Таким чином, розв’язок  y=c не є 
частинний розв’язок даного рівняння.  
 
10.3. Лінійні однорідні диференціальні рівняння 
Диференціальні рівняння виду 
0)()(...)( 1)1(1)( =+′+++ −− yxayxayxay nnnn ,     (10.3. 1) 
де )(xai  ),( nli =  – деякі функції, називаються однорідними лінійними 
диференціальними рівняннями n-го порядку (ЛОДР). 
Функції )(),...(),( 21 xyxyxy n  називаються лінійно, незалежними, якщо з 
рівності нулю їхньої лінійної комбінації, тобто, з рівності 
0)(...)()( 2211 =+++ xyxyxy nnααα  витікає, що 0=iα  ),1( ni = . 
 Якщо хоча б один з коефіцієнтів лінійної комбінації 0≠iα , то функції 
називаються лінійно залежними. 
 Фундаментальною системою розв’язків рівняння (10.3. 1), називають 
будь-які n лінійно незалежних розв’язків.  
 























xW  називається визначником Вронського. 
Якщо )(xW  розв’язків )(),...(),( 21 xyxyxy n  тотожно дорівнює нулю, то ці 
розв’язки лінійно залежні. Якщо )(xW  не дорівнює нулю у жодній точці, то 
це означає, що розв’язки лінійно незалежні й становлять фундаментальну 
систему розв’язків. Будь-яке однорідне лінійне рівняння з неперервними 
коефіцієнтами має фундаментальну систему розв’язків. 
 Якщо )(),...(),( 21 xyxyxy n  – фундаментальна система розв’язків 
однорідного лінійного рівняння, то його загальний розв’язок має вигляд 
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)(...)()( 2211 xycxycycxy nn+++= , 
де nccc ,..., 21  – довільні сталі. 
 
10.3.1. Лінійні однорідні диференціальні рівняння зі сталими 
коефіцієнтами 
 









,                            (10.3. 2) 
де ai – сталі ),1( ni = . 
Оскільки шукана функція y й її похідні ),1()( niy i =  входять у рівняння 
лінійно, розв’язок даного рівняння шукається у вигляді xey λ= , тому що 
похідні показникової функції відрізняються від неї тільки постійним 
множником: xkk ey λλ=)(  . 
Підставивши xeλ  в рівняння, одержимо 0)...( 111 =++++ −− nnnnx aaae λλλλ . 
Оскільки 0≠xeλ , а коефіцієнти constai = , то знаходження 
фундаментальної системи розв’язків рівняння (10.3. 2) зводиться до 








aaa λλλ  
Це рівняння називається характеристичним рівнянням 
диференціального рівняння. 
Характеристичне рівняння як алгебраїчне рівняння n-го степеня має n 
коренів (дійсних або комплексних) nλλλ ,...,, 21 . 
При розв’язуванні характеристичного рівняння можливі випадки: 
1. Корені характеристичного рівняння – дійсні й різні, тоді 




xx neyeyey λλλ === ,...,, 21 21 . 
Загальний розв’язок диференціального рівняння (10.3.2) має вигляд: 
x
n
xx necececxy λλλ +++= ...)( 21 21  
 
Приклад 1. 02 =−′′+′ yyy . 
Характеристичне рівняння: 2 2 0λ λ+ − =  має 1 22, 1λ λ= − = – дійсні різні 
корені. 
Лінійно незалежні частинні розв’язки мають вигляд: 
2
1 2( ) , ( )x xy x e y x e−= = . 
Тоді загальний розв’язок диференціального рівняння є їхня лінійна 





2. Корені характеристичного рівняння дійсні, але серед них є кратні. 
Нехай λλλλ ==== k...21 , тобтоλ  − дійсний корінь кратності k, інші корені 
характеристичного рівняння nkk λλλ ,...,, 21 ++  – дійсні й різні. Тоді дійсному 
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кореню λ  кратності k відповідає k частинних лінійно незалежних розв’язків 




exyxeyey λλλ 121 ,...,,
−
=== . 







xx nk ececexcxececxy λλλλλ ++++++= ++
−
......)( 11121 . 
Приклад 2.  Знайти загальний розв’язок ЛОДР. 
09 =′′′− yy v . 
Характеристичне рівняння має вигляд: 
09 35 =− λλ  або 0)9( 23 =−λλ . 
Корені рівняння: 0321 === λλλ , 34 −=λ , 35 =λ . 
Корінь 01 =λ  – кратності три, корені 34 −=λ , 35 =λ  – прості. Відповідні 
лінійно незалежні частинні розв’язки:  
11 =y , xy =2 , 
2





ey 35 = . 









де )5,1( =ici  – довільні сталі. 
3. Серед коренів характеристичного рівняння,  крім дійсних,  є й 
комплексно-спряжені, але немає кратних коренів.  
Нехай βαλ i+=1 , βαλ i−=2 . 
Цим комплексно-спряженим кореням відповідають два частинні лінійно 
незалежні розв’язки диференціального рівняння: xey x βα cos1 = , xey x βα sin2 = . 
Загальний розв’язок диференціального рівняння (10.3.2.) має вигляд: 
x
n
xxx nececxecxecxy λλαα ββ ++++= ...sincos)( 3321 . 
Приклад 3. Знайти загальний розв’язок ЛОДР:  
022 =+′′−− ΙΙ yyyy vv . 
Характеристичне рівняння: 022 246 =+−− λλλ . 
Очевидно, що 11 =λ  і 12 −=λ  є коренями рівняння. Розділимо ліву частину 
рівняння на 12 −λ , тоді )2)(1(22 242246 −−−=+−− λλλλλλ . 
Знаходимо корені рівняння 
0224 =−− λλ  
24,3 ±=λ ; i±=6,5λ . 
Парі комплексно-спряжених коренів характеристичного рівняння 
відповідають два частинні лінійно незалежні розв’язки: 
5 cosy x= , xy sin6 = . 
Інші частинні розв’язки: 
xey =1 , 








відповідають дійсним кореням характеристичного рівняння. 
Загальний розв’язок: 
xcxcececececxy xxxx sincos)( 65242321 +++++= −− . 
Приклад 4. Знайти загальний розв’язок диференціального рівняння: 
0584 =+′−′′ yyy . 
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Характеристичне рівняння: 0584 2 =+− ykk , 
ik
2
112,1 ±= , 1=α , 2
1
=β . 









ey x= . 
Загальний розв’язок рівняння 
1 2( ) ( sin cos )2 2
x x xy x e c c= + . 
Приклад 5. Знайти частинний розв’язок ЛОДР: 
yy ′−=′′′ ; 2)0( =y ; 0)0(0 =y ; 1)0( −=′′y . 
Характеристичне рівняння: 
03 =+ λλ , 0)1( 2 =+λλ , 01 =λ , i=2λ , i−=3λ . 
Загальний розв’язок рівняння: xcxccxy sincos)( 321 ++= . 
Знаходимо: xcxcxy cossin)( 32 +−=′ , 
                  xcxcxy sincos)( 32 −−=′′ . 
Задовольняючи початковим умовам одержимо три рівняння для відшукання 























Підставляючи знайдені сталі в загальний розв’язок, одержимо частинний 
розв’язок:  xy cos1+= . 
Серед коренів характеристичного рівняння є кратні комплексно-
спряжені корені.  Нехай βαλ i+=1  й βαλ i−=2  – пара комплексно-спряжених 
коренів характеристичного рівняння кратності k. Тоді парі комплексно-
спряжених коренів характеристичного рівняння кратності  k відповідає 2k 
лінійно незалежних частинних розв’язків диференціального рівняння: 
1 2cos , sin
x xy e x y e xα αβ β= = , 
3 4cos , sin




2 1 2cos , sin
k x k x
k ky x e x y x e x
α αβ β− −
−
= =  
іншим кореням  характеристичного рівняння відповідають n-2k частинних 
лінійно незалежних розв’язків виду: 2 11 ,...,k n
x x
k ny e y e
λ λ+
+ = = . 





























Приклад 6. Знайти загальний розв’язок диференціального рівняння: 
64 48 12 0V V Vy y y yΙΙΙ Ι Ι ′′+ + + =  
Характеристичне рівняння 
8 6 4 264 48 0λ λ λ λ+ + + = => 2 6 4 2(64 48 12 1) 0λ λ λ λ+ + + = => 2 2 30, (4 1) 0λ λ= + =  
Корені характеристичного рівняння: 
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 021 == λλ , i2
1
543 === λλλ ,  i2
1
876 −=== λλλ . 
Частинні лінійно незалежні розв’язки диференціального рівняння: 
11 =y , xy =2 , xy 2
1
sin3 = , xy 2
1
cos4 = , xxy 2
1
sin5 = , xxy 2
1
cos6 = , xxy 2
1




cos28 = . 
Загальний розв’язок диференціального рівняння: 
1 2 3 4 5 6
1 1 1 1( ) sin cos ( sin cos )
2 2 2 2
y x c c x c x c x x c x c x= + + + + + + 2 7 8
1 1( sin cos ).
2 2
x c x c x+  
Сформулюємо загальне правило розв’язку ЛОДР зі сталими 
коефіцієнтами: 
1. Складемо  характеристичне рівняння й відшукаємо його корені. 
2. Знайдемо частинні  розв’язки даного диференціального рівняння,  при 
цьому: 
а) кожному простому дійсному кореню λ  характеристичного рівняння 
відповідає розв’язок xeλ , 
б) кожному k-кратному дійсному кореню λ  характеристичного рівняння 
відповідають k розв’язків: 
xkxx exxee λλλ 1,...,, − , 
в) Кожній парі простих комплексно-спряжених коренів βα i±  
характеристичного рівняння ставляться у відповідність два розв’язки 
xe x βα sin  и. xe x βα cos  
г) кожній парі k-кратних комплексно-спряжених коренів ставляться у 
відповідність 2k розв’язків  
,sin,...,sin,sin 1 xexxxexe xkxx βββ ααα −  
xexxxexe xkxx βββ ααα cos,...,cos,cos 1− . 
Можна довести, що отримана в такий спосіб множина розв’язків утворить 
фундаментальну систему розв’язків рівняння. 
 
10.4. Лінійні неоднорідні диференціальні рівняння другого 
порядку. Метод варіації довільних сталих 
 
Розглянемо лінійне неоднорідне диференціальне рівняння 2-го порядку: 
)()()( 21 xfyxayxay =+′+′′    (ЛНДР)     (10.4. 1) 
Відповідне йому лінійне однорідне диференціальне рівняння 2-го 
порядку: 
0)()( 21 =+′+′′ yxayxay        (ЛОДР)     (10.4. 2) 
За теоремою про структуру загального розв’язку ЛНДР загальний 
розв’язок диференціального рівняння (10.4.1) має вигляд:  
)(~)()()( 2211 xyxycxycxy ++= , 
де  )(1 xy  й )(2 xy  – лінійно незалежні частинні розв’язки 
диференціального рівняння (10.4. 2), а )(~ xy  – який-небудь частинний 
розв’язок диференціального рівняння (10.4. 1); c1, c2 – довільні постійні.  
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Для відшукання загального розв’язку ЛНДР (10.4.1) розглянемо метод 
варіації довільних постійних. 
1. Знаходимо загальний розв’язок ЛОДР (10.4.2.) 
)()()( 2211 xycxycxy += ,       (10.4. 3) 
де )(1 xy  й )(2 xy  – лінійно незалежні частинні розв’язки диференціального 
рівняння (10.4. 2), c1, c2– довільні сталі. 
2. Запишемо загальний розв’язок ЛНДР (10.4.1) у формі (10.4.3) 
)()()()()( 2211 xyxcxyxcxy += ,       (10.4. 4) 
де )(1 xc  й )(2 xc – невідомі функції. Функції  )(1 xc  й )(2 xc  підберемо так, щоб 
функція )(xy  була розв’язком диференціального рівняння (10.4. 1). 
3. Для визначення  )(1 xc  й )(2 xc  необхідно розв’язати систему лінійних 












       (10.4. 5) 
Із системи рівнянь (10.4. 5) )(1 xc′  і )(2 xc′  визначаються єдиним чином, тому 











функції )(1 xy  й )(2 xy – лінійно незалежні. 
Нехай )()( 11 xxc ϕ=′ й )()( 22 xxc ϕ=′ . Тоді  
1 1 1 2 2 2( ) ( ) , ( ) ( )c x x dx c c x x dx cϕ ϕ= + = +∫ ∫ , де  1c  й 2c  постійні інтегрування. 
4. Знайдені )(1 xc  й )(2 xc , підставимо в співвідношення (10.4. 4) і одержимо 
загальний розв’язок ЛНДР (10.4. 1). ( ) ( ) )()()()()( 222111 xycdxxxycdxxxy ∫∫ +++= ϕϕ   
або ∫∫ +++= dxxxydxxxyxycxycxy )()()()()()()( 22112211 ϕϕ .         (10.4.6) 
У співвідношенні (10.4. 6) )(11 xyc  + )(22 xyc - загальний розв’язок ЛОДР (10.4. 
2), а функція ∫∫ += dxxxydxxxyxy )()()()()(~ 2211 ϕϕ - частинний розв’язок ЛНДР 
(10.4. 1). 








.           (10.4. 7) 
Відповідне однорідне диференціальне рівняння 0=−′′ yy  
Характеристичне рівняння 1,101 21
2
=−=⇒=− λλλ . 
Отже, фундаментальна система розв’язків є xx eyey == − 21 , . 
Відповідно до методу варіації довільних постійних загальний розв’язок 
неоднорідного рівняння (10.4.7) шукаємо у вигляді 
xx excexcy )()( 21 += − .       (10.4. 8) 
Для відшукання  )(1 xc′  й )(2 xc′  запишемо систему рівнянь (10.4. 5) 
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1 2
1 2
( ) ( ) 0,






c x e c x e
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1)( 22 . 
У результаті інтегрування знаходимо  
2 2
1
1 1 ( 1) 1( )




c x dx dx
e e
− +
= − = − =
+ +∫ ∫
 
1 ( 1)( 1) 1 1 1( )




e e dx dxdx e x
e e e
− +
= − − = − − −










































1)( cexxc x ++−= . 
Підставляючи вирази для )(1 xc  й )(1 xc  в (10.4. 8), одержимо загальний 







~~)( 21 −+−+++= −− xxxxxx xeeeeececxy . 
 
10.5. Лінійні неоднорідні диференціальні рівняння n-го 
порядку з постійними коефіцієнтами  і  з правою частиною 
спеціального виду. Метод невизначених коефіцієнтів 
 
 Розглянемо лінійне неоднорідне диференціальне рівняння з постійними 
коефіцієнтами: 
)(...)1(1)( xfyayay nnn =+++ − ,       (10.5. 1) 
де ),1( niai =  – дійсні числа. Відповідне (10.5.1) ЛОДР: 
0...)1(1
)(
=+++ − yayay n
nn
. 
Загальний розв’язок ЛОДР має вигляд: 
nn ycycycxy +++= ...)( 2211 , 
де ic  – довільні сталі ),1( ni = , а ),1( niyi =  – фундаментальна система розв’язків 
цього диференціального рівняння. 
 Загальний розв’язок ЛНДР (10.5.1)визначається формулою: 
)(~...)( 2211 xyycycycxy nn ++++= , 
де )(~ xy  – який-небудь частинний розв’язок (10.5. 1). 
У попередньому параграфі був розглянутий загальний метод відшукання 
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загального розв’язку ЛНДР − метод варіації довільних сталих. 
 Якщо )(xf  має спеціальний вигляд, то частинний розв’язок )(~ xy  може 
бути знайдено методом невизначених коефіцієнтів. 
Метод невизначених коефіцієнтів дозволяє для так називаної спеціальної 
правої частини знайти частинний розв’язок неоднорідного диференціального 
рівняння без інтегрування.  
 Загальний вид спеціальної правої частини  
)sin)(cos)(()( xxQxxPexf mnx ββα += ,      (10.5. 2) 








10 ...)( , 
mm
mm
m DxDxDxDxQ ++++= −− 1110 ...)( , 
α і β - дійсні числа. 
 Частинний розв’язок ЛНДР, що відповідає даній правій частини )(xf  
 шукаємо у вигляді  
k
rr
x xxxNxxMey )sin)(cos)((~ ββα += ,      (10.5. 3) 
де )(xM r  й )(xN r  – поліноми степеня r з невизначеними коефіцієнтами: 
)(xM r rrrr AxAxAxA ++++= −− 1110 ... , 
)(xN r rrrr BxBxBxB ++++= −− 1110 ... , 
),max( nmr = ; 
k  – кратність коренів βα i±  характеристичного рівняння; якщо числа βα i±  
не є коренями  характеристичного рівняння, то треба покласти k=0. 
Для ЛНДР має місце принцип накладення розв’язків: якщо 1y  – частинний 
розв’язок неоднорідного рівняння із  правою частиною )(1 xf , 2y  – частинний 
розв’язок рівняння із правою частиною )(2 xf , то сума 21 yy +  є частинний 
розв’язок рівняння із правої частиною )(1 xf )(2 xf+ . 
Таким чином, якщо ЛНДР має вигляд:  
)()(... 21)1(1)( xfxfyayay nnn +=+++ − , то частинний розв’язок )(~ xy  цього  рівняння 
можна представити у вигляді суми )(~)(~ 21 xyxy + , де )(~1 xy  й )(~2 xy  відповідні 
частинні розв’язки  рівнянь: 
)(... 1)1(1)( xfyayay nnn =+++ − ; )(... 2)1(1)( xfyayay nnn =+++ − . 
Приклад 1. Знайти частинний розв’язок рівняння 
xyy 2sin4 =+′′ , (0) 0, (0) 1y y′= =       (10.5. 4) 
 Розглянемо ЛОДР 04 =+′′ yy , що відповідає даному неоднорідному. 
Характеристичне рівняння:  
042 =+λ , корені цього рівняння i22,1 ±=λ . 
Загальний розв’язок однорідного рівняння xcxcy 2sin2cos 21.0.0 += . 
Права частина рівняння xxf 2sin)( = . 
Виходячи із загального виду спеціальної правої частини (10.5.2) маємо:  
0 0( ) 0, ( ) 1, 0, 2, 0P x Q x rα β= = = = = . 
 Числа 0 2 2i i iα β± = ± = ±  є корені характеристичного рівняння. 
Частинний розв’язок шукаємо у вигляді: xxNxMxy )2sin2cos()(~ +=  . 
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Тут числа i2±  є простими коренями характеристичного рівняння 
( 1, 0, max( , )k r r n m= = = , де 0, 0)n m= = . Підставимо функцію )(~ xy  і її похідні 
)(~ xy ′ , )(~ xy ′′  у рівняння (10.5. 4), одержимо:  
xNxMxxNxMxy 2sin2cos2cos22sin2~ +++−=′ , 
4 sin 2 4 cos2 4 cos2 4 sin 2y M x N x xM x xN x′′ = − + − −% . 
Невизначені коефіцієнти М и N визначаємо з тотожності: 
xxNxM 2sin2cos42sin4 =+− , 













 Отже, частинний розв’язок:  xxxy 2cos
4
1)(~ −= .  
Загальний розв’язок диференціального рівняння: 
)(~)(
.0.0 xyyxy +=  або  xxxcxcxy 2cos4
12sin2cos)( 21 −+= . 
 Для відшукування частинного розв’язку використаємо початкові умови 





12cos22sin2)( 21 xxxxcxcxy +−+−=′  











−=  – шуканий  частинний розв’язок. 
Приклад 2. Знайти загальний розв’язок рівняння: 
)25(136 2 +−=+′−′′ xxeyyy x . 
Характеристичне рівняння: 01362 =+− λλ , його корені i232,1 ±=λ . 
 Загальний розв’язок однорідного рівняння )2sin2cos( 213.0.0 xcxcey x += . 
Права частина 2 2( ) ( 5 2), ( ) 5 2, 0, 2x
n
f x e x x P x x x rβ= − + = − + = = . 
Число α=1 не є коренем характеристичного рівняння. Частинний розв’язок 
шукаємо у вигляді )()(~ 2 CBxAxexy x ++= . 
Невизначені коефіцієнти А, В, C визначаємо, диференціюючи двічі )(~ xy  й 
підставляючи у вихідне рівняння: ( xe  скорочуємо) 
)2()(~ 2 BAxCBxAxexy x ++++=′ , 
)224()(~ 2 ABAxCBxAxexy x +++++=′′ , 
2 2 24 2 2 6( 2 ) 13( )Ax Bx C Ax B A Ax Bx C Ax B Ax Bx C+ + + + + − + + + + + + + = 2 5 2,x x− +    
або : 25)248()88(8 22 +−=+−+−+ xxABCxABAx  






18 8 5 ,
2




C B A Cx
= ⇒ =
− = − ⇒ = −
− + = ⇒ = −
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одержимо:  21 1 1( ) .
8 2 32




 Маємо загальний розв’язок диференціального рівняння: 
3










Приклад 3. Знайти  розв’язок рівняння 
xxyy 22 +=′+′′   
задовольняючий початковим умовам: 2)0(,4)0( −=′= yy . 
Відповідне однорідне рівняння 




−==⇒=+ λλλλ . 
Загальний розв’язок однорідного рівняння: xeccy −+= 21.0.0 . 
Права частина xxxf 2)( 2 += , тоді .0== βα  
Виходить, 0iα β± =  є простий корінь характеристичного рівняння, тобто 
k=1, тому частинний розв’язок шукаємо у виді: xCBxAxxy )()(~ 2 ++= . 
Підставивши функцію )(~ xy  у вигляді: 
CxBxAxxy ++= 23)(~  і її похідні 2( ) 3 2y x Ax Bx C′ = + +% , ( ) 6 2y x Ax B′′ = +%  
у вихідне  диференціальне рівняння,  одержимо тотожність:  
xxCBxAxBAx 22326 22 +=++++  






















1)(~ xxy =  – частинний розв’язок рівняння. Загальний розв’язок 
диференціального рівняння : 321 3
1)( xeccxy x ++= −  
Приклад 4. Знайти загальний розв’язок ЛНДР: xx eeyyy 22 −+=−′−′′ , 
xx exfexf 221 )(,)( −==  
Розглянемо відповідне ЛОДР: 02 =−′−′′ yyy . 
Характеристичне рівняння 
2
2 0λ λ− − = , корені 1,2 21 −== λλ . 
Частинний розв’язок ЛНДР шукаємо у вигляді )(~)(~)(~ 21 xyxyxy += , де )(~1 xy  й 
)(~2 xy – відповідні частинні розв’язки диференціальних рівнянь:  
xeyyy =−′−′′ 2 , xeyyy 22 −=−′−′′ . 




1)(~1 −= , xexy 22 4
1)(~ −= . 




1)(~ −+−= .  





1)( −− +−+= . 
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Приклад 5. Знайти загальний розв’язок рівняння  
xeyyy 2386 =+′−′′ . 
Відповідне однорідне рівняння: 086 =+′−′′ yyy . 
Корені його характеристичного рівняння 0862 =+− λλ  
 дорівнюють: 1 22, 4λ λ= = . 
 Загальний розв’язок однорідного рівняння: 2 40.0. 1 2
x xy c e c e= +  
Знайдемо частинний розв’язок. 
Порівняємо праву частину рівняння з (10.5. 2), одержимо 0,2 == βα . Число 
2=± βα i  є простий корінь характеристичного рівняння. 
Тому частинний розв’язок неоднорідного рівняння шукаємо у вигляді 
xAexy x ⋅= 2)(~ , де 1=k . 
)(0 xP  і )(0 xQ – поліноми нульового степеня, у зв'язку із цим r=0 і коефіцієнт 
при xe2  беремо у вигляді константи. Знаходимо похідні )(~ xy ′ , )(~ xy ′′  і 
підставляємо їх у неоднорідне рівняння, що дає 




−=A , xexy x ⋅−= −2
2
3)(~ . 




Приклад 6. Записати вид частинних розв’язків неоднорідних 
диференціальних рівнянь. 
a) xyy 2sin4 =+′′  
Корені характеристичного рівняння i22,1 =λ . 
Аналізуємо праву частину: xxf 2sin)( = , тоді 0, 2α β= = ,  тобто ii 2+=+ βα  є 
простими коренями характеристичного рівняння, тому частинний розв’язок 
має вигляд 
xxBxAxy )2sin2cos()(~ += . 
б) xexyyy )46(2 2 −=+′−′′ . 
Характеристичне рівняння 2 2 1 0λ λ− + = . 
Його корені 12,1 =λ . Порівнюючи праву частину з (10.5. 2) визначаємо, що 
1, 2, 2r kα = = = . Отже, частинний розв’язок запишеться 
22 )()(~ xCBxAxexy x ++= . 
в) xxeyyy x sin296 3−=+′+′′ . 
Корені характеристичного рівняння 
32,1 −=λ . З правої частині маємо: 3, 1, 1rα β= − = = . 
Вид частинного розв’язку ).sin)(cos)(()(~ 3 xDCxxBAxexy x +++= −  
г) xeyyy x 2sin8136 3=+′−′′ . 
Корені характеристичного рівняння i232,1 ±=λ . 
З правої частині знаходимо: 3, 2,α β= =   тобто ii 23 ±=± βα  – прості корені 
характеристичного рівняння: 0, 1r k= =  
Частинний розв’язок:  
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xxBxAexy x )2sin2cos()(~ 3 += . 
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Розділ 11 
ЧИСЛОВІ І ФУНКЦІОНАЛЬНІ РЯДИ 
Числові ряди. Основні поняття. Необхідна ознака збіжності 








nn aaaa  називають числовим рядом; na  – 
загальним членом ряду. 
Сума n перших членів ряду називається n-ю частковою сумою ряду 
.....21 nn aaaS +++=  





lim . Число S  називають сумою ряду. Якщо границя 
послідовності часткових сум дорівнює нескінченності або взагалі не існує, то 
ряд розбігається. При розгляді числових рядів практично розв’язується дві 
задачі: 
1)  дослідити ряд на збіжність; 
2)  визначивши, що ряд збігається, знайти його суму. 
Приклади. Користуючись визначенням, дослідити збіжність ряду та у 


























































































Розв’язання. Розкладемо загальний член ряду на найпростіші дроби:  
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( )
















































































































Приклад. Ряд ...1111 +−+−  розбігається. Тут ,1,0,1 321 === SSS  




lim  не існує.  
Приклад. Ряд геометричної прогресії ...... +++++ naqaqaqa 2  




=  при 1≥q  ряд 
розбігається. 
Залишок ряду ......21 +++= ++ nnn aar  для збіжного ряду при ∞→n  
наближається до 0. 
Необхідна ознака збіжності ряду. Якщо ряд збігається, то його 













a , то ряд може 
збігатися, а може і розбігатися. 









Розв’язання. Загальний член ряду );11ln(
n







, тобто виконується необхідна ознака збіжності 
ряду. 
Проте ряд розбігається, оскільки nnan ln)1ln( −+= ,  то  
=−++−−++−+−=+++= nnnnaaaS nn ln)ln()ln(ln...lnlnlnln... 11231221
);1ln( += n  















 також розбігається, 








11.2. Достатні ознаки збіжності рядів зі знакосталими членами 
11.2.1. Ознаки порівняння 
Теорема 1. (ознака порівняння). Нехай члени рядів ∑
∞
=1n








nb  випливає збіжність ряду ∑
∞
=1n












na  та ∑
∞
=1n








, тоді обидва ряди 
збігаються або розбігаються одночасно. 
 На практиці еталонами для порівняння виступають так званий 







, що збігається при 1>p  і розбігається 







































 розбігається )1( =p . 










 збігається за першою ознакою 






































= , за 













Відзначимо, що у всіх трьох прикладах виконується необхідна ознака 
збіжності ряду. 



















an . Очевидно, що 














, тоді за ознакою порівняння випливає розбіжність 





















 збігається, бо 1
4
5
>=p . Оскільки при будь-









. Виберемо ε  з проміжку 
4






















 збігається.  
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 збігається, то первинний ряд 
теж збігається. 
 
11.2.2. Ознака Даламбера 
 











тоді: при 1<L  ряд збігається; при 1>L  ряд розбігається; при 1=L  ознака 
Даламбера непридатна. 
 На практиці ознаку Даламбера доцільно застосовувати до рядів, члени 
яких містять факторіали, показникові функції. 





a  Це ж стосується і радикальної ознаки Коші. 
















































































































n ;  












































11.2.3. Радикальна ознака Коші 
Нехай для ряду ∑
∞
=1n






тоді: при 1<L  ряд збігається; при 1>L  ряд розбігається; при 1=L  ознака 
непридатна. 


































































За радикальною ознакою Коші ряд збігається. Перевірку необхідної 
ознаки збіжності в даному випадку можна було б і не робити. 








n = . Довівши 
його збіжність, внаслідок необхідної ознаки збіжності ряду одержимо дану 
рівність. Дійсно, за ознакою Даламбера ряд збігається, тому що 
( )
( )( )
( ) ( ) ( )
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11.2.4. Інтегральна ознака збіжності Коші 
 
Якщо )(xf  є неперервною, монотонно спадною, невід′ємною на 





nf  і невласний інтеграл ∫
∞+
1
)( dxxf  
збігаються або розбігаються одночасно. 










xf = . Функція )(xf  неперервна при 
2≥x , спадає зі зростанням x , ).;2[0)( ∞+∈∀> xxf   










































Отже, невласний інтеграл збігається, звідси випливає збіжність ряду. 









Розв’язання. З умови виходить )1(01)( ≥>= x
x
xf p  – монотонно 
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. За інтегральною ознакою збіжності 
Коші ряд збігається, тому що невласний інтеграл 
( ) ( )
( )


































Застосовуючи граничну ознаку порівняння, знаходимо:  
( ) ( )









. Звідси випливає збіжність досліджуваного ряду. 
 
11.3. Знакозмінні ряди. Абсолютна й умовна збіжність 
 


























Знакозмінний ряд називається знакопереміжним, якщо будь-які два його 
сусідніх члени мають різні знаки, тобто ряд типу 










Теорема Лейбніця. Якщо елементи { }∞










a  утворюють монотонно спадну послідовність, що наближається 




a , то ряд збігається, 
причому його сума додатна і менша ніж перший член ряду: 10 aS << . 
 Висновок. Для знакопереміжного ряду, що задовольняє ознаку 
збіжності Лейбніця, залишок nr  за абсолютним значенням менше модуля 
першого свого члена, тобто ,1+< nn ar  де  
...)1()1( 2312 +−+−= ++++ nnnnn aar  
Теорема. Якщо ряд ∑
∞
=1n
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 Знакозмінний ряд ∑
∞
=1n




na  збігається, та умовно збіжним, якщо ряд ∑
∞
=1n




na   розбігається. 































a nn . За 











 (перевірити самостійно); 2) 0
4




Виходить, ряд збігається. 






























, тобто ряд з 
абсолютних значень розбігається. Виходить, первинний ряд збігається 
умовно.  



















що можна перевірити, користуючись ознакою Даламбера. 
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, то первинний ряд збігається. Ряд, складений з абсолютних 



























 збігається умовно. 




















































































































) розбігається, тому що інтеграл 
( )
( )
( ) ( ) 44 4
ln 31 1 ln ln 3






= = = ∞∫ ∫ , тобто розбігається. Абсолютної 
збіжності немає. 
Ряд збігається умовно за теоремою Лейбніця, оскільки: 
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11.4. Функціональні ряди 
Ряд, членами якого є функції змінної х, називається функціональним 
рядом  
...)(...)()( 21 ++++ xuxuxu n  





n xu  збігається, називається 
областю збіжності функціонального ряду. В області збіжності ряду його 






Функціональний ряд називається рівномірно збіжним на відрізку ],[ ba , 
якщо для будь-якого як завгодно малого 0>ε  існує таке ( )εN , що 
],[, baxNn ∈∀>∀ справедливою є нерівність ε<−= )()()( xSxSxr nn . 
Теорема Вейєрштрасса (достатня ознака рівномірної збіжності 
функціонального ряду). Якщо члени функціонального ряду 
...)(...)()( 21 ++++ xuxuxu n  за абсолютним значенням не перевищують 
відповідних членів збіжного числового ряду з додатними членами ],[ bax ∈∀ , 
то функціональний ряд збігається абсолютно і рівномірно на відрізку ],[ ba . 
Інакше кажучи, якщо числовий ряд ∑
∞
=1n
na ,  0>na  збігається, і ( )n nu x a≤ , 





n xu  збігається, причому рівномірно, на відрізку ],[ ba .  
























11.4.1. Степеневі ряди 











n axaaxaaxaa ,    (11.1) 
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n xaxaxaa .      (11.2) 
Ряд (11.1) приводиться до ряду (11.2) заміною yax =− . 
Теорема Абеля. 1) Якщо степеневий ряд (11.2) збігається при деякому 
значенні 00 ≠= xx , то він збігається, і, причому абсолютно, при всіх 
значеннях x , що задовольняють умову 0xx < . 
2) Якщо степеневий ряд розбігається при деякому значенні 1xx = , то 
він розбігається і при всіх значеннях x  таких, що  1xx > . 
Звідси випливає існування інтервалу збіжності степеневого ряду 
);( RR− . Іншими словами, ряд збігається при Rx < , розбігається при Rx > . 
У точках Rx ±=  потрібне додаткове дослідження для кожного конкретного 
ряду. Інтервал збіжності може вироджуватися в точку 0=R  або співпадати з 





















Основні властивості степеневих рядів. 
1. Усередині інтервалу збіжності сума степеневого ряду неперервна. 
2. Степеневий ряд можна почленно інтегрувати і диференціювати будь-
яке число разів усередині інтервалу збіжності. При цьому радіус збіжності 
отриманих степеневих рядів не змінюється. 


















































 ряд збігається, тобто при 3113 +<<+− x  ряд збігається. 
Перевіримо збіжність ряду на кінцях інтервалу збіжності. При 



















. Розбіжність ряду 






. Таким чином, 
інтервал збіжності: )31;13( ++−∈x . 
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≈ 2! . Розглянемо ряд 






























. За теоремою Лейбніця цей ряд збігається. 
Оскільки збіжність ряду визначається поведінкою його загального члена при 
































































































































випливає збіжність первинного ряду при 
5
13 >+x . При 
5
13 =+x  маємо 












































−∞− U  
 
11.4.2. Ряд Тейлора. Застосування рядів у наближених обчисленнях 

































































































































































mxx nm  
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dxxf )( , межі інтегрування якого лежать усередині 
інтервалу збіжності ряду функції )(xf , розкладаємо функцію )(xf  в 
степеневий ряд і почленно інтегруємо його. 





































Отриманий ряд є знакопереміжним. Якщо обмежитися двома першими 
















 Застосування рядів до розкриття невизначеностей при обчисленні 
границь. 



















































































 Наближене обчислення значень функцій. 
Приклад. Знайти наближене значення o10cos  з точністю до 410− . 









10радіан1745,010 oo . 
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ряд є знакопереміжним, тому, приймаючи за наближене значення o10cos  
суму перших двох членів розкладання, зробимо помилку, що дорівнює 




























Приклад. Обчислити 3 130  з точністю до 0,0001.  
Розв’язання. Використовуємо біноміальний ряд: ( )mx+1 , тоді  

























Отриманий ряд є знакопереміжним, починаючи з другого члена і, 
виходить, похибка за теоремою Лейбніця від відкидання членів, починаючи з 






Тому, зберігаючи тільки три члени розкладання, маємо: 
0658,50009,00667,051303 =−+≈ . 
Приклад. Обчислити 3ln  з точністю до 01,0 . 

























































































































































12 +⋅ − nn
. 








=r .  


































+≈ .  
Розв’язання диференціальних рівнянь. 
 Для наближеного розв’язання диференційного рівняння за допомогою 
степеневих рядів застосовують два способи: порівняння коефіцієнтів і 
послідовного диференціювання. 
 Спосіб порівняння коефіцієнтів полягає в наступному: розв′язок 
рівняння записують у вигляді степеневого ряду з невизначеними 
коефіцієнтами:  
...)(...)(10 +−++−+= nn axAaxAAy   
Потім з початкових умов визначають значення коефіцієнтів ,...,...,, 10 nAAA  
Отриманий розв′язок підставляють у рівняння. Порівнюючи коефіцієнти при 
однакових степенях ax − , знаходять інші коефіцієнти ряду.  
Приклад. Знайти розв′язок диференціального рівняння 0=−′′ xyy  при 
початкових умовах 0)0(,1)0( =′= yy . 





n xAxAxAAy  
З початкових умов визначимо 0A  та 1A : 01)0( Ay == , 10)0( Ay ==′ . 
Розв′язок ...1 33
2
2 +++= xAxAy  підставляємо в рівняння:  ( ) 0......43322 43322432 =+++−+⋅+⋅+ xAxAxxAxAA , 
звідки, порівнюючи коефіцієнти, одержимо:  





==⋅ AA ;    0,043 44 ==⋅ AA ; 




==⋅ AAA . 










Знайдемо розв′язок рівняння методом послідовного диференціювання. 
Запишемо розв′язок рівняння у вигляді  







)0()0( 32 +′′′+′′+′+= xyxyxyyy  
За умовою 1)0( =y , 0)0( =′y . Після підстановки в рівняння 0=x  знаходимо: 
0)0( =′′y . 
Послідовно диференціюючи початкове рівняння, одержимо: 
1)0(, =′′′′+=′′′ yyxyy ;   0)0(,2 )4()4( =′′+′= yyxyy ; 
0)0(,3 )5()5( =′′′+′′= yyxyy ;   4)0(,4 )6()4()6( =+′′′= yxyyy , 
що після підстановки збігається з результатом методу невизначених 
коефіцієнтів. 
 
11.5. Ряди Фур'є 
11.5.1. Розкладання періодичних функцій у ряд Фур'є 
Нехай ( )xf  – дійсна функція дійсного аргумента x. Припустимо, що ця 
функція є періодичною з періодом Т, тобто таким, що для усіх х справедлива 
рівність 
( ) ( )xfTxf =+ . 
Звідси виходить, що для вивчення функції ( )xf  достатньо розглянути її на 
будь-якому інтервалі довжини Т. За такий інтервал можна прийняти один із 
двох інтервалів [ ]T,0  або [ ]2,2 TT− . З геометричного змісту визначеного 








dxxfdxxf )()( ,        (11.3) 
тобто інтеграли від ( )xf  за будь-якими двома проміжками завдовжки Т є 
однаковими для будь-яких значень α  і β  (рис. 11.1). (Перевірити дане 
твердження можна аналітично). 
 
       Y
           y= f(x)




Якщо функція ( )xf  має період Т, то ( ) ( )axfx =ϕ  має період aT . 
Справді, ( ) ( )( ) ( ) ( ) ( )xaxfTaxfaTxafaTx ϕ==+=+=+ϕ . 






T 2 . Загальний період системи тригонометричних функцій 
















   (11.4) 
дорівнює l2  ( lT 2= ). 
















де коефіцієнти kk ba , : 









= =∫ K  








= =∫ K   (11.5) 
Теорема Діріхле (достатня ознака розкладності функції в ряд Фур'є). 
Якщо функція ( )xf  має період 2 і на відрізку [ ]ll,−  неперервна або має 
скінченне число точок розриву 1-го роду і відрізок [ ]ll,−  можна розбити на 
скінченне число відрізків так, що усередині кожного з них ( )xf  є 
монотонною, то ряд Фур'є функції ( )xf  збігається x∀ , причому в точках 
неперервності функції ( )xf  сума ряду дорівнює ( )xf , а у точках розриву 
функції ( )xf  його сума дорівнює 
2
)0()0( ++− xfxf
, тобто середньому 
арифметичному граничних значень ліворуч і праворуч. 
Крім того, ряд Фур'є функції ( )xf  збігається рівномірно на будь-якому 
відрізку, що разом із своїми кінцями належить інтервалу неперервності 
функції ( )xf . 
11.5.2. Ряди Фур'є для парних і непарних періодичних функцій 
1) Нехай функція ( )xf  є парною на відрізку [ ]ll,− , тоді 
l
xk
xf pi⋅ cos)(  



























b .0sin)(1  
Звідси випливає, що парна функція розкладається в ряд Фур'є, складений з 















xf  на ( )ll,− ,  ( )xf  – парна,    (11.6) 











),2,1,0(cos)(2 K . 
2) Аналогічно, якщо функція ( )xf  є непарною, то вона розкладається в 





















),2,1(sin)(2 K . 
Приклад. Розкласти в ряд Фур'є періодичну ( pi= 2T ) функцію, задану 
на проміжку ( )pipi− , , як ( ) xxf = . 
Розв’язання. Оскільки дана функція усередині відрізка є неперервною і 
монотонною, вона задовольняє умовам теореми Діріхле. Крім того, внаслідок 
непарності коефіцієнти 0=ka  ( ,...2,1,0=k ). Складемо тригонометричний 


























































оскільки ( ) .0sin,1cos =pi−=pi kk k  





























.   (11.8) 
Ця рівність правильна лише при pi<<pi− x . 
У точках  сума ряду за теоремою Діріхле дорівнює , тобто  
053 ==±=±=−= K)(S)(S)(S)(S pipipipi . 
У силу -періодичності суми S(x) ряду (11.5.9) графік цієї суми має 
вигляд, зображений на рис. 11.5.2. 
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                                     Y
                                                  n = 1
                                                     n = 2
                                   0                                                   X
      -3pi             -pi                pi        2pi  3pi                 5pi













що зображено на рис. 11.2. 
Зауважимо, що сума S(x) є розривною функцією, хоча всі члени ряду 
неперервні (у точках розриву S(x) порушена рівномірна збіжність ряду). 
Приклад. Розкласти в ряд Фур'є функцію xy cos= . Користуючись цим 
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Розв’язання. Функція – парна, має період pi=T , тоді 
2
pi
=l . Функція 
неперервна на відрізку [ ]2;2 pipi−  і задовольняє умови теореми Діріхле. 







































































































( ),...2,1=k . 












































=x , знайдемо: 








































































Приклад. Розкласти в ряд Фур'є періодичну ( pi= 2T ) функцію, задану 
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Розв’язання. Обчислимо коефіцієнти Фур'є:  








































cos)(1 kxdxxkxdxxkxdxxfak . 



























































































































































































































11.5.3. Періодичне продовження і розкладання в ряд Фур'є 
неперіодичної функції 
 
Нехай неперіодична функція ( )xf , графік якої наведено на рис. 11.5 
суцільною лінією, цікавить нас лише на інтервалі ( )ba, . 
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            Y
                       y  =  f ( x )
                                                  y  =  F ( x )




Побудуємо періодичну функцію ( )xF  із періодом abT −≥ , що 
збігається з ( )xf  на відрізку [ ]ba, . Геометрично для цього потрібно виконати 
перенесення графіка функції ( )xf  паралельно осі OX праворуч і ліворуч на 
відстані ,...,...,2, nTTT  (рис. 11.5). Цей процес називається періодичним 
продовженням функції ( )xf  за межі відрізка bTaxa =+≤≤  з періодом 
abT −= , 
2
abl −= . 
Якщо ( )xf  задовольняє умови теореми Діріхле, то і ( )xF  їх теж 
задовольняє і, отже, може бути подана у вигляді ряду Фур'є. Через збіг ( )xf  
та ( )xF  на [ ]ba,  отриманий ряд і буде рядом Фур'є неперіодичної функції 
( )xf , [ ]bax ,∈∀ . 




































,,2,1sin)(1 K  



















При цьому, якщо ( ) ( )bfaf = , на кінцях інтервалу ( )ba,  періодично 
продовжена функція ( )xF  розривів не має (рис. 11.6). 
У точках розриву ( )xf  усередині інтервалу ( )ba,  і на кінцях інтервалу 
(якщо ( ) ( )bfaf ≠ ) сума ряду дорівнює півсумі односторонніх границь 
















































 при bxax == ; , 










                 Y
                            у  =  F ( x )




Якщо ( ) ( )bfaf ≠ , на кінцях інтервалу ( )ba,  маємо розриви 1-го роду; 
оскільки функція ( )xF  – періодична, за її значення в точках розриву a  і b  
можна взяти однакові значення, які дорівнюють середньому арифметичному 
граничних значень ( ))0()0(21 −++ bfaf , що збігається з сумою ряду Фур'є 
(рис. 11.7). 
                         у  =  F ( x )
                     0    a        b                        X
 
Рис. 11.7 
Вважаючи також у точках розриву ( )xf  значення функції рівним 
середньому арифметичному граничних значень ( ))0()0(21 −++ xfxf , 
одержуємо, що періодична функція ( )xF  – це сума ряду Фур'є, що збігається 
з ( )xf  на [ ]ba, . Графік суми ряду Фур'є є сукупністю кривих та ізольованих 
точок. 
Приклад. Зобразити 2)( xxf =  рядом Фур'є в (1; 3) (рис. 11.8). 
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               Y             y = F(x)
                9
                5
                1




Розв’язання. Період 1,2132 ==−== llT ; у точках розриву 

































































































;0cos dxxaxdxk  












Одержимо розкладання в ряд Фур'є:  








































, одержимо, наприклад, при 














































11.5.4. Розкладання в ряд Фур'є функцій, заданих на відрізку  [ ]l0,   
При практичному використанні рядів Фур'є як проміжок, на якому нас 
цікавить поводження функції, зручно взяти [ ]l,0 , тобто lba == ,0 .  
Теорема .  Функцію ( )xf , що задана і диференцюється на ( )l,0 , можна 
нескінченною множиною способів розкласти в тригонометричний ряд. 
Можливість вибору продовження функції дозволяє, наприклад, 
побудувати ряд, у якому амплітуди гармонік спадають швидше, або ряд, 
коефіцієнти якого обчислюються простіше. 
Приклад .  Розкласти за косинусами функцію xxf 2)( = , задану на 
[0,3] (рис. 11.9). 
                                Y
                                6




Розв’язання. На проміжок [-3,0] функція продовжується парно, 
















































































( )( )111222 −−pi= kk ; 








































































xf   (рис. 
11.10). 
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Розв’язання. Маємо: 22,1 === lTl . 




































































































































   де ∫ =pi
2
1
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Розділ 12 
КРАТНІ ІНТЕГРАЛИ 
12.1. Подвійні інтеграли і їх обчислення у декартовій 
системі координат 
Нехай у замкнутій обмеженій області D задана обмежена функція f(x,y). 










d)y,x(fdxdy)y,x(f σ . 
Подвійний інтеграл обчислюється зведенням його до повторного. 
 
12.1.1. Правила знаходження меж інтегрування в повторному 
інтегралі: 
1. Область інтегрування D проектується, наприклад, на відрізок  [a, b] осі 
ОХ: a≤x≤ b. Числа  a й b будуть, відповідно, нижньою й верхньою межами  
інтегрування в зовнішньому інтегралі. 
2. Щоб знайти межі інтегрування у внутрішньому інтегралі, відзначимо 
на контурі L, що обмежує область D , точки  A і B з абсцисами a і b. Ці дві 
точки розділяють контур L на нижню й верхню частини, рівняння яких 
потрібно розв’язати  відносно y. Нехай ці частини визначаються, відповідно, 
рівняннями y=y1(x) і y=y2(x), причому на відрізку [a, b] функції y1(x) і y2(x)  
неперервні, однозначні й зберігають аналітичний вираз. Візьмемо на відрізку 
[a, b] осі ОХ будь-яку точку х, проведемо через неї пряму паралельну осі oy, 
що перетне контур L у точці М1 (точка входу в область D) і в точці М2(точка 
виходу з області D)   y1(x)≤y ≤ y2(x). 
Зауваження. При проектуванні області  D на вісь OY змінна y  
змінюється в межах від c до d. Точки Е і С розбивають контур на дві частини: 
праву і ліву, рівняння яких мають вигляд: x=x2(y) і  x=x1(y) відповідно, при 






( , ) ( , )
y xb
D a y x






( , ) ( , )
x yd
D c x y
f x y dxdy dy f x y dx=∫∫ ∫ ∫ .     (12.1.2) 
 
                          
 
Рис. 12.1 
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У внутрішньому інтегралі межі інтегрування в загальному випадку є 
функції тієї змінної, по якій обчислюється зовнішній інтеграл і яка при 
обчисленні внутрішнього інтеграла залишається постійною. 
При цьому для зменшення об'єму обчислювальної роботи варто 
вибирати, якщо це можливо, такий порядок інтегрування, при якому не 
доводиться розбивати область інтегрування на частини. 
Приклад 1. Привести до повторного (двома способами) подвійний 
інтеграл ( , )
D
f x y dxdy∫∫ , якщо область  D обмежена прямими: y=0, y=x, x=a. 
 
 
      Рис . 12.2 
Розв’язання .  
0 0 0
( , ) ( , ) ( , )
a x a a
D y
f x y dxdy dx f x y dy dy f x y dx= =∫∫ ∫ ∫ ∫ ∫        
Приклад 2. Обчислити інтеграл 2 3(3 4 )
d
I x y xy dxdy= +∫∫ , де D: 1≤x≤2,  
3≤y≤4.  
Розв’язання .  
За формулою (12.1.3) маємо: 
 
2 4 2 22 4
2 3 2 4 2 2
31 3 1 1








+ = + = + − + = 
 






x x dx + = 
 
∫ . 
Скористаємося тепер формулою (12.1. 4), тобто інтегруємо спочатку по 
х, а потім по y. Одержимо:  
( )4 2 4 4 22 42 3 3 2 3 3 4
1 33 1 3 3




ydy x y xy dx x y x y dy y y dy y
=
=
+ = + = + = + =∫ ∫ ∫ ∫ 287. 
 
12.1.2. Зміна порядку інтегрування 
 
При зміні порядку інтегрування прагнуть: а) якщо можливо, вибрати 
такий порядок інтегрування, при якому область інтегрування не розбивається 
на частини;  б) одержати  простіший для обчислення повторний інтеграл. 





( , ) ( , )
y xb
D a y x
f x y dxdy dx f x y dy=∫∫ ∫ ∫ , покладаючи y=y1(x) і y=y2(x) одержимо 




M1    a    
M2 
y=x 
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Потім інтегруємо в іншому порядку. 









Відновимо область інтегрування, задану нерівностями: 








y ax x x a a y
yy ax x
a
= − ⇒ = ± −
= ⇒ =
 .  
 
 
Область інтегрування зображена на рис.12.3. Дуга кола ОА  має 
рівняння:  
2 2 ;x a a y= − −  дуга кола АВ: ;yaax 22 −+=  
 
             
 
               Рис. 12.3                                            Рис. 12.4 
Проектуючи область інтегрування на вісь Оу, одержуємо три області: D1, D2, 
D3. 




0 0/ 2 / 2
, , ( , ) .
a a ya a a a a
ay a y aa a y
I dy f x y dx dy f x y dx dy f x y dx
− −
+ −
= + +∫ ∫ ∫ ∫ ∫ ∫  
 
Приклад 4. Обчислити інтеграл ydxdyxI
D
∫∫= , якщо область 
інтегрування D задається нерівностями 22 x2y,xy,0x −≤≥≥ . 
 Область D представлена на рис.12.4. Точка перетину парабол має 
координати А(1,1). Проекція області D на вісь абсцис є відрізок [0,1]. 
Вертикальна пряма при будь-якому постійному х перетинає D тільки у двох 
точках: у точці  М1 кривої y=x2 і М2 кривої y=2-x2, при цьому вид 
аналітичного виразу функцій  для всіх [0,1]x ∈  залишається незмінним. 
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Тоді: ( )( )2 22
2








yI dx x ydy x dx x x x dx
−
−
= = = − − =∫ ∫ ∫ ∫  
( )1 5/ 2 3/ 2 7 / 2 10
0
4 4 162 2 .
3 7 21
x x dx x x = − = − = 
 
∫  
Обчислимо інтеграл, проектуючи область D на вісь ОУ, тобто 
внутрішній інтеграл візьмемо по х, а зовнішній по y. Проекцією є відрізок 
[0,2]. При зміні [0, 2]y ∈  ділянки верхньої межі визначаються різними 
рівняннями y=x2 й y=2-x2, тому інтеграл по області D потрібно  представити у 
вигляді суми інтегралів по областях D1 й D2. В зв’язку з тим, що   
внутрішні інтеграли будуть обчислюватися по змінній х, то рівняння ліній, 
що обмежують кожну з областей D1 й D2, повинні бути виражені відносно  
цієї змінної. Оскільки  x≥0, то 1 2, 2x y x y= = − . Тоді 
21 2 1 2
23/ 2 3/ 2
0 0




y yI dy x ydx dy x ydx y x dy y x dy
−
−
= + = + =∫ ∫ ∫ ∫ ∫ ∫  
( )( )( )1 2 3/ 47 / 4
0 1
2 2 2 2
3
y dy y y dy
 
= − − − − = 
 
∫ ∫  
( ) ( )11/ 4 7 / 42 21 12 4 4 8 2 4 4 8 162 2 .3 11 11 7 3 11 11 7 21y y
   
= + − − − = − + =   
   
 
 
12.1.3. Заміна змінних у подвійному інтегралі 
 
Обчислення подвійних інтегралів іноді вдається спростити, зробивши 
заміну змінних. Нехай x=x(u,v), y=y(u,v) ― взаємно однозначне відображення 
деякої області  σ площини uov на область D площини X0Y. Тоді, в 
припущенні неперервності частинних похідних функцій  x(u,v) і  y(u,v) по u і 
по v , має місце формула 
( , ) ( ( , ), ( , )) ( , )
D
f x y dxdy f x u v y u v I u v dudv
σ
=∫∫ ∫∫ ,    (12.1. 3) 
яка називається формулою заміни змінних у подвійному интегралі. 
Якобіан перетворення має вигляд: 
 
x x
x y x yu vI
y y u v v u
u v
∂ ∂
∂ ∂ ∂ ∂∂ ∂
= = ⋅ − ⋅
∂ ∂ ∂ ∂ ∂ ∂
∂ ∂
. 
Зокрема,  у полярних координатах формула 12.1.3 має вигляд: 
( , ) ( cos , sin )
D
f x y dxdy f d d
σ
ρ ϕ ρ ϕ ρ ρ ϕ= ⋅ ⋅∫∫ ∫∫ ,    (12.1.4) 
де x=ρcosϕ, y=ρsinϕ, I(ρ,ϕ)=ρ―якобіан переходу до полярних 
координат.  
Розміщення меж при обчисленні подвійного 
інтеграла в полярних координатах можна робити, 
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площині XOY. Якщо область D обмежена двома кривими, полярні рівняння 





( , ) ( cos , sin ) ( cos , sin )
D
f x y dxdy f d d d f d
ϕ ρ ϕ
σ ϕ ρ ϕ
ρ ϕ ρ ϕ ρ ρ ϕ ϕ ρ ϕ ρ ϕ ρ ρ= ⋅ ⋅ =∫∫ ∫∫ ∫ ∫ . 
Якщо область містить початок координат, то  
( )2
0 0
( , ) ( cos , sin )
D
f x y dxdy d f d
ρ ϕpi
ϕ ρ ϕ ρ ϕ ρ ρ=∫∫ ∫ ∫ , де ρ=ρ(ϕ) -полярне рівняння 
кривої, що обмежує область D. 
Полярні координати зручно використовувати, якщо область є круг або 
його частина. 
Приклад 5.  Обчислити 
D
ydxdy∫∫ , якщо область D обмежена верхньою 
дугою кола  x2+y2=ax   і віссю OX.  
Розв’язання . Введемо полярні координати x=ρcosϕ, y=ρsinϕ, тоді рівняння 
кола прийме вид: ρ=acosϕ.  Кут  ( змінюється від 0 до 2pi ) (Рис. 12.6).  
При кожному  фіксованому значенні ϕ  ρ  
змінюється від 0 до ρ=acosϕ. Тоді за 








































= − −∫∫ , де область обмежена  еліпсом. 
Розв’язання . Введемо так звані узагальнені полярні координати, 






ϕ ρ ϕ ρ
ϕ ρ ϕ
−
= =  
Кут ϕ міняється від 0 до 2pi. Рівняння еліпса в узагальнених полярних 
координатах  ρ=1, тому ρ змінюється від 0 до 1; 
2 2
2 2 2 2 2
2 21 1 cos sin 1
x y
a b
ρ ϕ ρ ϕ ρ− − = − − = − . 
3
2 1 2 12
2
00 0
1 (1 ) 21 2 32 32
I ab d d ab ab
pi ρϕ ρ ρ ρ pi pi
 
− 




∫ ∫ . 
Приклад 7. 
У теорії ймовірностей і математичній статистиці використовується 






= ∫ . 
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Первісна для підінтегральної функції 
2( ) xf x e−=  не виражається в 
елементарних функціях, однак даний невласний інтеграл може бути 
обчислений за допомогою подвійного інтеграла. 
Оскільки визначений інтеграл не залежить від позначення змінної 
інтегрування, запишемо: 
2 2 2 22 ( )
0 0 0 0
x y x yI e dx e dy e dxdy
∞ ∞ ∞ ∞
− − − +
= ⋅ =∫ ∫ ∫ ∫ . 
Областю інтегрування  є перший квадрант системи координат (Рис.12.7) 
 
Переходячи до полярних координат, одержимо: 
2 2 20 , 0 ,
2
x ypiϕ ρ ρ≤ ≤ < < ∞ + = . 
( )2 2 22 22 2





I d e d e d e d
pi pi





= = = − − 
 
∫ ∫ ∫ ∫ = 
( )2 20lim , де lim =0 4 4A AA Ae e epi pi− −→+∞ →∞− − = , 







12.2. Застосування подвійних інтегралів  
Обчислення об'ємів тіл.  
Циліндричне тіло, обмежене знизу областю D площини ХОУ, зверху – 
поверхнею ),( yxfz = , збоку – циліндричною поверхнею з твірними, 
паралельними осі ОZ і з напрямною – межею області D, має об’єм         
∫∫=
D
dxdyyxfV .),(  
Приклад. Подвійним інтегруванням знайти об'єм тіла, обмеженого 
циліндрами xy = , xy 2=  і площинами z = 0, x + z = 6 (рис. 12.8).  
 Розв’язання. Тіло обмежене зверху площиною x + z = 6, знизу 
площиною z = 0 і двома циліндрами xy =  та xy 2= , що проектують його 
на площину xOy в область D, обмежену прямою x = 6 і параболами xy =  та 

















При цьому змінна x змінюється від 0 до 6; при будь-якому значенні х із 
зазначеного проміжку xyx 2<< . Об'єм знаходимо за формулою  
( ) .,∫∫=
D
dxdyyxfV  У даному випадку ( ) xyxfz −== 6, . Тоді  
( ) =−= ∫∫
D



































Приклад. Подвійним інтегруванням знайти об'єм тіла, обмеженого 
циліндрами xyx =+ 22  та xyx 222 =+ , параболоїдом 22 yxz +=  і 
площинами x + y = 0, x – y = 0, z = 0.  
Розв’язання. Дане циліндричне тіло обмежене зверху поверхнею 
22 yxz += . Об'єм його  
( ) ( )∫∫∫∫∫∫ +===
DDD
dxdyyxzdxdydxdyyxfv 22, . 
Побудуємо область D, що зображує проекцію тіла на площину xOy 













xyx =+ 22   
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Рис. 12.8 Рис. 12.9 
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 y=x 
       ϕ = ρ cos 2 
D 
  0      0.5   1          2    x 
                        ϕ = ρ cos 
y=-x 
Рис. 12.10 





















− yx , 
xyx 222 =+  або ( ) 11 22 =+− yx  і прямими y = - x, y = x.  
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Приклад. Знайти об'єм тіла, вирізаного з кулі радіусом R, прямим 





Рис. 12.11.  
 
Розв’язання. Помістимо початок 
координат у центр кулі, вісь OZ 
направимо уздовж твірної циліндра, а 
вісь OX – уздовж діаметра основи 
циліндра (рис. 12.11)  
 Рівняння сфери має вигляд: 
2222 Rzyx =++ , тоді в першому 
октанті 222 yxRz −−=  і внаслідок 
симетрії об’єм тіла, вирізаного 




 Проекція тіла на площину хОу збігається з кругом Rxyx ≤+ 22 . Щоб 
обчислити отриманий інтеграл, зручно перейти до полярних координат. 
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Рівняння кола Rxyx =+ 22  в полярних координатах має вид ϕ=ρ cosR . Кут 
ϕ змінюється від 0 до pi/2 (враховуємо  симетрію), ρ змінюється в межах 
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Обчислення маси неоднорідної пластини.  
Пластина, що займає область D у площині ХОУ і має щільність ( ),x yρ , 
має масу 
 ( , ) .
D
m x y dxdyρ= ∫∫  
Обчислення статичних моментів і моментів інерції пластини. 
 Статичні моменти пластини відносно осей ОХ і ОУ відповідно 
рівні 
( , ) , ( , ) .x y
D D
М y x y dxdy М x x y dxdyρ ρ= =∫∫ ∫∫  
Момент інерції пластини відносно початку координат визначається за 
формулою 2 20 ( ) ( , ) .
D
I x y x y dxdyρ= +∫∫  
Моменти інерції пластини відносно осей ОХ і ОУ будуть відповідно 
2 2( , ) , ( , ) .x y
D D
I y x y dxdy I x x y dxdyρ ρ= =∫∫ ∫∫  
Знаходження центра ваги пластини.  
Координати центра ваги cx  та cy  неоднорідної пластини дорівнюють, 








x x y dxdy
M
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Якщо пластина однорідна: 
 - 185 -











Приклад. Знайти момент інерції квадрата зі стороною а, поверхнева 
щільність якого пропорційна відстані до однієї із сторін квадрата, відносно 
вершини, що належить даній стороні.  
Розв’язання. Нехай квадрат розташований у площині xOy; одна з його 
вершин належить початку координат, а дві інші збігаються з осями 
координат. Відзначимо, що момент інерції не залежить від вибору системи 
координат. Шуканий момент інерції дорівнює моменту інерції квадрата щодо 
початку координат з поверхневою щільністю kx, де k – коефіцієнт 
пропорційності (беремо поверхневу щільність, пропорційну відстані до осі 
Oy).  Тоді  



































































12.3. Потрійні інтеграли і їх обчислення в декартовій 
системі координат 
Нехай у правильній, замкненій обмеженій області V задана обмежена 
функція ),,( zyxf . Потрійним інтегралом від функції ),,( zyxf  по області V  
називається:  










Обчислення потрійного інтеграла в 
декартовій системі координат 
зводиться до обчислення подвійного 
інтеграла по проекції D об’єму V на 
будь-яку координатну площину (у 
даному випадку ХОУ) і 
внутрішнього інтеграла по третій 
змінній (змінна z) (рис.12.12). 
Внутрішній інтеграл береться від 
нижньої межі z = z1(х,у) області V до 
її верхньої межі z = z2(х,у) 
(передбачається, що область є 





















z =z2 (x,y) 
z = z1(x,y) 
D 
Рис.12.12   
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Враховуючи правила обчислення подвійного інтеграла, останню формулу 
можна переписати таким чином:  



















Якщо область V є неправильною, то її розбивають на скінченне число 
правильних областей і обчисляюють інтеграл, використовуючи властивість 
адитивності потрійного інтеграла.  
Якщо областю інтегрування є прямокутний паралелепіпед, обмежений 
площинами х = а, х = b (а < b), у = с, у = d (с < d), z = m, z = n (m < n), то 
межі інтегрування будуть сталими, тобто 
 








dzzyxfdydxdVzyxf .),,(),,(  
У випадку, якщо ( ) ,,, 1≡zyxf то потрійний інтеграл чисельно дорівнює 
об'єму області інтегрування.  
Приклад. Обчислити об'єм тіла, обмеженого поверхнями ( ) 22222 2 xyxyyxzyxz ==+=+= ,,, .  
Розв’язання. Тіло обмежене площиною y = x, циліндром 2xy =  і 
параболоїдами обертання ( )2222 2 yxzyxz +=+= , . Нехай D - проекція тіла 















xy =  і циліндр 2xy = (рис. 12.13). Тоді об'єм  
y 
  y = x 
          1 
               
 y = x 
2 
       D 
              0        1 x 
Рис. 12.13. 
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Приклад. Обчислити масу тіла, обмеженого циліндром x2 = 2y і 
площинами z = 0, 2y + z = 2, якщо в кожній його точці об'ємна щільність 
чисельно дорівнює аплікаті цієї точки.  
Розв’язання. Циліндричне тіло (рис. 12.14) обмежено зверху 
площиною z = 2 - 2y, що перетинається з площиною z = 0 по прямій y = 1. 
Маса тіла, що займає область V, обчислюється через потрійний інтеграл: 
( , , )
V
m x y z dxdydzρ= ∫∫∫ , де ( , , ,)x y zρ  - об'ємна щільність.  
В нашій задачі ( , , )x y z zρ = , тому  























22 21412 )()(  
 
12.4. Потрійні інтеграли і їх обчислення в циліндричній і 
сферичній системах координат 
 
Заміна змінних у потрійному інтегралі: нехай функція ( )zyxf ,,  
неперервна в області V і формули.  
( ) ( ) ( ), , ; , , , , ,x x u v w y y u v w z z u v w= = =  
встановлюють взаємно однозначну відповідність між точками ( )zyxM ,,  
області V і точками ( )wvuM ,,'  деякої області 'V , тоді  
( ) ( ) ( )
'
( , , ) ( , , , , , , , , )
V V
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де J  - абсолютне значення якобіана.  
У циліндричній системі координат положення точки визначається 
полярними координатами ρϕ,  та аплікатою z (рис. 12.15), а формули, що 
зв'язують прямокутні і циліндричні координати мають вигляд: ϕρ= cosx ; 






Якщо областю інтегрування є круговий циліндр із віссю Oz, то 
потрійний інтеграл за цією областю в циліндричній системі координат 
матиме сталі межі по всіх змінних, тобто  








Сферичні координати θϕρ ,,  зв'язані з прямокутними координатами 
співвідношеннями:  
θρ=ϕθρ=ϕθρ= cos,sinsin,cossin zyx , θρ= sin2J . 
Перехід у потрійному інтегралі до сферичних координат здійснюється 





sin)cos,sinsin,cossin(),,( 2 . 
Очевидно, якщо областю інтегрування є куля з центром на початку 
координат і радіусом R, то потрійний інтеграл за цією областю в сферичній 
системі координат матиме сталі межі інтегрування по всіх змінних, тобто  









Нижче на конкретних прикладах проілюстровані правила для 
розставлення меж інтегрування в циліндричній і сферичній системах 
координат і показані їх геометричні та фізичні застосування.  
  z           z 
   М 
           θ    М 
    0          z             0   ρ 
    ρ  y         y 
 
  x           x 
                      Рис. 12.15   Рис. 12.16 
ϕ ϕ 
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Приклад. Обчислити ∫∫∫
V
xyzdxdydz , де V – частина області, яка обмежена 
сферою х2 + у2 + z2 = 4 і параболоїдом х2 + у2 = 3z, розташована в першому 















Розв’язання. Перший спосіб. Обчислення інтеграла в декартовій системі 
координат. Перед тим, як проектувати об'єм V на площину ХОY, знайдемо 




















тобто поверхні перетинаються по колу радіуса 3=R , що лежить у площині 
z = 1. Поверхня проектується на площину хОу у чверть круга даного радіусу, 
що знаходиться в першій чверті.  










































xdx y x y dy
−  +









2 2 4 18 18 54






1 1 3 2 72
2 4 4 5 4 3 2
x x
x x d x = − + + = 
 
∫ . 




















I xyzdxdydz zd d dzρ ϕ ϕ ρ ϕ
′
= =∫∫∫ ∫∫∫ , де V
′ 
- область зміни циліндричних 




























Приклад. Обчислити об'єм частини кулі 
2222 Rzyx =++ (рис.12.18), розташованої 
усередині циліндра ( ) ( ) ( )022222 ≥−=+ zyxRyx .  
Розв’язання. Напрямну циліндра, 
спрямовану лемніскатою, побудуємо, переходячи до полярних координат: 
ϕρ=ϕρ= sin,cos yx . Полярне рівняння цієї кривої ϕ=ρ 2cosR . Крива 
симетрична відносно осей ОХ та ОУ, і при зміні ϕ від 0 до pi/4 поточна точка 
(ρ, ϕ) опише четверту частину кривої.  
 Шуканий об'єм у циліндричній системі 








V d d dz d d dz
ϕ ρpi
ρ ρ ϕ ϕ ρ ρ
−








ϕ ρ ρ ρ− =∫ ∫






ϕρ ϕ− ⋅ −∫ = 
 
( )( )/4 3/23 3
0
4 4 5 4 21 1 cos2 .
3 3 4 3
R d R
pi piϕ ϕ  −− − = +  
 
∫  
Приклад. Обчислити об'єм тіла ( ) ( ) .22223222 yxazyx +=++  
Розв’язання. Перейдемо до сферичних координат, тоді рівняння 
поверхні має вигляд: θ=ρ 422 sina  або θ=ρ 2sina .  
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Приклад. Знайти момент інерції однорідного тіла, обмеженого сферою 
x
2 + y2 + z2 = 2z і конусом x2 + y2 = z2, відносно осі OZ (рис. 12.19).  

















тобто ця лінія є колом радіуса R = 1, що лежить у площині z = 1. Проекція 
тіла на площину XOY є круг x2 + y2 ≤ 1. 
Момент інерції обчислюється за формулою ∫∫∫ +=
V
z dxdydzyxI .)( 22  
Перейдемо до сферичних координат, тоді всі межі інтегрування будуть 
сталими. Причому межі для θ  можна визначити за допомогою рівняння 
x
2+y2=z2, вважаючи х=0 (або y=0), одержимо, що 
4
piθ =⇒= zy , тобто 
4
















z drrddddrdrrI . 
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Розділ 13 
КРИВОЛІНІЙНІ ІНТЕГРАЛИ 
13.1. Криволінійні інтеграли 1-го роду 
Розглянемо просторову кусково-гладку криву L , обмежену точками A  
і B . Нехай у кожній точці ),,( zyxM  цієї кривої визначена неперервна 
функція )(),,( Mfzyxf = . Розіб'ємо дугу AB  на n частин точками 
0 1 2, , ,..., nA A A A A B= = . На кожній частині ii AA 1−  виберемо довільну точку  
),,( iiii zyxM  й обчислимо в ній значення функції ),,( iii zyxf . Число 
),,( iii zyxf  помножимо на довжину дуги il∆ . Утворимо суму 
1
( , , )
n
n i i i i
i
S f x y z l
=
= ⋅ ∆∑ , 
названу інтегральною сумою по кривій L  функції ),,( zyxf . 
Криволінійним інтегралом I-го роду від функції ),,( zyxf  по кривій L  
називається границя інтегральної суми: 
max 0 1
( , , ) lim lim ( , , )
i
n
n i i i i
n l iL
f x y z dl S f x y z l
→∞ ∆ →
=
= = ∆∑∫ . 
Якщо функція  ),,( zyxf  неперервна у всіх точках дуги AB , то ця межа існує 
і не залежить ні від способу розбивки дуги AB , ні від вибору точки  
),,( iiii zyxM  на кожній з цих частин. 
 Якщо крива L  лежить у площині XOY , то функція  f залежить тільки 
від ),( yx : 
max 0 1





f x y dl f x y l
∆ →
=
= ∆∑∫ . 
 
13.1.1. Обчислення криволінійних інтегралів 1-го роду 
 
 Обчислення криволінійних інтегралів I-го роду зводиться до 
обчислення визначеного інтеграла. Розглянемо різні способи задання кривої 
L  і перехід до визначеного інтеграла. 



























f x y z dl f x t y t z t x y z dt′ ′ ′= + +∫ ∫ , 
оскільки в цьому випадку dtzyxdl ttt
222
′+′+′= . Якщо крива лежить у 








f x y dl f x t y t x y dt′ ′= +∫ ∫ . 
 б) Якщо плоску криву L  задано рівнянням )(xyy = , де bxa ≤≤ , то 
dxydl x
21 ′+= : 




f x y dl f x y x y dx′= +∫ ∫ . 
 в) Якщо плоску криву L  задано рівнянням ( ), ( )ρ = ρ ϕ α ≤ ϕ ≤ β   у 
полярних координатах, то ϕρ′+ρ= ϕ ddl 22 : 
2 2( , ) ( cos , sin )
L




′= ρ ϕ ρ ϕ ρ + ρ ϕ∫ ∫ . 
Нижня межа інтегрування в усіх випадках менше верхньої: ba < , 21 tt < , 
β<α . 
 
13.1.2. Застосування криволінійних інтегралів 1-го роду 
 
 а) Довжина дуги AB  кривої обчислюється як 
AB
l dl= ∫ . 
 б) Маса матеріальної дуги. Якщо в кожній точці кривої L  щільність 
маси )z,y,x(γ  є функцією координат цієї точки, то маса дуги кривої 
( )
( , , )
AB
m x y z dl= γ∫ . 
 в) Статичні моменти плоскої дуги відносно координатних осей 
визначаються за формулами: 
( ) ( )
( , ) ; ( , )OX OY
AB AB
M y x y dl M x x y dl= γ = γ∫ ∫ . 
 г) Координати центра ваги плоскої матеріальної дуги AB : 
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( ) ( )
( ) ( )
( , ) ( , )
;




x x y dl y x y dl
M M
x y
m mx y dl x y dl
γ γ





 д) Моменти інерції матеріальної дуги відносно координатних осей: 
2 2
( ) ( )
( , ) ; ( , )OX OY
AB AB
I y x y dl I x x y dl= γ = γ∫ ∫ . 
  
13.1.3. Приклади обчислення криволінійних інтегралів 1-го  
роду 
 
Приклад. Обчислити ( )5 8
L




: , 0, 1
4
L y x x x= = = . 
Розв′язання. Визначимо xy′ , dl  і перейдемо до визначеного інтеграла: 
3xyx =′ , dxxdxydl x




5 6 5 4 6 5
0 0
11 36 6 6 2
0 0
18 1 8 1 3
4
1 1 11 ( 1) (1 ) 2 2 1 .
2 3 3
L
x xy dl x x x x dx x x dx
x d x x
 
+ = + + ⋅ = + = 
 







x y dl+∫ , де L  −  контур 
трикутника ABC , (1,0), (0,2), (0,0)A B C . 
Розв′язання. 
(2 ) (2 )
(2 ) (2 ) .
L AB
BC CA
x y dl x y dl
x y dl x y dl
+ = + +




Обчислимо кожний інтеграл окремо: 
 
а) :AB   1
1 2
x y
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1 1
0 0
(2 ) 5[2 ( 2 2)] 2 5 2 5
AB
x y dl x x dx dx+ = + − + = =∫ ∫ ∫ ; 







x y dl ydy+ = = =∫ ∫ ; 




(2 ) 2 1
CA
x y dl xdx x+ = = =∫ ∫ . 
Отже, (2 ) 2 5 2 1 3 2 5
L
x y dl+ = + + = +∫ . 
 
Приклад. Обчислити (2 4 4 1)
L
x y z dl+ − +∫ , де L - відрізок прямої між 
точками )3,9,8(1M  і )5,10,6(2M .  
Розв′язання. Складемо рівняння прямої, що проходить через точки 1M  






























































(2 4 4 1) 3 2( 2 8) 4( 9) 4(2 3) 1 3 (41 8 ) 111.
L
x y z dl t t t dt t dt+ − + = − + + + − + + = − =∫ ∫ ∫  
 
Приклад. Обчислити ( )
L
x y dl+∫ , де L : пелюстка лемніскати 
sin 2ρ ϕ= , розташована у першому координатному куті. 
Розв’язання .  


















′ ′= =  





2 2 2 cos 2sin 2





′+ = + =  . 
Для встановлення меж інтегрування слід 
визначити проміжок зміни ϕ , що відповідає 







0, . Тоді 
2
0




x y dl d
pi
+ = ρ ϕ + ρ ϕ ϕ =






(cos sin )a d
pi
ϕ ϕ ϕ+ =∫ 2 2 22
0
(sin cos ) (1 1) 2 .a a a
pi
ϕ − ϕ = + =  
  
Приклад. Обчислити  2 2 2 2 2 22 . : ,
L
x y dl L x y z a z x+ + + = =∫ . 
Розв′язання. Лінія задана перетином двох поверхонь: сфери і площини. 
Складемо параметричні рівняння цієї лінії. Для цього, підставляючи в 













Ця проекція є еліпс з півосями 2a  та а. Параметричні рівняння еліпса 
мають вигляд:  
[ ]cos ; sin ; 0,2
2
a
x t y a t t= = ∈ pi . 
Оскільки  z = x, параметричне рівняння лінії L має вигляд: 
[ ]cos ; sin ; cos ; 0,2
2 2
a a
x t y a t z t t= = = ∈ pi . 
Знайдемо: 
2
2 2 2 2 2 22 sin cos
2
adl x y z dt t a tdt adt′ ′ ′= + + = + = ; 
2 22
2 2 2 2 2 2 2
0 0




x y dl t a t a dt a dt a
pi pi
+ = + ⋅ ⋅ = = pi∫ ∫ ∫ . 
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Приклад. Знайти довжину дуги гвинтової лінії: 
4cos
: 4sin , (0 2 )
3
x t








Розв′язання.      
4cos 4sin





x t x t
L y t t y t
z t z
′ = = −
 















l dl x y z dt dt t
pi
pi
′ ′ ′= = + + = = = pi∫ ∫ ∫ . 
Приклад. Знайти центр ваги гвинтової лінії: 
cos , sin , , 0, 2x a t y a t z bt t
pi = = = ∈
 
, якщо лінійна щільність у кожній 
точці є пропорційною добутку перших двох координат.  
Розв′язання. Для розвязання використовуємо формули: 
( , , ) ( , , ) ( , , )
; ;




x x y z dl y x y z dl z x y z dl
x y z







Знайдемо масу дуги:  ( , , )
L
m x y z dl= γ∫ . Відповідно до умови, kxyzyx =γ ),,( , 
тоді 
dtbadtbtatadtzyxdl ttt
2222222222 cossin +=++=′+′+′= ; 
2 2
2 2 2 2 2
0 0
cos sinm kxy a b dt k a b a t tdt
pi pi
= + = +∫ ∫ =






t a k a b




2 3 2 2
3 2 2 2
0




x x y z dl ka a b t tdt
pi
+γ = + =∫ ∫ ; 
2 3 2 2
3 2 2 2
0
( , , ) sin cos
3
L
ka a by x y z dl ka a b t tdt
pi
+γ = + =∫ ∫ ; 




( , , ) sin cos
L
z x y z dl kba a b t t tdt
pi


















2 bzayax ccc pi=== . 
 
13.2.  Криволінійні інтеграли 2-го роду 
 
1) Нехай L кусково-гладка просторова крива, на якій задано напрям, а 
)z,y,x(P , )z,y,x(Q , )z,y,x(R   –  неперервні функції на ній. Розіб'ємо криву 
L на елементарні ділянки ii AA 1− , проекції яких на координатні осі Ox, Oy, Oz 
відповідно позначимо 1−−=∆ iii xxx , 1−−=∆ iii yyy , 1−−=∆ iii zzz . 
Виберемо на кожній з ділянок довільну точку ),,(M iiii ςηξ  й обчислимо 




( ) ( )
n
n i i i i i
i
W P M x Q M y R Mi z
=
= ∆ + ∆ + ∆∑ , 
що називається інтегральною сумою по координатах. Якщо при наближенні  
до нуля ця сума має скінчену межу W, що не залежить від способу розбивки 
кривої і вибору точок iM , то ця межа називається криволінійним інтегралом 
II-го роду по кривій L  і позначається 
( , , ) ( , , ) ( , , )
L
W P x y z dx Q x y z dy R x y z dz= + +∫ . 
 Криволінійний інтеграл II-го роду залежить від вибору напряму кривої. 
Якщо змінити напрям кривої, то інтеграл змінює знак: 
AB BA
Pdx Qdy Rdz Pdx Qdy Rdz+ + = − + +∫ ∫ . 
За своїм фізичним змістом криволінійний інтеграл II-го роду є робота змінної 
сили ( )R,Q,PF =r , точка прикладання якої описує криву L. 
 2) Обчислення криволінійного інтеграла II-го роду зводиться до 
обчислення визначеного інтеграла.  
a) Якщо плоска крива задана рівнянням [ ]( ), ,y y x x a b= ∈ , причому 
початку кривої відповідає ax = , а кінцю  –  bx = , то 




P x y dx Q x y dy P x y x dx Q x y x y dx′+ = +∫ ∫ . 
б) Якщо крива L  задана параметричними рівняннями і початку кривої 
відповідає значення параметра 1tt = , а кінцю  –  2tt = : 
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P x y dx Q x y dy P x t y t x dt Q x t y t y dt′ ′+ = +∫ ∫ . 
Зверніть увагу, що у випадку a) і у випадку б) нижня межа інтеграла не обов'язково 
менше верхньої. 
В однозв′язній області D для функцій P, Q, R , що мають неперервні 
похідні першого порядку, необхідною і достатньою умовою повного 





























в) Якщо під знаком інтеграла стоїть повний диференціал 
),,( zyxdURdzQdyPdx =++ , 
то незалежно від форми кривої L, повністю розташованої в області D, 
( ) ( ) ( )
L
Pdx Qdy Rdz U B U A+ + = −∫ , 
де А - початкова, а В - кінцева точка шляху інтегрування. Тоді функцію 
),,( zyxU  можна знайти за формулою  
0 0 0 0
0 0 0( , , ) ( , , ) ( , , ) ( , , )
yx z
M M x y z
U x y z C dU P x y z dx Q x y z dy R x y z dz+ = = + +∫ ∫ ∫ ∫ , 
де ( )000 z,y,x  - довільна точка області D. 
 Якщо вираз dy)y,x(Qdx)y,x(P +  - повний диференціал у деякій 
однозв'язній області D, то криволінійний інтеграл по будь-якому замкненому 
контуру L дорівнює нулю і навпаки. 
г) Зв'язок між криволінійним і подвійним інтегралом. Якщо L  − 
кусково-гладкий замкнений контур, що обмежує  область D , орієнтований 
так, що при обході L  область D  залишається ліворуч, а функції ),( yxP  і 
),( yxQ  − неперервні разом зі своїми частинними похідними першого 
порядку в замкненій  області D , то має місце формула Гріна: 



















QdyyxQdxyxP ,, . 
 3) Застосування криволінійного інтеграла 2-го роду. 
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б) Робота, здійснена змінною силою ),,( RQPFr  уздовж шляху L : 
L
W Pdx Qdy Rdz= + +∫ . 
 
13.2.1. Приклади обчислення криволінійних інтегралів 2-го роду 





+∫ , де L - дуга кривої yx
1
=  від точки 
1(4, )4A  до (1,1)B .  






y −=′= , . Змінна х відіграє роль 
параметра. Початковій точці кривої відповідає 4=x , кінцевій  –  1=x : 
1 1
2 2 2 2
2 2
4 4
1 ( 1) 18
L
dy
x dx x dx x dx x dx
y x
+ = − = − = −∫ ∫ ∫ . 
Приклад. Обчислити 
L
ydx xdy+∫ , де L  – дуга астроїди tax 3cos= , 
tay 3sin= , що пробігається від ( )0,aA  до ( )0,B a .  
Розв′язання.  Знайдемо:  




















3 3 sin 2
sin 2 cos2 0.
4 8 3
L
tydx xdy a t tdt a
pi pi
+ = = =∫ ∫  
Приклад. Обчислити 2 2 2
L
y dx x dy z dz+ +∫ , де L  – відрізок прямої у 
просторі від точки )2,0,1(A  до )4,1,3(B . 
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Параметр змінюється  в межах BA ttt ≤≤ , тобто  10 ≤≤ t , тоді  
2 2 2
L




















Розв′язання. Перейдемо до параметричних рівнянь cos ; sinx a t y b t= = . 




cos cos sin sin 2
2 2 2 2
L
abS xdy ydx a tb tdt b ta tdt ab dt ab
pi pi
= − = + = = pi = pi∫ ∫ ∫ . 
Приклад. Перевірити, що даний вираз є повним диференціалом функції 
),( yxu , і знайти цю функцію: 























, то вираз dyyxQdxyxP ),(),( +  є повним диференціалом 




( , ) ( , ) ( , ) 3 (1 sin 2 )
3 (1 sin 2 ) .
y yx x
x y
u x y P x y dx Q x y dy C dx x dy C
x x y C
= + + = − + − + =
= − + − +
∫ ∫ ∫ ∫
 
Приклад. Обчислити ∫ +−
L
dyxyydxx 22 , де L  – коло 222 ayx =+ , що 
пробігається в додатному напрямку. 















 − неперервні в області 























dxdyxydyxyydxx 2222 . 
У подвійному інтегралі перейдемо до полярних координат, тому що 
область інтегрування D  − це круг 222 ayx ≤+ : 
2 2 2 2cos ; sin ; ;x y x y a= ρ ϕ = ρ ϕ + = = ρ  
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x y dxdy d d d d
pi
pi
+ = ρ ρ ρ ϕ = ϕ ρ ρ = pi =∫∫ ∫∫ ∫ ∫ . 









Розв′язання. Щоб знайти u(x,y,z), проінтегруємо цей вираз уздовж 
ламаної ABMM 0 , відрізки якої паралельні координатним осям, обравши 




M M M A AB BM
u x y z du du du du= = + +∫ ∫ ∫ ∫ . 
Обчислимо кожний інтеграл окремо.  






: 0, 0 0
M A
zxdy xydz yzdx
M A y z
x yz
+ −
= = ⇒ =
−
∫ . 




: , 0 0
AB
zxdy xydz yzdx
AB x const z
x yz
+ −
= = ⇒ =
−
∫ . 











( ) ( )2 2 00 0
2 22 2 .
z z zd x yzxydz x x
x C
x yz x yzx yz x yz
−
= = − = = +
− −
− −
∫ ∫  








   z 
 
  M(x,y,z) 
 
        y 
      M0 
  A                B 
x 
Рис. 13.3 
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