Much of the literature examining the effects of oil shocks asks the question -What is an oil shock?‖ and has concluded that oil-price increases are asymmetric in their effects on the US economy. That is, sharp increases in oil prices affect economic activity adversely, but sharp decreases in oil prices have no effect. We reconsider the directional symmetry of oil-price shocks by addressing the question -Where is an oil shock?‖, the answer to which reveals a great deal of spatial/directional asymmetry across states. Although most states have typical responses to oil-price shocks-they are affected by positive shocks only-the rest experience either negative shocks only (5 states), both positive and negative shocks (5 states), or neither shock (5 states).
Introduction
Oil-price shocks are often viewed as one of the primary exogenous causes of national macroeconomic fluctuations. Hamilton (2005) , for example, suggests that nine of the ten recessions in the United States between 1945 to 2005 were preceded by large positive increases in oil prices.
1 Despite the preeminence of sharply increasing oil prices in advance of recessions, however, large decreases in oil prices have not tended to be followed by abnormally high national growth. This fact has led to a general acceptance that oil-price shocks are directionally asymmetric: Large positive oil-price shocks matter, but negative ones do not. Given the consensus view, studies have, for the most part, simply imposed directional asymmetry while focusing on the best ways to implement oil-price shocks into empirical models. 2 Hamilton (2003), titled -What is an Oil Shock?‖, is a prominent representative of these efforts.
Figure 1 illustrates the consensus described above and uses a Hamilton-type oil-price variable for which shocks occur only when the change in oil prices is larger than what had been experience in the recent past. 3 All six official U.S. recessions since 1971 were preceded by upward spikes in oil prices, whereas real GDP growth was seemingly unaffected by the downward spikes of 1984-85, 1986, 1993, and 1998. As our title suggests, our interest is in the locations of the effects of oil-price shocks.
Specifically, we reexamine the consensus on oil-price shocks in the context of state-level business cycles. Our focus on the -where‖ of oil-price shocks is motivated by recent studies finding that state-level business cycles can differ a great deal from each other and from that of the country as a whole. In particular, energy-producing states and their neighbors have tended to experience idiosyncratic recessions following negative oil-price shocks, while often not experiencing the recessions seen at the national level (Owyang, Piger, and Wall, 2005; Crone, 2005; and Hamilton and Owyang, forthcoming) . 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 North Carolina 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 Texas 0 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 
New Mexico
Carolina's experience was largely in line with that of the U.S., although North Carolina's 1990-92 recession began just prior to the sharp rise in oil prices that preceded the national recession.
The middle panel of Figure 2 shows that Texas, a prominent energy-producing state, had a distinctly idiosyncratic business cycle, especially with regard to the role of oil prices.
Specifically, Texas was in recession in 1979, but did not go into recession in 1980 or the early 1990s. It did, however, go into recession following the negative price shock of 1986. Finally, although Texas did experience a recession following the positive price shocks of 1980-81, it did not do so until nearly a full year after the start of the national recession. Of the three states illustrated in Figure 2 , New Mexico was the most unfortunate in that it tended to experience recessions following both positive and negative oil-price shocks. Further, its recovery from recession in 1996 coincided with a sharp increase in oil prices. As with Texas, the role of oil in New Mexico's business cycle does not fit very well with the consensus view.
Our statistical approach follows Hamilton (2003) , although we allow for positive and negative oil-price shocks. After applying the model to each state individually, we consider several variations on the notion of directional symmetry, all of which indicate that the usual result is far from the rule across states. For example, only 21 states pass a standard test for directional asymmetry, which is that the sums of the coefficients on positive and negative shocks are not statistically the same. After these test for the existence of positive and negative shocks, we look at the relative magnitudes of their effects across states and find similarly diverse results.
For example, when we look at whether or not there is any significant response for at least one quarter following a shock, the states fall into four categories: Although 35 states experience only positive shocks, five see only negative shocks, another five see both positive and negative shocks, and the remaining five see neither shock.
In addition to estimating the state-by-state effects of oil-price shocks, our analysis provides general insights into the effects of oil prices by considering 51 macroeconomic responses rather than one. Further, our use of state-level data has at least one technical advantage over the use of national-level data alone. Specifically, with national data there is a potentially serious endogeneity problem because the typical assumption is that oil-price shocks are exogenous and caused by events external to the U.S. economy (Barsky and Kilian, 2004; Killian 2008a Killian , 2008b Killian , and 2009 . Given the size and importance of the U.S. economy, this assumption is obviously problematic. In contrast, our assumption that the world oil price is exogenous at the state level requires significantly less credulity. 4 We should note several papers that have investigated state or regional heterogeneity in the responses to oil-price shocks, although none is adequate for addressing our questions: Three have applied VARs to a handful of states and allowed for positive oil-price shocks only (Penn, 2006; Iledare and Olatubi, 2004; and Bhattacharya, 2003) . Others merely imputed state effects from industry-level results rather than looking at actual states (Davis, Loungani, and Mahidhara, 1997; Brown and Yücel, 1995) , while still others have derived regional effects from measures of resource dependence (Brown and Hill, 1988) .
The balance of the paper is structured as follows: Section 2 describes the model and presents national-level empirical results that serve as a benchmark. Section 3 uses state-level data and considers spatial asymmetries in the responses to oil. Section 4 summarizes and concludes.
Empirical Implementation
A common approach to modeling the effect of oil-price shocks is to use a bivariate, DeFina (1998 and 1999) In Hamilton's (1983) original paper, oil shocks are defined as the log change in oil prices under the implicit assumption that the effect of oil shocks on economic activity was symmetric-
. This condition was relaxed in Mork (1989) , who modeled potential asymmetries but utilized the same log change in oil prices as the baseline shock. These approaches assume that small innovations in oil prices affect economic activity proportionately to large changes. On the other hand, one might believe that economic agents do no change their behavior in the presence of small fluctuations in oil prices, so Hamilton (1996; and others assume that the effects of oil price shocks are not only asymmetric but nonlinear. In Hamilton (1996) , the best-fit model is one in which oil price shocks only have effects if the rise in prices is substantial-i.e., if the current (quarterly) price of oil rises above the maximum over the last year.
5 Thus, we define an oil-price shock as
which assumes that only increases in oil prices affect economic activity. Similarly, a negative oil-price shock is defined as
Hamilton uses the last month of the quarter as the quarterly oil price and Hamilton (2008) uses a three-year window and argues that the fit is better.
We estimate equation (1) Note that several studies have documented a change over time in the relationship between oil and the macroeconomy (Blanchard and Galí, 2010; Blanchard and Riggi, 2009) . To allow for this, we estimate a one-time structural break in the relationship between oil and national employment growth using a relatively standard sup-Wald test (Andrews 1993 ) and find a structural break at 1973:4. This break coincides with the Arab oil embargo and the emergence of a OPEC as an active cartel.
Our regression results are provided in Table 1 . Note that because there were no negative price shocks during the pre-break period it is not possible to estimate their effect for that subsample. For the full sample and the post-break sample, it is clear that the relationship between employment growth and oil prices is distinctly different depending on the direction of the oilprice shock. For both samples, employment growth has a statistically significant negative response two, three, and four quarters after a positive oil-price shock, but no such response occurs following negative oil-price shocks. More formally, the usual directional asymmetry, Table 2 shows, directional symmetry is rejected by both criteria for the full sample and the post-break sample. Using the estimated coefficients reported in Table 1 , we generate impulse responses and evaluate positive and negative price shocks in terms of the depth and frequency of their effects. Employment growth is reduced by a positive oil-price shock for several quarters before returning to normal, but a negative shock has no statistically significant effect on employment growth.
Although we used U.S. employment rather than GDP as our measure of economic activity, our results are generally consistent with the existing literature on the effects of oil-price shocks. 
The Spatial/Directional Asymmetry of Oil-Price Shocks
In this section, we demonstrate that the state-level analogue of the analysis performed above yields a great deal of heterogeneity in the effects of oil-price shocks. We explore this spatial/directional asymmetry from two complementary perspectives: the estimated coefficients on the oil-price shock variables and the impulse responses to oil-price shocks. 
Spatial/Directional Asymmetry I: Oil-Price Shock Coefficients
We performed 51 independent estimations of equation (1) for the post-break period, the results of which are analogous to those in Table 1 for the U.S. and are provided in an appendix.
As in the previous section for U.S. data, these estimates are summarized in Table 3 with the same tests for directional asymmetry that were performed using national data ( Table 2 ). We find 37
states for which the sum of the coefficients on a positive price shock (   j ) is negative and statistically significant. Not only are there 12 states for which   j is statistically no different from zero, but for two states-North Dakota and Wyoming-it is positive and statistically significant. On the other hand, there is near unanimity in the lack of statistical significance for   j . The exceptions are Delaware and Wyoming, which have opposite signs on   j .
Finally, as shown in the final column of Table 3 , directional symmetry cannot be rejected for 30
states. Thus, the blanket observation that oil-price shocks have asymmetric effects on economic activity appears to be false at this level of disaggregation.
To get an idea of the geographic distribution of the magnitudes of the effects of oil-price shocks, we map the estimates for the positive-shock coefficients (Figure 4 ). For the most part, the nonconforming states-for which the sums of these coefficients are positive or not statistically significant-are energy states as determined by the relative importance of energy production in their economies (Snead, 2009) . 6 Most of these states lie in the vast swath running from the western Gulf coast through Montana. The exceptions are the non-energy states of Hawaii and Vermont. Statistical significance at the 5 percent and 10 percent levels are indicated by ‗*' and ‗ †', respectively.
Spatial/Directional Asymmetry II: Impulse Responses
The preceding subsection looked at spatial asymmetries in oil-price shocks from the perspective of the shocks' estimated coefficients. A different perspective can be gained from the state-level impulse responses, which are generated via the estimated coefficients (the βs and the θs) and show the effect that each type of shock. Unsurprisingly, given its size and diversity, the response for California is asymmetric and looks much like that for the United States as a whole (recall Figure 3) : A positive oil-price shock 7 The complete set of impulse responses can be found in the working paper version of this paper: Engemann, Owyang, and Wall (2012) . Positive Price Shock Negative Price Shock leads to reduced employment growth for several quarters before returning to normal, but a negative oil-price shock has no effect on employment growth. Kansas has a negative but bouncy response to a positive oil-price shock, and its response to a negative oil-price shock is statistically insignificant. Manufacturing-heavy states, such as Michigan, see a much deeper response to a positive oil-price shocks than does the country as a whole. On the other hand, because Michigan's auto sector likely benefits from negative oil-price shocks, it has quarters for which the point estimates of its responses are positive, although not significantly so.
New Mexico is an example of a state with symmetric oil-price responses. As an energy state, its response to a positive oil-price shock is much like that of Kansas: negative but bouncy.
But, because it is more energy intensive than Kansas, it experiences a positive and statistically significant response to negative oil-price shocks. This result is consistent with Figure 2 , which showed how New Mexico entered recessions after both types of oil-price shocks. Our final example is Wyoming, the most energy-intensive state in the country, which experiences asymmetric responses to oil-price shocks, but not the typical kind. It sees a statistically significant and huge positive response to negative oil-price shocks only, but no statistically significant response to a positive oil-price shock.
The states are categorized in Table 4 according to their combination of responses to oilprice shocks. A state is said to be responsive to a shock if it sees at least one quarter when its response is statistically different from zero. On this basis, 35 states see the typical directional asymmetry of responding only to positive oil-price shocks, whereas five energy-intensive states see the reverse directional asymmetry of responding only to negative oil-price shocks. Finally, 10 states experience symmetric responses: five respond to both shocks and five respond to neither shock. 
Conclusions
Nearly all of the literature examining the effects of oil shocks has concluded that oil-price increases are directionally asymmetric in their effects on the U.S. economy. That is, sharp increases in oil prices affect economic activity adversely, but sharp decreases in oil prices have no effect. We consider several variations on the notion of price-shock symmetry, all of which indicate that the usual asymmetry assumption is far from the rule across states. For example, The most energy-intensive states respond only to negative oil-price shocks and the states that respond to both shocks are is a mixed bag, including several non-energy states.
Discussions about the U.S. macroeconomy tend to include little, if any, appreciation of the extent to which conditions differ across cities, states, or regions. Recent research, however, has documented significant business-cycle differences across various geographic units. This paper goes a step further to show how oil-price shocks, which have tended to precede national recessions, can have opposite effects across states. This fact has several implications for policy makers. For one, true measures of the state of the economy can be masked by the fact that several states might be doing well following a positive price shock. Also, state and national governments can play different roles in responding to oil-price shocks: Nationally focused policies are more appropriate following positive oil-price shocks, whereas state-focused policies are more appropriate following negative shocks. 
Appendix. Regression Results, Dependent Variable = Quarterly State Employment Growth
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