The presented article contains a 2D mesh generation routine optimized with the Metropolis algorithm. The procedure enables to produce meshes with a prescribed size h of elements. These finite element meshes can serve as standard discrete patterns for the Finite Element Method (FEM). Appropriate meshes together with the FEM approach constitute an effective tool to deal with differential problems. Thus, having them both one can solve the 2D Poisson problem. It can be done for different domains being either of a regular (circle, square) or of a non-regular type. The proposed routine is even capable to deal with non-convex shapes.
Introduction
The variety of problems in physics or engineering is formulated by appropriate differential equations with some boundary conditions imposed on the desired unknown function or the set of functions. There exists a large literature which demonstrates numerical accuracy of the finite element method to deal with such issues [1] . Clough seems to be the first who introduced the finite elements to standard computational procedures [2] . A further historical development and present-day concepts of finite element analysis are widely described in references [1, 3] . In Sec. 2 of the paper and in its Appendixes A-D, the mathematical concept of the Finite Element Method is presented. In presented article the well-known Laplace and Poisson equations will be examined by means of the finite element method applied to an appropriate 'mesh'. The class of physical situations in which we meet these equations is really broad. Let's recall such problems like heat conduction, seepage through porous media, irrotational flow of ideal fluids, distribution of electrical or magnetic potential, torsion of prismatic shafts, lubrication of pad bearings and others [4] . Therefore, in physics and engineering arises a need of some computational methods that allow to solve accurately such a large variety of physical situations. The considered method completes the above-mentioned task. Particularly, it refers to a standard discrete pattern allowing to find an approximate solution to continuum problem. At the beginning, the continuum domain is discretized by dividing it into a finite number of elements which properties must be determined from an analysis of the physical problem (e. g. as a result of experiments). These studies on particular problem allow to construct so-called the stiffness matrix for each element that, for instance, in elasticity comprising material properties like stress -strain relationships [2, 5] . Then the corresponding nodal loads A associated with elements must be found. The construction of accurate elements constitutes the subject of a mesh generation recipe proposed by the author within the presented article. In many realistic situations, mesh generation is a time-consuming and error-prone process because of various levels of geometrical complexity. Over the years, there were developed both semi-automatic and fully automatic mesh generators obtained, respectively, by using the mapping methods or, on the contrary, algorithms based on the Delaunay triangulation method [6] , the advancing front method [7] and tree methods [8] . It is worth mentioning that the first attempt to create fully automatic mesh generator capable to produce valid finite element meshes over arbitrary domains has been made by Zienkiewicz and Phillips [9] . The advancing front method (AFM) starts from an initial node distribution formed on a basis of the domain boundary, and proceeds through a sequential creation of elements within the domain until its whole region is completely covered by them. The presented mesh algorithm takes advantage from the AFM method as it is demonstrated in Sec. 3 . After a node generation along the domain boundary (Sec. 3.1), in next steps interior of the domain is discretized by adding internal nodes that are generated at the same time together with corresponding elements which is similar to Peraire et al. methodology [10] , however, positions of these new nodes are chosen differently according to the manner described in Sec. 3.2. Further steps improve the quality of the mesh by applying the Delaunay criterion to triangular elements (Appendix E) and by a node shifting based on the Metropolis rule (Sec. 4).
The finite element method 2.1 The mathematical concept of FEM
The finite elements method (FEM) is based on the idea of division the whole domain Ω into a number of finite sized elements or subdomains Ω i in order to approximate a continuum problem by a behavior of an equivalent assembly of discrete finite elements [1] . In the presence of a set of elements Ω i the total integral over the domain Ω is represented by the sum of integrals over individual subdomains Ω given by the expansion:
where N j are shape functions (basis functions or interpolation functions) [1, 11] and all or the most of the parametersφ j remain unknown. After dividing the domain Ω, the shape functions are defined locally for elements Ω i . A typical finite element is triangular in shape and thus has three main nodes.
It is easy to demonstrate that triangular subdomains fit better to the boundary Γ than others e. g. rectangular ones (see Fig. 1 ). Among the triangular elements family one can find linear, quadratic and cubic elements [1] (see also Appendix A). A choice of an appropriate type of subdomains depends on a desired order of approximation and thus arises directly from the continuum problem. The higher order of element, the better approximation. Each triangular element can be described in terms of its area coordinates
and L i 3 . There are general rules that govern the transformation from area to cartesian coordinates
where set of pairs (x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ) represents cartesian nodal coordinates. In turn the area coordinates are related to shape functions in a manner that depends on the element order. In further analysis only the linear triangular elements will be used. For them, the shape functions are simply the area coordinates (see Appendix A). Therefore, each pair of shape functions N i k (x, y), N i l (x, y) for k, l = 1, 2, 3 could be thought as a natural basis of the Ω i triangular element.
Integral formulas for elements
We shall consider the linear expression (32) derived in the Appendix B δφ φ φ
with the boundary condition φ = γ on Γ. In such a simply case of integral-differential problems with a
∂y 2 , the variableφ φ φ in Eq. (4) only consists of one scalar function φ which is the sought solution, while the constant vector f is represented by the last term in the Eq. (4). To find the solution for such a problem means to determine the values of φ(x, y) in the whole domain Ω. The values of φ on its boundary Γ are already prescribed to γ. On the other hand, at the very beginning (Eq. (2)) we have postulated that a function φ could be approximated by an expansionφ given by means of some basis functions N m (x, y), m = 1, . . . , n (for more details see Appendix A). Thus another possibility to deal with the Poisson problem is just to start from the functional Π (Eq. (33)) and build a set of Euler equations ∂Π ∂φ m = 0 where m = 1, . . . , n andφ m approximates value of the solution B the Einstein summation convention φ calculated at the m-th mesh node.
and after that we calculate the derivative ∂Π ∂φ m . Moreover, let's simplify our problem by neglecting the last term in the above-presented equation and imposing φ = γ on the boundary Γ instead. In that manner, one obtains the expression
or in a simplified form
It is worth mentioning that some requirements must be imposed on the shape functions N . Namely, if n-th order derivatives occur in any term of L then the shape functions have to be such that their n − 1 derivatives (pay an attention to the Eq. (7)) are continuous and finite. Therefore, generally speaking C n−1 continuity of shape functions must be preserve. In turn, after substituting
finally one obtains a set of equations
or in matrix description ∂Π ∂φ ∂Π ∂φ
It is worth noticing that the matrix K is a symmetric one because of the symmetry in exchange of subscripts l and m in Eq. (8) . Now, we are obliged to employ the division of our domain Ω into a set of subdomains Ω i . It gives that
Therefore, after the transformation to I subdomains the expression (10) becomes 
In fact, the summation in Eq. (14) takes into account only these elements Ω i which contribute to m-th node, however, because of the consistency in notation all elements are included in the sum with the exception that those N i m functions for which node m does not occur in i-th element are put equal zero. It has eight boundary nodes and one central node. Comparing both the initial Ω and the polygonal Ω domain one can notice that such a simple projection gives rather rough correspondence between them a), however, in some cases it could be a sufficient one i. e. when an integrated function changes very slowly in some δ-thick neighbourhood of the boundary Γ b).
From now, the whole story is to calculate integrals
∂y dxdy
where
whereas det J i -the jacobian of i-th element, T matrix together with ∇ operator in new coordinates are evaluated in Appendix C. An integration over the i-th subdomain Ω i , which is a triangular element with three nodes, enforces the transformation from n-dimensional global interpolation to the local interpolations given by means of N i k (x, y) functions where i k = 1, 2, 3. That is why in Eqs (15) new indices i l , i m appear which further are allowed to take three possible values 1,2 and 3 for each element i (the local subspace). As a next step, the Gauss quadrature is employed to compute above-written integrals numerically as it is described in the Appendix D. And finally, after incorporating boundary conditions to Eq. (14) by inserting appropriate boundary values ofφ, the system of equations can be solved.
Mesh generation

Initial mesh
The domain Ω is a set of points in two-dimensional Euclidean plane 2 (see Fig. 1 ). The initial mesh should define the shape of the domain Ω or more precisely its boundary ∂Ω. Let's denote the bd(Ω) as Γ. It could form a smooth curve (like a circle) or be a polygon. At the beginning it is necessary to assign the starting set of nodes belonging to Γ. Taking into account polygon it is obvious that the initial mesh must consist of its vertices, however, in the case of a smooth curve one can choose the initial mesh differently. In the article, the author concentrate on the polygonal domains (see Fig. 2 ) that can be formed from a smooth curve after placing some initial nodes on its boundary Γ and connecting them by line segments (chords). A role of misplaced boundary nodes will be discussed in Sec. 5.
Let's start with determining the principal rectangular superdomain as a cartesian product [x min , x max ]× [y min , y max ] where ∀x ∈ Ω : x ≥ x min etc. and the following function mesh init (vertices, radius) where the variable vertices determines the number of its sides and the second one gives the radius of its circumscribed circle. For instance, one can make use of the Octave GNU project (free open source) [15] and creature both the initial nodes p and the initial triangles t arrays in the case of regular polygon of N vertices and lying within a circumscribed circle with a given radius. Let's introduce a measure that estimates an element area in respect to the prescribed element area S designed by the element size h. The measure S N = S elem /S gives a normalized area for each element. An estimation of the average deviation from assumed value of the element area provides information of mesh quality in the case for their fairly uniform distribution. 
Adding new nodes to the mesh
In this section, let's start with the procedure that allows us to add new mesh nodes to the existing ones. The initial configuration of the nodes were already defined. It must define well the shape of the divided area in aspects explained in the description of the Figure 2 . These initial nodes are called the constant nodes and are kept immobile through the rest of the algorithm steps. Each triangle could be split up into two new triangles by adding a new node to its longest bar. To avoid producing triangles much smaller than defined by the element size h only part of them could be broken up i. e. these for which the triangle area is one and half times bigger than A. That condition is set in the algorithm by introducing a new control parameter C split . The new node is added in the middle of the triangle longest bar. nodes table  end  Update triangles table by replacing the old triangle T k by two new triangles based on p k mid end It is worth mentioning that presented above algorithm is not quite optimal because some of the new nodes could produce triangles with one edge divided by a node resulting from splitting up an adjacent triangle. Such triangles are not desirable and are denoted as T illegal (see Figures 4a) and c) ). Thus the previous procedure needs to be improved. Let's add a few extra steps to it:
For each triangle T k ∈ Ω perform checking whether it is of T illegal type If T k ∈ T illegal Split it up into two new properly defined triangles by connecting so-called illegal node with the vertex of T k lying oppositely to it Remove the old T k triangle end end Figures 4b) and d) show meshes having only desired elements.
The boundary of the domain
The one of the most important issues to definite is the domain boundary. After determining the boundary Γ by the initial constant nodes (lines 1-18 of the presented below algorithm), the next task is to determine which new nodes are lying on boundary line segments Γ (as it is visible in Fig. 5 ). These selection is done with a help of the following algorithm: For each new node Check whether its coordinates (x, y) fulfill any of y = ax + b equations or x = a where y < y 2 and y > y 1 If yes classify it as boundary node else classify it as internal node end end
Optimization via the Metropolis method
Let us define the set of mesh triangles Ω = {T j , j = 1, 2, . . . , M } and a set T i of triangle mesh elements to which a node p i belongs. The closest neighbours C(p i ) of the mesh point p i are defined as a subset of mesh points p j ∈ P
Note, that the closest region is not the same what the Voronoi region [1] . Presented definition is needed to proceed with the Metropolis algorithm [14] which will be applied in order to adjust triangle's area to the desired size given by the element size h. In turn, a proper triangulation is the essence of the finite element method as it is stated in the Sec. 2. Let us divide the whole problem into two different tasks. The first one focuses on finding an optimization for mesh elements being the internal elements whereas the second one is developed for so-called the edge elements. They are the elements for which one triangle's bar belongs to the boundary Γ of the domain Ω. It is assumed that a proper triangulation gives a discrete set of triangles T j which approximates the domain Ω well. 
The internal elements
Presented method is based on the following algorithm:
• Define the element size h and consequently the element area A.
• Initialize the configuration of triangles and then select the internal nodes P int = {p i : p i ∈ P ∧ p i / ∈ Γ} i. e. these nodes does not belong to the domain boundary Γ.
• For each node p i in P int find its subdomain Ω i defined as a set of triangles T i to which the node p i belongs.
• Perform the Metropolis approach to every internal node p i within its subdomain Ω i . The Metropolis algorithm is adopted in order to adjust an area of each triangle in the node's subdomain to prescribed value A by shifting the position of the node p i (Fig. 6 demonstrates robustness of the Metropolis approach; compare the node distribution in a) and in b)). That adjustment is govern by the following rules:
-Find an area of each triangle A k (where k = 1, 2, . . . , K) in Ω i together with the vectors r ji = p i − p j for each p j ∈ Ω i connected to node p i -Calculate the length of each triangle edge r ji and its deviation δ r ji from the designed element size h i. e. δ r ji = r ji − h 
where F j are weights corresponding to magnitude of j-th force applying to node p i . Finally, they were set to the constant value F .
-Find an area of each triangle
-Apply an energetic measure E to a sub-mesh Ω i . That quantity could be understand in terms of a square deviation of a mesh element area from the prescribed element area A. Therefore, in the presented paper the δE is defined as a sum of a discrepancy between each triangle area A k and A after moving node p i and prior it, respectively
If the obtained value of an energetic change is lower than zero the change is accepted. Otherwise, the Metropolis rule is applied i. e. the following condition is checked
where r is a uniformly distributed random number on the unit interval (0, 1) and T denotes temperature.
-The above-presented algorithm is repeated unless an assumed tolerance will be achieved.
In order to reach a better convergence of the presented method several other improvements could be adopted. For instance, the change in the length of the triangle edge could be an additional measure of mesh approximation goodness. That condition will ensure a lack of elongated mesh elements i. e. elements with very high ratio of its edge lengths (to see such skinny elements look at Fig. 6a) ).
The boundary elements
The Metropolis algorithm applied to boundary nodes slightly differs from the above-described case and could be summarize in the following steps:
• Find all the boundary or edge nodes i. e. nodes for which p k,edge ∈ Γ.
• Find triangles in the closest neighbourhood of the considered p k,edge node. Then calculate an area of each triangle A l,edge .
• Calculate the force acting on each boundary node except the constant nodes and coming from only two boundary nodes connected to it. This imposes the following constrain on the motion of the k-th node in order to keep it in the boundary Γ
where δ r jk is defined as previously. The force is tangential to the boundary Γ.
• Similarly, find an area of each triangle A new l,edge after shifting p k,edge → p new k,edge according to the force F k .
• Adopt the Metropolis energetic condition to the boundary case i.e.
if
otherwise,
where T denotes temperature and a random number r ∈ U (0, 1) as previously.
The main point of this part is to ensure that the boundary nodes are moved just along the boundary Γ (see Appendix F). Figure 7 presents the square domain (with the edge length equal √ 2) initially divided into a set of new elements (the upper picture). Then a mesh generation process can follow two different ways. The first of them, denoted as (1), is done after switching off the Delaunay procedure and leads to the uniform distribution of 512 identical elements with a normalized triangle area S N = 0.902 (equal 0.0039). On the other hand, the second way (2) of creating new elements with help of the Delaunay routine gives almost uniform mesh with a normalized average area equal 1.015. Thus employing such an optimization pattern returns a result closer to desired one whereas the (1) way is much faster and in that particular case also does not make use of the Metropolis procedure. That behavior is caused by a symmetry in element and in node distribution, therefore no node shifting is needed. That example should clarify why other method than merely finding the geometrical center of each element is required to enhance a mesh generation routine. Figure 8 presents results obtained by enriching the proposed mesh generator by the Metropolis approach. Considered meshes were constructed for two non-regular shapes, one of them is also of nonconvex type Fig. 8a ). As it is clearly seen in Fig. 8 a mesh quality was in that way enhanced. However, analysis of computed mesh parameters (S N and N elem ) is not sufficient to explain such mesh improvement. Thus, to quantify meshes with non-uniformly distributed elements (see upper cases of Fig. 8 ), the following measure is put forward S var = mean(|S elem − S| /S). The better fitting to the prescribed element area the smaller value of S var . Computed values of S var vary from 0.22 for not optimized meshes to 0.15 after employing the Metropolis rule. Note that for both domains a number of very small elements definitely decreased (see also Fig. 6 ). Moreover, the Metropolis approach offers wide range of feasible mesh manipulations that could be achieved by playing with parameters like the shifting force F , the condition of ending optimization (assumed tolerance) and temperature T . The shifting force F can differ from node to node or can have the same value for all of them. Furthermore the force strength could change after each node division due to the decline in element areas. The higher value of the accepted force strength F , the faster the mesh generation routine. However, putting too high or too law value of F can enormously increase steps of optimization. Figure 9 shows above-discussed meshes enhanced by additional switching on another kind of optimization i. e. the Delaunay criterion (see Appendix E). Both routines were applied in the ordered way To examine mesh stability, let's introduce a small perturbation to a mesh configuration obtained by the Metropolis procedure. Applying the Metropolis algorithm leads to the global optimum in element distribution for a given number of nodes, thus resulted mesh should have the stable configuration. To test this, the Delaunay routine was added one more time just after the Metropolis optimization. The highest found changes in mesh quality are depicted in Figure 10 . The domains are built with meshes having a little bit different parameters than earlier. In other tested cases no mesh reconfiguration has been detected. The results show that a small exchange in an element configuration in some cases is able to slightly modify the mesh. However, the mesh exchange is hardly seen in the figure 10 . Thus, on the other hand, that example demonstrates the stability of the proposed algorithm and proves that the considered mesh generator can be used with confidence.
Results
Mesh optimizations
FEM solutions
Having above-generated meshes one can perform some computations on them. Thus, let's solve numerically two examples of 2D Poisson problem and then compare them with their exact solutions. The 
with the boundary conditions φ = φ 0 for x = −1 and x = 1, and φ = 0 otherwise. The solution is given by the series
with N → ∞. Let's look on one more differential problem. The following Poisson equation has been solved both numerically and analytically within a circular domain of unit radius
with the boundary condition φ = 0. The numerical procedure is again based on the FEM approach. The exact solution is given by the expression φ = 0.25 1 − x 2 − y 2 . Figure 12 presents the analytical result versus a numerical one. Their comparison shows that discrepancy between them is less than 0.01. Thus, both solutions are in very good quantitative agreement, despite the fact that boundary nodes of the used mesh (Fig. 3b) do not fulfilled the boundary condition precisely (Fig. 12a) . It is caused by imperfection in this approximation of designed circular shape (see also Fig. 3 ). On the other hand, the second mesh (Fig. 12b) has higher element size (h = 0.28) than the first one (h = 0.1) and in that way the boundary condition is fulfilled exactly on the Γ. Summarizing, both meshes suffer some weaknesses but they do not influence remarkable solutions. All figures presented in the paper were prepared using the Matlab package.
Conclusions
The proposed mesh generator offers a confident way to creature a pretty uniform mesh built with elements having desired areas. Mesh optimizations are done by means of the Metropolis algorithm and the Delaunay criterion. Finding that computed measures S N and S var have pretty good values allows to classify the presented mesh generator as the good one. The meshes were also examined in the context of their stability to some reconfigurations. It was demonstrated that perturbed meshes hardly differ from non-perturbed ones. Moreover, the mesh was tested by solving the Poisson problem on it making use of the Finite Element Method. The obtained results are in very good quantitative agreement with analytical solutions. This additionally underlines the good quality of the proposed mesh generator as well as efficiency of the FEM approach to deal with differential problems.
A The Lagrange polynomials
The Lagrange polynomials p k (x) are given by the general formula [1, 11] 
It is clearly seen from the above-given expression that for x = x k p k (x k ) = 1 and for x = x j such that j = k p k (x j ) = 0. Between nodes values of p k (x) vary according to the polynomial order i. e. n − 1 which is the order of interpolation. Making use of these polynomials one can represent an arbitrary function
On the other hand, when the interpolated function φ depends on two spacial coordinates one can define basis polynomials in the form
where I, J describe raw and column number for the m-th node in a rectangular lattice (rows align along x and columns along y direction, respectively). And consequently, the set {p 1 , . . . , p m , . . . , p n } is a basis of a n-dimensional functional space because each function p m for m = 1, . . . , n equals 1 at the interpolation node (x m , y m ) and 0 at others. It is easy to demonstrate that such functions are orthogonal [11] . Instead of spacial coordinates any other coordinates can be considered. In the case of mesh elements the natural coordinates are the area coordinates L defined already in the Sec. The mathematical concept of FEM.
On that basis the shape functions could be constructed as a composition of these three basis polynomials
where the values of a, b and c assign the polynomial order in each L k -th coordinate and I, J and K denote the m-th node position in a triangular lattice (i. e. in the coordinates L 1 , L 2 and L 3 , respectively). In the [1] could be found a comprehensive description of various elements belonging to the triangular family starting from a linear through quadratic to cubic one. For simplicity, in these paper only the linear case is looked on. It explicitly means that shape functions N k = L k (x, y), where k = 1, 2, 3, change between two nodes linearly (see Eq. (3)).
B Variational principles
We shall now look on the left hand of the Eq. (1) 
We are aimed at determining the appropriate continuous φ function for which the first variation δΠ vanish. If
for any δφ then we can say that the expression Π is made to be stationary [12] . The function φ is imbed in a family of functions φ + δφ = φ(x, y) + κη(x, y) with the parameter κ. The variational requirement (Eq. (29)) gives vanishing of the first variation for any arbitrary η. In the presented article, the variational problem is limited to the case in which values of desired function φ at the boundary of the region of integration i. e. at the boundary curve Γ are assumed to be prescribed. Generally, the first variation of Π has the form
and vanishes when
The condition (31) gives the Euler equations. Moreover, if the functional Π is quadratic i.e., if all its variables and their derivatives are in the maximum power of 2, then the first variation of Π has a standard linear form δΠ ≡ δφ φ φ T Kφ φ φ + f = 0, (
which represents Eq. (30), though, in matrix notation. A vectorφ φ φ denotes all variational variables i. e. φ and its derivatives as it is written in Eq. (31). K denotes stiffness matrix (the FEM nomenclature [1] ) and f is a constant vector (does not depend onφ φ φ). We are interested in finding solutions to the Poisson and the Laplace differential equations under some boundary conditions. These classes of differential problems can be represent in such a general linear form (32). Now, we construct a functional Π which the first variation gives the Poisson-type equation. Firstly, we define the functional Π in the form:
where dΓ = dx 2 + dy 2 . ρ, γ and can be functions of spacial variables x and y. Secondly, we find the first variation of Π δΠ = Ω ∂φ ∂x δφ x + ∂φ ∂y δφ y + ρδφ dxdy +
where δφ x = ∂ ∂x δφ. And after integration by parts and taking advantage of the Green's theorem [1] one can simplify the above-written equation to the form
where ∂φ ∂n denotes the normal derivative to the boundary Γ. The expression within the first integral constitutes the Poisson equation
whereas the second term in the Eq. 
C Transformation in local L-coordinates
Let us compute the determinant of the jacobian transformation between the global x, y and a local L 1 , L 2 , L 3 coordinate frame. One notices immediately that the problem is degenerate. That is why, we introduce a new coordinatez as a linear combination of
Note thatz is not an independent coordinate and has a constant value equal 1. After taking into account relations (3) we find the jacobian matrix in the form
Furthermore, we have the relation between the jacobian and an element area
where ∆ denotes the area of a triangle which is based on vertices (x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ). And finally, we obtain the coordinates transformation rule
The relation between the gradient operator ∇ in cartesian and in new coordinates is given by:
where , 2, 3 ) and a 1 = y 2 − y 3 , b 1 = x 3 − x 2 , c 1 = x 2 y 3 − x 3 y 2 , the rest of coefficients is obtained by cyclic permutation of indices 1, 2 and 3.
D Numerical integration -the Gauss quadrature
The l.h.s integral I can be approximated by the Q -point Gauss quadrature [1, 16, 17, 18 ]
where W q denotes the weights for q -points of the numerical integration, and can be found in the Table  5 .3 in [1] . As it was already said, a set of
shape functions where k = 1, 2, 3 can be used to evaluate each f function in the interpolation series which, for instance, in the highest order 10 -nodal cubic triangular element has the following form
where f k are nodal values of f function, ∆f k denote departures from linear interpolation for mid-side nodes, and ∆∆f 10 is departure from both previous orders of approximation for the central node C [1] . For linear triangular elements only the first term is important which gives an approximation
Note, that the r.h.s sum (43) does not include the jacobian | det J| that should be incorporated by the weights W q but it is not (in their values given in Table 5 .3 from [1] ). Thus let's add the triangle area to the above-recalled formula
and in that way we end up with the final expression for the Q -point Gauss quadrature.
E The Delaunay triangulation algorithm
The author would like to remind briefly the main points of the Delaunay triangulation method [13] together with their numerical implementation using Octave package [15] . Let P = {p i , i = 1, 2, . . . N } be set of points in two-dimensional Euclidean plane 2 . They are called forming points of mesh [13] . Let us define the triangle T as a set of three mesh points T = {t j ∈ P, j = 1, 2, 3}.
Using the Delaunay criterion one can generate triangulation where no four points from the set of forming points P are co-circular:
where u is the center of the T triangle and ρ is its radius. The proposed algorithm consists of the following steps:
C it comes from the local Taylor expansion written for finite differences • The triangle's bars are given by the following vectors t 12 , t 13 , t 23 where
• The cross product of each triangle bars defines a plane. The pseudovector A together with its projection on the normal to the planen-direction A n are found
in order to determine the triangle orientation. If the quantity A n > 0 the triangle orientation is clockwise, otherwise is counterclockwise.
• 2 + (t 
for each p i ∈ P ∧ p i / ∈ T .
• If for any point p i its D(T ) < 0 the triangle T is not the Delaunay triangle (see Fig. 13a ). Then one need to find other triangles in the closest neighbourhood of the triangle T corresponding to the number of p i inside the Delaunay zone and recursively exchange the bars between T and each of them (see Fig. 13b ).
• Finally, checking whether the new two triangles are the Delaunay triangles takes its place. If so, new ones are accepted unless the change is canceled. Now, let us present the main points of the algorithm that could be easily implemented using the Octave package or Matlab. Set of mesh points P = {p i , i = 1, 2, . . . , N } together with their starting configuration forming initial triangular mesh Ω = {T j , j = 1, 2, . . . , M } where M determines the mesh size. 
F Boundary nodes -remarks
For each new boundary nodep find its boundary neighbours and save them in the tboundary array.
• Find two nodes among all neighbouring nodes in tboundary table that are closest to the considered p node. Then save them in table closest . This works fine for convex figures.
• If the figure's shape is not of convex type then the algorithm must be more sophisticated. It requires to find two nodes that are aligned with the analyzedp node. For example, one can creature an array table containing all possible combinations of that node and any other two nodes from the tboundary array. Only one combination from the table should be the correct one i. e. it must fulfilled conditions describing one of the boundary line segments. Find and save it in table align .
Having : ); i = closest, align shift dir = shift./repmat((diag(shift*shift')).ˆ(0.5), [1, 2] ); It defines the node shift direction and must go along with one of boundary line segments.
