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languages.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Tree automata are a well-studied generalization of classical ﬁnite automata. Regular word languages were extended to
regular tree languages in the 1960s, see [59,47]. For varieties of regular tree languages we refer to [1,2,56–58,31,54,51,36].
Trees and tree automata in connection with formal logic have been studied in a number of papers, see [60,61] for overviews,
and [5,15,14,34] for some recent developments. The texts [37,38,19] provide comprehensive treatments of tree automata
theory.
In this paper, we address the axiomatization of the equational theory of (regular) tree languages. Suppose  is a ﬁnite
signature of function symbols and A is a set. Subsets of the absolutely free -algebra T(A) of -trees over A are called tree
languages. Tree languages form the carrier of an algebra P(A), equipped with the following operations:
1. A complex operation associated with each symbol in .
2. A binary sum operation + modeled by set union, and the constant 0 denoting the empty set.
3. A ﬁxed point or iteration operation providing least solutions to (systems) ﬁxed point equations involving term functions.
By the ﬁxed point operation, each “μ-term” μx.t induces a function in the algebra P(A) providing least solution to the
equation x = t.
The structure P(A) is an example of an iteration -algebra [27,7,10], where the signature  = {+,0} results from  by
adding to it the binary symbol + and the nullary symbol 0. In a similar way, if B is a -algebra, or a non-deterministic -
algebra, see below, then the complex algebra P(B) of all subsets of B is also an iteration-algebra. As shownbelow, the iteration
algebras P(A) and P(B), and the iteration algebras R(A) of regular tree languages in P(A) satisfy the same set of identities
between μ-terms.
It is not difﬁcult to prove that a ﬁnite set of identities and an inﬁnitary implication derived from continuity, expressing
that μx.t is the sup of the corresponding Kleene approximation sequence, is complete for the valid identities of the complex
algebras P(B). In ourmain result, we give a simple ﬁnitary implicational axiomatization.We show that a ﬁnite set of equation
schemes and the least ﬁxed point rule is complete:
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t[y/x] = y ⇒ μx.t ≤ y,
where t is any μ-term and μx.t ≤ y is an abbreviation for y + μx.t = y. This result may be seen as a generalization of Kozen’s
axiomatization [45] of the equational theory of regular word languages. Actually, we will show that a weak version of
the above least ﬁxed point rule sufﬁces. Our completeness proof depends on advances [29,30] in the study of iteration
theories.
The study of the valid identities of regular word languages, the equational theory of regular word languages has a long
history. Redko [53] and Conway [20] proved that there is no ﬁnite complete equational axiomatization. For some reﬁnements
of this nonﬁnite axiomatizability results see [22,23]. In contrast, Salomaa [55] proved that there is a ﬁnite complete ﬁrst-
order axiomatization based on the unique ﬁxed point rule. Salomaa’s result has been further reﬁned by Archangelsky and
Gorshkov [3], Krob [46], Boffa [16,17], Kozen [44,45] and by Bernátsky et al. [6], who gave several ﬁnitely axiomatized
implicational theories that are sound and complete for the valid identities of regular languages. (Conway’s book [20] also
presents a ﬁnitely based theory of this sort, but the ﬁrst proof of its completeness appears to be that given in [46,16].) Kozen’s
system [44,45] contains both the least ﬁxed point rule and its dual. The fact that the least ﬁxed point rule sufﬁces alone
follows from the results of [46,16]. Inﬁnite complete equational axiomatizations were given in [46,8]. The system of Krob
[46] conﬁrms a conjecture of Conway [20]. Pratt [52] has shown that by adding the operations of left and right residuation to
the regular operations it is possible to obtain aﬁnite set of equational axiomswhich is both soundand complete for the regular
identities.
The axiomatization of the equational theory of regular tree languages has received less attention. The only papers address-
ing this question that the author is aware of are the paper [42] by Ito and Ando and the extended abstract [26]. The system of
Ito and Ando extends Salomaa’s axiomatization and is based on the unique ﬁxed point rule. It has the disadvantage that the
unique ﬁxed point rule fails in most natural models such as the complex algebras P(A). The result of [26], formulated in the
framework of iteration theories, presents without proof an inﬁnite and somewhat complicated complete set of equations.
The results of this paper were presented at STACS 98, cf. [32].
The paper is organized as follows. In Section 2 we review the simple language of μ-terms, preiteration algebras and
iteration algebras. In Section 3 we introduce the variety V of iteration algebras generated by the complex algebras and
provide several alternative characterizations of V . In Section 4, we state our main result, Theorem 21, which provides an
equational characterization of V . We also establish several corollaries of Theorem 21. Sections 5 and 6 develop most of the
machinery used in the proof of the main result, namely determinization and minimization of tree automata via simulations
and the functorial axioms. In Section 7, we prove that with respect to the axioms, every μ-term can be transformed into a
normal form term that corresponds to a non-deterministic tree automaton recognizing the regular tree language denoted
by the given μ-term. The proof of Theorem 21 is completed in Section 8. An Appendix has been added in order to provide a
review of the iteration algebra identities used in the proof of Theorem 21.
2. Iteration algebras
Iteration algebras were introduced in [27] and subsequently investigated in [7]. The concept originates in the study of
iteration theories [9,11]. Our presentation follows [10].
Suppose that  =⋃n≥0 n is a signature, where the sets n, n ≥ 0 of n-ary operation symbols are pairwise disjoint. Let
X denote a countably inﬁnite set disjoint from . The set of μ-terms on , denoted μT , is deﬁned to be the smallest set of
expressions satisfying the following conditions:
• 0 ∪ X ⊆ μT ,
• σ ∈ n, t1, . . . , tn ∈ μT , n > 0 ⇒ σ(t1, . . . , tn) ∈ μT ,
• t ∈ μT , x ∈ X ⇒ μx.t ∈ μT.
The variable x is bound in μx.t. We identify μ-terms which differ only in their bound variables (α-conversion). Hence,
when needed, we may tacitly assume that a variable occurring bound in a μ-term is different from any other variable under
consideration. Note that the set ofμ-terms containing no occurrence of the symbolμ is just the set T(X) of-trees (or terms)
over X mentioned in the Introduction. Free variables of a term and free occurrences of a variable in a term are deﬁned as
usual. When writing μ-terms, we assume that the scope of the preﬁx μx extends to the right as far as possible. For example,
μx.μy.σ (x, y) stands for μx.(μy.σ (x, y)).
Suppose that t is a μ-term, x = [x1, . . . , xn] is a vector of variables with pairwise different components, and s = [s1, . . . , sn]
is a vector of μ-terms. We write
t[s1/x1, . . . , sn/xn] or t[s1, . . . , sn/x1, . . . , xn] or t[s/x]
to denote the term obtained by substituting si for each free occurrence of the variable xi in t, for each i ∈ [n] = {1, . . . , n}.
By our convention about the bound variables, no free variable may become bound as the result of the substitution. Note
that if t = σ(x1, . . . , xn), the term t[s1/x1, . . . , sn/xn] is σ(s1, . . . , sn). Substitution in a term vector is deﬁned by components.
Sometimes we write t[x] to indicate that all of the free variables of t are included in the set of components of x. We will also
use this notation in connection with term vectors.
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Suppose that A is a nonempty set and ρ is a function X → A. Then for each x ∈ X and a ∈ A, we will denote by ρxa the
function X → A deﬁned by
ρxa(y) =
{
a if y = x
ρ(y) otherwise.
When n ≥ 0, x1, . . . , xn ∈ X are different variables and a1, . . . , an ∈ A, then ρx1 ,...,xna1 ,...,an , also denoted ρxa is deﬁned in the sameway.
Deﬁnition 1. Suppose that A is a nonempty set and for each t ∈ μT , tA is a function AX → A We call the system consisting
of the set A and the functions tA, where t is a μ-term, a preiteration -algebra, if the following hold:
• For each x ∈ X and ρ ∈ AX ,
xA(ρ) = ρ(x). (1)
• For each μ-term t[t1/x1, . . . , tn/xn] and for each ρ ∈ AX ,
(t[t1/x1, . . . , tn/xn])A(ρ) = tA(ρx1 ,...,xna1 ,...,an ), (2)
where ai = (ti)A, for each i ∈ [n].
• For each t, t′ ∈ μT and x ∈ X , if the functions tA and t′A are equal, then so are (μx.t)A and (μx.t′)A.
It follows that tA depends at most on those arguments that correspond to the variables with at least one free occurrence
in t. Indeed, if x has no free occurrence in t and y does not occur in t, then we have
tA(ρ) = (t[y/x])A(ρ)
= tA(ρxρ(y))
for all ρ : X → A. Thus, for all a, b ∈ A and ρ : X → A,
tA(ρ
x
a) = tA(ρxρ(y))
= tA(ρxb).
Also, it follows from condition (2) that
tA = t′A, (ti)A = (t′i)A, i ∈ [n] ⇒ (t[t1/x1, . . . , tn/xn])A = (t′[t′1/x1, . . . , t′n/xn])A.
Suppose that the free variables of t are in the set {x1, . . . , xn}, ordered as indicated. Then for each preiteration -algebra A
and a1, . . . , an ∈ A, we will write tA(a1, . . . , an) for tA(ρ), where ρ : X → A is any function with ρ(xi) = ai, i ∈ [n].
Most of the preiteration algebras that arise naturally satisfy a strong version of the last condition in Deﬁnition 1.
Deﬁnition 2. A strong preiteration -algebra is a system consisting of a nonempty set A and functions tA : AX → A, for all
terms t on , satisfying the ﬁrst two conditions of Deﬁnition 1 and the following: For each t, t′ ∈ μT and x ∈ X , and for each
ρ ∈ AX , if the functions A → A,
a → tA(ρxa) (3)
a → t′A(ρxa), a ∈ A (4)
are equal, then
(μx.t)A(ρ) = (μx.t′)A(ρ). (5)
Note that every strong preiteration -algebra is a preiteration -algebra.
Remark 3. Eachpreiteration-algebraAdetermines anordinary-algebra.When σ ∈ n, deﬁne the operation σA : An → A2
by
σA(a1, . . . , an) = (σ (x1, . . . , xn))A(ρ),
where a1, . . . , an are in A, x1, . . . , xn are distinct variables, and ρ : X → A is any function with xi → ai, i ∈ [n]. It is usually not
possible to recover aμ-operation, or a family ofμx-operations on the set A.3 However, it is possible to deﬁne these operations
2 Sometimes we will write just σ for σA .
3 These operations can be deﬁned on the set A whenever the algebra is freely generated by an inﬁnite set in some variety of preiteration algebras. See
below.
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on the term functions AX → A. Suppose that f : AX → A is a term function, so that f = tA, for some term t. Moreover, suppose
that x ∈ X . Then we deﬁne
μx.f = (μx.t)A.
This deﬁnition makes sense by the last condition in Deﬁnition 1.
Example 4. The set μT of μ-terms on  may be turned into a strong preiteration -algebra in a natural way. If t is in μT
with free variables in {x1, . . . , xn} and ρ is a functionX → μT , deﬁne tμT (ρ) = t′, where t′ is the termobtained by substituting
the term ρ(xi) for xi in t, for all i ∈ [n]. Condition (1) is obvious and (2) holds because substitution is associative. The condition
involved in Deﬁnition 2 is obvious, since if the functions described in (3) and (4) are equal when A = μT , then
(μx.t)μT (ρ) = μx.tμT (ρxx )
= μx.t′μT (ρxx )
= (μx.t′)μT (ρ).
Example 5. Recall that an ω-cpo is a partially ordered set such that each ω-chain has a supremum. Moreover, a function
between ω-cpo’s is ω-continuous if it preserves the supremum of any ω-chain. Note that any continuous function preserves
the order. Moreover, any direct product of ω-cpo’s is an ω-cpo.
Suppose that A is an ω-cpo with a bottom element and suppose that for each σ ∈ n, the function σA : An → A is ω-
continuous. The poset A, equipped with the operations σA, is an (ω-)continuous -algebra, see [39,40]. Each continuous
-algebra A determines a strong preiteration -algebra. When t is a μ-term and ρ ∈ AX , deﬁne (μx.t)A(ρ) to be the least
(pre-)ﬁxed point of the map A → A, a → tA(ρxa). Thus, if we denote b = (μx.t)A(ρ), then it holds that tA(ρxb) = b and
tA(ρ
x
a) ≤ a ⇒ b ≤ a
for all a ∈ A.
In a similar fashion, each regular algebra of Tiuryn [62] gives rise to a strong preiteration algebra.
Deﬁnition 6. Suppose that A and B are preiteration -algebras. A preiteration -algebra homomorphism (or homomor-
phism, for short) from A to B is a function h : A → B such that the diagram
commutes for each term t in μT . A homomorphism of strong preiteration-algebras is a preiteration-algebra homomor-
phism.
Here, hX denotes the function ρ → ρ′ such that ρ′(x) = h(ρ(x)), for all x ∈ X .WhenA is a subset of B and the inclusionA → B
is a homomorphism, we call A a sub preiteration algebra of B. Moreover, if h is surjective, we call B a quotient or homomorphic
image of A. Below we will also use direct products of preiteration algebras which are deﬁned pointwise.
Example 7. The preiteration-algebraμT is freely generated by the set X . Any function ρ : X → A, where A is a preiteration
-algebra, extends to a unique homomorphism ρ : μT → A. This homomorphism is given by ρ(t) = tA(ρ), for all μ-terms
t. Since μT is a strong preiteration algebra, it is also a free strong preiteration algebra generated by X .
The notion of a ﬁrst-order formula can be conveniently extended using μ-terms instead of ordinary terms.
An atomic formula is a formal equality t = t′ between μ-terms t and t′. First-order formulas are constructed from atomic
formulas in the usual way. We call a closed formula of the form
∀x t = t′
an identity or equation. Here, we assume that the vector x contains all of the free variables of t and t′. An implication is a closed
formula
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∀x [t1 = t′1 ∧ · · · ∧ tk = t′k ⇒ s = s′], (6)
where ti, t
′
i
, s, s′, i ∈ [k] are in μT and x contains all free variables occurring in these terms.Wewill usually omit the universal
quantiﬁer in an implication or equation. Thus, we write (6) as
t = t′ ⇒ s = s′
where t is the vector [t1, . . . , tk] and t′ = [t′1, . . . , t′k]. We will also allow equalities between vectors of terms in the conclusion
part.
We will also consider implications between equationswhich are closed formulas of the form
∀xt = t′ ⇒ ∀ys = s′,
where x contains the free variables of t and t′ and y contains all of the free variables of s and s′.
Suppose that ϕ is a formula, A is a preiteration-algebra and ρ is a function X → A. The relation of satisfaction of ϕ by (A, ρ),
denoted (A, ρ) |= ϕ, is deﬁned as usual. When ϕ is a closed formula, we deﬁne A |= ϕ if (A, ρ) |= ϕ for all (or some) ρ : X → A.
In this case we also say ϕ holds in A, or is satisﬁed by A. Moreover, we say that ϕ holds in a class K of preiteration -algebras,
denoted K |= ϕ, if ϕ holds in all algebras in K.
Example 8. Any preiteration -algebra satisﬁes
∀(x, y)t = t′ ⇒ ∀yμx.t = μx.t′
for all μ-terms t[x, y], t′[x, y]. Moreover, any strong preiteration algebra satisﬁes
∀y((∀xt = t′) ⇒ μx.t = μx.t′).
The concept of axiomatic classes and in particular varieties or equational classes can be conveniently extended to preit-
eration algebras. We call a class K of preiteration -algebras a variety if there is a set E of equations such that a periteration
-algebra A is in K if and only if A satisﬁes all of the equations belonging to E. It is known, see [7], that K is a variety if and
only if K is closed under sub preiteration algebras, homomorphic images, and direct products. In analogy with the classical
case, it holds that any class K of preiteration algebras is included in a least variety 〈K〉, called the variety generated by K. For
any preiteration-algebra A, we have A ∈ 〈K〉 if and only if A satisﬁes any identity that holds inK if and only if A is a quotient
of a sub preiteration algebra of a direct product of preiteration algebras in K.
It is shown in [7] that each variety K of preiteration -algebras has all free algebras generated by inﬁnite sets. Finitely
generated free algebras do not necessarily exist. For a set A, the free algebra FK(A) in K generated by A has the following
universal property. There is a function η : A → FK(A) such that for any algebra B ∈ K and function h : A → B there is a unique
preiteration -algebra homomorphism h : FK(A) → B with aηh = ah for all a ∈ A. If K contains a preiteration algebra with
at least two elements, the function η is injective. Thus, in that case, we may identify Awith a subset of FK(A) and call h the
extension of h. We recall from [7] the following characterization. Suppose that K is a variety, B ∈ K and A ⊆ B is a countable
set, say A = {a1, a2, . . .}. Let η denote the function X → B deﬁned by xi → ai, for all i > 0. Then B is a free algebra inK generated
by A if and only if the following two conditions hold.
• For each b ∈ B there exists a term t ∈ μT with tB(η) = b.
• For any two terms t, t′ ∈ μT , if tB(η) = t′B(η), then the equation t = t′ holds in K.
It is shownin [7] that ineachvarietyofpreiteration-algebras, each inﬁnitelygenerated freealgebra isa strongpreiteration-
algebra. It follows from this fact that each variety of preiteration-algebras is uniquely determined by the strong preiteration
-algebras in it.
The concept of preiteration algebras is rather general. The interpretation of theμ-terms only requires that theμ-operation
be a binding operation. In computer science, it is common to interpret the μ-operation as a ﬁxed point operation, or more
speciﬁcally, as a least ﬁxed point operation. The notion of iteration algebras (or iteration theories) captures the equational
properties of the least ﬁxed point operation in continuous algebras.
Deﬁnition 9. A preiteration -algebra is an iteration -algebra if it satisﬁes each identity that holds in all continuous
-algebras. A strong iteration algebra is an iteration algebra that is a strong preiteration algebra. A morphism of (strong)
iteration -algebras is a preiteration -algebra homomorphism.
Below we will call a sub preiteration algebra of an iteration algebra a sub iteration algebra.
Thus, iteration -algebras are the variety generated by the continuous -algebras. For (equational) axiomatizations of
iteration algebras see the Appendix, or the survey paper [11]. When  /= 0, any equational axiomatization must contain
an inﬁnite number of equation schemes [28,12]. It is known that when  is ﬁnite, there is a polynomial time algorithm to
decide whether a given equation holds in iteration -algebras, cf. [18].
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The scope of iteration algebras ismore general than that revealed byDeﬁnition 9. It also captures the equational properties
of the least ﬁxed point operation in the regular algebras of [62], or in algebras whose carrier is a cpo and whose operations
are monotone, or in categorical algebras [35,33], where the μ-operation is interpreted by initial ﬁxed points, or in algebras
where the μ-operation is a unique guarded ﬁxed point operation [13].
Proposition 10. Suppose that A is a continuous -algebra and B is a nonempty subset of A such that for any μ-term t and
ρ : X → A, if ρ(X) ⊆ B then tA(ρ) ∈ B. Then B determines a strong sub iteration algebra of A.
Proof. For each μ-term t, deﬁne tB : BX → B as the restriction of tA onto BX . All we need to show is that for all ρ : X → B, if
the functions
f : B → B, b → tB(ρxb)
f ′ : B → B, b → t′B(ρxb), b ∈ B
are equal, then
(μx.t)B(ρ) = (μx.t′)B(ρ).
Let
g : A → A, a → tA(ρxa)
g′ : A → A, a → t′A(ρxa), a ∈ A.
We know that (μx.t)B(ρ) is the least ﬁxed point of g and (μx.t
′)B(ρ) is the least ﬁxed point of g′ which are both in B by
assumption. But both functions g and g′ have the same least ﬁxed point which is the sup of the ω-chain (bn)n≥0, where b0
is the least element of A (and of B), and bn+1 = g(bn) = f (bn) = f ′(bn) = g′(bn), for all n ≥ 0. Note that it follows from our
assumption that bn ∈ B, for all n. 
For later use, we extend theμ-notation to term vectors as follows. Suppose that x = [x1, . . . , xn] is a given vector of distinct
variables and t = [t1, . . . , tn] is an n-dimensional vector over μT . We deﬁne the term vector μx.t by induction on n. When
n = 0, this vector is empty. When n = 1, μx.t is the vector [μx1.t1]. Suppose that n > 1. Let y = [x1, . . . , xn−1], s = [t1, . . . , tn−1]
and
q = tn[μy.s/y].
Then we deﬁne
μx.t = [μy.s[μxn.q/xn], μxn.q]. (7)
Recall that substitution in a term vector is deﬁned by components. We identify a vector of dimension 1 with its unique
component.
The above deﬁnition is based on the Bekic´–De Bakker–Scott rule [4,21]. Indeed, in any continuous algebra A and for any
ρ : X → A, (μx.t)A(ρ) is the least pre-ﬁxed point of the map
a = (a1, . . . , an) → tA(ρxa),
where the function ρxa maps each xi to ai, for i ∈ [n], and any variable y not contained in the set of components of x to ρ(y).
Of course, tA : AX → An is the target tupling of the functions (ti)A, i ∈ [n].
3. A variety of iteration algebras
For the rest of the paper, let  denote a ﬁnite signature. In this section, we deﬁne complex -algebras associated with
non-deterministic -algebras, where  =  ∪ {+,0} as before. Moreover, we will deﬁne completely distributive idempotent
-algebraswhose underlying set is a complete (semi)lattice andwhose operations distribute over all suprema. Such algebras
can naturally be turned into a continuous -algebras and thus give rise to (strong) iteration -algebras. We will show that
in fact both classes of algebras generate the same variety V of iteration alegbras. The equational theory of the variety V is the
main subject of investigation of this paper: The main result Theorem 21 provides a simple ﬁrst-order theory that is sound
and complete for the equational theory of V .
We start by deﬁning non-deterministic algebras.
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Deﬁnition 11. A non-deterministic -algebra is a set A equipped with an operation
σA : An → P(A)
for each σ ∈ n.
Note thatwhen σA(a1, . . . , an) is a singleton set for each σ ∈ n and a1, . . . , an ∈ A, thenA can be identiﬁedwith a-algebra.
Moreover, any -algebra may be identiﬁed with a non-deterministic -algebra.
Deﬁnition 12. Suppose that A is a non-deterministic -algebra. Then the complex -algebra or power set algebra P(A)
has as its carrier the power set of A, and as operations all functions
σP(A) : P(A)n → P(A)
(A1, . . . , An) →
⋃
ai∈Ai
σA(a1, . . . , an), σ ∈ n, n ≥ 0,
and the function and constant
A1 + A2 = A1 ∪ A2,
0 = ∅
for all A1, A2 ∈ P(A).
Note that if A is a set and T(A) is the absolutely free -algebra on A, then P(A) is just the complex algebra P(T(A)).
Recall that a complete (semi)lattice is a set S equipped with a partial order ≤ such that each subset R ⊆ S has a supremum∨
R. In particular, the sup of the empty set, denoted 0, is the least element of S. We call a function f : Sn → S over a complete
semilattice S completely distributive if f preserves arbitrary sups in each argument.
Deﬁnition 13. A completely distributive idempotent-algebra, or cdi-algebra is a-algebraAwhich is a complete semi-
lattice such that the -operations are completely distributive. A morphism of cdi -algebras is a -algebra homomorphism
which preserves all sups including the supremum of the empty set, i.e., the least element 0.
In any cdi-algebra Awedeﬁne a + b = a ∨ b =∨{a, b}, for all a, b ∈ A. It is clear that the sumoperation is also completely
distributive. Thus, equipped with the partial order induced by the semilattice order deﬁned by a ≤ b if and only if a + b = b,
any cdi -algebra is a continuous -algebra and hence an iteration -algebra. Moreover, any morphism of cdi -algebras is
a continuous -algebra homomorphism and an iteration -algebra homomorphism. Each power set algebra P(A), where A
is any non-deterministic -algebra, is a cdi -algebra. In particular, when A is a set, P(A) = P(T(A)) is a cdi -algebra.
The following fact is well known, see, e.g., [24].
Proposition 14. P(A) is freely generatedbyA in the class of all cdi-algebras. Inmoredetail, letη denote the inclusionA → P(A),
a → {a}. For any cdi -algebra B and function h : A → B there is a unique completely distributive -algebra homomorphism
h : P(A) → B such that aηh = ah, for all a ∈ A.
Next we give a deﬁnition of regular tree languages.
Deﬁnition 15. Suppose thatA is a set.We call a language L ⊆ T(A) regular if there is aμ-term t inμT such that L = tP(A)(ρ)
for some ρ : X → P(A) such that each ρ(x) is a singleton (or ﬁnite) subset of A.
For the basic properties of regular (or recognizable) tree languages, we refer to [37,19], or Section 4. Suppose that A is a
set. It is known that if t is μ-term in μT and if ρ : X → P(A) such that ρ(x) is regular, for each x ∈ X , then the language
tP(A)(ρ) is also regular. This fact follows from the well known least ﬁxed point characterization of regular tree languages, cf.
[37], Theorem 7.9. Let R(A) denote the collection of all regular tree languages in P(A).
Corollary 16. R(A) is a strong iteration -algebra.
Proof. This follows from Proposition 10. 
Remark 17. R(A) is also a regular algebra as deﬁned in [62].
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In the next proposition, we establish the equivalence of four varieties of iteration -algebras.
Proposition 18. The following varieties of iteration -algebras are equal.
1. The variety V1 generated by the cdi -algebras (as iteration -algebras).
2. The variety V2 generated by the complex algebras P(A), where A is any non-deterministic -algebra.
3. The variety V3 generated by the algebras P(A), where A is any set.
4. The variety V4 generated by the algebras R(A), where A is any set.
Proof. The inclusionsV3 ⊆V2 ⊆V1 are obvious, since any algebra P(A) is a complex algebra and any complex algebra derived
from a nondeterministic -algebra is a cdi -algebra. Also, V4 ⊆V3, since for any set A, R(A) is a sub iteration -algebra of
P(A). The fact that V1 ⊆V3 is immediate from Proposition 14. From the same Proposition, it follows that V1 ⊆V4. Indeed, let
A be cdi -algebra. The identity map A → A extends to a completely distributive -algebra homomorphism h : P(A) → A.
The restriction of h to R(A) is a surjective iteration -algebra homomorphism R(A)→A. This proves that A is in V4, so that
V1 ⊆V4. 
Corollary 19. The following three conditions are equivalent for an identity t = t′, where t, t′ ∈ μT.
1. t = t′ holds in all cdi -algebras.
2. t = t′ holds in all algebras P(A), where A is any non-deterministic -algebra.
3. t = t′ holds in all algebras P(A), where A is any set.
4. t = t′ holds in all algebras R(A), where A is any set.
Notation. Below we will denote the variety of iteration -algebras of Proposition 18 by V . Moreover, when t and t′ are
μ-terms in μT, we will write t ≤ t′ as an abbreviation for t + t′ = t′.
4. The main result
In this section, we provide a formulation of the main result of the paper, Theorem 21, which provides an equational
characterization of the variety V . We will also discuss some of the consequences of Theorem 21. Before stating this result,
we formally introduce the least ﬁxed point rule and the weak least ﬁxed point rule mentioned in the Introduction.
Deﬁnition 20. The least ﬁxed point rule is the implication
t[y/x] = y ⇒ μx.t ≤ y, (8)
where t is any term in μT and x, y are variables. Theweak least ﬁxed point rule is the implication between equations
∀yt[t′/x] = t′ ⇒ ∀yμx.t ≤ t′ (9)
for all terms t[x, y] and t′[y] in μT.
Note that the least ﬁxed point rule holds in all cdi -algebras. Moreover, every preiteration -algebra satisfying the least
ﬁxed point rule also satisﬁes the weak ﬁxed point rule.
Theorem 21. The variety V coincides with the variety 〈Kw〉 generated by the class Kw of all preiteration -algebras satisfying
the weak least ﬁxed point rule (9) and the identities (10)–(17):
x + (y + z) = (x + y) + z, (10)
x + y = y + x, (11)
x + 0 = x, (12)
x + x = x, (13)
σ(x1 + y1, . . . , xn + yn) =
∑
zi∈{xi,yi}
σ(z1, . . . , zn), (14)
σ(x1, . . . ,0, . . . , xn) = 0, (15)
where σ ∈ n, n > 0,
μx.μy.t = μz.t[z/x, z/y], (16)
t[μx.t/x] = μx.t, (17)
where t is any μ-term in μT.
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It follows from the axioms that the additive structure of any algebra A ∈ 〈Kw〉 determines an upper semilattice with 0,
so that the relation a ≤ b if and only if a + b = b if and only if ∃c a + c = b is a partial order on A. Moreover, as shown in
Lemma 33 below, the additive unit 0A, usually denoted by just 0, is the least element of A with respect to this partial order.
The meaning of Eqs. (14) and (15) is that the -operations distribute over ﬁnite sums, so that any -operation preserves the
partial order in all arguments. In fact, when A ∈ 〈Kw〉, then each term function tA : AX → A induced by anyμ-term t preserves
the order. See Lemma 31. Eq. (16) is the diagonal or double iteration identity (cf., e.g. [49]) and (17) is the ﬁxed point identity.
Note that these identities are equation schemes rather than single equations, since t ranges over all μ-terms. Both of them
are known to hold in all iteration algebras, see the Appendix.
The proof of Theorem 21 will be completed in Section 8.
Corollary 22. An equation between terms in μT holds in V if and only if it holds in Kw.
Remark 23. It follows from Theorem 21 that the identities (10)–(17) as axioms, the rules of standard equational logic
extended to μ-terms, and the rule
t[t′/x] = t′
μx.t ≤ t′
derived from the weak least ﬁxed point rule form a complete inference system for proving the valid identities of power set
algebras (or power set algebras of trees, or completely distributive idempotent algebras). This logic was formally introduced
in [48].
Since V is the variety generated by the completely distributive idempotent -algebras and since each such algebra is a
strong preiteration algebra and satisﬁes the least ﬁxed point rule, we also have:
Corollary 24. The variety V coincides with the variety 〈Ks〉 generated by the class Ks of all preiteration -algebras satisfying the
least ﬁxed point rule (9) and the identities (10)–(17), or by the class of all strong preiteration algebras satisfying these axioms.
Thus, an equation holds in V if and only if it holds in all such algebras.
The proof of Theorem 21 will be completed in Section 7. Below we discuss some consequences of Theorem 21 and some
related results.
Remark 25. In the presence of the rest of the axioms, the weak least ﬁxed point rule is equivalent to theweak least pre-ﬁxed
point rule
∀yt[t′/x] ≤ t′ ⇒ ∀yμx.t ≤ t′, (18)
for all terms t[x, y] and t′[y] in μT. Indeed, if A ∈ Kw and A |= t[t′/x] ≤ t′, i.e., A |= (x + t)[t′/x] = t′ + t[t′/x] = t′, then by the
weak least ﬁxed point rule we have that μx.x + t ≤ t′ holds in A. But by (24), proved below, μx.x + t = μx.t holds, so that
A |= μx.t ≤ t′.
Remark 26. A similar argument proves that, modulo the other axioms, the least ﬁxed point rule is equivalent to the least
pre-ﬁxed point rule
t[y/x] ≤ y ⇒ μx.t ≤ y (19)
for all terms t in μT and variables x, y. This rule is sometimes called the ﬁxed point induction, or Park induction rule,
cf. [50,29].
Remark 27. UsingRemark 25, it follows thatV coincideswith the variety generated by those (strong) preiteration-algebras
satisfying Eqs. (10)–(17) of Theorem 21 and the weak least pre-ﬁxed point rule (18), or least pre-ﬁxed point rule (19). In fact,
(16) becomes redundant in this system, since the ﬁxed point identity and the weak least pre-ﬁxed point rule imply the
diagonal identity, see, e.g. [49,29]. Thus we have:
Corollary 28. The variety V coincides with the variety generated by the class of all (strong) preiteration -algebras satisfying the
weak least pre-ﬁxed point rule (18) or the least pre-ﬁxed point rule (19) and the identities (10)–(15) and (17).
Remark 29. It is known, cf. [4,21], that the ﬁxed point identity (17) and the weak least pre-ﬁxed point rule (19) together
with Eqs. (10)–(14) imply the vector form of the weak least pre-ﬁxed point rule:
198 Z. E´sik / Journal of Logic and Algebraic Programming 79 (2010) 189–213
∀yt[t′/x] ≤ t ⇒ ∀yμx.t ≤ t′ (20)
for all term vectors t[x, y] and t′[y] over μT. See also [29]. Also, the ﬁxed point identity (17), the least pre-ﬁxed point rule
(19) and Eqs. (10)–(14) imply the vector form of the least pre-ﬁxed point rule:
t[y/x] ≤ y ⇒ μx.t ≤ y (21)
for all n-dimensional vectors of variables x, y and n-dimensional vectors t of μ-terms in μT.
Remark 30. If A satisﬁes Eqs. (10)–(14), (17) and the least ﬁxed point rule, then A is a strong preiteration -algebra. Indeed,
suppose that t, s are terms in μT, x is a variable, and ρ : X → A such that f ≤ g holds in the pointwise order for the functions
f , g : A → A,
f : a → tA(ρxa),
g : a → sA(ρxa).
Then every pre-ﬁxed point of g is a pre-ﬁxed point of f , i.e., if g(a) ≤ a then f (a) ≤ a. Thus, the least pre-ﬁxed point of f is
less than or equal to the least pre-ﬁxed point of g.
4.1. Algebras in Kw are iteration alegbras
In this sectionwe establish the fact that eachmember ofKw is an iteration-algebra and note a few simple consequences
of the axioms in Theorem 21, some of which have already been mentioned. Thus, every identity of iteration -algebras
holds in 〈Kw〉, including the identities mentioned in the Appendix. Our ﬁrst lemma implies that any term t ∈ μT induces a
monotone function AX → A in any A ∈ 〈Kw〉.
Lemma 31. For any term t ∈ μT and variables y, z,
t ≤ t[y + z/y]
holds in 〈Kw〉. Thus, for all terms t ∈ μT and A ∈ 〈Kw〉, tA is a monotone function AX → A.
Proof. It sufﬁces to establish the claim for the class Kw . We argue by induction on the structure of t. In the basis case, i.e.,
when t is a single variable or a symbol in 0 ∪ {0}, our claim is obvious. When t is of the form σ(t1, . . . , tn), the claim follows
by (14). Assume ﬁnally that t = μx.s for some term s and variable x different from y and z. Let u denote a vector whose
components are all of the free variables of s other than x, y, z. By the induction hypothesis and the ﬁxed point equation (17),
it follows that the identity
s[(μx.s[y + z/y])/x, y/y] ≤ s[(μx.s[y + z/y])/x, y + z/y]
= μx.s[y + z/y]
holds in Kw . Thus, by the weak least pre-ﬁxed point rule,
t = μx.s
≤ μx.s[y + z/y]
= t[y + z/y]
also holds. 
Lemma 32. Any algebra in 〈Kw〉 is an iteration -algebra.
Proof. This follows from Lemma 31 and the results in [29] (see also [30]) to the effect that if A is any preiteration algebra
that is equipped with a partial order such that each μ-term induces a monotone function and the ﬁxed point identity and
the least pre-ﬁxed point rule hold, then A is an iteration algebra. 
Thus, all of the identities given in the Appendix hold in 〈Kw〉. In particular, the vector form (46) of the ﬁxed point identity
holds.
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Lemma 33. The identities
μx.x = 0, (22)
μx.x + y = y, (23)
μx.x + t = μx.t (24)
hold in 〈Kw〉.
Proof. Since x[0/x] = 0, we have 〈Kw〉 |= μx.x ≤ 0 by the weak least ﬁxed point rule. But 0 ≤ μx.x also holds in 〈Kw〉. This
proves (22). As for (23), note that by (13) 〈Kw〉 |= (x + y)[y/x] = y. Thus 〈Kw〉 |= μx.x + y ≤ y. Also
〈Kw〉 |= (μx.x + y) + y = μx.x + y
by the ﬁxed point identity, proving 〈Kw〉 |= y ≤ μx.x + y. Eq. (24) can be derived as follows. Let y denote a fresh variable.
μx.x + t = μx.μy.y + t
= μx.μy.((y + z)[t/z])
= μx.((μy.y + z)[t/z])
= μx.(z[t/z])
= μx.t,
by (16) and (23). 
The above proof is the only place where (16) has been used. Thus, from Theorem 21 we have:
Corollary 34. The variety V coincides with the variety 〈K〉 generated by the class K of all preiteration -algebras satisfying the
weak least ﬁxed point rule (9) and the identities (10)–(15), (17), (24), or by the class of all strong preiteration algebras in K.
5. Tree automata
In this sectionwe review tree automata, and in particular the determinization andminimization of tree automata, cf. [37].
Our aim is to show that both the determinization and theminimization of tree automata can be carried out by “simulations”
and “dual simulations”. This resultwill crucial in our proof of Theorem21.Wewill consider only tree automata that recognize
subsets of T(X), whereX denotes the set of variables used to constructμ-terms. Note that each tree in T(X) can be identiﬁed
with a μ-term which contains no occurrence of the symbol μ.
Suppose that x = [x1, . . . , xn] is an n-dimensional vector of pairwise different variables. A (non-deterministic) -tree
automaton A (tree automaton, for short) over the input vector x consists of a ﬁnite non-deterministic -algebra A whose
elements are usually called states, an n-dimensional initial vector I = [I1, . . . , In] over P(A), and a set F ⊆ A of ﬁnal states.
When a ∈ σA(a1, . . . , ar) holds for some σ ∈ r and a, a1, . . . , ar , then we say that there is a transition from [a1, . . . , ar ] to a
under σ .
A tree automaton A = (A,I, F) over x = [x1, . . . , xn] recognizes a set of -trees in the variables {x1, . . . , xn}. Since P(A) is a
-algebra, every -tree t in the variables {x1, . . . , xn} induces a function tP(A) : P(A)n → P(A). The behavior of A is the tree
language T(A) consisting of those -trees t in the variables {x1, . . . , xn} with tP(A)(I) ∩ F /= ∅. A tree language L ⊆ T(X) is
called regular or recognizable if L is the behavior of a -tree automaton. We say that two -tree automata over a common
input vector are (behaviorally) equivalent if they recognize the same tree language.
When the non-deterministic -algebra A has the property that σA(a1, . . . , ar) is either a singleton or the empty set, for
each σ ∈ r , r ≥ 0, a1, . . . , ar ∈ A, moreover, each component of I is a singleton, or the empty set, we call A a deterministic
tree automaton. In a complete deterministic tree automaton each component of I is a singleton as is each σA(a1, . . . , ar), so
that A can be identiﬁed with a -algebra. By the well known power set construction, every tree automaton A over x with
underlying non-deterministic-algebra A is behaviorally equivalent to a complete deterministic tree automaton P(A) over x
whose underlying algebra is the -reduct of the complex algebra P(A), see [37]. We will discuss the determinization of tree
automata below.
Tree automata over a ﬁxed input vector x form a category whose morphisms are the simulations deﬁned below.
Deﬁnition 35. Let A = (A,I, F) and B = (B,J, G) denote non-deterministic tree automata over the n-dimensional input vector
x = [x1, . . . , xn]. Let I = [I1, . . . , In] and J = [J1, . . . , Jn]. Suppose that R ⊆ A × B is a relation. We call R a simulation A → B if the
following conditions hold:
1. For all a1, . . . , am, a ∈ A, σ ∈ m, m ≥ 0, if a ∈ σA(a1, . . . , am) and (a, b) ∈ R, then there exist b1, . . . , bm ∈ B with
b ∈ σB(b1, . . . , bm) and (ai, bi) ∈ R for all i ∈ [m].
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2. For all a1, . . . , am ∈ A, b1, . . . , bm, b ∈ B, σ ∈ m,m ≥ 0, if b ∈ σB(b1, . . . , bm) and (ai, bi) ∈ R, for all i ∈ [m], then there exists
a ∈ Awith a ∈ σA(a1, . . . , am) and (a, b) ∈ R.
3. For all i ∈ [n], a ∈ Ii and b ∈ B, if (a, b) ∈ R then b ∈ Ji.
4. For all i ∈ [n] and b ∈ Ji there exists a ∈ Ii with (a, b) ∈ R.
5. For all a ∈ F there exists b ∈ G with (a, b) ∈ R.
6. If (a, b) ∈ R and b ∈ G then a ∈ F .
Moreover, we call R a dual simulation from A → B if R, the relational inverse of R is a simulation from B → A.
Wewill mainly use these notions when R is a function and call such simulations functional simulations and dual functional
simulations.
Remark 36. Let A = (A,I, F) and B = (B,J, G) be tree automata over the n-dimensional input vector x = [x1, . . . , xn], whereI = [I1, . . . , In] and J = [J1, . . . , Jn]. Suppose that h is a function A → B which is a simulation A → B. Then the kernel ∼ of h
satisﬁes the following conditions:
1. For all a1, . . . , am, a
′
1
, . . . , a′m, a in A, σ ∈ m,m ≥ 0, if a ∈ σA(a1, . . . , am) and ai ∼ a′i for all i ∈ [m], then there exists some
a′ ∈ Awith a′ ∈ σA(a′1, . . . , a′m) and a ∼ a′.
2. For all a, a′ ∈ A and i ∈ [n], if a, a′ ∈ Ii then a ∼ a′.
3. For all a, a′ ∈ A, if a ∼ a′ and a ∈ F , then a′ ∈ F .
An equivalence relation on Awith the above properties is called a bisimulation equivalence relation of A.
Dually, if h is a dual functional simulation A → B, then the kernel of h is a “dual bisimulation relation” of A.
Let A = (A,I, F) be the above tree automaton over x. Suppose that ∼ is a bisimulation equivalence relation of A. Then
deﬁne the quotient tree automaton B = A/ ∼ whose set of states is the set A/ ∼ of ∼-equivalence classes. The initial vector
is [J1, . . . , Jn], where Ji is the ∼-equivalence class containing Ii, for all i ∈ [n], and the set of ﬁnal states is F/ ∼. Consider
∼-equivalence classes U1, . . . , Um, U and a symbol σ ∈ m, m ≥ 0. Then there is a transition from [U1, . . . , Um] → U under σ
in A/ ∼ if and only if for some a1 ∈ U1, . . . , am ∈ Um and a ∈ U there is a transition from [a1, . . . , am] → a under σ in A. This
deﬁnitionmakes sense by the properties of simulations. It is not difﬁcult to see that the quotientmapA → A/ ∼ is a functional
simulation A → A/ ∼.
There is a similar statement concerning dual bisimulation equivalence.
The conditions involved in the above deﬁnition of simulation can be expressed in a more succinct form as follows. For
eachm ≥ 0, let us denote the relation
{([a1, . . . , am], [b1, . . . , bm]) : (ai, bi) ∈ R}
by Rm. For each σ ∈ m,m ≥ 0,wemay conveniently identify σA with a relation included inAm × A, also denoted σA. Also, each
component Ii of I may be viewed as a relation included in {*} × A and F may be identiﬁed with a relation included in A × {*},
where {*} is a singleton set, and similarly for B. Now the ﬁrst two conditions in the deﬁnition of simulation correspond to
the commutativity of the square
i.e., R ◦ σA = σB ◦ Rm, for all σ ∈ m, m ≥ 0, where composition is written from right to left. The third and fourth conditions
assert that R ◦ Ii = Ji for all i ∈ [n]. Finally, the meaning of the last two conditions is that F = G ◦ R.
The case when A and B are complete deterministic tree automata and the relation R ⊆ A × B corresponds to a function
h : A → B deserves special attention. In this case A and Bmay be considered as-algebras and the ﬁrst two conditions assert
that h is a homomorphism from the -algebra A to the -algebra B. The third and fourth conditions jointly assert that
for each i ∈ [n], h(Ii) = Ji, while the meaning of the last two conditions is that h−1(G) = F . Such functions h will be called
homomorphisms.
The following fact can easily be derived from the deﬁnitions.
Proposition 37. Let A,B and C be tree automata over a common input vector. If R is a simulation A → B and S is a simulation
B → C, then the composite relation S ◦ R is a simulation A → C.
We now recall from [37] the power set construction for tree automata. Let A = (A,I, F) denote a non-deterministic tree
automaton over x. The power set automaton P(A) is the complete deterministic tree automaton (P(A),I, G) over x, where P(A)
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is considered as a -algebra (i.e., without the union operation and the constant 0) and G is the set of those subsets U ⊆ A
withU ∩ F /= ∅. (We identify each component of Iwith the set whose unique element is the given component.) The following
fact is well-known, see e.g. [37].
Proposition 38. A and P(A) are equivalent.
We next show that simulations of tree automata give rise to homomorphism of power set tree automata.
Proposition 39. Suppose that A = (A,I, F) and B = (B,J, G) are tree automata over x = [x1, . . . , xn]. Then a relation R ⊆ A × B is
a simulation A → B if and only if the function hR : P(A) → P(B) deﬁned by hR(U) = {b ∈ B : ∃a ∈ U (a, b) ∈ R} is a homomorphism
P(A) → P(B).
Proof. Let P(A) = (P(A),I, F ′) and P(B) = (P(B),J, G′). Then the ﬁrst two conditions in the deﬁnition of simulation hold if and
only if hR is a homomorphism of -algebras P(A) → P(B). The third and fourth conditions hold if and only if hR(Ii) = Ji for all
i ∈ [n]. The last two conditions correspond to h−1R (G′) = F ′. 
The following fact is well known, cf., e.g., [37].
Lemma 40. Suppose that A = (A,I, F) and B = (B,J, G) are complete deterministic -tree automata over the input vector x =
[x1, . . . , xn]. If there is a homomorphism A → B, then A and B are equivalent.
Our next result is a generalization of the above fact. It shows that if two non-deterministic tree automata are connected
by a simulation, or a dual simulation, then they have the same behavior.
Proposition 41. Suppose that A = (A,I, F) and B = (B,J, G) are non-deterministic -tree automata over the input vector x =
[x1, . . . , xn]. If there is a simulation A → B then A and B are equivalent.
Proof. By Proposition 38 we have that T(A) = T(P(A)) and T(B) = T(P(B)). Now if R is a simulation A → B, then hR is a
homomorphism P(A) → P(B), so that T(P(A)) = T(P(B)), by Lemma 40. 
We now set out to prove a certain converse of this last result: If A and B are equivalent tree automata over a common
input vector, then they can be connected by a chain of simulations and dual simulations.
Proposition 42. For every non-deterministic -tree automaton A = (A,I, F) with I = [I1, . . . , In] over x = [x1, . . . , xn] there exist
a non-deterministic -tree automaton B = (B,J, H) with J = [J1, . . . , Jn] over x and functions h1 : B → A and h2 : B → P(A) such
that h1 is a simulation B → A and h2 is a dual simulation B → P(A).
Deﬁne B = (B,J, H) to be the following non-deterministic tree automaton over x.
•
B = {(a, U) : a ∈ U ⊆ A},
and
σB((a1, U1), . . . , (ar , Ur)) = {(a, U) : a ∈ σA(a1, . . . , an),
U = σP(A)(U1, . . . , Ur)}.
• J = [J1, . . . , Jn] with
Ji = {(a, Ii) : a ∈ Ii}, i ∈ [n].
•
H = {(a, U) : a ∈ U ∩ F}.
Proposition 42 will follow from Lemmas 43 and 44.
Lemma 43. The projection h1 : B → A, (a, U) → a, is a simulation B → A.
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Proof. We prove that h1 satisﬁes all properties of simulations. To this end, suppose ﬁrst that (a1, U1), . . . , (ar , Ur) ∈ B, a ∈ A,
σ ∈ r , r ≥ 0. Then
([(a1, U1), . . . , (ar , Ur)], a) ∈ h1 ◦ σB ⇔ a ∈ σA(a1, . . . , ar)
⇔ ([(a1, U1), . . . , (ar , Ur)], a) ∈ σA ◦ hr1.
Now let a ∈ A. Then for all i ∈ [n], a ∈ h1(Ji) if and only if a ∈ Ii, and a ∈ h−11 (H) if and only if a ∈ F . 
Lemma 44. The projection h2 : B → P(A), (a, U) → U, is a dual simulation B → P(A).
Proof. We have to show that the relational inverse S = h
2
of h2 is a simulation P(A) → B. Suppose that U1, . . . , Ur ∈ P(A),
σ ∈ r , r ≥ 0. Let (a, U) ∈ B, so that a ∈ U and thus U is not empty. Then ([U1, . . . , Ur ], (a, U)) ∈ S ◦ σP(A) if and only if U =
σP(A)(U1, . . . , Ur) if and only if ([U1, . . . , Ur ], (a, U)) ∈ σB ◦ Sr . It is clear that S ◦ Ii = Ji for all i ∈ [n] and that H ◦ S = G. 
It is known, cf. [37], that every regular tree language is recognized by a minimal complete deterministic tree automaton
which is unique up to isomorphism. Since a homomorphism of complete deterministic tree automata is a simulation, it
follows that the minimization of complete deterministic tree automata can be carried out by simulations. Let A = (A,I, F)
be a complete deterministic -tree automaton over the input vector x = [x1, . . . , xn]. Let I = [I1, . . . , In]. We call a sate a ∈ A
accessible if it belongs to the least subalgebra of A containing the states in
⋃n
i=1 Ii. Let B denote the subalgebra of A determined
by the accessible states. Deﬁne B = (B,I, G), where G = F ∩ B. We call B the accessible part of A.
Lemma 45. The inclusion h : B → A determines a simulation from the accessible part of A to A.
Proof. Since h is a homomorphism of complete deterministic tree automata, it is a simulation. 
We are now ready to prove the main result of this section.
Theorem 46. Two non-deterministic tree automata A and B over a common input vector are equivalent if and only if they can
be connected by a ﬁnite chain
A = A0,A1, . . . ,Ak−1,Ak = B
of tree automata such that for each i ∈ [k] there is either a functional or a dual functional simulation Ai → Ai−1, or a functional or
dual functional simulation Ai−1 → Ai.
Proof. One direction follows from Proposition 41. Suppose now that A and B are equivalent. We already know that A can
be connected to P(A) and P(B) can be connected to B by a chain of functional and dual functional simulations. Thus, it
sufﬁces to connect P(A) and P(B). But as these complete deterministic automata are equivalent, their accessible parts A0
and B0 have a common homomorphic image, namely the minimal complete deterministic tree automaton equivalent to
them. (Alternatively, the “direct product” of A0 and B0 can be mapped homomorphically onto both A0 and B0.) Since a
homomorphism is a functional simulation, the proof is complete. 
6. The functorial axioms
In this section we deﬁne two axioms that are meaningful in all preiteration algebras, the functorial and dual functorial
axioms, and their weak versions. These axioms originate from [25]. Moreover, we establish the dual functorial axiom in Ks
and the weak dual functorial axiom in Kw . Both axioms will be used in the proof of Theorem 21.
Suppose that t = [t1, . . . , tn] and s = [s1, . . . , sm] are term vectors of dimension n and m, respectively, and suppose that
x = [x1, . . . , xn], y = [y1, . . . , ym] are vectors of variables having distinct components such that no variable in {x1, . . . , xn} \
{y1, . . . , ym} has a free occurrence in s and symmetrically, no variable in {y1, . . . , ym} \ {x1, . . . , xn} has a free occurrence in t.
Finally, suppose that h is a function [n] → [m].
We deﬁne t ◦ h to be the n-dimensional term vector whose ith component is the term
ti[y1h, . . . , ynh/x1, . . . , xn],
for all i ∈ [n], Moreover, we deﬁne h ◦ s to be the n-dimensional vector whose ith component is sih, for all i ∈ [n]. “Dually”, we
deﬁne sh to be them-dimensional term vector whose jth component is
sj
⎡
⎣∑
ih=1
xi, . . . ,
∑
ih=m
xi/y1, . . . , ym
⎤
⎦
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for all j ∈ [m], and h  t to be them-dimensional vector whose jth component is the term∑ih=j ti, for all j ∈ [m]. (The empty
sum is the term 0.) Let z denote a vector of variables containing all of the free variables in the term vectors t and s other than
the variables xi and yj , i ∈ [n], j ∈ [m]. The dual functorial axiom is:
∀z[∀x[s  h = h  t] ⇒ μy.s = h  (μx.t)]. (25)
The functorial axiom is:
∀z[∀y[t ◦ h = h ◦ s] ⇒ μx.t = h ◦ (μy.s)]. (26)
We explain the meaning of these axioms in a preiteration -algebra A. Given ρ : X → A, deﬁne
f : An → An
a → tA(ρxa)
and
g : Am → Am
b → sA(ρyb).
Then
(A, ρ) |= ∀x [s  h = h  t]
if and only if for each j ∈ [m] and a = [a1, . . . , an] ∈ An,
gj
⎛
⎝∑
ih=1
ai, . . . ,
∑
ih=m
ai
⎞
⎠ =∑
ih=j
fi(a1, . . . , an). (27)
Moreover,
(A, ρ) |= ∀y [t ◦ h = h ◦ s]
if and only if for each i ∈ [n] and [b1, . . . , bm] ∈ Am,
fi(b1h, . . . , bnh) = gih(b1, . . . , bm). (28)
Let α = [α1, . . . ,αn] and β = [β1, . . . ,βm] be deﬁned as
α = (μx.t)A(ρ),
β = (μy.s)A(ρ).
When A is determined by a cdi -algebra, these are just the least solutions of the ﬁxed point equations
a = f (a), a ∈ An
and
b = g(b), b ∈ Am,
respectively. Then
(A, ρ) |= μy.s = h  (μx.t)
if and only if
βj =
∑
ih=j
αi (29)
for all j ∈ [m]. And
(A, ρ) |= μx.t = h ◦ (μy.s)
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if and only if
αi = βih (30)
for all i ∈ [n]. Thus, A satisﬁes (25) if and only if for all ρ : X → A if (27) holds for all j ∈ [m] and a ∈ An, then so does (29) for
all j ∈ [m]. And A satisﬁes (26) if and only if for all ρ, if (28) holds for all i ∈ [n] and b ∈ Am, then so does (30) for all i ∈ [n].
Lemma 47. The dual functorial axiom holds in Ks.
Proof. Suppose that t = [t1, . . . , tn] and s = [s1, . . . , sm] are term vectors of dimension n andm, respectively, where ti = ti[x, z]
and sj = sj[y, z] for all i ∈ [n] and j ∈ [m], and suppose that x = [x1, . . . , xn], y = [y1, . . . , ym] are vectors of variables having
distinct components such that no variable in {x1, . . . , xn} \ {y1, . . . , ym}has a free occurrence in s and symmetrically, no variable
in {y1, . . . , ym} \ {x1, . . . , xn} has a free occurrence in t. Finally, suppose that h is a function [n] → [m]. We want to prove that
(25) holds in every algebra A in Ks, where z is deﬁned appropriately.
Let ρ : X → A be such that (A, ρ) |= ∀x[s  h = h  t]. Then, using the notation introduced above, (27) holds for all j ∈ [m]
and a = [a1, . . . , an] ∈ An. We need to prove that (29) holds for all j ∈ [m]. By the vector form of the ﬁxed point identity (46),
we have
αi = fi(α1, . . . ,αn), (31)
βj = gj(β1, . . . ,βm) (32)
for all i ∈ [n], j ∈ [m]. But by (27) and (32) and the idempotency of +,
fi(β1h, . . . ,βnh) ≤
∑
uh=ih
fu(β1h, . . . ,βnh)
= gih
⎛
⎝∑
uh=1
βuh, . . . ,
∑
uh=m
βuh
⎞
⎠
≤ gih(β1, . . . ,βm)
= βih
for all i ∈ [n]. Thus, by the vector form (21) of the least pre-ﬁxed point rule,
αi ≤ βih
for all i ∈ [n]. It follows that
∑
ih=j
αi ≤ βj
for all j ∈ [m].
Suppose that j ∈ [m]. By adding up Eq. (31) for all i ∈ [n] with ih = j, we have by (27) that
∑
ih=j
αi =
∑
ih=j
fi(α1, . . . ,αn)
= gj
⎛
⎝∑
ih=1
αi, . . . ,
∑
ih=m
αi
⎞
⎠ .
Since this holds for all j, it follows by (21) that
βj ≤
∑
ih=j
αi. 
The functorial axioms (25) and (26) also have weak forms. As before, suppose that z contains all of the free variables in
the term vectors t and s other than the variables xi and yj , i ∈ [n], j ∈ [m]. The weak dual functorial axiom is:
∀z∀x[s  h = h  t] ⇒ ∀z[μy.s = h  (μx.t)]. (33)
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The weak functorial axiom is:
∀z∀y[t ◦ h = h ◦ s] ⇒ ∀z[μx.t = h ◦ (μy.s)], (34)
where t, s, x and y are as above. It is clear that any preiteration -algebra satisfying the (dual) functorial axiom also satisﬁes
the weak (dual) functorial axiom.
Lemma 48. The weak dual functorial axiom holds in Kw.
Proof. Similar to the proof of Lemma 47. 
7. Normal forms
In this section, we assign an essentially unique “normal form”μ-term γ = γA on the signature to any non-deterministic
-tree automaton A over the vector x = [x1, . . . , xn]. This term completely describes the structure of A. The free variables of
γ are in the set {x1, . . . , xn} and it has the following property. Let η : X → R(X) denote the assignment x → {x}, for all x ∈ X .
Let |γ | denote the value of the term function induced by γ on the assignment η in the iteration -algebra R(X), in notation,
|γ | = γR(X)(η).
Then |γ | is the behavior of A, i.e.,
|γ | = T(A). (35)
Suppose that A = (A,I, F). Let a1, . . . , ak be a ﬁxed enumeration4 of the elements of A. Let I = [I1, . . . , In], and let y =
[y1, . . . , yk] denote a vector of variables whose components are pairwise different and different from the components of x. It
is well-known that Amay be seen as a ﬁnite system of ﬁxed point equations over R(X) (or P(X)) in the unknowns y1, . . . , yk
corresponding to the states a1, . . . , ak . Moreover, the behavior of A is the union of those components of the least solution of
this system that correspond to the ﬁnal states F . Accordingly, we deﬁne γA by
γA = αA[μy. βA/y], (36)
where
αA =
∑
ai∈F
yi
and βA = [β1, . . . ,βk] is given by
βi =
∑
ai∈σA(aj1 ,...,ajr )
σ (yj1 , . . . , yjr ) +
∑
ai∈Ij
xj
for all i ∈ [k]. (An empty sum is the term 0.) We will prove that under the iteration algebra identities (in fact the Conway
identities sufﬁce, see the Appendix) and Eqs. (10)–(15), (24), every μ-term in μT is equivalent to a term in normal form.
This argument is rather technical but quite standard. We omit the proof of (35), since this equality follows easily from the
equational characterization of the regular sets, see [37].
Since normal form terms correspond to tree automata, the following result is an axiomatic version of Kleene’s theorem
for tree automata, cf. [37]. In our proof, we will make use of several identities of iteration algebras. See the Appendix.
Theorem 49. For each term t ∈ μT there exists a term γ in normal form such that Kw |= t = γ.
Proof. In our proof,wewill not use the full strength of the axioms deﬁningKw , only the Conway identities and Eqs. (10)–(15),
(24).
We will write t[x] to indicate that all free variables of t are included in the set of components of x = [x1, . . . , xn], where
the components of x are pairwise different. A normal form term γ = γA for the term t is determined by a non-deterministic
-tree automaton A over the input vector x, and by the terms αA and βA derived from the structure of A. Given αA and βA ,
the term γA is deﬁned by (36). The components of y are in a bijective correspondence with the states of A. We show how to
construct A and γA by induction on the structure of t.
4 The deﬁnition of γA will depend on the chosen enumeration. However, due to the permutation identity (48), normal form terms corresponding to
different enumerations are equivalent.
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Case t = xj ∈ X . Deﬁne A = (A,I, F) to be the non-deterministic tree automaton where A has a unique element, say a,
σA(a, . . . , a) = ∅, for all σ ∈ r , r ≥ 0, moreover, I = [I1, . . . , In] with Ij = A and Ii = ∅ if i /= j. Moreover, let F = A. Thus, if y is
the variable corresponding to state a, then αA = y, βA = [xj], so that γA = μy.xj . But since y and xj are different variables, by
the special case (47) of the ﬁxed point identity, xj = μy.xj holds in any “Conway algebra”, i.e., preiteration algebra satisfying
only the Conway identities. Hence Kw |= xj = γA .
Case t = σ ∈ 0. This case is analogous to the previous one. Deﬁne A = {a}, and let each component of I be the empty set,
F = A, σA = {a} and σ ′A(a, . . . , a) = ∅ if σ ′ ∈ r , r ≥ 0, σ ′ /= σ .
Case t = 0. In this case A has no states. Thus, αA = 0 and βA is the empty vector, so that γA = 0. Our claim holds obviously.
Case t = σ(t1, . . . , tr), r > 0, ti = ti[x], i ∈ [r]. By the induction hypothesis, there exist normal form terms
γAi = αAi [μyi. βAi/yi], i ∈ [r]
such that Kw |= ti = γAi , for all i ∈ [r]. We may assume that the tree automata
Ai = (Ai,Ii, Fi), i ∈ [r]
have pairwise disjoint state sets and that the vectors yi have disjoint sets of components.
We deﬁne A = (A,I, F) to be the following tree automaton.
• The non-deterministic -algebra A is the disjoint union of the Ai with a new state denoted a adjoined. Thus, A =⋃r
i=1 Ai ∪ {a}. Moreover,
σ ′A(a1, . . . , as) =
{
σAi (a1, . . . , as) if a1, . . . , as ∈ Ai,∅ otherwise
for all σ ′ ∈ s, σ ′ /= σ , a1, . . . , as ∈ A. Moreover, when r > 1, then
σA(a1, . . . , ar) =
⎧⎨
⎩
{a} if ai ∈ Fi, i ∈ [r],
σAi (a1, . . . , ar) if a1, . . . , ar ∈ Ai,∅ otherwise
for all a1, . . . , ar ∈ A. And if r = 1, then
σA(a1) =
⎧⎨
⎩
{a} ∪ σA1 (a1) if a1 ∈ F1,
σA1 (a1) if a1 ∈ A1 \ F1,∅ otherwise
for all a1 ∈ A1.
• The vector I is the component-wise union of the vectors Ii.
• F = {a}.
Let y be a new variable and deﬁne y = [y, y1, . . . , yn],
β = [σ(αA1 , . . . ,αAr ), βA1 , . . . , βAr ].
Using Eqs. (10)–(15), it follows that
Kw |= βA = β.
Thus, by Eqs. (49) and (50),
Kw |= μy. β = [σ(γA1 , . . . , γAr ),μy1. βA1 , . . . ,μyr . βAr ].
Thus, since αA = y,
Kw |= γA = σ(γA1 , . . . , γAr ).
But by the induction assumption Kw |= ti = γAi , for each i ∈ [r], so that Kw |= t = γA .
Case t = t1 + t2, where t1 = t1[x], t2 = t2[x] ∈ μT. Suppose that
Kw |= ti = γAi , i = 1,2.
Deﬁne A = (A,I, F), where A is the disjoint union of A1 and A2, I is the component-wise union of I1 and I2 and F = F1 ∪ F2. It
follows that Kw |= t = γA .
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Case t = μz.s, where s = s[x, z] in μT. By the induction hypothesis, there exists a normal form term γB = αB[μy. βB/y],
with
Kw |= s = γB, (37)
where B = (B,J, F) is a non-deterministic -tree automaton over the input vector [x, z]. Then let
f = βB[αB/z].
It follows by (51) that
Kw |= αB[μy.f /y] = μz.αB[μy. βB/y]. (38)
We show how to transform the term αB[μy.f /y] into a normal form term by using the axioms of Theorem 21.
Let us denote y = [y1, . . . , yk] and x = [x1, . . . , xn]. Each component fi of f is equivalent to a term hi which is a sum of terms
of the form σ(yi1 , . . . , yir ), r ≥ 0, and single variables yj and xp. By (13), we may assume that each such summand occurs
at most once. We show how to remove a single variable summand yj from the components of
h = [h1, . . . , hk]. First, if yj
occurs as a summand in hj , it can be removed from hj using Eqs. (24) and (52). Then, by (53), we can substitute the (new) jth
component for all single occurrences of yj in the other components of
h.
After removing the summands yj from
h, the resulting vector g is of the from βA , modulo Eqs. (10)–(15), for some non-
deterministic -tree automaton A. Also,
Kw |= μy.f = μy.g (39)
by the preceding argument. In fact, A = (A,I, F) has the same states and ﬁnal states as B. As for the operations, for each σ ∈ r
and a1, . . . , ar ∈ A, σA(a1, . . . , ar) is the union of the set σB(a1, . . . , ar) with the set C deﬁned as follows. If σB(a1, . . . , ar) ∩ F = ∅,
then C = ∅. Otherwise, C is the last component of the vector J (which corresponds to z). The vector I is obtained from J by
removing its last component. Since A and B have the same states and ﬁnal states, αA = αB. It follows now from Eqs. (37), (38)
and (39) that Kw |= t = γA . 
Remark 50. The above argument gives a fully equational proof of one direction of Kleene’s theorem: Every regular tree
language can be recognized by a tree automaton. The other direction follows from (7).
8. Proof of the main result
In this section, we ﬁnally complete the proof of Theorem 21. When Z is any set, we identify each element z ∈ Z with the
set {z}. Recall that X denotes the countable set of variables used in the construction of μ-terms.
Theorem 21 will follow from the following result.
Theorem 51. For each set Z, the iteration -algebra R(Z) belongs to Kw and is freely generated in Kw by the set Z. Let η denote
the function Z → R(Z) deﬁned by z → {z}, for all z ∈ Z. Let B be an algebra in Kw and h a mapping Z → B. Then there is a unique
(pre)iteration -algebra homomorphism h : R(Z) → B such that h(η(z)) = h(z), for all z ∈ Z.
Theorem 21 follows from Theorem 51 immediately. Indeed, Eqs. (10)–(17) and the least ﬁxed point rule (8) hold in any
preiteration -algebra derived from a cdi -algebra. Thus V is included in 〈Kw〉. As for the converse inclusion, note that by
Theorem 51 any preiteration -algebra B ∈ Kw is a quotient of the algebra R(A), for some set A. Since R(A) is in V and
varieties are closed under quotients, it follows that B ∈ V . Thus Kw ⊆ V , and since V is a variety, V contains 〈Kw〉.
As an immediate corollary of Theorem 51 we note:
Corollary 52. R(Z) is also freely generated by Z in the class of algebrasKs satisfying Eqs. (10)–(15), (17) and the least ﬁxed point
rule (8).
The proof of Theorem 51 requires more argument. We will complete its proof at the end of this section. We start by a
simple fact.
Lemma 53. Suppose that A is an iteration -algebra such that any function X → A extends to an iteration -algebra homo-
morphism R(X) → A. Then for each set Z, any function h : Z → A extends to a unique iteration -algebra homomorphism
h : R(Z) → A.
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Proof. Suppose ﬁrst that Z is ﬁnite. By Proposition 14, there is a completely distributive-algebra homomorphism P(Z) →
P(X) which maps Z injectively into X . The restriction f of this homomorphism to R(Z) is an iteration -algebra homomor-
phism R(Z) → R(X). Let g denote a function X → Awith the property that zfg = zh, for all z ∈ Z . By assumption, g extends
to an iteration -algebra homomorphism g : R(X) → A. The composite
h = R(Z) f→ R(X) g

→ A
is the required homomorphism extending h. Moreover, h is unique, since each regular tree language in R(Z) is of the form
tR(Z)(ρ) for some μ-term t on  and function ρ : X → R(Z) with xρ ∈ Z , for all x ∈ X .
Suppose now that Z is inﬁnite. Then R(Z) is the directed union of the algebras R(U), where U ⊆ Z is a ﬁnite set. For each
(ﬁnite) U ⊆ Z , the inclusion R(U) → R(Z) is an iteration -algebra homomorphism as is the inclusion R(U) → R(U ′)
whenever U ⊆ U ′. Given h : Z → A and L ∈ R(Z), deﬁne Lh ∈ A as follows. Pick any ﬁnite set U ⊆ Z with L ⊆ T(U), so that
L ∈ R(U). Then let g denote the restriction of h onto U and deﬁne
Lh = Lg.
It follows from the ﬁrst part of the proof that h is a well deﬁned iteration -algebra homomorphism R(Z) → A. Moreover,
h extends h by deﬁnition. The uniqueness of h follows as before. 
Our next task is to prove that if there is a functional simulation or a dual functional simulation A → B, where A and B are
-tree automata over a common input vector, then Kw |= γA = γB.
Proposition 54. Suppose that A and B are -tree automata over the input vector x = [x1, . . . , xk] such that there is a functional
simulation A → B. Then the equation γA = γB holds in Kw.
Proof. Suppose thatA = (A,I, F) and B = (B,J, G), where A = {a1, . . . , an} and B = {b1, . . . , bm}. Let h be a function A → Bwhich
is a functional simulationA → B.We identify hwith the function [n] → [m]deﬁnedby i → j if and only if aih = bj , for all i ∈ [n]
and j ∈ [m]. Let y1, . . . , yn and z1, . . . , zm denote the variables associated with the states a1, . . . , an and b1, . . . , bm, respectively.
(We may assume that the sets {x1, . . . , xk}, {y1, . . . , yn} and {z1, . . . , zm} are pairwise disjoint.) Thus, the free variables of αA
belong to {y1, . . . , yn} and the free variables of βA are in {x1, . . . , xk, y1, . . . , yn}. Also, the free variables of αB are in {z1, . . . , zm},
and the free variables of βB are in {x1, . . . , xk, z1, . . . , zm}. Since h is a functional simulation, it follows by the axioms (10)–(15)
that the equations
αB  h = αA ,
βB  h = h  βA
hold in Kw . Since the weak dual functorial axiom also holds, cf. Lemma 48, we have
h  μy. βA = μz. βB.
Thus,
γB = αB[μz. βB/z]
= αB[h  μy. βA/z]
= (αB  h)[μy. βA/y]
= αA[μy. βA/y]
= γA
holds in Kw . 
Proposition 55. Suppose that A and B are -tree automata over the input vector x = [x1, . . . , xk] such that there is a dual
functional simulation A → B. Then the equation γA = γB holds in Kw.
Proof. Using the notation of the previous proof, assume that h is a dual functional simulation A → B. Then it follows from
the axioms (10)–(15) that the equations
αA ◦ h = αB, (40)
βA ◦ h = h ◦ βB. (41)
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hold in Kw . The weak functorial axiom would now yield γA = γB. However, it is not known whether the weak functorial
axiom is a consequence of the axioms of Theorem 21.5 Nevertheless the commutative identity (54), given in the Appendix,
which does hold in all iteration algebras, sufﬁces to establish the identity γA = γB in Kw .
For each i ∈ [m], let Ai be the collection of all states a ∈ Awith ah = bi. By the permutation identity (48), we may assume
that for all i < j, the elements of Ai precede the elements of Aj in the sequence a1, . . . , an. For each i ∈ [m], let ni denote the
number of elements of the set Ai. Recall that the components of the vector y = [y1, . . . , yn] are the variables corresponding
to the sates of A, and that z = [z1, . . . , zm] denotes the vector whose components correspond to the states of B. Let us write
y as [y1, . . . , ym], where each yi is ni-dimensional. We will ﬁnd a term vector t = [t1, . . . , tm], where ti = ti[u1, . . . , um] for all
i ∈ [m] and u1, . . . , um are vectors of fresh variables such that βA is an y-variant6 of t and
Kw |= βB = t[[z1, . . . , z1]/u1, . . . , [zm, . . . , zm]/um].
Thus, by (54),
Kw |= μy. βA = h ◦ μz. βB,
yielding (by (40))
Kw |= γA = γB.
To complete the proof, we need to specify the terms ti, i ∈ [m]. For simplicity, we restrict ourselves to the case when m = 1
and the input vector is empty, since the general case can be treated in the same way. Let U denote the set of all tuples u =
(σ , r, aj1 , . . . , ajr ) with σ ∈ r , r ≥ 0, aj1 , . . . , ajr ∈ A such that a ∈ σA(aj1 , . . . , ajr ). Then let su denote the term σ(x(u,1), . . . , x(u,r)),
where the x(u,j) are new variables that do not appear in the other terms. We deﬁne
t1 =
∑
u∈U
su. 
Corollary 56. If A and B are equivalent non-deterministic -tree automata, then γA = γB holds in Kw.
Proof. This follows from Propositions 54, 55 and Corollary 46. 
We are now ready to complete the proof of Theorem 51. First, note that R(Z) ∈ Kw , for all sets Z . Moreover, by Lemma 53,
we need to consider only the case that Z is a countably inﬁnite set, say Z = X , the set of variables used to construct μ-terms.
Let η denote the function X → R(X)which is the identity on X . For any tree language L ∈ R(X) there exists a term μT with
|t| = tR (η) = L. Thus, it remains to prove that whenever p and q are μ-terms in μT with |p| = |q|, then the identity p = q
holds in Kw . But we have proved that there exist tree automata A and B such that the identities
p = γA
q = γB
hold in Kw . Moreover, since |p| = |γA |, |q| = |γB| and since |p| = |q|, the tree automata A and B are equivalent. Thus, by
Corollary 56, the identity γA = γB also holds in Kw . Summing up, we have shown that the identity p = q holds in Kw .
9. Conclusion
We have characterized the algebras of regular tree languages as the free algebras in a variety of iteration algebras and
provided a simple equational characterization of this variety based on the least ﬁxed point rule. Our results may be seen
as extensions of Kozen’s axiomatization [45] of regular word languages to regular tree languages. The assumption that the
signature  is ﬁnite can clearly be relaxed since in a μ-term only a ﬁnite number of operation symbols may occur. However,
the notion of tree automaton used in the main argument has to be slightly adjusted.
An alternative formulation of the freeness result Theorem 51 uses (pre)iteration theories.We give this formulation below.
(For all unexplained notions refer to [9].)
The theory L of-tree languages has asmorphism n → p all n-tuples L = (L1, . . . , Ln) of-tree languages in the variables
{x1, . . . , xp}. Composition, mapping L : n → p and L′ : p → q to L · L′ : n → q is deﬁned by OI-substitution. Equipped with the
partial order determined by set inclusion, L is a continuous theory and thus an iteration theory. In particular, L is equipped
with the dagger operation mapping a morphism L : n → n + p to the morphism L† : n → p which provides the least ﬁxed
point solution to the equation
5 It is shown in [29] that the (weak) functorial axiom does not follow from the ﬁxed point identity and the least pre-ﬁxed point rule.
6 See the Appendix.
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ξ = L · 〈ξ ,1p〉
where 1p is the identity morphism p → p and ξ ranges over the set of morphisms n → p. Each symbol in σn ∈ n can be
naturally identiﬁed with the morphism ({σ(x1, . . . , xn)}) : 1 → n.
L is also equipped with an additive structure deﬁned on each hom-set, where the sum of two n → p morphisms L =
(L1, . . . , Ln) and L
′ = (L′
1
, . . . , L′n) is deﬁned as L + L′ = (L1 ∪ L′1, . . . , Ln ∪ L′n). Each set of morphisms n → p contains the zero
morphism 0np = (∅, . . . , ∅), and forms a commutative and idempotent monoid, (i.e., a semilattice with 0). Moreover, the right
sided distributivity laws
(L + L′) · K = (L · K) + (L′ · K ′),
0np · K = 0nq
hold for all L, L′ : n → p and K : p → q. Thus L is an idempotent grove theory in the terminolgy of [9]. The theory of regular
tree languages Reg is the least grove theory of L containing the morphisms associated with the symbols in  which is
closed under the dagger operation.
Note that any idempotent grove theory comes with a partial order ≤ deﬁned on each hom-set: If f , g : n → p then f ≤ g
iff f + g = g. In L , this partial order is just the order deﬁned by inclusion.
The promised alternative formulation of Theorem 51 is:
Theorem. Suppose that T is a preiteration theory (i.e., a theory equipped with a dagger operation) which is an idempotent grove
theory and satisﬁes the parameter identity of [9]. Suppose that T satisﬁes the ﬁxed point identity
f † = f · 〈f †,1p〉, f : n → n + p
and the least ﬁxed point rule
f · 〈g,1p〉 ≤ g ⇒ f † ≤ g,
for all f : n → n + p and g : p → q. Let ϕ be a rank preserving function  → T such that
σϕ · 〈f1 + g1, . . . , fn + gn〉 =
∑
hi∈{fi ,gi}
σϕ · 〈h1, . . . , hn〉,
σϕ · 〈f1, . . . , fi−1,01p, fi+1, . . . , fn〉 = 01p
for all σ ∈ n, i ∈ [n] and fj, gj : 1 → p, j ∈ [n]. Then ϕ has a unique extension to a grove theory morphism Reg → T preserving
the dagger operation.
Appendix
In this Appendix, we review the equational axioms of iteration -algebras. The axioms are divided into two groups, the
“Conway identities” and the “group-identities”. The Conway identities are the composition identity and the double iteration
identity deﬁned below.
Composition identity
μx.t[t′/x] = t[μx.t′[t/x]/x] (42)
for all t, t′ ∈ μT .
Double iteration identity
μz.t[z/x, z/y] = μx.μy.t (43)
for all terms t in μT . Note that this equation already appeared in (16).
It is known that the Conway identities imply their “vector forms”, i.e., the identities
μx.t[s/x] = t[μx.s[t/x]/x] (44)
μz.t[z/x, z/y] = μx.μy.t (45)
for all vectors t and s over μT . (Recall the deﬁnition of μx.t.) When s is x, (44) becomes the vector form of the ﬁxed point
identity:
μx.t = t[μx.t/x]. (46)
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When none of the components of x occurs freely in any component of t, this equation specializes to
μx.t = t. (47)
We mention several further consequences of the Conway identities. When t = [t1, . . . , tn] and π is a function [m] → [n],
we denote the vector π ◦ t = [t1π , . . . , tmπ ] by tπ .
Parameter identity
μx.(t[s/y]) = (μx.t)[s/y]
for all vectors t and s over μT such that the components of x and y are all distinct and no component of x occurs free in any
component of s.
Permutation identity
μxπ .tπ = (μx.t)π . (48)
In the next three equations we assume that x (y, respectively) is an n-dimensional (m-dimensional, respectively) vector
of distinct variables, t (s, respectively) is an n-dimensional (m-dimensional, respectively) vector of μ-terms over μT . The
following equations (49)–(53) are all consequences of the Conway identities.
μ[x, y].[t, s] = [μx.t,μy.s] (49)
if none of the components of x occurs freely in s and symmetrically, no component of y has a free occurrence in t.
μ[x, y].[t, s] = [t[μy.s/y],μy.s] (50)
if none of the components of x has a free occurrence in [t, s].
μx.t[μy.s/y] = t[μy.s[t/x]], (51)
if none of the components of x has a free occurrence in t. Now let t = [t1, . . . , tn] and x = [x1, . . . , xn], say. Suppose that i ∈ [n].
The next identity is:
μx.t = μx.t[μxi.ti/xi]. (52)
And if tj = rj[xi/x, xi/y], for all j /= i, then
μx.t = μx.s, (53)
where si = ti and sj = tj[ti/y] for all j /= i.
We now deﬁne the group-identities [30]. When t is an n-dimensional term vector and x is an n-dimensional vector of
distinct variables, where n ≥ 1, we write μ1x.t for the ﬁrst component of the vector μx.t.
Deﬁnition 57. Suppose that G is a ﬁnite group, say G = {g1, . . . , gn}. For each i ∈ [n], let πi denote the permutation [n] → [n]
deﬁned by jπi = k if and only if gigj = gk , for all j, k ∈ [n]. The group-identity associated with G is the equation
μ1x.[t[xπ1/x], . . . , t[xπn/x]] = μy.t[y/x1, . . . , y/xn],
where t is any term in μT .
Under the permutation identity, identities corresponding to isomorphic groups or to different sequencings of the same
group are equivalent. Thus, we may assume that g1 is the unit element of the group G.
We mention the commutative identity that holds in all iteration -algebras. Suppose that t = [t1. . . . , tn] is a term vector
over μT and z = [z1, . . . , zn] is a vector of variables with distinct components, where for each i ∈ [n], zi has dimension ki ≥ 0,
say. For each i ∈ [n], let xi denote a vector of variables of dimension mi ≥ 0, and let x = [x1, . . . , xn], so that x has dimension
m = m1 + · · · + mn. Suppose that the components of x are pairwise distinct. We call a term vector f = [f1, . . . , fn], where eachfi has dimensionmi, an x-variant of t if for every i ∈ [n], each component of fi is of the form
ti[u1/z1, . . . , un/zn],
where each uj is a vector of dimension kj whose components are included in the set of components of xj . Deﬁne m =
m1 + . . . + mn and let π denote the function
[m] → [n]
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m1 + · · · + mi−1 + j → i
for all i ∈ [n] and j ∈ [mi]. Moreover, let y = [y1, . . . yn] denote a vector of new variables. The commutative identity is:
μy.f = π ◦ (μy.t[[y1, . . . , y1]/z1, . . . , [yn, . . . , yn]/zn]), (54)
where there are k1 y1’s and kn yn’s on the right hand side. This equation asserts that the ﬁrstm1 components of the left hand
side are equal to the ﬁrst component of the right hand side, the secondm2 components of the left hand side are equal to the
second component of the right hand side, etc.
References
[1] J. Almeida, On pseudovarieties, varieties of languages, ﬁlters of congruences, pseudoidentities and related topics, Algebra Universalis, 27 (1990)
333–350.
[2] J. Almeida, Finite Semigroups and Universal Algebra, Word Scientiﬁc, 1994.
[3] K.V. Archangelsky, P.V. Gorshkov, Implicational axioms for the algebra of regular events, Dokl. Akad. Nauk USSR Ser. A 10 (1987) 67—69 (in Russian).
[4] H. Bekic´, Deﬁnable operations in general algebras, and the theory of automata and ﬂowcharts, Technical Report, IBM Laboratory, Vienna, 1969.
[5] M. Benedikt, L. Segouﬁn, Regular tree languages deﬁnable in FO, in: STACS 2005, LNCS 3404, Springer, 2005, pp. 327–339.
[6] L. Bernátsky, S.L. Bloom, Z. Ésik, Gh. Stefanescu, Equational theories of relations and regular sets, in: Words, Languages, and Combinatorics, Kyoto,
1992, Word Scientiﬁc, 1994, pp. 40–48.
[7] S.L. Bloom, Z. Ésik, Iteration algebras, Internat. J. Found. Comput. Sci. 3 (1992) 245–302.
[8] S.L. Bloom, Z. Ésik, Equational axioms for regular sets, Math. Structures Comput. Sci. 3 (1993) 1–24.
[9] S.L. Bloom, Z. Ésik, Iteration Theories: The Equational Logic of Iterative Processes, EATCSMonographs onTheoretical Computer Science, Springer-Verlag,
1993.
[10] S.L. Bloom, Z. Ésik, Solving polynomial ﬁxed point equations, in: Mathematical Foundations of Computer Science’94. LNCS 841, Springer-Verlag, 1994,
pp. 52–67.
[11] S.L. Bloom, Z. Ésik, The logic of ﬁxed points, Theoret. Comput. Sci. 179 (1997) 1–60.
[12] S.L. Bloom, Z. Ésik, Iteration algebras are not ﬁnitely axiomatizable. Extended abstract, in: LATIN 2000, LNCS 1776, Springer-Verlag, 2000, pp. 367–376.
[13] S.L. Bloom, Z. Ésik, An extension theorem with an application to formal tree series, J. Autom. Lang. Comb. 8 (2003) 145–185.
[14] M. Bojanczyk, L. Segouﬁn, Tree languages deﬁned in ﬁrst-order logic with one quantiﬁer alternation, in: Proc. ICALP 2008, LNCS 5126, Springer, 2008,
pp. 233–245.
[15] M. Bojanczyk, I. Walukiewicz, Characterizing EF and EX Tree Logics, in: CONCUR 2004, LNCS 3170, Springer, 2004, pp. 131–145.
[16] M. Boffa, Une remarque sur les systemes complets d’identités rationelles, Theor. Inform. Appl. 24 (1990) 419–423.
[17] M. Boffa, Une condition impliquant toutes les identités rationnelles, Theor. Inform. Appl. 29 (1995) 515–518.
[18] B. Courcelle, G. Kahn, J. Vuillemin, Algorithmes d’equivalence et de réduction a des expressions minimales dans une classe d’equations recursives
simples, Automata, Languages and Programming (Second Colloq., Univ. Saarbrücken, 1974), LNCS 14, Springer, 1974, pp. 200–213.
[19] H. Comon, M. Dauchet, R. Gilleron, F. Jacquemard, D. Lugiez, S. Tison, M. Tommasi, Tree Automata Techniques and Applications,
<http://www.grappa.univ-lille3.fr/tata/>.
[20] J.C. Conway, Regular Algebra and Finite Machines, Chapman and Hall, London, 1971.
[21] J.W. De Bakker, D. Scott, A Theory of Programs, IBM Seminar, Vienna, 1969.
[22] S. Crvenkovic´, I. Dolinka, Z. Ésik, A note on equations for commutative regular languages, Inform. Process. Lett. 70 (1999) 265–267.
[23] S. Crvenkovic´, I. Dolinka, Z. Ésik, On equations for union-free regular languages, Inform. and Comput. 164 (2001) 152–172.
[24] J. Engelfriet, E.M. Schmidt, IO and OI, Part I, J. Comput. System Sci. 15 (1977) 328–353.
[25] Z. Ésik, Identities in iterative and rational algebraic theories, Comput. Linguist. Comput. Lang. 14 (1980) 183–207.
[26] Z. Ésik, An axiomatization of regular forests in the language of algebraic theories with iteration, in: Fundamentals of Computation Theory, Szeged,
1981, LNCS 117, Springer-Verlag, pp. 130–136.
[27] Z. Ésik, Algebras of iteration theories, J. Comput. System Sci. 27 (1983) 291–303.
[28] Z. Ésik, Independence of the equational axioms for iteration theories, J. Comput. System Sci. 36 (1988) 66–76.
[29] Z. Ésik, Completeness of Park induction, Theoret. Comput. Sci. 177 (1997) 217–283.
[30] Z. Ésik, Group axioms for iteration, Inform. and Comput. 148 (1999) 131–180.
[31] Z. Ésik, A variety theorem for trees and theories, LITP Report Series, May, 1997, and Publ. Math., vol. 54, 1999, pp. 711–762.
[32] Z. Ésik, Axiomatizing the equational theory of regular tree languages (extended abstract), in: STACS 98 (Paris, 1998), LNCS 1373, Springer, 1998, pp.
455–465.
[33] Z. Ésik, Continuous additive algebras and injective simulations of synchronization trees, J. Logic Comput. 12 (2002) 271–300.
[34] Z. Ésik, An algebraic characterization of temporal logics on ﬁnite trees. Parts I, II, and III, in: Proceedings of the 1st International Conference on Algebraic
Informatics, Thessaloniki, 2005, pp. 53–77, 79–99, 101–110.
[35] Z. Ésik, A. Labella, Equational properties of iteration in algebraically complete categories, Theoret. Comput. Sci. 195 (1998) 61–89.
[36] Z. Ésik, P. Weil, Algebraic recognizability of regular tree languages, Theoret. Comput. Sci. 340 (2005) 291–321.
[37] F. Gécseg, M. Steinby, Tree Automata, Akadémiai Kiadó, Budapest, 1984.
[38] F. Gécseg, M. Steinby, Tree languages, in: G. Rozenberg, A. Salomaa (Eds.), Handbook of Formal Languages, vol. 3, Springer-Verlag, 1997, pp. 1–68.
[39] J. Goguen, J. Thatcher, E. Wagner, J. Wright, Initial algebra semantics and continuous algebras, J. ACM 24 (1977) 68–95.
[40] I. Guessarian, Algebraic Semantics, LNCS 99, Springer-Verlag, 1981.
[41] A.J.C. Hurkens, M. McArthur, Y.N. Moschovakis, L.S. Moss, G. Whitney, The logic of recursive equations, J. Symbolic Logic 63 (1998) 451–478.
[42] T. Ito, S. Ando, A complete axiom system of super-regular expressions, in: Information Processing 74, Amagasaki, Japan, North-Holland, 1974, pp.
661–665.
[43] D. Kozen, Results on the propositional μ-calculus, Theoret. Comput. Sci. 27 (1983) 333–354.
[44] D. Kozen, A completeness theorem for Kleene algebras and the algebra of regular events, in: Proc. 6th Symp. Logic in Computer Science, IEEE Press,
1991, pp. 214–225.
[45] D. Kozen, A completeness theorem for Kleene algebras and the algebra of regular events, Inform. and Comput. 110 (1994) 366–390.
[46] D. Krob, Complete systems of B-rational identities, Theoret. Comput. Sci. 89 (1991) 207–343.
[47] M. Magidor, G. Moran, Finite automata over inﬁnite trees, Technical report No. 30, Hebrew University, 1969.
[48] D. Niwinski, Equational μ-calculus, Computation theory (Zaborow, 1984), LNCS 208, Springer, 1984, pp. 169–176.
Z. E´sik / Journal of Logic and Algebraic Programming 79 (2010) 189–213 213
[49] D. Niwinski, On ﬁxed-point clones (extended abstract), in: Proc. ICALP 86, LNCS 226, Springer, 1986, pp. 464–473.
[50] D.M.R. Park, Fixpoint induction and proofs of program properties, in: D. Michie, B. Meltzer (Eds.), Machine Intelligence, vol. 5, Edinburgh Univ. Press,
1970, pp. 59–78.
[51] T. Petkovic´, S. Salehi, Positive varieties of tree languages, Theoret. Comput. Sci. 347 (2005) 1–35.
[52] V. Pratt, Action logic and pure induction, in: Logics in AI (Amsterdam, 1990), LNCS 478, Springer, pp. 97–120.
[53] V.N. Redko, On the determining totality of relations of an algebra of regular events, Ukrain. Mat. Z. 16 (1964) 120–126 (in Russian).
[54] S. Salehi, Varieties of tree languages deﬁnable by syntactic monoids, Acta Cybernet. 17 (2005) 21–41.
[55] A. Salomaa, Two complete axioms systems for the algebra of regular events, J. ACM 13 (1966) 158–169.
[56] M. Steinby, Syntactic algebras and varieties of recognizable sets, in: Proc. Coll. Lille, 1979, pp. 226–240.
[57] M. Steinby, A theory of tree language varieties, Tree Automata and Languages, North-Holland, Amsterdam, 1992, pp. 57–81.
[58] M. Steinby, General varieties of tree languages, Theoret. Comput. Sci. 205 (1998) 1–43.
[59] J.W. Thatcher, J.B. Wright, Generalized ﬁnite automata theory with an application to a decision problem of second order logic, Math. Syst. Theory 2
(1968) 57–81.
[60] W. Thomas, Logical aspects in the study of tree languages, Ninth Colloq. Trees in Algebra and Programming, Cambridge Univ. Press, 1984, pp. 31–49.
[61] W. Thomas, Automata on inﬁnite objects, in: Handbook of Theoretical Computer Science, vol. B, North-Holland, 1992, pp. 133–191.
[62] J. Tiuryn, Fixed-points and algebras with inﬁnitely long expressions, I. Regular algebras, II. clones of regular algebras, Fund. Inform. 4 (1978/1979), pp.
103–127, 317–335.
