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Abstract
We propose a new point of view on multidimensional continued frac-
tion algorithms inspired by Rauzy induction. The generic behaviour of
such an algorithm is described here as a random walk on a graph that
we call simplicial system. These systems provide a family of examples for
random walks with memory recorded by a finite dimensional vector.
We introduce a general criterion on these graphs that induces ergod-
icity together with a bundle of many other dynamical properties. In par-
ticular, after computing the representation of Brun, Selmer and Arnoux–
Rauzy–Poincare´ algorithm in this formalism, it provides a unified proof
of ergodicity for these classical examples as well as new results such as
uniqueness of the measure of maximal entropy on a canonical suspension.
These objects also bring a new perspective to some fractal sets such
as Rauzy gaskets. We show general explicit upper bound on Hausdorff
dimensions of fractals described in this formalism as well as a construction
of their measure of maximal entropy. This implies in particular that the
Rauzy gasket in all dimensions has Hausdorff dimension strictly smaller
than its ambient space, as well as sharper bounds on the dimension and
an asymptotic result.
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1 Introduction
To compute the best rational approximations of a real number 0 < x < 1,
one classically uses the continued fraction algorithm, also known as the
Gauss algorithm.
Let the Gauss map
G : x→
{
1
x
}
be the map that associates to any positive number the integer part of its
inverse. The Gauss algorithm consists in associating to x the sequence
of positive integers an := [1/G
n−1(x)] for n ≥ 1. The corresponding
sequence of rational numbers
pn
qn
:=
1
a1 +
1
a2 +
1
.. .
an−1 +
1
an
2
converges to x as n → ∞ and produces the best approximations of x in
the sense that for all integer a, b > 0, if |bx− a| ≤ |qnx− pn| then b ≥ qn.
The attempt to generalize this property to simultaneous approxima-
tion of vectors by rational numbers — together with other algebraic mo-
tivations on characterization of elements in finite extensions of Q — has
been the starting point of the theory of Multidimensional Continued Frac-
tion algorithms (MCF). Jacobi and Poincare´ in the 19th century have
suggested two different generalizations and a large variety of algorithms
have been introduced ever since. Surprisingly enough, even the question
of convergence on each coordinate of a vector for these algorithms does not
have a straightforward answer. This fact is greatly illustrated by Nogueira
[Nog95] who has showed that the algorithm introduced by Poincare´ does
not converge for almost every vector.
For more than 30 years, a large community of mathematicians have
been working on proving dynamical properties of MCF, such as conver-
gence [Fis72], [Nog95], [BL13], as well as further dynamical properties like
ergodicity [Sch90], [MNS09], [BFK15], construction of invariant measures
[AL18], [AS17] and estimates on the speed of convergence through Lya-
punov exponents [Lag93], [BAG01], [FS19].
The Gauss algorithm is an accelerated version of the projectivization of
the Euclidean algorithm on (x, 1−x), by the map defined on the dimension
2 positive cone by
F : (x, y) ∈ R2+ →
{
(x− y, y) if x > y
(x, y − x) if x < y
.
All of the MCF algorithms (e.g. all the cases mentioned in [Sch00]) can
be described as an acceleration of such a map where we subtract some
coordinates to others, depending on the ordering of the coordinates.
Whereas MCF are usually defined (c.f. Section 1 in [Sch90]) as iterates
of a single map on a n-dimensional positive, another natural generaliza-
tion of the Gauss algorithm is given by Rauzy–Veech induction on interval
exchange maps which act on several copies of a positive cone associated
to each vertex of a combinatorial graph called a Rauzy graph. This induc-
tion is fundamental in the field of Teichmu¨ller dynamics and is a key tool
for most of the dynamical results on translation surfaces and Teichmu¨ller
flow. Let us mention some of the results in the field obtained by studying
the dynamics of Rauzy–Veech induction: ergodicity of the Teichmu¨ller
flow [Vee82] (also proved by [Mas82] with different techniques), intro-
duction of Lyapunov exponents on translation surfaces [Zor96], existence
and uniqueness of a measure of maximal entropy for the Teichmu¨ller flow
[BG11] and exponential mixing [AGY06]. See [FM14] for a nice survey
about these results.
The Gauss algorithm is the only example that belongs to both families
of continued fraction algorithms and Rauzy–Veech inductions since its
Rauzy, graph represented on Figure 1, has only one vertex. Notice that
our representation of Rauzy diagrams is slightly different from the classical
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Figure 1: The Rauzy graph of the Gauss algorithm.
representation where edges are labeled by the words top or bottom telling
which of the top or bottom interval wins whereas we label edges by the
corresponding losing letter.
Our initial motivation in the following work is to introduce a notion
of Rauzy graph for a general MCF which will be a directed graph labeled
by the index of the coordinates of the manipulated vectors. A path in
this graph will encode the combinatorial settings of each step of the MCF
algorithm. We want to take elementary steps in the graph and a given
MCF algorithm will in general be an accelerated version of an algorithm
defined by a graph. Let us consider a vector in the positive cone on
which the algorithm acts. From a vertex in the graph we compare all the
coordinates of the vector coresponding to the labels of edges going out.
Consistently with Rauzy–Veech induction, we say the label of the small-
est of these coordinates loses and the other labels of outgoing edges win.
A step of the algorithm is then defined, starting from a given vertex, by
substracting the losing coordinate to all the winning ones and moving to
the vertex toward which points the edge labeled by the losing letter. This
action on the vectors, similar to Rauzy–Veech induction, will be called a
win-lose induction. The definition of the graphs is closely related to the
idea of simplicial systems introduced in [Ker85] to study unique ergod-
icity of interval exchange maps, we will thus give the same name to the
corresponding labeled directed graphs.
The graphs keep track of comparisons and subtractions on pairs of
coordinates that are performed at each step of a given algorithm. Intu-
itively, the appearance of several vertices in the graph and thus of several
copies of the initial simplex are a consequence of the fact that the domains
of definition of a MCF often depend on the relative order of more than
two coordinates. For instance the graph of Brun algorithm in dimension
3 is represented on Figure 2. A computation of this graph can be found
in Section 4.2.1.
We claim that most of the classical MCF algorithm can be described
in this language. The reader can hopefully convince himself of this claim
reading Section 4 where several examples are translated in this setting.
After giving a general definition of a simplicial system in Section 2, we
introduce a property on the graph that induices ergodicity of the corre-
sponding algorithm. This property consists in showing that trajectories
will go out of degenerate subgraphs in a small time with high probability,
we will thus call it the quick escape property of the graph. The degener-
ate subgraphs correspond to cases when a subset L of the labels can be
4
◦•
◦
◦
•
◦
◦
•
◦
32
3 1
1
3
1
2
2
1
2
3
1
2
3
23
1
Figure 2: Brun algorithm as a simplicial system.
though as infinitesimally small compared to the others. In that case, any
time there is a comparison between labels in L and its complementary,
the trajectory will almost surely take the edge labeled in L. Thus the de-
generate subgraph associated to L consists in removing these latter edges
not labeled in L.
Our main theorem generalizes the results of [Ker85], [BG11] and [AGY06]
to all quickly escaping simplicial systems.
Theorem 1.1. Every quickly escaping simplicial system has a unique
ergodic measure equivalent to Lebesgue measure and it induces the unique
invariant measure of maximal entropy on its canonical suspension.
In the case of Brun algorithm the quick escape property is easy to
check. Strongly connected components of degenerate subgraphs of Brun
are always composed of a single loop on a vertex (see Figure 3). In other
words, the quick escape property reduces to showing that one letter can-
not be the only one losing. This cannot happen because the coordinates
of a given vector are finite.
The proof of unique ergodicity of a generic interval exchange transfor-
mation of [Ker85] can be interpreted as a proof of a weak form of the quick
escape property for Rauzy–Veech induction on interval exchanges. This
property has been proved in a different formalism and a stronger sense in
[AGY06] (see especially Appendix A) which was the main inspiration for
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Figure 3: Degenerate subgraph of Brun for L = {1, 2} on the left and its strongly
connected components (with multiple vertices) on the right.
this work.
Two key properties on classical Rauzy graphs, noticed in [Ker85] and
later in [CN13], are first that every letter has to lose infinitely often and
second that in the degenerate case with labels in L, a letter in L will
alway lose eventually to a letter in the complementary set. This latter
property can be checked directly by considering the labeling of edges in
the strongly connected components of all degenerate subgraphs. We say a
simplicial system satisfying these two properties is non-degenerating and
show the other main theorem of this work:
Theorem 1.2. Strongly non-degenerating simplicial systems are quickly
escaping.
Being non-degenerating is rather general but the first dynamical prop-
erty is not always easy to check. We then give an alternative first property
that is purely graph theoretic which we call non-degenerating simplicial
systems and show that theses two definitions are equivalent.
In Section 4, we explain a general strategy to associate a simplicial
system to a MCF and show that for a large class of algorithms that these
graphs are non-degenerating.
Proposition 1.3. Brun and Selmer algorithms in all dimension and
Arnoux–Rauzy–Poincare´ algorithm in dimension 3 are simply connected
and non-degenerating.
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Which provides a unified proof of ergodicity of these algorithms as
well as new results on existence and uniqueness of a measure of maximal
entropy.
Corollary 1.4. Brun, Selmer and Arnoux–Rauzy–Poincare´ algorithms
have a unique ergodic measure equivalent to Lebesgue measure and it in-
duces the unique invariant measure of maximal entropy on its canonical
suspension
This point of view may also bring a new perspective on Poincare´ algo-
rithm in all dimensions, which are the only examples of MCF which are
not non-degenerating and for which it is not clear that they have stable
degenerate subgraphs (except for the case of dimension 3). Studying er-
godicity of Poincare´ algorithm reduces in this formalism to compute fine
estimates of the time a path in the graph stays in the degenerate sub-
graph. Moreover, this formalism gives a lot of freedom to introduce new
examples of ergodic MCF and find algorithms closer to optimality.
Another application of these simplicial systems is given by considering
subsets of points ∆(F ) in the simplex of parameter ∆ above a vertex
whose path for the win-lose induction remains in a subgraph F ⊂ G.
These sets are fractal sets formed as a limit of union of subsimplices.
An important example of such sets is the Rauzy gasket. It has been
primarily introduced by Levitt [Lev93] in connection with the dynamics
of partially defined rotations of the circle, and was rediscovered latter by
De Leo and Dynnikov [DD09] to study particular class of examples for
Novikov’s conjecture in mathematical physics. It was generalized to all
dimensions by [AS13] in a word combinatorics approach. More recently
it was used in Diophantine geometry [GMR19] to show estimates on the
number of integer points on Markoff–Hurwitz varieties.
Using thermodynamical formalism, we give a construction of a measure
of maximal entropy on such fractal set and a bound on its Hausdorff
dimension.
Theorem 1.5. If F is a quickly escaping strict subgraph of G and has the
same number of distinct labels on its edges then the Hausdorff dimension
of ∆(F ) is strictly smaller than the dimension of its ambient space ∆.
As a consequence we generalize the result on the Hausdorff dimension
of the Rauzy gasket in [AHS16] to Rauzy gaskets of arbitrary dimensions,
as introduced in [AS13].
Corollary 1.6. The Rauzy gasket in all dimension has Hausdorff dimen-
sion strictly smaller than its ambient space.
Moreover, we obtain an explicit bound on the dimension in terms of
the solution of an equation on the pressure on a family of potentials.
All the terms concerning thermodynamical formalism will be defined in
Section 3.3.2.
Theorem 1.7. Let φ be the geometric potential and κ the unique positive
real number satisfying P (−κφ) = 0. The Hausdorff dimension of the
subset satisfies
dimH (∆(F )) ≤ d− 1 +
κ
d+ 1
7
where d is the dimension of ∆.
It has been proved in [GMR19] that the solution of the above equation
on the pressure for Rauzy gasket, Gd, in the simplex of dimension d, is
equal to the number α(d − 1) estimated in [Bar98] (we detail the corre-
spondance in Section 4.3). Using these estimates we have as a consequence
of the previous theorem
dimH(G
2) < 1.825
dimH(G
3) < 2.7
dimH(G
4) < 3.612
Notice that G2 is the classical Rauzy gasket studied in [Lev93], [DD09]
and [AHS16]. The only known bound for its Hausdorff dimension was
given by [AHS16] where it was proved that dimH(G
2) < 2. Moreover, nu-
merical experiments performed in [DD09] seem to indicate that dimH(G
2)
is in the range [1.7, 1.8].
And in general,
dimH(G
d) < d− 1 +
log d
log 2 · (d+ 1)
+ o(d−1.58). (1)
This estimate implies that the difference between the dimension of the
ambiant space and the Hausdorff dimension of the Rauzy gasket Gd is
asymptotically at least 1−O(log d/d).
2 Definitions
2.1 Simplicial systems
Let G = (V,E) be a graph labeled on an alphabet A by a function
l : E → A such that for all v ∈ V the restriction of l to edges starting
at v is injective. We write e : v → v′ if an edge e goes from vertices v to v′.
Let R+ := {x ∈ R | x > 0} and let us consider the norm on R
A
+
defined by |λ| =
∑
α∈A λα. Let ∆ := {λ ∈ R
A
+ | |λ| = 1} be a simplex of
dimension |A|−1. We associate to graph G as above a piecewise projective
map
T : ∆G → ∆G,
on the parameter space ∆G := V ×∆.
Let vout be the set of all edges going out of v. We defined a partition
of ∆ labeled by all e ∈ vout with the tiles
∆e :=
{
(λα)α∈A ∈ ∆ | λl(e) < λα for all α ∈ l(vout) and α 6= l(e)
}
.
The Rauzy matrix associated to this edge is
Me := Id +
∑
α∈l(vout)
α6=e
Eα,l(e).
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Where Ea,b is the elementary matrix with coefficient 1 at row a and col-
umn b.
This implies a partition of ∆. Let T : ∆G → ∆G, such that for all
λ ∈ ∆e with e : v → v′,
T (v, λ) =
(
v′, Te(λ)
)
,
where
Te :

∆e → ∆
λ 7→
M−1e λ∣∣M−1e λ∣∣ .
a b
c
Ta−→
a b
c
a b
c
Ta−→
a b
c
Figure 4: Action of Ta on ∆a when v has two or three outgoing edges.
We call the graph G a simplicial system and the map T its associated
win-lose induction.
Remark 2.1. The map Te is a projectivized version of linear maps on
the cones,
T˜e :
{
R+ ·∆
e → RA+
λ 7→ M−1e λ
.
Similarly, we have a map T˜ on V ×RA+ , which will be useful when we will
consider suspensions of T .
Some dynamical properties of this linear map were studied for a more
restrictive generalization of Rauzy–Veech induction in [CN13] which ap-
plies to Selmer and Jacobi–Perron algorithms. They show an ergodicity
property of the linear map with respect to Lebesgue measure which is not
an invariant measure.
If there is a point in the graph that has no outgoing vertices, the map
is not defined and the induction stops. Such a vertex will be called a hole.
The maps we have introduced are not well defined on the boundaries
of ∆e. Our dynamical study will focus in the first place on simplicial sys-
tems with no holes and the restriction of the corresponding maps to points
9
for which the induction is defined at all times. This is the complementary
set of countably many codimension one subsets and thus a full Lebesgue
measure set.
For a vertex v ∈ V , let Π∞(v) be the set of infinite paths starting at
v in G and Πh(v) the set of finite path starting at v and ending in a hole.
The win-lose induction induces an injection (excluding a countable union
of subset of codimension one)
cv : ∆→ Π
h(v) ⊔Π∞(v)
which associates to λ ∈ ∆ the path followed by the first coordinate of
win-lose induction Tn(v, λ) in the graph until it stops. If the simplicial
system has no hole, then Πh(v) = ∅. In the presence of holes, the set of
parameters on a given vertex v ∈ V for which the induction never stops
c−1v (Π
∞(v)) will be studied in Section 3.3.4 together with other restric-
tions of paths to a subgraph.
In analogy with the standard Rauzy induction on interval exchange
transformations (see [Yoc10] for an introduction to the subject), we define
a loser and winers labels for each edge in the graph.
Definition. At a given vertex v with two or more outgoing edges, we say
a letter α ∈ A loses along an edge e going out of v if l(e) = α. On the
contrary, we say a letter β wins along an edge e based at v if there exists
another edge e′ going out of v such that l(e) 6= l(e′) = β. In both cases we
say that α and β play along the edge e.
One can describe the linear Rauzy map as the map which compares
the coordinates of all the edges going out of a given vertex v and subtract
the smallest to the others, in other terms subtract the losing coordinate
to the winning ones.
Let Π(v) be the set of finite paths in G starting at v and not ending
in a hole. For all γ ∈ Π(v) we denote the product of matrices
Mγ :=Me1 . . .Men
and the subsimplex of ∆
∆γ :=Mγ∆.
Proposition 2.2. For all v ∈ V and all γ ∈ Π(v)
cv(∆
γ) = Π(γ).
This corresponds to points which associated path starts with γ.
Remark. To clarify the redaction we will use by convention variables of
the form γ for finite paths in Π(v) and γ for infinite paths or paths ending
in a hole i.e. in Πh(v) ⊔Π∞(v).
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2.2 Projective measures
In this subsection we introduce a key concept to study the Lebesgue
generic dynamical behaviour of a win-lose induction. The idea will be to
study its behavior in a stable family of measures equivalent to Lebesgue.
The feature that enables us to state dynamical results for Lebesgue generic
paths is that the action of the induction on this family of measures is
tractable through a dual action on a positive vector.
Definition. Let q ∈ RA+ , let νq be the Borel measure on the projective
space PRA+, such that for any subset A ⊂ PR
A
+,
νq(A) := Leb(R+A ∩ Λq)
where Λq =
{
v ∈ RA+
∣∣ 〈q, v〉 < 1}.
In the following we make the abuse of writing νq(∆) for some ∆ ⊂ R
A
+
while meaning νq(R+∆). Moreover, q is a line vector.
A fundamental equality is given by
νq(Mγ ·∆) = Leb(Mγ∆ ∩ Λq) = Leb(∆ ∩ ΛqMγ )
= νqMγ (∆). (2)
The vector q keeps track of the way the measure is changed along the
induction, we call it the distortion vector.
An other fundamental equation comes from a computation that can
be found in [Vee78] Formula (5.5).
Proposition 2.3 (Veech). For v ∈ V , γ ∈ Π(v) and q ∈ RA>0,
νq(∆
γ) =
1
n!
·
1
(qMγ)1 . . . (qMγ)n
(3)
If v is a vertex and γ is a path starting at v we define the probability
measure,
P
v
q(γ) =
νq(∆
γ)
νq(∆)
.
According to Formula (3),
Pvq(γ) =
N(q)
N(qMγ)
where N(q) =
∏
a∈A qa.
Proposition 2.4. Let e ∈ E such that the label l(e) = α, then
P
v
q(e) =
qα
(qMe)α
.
Proof. Just notice that for all β 6= l(e), (qMe)β = qβ .
Definition 2.5. On a simplicial system we associate a probability spaces
to any vertex v ∈ V and distortion vector q ∈ RA+ formed by
11
• the sample space Πh(v) ⊔Π∞(v),
• the set of events given by the σ-algebra generated by the sets
Π∞(γs) := {γs · γe | γe ∈ Π
∞(γs · v)}
for γs ∈ Π(v),
• the probability law given by the pushed forward of Pvq by cv.
If a path γ ∈ Π(v) can be decomposed γ = γs ·γe where γs ∈ Π(v) ends
at v′ and γe is a path in Π(v
′), one can define conditional probabilities
using Formula (2)
P
v
q(γ | γs) =
νq(∆
γ)
νq(∆γs)
=
νq(Mγs∆
γe)
νq(Mγs∆)
= Pv
′
qMγs
(γe). (4)
If Γs is disjoint and γs · v denotes the ending vertex of the path γs we
can decompose the probability
P
v
q (Γ ∩Π (Γs)) =
∑
γs∈Γs
P
γs·v
q (Γ ∩Π(γs) | γs) · P
v
q(γs) (5)
where Π(γs) := {γ · γe | γe ∈ Π(γs · v)} and Π(Γs) :=
⋃
γs∈Γs
Π(γs).
2.3 Stopping times
The probability law of the paths strongly depends on the distortion. Nev-
ertheless some comparison of stopping times will have upper or lower
bounds independent of the distortion. This will be a key tool to show
Theorem 1.2 by induction.
Let P be a property on finite paths, we introduce a random variable
TP :
{
Π∞(v) → N ∪ {∞}
γ 7→ TP(γ)
where TP(γ) = min{n ≥ 0 | γn satisfies P} and γn the prefix of length n
of γ . In the following we will make the abuse of writing the property P
instead of TP .
The stochastic process formed by the sequence (γn)n≥0 is a random
path in the graph such that the law for each step only depends on the past
and more precisely on the distortion vector. For this reason, we believe
this should be thought as a random walk on G which has infinite memory
recorded by a finite dimensional vector. Hence the map TP can be referred
to as a stopping time for this random walk where the path stops when the
property P is satisfied.
Proposition 2.6. For every path γs ∈ Π(v) and γe ∈ Π
∞(γs · v)
TP(γs · γe) = Tγ−1s P(γe)
where γe satisfies γ
−1
s P iff γs · γe satisfies P.
12
2.4 Suspension semi-flow
Given a measurable function f : ∆G → R+, one can define a suspension
of the parameter space,
∆̂Gf := (∆
G × R)/ ∼
where we use the equivalence relation (x, t) ∼ (Tx, t+ f(x)). On ∆̂Gf we
define a suspension semi-flow
φt : (x, s)→ (x, s+ t).
Notice that these semi-flows are defined such that the first return map to
the section ∆G × {0} is T and its return time is f .
In the case of simplicial systems, there is a canonical suspension coming
from the fact that the space (
V × RA+
)
/ ∼
where we identify (x, s) ∼ T˜ (x, s), with T˜ the homogeneous win-lose in-
duction defined in Remark 2.1. This suspension has a natural semi-flow
given for t ≥ 0 by
ψt : (x, s)→ (x, e
t · s).
The first return map to the section ∆G×{0} for this semi-flow is also
equal to T and its first return time is given by a function r : ∆G → R+
defined for e : v → v′ by
re : (λ, v)→ − log
∣∣M−1e λ∣∣ .
Where the norm is the L1 norm. This semi-flow is the suspension semi-
flow on ∆̂Gr that we call the canonical suspension semi-flow associated to
a simplicial system. The function r will be called the roof function for the
simplicial system. A lot of dynamical properties will be induced by the
study of this function using thermodynamic formalism in Section 3.3.2.
3 Simplicial systems
3.1 Kerckhoff lemma
We start by introducing some useful properties for which we will compare
the stopping times. Let L ⊂ A, τ > 0,K > 0 and γ∗ be a finite path in G.
Let J τ be the property of a finite path γ along which the distortion
vector has jumped by a factor τ i.e. it satisfies
max qMγ ≥ τ max q
where the maximum is taken on all the coordinates of the vector.
Proposition 3.1. Assume that G is strongly connected and has not all
vertices with only one outgoing edge. For all τ > 0 and all q ∈ RA+,
Pq(J
τ =∞) = 0.
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Proof. For a given finite path γ in the graph, let n be the number of times
it passes through a vertex of degree strictly larger than 1. Then
max qMγ ≥ nmin q
and n goes to infinity as the length of the path grows.
An important property to consider on the distortion vector is the bal-
ance between its coordinates given by the following definition.
Definition. For L ⊂ A and K > 1, we say a distortion vector q ∈ RA+ is
(L,K)-balanced if and only if
max
A
q < Kmin
L
q.
We say it is K-balanced in the case L = A.
This definition will be very useful due to the fact that it implies a
lower bound on the probability that an edge labeled in L is taken.
Proposition 3.2. Let v ∈ V be a vertex of degree at least 2 and q be a
(L,K)-balanced distortion vector, then for all edge e labeled in L going
out of v
P
v
q(e) ≥
1
|A| ·K
and for all finite path γ of length n in Π(v) with all labels in L
P
v
q(γ) ≥
(
1
|A| · 2n ·K
)n
.
Let SL be the property of a finite path γ for which
max
A\L
qMγ ≥ min
L
qMγ .
The stopping time corresponds to when the distortion on a coordinate out-
side of the subset L reaches the size of the initial distortion on coordinates
in L.
Remark 3.3. If we start with a (L,K)-balanced distortion vector, the set
L form the largest |L| coordinates. In particular if there is a letter in L
which wins against a letter in its complementary set, it implies the event
SL.
Definition (Quick escape property). We say a simplicial system is quickly
escaping if for all non-empty subset L ( A and all K > 1 there exist τ > 1
and δ > 0 such that for all vertex v ∈ V and all (L,K)-balanced distortion
vector q ∈ RA+
P
v
q(SL ≤ J
τ ) > δ.
Let ML be the property of a finite path γ for which
min
L
qMγ ≥ max
A
q.
We denote by M the case MA.
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Lemma 3.4. If a simplicial system is quickly escaping then there exists
τ > 1 and δ > 0 such that for all vertex v ∈ V and all distortion vector
q ∈ RA+
P
v
q(M≤ J
τ ) > δ. (6)
Proof. We show by recurrence on n that there exists τn > 1 and δn > 0
such that, for all vertex v and all distortion vector q, there exists a subset
L ⊂ A of cardinal n which satisfies
P
v
q(ML ≤ J
τn) > δn.
Initialization. For n = 1, we just have to take L to be the singleton
of the largest coordinate of q.
Induction. Assume that the property is true for some n ≥ 1. With
probability larger than δn, the distortion vector will satisfy minL(qMγ) ≥
maxL q and maxL(qMγ) ≤ τn ·maxL q, in particular it is (L, τn)-balanced.
Using the chain rule in Formula (5), we only need to show the induction
property with such a distortion vector. The quick escape property tells
us that there exists τ > 1 and δ > 0 such that, with probability larger
than δ, there is a letter α in L and a letter β outside of this set such that
(qMγ)β ≥ (qMγ)α before q jumps by τ . But then (qMγ)β ≥ (qMγ)α ≥
maxL q and obviously (qMγ)β ≥ qβ thus ML∪{β} is satisfied.
Let Eγ∗ be the property of a finite path which admits γ
∗ as a suffix.
In other terms, the path γ satisfies Eγ∗ if we can factor it into γ = γ0 · γ
∗
for some finite path γ0.
Corollary 3.5. If a simplicial system is quickly escaping and strongly
connected then for all finite path γ∗ ∈ Π(v0) there exists K > 1 and δ > 0
such that for all q ∈ RA+ and all v ∈ V
P
v
q(Eγ∗ ≤ J
K) > δ.
Proof. Let τ as in Lemma 3.4 and let γ ∈ Π(v) satisfying M(γ) ≤
J τ (γ) =: n. Let Γ the set of such finite paths γn. By the strong con-
nectivity hypothesis there exists a path of minimal length γ0 ∈ Π(γn · v)
from the vertex v′ := γn · v to the vertex v0. Notice that
min qMγn ≥ max q >
1
τ
·max qMγn
thus the distortion vector q′ := Mγnq is τ -balanced and, using Proposi-
tion 3.2, there exists δ′ such that
P
v′
q′ (γ0 · γ
∗) > δ′.
For K large enough, for every v′, the chosen path γ0 · γ
∗ does not jump
of a factor K hence
P
v′
q′
(
Eγ∗ ≤ J
K
)
≥ Pv
′
q′ (γ0 · γ
∗).
15
Moreover γ−1Eγ∗ = Eγ∗ and γ
−1J τK ≤ JK . For the constant δ induced
by Lemma 3.4 the chain rule implies
P
v
q
(
Eγ∗ ≤ J
τK
)
≥
∑
γ∈Γ
P
v
q (γ) · P
v
q
(
Eγ∗ ≤ J
τK | γ
)
≥
∑
γ∈Γ
Pvq (γ) · P
v′
q′
(
Eγ∗ ≤ J
K
)
≥ δ · δ′.
Remark 3.6. By Property 3.1, the distortion vector q jumps almost surely
in finite time for every τ > 1. For any choice of finite path γ∗ the previous
corollary then implies by induction that γ∗ appears almost surely in the
coding. In particular one can define a first return map for the win-lose
induction to the subsimplex of parameters whose path starts with γ∗. This
is what is done in subsection 3.3.1 where we show that this acceleration
of the algorithm is uniformly expanding which implies ergodicity of the
acceleration and of the initial induction.
This sequence of results enable us to derive that some uniformly ex-
panding acceleration of T is well defined Lebesgue almost everywhere. Such
an acceleration will be the starting point for dynamical results and distor-
tion will be of no use in the dynamical study of the algorithm.
The following estimate is a discrete version of an exponential tail prop-
erty that will be essential to apply thermodynamic formalism in the next
section. It implies that return times for the aforementioned acceleration
of the induction can be though of as bounded.
Although we state the result for arbitrary distortion, we will only use
it for one specific vector (namely the vector with 1 at each coordinates).
Similarly to the previous remark distortion was a key tool to derive such
a structural result but will be of no further use in the thermodynamical
study.
Corollary 3.7. If a simplicial system is quickly escaping and strongly
connected then for any path γ∗ there exists C > 1, η > 0 such that for all
v ∈ V , τ > 1 and all q ∈ RA+
P
v
q(J
τ ≤ Eγ∗ ) < C · τ
−η.
Proof. Consider K and δ as in the previous corollary. For all τ > 1, if τ >
Kn for some integer n, we have, using the chain rule and Proposition 3.1,
P
v
q(J
τ ≤ Eγ∗) ≤ P
v
q(J
Kn ≤ Eγ∗) < (1− δ)
n.
Thus, taking n =
⌈
log τ
logK
⌉
,
(1− δ)n ≤ (1− δ)
log τ
logK
−1
=
1
1− δ
· exp
(
log(1− δ) ·
log τ
logK
)
.
Hence, for C = 1
1−δ
and η = − log(1−δ)
logK
, we have
P
v
q(J
τ ≤ Eγ∗ ) < C · τ
−η.
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3.2 Criterion for quick escape property
3.2.1 A counter example.
We give a simple example of a subgraph which prevents a simplicial sys-
tem to be quickly escaping. We will call such a subgraph stable. It will
be a motivation for a criterion on subgraphs inducing the quick escape
property introduced in the next paragraph.
Assume in the graph G there exists a vertex v with three outgoing
edges as in Figure 5. Where all labels are distinct and the edge labeled δ
points to any vertex in G.
• αβ
δ
Figure 5: A stable subgraph.
To show stability, we will use the stopping time Lδ which corresponds
to the first time δ loses.
The following lemma states that if the ratio between qδ and qα or qβ
is large enough then the probability that a path leaves the subgraph in
finite time is small.
Proposition 3.8. For all q ∈ RA+
Pvq(Lδ <∞) ≤
2qδ
min(qα, qβ)
.
Proof. Let us assume that qβ ≤ qα. Notice that
Pvq(δ | β or δ) =
qδ
qδ + qβ
≤
qδ
qβ
.
As qδ is unchanged before it loses and qβ is non decreasing, using the
chain rule of Formula (5) we have
Pvq(Lδ < Lβ) =
∞∑
n=0
Pvq(Wα = n+ 1) · P
v
qMnα
(δ | β or δ)
≤ Pvq(Wα <∞) ·
qδ
qβ
≤
qδ
min(qα, qβ)
.
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When β loses, in the new distortion vector we have q′β ≥ qα+qβ ≥ 2qβ .
Thus if γ is the finite path stopping at Lδ then
min(qαMγ , qβMγ) ≥ 2min(qα, qβ).
Hence by the chain rule
P
v
q(Lδ <∞) ≤
qδ
min(qα, qβ)
+
qδ
2min(qα, qβ)
+
qδ
22min(qα, qβ)
+ . . .
≤
2qδ
min(qα, qβ)
.
This proposition implies that if a generic path visits v with qδ at least
three times as large as qα and qβ infinitely often then almost surely it will
stay eventually in the subgraph of Figure 5.
This stability phenomenon is due to the fact that we have a subgraph
with two edges of a subset L of labels, assumed to be large, that play
with each other. Moreover the only edges leaving the subgraph are la-
beled outside of L and play against edges labeled in L. The distortion
of the labels in this subset then increases exponentially fast, leaving few
chances to lose for labels leaving the subgraph.
3.2.2 Criterion
We introduce a property on simplicial systems that prevents the phe-
nomenon described above and will imply the quick escape property. This
property is satisfied by a very large class of examples such as the Rauzy–
Veech induction and most of multidimensional continued fractions algo-
rithms as showed in Section 4.
The main idea here will be to consider degenerations of the induction
where for some subsets of labels L ⊂ A the distortion vector at these cor-
responding coordinates is infinitely larger than for others. In particular,
when we are on a vertex that has an outgoing edge labeled in L, any edges
with a label outside of L will almost surely not be chosen.
Let us denote by GL the subgraph of G, with the same set of vertices
V and a set of edges defined as follows. For any v ∈ V ,
• if there is at least one edge in the outgoing edges vout labeled in L,
the set of outgoing edges in GL is
vLout = {e ∈ vout | l(e) ∈ L},
• otherwise,
vLout = vout.
Definition 3.9. We say a simplicial system is strongly non-degenerating
if
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1. for all vertices every letter wins and loses in almost every path with
respect to Lebesgue measure,
2. for all ∅ ( L ( A and all C strongly connected component of GL
one of the following is true :
(a) for all vertex v in C the cardinality |l(vout) ∩ L| ≤ 1,
(b) for all vertex in C there is a path in G labeled in L leaving C .
The last property can be reformulated as: no letter in L can win
against another letter in L in any strongly connected component of GL
except if there is an edge labeled in L leaving the component. The first
condition is a dynamical property, which makes it more difficult to check.
Using a result on subset of parameter in Section 3.3.4 we give after that
section an equivalent definition that is purely graph theoretic.
Proposition 3.10. The simplicial system associated to Rauzy–Veech in-
duction on an irreducible interval exchange is non-degenerating and strongly
connected.
Proof. The strong connection comes from the fact that for each vertex
there are exactly two edges going in and two going out. Hence the con-
nected component corresponding to the algorithm must be strongly con-
nected.
Property 1 of non-degenerating comes from the observation that after
a finite number of steps the subset of letters that never lose or win must
form an invariant subinterval and would contradict the irreducibility (see
[Yoc10] for details).
Assume a subset of labels L always loses against labels in its com-
plementary set L. If an interval labeled in L is on the extremity of the
interval exchange it can only lose to an letter in L thus there will always
be an interval labeled in L thereafter. In this configuration we cannot
then have two letters in L playing with each other.
If the two extremal intervals are labeled in L then there is a path
labeled in L to an interval exchange with an extremal interval labeled in
L. This implies Property 2.
As an illustration, the reader can check directly these properties on
the Rauzy graph for 3-interval exchange transformations represented on
Figure 6.
Remark. The fully subtractive algorithm in dimension 3 or larger (see
Section 4) provides a simple example of a simplicial system that is neither
non-degenerating nor quickly escaping nor ergodic. The Poincare´ algo-
rithm in dimension 4 is a case that is not of non-degenerating but which
is conjecturally ergodic.
Let α ∈ A, q ∈ RA+ and τ > 1. We introduce some other useful prop-
erties on path for the following.
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Figure 6: Rauzy graph for 3-IET.
LetWα be the property of a path for which the letter α wins at its last
step. The set Γv(Pα) can be thought of as the set of all paths stopping
whenever α wins.
Similarly Wkα corresponds to whether the letter α wins at the last step
of α or the length of the path is larger or equal to k. It stops whenever α
has won or the length of the path is k.
Let J τα,q be the property of a finite path γ along which the distortion
vector q has jumped by a factor τ i.e. it satisfies
(qMγ)α ≥ τ · qα.
We write J τα when q corresponds to the distortion vector defining the
measure.
Lemma 3.11. In a simplicial system, for all α ∈ A, v ∈ V , τ > 1 and
q ∈ RA+ , the probability that the vector q jumps by τ on coordinate α before
the letter α wins satisfies
P
v
q (J
τ
α <Wα <∞) ≤
1
τ
.
Proof. We prove by induction on k that for all k ∈ N
P
v
q
(
J τα <W
k
α
)
≤
1
τ
.
For k = 1
P
v
q
(
J τα <W
1
α
)
= 0,
since J τα is never satisfied by the empty path which keeps the vector q
unchanged.
Assume now that the inequality is true for some k. As above, if e ∈ Wα
then Wk+1α = 1 and P
v
q (J
τ
α < 1) = 0. Hence
P
v
q
(
J τα <W
k+1
α
)
=
∑
e∈vout
P
v
q
(
J τα <W
k+1
α | e
)
· Pvq(e)
=
∑
e6∈Wα
P
v
q
(
J τα <W
k+1
α | e
)
· Pvq(e)
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If e = (v, v′) 6∈ Wα and q
′ := qMe, observe that
e−1J τα,q = J
τ ′
α,q′ ,
e−1Wk+1α =W
k
α,
where τ ′ = τ · qα
q′α
.
Thus according to Proposition 2.6
Pvq
(
J τα,q <W
k+1
α | e
)
= Pv
′
q′
(
J τ
′
α,q′ <W
k
α
)
.
If τ ′ ≤ 1, Pv
′
q′
(
J τ
′
α,q′ <W
k
α
)
≤ 1 ≤ 1
τ
. Otherwise, the recurrence
hypothesis applied to the constant τ ′ implies
P
v
q
(
J τα,q <W
k+1
α | e
)
≤
1
τ
·
q′α
qα
.
First assume that the label α appears in the vertices going out of v,
then there is only one edge that does not satisfies Wα : it is the unique
edge such that l(eα) = α. Thus
P
v
q
(
J τα <W
k+1
α
)
<
1
τ
·
q′α
qα
· Pvq(eα) =
1
τ
.
On the contrary, if the label α does not appear in the vertices leaving
v, we always have q′α = qα and
P
v
q
(
J τα <W
k+1
α
)
<
∑
e6∈Wα
1
τ
· Pvq(e) ≤
1
τ
.
Hence
lim
k→∞
P
v
q
(
J τα <W
k
α
)
= Pvq (J
τ
α <Wα <∞) ≤
1
τ
.
Corollary 3.12. Let v ∈ V , if a letter α wins in almost every path in
Π(v), for all τ > 1 and q ∈ RA+
P
v
q (Wα ≤ J
τ
α ) > 1−
1
τ
.
This lemma is the key ingredient to show one of our main theorems.
Theorem 3.13. A strongly non-degenerating simplicial system is quickly
escaping.
To show this theorem we will use an intermediate proposition on
strongly connected components. Let C be a strongly connected com-
ponent of GL. The property S
C
L is true if the path satisfies SL or if it
goes through an edge in GL outside of C . In other words, the stopping
time corresponds to the state when the value of the distortion on a coor-
dinate in A\L reaches the level of the initial distortion on L or leaves the
strongly connected component C .
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Proposition 3.14. Let v ∈ V , for all τ > 1 and K > 1 if q is a (L,K)-
balanced distortion vector then if C satisfies, in Definition 3.9, 2a
P
v
q(S
C
L ≤ J
τ ) >
1
|A| · τK
·
(
1−
1
τ
)
.
If it satisfies 2b
P
v
q(S
C
L ≤ J
τ ) >
(
1
2|V | ·K
)|V |
.
Proof. We start with the case when C satisfies 2a. Corollary 3.12 implies
that for all vertex v and τ > 1
P
v
q
(
min
α∈L
Wα ≤ min
α∈L
J τα
)
> 1−
1
τ
.
Let us introduce two sets
A :=
{
γ ∈ Π∞(v) | min
α∈L
Wα(γ) ≤ min
α∈L
J τα (γ)
}
and
S :=
{
γ ∈ Π∞(v) | SCL (γ) ≤ J
τ (γ)
}
.
To prove the proposition, we will show the inequality
P
v
q(S) ≥
1
|A| · τK
· Pvq(A).
We first separate cases when the jump happens on a label in or out of
L i.e. we show inequalities for the intersection with the set
B :=
{
γ ∈ Π∞(v) | max
A
qMγn = maxL
qMγn where n = TJ τ (γ) <∞
}
and its complementary B.
Let γ ∈ B, as n = J τ (γ) < ∞ almost surely by property 1 of the
strongly non-degenerating simplicial systems we can assume that
max
A
qMγn = max
A\L
qMγn ,
thus there exists β in A \ L such that (qMγn)β ≥ τ maxL q and for ev-
ery other letter α in A, (qMγn)α < τ maxL q. Hence maxA\L qMγn ≥
minL qMγn and SL(γ) ≤ J
τ (γ) in other words γ ∈ S. This implies
P
v
q(A ∩B) ≤ P
v
q(S ∩B) (7)
and
P
v
q(A ∩B ∩ C) ≤ P
v
q(S ∩ B ∩ C). (8)
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When γ ∈ B we have
min
α∈L
J τα ≤ J
τ .
To bound the probability of A ∩ B, we consider its intersection with
the set C of paths γ in Π∞(v) such that m = minα∈LWα(γ) − 1 < ∞
and the last vertex of the path before a letter in L wins v′ := γm · v has
at least two edges labeled in L. In notation
C :=
{
γ ∈ Π∞(v) | m = min
α∈L
Wα(γ)− 1 <∞ and |l ((γm · v)out) ∩ L| ≥ 2
}
.
If γ ∈ C when a letter in L wins it wins against a letter outside of
L thus the path satisfies SL(γ) before minα∈LWα(γ) ≤ minα∈L J
τ
α (γ) ≤
J τ (γ). Hence
P
v
q(A ∩B ∩ C) ≤ P
v
q(S ∩ B ∩ C). (9)
Let γ ∈ A ∩ C, notice that for all edges e ∈ (γm · v)out and all γe ∈
Π∞(γm · e · v) and we have
γm · e · γe ∈ A ∩ C
since by definition of C for any edge going out of γm · v at least one letter
in L wins. Hence, if we denote by Γs the set of finite paths γm that appear
for all γ ∈ A ∩ C,
P
v
q(A ∩ C) =
∑
γ∈Γ
P
v
q(γ). (10)
As q is by assumption (L,K)-balanced, the property of A implies that
the distortion at γm · v satisfies maxL qMγm ≤ τKminL qMγm . Either
one of the label outside of L has the largest distortion coefficient and its
probability is bounded from below by 1
|A|
or they remain smaller than the
largest coefficent on L and the balanced property on L implies a lower
bound on the probability of the edge labeled in L leaving the strongly
connected component C . Thus there exists an edge eγm ∈ (γm · v)out
labeled outside of L or going out of C such that
P
v
q(γm · eγm | γm) ≥
1
|A| · τK
. (11)
Let γ ′e ∈ Π
∞(γm · eγm · v) then γ
∗ := γm · eγm · γ
′
e belongs to A and
C. If γ∗ ∈ B by (7) γ∗ ∈ S. If γ∗ ∈ B then by the choice of eγm and
property of B implies γ∗ ∈ S. In both cases γ∗ ∈ S ∩ C. Hence, by (10)
and (11),
P
v
q(S ∩ C) ≥
∑
γ∈Γ
P
v
q(γ · eγ) ≥
1
|A| · τK
∑
γ∈Γ
P
v
q(γm)
≥
1
|A| · τK
· Pvq(A ∩ C). (12)
Formula (8), (9) and (12) imply
P
v
q(S) ≥
1
|A| · τK
· Pvq(A).
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In the case C satisfies 2b, there is a finite path γ from v labeled in L
leaving C . Up to removing loops one can assume that L as at most |C |
steps. Where |C | is the number of vertices in C . As q is assumed to be
(L,K)-balanced it remains at least (L, 2|C |K)-balanced at each step of
the path. By Proposition 3.2,
P
v
q(S
C
L ≤ J
τ ) >
(
1
2|C | ·K
)|C |
.
Recall that the strongly connected components of a digraph induce
an acyclic graph called condensation of a digraph (see for instance sec-
tion 3.4 of [BM08]). In the condensation graph there exists minimal ver-
tices i.e. vertices from which there are no outgoing edges. The corre-
sponding strongly connected components are called minimal components.
We end the proof of the theorem by inducing on the distance of a strongly
connected component to minimal ones in the condensation graph.
Theorem 3.13. Let ∅ ( L ( A and K > 1. Assume that the vertex v in
in a minimal strongly connected component C . In this case there are no
edges in GL going out of the strongly connected component thus S
C
L = SL
and Lemma 3.14 implies for every τ > 1 and δ0 :=
1
|A|·τK
·
(
1− 1
τ
)
we
have the lower bound of the quick escape property
Pvq (SL ≤ J
τ ) > δ0.
We prove by induction that if v is in a strongly connected component
of height h in the tree formed by the condensation graph then
P
v
q
(
SL ≤ J
τh
)
> δh0 .
Let v in a component of height h and let γ satisfying SL(γ) ≤ J
τ (γ) =:
n. Recall that by property 3.9 of strongly non-degenerating simplicial
systems n < ∞ almost surely. For Γ the set of such finite paths γn, by
Proposition 3.14 ∑
γ∈Γ
P
v
q(γ) > δ0.
In the case SL = S
C
L the lower bound is satisfied. Let us assume SL >
SCL then the path in time S
C
L goes through an edge in GL that leaves
the component C to go to a strongly connected component C ′ of height
h − 1. Notice that in this case, for q′ := qMγn , γ
−1
n SL,q = SL,q′ and
γ−1n J
τh
q ≥ J
τh−1
q′ thus
P
v
q
(
SL ≤ J
τh | γn
)
≥ Pv
′
q
(
SL ≤ J
τh−1
)
> δh−10
where v′ := γn · v ∈ C
′. Hence using the chain rule in Formula (5)
P
v
q
(
SL ≤ J
τh
)
=
∑
γ∈Γ
P
v
q (γ) · P
v
q
(
SL ≤ J
τh | γ
)
≥
∑
γ∈Γ
P
v
q(γ) · δ
h−1
0
> δh0 .
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3.2.3 Graph criterion
Theorem 3.39 enables us to relax Property 1 on winning and losing let-
ters in Definition 3.9 of strongly non-degenerating simplicial systems to a
purely graph theoretic one.
Definition 3.15. We say a simplicial system is non-degenerating if
1. for all vertex there exists a path for which every label in A appears,
2. for all ∅ ( L ( A and all C strongly connected component of GL
one of the following is true :
(a) for all vertex v in C the cardinality |l(vout) ∩ L| ≤ 1,
(b) for all vertex in C there is a path in G labeled in L leaving C .
This section will be dedicated to proving the following corollary of
Theorem 3.39.
Theorem 3.16. If a simplicial system is non-degenerating then it is
strongly non-degenerating.
A first step in the proof if the following lemma. It enables us to relax
Property 1 that each label wins and loses almost surely to just each label
plays almost surely.
Lemma 3.17. If in a simplicial system G there is some label α ∈ A such
that, for all vertex and all distortion vector, α plays almost surely then for
all vertex the label α wins and loses infinitely many times almost surely.
Proof. If a label plays almost surely for all vertex and all distortion vector
then it plays almost surely infinitely many times. This is shown recur-
sively by conditioning by finite paths at the time when the given label
plays. Hence if a label has the property of the lemma then if either wins
of loses infinitely many times almost surely.
If α wins infinitely many times then by Lemma 3.11, for all τ > 1, the
distortion vector at coordinate α jumps almost surely by τ . In particular
the distortion at α goes almost surely to infinity and thus α loses infinitely
many times.
Let us now assume that α loses infinitely many times. For all n ≥ 1,
we introduce a stopping time L nα which corresponds to the n-th time α
loses. The lemma is a consequence of the following proposition.
Proposition 3.18. For G and α as above and for all n ≥ 1 and q ∈ RA+
P
v
q
(
L
(n)
α <Wα
)
≤
qα
qα + nqδ
where qδ = minβ∈A qβ .
Proof. For all vertex v let Γ(v) be the set of finite path starting at
v and ending at a vertex with two outgoing edges one of which is la-
beled by α such that α does not win or lose in the path. Let Γn :=
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{(γ1, . . . , γn) | γ1 ∈ Γ(v), γ2 ∈ Γ(γ1 · α · v), . . . , γn ∈ Γ(γ1 · α · γ2 · α . . . γn−1 · α · v)}.
For all (γ1, . . . , γn) ∈ Γ
n and all 1 ≤ i ≤ n we introduce the notation
vi = γ1 · α . . . γi · v
and
qi = qMγ1·α...γi .
We can decompose
P
v
q
(
L
(n)
α <Wα
)
=
∑
(γ1,...,γn)∈Γn
P
v
q (γ1 · α . . . γn · α)
=
∑
(γ1,...,γn)∈Γn
P
v
q (γ1) · P
v1
q1 (α) · P
α·v1
q1Mα
(γ2) . . .P
vn−1
qn−1 (α) · P
α·vn−1
qn−1Mα
(γn)
= Pvq(α) . . . P
vn−1
qn−1 (α) =
q1α
(q1Mα)α
. . .
qn−1α
(qn−1Mα)α
As α does not lose in paths γi the distortion vector is unchanged on
coordinate α thus qi+1α =
(
qiMα
)
α
for all i ≥ 1 and q1α = qα. Hence
P
v
q
(
L
(n)
α <Wα
)
=
qα
(qn−1Mα)α
≤
qα
qα + nqδ
since qδ bound from below that quantity added to a losing coordinate of
the distortion vector.
The theorem is now a consequence of the following lemma.
Lemma 3.19. Let G be a non-degenerating simplicial system. Assume
that for some v ∈ V all labels in L ⊂ A win and lose almost surely
infinitely many times in paths of Π∞(v). Let F be a subgraph of G
containing v such that its edges are all labeled in L and there exists a path
of G in Π∞(v) labeled in L that leaves F . Then the subset of parameters
in the simplex associated to Π∞(v) which corresponds to paths remaining
in F has zero Lebesgue measure.
Proof. Let SF be the time when a path visits an edge out of F . By as-
sumption every letter α in L wins in almost every path thus by Lemma 3.11
for all τ > 1 and q ∈ RA+
Pvq(Wα ≤ J
τ
α ) > 1−
1
τ
.
Now we can reproduce the proof of Proposition 3.13 by taking for all
L ( L the stopping time min(SCL ,S
F ) and J τL instead of S
C
L and J
τ .
We then get a modified quick escape propertyi.e. for all non-empty subset
L ( L and all K > 1 there exists τ > 1 and δ > 0 such that for all vertex
v ∈ V and all (L,K)-balanced distortion vector q ∈ RA+
P
v
q
(
min(SL,S
F ) ≤ J τL
)
> δ.
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Lemma 3.4 can also be reproduced to get some τ > 1 and δ > 0 such that
for all vertices v ∈ V and all distortion vector q ∈ RA+
P
v
q
(
min(ML,S
F ) ≤ J τL
)
> δ.
By assumption there is a path in G such that only labels in L plays that
leaves F . Notice that if for some γ ∈ Π∞(v) we have n =ML(γ) ≤ J
τ
L (γ)
then q′ = qMγn is (L, τ )-balanced and by Proposition 3.2
P
γn·v
q′
(
SF ≤ J τL
)
>
(
1
2|V | · τ
)|V |
.
Hence there exists δ′ > 0 such that for all q ∈ RA+
P
v
q
(
SF ≤ J τ
2
L
)
> δ · δ′
which implies that almost surely a path will go out of F .
Theorem 3.16. Let G be a non-degenerating simplicial system. There
exists v a vertex of G such that paths starting at v come back in finite
time with positive probability. Let L be the maximal subset of labels in A
such that for a path in Π∞(v) a label α in L plays infinitely often almost
surely. By definition, a vertex which has at least one of its outgoing edges
labeled in L is visited almost surely finitely many times. Thus up to
taking several iteration of the first return map to v, there exists a subset
of paths in Π∞(v) of positive Lebesgue measure which do not visit these
latter vertices. Let F be the subgraph of G to which we remove all the
edges labeled in L. By Property 1 of Definition 3.15 for non-degenerating
simplicial systems there exists a path from v in which all label in A appear.
This path leaves F as soon as it goes through an edge not labeled in L.
But the set of paths remaining in F has positive Lebesgue measure which
contradicts Lemma 3.19.
3.3 Ergodic measures for a win-lose induction
3.3.1 A uniformly expanding acceleration
The win-lose induction associated to a simplicial system is not uniformly
hyperbolic. As for Markov shifts on a finite number of states, a useful
idea is to wait until a given path γ∗ appears in the coding. Remark 3.6
states that such an acceleration of the win-lose induction can be defined
for quickly escaping simplicial systems. For a good choice of path, this
acceleration will be uniformly hyperbolic. If we assume that the chosen
path starts and ends at the same vertex, this is exactly considering the
first return map on the given vertex to the subsimplex ∆γ∗ := Mγ∗∆,
which we denote by
Tγ∗ : ∆γ∗ → ∆γ∗ .
Proposition 3.20. If Mγ∗ is a positive matrix, Tγ∗ is uniformly expand-
ing. We say in this case that γ∗ is a positive path.
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Let S be the set of finite words in A, including the empty word, for
which γ∗ is not a factor i.e. such that it cannot be written as w1 · γ
∗ ·w2.
Every point in ∆γ∗ follows a path γ
∗ · γe with γe ∈ S before returning
to ∆γ∗ . This simplex is thus partitioned into subsimplices indexed by S
which are sent bijectively to ∆γ∗ by Tγ∗ .
Corollary 3.21. The accelerated win-lose induction Tγ∗ is weak-Bernoulli
(see definition 6.1 in [Tho02]) and thus conjugated to a Bernoulli shift on
a countable alphabet S.
Before giving a proof of this proposition, we need to introduce some
definitions. For any two vectors v, w ∈ RA+ , let
α(v, w) := max
a∈A
va
wa
, β(v, w) := min
a∈A
va
wa
and
d(v, w) := log
α(v, w)
β(v, w)
.
One can check that d is a complete metric on the projectivization of RA+
called the Hilbert metric. This metric has the very useful feature that any
linear map induced by a positive matrix is contracting with respect to it.
Proposition 3.22. For any non-negative matrix M , we have
d(Mv,Mw) ≤ d(v,w),
moreover if M is positive, there exists θ < 1 such that,
d(Mv,Mw) ≤ θd(v,w).
Proof. This is a well known property of Hilbert metrics, the proof can be
found e.g. in [Via97].
Proposition 3.20. Let γ∗ · γe be the Rauzy path for a given point in ∆γ∗
until its first return. The inverse of the Rauzy map is a projectivization of
the linear map Mγ∗Mγe , which is, according to Lemma 3.22, the compo-
sition of a weakly contracting map and a contraction a contracting map
with coefficient θ < 1 for the Hilbert metric on ∆. Hence the inverse of
the Rauzy map is contracting for the coefficient θ depending only on γ∗.
Moreover, by positivity, ∆γ∗ is precompact in ∆, thus the Hilbert metric
is equivalent to all finite metric on this space.
We will use the notations ∆∗ for ∆γ∗ , T∗ for Tγ∗ and ∆
∗
w for the
domain corresponding to w ∈ S in ∆∗. Similarly ∆∗w stands for the sub-
simplex for which the coding of T∗ starts by w.
In the case of quickly escaping simplicial system on can always find
such an acceleration.
Proposition 3.23. If G is a quickly escaping strongly connected simpli-
cial system is admits a positive path.
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Proof. Notice that the quick escape property property implies in partic-
ular that GL is a strict subgraph of G. Thus for any subset of letter L
there is a vertex such that there is an outgoing edge labeled in L and an
other labeled in the complementary set. We can then construct a positive
path by recurrence.
Corollary 3.24. If a simplicial system is quickly escaping and strongly
connected then its win-lose induction is ergodic with respect to the any
invariant measure absolutely continuous with respect to Lebesgue measure.
Notice that in Corollary 3.31 we will show the existence of such a
measure.
Proof. Let γ∗ be a positive path as constructed in Proposition 3.23, the
acceleration T∗ is uniformly expanding thus any invariant subset has
Lebesgue measure either 0 or 1. Thus T∗ and by extension T are er-
godic with respect respect to the invariant measure absolutely continuous
with respect to Lebesgue measure.
We will assume in the following that we are given a positive path γ∗
that starts and ends at the same vertex of the graph.
3.3.2 Thermodynamic formalism
In the following, we show that there exists a unique invariant measure of
maximal entropy for the canonical suspension of the win-lose induction.
The general strategy consists in showing existence of Gibbs measures for
a family of potentials parametrized in R. To these potentials is associated
a pressure for which, when zero, the associated Gibbs measure induces a
measure of maximal entropy on the suspension.
Properties on the norm We list some easy but nonetheless useful
properties for the L1 norm on the simplex.
Proposition 3.25. Let γ a finite path in G, λ ∈ ∆ and λ′ =M−1γ λ.
If |λ| = 1 then
λ =
Mγλ
′
|Mγλ′|
.
If |λ′| = 1 then ∣∣M−1γ λ∣∣ = 1|Mγλ′| .
Moreover if we can decompose γ = γ1 · γ2 and if λ1 =
M−1γ1
λ
|M−1γ1 λ|
,
∣∣M−1γ λ∣∣ = ∣∣M−1γ2 λ1∣∣ · ∣∣M−1γ1 λ∣∣ .
Proposition 3.26. Let v, w ∈ RA+,
|v|
|w|
≤ max
α∈A
vα
wα
.
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Roof function We use thermodynamic formalism to define an invari-
ant measure for the map T∗. As noticed in Section 2.4, there is a natural
suspension flow associated to T whose first return time is the roof function.
The canonical suspension flow on ∆G can be defined on the base ∆∗
with an accelerated roof function defined, for x ∈ ∆∗, as
r∗(x) = r(x) + r(Tx) + · · ·+ r(T
n−1x) = − log
∣∣M−1γ x∣∣
where n ≥ 1 is the smallest integer such that Tnx ∈ ∆∗ and γ is the
finite path in the graph associated to x until it returns to ∆∗. The second
equality uses Proposition 3.25.
Remark. This potential is similar to the geometric potential in the con-
text of thermodynamic formalism.
Let 0 < θ < 0 be the constant associated to the matrix Mγ∗ by
Lemma 3.22. We show that the accelerated roof function is Ho¨lder of
order β := log(1/θ).
Proposition 3.27. For all x, y ∈ ∆∗ in the same n-cylinder ∆∗w, where
n ≥ 1,
|r∗(x)− r∗(y)| ≤ θ
n+1 · diam(∆∗).
Proof. Let x, y ∈ ∆∗, in the same cylinder ∆∗w which corresponds to the
path
γ = γ∗ · w1 · γ
∗ · w2 . . . γ
∗ · wn,
then according to Proposition 3.25,
|r∗(x)− r∗(y)| =
∣∣∣∣∣log
∣∣M−1γ∗w1y∣∣∣∣M−1γ∗w1x∣∣
∣∣∣∣∣ =
∣∣∣∣log |Mγ∗w1x||Mγ∗w1y|
∣∣∣∣ .
By Proposition 3.26, up to switching x and y, we can bound the distance
by the Hilbert metric.
|r∗(x)− r∗(y)| ≤ d(Mγ∗w1x,Mγ∗w1y). (13)
Let x′, y′ ∈ ∆∗, such that x = Mγx
′ and y = Mγy
′. With the notation
γ = γ∗ · w1 · γ
′, using Lemma 3.22,
d(x, y) = d(Mγ∗Mw1Mγ′x
′,Mγ∗Mw1Mγ′y
′)
≤ θ · d(Mw1Mγ′x
′,Mw1Mγ′y
′)
≤ θ · d(Mγ′x
′,Mγ′y
′).
By induction on n, we obtain
d(Mγ∗w1x,Mγ∗w1y) ≤ θ · d(x, y) ≤ θ
n+1 · diam(∆∗).
Remark 3.28. We only have used in the proof of the previous proposition
the fact that matrices Mγ are non-negative and Mγ∗ is positive. Hence if
we consider a matrix representation of the set of path Π(v) with the same
properties we still get a Ho¨lder roof function.
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We prove a key lemma for existence to apply thermodynamic formal-
ism theorems.
Lemma 3.29. The accelerated roof function r∗ has exponential tail, i.e.
there exists 0 < σ such that, for all q ∈ RA+,∫
∆∗
eσr∗dνq <∞.
Proof. Notice that there exists C, η > 0 such that, for any q ∈ R+ and all
τ > 1,
νq{x ∈ ∆
∗ | r∗(x) ≥ log τ} ≤ Cτ
−η. (14)
It follows from Corollary 3.7 since the above set is included in the subset
of ∆∗ that satisfy the property J τ ≤ Eγ∗ .
Now Formula (14) implies that, cutting into pieces where log τn <
r∗(x) ≤ log τ
n+1, for all σ < η,∫
∆∗
eσr∗dνq ≤
∞∑
n=0
(τn+1)σ · C · (τn)−η
= C · τ ·
∞∑
n=0
(τσ−η)n = C ·
τ
1− τσ−η
In the following we denote by σ0 the supremum of such σ. As e
σr∗ is
positive and increasing in σ, the integral for σ = σ0 is infinite.
Estimates on the Jacobian We give some useful properties on the
Jacobian of the win-lose induction, which follow from a computation that
can be found e.g. in [Vee78].
Proposition 3.30. For all x ∈ ∆∗, the Jacobian of the win-lose induction
satisfies
|DT∗(x)| = e
|A|r∗(x).
Corollary 3.31. There exists Q > 0, such that for all 1-cylinder ∆∗w and
all x ∈ ∆∗w,
1
Q
· |DT∗(x)|
−1 ≤ ν(∆∗w) ≤ Q · |DT∗(x)|
−1.
In particular, there exists Q > 0 such that for all κ > 0 and x ∈ ∆∗w,
1
Q
· ν(∆∗w)
κ/|A|
≤ e−κr∗(x) ≤ Q · ν(∆∗w)
κ/|A|
.
Proof. If x, y are in the same 1-cylinder ∆∗w, using (13),
|r∗(x)− r∗(y)| ≤ diam(∆
∗) <∞.
Thus, using Proposition 3.30, there exists Q′ > 0 such that,
1
Q′
· |DT∗(x)| ≤ |DT∗(y)| ≤ Q
′ · |DT∗(x)|. (15)
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The restriction T∗w := T∗|∆∗w is invertible. Thus,
1
Q′
·|DT∗(x)|
−1·ν(∆∗) ≤
∫ ∗
∆
|DT∗(T
−1
∗w y)|
−1dν(y) ≤ Q′·|DT∗(x)|
−1·ν(∆∗).
And ∫ ∗
∆
|DT∗(T
−1
∗w y)|
−1dν(y) =
∫ ∗
∆
|DT−1∗w |dν = ν(∆
∗
w).
Corollary 3.32. There exists an ergodic T∗-invariant measure µ equiv-
alent to Lebesgue measure ν such that log dµ
dν
is bounded by a constant at
almost every point.
Proof. This is a direct application of Theorem 3.1 in [ADU93] (see alter-
natively Lemma 4.4.1 in [Aar97]) and Formula (15).
Potential functions and Gibbs measures.
Definition. Let µ be a σ-invariant (shift) Borel probability measure on
a countable Markov chain Σ. For any continuous function φ : Σ → R,
µ will be called a Gibbs measure for the potential φ if there exists Q > 0
and P such that for every path γ = γ0 · γn and every x in the cylinder
[x1, . . . , xn],
1
Q
≤
µ ([x1, . . . , xn])
exp
(∑n−1
k=0 φ(σ
k(x))− Pn
) ≤ Q. (16)
P is called the topological pressure of φ.
In the following, we will consider the function φκ = −κr for some
κ > 0. For convenience, when there is no ambiguity we will denote it by
φ. We will show that it satisfies good properties to induce existence and
uniqueness of Gibbs measures of potential φ which will be conjugate to
the win-lose induction.
Gurevic–Sarig pressure. To show the existence of a Gibbs measure
for the considered potential, we need two more definitions.
As we deal with a coding on a countable alphabet, we need to check a
technical property on this coding namely that it has ”Big Image and big
Preimage”.
Definition. The BIP property is the existence of w1, . . . , wm ∈ S tiles of
the Markov partition, such that for all v ∈ S, there exists 1 ≤ k, l ≤ m
such that T∗wk ∩ v and T∗v ∩ wl are not empty.
This property is obviously true in our case, since each Markov tile is
sent to the whole domain by T∗.
Consider the Ruelle operator, acting on continuous functions, associ-
ated to a potential function φ, for f a function on ∆∗ and x ∈ ∆∗,
(Lφf)(x) =
∑
T∗(y)=x
eφ(y)f(y).
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As explained in [Sar99]: ”the analysis of thermodynamic limits reduces
to the study of the asymptotic behavior of Lnφf as n→∞ for sufficiently
many functions f ”. One of the key to understand this behavior is to first
understand the limit of 1
n
logLnφf . In particular, it can be compared to
the following quantities. For w ∈ S, let
Zn(φ,w) =
∑
Tn
∗
(x)=x,x0=w
eφn(x),
with φn = φ + φ ◦ T∗ + · · ·+ φ ◦ T
n−1
∗ and x0 is the tile in S to which x
belongs.
According to Theorem 4.3 in [Sar99] the limit
PG(φ) := lim
n→∞
1
n
logZn(φ,w) (17)
exists for all w ∈ S and is independent of w. Moreover, if ‖Lφ1‖ < ∞,
then PG(φ) <∞.
Definition 3.33. PG(φ) is called the Gurevic–Sarig pressure of φ.
This is a relevant quantity to consider according to Theorem 4.4 of
[Sar99], since when PG(φ) is finite, it is equal to the limit of
1
n
logLnφf ,
for a large class of functions. As a consequence, for all x ∈ ∆∗, and 1[w]
the indicator function of the one cylinder corresponding to w ∈ S,
1
n
log(Lnφ1[w])(x)→ PG(φ). (18)
Let r
(n)
∗ := r∗+r∗ ◦T∗+ · · ·+r∗ ◦T
n−1
∗ , then these iterates of the transfer
operator on 1 have the following form
(Lnφ1[w])(x) =
∑
Tn
∗
(y)=x
e−κ·r
(n)
∗ (y)1[w](y). (19)
Let us introduce the n-th variation of a potential function,
varn(φ) = sup{|φ(x)− φ(y)| : xi = yi, i = 1, . . . , n}.
Definition. The potential function φ has bounded variations if and only
if
∑∞
n=2 varn(φ) <∞.
The Ho¨lder property proved in Lemma 3.27 implies that, for all κ, φ
has bounded variations and var1(φ) <∞.
These two definitions enable us to state the key theorem in this section.
It gives a criterion for uniqueness of a Gibbs measure for a given potential
function.
Theorem (Sarig [Sar03]). Assume that the potential φ has summable
variations. Then φ admits a unique T∗-invariant Gibbs measure µφ if and
only if
• X satisfies the BIP property;
• the Gurevic–Sarig pressure PG(φ) <∞ and var1φ <∞.
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In this case, the topological pressure and Gurevic–Sarig pressure coincide.
Uniqueness will be true whenever the pressure is finite. In particular it
true for large κ according to the following lemma which implies finiteness
of the pressure.
Lemma 3.34. The pressure PG(φ) is finite if and only if κ > |A| − σ0.
Proof. Let us first prove the necessary condition for the lemma. As no-
ticed above, we only need to show that Lφ1 is finite for all κ > |A| − σ0.
By definition,
Lφ1 =
∑
T∗(y)=x
eφ(y) ≤ (Q′)κ/|A| ·
∑
w∈S
e−κr∗(w).
Where the last inequality is a consequence of Formula (15) and S is a
choice of representative of every 1-cylinders. The sufficient condition in
the lemma then follows from the following proposition.
Proposition 3.35. There exists a constant K such that for all 0 < σ < σ0
and κ > |A| − σ, ∑
w∈S
e−κr∗(w) ≤ K ·
Iσ
1− e|A|−σ−κ
. (20)
Proof. Let Y (N) be the set of representative w ∈ S for which N ≤
r∗(w) < N + 1, then,
∑
w∈S
e−κr∗(w) =
∞∑
N=0
∑
w∈Y (N)
e−κr∗(w) ≤
∞∑
N=0
|Y (N)|e−κN . (21)
Using Lemma 3.29, let 0 < σ < σ0,
∞∑
N=0
∑
w∈Y (N)
∫
∆∗w
eσr∗(w)dν <∞,
where ∆∗w is the 1-cylinder corresponding to w.
Thus ∑
w∈Y (N)
∫
∆∗w
eσr∗(w)dν < Iσ :=
∫
∆∗
eσr∗dν,
and ∑
w∈Y (N)
∫
∆∗w
eσr∗(w)dν ≥ eσN
∑
w∈Y (N)
ν(∆∗w).
Moreover, according to Corollary 3.31, for all w ∈ Y (N),
ν(∆∗w) ≥ Q
−1 · e−|A|(N+1).
Hence
Iσ > Q
−1 · |Y (N)| · eσN−|A|(N+1),
and
|Y (N)| < Q · Iσ · e
|A| · e(|A|−σ)N .
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Thus the geometric sum in (21) is bounded for κ > |A| − σ by
Q · Iσ · e
|A| ·
∞∑
N=0
e(|A|−σ−κ)N = Q · Iσ ·
e|A|
1− e|A|−σ−κ
.
For the necessary condition, we will show that if the tail integral is
infinite, for some x ∈ ∆∗, and w ∈ S,
1
n
log(Lnφ1[w])(x)→∞.
Let wn be the representative of the 1-cylinder containing x in S, by (19)
and (15), and some w in S,
Lnφ1[w](x) =
∑
Tn
∗
(y)=x
e−κ·r
(n)
∗
(y)1[w](y)
≥ (Q′)n·κ/|A|
∑
w2,...,wn−1∈S
e−κ·r∗(w)e−κ·r∗(w2) . . . e−κ·r∗(wn).
Hence, we only need to show that, for κ ≤ |A| − σ0∑
w∈S
e−κr∗(w) =∞.
As previously we split the sum
∑
w∈S
e−κr∗(w) =
∞∑
N=0
∑
w∈Y (N)
e−κr∗(w) ≥
∞∑
N=0
|Y (N)|e−κ(N+1).
Now
Iσ < Q ·
∞∑
N=0
|Y (N)| · eσ(N+1)−|A|N
= Q · eσ ·
∞∑
N=0
|Y (N)| · e−(|A|−σ)N .
In particular
∞∑
N=0
|Y (N)| · e−(|A|−σ0)N =∞
Proposition 3.36. For all κ > |A| − σ0 there exists a unique Gibbs
measure µφ of potential φ = −κ · r∗.
Proof. The existence of the Gibbs measure is a direct consequence of the
Ho¨lder property in Lemma 3.27 and Theorem 1.25 in [Bow08]. Uniqueness
is a consequence of Sarig’s theorem and Lemma 3.34.
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3.3.3 Suspension flow
There is an easy way to construct a natural extension for a full shift on
a countable alphabet by extending it to bi-infinite words. The canonical
suspension then extends to a flow on the suspension of the natural exten-
sion.
Any Borel probability measure µ˜ invariant for this suspension flow can
be written as a product of a Borel probability measure on ∆∗ invariant by
T , denoted by µ, and Lebesgue measure on the fiber. We denote by MT
this latter set of Borel invariant probability measures. The Kolmogorov–
Sinai entropy of the flow for this measure is written h(Φ, µ˜) and satisfies
Abramov’s formula
h(Φ, µ˜) =
h(T, µ)
µ(r)
,
where µ(r) =
∫
∆G
rdµ and h(T, µ) is the Kolmogorov–Sinai entropy, for
T . In this setting the topological entropy can be defined as
htop(Φ) = sup
MT
h(Φ, µ˜).
A measure µ ∈ MT at which this supremum is achieved is referred to as
a measure of maximal entropy.
As noticed before, the suspension flow on ∆G for the roof function and
the one on ∆∗ for the accelerated roof function are conjugate. Moreover,
the exponential tail integral are equal for these two suspension flows, with
the same measure on the base restricted to ∆∗.
In the following we will use the representation of the suspension on
the base ∆∗ with the map T∗ for its nice dynamical properties.
Proposition 3.37. There exists a unique value κ0 > |A| − σ0 such that
PG(−κ0 · r∗) = 0. The Gibbs measure µφ, as in the previous proposition,
is the unique measure of maximal entropy for the suspension of win-lose
induction.
Proof. Notice that the accelerated roof function is bounded away from
zero, since Mγ∗ is a positive integer matrix,
r∗(x) = − log
∣∣M−1γ∗ x∣∣ = log |Mγ∗x| ≥ log |A|.
Thus r
(n)
∗ ≥ n · log |A| and for κ > |A| − σ0 and ǫ > 0, by (19),
(Lnφ1[w])(x) =
∑
Tn
∗
(y)=x
e−(κ+ǫ)·r
(n)
∗ 1[w](y) ≤ |A|
−nǫ·
∑
Tn
∗
(y)=x
e−κ·r
(n)
∗ 1[w](y).
By Lemma 3.34 the pressure is finite for κ > |A| − σ0 and
lim
n→∞
1
n
log(Lnφκ+ǫ1)(x) ≤ PG(φκ)− ǫ · log |A|.
Thus for ǫ→∞, using (18), PG(φκ+ǫ)→ −∞.
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Moreover, PG (− (|A| − σ0) · r∗) = ∞ and PG is a decreasing con-
tinuous function of κ (see Theorem 4.6 of [Sar99]). Thus there exists
κ0 > |A| − σ0 such that PG(−κ0 · r∗) = 0.
By the variational principle for the topological pressure and Theo-
rem 1.1 in [BS03], the associated µ0 measure is the unique measure that
maximizes the quantity
h(T∗, µ0)−
∫
∆G
κ0rdµ0 = 0.
Thus h(Φ, µ˜0) =
h(T∗,µ0)
µ0(r)
= κ0 is maximal.
Theorem 3.38. The measure of maximal entropy for the suspension of
a quickly escaping win-lose induction is the suspension of the unique T∗-
invariant Borel measure µ equivalent to Lebesgue measure ν such that
log dµ
dν
is bounded by a constant at almost every point. Moreover, its en-
tropy is equal to |A|.
Proof. Let µ be a measure as in Corollary 3.32, we show that it is the
unique Gibbs measure for potential −κ0 ·r∗. According to Corollary 3.31,
we have indeed a constant Q > 0 such that
1
Q
≤
ν([x1, . . . , xn])
exp
(∑n−1
k=0 −|A| · r (σ
k(x))
) ≤ Q.
If µ is such that log dµ
dν
is bounded at almost every point, then it also
satisfies the same property for another constant Q. Thus it is by definition
a Gibbs measure for the potential −|A|·r and thus any acceleration r∗ with
zero topological pressure. Propositions 3.36 and 3.37 imply the result.
3.3.4 Subgraph parameter space
Let F be a quickly escaping subgraph of G. Similarly to ∆G we denote
by ∆G(F ) ⊂ ∆G or simply ∆(F ) the subset of points whose path belongs
to F . There is a natural bijection
ι : ∆F → ∆G(F ).
Let us assume that F is strongly connected and all letter in A is a
label of the subgraph. There exists a positive path γ∗ ∈ F which we will
use to acceleration win-lose induction. Notice that
r∗|∆(F ) ◦ ι = r∗F + δ
where r∗ is the accelerated roof function on F and δ is a non-negative
function.
We show in the remaining of the section that the Hausdorff dimension
of the space ∆(F ) can be expressed in terms of a zero of an equation
similar to what is obtained by Bowen in [Bow79].
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Theorem 3.39. Let F be a quickly escaping subgraph of G, then the
Hausdorff dimension of ∆(F ) satisfies
dimH ∆(F ) ≤ |A| − 2 +
κF
|A|
where κF is the unique positive real number satisfying
PG (−κF · (r∗F + δ)) = 0.
Proof. The map r∗F + δ can be seen as a roof function associated to an
alternative non-negative matrix representation M ′ of Π(v) such that if
Mγ∗ > 0 then M
′
γ∗ > 0. By Remark 3.28 it is also a Ho¨lder roof function
as in Lemma 3.36. Thus there exists a Gibbs measure µ˜ associated to the
potential −κ · (r∗F + δ) for all κ ≥ 0.
As δ ≥ 0, the pressure satisfies for all κ ≥ 0
PG (−κ · (r∗F + δ)) ≤ PG (−κ · r∗F ) .
Hence
PG (−κ · (r∗F + δ)) −−−−→
κ→∞
−∞.
As PG(0) =∞, by continuity and strong convexity of the pressure, there
exists a unique κF such that PG (−κF · (r∗F + δ)) = 0.
We consider the pushed forward measure µ := ι∗µ˜ which is also a Gibbs
measure for the potential equal to −κF · r∗ on ∆(F ) and 0 elsewhere.
According to Formula (16) in the definition of Gibbs measures, there
exists Q > 0 such that for all x in the intersection of the cylinder w =
[w1, . . . , wn] and ∆(F )
1
Q
·exp
(
−
m−1∑
k=0
κF · r∗(T
k
∗ (x))
)
≤ µ(∆∗w) ≤ Q·exp
(
−
m−1∑
k=0
κF · r∗(T
k
∗ (x))
)
.
In the following, we use for convenience the notations a . b and a ≃ b
to state that there exists a constant Q depending only on the choice of
graph and subgraph such that a ≤ Q · b and 1
Q
· b ≤ a ≤ Q · b respectively.
Corollary 3.31 implies that,
exp
(
|A|
m−1∑
k=0
r∗(T
k
∗ (x))
)
= |DTm∗ (x)| ≃
1
ν(∆∗w)
.
Thus, for all cylinder intersecting ∆(F ),
µ(∆∗w) ≃ ν(∆
∗
w)
κF /|A|. (22)
Let us introduce the notation α := κF /|A|.
For ǫ > 0, let F be a family of cylinders for T∗ that intersect ∆(F ) and
such that ν(∆∗w) < ǫ. Such a family exists since T∗ is uniformly expanding
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by Proposition 3.20.
As noticed in [AD16], simplices of dimension d = |A| − 1 satisfy a
useful property, on the number of balls necessary to cover them, to bound
Hausdorff dimensions.
Proposition 3.40. There exists K > 0 such that for all simplex ∆ of
dimension d, measure m and diameter less than 1, the minimal number
of ball of radius 0 < ρ ≤ m required to cover ∆ satisfies
Nρ ≤ K ·
m
ρd
.
In the case of m = ρ this implies Nρ ≤ K · ρ
1−d. Thus for all w ∈ F ,
one can find a covering {Bi} by less than K · ν
(
∆∗w
)1−d
balls of radius
ν
(
∆∗w
)
< ǫ. For this covering we then have∑
i
(diamBi)
δ ≤
∑
w∈F
K · ν
(
∆∗w
)1−d
· ν
(
∆∗w
)δ
.
By Formula 22,
∑
w∈F
ν
(
∆∗w
)κF /|A| ≃ ∑
w∈F
µ
(
∆∗w
)
= µ
 ⋃
w∈F
∆∗w
 .
Thus if 1− d+ δ ≥ κF /|A| then
∑
i(diamBi)
δ is bounded uniformly for
all ǫ. Then dimH ∆(F ) ≤ d− 1 + κF /|A|.
Corollary 3.41. For F subgraph of G, if F is quickly escaping, strongly
connected and admits a vertex for which one outgoing edge is in G and not
in F , the Hausdorff dimension of the parameter subset ∆(F ) is strictly
smaller than the dimension of ∆G.
Proof. The pulled back of r∗|∆(F ) has still bounded variations and the
pressure for the potential −κ · ι∗r∗∆(F ) by assumption is zero at κF . As
δ ≥ 0 the pressure satisfies
PG (−|A| · (r∗F + δ)) ≤ PG (−|A| · r∗F ) .
We prove in the following that the inequality is strict.
By Buzzi–Sarig theorem, there exists unique measures µ˜0 and µ˜1 sat-
isfying respectively
PG (−|A| · (r∗F + δ)) = h(T
F
∗ , µ˜0)−
∫
∆F
κF · (r∗F + δ) dµ˜0
and
PG (−|A| · r∗F ) = h(T
F
∗ , µ˜1)−
∫
∆F
κF · r∗F dµ˜1.
Moreover each measure maximize the right-hand side quantity.
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If µ˜0 6= µ˜1,
h(TF∗ , µ˜0)−
∫
∆F
κF · r∗F dµ˜0 < h(T
F
∗ , µ˜1)−
∫
∆F
κF · r∗F dµ˜1,
and
PG (−|A| · (r∗F + δ)) < PG (−|A| · r∗F ) .
If µ˜0 = µ˜1, the measure is equivalent to Lebesgue measure according
to Theorem 3.38. Let us pick a cylinder associated to a path that passes
through a vertex to which we have removed an edge. The map δ is positive
on this cylinder and continuous thus there exists a ball in the cylinder on
which δ is larger than a constant ǫ > 0. Hence∫
∆F
δ dµ˜0 > 0.
Again we have,
PG (−|A| · (r∗F + δ)) < PG (−|A| · r∗F ) .
In either case PG (−|A| · (r∗F + δ)) < 0 hence κF < |A|.
The proof of Theorem 3.39 also implies a result on the existence of a
measure of maximal entropy similar to Theorem 3.38.
Theorem 3.42. The measure of maximal entropy for the restriction of
the suspension of a quickly escaping win-lose induction defined on ∆G to
a subgraph parameter subset ∆(F ) is the product of the unique Gibbs mea-
sure associated to κF and the Lebesgue measure ν. Moreover, its entropy
is equal to κF .
Notice in particular that this gives an intrincic definition of κF as the
entropy of the suspension flow on the fractal which hence does not depend
on the choice of acceleration.
40
4 Continued fraction algorithms
In this section, we describe how to associate to a large set of examples of
linear simplex-splitting MCF algorithm (in the sense of Lagarias [Lag93])
a conjugate simplicial system. This hopefully will make the general al-
gorithm clear. We are able to check the quick escape property using the
criterion introduced in Section 3.2 for all known ergodic algorithms we are
considering. The only limit case in which our criterion does not apply is
given by the Poincare´ algorithm in dimensions larger or equal to 4.
We will start with two simple examples, the fully subtractive and
Poincare´ algorithms, for which it is easy to derive from their classical
description an associated simplicial system. One of the reason that make
these examples easier to describe in terms of simplicial systems is the fact
that their domains of definition are all sent to the whole simplex by the
corresponding map.
We then present a general strategy to compute these simplicial sys-
tems and apply it to Brun and Selmer algorithms. We finish by computing
a simplicial system which induces the Rauzy gasket in every dimension.
This will induce in particular a simplicial system description of Arnoux–
Rauzy–Poincare´ algorithm.
As a consequence we have a unified proof that Brun and Selmer and
Arnoux–Rauzy–Poincare´ algorithms are ergodic for their unique invari-
ant measure equivalent to Lebesgue. Moreover this measure induces the
unique measure of maximal entropy on their canonical suspension.
Ergodicity for Brun and Selmer algorithms in all dimension is due
to Schweiger [Sch00], for Arnoux–Rauzy–Poincare´ it has been proved in
[BL13]. The result on Hausdorff dimension has been proved in dimension
2 in [AHS16].
4.1 Two full-image examples
4.1.1 Fully subtractive algorithms
The fully subtractive algorithm in dimension 3 can be described by the
map, defined at almost every point, F : (x1, x2, x3) ∈ R
3
+ → (x
′
1, x
′
2, x
′
3),
where if {i, j, k} = {1, 2, 3} and xi > xj > xk,
x′i = xi − xk, x
′
j = xj − xk, x
′
k = xk.
This map corresponds to a step for the win-lose induction in the graph
with one vertex and three edges of distinct labels, represented below.
This first example has stable subgraphs, in which the orbits will even-
tually be trapped. This corresponds to the behavior proved in [Nog95]
for the 3-dimensional Poincare´ algorithm where one coordinate remains
much bigger than the two others which decrease very fast by applying a
continued fraction algorithm to them.
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◦1
2
3
This construction generalizes to fully subtractive algorithms in dimen-
sion n > 3 by taking a single edge with n loops labeled by n different
letters.
4.1.2 Poincare´ algorithm
Poincare´ algorithm has been introduced by Poincare´ as a generalization
of the continued fraction algorithm and was later studied and generalized
in [Nog95]. It can be described by the map
F : (x1, x2, x3) ∈ R
3
+ → (x
′
1, x
′
2, x
′
3),
where if {i, j, k} = {1, 2, 3} and xi > xj > xk,
x′i = xi − xj , x
′
j = xj − xk, x
′
k = xk.
This map corresponds to the first return map of the simplicial system
represented on Figure 7 to the white node (where all white nodes are
identified). The first step is determining which coordinate is the smallest
of the three and subtracting it to the other two. The second step is com-
paring the two initially largest coordinates and subtracting the smallest
to the largest. This is precisely describing Poincare´ algorithm.
◦
•• •
◦◦ ◦◦ ◦◦
1
2
3
23 13 12
Figure 7: Poincare´ algorithm as a simplicial system.
Notice that the induction associated to the subgraph G{1,2}, whereG is
the graph represented on Figure 7, is equivalent to Rauzy induction on two
intervals. As for fully subtractive algorithms, this subgraph is stable by a
result of Nogueira [Nog95]. For a higher dimension n Poincare´ algorithm
this tree graph construction generalizes by starting with a vertex of degree
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n with n edges labeled by distinct letters and removing the outgoing edge
of the ingoing label for each new vertex; when there is only one label left,
we identify the vertex to the root.
Dimensions n ≥ 4 are the only classical examples to our knowledge
for which the criterion developed in Section 3.2 does not apply and which
does not has obvious stable subgraphs.
4.2 Other examples
We first deal with examples that do not have full image. Let
I1, . . . , In ⊂ ∆
be all the different image sets of the domain on which the given algorithm
is a linear map. In the following examples these domains of definition cor-
respond to the different cases depending on the order of the coordinates
and will thus be indexed by the corresponding permutations. Moreover,
the image sets Ik will form a finite cover of the set ∆.
Let π be the finite-to-one projection from the disjoint union of the
sets Ik to ∆. We will construct a simplicial system for which a first re-
turn to a given set of vertices of the win-lose induction map T∗ satisfies
π ◦ T∗ = F ◦ π and thus has the same dynamical properties as F .
If d is the dimension of the simplex ∆, by assumption on simplex-
splitting MCF, for all k, there exists a matrix in SL(d + 1,Z) that sends
projectively Ik to ∆. We make the further assumption that the inverse of
these matrices are non-negative. In the examples we consider, the image
sets are a union of domain sets up to higher codimension subsets. Consider
the graph whose vertices are all the image sets and draw an edge between
Ik and Il if there is a domain contained in Ik which is sent to Il by a
matrix in SL(d+ 1,Z).
Remark. If for some given MCF this condition is not met, one can try
to divide the domains of definition in smaller piece.
Proposition 4.1. If two non-negative matrices in SL(d+ 1,Z) have the
same projective action on the extremal points of ∆ then they are equal.
Proof. Let v1, . . . , vd+1 be the vectors defining the extremal points of ∆.
Assume the images of these vectors by the first matrix are w1, . . . , wd+1.
For the second matrix they must be by assumption α1w1, . . . , αd+1wd1 .
Moreover, as the matrices are both non-negative of determinant 1, we
have
∏d+1
k=1 αk = 1, hence α1 = · · · = αd+1 = 1.
In particular, it is enough to describe the action of a simplicial system
on the extremal points of its linear domains to fully characterize it. As we
are reduced to the full image case, it is enough to find a graph that splits
each simplex Ik into the domain subsimplices it contains and to connect
the endpoints of this graph with the corresponding image sets. This will
define the right simplicial system up to permutation of the extremal points
of the simplex. Checking the action on the extremal points of the simplex
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will be dealt with in the following by discussing labeling of the length
vectors coordinates. This is in general straightforward but will have to be
discussed further in the case of Selmer algorithm.
Remark. This issue can always been dealt with up to taking a finite num-
ber of copies of the image set with different labellings.
4.2.1 Brun algorithms
The Brun algorithm, introduced by Brun in 1957, is described in di-
mension 3 by the map F : (x1, x2, x3) ∈ R
3
+ → (x
′
1, x
′
2, x
′
3), where if
{i, j, k} = {1, 2, 3} and xi > xj > xk,
x′i = xi − xj , x
′
j = xj , x
′
k = xk.
The definition domains of this map are given by the order of the co-
ordinates and the action of the map on these domains is described by
Figure 8a. The Figure gives the action on the extremal points up to per-
mutation, to specify it let us remark that each small triangle is sent to
the large one which has a common side with the small one and contains
the central point of the simplex.
The image sets as introduced above are all the 6 halves of the simplex
which we will denote by the relation on two coordinates that define them.
They are represented on Figure 8b.
(1, 0, 0) (0, 1, 0)
(0, 0, 1)
F
−→
(a) action on simplicial domains.
2>3
3>2
1>3
3>1
2>11>2
(b) image domains.
Each of these halves of the simplex is itself cut into three parts that
are sent by Brun algorithm to three different halves. The combinatoric
of theses domains are represented in Figure 9. Where the dashed arrows
and states are identified with the states of same label.
We can convert the three cuts in the simplex to a sequence of compar-
ison between the three coordinates, as in Figure 10. Where the dashed
arrow on left and right are identified with one another.
The actions on the three subsimplices in the image domains can be
described by the graph in Figure 10.
Following the arguments developed in the beginning of the section, we
obtain the following proposition, which will generalize to higher dimen-
sions.
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2 > 3 3 > 1 1 > 2
2 > 11 > 33 > 2
2 > 3
3 > 2
Figure 9: Combinatoric of Brun algorithm image domains.
2 > 3
•
•
3 > 1
•
•
1 > 2
•
•
2 > 11 > 33 > 2
3 2
1
1 3
2
2 1
33 23
1 1
31
2
12
3
1 2 33
2 31 1
Figure 10: Brun algorithm as a simplicial system.
Proposition 4.2. Let T∗ be the first return map of the win-lose induction
induced by the simplicial system defined on Figure 10 to the white circle
vertices, then we have π ◦ T∗ = F ◦ π.
In dimension 3 there is an extra symmetry in the graph that enables
us to define a conjugate algorithm on a simplicial system on 9 vertices.
Indeed each top black vertex has its vertex labeled and pointing to a
vertex exactly as for the black vertex at its bottom right. Thus we can
identify these pairs of black vertices to obtain a smaller graph (the one
represented in Figure 2 defining the same algorithm.
Moreover we only need to check the quick escape property for 2 letters
subgraphs. In G1,2, the strongly connected components are two loops
around 1 > 2 and 2 > 1 which are clearly quickly escaping. The same is
true for any two letters and implies the following proposition.
Proposition 4.3. Brun algorithm in dimension 3 is simply connected
and non-degenerating.
This construction can be generalized to all dimensions. For any n ≥ 2,
the Brun algorithm is defined by the map,
F : (x1, . . . , xn) ∈ R
n
+ → (x
′
1, . . . , x
′
n),
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where for σ ∈ Sn defined such that xσ1 > · · · > xσn ,
x′σ1 = xσ1 − xσ2
x′σi = xσi for all i ≥ 2.
The domains of definition depend again on the order of the coordinates.
They can be labeled by permutations in Sn and will be denoted by Dσ for
any σ ∈ Sn. For any σ ∈ Sn the corresponding domain is sent bijectively
by F to the subsimplex defined by the equation x′σ2 > · · · > x
′
σn which
will be denoted by Iσ. We change basis to have a simplex corresponding
to a whole positive cone and for which the labels are compatible:
yσn = x
′
σn , yσn−1 = x
′
σn−1 − x
′
σn , . . . , yσ2 = x
′
σ2 − x
′
σ3 and yσ1 = x
′
σ1 .
In Iσ, the coordinate x
′
σ1 can be in any position, in other words,
Iσ =
⋃n
k=1D(1...k)σ. Thus the corresponding combinatoric graph has
vertices from Iσ to all I(1...k)σ with 1 ≤ k ≤ n. Now the algorithm can be
decomposed into first checking if x′σ1 is smaller than x
′
σn , if so, F sends
the domain in I(1...n)σ, otherwise, we check if x
′
σ1 is smaller than x
′
σn−1 ,
if so, F sends the domain to I(1...(n−1))σ and so on and so forth. . . .
One can check that this corresponds for a simplicial systems on coor-
dinates y, to compare yσn and yσ1 , then if yσ1 wins, compare yσn−1 and
yσ1 (since yσ1 will be equal to x
′
σ1 − x
′
σn), . . . .
This description is giving us the corresponding vertices and labels be-
tween the image domains, it is represented on Figure 11.
Iσ • . . . • • Iσ
I(1...n)σ I(1...(n−1))σ I(123)σ I(12)σ
σ1
σ1 σ1 σ1
σn σn−1 σ4 σ3 σ2
Figure 11: Brun algorithm as a simplicial system in dimension n.
To each image domain Iσ corresponds a white circle vertex in the
simplicial system. As described in the introduction to the section and
in the case of dimension 3, we relate this win-lose induction to Brun
algorithm.
Proposition 4.4. Let T∗ be the first return map of the win-lose induction
induced by the simplicial system on Figure 11 to the white circle vertices,
then we have π ◦ T∗ = F ◦ π.
Proposition 4.5. Brun algorithm in all dimensions is simply connected
and non-degenerating.
Proof. The graph is clearly strongly connected and all labels in {1, . . . , n}
appear at least once.
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Let us denote by G the graph in Figure 11 and let L be a non trivial
subset of A. In the subgraph GL, for a white circle vertex labeled by
Iσ, the accelerated win-lose induction to the next white circle vertex acts
on the permutation σ by inserting σ1 in front of the last losing label.
Let us define m := max{i ≥ 0 | σ([n − i + 1, n]) ⊂ L} then the set
M := σ([n−m+1, n])∩L is non-decreasing for the accelerated induction.
Hence this set is invariant in a strongly connected component.
Now consider a white circle vertex labeled Iσ with an associated in-
variant set M ⊂ L. The intermediate black vertices all have two edges
one of which is labeled by σ1. Thus if σ1 is not in L then there are no
vertices with more than one edge labeled in L.
If σ1 is in L, the connected component contains only the sequence
of edges labeled by σn, σn−1, . . . , σn−m+1, since the last vertex in this
sequence points either to a black vertex with a label in L or to a white
circle vertex labeled by σ1 in L. For each of the vertices in the sequence,
but the last, there are two edges labeled in L. Nevertheless, the edge
labeled by σ1 points to a white circle vertex for which the invariant set is
M ∪ {σ1}.
4.2.2 Selmer algorithms
Introduced by Selmer in 1961 [Sel61], the Selmer algorithm in dimension
3 is defined by
F : (x1, x2, x3) ∈ R
3
+ → (x
′
1, x
′
2, x
′
3),
where if {i, j, k} = {1, 2, 3} and xi > xj > xk,
x′i = xi − xk, x
′
j = xj , x
′
k = xk.
Figure 12 describes the action of Selmer algorithm on its simplicial do-
mains. Notice that unlike Brun algorithm, the image domains are not cov-
ering the simplicial domains defining the map. This is related to the fact
that the subsimplex D defined by xi < xj + xk for all {i, j, k} = {1, 2, 3}
is an invariant attractive subset of this algorithm.
(1, 0, 0) (0, 1, 0)
(0, 0, 1)
F
−→
Figure 12: Action on simplicial domains.
Restricted to D, the algorithm admits a simple description. In Fig-
ure 13, we represent the action of the restriction of the Selmer algorithm
on D, define new labels for a basis of the simplex D and for image do-
mains. On this domain, the vertex 2 is fixed and the central one is sent
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to 1.
(1, 0, 1) (0, 1, 1)
(1, 1, 0)
F|D
−−→
2 1
3
c
ba
Figure 13: Action on the restriction and image domains.
This restriction of the algorithm is described by the graph in Figure 14.
This graph is clearly non-degenerating and corresponds to Cassaigne al-
gorithm given by the map
F|D : (x1, x2, x3) ∈ R
3
+ →
{
(x1 − x3, x3, x2) if x1 > x3
(x2, x1, x3 − x1) if x3 > x1
.
The domains a, b, c correspond to marking the permutation action of
the Cassaigne algorithm on the coordinates of the vector.
a
b
c
2 3
1
1 2
3
Figure 14: Cassaigne algorithm as a simplicial system.
Proposition 4.6. Let T be the win-lose induction induced by the simpli-
cial system on Figure 14, then we have π ◦ T∗ = F|D ◦ π.
As a straightforward consequence we obtain the following proposition.
Proposition 4.7. Selmer algorithm in dimension 3 restricted to D is
simply connected and non-degenerating.
Let us consider the generalization of this algorithm for n ≥ 3,
F : (x1, . . . , xn) ∈ R
n
+ → (x
′
1, . . . , x
′
n),
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where for σ ∈ Sn defined such that xσ1 > · · · > xσn ,
x′σ1 = xσ1 − xσn
x′σi = xσi for all i ≥ 2.
As for Brun algorithms, the domains of definition are labeled by Sn and
will be denoted by Dσ for any σ ∈ Sn. Similarly to dimension 3, there
is a stable subsimplex D defined by the equations xσ1 < xσn−1 + xσn . In
the following, we consider the map F|D and Dσ denotes the intersection
of this set with D.
For any σ ∈ Sn the domain Dσ in D is sent bijectively by F|D to the
subsimplex defined by the equations x′σ2 > · · · > x
′
σn and x
′
σ1 < x
′
σn−1
which will be denoted by Iσ. In Iσ the coordinate x
′
σ1 can either be in
position n − 1 or n, in other words, Iσ = D(1...(n−1))σ ∪ D(1...n)σ. Thus
the corresponding combinatoric graph has vertices pointing from Iσ to
I(1...(n−1))σ and from Iσ to I(1...n)σ.
We first define a labeling for the basis which will help us keep track
of the permutation of the extremal points of the simplex. This is a gen-
eralization of what we did previously on Selmer algorithm in dimension
3.
The point for which all coordinates but one are equal to 1 and the other
is equal to 0 is an extremal point of D and is fixed by the algorithm. We
label each of these points by the label corresponding to its zero coordinate:
vα = 11 . . . 10
α
1 . . . 1.
This is what we did before in Figure 13. Now observe that Iσ is the convex
hull of vσn , vσ1 , c and wk for 2 ≤ k ≤ n− 2, where c is the point for which
all coordinates are equal to 1 and
wk(i) =
{
1 if i = σ2, . . . , σk
1
2
otherwise
.
On each of these subsimplices the algorithm only compares coordinates
in vσ1 and vσn , thus these two labels are the only ones that matter. In
this labeling, σ1 loses when xσ1 > xσn and vice-versa, which may be
counter-intuitive. The graph for Selmer algorithm is thus described by
Figure 15.
Iσ I(1...(n−1))σ
I(1...n)σ
σn
σ1
Figure 15: Selmer algorithm as a simplicial system in dimension n.
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Proposition 4.8. Let T be the win-lose induction induced by the simpli-
cial system on Figure 15, then we have π ◦ T∗ = F|D ◦ π.
Proposition 4.9. Selmer algorithm restricted to D in all dimensions is
simply connected and non-degenerating.
Proof. The graph is strongly connected since the permutation group is
generated by the two cycles (1 . . . n) and (1 . . . (n − 1)). Moreover, all
labels in {1, . . . , n} appear at least once.
Let us denote by G the graph in Figure 15 and let L be some non
trivial subset of A. The property that σn is in A \ L is invariant in the
subgraph GL, so in a strongly connected component σn is either always
or never in L.
If σn is in A\L then for all vertices in the strongly connected compo-
nent one of the two edges in not labeled in L.
If σn is in L, it remains so in the next step unless σ1 is in A \ L.
But at each step the numbers σ1, . . . , σn−1 are shifted to the left in the
permutation. Hence in less than n steps, the permutation is such that σ1
is in A \ L.
4.3 Rauzy Gasket and Arnoux-Rauzy-Poincare´
Following [AS13], we define the Rauzy gasket in arbitrary dimension n ≥
2. Let C = {(x1, . . . , xn) ∈ R
n
+ | xj ≤
∑
i6=j xi, ∀j} and the Arnoux-
Rauzy map,
F : (x1, . . . , xn) ∈ R
n
+ \ C → (x
′
1, . . . , x
′
n),
where for σ ∈ Sn defined such that xσ1 > · · · > xσn ,
x′σ1 = xσ1 −
n∑
i=2
xσi
x′σi = xσi for all i ≥ 2.
Consider the limit set,
G =
⋂
n≥0
F−n(Rn+ \ C).
The Rauzy gasket is the intersection G ∩∆, where
∆ := {(x1, . . . , xn) |
∑
xi = 1}.
Observe that in a simplicial system point of view, the map F first
splits the simplex depending on the order of the coordinates then for each
ordering σ ∈ Sn sends the subsimplex defined by xσ1 >
∑n
i=2 xσi to the
whole simplex and is not defined on the other parts. The graph will thus
have two main parts: one connecting Iσ states to I˜σ which will be the
same as for Brun algorithm and another one which connects states I˜σ to
Iσ cutting out the parts on which the algorithm is not defined.
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Iσ • . . . • • I˜σ
I˜(1...n)σ I˜(1...(n−1))σ I˜(123)σ I˜(12)σ
σ1
σ1 σ1 σ1
σn σn−1 σ4 σ3 σ2
Figure 16: Part of the graph for Rauzy gasket connecting Iσ to I˜σ.
Now consider the compatible basis introduced for Brun algorithm
yσn = xσn , yσn−1 = xσn−1 − xσn , . . . , yσ2 = xσ2 − xσ3 and yσ1 = xσ1 .
In this basis, the condition xσ1 <
∑n
i=2 xσi is given by
yσ1 < yσ3 + 2yσ4 + · · ·+ (n− 2)yσn .
This is given by a graph with a sequence of edges from I˜σ to Iσ labeled in
the following order: σ3, twice σ4, . . . , n− 2 times σn. For each vertex in
this sequence, starting with I˜σ, there is an edge labeled by σ1 and going
out.
I˜σ • • • . . . • Iσ
× × × × ×
σ1
σ1 σ1 σ1 σ1
σ3 σ4 σ4 σ5 σn σn
Figure 17: Part of the graph for Rauzy gasket connecting I˜σ to Iσ.
Let F be the subgraph of the graph defined in Figure 16 and Figure 17.
From the construction it is clear that we have,
Proposition 4.10. π (∆(F )) = G.
Moreover, the subgraph F is dynamically equivalent to the graph defin-
ing Brun algorithm (it can be accelerated to the Brun algorithm) since
the only added edges are of degree one. Thus we have,
Theorem 4.11. The Rauzy gasket in any dimension n ≥ 3 has Hausdorff
dimension strictly smaller than n − 1 and its canonical suspension flow
has a unique measure of maximal entropy.
Finally we remark that in dimension 3, the Poincare´ algorithm acts on
C as described on Figure 18.
This gives us a natural way to describe Arnoux-Rauzy-Poincare´ algo-
rithm in dimension 3, consisting in applying the Arnoux-Rauzy map on
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−→
Figure 18: Action of Poincare´ algorithm on a subdomain of C.
Rn+ \ C and the restriction of Poincare´ map on C (see [BL15]). We only
need to make the edges pointing to the hole vertex × from I˜σ point to
I(123)σ as represented on Figure 19.
I˜σ Iσ
I(123)σ
σ1
σ3
Figure 19: Connection for Arnoux-Rauzy-Poincare´ in dimension 3.
As for Brun algorithm in dimension 3, we only need to check the quick
escape property for two letter subgraphs, say G1,2. Here again the strongly
connected components will be two loops around 1 > 2 and 2 > 1 formed
by 3 edges. Which implies,
Proposition 4.12. The Arnoux-Rauzy-Poincare´ algorithm in dimension
3 is simply connected and non-degenerating.
Observe that the generalization of this algorithm to higher dimension
will have more complicated combinatorics, since the images induced by
the edges going out of the graph of Arnoux-Rauzy will for new sets of
images. Perhaps another more natural way to generalize this algorithm
in the simplicial system point of view would be to connect all these edges
to I(1...n)σ. This will again be a quickly escaping simplicial system.
Link with Baragar constants In this paragraph we show that con-
stants computed by Baragar in [Bar98] correspond to κF in Theorem 3.39.
By Proposition 3.30 the transfer operator Ls considered in [GMR19]
(see formula (4.3) and Lemma 44 in their paper) is the Ruelle operator
considered above
Ls(f)(x) =
∑
T∗(y)=x
e−s·r∗(x)f(y)
with an alternative acceleration of the algorithm. Following [GMR19],
according to Ruelle–Perron–Frobenius theorem (Theorem 39) there exists
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a positive real number λs which is the eigenvalue with the largest real
part. This eigenvalue satisfies λs = e
PG(−s·r∗) in this setting of full shift
with bounded variations (see Theorem 2 in [Sar03]). As remarked after
Proposition 43, the number s such that λs = 1 corresponds to to Baragar’s
constants.
Moreover these numbers coincide with the solution of the equation
PG(−s · r∗) which has an intrinsic definition as the entropy of the suspen-
sion flow of on the fractal as described in Theorem 3.42.
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