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ABSTRACT
Liquid slosh is a potential source of disturbance of the motion of a moving structure. In this the-
sis, we probe the damping technique of sessile drop by absorbing a portion of the kinetic energy.
The sloshing dynamics are typically represented by a mechanical model of a spring mass damper.
However, damping by drop sloshing is dependent on viscosity, surface tension, drop size and drop
location. We explore highly-coupled fluid-solid mechanics using singular liquid drop with vary-
ing viscosity and surface tension resting on a millimetric cantilever. Cantilevers are displaced 0.6
mm and their free end is allowed to vibrate freely. Cantilever vibration causes drops to deform, or
slosh, which dissipates kinetic energy via viscous dissipation within the drop. A solid weight with
the same mass as experimental drops is used to compare the damping imposed by liquids, thereby
accounting for other damping sources. Neither the most viscous nor least viscous drops studied im-
posed the greatest damping on cantilever motion. Instead, drops of intermediate viscosity strike the
most effective balance of sloshing and internal dissipative capacity. The removal of pinned drops
from small, delicate surfaces such as sensors and flight surfaces on micro-flyers can be challenging
due to remote location and small scale and they require large deflection. Robustness is enhanced
when such surfaces, of comparable scale to deposited drops, can remove deposition without ex-
ternal influence. Drop ejection for drops larger than the capillary length, can be a complicated,
multi-stage event in which fluid removal occurs through multiple mechanisms in sequence. In this
combined experimental and theoretical work, we propose drop release mechanism from elastic
materials and characterization of drop sloshing damping. In our primary work, we observe three
principal modes of drop release that can be singly witnessed under the appropriate set of cantilevers
and drop conditions. We categorize these three release modes as sliding, normal-to-cantilever ejec-
tion, and pinch-off. We found that, the selection of system variables such as cantilever length L (a
proxy for stiffness), drop location, drop size and wettability allows for the solicitation of a particular
ejection mode.
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Technological advancements in fabrication, manufacturing and control systems implies that robots
are becoming smaller, comparable in size to insects . Micro-aerial vehicles (MAVs) range in size
from 10 cm down to a few millimeters [4, 5, 6, 7]. These small flying machines are engaging for
search-and-rescue and military operations because of the greater control and the ability to reach
remote places which humans or traditional robots can not reach. In parallel with the engineering
of MAVs, vigorous efforts continue to be made into understanding flight in the natural world, such
as the flight of birds and insects [8, 9]. Translational and rotational aerodynamics explain wing
motion precision and sensitivity due to the change in morphology [10, 11, 12, 13, 14, 15, 16, 17,
18, 19, 20]. Flying insects face many different environmental challenges, contending with rain,
fog, dew and other airborne particles which can deposit additional mass onto the wing surface
[21, 1, 22, 23]. The accumulated drops across the insect body can be many times its mass, inhibiting
or preventing flight [1, 24]. Insects provide a template that we emulate, as seen in Figure 1.1.
To overcome this threat, mosquitoes apply a modified wingbeat during flight startup, the flutter
stroke [1]. The flutter stroke persists for approximately 4 milliseconds at nearly double the in-flight
wingbeat frequency, during which the wingtip deflection is around 10 percent of a normal stroke,
imparting high-accelerations in excess of 2400 gravities to particles adhered to wings. This simple
yet effective technique inspires further investigation of systems where the dynamics of the substrate
and fluid are coupled, enhancing the paradigm of liquid drop motion control to a greater level of
complexity.
Organisms are multi-degree-of-freedom, hierarchically organized, nonlinear systems. Their re-
sponse to the environmental hazard come from visual and sensory system [25, 26]. Liquid drops







Figure 1.1: (a) In nature, dewfall loads flight critical surfaces with droplets. However, it has been observed
[1] that mosquitoes have a special wingbeat, a ‘flutter stroke,’ specifically displayed for contaminant removal.
(b) Our laboratory system, flexible polymeric cantilevers topped with drops is inspired by the mosquito.
hysteresis [27]. Generally insect wings are hydrophobic or superhydrophonic in nature [23]. It has
been observed that liquid drop can move directionally in both static and dynamic states [27] which
changes the drop mass and volume over time. An understanding of how liquid drops prevent natural
motion of the insect wings will lead to better understanding of how the insect remove it.
1.2 Background & Previous Work
1.2.1 Damping by Drop Sloshing
Insect wings are considered to be a cantilever system. A simple cantilever motion is generally well-
understood and numerousmodels are available to determine both aerodynamic damping [28, 29, 30]
and the internal dissipation of energy[31, 32, 33]. Dissipative forces arise from the cantilever
material and external forces such as air drag, decaying free vibration [34]. Mass placed at the
2
cantilever tip is a straightforward method to augment cantilever dynamics compared to naked can-
tilevers, including the nature of vibration damping. Rigid masses contribute no appreciable inter-
nal damping, but impart inertia that can prolong vibration. In contrast, particle impact dampers
[35, 36, 37, 38, 39] (PIDs) hold hundreds to thousands of particles as a single concentrated mass
that moves freely within a rigid shell to produce damping via particle impact [40, 41, 42], friction
[42, 43, 44, 45], and hysteretic particle deformation [46, 47]. PIDs are effective over wide tempera-
ture and frequency ranges, and can be found on applications including tennis rackets[48], spacecraft
[49], turbomachinary [50], and civil structures [51].






























Figure 1.2: (a) Photo sequence of drop deformation for glycerin (G1). (b) Comparison of cantilever tip
displacement with solid (S) and liquid (G1) masses.
Analogous to the impact of particles in a PID, liquid motion at all scales, both continuous flow and
oscillatory motion, dissipates energy. Liquid sloshing in open containers with external excitation
is an important phenomenon in engineering applications including trucking liquids [52, 53, 54],
fuel sloshing and buffeting problems of aircraft [55, 56], and creation acoustic noise in automotive
3
fuel tank [57, 58, 59]. Both theoretical [60, 61, 62] and experimental [63, 64] analyses have been
extensively employed to examine the physics of liquid motion damping by sloshing in a container
by tracking the motion of the free surface. Energy dissipation is likewise pertinent for exceedingly
small liquid bodies, singular drops. Inertial forces deform liquid drops while surface tension im-
parts sphericalness to gas-liquid interfaces. When a drop is deformed from equilibrium, its return
to equilibrium is achieved by performing damped oscillations [65, 66, 67, 68, 69], or sloshing.
The capability of drops to damp disturbances across ranges in size, viscosity, and surface tension
remains understudied.
Millimetric cantilevers provide a simple dynamic system by which to investigate damping by liquid
drops. Below critical accelerations, drops remain atop the cantilever and slosh, rather than eject, as
the cantilever vibrates. At this scale, drops behave similar to miniature PIDs by contributing a mass
which deforms with cantilever motion [70, 71, 67] as pictured in Figure 1.2a. A qualitative visual
of drop damping compared to a solid mass of equivalent weight can be seen in Figure 1.2b. Surface
tension constrains drop flow while governing an equilibrium shape. Viscosity acts in concert to
further restrain flow and dissipate energy. Damping by a sloshing drop has been quantified for very
narrow conditions when the cantilever base is excited in first-mode vibration [67, 72]. Damping
by drops is known to depend on base frequency, cantilever surface wettability, drop position, drop
size, and liquid viscosity [67, 72]. With a fixed cantilever base, free vibration is induced by an
initial deflection of the free end.
1.2.2 Insect Flight Sensors and Wing-beat Modification
Some applicationswill require the removal of fluids from a solid substrate altogether. An example of
the criticality of mass removal is the maintenance of small flight surfaces clean of debris, including
moisture deposited from rain or dewfall [1, 73, 74]. For small flyers, such as insects and burgeoning
robots of similar scale, the threat tendered by accumulated drops on flight surfaces is severe because
the addition ofmass alters bothwing aerodynamics and the dynamics ofmotion. These small bodies
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are tuned to operate within a narrow window of conditions [75, 76, 77, 78]. What is an effective
method to quickly dry small surfaces with little input? Inspiration for our system of study comes
from Dickerson et al (2014) [1], who made the observation that wet mosquitoes employ a modified
wingbeat at flight startup to remove moisture. This maneuver is comparable to forcibly driving a
free beam near one of its harmonic modes, such that free end deflection is greater than the fixed
end. This ‘flutter stroke’ creates dramatic deflection in a mosquito’s wings and disperses a number
of small drops in milliseconds, as shown Figure 1.3a. During the flutter stroke phase lasting 4 ms,
the wings beat at 875 Hz, more than twice the in-flight frequency of the Anopheles freeborni used
in tests. During the flutter stroke, the wingtip amplitude, at less than 1 mm, is roughly 10% of a
normal stroke, but produces higher acceleration on adhered drops. For an amplitude of 0.8 mm and
frequency f = 875 Hz, the flutter stroke generates 2500 gravities (g). Thus, this motion shown in
Figure 1.3b is explicitly for removing drops, and not for flight.
Figure 1.3: (a) Photographic sequence of a mosquito employing a flutter stroke to remove drops. (b) Time-
course of the vertical position of the wingtip measured with respect to its initial state [1]
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1.2.3 Drop Motion on Solid Surface
Inspired by insect wing-beat modification, we consider dropmotion and release from flexible, milli-
metric cantilevers with a cantilever boundary condition, a simple fluid-structure system that moves
in two dimensions. Motion from a forced base produces first-mode cantilever bending which, at
sufficient acceleration, releases all or a portion of the fluid drop resting closer to the cantilever tip
than the base. Such a simple system is of physical interest because temporal bending of a millimet-
ric cantilever and a deforming drop are highly-coupled, complicating the predictions and conditions
for drop release. Additionally, our chosen system is motivated by fluid control and the ability of
surfaces to rapidly remove contaminants. It is often desirable to merge fluid drops, establish flow
inside a drop, linearly displace drops, or remove drops from a surface altogether [79], all of which
may be done with tuned motion of a supporting substrate.
Traditional studies of drop motion on a solid surface have been constrained to one-dimensional
surface motion which deforms [80, 81, 79, 82, 83] or shatters drops [70], and those which consider
sliding induced by wind shear [84, 85] or body forces [86]. Drops of radius of ∼5 mm and larger
can be removed by gravity, but displacement of smaller drops in sliding or ejection type motion
is difficult, particularly those smaller than the capillary length lc =
√
∕g = 2.7 mm (for water),
where , , and g are fluid density, surface tension, and acceleration due to gravity respectively. For
a drop to move, contact angle hysteresis must be overcome [80, 82]. This is perhaps most elegantly
witnessed in sessile drops adhered to vertical surfaces. When the surface is vibrated parallel to
gravity, the induced acceleration may permit the drop to remain static, fall, or climb upward [82].
Lateral vibration is diffused in the Stokes layer, but competing inertial and Laplace forces in the
upper portions of the drop lead to the expression of capillary waves on the surface [81].
Drop motion control efforts have primarily aimed to displace drops linearly [87], merge multi-
ple drops [88, 89], or establish internal flow [90]. In the simplest motions, however, complicating
nonlinear drop deformation arises which is not fully understood for all substrate perturbations. Pre-
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vious studies have investigated drop motion by moving contact lines [91, 92, 93, 94, 95, 96, 97] and
pinch-off [98, 99] using ultrasound [79, 100] and vibration-induced motion [81, 83, 101, 85]. The
transition between pinned motion and contact line movement occurs when the deviation of contact
angle exceeds the contact angle hysteresis for both horizontally [102] and vertically [83] vibrated
sessile drops. If contact angle hysteresis is sufficiently large, drops which are otherwise stationary
on a vertical surface can be migrated against gravity with surface vibration [103]. Vertical pertur-
bations of horizontal substrates induce axisymmetric, linear drop oscillations, and pinned contact
lines at low amplitudes [83]. At high vibration amplitudes contact lines exhibit stick-slip motion
and fluid oscillations are nonlinear, with nodes developing on the surface. The critical Bond num-
ber by which sliding, or contact line depinning, occurs under gravity can change with the history of
inertial force [86]. At ultrasonic vibration frequencies, the drop can experience internal flow that
deforms the free surface and unpins the contact line [79], or shatters the drop altogether[104, 70].
The aforementioned studies consider drop motion by one-dimensional substrate displacement. The
two-dimensional drop-cantilever system studied here was first introduced to investigate the impact
dynamics of drops on hydrophobic laminar leaves [105]. Environmental contaminants and seasonal
changes to leaves which lower the water-repellency of foliage, increase the torque exerted to the
leaf impacted by a raindrop. Inspired by insects, we study the drop-cantilever system from the
opposing perspective–drop removal by the cantilever. Drop ejection from a beam occurs via three
different modes: normal-to-substrate ejection, sliding, and pinch-off. Theoretical prediction of
ejection modes with a given set of input variables is not a closed problem and complicated by drops’
time-dependent deformation, or sloshing, which is neither periodic nor axisymmetric [60, 61, 62,
106]. Closing the problem would require solving coupled Navier-Stokes and elastica equations in
time and space. At best, we can use semi-empirical relations [67] to predict the transition between
complete and partial liquid removal for a fixed set of system properties. The number of system
features including drop and cantilever properties, and drop location exacerbates the need for a data-
driven approach. Data-driven predictive modeling of ejection modes is achievable by only a partial
characterization of the ejection mode parameter space [99, 107, 108].
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1.2.4 Data-Driven Predictive Model
Fluid mechanics has traditionally dealt with enormous amounts of data from experiments, field
measurements, and large-scale numerical simulations. Machine learning techniques have recently
received significant attention in fluid mechanics because of their ability to handle copious amounts
of experimental and numerical data [109]. Big data has been a reality in fluid mechanics due
to high-performance computing architectures and advances in experimental measurement capa-
bilities [110, 111, 112]. Machine learning provides a modular and agile modeling framework
that can be tailored to address many challenges in fluid mechanics, such as reduced-order mod-
eling, experimental data processing, shape optimization [113, 114], particle image velocimetry
(PIV) [115, 116, 117], turbulence closure [118, 119, 120, 121], and flow control [122, 123, 124].
It is difficult to perform parametric studies because of the vast nature of data in spatial resolution
and scatteredness. The need for resource-intensive design iterations can be eliminated by modeling
a data driven tool that predicts the performance of flow focusing droplet generation [125]. The
relation between the satellite droplet formation and the 3D printing variables has been predicted
using artificial neural networks for drop-on-demand bioprinting [126]. Wavelength analysis by the
maximum entropy method can be used to predict the drop size distribution in the primary breakup
of liquid jets [127]. Data-driven approaches in splash demonstration significantly improve the vi-
sual monitoring of the splash detail [128]. Ensemble learning, which combines different machine
learning techniques has been successfully deployed to characterize interfacial kinetics [129] and
droplet formation in ink-jet based bioprinting [3].
1.3 Thesis Outline
In this thesis we investigate the damping technique of sessile drop by absorbing portion of the
kinetic energy. We explore highly-coupled fluid-solid mechanics using singular liquid drop with
varying viscosityand surface tension resting on a millimetric cantilever. We also investigate Drop
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ejection for drops largerthan the capillary length, can be a complicated, multi-stage event in which
fluid removal occursthrough multiple mechanisms in sequence.
In Chapter 2 we begin with a description of our experimental methods. We report the experimental
setup for damping by drop sloshing which is equivalent to a mass-spring-damper system and also
the setup for drop ejection experiment. We also outline the video analysis and data analysis process
in Chapter 2.
In Chapter 3 we describe the theoretical considerations that utilized during the model development.
We report the dimensionless numbers used and energy balance equation in this chapter. We detail
the elastica theory developed for calculation the inertial force of the cantilever during the drop
ejection event.
In Chapter 4 we examine the damping produced by sessile drop pinned on a vibrating substrate.
we consider the damping ring-down vibration of a fixed, 10-mm × 3.6-mm cantilever by a sessile
drop placed at a fixed location on the dorsal surface of the cantilever. Initial tip deflection is applied
so the ensuing inertial force does not overcome liquid-solid adhesion to eject the drop. Newtonian
test drops vary in composition to obtain contrasting viscosity and a range of surface tension.
In Chapter 5 we use cantilever vibration to induce drop motion, and consider the physics of drop
motion across a range of cantilever wetting properties, drop position, fluid properties, vibration
amplitude, and vibration frequency. We describe of the drop release modes witnessed from our
system and present models of acceleration for each type. A model is developed for the drop can-
tilever system using extended elastica theory and the shooting method which allows us to predict
the onset of drop motion.
Chapter 6 extends the drop ejection analysis using a data-driven approach. We employ ensem-
ble learning to tackle the classification problem of predicting drop ejection modes from a forced
cantilever across a range of surface wettability, drop position, and drop size. Another set of base
learners is used to perform regression analysis to predict the related inertial forces.
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2.1 Damping by Drop Sloshing
We construct cantilevers fromKapton polymide film, elastic modulusE =2.5GPa, of length l =10
mm (0.002 in) and width 3.60 mm (0.14 in), sourced from McMaster-Carr. Cantilevers are cut to
size with a GlowForge laser cutter at sufficient power to make a cut while not charring and bevelling
edges. We use three different thicknesses of Kapton which are th = 2-mil (0.051 mm), 5-mil (0.127
mm) and 10-mil (0.254 mm) and prepare cantilevers of mass mc = 2.2 mg, 5.5 mg and 11.7 mg
respectively. Cantilevers are attached to a fixed post with cyanoacrylate while a plucker produces
the initial tip deflection. The plucker is a razor blade afixed to a micromanipulator. Trials in which
cantilevers release from the plucker prematurely are disregarded. A schematic of our experimental
setup is shown in Figure 2.1. NeverWet® hydrophobic coating is used to increase the equilibrium
contact angle to c = 129±9.57, N = 87. It should be noted that different liquids express different
contact angles. Greater values of c are achievable by multiple applications of NeverWet®, but
superfluous hydrophobicity enables drop relocation [67, 72]. Drops of mass md = 2.0± 0.1 mg,
N= 87, are placed atop the cantilever by hand using a syringe at a distance of x0 = 6.89±0.32mm,
N = 87 from the fixed end. Trial-and-error ensures drop size matches the desired size, to match
a desired mass, within 10%. Drop location was chosen such that drops rest near the cantilever tip
without spilling over the tip when deformed. The desired drop contact radius is determined from
formulas provided in the Appendix A.2.1. Liquid drop properties are augmented by mixing imita-
tion honey (H) glycerin (G) and water (W) to various ratios by volume. With satisfactory drop size
and placement, each condition has three replicates. Our naming scheme for liquid mixtures dictates
the number of parts follows the liquid abbreviation. For example, ‘G3W1’ denotes the mixture is
comprised of three parts glycerin and one part water by volume. We change the liquid surface ten-
sion by adding very small amount of dish soap to the mixture. Surface tension of the mixtures is
measured with a SITA DynoTester+ surface tensiometer using the bubble pressure method and vi-
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socity of the mixtures is measured using a Brookfield DV- II Pro Viscometer. Viscosity and surface
tension our test liquids are given in Table 2.1.


















Figure 2.1: Experimental setup of vibrating cantilever using moving plucker produces the initial tip deflec-
tion.
2.2 Drop Ejection
We construct cantilevers from PTFE (Polytetrafluoroethylene) of elastic modulus E = 480 MPa,
thickness 0.05 mm (0.002 in), and width 3.60 mm (0.14 in), sourced from McMaster-Carr. Can-
tilevers are cut to size with a Universal Laser Systems ILS12.150D laser cutter at sufficient power
to make a cut while not charring and bevelling edges. Cantilevers are attached to the post of a
K2007E01 electrodynamic shaker with cyanoacrylate adhesive. The shaker drives the cantilever
base at 85−115Hz in linearmotion parallel to gravity and is controlled by aKeysight 33210A signal
12
Table 2.1: Density, viscosity and surface tension of different liquid mixtures.







H1 ○ 1.39 ± 0.02 10,000 310** 17.06
H3G1 △ 1.25 ± 0.02 3378 ± 6 100.2 ± 1.4 9.5
H1G1 ▽ 1.20 ± 0.01 1207 ± 5 97.4 ± 0.4 3.7
H1G3 ∗ 1.21 ± 0.01 975.4 ± 3.3 92.6 ± 0.5 2.9
G1 ◊ 1.21 ± 0.01 520.7 ± 3.4 83.7 ± 1.6 1.76
G3W1 □ 1.19 ± 0.02 32.8 ± 1.3 78.9 ± 1.4 0.12
G1W1 ∙ 1.10 ± 0.01 9.26 ± 1.12 75.6 ± 0.7 0.036
G1W3 ⨞ 1.06 ± 0.01 3.14 ± 0.35 73.2 ± 1.5 0.013
W1 ⨞ 0.983 ± 0.004 0.981 ± 0.007 71.7 ± 0.6 0.004
**from [130]
generator for constant amplitude experiments, with impulsively started base motion. A schematic
of our experimental setup is shown in Figure 2.2. We note the amplitude of the shaker post is
not constant, and provide an experimentally measured amplitude curve for the shaker across the
range of test frequencies, shown in Figure A.6. For experiments in which a a linearly increasing
amplitude is required, we use a NI-9263±10V 4-Channel C series module and a bus-powered, com-
pactDAQ cDAQ-9171 USB chassis to interface with LabVIEW. NeverWet® hydrophobic coating
is used to increase the range of cantilever wetting properties up to an equilibrium contact angle of
e = 155. Greater values of e are achievable by multiple applications of NeverWet®, but preclude
drop placement onto the surface. We achieve lower values of e by mechanically removing the
coating by hand. Fluid properties are augmented by mixing glycerin and water, 1:1 by volume.
The surface tension of the glycerin-water mixture is measured with a SITA DynoTester+ surface










Figure 2.2: Experimental setup of drop ejection from cantilever with base motion.
2.3 Ensemble model preparation
Experimental data drop ejection experiments are fed to machine learning algorithms to build the
classification and regression models. The flowchart of working principle of data driven modeling
is schematized in Figure 2.3. The selection of appropriate learning algorithms is critical to the
performance of any classification or regression problem [131, 132, 133]. Each ensemble learning
algorithm is comprised of four base learners. For classification, the ensemble consists of random
forests (RFs), gradient boosting machine (GBM), k-nearest neighbor (KNN), and support vector
classification (SVC). For regression, the ensemble consists of RFs, GBM, ridge regression (RR),
and support vector regression (SVR). The selection of base learners [131] is guided by data distri-
bution. RF and GBM are advantageous when data has a high degree of nonlinearity and complex
relationships between variables [134]. Small data size and small number of features motivate the
use of KNN and support vector machine (SVM) [135, 136, 137]. All the physical system features
influence inertial force, and the relative few we have identified motivates the use of RR, an L2 reg-
ularization [138] that ensures no elimination of features. More details about the base learners are
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provided in the Appendix A.3.1.
Figure 2.3: Flowchart of machine learning application for data-driven predictive modeling.
Ensemble learning is typically more effective compared to individual base learners by lowering
error and cross-fitting [139] when individual base learners are selected properly [140]. To com-
bine multiple machine learning algorithms we use bagging classification which is a combination of
bootstrapping and aggregating. In bagging, base learners are selected to predict the class. For each
base learner, we provide a sample dataset to all the base learners, re-sampling the training set each
time for each base learner using row sampling with a replacement technique [141, 142, 143]. All
the base learners are trained on a particular subset of the total dataset, the method of bootstrapping.
The predictions from base learners are aggregated by obtaining a majority vote via application of
a meta-classifier. A computational scheme of the bagging algorithm is shown in Figure A.8 of the
Appendix. Bagging classifiers reduce overfitting compared to single independent models [141].
Sample size is also an important factor to consider in bagging, but the additional data points may
not improve accuracy [144]. Our approach in bagging classification is to use small subsamples
(starting with 10% of the total dataset) and obtain the accuracy from the meta-classifier. Our al-
gorithm accepts the result from the meta-classifier if the accuracy is higher than the individual
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algorithms. If the accuracy is lower than the individual model, a re-sampling process is carried out
with larger subsamples.
We apply the non-negative least squares (NNLS) method to combine all the base learners to make
the ensemble. NNLS was first introduced by Lawson and Hanson [145], formulated as
min f () = 1
2
∥ G− ∥2, (2.1)
subject to  ⩾ 0
where  is a weight vector,G is the training set such thatG ∈Rm×n withm features and n number of
observations, and  is the unknown sample. The weight vector is distributed among the individual
learning algorithms. Predicted values Pr from each base learner are multiplied by a respective
weight in the regression to predict the actual outcome. The procedure of predicting outcomes using
ensemble learning is schematized in Figure A.9 of the Appendix. The final predictions from the
ensemble learner are made by multiplying each base learner’s prediction by its respective weight
vector and summing values,
Pr(ensemble) = RFPr(RF)+GBMPr(GBM)+RRPr(RR)+SVRPr(SVR). (2.2)
2.4 Video Analysis
Drop motion events and cantilever displacement are filmed with a Photron high-speed camera at
8100-8500 fps fitted with a Nikon Sigma APOMacro 150-mm f/2.8 lens. The scene is illuminated
by GS Vitec MultiLED lights. Drop measurements, location, and cantilever motion are gathered
with Open Source Physics Tracker and MATLAB. A Savitzky Golay filter [146] with third order
polynomial and a span of 11 is used to remove artifacts from displacement and velocity curves.
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Suitable filter parameters are chosen which produces minimum deviation from the original experi-
mental data.
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CHAPTER 3: THEORETICAL CONSIDERATIONS
In this Chapter we describe the theoretical considerations that utilized during the model develop-
ment. We report the calculation of specific damping capacity and other dimensionless numbers
utilized to examine the damping by drop sloshing event in §3.1. Furthermore, we report the energy
balance of the sloshing liquid to determine the energy dissipation due to viscosity in §3.1. We de-
tail the elastica theory developed for calculation the inertial force of the cantilever during the drop
ejection event in §3.3. We modify and computationally solve Hamilton’s equations to determine
the inertial force acting on the droplet for any beam shape. Which we do computationally using an
assumed-modes method with von Karman strains to capture the large beam deformation.
3.1 Quantifying damping capacity
Generally, damped systems in free vibration with unchanging mass can be described by a familiar
equation of motion,
mÿ+ cẏ+ky = 0. (3.1)
In our system, y is vertical tip displacement, mass m = mc +md and is nonuniformly distributed
along the cantilever, the damping coefficient c is not constant, and the spring constant k is dependent
on cantilever material and thickness. The nonlinear behavior of damping, exacerbated by drop
deformation across vibration cycles, is dependent on vibration amplitude and necessitates the use





where ΔT is the kinetic energy converted into heat or potential energy during one cycle and












is the maximum kinetic energy of the cantilever during the cycle and V is the velocity of the can-
tilever tip. The energy dissipated during the ith cycle can be expressed as,





















with V measured at y = 0. In order to compare the response of cantilevers of varying stiffness we





where A, !, and g are the amplitude, vibration frequency of the cantilever motion and gravitational
acceleration respectively.
3.2 Energy dissipation due to viscosity
We employ an energy balance [147, 21] on the cantilever at time t = 0 and after the end of the first
cycle (′) to provide an additional method viscous dissipation quantification due to drop sloshing
E,
E = ΔEp+ΔEs−Ed, (3.7)
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whereEd is the energy dissipated via aerodynamic and internal damping measured by using a solid








The deflection of the cantilever at release y is greater than the deflection after one cycle, y′. A
change in the surface energy of the liquid drop can be measured by considering the change in














where As and A′s, rc and r′c, c and ′c are the surface areas, contact radii and contact angles of the




), where yc and yd are the vertical positions of the cantilever’s center of mass and beam
surface beneath the drop, respectively, is omitted from Eq.(3.7) because we find ΔEg to be one to
three orders of magnitude less than the other energies of Eq.(3.7).
3.3 Determining inertial forces from modal shape
The traditional approach to beam structural dynamics theory involves the Euler-Bernoulli kine-
matic assumption with small deflections and provides a straightforward path from a statement of
equilibrium to the equation of motion. However, the large deflections observed motivate the use of
Euler’s elastica to model the beam deformation. In addition, the presence of fluid drops atop the
beams imposes added forcing/inertial terms. Using representative static solutions of the elastica
as a nonlinear basis for the large deflections, a reduced-order energy-based model admits a path
to predict the beam structural dynamics through an assumed-modes model. Finally, we can use




A beam’s bending momentM is proportional to the change in the curvature produced by the action








where r is the radius of curvature,  is the slope at any point xo, where xo is measured along the
arc length of the member as shown in Figure 3.1, E is the modulus of elasticity, and I is the cross-


















Figure 3.1: Large deformation of a cantilever beam of uniform cross section. Inset: Free-body diagram of a
beam element of arbitrary length.
Looking ahead, we represent the beam’s transverse deflection as a representative static shapewam(x).




















The expression for the bending momentM at any 0 ≤ x ≤ xf, where xf tip-to-base distance for a
curved beam of length L, may be obtained by using the free-body diagram in Figure 3.1. Applying
statics,
M = −P (xf−x). (3.13)
By substituting Eq.(3.13) into Eq.(3.11) and assuming that the flexural rigidityEI is uniform along























and C is the constant of integration that can be determined by applying a boundary condition. In











x2) ≡ G(x). (3.17)







It should be noted, however, that G(x) in Eq.(3.17) is a function of the unknown horizontal dis-
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by using a shooting method. That is, we assume a value of Δ (and thus xf, the upper limit of
integration) and carry out the integration in Eq.(3.19). If our guess of Δ is correct, the integral
will indeed yield the beam length L. If the integral is too large, our calculated beam length is too
long and we need to use a smaller Δ; if the integral is too small, a larger Δ. The procedure may be
repeated for various values of Δ until the correct length L is obtained; numerical methods exist to
carry out this procedure rapidly and to ensure convergence to the actual beam length.
Building on this method, we then use the results of Eq.(3.19) to find the corresponding assumed
horizontal deformation of the beam, which we describe as the deflection in the negative x-direction
uam. Moreover, we can apply the method for any given point on the beam, not merely for the full
length. In so doing, we establish a numerical assumed shape for the horizontal deformation. With
uam found, wam can be found using Eq.(3.14). Eq.(3.14) is a nonlinear second order differential
equation and exact solution of this equation is not presently available [148]. Instead we use a
Taylor series expansion taking only the first two terms of the series and then converge it with the
original equation. Convergence of these two equations shows that the difference is on the order of
O(−15).
3.3.2 Reduced-order energy-based model development
Using an assumed-modes construction, we represent the beam displacement in terms of the rep-
resentative deflection shape wam(x) (i.e., the assumed mode derived above) and a rigid-body dis-
placement mode w0(x). While this approach admits the inclusion of additional assumed modes,
we found a single-mode approximation adequately predicts the beam dynamics. The total beam
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transverse displacement is then
w(x, t) = a0(t)w0(x)+a(t)wam(x), (3.20)
where a(t) represents the amplitude of the assumed mode motion and a0(t) corresponds to the
vertical motion of the shaker (i.e., the beam root). The total beam axial displacement
u(x, t) = a0(t)u0(x)+a(t)uam(x). (3.21)
The experiments involve base excitation of the beams, so we usew0(x) = 1. Base motion is strictly
transverse to the beam, so the horizontal component u0(x) = 0.










































Figure 3.2: Assumed beam deflection shapes in the (a) axial and (b) transverse directions for all points along
the beam length, with (c) and (d) spatial derivatives used in strain energy formulation.
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Formulating the equations of motion involves application of the extended Hamilton’s Principle,
which involves computations of the kinetic energy, strain energy, and virtual work associated with







u̇(x, t)2+ ẇ(x, t)2
)
dx. (3.22)
Substituting the assumed-modes representations of 59w,59u and recognizing that a(t) and a0(t) can










































































The strain energy of the beam, including non-linear strain-displacement relations to account for the













where b is beam with and ℎ is beam thickness. Since the base motion is a rigid-body motion, the
spatial derivativesw′0 =w′′0 =⋯ = 0 and we only have derivatives of the assumed modes. As with























In computing these derivatives, we use a finite-difference method; the derivatives of u′am and w′′am













































































Eq.(3.27) can be divided into two parts: the usual linear stiffness from Euler-Bernoulli beam theory



















Finally, the beam is driven via harmonic base motion, fbase(t). Since it is applied only at the root
of the beam, the virtual work associated with this forcing is
W = fbase(t)w(0, t) = fbase(t)a0(t)w0(0)+fbase(t)a(t)w(0) = a0(t)fbase(t). (3.31)










































































The experiments involve base motion that consists of a fixed-frequency oscillation with linearly
increasing amplitude; that is,
a0(t) = (Ai+Aratet) sinΩt, (3.33)
where Ai is the initial base amplitude and Arate is the rate at which the base amplitude increases.
With the addition of a viscous damping term for the beam, the second equation of Eq.(3.32) becomes
Mä+ cȧ+kLa+kNLa3 = −M0ä0(t) (3.34)
Solving Eq.(3.34) yields a(t) and substituting back in Eq.(3.20), Eq.(3.21), Eq.(3.33) provides the
beam axial and transverse displacement:
u(x, t) = a(t)uam(x) (3.35)
and
w(x, t) = a(t)wam(x)+ (Ai+Aratet) sin(Ωt). (3.36)
3.3.3 Kinematics and drop motion
With the beam motion determined, we can compute the drop motion and its associated inertial
forces. Here, x0 is the position of the drop when the beam is stationary, which is labeled in Fig.4
of the main text. Using Eq.(3.35) the horizontal displacement of the point where the drop contacts
the beam becomes:
xd(t) = x0−a(t)uam(x0) (3.37)
The vertical displacement of the point where the drop contacts the beam is simply the displacement


















awam+(Ai+Aratet) sin(Ωt)+ cosw′(x0, t)
]
ĵ. (3.39)
Finally, the inertial force acting on a rigid drop’s center of mass (COM) is
Fi = mdr̈. (3.40)
Using Eq.(3.40), we calculate the inertial force produced by the cantilever at any position of the
drop at any time. Inertial forces are compared the adhesion force to find the force balance and
determine the ejection modes.
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CHAPTER 4: SESSILE LIQUID DROPS DAMP FREELY VIBRATING
SUBSTRATES
In this chapter, we consider the damping of a fixed, 10-mm × 3.6-mm cantilever by a sessile drop
placed at a fixed location on the dorsal surface of the cantilever. Initial tip deflection is applied so
the ensuing inertial force does not overcome liquid-solid adhesion to eject the drop. Newtonian test
drops vary in composition to obtain contrasting viscosity and a range of surface tension. We present
the effect of surface tension on damping in §4.1 and the effect of viscosity on damping in §4.2. We
present the relation of damping with the vibration frequency in §4.3 A discussion of results follows
in §4.4.
4.1 Effect of surface tension on damping
We first examine the influence of sloshing liquid surface tension  on the specific damping capacity
 by fixing drop viscosity and using G3W1 modified with surfactant. The severity of surface
tension on changes  is highly dependent on cantilever flexibility. For our stiffest cantilever, with
thickness 10-mil, there is no discernible influence on  to changes in surface tension across the
cantilever’s range of effective acceleration   as shown in Figure 4.1a. As expected, lower surface
tension values promote greater drop deformation as seen by the image sequences in Figure 4.1c-







where ℎ is the distance from the drop peak to substrate and d is the diameter of the drop contact
patch. The static system expresses ℎ0 and d0 dimensions, which are labeled graphically in Fig-
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Figure 4.1: The effect of surface tension on damping. (a & e) Specific damping capacity  versus effective
acceleration   . (b & f) Temporal variation of flatness factor. (c, d, g, & h) Photo sequences of drop sloshing
for a G3W1 drop with surface tension value  = 78.4 mN/m and  = 55.8 mN/m respectively. Panels (a-d)
correspond to a 10-mil thick cantilever and panels (e-f) to a 5-mil cantilever. Values in the plots legends have
units mN/m.
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ure 4.1d. Moving contact lines ensure the drop contact patch oscillates in time. We plot ∗ versus
time t in Figure 4.1b for all tested G3W1 drops, with a value measured every video frame. The
curves of Figure 4.1b stand testament to the chaotic nature of drop deformation whilst sloshing on
an elastic substrate. A fast Fourier transform (FFT) for flatness factor is provided in Figure A.1 of
the Appendix A.1.2. The repeatability of  values across multiple trials is shown by plotting  
versus  for multiple replicates in Figure A.2. We find replicate curves indistinguishable from one
another for three representative surface tension values.

































Figure 4.2: Average damping capacity  ̄ versus G3W1 drop surface tension .
In contrast to a 10-mil cantilever, damping of the 5-mil cantilever by the liquid drop is generally
enhanced by increasing surface tension in our range of experimental values as shown in Figure 4.1e.
We visualize how  affects damping by averaging the  values in Figure 4.1a to produce  ̄ . We
plot  ̄ versus  in Figure 4.2 for both 10-mil and 5-mil cantilevers. One might expect that greater
drop deformation (Figure 4.1f) ensures greater damping, but it should be noted that while lower
surface tension drops are more easily deformed, they require less energy to do so; surface energy
scales with surface tension [21, 150]. Furthermore, greater surface tension values dictate that a
greater volume of the static drop participates in deformation. In other words, greater surface tension
allows the center of liquid mass to move further from the substrate as contact lines recede. The
result is that internal energy dissipation by viscosity occurs within a larger fluid volume. A visual
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Figure 4.3: Time response (a,c,e) and frequency response (b,d,f) with G3W1 drop ( = 32.8 cP) with surface
tension  = 78.4 mN/m (a,b),  = 69.3 mN/m (c,d) and  = 55.8 mN/m (e,f).
accompaniment of this argument is provided images comparing the centroid of two G3W1 drops
of different surface tension at their maximum ∗ in Figure A.3. The portion of the liquid drop
pulled away from the substrate is greater for the higher surface tension liquid. Surface tension thus
affects the mechanical impedance matching and force transmitted between the drop and cantilever.
A quantitative description of internal dissipation for contrasting drop deformations is likely only
feasible through simulation, and outside the scope of this study. We discuss damping effects by
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drops of different viscosity in §4.2.
The flexibility and diminutive inertia of the 2-mil cantilever permit the expression of higher-order
behavior, which is surface tension dependent. We illustrate such behavior by the vibration curve
in Figure 4.3a. Using a drop with  = 0.0784 N/m, we witness the sloshing drop can both amplify
and suppress cantilever tip amplitude. When sloshing drops achieve a high ∗ value when the tip
is at a local minima, the drop suppresses the magnitude of the minima, as seen in the first trough
of Figure 4.3a. A drop achieving a low ∗ value near a local tip minima enhances the downward
tip motion, as seen by the second trough of Figure 4.3a. We also find that the liquid drop is able
to store elastic energy in its surface out-of-phase with cantilever motion, reducing the cantilever
displacement to nearly zero for half a period (Figure 4.3a). A FFT of the vibration curve shown
in Figure 4.3a reveals two dominant vibration frequencies Figure 4.3b. Such higher-order behavior
prevents the quantification of damping with Eq.(3.5) across the time of vibration. Reducing the
surface tension of the drop reduces higher-order behavior but still reveals wave clipping at lower
amplitudes. The cause for the shift in behavior with surface tension is unknown.
4.2 Effect of viscosity on damping
In the previous section, we posit that surface tension modulates the volume of the drop participating
in viscous damping. Viscosity, detached from surface tension, also governs deformation and energy
dissipation. In this section, we compare the damping capacity of drops with a range of viscosity
in order to identify an approximate optimum value. Neither an inviscid fluid or a fluid of infinite
viscosity, a solid, can damp vibration by viscosity and thus some system-dependent intermediate
value provides the greatest damping. The salient properties of test fluids is tabulated in Table 2.1.
Video compilations of each cantilever topped with each test liquid are available in Appendix A.1.1.
We choose test fluids in which we see a maximum damping capacity appear for neither the lowest
or highest viscosity, and covering 0.89−103 cP.
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We plot specific damping capacity  versus effective acceleration   in Figure 4.4a-c. As with
surface tension,  is cantilever dependent. The stiffest 10-mil cantilever is damped most effectively
by H1G3 (975 cP), as shown in Figure 4.4a (Movie S1). The intermediate 5-mil cantilever is
damped best by the less viscous G3W1 (33 cP), as shown in Figure 4.4b (Movie S2). The thinnest
2-mil cantilever is damped best by the H1G3, as shown in Figure 4.4c (Movie S3), but we were
unable to measure  across the entire vibration curve for G3W1, G1W1, G1W3, and W1 due to
the higher-order behavior discussed above (§4.1, Figure 4.3). Temporal displacement curves for
G1W3 and W1 are given in Figure A.4 of the Appendix. For all three cantilevers, the most viscous
liquid, H, has a similar specific damping curve to the solid mass as shown in Figure 4.4a-c.
We acknowledge we cannot completely decouple changes in surface tension amongst the test fluids
in Table 2.1 from variation in viscosity. Unification of viscosity and surface tension into a single di-
mensionless group can be done with the Ohnesorge number, Oh= (R)−1∕2, whereR is the static
drop radius and  is viscosity. It is noteworthy an increase in viscosity of 1000× is accompanied by
an increase in surface tension of 1.37×, so Oh values in our tests are driven primarily by changing
viscosity. For the first vibration cycle, corresponding to the rightmost points in Figure 4.4a-c, we
plot  versus Oh in Figure 4.5. For all cantilevers, we witness a rise in  from the lowest values
of Oh, and a fall in  after Oh ≈ 2.5. While Figure 4.5 does not reveal the critical Oh value that
maximizes damping, we infer it lies in the range of 1− 5 for all cantilevers. The temporal plots
of ∗ in Figure 4.4d-e reveal the nature of drop deformation across viscosity, namely that the two
least viscous fluids undergo significant deformation compared to the rest. Thus, a trade-off between
deformation and the ability of viscosity to dissipate emerges from Figure 4.5, with the composition
of this trade-off driven by cantilever dynamics. The relation between drop deformation, quantified
with flatness factor ∗, and viscosity is shown in Figure 4.6. The heatmap of Figure 4.6 reveals that
intermediate levels of ∗ correspond to the greatest damping.
By calculating the energy lost to viscosity and contact line friction during the first vibration cycle
we can generate an alternative means to find the ‘sweet spot’ in Oh with our cantilevers. Solving
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Figure 4.4: Damping changes with viscosity. (a-c) Specific damping capacity  versus effective acceleration
  . (d-f) Temporal variation of flatness factor. Each row represents a different cantilever: 10-mil (a & d),
5-mil (b & e) and 2-mil (c & f). The legend in panel (a) applies to panels (a-c); viscosity values have units
of cP. The legend in panel (d) applies to panels (d-f).
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balance with PE,SE accounts for changes in cantilever potential bending energy (ΔEp), the energy
stored in the drop surface (ΔEs), and a lumped energy dissipation present without drops (Ed). We
plot E normalized by the initial potential bending energy of a static cantilever E0 = 3EIy2∕2l3
in Figure 4.6d-f. Peak viscous dissipation occurs at Oh ≈ 1−2.5 for all cantilevers, also aligning











































Figure 4.5: Combined influence of viscosity and surface tension on damping. Specific damping capacity  
versus Ohnesorge number (a) and Kauffman number (b). Error bars represent standard deviation in damping
capacity.
4.3 Evaluating the frequency domain
A presentation of vibratory behavior modulation by drops would be incomplete without examin-
ing how drop properties influence frequency. As expected, stiffer cantilevers naturally vibrate at a
higher frequency. We examine the effect of fluid viscosity on frequency modulation by nondimen-
sionalizing damped natural frequency f by that measured for cantilevers with solid masses. This
metric f ∗>1 for all experimental liquids is shown in Figure 4.7b. As viscosity rises and liquids
behave more solid-like, f ∗ → 1. We rationalize that decreasing viscosity allows for a virtual dis-
connection between the cantilever and drop’s center of mass, much like relaxing a spring. Thus,















































































Figure 4.6: Flatness factor ∗ (a-c) and nondimensionalized viscous energy dissipation E∕E0 (d-f) versus
Ohnesorge number. Each row represents a different cantilever: 10-mil (a & d), 5-mil (b & e) and 2-mil (c &
f). The color bar in each row applies to both panels in the row.
inherently enhances energy dissipation, we again see that viscosity reduces the number of oscil-
lations a drop can undergo in a given time. We are again reminded there exists an intermediate
viscosity which optimizes damping.
Like many other problems in fluid mechanics, we seek a dimensionless group that permits the
incorporation of salient system properties. The most appropriate, previously used dimensionless
group and includes fluid properties and frequency (to the author’s knowledge) is the Womersley
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Figure 4.7: (a) Normalized vibration frequency versus drop viscosity. (b) Vibration frequency normalized
by vibration frequency without added mass (f0) versus f0. The legend in (a) corresponds to both panels.
number [151] Wo = L (2f∕) 12 , traditionally used to describe unsteady internal flow with a
length scale L representing that of a solid boundary such as diameter. The Womersley number
is limiting in our case because it does not permit the incorporation of both cantilever and drop
length scales. We thus pose a new group, which we dub the Kauffman number, after a previous










The Kauffman number permits the incorporation of drop and cantilever length scales, and liquid
properties. We have arranged Ka such that increasing terms in the numerator promotes drop defor-
mation by increasing drop volume and inertia, and cantilever motion. Increasing the denominator
magnitude reduces deformation by stiffening both solid and liquid. Drop placement distance from
the tip l − x0 is not included as a parameter, as it is fixed in our experiments, but is implicitly
manifested in f , as is material stiffness. Cantilever width w, another fixed variable, is likewise ex-
cluded in Ka. Modification of Ka by a factor of (l−x0∕w) could be included should drop location
and w become variablized. Damping capacity  is plotted against Ka in Figure 4.5b. For each
cantilever, Ka of O(102) values permit the greatest damping, corresponding to moderately viscous
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fluids. In practice, to maximize damping of a given cantilever, one could select a liquid (, )
and drop size (R) to achieve a Ka of the desired value. During fluid selection, the damped natural
frequency imposed by a given liquid is unknown, but for md∕mc ≈ 1−6, the ratio f∕f0 ≈ 0.8−1
where f0 = 0.56(EI∕mcl3)1∕2 is the cantilever’s damped natural frequency in first mode vibration
without added mass. Thus, either a calculated or observed f0 provides a convenient substitute for
f when calculating an approximate Ka. We plot (f∕f0) in Figure 4.7b.
4.4 Discussion
In this study, we have experimentally determined the damping capacity of liquid drops resting on
the free end of a vibrating cantilever. Our work may be compared to that of PIDs on cantilevers,
which like drops, show decreased damping capacity at high levels of effective acceleration [40],
typically in the range of  ≈ 0.1− 0.2. At the effective accelerations in which PIDs work best,
 ≈0.8−1However, at effective accelerations  < 2, the damping capacity of particle dampers falls
dramatically, presumably due to the cessation of movement of particles within the damper. No such
decline in damping capacity is witnessed with liquid drops, which can experience internal flowwith
the slightest of external excitation. Thus a functional comparison can be drawn between the two
types of dampers. Liquid drop dampers may be suitable for applications where damping is needed
at small perturbation amplitudes or small surface accelerations, whereas PIDs, not prone to break
apart or eject, aremore robust to failure at larger surface accelerations. A direct comparison between
drops and PIDs is difficult because the measure of  is tied to cantilever inertia, air damping,
and internal damping in addition to damper properties. For example, our 2.2-mg, 2-mil cantilever
topped with a solid mass has a greater damping capacity than some of the 38-g cantilevers topped
with PIDs simulated by Mao et al(2004) [40].
The initial pluck amplitude of our system was chosen to ensure that drops never eject from our
cantilevers. If ejection were no concern, we expect that specific damping would change very little
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up to the point where drops fail in cohesion and break apart. The curves of Figure 4.4a-c indicate
all test fluids approach a limit of  . The values of  for the 10-mil cantilever at   = 400 gravities
are comparable to those at   = 100 gravities. The same behavior is seen with the other cantilevers,
though at smaller effective acceleration ranges.
While wetting properties of the cantilever were held constant in our system, wettability is another
means to tune drop damping. Hydrophobicity produces static drops which are more spherical, pro-
motes contact line motion, and makes drops susceptible to ejection from the surface [67, 72]. Drop
motion across the substrate is likely unfavorable because it is difficult to control. Hydrophilic sur-
faces, in contrast, will produce flattened static drops, encourage contact line pinning, and permit
higher accelerations before drops leave the surface. We posit, based on our results in §4.1, the
limited ability of flattened drops to undergo large deformation limits their ability to damp. Fur-
thermore, pinned drops are not able to dissipate energy through contact line motion. Though we
implicitly include dissipation by contact line friction, we are not able to separate it from viscous









where Vm is the molecular volume of the unit of flow, kB is the Boltzmann constant, and T is the
absolute temperature. There "no way of definitively predicting" the molecular jump distance 
from one potential well to another for a given solid-liquid combination [152]. However, Eq.(4.3) is
illuminating in terms of how dissipation via friction scales with viscosity and surface tension. The
identification of  and Vm for a given system is a step toward optimizing liquid properties,  and ,
to maximize damping.
The damping of the cantilever by a drop will be strongly correlated with the ratio of the cantilever
to drop mass. Cantilevers of different density or thickness to the ones tested innately have different
natural frequencies, which in turn modulates drop deformation, i.e. flatness factor, as shown in
Figure 4.4d-f. Ourmost massive 10-mil cantilever has a cantilever-dropmass ratio of approximately
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six, and experiences less damping than the 5-mil specimen with a mass ratio of three. For 2-mil
thick cantilevers, the drop mass is roughly equivalent to the cantilever mass, sloshing drop can
alter the cantilever phase, revealing two dominant frequencies as reported in Figure 4.3a,b. The
emergence of two frequencies is perhaps the cause for less damping in the 2-mil cantilever than one
might expect, but our physical understanding of this observation is limited.
The introduction of non-Newtonian fluids is another avenue for tuning the damping characteristics
of drops but will dramatically increase the difficulty of predicting system behavior. The shear-stress
dependency of non-Newtonian fluid properties dictates that damping capacity will be highly reliant
on cantilever accelerations. At large accelerations, shear-thickening fluids will behave more solid,
and perhaps see a dramatic reduction in damping capacity. Shear-thinning fluids could be prone to
erratic breakup. The emergence of such behaviors is of course be governed by the matching of the
solid and liquid composition.
We hope our results form a foundation for engineered systems to both use liquid damping, in the
case of novel sensors, and thwart it, in the case of robotic flyers. The success of micro and nano
aerial vehicles in all environments is critically dependent on their ability to cope with environmental
hazards such as rainfall dewfall. The removal of moisture from flight critical surfaces may not be
trivial for the smallest flyers [1, 73]. Vibration strategies specifically employed to dry wings much
be chosen to maximize efficacy by minimizing input. A critical piece to effective self-drying is an
understanding of vibration damping by the very mass a flyer seeks to remove.
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CHAPTER 5: DROP EJECTION FROM VIBRATION DAMPED,
DAMPENED WINGS
In this combined theoretical and experimental study we use cantilever vibration to induce drop
motion, and consider the physics of drop motion across a range of cantilever wetting properties,
drop position, fluid properties, vibration amplitude, and vibration frequency. We begin with the
experimental determination of drop ejection modes in §5.1. In §5.2, we provide the tuning system
properties to elicit modal behavior. We provide the damping produced by the sloshing of drop in
§5.3 and finally We discuss our theoretical simplifications and implications of our research in §5.4
5.1 Experimental determination of drop ejection modes
We perform a series of drop release experiments from forced, millimetric cantilevers, filmed using a
high-speed camera. Drops of water and a 1:1 water-glycerin solution by volume are released from
a polymeric cantilever within milliseconds, and we observe drop ejection can be a complicated,
multi-stage event in which fluid removal occurs through multiple mechanisms in sequence, which
is particularly true for drops larger than the capillary length. However, we observe three princi-
pal modes of drop release that can be singly witnessed under the appropriate set of cantilever and
drop conditions. We categorize these three release modes as sliding, normal-to-cantilever ejection,
and pinch-off, which we discuss in turn, and summarize in Table 5.1. Normal-to-substrate ejec-
tion (Movie S5) occurs when beam accelerations from small deflections produce receding contact
lines. Inertial force must overcome the drop adhesion without drops failing cohesively. Sliding
(Movie S4) occurs for relatively larger deflections allowing tangential inertial force to overcome
contact angle hysteresis. In pinch-off (Movie S6), inertial force generates contact line motion but
the drop ultimately fails in cohesion, leaving a small child droplet attached to the substrate. Three
ejection modes are highly correlated with the selection of cantilever wetting properties, vibration
characteristics, and drop location and size. Photo sequences of drop deformation and time to com-
42
plete release are shown in Figure 5.3a-c. The expression of these modes is determined by cohesion
forces Fcoh, adhesion forces Fad, and inertial forces Fi, in normal (N) and tangential (T) directions.
Following the presentation of release modes, we show how drop and cantilever properties may be
adjusted to elicit a particular mode.
t = 0 ms t = 0 ms t = 0 ms
t = 4 ms
t = 8 ms
t = 12 ms t = 20 ms
t = 22 ms
t = 16 ms t = 18 ms
t = 8 ms t = 8 ms
a b c1 mm 1 mm 1 mm
Figure 5.1: Photo sequences of drop ejection via (a) normal (b) sliding and (c) pinch-off.
5.1.1 Sliding
Sliding of a mobile drop from the end of a cantilever is depicted in Fig.5.3a. This type of ejection
occurs for cantilevers undergoing relatively large deflections angle  = 18◦−25◦ (Figure 5.4), and
requires tangential accelerations sufficient for continuous unpinning of contact lines [79]. There-
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Table 5.1: Combined ejection mode summary for water and a 1:1 water-glycerin mixture by volume, atop










Sliding 100 ≳ 135 Fi,T = 0.18−0.3 7 - 18
Normal 100 ≳ 135 Fi,N = 0.18−0.25 14 - 24
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Figure 5.2: (a) Schematics and (b) kymographs of drop release modes.
fore, this type of release cannot be ascertained with an infinitely rigid cantilever with a translating
base. The photo sequence in Figure 5.3d (Movie S4) was garnered using a hydrophobic (e = 141◦),
10mm cantilever. A track of the cantilever directly beneath the drop at x0 and water drop crest is
shown in Figure 5.3g, for the system pictured in Figure 5.3d. The drop begins to slide 11 ms after
motion inception and severs contact with the cantilever tip at 19 ms.
To slide the drop tangentially along the cantilever, system forces in Figure 5.4 must satisfy the
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Figure 5.3: Drop ejection modes. (a)-(c) Schematics of modes. (d)-(f) Photo sequences of ejections at 85





ς Fcoh > Fad
⏟⏞⏞⏞⏟⏞⏞⏞⏟
no drop pinch-off




Inertial forcemust overcome liquid-solid adhesion and producemobile contact lines. Such adhesion
force depends on the drop’s advancing and receding contact angles, a and r respectively [154, 79,
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155, 156, 157, 158, 159, 160], such that
Fad,T = ksR(cosr−cosa), (5.2)
where R is the spherical drop radius. The factor ks may be determined experimentally or ana-
lytically, but there exists no consistent value in literature, even for simple geometries and one-
dimensional substrate motion [154]. If contact angle hysteresis, and thus adhesion, is high for can-
tilevers experiencing high tangential forces, drops may remain pinned and experience tangential
pinch-off, covered below in §5.1.3. The critical tangential force to produce sliding Fi,T = 0.18−0.3
mN is found from video analysis by tracking the motion of the cantilever at the drops’ points of









− (ℎ′)2 cose+R2ℎ′ cos2 e
]
, (5.3)
where ℎ′ is the distance the sphere would protrude below the cantilever. Further discussion of
Eq.(5.3) is provided in the Online Supplement. We find that sliding is more frequently observed
with the glycerin solution. These drops have r =92±3◦ (N=7), a =142±2 (N=7),  =67.5±0.5
dyn/cm (N= 3), R = 0.6−0.9 mm and  = 1.12 g/cm3. By setting Fi,T = Fad,T, we find ks = 3.06,
R2 = 0.982 from Eq.(5.2) and as shown in Figure 5.5a, which agrees with the value reported in a
previous study [162], ks = .
5.1.2 Normal-to-substrate ejection
Normal-to-substrate ejection, as depicted in Figure 5.3b, occurs when a drop is released from the
surface along to the outward-facing normal and no portion of the drop remains adhered to the sur-
face. This type of ejection is most probable for stiff, high hysteresis cantilevers where cantilever











Figure 5.4: Free body diagram of liquid drop on a cantilever under deflection.
acceleration. Figure 5.3h shows a vertical track of the cantilever directly beneath the drop at x0 and
the water drop’s crest for the system pictured in Figure 5.3e (Movie S5) experiencing normal ejec-
tion at 85 Hz. Prior to ejection the drop flattens, storing surface energy before leaving the substrate
as the solid cantilever changes direction. This particular drop is released from the cantilever at 10
ms from motion inception, and cantilever amplitude grows 300% within one cycle following drop
departure.




ς Fcoh > Fad
⏟⏞⏞⏞⏟⏞⏞⏞⏟
no drop pinch-off




Cantilever accelerations produce nearly axissymmetric contact line motion in this release mode
such that the entire circular contact line assumes the receding contact angle, r = 124±3◦ (N= 9).
Thus the critical adhesion force that must be overcome by inertia can be expressed
Fad,N = knR(cosr+1), (5.5)
where the factor kn is determined experimentally. The critical normal force to eject drops via this
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mode Fi,N = 0.18−0.25mN. By setting Fi,N = Fad,N, we find the value of kn = 6.42 (R2 = 0.60) for
a 50% glycerin solution, whereas for water kn = 6.33 (R2 = 0.77), as shown in Figure 5.5b. Both kn
values are approximately 2, an experimental confirmation that adhesion is directly proportional to
the contact line perimeter in normal-to-substrate movement. There is no kn value for comparison
given in literature to the authors’ knowledge.
x     glycerin solution
glycerin solution best fit
o     water
water best fit
x glycerin solution
glycerin solution best fit














Figure 5.5: (a) Kinematic data of sliding drops for a 1:1 water-glycerin solution by volume for the deter-
mination of ks. (b) Kinematic data of normal movement for water drops and drops of a 1:1 water-glycerin
solution by volume for the determination of kn. aT in (a) is the tangential component and aN is the normal
component of acceleration of the beam at the time of ejection. The constant "= 3 (cosr−cosa
)
∕2 for




During pinch-off, a portion of the adhered drop is flung from the cantilever while another portion
is left attached, as depicted in Figure 5.3c. Pinch-off ejections typically exhibit contact line motion
prior to mass release, leaving the portion remaining on the substrate with a considerably smaller
radius than the parent drop. A characteristic of pinch-off not observed in the previous two modes
is the liquid bridge, or neck, connecting the mobile and stationary portions of the drop at ejection.
Pinch-off separation occurs via three modes: neck closure at the pinned liquid body (Figure 5.3f),
neck closure at the releasing drop, and simultaneous closure of the neck at two locations (Movie
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S6). In the latter case, the neck itself becomes a satellite drop, or two. We do not differentiate
pinch-off releases by neck closure scenarios in the ensuing discussion. A track of the cantilever
directly beneath the drop at x0 and drop crest for a pinch-off ejection is shown in Figure 5.3i, for
the system pictured in Figure 5.3f. The bulk, ∼ 95%, of the drop separates from the substrate at 12
ms following the onset of base motion.
To eject liquid via pinch-off, system forces must satisfy the following:
Fad > Fcoh
⏟⏞⏞⏞⏟⏞⏞⏞⏟
adhesion exceeds drop cohesion
ς Fi > Fcoh
⏟⏞⏟⏞⏟
inertia exceeds drop cohesion
(5.6)
Previous numerical studies have considered drop ejection and pinch-off from a vertically moving
substrate [163, 164, 104], but the unpredictable and ephemeral nature of a deforming drop’s cur-
vature ensures no analytical expression for Fcoh. However, we find the occurrence of pinch-off
depends strongly on surface wettability, as discussed in §5.2, while time to pinch-off highly de-
pends on the history of system motion, discussed in §5.3. Pinch-off release from static capillary
tubes has been well-characterized [165, 166] and provides a tool to describe the pinch-off in our
system. Our experiments with water reveal that drop release from cantilevers via pinch-off satisfies





where me = 0.7−5.66mg is the ejected drop mass, Rp = 0.56−1.14mm is the radius of the parcel
of fluid remaining attached to the substrate and ac = 149−365 m/s2 is the magnitude of substrate
acceleration at the moment of pinch-off. We estimate the correction factorG as a constant function,
as done previously [2, 167]. We plot me against dimensionless drop size Rc∕lc in Figure 5.6a, and
provide experimental data from dripping capillary tubes [2] for comparison. We do not expectG to
match that for glass capillaries, which have a contact line perimeter fixed to the tube lip. We further
justify the treatment of F as constant by observing the relation between me and Rp∕ac, plotted in
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Figure 5.6b, and find G = 0.34 (R2 = 0.94) for water and G = 0.39 (R2 = 0.95) for the glycerin
solution vibrated at 85 Hz. The correction factor G in our system is independent of frequency. For
water, G = 0.29 (R2 = 0.94) and G = 0.30 (R2 = 0.90) for 100 Hz and 115 Hz, respectively, and
the associated data is plotted in Figure A.7. Surprisingly, the above values of G are very similar
to that found in a previous study on drop release from clumps of mammalian fur [167], suggesting
universality in inertia-driven drop ejection systems. Like the fur, extrapolated values of me will
reach zero for non-zero Rp, indicating the smallest drops cannot be removed via pinch-off.a
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Figure 5.6: Drop release via pinch-off. (a) The dependence of released mass on the size of the initally
deposited drop. The mass of drops dripping from glass capillaries is shown for comparison [2]. (b) The
relation between released drop mass and cantilever acceleration of drop release. Best fits in (b) are given by
Eq.(5.7) using G(Rc,xo, e) = 0.34 for water and 0.39 for 1:1 glycerin solution by volume at 85 Hz.
5.2 Tuning system properties to elicit modal behavior
The selection of system variables such as cantilever lengthL (a proxy for stiffness), drop location x0,
R, and e allows for the solicitation of a particular ejectionmode. By fixing some system parameters
and varying others using a singular 10-mm long PTFE cantilever, we find ejection modes appear as
groups in the parameter space, as shown in the plots for water (Figure 5.7a,c) and glycerin solution
(Figure 5.7b,d). In Figure 5.7a,b, we fix xo, and vary R and e. The most hydrophobic cantilevers
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display primarily normal ejection modes, with the most wetting cantilevers tending toward pinch-
off.
To define the equilibrium contact angle e,t at the transition of normal and pinch-off ejections in Fig-








as the contact line of a drop at the transition of normal and pinch-off ejection draws inward to occupy
an area smaller than the unperturbed drop (Figure 5.3). If the contact line motion ceases, the drop
will pinch off in cohesion failure. At this critical juncture, we assume the radii of interest in Fn,tate
are equivalent because both refer to the adhesion at the contact line. Thus, r,t is independent of
drop size, which is supported by Figure 5.7a,b. For water r,t = 132◦ and for the glycerin solution





















We set the value of a = 150◦ (N=8) by measuring those from normal ejections. The resulting
values for water and the glycerin solution are e,t = 138◦ e,t = 136◦, respectively, and delineate the
regions in Figure 5.7a,b. The relative values of this pinch-off threshold for the two fluids can be
explained by the slightly lower surface tension of the glycerin solution, 92.5% that of water.
In Figure 5.7c,d, we fix e = 136.3± 2.1◦ (N= 34) whilst varying R and xo. We find the occur-
rence of release modes is more strongly depends on drop location xo than R. Drops located nearer
the cantilever tip experience ejection forces more rapidly following base motion startup because a
number of cycles are required for maximal cantilever deflection. Rapid release thus favors sliding
and normal ejections, before the drop is allowed to significantly deform. A comparison of drop
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deformation and time to contact line motion is given in Figure 5.8. We explore the role of drop
sloshing in §5.3.


























































Figure 5.7: Ejection mode plots for water (a,c) and 1:1 water-glycerin solution (b,d), for fixed drop position
x0 (a,b) and fixed equilibrium contact angle e (c,d).
5.3 Drop sloshing damps vibration
In §5.1, we present ejection results for which base motion amplitude is fixed, producing ejections
within two vibration cycles. We now allow base amplitude to linearly increase with time to estab-
lish a greater history of drop deformation by extending time to ejection. To quantify the damping
induced by drop sloshing we match idealized deflection, with rigid masses, to experimental deflec-
tion curves with deforming drops. In the following subsection we present our deflection model that
determines temporal cantilever shape and provides damping coefficients and inertial force.
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Figure 5.8: Photo sequences of ejection modes with cantilever tip deflection tracks overlaid to highlight the
onset of contact line motion. Time stamps on the timeline correspond to photos, with t = 0 corresponding to
the onset of base motion.
We compare an experimental cantilever track to one produced from theory in Figure 5.9 (Movie
S7). The shaker base begins at rest and linearly increases to a ±1-mm maximum amplitude. The
theoretical and experimental amplitudes deviate in the earliest cycles due to transient effects inside
the shaker at startup. After ejection, the experimental cantilever increases amplitude due to lower
mass, a reduction the theoretical curve does not contain. Ejection time from the experiment is
passed to the model, and various values of the damping coefficient c are input into Eq.(3.34) such
that the amplitude of the two tracks at the time of ejection is within 10%. By varying e =119−149◦
for a fixed x0, we find c ≈ 0.1−0.52 kg/s for pinch-off and c ≈ 0.02−0.19 for normal, as shown in
Figure 5.10a. No sliding ejections were witnessed using this method of cantilever excitation. The
greater value of damping for pinch-off drops is supported by the observation of increased sloshing
prior to ejection via this mode. As in Figure 5.7a, the equilibrium contact angle at the transition











Figure 5.9: Comparison of experimental and theoretical of cantilever deflection with a 1.8 mg drop of water
vibrated at 85 Hz.
The force of ejection garnered by matching theoretical and experimental tracks is shown in Fig-
ure 5.10b. Not surprisingly, pinch-off ejections occurring at lower contact angles require, on aver-
age, greater inertial force. In this experiment, the majority of normal ejections occur at accelera-
tions below 10 g, while pinch-off ejections occur between 10−45 g. From this experiment we may
conclude that lowering contact angle will require greater base input for drying due to both higher
damping from drop sloshing and increased adhesion.
5.4 Discussion
From our experiments, we find the value of the fitting constant kn ≈ 2 is greater than ks ≈ ,
suggesting that inertial forces to cause sliding are less than those required for normal-to-substrate
motion. The values of acceleration at ejection in Table 5.1 likewise support this notion. It is thus



















Figure 5.10: Plots of (a) damping coefficient and (b) inertial force versus equilibrium contact angle, deter-
mined by a combination of experiments with water and theory.
tions can be explained by relative magnitudes of normal and tangential forces generated by our
cantilevers. Sliding, for a fixed contact angle, occurs only at x0 > 7 mm for a 10 mm cantilever,
as seen in Figure 5.7c,d. At locations closest to the tip, the cantilever experiences the greatest de-
flections w and thus the greatest Fi,T. We expect longer cantilevers to exhibit a greater number of
sliding ejections. Shorter, and thicker cantilevers will favor normal ejections. The influence of a
greater range of base frequency and amplitude on ejection behavior remains an area for future work,
as is the selection of base kinematics to minimize the energetic costs of drying. Shorter, softer can-
tilevers more closely mimicking mosquito wings, for example, will likely dry most efficaciously at
higher frequencies.
The factor ks ≈  in Eq.(5.2) matches that of an ultrasonically vibrated surface [79], demonstrating
the universality in drop sliding. Though not reported, we expect ks ≈  for sliding drops in shear
flow[84]. Shear flow may also produce pinch-off drops when the capillary number Ca= s̇R∕ ≳
0.1, where the shearing gas has a viscosity s, and shears the drops at a rate of ̇ . We occasionally
witness a very similar scenario in our system, where the drop begins a slide when Fad,T is dominant,
but halts contact line movement and finishes as a pinch-off ejection. In our system, Ca ≤ 0.0002,
which is determined by using a maximum cantilever ejection velocity of 0.9 m/s returned from the
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model of §3.3.1. Such a low value of Ca indicates the effects of the surrounding gas on ejection are
negligible.
The magnitude of drop sloshing and its associated damping is a function of drop viscosity. Vis-
cous effects dissipate energy, so one might expect more viscous drops to impose greater damping
on cantilever motion. This is perhaps true to a point where increasing viscosity lessens damping
by limiting the drops’ ability to deform. Such an inflection in damping behavior will depend on
cantilever kinematics such as amplitude, frequency, and modal shape. Damping across a range of
viscosity is an area for future work.
In this study we identify three ejection modes that have analogous behaviors in a nearly reversed
scenario, drops impacting freely supported objects [169]. When a freely supported object is struck
by a falling drop of the same order in size, the drop may (1) push the object, remaining intact, (2)
coat the object, or (3) splash. The occurrence of these ‘impact modes’ for water is determined
by the ratio of drop-to-target mass, and drop-to-target radius. A push is analogous to normal-to-
substrate ejection. The drop can deform but experiences little contact line motion. A coat is most
analogous to sliding, as both drops remain intact but experience extensive advancing and receding
contact line motion. Finally, splashing and pinch-off both experience inertial forces overcoming
surface forces to inflict drop fragmentation.
Our model in §3.3.1 is an example of a transient response of forced spring mass damper systems
with base excitation. Traditional studies of cantilever motion fix the base, and employ finite differ-
ence [170, 171] and finite element [172, 173, 174] methods. Using an assumed mode construction
we are able to replicate the cantilever displacement in terms of an assumed static deflection shape
and a rigid body displacement mode. This approach is mandated by the complexity of predict-
ing cantilever shape with a translating base, producing highly nonlinear behavior. Although our
model does not incorporate two-phase behavior, it sets a foundation by which future researchers
can investigate substrate motion with time-dependent inertial loading by fluids.
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CHAPTER 6: PREDICTING MODELING OF DROP EJECTION FROM
DAMMED, DAMPENED WING BY MACHINE LEARNING
In this chapter, we employ ensemble learning to tackle the classification problem of predicting drop
ejection modes from a forced cantilever beam across a range of surface wettability, drop position,
and drop size. Another set of base learners is used to perform a regression analysis to predict the
related inertial forces. We thus characterize drop ejection across a greater range of system variable
values than we have explored experimentally. The predictive results from our algorithm for the
classification of ejection mode are presented in §6.1. We present the prediction results of minimum
inertial force required to eject a drop in §6.2 and provide concluding remarks in §6.3.
6.1 Ensemble prediction of drop ejection modes
Drop release experiments are performed using a horizontal 10-mm cantilever and a singular drop of
water or a 1:1 water-glycerin solution by volume resting on the upward-facing surface. To produce
a particular ejection mode, we vary drop location x0, drop size R, liquid viscosity , and contact
angle e while noting ejection type and measuring ejection time t. We plot the distribution of the
three principal ejection modes by pairwise system variables in Figure 6.1. Ejection modes appear
as clusters in the physical variable space. The diagonal in Fig.6.1 shows the univariate distribution
of the data for the variable in the respective column. The surface tension  of water (72.9 dyne/cm)
and 1:1 water-glycerin solution by volume (67.5 dyne/cm) are within 7% and density within 2% of
one another. Thus, we do not include surface tension or density as variables. The viscosity of the
glycerin solution, however, is  = 6.13±0.05 cP (N = 3), or approximately 7 times that of water.
Data corresponding to  in Figure 6.1 appears in rows and stacks because only two discrete viscosity
values are put on the test. These plots, particularly the rightmost histogram, likewise demonstrate
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Figure 6.1: Pair plot of ejection modes. Plots along the diagonal are histograms.
The goal of the classification problem is to predict by which mode a drop will eject from the can-
tilever for a fixed set of system variables. Using 10-fold cross validation, we begin by splitting the
data into 10 random and equal-sized subsamples. To predict drop ejection mode, four base learners
are developed and include RFs, GBM, KNN, and SVM. Before forming an ensemble, we determine
the optimum parameter settings for each classification algorithm using the grid search method to
maximize accuracy [175, 176]. Optimum parameters for RF, GBM, KNN, and SVM classification
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are presented in Figure 6.2a-d, respectively. We employ a bagging classifier to the dataset and see
that it provides slightly better accuracy than the individual learners. Using 10-fold cross-validation,
we evaluate the accuracy of the learning algorithms and obtain an accuracy of 85% which is only











































































































Figure 6.2: Optimum parameter settings for (a) RF, (b) GBM (c) KNN and (d) SVC algorithm.
We extend our analysis on ensemble learning for classification by analyzing the area under the
curve (AUC) and the receiver operating characteristics (ROC) curve. To estimate the performance
of a classification model, ROC-AUC is an effective classification matrix. ROC is a simple way
to summarize the classification accuracy where a large number of confusion matrices are required
to summarize the classification accuracy. The ROC curve summarizes all confusion matrices and
the AUC represents separability, determining how the algorithm effectively differentiates between
the classes. AUC-ROC curves of the ejection modes using bagging classification for our study are
shown in Figure 6.3. Higher values of the AUC represent higher model performance for differen-
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tiating ejection modes. A model ensures separability if the AUC has a value close to unity. If the
ROC passes close to the random guess line, the algorithm is unable to separate different classes.











ROC curve of Normal (AUC = 0.86)
ROC curve of Sliding (AUC = 0.89)
ROC curve of Pinch-off (AUC = 0.84)
random guess
Figure 6.3: AUC-ROC curve of the bagging classifier.
Table 6.1: Performance of models in prediction of drop ejection modes.
Algorithm Accuracy Precision Recall F-score
RFs 0.83 0.84 0.80 0.82
GBM 0.78 0.78 0.75 0.76
KNN 0.83 0.82 0.79 0.80
SVC 0.80 0.79 0.79 0.79
Ensemble 0.85 0.84 0.82 0.83
The significance of system variables on ejection mode occurrence is computed using permutation
feature importance [177], a method of measuring relative importance scores, independent of base
learners. Feature importance is measured by the decrease of model accuracy obtained by shuffling
a feature’s value. Feature importance scores are plotted in Figure 6.4. For both classification of
ejection modes (Figure 6.4a) and predicting ejection force through regression (Figure 6.4b), t and
e have higher importance scores than , x0 and R. From the experiments we witness that if
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e ⩽ 136◦, drops are more likely to eject via the pinch-off mode [67]. Contact line motion begins
rapidly, ≈ 6ms from base motion inception, when drops are close to the cantilever tip as the inertial
force at the tip rises quickly. Drops closer to the base require more time to eject. Feature importance
scores likewise reveal the role of viscosity, which is a larger factor in determining the type of
ejection than in the inertial force at ejection. Fad is independent of  (Eq.(5.2)), but does indirectly
influence cohesive failure. Greater viscosity inhibits the drop elongation that creates favorable






















































Figure 6.4: Variable importance scores for the predictive model of (a) drop ejection modes and (b) minimum
inertial force required to eject a drop
6.2 Ensemble prediction of minimum inertial force required for drop ejection
Similar to the classification problem, before combining base learners into an ensemble, we deter-
mine the optimum parameters for each base learner using the grid search method shown in Fig-
ure 6.5a-d. To predict the minimum inertial force required to eject a drop, four regression models
are trained with the of the total data set. Individual algorithms are RFs, GBM, RR, and SVR. Unlike
classification, we use a grid search method to find the optimum parameter set that gives the mini-
mum RMSE value. The application programming interface (API) always maximizes the score, so
scores that need to be minimized are negative. Therefore, the optimization is done using negative
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Figure 6.5: Optimum parameter for (a) RF, (b) GBM (c) RR and (d) SVR algorithm.
We train the predictive models to predict the minimum inertial force required to eject a drop and
use 10-fold cross-validation to validate the performance of the models. The predicted versus actual
inertial force for each base learner is plotted in Figure 6.6. RF and GBM outperform the others
with low RMSE values, as shown in Table 6.2. The ensemble improves RMSE by 11.9% compared
to the best base learner, GBM.







The weight assigned to each individual base learner is calculated by solving the NNLS problem
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Figure 6.6: Observed versus predicted inertial force for (a) RF, (b) GBM (c) RR and (d) SVR algorithm.
described in §2.3 and given in Table 6.2. To visualize the performance of ensemble-based learn-
ing, we use Regression Error Characteristic (REC) curves with the individual learning algorithm
simultaneously shown in Figure 6.7a. RECs plot the accuracy of the regression model with respect
to the absolute deviation. The relative position of the REC curve reveals which model is supe-
rior compared to others. Models that reach 100% accuracy with a smaller value of error tolerance
provide better predictions. In other words, models with the higher area under the curve have less
error. Predicted inertial force versus the actual force generated from the ensemble learning model
is shown in Figure 6.7b.
We plot the predicted inertial force Fi required to eject a drop from the cantilever surface versus
equilibrium contact angle e in Figure 6.8. Globally, larger drops require greater Fi to eject. In
the complete liquid removal zone, the inertial force developed by the cantilever must overcome Fad
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Figure 6.7: (a) REC curve to visualize the performance of regression models and (b) observed versus pre-
dicted inertial force for ensemble learning.
(Eq.(5.2)). However, in the partial liquid removal zone, drops need to overcome both Fad, to get the
contact line moving, and an as yet unquantified cohesive force Fcoh to perform a pinch-off ejection.
Partial liquid removal or pinch-off, is associated with lower e and higher Fi. In the ensemble
model, we fix drop position to the mean value of x̄0 = 7.2 mm and vary drop size R to produce
the inertial force predictions of Figure 6.8a,b. We rationalize the relation between Fi and e in the
partial liquid removal zone by noting that lower e values promote flatter drops with centers of mass
closer to the substrate, increasing the inertial force required to deform the drop into a shape that
can pinch off. Such deformation necessitates a relatively long time history to slosh to an elongated
shape which can eject, a notion supported by Figure 6.4b. The relative values of Fi in the partial
removal zone for different drop radii likewise provide insight to the value of Fcoh, for which there
is no theoretical measure. Indeed, Fcoh ̸∝ R, but this prediction verifies larger drops carry higher
cohesive forces.
Next, we fix drop radius R̄ = 0.75 mm to predict Fi for various drop locations. For a fixed drop
radius, inertial force in the partial liquid removal zone is greater for drops closer to the cantilever
tip. At the tip, inertia forces temporally increase most rapidly at the onset of base vibration. Toward
the base, the ejection inertial forces are unrealized for a relatively long period of time, over which
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Figure 6.8: Prediction of inertial force for water (a,c) and 1:1 water-glycerin solution (b,d), for fixed drop
location (a,b) and fixed drop size, (c,d).
closer to the base have reached a state of enhanced deformation by being allowed to slosh for more
vibration cycles; drop elongation decreases Fcoh. Predictions of Fi in all panels of Figure 6.8 show a
rapid change from the zone of partial to complete liquid removal where inertial force is independent
of drop location, as expected by observation of Eq.(5.2). Above e = 138◦ we witness no pinch-off
ejections, which agrees with our previous prediction of the transition contact angle [67]. Curves
in Figure 6.8 extrapolate to contact angles beyond our highest measured value of 155◦. Physically,
we expect Fi → 0 as e → 180◦, but note our cantilever is not capable of producing Fi lower than
0.03 mN when drops finally leave the surface.
By changing R and x0 in our model, we predict changes to Fi but are unable to move from one
removal zone to another, a characteristic of Figure 6.8 that supports our analysis of feature impor-
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tance scores (Figure 6.4b). Though not captured in our plots, we posit complete liquid removal
closer to the base requires longer ejection times at a fixed e. Though e is not fixed in Figure 6.1,
the plot of t versus x0 shows complete removal is more rapid than partial removal. Sliding, though
complete removal, takes the longest ejection duration because the drop must travel x0+R to leave
the substrate.
6.3 Discussion
This work investigates the fundamental fluid-structure interactions of a system that exhibits highly-
coupled fluid and solid mechanics. The complex behavior of such exceedingly nonlinear systems of
soft materials warrants foundational studies that employ simple experimental systems. We therefore
choose drops deforming freely vibrating cantilevers, which provide easily observed fluid deforma-
tion and planar solid motion. The temporal kinematics of drop-cum-substrate motion are complex
because drops can deform, often out-of-phase with beams. We show drops damp beam vibration
by comparing displacement curves to that of solid masses. The damping imparted to the beam is
dependent upon drop properties such as size, viscosity, and surface tension. Drops in our system
are analogous to particle impact dampers studied previously but exhibit more complex behavior and
damp at much lower vibration amplitude. We develop an ensemble learning algorithm to classify
drop ejection modes and predict the minimum inertial force required to remove water drops and
drops of glycerin solution from a dampened, damped cantilever. The ensemble model predicts the
ejection modes with an accuracy of 85%. In the prediction of inertial force at ejection, a regression
problem, tree-based learning algorithms show better performance over kernel- and regularization-
based algorithms. The ensemble improves RMSE by 11.9% over the best individual base learner,




We explore the vibration damping characteristics of singular liquid drops of varying viscosity and
surface tension resting on a millimetric cantilever. Cantilevers are displaced 0.6 mm and their
free end and allows to vibrate freely. Cantilever vibration causes drops to deform, or slosh, which
dissipates kinetic energy via viscous dissipation within the drop. Damping by drop sloshing is
dependent on viscosity, surface tension, drop size, and drop location. A solid weight with the same
mass as experimental drops is used to compare the damping imposed by liquids, thereby accounting
for other damping sources. Neither the most viscous nor least viscous drops studied imposed the
greatest damping on cantilever motion. Instead, drops of intermediate viscosity strike the most
effective balance of sloshing and internal dissipative capacity. Very thin cantilevers with sloshing
drops express more than one dominant frequency and vibrate erratically, often shifting phase, and
presenting a challenge for quantification of damping. Finally, we introduce a new dimensionless
group aimed at incorporating all salient variables of our cantilever-drop system.
We identify three ejection modes for singular drops from elastic, millimetric scale cantilevers with
an excited base, and classify these ejections as sliding, normal-to-substrate, and pinch-off. The
occurrence of a particular ejection depends on drop properties, cantilever motion, and cantilever
wetting properties. Drops slide from the cantilever tip for equilibrium contact angles above ap-
proximately 135◦ and when the tangential component of the inertial force exceeds adhesion forces
which resist sliding, requiring cantilever deflection angles greater than 18◦. Normal-to-substrate
ejection also occurs for equilibrium contact angles above approximately 135◦, but favors smaller
cantilever deflection. During pinch-off, a portion of the adhered drop is flung from the cantilever
while another portion is left attached. The magnitude of ejected mass from pinch-off ejections is
well-predicted by a modification to Tate’s Law. Below an equilibrium contact angle of approxi-
mately 135◦, pinch-off is the only possible ejection mode in our system. A dynamic model of beam
motion derived from elastica theory permits the quantification of drop damping on system mo-
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tion. Lower equilibrium contact angles producing pinch-off ejection experience greater damping
by drops than those in the normal-to-substrate ejection regime.
We develop an ensemble learning algorithm to classify drop ejection modes and predict the mini-
mum inertial force required to remove water drops and drops of glycerin solution from a dampened,
damped cantilever. The ensemble model predicts the ejection modes with an accuracy of 85%,
which is not a vast improvement over the individual base learners. With the data-driven predictive
modeling approach, we identify the importance of system variables–ejection time, contact angle,
drop size, and drop location–on ejection mode occurrence the associated inertial force at ejection.
Ejection time and contact angle are the dominant features for predicting both ejection modes and in-
ertial force. In the prediction of inertial force at ejection, a regression problem, tree-based learning
algorithms show better performance over kernel and regularization-based algorithms. The ensem-
ble improves RMSE by 11.9% over the best individual base learner, gradient boosting. Algorith-
mic predictions reveal that in the zone of partial liquid removal or pinch-off, drop size and location
governs ejection inertial force, whereas inertial force in the zone of complete liquid removal is
independent of drop size and location.
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APPENDIX A: ADDITIONAL VIDEOS AND FIGURES
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A.1 Damping by Drop Sloshing
A.1.1 Supplementary movie captions
Movie S1: Experimental compilation of 10-mil thick cantilever topped by the gamut of experimen-
tal liquid drops. Slowed 270×.
Movie S2: Experimental compilation of 5-mil thick cantilever topped by the gamut of experimen-
tal liquid drops. Slowed 270×.
Movie S3: Experimental compilation of 2-mil thick cantilever topped by the gamut of experimental
liquid drops. Slowed 270×.
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A.1.2 Supplementary Figures
































































































Figure A.1: Time response (a-c) and frequency response (b-f) of flatness factor with G3W1 drop with surface
tension  = 78.4 mN/m (a,b),  = 69.3 mN/m (c,d) and  = 55.8 mN/m (e,f).
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Figure A.2: Specific damping capacity  versus effective acceleration   for a G3W1 drop atop a (a) 10-mil
and (b) 5-mil cantilever.
Figure A.3: Center of mass (red dot) for G3W1 drops and maximum ∗ with surface tension tension 78.4
mN/m (left) and 55.8 mN/m (right).The drop centroid was determined with ImageJ.
A.2 Drop Ejection
A.2.1 Droplet volume calculation
The droplet radius,R(ℎ) shown in Figure A.5, which is dependent on the height, ℎ, can be described
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Figure A.4: Temporal displacement curves of 2-mil cantilever topped by (a) G3W1, (b) G1W1, (c) G1W3
and (d) W1 drops.
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A.2.2 Supplementary Movie Captions
Movie S4: Sliding ejection mode. A mobile drop slides from its initial position to the end of the
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Figure A.5: Geometric description for calculating the volume of a drop resting on a flat surface.
Movie S5: Normal-to-substrate ejection. A drop ejects without sliding from its original position,
with nearly symmetrical contact line motion, and leaves no portion of itself on the substrate.
Movie S6: Pinch-off ejections. A portion of the drop ejects in cohesive failure while a portion of
the drop remains attached to the substrate. The drop deforms to form a neck which closes in one of
three ways: neck closure at the portion attached to the substrate, neck closure at the ejecting mass,
and simultaneous closure at both liquid bodies.
Movie S7: Comparison of actual cantilever deflection to theoretical deflection simulated and ani-
mated with MATLAB. Axes in the simulated motion have units of meters (m).
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A.2.3 Supplementary Figures




















Figure A.6: Shaker base amplitude across the range of experimental vibration frequency.
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85 Hz best fit
o 100 Hz
100 Hz best fit
x    115 Hz
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Figure A.7: Drop release via pinch-off. (a) The dependence of released mass and the size of the drop.
The mass of drops dripping from glass capillaries is shown for comparison [2]. (b) The relation between
drop mass and cantilever acceleration of drop release. Best fits in (b) are given by Eq.7 (main text) using
F (Rc,xo, e) 0.34, 0.29, and 0.30 for 85 Hz, 100 Hz, and 115 Hz respectively.
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A.3 Predictive modeling of drop ejection from damped, dampened wings by machine learning
A.3.1 Supplementary description of chosen base learners
RFs is a decision tree-based algorithm with many (O(102) in our study) independent decision trees
working in concert and promoting randomness [178, 179]. While splitting into a new tree, RFs
focus on finding the best features between a random subset of features.
GBM, similar to RFs, is a decision tree-based algorithm that trains each tree in a gradual, adaptive
and sequential manner [37, 180]. GBMuses a loss function to determinemodel performance against
training data and performs internal, iterative updates [181, 182].
KNN is a simple, supervised machine learning algorithm, which assumes similar outcomes (ejec-
tionmodes in our case) stay close to one another andmakes boundaries for each outcome [183, 184].
SVM, similar to KNN, creates boundaries between outcomes known as hyperplanes [185, 135].
SVM is a kernel based learning technique that maps the training data (ejection mode) to system
variables[186]. RR uses L2 regularization where system variable inputs are shrunk by an estima-
tor [187] while ensuring there is no elimination of a variable.
To boost the performance of predictive modeling, we employ an ensemble learning technique that
combines four base learners. The benefit of using ensemble learning is that it usually outperforms
its constituent base learners, adds robustness, and determines the most suitable base learner for a

















Figure A.8: Computational framework of bagging classifier.
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weight optimization optimum weight vector
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model validation
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Figure A.9: Computational framework of ensemble learning for inertial force prediction[3].
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APPENDIX B: PUBLICATIONS AND PRESENTATIONS
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Journal papers
Alam,MdErfanul, andAndrewDickerson. "Sessile liquid drops damp vibrating structures" Physics
of Fluids (2021).
Alam, Md Erfanul, Dazhong Wu, and Andrew Dickerson. "Predictive modelling of drop ejection
from damped, dampened wings by machine learning" Proceeding of Royal Society A (2020).
Alam, Md Erfanul, Jeffrey L. Kauffman, and Andrew Dickerson. "Drop ejection from vibrating
damped, dampened wings." Soft Matter (2020).
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Presentations
Georgia Institute of Technology. Department of Mechanical Engineering. The coupled mechanics
of drop release from elastic substrates, ME 8863. Fluid Mechanics.
American Physical Society’s Division of Fluid Dynamics (DFD) 2018, To eject a droplet from a
dampened, damped beam
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