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Abstract
In this paper, we consider a nonlocal fractional boundary value prob-
lem with Prabhakar derivative and obtained a Hartman-Wintner type
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1 Introduction
Hartman and Wintner [11] considered the following boundary value problem
{
x′′(t) + q(t)x(t) = 0, a < t < b,
x(a) = x(b) = 0,
(1.1)
and proved the inequality if (1.1)have a nontrivial solution
∫ b
a
(b − s)(s− a)q+(s)ds > b− a, (1.2)
provided (1.1) has a nontrivial solution, where q+(s) = max{q(s), 0}.
Lyapunov [14] proved that if (1.1) have a nontrivial solution, then
∫ b
a
|q(s)|ds >
4
b− a
. (1.3)
This inequality (1.3) is useful in various branches of mathematics such as oscil-
lation theory, disconjugacy and eigenvalue problems. The Lyapunov inequality
(1.3) can be deduced from (1.2) using the fact that
max
s∈[a,b]
(b− s)(s− a) =
(b− a)2
4
. (1.4)
The generalizations and extensions of the Lyapunov inequality (1.3) exist
in the literature [3, 2, 5, 4, 17, 15, 19, 22]. Recently, some Lyapunov type
inequalities were obtained for different fractional boundary value problem using
various differential operators [8, 9, 12, 13, 20, 21, 16, 1].
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Cabrera and et al. [6] have considered the following nonlocal fractional bound-
ary value problem
{
Dαax(t) + q(t)x(t) = 0, a < t < b,
x(a) = x′(a) = 0, x′(b) = βx(ξ),
(1.5)
where Dαa denotes the standard Riemann-Liouville fractional derivative of order
α, a < ξ < b, 0 ≤ β(ξ−a)α−1 < (α−1)(b−a)α−2, q(t) is continuous real valued
function on [a, b]. The authors obtained the Hartman-Wintner-type inequality
∫ b
a
(b− s)α−2(s− a)|q(s)|ds ≥
(
1 +
β(b − a)α−1
(α− 1)(b− a)α−2 − β(ξ − a)α−1
)−1
Γ(α).
(1.6)
Motivated by above work, in this paper we consider the following nonlocal
fractional boundary problem
{
Dγ
ρ,µ,ω,a+
x(t) + q(t)x(t) = 0, a < t < b, 2 < µ ≤ 3,
x(a) = x′(a) = 0, x′(b) = βx(ξ),
(1.7)
where Dγ
ρ,µ,ω,a+
denotes the Prabhakar derivative of order µ.
a < ξ < b, 0 ≤ β(ξ − a)µ−1 < (µ − 1)(b − a)µ−2, q : [a, b] → R is real valued
continuous function and obtained the Hartman-Wintner-type inequality for it.
2 Preliminaries
In this section, we give some basic definitions and lemmas that will be important
to us in the sequel.
Definition 2.1 [18] The generalized Mittag-Leffler function with three param-
eters is defined as,
Eγρ,µ(z) =
∞∑
k=0
(γ)kz
k
Γ(ρk + µ)k!
, γ, ρ, µ ∈ C,ℜ(ρ) > 0, (2.1)
where (γ)k is Pochhammer symbol defined by,
(γ)0 = 1, (γ)k = γ(γ + 1)...(γ + k − 1), for k = 1, 2, ....
For γ = 1, the generalized Mittag-Leffler function (2.1) reduces to the two-
parameter Mittag-Leffler function given by
Eρ,µ(z) := E
1
ρ,µ(z) =
∞∑
k=0
zk
Γ(ρk + µ)
, ρ, µ ∈ C, ℜ(ρ) > 0, (2.2)
and for µ = γ = 1, this function coincides with the classical Mittag-Leffler
function Eρ(z)
Eρ(z) := E
1
ρ,1(z) =
∞∑
k=0
zk
Γ(ρk + 1)
, ρ ∈ C, ℜ(ρ) > 0. (2.3)
Also, for γ = 0 we have Eρ,µ(z) =
1
Γ(µ) .
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Definition 2.2 [10] Let f ∈ L1[0, b], 0 < x < b ≤ ∞, the prabhakar integral
operator including generalized Mittag-Leffler function (2.1) is defined as follows
E
γ
ρ,µ,ω,0+f(x)dx =
∫ x
0
(x− u)µ−1Eγρ,µ(ω(x− u)
ρ)f(u)du, x > 0 (2.4)
where ρ, µ, ω, γ ∈ C, with ℜ(ρ),ℜ(µ) > 0.
If for γ = 0, the prabhakar integral operator coincides with the Riemann-
Liouville fractional integral of order µ;
E0ρ,µ,ω,0+f(x) = I
µ
0+f(x),
where the Riemann-Lioville fractional integral is defined as
I
µ
0+f(x) =
1
Γ(µ)
∫ x
0
(x− t)µ−1f(t)dt, µ ∈ C,ℜ(µ) > 0. (2.5)
Definition 2.3 [10] Let f ∈ L1[0, b], 0 < x < b ≤ ∞, the Prabhakar derivative
is defined as
D
γ
ρ,µ,ω,0+f(x) =
dm
dxm
E
−γ
ρ,m−µ,ω,0+f(x), (2.6)
where ρ, µ, ω, γ ∈ C, with ℜ(ρ) > 0, ℜ(µ) > o, m− 1 < ℜ(µ) < m.
We note that the Prabhakar derivative genralizes the Riemann-Liouville frac-
tional derivative
D
µ
0+f(x) =
dm
dxm
(
I
m−µ
0+ f
)
(x), µ ∈ C,ℜ(µ) > 0,m− 1 < ℜ(µ) < m. (2.7)
Lemma 2.1 [7] If f(x) ∈ C(a, b)
⋂
L(a, b), then
D
γ
ρ,µ,ω,a+E
γ
ρ,µ,ω,a+f(x) = f(x), (2.8)
and if
f(x),Dγρ,µ,ω,a+f(x) ∈ C(a, b)
⋂
L(a, b) then for cj ∈ R, and m− 1 < µ ≤ m,
we have
E
γ
ρ,µ,ω,a+D
γ
ρ,µ,ω,a+f(x) = f(x) + c1(x− a)
µ−1Eγρ,µ(ω(x− a)
ρ)
+ c2(x− a)
µ−2E
γ
ρ,µ−1(ω(x− a)
ρ) + ...
+ cm(x− a)
µ−mE
γ
ρ,µ−m+1(ω(x− a)
ρ). (2.9)
3 Main Results
Theorem 3.1 Assume that 2 < µ ≤ 3 and x ∈ C[a, b]. If the nonlocal fractional
boundary value problem (1.7) has unique nontrivial solution, then it satisfies
x(t) =
∫ b
a
G(t, s)x(s)ds +
β(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
×
∫ b
a
G(ξ, s)x(s)ds,
3
where the Green’s function is defined as
G(t, s) =


(t−a)µ−1Eγ
ρ,µ
(ω(t−a)ρ)(b−s)µ−2Eγ
ρ,µ−1
(ω(b−s)ρ)
(b−a)µ−2Eγ
ρ,µ−1
(ω(b−a)ρ)
−(t− s)µ−1Eγρ,µ(ω(t− s)
ρ), a ≤ s ≤ t ≤ b,
(t−a)µ−1Eγ
ρ,µ
(ω(t−a)ρ)(b−s)µ−2Eγ
ρ,µ−1
(ω(b−s)ρ)
(b−a)µ−2Eγ
ρ,µ−1
(ω(b−a)ρ)
, a ≤ t ≤ s ≤ b.
(3.1)
Proof. From lemma 2.1, the general solution to (1.7) in C[a, b] can be written
as follows
x(t) =c1(t− a)
µ−1Eγρ,µ(ω(t− a)
ρ) + c2(t− a)
µ−2E
γ
ρ,µ−1(ω(t− a)
ρ)
+ c3(t− a)
µ−3E
γ
ρ,µ−2(ω(t− a)
ρ)−
∫ t
a
(t− s)µ−1Eγρ,µ(ω(t− s)
ρ)q(s)x(s)ds.
(3.2)
Employing the first boundary condition x(a) = x′(a) = 0 we obtain c2 = c3 = 0.
Therefore
x(t) = c1(t− a)
µ−2Eγρ,µ(ω(t− a)
ρ)−
∫ t
a
(t− s)µ−1Eγρ,µ(ω(t− s)
ρ)q(s)x(s)ds.
(3.3)
For second boundary condition we obtain,
x′(t) = c1(t− a)
µ−2E
γ
ρ,µ−1(ω(t− a)
ρ)−
∫ t
a
(t− s)µ−2Eγρ,µ−1(ω(t− s)
ρ)q(s)x(s)ds.
Employing the second boundary condition x′(b) = βx(ξ) we get
c1(b− a)
µ−2E
γ
ρ,µ−1(ω(b− a)
ρ)−
∫ b
a
(b − s)µ−2Eγρ,µ−1(ω(b − s)
ρ)q(s)x(s)ds =
βc1(ξ − a)
µ−1Eγρ,µ(ω(ξ − a)
ρ)− β
∫ ξ
a
(ξ − s)µ−1Eγρ,µ(ω(ξ − s)
ρ)q(s)x(s)ds,
⇒ c1(b − a)
µ−2E
γ
ρ,µ−1(ω(b − a)
ρ)− βc1(ξ − a)
µ−1Eγρ,µ(ω(ξ − a)
ρ) =∫ b
a
(b− s)µ−2Eγρ,µ−1(ω(b− s)
ρ)q(s)x(s)ds − β
∫ ξ
a
(ξ − s)µ−1Eγρ,µ(ω(ξ − s)
ρ)q(s)x(s)ds,
⇒ c1
[
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)
ρ)
]
=
∫ b
a
(b− s)µ−2Eγρ,µ−1(ω(b− s)
ρ)q(s)x(s)ds − β
∫ ξ
a
(ξ − s)µ−1Eγρ,µ(ω(ξ − s)
ρ)q(s)x(s)ds,
⇒ c1 =
1
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
×
∫ b
a
(b− s)µ−2Eγρ,µ−1(ω(b− s)
ρ)q(s)x(s)ds
−
β
(b − a)µ−2Eγρ,µ−1(ω(b − a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
4
×∫ ξ
a
(ξ − s)µ−1Eγρ,µ(ω(ξ − s)
ρ)q(s)x(s)ds.
Thus the solution x(t) becomes
x(t) =
(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
×
∫ b
a
(b− s)µ−2Eγρ,µ−1(ω(b− s)
ρ)q(s)x(s)ds
−
β(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b − a)µ−2Eγρ,µ−1(ω(b − a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
×
∫ ξ
a
(ξ − s)µ−1Eγρ,µ−1(ω(ξ − s)
ρ)q(s)x(s)ds
−
∫ t
a
(t− s)µ−1Eγρ,µ(ω(t− s)
ρ)q(s)x(s)ds.
Taking into account that
Eγρ,µ(ω(t− a)
ρ)
(b − a)µ−2Eγρ,µ−1(ω(b − a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
=
Eγρ,µ(ω(t− a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)
(
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
)
=
Eγρ,µ(ω(t− a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)
×
(
1 +
β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
)
,
we have
x(t) =
(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)[
1 +
β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)
ρ)
(b − a)µ−2Eγρ,µ−1(ω(b − a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
]
×
∫ b
a
(b − s)µ−2Eγρ,µ−1(ω(b − s)
ρ)q(s)x(s)ds
−
β(t − a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
×
∫ ξ
a
(ξ − s)µ−1Eγρ,µ(ω(ξ − s)
ρ)q(s)x(s)ds −
∫ t
a
(t− s)µ−1Eγρ,µ(ω(t− s)
ρ)q(s)x(s)ds.
On simplifying,
x(t) =
(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)
∫ t
a
(b− s)µ−2Eγρ,µ−1(ω(b− s)
ρ)q(s)x(s)ds
+
(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)
∫ b
t
(b − s)µ−2Eγρ,µ−1(ω(b− s)
ρ)q(s)x(s)ds
5
+(
(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b − a)µ−2Eγρ,µ−1(ω(b − a)
ρ)
)[
β(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
]
×
∫ ξ
a
(b− s)µ−2Eγρ,µ−1(ω(b− s)
ρ)q(s)x(s)ds
+
(
(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b − a)µ−2Eγρ,µ−1(ω(b − a)
ρ)
)
×
[
β(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b − a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
]
×
∫ b
ξ
(b− s)µ−2Eγρ,µ−1(ω(b− s)
ρ)q(s)x(s)ds
−
β(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b − a)µ−2Eγρ,µ−1(ω(b − a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
×
∫ ξ
a
(ξ − s)µ−1Eγρ,µ(ω(ξ − s)
ρ)q(s)x(s)ds −
∫ t
a
(t− s)µ−1Eγρ,µ(ω(t− s)
ρ)q(s)x(s)ds.
Further, on rearranging the terms, we have
x(t) =
∫ t
a
[
(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)(b − s)µ−2Eγρ,µ−1(ω(b − s)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)
− (t− s)µ−1Eγρ,µ(ω(t− s)
ρ)
]
q(s)x(s)ds
+
∫ b
t
[
(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)(b− s)µ−2Eγρ,µ−1(ω(b− s)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)
]
q(s)x(s)ds
+
β(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
×
∫ ξ
a
[
(ξ − a)µ−1Eγρ,µ(ω(ξ − a)
ρ)(b − s)µ−2Eγρ,µ−1(ω(b − s)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)
− (ξ − s)µ−1Eγρ,µ(ω(ξ − s)
ρ)
]
q(s)x(s)ds
+
(
(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)
)
×
[
β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
]
×
∫ b
ξ
(b − s)µ−2Eγρ,µ−1(ω(b − s)
ρ)q(s)x(s)ds,
therefore,
x(t) =
∫ b
a
G(t, s)q(s)x(s)ds
+
β(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b − a)µ−2Eγρ,µ−1(ω(b − a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
∫ b
a
G(ξ, s)q(s)x(s)ds,
where the Green’s function G(t, s) is as in (3.1).
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Theorem 3.2 The Green’s function (3.1) satisfies the following properties:
(a) G(t, s) ≥ 0, for all (t, s) ∈ [a, b]× [a, b];
(b) G(t, s) is nondecreasing function with respect to the first variable;
(c) 0 ≤ G(a, s) ≤ G(t, s) ≤ G(b, s), (t, s) ∈ [a, b]× [a, b].
proof (a). We set two function as
g1(t, u) =
(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)(b − s)µ−2Eγρ,µ−1(ω(b− s)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)
− (t− s)µ−1Eγρ,µ(ω(t− s)
ρ), a ≤ s ≤ t ≤ b,
and
g2(t, u) =
(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)(b− s)µ−2Eγρ,µ−1(ω(b− s)
ρ)
(b − a)µ−2Eγρ,µ−1(ω(b − a)
ρ)
, a ≤ t ≤ s ≤ b.
It is clear that g2(t, u) ≥ 0. So to prove (a), we should show that g1(t, u) ≥ 0,
or equivalently
(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)(b − s)µ−2Eγρ,µ−1(ω(b− s)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)
≥ (t− s)µ−1Eγρ,µ(ω(t− s)
ρ),
therefore it is sufficient to prove that
(i)
(t− a)µ−1(b− s)µ−2
(b− a)µ−1
≥ (t− s)µ−1
(ii)
Eγρ,µ(ω(t− a)
ρ)Eγρ,µ−1(ω(b− s)
ρ)
E
γ
ρ,µ−1(ω(b− a)
ρ)
≥ Eγρ,µ(ω(t− s)
ρ)
Consider,
(t− a)µ−1(b − s)µ−2
(b− a)µ−1
− (t− s)µ−1
= (t− a)µ−1
(
b− s
b− a
)µ−2
− ((t− a)− (s− a))µ−1
= (t− a)µ−1
(
(b− a)− (s− a)
b − a
)µ−2
− (t− a)µ−1
(
1−
s− a
t− a
)µ−1
= (t− a)µ−1(1−
s− a
b− a
)µ−2 − (t− a)µ−1
(
1−
s− a
t− a
)
Lµ−1
≥ (t− a)µ−1(1−
s− a
b− a
)µ−2 − (t− a)µ−1
(
1−
s− a
b− a
)µ−1
(∵ t ≤ b)
= (t− a)µ−1
(
1−
s− a
b− a
)µ−2(
s− a
b− a
)
≥ 0.
Hence (i) is proved. For the proof of (ii) refer (Theorem 2, in [7])
proof (b). Proof of this is similar to (Theorem 2, in [7]) for µ = µ− 1.
Proof (c). Proof of this follows from (b).
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Theorem 3.3 Suppose that problem (1.7) has a nontrivial continuous solution,
then
∫ b
a
[
(b− a)µ−1Eγρ,µ(ω(b− a)
ρ)(b− s)µ−2Eγρ,µ−1(ω(b− s)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)
− (b− s)µ−1Eγρ,µ(ω(b− s)
ρ)
]
|q(s)|ds
≥
(
1 +
β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)
ρ)
(b − a)µ−2Eγρ,µ−1(ω(b − a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
)−1
Proof. Consider the Banach space
C[a, b] = {u : [a, b] −→ R \ u is continuous}
‖u‖∞ = max{|u(t)| : a ≤ t ≤ b}, u ∈ C[a, b].
By theorem 3.1, a solution x ∈ C[a, b] of (1.7) has the expression
x(t) =
∫ b
a
G(t, s)q(s)x(s)ds
+
β(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)
(b − a)µ−2Eγρ,µ−1(ω(b − a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
∫ b
a
G(ξ, s)q(s)x(s)ds, a ≤ t ≤ b.
From this, for any t ∈ [a, b], we have
|x(t)| ≤‖x‖∞
∫ b
a
|G(t, s)||q(s)|ds
+
β(t− a)µ−1Eγρ,µ(ω(t− a)
ρ)‖x‖∞
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
∫ b
a
|G(ξ, s)||q(s)|ds,
therefore,
|x(t)| ≤‖x‖∞
∫ b
a
|G(b, s)||q(s)|ds
+
β(b− a)µ−1Eγρ,µ(ω(b− a)
ρ)‖x‖∞
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
∫ b
a
|G(b, s)||q(s)|ds,
which yields
‖x‖∞ ≤ ‖x‖∞
(
1 +
β(b − a)µ−1Eγρ,µ(ω(b− a)
ρ)
(b − a)µ−2Eγρ,µ−1(ω(b − a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
)∫ b
a
G(b, s)|q(s)|ds,
As x is a nontrivial, we have
1 ≤
(
1 +
β(b − a)µ−1Eγρ,µ(ω(b − a)
ρ)
(b − a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
)∫ b
a
|G(b, s)||q(s)|ds.
∫ b
a
|G(b, s)||q(s)|ds ≥
(
1 +
β(b − a)µ−1Eγρ,µ(ω(b − a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
)−1
,
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therefore
∫ b
a
[
(b − a)µ−1Eγρ,µ(ω(b − a)
ρ)(b− s)µ−2Eγρ,µ−1(ω(b− s)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)
− (b− s)µ−1Eγρ,µ(ω(b− s)
ρ)
]
|q(s)|ds
≥
(
1 +
β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)
ρ)
(b− a)µ−2Eγρ,µ−1(ω(b− a)
ρ)− β(ξ − a)µ−1Eγρ,µ(ω(ξ − a)ρ)
)−1
Hence the result.
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