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The pre-scission particle multiplicities suggest a lifetime of ∼ 10−20s for the nuclear fission to
occur which is in contrast to the fission lifetime ∼ 10−18s as predicted by atomic probe. This long
standing ambiguity, arising due to the orders of magnitude differences among the fission lifetime
measured from the nuclear and atomic probes, has been addressed within a dynamical model which
includes the contributions from the nuclear shell effects. We show that, at lower excitation energies,
these two probes decouples as the fissioning system survives for a long time without any particle
evaporation. We also consider a wide range of reactions to study the impact of the excitation energy
of compound nucleus on the fission dynamics in general. Our model predicts the average fission life
time of superheavy nucleus 302120, to be more than 10−18s which is in reasonable agreement with
the recent experiments.
Introduction – Nuclear fission is a fundamental decay
mode for very heavy atomic nuclei. The formation and
survival of superheavy elements [1–4] is strongly governed
by the associated reaction dynamics and, in particular,
the fission probability. Moreover, the fission rate criti-
cally influences the origin of elements heavier than iron
[5–7]. Therefore, a precise understanding of the fission
lifetimes is of extreme importance.
Substantial effort has been made to measure the fission
lifetime. Traditionally, the pre-scission charged-particles
[8–10], neutron [9–15], and γ-ray [16–19] multiplicities
are often used as a clock to estimate the fission time.
The transient time also can be estimated by measuring
the fission fragment distributions [20]. In general, all
these nuclear techniques indicate that the fission process
is fast enough with an upper bound in average fission
time: 〈τf 〉 ≤ 10−19s. These nuclear probe encompass
different variants of dissipative model to bridge the ex-
perimental observables related to the fission lifetime. Of-
ten a simplified statistical model is assumed to mimic
the actual dynamics [21, 22]. On the other hand, the
blocking technique in single crystals, which is considered
to be a direct probe, leads to scission time scales much
longer than the ones inferred from the nuclear methods
[23, 24]. This contradiction is intensified after several re-
cent crystal-blocking measurements [25–28] that indicate
attosecond (10−18s) time delay in heavy-ion induced fis-
sion. It is shown recently that K X-ray emission prior to
fission can be used to measure fission lifetimes [29, 30].
This method measures the long fission-time component in
agreement with the crystal-blocking technique. Both the
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atomic clocks are used to explore the survival of super-
heavy element with Z = 120 [27, 30]. A detailed review
on the study of fission lifetime can be found in Ref. [31].
Theoretical modeling of fission is extremely challenging
as it involves many-body quantum dynamics. Although
time-dependent density functional theory methods may
seem to be the most natural choice to describe this pro-
cess, but, reconstructing entire distributions can become
prohibitively expensive especially when pairing correla-
tions are fully taken into account [32]. Because each such
calculation simulates only a single fission event. The situ-
ation becomes more complicated for induced fission from
excited states, where pairing is quenched and dynam-
ics becomes strongly dissipative and non-adiabatic [33].
In this regime, stochastic transport theories have been
successfully applied to describe the energy transfer be-
tween the collective and intrinsic degrees of freedom of
the fissioning nucleus [21, 34, 35]. Among such theories,
dynamical approaches based on the Langevin equation
and its derivatives have been successful in reproducing
fission dynamics [22, 36–40].
In the present work, an explicit simulation of large am-
plitude collective dynamics is performed to extricate the
long standing ambiguities of the fission lifetime extracted
using the atomic and nuclear-technique measurements.
Theoretical framework – We have implemented a state-
of-the-art model based on stochastic Langevin equations
to study the full dynamical evolution of an excited com-
pound system starting from the ground-state configura-
tion up to the scission. This approach allows one to ac-
count for the dynamical effects in more realistic manner
than those in the combined dynamical and and statistical
model (CDSM) calculations [21, 41, 42]. Evaporation of
light particles - n, p, α and statistical γ-rays are sampled
at each time step by using the Monte-Carlo technique.
The standard statistical model prescriptions for particles
[43] and γ-ray [44] evaporation are used for this purpose.
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2The Helmholtz free energy F is used as the driving force
for the collective motion. Specifically, we assumed the
Fermi gas model [45] to define: F = V − (a − a0)T 2,
where V and a are the deformation dependent poten-
tial energy and level density parameter [46], respectively,
a0 being the value of a at the ground-state deformation.
The energy and deformation dependent shell-correction is
incorporated in a following Ignatyuk’s prescription [47].
The temperature T is obtained from the ground-state
excitation energy E∗ as: T =
√
E∗/a0. The average
liquid-drop part of V is calculated following the double-
folding Yukawa-plus-exponential model [35] and the as-
sociated shell-correction energy is obtained by applying
the Strutinsky’s method [48, 49] of shell-correction to the
nucleonic levels generated with the two-centered Woods-
Saxon mean field [50]. We use the BCS pairing to account
the nuclear super-fluidity [49, 50]. Calculated potential
barriers are found to be in good agreement with the ex-
isting results [51]. The collective inertia for the Langevin
dynamics is extracted using Werner-Wheeler approxima-
tion [52] for the irrotational flow of incompressible nu-
clear fluid. The chaos-weighted wall friction model [53]
is used to calculate the friction tensor as it seems to be
most suitable for the present purpose [54–56].
Large scale computing is performed for an ensemble
of 106 Langevin trajectories to generate the results for a
single macrostate. Each of these trajectories is allowed a
maximum dynamical time of 10−15s in steps of 3×10−25s.
In case of any particle evaporation, the compound sys-
tem and the associated dynamical quantities are modi-
fied accordingly. Therefore, in advance, we calculate all
the inputs for a total of 48 daughter nuclei that leaves
open the possibility of fifteen neutron (n) evaporations
in combination with either a proton (p) or an α evapora-
tion. It ensures the scope of all the feasible evaporation
channels for the present study. For each fission event,
we record the average n-evaporation time τn, the time
τnl when the last n is evaporated, and the scission time
τf . According to the neutron-clock [11], the product:
〈τn1〉 = npre〈τn〉 gives the average fission lifetime, where
npre is the average pre-scission neutron multiplicity. In
practice, n-decay width, which is directly related to τn,
is calculated and combined with a suitable fission-decay
model to reproduce the experimental npre. Effectively,
the measured npre determines the experimental fission
lifetime [8, 9, 11]. Equivalently, the n-clock can be de-
vised using τnl with the underlying assumption that scis-
sion occurs immediately after the last neutron is evapo-
rated. Of course, the first-chance fission events are not
sensitive to neutron evaporations. We compare these two
neutron probes with the actual scission time τf . In addi-
tion, for a comprehensive understanding of the dynamical
evolution, we calculate the average deformation 〈df 〉 of
the fissioning system by taking the time average of the
collective coordinate for each event.
Results and Discussion – We first consider the
16O+208Pb→224Th reaction since this system is well-
studied experimentally [11, 57]. The normalized yields
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FIG. 1. (Color online) Distributions of τf , τnl, and τn as
labelled for initial excitation energy (a) E∗ = 37 MeV, (b)
E∗ = 97 MeV, and (c) E∗ = 187 MeV. Inset in the panel (a)
depicts the changeover of τf -distributions with E
∗. The peak
of τf -distribution for E
∗ =37 MeV is indicated by arrow.
corresponding to τn, τnl, and τf calculated for different
values of initial excitation energy E∗ are shown in Fig. 1.
Evidently, at large E∗ (Fig. 1(b)-(c)), the distributions
of τnl and τf almost coincide except for the long-time tail
in τf . This behavior of τf is reported in Refs. [21, 42]
using CDSM calculations. In contrast, for the lowest E∗
(Fig. 1(a)), the shape of τf becomes very broad with the
peak at τf > 10
−18s, whereas the shapes of τn and τnl
remain almost unaffected. This decoupling of τf from τnl
and τn appears somewhere between E
∗ = 67 MeV and
37 MeV (inset of Fig. 1(a)). It emphasizes the fact that,
at a lower energy, the fissioning system survives for a
long time without any particle evaporation as the avail-
able excitation energy falls below the particle emission
threshold. Additionally, we found that the long fission-
time component is further enhanced by the nuclear shell
effects as conjectured in [21, 42].
For a deeper understanding of the nature of τf , we cal-
culated the correlation between τf and < df >. The cor-
responding two-dimensional distribution of fission events
are plotted in Fig. 2(a) and Fig. 2(b), respectively, for
the lowest and highest E∗ considered in Fig. 1. Also,
the free energy F for different values of T are shown in
Fig. 2(c). Clearly, the events with a long fission-time
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FIG. 2. (Color online) Distribution of fission yields on the
τf −〈df 〉 plane for (a) E∗ = 37 MeV and (b) E∗ = 187 MeV.
(c) The variation of free energy F with deformation df for
different temperature as indicated.
predominantly stay around the ground state deforma-
tion (0.95 ≤ df ≤ 1.1). Here, df = 1 corresponds to the
spherical configuration. On the other hand, the average
deformation increases for the high energy fission events as
the free energy profile becomes flatter. This observation
clarifies the ambiguity related to the role of deformation-
dependent dissipation in escalating fission lifetime. Since
majority of the long-time events roam around the ground
state deformation, these are hardly affected by the dissi-
pation near scission.
We have calculated the average fission time 〈τf 〉, 〈τnl〉,
and 〈τn1〉 associated to the distributions of τf , τnl, and
τn, respectively. These are plotted in Fig. 3(a) along
with npre in Fig. 3(b). As expected, 〈τnl〉 and 〈τn1〉 re-
main very close to each other at all energies. For higher
E∗, 〈τf 〉 is comparatively large due to the presence of
long-time tail. Where as, at low E∗, it is one order of
magnitude higher than those for the other two distribu-
tions due to the decoupling of τf from τnl and τn as shown
in Fig. 1(a). Moreover, the absolute value of 〈τf 〉 reaches
the attosecond time-scale in agreement with atomic mea-
surements. One experimental data of fission lifetime is
available for the present system from neutron multiplic-
ity measurement and it matches well with our calculated
〈τnl〉 and 〈τn1〉. It is clear from Fig. 3(b), the experimen-
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FIG. 3. (Color online) (a) Average fission lifetime 〈τf 〉 (dash-
dotted line), 〈τn1〉 (dashed line), 〈τnl〉 (solid line) as a function
of E∗. The symbol indicates the experimental data [11]. (b)
Comparison of experimental [11, 57] npre with the calculated
values.
tal neutron multiplicities are reproduced simultaneously
without any free parameter.
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FIG. 4. (Color online) Average fission lifetime 〈τf 〉 as a func-
tion of excitation energy for all the reactions mentioned in
text.
After the benchmark study on 224Th, we computed the
fission lifetime for several other reactions. Specifically, we
considered the reactions: (1) p+238U, (2) 4He+232Th,
and (3) 19F+181Ta covering a wide mass range relevant
to fission. The excitation energy dependence of 〈τf 〉 for
4these reactions are demonstrated in Fig. 4. The 〈τf 〉 for
both the actinides vary similarly and become slower than
a attosecond for E∗ ≤ 90 MeV. This behavior is in com-
pliance with the predictions from the atomic probe. The
upper limit of 〈τf 〉 for the reaction (1) is measured [23]
for the lowest E∗ (indicated by down arrow in Fig. 4).
As evident in Fig. 4, our calculation follows this limit.
For reaction (3), 〈τf 〉 remains more than 10−17s even at a
very large E∗. This system has been studied extensively
[58] around E∗ =100 MeV and, subsequently, analyzed
theoretically in Ref. [41]. In their analysis, a compara-
tively large reduced friction was required within the dy-
namical model to delay fission. However, our calculation
reproduces the lifetime of more than 10−17s without re-
coursing to the tunning of any input parameter. To de-
termine the origin of large fission lifetime, we extracted
the distributions of τf , τnl, and τn (similar to Fig. 1)
in Fig. 5. Interestingly, τf has substantial contribution
between 10−17 − 10−15s that results in a large 〈τf 〉. The
presence of this broad second peak is consistent with the
crystal-blocking data in Ref. [58].
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FIG. 5. (Color online) Distributions of τf , τnl, and τn for the
reaction 19F+181Ta.
Finally, we address the fission lifetime for the
238U+64Ni reaction which is proposed to be a possible
candidate for the discovery of Z = 120 isotopes. Several
studies have been made to this end [27, 30, 59]. Crystal
blocking measurement [27] predicts that the 302120 nu-
clei can survive more than 10−18s. In this experiment,
the initial excitation energy of the compound system was
uncertain due to the large target thickness. We found,
as shown in Fig. 6, that the 〈τf 〉 ≥ 10−18s is possible for
this system only if the excitation energy E∗ ≤ 10 MeV
(dashed lines). Therefore, the long-lived component in
the experiment may be contributed from very low en-
ergy events. The stability of superheavy elements is very
much sensitive to nuclear shell effects. Thus, an accurate
estimation of nuclear potential energy surface is essential
for an reliable prediction. In our calculation, the aver-
age fission barrier for Z = 120 isotopes is 9 MeV which
is close to the microscopic density functional prediction
[60]. The multidimensional macro-micro prediction [61]
is 2 MeV smaller than this value. Although, the fis-
sion lifetime is strongly influenced by the fission barrier,
the temperature dependence of the potential surface ap-
parently dilutes this effect. So, a proper modeling of the
finite-temperature potential is crucial. Within the Fermi-
gas model, the shell effects washes out much faster, as
shown in Fig. 2(c), compared to the finite-temperature
shell model predictions [62]. To explore the effect of
shell-washing in the present system, we performed an-
other set of calculation with a modified shell damping
factor. Specifically, the energy dependence of the level
density parameter a is reduced to 50% of its unaffected
value.
The corresponding 〈τf 〉 is plotted in Fig. 6 and it shows
that, with this reduction, the attosecond time can be
reached at a higher E∗ ∼ 30 MeV (solid line). This study
reveals the importance of an appropriate microscopic cal-
culation as far as superheavy elements are concerned.
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FIG. 6. (Color online) Average fission lifetime as a function
of excitation energy calculated with full (dashed line) and re-
duced (solid line) energy dependence in shell correction. Ver-
tical arrows indicates the E∗ corresponding to 〈τf 〉 = 10−18s.
Conclusions – A state-of-the-art calculation of fission
dynamics is performed for excited compound systems
where - (i) the dynamics is followed from the ground state
deformation to scission including all possible evapora-
tion channels, (ii) the energy and deformation dependent
shell-effect is properly accounted, and (iii) no parameters
are tuned to reproduce a specific observable. The average
fission lifetime for a wide range of reactions is calculated
and found to be consistent with atomic measurements.
The neutron multiplicity as a probe for fission lifetime is
shown to be inaccurate for low excitation energies. Fi-
nally, the attosecond lifetime for Z = 120 nucleus is found
to be consistent with our theoretical calculations.
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