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Contenido
• Facebook y su modelo de negocio
– Núcleo de negocio: atraer atención (eye blowing)
– Poco gasto en infraestructura (pero requiere inversión escalar)
• Antecedentes
– Servicios similares con menos usuarios, sin herramientas de monetización
– Pocas herramientas analíticas, algoritmos y AI para big data
– Programas de vigilancia masiva al alcance de muy pocos actores estatales/privs.
• Autorregulación y múltiples brechas de seguridad
– Desafíos recientes no previstos → injerencia rusa, fake news, distorsión electoral
– Problemas para asegurar la correlación identidad física-virtual
– Bots/botnets sofisticados, instrumentalizables por trolls con conocimientos básicos
– Base de usuarios con masa crítica para impacto político y social dirigido
– Muchas opciones de privacidad para usuarios; poca infraestructura de seguridad.
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Ideas centrales
• Paradoja: de servicio lúdico a infraestructura esencial 
en la virtualización del debate público
– Acentuado por la digitalización e incorporación de 
inteligencia artificial en tareas de curaduría/supervis.
– Un modelo de negocio con limitada competencia 
▪ Otras plataformas muy segmentadas
▪ Fuente de ingresos muy dependiente de la atracción de nuevos 
usuarios y de cómo focalizar su atención.
→ “El modelo de negocio se basa en hacer crecer el número de 
usuarios y las conexiones e interacciones entre ellos para, de esa 
forma, aumentar su base de datos”
Sandy Parakilas, ex responsable de operaciones en Facebook
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Posición de dominio en el mercado por 
adquisición/integración de competidores 
1. Expansión y consolidación
Una posición de cuasi-monopolio
12/04/2018: https://elcomercio.pe/tecnologia/redes-sociales/facebook-mark-zuckerberg-
dueno-clona-8-apps-llama-competencia-noticia-511446
• Facebook posee tres de las 10 principales aplicaciones 
en la tienda de iOS en EE.UU.
▪ Instagram (puesto 4), 
▪ Messenger (puesto 6) 
▪ Facebook (puesto 8). 
▪ Facebook está desarrollando su pestaña Watch para competir con YouTube
(puesto 5) y ha clonado a Snapchat (puesto 7).
– Es intrigante que el Congreso no haya tramitado ninguna iniciativa 
para dividir Facebook, Instagram y WhatsApp.
– Como empresas independientes, cada usuario podría elegir dónde 
depositar sus datos, evitando que una misma plataforma los comparta.
– La estructura de aplicaciones múltiples de Facebook crea economías de 
escala en los datos para compartir objetivos de anuncios y equipos de 











Facebook fue diseñada para crear adicción
2. Modelo de negocio
Exempleados de Google y Facebook se organizan para forzar cambios que 
frenen los excesos de las grandes compañías del sector
https://elpais.com/tecnologia/2018/07/26/actualidad/1532614407_402741.html
• Diseñadas para crear adicción
– Plataformas y servicios sin apenas regulación
– Carencia de elementos éticos en el diseño
– En 2017, Facebook ya conocía las evidencias del mal uso de 
su plataforma mediante cuentas falsas creadas por piratas 
informáticos rusos para amplificar noticias falsas.
▪ Zuckerberg consideró que Facebook no era un medio de 
comunicación ni era responsable de las acciones de terceros.
• Instrumentalizada con fines contrarios a la salud
– Los algoritmos enfatizan los mensajes negativos:
▪ Inducción a la anorexia, miedo, odio… enganchan mejor.
Exempleados de Google y Facebook se organizan para forzar cambios que 
frenen los excesos de las grandes compañías del sector
https://elpais.com/tecnologia/2018/07/26/actualidad/1532614407_402741.html
• Modelo de negocio: incremento constante del 
número de usuarios y de sus interacciones
– Objetivo: aumentar su base de datos de usuarios, y 
con ella los ingresos por publicidad.
▪ Ofertada como un producto (y no un servicio) reduciría su 
margen de negocio.
– El departamento de publicidad tenía pocos recursos para 
asegurar que no se vulneraba el derecho a la privacidad.
▪ Criterio corporativo: hacer lo posible por incrementar el número 
de usuarios conectados y sus interacciones, focalizando la 
atención con todos los medios posibles.
Una característica del servicio, no un bug
N. Carr (19/08/2018): https://www.wired.com/story/its-not-a-bug-its-a-feature
• Carr: It’s not a bug, it’s a feature (INABIAF)
– Una excusa para programadores, o algo sobre lo que 
hackers externos pueden discrepar. 
▪ Apunta a un problema de transparencia en el diseño de 
algoritmos
▪ En el caso de Facebook, las herramientas centrales habían
sido diseñadas para facilitar la venta de datos a otras
compañías de publicidad o similares.
“A standard joke is that a bug can be turned into a feature simply by 
documenting it (then theoretically no one can complain about it because it’s in 
the manual), or even by simply declaring it to be good. “That’s not a bug, that’s 
a feature!” is a common catchphrase.”
The Jargon File, a lexicon of hacker-speak (Stanford, 1975; MIT)19
Kwon, S. J., Park, E., & Kim, K. J. (2014). What drives successful social networking 
services? A comparative analysis of user acceptance of Facebook and Twitter. 
The Social Science Journal, 51(4), 534–544. https://doi.org/10.1016/j.soscij.2014.04.005
• Percibida como la plataforma más segura
– Da a los usuarios más elementos de control sobre 
niveles de acceso a su información para otros contactos.
– Pero ha estado involucrada en múltiples incidentes, 
brechas de seguridad y malas prácticas:
▪ Podía manipular feeds y reorientar la atención a gran escala
▪ Ha colaborado en campañas de vigilancia sobre los contenidos 
que actualizaban sus usuarios, permitiendo acceso a terceros.
▪ Ha sido instrumentalizada a gran escala con actores que 
podían generar múltiples perfiles falsos y amplificar mensajes 
con fines de intoxicación o distorsión política.
– Menor confianza que Twitter e Instagram en lo sucesivo.
Shane-Simpson, C. et al. (2018). Why do college students prefer Facebook, Twitter, or
Instagram? Site affordances, tensions between privacy and self-expression, and 
implications for social capital. Computers in Human Behavior, 86, 276–288. 10.1016/j.chb.2018.04.041
• Competencia Facebook - Instagram
– Instagram ofrece muchas oportunidades de interactuar con 
grandes audiencias a través de imágenes autopromocionales
▪ Compite con Facebook (2,000 mill. Usuarios, dic. 2017) por atraer a 
las personas con más rasgos narcisistas.
▪ Instagram (1,000 mill., jun. 2018) ha consolidado el fenómeno de los 
micro-influencers (usuarios de medios sociales con muchos 
seguidores activos) y es vista como la mejor plataforma de medios 
sociales para atraer audiencias (K. Morrison, 2016).
▪ Facebook ha potenciado la gestión de imágenes y vídeo para retener 
audiencia y círculos de afinidad social, en parte a la zaga del éxito de 
Instagram para generar sentimientos de intimidad y conexión.
– Atracción/retención de audiencia femenina, con preferencias de privacidad 
mejor alineadas con el perfil de intimidad deseado para sus imágenes.
– Esta conducta se extiende a Facebook, Pinterest e Instagram. 
Cómo gestionar la privacidad de más de 2,000 millones de usuarios
Dhillon, G., Oliveira, T., & Syed, R. (2018). Value-based information privacy objectives for Internet 
Commerce. Computers in Human Behavior, 87, 292–307. doi: 10.1016/j.chb.2018.05.043
• Publicidad segmentada según perfiles
– Elementos superficiales permiten filtrar por categorías (zonas urbanas, 
áreas, género, uso personal o profesional…
▪ No se requiere una violación estricta de la privacidad: basta una gestión eficiente de 
tendencias de uso, redes de likes, nodos más activos, usuarios con medio de pago, 
metaetiquetas y detalles mediante análisis de imágenes por AI y control de feeds
→ Por eso Facebook adquirió Instagram ($1.000 mill. en abril 2012).
– Reajuste según tendencias observadas en Instagram
▪ De los grandes bloggers (celebridades) a micro-influenciadores/impulsores de 
tendencia:"influencers de tamaño medio, con seguidores dedicados y altamente 
comprometidos". 
▪ Casi el 60%  de 2.500 micro-influencers consideraban Instagram más efectivo para 
atraer audiencia, frente a 18% de Facebook (Bloglovin) 
▪ Movilidad, seguridad, flexibilidad y calidad del servicio explicaban hace pocos años
la disposición a usar Facebook. Pero la tendencia comercial de Instagram triunfó.
– Kwon, S. J. et al. (2014). What drives successful social networking services? A comparative 
analysis of user acceptance of Facebook and Twitter. The Social Science Journal, 51(4), 534–
544. https://doi.org/10.1016/j.soscij.2014.04.005
Cambridge Analytica no aprovechó una brecha 
de seguridad: explotó características del servicio
3. Acceso privilegiado a terceros 
24
Numerosas brechas de seguridad
25/09/2018
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Numerosas brechas de seguridad
https://www.theguardian.com/news/2018/mar/17/cambridge-analytica-facebook-influence-us-election
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Numerosas brechas de seguridad
Las plataformas de interacción social pueden 
incentivar mejor la privacidad y la seguridad
4. ¿Alternativas?
Incorporar herramientas adecuadas al perfil de usuarios
Wang, H., He, D., & Yu, J. (2019). Privacy-preserving incentive and rewarding scheme for crowd computing in 
social media. Information Sciences, 470, 15–27. doi:  10.1016/j.ins.2018.07.016
• Los usuarios eligen sus plataformas de interacción 
social según intereses específicos
– En Twitter optan más por perfiles públicos que privados, porque el 
objetivo es compartir  y acceder a información.
– En Facebook se prefiere conectar con amigos conocidos en persona, 
en contextos/actividades offline.
▪ Perciben Facebook más seguro que Twitter, por sus opciones de privacidad.
– En Instagram prevalecen las interacciones recíprocas, con audiencias 
más amplias que en Facebook
→ Herramienta ideal para perfiles narcisistas (Panek, 2013. doi: 10.1016/j.chb.2013.04.012)
→ Según fines y características de los usuarios, el diseño de las plataformas 
puede incluir herramientas adecuadas para incentivar prácticas que garanticen la 
identidad, eviten fugas de datos y usos o accesos indebidos.
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Funcionalidad y control supeditados al servicio
Wang, H., He, D., & Yu, J. (2019). Privacy-preserving incentive and rewarding scheme for crowd 
computing in social media. Information Sciences, 470, 15–27. doi:  10.1016/j.ins.2018.07.016
• Los usuarios explotan las debilidades de ciertos 
servicios para saltarse las reglas
– Facebook es el lugar preferido para compartir contenidos de 
connotaciones sociales negativas.
– La capacidad de supervisión es limitada en todas las 
plataformas; pero da resultados distintos según el tipo de 
contenidos que predomina en cada una: Twitter: texto breve; 
Instagram: intercambio de imágenes visuales; 
→ Facebook: texto, fotos compartidas y diversas opciones de privacidad que 
permiten establecer quién puede acceder a cada mensaje. 
– Complejidad técnica y alto coste en recursos humanos de las 
funciones de curaduría/supervisión de contenidos disponibles en 
Facebook: es el canal idóneo para compartir emociones negativas 
por la sofisticación de las opciones de privacidad que ofrece.
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Conclusiones
• Riesgos de ceder a empresas y algoritmos sustitutivos del criterio 
humano la gestión de la interacción social virtual…
– En plataformas y servicios diseñados solo bajo criterios de rentabilidad comercial, 
con funciones que los usuarios ignoran mientras las usan.
– Impulsados por millones de usuarios a una posición de cuasi monopolio
– Bajo una dinámica orientada más a la expansión del servicio y aumento de 
usuarios que a garantizar la calidad, privacidad y fiabilidad del mismo.
– Con numerosos incidentes y brechas de seguridad de los que no rinden cuentas 
ante ningún regulador
– Sin mecanismos de transparencia, auditabilidad y capacidad técnica para 
supervisar su captura por actores con fines delictivos.
– Con capacidad para manipular el sistema de feeds y sus objetivos.
– Dando acceso a terceros, con diversos métodos, para fines comerciales (sin 
limitarse a la propaganda política del mejor postor).
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