We show that the three largest element orders determine the characteristic of Lie-type simple groups of odd characteristic. This result was motivated by algorithmic needs in computations with matrix groups.
Introduction
Given a matrix group G = X GL(d, q), specified by a set X of generators, it seems that a full structural exploration of G is necessary in order to answer even the simplest questions concerning G, such as finding |G| or testing the membership of any given matrix in G (cf. [LG,BB] ). Currently, the standard approach to such an exploration is to set up a recursive scheme of homomorphisms, breaking the input into the image and kernel [LG,NS,O'B,Se] . This reduction bottoms out at an absolutely irreducible matrix group G that is simple modulo scalars. At this terminal stage of the recursion, one finds the name (i.e., the isomorphism type) of G, and then sets up an identification with a standard quasisimple group.
For a prime power q = p e , we write ch(q) = p, and for a Lie-type simple group G defined over GF(q) we write ch(G) = p. For a quasisimple matrix group G one proceeds using the following steps.
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(1) Find the characteristic ch(G) of G. Our previous method for this step [KS2] found the characteristic by examining interactions among the orders of a random selection of group elements. This ran in polynomial time, but was not practical. (2) Determine the "name" of G. At present, the principal approach for this step is the black box Monte Carlo algorithm in [BKPS] , which once again involves examining properties of the orders of a collection of randomly chosen elements.
(3) Produce a "constructive isomorphism" H → G from the (probable) concrete group H to G, for example using [BLGNPS] , [KS1] or [KM] . This allows computations in G to be performed using the natural permutation or matrix representation (if H is alternating or classical), or the Lie algebra or Bruhat decomposition in the case of an exceptional group of Lie type.
The purpose of the present paper is to produce a practical algorithm for Step (1) that once again uses only arithmetic. In the algorithmic part of [KS2] we had to compute element orders and in [BKPS] we worked with primitive prime divisor properties of element orders without needing to compute the orders. In this paper, we need to determine whether the orders of random group elements are greater than a bound N linear in the input dimension, and then compute the exact orders only if they are less than N. As a practical consideration, we mention that, similarly to [BKPS] and [KS2] , the present methodology involves only one preprocessing to find random group elements, since we never leave the original group.
There is, however, a very different approach to Step (1) . A recent algorithm [LO] recursively passes to smaller and smaller subgroups by using random element selections to compute centralizers of involutions in Lie-type groups of odd characteristic; it is efficient both in the polynomial-time and practical senses. Moreover, it is a black-box algorithm that assumes the availability of an oracle to compute element orders. By contrast, in this paper we use arithmetic rather than group theory; but our algorithm is restricted to matrix groups since its proof of correctness depends on results on crosscharacteristic representations of Lie-type groups. Our algorithm has the added benefit that, if the input group is a cross-characteristic projective representation of a Lie-type group G, then the algorithm also provides a short list for the possible isomorphism types of G.
Our new approach to
Step (1) (H) , then {G, H} = {PSL(2, 25), G 2 (3)} with m 1 = 13 and m 2 = 12, {G, H} = { 2 B 2 (8), PSL(2, 13) } with m 1 = 13 and m 2 = 7, or {G, H} = {PSp(4, 3) ∼ = PSU(4, 2), PSU(4, 3)} with m 1 = 12 and m 2 = 9.
The computer verification of Fact 1.1, as well as all other computations in this paper, were performed using GAP [GAP4] . We programmed formulae as in Appendix A for m 1 (G) and m 2 (G) for all Lie-type groups G except PSp(d, 2 e ), P + (d, 2 e ) and P − (d, 2 e ) with d > 36, and evaluated them in the indicated range. The difficulties with formulae encountered in characteristic 2 are described at the end of Section 2, where we also observe that there are no such difficulties with special linear, unitary and exceptional groups. Then we collected the pairs {G, H} with m 1 (G) = m 1 (H) and m 2 (G) = m 2 (H) , and discarded those with ch(G) = ch (H) .
The goal of this paper is to turn the observation in Fact 1.1 into a general theorem and to provide an algorithm for Step (1). Along the way, we have obtained nonalgorithmic results interesting in their own right, and the bulk of the paper consists of the proofs of those results.
Let m 3 (G) denote the third largest element order for G.
Theorem 1.2. Let G and H be simple groups of Lie type of odd characteristic. If m i (G) = m i (H) for 1 i 3, then ch(G) = ch(H).
We can "almost" prove that the two largest element orders determine the characteristic. Our main result is the following Theorem 1.3. Let G and H be In the proof of Theorem 1.2, we consider the third largest element order only in the ambiguous cases listed in parts (ii) and (iii) of Theorem 1.3. There are infinite families of pairs of nonisomorphic groups satisfying (i), for example PSp(2m, q) and (2m + 1, q) for odd composite q, and PSU(q, q) and PSU(q + 1, q) for any odd prime power q / ∈ {3, 9}. We conjecture that the only example in (ii) is {G, H} = {PSL(2, 25), G 2 (3)}, and that there are no examples in (iii); both of these conjectures seem to involve difficult number theory.
Our main proof method is to consider the first three terms of the continued fraction expansion of m 1 /(m 1 − m 2 ), and determine the characteristic as a function of these terms. We include the rather large set of groups in (iii) because, for these groups, m 1 /(m 1 − m 2 ) is an integer and hence the continued fraction expansion provides only one term and our method breaks down. The brute force approach, trying to prove that the Diophantine system of equations m 1 (G) = m 1 (H) , m 2 (G) = m 2 (H), has no solution for two sets of {m 1 , m 2 } formulae taken from different characteristics, seems to be hopeless. Of course there are a few groups that can be defined over fields of different characteristics (and one might, in fact, argue that the groups PSU(4, 2) ∼ = PSp(4, 3) and PSU(4, 3) mentioned in Fact 1.1 do not constitute a genuine counterexample to the claim that m 1 , m 2 determine the characteristic The two largest orders of semisimple elements (i.e., elements whose order is not divisible by ch(G)) also determine the characteristic: 
, PSU(4, 3), PSU(3, 5)} with m 1 = 8 and m 2 = 7.
In Section 2, we give the two largest element orders in Lie-type simple groups defined over fields of odd characteristic, and explain why we had to exclude the groups of characteristic 2 from our theorems. Section 3 contains the proof of Theorem 1.3. Theorem 1.2 is proved in Section 4. The proof of Theorem 1.4 is in Section 5. That section also introduces a variant (m * 1 , m * 2 ) of (m 1 , m 2 ), and formulae for these pairs (m * 1 , m * 2 ) are the basis of the algorithmic application. The algorithm is described in Section 6, where we prove the following of characteristic 2 and rank greater than 18. Moreover, in Remark 6.6 we shall indicate how to lower the output length to at most two (either to p, or to 2 and at most one odd number) for any value of d. This improvement is asymptotically slower, but still runs in polynomial time. It is even likely that the algorithm of Theorem 1.5 computes the characteristic for inputs in all dimensions. This would follow from proving the purely group-theoretic Conjecture 5.9.
If ch(G) = p then our algorithm has an added benefit: it also outputs a very short list for the possible isomorphism types of the simple group G, so Step (2) at the beginning of this introduction becomes far easier. The algorithm has been implemented in GAP: since 2006 it has been part of the matrix recognition package recog [NS] .
Recall that a randomized algorithm is called Monte Carlo if its output may be incorrect, but the probability of erroneous output can be bounded from above by the user. 
The two largest element orders
Appendix A to this paper contains tables that list the two largest element orders in simple groups G of Lie type with ch(G) odd. We often have to distinguish between the cases where q is prime or composite. Proof. We give a general indication how these formulae were derived, and then provide details in two cases: P − (2m, q) (which is the most complicated of the classical group cases) and the exceptional groups of Lie type.
Semisimple elements. These are contained in maximal tori. In the classical (linear) groups GL(d, q), Sp(d, q) , GU(d, q) , and SO ε (d, q) , maximal tori are direct products of cyclic groups Z i of order q j i + 1 or q j i − 1 for exponents j i whose sum is d in the special linear and unitary cases, and d/2 in the symplectic and orthogonal cases; moreover, there are restrictions on the ± signs occurring in the terms q j i ± 1 [Ca] .
In the special linear and unitary cases, let
(only minus signs occur in the special linear case, while q
Let M be the least common multiple of the numbers (q j i − 1)/(q − 1) in the special linear and (q j i ± 1)/(q + 1) in the unitary case, for i = 1, . . . ,k.
Then g M is a scalar matrix on each g-invariant subspace in the natural representation of GL(d, q) or
is divisible by q − 1 in the special linear case, while (q i 1 ± 1, q i 2 ± 1) is divisible by q + 1 in the unitary case. Here q ± 1 is factored out of |T | because we consider T ∩ SL(d, q) or T ∩ SU(d, q), and after that the center (of order (d, q ± 1)) of the resulting group is also factored out. We need the resulting subgroup T of G to be cyclic, as otherwise the largest element order in T would be at least a factor q ± 1 smaller than |T | and hence too small. Therefore, there are k 3 factors q j i ± 1, and k 2 except when (d, q + 1) = q + 1 in the unitary case. Straightforward calculations show that the projective image of g ∈ T ∩ SL(d, q) or T ∩ SU(d, q) in the corresponding simple group G has order at most the numbers m 1 (G), m 2 (G) in Table A .1 or A.2, and those numbers occur as orders.
Similarly, in the symplectic and orthogonal cases, as above arise here, all nonzero coefficients have absolute value one or two times the leading coefficient, so the leading term dominates.) Once we know that we have to consider tori that are products of at most three cyclic subgroups Z i , it is straightforward to discover how to choose the exponents j i in order to maximize the corresponding element orders m 1 , m 2 . We will do this below for P − (2m, q).
The maximal tori of the exceptional groups are more explicitly known than in the classical groups, and the above process is therefore easier (see below).
Nonsemisimple elements. We also have to consider the maximal orders of nonsemisimple elements. Such elements are in parabolic subgroups, which are obtained by deleting sets of nodes from the Dynkin diagram. Also, if q = p e and the maximal semisimple order, written as a polynomial in p, is a polynomial of degree k, then the maximal order of a nonsemisimple element is a polynomial of degree at most k − e + 1. (More details of such arguments will be given below for the groups P − (2m, q) and for the exceptional groups.) In particular, for composite q, the numbers m 1 , m 2 are orders of semisimple elements.
The group P − (2m, q): semisimple elements. Each semisimple element of SO
in a maximal torus T , and T is a direct product arising from an orthogonal decomposition of V :
with t odd and the integers in parentheses representing cyclic groups of the indicated orders. We are looking for elements of large order in such a torus, and the existence of elements whose orders are in Table A 
, then 4 divides exactly one of the indicated factors. (In fact, three factors can occur precisely when a Sylow 2-subgroup of T has the form Z 2 × Z 2 × Z 2 a with a 2. For then the spinor norm condition produces a subgroup Z 2 × Z 2 a , and factoring out -1 produces a cyclic group Z 2 a . Note that it is essential to have a 2 here so that the product of the three involutions in the indicated cyclic factors of T is in the subgroup of index 2 corresponding to spinor norm 0.) It follows that q ≡ 3 (mod 4) and exactly one of the exponents a, b, c is odd.
We need to handle small dimensions separately, as is evident from Table A.6. When 8 2m 14, we list the possibilities for T allowed by the above requirements:
In each of the first three cases, the listed orders, divided by (q m + 1, 4), are the two largest semisimple element orders and appear in Table A Note that each of the two largest semisimple orders is larger than q k , where k is the absolute rank of G (the rank over the algebraic closure of GF(q)). It remains to deal with nonsemisimple elements. Here we can write such an element using its
Jordan decomposition: g = su = us with s semisimple and u = 1 unipotent. The centralizers of unipotent elements of exceptional groups of odd characteristic were described in [LiS, . It is straightforward to deduce that, for a nontrivial unipotent u ∈ G, C G (u) has an element of order greater than q k only if u belongs to a long root group (or a short root group in the case
where there is a graph automorphism interchanging the long and short root groups); recall that the maximal semisimple order, written as a polynomial in p, is a polynomial of degree k.
Thus, suppose that u belongs to a long root group X . Then N G (X) is a maximal parabolic subgroup, and has a Levi decomposition N G (X) = Q L with Q unipotent and L a Levi factor. We may assume that g = us with u ∈ Q and s ∈ O p (L). Therefore, |g| is largest when s is an element of largest order
, a group of Lie type of rank one less than that of G. Moreover, L is a classical group except when G = E 8 (q) and L = 2.E 7 (q). Thus, using the classical group case, or the semisimple case for 2.E 7 (q), it is straightforward to verify that Table A.7 contains all instances where nonsemisimple elements have largest or second largest order.
Characteristic 2. We next describe the obstacles for groups of characteristic 2. For special linear and unitary groups, the above argument remains valid: semisimple elements of the two largest orders must come from tori that are the products of at most 3 cyclic groups, and usually at most 2.
Exceptional groups also do not cause any problems in characteristic 2. Explicit lists of the maximal tori are known (collected in [KS2] from the literature, and also calculated independently in [H] ), making a list as in Table A .7 straightforward in the semisimple case. Nonsemisimple elements need to be considered only in exceptional groups defined over GF(2), for which all element orders are known.
However, for symplectic and orthogonal groups there is no bound on the number of cyclic factors in the tori we have to consider, because there are arbitrarily large collections of pairwise relatively prime integers of the form 2 j ± 1, and we have to consider partitions of d/2 into a sum of such integers j. For each concrete value of d, in principle it is possible to determine the tori giving the two largest semisimple element orders. However, we do not have general formulae for all d: these depend in some manner on delicate number-theoretic data involving partitions of the integer d/2 . Moreover, when q = 2, m 1 and m 2 can be even and divisible by different powers of 2. For example,
Hence, although groups of characteristic 2 were included in the computations establishing Fact 1.1, we had to exclude such groups from Theorem 1.3.
Computer checks. The order formulae in Tables A.1-A.7 were also checked experimentally using GAP, by constructing the appropriate quasisimple matrix groups over a large variety of fields and computing the projective orders of large samples of random elements.
Proof of Theorem 1.3
Before going into the details of the proof, we outline the basic idea. As we have seen in Section 2, the maximal orders m 1 , m 2 can be viewed as polynomials in the underlying field size q. Our goal is to construct low-degree polynomials in q as functions of m 1 and m 2 . We use these polynomials to read off the value of q (or at least ch(q)). For example, we consider the greatest common divisor (m 1 , m 2 ), and a 0 := m 1 /(m 1 − m 2 ) . Here are some examples where q can be found as a simple function of m 1 , m 2 and a 0 . For most d and q, if q is prime and G is an orthogonal group defined over GF(q) then 2(m 1 −m 2 )/(m 1 , m 2 )−1 = q; if G is orthogonal or symplectic and q is composite, then a 0 −2 ∈ {q, q 2 }; and if G is unitary and q is composite then a 0 − 1 = q. There are exceptions to these rules, mostly in low rank, that we have to recognize; and of course we also have to identify the exceptional groups from the pair (m 1 , m 2 ). To help identify which family of groups the input belongs to, we not only consider a 0 but the first three terms a 0 , a 1 , a 2 of the continued fraction decomposition
We also consider variants
We use connections between the quantities (m 1 ,
Some of these connections are trivial and provide no useful information regarding ch(G) (for example, PSU(4, 3), PSU(10, 9), PSp(4, 3), PSp(6, 3), PSp(6, 5), PSp(6, 7), PSp(6, 11),
for G ∈ S 0 , with the exceptions mentioned in Fact 1.1, there is no simple group H G of Lie type H) , and ch(G) = ch(H) (recall that Fact 1.1 includes groups of characteristic 2).
We will focus on the set C := S \ S 0 , where S denotes the set of simple groups of Lie type of odd characteristic. In the rest of this section, we prove Theorem 1.3 for the family C by providing an algorithm which, given m 1 (G), m 2 (G), identifies whether G belongs to the exceptions described in Theorem 1.3(ii), (iii), and computes ch(G) as a function of m 1 (G) and m 2 (G) if this is not the case.
We partition C based on properties of m 1 (G) and m 2 (G), so that all groups within a partition class have a common formula to compute ch(G). This partition is not natural, and its definition was aided by extensive computer experiments.
We first partition C into five sets:
The set C 1 contains most orthogonal, symplectic and unitary groups defined over fields of composite size, and for most of these groups either a 0 − 1 or a 0 − 2 is a power of q. Our task is to separate those groups in C 1 that do not satisfy this last condition. To this end, we further partition C 1 as follows:
Remark 3.1. The assertions in Propositions 3.2-3.10 can be verified by straightforward but tedious checking using the formulae in Tables A.1-A.7. We express the integers a i , b i as polynomials in q. These expressions may not be valid for small values of q. For example, for G = E 6 (q), if q 5 is prime then a 0 = q 2 − 1, a 1 = 1, and a 2 = q; but for q = 3 we have a 2 = q + 1, so we placed the group E 6 (3) in S 0 . It is also possible that the parameters of a group "accidentally" satisfy a condition designed for another class. Still considering the set of groups G = {E 6 (q) | q 5 prime}, all groups in G belong to C 15 . However, E 6 (5) also satisfies the defining condition of C 16 so we placed E 6 (5) in S 0 . It is also possible that infinite subfamilies satisfy some accidental numerical property, and in this case we have to devise a refinement of our partition classes C ij... . The primary example is the subfamily PSL(16k + 14, q), where the generic behavior occurs only for q > 151 (cf. Proposition 3.10 and the class C 549a ). The exact determination of which groups had to be placed in S 0 , and the check of validity of Propositions 3.2-3.10 for small rank and field size, were aided by computer calculations.
Computer experiments also helped to find the appropriate definitions of the classes C ij... .
Proposition 3.2. For G ∈ C,
(1) G ∈ C 11 if and only if G = P − (2 e + 2, q) for some e 5 and composite q ≡ 3 (mod 4). In this case, / ∈ {9, 15} and q composite; P + (8k, q) with k 3 and q composite; P + (8k + 4, q) with k 1; P + (4k + 2, q) with k 2 and q composite, except P + (16k + 2, q) with k 2 and q ≡ 1 (mod 4) composite; P − (8k, q) with k 2 and q composite; P − (18, q) with q ≡ 1 (mod 4); P − (8k + 2, q) with k 3 and all q, except k ∈ {2
e | e 2} ∪ {7 · 2 e | e 0} ∪ {3} and q ≡ 3 (mod 4) composite; P − (8k + 4, q) with k 2 and q composite; P − (8k + 6, q) with k 2 and q ≡ 1 (mod 4); P − (8k + 6, q) with k 2 and composite q ≡ 3 (mod 4) except k = 3; 3 D 4 (q) with q prime; F 4 (q) with q composite; E 8 (q) with q ≡ 1 (mod 3) composite and q ≡ 1 (mod 12) prime. In this case, a 0 = q 2 m + 2 or a 0 = q 2 m + 1 for some m 0, and so ch(G) = ch(a 0 − 2) if a 0 is odd and
The set C 2 contains most orthogonal groups defined over prime fields. Let r := 2(m 1 − m 2 )/ (m 1 , m 2 ) − 1; for most such groups, r = q. However, we need to separate those groups in C 2 that do not satisfy r = q. Partition C 2 as follows: In this case, r = q and so ch(G) = ch(r).
The set C 3 contains most symplectic and unitary groups defined over prime fields. In C 3 , we lose our major tool because the continued fraction expansion of m 1 /(m 1 − m 2 ) does not provide numbers a i , b i for i 1. Partition the set C 3 as follows; C 38 isolates the potential examples in Theorem 1.3(iii). The set C 4 contains mostly low-rank groups, and the characteristics of its members are easy to determine. Partition C 4 as follows: 9} and composite q; PSp(8, q) for some composite q; (9, q) for some composite q; P − (2k, q) for some k ∈ {4, 6} and composite q; P − (14, q) for some q ≡ 1 (mod 4). In this case, ch(G) = ch(a 0 − 1).
The set C 5 contains most of the special linear groups. This is quite a difficult category to handle, because in special linear groups a 0 is not a small-degree polynomial in the size of the defining field.
As a preliminary step, we partition C 5 into four parts:
Now partition C 51 as follows, where C 511 isolates the potential examples in Theorem 1.3(ii). Proof. Suppose that m 1 = 13. If G = PSL(2, q) for some square (and so necessarily composite) q then, by 
is a prime, we must have u − v = 1 and u + v = p. This implies that u = (p + 1)/2, v = (p − 1)/2, and then p + 1 = 2uv = (p 2 − 1)/2, for which the only positive solution is p = 3. 2 Partition C 52 as follows, where C 523 , C 524 , and C 527 are the first instances in our partitions that isolate special linear groups in infinitely many dimensions over infinitely many fields. We are left with the most complicated cases: C 53 and C 54 . Here, the groups PSL(16k + 14, q) cause difficulties: if q 17 then a 2 = (q + 1)/17 and if q < 17 then a 2 follows no simple pattern (but a 2 is independent of k). Moreover, if 17 q 31 then a 2 follows no simple pattern. Hence the cases q 31 have to be handled one at a time.
Define C 53x = {G ∈ C 53 | a 2 = x}, 2 x 11, and C 5312 = {G ∈ C 53 | a 2 > 11}. We partition C 532 and C 533 further:
C 532d := G ∈ C 532 a 1 ∈ {14 467, 18 325, 22 815, 27 985}
Proposition 3.9. The sets C 536 and C 538 are empty. For G ∈ C, (12) G ∈ C 5312 if and only if G = PSL(16k + 2, q) for some k 1 and q > 3. In this case, ch(G) = ch(a 1 + 1).
In C 54 , we have to deal with three doubly infinite families where a 2 → ∞ as q → ∞. In addition to the groups PSL(16k + 14, q) with a 2 = (q + 1)/17 for q 37, the set C 54 also contains PSL(4k + 1, q) with a 2 = (q − 3)/4 for q 11 and k 2, and PSL(8k, q) with a 2 = (q + 1)/5 for q 9 and k 1. Define C 54x := {G ∈ C 54 | a 2 = x} for x ∈ {2, 3, 4, 5, 8}
For x ∈ {2, 3, 4, 9} we partition C 54x further:
C 542a := G ∈ C 542 a 1 ∈ {7, 9, 11, 14} for some k 2 and q ∈ {3} ∪ {q 27 | q = 37}. In this case, if a 1 = 8 then ch(G) = 3 and for other values of a 1 , ch(G) = ch(a 1 − 3). (9c) G ∈ C 549c if and only if either G = PSL(8k, q) for some k 1 and q ∈ {29, 31, 37} ∪ {q | q 47}, or G = E 7 (q) for some q ∈ {31} ∪ {q 47 | q ≡ 3 (mod 4)}, or G = PSL(4k + 1, 5) for some k 2. In this case, if a 1 = 9 then ch(G) = 5 and for other values of a 1 , ch(G) = ch(a 1 + 2).
The preceding propositions complete the proof of Theorem 1.3.
Proof of Theorem 1.2
In the ambiguous cases appearing in Theorem 1.3(ii), (iii), the three largest element orders m i are listed in Table 1 . For special linear groups q is composite; in all other cases q is prime. For the unitary groups in Table 1 , a(n) denotes the smallest odd integer a 3 satisfying (a, n − a) = 1; we use a(n) only for values of n for which a(n) < n/2. Proof of Theorem 1.2. Suppose first that G ∈ C 5113 in Lemma 3.7, corresponding to the ambiguity in Theorem 1.3(ii). If m 1 /2 m 3 then G = PSL(2, q) and ch(G) = ch(2m 1 − 1). On the other hand, if m 1 /2 < m 3 then G = G 2 (q) and ch(G) = ch(m 3 ).
If G ∈ C 38 in Lemma 3.4, corresponding to the ambiguity in Theorem 1.3(iii), then define a := m 1 /(m 1 − m 3 ) . By straightforward checking of Table 1 , we find that a < 2m 1 /3 if and only if G is symplectic and q > 3; in this case, ch(G) = ch((m 1 − m 2 )/2). Also, a < 2m 1 /3 and m 1 − m 2 = m 2 − m 3 = 6 if and only if G is symplectic and q = 3. Finally, a 2m 1 /3 and m 1 − m 2 = m 2 − m 3 = 6 PSL(2, 9) 5 4 3 PSL(2, q)
PSU(4, 3) 12 9 8 PSU(6, 5) 630 624 521 
Proof of Theorem 1.4 and a variant
We first note the following H) , and ch(G) = ch (H) .
. We partition C into five classes C i , 1 i 5, as defined near the beginning of Section 3, however using the values m 1 and m 2 instead of m 1 and m 2 . For example,
2 > 1}. We also compute the numbers a i , b i , a 2 , b 2 as in Eqs. (3.1) and (3.2), but using the continued fraction decompositions of
For 2 i 5, we partition C i exactly into the subcategories described in Section 3 (but, of course, using m 1 and m 2 instead of m 1 and m 2 in the definitions). For C 1 , the definition of C 1 j for 1 j 3 and 6 j 11 is the same as in Section 3. However, we define C 14 and C 15 as
The observations made in Remark 3.1 are valid for the proofs of the following Propositions 5.2-5.6 as well.
(1) G ∈ C 11 if and only if G = P − (2 e + 2, q) for some e 5 and q ≡ 3 (mod 4). In this case, if a 1 > 2 then ch(G) = ch(2a 1 + 3). If a 1 = 2 and a 0 = 401 then ch(G) = 7 and if a 1 = 2 and a 0 = 401 then ch(G) = 3.
(2) G ∈ C 12 if and only if G = PSp(6, q) or G = (7, q) for some q. In this case, ch(G) = ch (a 0 (1)
Moreover, for the classes different from C 511 , the stronger condition C 5ij... = C 5ij... \ S 0 holds with the following exceptions:
In each of the cases (2)-(8), the groups in C 5ij... \ C 5ij... are of the form X(q) for a type X and prime q so that X(q) with composite q is in C 5ij... . Moreover, the formulae given in Propositions 3.6, 3.8-3.10, for computing ch( X(q)) in C 5ij... , are also valid for prime q. Hence, for G ∈ C 5 , m 1 (G) and m 2 (G) determine ch(G) as described in Propositions 3.6, 3.8-3.10.
These propositions finish the proof of Theorem 1.4. Note that, for the potential counterexamples in
In our algorithmic application Theorem 1.5, we need a variant of Theorems 1.3 and 1.4. For, when [Lü] . Hence, in a computation of the characteristic based on large element orders, it is preferable to use Theorem 1.4 instead of Theorem 1.3 because a smaller sample of random element orders already contains m 1 (G) and m 2 (G). We will take a large enough sample of group element orders so that the quantities m 1 , m 2 occur with high probability. Unfortunately, this does not imply that the two largest element orders we encounter are indeed m 1 and m 2 . If our sample contains m 1 and m 2 then the two largest orders m * 1 > m * 2 in the sample behave as in the following definition:
Definition 5.7. Let G be a simple group of Lie type. Define m * There are 1017 primes p < 10 5 for which 2p 2 + 2p + 1 is a prime; also 2p 2 + 2p + 1 is a proper prime power just once in this range, for p = 3 (compare Theorem 1.3(ii)).
For example, if m i (G) denotes the ith largest element order in G and m
Proof sketch for Fact 5.8. Just as for Fact 1.1, we verified Fact 5.8 by computer calculations. We programmed the formulae for (m * 1 (G), m * 2 (G)) mentioned above and evaluated them in the indicated range with the exception of the groups PSL(2, q) for prime q > 10 5 . Then we collected the pairs {G, H} H) , and discarded those with ch(G) = ch(H).
To finish the proof, we have to show that, if m * 
Hence it is enough to consider groups H with m 1 (H) 2m 2 (H) − 1. The groups satisfying this condition are PSL(2, r), PSp(4, r), PSp(6, r), PSp(8, r) for prime r, P + (8, r) for r 4, and a few small examples: PSL(4, 2), PSL(6, 2), PSU(3,
It is easy to see that in the symplectic and orthogonal families m * 1 (H) = 2m * 2 (H) − 1 is impossible. Some of the small examples lead to lines in Table 3 , but of course only involving PSL(2, q) with q < 10 5 . PSp(4, 3) ∼ = PSU(4, 2), PSU(4, 3) 13 7
2 B 2 (8), PSL(2, 13) 13 8
13 12 , and for all such pairs we computed whether they are of the form {(q + 1)/2, (q − 1)/2} for some prime q. There are such pairs, listed in Table 3 , and also for larger q in the case of the groups H = G 2 (p) with q = 2p 2 + 2p + 1. The last remaining case is {m * 1 , m * 2 } = {(q + 1)/2, (q − 1)/2} = {m 1 (H), m 1 (H) ± 1} for some orthogonal or symplectic group H defined over GF(2 e ) and of rank greater than 18. If 2 e > 2 then the only possibility is m * H) ; both of these numbers are odd, so
If 2 e = 2 and H has rank m 33 then m 1 (H) > 2 m > 5 · 10 9 and it cannot be equal to (q ± 1)/2 for q < 10 10 . Hence only the cases PSp(d, 2), P + (d, 2), and P − (d, 2) remain, with 38 d 64. For these groups H , we determined m 1 (H) and then proved the impossibility of the pair {m * 1 , m * 2 } = {m 1 (H), m 1 (H) ± 1} using the following simple observation: in most cases, the two numbers m 1 (H) ± 1 do not divide the order of H so they cannot be element orders in H . The only cases not eliminated by this trivial requirement are also easily handled as follows: First, we consider the case σ (m) k(n) . In this case, the Euler-function is these elements has order at least n and divisible by p, so our claim is proven.
The only remaining case is that m n and σ (m) > k(n) . In this case, let Q be any set of k(n) different prime divisors of m, including p, and let r = q∈Q q. Note that r 
where μ is the cost of a field operation in GF(q).
Proof. We use ideas from [LGO, Section 10] . We compute the Frobenius normal form and the minimal polynomial h(x) of g by the Las Vegas algorithm of [Gi] , in O (μd 3 log d) time. The rest of the procedure is deterministic.
First consider the computation of |g|. For primes p ∈ P(N), let p(p) denote the largest power of p that is less than N, and let P := p∈P (N) p(p) . We compute the remainder r(x) of the polynomial division of x P by h (x) . By the definition of the minimal polynomial, g Remark 6.4. An algorithm for computing the order and projective order of a matrix is described in [CLG] . The claimed running time is similar to the timing of Proposition 6.3; however, the timing analysis of the "Bounded order algorithm" on page 55 of [CLG] should involve an extra factor d. Hence, using [CLG] would increase the timing of Proposition 6.3 by a factor N and hence the timing of Theorem 1.5 by a factor d, increases that we prefer to avoid. Therefore, it seems that the more delicate procedure and analysis of Proposition 6.3 are necessary for our results.
Let L denote the set of formulae for possible triples (H, all special linear, unitary, and exceptional groups; all symplectic and orthogonal groups in odd characteristic; and all symplectic and orthogonal groups of characteristic 2 and rank at most 18 (see Definition 5.7 and the two paragraphs following that definition). Recall that g denotes the projective order of a matrix g, and that K is an absolutely irreducible matrix group such that K modulo scalars is isomorphic to a simple group G of Lie type.
e ), L as above and an error bound ε > 0.
Output: A list of possibilities for ch(G).
(1) L := ∅, output := ∅ /* in L we collect random element orders and in output we collect possibilities for ch(G) or for (7, 4) , (15, 13) , (30, 20) , (30, 24) , (63, 60) , (91, 85)} then choose the unique group G from Table 3 with m * (12, 9) , (13, 7), (13, 12)} then use m * 3 to choose one of the groups described in Fact 1.1 (7) return the numbers for ch(G) collected in output Proof. First we prove that, if the algorithm terminates in Step (2), then the output is correct. Estimates for the minimal dimension δ(G) of cross-characteristic representations were given in [LS] and [SZ] ;
we use the tables from [Ti] , which also record later improvements to the Landazuri-Seitz-Zalesskii bounds. Comparing the values m 1 (G) from Appendix A with δ(G) from [Ti] , we see that all Lie-type simple groups satisfy m 1 (G) < 3δ(G). Therefore, if we encounter some g ∈ K with |g| 3d, then indeed ch(G) = p. . Let d/2 < e d − 2 and moreover let e be even in the symplectic and orthogonal cases, and let e be odd in the unitary case. We shall estimate the proportion of elements of G of order at least 3d and acting irreducibly on an e-dimensional nondegenerate subspace in the natural representation of G.
Standard arguments (see, e.g., [NiP, Section 5] 2 ) cyclic subgroups of order m i , for i = 1, 2. If the elements of order m i come from tori that are direct products of at most two cyclic groups of order q j ± 1 for some j, say for j 1 , j 2 with j 1 + j 2 = d or j 1 + j 2 = d/2 (depending on the type of G; cf. Section 2), then the number of tori is at least
. If the elements of order m i come from tori that are direct products of three cyclic groups and one of those is of order q + 1 then the number of tori is at least |G|/(2m i d
2 ). These two subcases cover all instances when ch(G) is odd, or ch(G) = 2 and G is special linear or unitary. Finally, if ch(G) = 2 and G is symplectic or orthogonal of rank at most 18 then there are a few instances where the m i come from tori that are the products of four cyclic groups of order q j ± 1 but the estimate |G|/(2m i d
2 ) is valid for these groups as well. Note that in Case 2 we have 2d
2 < 32 log 2 (3d). By Lemma 6.2(b), if m 1 (G) 3d then G contains at least |G|α(3d)/(2d 2 ) elements of projective order at least 3d and so, with probability at least 1 − ε/2, L contains a projective element order of at least 3d. On the other hand, if m 1 (G) < 3d then, by Lemma 6.2(a), L contains m i with probability at least 1 − ε/2 for i = 1, 2, so L contains both m 1 and m 2 with probability at least 1 − ε. Step (4) created an output list containing more than one pair (ch(G), G), then these pairs occur either in Table 3 or they are of the form (q, PSL(2, q)) and (p, G 2 (p)). The groups G occurring in Table 3 are so small that, with probability at least 1 − ε, the element orders m 1 (G) and Table 3 can occur only if m * 1 = m 1 (G) and m * 2 = m 2 (G) for some group, and all of these possibilities are listed in Steps (6b) and (6c).
For the pairs listed in Step (6b), there is a unique group with m *
Step (6c) handles the three pairs (m * 1 , m * 2 ) for which there are two groups H, G of different characteristic with
Step (6a) eliminates this type of ambiguity. 2
Completion of the proof of Theorem 1.5. Since n/ϕ(n) = O (log log n) for all n (see [MSC, §II.8] ) and Hence, if the algorithm encounters no projective order greater than 3d then, with high probability, 3d m * 1 = m * 1 (G) (q + 1)/2 and ch(G) q < 6d. Therefore, the output is either {p} (if no projective order greater than 3d is encountered) or a subset of the primes less than 6d (and hence has length quite a bit less than 6d), as required in Theorem 1.5. 2
Remark 6.6. We claim that, in fact, it is possible to modify our Algorithm Find_Char so that the output length is at most two for any d. We have already noted that, if Algorithm Find_Char encounters an element of projective order at least 3d, then ch(G) = p; and if all elements of the sample have projective order less than 3d then, with high probability, the size q of the field of the definition of G Implementation. The algorithm has been implemented in GAP, and since 2006 has been part of the package recog [NS] . The implemented version works for input dimensions up to 5000.
Standard GAP functions are used for random element generation and order computation, based on [CLMNO,CLG] . Since we overestimated the number of random element selections with the bound 32 log 2 (3d) log(2/ε)/α(3d) , in the implementation we use the following stopping criterion. If the value of (m * 1 , m * 2 , m * 3 ) last changed at the computation of the order of the mth random group element then we stop after the generation of 2m + 50 random elements.
Another useful heuristic is to start by computing the orbit of a random vector under the product of the given generators. This step seems to recognize groups with ch(G) = p, and for these groups we can even avoid the initialization of the pseudorandom element generator and any potentionally expensive projective order computations.
As a speedup of
Step (4) The computations reported in Table 4 were carried out using GAP Version 4.4.12 on an Intel Dual-Core 3.0 GHz processor. The input is a quasisimple group K GL(d, p e ). The output is either ch(K /Z (K )), or a list of candidate groups for K /Z (K ) all of the same characteristic. The reported running times are in seconds. The sample of groups includes all of the examples considered in [LO] .
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