Abstract. Pythagorean fuzzy sets provide stronger ability than intuitionistic fuzzy sets to model uncertainty information and knowledge, but little effort has been paid to conflict analysis of Pythagorean fuzzy information systems. In this paper, we present three types of positive, central, and negative alliances with different thresholds, and employ examples to illustrate how to construct the positive, central, and negative alliances. Then we study conflict analysis of Pythagorean fuzzy information systems based on Bayesian minimum risk theory. Finally, we investigate group conflict analysis of Pythagorean fuzzy information systems based on Bayesian minimum risk theory.
Introduction
Pythagorean fuzzy sets(PFSs), as a generalization of intuitionistic fuzzy sets(IFSs), are characterized by a membership degree and a non-membership degree satisfying the condition that the square sum of its membership degree and non-membership degree is equal to or less than 1, and they have more powerful ability than IFSs to model the uncertain information in decision making problems. So far, much effort [1, 3, 18, 24, 25, 31, 32, 35, [37] [38] [39] have paid to investigations of Pythagorean fuzzy sets. For example, Beliakov et al. [2] provided the averaging aggregation functions for preferences expressed as Pythagorean membership grades and fuzzy orthopairs. Bustince et al. [3] investigated a historical account of types of fuzzy sets and discussed their relationships. Peng [18] developed a Pythagorean fuzzy superiority and inferiority ranking method to solve uncertainty multiple attribute group decision making problem. Based on Pythagorean fuzzy sets, Reformat et al. [25] proposed a novel collaborative-based recommender system that provides a user with the ability to control a process of constructing a list of suggested items.
Ren et al. [24] extended the TODIM approach to solve the MCDM problems with Pythagorean fuzzy information and analyzed how the risk attitudes of the decision makers exert the influence on the results of MCDM under uncertainty. Yager [31] introduced a variety of aggregation operations for Pythagorean fuzzy subsets and studied multi-criteria decision making where the criteria satisfaction are expressed using Pythagorean membership grades. Zhang [37] presented a hierarchical QUALIFLEX approach with the closeness index-based ranking methods for multi-criteria Pythagorean fuzzy decision analysis. Zhang et al. [38] defined some novel operational laws of PFSs and proposed an extended technique for order preference by similarity to ideal solution method to deal effectively with the multi-criteria decision-making problems with PFSs. Zhang et al. [39] introduced the models of Pythagorean fuzzy rough set over two universes and Pythagorean fuzzy multi-granulation rough set over two universes.
Many scholars [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [19] [20] [21] [22] [23] [26] [27] [28] [29] [30] 34, 36, 40, 41] focused on conflict analysis of information systems, and improved the relationship between the two sides of a conflict by finding the essence of the conflict issue. For example, Deja [5] examined nature of conflicts as we are formally defining the conflict situation model. Pawlak [16] initially considered the auxiliary functions and distance functions and offered deeper insight into the structure of conflicts and enables the analysis of relationships between parties and the issues being debated. Silva et al. [19] presented a multicriteria approach for analysis of conflicts in evidence theory. Ramanna et al. [21] studied how to model a combination of complex situations among agents where there are disagreements leading to a conflict situation. Sun et al. [27] subsequently proposed a conflict analysis decision model and developed a matrix approach for conflict analysis based on rough set theory over two universes. Skowron et al. [29] explained the nature of conflict and defined the conflict situation model in a way to encapsulate the conflict components in a clear manner. Yang et al. [34] investigated evidence conflict and belief convergence based on the analysis of the degree of coherence between two sources of evidence and illustrated the stochastic interpretation for basic probability assignment. Yu et al. [36] provided the supporting probability distance to characterize the differences among bodies of evidence and gave a new combination rule for the combination of the conflicting evidence. Zhu et al. [41] studied the problems of conflicts of interest in database access security using granular computing based on covering rough set theory.
In practical situations, many agents express their opinions on some issues by Pythagorean fuzzy sets, which are more precise than intuitionistic fuzzy sets and other types of fuzzy sets. For example, an agent expresses his preference about the degree of an issue, and he may give the degree to support this issue as 
We see Pythagorean fuzzy sets are more effective than intuitionistic fuzzy sets for expressing uncertain information in practical situations. Although there are many Pythagorean fuzzy information systems for conflicts, few researches focus on conflict analysis of Pythagorean fuzzy information systems. Furthermore, due to the characteristic of data collection actually, there are many dynamic Pythagorean fuzzy information systems with variations of object sets, attribute sets, and attribute value sets, and non-incremental approaches are time-consuming for conflict analysis of Pythagorean fuzzy information systems. Therefore, we should provide effective approaches for conflict analysis of dynamic Pythagorean fuzzy information systems.
The contributions of this paper are as follows. Firstly, we provide the concept of Pythagorean fuzzy information system and employ an example to illustrate the difference between information systems and Pythagorean fuzzy information systems. We present the concepts of Pythagorean matrix, Pythagorean closeness index matrix, closeness index, comprehensive Pythagorean closeness index. We also provide the concepts of positive alliance, central alliance, and negative alliance. Especially, We present the concepts of maximum positive alliance, central alliance, and negative alliance. We propose an algorithm for conflict analysis of Pythagorean fuzzy information systems and employ an example to illustrate how to conduct conflict analysis of Pythagorean fuzzy information systems. Secondly, we provide the concept of dynamic Pythagorean fuzzy information systems when adding an object, and discuss the relationship between the original Pythagorean fuzzy information systems and dynamic Pythagorean fuzzy information systems.
We propose an incremental algorithm for conflict analysis of Pythagorean fuzzy information system when adding an object. Thirdly, we provide the concept of dynamic Pythagorean fuzzy information systems when deleting an object, and discuss the relationship between the original Pythagorean fuzzy information systems and dynamic Pythagorean fuzzy information systems. We propose an incremental algorithm for conflict analysis of Pythagorean fuzzy information system when deleting an object.
The rest of this paper is shown as follows. Section 2 reviews the basic concepts of Pythagorean fuzzy sets. Section 3 provides three types of positive, central, and negative alliances with different thresholds.
Section 4 investigates conflict analysis of Pythagorean fuzzy information systems based on Bayesian minimum risk theory. Section 5 focuses group conflict analysis of Pythagorean fuzzy information systems based on Bayesian minimum risk theory. The conclusion is given in Section 6.
Preliminaries
In this section, we review the related concepts of Pythagorean fuzzy sets.
Definition 2.1 [31] Let U be an arbitrary non-empty set, and a Pythagorean fuzzy set(PFS) P is a mathematical object of the form as follows:
for every x ∈ U, µ P (x) and ν P (x) denote the membership degree and the non-membership degree of the element x to U in P, respectively.
For convenience, we denote the Pythagorean fuzzy number (PFN) and the hesitant degree as γ = P(µ γ , ν γ ), and π γ = 1 − µ 2 γ − ν 2 γ , respectively. Moreover, as a generalization of Intuitionistic fuzzy sets, Pythagorean fuzzy sets are powerful for describing imprecise information in practice. Moreover, Yager also provided summation and multiplication operations for Pythagorean fuzzy numbers as follows. 
Especially, we obtain the Euclidean distance between the Pythagorean fuzzy number P(µ γ , ν γ ) and the positive ideal PFN γ + = P(1, 0) as follows:
and the Euclidean distance between the Pythagorean fuzzy number P(µ γ , ν γ ) and the negative ideal PFN γ − = P(0, 1) as follows:
By Definition 2.6, we provide the closeness index for Pythagorean fuzzy numbers as follows. Then the closeness index of γ is defined as follows:
By Definition 2.7, we see that the closeness index P(γ) of γ is constructed based on the Euclidean distance between the Pythagorean fuzzy number P(µ γ , ν γ ) and the positive ideal PFN γ + and the Euclidean distance between the Pythagorean fuzzy number P(µ γ , ν γ ) and the negative ideal PFN γ − . Especially, we have 0 ≤ P(γ) ≤ 1 for the Pythagorean fuzzy number γ.
be Pythagorean fuzzy numbers. Then we have 
a Pythagorean fuzzy information system. Then the Pythagorean matrix M(S ) is defined as follows:
By Definition 3.3, we transform a Pythagorean fuzzy information system into a matrix for conflict analysis. Furthermore, we employ an example to illustrate how to transform Pythagorean fuzzy information systems into matrices as follows.
Example 3.4 (Continuation from Example 3.2) By Definition 3.3, we have the Pythagorean matrix M(S )
as follows: 
By Definition 3.5, we aggregate a collection of Pythagorean fuzzy numbers 
By Definition 3.6, we get the positive, central, and negative alliances using the Pythagorean fuzzy 
By Definition 3.6, we have
In Example 3.7, we classify {x 1 ,
But we can not compare R(x 3 ) = P(0.20, 0.80) and γ • = P(0.25, 0.85) by Definition 2.2. Therefore, we can not classify
Definition 3.8 Let S = (U, A, V, f ) be a Pythagorean fuzzy information system, and
Then the positive alliance, central alliance, and negative alliance are defined as follows:
By Definition 3.8, we get the positive, central, and negative alliances using two numbers α and β, and partition the universe into three disjoint regions, where 1 ≥ α > β ≥ −1. Especially, we have Then the positive alliance, central alliance, and negative alliance are defined as follows:
By Definition 3.8, we have
CT A (P,α,β) (U) = {x ∈ U | β < P(R(x)) < α};
By Definition 3.10, we get the positive, central, and negative alliances using two numbers α and β, and partition the universe into three disjoint regions, where 1 ≥ α > β ≥ 0. Especially, we have 
By Definition 3.10, we have
By Definition 3.6, 3.8, and 3.10, we partition the universe into three regions: positive, central, and negative alliances with different types of operators, and denote the positive, central, and negative alliances of U as POA(U), CT A(U), and NEA(U) for simplicity.
Conflict Analysis based on Bayesian Minimum Risk Theory
In this section, we investigate conflict analysis of Pythagorean fuzzy information systems based on Bayesian minimum risk theory. 
Definition 4.1 A Pythagorean fuzzy loss function is a 3-tuple
There are three types of Pythagorean fuzzy loss functions as follows: (1) the loss function satisfying
and 
Suppose λ PP , λ BP , λ NP , λ PN , λ BN , and λ NN are Pythagorean fuzzy numbers, which satisfy λ PP ≤ λ BP ≤ λ NP and λ NN ≤ λ BN ≤ λ PN . For the object x ∈ U, the expected losses R(a P |x), R(a B |x), and R(a N |x)
under the actions a P , a B , and a N , respectively, as follows:
According to Definitions 2.1 and 2.6, we have the expected losses R(a P |x), R(a B |x), and R(a N |x) as follows: 
Proof: We assume t 1 = (1−µ 2
where • = P, B, N. By Definition 2.1, we have 
Theorem 4.5 Let S = (U, A, V, f ) be a Pythagorean fuzzy information system, R(a P |x), R(a B |x), and R(a N |x) are the expected losses under the actions a P , a B , and a N , respectively, for the object x ∈ U. Then (P1) If R(a P |x) ≤ R(a B |x) and R(a P |x) ≤ R(a N |x), then we have x ∈ POA(U); (B1) If R(a B |x) ≤ R(a P |x) and R(a B |x) ≤ R(a N |x), then we have x ∈ CT A(U); (N1) If R(a N |x) ≤ R(a P |x) and R(a N |x) ≤ R(a B |x), then we have x ∈ NEA(U).
Proof: The proof is straightforward by Bayesian minimum risk theory. 
Example 4.6 (Continuation from Examples 3.7 and 4.2) First, by
|x i ) = P( 1 − (1 − µ 2 λ PP ) P(R(x i )) * (1 − µ 2 λ PN ) 1−P(R(x i )) , (ν λ PP ) P(R(x i )) * (ν λ PN ) 1−P(R(x i )) ) = P( 1 − (1 − 0.1 2 ) P(R(x i )) * (1 − 0.9 2 ) 1−P(R(x i )) , (0.8) P(R(x i )) * (0.2) 1−P(R(x i )) ); R(a B |x i ) = P( 1 − (1 − µ 2 λ BP ) P(R(x i )) * (1 − µ 2 λ BN ) 1−P(R(x i )) , (ν λ BP ) P(R(x i )) * (ν λ BN ) 1−P(R(x i )) ) = P( 1 − (1 − 0.6 2 ) P(R(x i )) * (1 − 0.5 2 ) 1−P(R(x i )) , (0.5) P(R(x i )) * (0.6) 1−P(R(x i )) ); R(a N |x i ) = P( 1 − (1 − µ 2 λ NP ) P(R(x i )) * (1 − µ 2 λ NN ) 1−P(R(x i )) , (ν λ NP ) P(R(x i )) * (ν λ NN ) 1−P(R(x i )) ) = P( 1 − (1 − 0.9 2 ) P(R(x i )) * (1 − 0.2 2 ) 1−P(R(x i )) , (0.3) P(R(x i )) * (0.8) 1−P(R(x i )) ).
Second, by Definition 4.3, we have the Expected Loss Matrix R(S ) as follows:

into POA(U), CT A(U),
and NEA(U). Table 6 : The Score Matrix S R(S ). (P2) If S (R(a P |x)) ≤ S (R(a B |x)) and S (R(a P |x)) ≤ S (R(a N |x)), then we have x ∈ POA(U); (B2) If S (R(a B |x)) ≤ S (R(a P |x)) and S (R(a B |x)) ≤ S (R(a N |x)), then we have x ∈ CT A(U); (N2) If S (R(a N |x)) ≤ S (R(a P |x)) and S (R(a N |x)) ≤ S (R(a B |x)), then we have x ∈ POA(U), where
Definition 4.7 Let S = (U, A, V, f ) be a Pythagorean fuzzy information system, R(a P |x), R(a B |x), and R(a N |x) are the expected losses under the actions a P , a B , and a N , respectively, for the object x ∈ U. Then the Score Matrix S R(S ) is defined as follows:
Proof: The proof is straightforward by Bayesian minimum risk theory. Table 3 , for x i ∈ U, we have 
Example 4.9 (Continuation from Example 4.6) First, by
S (R(a P |x i )) = S (P( 1 − (1 − µ 2 λ PP ) P(R(x i )) * (1 − µ 2 λ PN ) 1−P(R(x i )) , (ν λ PP ) P(R(x i )) * (ν λ PN ) 1−P(R(x i )) )) = S (P( 1 − (1 − 0.1 2 ) P(R(x i )) * (1 − 0.9 2 ) 1−P(R(x i )) , (0.8) P(R(x i )) * (0.2) 1−P(R(x i )) ); S (R(a B |x i )) = S (P( 1 − (1 − µ 2 λ BP ) P(R(x i )) * (1 − µ 2 λ BN ) 1−P(R(x i )) , (ν λ BP ) P(R(x i )) * (ν λ BN ) 1−P(R(x i )) )) = S (P( 1 − (1 − 0.6 2 ) P(R(x i )) * (1 − 0.5 2 ) 1−P(R(x i )) , (0.5) P(R(x i )) * (0.6) 1−P(R(x i )) )); S (R(a N |x i )) = S (P( 1 − (1 − µ 2 λ NP ) P(R(x i )) * (1 − µ 2 λ NN ) 1−P(R(x i )) , (ν λ NP ) P(R(x i )) * (ν λ NN ) 1−P(R(x i )) )) = S (P( 1 − (1 − 0.9 2 ) P(R(x i )) * (1 − 0.2 2 ) 1−P(R(x i )) , (0.3) P(R(x i )) * (0.8) 1−P(R(x i )) )).
Second, by Definition 4.7, we have the Score Matrix S R(S ) as follows:
Theorem 4.11 Let S = (U, A, V, f ) be a Pythagorean fuzzy information system, R(a P |x), R(a B |x), and R(a N |x) are the expected losses under the actions a P , a B , and a N , respectively, for the object x ∈ U. Then (P3) If P(R(a P |x)) ≤ P(R(a B |x)) and P(R(a P |x)) ≤ P(R(a N |x)), then we have x ∈ POA(U);
(B3) If P(R(a B |x)) ≤ P(R(a P |x)) and P(R(a B |x)) ≤ P(R(a N |x)), then we have x ∈ CT A(U);
(N3) If P(R(a N |x)) ≤ P(R(a P |x)) and P(R(a N |x)) ≤ P(R(a B |x)), then we have x ∈ POA(U), where
Example 4.12 (Continuation from Example 4.9) First, for x i ∈ U, we have
P(R(a P |x i )) = P(P( 1 − (1 − µ 2 λ PP ) P(R(x i )) * (1 − µ 2 λ PN ) 1−P(R(x i )) , (ν λ PP ) P(R(x i )) * (ν λ PN ) 1−P(R(x i )) )) = P(P( 1 − (1 − 0.1 2 ) P(R(x i )) * (1 − 0.9 2 ) 1−P(R(x i )) , (0.8) P(R(x i )) * (0.2) 1−P(R(x i )) ); P(R(a B |x i )) = P(P( 1 − (1 − µ 2 λ BP ) P(R(x i )) * (1 − µ 2 λ BN ) 1−P(R(x i )) , (ν λ BP ) P(R(x i )) * (ν λ BN ) 1−P(R(x i )) )) = P(P( 1 − (1 − 0.6 2 ) P(R(x i )) * (1 − 0.5 2 ) 1−P(R(x i )) , (0.5) P(R(x i )) * (0.6) 1−P(R(x i )) )); P(R(a N |x i )) = P(P( 1 − (1 − µ 2 λ NP ) P(R(x i )) * (1 − µ 2 λ NN ) 1−P(R(x i )) , (ν λ NP ) P(R(x i )) * (ν λ NN ) 1−P(R(x i )) )) = P(P( 1 − (1 − 0.9 2 ) P(R(x i )) * (1 − 0.2 2 ) 1−P(R(x i )) , (0.3) P(R(x i )) * (0.8) 1−P(R(x i )) )).
Second, by Definition 4.10, we have the Closeness Matrix PR(S ) as follows:
POA(U) = {x 1 }; CT A(U) = {x 2 , x 3 , x 4 , x 5 , x 6 }; NEA(U) = ∅.
Group Conflict Analysis based on Bayesian Minimum Risk Theory
In this section, we study group conflict analysis of Pythagorean fuzzy information systems based on Bayesian minimum risk theory.
Suppose λ
BN , and λ (i)
NN are Pythagorean fuzzy numbers shown in Table 10 , which satisfy λ
PN . For the object x ∈ U, the expected losses R (i) (a P |x), R (i) (a B |x), and R (i) (a N |x) under the actions a P , a B , and a N , respectively, as follows: 
(1)
Example 5.1 (Continuation from Example 4.6) Table 11 depicts a collection of Pythagorean fuzzy loss functions {λ (i) |i = 1, 2, 3}, which are given by a group of experts. 
According to Definitions 2.1 and 2.3, we have the expected losses R (i) (a P |x), R (i) (a B |x) and R (i) (a N |x) with respect to the Pythagorean fuzzy loss function λ (i) as follows: 
Proof: The proof is straightforward by Theorem 4.3.
R(R (1) (a B |x) , ..., R (m) (a B |x)), and R(R (1) (a N |x) , ..., R (m) (a N |x)) are the expected losses under the actions a P , a B , and a N , respectively, for the object x ∈ U. Then the Group Expected Loss Matrix R(R(S )) is defined as follows: Table 12 : The Group Expected Loss Matrix R(R(S )). a P |x) , ..., R (m) (a P |x)) ≤ R(R (1) (a B |x) , ..., R (m) (a B |x)) and R(R (1) (a P |x) , ..., R (m) (a P |x)) ≤ R(R (1) (a N |x) , ..., R (m) (a N |x)), then we have x ∈ POA(U);
(B1) If R(R (1) (a B |x) , ..., R (m) (a B |x)) ≤ R(R (1) (a P |x) , ..., R (m) (a P |x)) and R(R (1) (a B |x) , ..., R (m) (a B |x)) ≤ R(R (1) (a N |x) , ..., R (m) (a N |x)), then we have x ∈ CT A(U);
.., R (m) (a P |x)) and R(R (1) (a N |x) , ..., R (m) (a N |x)) ≤ R(R (1) (a B |x) , ..., R (m) (a B |x)), then we have x ∈ NEA(U).
Proof: The proof is straightforward by Bayesian minimum risk theory. Table 14 : The Group Score Matrix S (R(S )). 
Second, by Definition 5.3, we have the Group Expected Loss Matrix R(R(S )) as follows:
.., R (m) (a P |x))) and S (R(R (1) (a N |x) , ..., R (m) (a N |x))) ≤ S (R(R (1) (a B |x) , ..., R (m) (a B |x))), then we have x ∈ NEA(U).
Second, by Definition 5.6, we have the Group Score Matrix S (R(S )) as follows: |x 1 ) , ..., R (m) (a P |x 1 ))) P(R(R (1) (a B |x 1 ) , ..., R (m) (a B |x 1 ))) P(R(R (1) (a N |x 1 ) , ..., R (m) (a N |x 1 ))) x 2 P(R(R (1) (a P |x 2 ), ..., R (m) (a P |x 2 ))) P(R(R (1) (a B |x 2 ) , ..., R (m) (a B |x 2 ))) P(R(R (1) (a N |x 2 ) , ..., R (m) (a N |x 2 ))) . . . . . . . . . . . . x n P(R(R (1) (a P |x n ), ..., R (m) (a P |x n ))) P(R(R (1) (a B |x n ) , ..., R (m) (a B |x n ))) P(R(R (1) (a N |x n ) , ..., R (m) (a N |x n ))) Theorem 5.10 Let S = (U, A, V, f ) be a Pythagorean fuzzy information system, R(a P |x), R(a B |x), and R(a N |x) are the expected losses under the actions a P , a B , and a N , respectively, for the object x ∈ U. Then (P1) If P(R(R (1) (a P |x), ..., R (m) (a P |x))) ≤ P(R(R (1) (a B |x) , ..., R (m) (a B |x))) and P(R(R (1) (a P |x), ..., R (m) (a P |x))) ≤ P(R(R (1) (a N |x) , ..., R (m) (a N |x))), decide x ∈ POA(U);
(B1) If P(R(R (1) (a B |x) , ..., R (m) (a B |x))) ≤ P(R(R (1) (a P |x), ..., R (m) (a P |x))) and P(R(R (1) (a B |x) , ..., R (m) (a B |x))) ≤ P(R(R (1) (a N |x) , ..., R (m) (a N |x))), decide x ∈ CT A(U);
(N1) If P(R(R (1) (a N |x) , ..., R (m) (a N |x))) ≤ P(R(R (1) (a P |x), ..., R (m) (a P |x))) and P(R(R (1) (a N |x) , ..., R (m) (a N |x))) ≤ P(R(R (1) (a B |x) , ..., R (m) (a B |x))), decide x ∈ NEA(U).
Proof: The proof is straightforward by Bayesian minimum risk theory. ) P(R(x j )) * (ν λ BN ) 1−P(R(x j )) )); P(R(R (1) (a N |x j ) , ..., R (m) (a N |x j )))
Second, by Definition 5.9, we have the Group Closeness Matrix P(R(S )) as follows: 
Conclusions
In this paper, we have presented three types of positive, central, and negative alliances with different thresholds, and employed examples to illustrate how to construct the positive, central, and negative alliances. We have studied conflict analysis of Pythagorean fuzzy information systems based on Bayesian minimum risk theory. Finally, we have investigated group conflict analysis of Pythagorean fuzzy information systems based on Bayesian minimum risk theory.
In practice, there are many types of dynamic Pythagorean fuzzy information systems such as with variations of object sets, attribute sets, and attribute value sets, and we will study other types of dynamic
Pythagorean fuzzy information systems in the future.
