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FIXED POINT INDICES OF PLANAR CONTINUOUS MAPS
LUIS HERNA´NDEZ–CORBATO AND FRANCISCO R. RUIZ DEL PORTAL
Abstract. We characterize the sequences of fixed point indices {i(fn, p)}n≥1 of fixed points
that are isolated as an invariant set and continuous maps in the plane. In particular, we prove
that the sequence is periodic and i(fn, p) ≤ 1 for every n ≥ 0. This characterization allows
us to compute effectively the Lefschetz zeta functions for a wide class of continuous maps in
the 2-sphere, to obtain new results of existence of infinite periodic orbits inspired on previous
articles of J. Franks and to give a partial answer to a problem of Shub about the growth of the
number of periodic orbits of degree–d maps in the 2-sphere.
1. introduction
The fixed point index of a map is a topological invariant which counts with multiplicity the
fixed points of a map. Lefschetz Theorem relates the index to the homological behavior of a map
and has been extensively used to prove existence of periodic points of a map in the literature.
The study of the integer sequence {i(fn, p)}n≥1 provides a better understanding of the set of
periodic points. Dold proved in [Do83] that the sequence of fixed point indices must satisfy a
certain modular relations now widely named Dold’s congruences. This is the only general result
concerning these sequences.
Probably the best well–known restriction appears in the C1 category. Shub and Sullivan
proved in [SS74] that the fixed point index sequence {i(fn, p)}n≥1 is periodic if f is C
1. In the
low–dimensional setting, topology plays a major role. Periodicity holds as long as we consider
planar homeomorphisms, see [Br90, L03]. Yet another hypothesis which also gives rise to major
obstructions is to consider fixed points isolated as invariant sets as in Conley index theory, in
other words, assume that the fixed point is the maximal invariant set of any of its neighborhoods.
This extra assumption enforces a very rigid behavior of the sequence of indices for planar
homeomorphisms ([LY97, LY, RS02]) and also enforces periodicity in dimension 3 ([LRS10]),
where some additional restrictions appear in the orientation–reversing case ([HLR13]).
The objective of this work is to characterize the fixed point index sequence for planar con-
tinuous maps f and fixed points p isolated as invariant sets. Our result represents, presumably,
the only non–trivial existing restriction in the continuous case. Babenko and Bogatyi in [BB92]
and then Graff and Nowak–Przygodzki in [GN03] showed that there is no restriction other than
Dold’s congruences in the planar continuous case as long as no hypothesis at all is made about
the kind of isolation of the fixed point.
The main theorem in this article, which solves a problem posed by Graff, is the following
(notation will be explained in Subsection 2.2).
Theorem 1. Let U be an open subset of the plane, f : U → f(U) ⊂ R2 be a continuous map
and p a fixed point of f which is isolated as an invariant set and is neither a source nor a sink.
Then,
{i(fn, p)}n≥1 = σ
1 −
∑
k∈F
akσ
k
where F is a finite non–empty subset of N and ak is a positive integer for every k ∈ F .
From our theorem we easily recover the main result of [GNR11].
Corollary 2. With the previous hypothesis, the sequence {i(fn, p)}n≥1 is periodic and bounded
from above by 1.
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The proof of the characterization theorem involves overcoming some technical issues. Our
approach also relies heavily in Conley index theory, but only uses its basic tools, making our
exposition mostly self–contained. We follow the approach to the discrete Conley index explained
in [FR00], another standard introductory reference is [MM02]. The application of this theory
to our setting, the study of indices of locally maximal fixed points, started with Franks in [Fr99]
and since then has proved to be successful in the proofs of the aforementioned results. More
precisely, the idea behind the arguments is the description of the first homological discrete
Conley index, for a detailed and enlightening discussion in the case of homeomorphisms see
[HLR13].
We will also deal with a particular case of an old problem posed by Shub.Let S2 be the
2-sphere, oriented in the standard way. Fix a continuous map f : S2 → S2 of global degree 2.
That is, the map f∗,2 : H2(S
2)→ H2(S
2) is multiplication by 2. Problem 3 of [Sh] asks: Is the
Growth Rate Inequality
(1) lim sup
n→∞
1
n
lnNn(f) ≥ ln(2)
true? Here Nn(f) denotes the number of fixed points of f
n. A very simple map whose dynamics
is North Pole to South Pole provides a negative answer in the C0 category. Recently, the
inequality has been shown to be true in some special cases: for C1 latitude–preserving maps in
[PS14] and for maps with two attracting fixed points in [IPRX]. It is conjectured to hold as
well for any C1 map but, up to the authors knowledge, no further significant progresses have
been made towards the solution. We will show that the answer is also positive for maps such
that all its periodic orbits are isolated as invariant sets provided f has no sources of degree r
with |r| ≥ 1.
Acknowledgements. The authors would like to thank our collaborator Patrice Le Calvez for
sharing his insightful ideas during the preparation of the article [HLR13] which have proved
to be equally useful to conduct this research. The authors have been supported by MINECO,
MTM2012-30719, and the second author also by a Po´s–Doutorado Junior grant (162586/2013-2)
from CNPq.
2. Definitions and basic concepts
2.1. Planar topology. Let us fix notations. If A ⊂ B are subsets of a topological space we
will denote int(A), A, ∂A, ∂BA and pi0(A) the interior, adherence, boundary, boundary relative
to B and set of connected components of A. The relative boundary of A in N is defined as
∂BA = A ∩ (B \A).
Recall that a Jordan arc is the image of a one-to-one continuous map φ : [0, 1]→ S2. In the
case φ(0) = φ(1) it is called a Jordan curve. A compact subset A of S2 or R2 will be said to be
regular if it is a 2-manifold with boundary. The boundary of a regular set A is a 1-manifold,
hence a disjoint union of Jordan curves.
It is interesting to remark that if α is a Jordan arc or a Jordan curve contained in ∂A,
the quotient space Â obtained from A by identifying α to a point is homeomorphic to a 2-
submanifold with (possibly empty) boundary of S2. Clearly, if we identify every Jordan curve
in which the boundary of A is decomposed to a different point we obtain a set homeomorphic to
the 2-sphere. Note also that, for every regular set A, the homology group H1(A,Q) is generated
by the 1-cycles represented by the connected components of ∂A when viewed as 1-chains. As
Q will always be the coefficient ring in the homology groups we will omit it from the notation.
A great part of technical issues which have been dealt with in this work concerns the relative
display of regular sets. Given two regular sets A ⊂ B of S2, the inclusion induces a map
ι : pi0(S
2 \B)→ pi0(S
2 \ A).
Similarly, a homomorphism between reduced 0-homology groups is established. It follows from
Alexander duality that the dual of this homomorphism is the map H1(A) → H1(B) induced
2
by inclusion. Thus, this map is surjective if and only if ι is injective. There is no need to take
adherences for S2 \ A and S2 \B because of the assumption on regularity.
Recall that a compact subset K of the plane is said to be cellular if it has a basis of neighbor-
hoods composed of topological closed disks. This is equivalent, only in dimension 2, to being
an acyclic continua. It is well–known that any given open neighborhood U of a cellular set K
is homeomorphic to the quotient space U/K. It follows that Theorem 1 holds if we replace the
fixed point p by a cellular invariant set K.
2.2. Fixed point index. Let U be an open subset of Rd and f : U → f(U) ⊂ Rd a continuous
map. The index of f at a fixed point p will be denoted i(f, p). The integer sequence {i(fn, p)}n≥1
will be called fixed point index sequence (of f at p).
After Dold [Do83], it is known that the fixed point index sequence satisfies non–trivial rela-
tions often denominated Dold’s congruences. Define the normalized sequences σk = {σkn}n≥1,
where
σkn =
{
k if n ∈ kN
0 otherwise.
One way to express Dold’s congruences is that any fixed point index sequence I = {In}n≥1 is
written (uniquely) as a formal combination of normalized sequences I =
∑
k≥1 akσ
k where each
ak is an integer.
The following lemma is a classical result in this topic. For the proof and more information
on the subject we refer the reader to [BB92].
Lemma 3. Given a fixed point index sequence I = {In}n≥1, the following statements are
equivalent:
(1) I is bounded.
(2) I is periodic.
(3) There exists maps ϕ′ : J ′ → J ′, ϕ : J → J where J ′, J are finite sets such that
In = #Fix(ϕ
′n)−#Fix(ϕn).
(4) Only a finite number of ak is non–zero.
The conclusion of Theorem 1 can be reformulated in view of the previous lemma as:
There exists a map ϕ : J → J over a finite set J such that for every n ≥ 1
i(fn, p) = 1−#Fix(ϕn).
This language is particularly useful to describe the previous results about homeomorphisms
in a concise way.
Theorem 4 (Le Calvez - Yoccoz [LY97, LY], Ruiz del Portal - Salazar [RS02]). Let U be an open
subset of the plane, f : U → R2 be an orientation–preserving (orientation–reversing) homeo-
morphism and p a fixed point of f which is isolated as invariant set and is neither a source nor
a sink. Then, there exists an orientation–preserving (orientation–reversing) homeomorphism
Φ : S1 → S1 and a finite non–empty set J invariant under Φ such that, if we denote ϕ = Φ|J ,
i(fn, p) = 1−#Fix(ϕn)
for every n ≥ 1.
The formula obtained in Theorem 1 is clearly the expected characterization in the case of
continuous maps in view of the previous theorem. Indeed, a continuous map in S1 may have
an arbitrary number of periodic orbits with different periods from which J can be made up.
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2.3. Tools from Conley index theory. In the following, let M be a locally compact metric
space, U ⊂M open and f : U →M continuous. We follow the approach of Franks and Richeson
[FR00] to the discrete Conley index theory.
Definition 5. A set X ⊂ M such that f(X) = X is called invariant (under f). A solution
through x ∈ M is a sequence {xn}
∞
−∞ such that x0 = x and f(xn) = xn+1 for every n ∈ Z.
Given any set N ⊂ M , the maximal invariant subset of N , denoted Inv(f,N), is the set of
points x ∈ N for which there exists a solution through x contained in N .
Observe that f(Inv(f,N)) = Inv(f,N) but they may not be equal to f−1(Inv(f,N)). Note
that, in general, Inv(f,N) is different from
⋂
n∈Z f
−n(N), see Easton [Ea89] for an example.
However, it is not difficult to derive a closed formula for Inv(f,N) (cf. Proposition 2.2 in
[FR00]):
(2) Inv(f,N) =
⋂
m≥0
fm
⋂
n≥0
f−n(N)
 .
Definition 6. A compact set N ⊂ U is called an isolating neighborhood for f if
Inv(f,N) ⊂ int(N).
Conversely, a compact invariant set X is called isolated if there is an isolating neighborhood N
such that X = Inv(f,N). A compact set B is called an isolating block for f provided that it
satisfies
f−1(B) ∩ ∂B ∩ f(B) = ∅,
or, equivalently, there are no interior discrete tangencies, i.e., points x ∈ B such that f(x) ∈ ∂B
and f2(x) ∈ B.
In particular, any isolating block is an isolating neighborhood. Given an invariant set X we
will say N is an isolating neighborhood of X or B is an isolating block of X if Inv(f,N) = X
or Inv(f,B) = X, respectively.
One of the fundamental results in Conley index theory asserts that any compact isolated
invariant set X has a basis of neighborhoods composed of isolating blocks.
Lemma 7. Let B be an isolating block. Then
(1) any connected component of B,
(2) any set sufficiently close to B and
(3) B ∩ f−1(B)
are all also isolating blocks.
Proof. The first two statements are left to the reader. For the third one, denote A = B∩f−1(B).
Since A ⊂ B and B is an isolating block, internal discrete tangencies can only hipotetically occur
in ∂BA. However, any x ∈ ∂BA satisfies f(x) ∈ ∂B, hence f
2(x) /∈ B so f(x) /∈ A. Therefore
f(∂BA) ∩A = ∅ and, as a consequence, A is an isolating block. 
Using the previous lemma we can always assume isolating blocks are regular and connected
whenever the invariant sets are connected. This is the case in this work, where we will ask for
some extra properties to these already “nice” isolating neighborhoods to gain geometric control
over their dynamics.
2.4. Nilpotence. The indices of fixed points will be computed by applying Lefschetz Theorem
after modifying the original map in the boundary of an isolating block. The task would be
simplified if we are allowed to make any assumption of the topology of the isolating block.
Unfortunately, no result in this direction is available in our setting as this question has only
been addressed for homeomorphisms (see [LY, RS02]). The following lemma helps to circumvent
this shortage, showing how the homological information is trivialized by the dynamics in an
appropriate setting. It shares the same taste with the work of Richeson and Wiseman in
[RW02].
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Lemma 8. Let S be a topological space, r ≥ 1 and g : S → S a continuous map such that:
(i) There exist compacts sets Y,W ⊂ S and an integer l ≥ 0 such that gl(W ) ⊂ Y .
(ii) The map induced by inclusion Hr(Y )→ Hr(S) is trivial.
(iii) The map induced by inclusion Hr(W )→ Hr(S) is surjective.
Then, the map g∗,r : Hr(S)→ Hr(S) is nilpotent.
S
W Y
Figure 1. Proof of Lemma 8: The image of W (in dark) by f l is contained in
D (filled with lines).
Proof. We will show that gl∗,r : Hr(S) → Hr(S) is the zero morphism. Fix a class α ∈ Hr(S),
which by (i) is represented by a r-chain σ contained in W . The homology class gl∗,r(α) is
represented by the r-chain gl(σ), which is contained in gl(W ) ⊂ Y by (ii). We deduce from
(iii) that gl(σ) is a boundary in S. Therefore, gl∗,r(α) = 0. 
This lemma plays a fundamental role in the proof of Theorem 1. The first hypothesis on the
set W will be automatically satisfied if it is a neighborhood of the stable set of g in S, Λ+(g, S),
which consists of the set points whose forward orbit under g is contained in S. Clearly,
Λ+(g, S) =
⋂
n≥0
g−n(S).
2.5. Attractors. Recall that U is an open subset of a locally compact metric space M and
f : U →M is continuous.
Definition 9. An isolated invariant set X will be called an attractor provided there exists an
isolating neighborhood N of X such that
f(N) ⊂ N.
If the set X = {p}, we say that p is an attracting fixed point or a sink. If X is the orbit of a
periodic point p we say that p is an attracting periodic point or a periodic sink.
Equation (2) applied to such N allows to give a simple formula for X = Inv(f,N):
(3) Inv(f,N) =
⋂
m≥0
fm
⋂
n≥0
f−n(N)
 = ⋂
m≥0
fm(Λ+(f,N)) =
⋂
m≥0
fm(N),
where the last equality comes from the fact that Λ+(f,N) = N if f(N) ⊂ N .
Remark 10. The forward orbit of any point x ∈ ∂N is eventually contained in int(N). A small
argument shows that we can slightly thicken N to obtain an isolating neighborhood N ′ of X such
that f(N ′) ⊂ int(N ′). Consequently, any attractor has an isolating neighborhood N ′ such that
N ′ is regular and f(N ′) ∩ ∂N ′ = ∅.
In particular, such N ′ would be an isolating block.
A direct application of Lemma 8 allows to compute indices of sinks.
Proposition 11. Assume M = Rd, d ≥ 1. The fixed point indices of a sink are i(fn, p) = 1
for every n ≥ 1.
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Proof. It suffices to take a regular N as in the definition of sink and D ⊂ N any topological
closed disk containing p in its interior. From Inv(f,N) = {p} ⊂ int(D) and Equation (3) we
get that
f l(N) =
l⋂
m=0
fm(N) ⊂ D
for sufficiently large l. Lefschetz Theorem together with Lemma 8 applied to l and S =W = N
and Y = D then yield the result. 
2.6. Repellers. The concept of repeller for non–invertible maps is not completely clear. The
existence of a backward invariant neighborhood is too restrictive in this setting, as it no longer
shares a local flavour. Here, we try to keep our discussion as general as possible.
Definition 12. An isolated invariant set X will be called a weakly repeller if there exists an
isolating neighborhood N of X such that
(i) f(∂N) ∩ int(N) = ∅.
If, in addition, it satisfies
(ii) The forward orbit of every x ∈ N \X eventually exits N .
then X will be called a repeller. If the set X = {p} is a repeller, we say that p is a repelling fixed
point or a source. If X is the periodic orbit of a periodic point p, we say that p is a repelling
periodic point or a periodic source.
Lemma 13. Property (ii) is equivalent to:
For every x ∈ Λ+(f,N), f−1(x) ∩N 6= ∅.
Proof. Clearly, (ii) is equivalent to X = Λ+(f,N) so (⇒) is obvious. To prove (⇐) take
x0 ∈ Λ
+(f,N). By hypothesis, we can define a solution {xn}
∞
−∞ contained in N through x0,
hence x0 ∈ X and only the points of X have their forward orbit contained in N . 
Remark 14. Notice the dichotomy for a weakly repelling fixed point p: either it is repelling or
the isolating neighborhood N in the definition contains a point x which has no preimage in N
and whose forward orbit tends to p.
Remark 15. For weakly repellers the forward orbit of any point in the boundary of N even-
tually exits N . Therefore, after suitably trimming the boundary of N we obtain an isolating
neighborhood N ′ of X such that f(∂N ′) ∩ N ′ = ∅ (equivalently, ∂N ′ ∩ f−1(N ′) = ∅). As a
consequence, in Definition 12 it is possible to replace (i) by
(i′) N is regular and f(∂N) ∩N = ∅.
The computation of fixed point indices of sources seems to be more involved. Here, we present
an argument valid for the planar case.
Proposition 16. Let U be an open subset of the plane, f : U → f(U) ⊂ R2 and p a source.
Then, there exists an integer d such that i(fn, p) = dn for any n ≥ 1.
Proof. Take a regular neighborhood N of p given in Remark 15. Recall that f(∂N) lies outside
N . Now, identify each connected component of ∂N to a different point and denote N̂ the
quotient space. Note that N̂ is homeomorphic to the 2-sphere. Since each λ ∈ pi0(∂N) is a
Jordan curve, it bounds an open disk which does not meet N . The map f naturally induces
a map f̂ : N̂ → N̂ for if f(x) /∈ int(N) then f̂(x) is defined as the point which represents the
connected component of ∂N which bounds the closed disk of S2 \ int(N) to which f(x) belongs.
Since every closed disk of S2 \ int(N) is sent inside a unique connected component of S2 \N ,
the map f̂ is well-defined and continuous. Clearly, f is conjugate to f̂ in a neighborhood of p
and p̂, the fixed point of f̂ corresponding to p, respectively. This implies i(fn, p) = i(f̂n, p̂),
for every n ≥ 1. Moreover, the set F ′ = {q1, . . . , qm} composed of the points which correspond
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to the connected components of ∂N is a local attractor. In fact, f̂ is locally constant in a
neighborhood of F ′.
Let F = Inv(f̂ , F ′) and k such that f̂k is the identity map restricted to F . For any qi ∈ F ,
the basin of attraction of qi for f̂
k, that is the set of points in N̂ whose forward orbit under
f̂k tends to qi, is an open proper subset of N̂ by definition of F and k. From property (ii) of
the definition of source we deduce that any point in N̂ \ {p̂} belongs to the basin of attraction
of some qi for f̂
k. Thus, the set of basin of attractions are a partition into non–empty open
subsets of the connected set N̂ \ {p̂}. It then follows that F is composed of only one element,
q, a sink of f̂ .
Applying Lefschetz Theorem yields that
1 + i(fn, p) = i(f̂n, q) + i(f̂n, p̂) = i(f̂n) = Λ(f̂n) = 1 + deg(f̂)n,
where deg(f̂) denotes the degree of the map f̂ : N̂ → N̂ as a map of the 2-sphere, and Λ(f̂n)
denotes the Lefschetz number of f̂n. The conclusion trivially follows. 
3. Proof of Theorem 1: Characterization of fixed point index sequences
The plan of the proof is as follows. The first goal is to construct a suitable isolating block
B for {p} which makes it possible to encapsulate the dynamics, much alike as in Conley index
theory. The definition is given in Step I and some properties are proved in Step II. The main
difficulty is that in our case we need to identify each connected component of the exit set of
the isolating neighborhood to a different point so that we do not lose the information on the
way any orbit exit B. After the identification we obtain in Step III a space B̂ equipped with an
induced dynamics given by f̂ in which computations will be carried out. The set of way outs of
B and their dynamics will be then represented by attracting periodic orbits by f̂ lying in the
boundary of B̂. The original choice of B proves crucial so that we can apply Lemma 8 to f̂ and
B̂ in Step IV to compute the index.
Step I: Definition of suitable isolating blocks B ⊂ B′ ⊂ B0.
Start with a regular connected isolating block B0 of p. By Lemma 7, the set A = B0∩f
−1(B0)
is an isolating block an so it is the connected component of A that contains p, denoted A0. We
have that f(∂B0A0) ∩A0 = ∅. Using again Lemma 7, there exists a regular connected isolating
block B1 of p such that B1 ⊂ A, B0 \B1 is regular and f(∂B0B1) ∩ B1 = ∅. By induction we
can find a nested sequence {Bn}n≥0 which satisfies:
• Bn+1 is a regular connected isolating block of p and Bn \Bn+1 is also regular.
• f(Bn+1) ∪Bn+1 ⊂ Bn.
• ∂BnBn+1 = ∂B0Bn+1 and f(∂B0Bn+1) ∩Bn+1 = ∅.
Moreover, ∂B0Bn is always non–empty for n ≥ 1. Otherwise, ∂B0Bn = ∂Bn−1Bn = ∅ so
f(Bn−1) ⊂ Bn−1 and it follows that p is a sink.
Consider, for any n ≥ 1, the map induced by the inclusion Bn ⊂ B0
ιn : pi0(S
2 \B0)→ pi0(S
2 \Bn).
Since B0 is regular, the set of connected components of its complement is finite and there exists
m so that the cardinality of the image of the maps ιn for n ≥ m is equal (and minimal).
Denote B′ = Bm, B = Bm+1.
Step II: Properties satisfied by B,B′ and B0.
Lemma 17. Any connected component C of B′ \B contains exactly one connected component
of ∂B0B.
Proof. Since B′ is connected and contains B it is immediate to check that ∂B0B = ∂B′B meets
C. Suppose there are two different components λ, λ′ ∈ pi0(∂B0B) contained in C. Observe that
none of them can be a Jordan curve because B is connected. Consequently, λ and λ′ are Jordan
arcs. Take a path in B joining λ and λ′ and extend it to a Jordan curve γ ⊂ B∪C, which we can
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assume only meets once both λ and λ′. Since any end point of a Jordan arc in pi0(∂B0B) belongs
to the adherence of a connected component of S2 \B0, one deduces that there exist connected
components H,H ′ of S2 \ B0 which lie in different components of S
2 \ γ. Assume each of the
adherences of H and H ′ contains one end point of λ. As γ ⊂ B′, H and H ′ are separated by γ
hence lie in different connected components of S2 \B′ and, in particular, H 6= H ′. However, it
is clear that it is possible to connect H and H ′ by a path, close to the arc λ, which does not
meet B. Thus, ιm(H) 6= ιm(H
′) but ιm+1(H) = ιm+1(H
′), which contradicts the definition of
m. 
H
H ′
λ
λ′
B
γ
C
Figure 2. Proof of Lemma 17.
The previous lemma allows to define a map Φ : B′ \B → pi0(∂B0B) which sends each point
x that belongs to a connected component C of B′ \B, to the unique connected component of
∂B0B which is contained in C. The existence of Φ is essential to show that f induces a map f̂
in the quotient space B̂ which will be later constructed.
Next, consider a closed topological disk D ⊂ int(B) containing p. A compactness argument
shows that f l(Λ+(f,B)) ⊂ int(D). Then, take V a regular compact neighborhood of the stable
set Λ+(f,B) in B so that f l(V ) ⊂ D. There is a property of V arising from the definition of m.
From the definition of the sequence of isolating blocks we obtain that Bm+k ⊂ V for sufficiently
large k ≥ 1. Since the map
ιV : pi0(S
2 \B0)→ pi0(S
2 \ V )
is then a factor of ιm+k, we have that the cardinality of the images of ιV , ιm+k and hence of
ιm+1 are equal. Rephrasing the previous sentence using duality, the images of the maps
H1(V )→ H1(B0) and H1(B)→ H1(B0)
are equal.
Step III: Encapsulating the local dynamics. Definition of B̂ and f̂ : B̂ → B̂.
Now, we identify each connected component of the relative boundary ∂B0B to a different
point. Denote the projection map pi : B → B̂. Observe that there are mainly two cases,
∂B0B 6= ∂B and ∂B0B = ∂B. In the first case B̂ is homeomorphic to a regular subset of the
plane whereas in the second B̂ is homeomorphic to S2.
Since V ∩ ∂B0B = ∅, the sets V̂ := pi(V ) and V are homeomorphic. The image of any
λ ∈ pi0(∂B0B) under pi is a single point denoted qλ.
First, we show that the map H1(V̂ ) → H1(B̂) is surjective. The group H1(B) is generated
by classes [λ] represented by components λ ∈ pi0(∂B) seen as 1–chains. Similarly, H1(B̂) is
generated by classes [pi(λ)] such that λ ∈ pi0(∂B) and λ is not contained in ∂B0B (otherwise
pi(λ) is a point in the interior of B̂).
Claim: The kernel of the inclusion-induced map H1(B) → H1(B0) is contained in the sub-
space L generated by the classes [λ] represented by connected components λ of ∂B which are
completely contained in ∂B0B.
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The claim follows from this fact: given any topological closed disk E ⊂ int(B0) with ∂E ⊂ B,
∂E is homologous, as a chain, to the oriented sum of the boundaries of the disks E \B and all
these boundaries are contained in ∂B0B.
Since L is contained in the kernel of the projection pi∗,1 : H1(B) → H1(B̂), we deduce that
the inclusion-induced map H1(V̂ )→ H1(B̂) is surjective.
Finally, we transfer the dynamics in B onto B̂. Recall that f(∂B0B)∩B = ∅ and f(B)∪B ⊂
B′. Define f̂ : B̂ → B̂ as follows. For a point x ∈ B \ ∂B0B, if f(x) ∈ B \ ∂B0B then
f̂(pi(x)) := pi(f(x)) and, otherwise, f̂(x) = qλ provided that λ = Φ(f(x)). Finally, f̂(qλ) := qλ′
if for any (all) x ∈ λ, Φ(f(x)) = λ′. Note that f̂ is locally constant around each qλ and,
more precisely, it is locally constant in pi(B ∩ f−1(B0 \B)), which is an open neighborhood of
Q = {qλ : λ ∈ pi0(∂B0B)} in B̂. It follows that f̂ is continuous.
B′
B0
λ3
qλ2
qλ1
qλ3
qλ4
̂V
̂
B
pi
V
λ1
λ2
B
λ4
p D p̂ ̂D
Figure 3. Proof of Theorem 1.
Step IV: Computation of the index through the map f̂ .
As D does not meet ∂B0B, D is homeomorphic to D̂ = pi(D) and we get
f̂ l(V̂ ) ⊂ D̂.
Thus, we can apply Lemma 8 to S = B̂, r = 1, W = V̂ , Y = D̂ and the integer l. Lemma 8
then yields that the map f̂∗,1 : H1(B̂) → H1(B̂) is nilpotent, so the trace of f̂
n
∗,1 is 0 for any
n ≥ 1.
Higher homology groups are trivial except when B̂ is homeomorphic to S2. In this case
∂B = ∂B′B, hence f(∂B) ∩ B = ∅ and p is a weakly repelling fixed point. However, since p is
not repelling it follows from Remark 14 that there is a point xˆ ∈ B̂ such that f̂−1(x) = ∅. In
particular, f̂ is not surjective and so its degree, as a map between 2-spheres, is 0.
The previous discussion proves that the Lefschetz number of f̂n is equal to 1 and by Lefschetz
Theorem we conclude that
i(f̂n, B̂) = 1.
The invariant set of f̂ is contained in the set {p̂} ∪ Q. Denote ϕ the restriction of f̂ to
Q. If qλ is a fixed point for f̂
n then i(f̂n, qλ) = 1 because f̂ is locally constant at qλ. Note
additionally that, since f̂ and f are conjugate in a neighborhood p̂ and p, respectively, we have
i(f̂n, p̂) = i(fn, p). Therefore,
1 = i(f̂n, B̂) = i(f̂n, p̂) +
∑
qλ∈F ix(ϕn)
i(f̂n, qλ) = i(f
n, p) + #Fix(ϕn).
If we denote ak the number of k-periodic orbits of ϕ and F = {k ∈ N : ak ≥ 1}, we obtain the
desired formula,
{i(fn, p)}n≥1 = σ
1 −
∑
k∈F
akσ
k.

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Remark 18. In the final lines of the proof we have used that for a map g : S → S the index of
a fixed point p ∈ ∂S is well–defined provided S is an ENR. Furthermore, the index computations
can be carried out as if the map were defined in a neighborhood of p. We refer to [JM05] for a
complete account on fixed point index theory.
4. Realization of all possible sequences in Theorem 1
In this subsection we construct examples which realize all possible fixed point index sequences
obtained in Theorem 1.
Let F be an arbitrary finite subset of N and let ak be an arbitrary positive integer for every
k ∈ F . We will define a map f : R2 → R2 with a fixed point p isolated as an invariant set and
such that
(4) {i(fn, p)}n≥1 = σ
1 −
∑
k∈F
akσ
k.
Consider a continuous map h : S1 → S1 with exactly ak attracting periodic orbits of period
k for every k ∈ F . Denote P the set of points belonging to these orbits. Notice that there is no
obstruction in the definition of the map h as we are only asking for continuity. Take a compact
neighborhood V ⊂ S1 of P such that h(V ) ⊂ int(V ) and Inv(h, V ) = P .
Let g : S1 → R be a continuous map such that
g(θ) ≥ 0⇔ θ ∈ V
and g(θ) > 0 for θ ∈ int(V ). Consider the cylinder S1 ×R and compactify the end of the lower
semi-cylinder S1 × (−∞, 0] with the point {e−}. We obtain a closed topological disk, which
will be denoted D0. Similarly, we define disks Dr for any r ∈ R. Let s : S
1 ×R → S1 ×R be
the retraction from the cylinder onto D0 defined by s(θ, r) = (θ, 0) if r ≥ 0 and s(θ, r) = (θ, r)
otherwise. Define f : S1 ×R→ S1 ×R by
f((θ, r)) = s(h(θ), r + g(θ)).
Fixing the lower end e− we obtain a continuous extension of f to S1 ×R ∪ {e−}.
For every r ≤ 0, the disk Dr is an isolating block because the following property is satisfied:
g(θ) ≥ 0⇒ g(h(θ)) > 0.
By a compactness argument, it implies that, for some ε > 0,
g(θ) ≥ −ε⇒ g(h(θ)) ≥ ε.
Therefore, for any point x ∈ D0 either f
n(x) tends to e− as n → +∞ or fn(x) eventually
belongs to ∂D0 = S
1 × {0}. The same conclusion trivially holds for any point x in the upper
semi-cylinder. We deduce that Inv(f, S1 ×R ∪ {e−}) is composed of a fixed point, e−, and the
set P × {0} of attracting periodic orbits in ∂D0.
The computation of the fixed point index of the point e− is now straightforward. Take D1
as the ambient space for the computation, it satisfies f(D1) ⊂ D1 and, clearly, Inv(f,D1) =
{e−} ∪ (P × {0}). The Lefschetz number of the map fn|D1 : D1 → D1 is 1 because D1 is a disk.
Consequently, the total sum of the local fixed point indices of the map fn|D1 is equal to 1. A
point θ ∈ P is fixed by hn if and only if (θ, 0) is fixed by fn. Additionally, a fixed point for the
map fn of the form (θ, 0) is attracting because g is strictly positive in a neighborhood of θ, so
its fixed point index is equal to 1. Consequently, we have
i(fn, e−) = 1−
∑
hn(θ)=θ∈P
i(fn, (θ, 0)) = 1−
∑
k|n
k · ak
which evidently yields Equation (4) for p = e−. 
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5. Non–isolated case: unbounded sequence of indices
The purpose of this section is to show that the hypothesis of isolation as an invariant set in
Theorem 1 is essential. We construct an example of a continuous map f : R2 → R2 with a fixed
point p not isolated as an invariant set but isolated among the set of periodic points of f and
such that the sequence {i(fn, p)}n≥1 is not bounded.
Before we start with the construction of f , let us include the following result:
Theorem 19 (Babenko - Bogatyi [BB92], Graff - Nowak–Przygodzki [GN03]). Given any
integer sequence {In}n≥1 satisfying Dold’s congruences, there exists a map f : R
2 → R2 with a
fixed point p such that i(fn, p) = In for every n ≥ 1.
In the case the sequence of indices {In}n≥1 is unbounded, the fixed points p of the maps
provided by the theorem are accumulated by periodic orbits. This explains why our example
is meaningful: the sequence of indices will be also unbounded but the fixed point will remain
isolated among the set of periodic orbits of the map.
Let us begin with our example. Firstly, define a homeomorphism in a vertical strip with a
source inside. Let t : [−1, 1] ×R→ [−1, 1] ×R given by
(x, y) 7→ (x+ x(1− |x|), y + s(x, y)),
where s : R → [−1, 1] satisfies s(−1, y) = s(1, y) = 1, sgn(s(0, y)) = sgn(y) (here sgn denotes
the sign function, in particular we obtain s(0, 0) = 0) and s is strictly positive outside the
substrip {|x| ≤ 1/2}. Assume further that s is chosen so that t is a homeomorphism.
It follows from the definition that (0, 0) is the unique fixed point of t and that the forward
orbit of any point (0, y), with y < 0, tends to the lower end. As the forward orbit of any point
outside the line x = 0 eventually exits the substrip {|x| ≤ 1/2}, they all converge to the upper
end. Finally, notice that (0, 0) is a source of the homeomorphism t, so that for every n ≥ 1
(5) i(tn, (0, 0)) = 1.
Let us proceeded to the example. The construction will be done within the same setting as
in the previous section: identifying the plane R2 with the compactification of S1 ×R with the
lower end. Consider a degree–2 covering map h : S1 → S1 which pointwise fixes an interval I0
centered at the angle θ = 0, i.e. h(x) = x for every x ∈ I0. Define f : S
1 × R → S1 × R by
f(θ, r) = (h(θ), r + 1).
As usual, we work in S1 × R ∪ {e−}, where e− denotes the lower end of the cylinder. The
map f is naturally extended to e− making it a fixed point. The strip A = {(θ, r) : θ ∈ I0}
satisfies f(A) = A. Identify A to [−1, 1]×R via a linear transformation g which fixes the second
coordinate. Redefine the map f inside A as f|A = g
−1 ◦ t ◦ g. The point q = (0, 0) has now
become a source for f . Moreover, the forward orbit of every point in A goes to the upper end
of the cylinder, denoted e+, except for the points of the form (0, r) with r < 0 whose forward
orbit converge to e−.
If we now extend the map f also to the upper end by f(e+) = e+, we obtain a map conjugate
to a degree–2 map in a 2-sphere. Since e+ is then an attracting fixed point, it follows that
i(fn, e+) = 1 for every n ≥ 1. Lefschetz theorem implies that
i(fn, e−) + i(fn, q) = 2n,
and since f is locally conjugate to t around the fixed points q and (0, 0) respectively, we deduce
from (5) that
i(fn, e−) = 2n − 1
for every n ≥ 1.
Finally, let us describe the non–trivial invariant set for f which contains e−, see Figure 4.
Outside the strip A, the radial coordinate is increased by f . Moreover, the positive orbit of a
point in A either tends to e+ or belongs to the half-line R0 = {(0, r) : r ≤ 0} and so converges to
e−. Thus, the only periodic point of f other than the ends is the point q = (0, 0). Furthermore,
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qe
−
Figure 4. Inv(f,D) sketched in the plane S1 ×R ∪ {e−}, where the center of
the invariant set correspond to the fixed point e− and the dashed lines represent
the border of the strip A.
the maximal invariant subset of f inside the topological disk D = S1×(−∞, 0]∪{e−} is exactly
the backward orbit of R0,
Inv(f,D) =
⋃
n≥0
f−1(R0),
which is composed of the countably union of half lines of the form
{(θ0, r) : h
k(θ0) = 0, r ≤ k}
for some non–positive integer k. The dynamics within Inv(f,D) is easy: the forward orbit of
every point tends to e− except for the end points of the half lines which are eventually mapped
onto q.
In sum, when one ask the fixed points only to be non–accumulated by other periodic points
we may have an unbounded fixed point sequence. However, this example is not completely
satisfactory as its behavior resembles very much to a source. Incidentally, notice that the
restriction of the map to the cylinder is a 2:1 covering map.
Question: Is it possible to construct an example in which the behavior of {i(fn, p)}n≥1
differs to a great extent from a geometric progression?
6. Lefschetz zeta function
The Lefschetz zeta function associated to the fixed point index sequence I = {In}n≥1 is
defined as
Zf (t) = exp
(
∞∑
n=1
Int
n
n
)
It is easy to see that if I = σk then Zf (t) = 1/(1 − t
k). Consequently, if I =
∑
k≥1 akσ
k we
obtain the formal identity Zf (t) =
∏
k≥1(1 − t
k)−ak . This product is finite if and only if any
(hence all) statement in Lemma 3 holds. When I is the fixed point index sequence at a fixed
point p we denote the (local) Lefschetz zeta function Zpf . For a more detailed account on this
object see [Fr82] and also [BB92].
The Lefschetz zeta function is a bookkeeping device which contains the same information as
the fixed point index sequence in a more condensed way. In this language, Theorem 1 takes the
following form:
Corollary 20. Let U be an open subset of the plane, f : U → f(U) ⊂ R2 continuous and p a
fixed point for f which is isolated as an invariant set and neither a sink nor a source. Then
(6) Zpf (t) =
(1− tk1)b1(1− tk2)b2 . . . (1− tkl)bl
1− t
for some integer l ≥ 1 and positive integers b1, . . . , bl.
Theorem 1 allows to extend the work of Franks in [Fr77]. Define the degree of a source as
the integer i(f, p).
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Proposition 21. Let f be a continuous self-mapping of D2 or S2 such that every periodic orbit
of f is isolated as an invariant set. Assume further that the set of periodic points of f is finite.
Denote A the set of orbits of sinks and degree–1 sources of f and S the set of orbits of sources
with degree different from -1, 0, 1. Then
(1) #S ≤ 1 and #S = 1 only in the case f : S2 → S2 has degree d, with |d| ≥ 1, and the
only element in S is a degree–d source and it is fixed.
(2) #A ≥ 1 and the inequality is strict for degree-1 maps f of S2.
(3) Given a degree–(-1) source of period m
(a) either there exists another periodic point of period m
(b) or m is even and there is at least one degree–(-1) source of period m/2.
The proof only involves minor modifications of Franks’ argument. It is based on the following
simple fact (assume we have a finite number of periodic orbits): the fixed point index of f is
the sum of the fixed point indices of every periodic point, which translates to
(7) Zf (t) =
∏
Zpf (t),
where the product runs over all periodic orbits of f .
On the one hand, we have that the fixed point indices of a degree-d map of S2 are i(fn) =
1 + dn, hence
Zf (t) =
1
(1− t)(1− dt)
.
The zeta function of a self-map of the disk D2 is Zf (t) = 1/(1 − t).
On the other hand, the local contribution of the orbit of each periodic point p of period m is:
• If p is a sink, Zpf (t) = 1/(1− t
m).
• If p is a source of degree r, Zpf (t) = 1/(1 − rt
m).
• Otherwise, replace t by tm in Equation (6).
Proof. Denote S ′ the set of orbits of periodic sources of degree–(-1) and H the set of orbits
periodic points which are neither sinks nor sources. The case of self-maps of D2 is for our
purposes the same as of a degree–0 self-map of S2. Assume f : S2 → S2 has degree d.
After removing denominators in Equation 7 we obtain
(1− t)(1− dt)
∏
p∈H
∏
i=i(p)
(1− tkimp)bi =
∏
p∈H∪A
(1− tmp)
∏
p∈S′
(1 + tmp)
∏
p∈S
(1− rpt
mp)
In the products we only take one point p representing each periodic orbit and mp denotes the
period of the orbit. Firstly, look at the pieces of both polynomials not located in the unit circle.
Clearly, one must have that (1− dt), if |d| ≥ 1, or 1, otherwise, is equal to a product of factors
of type (1 − dpt
mp). Evidently, there must be only one of such factors and correspond to the
orbit of a source of period 1 and degree d in the case in which |d| ≥ 1 and none otherwise. This
proves (1).
In order to prove (2), it suffices to compute the multiplicity of 1 as a root for both polynomials.
In the RHS its multiplicity is equal to #H+#A whereas in the LHS it is greater or equal than
1 + #H if d 6= 1 or 2 + #H if d = 1.
For (3), in view that in the LHS remain only factors of type (1 − ts) the only way to cancel
out a factor of the form (1 + tm) in the RHS is via a factor (1 − tm), which may arise from a
m–periodic orbit or from the product (1− tm/2)(1 + tm/2) if m is even. 
Proposition 20 can be rewritten to express sufficient conditions for the existence of infinite
periodic orbits in a class of maps, those for which every periodic orbit is isolated as an invariant
set, which contains that of C1 maps for which every periodic point is hyperbolic.
Corollary 22. Using the notation of Proposition 20, if any of the following conditions is fulfilled
then f has infinitely many periodic orbits.
• #S ≥ 2.
13
• The unique element of S is the orbit of a degree–r source which is not a fixed point or
the map f : S2 → S2 has degree different from r.
• A is empty or contains just one periodic orbit and f : S2 → S2 has degree 1.
• There is a degree–(−1) source with odd period m and no other m–periodic point.
• There is a degree–(−1) source with even period m and no degree–(−1) source with period
m/2.
In the presence of infinite periodic orbits we can bound from below the number of periodic
orbits of f of each period.
Proposition 23. Let f : S2 → S2 be a degree–d map such that all its periodic orbits are isolated
as invariant sets. Then, if f has no sources of degree r with |r| > 1 (this happens, in particular,
if f is C1) we have that Nn(f) > d
n.
Proof. From Corollary 2 and Proposition 16 we get that the index of any fixed point of fn is
bounded by 1. Therefore,
Nn(f) ≥
∑
p∈Nn(f)
i(fn, p) = 1 + dn
by Lefschetz Theorem.

The previous proposition depicts a special case in which the Growth Rate Inequality (Equa-
tion 1) holds.
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