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Abstract
We design a hybrid high-order (HHO) method to approximate the Stokes problem
on curved domains using unfitted meshes. We prove inf-sup stability and a priori
estimates with optimal convergence rates. Moreover, we provide numerical simulations
that corroborate the theoretical convergence rates. A cell-agglomeration procedure is
used to prevent the appearance of small cut cells.
1 Introduction
Generating meshes to solve problems posed on domains with a curved boundary can
be a difficult task when high-order methods are used. The use of unfitted meshes
that do not fit this boundary can circumvent this difficulty. In the framework of finite
element methods, the main paradigm for unfitted methods [4] is the use of Nitsche’s
method [18] to enforce weakly the boundary conditions at the boundary. One difficulty
with this method is the possible presence of small cut cells, i.e. cells that have only
a small fraction of their volume inside the actual physical domain. These small cut
cells can have an adverse effect on the conditioning of the system matrix and can
even hamper convergence (see [9] for a recent study on the topic). The most common
way to deal with the problem of small cut cells is to add a stabilizing term such as
the ghost penalty [2]. In the present study, we use a cell-agglomeration technique to
prevent the appearance of small cut cells [15, 3, 20].
In order to easily handle the various shapes of the cells produced by the agglomera-
tion process, we consider the hybrid high-order (HHO) method, which is a polyhedral
method. HHO methods have been introduced recently in [11, 10]. As shown in [8],
they are closely related to hybridizable discontinuous Galerkin methods and to noncon-
forming Virtual element methods. Moreover, the unfitted HHO method has already
been studied in [5, 3] for elliptic interface problems. More precisely, it was adapted
to the unfitted framework in [5], a mixed-order polynomial setting was considered
with the cell unknowns being one degree higher than the face unknowns and a first
algorithm for the cell-agglomeration procedure was provided. This study was contin-
ued in [3], where the use of a novel gradient reconstruction operator eliminated the
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requirement on the Nitsche’s penalty parameter to be large enough. An improvement
of the cell-agglomeration algorithm and numerical simulations were also provided.
The present study extends the unfitted HHO method presented in [3] to the Stokes
problem. Unfitted schemes have already been used to approximate the Stokes problem
in e.g. [6, 17, 13, 14]. A HHO scheme was already provided on fitted meshes for the
Stokes problem in [12] and for the Navier–Stokes equations in [1]. In addition to the
usual stabilization and gradient reconstruction operators, a divergence reconstruction
operator is also defined. We here focus on the Stokes problem in curved domains.
The extension to the Stokes problem for two immiscible fluids separated by a curved
interface will be treated in a future work. We also mention that a HDG scheme for
the Stokes problem in curved domains was devised in [19].
Let Ω be a smooth domain in Rd, d ∈ {2, 3} and Γ = ∂Ω its boundary. We consider
the Stokes problem
−∆u +∇p = f in Ω, (1a)
∇·u = 0 in Ω, (1b)
u = g on Γ, (1c)
where u and p are the velocity and pressure of the fluid. In the sequel, we denote
nΓ the unit outward normal of Ω. For all f ∈ L2(Ω;Rd) and g ∈ H1/2(Γ;Rd) with∫
Γ
g·nΓ = 0, the problem (1) admits a unique solution in H1(Ω;Rd) × L20(Ω), where




In Section 2, we introduce the unfitted HHO method for the Stokes problem on
curved domains. We also state the main stability result in the form of an inf-sup
condition and the main error estimates. In Section 3, we present some numerical
simulations.
2 The unfitted HHO method
We consider a shape-regular polyhedral mesh sequence (Th)h>0 in the sense of [10]. In
particular, all the cells T ∈ Th are assumed to have planar faces and straight edges. We
denote ρ > 0 the parameter that quantifies the regularity of the mesh. We denote hT
the diameter of the cell T ∈ Th and nT its unit outward normal. We set conventionally
h := maxT∈Th hT . The meshes do not necessarily fit Ω.
For all T ∈ Th, we denote T ◦ := T ∩ Ω, (∂T )◦ := ∂T ∩ Ω and TΓ := T ∩ Γ. Let
P`(S) (resp. P`(S;Rd), P`(S;Rd×d)) be the space composed of scalar (resp. vectorial,
matricial) polynomials of degree at most ` ≥ 0 in S. We denote (·, ·)S the L2-scalar
product on S and ‖ · ‖S the associated norm.
We assume that the meshes fulfill the following three assumptions.
Assumption 1 (Cut cells). There is δ ∈ (0, 1) such that, for all T ∈ Th, there is
x̃T ∈ T ◦ such that B(x̃T , δhT ) ⊂ T ◦.
Assumption 2 (Multiplicative trace inequality). There are cmtr > 0 and θmtr ≥ 1,
such that for all T ∈ Th, there is x̌T ∈ Rd so that for all v ∈ H1(T †;Rd) with
T † := B(x̌T ; θmtrhT ), ‖v‖(∂T )◦ + ‖v‖TΓ ≤ cmtr(h
−1/2






Assumption 3 (Resolving T †). There exists N0 ∈ N (independent from h) such
that for every T ∈ Th, T † ⊂ ∆N0(T ), where ∆0(T ) := T and ∆j+1(T ) := {T ′ ∈
Th | T ′ ∩∆j(T ) 6= ∅} for all j ≥ 0.
Assumption 1 means that there are no bad cut cells in the mesh. This assumption
provides a discrete trace inequality [5], and it can be satisfied by the cell-agglomeration
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procedure described in [3] if the mesh is fine enough w.r.t. the curvature of Γ, see
[5]. Assumption 2 is classical in the framework of unfitted finite element methods. It
can be established if the mesh is fine enough w.r.t. the curvature of the boundary [5].
Assumption 3 is reasonable for meshes that are not too graded.
2.1 The local discrete problem
Let k ≥ 0 be the face polynomial degree in the unfitted HHO method. The velocity
is represented by a vector-valued polynomial of degree at most k + 1 in every cell
and a vector-valued polynomial of degree at most k on every face. The pressure is
represented by a polynomial of degree at most k in every cell. The local degrees of
freedom are denoted ûT = (uT ,u∂T ) ∈ Pk+1(T ◦;Rd) × Pk(F(∂T )◦ ;Rd) =: ÛkT and
pT ∈ Pk(T ◦), where Pk(F(∂T )◦ ;Rd) :=
∏
F◦∈F(∂T )◦ P
k(F ◦;Rd) and F(∂T )◦ := {F ◦ :=
F ∩ Ω | F ∈ Fh, F ⊂ ∂T}, with Fh the set of faces of Th.
We define the gradient reconstruction operator GkT : ÛkT → Pk(T ◦;Rd×d) such that
for all ûT ∈ ÛkT and all q ∈ Pk(T ◦;Rd×d), we have
(GkT (ûT ),q)T◦ := (∇uT ,q)T◦ + (u∂T − uT ,qnT )(∂T )◦ − (uT ,qnΓ)TΓ . (2)
In a similar way, we define the divergence reconstruction operator DkT : Û
k
T → Pk(T ◦)
such that for all ûT ∈ ÛkT and all q ∈ Pk(T ◦), we have
(DkT (ûT ), q)T◦ := (∇·uT , q)T◦ + (u∂T − uT , qnT )(∂T )◦ − (uT , qnΓ)TΓ , (3)
so that DkT (ûT ) = Tr(GkT (ûT )). Furthermore, we define the stabilization operator




(∂T )◦(u∂T − uT ),v∂T − vT )(∂T )◦ + h
−1
T (uT ,vT )TΓ , (4)
where Πk(∂T )◦ denotes the L
2-orthogonal projection onto Pk(F(∂T )◦ ;Rd). We then
define the following local bilinear and linear forms such that for all v̂T , ŵT ∈ ÛkT and
all qT ∈ Pk(T ◦),
aT (v̂T , ŵT ) := (GkT (v̂T ),GkT (ŵT ))T◦ + sT (v̂T , ŵT ), (5a)
bT (v̂T , qT ) := (D
k
T (v̂T ), qT )T◦ , (5b)




T (ŵT )nΓ)TΓ , (5c)
`bT (qT ) := −(g, qTnΓ)TΓ . (5d)
Note that sT and GkT (ûT ) are similar to the operators proposed in [3].
Remark 2.1. (Variants) The gradient reconstruction operators can also be defined
in ∇Pk+1(T ◦;Rd) instead of Pk(T ◦;Rd×d) (see for instance [5]). Moreover one can
also use cell unknowns in Pk(T ◦;Rd) (instead of Pk+1(T ◦;Rd)) away from the interface
provided the stabilization operator from [10] is used.
2.2 The global discrete problem
The global unknowns are ûh ∈ Pk+1(Th;Rd)× Pk(Fh;Rd) =: Ûkh and ph ∈ Pk(Th) =:
P kh . For all T ∈ Th, ûT and pT are the local components of ûh and ph attached to
T (see Section 2.1). Let P kh∗ := {qh ∈ P kh |
∫
Ω
qh = 0}. We define the global bilinear
forms ah(v̂h, ŵh) :=
∑
T∈Th aT (v̂T , ŵT ), bh(v̂h, qh) :=
∑
T∈Th bT (v̂T , qT ), and the
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T (qT ). The discrete
global problem reads: find (ûh, ph) ∈ Y kh := Ûkh × P kh∗ such that
ah(ûh, v̂h)− bh(v̂h, ph) = `ah(v̂h), (6a)
bh(ûh, qh) = `
b
h(qh), (6b)
for all (v̂h, qh) ∈ Y kh . This discrete global problem can be solved in an efficient way
by means of a static condensation procedure as described e.g. in [7, 12]. Specifically,
the global problem that actually has to be solved involves only the face degrees of
freedom of the velocity and the mean pressure value in every cell. The other degrees
of freedom can be computed in a post-processing step by means of local solves.
2.3 Stability and error estimates






T ‖v∂T − vT ‖2(∂T )◦ +
h−1T ‖vT ‖2TΓ and for all (v̂h, qh) ∈ Y
k
h , we denote ‖(v̂h, qh)‖2# := ‖v̂h‖2∗ + ‖qh‖2Ω. We
also denote Ah((v̂h, qh), (ŵh, rh)) := ah(v̂h, ŵh)−bh(ŵh, qh)+bh(v̂h, rh). A numerical
analysis leads to the following results that we state here without proof.
Theorem 4 (Inf-sup condition). Under the assumption 1, there exists β > 0, depend-
ing only on k, δ and ρ, such that for every (v̂h, qh) ∈ Y kh , we have
β‖(v̂h, qh)‖# ≤ sup
(ŵh,rh)∈Y kh
Ah((v̂h, qh), (ŵh, rh))
‖(ŵh, rh)‖#
.
Moreover, there exists a unique solution (ûh, ph) ∈ Y kh to (6).
Sketch of the proof. • We prove the coercivity and the continuity of ah w.r.t. the
norm ‖ · ‖∗ by proceeding as in [3].
• Let (v̂h, qh) ∈ Y kh . Using the test function (ŵh, rh) := (v̂h, qh) proves ‖v̂h‖2∗ ≤
CS‖(v̂h, qh)‖#, where S := sup(ŵh,rh)∈Y kh
Ah((v̂h,qh),(ŵh,rh))
‖(ŵh,rh)‖# and C has the same
dependencies as β.
• We use the surjectivity of the ∇· operator to prove that ‖qh‖2Ω ≤ C(S2 +‖v̂h‖2∗+∑
T∈Th h
2
T ‖∇qT ‖2T◦ +
∑
F∈Fh hF ‖[qT ]F ‖
2
F◦).
• Using the test function (ŵh, rh) := (ŵh, 0) where ŵT := (−h2T∇qT , 0) proves∑
T∈Th h
2
T ‖∇qT ‖2T◦ ≤ C(S2 + ‖v̂h‖2∗).
• Using the test function (ŵh, qh) := (ŵh, 0) with ŵT := (0,w∂T ) where w∂T |F :=
hF [qT ]FnF for all T ∈ Th, proves
∑
F∈Fh hF ‖[qT ]F ‖
2
F◦ ≤ C(S2 + ‖v̂h‖2∗).
• This shows the inf-sup condition and thus the well-posedness of (6).
Theorem 5 (Error estimates). Under the assumptions 1, 2 and 3, there exsits C > 0,




‖∇u−∇uT ‖2T◦ + ‖p− pT ‖2T◦
)1/2
≤ Chk+1(|u|Hk+2(Ω) + |p|Hk+1(Ω)). (7)
Remark 2.2. Contrary to the classical Nitsche’s method, we do not need here any
parameter to be large enough. This is a consequence of the construction of GkT (ûT ) in
(2). For more details, the reader can refer to [3] and [16] for similar ideas using FEM.
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Figure 1: The mesh and the computational domain for h = 1/16. The highlighted cells
are the ones that are agglomerated. The boundary of the domain is in red.
Figure 2: Euclidean velocity norm (h = 1/16, k = 1).
3 Numerical simulations
On the circular domain Ω := C((0.5, 0.5); 1/3) (see Fig. 1), we consider the exact
solution u1(x, y) := X
2(X2 − 2X + 1)Y (4Y 2 − 6Y + 2), u2(x, y) := −Y 2(Y 2 − 2Y +
1)X(4X2 − 6X + 2), and p(x, y) := sin(X + Y ) where X := x − 0.5, Y := y − 0.5.
The circular domain Ω is embedded into the unit square (0, 1)2 which is meshed with
a uniform Cartesian mesh. In a pre-processing step, we use the cell-agglomeration
technique described in [3]. Static condensation is used to decrease the total number
of degrees of freedom. The global problem is solved by means of a LU decomposition.
The numerical developments follow the DiSk++ framework [7] and are available in
the proton1 library. The profiles of the Euclidean velocity norm and the pressure are
shown in Figures 2 and 3, respectively.
The cells lying completely outside the domain are not considered. The results
of the numerical simulations are reported in Table 1. The rates of convergence are
computed by comparing the result of one refinement step to the previous one. We
recover the convergence rates stated in Theorem 5.
1https://github.com/wareHHOuse
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Figure 3: Pressure field (h = 1/16, k = 1).
Table 1: Convergence of the errors for various polynomial orders
h u error H1-
seminorm




1/8 9.54e-2 · 4.53e-2 ·
1/16 3.85e-2 1.31 2.11e-2 1.11
1/32 1.71e-2 1.17 8.84e-3 1.25
1/64 8.60e-3 0.99 4.24e-3 1.06
k = 1
1/8 4.80e-2 · 7.44e-3 ·
1/16 9.36e-3 2.36 1.98e-3 1.91
1/32 1.68e-3 2.48 3.32e-4 2.57
1/64 4.15e-4 2.02 6.49e-5 2.35
k = 2
1/8 7.41e-3 · 5.15e-4 ·
1/16 7.69e-4 3.27 6.99e-5 2.88
1/32 6.63e-5 3.54 6.66e-6 3.39
1/64 8.89e-6 2.90 6.40e-7 3.38
k = 3
1/8 7.60e-4 · 2.51e-5 ·
1/16 3.44e-5 4.46 1.14e-6 4.46
1/32 1.44e-6 4.57 5.16e-8 4.47
1/64 9.89e-8 3.87 5.90e-9 3.13
Note that, as in [3], in every cut cell, the interface is represented by 2r segments,
and every cut cell is then triangulated for the purpose of numerical integration. In
the computations in Table 1, we used r = 11. We think that the slightly lower rate of
convergence observed for the pressure for k = 3 and h = 1/64 is due to a geometrical
error that diminishes when r is increased (at the price of a more expensive assembly
of the system matrix).
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