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Orbits of coanalytic Toeplitz operators and weak hypercyclicity
Stanislav Shkarin
Abstract
We prove a new criterion of weak hypercyclicity of a bounded linear operator on a Banach space.
Applying this criterion, we solve few open questions. Namely, we show that if G is a region of C bounded
by a smooth Jordan curve Γ such that G does not meet the unit ball but Γ intersects the unit circle in a
non-trivial arc, thenM∗ is a weakly hypercyclic operator onH2(G), whereM is the multiplication by the
argument operator Mf(z) = zf(z). We also prove that if g is a non-constant function from the Hardy
space H∞(D) on the unit disk D such that g(D) ∩ D = ∅ and the set {z ∈ C : |z| = 1, |g(z)| = 1} is a
subset of the unit circle T of positive Lebesgue measure, then the coanalytic Toeplitz operator T ∗g on the
Hardy space H2(D) is weakly hypercyclic. On the contrary, if g(D) ∩D = ∅, |g| > 1 almost everywhere
on T and log(|g| − 1) ∈ L1(T), then T ∗g is not 1-weakly hypercyclic and hence is not weakly hypercyclic
(a bounded linear operator T on a complex Banach space X is called n-weakly hypercyclic if there is
x ∈ X such that for every surjective continuous linear operator S : X → Cn, the set {S(Tmx) : m ∈ N}
is dense in Cn). The last result is based upon lower estimates of the norms of the members of orbits
of a coanalytic Toeplitz operator. Finally, we show that there is a 1-weakly hypercyclic operator on a
Hilbert space, whose square is non-cyclic and prove that a Banach space operator is weakly hypercyclic
if and only if it is n-weakly hypercyclic for every n ∈ N.
MSC: 47A16
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1 Introduction
In this article, all vector spaces are assumed to be over the field K being either the field R of real numbers
or the field C of complex numbers. As usual, N is the set of all positive integers, Z+ = N ∪ {0}, T = {z ∈
C : |z| = 1} and D = {z ∈ C : |z| < 1}. The symbol log always sands for the logarithm base e. The symbol
λ always denotes the normalized Lebesgue measure on T. When we write, say Lp(T), we always assume T
to be equipped with λ. For a Banach space X, L(X) stands for the algebra of bounded linear operators
on X, while X∗ is the space of continuous linear functionals on X. For T ∈ L(X), its dual is denoted T ′:
T ′ ∈ L(X∗), T ′f(x) = f(Tx) for every f ∈ X∗ and every x ∈ X. For a continuous linear operator T on a
Hilbert space H, the symbol T ∗ denotes the Hilbert space adjoint of T : T ∗ ∈ L(H), 〈T ∗x, y〉 = 〈x, Ty〉 for
every x, y ∈ H, where 〈·, ·〉 is the inner product of H.
Remark 1.1. Let H be a Hilbert space and T ∈ L(H). Then, due to the Riesz theorem, T ′ and T ∗ are
similar with the similarity provided by an R-linear isometry R between H and H∗, which associates to
x ∈ H the functional 〈·, x〉. Note that R is conjugate linear in the case K = C.
For a self-adjoint operator T on a Hilbert space H, we write T > 0 if 〈Tx, x〉 > 0 for each x ∈ H and
we write T > 0 if 〈Tx, x〉 > 0 for each non-zero x ∈ H. Equivalently, T > 0 iff T > 0 and kerT = {0}. As
usual, we write T > S or S 6 T is T−S > 0 and we write T > S or S < T if T−S > 0. A continuous linear
operator T on a Hilbert space H is called hyponormal if T ∗T > TT ∗. Similarly, T is called hypernormal if
TT ∗ > T ∗T . Let X be a Banach space, T ∈ L(X) and x ∈ X. Recall that x is called a hypercyclic vector
(or a norm hypercyclic vector) for T if the orbit
O(T, x) = {T nx : n ∈ Z+}
is norm dense in X. Similarly, x is called a weakly hypercyclic vector for T if O(T, x) is dense in X with
respect to the weak topology on X. Recently, Feldman [11] has introduced and studied the concept of
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an n-weakly hypercyclic vector. Namely, for n ∈ N, x is called an n-weakly hypercyclic vector for T if for
every continuous surjective linear map S : X → Kn, the set S(O(T, x)) is dense in Kn. The operator T
is called hypercyclic (respectively, weakly hypercyclic or n-weakly hypercyclic) if it possesses a hypercyclic
(respectively, weakly hypercyclic or n-weakly hypercyclic) vector.
The concepts of (norm) supercyclicity, weak supercyclicity and n-weak supercyclicity are defined in
exactly the same way: one has just to replace the orbit O(T, x) by the projective orbit
Opr(T, x) = {zT nx : n ∈ Z+, z ∈ K}.
For further information on these and other concepts of linear dynamics we refer to the book [5] and
references therein.
We prove the following two criteria of weak hypercyclicity of a bounded operator on a Banach space.
Recall that if T ∈ L(X) and x ∈ X, then a backward T -orbit of x is a sequence {xn}n∈Z+ in X such that
x0 = x and Txn+1 = xn for every n ∈ Z+.
Theorem 1.2. Let X be a separable infinite dimensional Banach space and T ∈ L(X). Assume that there
is a T -invariant dense linear subspace F of X such that
(B1) the space F carries an inner product 〈·, ·〉 such that the corresponding norm ‖x‖0 =
√
〈x, x〉 on F
defines a topology (not necessarily strictly) stronger than the one inherited from X;
(B2) the continuous extension of the restriction S = T
∣∣
F
: F → F to the (Hilbert space) completion of the
normed space (F, ‖ · ‖0) is an isometry with no non-trivial finite dimensional invariant subspaces;
(B3) every x ∈ F has a backward T -orbit norm-convergent to 0 in the Banach space X.
Then the operator T is weakly hypercyclic.
Theorem 1.3. Let X be a separable infinite dimensional Banach space and T ∈ L(X). Assume that there
is a T -invariant dense linear subspace F of X such that the condition (B1) is satisfied and
(B2′) the restriction of T to F is an isometry on the normed space (F, ‖ · ‖0) and 〈T nx, y〉 → 0 for every
x, y ∈ F ;
(B3′) for every x ∈ F , there is a backward T -orbit of x containing 0 in its norm closure.
Then the operator T is weakly hypercyclic.
Remark 1.4. We say that a bounded linear operator T on a normed space X is weakly nullifying if
the sequence {T nx}n∈N weakly converges to 0 for each x ∈ X. It is well-known and easy to see that
every unitary operator with purely absolutely continuous spectrum is weakly nullifying. Note that (B2′)
is automatically satisfied if the continuous extension of the restriction S = T
∣∣
F
: F → F to the (Hilbert
space) completion of the normed space (F, ‖ · ‖0) is a weakly nullifying isometry.
We start by illustrating the above criteria of weak hypercyclicity. Note that the first ever example of a
weakly hypercyclic operator, which is not norm hypercyclic, was obtained by Chan and Sanders [8]. Recall
that if 1 6 p < ∞ and w = {wn}n∈Z is a bounded sequence of non-zero scalars, then bilateral weighted
shift Tw ∈ L(ℓp(Z)) is defined by the formula (Twx)n = wn+1xn+1. Equivalently, Twen = wnen−1, where
{en}n∈Z is the standard Schauder basis in ℓp(Z). Chan and Sanders [8] proved that the bilateral weighted
shift Tw with the weight sequence wn = 1 for n 6 0 and wn = 2 for n > 0 is weakly hypercyclic on ℓ2(Z).
In order to illustrate how to apply Theorems 1.2 and 1.3, we show how they imply the main result of [8]
and more.
Example 1.5. Let p > 2 and w = {wn}n∈Z be a sequence of positive numbers. Denote r0 = 1, rn =
w−11 · . . . · w−1n for n > 0 and rn = w1+n · . . . · w0 for n < 0. Assume also that the sequence r = {rn}n∈Z is
bounded and lim
n→∞
rn = 0. Then the bilateral weighted shift Tw is a weakly hypercyclic operator on ℓp(Z).
If additionally, lim
n→∞
r−n > 0, then Tw is not norm hypercyclic.
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Proof. It is easy to see that if lim
n→∞
r−n > 0, then inf{‖T nwx‖ : n ∈ Z+} > 0 for every non-zero x ∈ ℓp(Z)
and therefore Tw can not be norm hypercyclic.
Since r is bounded and p > 2, the space
G =
{
x ∈ KZ :
∞∑
n=−∞
|xn|2
r2n
<∞
}
equipped with the inner product 〈x, y〉 =
∞∑
n=−∞
xnyn
r2n
satisfies G ⊆ ℓ2(Z) ⊆ ℓp(Z) and the Hilbert space topology of G is stronger than the one inherited from
ℓp(Z). Furthermore, since Tw(rnen) = rn−1en−1 for every n ∈ Z, G is T -invariant and the restriction
T
∣∣
G
: G → G as an operator on the Hilbert space G is unitarily equivalent to the unweighted backward
shift on ℓ2(Z). The latter is an isometry and is a unitary operator with purely absolutely continuous
spectrum in the complex case. Hence T
∣∣
G
: G → G as an operator on the Hilbert space G is a weakly
nullifying isometry.
Let F = span {en : n ∈ Z}. Then F is a dense in ℓp(Z) T -invariant linear subspace of G. Clearly, every
x ∈ F has a unique backward Tw-orbit. Condition lim
n→∞
rn = 0 ensures that 0 is in the ℓp-norm closure of
the backward Tw-orbit of any x ∈ F . Thus (B1), (B2′) and (B3′) are satisfied. Theorem 1.3 implies that
Tw is a weakly hypercyclic operator on ℓp(Z).
The above example represents a known result, see [21]. It is included merely as an illustration.
Feldman [11] has conjectured that if for a continuous linear operator T on a separable Banach space
X every x ∈ X has a norm convergent to zero backward orbit and every x from a dense in X subset
have weakly convergent to 0 forward orbit, then T is weakly hypercyclic or at least 1-weakly hypercyclic.
It is shown in [21] that every weakly hypercyclic bilateral weighted shift on ℓp(Z) with p < 2 is norm
hypercyclic. Thus if we take the above mentioned weight w = (. . . , 1, 1, 1, 2, 2, 2, . . . ) of Chan and Sanders,
the corresponding weighted shift Tw is not weakly hypercyclic on ℓp(Z) with 1 < p < 2. On the other
hand, Tw is invertible, all its backward orbits norm-converge to 0 and the forward orbits of elements of
span {en : n ∈ Z} converge weakly to 0. Thus Tw ∈ L(ℓp(Z)) with 1 < p < 2 provides a counterexample to
the weak hypercyclicity part of the above conjecture [11]. The 1-weak hypercyclicity part of the conjecture
as well as its weak hypercyclicity part for Hilbert space operators remain open.
Right here we include another example of an application of the above criteria. Feldman [11] conjectured
that if G is a region of C bounded by a smooth Jordan curve Γ such that G does not meet the unit ball but
Γ intersects the unit circle in a non-trivial arc, thenM∗ is a 1-weakly hypercyclic operator on H2(G), where
M is the multiplication by the argument operator Mf(z) = zf(z). We prove this conjecture by means of
applying Theorem 1.2. Note that with just a small adjustment of the proof the smoothness condition can
be significantly relaxed.
Theorem 1.6. Let Γ be a C1-smooth closed path (=a homeomorphic image of T under a C1-map from T
into C with nowhere vanishing derivative) encircling the bounded domain G. Assume also that G ∩D = ∅
and that Γ ∩ T contains a non-trivial open arc A of T. Then M∗ is a weakly hypercyclic operator on the
Hardy space H2(G), where M is the multiplication by the argument operator Mf(z) = zf(z).
We will need the following very well-known fact. We reproduce its proof for the sake of convenience.
Lemma 1.7. Let X be a Banach space and T ∈ L(X) be power bounded, that is, c = sup{‖T n‖ : n ∈
Z+} <∞. Then the linear subspace E = {x ∈ X : ‖T nx‖ → 0} of X is closed. In particular, if ‖T nx‖ → 0
for x from a dense subset of X, then ‖T nx‖ → 0 for each x ∈ X.
Proof. Consider the map Φ : X → ℓ∞(Z+), Φ(x) = {‖T nx‖}n∈Z+ . Since T is power bounded, the map is
well-defined and Lipschitz with the constant c and therefore is continuous, where ℓ∞(Z+) is assumed to be
equipped with its usual sup-norm. Then E = Φ−1(c0(Z+)) is closed since c0(Z+) is closed in ℓ∞(Z+).
Proof of Theorem 1.6. Obviously, M is invertible: M−1f(z) = f(z)z . Hence its dual M
′ is invertible and
(M ′)−1 = (M−1)′. Furthermore, since G∩D = ∅, ‖(M ′)−1‖ = ‖M−1‖ 6 1. In particular, (M ′)−1 is power
bounded. For each w ∈ G, the evaluation map δw(f) = f(w) is a continuous linear functional on H2(G).
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It is easy to see that (M ′)−nδw = w
−nδw. Since G∩D = ∅, |w| > 1 and therefore ‖(M ′)−nδw‖ → 0. Hence
‖(M ′)−nψ‖ → 0 for every ψ ∈ E = span {δw : w ∈ G}. Since the functionals δw for w ∈ G separate the
points of the reflexive Banach space H2(G), E is dense in H2(G)∗. By Lemma 1.7, ‖(M ′)−nψ‖ → 0 for
every ψ ∈ H2(G)∗. That is, every ψ ∈ H2(G)∗ has a norm convergent to 0 backward M ′-orbit.
Now it is easy to see that for every ϕ ∈ L2(A,λ), Gϕ(f) =
∫
A f(z)ϕ(z) dλ(z) is a continuous linear
functional on H2(G), where f(z) in the integral stands for the non-tangential boundary value of f at z.
Furthermore, the map Φ(ϕ) = Gϕ is an injective continuous linear operator from L
2(A,λ) to H2(G)∗.
Moreover, it is easy to check that M ′(Gϕ) = GSϕ, where Sϕ(z) = zϕ(z). Thus, F = Φ(L
2(A,λ)) is an
M ′-invariant subspace of H2(G)∗, the inner product 〈·, ·〉 on F transferred from L2(A,λ) by the operator
Φ defines the Hilbert space topology stronger than the one inherited from the norm topology of H2(G)∗
and the restriction of T to F is a unitary operator with purely absolutely continuous spectrum on the
Hilbert space F (it is unitarily equivalent to S). In particular, the last restriction has no non-trivial finite
dimensional subspaces. Thus conditions (B1–B3) for T =M ′ are satisfied. By Theorem 1.2, M ′ is weakly
hypercyclic. According to Remark 1.1, M∗ and M ′ are similar with the similarity provided by an R-linear
isometry. Hence M∗ is weakly hypercyclic as well.
We would like to mention the following result of the opposite nature.
Theorem 1.8. Let H be a complex Hilbert space and T ∈ L(H) be such that there exists S ∈ L(H) for
which S2 6= 0, TS = ST and T ∗T > S∗S + I. Then T is not 1-weakly hypercyclic.
Now we describe the main application of the above results. Recall that the Hardy space H2(D) is a
closed subspace of the Hilbert space L2(T). For g ∈ L∞(T), the operator Tg ∈ L(H2(D)), Tg = PMg is
called the Toeplitz operator with the symbol g, where P is the orthogonal projection in L2(T) onto H2(D)
and Mg is the multiplication by g operator Mgf(z) = g(z)f(z). The Toeplitz operator Tg is called analytic
if g ∈ H∞(D) in which case Tg is the restriction of Mg to H2(D). Similarly, Tg is called coanalytic if
g ∈ H∞(D). The coanalytic Toeplitz operators are exactly the adjoints of the analytic Toeplitz operators
since T ∗g = Tg. The hypercyclic coanalytic Toeplitz operators were characterized by Godefroy and Shapiro
[13], see also [12].
Theorem GS. Let g ∈ H∞(D). Then the coanalytic Toeplitz operator T ∗g ∈ L(H2(D)) is norm hypercyclic
if and only if g is non-constant and g(D) ∩ T 6= ∅.
The question of characterizing 1-weakly hypercyclic coanalytic Toeplitz operators is raised in [11]. Note
that if g ∈ H∞(D) and g(D) ∩D 6= ∅, then either T ∗g is norm hypercyclic according to Theorem GS or T ∗g
is a contraction and can not be 1-weakly hypercyclic. Thus the only case to consider is when g(D)∩D = ∅.
The following two results provide a partial answer to the above question.
Theorem 1.9. Let g ∈ H∞(D) be non-constant and such that g(D) ∩D = ∅ and {z ∈ T : |g(z)| = 1} is a
subset of T of positive Lebesgue measure. Then the coanalytic Toeplitz operator T ∗g is weakly hypercyclic.
Curiously enough, from a result [7, Theorem 2.8] of Bourdon and Shapiro it follows that if g satisfies the
conditions of Theorem 1.9 and T ∗g extends to a continuous linear operator on the Bergman space A
2(D),
then actually (the extended) T ∗g is norm hypercyclic on A
2(D).
Theorem 1.10. Let g ∈ H∞(D) be such that g(D) ∩ D = ∅, |g| > 1 almost everywhere on T and
log(|g| − 1) ∈ L1(T). Then T ∗g is not 1-weakly hypercyclic.
Corollary 1.11. Let g ∈ H∞(D) be such that g(D) ∩ D = ∅ and g extends analytically to rD for some
r > 1. Then T ∗g is not 1-weakly hypercyclic.
Proof. Since the case of constant g is trivial, we may assume that g is non-constant. Clearly, |g|2 − 1 is
a non-negative real-analytic function on T. Since g is non-constant and g(D) ∩ D = ∅, |g| can not be
identically 1 on T (use the maximum modulus principle). Thus |g|2− 1 is positive on T with the exception
of finitely many zeros each of which has finite order. Hence log(|g|2 − 1) can have only finitely many
singularities each of which is logarithmic. It follows that log(|g|2 − 1) ∈ L1(T) and therefore log(|g| − 1) =
log(|g|2 − 1)− log(|g|+ 1) ∈ L1(T). It remains to apply Theorem 1.10.
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Of course, the analyticity of g on T condition in the above corollary can be replaced by the condition
of g on T being from a quasi-analyticity class. The proof remains virtually the same.
Feldman [11] has asked whether a 1-weakly hypercyclic operator on a Hilbert space must be norm
supercyclic. The following result provides a negative answer to this question.
Proposition 1.12. There is a 1-weakly hypercyclic operator T ∈ L(ℓ2) such that T 2 is non-cyclic. In
particular, T is not 2-weakly supercyclic.
The last assertion is due to Feldman [11], who had observed that T n must be cyclic if T is an n-weakly
supercyclic operator on a Banach space. Finally, we answer affirmatively the question [11] whether n-weak
hypercyclicity for every n ∈ N implies weak hypercyclicity.
Proposition 1.13. Let X be a separable infinite dimensional Banach space and T ∈ L(X). Then T
is weakly hypercyclic if and only if T is n-weakly hypercyclic for every n ∈ N. Similarly, T is weakly
supercyclic if and only if T is n-weakly supercyclic for every n ∈ N.
Our way of proving Proposition 1.13 has the following surprising byproduct. It is well-known and easy
to see that the set of hypercyclic vectors of every norm hypercyclic operator on a Banach space X is a
dense Gδ-set. The canonical proof relies heavily upon the second countability of X. It was widely believed
that the same statement does not hold for the set of weakly hypercyclic vectors. Curiously enough it does.
Proposition 1.14. Let X be a separable infinite dimensional Banach space and T ∈ L(X). Then the
set of weakly hypercyclic vectors for T either is empty or is a dense Gδ subset of X (both the density and
the Gδ-property are with respect to the norm topology). The same dichotomy holds for the set of weakly
supercyclic vectors of T .
We derive Theorem 1.9 from Theorem 1.2 and derive Theorem 1.10 from Theorem 1.8 in Section 2. We
prove Theorems 1.8 and derive few corollaries in Section 3. Theorems 1.2 and 1.3 together with some more
general statements are proved in Section 4. Section 5 is devoted to the proof of Propositions 1.12, 1.13
and 1.14 as well as to concluding remarks and open questions. It is worth noting that we shall actually
prove Propositions 1.13 and 1.14 in the more general setting of Fre´chet space operators.
While proving Theorem 1.10, we shall see that ‖(T ∗g )nf‖ > cn for some c = c(f, g) > 0 whenever f is a
non-zero element of H2(D) and g satisfies the conditions of Theorem 1.10. In fact, we can prove a number
of related results on the orbits of expanding coanalytic Toeplitz operators. These estimates are collected
in the Appendix.
2 Weak hypercyclicity of coanalytic Toeplitz operators
Lemma 2.1. Let g ∈ H∞(D) be such that g(D) ⊆ D. Then ‖(T ′g)nψ‖ → 0 and ‖(T ∗g )nf‖ → 0 for every
f ∈ H2(D) and ψ ∈ H2(D)∗.
Proof. Since g(D) ⊆ D, ‖T ′g‖ = ‖Tg‖ = ‖g‖H∞ 6 1. In particular, T ′g is power bounded. For each w ∈ D,
the evaluation map δw(f) = f(w) is a continuous linear functional on H
2(D). It is easy to see that
(T ′g)
nδw = g(w)
nδw. Since g(D) ⊆ D, |g(w)| < 1 and therefore ‖(T ′g)nδw‖ → 0. Hence ‖(T ′g)nψ‖ → 0 for
every ψ ∈ E = span {δw : w ∈ D}. Since the functionals δw for w ∈ D separate the points of the reflexive
Banach space H2(D), E is dense in H2(D)∗. By Lemma 1.7, ‖(T ′g)nψ‖ → 0 for every ψ ∈ H2(D)∗. By
Remark 1.1, T ∗g and T
′
g are R-linearly similar and therefore ‖(T ∗g )nf‖ → 0 for every f ∈ H2(D).
First, we prove Theorem 1.9 taking Theorem 1.2 as granted.
Proof of Theorem 1.9. Since |g(z)| > 1 for z ∈ D, h = 1g belongs to H∞(D) and satisfies h(D) ⊆ D. Note
that Tg is invertible and T
−1
g = Th. By Lemma 2.1, ‖(T ′g)−nψ‖ = ‖(T ′h)nψ‖ → 0 for every ψ ∈ H2(D)∗.
That is, every ψ ∈ H2(D)∗ has a norm convergent to 0 backward T ′g-orbit.
Since H2(D) is a closed subspace of L2(T), for every ϕ ∈ L2(A,λ), Gϕ(f) =
∫
A f(z)ϕ(z) dλ(z) is a
continuous linear functional on H2(D). Furthermore, the map Φ(ϕ) = Gϕ is an injective continuous linear
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operator from L2(A,λ) to H2(G)∗. The injectivity follows from the fact that a non-zero f ∈ H2(D) can not
vanish on a subset of T of positive Lebesgue measure. Moreover, it is easy to check that T ′g(Gϕ) = GSϕ,
where Sϕ(z) = g(z)ϕ(z). Thus, F = Φ(L2(A,λ)) is an T ′g-invariant subspace of H
2(D)∗, the inner product
〈·, ·〉 on F transferred from L2(A,λ) by the operator Φ defines the Hilbert space topology stronger than
the one inherited from the norm topology of H2(D)∗ and the restriction of T to F as an operator on the
Hilbert space F is unitarily equivalent to S. Now since |g| = 1 on A, S is unitary. Since an H∞ function
can not be constant on a subset of T of positive Lebesgue measure, g can not take one value on a subset of
A of positive Lebesgue measure. It follows that the point spectrum of S is empty and therefore S has no
finite dimensional invariant subspaces. Hence the restriction of T to F as an operator on the Hilbert space
F (being unitarily equivalent to S) is an isometry with no non-trivial invariant subspaces. Thus conditions
(B1–B3) for T = T ′g are satisfied. By Theorem 1.2, T
′
g is weakly hypercyclic. Since T
∗
g is R-linearly similar
to T ′g, T
∗
g is weakly hypercyclic as well.
Lemma 2.2. Let H be a Hilbert space and A,B ∈ L(H) be such that AB = BA and B is invertible. Then
A∗A 6 B∗B if and only if AA∗ 6 BB∗. Furthermore, A∗A < B∗B if and only if AA∗ < BB∗.
Proof. Since B is invertible, we can consider the operator T = AB−1. Using the equality AB = BA, one
can easily verify that A∗A 6 B∗B ⇐⇒ T ∗T 6 I, A∗A < B∗B ⇐⇒ T ∗T < I, AA∗ 6 BB∗ ⇐⇒ TT ∗ 6 I
and AA∗ < BB∗ ⇐⇒ TT ∗ < I. Now it is straightforward to see that each of the inequalities T ∗T 6 I
and TT ∗ 6 I is equivalent to ‖T‖ 6 1, while each of the inequalities T ∗T < I and TT ∗ < I is equivalent
to |〈Tx, y〉| < 1 for every x, y ∈ H satisfying ‖x‖ 6 1 and ‖y‖ 6 1.
Remark 2.3. On can not scrape the invertibility condition in the above lemma. It can be somewhat
relaxed however. By means of applying the Douglas lemma, one can see that the invertibility of B can be
replaced by the assumption that B is injective and has dense range.
Lemma 2.4. Let g1, . . . , gn, h1, . . . , hm ∈ H∞(D), S =
m∑
j=1
T ∗hjThj −
n∑
k=1
T ∗gkTgk and H ∈ L∞(T) be defined
by H =
m∑
j=1
|hj |2−
n∑
k=1
|gk|2. Then S > 0 if and only if H > 0 almost everywhere on T. Furthermore, S > 0
if and only if H > 0 almost everywhere on T and H 6= 0 (=is positive on a set of positive measure).
Proof. It is straightforward to see that 〈Sf, f〉 = ∫
T
|f |2H dλ for every f ∈ H2(D). Note that the in-
ner/outer factorization theorem for Hardy space functions easily yields that the set {|f |2 : f ∈ H2(D)} is
dense in L1+(T) = {h ∈ L1(T) : h > 0} with respect to the metric inherited from L1(T). Thus the condition
H > 0 is equivalent to S > 0. Similar considerations together with the fact that a non-zero f ∈ H2(D) is
almost everywhere on T different from zero imply that S > 0 if and only if H > 0 and H > 0 on a subset
of T of positive Lebesgue measure.
Recall that H∞(D) carries the natural structure of a Banach algebra. We say that g ∈ H∞(D) is
invertible if g is invertible as an element of H∞(D). Of course, g is invertible if and only if there is ε > 0
such that |g| > ε everywhere on D.
Corollary 2.5. Let h, g ∈ H∞(D) and g be invertible. Then ThT ∗h 6 TgT ∗g if and only if |h| 6 |g| almost
everywhere on T. Furthermore, ThT
∗
h < TgT
∗
g if and only if |h| 6 |g| almost everywhere on T and |h| < |g|
on a subset of T of positive Lebesgue measure.
Proof. By Lemma 2.4, T ∗hTh 6 T
∗
g Tg if and only if |h| 6 |g| almost everywhere on T and T ∗hTh < T ∗g Tg if
and only if |h| 6 |g| almost everywhere on T and |f | < |g| on a subset of T of positive Lebesgue measure.
Obviously Th and Tg commute and Tg is invertible with T
−1
g = T1/g. By Lemma 2.2, ThT
∗
h 6 TgT
∗
g if
and only if T ∗hTh 6 T
∗
g Tg and ThT
∗
h < TgT
∗
g if and only if T
∗
hTh < T
∗
g Tg. The required result immediately
follows.
Lemma 2.6. Let h1, . . . , hm, g ∈ H∞(D) be such that g is invertible and
m∑
j=1
|hj |2 6 |g|2 almost everywhere
on T. Then
n∑
k=1
ThkT
∗
hk
6 TgT
∗
g .
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Proof. Denote fj =
hj
g for 1 6 j 6 m. It is easy to see that the required inequality
n∑
k=1
ThkT
∗
hk
6 TgT
∗
g
is equivalent to
n∑
k=1
TfkT
∗
fk
6 I. From the definition it immediately follows that every analytic Toeplitz
operator is hyponormal (see [9] for a complete characterization of hyponormal Toeplitz operators). Since
m∑
j=1
|fj |2 6 1 almost everywhere on T, Lemma 2.4 yields
n∑
k=1
T ∗fkTfk 6 I. By the hyponormality, TfkT
∗
fk
6
T ∗fkTfk . Hence
n∑
k=1
TfkT
∗
fk
6
n∑
k=1
T ∗fkTfk 6 I and the required inequality follows.
Recall that h ∈ H1(D) is called an outer function if there is a real valued function q ∈ L1(T) such that
eq ∈ L1(T) and h : D→ C is given by the formula
h(z) = exp
(
−
∫
T
ξ + z
ξ − z q(ξ) dλ(ξ)
)
. (2.1)
Moreover, the function in the right-hand side always belongs to H1(D) and belongs to H∞(D) if and only
if q is bounded above. Furthermore, log |h| = q almost everywhere on T.
Lemma 2.7. Let g ∈ H∞(D) be such that g(D)∩D = ∅, |g| > 1 almost everywhere on T and log(|g|−1) ∈
L1(T). Then there is an outer function h ∈ H∞(D) such that |h| 6 |g| − 1 almost everywhere on T.
Proof. Since log(|g| − 1) ∈ L1(T) is real valued and bounded above, the formula (2.1) with q = log(|g| − 1)
defines an outer function h ∈ H∞(D) such that log |h| = log(|g|−1). Hence |h| = |g|−1 almost everywhere
on T and h satisfies all desired conditions.
Now we shall prove Theorem 1.10, taking Theorem 1.8 as granted.
Proof of Theorem 1.10. By Lemma 2.7, there is a non-zero h ∈ H∞(T) such that |h| 6 |g| − 1 almost
everywhere on T. Then |h|2 6 (|g| − 1)2 6 (|g| − 1)(|g| + 1) = |g|2 − 1 almost everywhere on T. By
Lemma 2.6, ThT
∗
h + I 6 TgT
∗
g . Since T
∗
h and T
∗
g commute and (T
∗
h )
2 = T ∗h2 6= 0, Theorem 1.8 implies that
T ∗g is not 1-weakly hypercyclic.
3 Theorem 1.8 and its applications
Lemma 3.1. Let H be a complex Hilbert space and T, S ∈ L(H) be such that S2x 6= 0, TS = ST and
T ∗T > S∗S + I. Then ‖T nx‖2 > n(n−1)2 ‖S2x‖2 for every x ∈ H and n ∈ N.
Proof. Since T ∗T > S∗S + I, we have 〈(T ∗T − I − S∗S)x, x〉 > 0 for every x ∈ H. That is, ‖Tx‖2 >
‖x‖2+ ‖Sx‖2 for every x ∈ H. Since S and T commute, applying the last inequality with T nx in the place
of x, we obtain
‖T n+1x‖2 > ‖T nx‖2 + ‖T n(Sx)‖2 for every x ∈ H and every n ∈ Z+. (3.1)
Since T ∗T > I, ‖Tx‖ > ‖x‖ for every x ∈ H. Thus (3.1) implies
‖T n+1x‖2 > ‖T nx‖2 + ‖Sx‖2 for every x ∈ H and every n ∈ Z+.
Hence ‖T nx‖2 > n‖Sx‖2 for every x ∈ H and n ∈ N. Applying this inequality with Sx plugged in instead
of x, we see that ‖T n(Sx)‖2 > n‖S2x‖2 for every x ∈ H and n ∈ Z+. Using this inequality together with
(3.1), we get
‖T n+1x‖2 > ‖T nx‖2 + n‖S2x‖2 for every x ∈ H and n ∈ Z+.
Summing up the first n of the above inequalities, we obtain
‖T nx‖2 > ‖x‖2 + ‖S2x‖2(1 + 2 + . . .+ (n− 1)) > ‖S2x‖2n(n− 1)
2
for every x ∈ H and n ∈ N,
as required.
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We shall also need the following beautiful result of Ball [2, 3].
Theorem B. Let X be a real or complex Banach space and {xn}n∈N be a sequence in X.
If
∞∑
n=1
‖xn‖−1 < 1, then there is f ∈ X∗ such that ‖f‖ 6 1 and |f(xn)| > 1 for each n ∈ N.
If X is a complex Hilbert space and
∞∑
n=1
‖xn‖−2 6 1, then there is y ∈ X such that ‖y‖ 6 1 and
|〈xn, y〉| > 1 for each n ∈ N.
Proof of Theorem 1.8. Take an arbitrary x ∈ H. First, consider the case S2x = 0. Since T and S commute
the closed linear space Y = kerS2 is T -invariant. Since S2 6= 0, Y 6= H. Thus, there is a non-zero y ∈ H,
which is orthogonal to Y . It follows that 〈T nx, y〉 = 0 for each n ∈ Z+ and therefore x is not a 1-weakly
hypercyclic vector for T (actually, it is not even a cyclic vector).
It remains to consider the case S2x 6= 0. In this case Lemma 3.1 ensures that
∞∑
n=0
‖T nx‖−2 < ∞. By
Theorem B, there is y ∈ H such that |〈T nx, y〉| > 1 for each n ∈ Z+. Hence x is not a 1-weakly hypercyclic
vector for T and therefore T is not 1-weakly hypercyclic.
We derive a curious corollary from Theorem 1.8.
Corollary 3.2. Let H be a complex Hilbert space and S ∈ L(H), ‖S‖ 6 1. Then for every c > 0, the
operator T = (c+ 1)I + cS is not 1-weakly hypercyclic.
Proof. Consider the operator R =
√
c(c+ 1)(I + S). It is straightforward to verify that
T ∗T −R∗R− I = ((c+ 1)I + S∗)((c + 1)I + S)− c(c + 1)(I + S∗)(I + S)− I = c(I − S∗S).
Since ‖S‖ 6 1, we have I − S∗S > 0. Hence T ∗T − R∗R − I > 0. By Theorem 1.8, T is not 1-weakly
hypercyclic unless R2 = 0. In the latter case T satisfies a degree two polynomial identity and therefore is
not 1-weakly hypercyclic as well.
Feldman [11] has conjectured that the operator 2I + B∗ is not 1-weakly hypercyclic, where B∗ is the
backward shift on the complex Hilbert space ℓ2(Z+). Obviously, Corollary 3.2 proves this conjecture. For
what it matters, the same also follows from Corollary 1.11 since 2I + B∗ is unitarily equivalent to the
coanalytic Toeplitz operator T ∗g with g(z) = 2 + z.
4 Proof of Theorems 1.2 and 1.3
We need a lot of preparation. The following lemma follows from Lemmas 2.3 and 2.6 in [21]. For the sake
of convenience, we provide an independent proof.
Lemma 4.1. Let {an}n∈N be a sequence in a pre-Hilbert space H such that
∞∑
n=1
‖an‖−2 =∞ and∑
16m<n<∞
|〈am,an〉|2
‖an‖2‖am‖2
<∞. Then 0 is in the closure of the set {an : n ∈ N} in the weak topology.
Proof. Passing to the completion of H does not change a thing. Thus without loss of generality H is a
Hilbert space. Obviously, none of the vectors an is zero. Denote cn = ‖an‖ and vn = an‖an‖ . Then ‖vn‖ = 1,
cn > 0 and an = cnvn for each n ∈ N. The conditions imposed upon an now read:
∞∑
n=1
c−2n =∞ and r =
∑
16m<n<∞
|〈vm, vn〉|2 <∞. (4.1)
First, we shall demonstrate that there is a unique continuous linear operator T : ℓ2(N) → H such that
Ten = vn for every n ∈ N, where {en}n∈N is the standard orthonormal basis in ℓ2(N). This is equivalent
to showing that there is a positive constant d such that
‖z1v1 + . . .+ zmvm‖2 6 d(|z1|2 + . . .+ |zm|2) for every m ∈ N and z1, . . . , zm ∈ K. (4.2)
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Let m ∈ N and z1, . . . , zm ∈ K. Since ‖z1v1+ . . .+ zmvm‖2 =
∑
16j,k6m
zjzk〈vj , vk〉 and 〈vj , vj〉 = 1 for every
j,
‖z1v1 + . . .+ zmvm‖2 6
m∑
j=1
|zj |2 + 2
∑
16j<k6m
|zj ||zk||〈vj , vk〉|. (4.3)
Applying the Cauchy–Schwartz inequality to the last sum, we get∑
16j<k6m
|zj ||zk||〈vj , vk〉| 6
( ∑
16j<k6m
|zj |2|zk|2
)1/2( ∑
16j<k6m
|〈vj , vk〉|
)1/2
6
√
r
( ∑
16j<k6m
|zj |2|zk|2
)1/2
,
where r is defined in (4.1). Obviously,∑
16j<k6m
|zj |2|zk|2 6 1
2
∑
16j,k6m
|zj |2|zk|2 = 1
2
( m∑
j=1
|zj |2
)2
.
By the last two displays
∑
16j<k6m
|zj ||zk||〈vj , vk〉| 6
√
r
2
m∑
j=1
|zj |2. Plugging this estimate into (4.3), we get
‖z1v1 + . . . + zmvm‖2 6 (1 +
√
r/2)
m∑
j=1
|zj |2, which proves (4.2) with d = 1 +
√
r/2. Thus there is a
continuous linear operator T : ℓ2(N) → H satisfying Ten = vn for every n ∈ N. Obviously, T (cnen) = an
for every n ∈ N. Since T is continuous, in order to show that 0 is in the closure of the set A = {an : n ∈ N}
in the weak topology, it suffices to verify that 0 is in the closure of the subset B = {cnen : n ∈ N} of ℓ2(N) in
the weak topology. Indeed, this implication holds since T (B) = A. Assume the contrary. That is, 0 is not
in the closure of B in the weak topology. Then there exist y1, . . . , ym ∈ ℓ2(N) such that
m∑
j=1
|〈yj , cnen〉|2 > 1
for every n ∈ N. Hence,
m∑
j=1
|〈yj, en〉|2 > c−2n for every n ∈ N. Summing these inequalities up, we obtain
m∑
j=1
‖yj‖2 =
m∑
j=1
∞∑
n=1
|〈yj , en〉|2 >
∞∑
n=1
c−2n , which contradicts (4.1) and thus completes the proof.
Corollary 4.2. Let {an}n∈N be a sequence in a pre-Hilbert space H such that
∞∑
n=1
‖an‖−2 = ∞ and∑
16m<n<∞
|〈am, an〉|2 <∞. Then 0 is in the closure of the set {an : n ∈ N} in the weak topology.
Proof. If 0 is in the closure of the set {‖an‖ : n ∈ N} of positive numbers, then 0 is in the norm closure of
the set {an : n ∈ N} and therefore belongs to its closure in the weak topology. It remains to consider the
case when 0 is not in the closure of {‖an‖ : n ∈ N}. Then there is c > 0 such that ‖an‖ > c for each n ∈ N.
Hence, the condition
∑
16m<n<∞
|〈am, an〉|2 < ∞ implies
∑
16m<n<∞
|〈am,an〉|2
‖an‖2‖am‖2
< ∞. By Lemma 4.1, 0 is in
the closure of the set {an : n ∈ N} in the weak topology.
Lemma 4.3. Let {cn}n∈N be an arbitrary sequence of positive numbers and {dn}n∈N be such a sequence of
positive numbers that lim
n→∞
n
dn
= 0. Then there exists a map ϕ : N→ N such that
(4.3.1) An = ϕ
−1(n) is an infinite subset of N for each n ∈ N;
(4.3.2) lim
m→∞
1
dm
kn,m∑
j=1
cϕ(j) = 0 for every n ∈ N, where {kn,m}m∈N is the strictly increasing sequence of positive
integers such that An = {kn,m : m ∈ N}.
Proof. Denote vn = max{c1, . . . , cn} and wn = dnn . Obviously, the sequence {vn} increases and wn → ∞.
Pick a strictly increasing sequence {rj}j∈N of positive integers such that
lim
s→∞
svs
wrs−1
= 0, (4.4)
lim
s→∞
rs−1
rs
= 0. (4.5)
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We define the required map ϕ : N→ N according to the rule:
(ϕ(1), ϕ(2), . . . ) = (1, 1, . . . , 1︸ ︷︷ ︸
r1 times
, 1, 2, 1, 2, . . . , 1, 2︸ ︷︷ ︸
r2 times
, 1, 2, 3, 1, 2, 3, . . . , 1, 2, 3︸ ︷︷ ︸
r3 times
, . . . ).
Condition (4.3.1) is obviously satisfied. It remains to verify (4.3.2). Pick n ∈ N. For any sufficiently large
m ∈ N, there is a unique integer s = s(m) > n+1 and a unique integer l = l(m) satisfying 1 6 l 6 rs such
that m = rn + . . . + rs−1 + l. It is easy to see that kn,m 6 r1 + . . . + (s − 1)rs−1 + ls and that cϕ(j) 6 vs
for j 6 kn,m. Therefore
1
dm
kn,m∑
j=1
cϕ(j) 6
vskn,m
mwm
6
vs(r1 + . . .+ (s− 1)rs−1 + ls)
wm(rn + . . .+ rs−1 + l)
=
svs
wm
r1
s +
2r2
s + . . .+
(s−1)rs−1
s + l
rn + . . .+ rs−1 + l
.
The equality (4.5) implies that
lim
m→∞
r1
s +
2r2
s + . . . +
(s−1)rs−1
s + l
rn + . . . + rs−1 + l
= 1.
Since m > rs−1, (4.4) ensures that
lim
m→∞
svs
wm
= 0.
The last three displays combined yield lim
m→∞
1
dm
kn,m∑
j=1
cϕ(j) = 0, as required.
4.1 Two general statements
Theorem 4.4. Let X be a Banach space and T ∈ L(X). Assume that there exists a double sequence
{uk,n}k∈N, n∈Z of elements of X and an infinite subset A of N such that
(A1) {uk,0 : k ∈ N} is dense in X;
(A2) Tuk,n = uk,n+1 for every k ∈ N and n ∈ Z;
(A3) the T -invariant space E = span {uk,n : n ∈ Z+, k ∈ N} carries an inner product 〈·, ·〉 such that the
corresponding norm ‖x‖0 =
√
〈x, x〉 on E defines a topology (not necessarily strictly) stronger than
the one inherited from X;
(A4) for every k ∈ N, lim
n→∞
n∈A
‖uk,−n‖ = 0;
(A5) for every k ∈ N, the sequence {‖uk,n‖0}n∈Z+ is bounded and for every k, a ∈ N, b ∈ Z+ and s ∈ A,
lim
n→∞
n∈A
〈uk,n−s, ua,b〉 = 0;
(A6) for every k,m ∈ N and s ∈ A, lim
t→∞
t∈A, t>s
lim
n→∞
n∈A,n>t
|〈uk,n−s, um,n−t〉| = 0.
Then the operator T is weakly hypercyclic.
Theorem 4.5. Let X be a Banach space and T ∈ L(X). Assume that there exists a double sequence
{un,k}k∈N, n∈Z of elements of X such that conditions (A1–A3) are satisfied and
(A4′) for every k ∈ N, lim
n→∞
‖uk,−n‖ = 0;
(A5′) for every k, a ∈ N and b ∈ Z+, lim
n→∞
〈uk,n, ua,b〉 = 0;
(A6′) for every k,m ∈ N, lim
j→+∞
sup
n∈Z+
|〈uk,n+j, um,n〉| = 0.
Then the operator T is weakly hypercyclic.
We shall prove these two results in one go.
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Proof of Theorems 4.4 and 4.5. We suppose that the assumptions of either Theorem 4.4 or of Theorem 4.5
are satisfied. Each of the conditions (A5) and (A5′) ensures that for every k ∈ N,
ck = sup{‖uk,n‖0 : n ∈ Z+} <∞.
Thus {ck} is a sequence of positive numbers. By Lemma 4.3, there is a map ϕ : N→ N such that
Ak = ϕ
−1(k) is an infinite subset of N for each k ∈ N; (4.6)
lim
m→∞
1
m log(m+1)
rk,m∑
j=1
c2ϕ(j) = 0 for every k ∈ N, where {rk,m}m∈N is the strictly
increasing sequence of positive integers such that Ak = {rk,m : m ∈ N}.
(4.7)
Under the assumptions of Theorem 4.5 we assume A = N. Using (A4–A6) under the assumptions of
Theorem 4.4 and using (A4′–A6′) under the assumptions of Theorem 4.5, we can construct inductively a
strictly increasing sequence {θ(j)}j∈N of integers with θ(1) = 0 and θ(j) ∈ A for j > 0 such that for every
j ∈ N (actually (A4–A6) and (A4′–A6′) are specifically designed for this very purpose),
|〈uϕ(s),θ(r)−θ(s), uϕ(t),θ(j)−θ(t)〉| < 2−j whenever 1 6 s, t, r < j; (4.8)
|〈uϕ(s),r−θ(s), uϕ(j),r−θ(j)〉| < cϕ(s)cϕ(j)4−j whenever 1 6 s < j, r > θ(j); (4.9)
‖uϕ(j),−θ(j)‖ < ‖T‖−θ(j−1)2−j . (4.10)
Condition (A2) together with each of the conditions (A4) or (A4′) implies that ‖T‖ > 1. Thus (4.10)
ensures that the series
∞∑
k=1
uϕ(k),−θ(k) is norm-convergent to some u ∈ X:
u =
∞∑
k=1
uϕ(k),−θ(k).
The proof will be complete if we verify that u is a weakly hypercyclic vector for T . By (A2),
T θ(k)u = uϕ(k),0 + ak + bk, where ak =
k−1∑
j=1
uϕ(j),θ(k)−θ(j) and bk =
∞∑
j=k+1
T θ(k)uϕ(j),−θ(j). (4.11)
Using (4.10), we obtain
‖bk‖ 6
∞∑
j=k+1
‖T‖θ(k)‖uϕ(j),−θ(j)‖ 6
∞∑
j=k+1
‖T‖θ(k)‖T‖−θ(j−1)2−j 6
∞∑
j=k+1
2−j = 2−k.
Recall that Ak = ϕ
−1(k). By (4.11) and the above display,
T θ(r)u− uk,0 = ar + br for each r ∈ Ak, where ar =
r−1∑
j=1
uϕ(j),θ(r)−θ(j) and ‖br‖ 6 2−r. (4.12)
By (A1), the set {uk,0 : k ∈ N} is dense in X. Thus in order to show that u is a weakly hypercyclic
vector for T , it suffices to demonstrate that each uk,0 belongs to the closure of O(T, u) in the weak topology.
According to (4.12), the latter will be achieved if we verify that 0 is in the closure of the set {ar : r ∈ Ak}
with respect to the weak topology. Since each ar belongs to E and the norm ‖ · ‖0 defines a stronger
topology on E than the one inherited from X, it is enough to show that 0 is in the closure of {ar : r ∈ Ak}
in the weak topology of the pre-Hilbert space (E, ‖ · ‖0). By Corollary 4.2, it suffices to show that∑
r∈Ak
‖ar‖−2 =∞ and
∑
r,q∈Ak
r<q
|〈ar, aq〉|2 <∞. (4.13)
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In order to do that, we need to estimate 〈ar, aq〉 for r, q ∈ Ak, r 6 q. According to (4.12), ar =
r−1∑
j=1
uϕ(j),θ(r)−θ(j). Hence,
‖ar‖20 = 〈ar, ar〉 =
∑
16j,l6r−1
〈uϕ(j),θ(r)−θ(j), uϕ(l),θ(r)−θ(l)〉.
We split the above sum into the summands with j = l and with j 6= l. If j 6= l, then by (4.9),
|〈uϕ(j),θ(r)−θ(j), uϕ(l),θ(r)−θ(l)〉| < cϕ(j)cϕ(l)4−max{j,l} 6 cϕ(j)cϕ(l)2−j−l.
For j = l, we have
|〈uϕ(j),θ(r)−θ(j), uϕ(j),θ(r)−θ(j)〉| = ‖uϕ(j),θ(r)−θ(j)‖20 6 c2ϕ(j).
According to the last three displays,
‖ar‖20 6
r−1∑
j=1
c2ϕ(j)+
∑
16j,l6r−1
j 6=l
cϕ(j)cϕ(l)2
−j−l
6
r−1∑
j=1
c2ϕ(j)+
∑
16j,l6r−1
cϕ(j)cϕ(l)2
−j−l =
r−1∑
j=1
c2ϕ(j)+
(r−1∑
j=1
2−jcϕ(j)
)2
.
Applying the Cauchy–Schwartz inequality to the last sum, we obtain
‖ar‖20 6
r−1∑
j=1
c2ϕ(j) +
(r−1∑
j=1
c2ϕ(j)
)(r−1∑
j=1
2−2j
)
6 2
r−1∑
j=1
c2ϕ(j).
Using the above display and (4.7) we see that lim
m→∞
‖ark,m‖
2
0
m log(m+1) = 0, where {rk,m}m∈N is the strictly increasing
sequence of positive integers such that Ak = {rk,m : m ∈ N}. Since
∞∑
m=1
1
m log(m+1) = ∞, we arrive to∑
r∈Ak
‖ar‖−2 =∞. Thus the first part of (4.13) has been verified.
Now let r, q ∈ Ak, r < q. Then ar =
r−1∑
j=1
uϕ(j),θ(r)−θ(j) and aq =
q−1∑
l=1
uϕ(l),θ(q)−θ(l) and therefore
〈ar, aq〉 =
r−1∑
j=1
q−1∑
l=1
〈uϕ(j),θ(r)−θ(j), uϕ(l),θ(q)−θ(l)〉.
According to (4.8) for r, q, j, l as in the above display, |〈uϕ(j),θ(r)−θ(j), uϕ(l),θ(q)−θ(l)〉| < 2−q. Plugging these
estimates into the above display, we get
|〈ar, aq〉| 6 q22−q.
Hence ∑
r∈Ak, r<q
|〈ar, aq〉|2 6 q(q22−q)2 = q54−q.
Summing up over q, we get
∑
r,q∈Ak
r<q
|〈ar, aq〉|2 6
∑
q∈Ak
q54−q 6
∞∑
q=1
q54−q <∞.
Thus both parts of (4.13) are satisfied. This completes the proof of Theorems 4.4 and 4.5.
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4.2 Proof of Theorem 1.3
Since X is separable and F is dense in X, we can pick a countable set {uk,0 : k ∈ N} ⊂ F , which is norm
dense in X. By (B3′), we can find {uk,−n : k, n ∈ N} ⊂ X such that Tuk,−n = uk,1−n for every k, n ∈ N
and lim
n→∞
‖uk,−n‖ = 0. Now we set uk,n = T nuk,0 for k, n ∈ N. By Theorem 4.5, the proof will be complete
if we show that the double sequence {uk,n}k∈N, n∈Z satisfies conditions (A1–A3) and (A4′–A6′), where we
equip E = span {uk,n : n ∈ Z+, k ∈ N} with the inner product inherited from F . Obviously, (A1), (A2),
(A3) and (A4′) are satisfied. Now let k, a ∈ N and b ∈ Z+. Then by (B2′), 〈uk,n, ua,b〉 = 〈T nuk,0, ua,b〉 → 0
as n→∞. Thus (A5′) is satisfied. Finally, let k,m ∈ N . By (B2′), T restricted to F is an ‖ · ‖0-isometry.
Hence for every j, n ∈ Z+, 〈uk,n+j, um,n〉 = 〈T nuk,j, T num,0〉 = 〈uk,j, um,0〉 → 0 as j →∞ according to the
already verified (A5′). Condition (A6′) easily follows. Thus (A1–A3) and (A4′–A6′) are all satisfied and T
is weakly hypercyclic by Theorem 4.5.
The proof of Theorem 1.2 requires some extra preparation.
4.3 Auxiliary facts
We need some extra notation. The symbol M(T) will stand for the space of Borel σ-additive complex
valued measures on T equipped with the full variation norm. It is well-known that M(T) is a Banach
space and that the subset Mc(T) of continuous (=purely non-atomic) measures µ ∈M(T) is a closed linear
subspace of the Banach space M(T). Symbol M+(T) stands for the set of µ ∈ M(T) taking values in the
set R+ of non-negative real numbers. Recall that for µ ∈M(T) and n ∈ Z, the nth Fourier coefficient of µ
is defined by
µ̂(n) =
∫
T
zn dµ(z) ∈ C.
Lemma 4.6. Let µ ∈Mc(T). Then
lim
n→∞
1
n+ 1
n∑
k=0
|µ̂(k)|2 = 0. (4.14)
Proof. It is easy to see that the set of measures µ ∈ M(T) satisfying (4.14) is a linear subspace of M(T).
Since span (Mc(T) ∩ M+(T)) = Mc(T), it is enough to verify (4.14) for µ ∈ Mc(T) ∩ M+(T). That is,
without loss of generality, we may assume that µ ∈M+(T).
In the latter case, the Fubini theorem yields
|µ̂(k)|2 = µ̂(k)µ̂(k) =
∫
T
zk dµ(z)
∫
T
w−k dµ(w) =
∫
T×T
( z
w
)k
d(µ× µ)(z, w).
Summing these equalities up for 0 6 k 6 n, we obtain
1
n+ 1
n∑
k=0
|µ̂(k)|2 =
∫
T×T
hn(z, w) d(µ × µ)(z, w), where hn(z, w) = 1
n+ 1
n∑
k=0
zk
wk
=
1− (z/w)n+1
(n + 1)(1− zw )
.
For each δ ∈ (0, 2), we can split the above integral:
1
n+ 1
n∑
k=0
|µ̂(k)|2 =
∫
Aδ
hn(z, w) d(µ × µ)(z, w) +
∫
Bδ
hn(z, w) d(µ × µ)(z, w),
where Aδ = {(z, w) ∈ T2 : |z − w| < δ} and Bδ = {(z, w) ∈ T2 : |z − w| > δ}. Note that |1 − (z/w)| > δ
and |1− (z/w)n+1| 6 2 for (z, w) ∈ Bδ. Hence |hn(z, w)| 6 2δ(n+1) for (z, w) ∈ Bδ. Thus∣∣∣∣
∫
Bδ
hn(z, w) d(µ × µ)(z, w)
∣∣∣∣ 6 2δ(n + 1)(µ × µ)(Bδ) 6 2‖µ‖
2
δ(n + 1)
.
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On the other hand, for every z, w ∈ T and n ∈ N, h(z, w), being the average of several unimodular numbers,
satisfies |hn(z, w)| 6 1. Hence ∣∣∣∣
∫
Aδ
hn(z, w) d(µ × µ)(z, w)
∣∣∣∣ 6 (µ × µ)(Aδ).
Combining the last three displays, we get
1
n+ 1
n∑
k=0
|µ̂(k)|2 6 2‖µ‖
2
δ(n + 1)
+ (µ× µ)(Aδ).
Next, note that the continuity of µ is equivalent to the equality lim
δ→0
(µ×µ)(Aδ) = 0. Thus for every ε > 0,
we can find δ ∈ (0, 2) such that (µ × µ)(Aδ) < ε2 . Having δ fixed, we observe that 2‖µ‖
2
δ(n+1) <
ε
2 for all
sufficiently large n. By the above display 1n+1
n∑
k=0
|µ̂(k)|2 < ε for all sufficiently large n. Since ε > 0 is
arbitrary, this proves (4.14).
Recall that a subset A of N is said to have density 0 if
lim
n→∞
|{k ∈ A : k 6 n}|
n
= 0.
It is straightforward to see that Lemma 4.6 implies the following result.
Corollary 4.7. Let µ ∈Mc(T). Then for every ε > 0, the set {n ∈ N : |µ̂(n)| > ε} has density 0.
Lemma 4.8. Let M be a (finite or) countable subset of Mc(T). Then there exists an infinite set A ⊆ N
such that
lim
n→∞
n∈A
µ̂(n) = 0 for every µ ∈M.
Proof. Fix an enumeration of M : M = {µj : j ∈ N}. It suffices to verify that for every k ∈ N, the set
Ak = {n ∈ N : |µ̂j(n)| < k−1 for 1 6 j 6 k}
is infinite. Indeed, this being the case we can choose inductively a strictly increasing sequence {mk}k∈N
of positive integers such that mk ∈ Ak for every k ∈ N. By the above display then |µ̂j(mk)| < k−1 for
1 6 j 6 k. It follows that lim
k→∞
µ̂j(mk) = 0 for every j ∈ N. That is, the infinite set A = {mk : k ∈ N}
satisfies the desired conditions.
Thus it remains to verify that each Ak is infinite. It is easy to see that
N \ Ak =
k⋃
j=1
Bj,k, where Bj,k = {n ∈ N : |µ̂j(n)| > k−1}.
By Lemma 4.7 each Bj,k has density 0. Since the union of finitely many sets of density 0 has density 0,
the above display implies that Ak is the complement in N of a set of density 0. Hence Ak can not possibly
be finite, which completes the proof.
Lemma 4.9. Let H be a separable Hilbert space and U ∈ L(H) be an isometric invertible operator with
no non-trivial finite dimensional invariant subspaces. Then for every countable set N ⊆ H×H there is an
infinite set A ⊆ N such that
lim
n→∞
n∈A
〈Una, b〉 = 0 for each (a, b) ∈ N.
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Proof. Passing to the complexification, if necessary, we can, without loss of generality, assume that K = C.
In this case U is a unitary operator whose point spectrum is empty. By the spectral theorem, U is unitarily
equivalent to the direct ℓ2-sum of a finite or countable set of operatorsMj of multiplication by the argument
(Mjf(z) = zf(z)) on L
2(T, µj) with µj ∈ M+(T). Thus we can assume that H IS the direct ℓ2-sum of
L2(T, µj) and U IS the direct sum of Mj :
H =
⊕
j
L2(T, µj), U =
⊕
j
Mj .
Since the point spectrum of U is empty, so is the point spectrum of each Mj . Hence µj ∈ Mc(T) for
every j. Now for every (a, b) ∈ N and every n ∈ N,
〈Una, b〉 =
∑
j
〈Mnj aj, bj〉 =
∑
j
∫
T
al(z)z
nbl(z) dµl(z) =
∫
T
zn dνa,b(z) = ν̂a,b(n),
where νa,b =
∑
j
ajbjµj and hµ stands for the measure absolutely continuous with respect to µ ∈ M(T)
with the density h ∈ L1(T, µ). Note that the series in the definition of νa,b converges with respect to
the variation norm since ‖ajbjµj‖ 6 ‖aj‖L2(µj)‖bj‖L2(µj) and
∑
j
‖aj‖L2(µj)‖bj‖L2(µj) 6 12(‖a‖2 + ‖b‖2).
Furthermore, each νa,b is continuous since Mc(T) is a closed subspace of the Banach space M(T) and each
ajbjµj is continuous. By Lemma 4.8, there is an infinite subset A of N such that lim
n→∞
n∈A
ν̂a,b(n) = 0 for every
(a, b) ∈ N . Since ν̂a,b(n) = 〈Una, b〉, it follows that limn→∞
n∈A
〈Una, b〉 = 0 for each (a, b) ∈ N , as required.
We can further generalize the above lemma by dropping the invertibility condition.
Lemma 4.10. Let H be a separable Hilbert space and U ∈ L(H) be an isometric linear operator with no
non-trivial finite dimensional invariant subspaces. Then for every countable set N ⊆ H × H there is an
infinite set A ⊆ N such that
lim
n→∞
n∈A
〈Una, b〉 = 0 for each (a, b) ∈ N.
Proof. For each k ∈ N let Hk be the orthogonal complement of T k(H) in T k−1(H). We also denote
H0 =
∞⋂
n=0
Un(H). Now it is easy to see that H is the direct ℓ2-sum of the spaces Hj for j ∈ Z+. Moreover,
H0 is a U -invariant subspace and the restriction U0 = U
∣∣
H0
: H0 → H0 is an invertible isometry on H0.
Furthermore, the orthogonal complement H+ of H0 in H (=the direct ℓ2-sum of Hj for j ∈ N) is also
U -invariant, and the restriction U+ = U
∣∣
H+
: H+ → H+ is a forward shift in the sense that U+ provides
an invertible isometry between Hj and Hj+1 for every j ∈ N. It immediately follows that U+ is weakly
nullifying. That is, {Un+y} converges weakly to 0 for each y ∈ H+.
Since H is the orthogonal direct sum of H0 and H+ we can consider the orthogonal projections P0 onto
H0 along H+ and P+ = I − P0 onto H+ along H0. Let
N0 =
⋃
(a,b)∈N
{P0a, P0b} and N+ =
⋃
(a,b)∈N
{P+a, P+b}.
Since N0 ×N0 is a countable subset of H0 ×H0 and U0 is an isometric invertible operator on H0 with no
non-trivial finite dimensional invariant subspaces, Lemma 4.9 provides an infinite subset A of N such that
lim
n→∞
n∈A
〈Una0, b0〉 = 0 for each a0, b0 ∈ N0.
Since U+ is weakly nullifying,
lim
n→∞
〈Una+, b+〉 = 0 for each a+, b+ ∈ N+.
The required property follows easily from the above two displays.
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4.4 Proof of Theorem 1.2
Since X is separable and F is dense in X, we can pick a countable set {uk,0 : k ∈ N} ⊂ F , which is norm
dense in X. By (B3), we can find {uk,−n : k, n ∈ N} ⊂ X such that Tuk,−n = uk,1−n for every k, n ∈ N
and lim
n→∞
‖uk,−n‖ = 0 for each k ∈ N. Now we set uk,n = T nuk,0 for k, n ∈ N. By (B2), the continuous
extension U of the restriction S = T
∣∣
F
: F → F to the (Hilbert space) completion H of the normed space
(E, ‖ · ‖0) is an isometry with no non-trivial finite dimensional invariant subspaces. Applying Lemma 4.10
with N = Q×Q and Q = {ua,b : a ∈ N, b ∈ Z+}, we see that there exists an infinite set A ⊆ N such that
lim
n→∞
n∈A
〈Unuk,m, ua,b〉 = 0 for every k, a ∈ N and m, b ∈ Z+.
Since the restriction of U to the space F containing E = span {uk,n : n ∈ Z+, k ∈ N} coincides with the
restriction of T , we have uk,m+n = U
nuk,m and therefore
lim
n→∞
n∈A
〈uk,m+n, ua,b〉 = 0 for every k, a ∈ N and m, b ∈ Z+.
By Theorem 4.4, the proof will be complete if we show that the double sequence {uk,n}k∈N, n∈Z satisfies
conditions (A1–A6), where we equip E = span {uk,n : n ∈ Z+, k ∈ N} with the inner product inherited
from F . Obviously, (A1), (A2) and (A3) are satisfied. The already established equality lim
n→∞
‖uk,−n‖ = 0
implies (A4). Boundedness of {‖uk,n‖0}n∈Z+ follows from (A2) and the fact that T acts isometrically on
(E, ‖ · ‖0). Let k, a ∈ N, b ∈ Z+ and s ∈ A. Then using (A2) and the fact that T acts isometrically on
(E, ‖ · ‖0), we get 〈uk,n−s, ua,b〉 = 〈uk,n, ua,b+s〉. Now by the above display limn→∞
n∈A
〈uk,n−s, ua,b〉 = 0, which
completes the proof of (A5). Finally, let k,m ∈ N and s ∈ A. Using (A2) and the isometry property of T
once again, we see that 〈uk,n−s, um,n−t〉 = 〈uk,t−s, um,0〉. Hence
lim
t→∞
t∈A, t>s
lim
n→∞
n∈A, n>t
|〈uk,n−s, um,n−t〉| = lim
t→∞
t∈A, t>s
|〈uk,t−s, um,0〉| = 0,
where the last equality holds by the already proven property (A5). Thus (A6) is also verified. That is,
(A1–A6) are all satisfied and T is weakly hypercyclic by Theorem 4.4.
5 Further comments and open questions
We start this last section by proving Proposition 1.12. We need the following elementary lemma.
Lemma 5.1. Let X be a Banach space, S ∈ L(X) and x ∈ X be a hypercyclic vector for S. Assume also
m ∈ N that w ∈ K is such that wm = 1 and wj 6= 1 for 1 6 j < m. Then u = (x, . . . , x) ∈ Xm is a
1-weakly hypercyclic vector for T = S ⊕ wS ⊕ . . .⊕ wm−1S ∈ L(Xm).
Note that in the case K = R, we do not have a wide choice of the numbers w. Namely, we must have
w = 1 (trivial) or w = −1. The case w = −1 is singled out in the next corollary.
Corollary 5.2. Let X be a Banach space, S ∈ L(X) and x ∈ X be a hypercyclic vector for S. Then
(x, x) ∈ Xm is a 1-weakly hypercyclic vector for T = S ⊕ (−S) ∈ L(X ×X).
Proof of Lemma 5.1. Let O = O(T, u). Obviously, O = O1 ∪ . . . ∪Om, where
Oj = {(Smn+j−1x,wj−1Smn+j−1x,w2(j−1)Smn+j−1x, . . . , w(m−1)(j−1)Smn+j−1x) : n ∈ Z+}.
Since each of the vectors x, Sx, . . . , Sj−1x are hypercyclic for S, each of them is also hypercyclic for Sm.
Indeed, due to Ansari [1], any operator shares its hypercyclic vectors with each of its powers. It follows
that each Oj is a dense subset of the closed linear subspace Yj of X
m defined by the formula
Yj = {(y,wj−1y,w2(j−1)y, . . . , w(m−1)(j−1)y) : y ∈ X}.
16
Now the invertibility of the Van-der-Monde matrix {w(k−1)(j−1)}mj,k=1 easily implies that
Xm = Y1 ⊕ Y2 ⊕ . . .⊕ Ym.
Let now F be a non-zero continuous linear functional Xm. According to the last display, there is
j ∈ {1, . . . ,m} such that the restriction of Fj of F to Yj is non-zero. Hence Fj is a continuous map from
Yj onto K. Since Oj is dense in Yj it follows that F (Oj) = Fj(Oj) is also dense in K. Since Oj ⊂ O, F (O)
is dense in K. By definition, u is a 1-weakly hypercyclic vector for T .
Proof of Proposition 1.12. Bayart and Matheron [4] constructed a continuous linear operator S on a sepa-
rable infinite dimensional Hilbert space H (real or complex) such that S is hypercyclic, while the operator
S ⊕ S ∈ L(H×H) is non-cyclic. Consider the operator
T = S ⊕ (−S) ∈ L(H×H).
That is, T (u, v) = (Su,−Sv) for every u, v ∈ H. By Corollary 5.2, T is 1-weakly hypercyclic. On the other
hand, T 2 = S2 ⊕ S2 = (S ⊕ S)2. Thus the non-cyclicity of S ⊕ S implies that T 2 is non-cyclic.
Theorems 1.9 and 1.10 leave the following gap.
Question 5.3. Let g ∈ H∞(D) be such that |g| > 1 almost everywhere on T and log(|g| − 1) /∈ L1(T). Is
it possible for T ∗g ∈ L(H2(D)) to be weakly hypercyclic or at least 1-weakly hypercyclic?
Note that the standard comparing the topologies argument extends Theorem 1.9 to coanalytic Toeplitz
operators acting on Hp(D) with 1 6 p 6 2. Furthermore, the proof of Theorem 1.10 can be adjusted
to work for coanalytic Toeplitz operators acting on every Hp(D) for 1 6 p < ∞. In this article we just
preferred to stick to the Hilbert space situation. It seems though that our proof of Theorem 1.9 fails
miserably for coanalytic Toeplitz operators acting on Hp(D) with p > 2.
Question 5.4. Is there any g ∈ H∞(D) with g(D) ∩ D = ∅ such that T ∗g is weakly hypercyclic as an
operator on Hp(D) for some p > 2?
5.1 2I + S is not 1-weakly hypercyclic if ‖S‖ 6 1
It is natural to be curious whether Corollary 3.2 extends Banach space operators. Well, it does!
Theorem 5.5. Let X be a (real or complex) Banach space, c > 0 and S ∈ L(X) be power bounded. Then
T = (c+ 1)I + cS is not 1-weakly hypercyclic.
The key to the proof of the above theorem is the following lemma.
Lemma 5.6. Let k > 2 be an integer, c > 0 and for each n ∈ N, fn be the rational function defined by
fn(z) =
(1−z)k
(1+c−cz)n . Let {am(fn)}m∈Z+ be the sequence of the Taylor coefficients of fn about 0: fn(z) =
∞∑
m=0
am(fn)z
m for |z| < 1 + 1c and N(n) =
∞∑
m=0
|am(fn)| (N(n) is finite since fn is holomorphic in (1 +
c−1)D). Then there exists A = A(k, c) > 0 such that N(n) 6 An
1−k
2 for every n ∈ N.
It is worth noting that the estimate N(n) = O(n
1−k
2 ) is not the best possible. The best at the level of
O-estimates is N(n) = O(n−
k
2 ) but its proof we have at the moment is too technical and is left out since
the above lemma suffices for our purposes.
Proof of Lemma 5.6. Consider the contour Γ given by γ : [−π, π]→ C, γ(t) = 2eit− 1. Clearly, Γ encircles
the origin once in the positive direction and leaves the only pole 1 + 1c of each fn outside the domain it
bounds. By the Cauchy formula,
am(fn) =
1
2πi
∫
Γ
fn(z)
zm+1
dz for every m ∈ Z+ and n ∈ N.
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Plugging in the definitions of fn and Γ, we get
am(fn) =
2k
π
∫ pi
−pi
(1− eit)keit dt
(1 + 2c− 2ceit)n(2eit − 1)m+1 for every m ∈ Z+ and n ∈ N.
The above display yields
N(n) =
∞∑
m=0
|am(fn)| 6 2
k
π
∫ pi
−pi
|1− eit|k
|1 + 2c− 2ceit|n
∞∑
m=0
|2eit − 1|−m−1 dt for every n ∈ N.
Summing up the geometric series and taking into account that the function we integrate is even, we get
N(n) 6
2k+1
π
∫ pi
0
|1− eit|k dt
|1 + 2c− 2ceit|n(|2eit − 1| − 1) for every n ∈ N.
It is easy to verify that |1− eit| 6 t, |2eit− 1|− 1 > 2t2
pi2
and |1+2c− 2ceit| > eαt2 for every t ∈ [0, π], where
α = log(1+4c)
pi2
> 0. Plugging these estimates into above display, we arrive to
N(n) 6 2kπ
∫ pi
0
tk−2 dt
eαnt2
for every n ∈ N.
Performing the change of variables x = αnt2, we obtain
N(n) 6
2k−1π
(αn)
k−1
2
∫ αnpi2
0
x
k−3
2 e−x dx < n
1−k
2
2k−1π
α
k−1
2
∫ ∞
0
x
k−3
2 e−x dx for every n ∈ N.
Since k > 2, the last integral is finite and the required estimate follows from the above display.
Corollary 5.7. Let S be a power bounded operator on a Banach space X, c > 0 and T = (1 + c)I − cS.
Then for every integer k > 2, there is B = B(c, k, S) > 0 such that ‖(I − S)kT−n‖ 6 Bn 1−k2 for every
n ∈ N.
Proof. Power boundedness of S easily implies the invertibility of T . Let fn, am(fn) and N(n) be as in
Lemma 5.6. Since N(n) =
∞∑
m=0
|am(fn)| < ∞ and S is power bounded, the series Rn =
∞∑
m=0
am(f)S
m is
operator norm convergent and ‖Rn‖ 6 qN(n), where q = sup{‖Sm‖ : m ∈ Z+}. On the other hand, from
the equalities fn(z) =
(1−z)k
(1+c−cz)n =
∞∑
m=0
am(fn)z
m it easily follows that Rn = (I − S)kT−n. By Lemma 5.6,
‖(I − S)kT−n‖ = ‖Rn‖ 6 qN(n) 6 qA(k, c)n
1−k
2 for every n ∈ N, which is the required estimate.
Lemma 5.8. Let S be a power bounded operator on a Banach space X, c > 0 and T = (1+ c)I− cS. Then
for every integer x ∈ X at least one of the following statements holds:
• span (O(T, x)) is finite dimensional;
• for every m > 0, lim
n→∞
n−m‖T nx‖ =∞.
Proof. Let x ∈ X. Assume that the second of the above statements fails. That is, there is m > 0 such
that n−m‖T nx‖ 6→ ∞. Pick an integer k > 2 such that k−12 > m. By Corollary 5.7, there is B > 0 such
that (I − S)kT−n 6 Bn 1−k2 for each n ∈ N. Hence ‖(I − S)kx‖ = ‖(I − S)kT−nT nx‖ 6 Bn 1−k2 ‖T nx‖.
That is, ‖T nx‖ > 1Bn
k−1
2 ‖(I − S)kx‖ for every n ∈ N. Since k−12 > m, the last inequality is compatible
with n−m‖T nx‖ 6→ ∞ only if (I − S)kx = 0. Since T = (1 + c)I − cS and c 6= 0, there is a degree k
polynomial p such that (I − S)k = p(T ). Thus p(T )x = (I − S)kx = 0 and therefore span (O(T, x)) is at
most (k + 1)-dimensional.
Proof of Theorem 5.5. Let x ∈ X. Since there are no 1-weakly hypercyclic operators on finite dimen-
sional spaces [11], x is not a 1-weakly hypercyclic vector for T if span (O(T, x)) is finite dimensional. If
span (O(T, x)) is infinite dimensional, Lemma 5.8 guarantees that
∞∑
n=0
‖T nx‖−1 <∞. By Theorem B, there
is f ∈ X∗ such that |f(T nx)| > 1 for every n ∈ N and therefore x is not a 1-weakly hypercyclic vector for
T . Thus T is not 1-weakly hypercyclic.
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5.2 Norm hypercyclic Toeplitz operators
It seems that norm hypercyclic Toeplitz operators have not been completely characterized.
Question 5.9. Characterize norm hypercyclic Toeplitz operators Tg in terms of the symbol g ∈ L∞(D).
There are obvious obstacles to the hypercyclicity of Tg. Since the spectrum of any hypercyclic operator
must meet T, σ(Tg)∩T 6= ∅ is a necessary condition for the hypercyclicity of Tg. Of course, a contraction
can never be hypercyclic and therefore the hypercyclicity of Tg implies ‖g‖∞ > 1. Similarly, an expansion
can not be (norm) hypercyclic. It is not immediately clear which Toeplitz operators Tg are expansions
(that is, satisfy ‖Tgf‖ > ‖f‖ for each f ∈ H2(D)). It is clear however that Tg is an expansion if the
distance from 0 to the convex hull of the (essential) closure of g(T) is at least 1. Thus for a hypercyclic
Tg the last distance should be less than 1. Next, a hyponormal operator can not be norm supercyclic
[6], let alone hypercyclic. Since hyponormal Toeplitz operators have been characterized [9], this provides
another obstacle to hypercyclicity easily formulated in terms of the symbol. Finally, the point spectrum
of the adjoint of a hypercyclic operator is always empty. Since the point spectra of Toeplitz operators
have been described in terms of the symbol ([14, 10] in special cases and [16] in general), this gives yet
another obstacle to hypercyclicity written in terms of the symbol. These observations are nearly enough
to characterize 3-diagonal hypercyclic Toeplitz operators.
Proposition 5.10. Let a, b, c ∈ C and g : C \ {0} → C be given by g(z) = az + b + cz. Then the Toeplitz
operator Tg ∈ L(H2(D)) is hypercyclic if and only if |a| > |c| and min
z∈T
|g(z)| < 1 < max
z∈T
|g(z)|.
Apart from the above observations, in order to prove Proposition 5.10 we need the following easy lemma.
Lemma 5.11. Let d ∈ C and q : D→ C be a holomorphic function such that |d| < 1 and q(z) = q(d/z) for
every z ∈ A, where A is a subset of the annulus W = {z ∈ C : |d| < z < 1} with at least one accumulation
point in W . Then q is constant.
Proof. Since the two holomorphic on W functions z 7→ q(z) and z 7→ q(d/z) coincide on the set A with
an accumulation point in W , the uniqueness theorem guarantees that q(z) = q(d/z) for every z ∈ W .
Extend q to a function on C by setting q(z) = q(d/z) for z ∈ C \ D. Using the fact that q(z) = q(d/z) for
every z ∈ W , one easily sees that thus extended q is an entire function satisfying q(z) = q(d/z) for every
z ∈ C \ {0}. In particular, lim
|z|→∞
q(z) = q(0) and therefore q is bounded. By the Liouville theorem, q is
constant.
Proof of Proposition 5.10. First, a direct computation shows that T ∗g Tg − TgT ∗g = (|c|2 − |a|2)P , where
P = I − TzT ∗z . Since P > 0, Tg is hyponormal (and therefore non-hypercyclic) if |a| 6 |c|.
If max
z∈T
|g(z)| = ‖g‖∞ 6 1, then Tg is a contraction and therefore Tg is not hypercyclic. If min
z∈T
|g(z)| > 1,
then the distance from 0 to the convex span of g(T) is at least 1 and therefore Tg is an expansion and
hence non-hypercyclic.
It remains to prove the hypercyclicity of Tg in the case when |a| > |c| and min
z∈T
|g(z)| < 1 < max
z∈T
|g(z)|.
In [10], the explicit description of the point spectra and the eigenvectors of band (that is, the symbol is a
Laurent polynomial) Toeplitz operators are given. In our specific case it is an easy exercise anyway (even
without looking into [10]) to see that for each z from the annulus Wg = {z ∈ C : |c/a| < |z| < 1}, Tgfz =
g(z)fz , where fz(w) =
∞∑
n=0
(zn+1− (c/(az))n+1)wn if z2 6= c/a and fz(w) =
∞∑
n=0
(n+1)znwn for the 2 points
z satisfying z2 = c/a. Furthermore, we have just listed all the eigenvectors of Tg up to a scalar multiple
(and most of them twice: fz = −fc/(az) if z2 6= c/a). Thus the point spectrum σp(Tg) is Ωg = g(Wg),
which is exactly the region encircled by the ellipse g(T). The condition min
z∈T
|g(z)| < 1 < max
z∈T
|g(z)| means
that Ωg meets both D and C \ D. Let E− = span {fz : |g(z)| < 1} and E+ = span {fz : |g(z)| > 1}. Since
E− is spanned by eigenvectors with eigenvalues of absolute value < 1 and E+ is spanned by eigenvectors
with eigenvalues of absolute value > 1, every f ∈ E− has norm convergent to 0 forward Tg-orbit, while
every f ∈ E+ has a norm convergent to 0 backward Tg-orbit. The Kitai Criterion [5] says that Tg must
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be hypercyclic (even mixing) provided both E+ and E− are dense in H
2(D). The latter will be verified
if we show that span {fz : z ∈ A} is dense in H2(D) for every A ⊆ Wg with at least one accumulation
point in Wg. Assume the contrary. Then there is an A ⊆ Wg with an accumulation point in Wg such
that span {fz : z ∈ A} is not dense in H2(D). Without loss of generality A does not contain the points
z satisfying z2 = c/a. The non-density of span {fz : z ∈ A} means that there is a non-zero function
h(w) =
∞∑
n=0
hnw
n in H2(D) such that
∞∑
n=0
hn(fz)n = 0 for every z ∈ A. Since (fz)n = zn+1 − (c/(az))n+1,
the last equality is equivalent to q(z) = q(c/(az)) for each z ∈ A, where q(w) = wh(w). By Lemma 5.11,
q is constant. Since q(0) = 0, q is identically 0 and therefore so is h. We have arrived to a contradiction,
which completes the proof.
5.3 Proof of Propositions 1.13 and 1.14
Of course, the hypercyclicity/supercyclicity, the weak hypercyclicity/supercyclicity and the n-weak hyper-
cyclicity/supercyclicity all make sense for operators on arbitrary locally convex topological vector spaces.
In this section all topological spaces are assumed to be Hausdorff. Recall that a Fre´chet space is a complete
metrizable locally convex topological vector space. We need the following general concept.
Let X and Y be topological spaces and F = {Ta : a ∈ A} be a family of continuous maps from X
to Y . An element x ∈ X is called universal for F if the orbit {Tax : a ∈ A} is dense in Y . We denote
the set of universal elements for F by the symbol U(F). The following lemma follows directly from [22,
Proposition 2.2].
Lemma 5.12. Let A be a set and X,Y,Ω be topological spaces such that Y is second countable and Ω is
compact. For each a ∈ A, let (ω, x) 7→ Fa,ωx be a continuous map from Ω × X to Y . For each ω ∈ Ω,
let Fω = {Fa,ω : a ∈ A} be treated as a family of continuous maps from X to Y . Then
⋂
ω∈Ω
U(Fω) is a
Gδ-subset of X.
Let X be an infinite dimensional locally convex topological vector space, n ∈ N and T be a continuous
linear operator on X. For the sake of brevity we denote the set of n-weakly hypercyclic vectors for T by
the symbol Hn(T ) and we denote the set of n-weakly supercyclic vectors for T by Sn(T ). Obviously,
H(T ) =
∞⋂
n=1
Hn(T ) and S(T ) =
∞⋂
n=1
Sn(T )
are the sets of weakly hypercyclic and weakly supercyclic vectors for T respectively. The following lemma
is a straightforward modification of a very well-known result on the sets of hypercyclic/supercyclic vector
with the proof modified accordingly.
Lemma 5.13. Let X be an infinite dimensional locally convex topological vector space, n ∈ N and T be a
continuous linear operator on X. Then the set Hn(T ) is either empty or is dense in X. Similarly, Sn(T )
is either empty or is dense in X if n > 2.
Proof. First, assume that x ∈ Hn(T ). Then T is n-weakly hypercyclic and therefore T is 1-weakly hyper-
cyclic. According to Feldman [11], a 1-weakly hypercyclic operator can not have non-trivial closed invariant
subspaces of finite codimension. It follows that p(T ) has dense range for every non-zero polynomial p.
Let S : X → Kn be a surjective continuous linear operator. Then S(O(T, p(T )x)) = S(p(T )(O(T, x))) =
(Sp(T ))(O(T, x)). Since p(T ) has dense range, Sp(T ) : X → Kn is surjective and therefore (Sp(T ))(O(T, x))
is dense in Kn because x ∈ Hn(T ). In particular, S(O(T, p(T )x)) is dense in Kn, which proves that
p(T )x ∈ Hn(T ). Hence {p(T )x : p 6= 0} ⊆ Hn(T ). Since every 1-weakly hypercyclic vector is cyclic, Hn(T )
is dense in X.
Next, assume that n > 2 and x ∈ Sn(T ). Then T is n-weakly supercyclic and therefore T is 2-weakly
supercyclic. According to Feldman [11], in the case K = C, T can not have closed invariant subspaces
of finite codimension > 2. Thus either p(T ) has dense range for every non-zero polynomial or there is
λ ∈ C such that p(T ) has dense range whenever p(λ) 6= 0. Running a similar argument in the case K = R,
one easily sees that either p(T ) has dense range for every non-zero polynomial or there is an irreducible
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polynomial r (of degree at most 2 automatically) such that p(T ) has dense range whenever r does not
divide p. Exactly as in the first part of the proof, one sees that p(T )x ∈ Sn(T ) provided p(T ) has dense
range. Combining these observations with the fact that x is cyclic for T , we see that Sn(T ) is dense in
X.
Recall that if X is a locally convex topological vector space, then the ∗-weak topology on its dual X∗
is the weakest topology making continuous every functional f 7→ f(x) with x ∈ X. We shall say that a
topological space Ω is a KΣ-space if Ω is the union of countably many of its compact metrizable subspaces.
Since an open subset of a metrizable compact space is a KΣ-space, we easily see that
(K1) An open subset of a KΣ-space is a KΣ-space;
(K2) The product of finitely many KΣ-spaces is a KΣ-space.
By a way of warning, note that the product of countably many KΣ-spaces may fail to be a KΣ-space.
Lemma 5.14. Let X be a separable metrizable locally convex topological vector space. Then its dual X∗
equipped with the ∗-weak topology is a KΣ-space.
Proof. Since X is metrizable, we can pick a countable base {Un}n∈N of neighborhoods of 0 in X. For
each n ∈ N, set U◦n = {f ∈ X∗ : |fn(x)| 6 1 for every x ∈ Un}. Clearly, X =
∞⋃
n=1
U◦n. By the Alaoglu
theorem [19], each U◦n is compact in the ∗-weak topology. Next, since X is separable, there is a dense in X
countable set A. Then the functionals Φx(f) = f(x) for x ∈ A are ∗-weakly continuous on X∗ and separate
points of X∗. Since every compact topological space admitting a countable separating points collection of
continuous functions is actually metrizable, each U◦n is a metrizable compact space. Thus X
∗ equipped
with the ∗-weak topology is a KΣ-space.
For a locally convex topological vector space X, we denote
Ωn(X) = {(f1, . . . , fn) ∈ (X∗)n : f1, . . . , fn are linearly independent}.
It is easy to see that Ωn(X) is an open subset of (X
∗)n whenX∗ is equipped with the ∗-weak topology. Since
the class of KΣ-spaces is closed under finite products and under passing to open subspaces, Lemma 5.14
implies the following corollary.
Corollary 5.15. Let n ∈ N and X be a separable metrizable locally convex topological vector space. Then
Ωn(X) is a KΣ-space provided X
∗ is equipped with the ∗-weak topology.
In general, the sequential continuity in the following lemma can not be replaced by the continuity.
Lemma 5.16. Let X be a Fre´chet space. Then the evaluation map b : X×X∗, b(x, f) = f(x) is sequentially
continuous provided X∗ carries the ∗-weak topology.
Proof. Since b is bilinear, it suffices to show that b(xn, fn) = fn(xn)→ 0 whenever xn → 0 in X and fn → 0
in X∗ equipped with the ∗-weak topology. By the uniform boundedness principle (=the Banach–Steinhaus
theorem) [19], the sequence {fn} is uniformly equicontinuous. That is, there is a continuous seminorm p
on X such that |fn(x)| 6 p(x) for every n and every x ∈ X. Hence |fn(xn)| 6 p(xn)→ 0 since xn → 0 in
X.
Now we are ready for the main ingredient of our proof.
Lemma 5.17. Let X be a separable Fre´chet space, n ∈ N and T ∈ L(X). Then Hn(T ) and Sn(T ) are
Gδ-subsets of X.
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Proof. For every m ∈ Z+, consider the map
(f, x) 7→ Ff,m(x) = (f1(Tmx), . . . , fn(Tm)x) from Ωn(X) ×X to Kn.
According to Lemma 5.16, this map is sequentially continuous provided X∗ is equipped with the ∗-weak
topology. By Corollary 5.15, Ωn(X) is a KΣ-space. That is,
Ωn(X) =
∞⋃
j=1
Λj ,
where each Λj is a compact metrizable subset of Ωn(X). Since the continuity and the sequential continuity
coincide for maps defined on a metrizable space, the restriction of the map (f, x) 7→ Ff,m(x) to each Λj×X
is continuous. For each f ∈ Ωn(X) consider Ff = {Ff,m : m ∈ Z+} treated as a family of continuous maps
from X to Kn. Since Kn is second countable, Lemma 5.12 implies that
Uj =
⋂
f∈Λj
U(Ff ) is a Gδ-subset of X for every j ∈ N.
Since the intersection of countably many Gδ-sets is a Gδ-set, the above display yields
U =
⋂
f∈Ωn(X)
U(Ff ) =
∞⋂
j=1
Uj is a Gδ-subset of X for every j ∈ N.
On the other hand, from the definitions of U and Hn(T ) one easily sees that U = Hn(T ). Thus Hn(T ) is
a Gδ-subset of X.
The supercyclicity part is very similar. For every m ∈ Z+ and w ∈ K, we consider the map
(f, x) 7→ Ff,m,w(x) = (wf1(Tmx), . . . , wfn(Tm)x) from Ωn(X)×X to Kn.
Again, this map is continuous on each Λj × X. For each f ∈ Ωn(X), we consider F ′f = {Ff,m,w : m ∈
Z+, w ∈ K} treated as a family of continuous maps from X to Kn. As in the first part of the proof,
Lemma 5.12 implies that
U
+
j =
⋂
f∈Λj
U(F ′f ) is a Gδ-subset of X.
Since the intersection of countably many Gδ-sets is a Gδ-set, the above display yields
U
+ =
⋂
f∈Ωn(X)
U(F ′f ) =
∞⋂
j=1
U
+
j is a Gδ-subset of X.
From the definitions of U+ and Sn(T ) it follows that U
+ = Sn(T ). Thus Sn(T ) is a Gδ-subset of X.
The following result is a generalization of Proposition 1.13.
Proposition 5.18. Let X be a separable infinite dimensional Fre´chet space and T ∈ L(X). Then T is
weakly hypercyclic if and only if T is n-weakly hypercyclic for each n ∈ N. Similarly, T is weakly supercyclic
if and only if T is n-weakly supercyclic for each n ∈ N.
Proof. The ’only if’ statements are obvious. Assume that T is n-weakly hypercyclic for every n ∈ N. Then
each Hn(T ) is non-empty. By Lemma 5.13, each Hn(T ) is dense in X. By Lemma 5.17, each Hn(T ) is a
Gδ-set in X. By the Baire theorem, the set H(T ) =
∞⋂
n=1
Hn(T ) of weakly hypercyclic vectors for T is a
dense Gδ-set. In particular, H(T ) is non-empty and therefore T is weakly hypercyclic. The supercyclicity
part is similar.
The following result is a generalization of Proposition 1.14.
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Proposition 5.19. Let X be a separable infinite dimensional Fre´chet space and T ∈ L(X). Then the set
of weakly hypercyclic vectors for T either is empty or is a dense Gδ subset of X. The same dichotomy
holds for the set of weakly supercyclic vectors of T .
Proof. By Lemmas 5.13 and 5.17, either Hn(T ) is empty for some n or each Hn(T ) is a dense Gδ-subset
of X. In the first case the set H(T ) of weakly hypercyclic vectors for T is empty, while in the second case
it is a dense Gδ-subset of X according to the Baire theorem. The supercyclicity part is similar.
6 Appendix A: Orbits of expanding coanalytic Toeplitz operators
Throughout this section for the sake of brevity we employ the following notation:
E(D) = {g ∈ H∞(D) : g(D) ∩ D = ∅ and |g| > 1 almost everywhere on T}.
Lemma 6.1. Let g ∈ H∞(D) be non-constant and such that g(D) ∩ D = ∅. Then ‖T ∗g f‖ > ‖f‖ for every non-zero
f ∈ H2(D). In particular, the sequence {‖(T ∗g )nf‖}n∈Z+ is strictly increasing.
Proof. Since g(D)∩D = ∅, |g| > 1 almost everywhere on T. Since g is non-constant, the maximum modulus principle
ensures that |g| > 1 on a subset of T of positive Lebesgue measure (otherwise g(D) ⊆ T). By Corollary 2.5, TgT ∗g > I.
Hence ‖T ∗g f‖ > ‖f‖ for every non-zero f ∈ H2(D).
The following theorem shows that under the assumptions of Theorem 1.10, the orbits of the coanalytic Toeplitz
operator grow fast indeed.
Theorem 6.2. Let g ∈ E(D) be such that log(|g| − 1) ∈ L1(T). Then for every k > 0 and for every non-zero
f ∈ H2(D), lim
n→∞
n−k‖(T ∗g )nf‖ = +∞.
Proof. By Lemma 2.7, there is an outer function h ∈ H∞(D) such that |h| 6 |g| − 1 almost everywhere on T. Let
n, k ∈ N be such that k 6 n. Then the inequality (1 + |h|)n 6 |g|n implies (nk ) |hk| 6 |gn| almost everywhere on T.
By Lemma 2.5,
(
n
k
)2
ThkT
∗
hk 6 TgnT
∗
gn . Since Tgn = T
n
g , it follows that
‖(T ∗g )nf‖ >
(n
k
)
‖T ∗hkf‖ whenever n, k ∈ N, n > k, f ∈ H2(D).
Since h is outer, the coanalytic Toeplitz operator T ∗h is injective [18] and therefore ‖T ∗hkf‖ = ‖(T ∗h )kf‖ > 0 whenever
f ∈ H2(D) is non-zero. Hence the above display yields
lim
n→∞
‖(T ∗g )nf‖n−k >
‖T ∗hkf‖
k!
> 0 for every k ∈ N and every non-zero f ∈ H2(D).
It immediately follows that lim
n→∞
n−k‖(T ∗g )nf‖ = +∞ for every k > 0 and for every non-zero f ∈ H2(D).
Next, we show that the conclusion of Theorem 6.2 does not carry on to the whole class E(D). That is, the
condition log(|g| − 1) ∈ L1(T) can not be removed (not entirely at least). In order to make the result look more
spectacular, we introduce the following class of functions:
E0(D) = {g ∈ H∞(D) : g(D) ∩ D = ∅, g ∈ C∞(T) and for z ∈ T, |g(z)| = 1 ⇐⇒ z = 1}.
Obviously, E0(D) ⊂ E(D).
Remark 6.3. Let p : T→ R be such that p ∈ C∞(T), p(1) = 1 and p(z) > 1 for every z ∈ T \ {1}. Then the outer
function h provided by (2.1) with q = log p belongs to E0(D) and satisfies |h| = p on T.
Theorem 6.4. Let q : (0,∞) → (0,∞) be any increasing function such that lim
x→∞
q(x) = ∞. Then there exist
g ∈ E0(D) and a non-zero f ∈ H2(D) such that the inequality ‖(T ∗g )nf‖ < q(n) holds for infinitely many n ∈ N.
Proof. First, observe that for every increasing q : (0,∞)→ (0,∞) satisfying lim
x→∞
q(x) =∞, we can find an increasing
q˜ : (0,∞)→ (0,∞) such that lim
x→∞
q˜(x) =∞, the function x 7→ 2−xq˜(x) is decreasing and q˜(x) 6 q(x) for x ∈ [1,∞).
It immediately follows that we can, without loss of generality, assume that
the function x 7→ 2−xq(x) is decreasing and q(1) = 1. (6.1)
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For every ϕ ∈ L2(T), we consider the continuous linear functional Φϕ on H2(D) given by the formula
Φϕ(f) =
∫
T
f(z)ϕ(z) dλ(z).
Of course, different functions ϕ may lead to the same functional, but we do not care. Obviously,
‖Φϕ‖H2(D)∗ 6 ‖ϕ‖L2(T). (6.2)
Let In = {eit : − 1n 6 t 6 1n} for n ∈ N and Hn be the space of ϕ ∈ L2(T) vanishing outside In. First, we observe
that for every n ∈ N,
{Φϕ : ϕ ∈ Hn} is dense in the Banach space H2(D)∗. (6.3)
Indeed, since {Φϕ : ϕ ∈ Hn} is a linear subspace of H2(D)∗ and H2(D) is reflexive, in order to verify (6.3), it suffices
to show that {Φϕ : ϕ ∈ Hn} separates the points of H2(D). This easily follows from the fact that a non-zero element
of H2(D) can not vanish almost everywhere on In.
We shall construct inductively sequences {ϕn}n∈N in L2(T) and {kn}n∈N of positive integers such that ‖Φϕ1‖ = 1
and for every n ∈ N,
ϕn ∈ Hn, kn+1 > kn, ‖ϕn‖L2 6
q(kn)
4
and ‖Φϕn+1 − Φϕn‖ 6 5−nq(kn)2−kn . (6.4)
We start by picking an arbitrary ϕ1 ∈ H1 such that ‖Φϕ1‖ = 1. Since q(t)→∞ as t→∞, we can choose k1 ∈ N
such that ‖ϕ1‖L2 6 q(k1)4 . The pair (ϕ1, k1) provides us with the basis of induction. Assume now that m ∈ N, m > 2
and ϕ1, . . . , ϕm−1 and k1, . . . , km−1 satisfying (6.4) are already constructed. By (6.3), we can choose ϕm ∈ Hm such
that ‖Φϕm−Φϕm−1‖ 6 51−mq(km−1)2−km−1 . Since q(t)→∞ as t→∞, we can choose km ∈ N such that km > km−1
and ‖ϕm‖L2 6 q(km)4 . This completes the induction step and thus the inductive construction of {ϕn}, {kn} satisfying
(6.4).
By (6.4) and (6.1), ‖Φϕn+1 − Φϕn‖ 6 5−n for every n ∈ N. Since also ‖Φϕ1‖ = 1, the sequence {Φϕn} converges
in the Banach space H2(D)∗ to a non-zero Φ ∈ H2(D)∗. It is an elementary exercise to show that for every sequence
{cn}n∈N of numbers in (1,∞), there is a function p ∈ C∞(T) such that p(1) = 1, p(z) > 1 for every z ∈ T \ {1},
‖p‖L∞(T) 6 2 and ‖p‖L∞(In) 6 cn for each n ∈ N. Indeed, one just has to take pn ∈ C∞(T) such that pn vanishes on
In and pn(z) > 0 for z ∈ T \ In and build p as p = 1+
∞∑
k=1
akpk. All that remains is to choose the positive coefficients
ak small enough to satisfy all desired conditions. This observation implies that there exists p ∈ C∞(T) such that
‖p‖L∞(T) 6 2, ‖p‖L∞(In) 6 21/kn for each n ∈ N, p(z) > 1 for each z ∈ T \ {1} and p(1) = 1. By Remark 6.3, there
is g ∈ E0(D) such that |g| = p on T. In particular, g satisfies
‖g‖L∞(T) 6 2 and ‖g‖L∞(In) 6 21/kn for each n ∈ N. (6.5)
Let n ∈ N. By (6.1), the sequence {2−kmq(km)} decreases and therefore (6.4) ensures that ‖Φϕm+1 − Φϕm‖ 6
5−mq(kn)2
−kn whenever m > n. Adding up these inequalities, we obtain ‖Φ − Φϕn‖ 6 q(kn)2−kn
∞∑
m=n
5−m =
5
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−nq(kn)2
−kn . Since ‖T ′g‖ = ‖Tg‖ = ‖g‖L∞(T) 6 2, we have ‖(T ′g)kn(Φ− Φϕn)‖ 6 545−nq(kn). Hence
‖(T ′g)kn(Φ− Φϕn)‖ 6
q(kn)
4
.
Next, it is easy to see that T ′gΦϕ = Φgϕ for every ϕ ∈ L2(T). Combining this observation with (6.2), we get
‖(T ′g)mΦϕ‖ 6 ‖ϕ‖L2‖g‖mL∞(In) for each ϕ ∈ Hn and m ∈ Z+. Applying this to Φϕn and using (6.4) and (6.5), we get
‖(T ′g)knΦϕn‖ 6 ‖ϕn‖L2‖g‖knL∞(In) 6
q(kn)
2
.
Combining the last two displays, we obtain ‖(T ′g)knΦ‖ < q(kn) for each n ∈ N. By Remark 1.1, T ′g and T ∗g are
isometrically similar. Thus there is a non-zero f ∈ H2(D) for which ‖(T ∗g )knf‖ 6 q(kn) for every n ∈ N.
Corollary 6.5. There exist g ∈ E0(D) and a non-zero f ∈ H2(D) such that
∞∑
n=0
‖(T ∗g )nf‖−c =∞ for every c > 0. (6.6)
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Proof. By Theorem 6.4, there are g ∈ E0(D), a non-zero f ∈ H2(D) and a strictly increasing sequence {kn}n∈N of
positive integers such that k1 > 2 and ‖(T ∗g )knf‖ 6 log kn for each n ∈ N. Now let c > 0. By Lemma 6.1, the
sequence {‖(T ∗g )nf‖−c} is decreasing. Hence
kn∑
j=0
‖(T ∗g )jf‖−c > (kn + 1)‖(T ∗g )knf‖−c >
kn
(log kn)c
.
Since the sequence in the right-hand side of the above display converges to infinity, (6.6) follows.
Since D is simply connected, the monodromy theorem implies that every invertible g ∈ H∞(D) can be written
as g = eu, where u : D→ D is holomorphic. Moreover, u is determined uniquely up to adding a constant from 2πiZ.
It makes sense to write u = log g. It is well-known (follows for instance, from the well-established properties of the
Hilbert transform) that u belongs to Hp(D) for each p <∞ but may fail to be bounded. We shall need the following
technical restriction of the class E(D):
E1(D) = {g ∈ E(D) : log g ∈ H∞(D) and (log g)(D) ∩ (iR) is a singleton}.
Note that if g ∈ E(D) is continuous on T and satisfies the Ho¨lder condition |g(z)−g(w)| 6 c|z−w|α for some c, α > 0
for all z, w ∈ T, then log g ∈ H∞(D) automatically. It easily follows that E0(D) ⊂ E1(D). The following result is in
a very strong contrast with Theorem 6.4.
Theorem 6.6. Let g ∈ E1(D) and f ∈ H2(D), f 6= 0. Then for every k > 0, lim
n→∞
n−k‖(T ∗g )nf‖ = +∞.
Note that Theorem 6.6 together with Theorem 6.4 demonstrate that orbits of expanding coanalytic operators
may exhibit highly irregular behavior. We split the proof into a number of lemmas. From now on, we denote
Π = {z ∈ C : Re z > 0}.
That is Π is the closed upper half plane. We shall also use the symbol P to denote the space C[z] of complex
polynomials.
Lemma 6.7. Let K be a compact subset of Π such that K ∩ R = {0}, r > 0 and k ∈ Z+. Then for every complex
valued f ∈ Ck[−r, r] satisfying f(0) = . . . = f (k)(0) = 0, there exists a sequence {pn}n∈N in P such that p(j)n converge
to f (j) uniformly on [−r, r] for 0 6 j 6 k and pn converge to 0 uniformly on K.
Proof. Replacing K with its closed convex hull, we can without loss of generality assume that K is convex (the hull
will still lie in Π and will still meet R only at 0). Let Q = K ∪ [−r, r] and consider the map g : Q→ C given by the
formula
g(z) =
{
f (k)(z) if z ∈ [−r, r];
0 if z ∈ K.
Since f (k)(0) = 0 and K ∩ [−r, r] = {0}, g is well-defined and continuous. Obviously, g vanishes and therefore is
holomorphic in the interior of Q. Since K is convex and satisfies K ∩ R = {0}, the open set C \Q is connected. By
the Mergelyan theorem [20], there is a sequence {qn}n∈N of polynomials, such that qn converge to g uniformly on Q.
Consider the linear map V : P→ P defined by
V
( m∑
j=0
ajz
j
)
=
m∑
j=0
aj
j + 1
zj+1.
Equivalently, V p(z) =
∫
Γ p(ξ) dξ, where Γ is any directed smooth path starting at 0 and terminating at z. Clearly,
(V p)′ = p for each p.
Now we define pn = V
kqn for n ∈ N. Obviously, {pn} is a sequence of polynomials. Since, qn converge to f (k)
uniformly on [−r, r] and f(0) = . . . = f (k)(0) = 0, one easily sees that V jqn converge to f (k−j) uniformly on [−r, r]
for 0 6 j 6 k. Noticing that V jqn = p
(k−j)
n , we see that p
(j)
n converge to f (j) uniformly on [−r, r] for 0 6 j 6 k.
Finally, using the presentation V p(z) =
∫
[0,z] p(ξ) dξ and estimating the integrals in the most straightforward
way, one gets
|V jp(z)| 6 1
(k − 1)! max{|p(ξ)| : ξ ∈ [0, z]} for every z ∈ C and p ∈ P,
where [0, z] is the segment with the ends 0 and z. Since K is convex and 0 ∈ K, it follows that ‖pn‖C(K) 6
1
(k−1)!‖qn‖C(K). Thus the uniform convergence of qn to 0 on K implies the uniform convergence of pn to 0 on K.
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Lemma 6.8. Let k ∈ Z+. Then there is a sequence {fn}n∈N of entire functions uniformly bounded on Π and such
that f
(k)
n (0) = 1 for every n ∈ N, f (j)n (0)→ 0 for 0 6 j < k and fn(z)→ 0 whenever Im z > 0.
Proof. Just take fn(z) =
einz
(in)k
.
We will use the Paley–Wiener theorem for distributions. It is a good moment to recall the related concepts and
facts and introduce the corresponding notation. For background reading on the subject we refer to [15]. First, recall
that it is said that an entire function f is of exponential type if there is c > 0 such that the function z 7→ |f(z)|e−c|z|
is bounded on C. The infimum of all such constants c is called the exponential type of f .
Distributions with compact support on R are by definition, the continuous linear functionals on the Fre´chet space
C∞(R), which carries its natural topology of uniform convergence of each derivative on each finite interval. The
space of distributions with compact support is traditionally denoted E ′(R). It is said that ψ ∈ E ′(R) vanishes on an
open interval I if ψ(f) = 0 for every f ∈ C∞(R) vanishing outside I. The support of ψ is the complement to the
union of all intervals on which ψ vanishes. It so happens that the support of every ψ ∈ E ′(R) is compact (thus the
name) and is non-empty whenever ψ 6= 0. The Fourier transform ψ̂ : C→ C of ψ ∈ E ′(R) is defined as
ψ̂(z) = ψ(fz), where fz(x) = e
−ixz.
The Paley Wiener theorem characterizes the Fourier transforms of distributions with compact support.
Theorem PW. A function F : C → C is the Fourier transform of a distribution with compact support if and only
if F is an entire function of exponential type and is polynomially bounded on the real axis, that is, the function
x 7→ F (x)(1 + |x|)−k is bounded on R for some positive k = k(F ). Furthermore, for ψ ∈ E ′(R) the exponential type
of ψ̂ is exactly the smallest r > 0 such that [−r, r] contains the support of ψ.
We mention two other well-known facts. Namely, for each ψ ∈ E ′(R):
(PW1) If r is the exponential type of ψ̂, then ψ is continuous with respect to the topology of the Fre´chet space
C∞[−r, r]. Equivalently, ψ(f) depends only on the restriction of f ∈ C∞(R) to [−r, r].
(PW2) If k ∈ Z+ and |ψ̂(x)|(1 + |x|)2−k is bounded on the real line, then ψ is continuous with respect to the topology
of the Fre´chet space Ck(R) and therefore admits a unique extension to a continuous linear functional on Ck(R).
Lemma 6.9. Let K be a compact subset of Π such that K ∩ R = {0} and let µ be a finite complex valued Borel
σ-additive measure on K. Then for the entire function
Fµ(z) =
∫
K
e−izξ dµ(ξ)
exactly one of the following two conditions holds:
(6.9.1) Fµ(z) = c for every z ∈ C, where c = µ({0});
(6.9.2) the function x 7→ |Fµ(x)|(1 + |x|)−k is unbounded on R for every k > 0.
Proof. Assume that (6.9.2) fails. We have to show that Fµ(z) = c for every z, where c = µ({0}). Since (6.9.2) fails
there is k ∈ Z+ such that the function |Fµ(x)|(1 + |x|)2−k is bounded on R. Obviously, Fµ is of exponential type
with the type not exceeding r = sup{|z| : z ∈ K}. By Theorem PW, there is θ ∈ E ′(R) such that Fµ = θ̂. By (PW2)
θ can be viewed as a continuous linear functional on Ck(R), while by (PW1) θ(f) depends only on the restriction
of f to [−r, r] for every f ∈ Ck(R). Next the equality θ̂ = Fµ means that θ(fz) =
∫
K fz dµ for every z ∈ C, where
fz(w) = e
−izw. Since the linear span of fz is dense in the space of entire functions H(C) and the functionals θ and
f 7→ ∫K f dµ are continuous on H(C), we have
θ(g) =
∫
K
g dµ for every g ∈ H(C). (6.7)
Now let f ∈ C∞(R) be such that f(0) = . . . = f (k)(0) = 0. By Lemma 6.7, there is a sequence {pn}n∈N of
polynomials such that p
(j)
n converge to f (j) uniformly on [−r, r] for 0 6 j 6 k and pn converge to 0 uniformly on
K. Since θ is continuous with respect to the topology of Ck[−r, r], θ(pn)→ θ(f). Since pn converge to 0 uniformly
on K,
∫
K
pn dµ → 0. Thus (6.7) ensures that θ(f) = 0. Hence θ vanishes on each f ∈ C∞(R) be such that
f(0) = . . . = f (k)(0) = 0 (such functions form a closed subspace of C∞(R) of codimension k + 1). It immediately
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follows that there are constants c0, . . . , ck ∈ C such that θ(f) =
∑k
j=0 cjf
(j)(0) for every f ∈ C∞(R). Obviously,
there is m ∈ {0, . . . , k} such that cj = 0 for m < j 6 k and either cm 6= 0 or m = 0. Then
θ(f) =
m∑
j=0
cjf
(j)(0) for every f ∈ C∞(R)
(we have just disregarded the last few zeros among cj if any). By Lemma 6.8, there is a sequence {fn}n∈N of entire
functions uniformly bounded on Π and such that f
(m)
n (0) = 1 for every n, f
(j)
n (0)→ 0 for 0 6 j < m and fn(z)→ 0
whenever Im z > 0. According to the above display θ(fn)→ cm. Now the dominated convergence theorem guarantees
that
∫
K
fn dµ→ 0 if m > 0 and
∫
K
fn dµ→ c = µ({0}) if m = 0. These observations together with (6.7) imply that
m = 0 and c0 = c. Hence θ(f) = cf(0) for every f ∈ C∞(R). It follows that Fµ = θ̂ ≡ c.
Lemma 6.10. Let h ∈ H∞(D) be such that ih(D) ⊂ Π and ih(D)∩R is a singleton. Let also q, f ∈ H2(D) and F be
the entire function defined by the formula F (z) = 〈q, T ∗ezhf〉. Then exactly one of the following two conditions holds:
• F is identically 0;
• the function x 7→ F (x)(1 + |x|)−k is unbounded on R for every k > 0.
Proof. Note that adding to h a constant from iR shifts the unique common point of ih(D) and R along the real line
and multiplies F by a function of the form eicz with c ∈ R thus not changing |F | on the real line. Hence, without loss
of generality, we may assume that K ∩R = {0}, where K = ih(D). Define the finite complex valued Borel σ-additive
measure µ on the compact set K by the formula
µ(A) =
∫
{w∈T:ih(w)∈A}
q(ξ)f(ξ) dλ(ξ).
Then
F (z) =
∫
T
q(ξ)f(ξ)ezh(ξ) dλ(ξ) =
∫
K
e−izw dµ(w) for each z ∈ C.
Since µ({0}) = 0, Lemma 6.9 guarantees that either F is identically 0 or the function F (x)(1 + |x|)−k is unbounded
on R for every k > 0.
Proof of Theorem 6.6. Let h = log g. Since g ∈ E1(D), h ∈ H∞(D), ih(D) ⊂ Π and ih(D)∩R is a singleton. Assume
the contrary. Then there are a non-zero f ∈ H2(D) and k > 0 such that the sequence {‖(T ∗g )nf‖n−k}n∈N is bounded.
Since g = eh, (T ∗g )
nf = T ∗enhf . Since |esh| 6 |eth| almost everywhere on T provided s 6 t, Lemma 2.5 ensures that
the function N : R→ R, N(t) = ‖T ∗ethf‖ is increasing. In particular, ‖T ∗ethf‖ 6 ‖T ∗enhf‖ = ‖(T ∗g )nf‖ for every n ∈ N
and t ∈ (n − 1, n] and ‖T ∗ethf‖ 6 ‖f‖ if t 6 0. Since {‖(T ∗g )nf‖n−k}n∈N is bounded, it follows that the function
t 7→ (1 + |t|)kN(t) is bounded on R. Now for every q ∈ H2(D) consider the entire function
Fq(z) = 〈q, T ∗ezhf〉.
Clearly |Fq(t)| 6 ‖q‖N(t) for every t ∈ R and therefore the function Fq(t)(1 + |t|)−k is bounded on the real line.
By Lemma 6.10, Fq ≡ 0 for each q ∈ H2(D). In particular, 〈f, f〉 = Ff (0) = 0. Hence f = 0. This contradiction
completes the proof.
We end up this section with the following natural question.
Question 6.11. Does the conclusion of Theorem 6.6 hold for every g ∈ E(T)?
Note that the definition of E1(D) has two extra conditions compared with the definition of E(D). One, the
boundedness of log g is relatively mild. It is needed to ensure that the entire functions Ff,q(z) = 〈q, T ∗ez log gf〉 are of
exponential type (remaining of exponential order 1, they fail to be of exponential type for generic f, q ∈ H2(D) if log g
is unbounded). Nevertheless, there is a number of promising ways to circumvent this obstacle. The second condition
of log g(D) meeting the imaginary axis at one point (enabling us to apply the Mergelyan theorem) is much worse.
Indeed, our line of proof of Theorem 6.6 invariably goes through proving that each non-zero Ff,q is not polynomially
bounded on the real axis. This very statement fails miserably if log g(D) meets the imaginary axis at more than 1
point. Thus to solve Question 6.11, one has to come up with an essentially different idea.
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