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Kurzfassung
Multielektroden-Arrays (MEAs) dienen der Ableitung von Signalen aus lebenden Zellen oder Gewe-
beschnitten. Mit Hilfe einer Sensormatrix können viele Zellen gleichzeitig kontaktiert und deren
elektrische Aktivität in Form von Aktionspotenzialen (engl. Spikes) kapazitiv abgeleitet werden.
Aufgrund ihrer Sensorgröße bestehen die abgeleiteten Signale sowohl aus der Überlagerung meh-
rerer Zellen sowie instationärer Rauschanteile. Für eine Analyse der Zellsignale ist eine vorherige
Trennung des Signalgemischs in seine Einzelbestandteile erforderlich. Dieser Vorgang wird auch
als Spike sorting bezeichnet.
Während einzelne Verarbeitungsschritte des Spike sortings bisher nur manuell durchgeführt werden
können, erfordert die zunehmende Erhöhung der Sensoranzahl auf einem MEA aber auch der
Einsatz von hochkanaligen MEAs in kommerziellen Systemen eine durchgehend automatische
Signalverarbeitung und -analyse.
In der vorliegenden Arbeit werden Ansätze zu einer vollständig automatischen Signalverarbeitung
vorgestellt und untersucht. Dabei werden Verfahren aufgezeigt, die mit Hilfe von künstlichen
neuronalen Netzen die notwendige Flexibilität und Anpassungsfähigkeit bieten, um Signale mit
unbekannten Eigenschaften optimal zu filtern und automatisch in seine Einzelkomponenten
zu zerlegen. Das Ergebnis dieser Arbeit ist ein mehrstufiges Verfahren, bei dem die bisher von
Experten manuell einzustellenden Parameter durch statistische Verfahren ersetzt wurden. Dadurch
können abgeleitete Signale deutlich schneller als bisher analysiert werden. Durch den vollständig
rechnerbasierten Lösungsansatz ist dadurch auch erstmalig eine echtzeitbasierte Auswertung einer
sehr hohen Sensoranzahl möglich.

Abstract
Multi-electrode arrays (MEAs) are used for deriving signals from living cells or tissue sections. By
means of a sensor array, many cells are connected simultaneously and their electrical signals are
recorded capacitively in the form of action potentials. Due to the size of the sensor area, the signal is
a superposition of an unknown number of neural sources and non-stationary noise components. In
order to analyze the recorded signal, a prior separation into its individual components is required.
This process is known as spike sorting.
While the individual steps of spike sorting still require manual selection of different parameters, the
increasing number of sensors on a MEA surface demand an automatic spike sorting procedure. An
unsupervised and real-time spike sorting method would further enable sophisticated commercial
applications with high-channel MEAs.
In this thesis, two new approaches for an automatic spike sorting process have been developed
and tested. These approaches are based on artificial neural networks to ensure high flexibility and
adaptivity. This enables an unsupervised separation of components from signals with an unknown
structure. The result of this work is a multistage process in which the manual parameters have been
replaced with statistical methods. Thus the recorded signals can be analyzed much faster compared
to previous methods. Due to the entire computer-based approach, an unsupervised and real-time
analysis of many signals in parallel is now possible.
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1 Einleitung
1.1 Thematischer Hintergrund
Das menschliche Gehirn mit seinen 1011 Nervenzellen und 1015 synaptischen Verbindungen stellt
eines der komplexesten biologischen Systeme dar, welches bereits im Mittelpunkt unzähliger
interdisziplinärer Forschungsvorhaben stand und immer noch steht [1].
Obwohl die Neurowissenschaften innerhalb der vergangenen Jahrzehnte enorme Fortschritte
gemacht haben, sind wir weiterhin nicht in der Lage, die komplexen Vorgänge im menschlichen Ge-
hirn zu entschlüsseln und in ihrer Gesamtheit zu verstehen oder zu interpretieren. Während einfa-
che Vorgänge auf Zellebene ausgiebig erforscht sind, ermöglichen es modernste Analysemethoden
immer noch nicht, komplexe Vorgänge wie Lernen, die Entstehung von Emotionen und Bewusstsein
oder Krankheiten wie Depressionen oder Schizophrenie zu untersuchen.
Medizinische Diagnoseverfahren wie die Magnetoenzephalographie (MEG), die Magnetresonanz-
tomographie (MRT) oder die Elektroenzephalografie (EEG) können zwar einige Vorgänge im
Gehirn messtechnisch erfassen. Allerdings verfügen Sie nur über eine relativ abstrakte Darstel-
lung, da sie vor allem aktive Gehirnregionen aufgrund des Blutflusses sichtbar machen kön-
nen. Eine direkte Beobachtung neuronaler Vorgänge auf Zellebene ist damit bisher nicht mög-
lich.
Um elementare Funktionsweisen im Gehirn zu erforschen, ist es nicht nur notwendig, größere
Areale auf bestimmte Aktivitäten zu überwachen. Gleichzeitig müsste eine Überwachung einzelner
Zellen und deren Interaktion zu benachbarten Zellen erfolgen. Eine Zelle bildet die kleinste biologi-
sche Einheit, die Informationen verarbeiten kann. Aufgrund ihrer primitiven Funktionsweise sind
einzelne Zellen jedoch nicht in der Lage, komplexe Aufgaben zu übernehmen. Untersuchungen
haben ergeben, dass erst durch die Vernetzung von etwa 1000 bis 10000 Nervenzellen Intelligenz
möglich wird [2]. Würde es also gelingen, die Arbeitsweise größerer Zellpopulationen und die Kom-
munikation einzelner Zellen untereinander gleichzeitig zu erfassen und zu entschlüsseln, könnte
dies zu einem besseren Verständnis und zu neuen Erkenntnissen der neuronalen Funktionsweise
im Gehirn führen.
Der Informationsaustausch von Zellen basiert auf einem kontrollierten Austausch von Ionen, die
mit Hilfe von Natrium- und Kaliumkanälen innerhalb der Zellmembran gesteuert werden. Durch
einen Stimulus, ausgelöst infolge einer Veränderung des Membranpotenzials, bspw. durch che-
mische Botenstoffe oder mechanische Verformungen, kommt es zu einer schnellen Öffnung der
Abbildung 1.1 Intrazelluläre Signalableitung mit Hilfe der Patch clamp-Technologie nach [3].
Membrankanäle und zum Austausch von Natriumionen. Dabei steigt die zellinterne Spannung in
Bezug auf ihre extrazelluläre Umgebung von etwa−70 mV auf 30 mV. Etwa eine Millisekunde später
wird mit Hilfe von Kaliumionen das Ruhepotenzial von −70 mV hergestellt [4, 5]. Diese vorüberge-
hende Abweichung des Membranpotenzials wird als Aktionspotenzial (engl. Spike) bezeichnet und
dient dem interzellulären Informationsaustausch. Über Synapsen werden diese Impulse mittels
Neurotransmitter an die Rezeptoren benachbarter Zellen weitergeleitet.
Bereits in den 1940er Jahren wurden bei ersten Experimenten die äußeren und inneren Zusam-
menhänge von Zellen untersucht [6, 7] und wenig später auch mathematisch modelliert [8, 9]. Für
die Untersuchung kamen anfangs sog. Voltage clamps, später auch Patch clamps zum Einsatz, die
sehr genaue Analysen biochemischer Vorgänge erlauben (vgl. Abbildung 1.1). Bei diesen Verfahren
werden Elektroden, die sich an der Spitze gläserner Mikropipetten befinden, auf die Zellmem-
bran aufgesetzt. Durch die Verbindung können Ströme im Pikoampere-Bereich (pA) aus der Zelle
abgeleitet werden, die das Öffnen und Schließen der Ionenkanäle sichtbar machen [10]. Durch
stärkeres Ansaugen kann die Zellmembran sogar aufgerissen (inside-out patch) und Ströme von
der gesamten Zelle abgeleitet werden [11].
Obwohl diese Technologie eine gute Ableitung elektrischer Signale aus einzelnen Kanälen oder
ganzen Zellen erlaubt, ist die Applikation von Patch clamps an einer einzelnen Zelle sehr aufwändig
und macht die Beobachtung großer Zellpopulationen nahezu unmöglich. Zudem werden durch die
Penetration beim inside-out patch die Zellen zerstört, so dass notwendige Langzeituntersuchungen
nicht möglich sind.
Eine Alternative dazu bietet die kapazitive Signalableitung über elektrische Felder. Anfang der
1970er Jahre wurden planare Elektroden mittels Dünnfilmtechnik auf Glasträgern aufgedampft und
die zu untersuchenden Zellen auf dem Träger kultiviert [12]. Durch eine matrizenartige Anordnung
vieler Sensoren konnten damit erste Vielfachableitungen mit sogenannten Multielektroden-Arrays
(MEA) aus Zellkulturen und Gewebeschnitten realisiert werden [13–16].
2 Einleitung
Mit der Überwachung größerer Zellareale können so Impulsraten von Aktionspotenzialen einzelner
Zellen sowie die Kommunikationsmuster vieler Zellen (sog. Spike trains) erfasst und bei bekannten
äußeren Reizen als „Fingerabdruck“ gespeichert werden [4, 17]. Die erfassten Impulsraten reprä-
sentieren dabei die Reizintensität einzelner Zellen. Bekannte Spike trains großer Zellareale können
so zur Analyse unbekannter Reizauslöser genutzt werden.
Das Interesse der Informationsgewinnung aus lebenden Zellkulturen gewinnt innerhalb verschiede-
ner Forschungs- und Anwendungsbereiche immer mehr an Bedeutung. Besonders großes Interesse
besteht in der Verbindung von organischem Material mit leistungsfähiger Elektronik zu sogenann-
ten hybriden Systemen, bei denen der Geschwindigkeitsvorteil moderner Rechnersysteme mit
den sensorischen Fähigkeiten lebender Zellnetzwerke gekoppelt werden. Die Visionen für den
Einsatz solcher hybriden Systeme reichen von der Grundlagenforschung über neue Verfahren
in der (medizinischen) Diagnostik bis hin zur Analyse von Umwelteinflüssen, die nur mit sehr
sensibler Sensorik möglich sind [18–23]. Denkt man noch einen Schritt weiter, könnte die Verbin-
dung zwischen Elektronik und menschlichen Nervenzellen zu neuartigen Prothesen führen, bei
denen künstliche Körperteile direkt mit dem Gehirn kommunizieren und von ihm gesteuert werden
[24–32].
Abseits der vielen Visionen werden bereits hybride Systeme in der medizinischen Diagnostik
erforscht. Anhand unterschiedlicher Experimente [33–37] konnte nachgewiesen werden, dass che-
mische Substanzen auf neuronale Aktivitäten erregend oder hemmend wirken. Im Mittelpunkt der
aktuellen Forschung steht deshalb die Untersuchung verschiedener Wirkstoffe [38–40] auf Zellkultu-
ren sowie die Erstellung von Datenbanken mit Kommunikationsmustern aus Zellverbänden. Diese
Erkenntnisse sollen zur Analyse noch unbekannter Wirkstoffe und Substanzen eingesetzt werden,
um damit exakter und frühzeitig die gewünschten Wirkungen auf unterschiedliche Genotypen
untersuchen zu können. Nebenwirkungen könnten damit schneller erfasst und Medikamente auf
individuelle Verträglichkeiten getestet werden [41–49].
1.2 Aufbau der Arbeit
Diese Arbeit beschäftigt sich mit der Erfassung neuronaler Signale aus hybriden Systemen und vor
allem mit der Aufbereitung und Auswertung der abgeleiteten Zellsignale.
In Kapitel 2 erfolgt eine Beschreibung von Problemen und Hindernissen, die bei der Ableitung
von elektrischen Signalen aus Zellen mit hybriden Systemen auftreten. Die abgeleiteten Signa-
le können ohne eine weitere Vorverarbeitung nicht interpretiert und analysiert werden. Dazu
sind komplexe Verarbeitungsschritte notwendig, die aus dem Signalgemisch die notwendigen
Informationen extrahieren. Die dazu notwendigen Schritte werden ebenfalls in diesem Kapitel
erläutert.
1.2 Aufbau der Arbeit 3
Kapitel 3 analysiert den aktuellen Stand von Wissenschaft und Technik mit dem Ziel, die unter-
schiedlichen Sensorentwicklungen und die bisher verwendeten Verfahren zur Auswertung der
neuronalen Signale vorzustellen. Im Mittelpunkt der Sensortechnik stehen dabei insbesondere die
physikalischen Sensoreigenschaften sowie die sich daraus ableitende Signalqualität. Die Signalqua-
lität bzw. die Eigenschaften der abgeleiteten Signale sind relevant bei der richtigen Auswahl und
Konfiguration der zur Verfügung stehenden Signalverarbeitungsalgorithmen. Aufgrund der Vielzahl
an unterschiedlichen Sensorentwicklungen und den damit einhergehenden Signaleigenschaften
existiert eine Vielzahl an Verarbeitungsalgorithmen, deren wichtigste Vertreter in diesem Kapitel
ausführlich vorgestellt werden.
In Kapitel 4 erfolgt eine genaue Beschreibung der offenen Probleme, die sich aus Kapitel 2 und Ka-
pitel 3 ergeben und die im weiteren Verlauf der Arbeit genauer untersucht werden sollen. Der Autor
konzentriert sich dabei nicht auf die Weiterentwicklung der Sensormatrizen (Hardware), sondern
auf die Auswertung der abgeleiteten neuronalen Signale (Algorithmen).
Eines der bisher ungelösten Probleme bei der Auswertung neuronaler Signale, die mittels MEA-
Technologie abgeleitet werden, besteht in den immer noch vorhandenen manuellen Auswertungs-
schritten. Obwohl bereits einige Verarbeitungsschritte automatisiert werden konnten, benötigen
wesentliche Teilschritte in der Signalverarbeitungskette manuelle Eingriffe. Um die Anzahl ma-
nueller Eingriffe zu reduzieren, werden in Kapitel 5 Lösungsvorschläge gemacht und diese ge-
nauer untersucht. Ziel soll es sein, ein vollständig automatisiertes System zu erreichen, welches
von der Ableitung der Signale aus Zellen bis zu den komplexen Kommunikationsmustern (spike
trains) vollständig autonom arbeitet. Nur so kann das vollständige Potenzial der MEA-Technologie
ausgeschöpft werden und die Visionen in den einzelnen Anwendungsbereichen weiter verfolgt
werden.
Eine Bewertung und Diskussion der erreichten Ergebnisse schließt sich mit dem Kapitel 6 an.
Hier werden die Resultate aus Kapitel 5 mit der Aufgabenstellung aus Kapitel 4 verglichen und
ausführlicher diskutiert.
Während der Arbeit wurden notwendige Hardware- und Softwarekomponenten entwickelt, um
eine MEA-Eigenentwicklung der Universität Rostock an einen PC zu koppeln. Sowohl technische
Eigenschaften des MEAs als auch der Hardware- und Softwarekomponenten werden in Anhang A
vorgestellt.
Letztendlich werden die erreichten Ergebnisse in Kapitel 7 zusammengefasst und weiterfüh-
rende Ideen, die während der Bearbeitungsphase entstanden sind, in einem Ausblick darge-
stellt.
Die in dieser Arbeit untersuchte Thematik beinhaltet zum Teil Begrifflichkeiten aus den Bereichen
Medizin und Biologie. Da diese meist der englischen Sprache entnommen wurden, erfolgt bei
ihrer ersten Verwendung eine kurze Erläuterung. Im Text werden diese dann in kursiver Schrift
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dargestellt, um umständliche und lange Formulierungen zu vermeiden. Eine Erläuterung dieser
Begriffe befindet sich im Glossar am Ende dieser Arbeit.
1.2 Aufbau der Arbeit 5

2 Problemstellung
Es existieren bislang unterschiedliche Methoden für die Überwachung von Neuronenpopulationen
hinsichtlich dem Austausch individueller elektrischer Informationen. Werden Signale mittels Patch
clamp-Technologie abgeleitet, ist aufgrund der direkten und niederohmigen Verbindung zwischen
Sensor und Zelle nur wenig zusätzlicher Aufwand in der sich anschließenden Signalverarbeitung
notwendig. Da der Kontakt lediglich mit einer einzelnen Zelle hergestellt wird, werden kaum andere
Signale abgeleitet, die das Nutzsignal stören. Jedoch ist eine manuelle Applikation von Patch clamps
sehr aufwändig und eignet sich deshalb in der Praxis nur für die gleichzeitige Kontaktierung von
wenigen Zellen.
Für eine Ableitung elektrischer Signale aus größeren Zellpopulationen haben sich deshalb so-
genannte Multielektroden-Arrays (MEAs) bewährt, die Signale kapazitiv aus den Zellen ablei-
ten. Während sich hierdurch eine größere Anzahl an Neuronen gleichzeitig kontaktieren lässt,
verändert sich die elektrische Verbindung zwischen Zellen und Sensor im Vergleich zu Patch
clamps.
Das auf der Sensoroberfläche aufgetragene Zellmaterial wird durch Zufuhr von Nährstoffen und
Gasen am Leben erhalten und führt dadurch zum ständigen Wachstum der Zellen sowie zur Bildung
von Verbindungen untereinander [50, 51]. Aufgrund dieser Wachstumsprozesse sowie der Größe
der einzelnen Sensoren, die je nach Wahl des eingesetzten Zellmaterials die Größe einer Zelle über-
steigen, kann sowohl die Lage als auch die Anzahl der Neuronen zu einem Sensor nicht beeinflusst
werden (vgl. Abbildung 2.1). Es existieren zudem bisher keine praktikablen Methoden, Zellen gezielt
an bestimmten Positionen zu fixieren [52, 53]. Daher sind ohne optische Verfahren keine Informatio-
nen über Anzahl und Lage von Zellen auf der Sensoroberfläche vorhanden.
Abbildung 2.1 Stochastische Verteilung von Zellen (blau) auf einem Mikroelektroden-Array (links).
Durch den Abstand zwischen Zelle und Sensor kommt es zu einer hohen Signaldämpfung abgelei-
teter Zellsignale sowie zur Einkopplung von Störsignalen (rechts, Abbildung nicht maßstabsgetreu).
Abbildung 2.2 Stromverlauf eines extern abgeleiteten Signals.
Das abgeleitete Signal aus einem Sensor besteht daher aus der Überlagerung unterschiedlicher
Komponenten, die sich im Wesentlichen aus einer unbekannten Anzahl an abgeleiteten Aktions-
potenzialen sowie zeitlich variierenden Störsignalen zusammensetzt, die entweder durch lokale
Feldpotenziale oder durch weiter entfernte Neuronen erzeugt werden. Aufgrund der verwendeten
Sensortechnik besitzen sowohl Aktionspotenziale als auch Störsignale häufig sehr ähnliche Amplitu-
den (siehe Abbildung 2.2). Für eine Auswertung der Kommunikationsmuster ist es erforderlich, dass
eine Zuordnung eines individuellen Aktionspotenzials im abgeleiteten Sensorsignal erfolgt und
zeitlich erfasst werden kann. Daher ist eine aufwändige analoge sowie digitale Signalaufbereitung
und -auswertung notwendig.
Nach der Ableitung der Signale erfolgt meist eine analoge Vorverstärkung sowie Digitalisierung der
Signale, um die einzelnen Signalbestandteile anschließend mit Hilfe digitaler Signalverarbeitungs-
algorithmen wieder zu trennen und die darin enthaltenen Aktionspotenziale (engl. Spikes) zeitlich
zu erfassen. Die dafür notwendigen Prozesse werden deshalb unter der Bezeichnung Spike sorting
zusammengefasst (siehe Abbildung 2.3).
Die beim Spike sorting anstehende Problematik verhält sich ähnlich dem als Cocktail-Party-Pro-
blem bzw. als Blind signal separation bezeichneten Sachverhalt [54]. Mehrere Signalquellen s⃗
werden überlagert von Mikrofonen x⃗ an unterschiedlichen Standorten aufgezeichnet und die
darin enthaltenen Komponenten mit Hilfe einer analytischen Bestimmung der Misch- bzw. Wich-
tungsmatrix A zerlegt. Der mathematische Zusammenhang wird durch Gleichung 2.1 beschrieben
[55].
x⃗ = A⃗s (2.1)
Trotz der Vielzahl an Sensoren auf einem Mikroelektroden-Array werden die Signale meist nur von
Abbildung 2.3 Vollständige Signalverarbeitungskette bei der Ableitung von Aktionspotenzialen.
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Abbildung 2.4 Einzelne Verarbeitungsschritte beim Spike sorting
einem Sensor erfasst und können durch die starke Dämpfung am Übergang von Zelle und Sensor,
sowie durch einen sehr hohen Störsignalpegel von umliegenden Sensoren nicht mehr detektiert
werden. Die Signalauswertung muss deshalb anhand der Informationen eines Sensors erfolgen.
Die analytische Bestimmung einer eineindeutigen Lösung über die Wichtungsmatrix A ist damit
jedoch nicht mehr möglich [56].
Obwohl Aktionspotenziale generell in ihrer Form sehr ähnlich sind, ist eine Differenzierung an-
hand geringer Unterschiede möglich, die hauptsächlich durch Zell-Morphologie und Lage zur
Elektrode beeinflusst werden [57]. Die dafür notwendigen Arbeitsschritte sind in Abbildung 2.4
dargestellt.
Ausgehend von einem digitalisierten kontinuierlichen Datenstrom, der bereits analog vorgefiltert
wurde, erfolgt eine weitere Filterung mittels adaptiver Filter, die sich entsprechend den zeitli-
chen Veränderungen von Störsignaleinflüssen anpassen. Anschließend erfolgt die Extraktion der
einzelnen Spikes sowie eine Ausrichtung an einem gemeinsamen Maxi- oder Minimum. Zur Dis-
kriminierung der extrahierten Signale werden unterschiedliche Parameter erfasst, mit denen sich
Spikes eines Neurons zusammenfassen lassen, aber auch solche, die sich von Signalen anderer
Neuronen unterscheiden. Betrachtet man diese extrahierten Merkmale geometrisch, so entstehen
im zwei- oder dreidimensionalen Raum Anhäufungen von Merkmalen. Mit Hilfe eines Clusteralgo-
rithmus werden gemeinsame Eigenschaften mit geringer Intraclustervarianz einer Unit zugeordnet.
Anhäufungen mit einer großen Interclustervarianz lassen dagegen auf die Anzahl abgeleiteter Units
schließen.
Problemtisch wirken sich in diesem Zusammenhang die meist nur sehr geringen Signalrauschab-
stände aus, wobei einzelne Rauschpeaks ähnliche Formen wie Aktionspotenziale annehmen kön-
nen. Trotz aufwändiger Filterstufen entstehen hohe Varianzen in den extrahierten Eigenschaften
einzelner Units, was zur Überlappung einzelner Units führen kann. Eine exakte Unterscheidung ist
deshalb nur mit sehr viel Aufwand möglich.
Werden für die Auswertung statische Verfahren verwendet, können diese außerhalb simulierter
Umgebungen schnell an ihre Grenzen stoßen und führen zu Fehlinterpretationen abgeleiteter
Informationen. So können beispielsweise Wachstums- und Mikrofluidikprozesse auf Sensorchips
zu kleinen, aber kontinuierlichen Ortsveränderungen der Zellen in Bezug zu auf die Sensorik führen,
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wodurch sich fortlaufende Schwankungen der Signaleigenschaften während eines Experiments
ergeben [58].
Ein weiteres Phänomen wird durch sogenannte Bursts erzeugt. Diese entstehen, wenn Zellen
einer kontinuierlichen Reizung ausgesetzt sind und in sehr kurzen Abständen Aktionspotenziale
aussenden. Die notwendige Refraktionszeit zur vollständigen Regenerierung wird dabei nicht
erreicht, so dass aufeinander folgende Signale kontinuierlich in ihrer Amplitude gedämpft werden
[59].
Um Multielektroden-Arrays optimal für Analyse- und Überwachungszwecke von Zellpopulatio-
nen einsetzen zu können, sind sowohl robuste als auch autonom arbeitende Verarbeitungsal-
gorithmen notwendig, mit denen sich die abgeleiteten hochdynamischen sowie stochastischen
Signale auswerten lassen. Mit zunehmender Sensordichte könnten damit neben einer deutli-
chen Datenreduktion und einem verbessertem Handling der Systeme auch neue Anwendungsfel-
der im Bereich von Diagnostik, Grundlagenforschung sowie Mensch-Maschine-Interfaces entste-
hen.
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3 Stand von Wissenschaft und Technik
Seit über 60 Jahren werden elektrochemische Vorgänge innerhalb von Zellen untersucht [6]. Durch
eine kontinuierliche Verbesserung der Mikrosystemtechnik wurden dabei bis heute große Fort-
schritte in der Sensortechnik erzielt. Mit Hilfe von CMOS-Prozessen ist es möglich, Sensormatrizen
mit einer hohen Sensoranzahl herzustellen. Mit der damit einhergehenden Steigerung der Informa-
tionsmenge werden neue Verfahren zur Auswertung benötigt.
Das nachfolgende Kapitel ist in zwei größere Abschnitte untergliedert und gibt jeweils einen Über-
blick über die Entwicklungen der Sensortechnik sowie die eingesetzten Verfahren und Methoden
zur Auswertung der abgeleiteten elektrophysiologischen Signale.
Obwohl der Schwerpunkt dieser Arbeit in der Signalauswertung liegt, haben die einzelnen Entwick-
lungen der Sensortechnologie einen großen Einfluss auf die notwendigen Verarbeitungsschritte
und -algorithmen. Aus diesem Grund erfolgt neben der Vorstellung aktueller Verarbeitungsverfah-
ren und -algorithmen auch eine Bestandsaufnahme zum aktuellen Stand der Technik im Bereich
der Sensorentwicklungen.
Aufgrund der hohen Anzahl von Entwicklungen sowohl im Bereich der Sensortechnik als auch
den dazu notwendigen Signalverarbeitungsalgorithmen in diesem Forschungsbereich erhebt die-
ses Kapitel keinen Anspruch auf Vollständigkeit, sondern gibt einen Überblick über wesentliche
Entwicklungsschwerpunkte.
3.1 Signalableitung
Durch das von Huxley (1963) [8] entwickelte elektrische Zellmodell, das aus der Parallelschaltung
von Kapazitäten, regelbaren Widerständen und Spannungsquellen besteht, konnten erste Mess-
methoden zur Charakterisierung elektrisch erregbarer Zellen entwickelt werden. Dabei handelt es
sich um eine passive Variante durch die Ableitung von Strömen (direkt) oder Spannungen (indirekt)
sowie einer aktiven Variante durch Bestimmung der Impedanzen.
Seit diesen anfänglichen Untersuchungen haben neue Herstellungsprozesse und Materialien zur
Entwicklung einer ganzen Reihe neuartiger (Antikörper-, Enzym-, Nukleinsäure-, Fluoreszens- und
Impedanz-)Sensoren beigetragen, die häufig unter dem BegriffBiosensor zusammengefasst werden.
Während diese Sensoren bereits in vielen medizinischen und biologischen Anwendungsbereichen
als kommerzielles Produkt erhältlich sind [60–63], stellen die Entwicklungen von Sensoren, mit
Abbildung 3.1 Elektrisches Modell zur kapazitiven Ableitung von Spannungen mit einer planaren
Elektrode nach [66]. Die Größenverhältnisse zwischen Zelle und Sensor sind nicht maßstabsgetreu
abgebildet.
denen elektrophysiologische Informationen aus Zellnetzwerken abgeleitet werden können, ein
größeres Problem dar.
3.1.1 Sensortechnologie
Die Grundlagen zur Ableitung elektrophysiologischer Signale aus Zellen wurden mit einfachen me-
tallisierten Elektroden oder Mikroelektroden aus Glaskapillaren gelegt. Bei diesem als Patch clamp
bezeichneten Verfahren werden Sensoren über eine sog. Gigaohm-Dichtung mit einer Zelle in
Kontakt gebracht und ermöglichen damit die Ableitung von kleinsten Ionenströmen im Bereich von
Pico- bis Milliampere [11]. Trotz vieler Neuentwicklungen im Sensorbereich wird das Patch clamp-
Verfahren weiterhin für elektrophysiologische Messungen eingesetzt [10, 64].
Die Analyse von Ionenströmen wird neben der Grundlagenforschung vor allem zur Wirkstoffanalyse
in der Pharmaindustrie eingesetzt und zählt dort momentan als Goldstandard für Untersuchungen
an lebenden Zellen. Einen ausführlichen Überblick über aktuelle Verfahren und kommerzielle
Gerätetechnik liefert [65].
Der Vorteil der Patch clamp-Technik liegt vor allem in der sehr genauen Untersuchung einzelner
Zellen [67, 68]. Durch den sehr guten Kontakt zwischen Sensor und Zelle werden im Vergleich zu
neueren Verfahren gute Signalrauschabstände erzielt. Unterschiedliche Verfahren ermöglichen
zudem eine interne und externe Signalableitung [4].
Untersuchungen mit diesem Verfahren sind jedoch mit einem hohen manuellen Aufwand verbun-
den und eignen sich hauptsächlich zur Analyse einzelner Zellen.
Komplexe Vorgänge in Organismen werden nicht durch einzelne Zellen gesteuert, sondern durch
die Interaktion mehrerer tausend Zellen, die durch ein Netzwerk verbunden sind. Will man diese
Vorgänge analysieren, muss ein vergleichsweise großes Areal an Nervenzellen gleichzeitig unter-
sucht werden. Die herkömmlichen Techniken sind dafür ungeeignet. Eine mögliche Lösung dafür
wurde durch das Konzept von planaren Elektroden entwickelt, die in Form einer Matrix auf einer
Oberfläche angebracht sind.
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Tabelle 3.1 Elektrische Eigenschaften von Neuronen und neuronalen Netzen.
Bezeichnung Einheit Min. Typ. Max.
Aktionspotenzial Frequenzanteile1 Hz 10 1000
Amplitude (intrazellulär) mVpp 100
Amplitude (extrazellulär)1 µVpp 50 5000
Dauer ms 0,3 1
Spikeintervall Hz 100
Soma1 Durchmesser µm 10 100
Kapazität Membran pF 40
Widerstand Membran MΩ 490
Lokale Feldpotenziale Frequenzanteile Hz 10 200
Amplitude µVpp 10 30
Störanteile2 Kortikales Rauschen µVpp 5 10
Hintergrundrauschen µVpp 10 30
Thermisches Rauschen µVpp 6
1 Eversmann, Jenkner, Hofmann et al., 2003.
2 Schrott, 2008.
Planare Elektroden ermöglichen neben einer einfacheren Kontaktart zwischen Zelle und Sen-
sor nichtinvasive Messungen und besitzen Vorteile bei der elektrischen Stimulation von Zel-
len.
Der steigende gerätetechnische Aufwand, der sich durch die Untersuchung größerer Zellverbän-
de mittels Patch clamp ergibt, limitiert die Anzahl der gleichzeitigen Untersuchung von Zellen
und führte zu neuen Wegen in der Art der Signalableitung. Erste Erfolge wurden mit Systemen
erzielt, bei denen Sensoren in Form einer Matrix auf Glasoberflächen aufgedampft wurden. Auf-
grund der großen Sensoranzahl werden diese Systeme als Multielektroden-Arrays (MEA) bezeich-
net.
Eine große Herausforderung stellt die direkte Verbindung zwischen Elektronik und Zellen dar.
Elektronische und biologische Systeme arbeiten mit unterschiedlichen Ladungsträgern, Elektronen
und Ionen, die nicht direkt gekoppelt werden können. Der Stromfluss von einem Ionenleiter in
einen elektrischen Leiter führt zu elektrochemischen Prozessen, die einerseits zu Zellschädigungen
führen und zum anderen Metall- bzw. Halbleiteroberflächen korrodieren lassen. Die Sensorober-
flächen müssen aus diesem Grund mit einer Passivierungsschicht überzogen werden, die den
elektrochemischen Ladungstransport unterbindet. Ein Austausch elektrischer Signale kann daher
nur kapazitiv über elektrische Felder erfolgen [5].
Durch eine zusätzliche Passivierungsschicht entstehen größere Abstände zwischen Zelle und Sensor,
so dass kapazitiv abgeleitete Signale in ihrer Amplitude deutlich gedämpft werden.
In Tabelle 3.1 sind die wichtigsten Parameter einzelner Neuronen bzw. neuronaler Netzwerke
dargestellt. Während sich interne Spannungsänderungen in Bezug auf die äußere Umgebung im
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Bereich von bis zu 100 mV bewegen, werden mittels extrazellulärer Ableitung deutlich geringere
Signalamplituden erreicht. Dies ist abhängig von der verwendeten Zellart und liegt im Bereich von
100µV für Rattenneuronen bis 10 mV für Herzmuskelzellen [5, 69]. Typische Zellendurchmesser
liegen im Bereich zwischen 10µm (bei Wirbeltieren) und 100µm (bei Wirbellosen). Die Dauer eines
Aktionspotenzials beträgt ca. 0,3 ms bis 1,0 ms [69], wobei Neuronen mit bis zu 100 Spikes pro
Sekunde feuern können.
Amplitude und Dauer von Aktionspotenzialen eines Neurons sind dabei nahezu konstant. Die
zu übertragenden Informationen werden nicht in der Signalform eines Spikes, sondern in ihrer
Wiederholrate kodiert.
Neben den Signalfrequenzen, die durch Aktionspotenziale erzeugt werden, sind weitere Anteile vor-
handen, die sich vor allem im niederfrequenten Bereich (10 Hz bis 200 Hz) befinden. Die als lokale
Feldpotenziale (LFP, engl. local field potential) bezeichneten Anteile entstehen vor allem durch die
synchrone Aktivität vieler Neuronen. Obwohl niedrige Frequenzanteile in einigen Anwendungen
mit in die Analyse einfließen [32], beschränkt sich die Untersuchung von Aktionspotenzialen im
Wesentlichen auf einen Frequenzbereich zwischen 300 Hz und 5 kHz.
Bringt man eine Metallelektrode in Kontakt mit Zellen, entsteht aufgrund der sie umgebenden Flüs-
sigkeiten eine elektrisch isolierte Doppelschicht (ca. 5 nm), die sich für kleine Spannungen wie ein
Kondensator verhält. Die Kapazität ist dabei von der Oberfläche und der Beschaffenheit der Elektro-
de abhängig. Typische Werte liegen im Bereich zwischen 150 nF und 1,5 pF.
Bereits beim Entwurf von Elektroden muss deshalb darauf geachtet werden, dass neben Mate-
rial auch die Fläche einen Einfluss auf die Signalqualität besitzt. Kleinere Elektrodendurchmes-
ser führen infolge höherer Impedanzen zu höheren Rauschpegeln [70]. Der Betrag des Elektro-
denrauschens wird nach [71] im Wesentlichen durch ihre Bandbreite B in Hz und ihren Wi-
derstand R in MΩ beeinflusst und wird bei Zimmertemperatur durch Gleichung 3.1 approxi-
miert.
E = 0.1219
p
R×BµVrms (3.1)
Erste Ergebnisse zur mehrfachen nichtinvasiven Langzeitableitung elektrischer Signale aus Zellen
wurden von C. A. Thomas Jr. bereits 1972 [12] veröffentlicht. Der erste Prototyp bestand aus 30 Elek-
troden, die in zwei Reihen im Abstand von 100µm mittels Dünnfilm-Technologie auf einem Glasträ-
ger aufgedampft wurden. Die Elektrodenoberfläche beträgt rund 50µm2, mit denen von Herzmus-
kelzellen Amplituden von 20µV bis 2,5 mV erzielt werden konnten. Die Elektroden bestehen aus
vergoldetem Nickel, bei denen ein Polymer als Passivierungsschicht dient.
Gleichzeitig arbeitete eine Gruppe um Guenter W. Gross an einem ähnlichen System, bei dem ver-
goldete Titanelektroden eingesetzt wurden [13]. Die Elektroden besitzen eine Fläche von 12×2µm2,
die auf einem Glasträger mit einer Fläche von 0,5×1 mm2 aufgebracht sind. Die Impedanz der
Sensoren beträgt bei 1 kHz circa 4 MΩ für glatte sowie 2 MΩ für raue Sensoroberflächen. Bei einem
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Rauschpegel von unter 20µV werden für große Zellen Signalstärken von bis zu 3 mV, bei mittleren
Zellen (40µm Durchmesser) bis etwa 400µV erreicht. Die Kapazität der Kopplung zwischen Metall
und Elektrolyt erreicht etwa einen Wert von 0,5 pFµm−2 [13–15, 72].
Ohne ein zentrales Nervensystem treten bei neuronalen Netzen in vitro kaum Aktivitäten auf. Des-
halb sind künstliche Stimuli notwendig, die auf optische, chemische, mechanische oder elektrische
Weise erfolgen können [35]. Bei elektrisch erregbaren Zellen bietet sich daher eine bidirektionale
Kommunikation über die vorhandenen Sensoren an.
Im Jahr 1980 stellte Jerome Pine [16] erstmalig ein System aus 32 Elektroden vor, die gleichzeitig
zur Stimulation und Signalableitung genutzt werden können. Die Elektroden aus Chrom und Gold
besitzen eine Fläche von 8×10µm2 und sind mittels Dünnfilm-Technologie auf einem Glasträger
aufgebracht. Die Impedanz der Sensoren bei 1 kHz beträgt 0,1 bis 1 MΩ, die Kapazität zwischen
Elektrode und Medium ca. 20 pF.
Erst die Möglichkeit zur gleichzeitigen Signalableitung und Stimulation über die Elektroden führte
zum Durchbruch der MEA-Technologie und ermöglichte weitere Anwendungsbereiche innerhalb
der Grundlagenforschung [73–80]. Mit Hilfe von D/A-Wandlern können heute beliebige Muster
erzeugt und an beliebiger Stelle auf die Zellen übertragen werden [81, 82].
In Tabelle 3.2 auf Seite 16 sind einige MEA-Entwicklungen zusammen mit wichtigen Eigenschaften
und Parametern aufgelistet.
Als Trägermaterial für Elektroden ist Glas eines der meist verwendeten Materialien, aber auch
Keramik, Silizium oder Leiterplattenmaterial können dafür verwendet werden. Die Sensor-Ober-
fläche wird mit einer Isolierschicht überzogen, die mehrere Funktionen erfüllen muss. Neben
einer entsprechenden Biokompatibilität müssen auch gute Adhäsion und Stabilität gegenüber
chemischen Substanzen gewährleistet werden [14]. Diese Eigenschaften werden in der Regel
durch Siliziumdioxid (SiO2), Titaniumdioxid (TiO2) oder Zirkoniumdioxid (ZrO2) erreicht [90,
91].
Eine Signalableitung kann aufgrund unterschiedlicher Ladungsträger in Zellen und Elektronik
nur über elektrische Felder erfolgen und wird kapazitiv realisiert. Für die nichtinvasive kapazitive
Ableitung haben sich zwei Konzepte etabliert: i) Metallkontakte auf Glas- oder Siliziumträger
und ii) Feldeffekttransistoren (FET). Innerhalb der FETs können wiederum nichtmetallisierte und
metallisierte Transistorgates unterschieden werden, die einerseits direkt mit dem Elektrolyt oder
über isolierte floating gates an die Zelle gekoppelt sind [92, 93].
Bei den Metallkontakten haben sich vor allem Gold (Au) und Platin (Pt), aber auch Titannitrid
(TiN) als Sensormaterial bewährt [12, 94]. Die elektrischen Verbindungen von Elektroden auf Glas-
MEAs werden häufig mit Hilfe von Indium-Zinn-Oxid (ITO) realisiert, da es sich dabei um ein
transparentes Material handelt und damit Lichtmikroskopie ermöglicht. Der charakteristische
Durchmesser von Metall-Elektroden liegt im Bereich 10 bis 100µm.
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Bei der Verwendung von FETs als Sensor wird ein nicht-metallisiertes Gate kapazitiv an die Zelle
angekoppelt [95–97]. Ein ausgelöstes Aktionspotenzial erzeugt eine Spannung, die über das Gate zu
einem Unterschied im Source-Drain-Strom führt.
Ein weiterer Sensortyp wird in [93, 98, 99] vorgestellt, bei dem mit Hilfe einer Floating gate-Archi-
tektur ein n-Kanal-Transistor mit einer variablen Sensorfläche umgesetzt wurde. Dieses Konzept
erlaubt die unabhängige Optimierung von Transistor und Sensorfläche. Im Vergleich zu nicht-
metallisierten Gate-FETs werden bei der Floating gate-Architektur bessere Signal-Rauschverhält-
nisse erzielt. Weitere Untersuchungen sind in [92, 100–103] erläutert.
Um eine Ableitung von sehr vielen Zellen zu ermöglichen, sind Chips mit einer hohen Sensordichte
notwendig. Typische Durchmesser von Neuronen liegen im Bereich zwischen 10 und 100µm. Eine
optimale Auflösung sollte deshalb ebenfalls in diesem Bereich angesiedelt sein. Obwohl diese
Auflösungen theoretisch auch in Dünnfilm-Technologie realisierbar sind, wird eine praktische
Umsetzung vor allem durch Halbleiterprozesse forciert [18].
Durch die sehr gute Beherrschbarkeit und Vielseitigkeit der CMOS-Technologie (CMOS, engl.
Complementary Metal Oxide Semiconductor) können vielfältige Sensortypen auf einer Oberfläche
kombiniert werden. Neben der Integration elektronischer Komponenten in Silizium [23, 91] sind
auch andere Sensoren zur Temperaturbestimmung oder zur Erfassung von Stoffwechselparametern
möglich [104].
Max-Planck-Institut und Infineon (Gruppe um Fromherz, Eversmann, Thewes und Jenkner)
In [23] wird ein Sensorchip mit 128×128 Sensoren vorgestellt, mit dem mittels FET-Technologie
Signale aus Neuronen abgeleitet werden. Aufgrund des großen Abstands zwischen Lipidmembran
und Siliziumdioxid-Schicht können mit dieser Technologie jedoch nur geringe Signalpegel erzielt
werden. Weitere Entwicklungen und Untersuchungen zur FET-Technologie als Sensor sind in
[5, 66–68, 90–92, 105–110] zu finden.
Universität Rostock (Gruppe um Baumann, Wolf und Lehmann)
Ein weiteres siliziumbasiertes MEA-System wurde an der Universität Rostock von der Gruppe
Baumann, Wolf und Lehmann entwickelt [111]. Es beinhaltet neben einer Sensor-Matrix aus 8×8
Sensoren zur Ableitung elektrophysiologischer Signale ebenfalls pH-Sensoren (ISFET, engl. Ion
Sensitive Field Effect Transistor), Sensoren zur Bestimmung von Zellanzahl, Adhäsion und Zellmor-
phologie (IDES, engl. interdigitated electrode structures) sowie Temperatursensoren, die mittels
CMOS-Prozess integriert wurden. Mit dieser Sensoranordnung ist es möglich, mehrere Parameter
und Eigenschaften eines neuronalen Netzes gleichzeitig zu analysieren. Eine genauere Vorstellung
dieses Systems erfolgt in Anhang A sowie in [112–117].
EPFL Lausanne (Gruppe um Imfeld, Berdondini und Maccione)
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An der Ecole Polytechnique Fédérale de Lausanne (EPFL, Schweiz) wurde von der Gruppe Imfeld,
Berdondini und Maccione ein APS-MEA (engl. Active Pixel Sensor) mit 64×64 aktiven Elektroden
entwickelt [118]. Die einzelnen Elektroden besitzen eine Größe von 21µm×21µm und sind auf
einer Fläche von 2,67×2,67 mm2 angeordnet. Die erreichbaren Signalpegel liegen im Bereich
von 100µV bis 2 mV, bei Rauschpegeln zwischen 11µV (statisch) und 26µV (dynamisch). Neben
dem APS-MEA wird ein komplettes System aus notwendigen Hard- und Softwarekomponenten
angeboten [18, 119–125].
ETH Zürich (Gruppe um Hierlemann, Heer und Frey)
Ein weiteres System bestehend aus 1024 Elektroden mit jeweils einem Durchmesser von 40×40µm
wird in [126] beschrieben. Die Elektroden sind unabhängig voneinander adressierbar und können
über Multiplexer zur Signalableitung und Stimulation genutzt werden. Auf dem Chip befinden sich
neben Verstärkern zusätzliche analoge Komponenten, die zur Signalvorverarbeitung eingesetzt wer-
den. Weitere Parameter und Eigenschaften sind in [127–129] dokumentiert.
In [81] wird ein auf CMOS-Technologie basiertes Mikroelektroden-Array mit 128 Elektroden auf
einer Chipfläche von 6,5×6,5 mm2 für die bidirektionale Kommunikation mit Zellmaterial vorge-
stellt. Der Chip beinhaltet analoge Verstärker, D/A- und A/D-Wandler für die Stimulation sowie
zur Digitalisierung der abgeleiteten Signale, Temperatursensoren und eine digitale Schnittstelle
für den Datenaustausch. Die integrierten Verstärkerstufen ermöglichen eine Auswahl einer 1000-
oder 3000fachen Verstärkung. Die abgeleiteten Signale werden mit einer Frequenz von 20 kHz
und einer Auflösung von 8 bit digitalisiert. Bei Neuronen werden Signalstärken von ca. 600µV, bei
Kardiomyozyten ca. 1,3 mV erreicht.
Eine der jüngsten Sensorchip-Entwicklungen an der Eidgenössischen Technischen Hochschule
(ETH Zürich, Schweiz) um Hierlemann, Heer und Frey werden in [89] vorgestellt. Dabei han-
delt es sich um einen Chip mit 11011 bidirektionalen Metall-Elektroden, von denen beliebig
126 zur Stimulation und Signalableitung ausgewählt werden können. Der Durchmesser einer
Elektrode beträgt 7µm, die jeweils im Abstand von 18µm als Wabenmuster auf einer Fläche von
2,0×1,75 mm2 (3150 Elektroden/mm2) platziert sind. Der Rauschpegel konnte durch eine spezielle
Passivierung auf 7µV bis 9µV reduziert werden. Weitere Informationen sind in [81, 126–133] zu
finden.
Neben Metall- und Halbleiterelektroden werden jüngst auch weitere Werkstoffe zur Sensorher-
stellung untersucht, mit denen bessere Signaleigenschaften realisiert werden können. Vor allem
Kohlenstoff scheint hierbei ein geeignetes Material zu sein. In [134] erfolgt die Untersuchung eines
Sensorsystems auf Basis von Diamanten. In [135–140] erfolgt die Beschreibung von Sensoren aus
sog. Kohlenstoff-Nanoröhrchen (CNT, engl. carbon nano tubes). Speziell für die Verbindung mit
biologischem Material besitzen CNT gute Eigenschaften und könnten eine neue Sensor-Generation
bilden.
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Obwohl die Verwendung planarer Sensor-Arrays eine Verbesserung hinsichtlich der Signalableitung
aus Zellnetzwerken darstellt, werden bei dieser Technologie deutliche Abstriche bei der Verbindung
zwischen Zelle und Sensor in Kauf genommen. Verschiedene Ansätze versuchen daher, durch
Oberflächenmodifikation und neue Sensorgeometrien gezieltere Verbindung zwischen Zellen und
Sensoren aufzubauen.
Zur Ableitung elektrischer Signale sowie für die Stimulation von Zellen werden Elektroden mit ge-
ringer Impedanz benötigt. Mit kleiner werdenden Sensor-Oberflächen steigt jedoch die Impedanz,
so dass mit zusätzlichen Beschichtungen eine Reduzierung erreicht werden muss. Unterschiedliche
Materialien wurden bisher dafür verwendet, darunter Poly-D-Lysin, Laminin, Titannitrid (TiN),
Iridiumoxid (IrOx) und Platinum Black (Pt black) [118, 126, 141, 142].
Die Position von Neuronen auf einem MEA können bisher nur in geringen Maßen beeinflusst
werden. Das hat den Nachteil, dass unter ungünstigen Bedingungen Neuronen keinen direkten
Kontakt zu Sensoren haben. Deshalb wird versucht, durch mechanische Barrieren [143], chemische
Substanzen [144] oder genetische Veränderungen [67] Neuronen an gewünschte Stellen zu lenken
bzw. dort zu fixieren.
In [52, 53, 88, 145, 146] wird ein Ansatz vorgestellt, bei dem Neuronen mit Hilfe sog. Neurocages sen-
sornah fixiert werden können. Die Käfige bestehen aus dreidimensionalen Polymer-Strukturen (Pa-
rylene) und können in einem fotolithographischen Prozess erstellt werden. Ein einzelner Käfig be-
steht aus einem Ring mit einem Durchmesser von 30µm und einer Höhe von etwa 9µm. Innerhalb
des Rings befindet sich eine 10µm-Elektrode. Zusätzlich sind in jedem Käfig 6 Tunnel vorhanden,
um Verbindungen über Dentriden mit anderen Neuronen zu ermöglichen.
Mit den vorhandenen planaren Sensorarchitekturen können momentan nur Messungen in der
Ebene durchgeführt werden. Ein sehr vielversprechender Ansatz mit sog. Mikronadeln (engl. micro
needles) weicht von diesem Konzept ab [32, 147–154]. Die Elektroden sind dabei als nadelförmige
Spitzen ausgeführt. Neben einer hohen räumlichen Auflösung [155] lassen sich durch Variation der
Nadellänge zudem räumliche Messungen realisieren [31].
Eine Weiterentwicklung von Mikronadel-Elektroden mit zusätzlichen Vertiefungen, bei denen
durch Unterdruck eine Fixierung von Zellen erzielt wird, ermöglicht die Anwendung von Patch
Clamp-Techniken auf Mikrostrukturebene. Durch Variation des Anpressdrucks kann der Kontakt
zwischen Zelle und Sensor gesteuert werden [156].
Neben der technologischen Weiterentwicklung der Sensorik stehen auch andere Aspekte im Vor-
dergrund, die auf eine höhere Automatisierung von Versuchsabläufen mit Multielektroden-Arrays
abzielen. Des Weiteren sollen durch die zusätzliche Integration von Systemen, deren Anbindung
bisher lediglich extern erfolgte, neue Einsatzgebiete erschlossen werden. Hierfür soll beispielhaft
die Integration von Mikrofluidik-Systemen [133, 157] oder integrierte Sensor-Arrays in den Wells
auf Mikrotiterplatten [158, 159] genannt werden.
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Tabelle 3.3 Kommerziell erhältliche Multielektroden-Arrays und ihre Eigenschaften.
Sytem Hersteller Elektroden Träger
Impedanz Rauschpegel
[kΩ bei 1 kHz] [µV]
MEA60 100 Au Ayanda Gold Glas 1000–1300 25–30
MEA60 100 Pt Ayanda Platin Glas 800–1100 20–25
MEA60 200 Au Ayanda Gold Glas 600–800 25–30
MEA60 200 Pt Ayanda Platin Glas 400–600 20–25
MEA60 200 ITO Ayanda ITO Glas 1000–1200 30–40
100/10-Ti MCS TiN Glas 30–400 10–20
200/10-ITO MCS ITO Glas 30–400 10–20
3D-MEA MCS Platin — — —
EcoMEA MCS Gold PCB 30 10–20
MED64 Panasonic ITO + Pt black Glas 7–10 2–3
Im kommerziellen Umfeld sind derzeit vor allem Systeme auf Glasbasis mit unterschiedlichen
Metall-Elektroden verfügbar. Für spezielle Messanordnungen sind bei den Herstellern eine Reihe
unterschiedlicher Sensor-Konfigurationen (Anzahl, Material, Durchmesser, Abstand) erhältlich.
Tabelle 3.3 auf Seite 20 liefert einen Auszug über kommerziell verfügbare Sensorsysteme. In Eu-
ropa bieten dabei vor allem Ayanda Biosystems SA (Schweiz) und MultiChannelSystems GmbH
(Deutschland), in Japan Alpha MED Sciences (vormals Panasonic) sowie Plexon Inc. in den USA
vollständige Systemlösungen an. Diese beinhalten die analoge und digitale Signalaufbereitung und
-auswertung, die Stimulation und Mikromanipulation sowie notwendige Softwarekomponenten
zur Ansteuerung der Hardware bis hin zur Weiterverarbeitung und Archivierung der abgeleiteten
Signale.
Neben der Signalableitung werden Komponenten zur analogen Signalaufbereitung sowie zur Digita-
lisierung der abgeleiteten Signale benötigt. Neben kommerziellen Produkten, bspw. von Plexon Inc.,
werden in vielen Fällen eigene Komponenten zur analogen Vorverarbeitung und Digitalisierung
entwickelt.
Am Israel Institute of Technology wurde ein analoges Frontend in Form eines integrierten Schaltkrei-
ses entworfen, das analoge Verstärker- und Filterfunktionen sowie die Digitalisierung in CMOS reali-
siert und speziell an die besonderen Eigenschaften neuronaler Signale angepasst wurde. Universelle
Schnittstellen erlauben die Anbindung unterschiedlicher MEA-Typen sowie die Parametrierung der
Verstärker und Filterstufen [160–164].
3.2 Signalvorverarbeitung
Bei der Ableitung neuronaler Signale durch planare Elektroden kommt es aufgrund der Kontaktart
von Zelle und Sensor zur Überlagerung unerwünschter Störsignale und einzelner Zellsignale. Für
die Auswertung der Signale müssen diese vom Rauschen befreit und Aktionspotenziale individueller
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Zellen mit einem Zeitstempel versehen werden. Die dafür notwendigen Arbeitsschritte wurden
bereits in Kapitel 2 ausführlich beschrieben.
Lewicki (1998) [56] liefert einen ersten Überblick über die Arbeitsschritte, die notwendig sind, wenn
Signale von planaren Elektroden ausgewertet werden müssen. Darüber hinaus erfolgt eine Be-
standsaufnahme über den aktuellen Stand von Technik und Wissenschaft der genutzten Verfahren
und Algorithmen.
Die nachfolgenden Abschnitte ergänzen aktuelle Neu- und Weiterentwicklungen der einzelnen
Teilbereiche.
3.2.1 Filterung
Generell sei bei der Filterung von Signalen biologischen Ursprungs angemerkt, dass aufgrund des
bislang unbekannten Rauschmodells keine allgemein gültige Filtermethode entwickelt werden
konnte. Die in diesem Signal enthaltenen Störanteile sind von einer Vielzahl von Faktoren ab-
hängig, die unter anderem das verwendete Sensormaterial, die Art der Kopplung zwischen Zelle
und Sensor, die analogen Signalverarbeitungskomponenten, das eingesetzte Zellenmaterial sowie
die physikalischen Eigenschaften der Zellumgebung beinhalten. Dabei treten sowohl stationäre
als auch instationäre Störanteile auf, wobei stationäre Anteile durch einfache Filteroperationen
beseitigt werden können. Deutlich aufwändiger gestaltet sich die Reduzierung instationärer Antei-
le.
Die einzelnen instationären Störanteile setzen sich im Wesentlichen aus drei Komponenten zusam-
men: i) dem sog. Kanalrauschen [165], das durch Ionen-Kanäle in den Zellen entsteht; ii) durch
biologisches Rauschen [166], das durch Hintergrundaktivität entfernter Zellen verursacht wird;
und iii) durch thermisches Rauschen [71, 167], das durch ohmsche Komponenten elektronischer
Bauteile hervorgerufen wird.
Generell können vorhandene Filteransätze in zwei Gruppen unterteilt werden. Die erste Gruppe
beinhaltet Methoden, die Signale im Zeitbereich filtern und zu denen alle klassischen analogen
und digitalen Varianten der FIR- und IIR-Filter zählen. Während diese aufgrund fehlender Al-
ternativen hauptsächlich in den Anfängen der Signalauswertung neuronaler Signale eingesetzt
wurden, finden FIR-Filter aktuell nur noch in der Bereinigung statischer Störfrequenzanteile An-
wendung [123, 168]. Ein wesentlicher Nachteil von statischen FIR- und IIR-Filtern gegenüber
neueren (adaptiven und wavelet-basierten) Methoden liegt in der höheren Verzerrung der Signale
[169].
Die zweite Gruppe verwendet neuere Ansätze der Signalzerlegung und ermöglicht damit bessere
adaptive Rauschunterdrückungsmethoden, die vor allem beim Auftreten von biologisch erzeugten
Signalschwankungen und Temperaturschwankungen Vorteile mit sich bringen [170]. Dieser Mehr-
wert erfordert jedoch meist einen höheren Berechnungsaufwand, bietet aber bessere zeitliche und
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spektrale Auflösungen. Die aktuellen Entwicklungen in Richtung Mehrkernprozessoren sowie die
Verwendung von Grafikkarten (GPU, engl. Graphics Processing Unit) zur parallelen Datenverarbei-
tung könnten diesen Mehraufwand ausgleichen und zudem neue Ansätze ermöglichen [171, 172].
Weitere Erläuterungen dazu sind in Abschnitt 3.5 zu finden.
Bei den adaptiven Filtern konnte sich innerhalb dieses Anwendungsbereiches vor allem die Wave-
let-Transformation durchsetzen. Die Grundlage dafür bilden sog. Basis-Wavelets ψ(t), die aus
endlichen und bandbegrenzten Signalen bestehen [173]. Durch gestreckte (s > 1) und gestauchte
(s < 1, s ̸= 0) Varianten können unterschiedliche Frequenzen analysiert und durch den Verschie-
bungsparameter τ zeitlich lokalisiert werden.
ψs,τ(t )= 1p
s
ψ

t −τ
s

(3.2)
Durch Faltung von ψs,τ mit einem Signal x(t ) entstehen komplexe Wavelet-Koeffizienten C (Glei-
chung 3.3), die analog zur Korrelation die Ähnlichkeit zwischen Wavelet und Signal darstellen und
durch τ und s sowohl Frequenz- als auch Ortsangaben liefern [174]. Bei Verwendung orthogo-
naler Basis-Wavelets können Wavelet-Koeffizienten wieder nahezu verlustfrei invertiert werden
[175, 176].
C (s,τ)= 1p
s
∞
−∞
x(t )ψ∗

t −τ
s

dt (3.3)
Für die kontinuierliche Wavelet-Transformation (CWT) wird eine nahezu unendliche Anzahl ska-
lierter und verschobener Wavelets generiert, die für eine numerische Umsetzung ungeeignet sind
und zudem eine hohe Redundanz aufweisen. Da über das Abtasttheorem nach Nyquist und Shan-
non [177] bei digitalen Signalen ohnehin eine maximale Auflösung in Bezug auf Frequenz und
Zeit existiert, kann Gleichung 3.3 als diskrete Wavelet-Transformation (DWT) formuliert werden
[178–180], wobei sich eine zeitliche und spektrale Diskretisierung durch 2m∆τ und sm = 2m mit
m ≥ 0 ergibt (Gleichung 3.4).
C (m,n)= 2−m/2
∞
k=−∞
x(k)ψ∗(2−mk−n) (3.4)
Die diskrete Wavelet-Transformation führt zu einer Trennung des Signals x(t ) in einen Hoch- und
Tiefpassanteil, wobei die Grenzfrequenz fc in etwa einem Viertel der Abtastfrequenz entspricht
( fc ≈ fs/4). Durch Kaskadierung lassen sich auf diese Weise Filterbänke konstruieren, mit denen
durch Manipulation einzelner Koeffizienten unterschiedliche Filteroperationen (u.a. Kantener-
kennung und Denoising) realisiert werden können [178, 181].
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Das von Donoho (1995) [170] vorgestellte Verfahren (VisuShrink) basiert auf einer mehrstufigen
Wavelet-Zerlegung [182] eines Signals x(t ) in unterschiedliche Frequenzbänder und nutzt ausge-
wählte Wavelet-Koeffizienten ci zur Abschätzung der Streuung σnoise der Störsignalanteile. Dieser
Wert kann zur Berechnung einer universellen Schwelle Tnoise genutzt werden, der als Grundlage
zur Modifikation entsprechender Wavelet-Koeffizienten dient.
Nach [170] kann eine Abschätzung des Schwellwerts relativ einfach über die Standardabweichung
der Störsignalanteile σnoise sowie der Anzahl N im Signal enthaltenen Abtastwerte bestimmt wer-
den.
Tnoise =σnoise

2ln(N ) (3.5)
Bei sehr geringen Signalrauschabständen, wie sie bei der Ableitung neuronaler Signale häufi-
ger der Fall sind, wird in [183] eine modifizierte Variante für die Schwellwertberechnung vorge-
schlagen (Gleichung 3.6). Im Gegensatz zur universellen Variante können damit auch Signalan-
teile berücksichtigt werden, die aufgrund ihrer geringen Signalpegel sehr nah am Störbereich
liegen.
Tnoise =σnoise(0.3936+0.1829log2(N )) (3.6)
Beim waveletbasierten Denoising wird davon ausgegangen, dass breitbandige Störanteile gleich-
mäßig auf alle Frequenzbänder verteilt sind und sich damit additiv auf alle Wavelet-Koeffizienten
verteilen. Eine Abschätzung der Störsignale erfolgt anhand Gleichung 3.7 mit geeigneten Koeffizi-
enten ci .
σnoise = median(
|ci |)
0.6745
(3.7)
Weitere Schätzverfahren zur Bestimmung von Störsignalanteilen σnoise auf Basis von Wavelet-
Koeffizienten sind unter anderem in [184] zu finden.
Für die Auswahl geeigneter Koeffizienten ci existieren generell zwei unterschiedliche Verfahrens-
weisen:
i) Bestimmung von σnoise aus einem einzelnen Koeffizientenband ci , in dem überwiegend
Störsignale vorhanden sind. Dieser Wert dient zur Modifikation aller Detailbänder.
ii) Bestimmung von σnoise aus allen Koeffizientenbändern und Anwendung eines individuellen
Schwellwertes für jedes Detailband.
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Die Auswahl eines oder mehrerer Frequenzbänder hängt dabei von der Art des Rauschens und
der Anzahl der Dekompositionsstufen der Wavelet-Transformation ab. Besteht ein einzelnes Fre-
quenzband vorwiegend aus Störsignalen, so kann eine gute Abschätzung für das Gesamtsignal
erfolgen.
Die Modifikation der Frequenzbänder erfolgt anschließend mit Hilfe zweier Verfahren, die auf Basis
von σnoise unerwünschte Signalanteile reduzieren.
Bei der Verwendung einer harten Schwelle (engl. hard threshold) werden nur Koeffizienten unmodi-
fiziert beibehalten, deren Betrag mindestens dem geschätzten Rauschanteil Tnoise entspricht. Liegt
der Betrag von Tnoise unter dem von ci , kann angenommen werden, dass durch den entsprechenden
Koeffizienten lediglich ein Störanteil abgebildet wird. Dieser Koeffizient kann dementsprechend
auf Null gesetzt werden (Gleichung 3.8).
Dhard(c,Tnoise)=
 c für alle |c| ≥ Tnoise0 sonst (3.8)
Bei der Verwendung einer weichen Schwelle (engl. soft threshold) wird die ursprüngliche Annahme,
dass Störanteile breitbandig in allen Koeffizienten vorhanden sind, besser berücksichtigt. Anhand
Gleichung 3.9 wird der Wert der einzelnen Koeffizienten ci betragsmäßig um Tnoise verkleinert,
sofern ci den Wert von Tnoise übersteigt. Lediglich Koeffizienten mit einem kleineren Wert können,
analog Gleichung 3.8, auf Null gesetzt werden.
Dsoft(c,Tnoise)=

c−Tnoise für alle c ≥ Tnoise
c+Tnoise für alle c <−Tnoise
0 sonst
(3.9)
Obwohl dieses Verfahren ursprünglich zur Entstörung von Bildern entwickelt wurde (deshalb auch
die Bezeichnung VisuShrink) [185, 186], erzielt es bei der Filterung neuronaler Signale im Ver-
gleich zu klassischen Verfahren bessere Ergebnisse [169]. Zahlreiche Modifikationen der Grundidee
ermöglichen weitere Einsatzgebiete [186–198].
Ein vollständiger Filtervorgang auf Basis von Wavelets erfolgt nach folgendem Schema:
1. Zerlegung eines Signals x(t) unter Verwendung eines geeigneten Basis-Wavelets in eine
entsprechende Anzahl von Frequenzbändern.
2. Eine Abschätzung der Störsignalanteile σnoise erfolgt anhand Gleichung 3.7.
3. Mit Hilfe von Gleichung 3.5 oder Gleichung 3.6 wird der Schwellwert Tnoise bestimmt.
4. Modifikation der Detailband-Koeffizienten cDx anhand von Tnoise (Gleichung 3.8 oder 3.9).
5. Löschen der Approximationsband-Koeffizienten zur Entfernung des Gleichanteils (Detren-
ding).
6. Inverse Transformation der modifizierten Koeffizienten in ein Zeitsignal.
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Einen wesentlichen Einfluss auf die Qualität des Filters hat die Wahl des Basis-Wavelets. Je nach
Anwendung können verschiedene Basis-Wavelets unterschiedliche Eigenschaften im Signal hervor-
heben, da sie besser mit einer entsprechenden Zielfrequenz korrelieren.
Für Filtervorgänge neuronaler Signale wurden bisher hauptsächlich Basis-Wavelets aus der Daube-
chies-, Symlet- und Coiflet-Familie sowie biorthogonale Wavelets eingesetzt [199–202], da diese
besonders gut mit Aktionspotenzialen korrelieren. Ausführliche Untersuchungen, ob und welchen
Einfluss die verschiedenen Basis-Wavelets auf die Qualität des Filterprozesses haben, wurden in
der Literatur bisher nicht gefunden.
Die Auswahl eines geeigneten Wavelets orientiert sich meist anhand der Zielfrequenz und den zu
analysierenden Signaleigenschaften. Ein optimales Filterergebnis aufgrund eines Wavelets wird
aber nur bei stationärem weißen Rauschen erzielt [170]. In [203] stellen die Autoren deshalb ein
Verfahren vor, bei dem ein Wavelet anhand eines Qualitätskriteriums in einem iterativen Prozess
optimiert werden kann und sie können nachweisen, dass die Qualität der Entstörung hauptsächlich
durch die Wahl eines geeigneten Wavelets geprägt ist.
In [169] erfolgt ein direkter Vergleich der waveletbasierten Filtermethode und einem klassischen
Butterworth-Filter. Aufgrund der geringeren Signalverzerrung bei der waveletbasierten Methode ist
eine bessere Clusterbildung erkennbar. Es konnte sogar durch Verringerung von sieben auf sechs Fil-
terstufen eine Zunahme des Signalrauschabstandes nachgewiesen werden.
Um größeren Signalverzerrungen infolge von Filterprozessen entgegenzuwirken, empfiehlt [204]
eine entsprechende Analyse der Impedanzen des gesamten Signalweges bis zu ersten Filterstufe.
Diese Werte sollen genutzt werden, um auftretende Phasenverschiebungen mit Hilfe der anschlie-
ßenden analogen sowie digitalen Filterstufen zu korrigieren.
In [205] wird ein anderes interessantes Konzept zur Entfernung von Störsignalen vorgestellt, bei dem
erstmalig Informationen von benachbarten Sensoren, die auf einem Array angeordnet sind, genutzt
werden. Aufgrund ihrer Distanz werden neurophysiologische Signale jeweils nur von einem einzel-
nen Sensor erfasst. Die abgeleiteten Signale der umliegenden Sensoren bilden die sog. virtuelle Re-
ferenz, deren Mittelwert vom Testsensor subtrahiert wird. Damit lassen sich vor allem global auftre-
tende Störeinflüsse reduzieren, die von mehreren Sensoren erfasst werden.
3.2.2 Signaldetektion
Die zuverlässige Erkennung von Spikes im abgeleiteten Signal ist Voraussetzung für die weitere
Verarbeitung. Können Spikes beispielsweise aufgrund von starken Hintergrundaktivitäten über
einen längeren Zeitpunkt nicht erkannt werden, kann dies Auswirkungen auf die Analyse von
Aktivitätsmustern haben.
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Nachfolgend werden die wichtigsten Methoden zur Erkennung von Spikes vorgestellt und bewer-
tet.
Eine der einfachsten Erkennungsmethoden ist die Festlegung eines fixen Amplitudenwertes, der bei
Überschreitung einen Signalausschnitt extrahiert. Implementierungen können in analoger Schal-
tungstechnik [71, 206] sowie mit Hilfe digitaler Verfahren [207] realisiert werden. Eine zusätzliche
Vorverarbeitung ist hierbei nicht vorgesehen, weshalb dieses Verfahren bei schlechten Signal-
Rauschverhältnissen deutliche Schwächen aufweist.
Digitale Verfahren bieten aufgrund der Verwendung weiterer Signalmerkmale eine sichere Spike-
erkennung, selbst bei wechselnden Signaleigenschaften. In [208] wird neben lokalen Mini- und
Maxima zusätzlich der Anstieg betrachtet, so dass eine bessere Unterscheidung zwischen echten
Aktionspotenzialen und Rauschspitzen erfolgt.
Obwohl diese sehr einfach implementiert werden können, wirken sich fixe Schwellwerte bei insta-
tionären Rauschverhältnissen nachteilig aus. In Bereichen mit geringen Signalrauschabständen
kann es daher zu einer hohen Anzahl von false positives (FP) oder false negatives (FN) kommen. Digi-
tale Verfahren in Verbindung mit komplexeren Algorithmen ermöglichen die Verwendung variabler
Schwellwerte, die aus geschätzten Rauschmodellen gewonnen werden.
Wird zur Entstörung des Signals ein Wavelet-basiertes Verfahren verwendet, kann der bereits errech-
nete Wertσnoise aus Gleichung 3.7 als Triggerschwelle für Aktionspotenziale genutzt werden. In [168,
170, 209] erfolgt eine Erkennung anhand des vierfachen Wertes von σnoise.
Tspike = 4σnoise (3.10)
Ähnliche Detektionsmethoden auf Basis adaptiver Schwellwerte sind in [56, 207, 209–213] zu
finden.
Ein sehr einfach zu implementierendes Konzept basiert auf der Bestimmung der Energie sehr
kurzer Signalabschnitte und wird als Teager Energy Operator (TEO) bzw. Nonlinear Energy Operator
(NEO) bezeichnet [214, 215]. Das durch Gleichung 3.11 beschriebene Verfahren verwendet dabei
lediglich drei Abtastwerte, die allerdings ausreichend sind, um Störanteile durch ihren Mittelwert
zu reduzieren.
E(n)= x2(n)−x(n−1)x(n+1). (3.11)
Trotz der einfachen Berechnungsvorschrift besitzt der Algorithmus sehr gute Eigenschaften in
Bezug auf breitbandige sowie energiereiche Rauschsignalanteile und erfordert keinerlei Kenntnisse
der Signaleigenschaften.
In Vergleichen [70] mit sehr geringen Signalrauschabständen wurden bessere Ergebnisse erzielt als
mit anderen adaptiven Verfahren. Die Erkennungsrate bei einem Signalrauschabstand (SNR) von
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Abbildung 3.2 Schematische Darstellung des MTEO-Verfahrens.
1.2 (0.8 dB) liegt über 90%. Durch den geringen Berechnungsaufwand kann dieses Verfahren zudem
sehr gut als Echtzeiterkennung in Mehrkanalsystemen verwendet werden.
In [216] stellen die Autoren fest, dass TEO sehr sensitiv auf Störanteile reagiert, sofern die Frequen-
zen des Rauschanteils geringer als die der Aktionspotenziale sind. Deshalb erfolgt in Gleichung 3.12
eine Erweiterung auf k-TEO durch Hinzufügen des Auflösungsparameters k.
E(n)= x2(n)−x(n−k)x(n+k) (3.12)
Durch Parallelschaltung mehrerer k-TEO-Verfahren (vgl. Abbildung 3.2) erfolgt die Erweiterung
zum multi-resolution TEO (MTEO). Damit können Aktionspotenziale unterschiedlicher Frequenzen
besser erfasst werden [217]. Die Glättungsfunktion wird mit Hilfe des Hamming-Fensters [218]
realisiert.
Eine weitere Möglichkeit zur Erkennung von Spikes bieten die kontinuierliche [200, 219] und dis-
krete [202, 220–222] Wavelet-Transformation. Für die Erkennung werden Basis-Wavelets gewählt,
deren Form ähnlich der von Aktionspotenzialen ist und die demzufolge sehr gut mit entspre-
chenden Wavelets korrelieren. Im Gegensatz zu Rauschsignalanteilen entstehen so an Stellen mit
Aktionspotenzialen große Wavelet-Koeffizienten, die zur Detektion und Lokalisation genutzt wer-
den können [223]. Einzelne Frequenzbänder können dabei auch kombiniert werden [224], um die
Erkennungswahrscheinlichkeit weiter zu erhöhen.
Obwohl morphologische Filter ursprünglich für die Bildverarbeitung und -analyse [225–227] ent-
wickelt wurden, werden sie zunehmend auch für eindimensionale Signale in biomedizinischen
Anwendungen eingesetzt [228–231]. Die zwei Grundoperationen werden als Opening und Closing
bezeichnet. Erosion und Dilation sind jeweils zusammengesetzte Operationen aus Opening und
Closing.
• Bei der Dilation wird ein Signal f (n) entsprechend einem Strukturelement g erweitert.
( f ⊕ g s)(n)=max f (τ)+ g (−(n−τ))
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• Die Erosion ist die (quasi-)inverse Operation zur Dilation, bei der ein Signal f (n) um das
Strukturelement g verkleinert wird.
( f ⊖ g s)(n)=min f (τ)− g (−(n−τ))
• Beim Opening wird eine Erosion mit einer anschließenden Dilation desselben Strukturele-
ments g durchgeführt.
( f ◦ g )(n)= [( f ⊖ g s)⊕ g ](n)
• Die umgekehrte Operationsreihenfolge des Opening wird als Closing bezeichnet.
( f • g )(n)= [( f ⊕ g s)⊖ g ](n)
Ein morphologisches Filter dient dabei der Hervorhebung ausgewählter Signalausschnitte, wo-
bei das eigentliche Signal verfälscht wird. Bei Signalen, die sowohl Aktionspotenziale als auch
Störanteile mit ähnlichen Amplituden beinhalten, werden unter Verwendung der Grundelemente
Signalanteile von sehr kurzer Dauer (Störanteile) reduziert, so dass Signalanteile von längerer Dauer
(Aktionspotenziale) hervorgehoben werden.
In [229, 232, 233] wird ein sog. Peak valley extractor (PVE) genutzt, um Rauschanteile zu mini-
mieren und Aktionspotenziale hervorzuheben (vgl. Gleichung 3.13). Als Strukturelement g wird
ein Hamming-Fenster (Gleichung 3.14) verwendet, wobei A und N entsprechend Abtastfrequenz
und Spikelänge gewählt werden können. Anschließend erfolgt eine Spikeerkennung mittels fixer
Schwelle.
PVE(n)= f (n)− 1
2

f ◦ g  (3.13)
g (n)= A

0.54−0.46cos 2πn
N

(3.14)
In [232] werden sieben verschiedene Verfahren zur Spikeerkennung untersucht, darunter eine
waveletbasierte [219], eine morphologische, eine template-basierte [212] und eine energiebasierte
[70] Erkennungsmethode. Anhand künstlicher Datensätze mit unterschiedlichen Rauscheigen-
schaften erzielt sowohl bei schlechter als auch guter SNR die morphologische Filtermethode die
beste Erkennungsrate, gefolgt von der waveletbasierten und energiebasierten. Mit gleichem Er-
gebnis erfolgt in [229] ein Vergleich von waveletbasierter und morphologischer Spikeerkennung in
EEG-Signalen.
Weitere Möglichkeiten zur Erkennung von Spikes bieten die Hauptkomponentenanalyse [234–236],
neuronale Verfahren [237] sowie Template matching-Verfahren [238].
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Eine Möglichkeit zur Validierung erkannter Spikes wird in [205] vorgestellt. Bei der sog. inter-
electrode correlation (IEC) werden extrahierte Spikes mit simultan auftretenden Signalausschnitten
aus benachbarten Sensoren eines Arrays verglichen. Ergibt sich anhand dieser Signalausschnitte
ein hoher Korrelationsfaktor, kann davon ausgegangen werden, dass es sich um einen sog. false
positive aufgrund einer Rauschspitze handelt, die von mehreren umliegenden Sensoren erfasst
wurde.
Nach der Extraktion eines Spikes erfolgt normalerweise die Merkmalsreduktion. Für eine erfolg-
reiche Bestimmung der Merkmale ist es jedoch erforderlich, die extrahierten Signale an einem
gemeinsamen Punkt geometrisch auszurichten. Je nach Abtastrate kann deshalb eine Erhöhung
der Abtastwerte mittels Interpolation (Curve fitting, Cubic spline) zu einer genaueren Ausrichtung
(engl. alignment) führen [239, 240]. Anhand praktischer Untersuchungen [168, 241] konnte nachge-
wiesen werden, dass sich durch diesen zusätzlichen Schritt die Klassifikationsgenauigkeit erhöhen
lässt.
Mit Skalierung ist die Anpassung der Signalamplituden gemeint. Diese verfolgt die Idee, dass
kleine Spikes in einem Signal in ihrer Amplitude angehoben werden. Obwohl dies generell zur
Verfälschung von Merkmalen und damit zur Fehlklassifizierung führen kann, mag dieser Schritt in
einigen Fällen zu besseren Ergebnissen führen.
Beim Auftreten sog. Bursts, bei denen Zellen einer kontinuierlichen Reizung ausgesetzt sind,
kommt es aufgrund der zu kurzen Regenerationsphase zur Reduzierung der Signalamplituden.
Aufgrund der veränderten Eigenschaften kann es daher zur Fehlklassifizierung dieser Signale kom-
men.
Mit Hilfe geeigneter Verfahren zur Ermittlung solch reduzierter Signale sowie der anschließenden
Skalierung kann damit eine zuverlässigere Klassifizierung erzielt werden.
Bei lebenden neuronalen Zellnetzwerken führen instationäre Prozesse zu „Phänomenen“, die bei
der Generierung künstlicher Sensordaten selten Berücksichtigung finden und deshalb beim Entwurf
von Auswerteverfahren oft vernachlässigt werden. Dabei handelt es sich um i) die Überlagerung
von Spikes, ii) Bursts sowie iii) Elektrodendrift.
Zur Überlagerung von Spikes kommt es bei einer (nahezu) synchronen Ableitung zweier oder
mehrerer Aktionspotenziale über ein und denselben Sensor. Die auftretenden Signale können
zwar von einem Detektionsalgorithmus erkannt werden, werden aber normalerweise aufgrund der
unbekannten Signalzusammensetzung verworfen. In der Literatur wurden bisher nur sehr wenige
Ansätze für die Trennung in Einzelsignale veröffentlicht, da sich ein Mehraufwand in der Regel
nicht lohnt.
In [242] wird eine entsprechende Lösung vorgestellt, bei der die bereits vorhandenen Templa-
tes in unterschiedlicher Weise miteinander kombiniert werden und abgeleitete Signale mit den
resultierenden Signalgemischen verglichen werden. Bei einer hohen Korrelation können so die
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Einzelsignalkomponenten ermittelt werden. Ähnliche Verfahrensweisen sind in [51] und [243] zu
finden.
Bursts treten auf, wenn Zellen einer kontinuierlichen Reizung ausgesetzt sind und aufgrund einer zu
kurzen Regenerationszeit nicht mehr ihre ursprüngliche Signalamplitude erreichen. Die resultieren-
den Aktionspotenziale unterliegen deshalb Amplitudenschwankungen und können, sofern sie eine
bestimmte Detektionsschwelle erreichen, zu Fehlklassifizierung führen.
Unter Berücksichtigung der minimalen Regenerationszeit (ISI, engl. inter-spike intervall) können
Spikes, die diesen Wert unterschreiten, durch eine Skalierung auf ihre ursprüngliche Amplitude
vergrößert werden.
Eine sog. Elektrodendrift kann bei Wachstums- oder Alterungsprozessen oder durch die Zufuhr
von Flüssigkeiten auf einem Sensorarray auftreten, bei denen es zu Ortsveränderungen von Neu-
ronen in Bezug auf einzelne Sensoren kommt. In diesen Fällen kommt es zu Unstetigkeiten im
abgeleiteten Signal. Betrachtet man die Eigenschaften abgeleiteter Signale über einen längeren
Zeitraum, kann es durch hohe Varianzen zur Überlappung oder zum Verschwinden einzelner
Cluster kommen.
In [244–246] werden dazu Lösungsvorschläge vorgestellt, die im Wesentlichen Verfahren zur Ände-
rungsbestimmung von Signaleigenschaften sowie der kontinuierlichen Anpassung von Templates
beinhalten.
3.3 Merkmalsextraktion
Nachdem Aktionspotenziale im Signal erkannt und extrahiert wurden, muss die Bestimmung der
am Signalgemisch beteiligten Neuronen (Quellen) erfolgen. Durch die unterschiedliche Lage von
Neuronen zu einem Sensor entstehen leicht modifizierte Signalformen. Anhand der Unterschiede in
der Signalform lässt sich somit die Anzahl der über diese Elektrode abgeleiteten Aktionspotenziale
bestimmen. Die Merkmalsextraktion (engl. feature extraction) verfolgt innerhalb des Spike sorting
generell zwei wesentliche Punkte [247]:
• Datenreduktion bei der Speicherung relevanter Informationen, sowie
• Dimensionsreduktion zur Verringerung der Datenmenge und damit die Erhöhung der Per-
formance.
Mit der Extraktion der Signalausschnitte, in denen Aktionspotenziale vorkommen können, findet
bereits eine wesentliche Datenreduktion statt. Dennoch befinden sich innerhalb extrahierter Si-
gnale hohe Redundanzen, die mit Hilfe geeigneter Filter weiter reduziert werden können. Eine
große Anzahl vorhandener Verfahren [247] ermöglicht es, die unterschiedlichsten Merkmale zu
extrahieren. Es hat sich jedoch gezeigt, dass mit wachsender Anzahl von Merkmalen keinesfalls
die Clustergenauigkeit erhöht werden kann, ganz im Gegenteil. Bei verschiedenen Anwendungen
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wurde deutlich [248], dass die Verwendung der ersten zwei oder drei Merkmale am Besten zur
Separation einzelner Cluster geeignet sind.
Ein kritischer Aspekt ist die Bewertung der gefundenen bzw. extrahierten Merkmale. Hier stellt
sich im Besonderen die Frage: Wie kann man entscheiden, dass es sich um ein Merkmal handelt
und nicht um einen quasiperiodischen Rauschanteil? Und welche statistischen Möglichkeiten sind
vorhanden, um festzulegen, wie oft ein Merkmal auftreten muss, bevor man es auch tatsächlich als
Merkmal einstuft und für die weitere Verwendung berechnet? Treten beispielsweise einige Spikefor-
men nur sehr sporadisch auf, können diese schnell vernachlässigt werden.
Als Modellvorstellung bestehen Neuronen aus einer punktförmigen Quelle, aus der Aktionspo-
tenziale emittiert werden [249]. In der Realität werden neuronale Aktivitäten aber vom gesamten
Zellkörper absorbiert. Extrazellulär abgeleitete Signale werden durch Rückwirkungen ausgesendeter
Signale sowie von anderen zustands- und verhaltensabhängigen Veränderungen des Membranpo-
tenzials beeinflusst. Infolgedessen können von ein und demselben Neuron Signale mit sehr großer
Varianz erzeugt werden.
Die Hauptkomponentenanalyse (PCA, engl. principal component analysis) stellt eine der wich-
tigsten Verfahren der Merkmalsextraktion dar und ermöglicht die Reduktion eines Vektors auf
Basis einer orthogonalen Linearkombination. Die einzelnen Hauptkomponenten werden anhand
ihrer Varianz der Größe nach sortiert und bieten gemessen am quadratischen mittleren Fehler
die beste Variante zur Merkmalsextraktion [250]. In zahlreichen Anwendungen wird die PCA zur
Merkmalsextraktion eingesetzt [206, 239, 251–253]. Eine Extraktion von Merkmalen in Echtzeit ist
mit der klassischen Variante nicht möglich.
Eine weitere Möglichkeit der Verwendung von Wavelet-Koeffizienten zur Erkennung von Aktions-
potenzialen bietet die Lilliefors-Modifikation des Kolmogorov-Smirnov-Tests (KS-Test). In [168]
wird nach einer analogen Filterung (Butterworth-Filter) eine vierstufige Waveletzerlegung mittels
Haar-Wavelet durchgeführt. Mit Hilfe des KS-Tests [254] wird die Abweichung der Koeffizienten
F (x) von der gaußschen Normalverteilung G(x) bestimmt, unter der Prämisse, dass jeweils Ko-
effizienten mit einer großen Abweichung der Norm einem Aktionspotenzial zugeordnet werden
können (Gleichung 3.15). Besitzen Koeffizienten zusätzlich eine hohe Varianz, so kann es sich
um verschiedene Aktionspotenziale handeln. Die zehn Koeffizienten mit der größten Abweichung
werden als Merkmalsvektor für den Clusteralgorithmus verwendet.
max(|F (x)−G(x)|) (3.15)
Ein in [168] durchgeführter Vergleich zur Extraktion von Merkmalen durch eine PCA und einen
KS-Test belegt, dass mittels KS-Test bessere Merkmale extrahiert werden können, die sich in einer
geometrischen Darstellung deutlicher voneinander unterscheiden.
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In [255] werden mit Hilfe einer diskreten Wavelet-Transformation (DWT) sog. Wavelet-Features
extrahiert, die unter Verwendung verschiedener neuronaler Netze zur Merkmalsextraktion gewon-
nen werden. In [247] erfolgt die Extraktion von Merkmalen mit einem Bayes’schen Netzwerk. Eine
schnellere Variante basiert auf einer Supportvektor-Maschine (SVM, engl. support vector machine),
die aufgrund einer höheren Robustheit gegenüber Rauschanteilen, einer schnelleren Konvergenz
sowie weniger Berechnungsaufwand eine bessere Performance besitzt [256].
Weitere Verfahren zur Merkmalsextraktion sind die Hauptkoordinatenanalyse (engl. principle coor-
dinate analysis) [257], die nichtlineare Hauptkomponentenanalyse (engl. nonlinear principal com-
ponent analysis) [258] sowie die Independent Component Analysis [54, 259–266].
3.4 Clusteranalyse
Die Aktionspotenziale aus einer unbekannten Anzahl von Neuronen, die über eine Elektrode
abgeleitet werden, wurden in den vorherigen Verarbeitungsschritten detektiert und extrahiert.
Aufgrund ihrer unterschiedlichen Lage zum Sensor besitzen sie verschiedene Signaleigenschaften,
die mittels Merkmalsextraktion aus den Signalformen bestimmt werden. Unter der Annahme, dass
sich die Signaleigenschaften eines Aktionspotenzials aus einem Neuron in kurzen Abständen nur
minimal ändern, verweisen gleiche bzw. sehr ähnliche Merkmale auf den Ursprung aus ein- und
demselben Neuron. Mit Hilfe der Clusteranalyse lassen sich nun aus den extrahierten Merkmalen
die Anzahl der Neuronen (Quellen) auf einem Sensor bestimmen.
Die Clusteranalyse umfasst unterschiedliche Methoden zur Gruppierung von Daten mit ähnlichen
Eigenschaften. Sie kommt dann zum Einsatz, wenn individuelle Eigenschaften oder Merkma-
le für die Auswertung von Signalen nicht von direktem Interesse sind. Im wesentlichen unter-
scheiden sich Signale in einer Gruppe nur sehr geringfügig (meist durch überlagertes Rauschen
verursacht). Verschiedene Gruppen bzw. Cluster sollten allerdings sehr wenige Ähnlichkeiten auf-
weisen.
Ein geeigneter Clusteralgorithmus muss die Struktur multidimensionaler Muster aus unmarkierten
Stichproben anhand der vorher extrahierten Merkmale erkennen. Betrachtet man beispielsweise
drei Merkmale mit der größten Varianz und bildet diese in einem dreidimensionalen Koordina-
tensystem ab, sollten für Aktionspotenziale mit gleichen Eigenschaften Anhäufungen entstehen,
deren Anzahl, Position und Varianz mit Hilfe eines geeigneten Clusterverfahrens bestimmbar
sind.
Die Aufgabe des Klassifikators ist die Einordnung eines Objekts in eine Kategorie anhand ex-
trahierter Merkmale [267]. Objekte mit ähnlichen Eigenschaften bilden daher im abgebildeten
Merkmalsraum Anhäufungen (engl. Cluster), so dass unter bestimmten Voraussetzungen die Anzahl
der Neuronen, die auf eine Elektrode einwirken, direkt ablesbar wird. Durch verschiedenartige
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Rauschanteile entstehen bei der Darstellung der Merkmale Streuungen, die zur Überlappung
einzelner Cluster führen können und somit keine klaren Grenzen darstellen.
Sind bereits Informationen über Anzahl und Position der Cluster bekannt, ist eine Abgrenzung der
Cluster mit Hilfe von Abstandsmetriken möglich. Nimmt die Varianz der Stichproben innerhalb
eines Clusters (Intraclustervarianz) kleinere Beträge an als die Varianz zweier Cluster (Intercluster-
varianz), ist eine Unterscheidung meist problemlos möglich.
Sind aber umgekehrt kaum Informationen über zu erwartende Stichproben bekannt, können Clus-
teralgorithmen zu sehr schlechten oder falschen Ergebnissen führen. Anstatt Strukturen innerhalb
von Daten zu ermitteln, werden Stichproben beliebigen Strukturen zugeordnet.
Voraussetzung für Clusteralgorithmen bei einem automatischen Spike sorting ist, dass sie möglichst
unüberwacht arbeiten. Das bedeutet, dass für die Bestimmung von einzelnen Clustern kein Trai-
ningsdatensatz erforderlich ist. Deshalb müssen mögliche Verfahren iterativ anhand bestimmter
Kriterien eine eindeutige Lösung finden.
Das Problem bei der Merkmalsextraktion besteht darin, dass viele Komponenten nicht exakt mathe-
matisch beschreibbar sind. Sie liefern daher bei der manuellen Suche zum Teil wesentlich bessere
Ergebnisse. Dies ist besonders dann der Fall, wenn das zu untersuchende Signal von einem hohen
Rauschanteil überlagert wird.
Eines der ältesten Verfahren zur Bestimmung ähnlicher Signale ist das Template Matching (TM)
[268–270]. Templates bilden dabei einen typischen Signalverlauf eines Clusters ab. Unbekannte
Signalanteile werden mit den bereits vorhandenen Templates verglichen und anhand ihrer Korrela-
tion oder mit Hilfe der Summe der mittleren quadratischen Abweichung (RMSE, engl. root mean
squared error) einem Cluster zugeordnet.
RMSE= 1
n
n
i=1
(xi − xˆi )2 (3.16)
Voraussetzung für eine erfolgreiche Einordnung der Signale ist allerdings, dass alle im Signal
vorkommenden Kurvenformen als Template vorliegen [206].
Beim adaptiven Template Matching werden unbekannte Aktionspotenziale mit vorhandenen Tem-
plates verglichen. Korrelieren die vorhandenen Signalformen nicht mit einem neuen, unbekannten
Signal, bildet dieses Signal ein neues Template [199].
Der k-Means Clusteralgorithmus [271] ist einer der am häufigsten verwendeten und einfachsten
Verfahren zur Gruppierung von Datensätzen und wurde des öfteren bereits beim Spike sorting
verwendet [56, 272–277]. Dabei werden n Objekte auf eine vorher festgelegte Anzahl k an Clustern
ci derart verteilt, dass deren Abstand ein Minimum zum nächstgelegenen Clustermittelpunkt µi
annimmt (vgl. Gleichung 3.17). Der Mittelpunkt eines Clusters µi wird in einem iterativen Verfahren
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(vgl. Gleichung 3.18) aus den Datenpunkten x j eines Clusters bestimmt und beschreibt in der Regel
seinen Schwerpunkt.
ci = argmin
k
i=1

x j∈ci
x j −µi2 (3.17)
µi =
n
j
x j mit x j ∈ ci (3.18)
Problematisch wirkt sich jedoch beim k-Means die Festlegung der maximalen Anzahl k an Clustern
aus, die beim Spike sorting generell unbekannt sind. Damit werden alle Datenpunkte auf die vorher
festgelegten Cluster verteilt, was zu falschen Ergebnissen führen kann.
Der Algorithmus ordnet Datenpunkte xi entsprechend eines Kriteriums J , das meist auf einer
Abstandsmetrik basiert, einem Clustercenter µi zu. Da es sich jedoch meist um lineare Kriterien
handelt, erfolgt die Zuordnung immer nur zu einem Cluster. Andererseits ist der maximale Abstand
zu einem Clustercenter µi linear, so dass Clustergrenzen anhand der entsprechenden Dimension
festgelegt werden (kreisförmig für R2 sowie kugelförmig für R3).
Ausgehend vom k-Means wurden modifizierte Versionen entwickelt, die unter anderem eine Stich-
probe mehreren Clustern zuordnen können (sog. fuzzy k-Means). Außerdem ist mit Hilfe zusätz-
licher Parameter uri j eine entfernungsabhängig gewichtete Clusterzuordnung (hybrid k-Means)
möglich [278, 279].
ci =
k
i=1
n
j=1
uri j
x j −µi2 (3.19)
Obwohl k-Means zu den unüberwachten Clusterverfahren zählt, ist bei den klassischen Varianten
eine Festlegung der genauen Anzahl k der Cluster a priori erforderlich. Eine Einordnung der
Stichproben erfolgt immer entsprechend der Vorgabe von k, auch wenn die in dem Datensatz
vorkommenden Klassen eine andere natürliche Zuordnung besitzen.
Möchte man k-Means dennoch als Clusterverfahren anwenden, existieren zwei alternative Ansätze
[267]. Der erste Ansatz beruht darauf, dass man das zu klassifizierende Problem mit einer unter-
schiedlichen Anzahl k berechnet. Anhand eines Kriteriums wird festgestellt, für welches k valide
bzw. natürliche Cluster gefunden werden. Der zweite Ansatz basiert auf einem Schwellwert, der
festgelegt, in welcher maximalen Entfernung Stichproben in ein bereits vorhandenes Cluster fallen,
bevor ein neues Cluster erzeugt wird.
Neuronale Netze
Cluster werden mit Hilfe von neuronalen Netzen gefunden. Ohne Modifikation bzw. zusätzliche
Kriterien sind neuronale Netze nicht in der Lage, selbständig die Anzahl der Cluster zu ermit-
teln.
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Eine sehr einfache Methode zum Auffinden von Clustern wird in [280, 281] vorgestellt. Einem
neuronalen Netz, bestehend aus drei Schichten sowie 32 Eingängen, werden digitalisierte Werte
eines extrahierten Spikes direkt zugeführt. Um die korrekte Anzahl an Clustern zu erzielen, müs-
sen dem Netz diese Cluster vorher mit Hilfe eines Trainingsvektors angelernt werden. In [282]
wird eine Methode vorgestellt, um neuronale Netze iterativ an sich ändernde Aktionspotenziale
anzupassen.
Das in [210] vorgestellte Verfahren basiert ebenfalls auf einem dreischichtigen neuronalem Netz,
dem die Abtastwerte direkt zugeführt werden. Mit Hilfe von Vektoren, die sowohl alle im Signal
vorkommenden Templates sowie verschiedene additive Rauschanteile beinhalten, erfolgt das Trai-
ning des Netzes. Bei einem anschließenden Vergleich mit dem Template Matching-Verfahren erzielt
das neuronale Netz bessere Ergebnisse. Selbst bei überlagerten Signalen, die innerhalb der Trai-
ningsvektoren nicht vorhanden waren, konnten im Vergleich zum Template-Verfahren bessere
Ergebnisse erreicht werden.
Ein neuronales Netz auf Basis eines Bayes’schen Klassifikators wird in [283–285] beschrieben. Ein
Vergleich mit herkömmlichen Methoden (Template Matching sowie Hauptkomponentenanalyse)
zeigt, dass das neuronale Netz eine nahezu (99%) korrekte Klassifizierung erzielt, wobei Template
Matching (96%) und Hauptkomponentenanalyse (95%) geringer ausfallen.
In [251] erfolgt die Untersuchung eines Kohonen-Netzwerks zur Clusteranalyse, bei dem die Anzahl
der zu erwartenden Cluster vorgegeben werden muss. Die Autoren wählen die maximale Anzahl, die
mit einer Elektrode zu erwarten ist und führen anschließend eine zusätzliche Analyse hinsichtlich
der Dichte durch, um gleiche Cluster zusammenzufassen.
Weitere Verfahren auf Basis neuronaler Netze werden in [70] (Radial Basis Function Network,
RBFN), [286] (Support Vector Machines, SVM) und [287, 288] (Self-Organizing Maps, SOM) unter-
sucht.
Ein von [289, 290] vorgestellter Clusteralgorithmus basiert auf den physikalischen Eigenschaften
eines inhomogenen ferromagnetischen Modells und wurde von [168] zum Clustern von Spikeda-
ten untersucht. Das als superparamagnetischer Clusteralgorithmus bezeichnete Verfahren (Glei-
chung 3.20) verwendet dabei die Interaktionsstärke Jij zwischen ausgewählten Merkmalen eines
Spikevektors xi und seines nächstgelegenen Nachbars x j , wobei K die Anzahl der nächsten Nach-
barn und a die durchschnittliche Distanz zwischen den Nachbarn darstellt [291].
Jij =

1
K exp

−∥xi−x j∥
2
2a2

falls xi =min
xi −x j2
0 sonst
(3.20)
Ordnet man ausgewählte Eigenschaften in einem zweidimensionalen Raum, entstehen für Signale
mit gleichen Eigenschaften so genannte Cluster. Durch instationäre Eigenschaften überlappen
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sich diese Cluster, sofern sie über einen großen Zeitraum beobachtet werden. Sortieralgorithmen
werden dadurch erheblich erschwert.
Die meisten Algorithmen berücksichtigen keine zeitlichen Informationen und gehen von rein statio-
nären Signalen aus, deren Eigenschaften während einer Messung konstant bleiben. Verwendet man
Messwerte von lebenden Zellen, werden die Grenzen der bisher vorgestellten Algorithmen meist
sehr schnell deutlich. Die gefundenen Cluster überlappen sich und unterschiedliche Signalformen
werden dem gleichen Cluster zugeordnet. Verwendet man die zeitlichen Informationen, um aus
instationären relativ stationäre Signale zu formen, sollte eine bessere Trennung der Cluster auch
über einen längeren Zeitraum gelingen [292].
3.5 Parallelisierung von Algorithmen
Aus den bisherigen Erfahrungen scheint sicher, dass kein triviales Verfahren existiert, die mittels
planarer Elektrode abgeleiteten Informationen auszuwerten. Um den Schritt von der manuellen
zur automatisierten Auswertung zu ermöglichen, sind aufwändige Verfahren notwendig, die vor
allem hohe Rechenkapazitäten benötigen. Die Zunahme von Sensoren, deren Signale gleichzeitig
ausgewertet werden sollen, führt weiterhin zu einer Zunahme der notwendigen Rechenkapazitä-
ten.
Aktuelle Entwicklungen informationsverarbeitender Systeme unterstützen diesen Trend. Eine wei-
tere Erhöhung der Taktgeschwindigkeit der CPU führt vor allem zu sehr hohen Blindleistungen, die
in Form von Wärme nicht mehr aus der CPU abgeleitet werden können. Deshalb erfolgt momentan
eine Skalierung an Rechenkernen auf einer CPU, um durch eine parallele Verarbeitung von Daten
höhere Geschwindigkeiten zu erzielen.
Dieser Trend wurde analog von den Herstellern von Grafikkarten (GPUs) verfolgt. Immer leistungsfä-
higere Spiele haben zur Entwicklung von Grafikkarten geführt, die realitätsnahe und hochaufgelöste
Grafiken nur mit Hilfe paralleler Verarbeitung erreichen konnten. Durch die Bereitstellung von
Schnittstellen können die hochparallelen Rechenkerne für wissenschaftliche Berechnungen genutzt
werden.
Voraussetzung zur Nutzung der Leistungsfähigkeit von Grafikkarten als auch Mehrkern-CPU-Syste-
men sind jedoch Algorithmen, die sich parallelisieren lassen.
Im Bereich des Spike sortings wurden diese Algorithmen bisher kaum untersucht und sind auch
nicht Gegenstand der eigenen Untersuchungen. Lediglich der Vollständigkeit halber werden erste
parallele Ansätze der oben genannten Algorithmen und Verfahren aufgezählt:
• Wavelet-Transformation: [293–303];
• Merkmalsextraktion: [304]
• Clusterverfahren: [305–307]
36 Stand von Wissenschaft und Technik
• Neuronale Netze [300, 308]
3.6 Datenaustausch
Fehlende Standards auf der einen Seite und proprietäre Systeme kommerzieller Hersteller auf der
anderen Seite haben zu einer Reihe von unterschiedlichen Speicherformaten geführt. Dies betrifft
sowohl Rohdaten als auch bereits sortierte Signale. Um neue Spike sorting-Verfahren mit einer
möglichst großen Auswahl unterschiedlicher Daten von verschiedenen Systemen zu validieren, ist
jeweils ein hoher Aufwand beim Import von Daten notwendig.
Um dennoch einen einfachen Datenaustausch zu ermöglichen, wurde NeuroShare entwickelt.
NeuroShare [309] ist eine Bibliothek, die auf der einen Seite eine Anbindung an unterschiedliche
Datenformate über ein- und dieselben Funktionen ermöglicht. Auf der anderen Seite können
Entwickler proprietärer Datenformate mit Hilfe einer Dynamic Link Library (DLLs) ihre eigenen
Datenformate einbinden und müssen somit keine Quellen öffnen.
Gleichzeitig versucht NeuroShare durch ein eigenes Datenformat einen Standard zu schaffen. Ob-
wohl dies der erste Versuch zur Standardisierung eines Datenformats für neurophysiologische Da-
ten darstellt und die API bereits in verschiedenen kommerziellen als auch frei verfügbaren Produk-
ten eingesetzt wird, existiert bislang lediglich eine Version für windowsbasierte Rechner. Die aktuelle
Version sowie weiterführende Dokumentationen sind unter http://neuroshare.sourceforge.net
erhältlich.
3.7 Methoden zur Validierung
Die Bewertung der Ergebnisse, die durch das Spikes sorting ermittelt werden, stellt eine der größten
Herausforderungen dar. Hauptaufgabe dabei ist es, die Qualität der verwendeten Algorithmen
zu ermitteln sowie Aussagen zu treffen, inwiefern die extrahierten Spikes der richtigen Unit zu-
geordnet wurden. Dafür existieren zwei unterschiedliche Verfahren: Das erste Verfahren basiert
auf der manuellen Auswertung realer Signale und den Vergleich mittels automatisch extrahierter
Aktionspotenziale.
Das zweite Verfahren basiert auf der Verwendung künstlich erzeugter Signale. Aufgrund der bekann-
ten Parameter in künstlich erzeugten Signalen wie Signalrauschabstand (SNR), Anzahl verwendeter
Units sowie deren exakter Timestamp kann eine bessere Validierung mit den automatisch ex-
trahierten Spikes erfolgen. Für einen objektiven Vergleich sind hierfür realitätsnahe künstliche
Signale erforderlich, die zum einen die individuellen Eigenschaften eines Sensorarrays abbilden
und zum anderen in einem universellen (und möglichst standardisiertem) Datenformat vorlie-
gen.
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Eine große Algorithmenanzahl kann nur an simulierten Daten getestet werden, da bisher kaum
Datenbanken mit realen Signalen existieren. Dadurch wird ein objektiver Vergleich unterschiedli-
cher Algorithmen verhindert und die Weiterentwicklung von nutzbaren Algorithmen nur langsam
vorangetrieben.
Das Projekt Code Analysis, Repository & Modelling for E-Neuroscience, kurz CARMEN [310], hat
zum Ziel, gemeinsame Schnittstellen für den Austausch von Daten zu definieren und zur Verfü-
gung zu stellen. Darüber hinaus soll eine Datenbank mit real abgeleiteten Signalen aufgebaut
werden, die einen direkten Vergleich und den Austausch verschiedener Verarbeitungsverfahren
ermöglicht.
Eine weitere Möglichkeit der Validierung besteht in der gleichzeitigen internen und externen
Ableitung von Signalen über passive Sensoren und Patch clamps. Obwohl dieses Verfahren mit
einem hohen Aufwand verbunden ist, können extern abgeleitete Aktionspotenziale mit intern
abgeleiteten direkt verglichen werden [59, 311].
Weiterhin ist eine Validierung möglich, indem man reale Daten verwendet, deren Signale bereits
manuell eindeutig erkannt und klassifiziert wurden und die mit zusätzlichen künstlichen Rauschsi-
gnalen überlagert werden. Das Rauschsignal kann dabei künstlich mit einem biophysikalischem
Modell und einer Modellierung mittels AutoRegressive-Moving Average (ARMA) erzeugt werden.
Weiterhin können verrauschte Signalausschnitte mit wenig oder keinen Spikesignalen verwendet
werden [232].
Softwarepakete zur Simulation einzelner oder in Netzwerken organisierter Neuronen existieren
seit einigen Jahren [312] und werden durch neue Erkenntnisse ständig erweitert. Besonders er-
wähnenswert sind dabei GENESIS [313] und NEURON [314]. Beide haben ihren Ursprung in der
neurophysiologischen Forschung und basieren auf unterschiedlichen mathematischen und physi-
kalischen Modellen. Im Wesentlichen erzeugen diese Simulationen Signale, wie sie im Inneren einer
Nervenzelle entstehen. Durch geeignete Ersatzschaltungen aus der Leitungstheorie können Signal-
übertragungswege zwischen Neuronen simuliert werden [313]. Vergleiche der Simulationen mit
praktischen Anwendungen konnten sehr gute Übereinstimmungen von mathematischer Theorie
und biochemischer Praxis nachweisen [312].
Obwohl NEURON und GENESIS gute Möglichkeiten zur Simulation neuronaler Zusammenhänge
bieten, wurden sie hauptsächlich für Neurowissenschaftler entworfen, um chemische Zusam-
menhänge zu analysieren. Für die Erzeugung von simulierten Signalen für das Spike sorting sind
beide Softwarepakete nur bedingt geeignet. Die ausgegebenen Signale werden theoretisch immer
innerhalb der Zelle gemessen und isoliert betrachtet.
Die Darstellung korrelierter Signale aus mehreren Neuronen, mit unterschiedlichen Abständen
zum Sensor und verschiedenen Rauschquellen ist bisher nicht möglich.
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Der für Matlab erhältliche Noisy Spike Generator [315, 316] ermöglicht die Erstellung simulier-
ter Signale durch Definition unterschiedlicher Signalparameter. So ist es möglich, Signale mit
einer festgelegten Anzahl korrelierter und unkorrelierter Aktionspotenziale mit verschiedenen
Rauscheigenschaften zu generieren, deren Zeitstempel konstant bleibt. Nachteilig beim Noisy
Spike Generator ist, dass lediglich Signale eines einzelnen Sensors simuliert werden können und
damit eine umfangreiche Simulation von Multielektroden-Arrays unmöglich erscheint. Für eine
realistischere Simulation kann zusätzlich korreliertes Rauschen aus umliegenden Signalquellen
hinzugefügt werden und damit ansatzweise zumindest ein neuronales Netzwerk simuliert wer-
den.
Das Softwarepaket Statistical sIMulation Of Neuronal networks Engine (SIMONE) [317] bietet die
Möglichkeit, künstliche Signale zu generieren, die über ein MEA abgeleitet wurden. Neben der Kon-
figuration der Signaleigenschaften (Verteilung der Neuronen auf MEA, Rauscheigenschaften, etc.)
können genauso MEA-Eigenschaften wie Anzahl, Größe, Abstand sowie die elektrischen Eigenschaf-
ten der Sensoren parametriert und simuliert werden; inklusive Elektrodenverhalten, Störsignale, Al-
terungsprozesse, Sensitivität der Sensoren, extrazelluläres Rauschen sowie Position der Elektroden.
Damit bietet SIMONE umfangreiche Test- und Analysemöglichkeiten für komplexe Algorithmen,
die sich nicht darauf beschränken, einzelne Sensorsignale auszuwerten.
3.8 Zusammenfassung und vorläufige Bewertung
Die Multielektroden-Technologie wurde vor über 30 Jahren eingeführt und seitdem kontinuierlich
verbessert. Dass es sich dabei um den richtigen Weg handelt, konnte bereits durch zahlreiche
Anwendungen bestätigt werden [60, 318]. Sowohl die Auswahl an unterschiedlichen Sensoren als
auch die höhere Integrationsdichte durch die Verwendung von CMOS-Prozessen haben zu großen
Fortschritten bei der MEA-Entwicklung geführt. Zusätzlich bringt die Verwendung von CMOS-
Technologie den Vorteil, dass analoge und digitale Komponenten in unmittelbarer Sensornähe
integriert werden können und somit lange Signalwege entfallen.
Dennoch findet die Technologie kaum den Weg aus Laboren in reale Anwendungen. Die Gründe
dafür sind vor allem in der noch mangelhaften Signalqualität sowie in fehlenden Teilbereichen bei
der automatischen Signalverarbeitung zu suchen.
Sowohl mit der Dünnfilm- als auch Halbleitertechnologie werden bereits sehr gute Ergebnisse
bei der Herstellung von kleinen Sensoren mit geringem Abstand (<100µm) auf kleinstem Raum
erzielt. Für eine optimale Signalableitung wird eine räumliche Auflösung von etwa 10µm erwartet
[5]. Begrenzt wird diese Auflösung in der Praxis momentan durch die sehr schlechten Signal-
Rauschabstände, die infolge der hohen Impedanzen bei sehr kleinen Strukturbreiten auftreten.
Die Impedanz einer Elektrode ist von ihrer Größe abhängig und steigt mit kleiner werdenden Sen-
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sorradien [61]. Eine Optimierung durch unterschiedliche Sensormaterialien und Beschichtungen
konnte bisher nicht im gewünschten Umfang erzielt werden.
Aufgrund der unterschiedlichen Ladungsträger kann eine Signalableitung mit MEAs vorwiegend
kapazitiv erfolgen. Notwendige Passivierungsschichten mit Schichtdicken von ca. 15 nm, aber
auch Glia-Zellen zwischen Zelle und Sensor, führen momentan noch zu einem zu großen Abstand
(>50 nm) und damit zu hohen Widerständen, die im Vergleich zur Signalableitung mittels Patch-
Clamps nur geringe Signalpegel ermöglichen [90].
Die Anzahl an Neuronen, die gleichzeitig überwacht werden können, ist mit der vorhandenen
Technologie ebenfalls noch deutlich zu klein. Lediglich die Ansätze von [23] und [118] zielen in die
richtige Richtung. Jedoch wird aufgrund problematischer Signal-Rauschabstände die Entwicklung
von [23] nicht mehr verfolgt. Beim neuentwickelten APS-Array scheinen diese Probleme nicht mehr
aufzutreten [118, 119]. Neuere Ergebnisse dazu sind bisher nicht bekannt.
Mit einer neuen Generation von Sensorarrays wird versucht, die Nachteile von planaren Elektroden
zu umgehen. Mikronadel-Arrays, die über Halbleiterprozesse auf Siliziumträger aufgebracht werden,
sind eine Mischung aus Patch clamps und Multielektroden-Array-Technologie. Durch ihre spitze
Sensorgeometrie sollen sie einen besseren Kontakt zwischen Zelle und Sensor ermöglichen. Damit
könnten Zellen sehr genau kontaktiert werden und würden weniger Rauschsignalanteile ableiten.
Durch eine poröse Struktur, in der ein Unterdruck erzeugt wird, können Zellen an die Sensoren
angesaugt werden, wodurch sich der Abstand zwischen Zelle und Sensor weiter verringern lässt.
Weiterhin ist denkbar, dass sich damit Sensoren unterschiedlicher Höhe herstellen lassen und so
Messungen im dreidimensionalen Raum möglich werden.
Das geringe Verhältnis zwischen Signal- und Rauschanteil, dessen Ursache in zu hohen Senso-
rimpedanzen liegt, ist einer der Hauptgründe, weshalb bisher kein vollständig automatisiertes
Verfahren für das Spike sorting existiert [94]. Ansatzweise automatisierte Verfahren bieten nicht die
notwendigen statistischen Sicherheiten bei der Signalauswertung, weshalb in vielen Fällen eine ma-
nuelle Auswertung notwendig ist. Dies führt zum einen dazu, dass kommerzielle Mikroelektroden-
Arrays bislang selten mehr als 64 Sensoren besitzen und zum anderen, dass die Motivation zur
Herstellung hochaufgelöster Sensor-Arrays stagniert. Ohne eine vollständig automatisierte Lö-
sung, sowohl bei der zuverlässigen Verbindung zwischen Zelle und Sensor, als auch der Signal-
auswertung, werden viele MEA-basierte Anwendungen kaum den Prototypenstatus verlassen
[319].
Viele verschiedene Algorithmen wurden bisher zur Separation von Units entwickelt und untersucht.
Nur wenige davon ermöglichen den universellen Einsatz über ein breites Spektrum an unterschied-
lichen Signalquellen. Wendet man verschiedene Verfahren auf einen identischen Datensatz an,
erhält man sehr unterschiedliche Ergebnisse. Dies zeigt zum einen die Komplexität der Aufgabe und
bestätigt zum anderen, dass immer noch kein ausreichendes Verständnis zur Vielfältigkeit der ab-
geleiteten Signale vorhanden ist. Jedes Verfahren basiert auf anderen Annahmen, Voraussetzungen
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und Parametern. Die Vielzahl eigens entwickelter Sensor-Arrays und sich ständig ändernde Experi-
mentierumgebungen; dazu die stochastische Verteilung von Neuronen auf einem Array erzeugen
kaum reproduzierbare Ausgangsbedingungen. Eine Generalisierung des Spike sorting-Problems
scheint daher fast aussichtslos.
Die größte Herausforderung bleibt die Validierung der Ergebnisse, die mit einem entsprechenden
Verfahren aus den abgeleiteten Daten gewonnen werden. Die meisten Verfahren werden und
müssen an künstlich erzeugten Datensätzen gemessen werden. Die Erstellung komplexer und
realitätsnaher Signale sowie ein einheitlicher Benchmark zum Vergleich mit anderen Verfahren
stellen daher eine weitere große Herausforderung dar. Viele Verfahren funktionieren unter fest
definierten Voraussetzungen (bzw. Signaleigenschaften), erzielen aber beim Vergleich mit real
abgeleiteten Signalen deutlich schlechtere Ergebnisse.
Wenig Beachtung sowohl in der Literatur als auch bei der Entwicklung neuer Verfahren finden zwei
in der Natur vorkommende Eigenschaften neuronaler Netze: (i) Bursts und (ii) die Überlappung
von Signalen. Bursts treten auf, wenn Zellen einer ständigen Reizung ausgesetzt sind und dadurch
in sehr kurzen Abständen Aktionspotenziale aussenden. Die Zeit zwischen zwei Aktionspotenzialen
reicht nicht zur vollständigen Regeneration der Zelle, wodurch die gesendeten Impulse in ihrer
Amplitude stetig kleiner werden. Während dies bei einer manuellen Auswertung von einem geübten
Beobachter erkannt wird, ermitteln automatisierte Verfahren zusätzliche, in der Realität nicht
vorhandene Units.
Eine Überlappung zweier oder mehrerer Signale entsteht, wenn zwei oder mehrere Zellen ei-
ner synchronen Reizung ausgesetzt sind und ihre Impulse gleichzeitig aussenden. Von einem
Sensor wird nur die Superposition der Einzelsignale erfasst. Eine Trennung in die Einzelsigna-
le erfordert einen hohen Aufwand sowie die Kenntnis der in unmittelbarer Nähe vorhandenen
Einzelunits.
In vielen Publikationen wird einerseits aufgrund der Verwendung künstlicher Signale aber auch
wegen der Komplexität des Problems häufig nur ein Sensor bzw. Kanal betrachtet. Gerade bei der
Verwendung räumlich hochaufgelöster Sensoren kann sich dabei ein enormer Nachteil ergeben.
Weiß man um die geometrischen Beziehungen einzelner Sensoren, können benachbarte Senso-
ren als unterstützendes Element bei der Signalauswertung verwendet werden. Global auftretende
Störimpulse beispielsweise werden von mehreren Sensoren erfasst und können zur Entstörung
eingesetzt werden. Abgeleitete synchrone Signale werden unter Umständen ebenfalls von benach-
barten Sensoren erfasst und können zur Trennung genutzt werden. Erste Untersuchungen in diese
Richtung wurden bisher nur in [205] gefunden.
Viele Neu- und Weiterentwicklungen von Sensorsystemen besitzen eigene Schnittstellen und Da-
tenformate, so dass eine Verwendung vorhandener Daten für die Validierung eigener Verfahren
meist mit einem hohen Aufwand verbunden ist. Ein Vergleich mit bereits publizierten Verfahren
ist deshalb sehr umständlich. Die Bündelung vorhandener Verfahren, einheitliche Standards für
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die Speicherung von Daten und die Möglichkeit, unterschiedliche Algorithmen mit einer großen
Auswahl realer Datensätze zu vergleichen, könnte zu deutlich schnelleren Ergebnissen auf die-
sem Gebiet führen. Einen ersten Versuch unternimmt das Netzwerk FIND (Finding Information
in Neural Data) [320]. FIND soll die Möglichkeit bieten, neue Algorithmen in ein gemeinsames
Framework zu integrieren und auf den bereits vorhandenen und gut dokumentierten Schnittstellen
aufzubauen.
Viele der untersuchten Spike sorting-Algorithmen liefern im Wesentlichen nur dann nutzbare
Ergebnisse, wenn folgende Voraussetzungen erfüllt sind:
• Spikeformen besitzen während der gesamten Messdauer einen stationären Charakter;
• Neuronen besitzen eine fixe Platzierung auf dem Sensor und ändern sich nicht während der
gesamten Messdauer;
• Die im abgeleiteten Signal vorhandenen Rauschanteile sind stationär.
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4 Aufgabenstellung
Die technologischen Fortschritte bei Systemen zur Analyse elektrophysiologischer Vorgänge in
Zellen werden durch zwei Faktoren bestimmt. Der erste Faktor besteht aus der Hardware – also die
Sensortechnik, mit der Signale aus den Zellen abgeleitet werden. Der zweite Faktor beinhaltet die
notwendige Software, die eine unkomplizierte Analyse der abgeleiteten Signale ermöglicht. Beide
Faktoren beeinflussen sich wechselseitig, so dass beispielsweise Verbesserungen in Analyseverfah-
ren zu neuen Möglichkeiten in der Sensortechnik führen und umgekehrt.
Durch die Entwicklung von Multielektroden-Arrays (MEA) konnte die Ableitung elektrophysiolo-
gischer Signale aus Zellpopulationen im Vergleich zur Patch clamp-Technik deutlich vereinfacht
und weitestgehend automatisiert werden. Die Verwendung von CMOS-Prozessen in der Sensor-
herstellung setzt zumindest theoretisch der Sensoranzahl keine Grenzen auf einem Chip. Die
technologische Machbarkeit konnte bereits demonstriert werden [23, 89]. Dennoch besteht die
Mehrzahl aktuell verwendeter Arrays überwiegend aus bis zu 128 Sensoren. Ein Grund dafür liegt
am Mangel notwendiger Signalverarbeitungsalgorithmen.
Während bei der Kultivierung von Zellen auf der Sensoroberfläche nur noch wenige Handgriffe
notwendig sind, ergibt sich ein hoher Aufwand bei der Auswertung von Signalen, werden diese von
128 oder mehr Sensoren gleichzeitig abgeleitet. Ein Nutzen aus der Vielzahl parallel abgeleiteter
Informationen entsteht erst, wenn sie unmittelbar nach der Ableitung für die Auswertung zur
Verfügung stehen [321].
Die in Abbildung 4.1 dargestellten Arbeitsschritte sind notwendig, um abgeleitete Signale eines
Sensors vom Störanteil zu befreien, die darin enthaltenen Aktionspotenziale zu extrahieren und
anschließend ihren Quellen (Units) zuzuordnen. Eine Automatisierung dieser Aufgaben ist bisher
nur teilweise gelungen und erfordert vielfach noch manuelle Arbeitsschritte.
Eine manuelle Auswertung von Signalen, wenn auch nur in Teilen, ist bei Systemen mit 128 oder
mehr Sensoren für den kommerziellen Einsatz kaum noch möglich. Als kritische Stellen konnten die
Abbildung 4.1 Die rot gekennzeichneten Verarbeitungsschritte werden innerhalb dieser Arbeit
genauer untersucht.
in Abbildung 4.1 rot dargestellten Arbeitsschritte identifiziert werden. Sie sollen den Hauptgegen-
stand dieser Arbeit bilden und in Bezug auf eine vollständige Automatisierung genauer untersucht
werden.
Eine Automatisierung aller Signalverarbeitungsschritte, wie sie in Abbildung 4.1 dargestellt ist,
verfolgt zwei Ziele. Das erste Ziel ist die praktische Nutzbarmachung von MEAs mit 128 und mehr
Sensoren. Außerhalb der Grundlagenforschung existiert eine Vielzahl von Anwendungen, die mit
Hilfe neuronaler Sensorik neue Möglichkeiten bieten. Dazu zählen beispielsweise die medizi-
nische Diagnostik (High-Troughput-Systeme) sowie neuartige Mensch-Maschine-Schnittstellen
(Prothesen). Das zweite Ziel ist die Eliminierung menschlicher Einflüsse bei der manuellen Signal-
auswertung und -analyse. Mit Hilfe geeigneter Verfahren und Algorithmen sollen durch objektive
Kriterien wiederholbare Signalanalysen realisiert werden.
Eine wesentliche Ursache für das Fehlen geeigneter Verfahren liegt im stochastischen Charakter
von Signalen aus biologischen Quellen. Nur wenige Signalparameter sind bekannt und können
deshalb zur Systemanalyse eingesetzt werden. Bei der Verwendung parameterintensiver Verfahren
fehlt die notwendige Flexibilität, um sich an unbekannte Systeme anzupassen. Weitaus schwieriger
gestaltet sich diese Aufgabe, wenn es darum geht, allgemein gültige Verfahren für die Vielzahl
unterschiedlicher Sensorsysteme zu entwickeln.
Der Schwerpunkt dieser Arbeit ist deshalb im Bereich der flexiblen Parameterbestimmung durch
stochastische Verfahren für eine unüberwachte Auswertung (Spike sorting) neuronaler Signale
angesiedelt. Sowohl die Merkmalsextraktion als auch die Clusteranalyse stellen in Bezug auf das
Spike sorting immer noch das größte Problem dar und sollen innerhalb dieser Arbeit intensiver
untersucht werden.
Durch die Eliminierung fixer Parameter und den Austausch durch statistische Verfahren ergibt
sich ein weiterer Vorteil für die Signalanalyse. Werden Parameter während der Laufzeit bestimmt
und angepasst, ist eine Auswertung in Echtzeit möglich. Das nachfolgende Kapitel berücksichtigt
und untersucht deshalb Verfahren und Methoden, mit denen Analysen unmittelbar nach der
Signalableitung durchgeführt werden können.
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5 Untersuchungen zur automatischen Klassifikation von
Aktionspotenzialen
Die Erhöhung der Sensoranzahl auf einem MEA und die damit verbundenen Anwendungsge-
biete erfordern eine durchgängig automatische Signalaufbereitung und -auswertung. Mit den in
Kapitel 3 vorgestellten Verfahren ist dies bisher nur ansatzweise gelungen. Das folgende Kapitel
zeigt Schwachstellen in vereinzelten Verarbeitungsschritten auf und untersucht Lösungen für ein
automatisches Spike sorting.
5.1 Vorbetrachtungen
Ein System zum Sortieren von Spikes besteht aus fünf wesentlichen Einzelkomponenten, die dazu
dienen, spike-ähnliche Kurvenverläufe in einem kontinuierlichen Signalverlauf zu erkennen und
sie einer eindeutigen Quelle zuzuordnen:
• Filter,
• Signalerkennung,
• Signalausrichtung,
• Merkmalsextraktion, sowie
• Gruppierung von Merkmalen.
Ausgangspunkt ist ein über eine Elektrode abgeleitetes und analog vorverarbeitetes Signal x(t),
das aus einer unbekannten Anzahl Units s(t) besteht und durch ein breitbandiges Störsignal
aus korrelierten und unkorrelierten Rauschanteilen n(t ) überlagert wird (vgl. Gleichung 5.1). Die
korrelierten Rauschanteile entstehen durch synchrone Aktivitäten von Neuronen in unmittelbarer
Umgebung eines Sensors, besitzen aber aufgrund ihrer Entfernung eine stark gedämpfte Amplitude
und können so nur schwer von unkorreliertem Rauschen unterschieden werden [168, 249, 322].
Deshalb werden sie für die weitere Analyse vernachlässigt. Unkorrelierte Störanteile entstehen vor
allem durch die Elektrode und die Verwendung analoger Elektronikbauteile.
x(t )= s(t )+n(t ) (5.1)
Das abgeleitete Signal x(t ) wird entsprechend verstärkt und digitalisiert und liegt im Folgenden als
diskrete Signalfolge x(n) vor.
Trotz einer bereits erfolgten analogen Vorfilterung wird das digitalisierte Signal einer weiteren
Filterstufe zugeführt. Für eine optimale Filterung ist die Diskrete Wavelet-Transformation (DWT)
geeignet. In [169] konnte nachgewiesen werden, dass im Vergleich zu FIR-Filtern eine geringe-
re Signalverzerrung erfolgt und durch die filterbankähnliche Signaltrennung Störfrequenzen ge-
zielter reduziert werden können. Darüber hinaus ermöglicht die DWT durch Modifikation der
Wavelet-Koeffizienten eine adaptive Filterung, die sich an variierende Rauschanteile anpassen
lässt.
Voraussetzung für eine wavelet-basierte Filterung ist die Wahl eines geeigneten Basis-Wavelets, das
eine hohe Korrelation mit den zu analysierenden Nutzsignalfrequenzen besitzt. Die Filterung erfolgt
über die Modifikation der Waveletkoeffizienten, die durch Korrelation zwischen Signal x(n) und
Wavelet ϕ(n) entstehen. Aufgrund der unterschiedlichen geometrischen Eigenschaften von Basis-
Wavelets können dadurch verschiedene Signaleigenschaften hervorgehoben oder reduziert werden.
Ob bestimmte Basis-Wavelets für die Filterung bessere Resultate erzielen, wird in Abschnitt 5.3
ausführlicher untersucht.
Ein häufig verwendetes Filterverfahren auf Basis von Wavelets zur Entstörung neuronaler Signale
wurde ursprünglich für die Filterung verrauschter Bilddaten entwickelt und als VisuShrink bezeich-
net [170]. Bildsignale unterscheiden sich aber von neuronalen Signalen, so dass VisuShrink nur
bedingt als optimales Verfahren genutzt werden kann. Im nachfolgenden Abschnitt 5.5 wird deshalb
ein modifiziertes Filterverfahren vorgestellt und untersucht, mit dem eine bessere Abschätzung der
Rauscheigenschaften möglich ist und infolgedessen eine verbesserte Störsignalentfernung erzielt
werden kann.
Für die Analyse der abgeleiteten Zellinformationen sind die zeitlich begrenzten spike-ähnlichen
Signalausschnitte von Interesse, die mithilfe geeigneter Verfahren im Signalverlauf erkannt und
extrahiert werden. Zum isolierten Signalausschnitt wird der Zeitpunkt des Auftretens gespeichert,
da dieser ebenfalls für die weitere Analyse Relevanz besitzt. Zur Erkennung, Extraktion und Aus-
richtung von Spikes existieren bereits automatische und echtzeitfähige Implementierungen und
sollen deshalb nicht Gegenstand dieser Arbeit sein.
Ein extrahierter Spike muss anschließend seiner Ursprungsquelle (Neuron) zugeordnet werden und
bildet zusammen mit den Zeitinformationen einen sog. Spike train. Aus der parallelen Betrachtung
von Spike trains vieler Neuronen lassen sich die gewünschten Kommunikationsmuster ableiten. Die
Zuordnung eines unbekannten Spikes erfolgt durch zwei Schritte. In einem ersten Schritt werden die
Merkmale des Spikes extrahiert, um sie anschließend anhand gleicher Merkmale zu gruppieren. Mit
Hilfe der Clusteranalyse wird in einem zweiten Schritt die Anzahl der Cluster bestimmt, wodurch
sich unmittelbar die Anzahl der Neuronen ableiten lässt.
Zur Bestimmung von Merkmalen wurde bisher die Hauptkomponentenanalyse (PCA) eingesetzt.
Dieses Verfahren eignet sich jedoch nicht für eine Merkmalsextraktion in Echtzeit, da der zugrunde
liegende Algorithmus auf der Bestimmung von Eigenwerten einer Matrix basiert und deshalb nur
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offline erfolgen kann. Durch Betrachtung zeitlich begrenzter Abschnitte (Fenster) kann zwar eine
schnellere Bestimmung erfolgen, im Falle unberücksichtigter Signalausschnitte können allerdings
andere Merkmale dominieren, die eine eindeutige Zuordnung zu Merkmalen aus einem vorher
betrachteten Abschnitt erschweren. In Abschnitt 5.6 erfolgt die Untersuchung eines Verfahrens auf
Basis eines neuronalen Netzes, mit dem eine Bestimmung in Echtzeit ermöglicht wird. Weitere
Vorteile dieses Verfahrens im Vergleich zur Offline-PCA sind ein geringerer Speicherbedarf sowie
ein robusteres Verhalten gegenüber Signalschwankungen.
In einem letzten Schritt soll die Clusteranalyse untersucht werden. Die bisher eingesetzten Ver-
fahren benötigen manuelle Schritte, bei denen beispielsweise die Anzahl der Cluster vorgegeben
werden muss. Das in Abschnitt 5.7 untersuchte Verfahren ermittelt die Anzahl der Cluster oh-
ne manuellen Eingriff und ermöglicht damit eine automatische Bestimmung der Zugehörigkeit
extrahierter Signale zu einem Ursprungsneuron.
Der Schwerpunkt der nachfolgenden Untersuchungen konzentriert sich auf drei Punkte. Den ersten
Schwerpunkt bildet die Vorstellung und Untersuchung eines verbesserten adaptiven Filteralgo-
rithmus zur Modellierung bzw. Schätzung individueller Störsignaleigenschaften jedes einzelnen
Sensors. Damit ist es möglich, Rauschanteile im Signalverlauf noch besser zu reduzieren. Den
zweiten Schwerpunkt bilden Untersuchungen zu einem Verfahren, mit dem sich Merkmale in
Echtzeit extrahieren lassen und der robuster gegenüber Störeinflüssen im Vergleich zur klassischen
Hauptkomponentenanalyse ist. Den dritten und letzten Schwerpunkt bilden Untersuchungen eines
Clusteralgorithmus, mit dem eine automatische Bestimmung der Anzahl der Units ermöglicht wird,
so dass eine Zuordnung des extrahierten Spikes erfolgen kann.
5.2 Verwendung und Erzeugung von Testsignalen
Für einen Funktionsnachweis einzelner Systemkomponenten und des Gesamtsystems werden
Testsignale benötigt. Obwohl reale Signale für einen Funktionsnachweis notwendig sind, ermögli-
chen künstlich erzeugte Signale aufgrund ihrer bekannten Signalkomponenten umfangreichere
Tests einzelner Komponenten und liefern die Grundlage für qualitative Aussagen hinsichtlich der
Leistungsfähigkeit sowie der Grenzen einzelner Systembestandteile. Des Weiteren ermöglichen sie
einen direkten Vergleich mit anderen, bereits etablierten Verfahren und gewähren auf Grundlage
der bekannten Signalparameter eine Validierbarkeit der Ergebnisse. Die Verwendung realer Signale
würde zwar einen Test der Komponenten unter realen Bedingungen ermöglichen, verhindert aber
eine Validierbarkeit der Ergebnisse durch unterschiedliche Auslegung bzw. subjektive Interpretation
der im Signal vorhandenen Stör- und Nutzsignalanteile.
Für die in dieser Arbeit untersuchten Verfahren sind zwei Arten von Testsignalen erforderlich.
Das erste Testsignal wird für den Vergleich des in dieser Arbeit vorgestellten Filterverfahrens be-
nötigt und sollte lediglich die Frequenzen für Stör- und Nutzsignalanteile realitätsnah abbilden.
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Darüber hinaus sollten die Störsignalanteile variierbar sein und das gleiche Signal zum Vergleich
ohne Störsignalanteile vorliegen. Die Anzahl der im Signal enthaltenen Units spielen dabei lediglich
eine untergeordnete Rolle.
Für eine Validierung der Merkmalsextraktion und des Clusteralgorithmus wird dagegen ein Testsi-
gnal benötigt, bei dem sowohl Zeitpunkt als auch Quelle des jeweils entstandenen Aktionspotenzials
bekannt sind, um eine richtige Zuordnung (Klassifizierung) vornehmen zu können.
Das Testsignal zur Validierung der Filterstufe wird mithilfe der Gleichungen zur Modellierung von
Spikes nach [323] realisiert. Das zugrunde liegende Modell basiert auf zwei Differentialgleichungen
(vgl. Gleichung 5.2 und 5.3 sowie Bedingung 5.4), mit denen eine schnelle und eine langsame Kom-
ponente unter Zuhilfenahme unterschiedlicher Parameter ein intern abgeleitetes Aktionspotential
simulieren.
v ′intra = 0.04v2intra+5vintra+140−u+ I (5.2)
u′ = a(bvintra−u) (5.3)
wenn vintra ≥ 30mV, dann
 vintra ← cu ← u+d (5.4)
Zur Modellierung unterschiedlicher Aktionspotenziale können die Parameter a,b,c,d und I variiert
werden. Eine Übersicht der Parameter und der damit verbundenen Eigenschaften der Aktionspo-
tenziale kann aus [323] und [3] entnommen werden.
Der daraus resultierende Spannungsverlauf vintra entspricht dabei einer internen Ableitung und
kann durch zweifache Ableitung in ein extern abgeleitetes Signal überführt werden (vgl. Glei-
chung 5.5) [316].
vextra = v ′′intra (5.5)
Durch die zweifache Ableitung eines intern erzeugten Signals wird eine ideale kapazitive Ab-
leitung durch eine Elektrode simuliert. Dabei werden weder die physikalischen noch die elek-
trischen Eigenschaften von Sensoren berücksichtigt. Das resultierende Signal vextra ist damit
frei von Störeinflüssen des Sensors und nachfolgenden analogen Elektronikkomponenten und
dient als rauschfreies Vergleichssignal. Zusätzliche Störanteile, die durch entsprechende Filter
reduziert werden sollen, werden zusätzlich additiv überlagert. Das dafür notwendige Matlab-
Script ist unter Testsignale/Izhikevich/spikesamples.m auf dem beigefügten Datenträger ver-
fügbar. Eine ausführliche Beschreibung der Funktion und Parameter ist im Anhang C.3 dokumen-
tiert.
Für eine Validierung der Merkmalsextraktion sowie des Clusterverfahrens wurde das Softwarepaket
Noisy Spike Generator (NSG) [232, 315, 316, 324] ausgewählt, da es unter Matlab verfügbar ist und
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die zuvor genannten notwendigen Anforderungen erfüllt. Mit Hilfe einstellbarer Parameter können
neben Signallänge und Abtastfrequenz auch die Anzahl der Units (hier als target bezeichnet),
Signalrauschabstand, Jitter (zeitliche Verschiebung der extrahierten Spikesignale) und weitere
Signaleigenschaften (siehe [324]) konfiguriert werden. Anschließend stehen Informationen (wie z.B.
Quelle und Zeitpunkt des Auftretens) der mittels zufälligen Prozessen generierten Spikes in einem
Vektor zur Verfügung.
Sollen lediglich Verfahren zur Merkmalsextraktion oder Clusteranalyse untersucht werden, sind
keine kontinuierlichen Signale notwendig. Mit Hilfe der verfügbaren Zeitinformationen können
die einzelnen Spikes aus dem Signal extrahiert werden. Das dazugehörige Matlab-Script ist unter
Testsignale/NoisySpikeGenerator zu finden und in Anhang C.3 näher erläutert.
Reale Signale sind unter Testsignale/Plexon im Plexon-Format (plx) gespeichert und werden
ebenfalls zur Validierung der Verfahren genutzt. Im Gegensatz zu künstlich erzeugten Signalen
stehen die Ursprungsquellen nicht als Vergleich zur Verfügung. Hier kann im Falle der Merkmalsex-
traktion lediglich ein visueller Vergleich zwischen etablierten Methoden und dem in dieser Arbeit
vorgestellten Verfahren erfolgen.
5.3 Vergleich von Basis-Wavelets zur Signalfilterung
Wie in Kapitel 3 aufgezeigt, konnte in zahlreichen Veröffentlichungen [170, 183, 189, 193, 195, 197–
199, 325–329] bereits nachgewiesen werden, dass eine wavelet-basierte Filterung eine Alternative zu
anderen existierenden Filtermethoden darstellt. Insbesondere ihre adaptiven Filterstufen können
bei der Verarbeitung neuronaler Signale von Vorteil sein.
Grundlegend erfolgt bei der Wavelet-Transformation die Faltung eines beliebigen Signals x(n) mit
einem Wavelet ψ, so dass die resultierenden Wavelet-Koeffizienten ein Maß für die Korrelation
zwischen Wavelet und untersuchtem Signalausschnitt darstellen. Je besser ein Wavelet mit der Ziel-
frequenz eines zu analysierenden Signals x(n) korreliert, desto deutlicher unterscheiden sich diese
Koeffizienten in ihrem Betrag von anderen Signalanteilen. Aufgrund der verschiedenartigen Eigen-
schaften existierender Basis-Wavelets können sehr unterschiedliche Ergebnisse bei der Signalfilte-
rung entstehen. Diese werden deshalb in dieser Arbeit genauer untersucht.
Bei einer Filterung durch Wavelets wird ein Eingangssignal in einen hoch- und tiefpassgefilter-
ten Signalanteil (Detail- bzw. Approximationsband) zerlegt. Durch Kaskadierung mehrerer Fil-
terstufen kann der jeweils tiefpassgefilterte Signalanteil in zwei weitere bandbegrenzte Anteile
aufgeteilt werden. Bei einer fünfstufigen Dekomposition erhält man ein Approximationsband
(A5) und fünf Detailbänder (D5 bis D1). Durch Nullsetzen der Koeffizienten in A5 erfolgt mittels
Detrending eine Gleichtaktunterdrückung; durch Modifikation von D5 bis D1 das sog. Denoi-
sing.
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In [168, 201, 273] werden hauptsächlich das Haar-Wavelet sowie einige Vertreter der Daubechies-
und Coiflet-Familie verwendet, da sie eine hohe natürliche Korrelation mit Aktionspotenzialen
aufweisen (vgl. Abbildung 5.1). Ein direkter Vergleich zur Wahl eines optimalen Wavelets für die
Filterung unter Verwendung aller vorhandenen Basis-Wavelets ist bisher bei neuronalen Signalen
nicht erfolgt und wird nachfolgend durchgeführt.
Im Gegensatz zu einem EKG-Signal [197], für dessen Filterung ein Daubechies-Basis-Wavelet
8. Ordnung (Daub8) die besten Ergebnisse erzielen konnte, ist der Kurvenverlauf abgeleiteter
Aktionspotenziale von der Lage zum Sensor, der Form des Neurons und der Art der Zelle abhängig
und deshalb keineswegs konstant.
Die nachfolgenden Testsignale wurden mit Hilfe des Noisy Spike Generators [315, 316] erzeugt,
enthalten zwei bis vier Units und wurden mit unterschiedlichen Rauschpegeln von 1 dB bis 20 dB
überlagert. Das gefilterte Signal wurde anschließend mit einem Signal ohne Störanteile verglichen.
Folgende Wavelet-Familien werden dabei untersucht:
• Daubechies 4., 5., 6., 7. und 8. Ordnung;
• Symlets 5., 6., 7. und 8. Ordnung;
• Coiflets 3. Ordnung;
• Biorthogonale Wavelets 1.3 und 1.5.
(a) Daubechies 4 (b) Daubechies 6
(c) Symlet 5 (d) Coiflet 3
(e) Biorthogonal 1.3 (f) Biorthogonal 1.5
Abbildung 5.1 Morphologische Eigenschaften von unterschiedlichen Basis-Wavelets.
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Für den Vergleich von gefiltertem Signal y und störanteilsfreiem Signal x wurden zwei Varianten
gewählt. Die erste Variante bestimmt den mittleren quadratischen Fehler (RMSE, engl. root mean
squared error) (Gleichung 5.6). Dabei werden Signaldifferenzen als Fehler kumuliert, aber weder
Signaldämpfungen noch Gleichtaktunterdrückungen berücksichtigt. Die zweite Variante ermittelt
die Kovarianz zweier Signale [170, 193] und berücksichtigt dabei sowohl Signaldämpfungen als
auch Gleichtaktunterdrückungen (Gleichung 5.7).
RMSE=

1
n
n
i=1
(xi − yi )2 (5.6)
Cov= 1
n−1
n
i=1
(xi − x¯)(yi − y¯) (5.7)
Für einen qualitativen Vergleich zwischen den Methoden zur Bestimmung des Fehlers aus Glei-
chung 5.6 und 5.7 wurde mit Hilfe des Noisy Spike Generators ein Signal mit einem Signalrauschab-
stand (SNR) von 5 dB sowie ein Vergleichssignal mit einem SNR von 100 dB erzeugt. Das Signal
mit Störanteilen wurde mittels DWT anhand der oben genannten Basis-Wavelets in sechs Fre-
quenzbänder zerlegt, die beiden untersten Frequenzbänder A5 und D5 vollständig gelöscht und
die verbleibenden Detailbänder anhand des in [170] beschriebenen Verfahrens modifiziert. Eine
Abschätzung der Rauschanteile erfolgte auf Basis der Koeffizienten aus D1. Die modifizierten Koeffi-
zienten wurden mit der inversen DWT in den Zeitbereich rücktransformiert.
In Abbildung 5.2 wurde auf der linken Seite die Kovarianz zwischen dem rücktransformierten Signal
y und dem störanteilsfreien Signal x in Abhängigkeit der verschiedenen Basis-Wavelets abgetragen.
Wavelets mit einem hohen Betrag für die Kovarianz besitzen kleinere Fehler zwischen entstörtem
und störanteilsfreiem Signal. Für das untersuchte Signal ergeben sich zwischen den Basis-Wavelets
nur geringe Unterschiede in der Kovarianz, jedoch erreichen sowohl die beiden biorthogonalen
Wavelets sowie das Daubechies-Wavelet und Symlet 5. Ordnung eine höhere Kovarianz als die
anderen Basis-Wavelets. Auf der rechten Seite von Abbildung 5.2 erfolgt die Bestimmung der
Kovarianz zwischen Originalsignal und eines mit biorthogonalen Wavelet gefilterten Signals in
Abhängigkeit unterschiedlicher Signalrauschabstände von 1 dB bis 20 dB. Erwartungsgemäß steigt
mit zunehmendem Signalrauschabstand die Kovarianz zwischen gefiltertem und störanteilsfreien
Signal. Bei den anderen Basis-Wavelets ist ein ähnlicher Trend erkennbar.
Auf der linken Seite in Abbildung 5.3 erfolgte der gleiche Test; als Fehlermessmethode wurde die-
ses Mal allerdings Gleichung 5.6 verwendet. Bei der Bestimmung des mittleren quadratischen
Fehlers werden kleinere Fehler durch einen geringeren Betrag dargestellt. Erwartungsgemäß er-
geben sich im Vergleich zu Abbildung 5.2 für alle Basis-Wavelets geringe Unterschiede, es wer-
den aber bei den Daubechies-Wavelets 5. und 6. Ordnung sowie dem Symlet 5. Ordnung die
geringsten Fehler gemessen. Anhand des biorthogonalen-1.3 Wavelets erfolgt ein Vergleich bei
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Abbildung 5.2 Vergleich unterschiedlicher Basis-Wavelets beim Denoising mit Hilfe der Kovarianz
bei einem Signalrauschabstand von 5dB (links), sowie Verlauf der Kovarianz für ein biorthogonales
Wavelet bei unterschiedlichen Signalrauschabständen (rechts).
Abbildung 5.3 Vergleich unterschiedlicher Basis-Wavelets beim Denoising mit Hilfe des mittle-
ren quadratischen Fehlers (RMSE) bei einem Signalrauschabstand von 5dB (links), sowie Verlauf
des mittleren quadratischen Fehlers für ein biorthogonales Wavelet bei unterschiedlichen Signal-
rauschabständen (rechts).
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Abbildung 5.4 Vergleich unterschiedlicher Wavelets beim Denoising mit soft threshold auf allen
Bändern, wobei eine Schätzung von σnoise anhand von Koeffizienten aus D1 erfolgt.
unterschiedlichen Signalrauschabständen von 1 dB bis 20 dB [316]. Auch hier sinkt erwartungsge-
mäß mit steigendem Signalrauschabstand der Fehler zwischen gefiltertem und störanteilsfreiem
Signal.
Die Verwendung beider Kriterien zur Bestimmung von Fehlern erzielt nahezu die gleichen Ergebnis-
se. Lediglich durch die Berücksichtigung von Signaldämpfungen und Gleichanteilen bei der Bestim-
mung des Fehlers anhand Gleichung 5.7 werden geringe Unterschiede im Vergleich zur Methode aus
Gleichung 5.6 erreicht. Eine qualitative Aussage über ein besseres oder schlechteres Basis-Wavelet
zur Entstörung kann mit beiden Messmethoden erzielt werden.
Um dieses Ergebnis zu vertiefen, wurde ein weiteres Signal mit allen Basis-Wavelets entstört und
deren Fehler mittels RMSE und Kovarianz bestimmt. Die Darstellung der Ergebnisse erfolgt in
Abbildung 5.4. Die Schätzung des Rauschanteils erfolgt auf Basis der Koeffizienten aus D1, deren
anschließende Modifizierung mithilfe von soft threshold erfolgt. Auch hierbei zeigt sich, dass
die beiden biorthogonalen Wavelets und das Symlet 5. Ordnung die besten Ergebnisse erzie-
len.
Abbildung 5.5 Vergleich unterschiedlicher Wavelets beim Denoising mit soft threshold auf allen
Bändern, wobei eine Schätzung von σnoise anhand von Koeffizienten aus D1 bis D5 erfolgt.
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In einer letzten Untersuchung erfolgt der Vergleich von Basis-Wavelets anhand einer anderen Be-
stimmung von σnoise. Hierbei erfolgt die Abschätzung des Rauschanteils σnoise jeweils anhand des
Koeffizientenbandes, das anschließend mittels soft threshold modifiziert wird. Bei dieser Rauschab-
schätzung ist kein weißes Rauschen im Signal notwendig; es können aber neuronale Aktivitäten
in den einzelnen Detailbändern die Rauschabschätzung beeinflussen. Auch bei diesem Verfah-
ren erzielen die biorthogonalen Wavelets den geringsten Fehler, gefolgt von Symlets 5. und 7.
Ordnung.
Beim visuellen Vergleich zwischen störanteilfreiem Originalsignal und gefiltertem Signal entstehen
signifikante Signalverzerrungen, die exemplarisch am Beispiel der vier ausgewählten Wavelets in
Abbildung 5.6 dargestellt werden. Diese sind weniger auf das Detrending, sondern mehr auf das
Denoising zurückzuführen. Der schwarz dargestellte Kurvenverlauf zeigt das Originalsignal ohne
Störanteile. Dem rot, grün und blau dargestellten Signalverlauf wurden Störanteile von 15 dB, 10 dB
und 5 dB hinzufügt und anschließend unter Bestimmung von σnoise aus D1 mittels soft threshold
entfernt.
Erfolgt die Entstörung anhand einer Schwelle, die beispielsweise aus D1 ermittelt wird, können
vergleichsweise geringe Verzerrungen festgestellt werden, als bei der Verwendung mehrerer Schwell-
werte, die aus den jeweiligen Koeffizienten D1 bis D5 bestimmt werden.
5.4 Wavelet-Transformation von finiten Signalen
Bei der Implementierung der wavelet-basierten Filterstufe in ein Echtzeitsystem muss zum Zwecke
der Signalverarbeitung eine Aufteilung des Datenstroms in finite Abschnitte erfolgen. Dabei treten
an den Grenzen Unstetigkeiten (sog. edge effects) auf, die zu Signalverzerrungen oder -artefakten
führen. Es existieren unterschiedliche Lösungsansätze, bei denen finite Signale beispielsweise
durch symmetrische oder periodische Erweiterungen ergänzt werden [181, 330] oder bei denen
extrapolierte Wavelets Anwendung finden [331, 332].
Der in Abbildung 5.7 dargestellte Kurvenverlauf (blau) zeigt ein Signal, das an den markierten
vertikalen Linien in finite Abschnitte eingeteilt wurde, um über eine Wavelet-Transformation eine
Filteroperation durchzuführen. Eine anschließende Rücktransformation ergibt den in rot dargestell-
ten Kurvenverlauf, bei dem Unstetigkeiten an den Fenstergrenzen deutlich erkennbar sind. Trotz
der Verwendung unterschiedlicher Signalerweiterungsmethoden ( wie z.B. aus [181]) sind keine
signifikanten Veränderungen im synthetisierten Signalverlauf erkennbar.
Außerdem konnte festgestellt werden, dass diese Unstetigkeiten vor allem durch das Detrending
(also dem Löschen der untersten Wavelet-Koeffizienten aus c A5 und cD5) hervorgerufen werden,
die zur Gleichtaktunterdrückung dienen. Beim Denoising (der Modifikation der Koeffizienten von
cD4 bis cD1) fallen diese Signalverformungen deutlich geringer aus.
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Treten diese Artefakte außerhalb eines Aktionspotenzials auf, ergeben sich für den weiteren Analy-
sevorgang keine Nachteile. Selbst bei Artefakten mit sehr großen Amplituden unterscheidet sich
(a) Daubechies 4 (b) Symlet 5
(c) Symlet 7 (d) Biorthogonal 1.3
Abbildung 5.6 Visueller Vergleich der Signalverformung mit unterschiedlichen Wavelets beim
Detrending und Denoising (VisuShrink) bei unterschiedlichen Signalrauschabständen.
Abbildung 5.7 Vergleich eines ungefilterten (blau) mit einem hochpassgefilterten Signalausschnitt
(rot). An den Fensterrändern (vertikale Markierungen) sind deutliche Artefakte infolge einer ge-
fensterten Wavelet-Transformation zu erkennen.
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Abbildung 5.8 Redundante Wavelet-Transformation zur Vermeidung von Artefakten beim Detren-
ding.
deren Signalmorphologie von Aktionspotenzialen, so dass eine Fehlklassifikation unwahrscheinlich
ist. Treten diese Artefakte aber sehr nah oder sogar während eines Aktionspotenzials auf, können sie
abhängig von Amplitude und Häufigkeit zu Fehlklassifizierungen führen.
Dazu wird folgender Lösungsansatz vorgeschlagen: Die einzelnen finiten Abschnitte n werden
derart gewählt, dass sie reale Werte aus einem vorangegangenen Abschnitt n−1 enthalten, so dass
diese nicht von einer (imaginären) Signalerweiterung betroffen sind. Nach anschließend erfolgter
Koeffizienten-Modifikation und Rücktransformation werden die sich überlagerten Signalabschnitte
so ergänzt, dass Randeffekte minimiert werden.
In Abbildung 5.8 ist diese Überlagerung schematisch dargestellt. Die dabei verwendeten Fenster
besitzen eine Länge von 1024 Abtastwerten und Überlappen mit einem nachfolgenden Fenster
um 256 Abtastwerte. Bei der Kombination zweier Fenster werden jeweils 128 Abtastwerte aus
vorangegangenem und nachfolgendem Fenster verwendet. Diese Werte wurden für eine Abtast-
frequenz von 20 kHz gewählt und müssen für andere Abtastfrequenzen entsprechend angepasst
werden.
In Abbildung 5.9 ist das Ergebnis der vorgeschlagenen Lösung sichtbar. Im Vergleich zur normalen
DWT mit finiten Signalen werden bei der redundanten DWT Unstetigkeiten an den rot markierten
Stellen fast vollständig reduziert.
Für optimale Filterergebnisse sollten jedoch die minimalen Fensterlängen für das jeweilige Basis-
Abbildung 5.9 Vergleich zwischen ungefiltertem sowie gefensterter und redundant gefensterter
DWT für das Detrending. Die roten Markierungen stellen Fenstergrenzen dar.
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Tabelle 5.1 Minimale Sequenzlängen für ausgewählte Basiswavelets und Zerlegungsstufen.
Basiswavelet Level 5 Level 6
Daubechies 4 256 512
Daubechies 5 512 1024
Daubechies 6 512 1024
Daubechies 7 512 1024
Daubechies 8 512 1024
Coiflet 3 1024 2048
Basiswavelet Level 5 Level 6
Symlet 5 512 1024
Symlet 6 512 1024
Symlet 7 512 1024
Symlet 8 512 1024
Biorthogonal 1.3 256 512
Biorthogonal 1.5 512 1024
Wavelet und die entsprechende Frequenzbandanzahl eingehalten werden (siehe Tabelle 5.1).
5.5 Erweitertes Wavelet Denoising
Verschiedene theoretische und praktische Untersuchungen haben gezeigt, dass die diskrete Wavelet-
Transformation (DWT) optimale Ergebnisse im Vergleich zu anderen Filterverfahren liefert [169].
Beim adaptiven wavelet-basierten Denoising wird ein Signal in unterschiedliche Frequenzbänder
zerlegt und Rauschanteile anhand eines statistischen Schätzverfahrens ermittelt [186, 187, 189, 193,
194, 196–198, 328, 329]. Idealerweise erfolgt die Schätzung individuell auf jedem Frequenzband, so
dass auch individuelle Störanteile reduziert werden können.
Das in vielen Fällen verwendete Verfahren von Donoho (1995) [170] unterstützt keine frequenzab-
hängige Modifikation der Wavelet-Koeffizienten. Die Grundannahme für das VisuShrink-Verfahren
nach [170] basiert auf der breitbandigen additiven Überlagerung von Störsignalen n(t ) und Nutzsi-
gnalen s(t ).
x(t )= s(t )+n(t ) (5.8)
Ziel der wavelet-basierten Filterung ist die stufenweise Zerlegung von x(t ) in bandbegrenzte Signale,
die in Form von Wavelet-Koeffizienten vorliegen und eine Korrelation zwischen den im Signal
enthaltenen Frequenzen und des Wavelets darstellen. Idealerweise werden durch die Filterbank
die einzelnen Signalbestandteile getrennt und durch individuelle Koeffizienten in verschiedenen
Frequenzbändern repräsentiert. Ist bekannt, in welchem Frequenzband überwiegend Störanteile
vorhanden sind, können die Koeffizienten ci zur Berechnung des Schätzwerts σnoise verwendet
werden. Ein optimaler Wert wird anhand Gleichung 5.9 ermittelt, in der ci die Wavelet-Koeffizienten
eines beliebigen Frequenzbandes i darstellen [170].
σnoise = median(
|ci |)
0.6745
(5.9)
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σnoise wird in Gleichung 5.10 zur Berechnung eines Schwellwertes Tnoise genutzt, der zur Modifika-
tion aller Koeffizienten mittels soft threshold dient.
Tnoise =σnoise

2ln(N ) (5.10)
Wendet man das Verfahren zur Abschätzung vonσnoise auf jedes beliebige Frequenzband an, fließen
gleichermaßen Koeffizienten des Nutzsignals in die Berechnung fürσnoise ein, wodurch sich höhere
Beträge ergeben. Bei der Modifikation der Koeffizienten mittels soft threshold werden damit auch
Koeffizienten der Frequenzanteile von Nutzsignalen stärker reduziert. Die Folge sind sehr stark
gedämpfte Aktionspotenziale.
Mit dem nachfolgend vorgestellten Verfahren ist es möglich, die einzelnen Rauschanteile aus jedem
Frequenzband abzuschätzen, um damit eine individuelle Modifikation der Wavelet-Koeffizienten
zu realisieren. Störfrequenzen werden deutlich reduziert, Frequenzanteile von Aktionspotenzialen
bleiben erhalten. Durch eine adaptive Anpassung der einzelnen Störkoeffizienten werden mit dem
neuen Verfahren auch instationäre Rauschanteile erkannt und entfernt.
Während beim VisuShrink-Verfahren davon ausgegangen wird, dass Nutz- und Störsignale kontinu-
ierlich vorhanden sind, wird bei dem neuen Verfahren das zeitlich begrenzte Auftreten von Aktions-
potenzialen ausgenutzt. Dabei gilt die Annahme, dass Störanteile im gesamten Beobachtungszeit-
raum vorhanden sind. Bei Signalabschnitten zwischen zwei Aktionspotenzialen kann man Koeffizi-
enten aller Frequenzbänder zur Abschätzung eines besseren Rauschmodells verwenden, das in Pha-
sen mit Aktionspotenzialen zur breitbandigen Entstörung eingesetzt wird.
In Abbildung 5.10 ist der Ablauf des als Enhanced Wavelet Denoising (EWD) bezeichneten Verfahrens
dargestellt. Zum Zwecke einer kontinuierlichen Signalverarbeitung werden nur finite Signalab-
schnitte mit n Abtastwerten verarbeitet. Jeder dieser Signalabschnitte wird mit einem Spike Activity
Detector (SAD) auf das Vorhandensein von Aktionspotenzialen untersucht. Dafür können beispiels-
weise der Teager Energy Operator (TEO) [214], das k-TEO-Verfahren [216] oder morphologische
Filter [226, 227] eingesetzt werden. Der Teager Energy Operator kann Aktionspotenziale in einem
Signal mit einem Signalrauschabstand von unter 0,8 dB mit einer Fehlerrate von 10 % erkennen
[70].
Wird vom SAD in einer Sequenz kein Aktionspotenzial detektiert, so kann davon ausgegangen
werden, dass dieser Signalabschnitt nur aus Rauschanteilen besteht. Dieser Abschnitt wird mittels
diskreter Wavelet-Transformation in Wavelet-Koeffizienten transformiert. Aus den Absolutwerten
der Koeffizienten ci der einzelnen Frequenzbänder wird ein Mittelwert bestimmt (Gleichung 5.11),
der als Schätzwert cˆi für den Störanteil dieser Sequenz dient.
cˆi =mean(|ci |)= 1
n
n
i=1
|ci | (5.11)
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Abbildung 5.10 Programmablaufplan des Enhanced Wavelet Denoising.
Um eine Robustheit gegenüber schnellen Störsignaländerungen zu gewährleisten, erfolgt eine
adaptive Anpassung des Mittelwerts der Störkoeffizienten zwischen den untersuchten Sequenzen
anhand eines Lernfaktors η (Gleichung 5.12).
∆Tnoise(cˆi )= η [mean(|ci |)−Tnoise (cˆi )] (5.12)
Wird dagegen in einem Signalabschnitt mittels SAD ein Spike erkannt, erfolgt auf Basis der adaptier-
ten Störkoeffizienten ci eine Modifikation der Koeffizienten durch soft threshold. In Abbildung 5.11
ist dieser Vorgang bildlich dargestellt.
In Abbildung 5.12 wird dieser Filtervorgang visuell dargestellt. Der blaue Kurvenverlauf steht
für ein real abgeleitetes Signal, das von einem unbekannten Rauschanteil überlagert wird. Der
rote Kurvenverlauf stellt das mittels VisuShrink entstörte Signal dar. Ein Unterschied zwischen
dem Rauschanteil des Originalsignals ist bereits erkennbar. Der grüne Signalverlauf wurde durch
Entstörung mithilfe des Enhanced Wavelet Denoising realisiert. Im Vergleich zum VisuShrink-Ver-
fahren konnte der Rauschanteil stärker reduziert werden.
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Abbildung 5.11 Zwischen zwei Aktionspotenzialen werden Koeffizienten zur adaptiven Schätzung
des Störanteils verwendet und bei Sequenzen mit Aktionspotenzialen zur Entstörung genutzt.
In Abbildung 5.13 sind die Spektren von real abgeleiteten Originalsignalen (blau), mittels Visu-
Shrink (rot) sowie Enhanced Wavelet Denoising (grün) gefilterten Signalen dargestellt. Das grün
dargestellte Spektrum zeigt eine deutliche Reduzierung der Störanteile im Vergleich zum roten
Spektrum. Besonders im oberen Frequenzbereich konnte dadurch eine weitere Reduzierung der
Störanteile gelingen.
Das beschriebene Prinzip ist für die aktuell verwendete Generation von Multielektroden-Arrays
konzipiert. Die räumliche Auflösung der Sensoren ist geringer als die Auflösung eines neurona-
len Netzes. Gelingt es, Sensormatrizen mit einer sehr hohen Auflösung zu etablieren, kann das
beschriebene Verfahren noch erweitert werden.
In Abbildung 5.14 werden zur Signalfilterung Referenzelektroden auf der Sensormatrix eingesetzt,
die sich in unmittelbarer Nachbarschaft zu einem Primärsensor befinden. Kann die Auflösung der
Sensoren im Vergleich zur Auflösung von Neuronen deutlich gesteigert werden, ist anzunehmen,
Abbildung 5.12 Vergleich zwischen Originalsignal (blau), mittels VisuShrink (rot) und Enhanced
Wavelet Denoising (grün) entstörtem Signal.
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Abbildung 5.13 Vergleich der Spektren des ungefilterten Originalsignals (blau), des mittels Vi-
suShrink (rot) und Enhanced Wavelet Denoising (grün) gefilterten Signals für zwei unterschiedliche
reale Signale.
dass nicht alle Sensoren Kontakt mit Neuronen haben und diese nur Störsignale ableiten. Ob ein
in Nachbarschaft befindlicher Sensor Kontakt mit einem oder mehreren Neuronen hat, lässt sich
durch einen Spike Activity Detector feststellen. Ist dies nicht der Fall, können die Sensoren als Refe-
renzsensor zur Modellierung der lokalen Rauschanteile verwendet werden.
Abbildung 5.14 Erweiterung von Enhanced Wavelet Denoising für hochauflösende Multielektroden-
Arrays.
5.6 Adaptives Verfahren zur Merkmalsextraktion
Die erkannten Aktionspotenziale im Signalverlauf liegen aus vorangegangener Bearbeitung in
extrahierter Form vor und sollen nachfolgend anhand gemeinsamer Merkmale gruppiert werden.
Dazu ist es notwendig, Merkmale aus den Kurvenverläufen zu extrahieren. Klassischerweise wird
dafür die Hauptkomponentenanalyse (PCA, engl. principal component analysis) genutzt. Die PCA
ist ein statistisches Verfahren, das die Kovarianzstruktur multivariater Daten dekorreliert. Durch die
Transformation vom Datenraum in einen Merkmalsraum lassen sich mithilfe weniger Komponen-
ten wesentliche Informationen aus einem Signalverlauf abbilden [333]. Das PCA-Verfahren kann
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zur Datenreduktion oder zur Gruppierung von Daten eingesetzt werden.
Das Verfahren wird hauptsächlich dann eingesetzt, wenn endliche Datensätze mit geringer Dimen-
sion verarbeitet werden sollen. Die Verwendung bei der Verarbeitung neuronaler Signale gestaltet
sich dagegen schwieriger, da es sich hierbei meist um sehr lange Datensätze handelt und deshalb
sehr viel Speicher notwendig ist. Bei der Ableitung von 64 Kanälen mit einer Abtastfrequenz von
20 kHz entstehen etwa 1,8 MB an Daten pro Sekunde, wobei sich Langzeitmessungen über Tage
und Wochen erstrecken können. Zudem lässt sich die PCA aufgrund von Matrizenoperationen nur
bedingt in Echtzeitsystemen verwenden.
Das nachfolgend untersuchte Verfahren basiert auf einem neuronalen Netzwerk, mit dessen Hilfe
Merkmale iterativ extrahiert werden können. Neben einer schnelleren Verfügbarkeit der Merkmale
für weitere Untersuchungen ist darüber hinaus ein deutlich geringerer Speicherbedarf für die
Verarbeitung notwendig, da einzelne Merkmale eines Aktionspotenzials sofort bestimmt und ohne
Zwischenspeicherung weiterverarbeitet werden können. Zur weiteren Analyse werden bis zu drei
Merkmale und der zugehörige Zeitstempel, bei dem dieses Aktionspotenzial detektiert wurde,
benötigt. Im Vergleich zum ursprünglich extrahierten Signalausschnitt, der abhängig von der
Abtastfrequenz aus bis zu 32 Abtastwerten bestehen kann, wird durch eine Merkmalsextraktion
eine deutliche Datenreduktion erzielt, die sich bei der Verarbeitung vieler Sensordaten positiv
auf die Verarbeitungsgeschwindigkeit auswirkt. In [234] konnte nachgewiesen werden, dass die
ersten drei Merkmale ca. 80 % der Signalenergie beinhalten und damit für eine weitere Verarbeitung
ausreichend sind.
Das Verhalten selbst organisierender neuronaler Netze ist dem der Hauptkomponentenanalyse sehr
ähnlich, da ihr Gewichtsvektor ω in Richtung globaler Eigenwerte konvergiert [334]. Lineare Neuro-
nen erster Ordnung können deshalb als Merkmalsextraktor eingesetzt werden [335].
Ein einfaches lineares Neuron (vgl. Abbildung 5.15) besteht aus m Eingängen xi mit i = 1...m.
Der Ausgangswert y eines Neurons (Gleichung 5.13) ergibt sich aus der Linearkombination der
Eingangswerte xi und ihren Wichtungen ωi [336].
y =
m
i=1
ωi xi (5.13)
Entsprechend der Hebb’schen Lernregel [337] erfolgt eine Anpassung des Wichtungsvektors anhand
der Ein- und Ausgangswerte sowie unter Zuhilfenahme eines Lernfaktors η. Aus Gleichung 5.14
ist erkennbar, dass Wichtungen ωi , deren Eingangswerte xi über eine hohe Korrelation mit dem
Ausgangswert y verfügen, stärker wachsen als jene mit geringerer Korrelation zwischen xi und y .
Große Eingangswerte auf ein und demselben Eingang xi besitzen deshalb einen hohen Einfluss auf
den Ausgangswert y eines Neurons.
ωi (n+1)=ωi (n)+ηy(n)xi (n) (5.14)
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Abbildung 5.15 Einfaches lineares neuronales Netz zur Extraktion von Hauptkomponenten.
Die Verwendung der einfachen Lernregel aus Gleichung 5.14 kann bei einer großen Anzahl an
Eingangswerten ohne Normierung zur Konvergenz im Unendlichen führen. Zudem kann mit einem
einzelnen linearen Neuron lediglich die erste Hauptkomponente bestimmt werden, weshalb dieses
Konzept durch Sanger (1989) [338] für eine beliebiger Anzahl j an Merkmalen sowie zur Normierung
der Ausgangswerte erweitert wurde (Gleichung 5.15 und 5.16).
y j (n) =
m
i=1
ω j ,i (n)xi (n) (5.15)
ω j ,i (n+1) = ω j ,i (n)+η

y j (n)xi (n)− y j (n)
j
k=1
ωk,i (n)yk (n)

(5.16)
Um dieses Verfahren für neuronale Signale zur analysieren, wurden zwei künstliche Signale ge-
neriert, die aus zwei bzw. drei unterschiedlichen Units bestehen. Mit Hilfe der klassischen und
der neuronalen PCA sollen aus beiden Signalen jeweils zwei Merkmale mit der größten Varianz
berechnet werden. Diese Merkmale werden jeweils in einer zweidimensionalen Darstellung grafisch
gegenüber gestellt, um zu überprüfen, ob die neuronale PCA im Vergleich zur klassischen PCA
identische Cluster bestimmt.
In Abbildung 5.16 ist das Ergebnis von zwei unterschiedlichen Units jeweils für die klassische (linke
Abbildung) und neuronale (rechte Abbildung) Hauptkomponentenanalyse dargestellt. In beiden
Fällen sind die zu erwartenden zwei Cluster erkennbar. Aufgrund der Verwendung eines künstlich
erzeugten Signals ist die Quelle des jeweiligen Aktionspotenzials bekannt, so dass Merkmale aus
Unit 1 in blau und Merkmale aus Unit 2 in rot dargestellt werden. In beiden Fällen ist eine richtige
Zuordnung zum jeweiligen Cluster erkennbar, da Merkmale mit gleicher Farbgebung Gruppen
bilden.
In Abbildung 5.17 wurden Merkmale aus drei unterschiedlichen Units mit Hilfe der klassischen (lin-
ke Abbildung) und neuronalen (rechte Abbildung) extrahiert. Auch hier ist eine korrekte Clusterung
der drei farblich markierten Units erkennbar.
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Abbildung 5.16 Visueller Vergleich der Merkmalsextraktion zwischen klassischer (links) und neu-
ronaler (rechts) PCA eines künstlich erzeugten Signals bestehend aus zwei Units.
Abbildung 5.17 Visueller Vergleich der Merkmalsextraktion zwischen klassischer (links) und neu-
ronaler (rechts) PCA eines künstlich erzeugten Signals bestehend aus drei Units.
Anhand der Verwendung künstlicher Signale, bei denen die Ursprungsunit bekannt ist, ist erkenn-
bar, dass das neuronale Verfahren zur Extraktion von Merkmalen sowohl die korrekte Anzahl an
Units als auch deren Zuordnung ermittelt. Im direkten Vergleich mit der klassischen Hauptkompo-
nentenanalyse sind unter diesen Gesichtspunkten keine Unterschiede feststellbar.
In Abbildung 5.18 wurden die mittels klassischer (links) und neuronaler (rechts) PCA extrahierten
Merkmale vier unterschiedlicher realer Datensätze dargestellt. Aufgrund der unbekannten Anzahl
der vorhandenen Units kann hierbei keine Einfärbung realer Cluster erfolgen. Deutlich ist dennoch
bei beiden Verfahren eine Trennung der Cluster erkennbar.
Obwohl die mittels neuronaler PCA erzeugten Cluster auf der rechten Seite nahezu identisch
mit denen auf der linken Seite sind, ist im Vergleich zur klassischen PCA meist eine weniger
eindeutige Trennung erkennbar. Die Ursache dafür liegt im iterativen Prozess der neuronalen PCA
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Abbildung 5.18 Vergleich zwischen Offline-PCA (linke Spalte) und Online-PCA (rechte Spalte) für
vier unterschiedliche Sensoren bei realen Daten.
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begründet.
Eine grafische Darstellung der Merkmale aus der gesamten Messung birgt hierbei die Gefahr, dass
„wandernde“ Cluster im Verlauf einer Messung mit anderen Clustern überlappen. Durch Bewegung
von Neuronen auf einem Sensor kommt es zur Veränderung der Signalform und dadurch auch
zur Verschiebung von Merkmalen. Mit der klassischen PCA sind diese Merkmalsveränderungen
kaum detektierbar. Die neuronale PCA hingegen ermöglicht durch Entfernung älterer Merkmale
(aus der Darstellung) eine kontinuierliche Anpassung an sich ändernde Merkmale sowie deren
Cluster.
Durch den Vergleich mittels künstlicher und realer Daten konnte nachgewiesen werden, dass
die neuronale PCA sowohl die richtige Anzahl an Clustern ermittelt, als auch eine korrekte Grup-
pierung gleicher Eigenschaften erzielt. Der Vorteil gegenüber der klassischen PCA liegt in einem
geringeren Speicherbedarf und in einer deutlich schnelleren Verfügbarkeit der Merkmale für weitere
Analyseschritte.
Aufgrund ihrer iterativen Arbeitsweise gelingt es, Veränderungen von Merkmalen aufgrund von
Bewegungen bei Neuronen auf der Sensoroberfläche zu erkennen und zu berücksichtigen. Dar-
über hinaus fallen durch die adaptive Berechnung der Merkmale Datensätze mit kurzzeitigen
Abweichungen infolge von Störeinflüssen kaum ins Gewicht, weshalb dieses Verfahren robuster
gegenüber Störungen ist.
5.7 Clusteranalyse extrahierter Merkmale
Im vorherigen Verarbeitungsschritt, der Merkmalsextraktion, wurden bereits Merkmale in einem
zweidimensionalen Diagramm dargestellt, so dass Aktionspotenziale aus dem gleichen Neuron
eine Anhäufung von Punkten im selben Diagrammbereich bilden. Die unterschiedlich starken
Streuungen sind dabei den Störungen geschuldet. Im finalen Verarbeitungsschritt soll mit Hilfe
der Clusteranalyse eine Gruppierung der Daten erfolgen, wobei Punktwolken mit einer hohen
Dichte einem bestimmten Neuron zugeordnet werden können. Primäres Ziel ist dabei ein au-
tomatisches Auffinden der Gruppen, weshalb nur unüberwachte Verfahren untersucht werden
sollen.
Eine sehr einfache Methode, Stichproben ihren natürlichen Clustern zuzuordnen, wurde bereits in
Abschnitt 3.4 beschrieben. Das als k-means bekannte Verfahren ist ein zentrumsbasierter Clusteral-
gorithmus, bei dem n Stichproben xi mit i = 1...n anhand eines Kriteriums jeweils einem Zentrum
c j mit j = 1...k zugeordnet werden. Das Kriterium bei k-means ist der minimale Abstand einer
Stichprobe xi zu einem Zentrum c j entsprechend Gleichung 5.17.
KM=
n
i=1
min
j∈{1...k}
xi − c j2 (5.17)
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So mathematisch einfach dieses Verfahren ist, besitzt es für den Einsatz beim Spike sorting zwei
entscheidende Nachteile. Der erste Nachteil besteht in der manuellen Vorgabe der Anzahl k an
Clustern, zu denen die Stichproben xi anhand des Abstandskriteriums eingeordnet werden. Eine
Bestimmung von k anhand statistischer Werte ist beim k-means nicht möglich und damit auch
kein automatisches Clustern. Zudem erfolgt die Anfangsplatzierung der Cluster c j anhand zufäl-
liger Werte und kann einen sehr großen Einfluss auf Störungen und die Leistungsfähigkeit des
Algorithmus haben [339]. Der zweite Nachteil ist der rechnerische Aufwand für das Clustern großer
Datensätze. Nach der Zuordnung einer Stichprobe xi zu einem Cluster c j muss jeweils der neue
Mittelpunkt µ j des jeweiligen Clusters bestimmt werden. Mit steigender Anzahl an Stichproben
wächst damit automatisch der Berechnungsaufwand.
Diese Nachteile führten zur Entwicklung von x-means [339]. Dieses Verfahren zur Clusterung von
Daten basiert zwar auf dem k-means-Verfahren, bestimmt und optimiert aber unter Zuhilfenahme
weiterer Kriterien automatisch die Anzahl der Cluster k. Eine weitere Optimierung führt dazu,
dass große Datensätze effizienter geclustert werden und somit im Vergleich zu k-means weniger
Berechnungsaufwand notwendig ist.
x-means startet mit einem minimalen Wert für k und ermittelt die Zugehörigkeit der Stichproben
anhand des Abstandskriteriums. Anschließend wird jedes lokale Cluster in zwei Untercluster (k = 2)
geteilt, wobei die neuen Clustermittelpunkte proportional vom ursprünglichen Cluster entfernt
platziert werden. Durch die Berechnung des Bayesschen Informationskriteriums (BIC) wird ent-
schieden, ob die neu eingefügten Cluster zur Verbesserung der Clusterstruktur führen [339]. Wenn
dies nicht der Fall ist, werden die Untercluster wieder entfernt.
In Abbildung 5.19 wurden mit Hilfe künstlicher Daten sowie dem in Abschnitt 5.6 beschriebenen
Verfahren jeweils zwei Datensätze mit zwei bzw. drei Units erzeugt. Mit Hilfe von x-means wurden
exemplarisch in allen vier Fällen die richtige Anzahl an Clustern bestimmt. Die rot dargestellten
Werte bilden den jeweiligen Mittelpunkt eines Clusters. Sind die Anzahl und Mittelpunkte der
Cluster bekannt, können Merkmale mit einer entsprechenden Abstandsmetrik einem Cluster und
damit einer Unit zugeordnet werden.
5.8 Zusammenfassung
In Kapitel 5 erfolgte die Analyse von Arbeitsschritten, die beim Spike sorting bisher entweder
nur offline oder durch teilweise manuell ausgewählte Parameter realisiert werden konnten. Diese
Arbeitsschritte sind i) die Filterung des Eingangssignals, ii) die Extraktion von Merkmalen und iii)
die Clusterung ähnlicher Merkmale.
Für die Filterung des Eingangssignals besitzt die diskrete Wavelet-Transformation aufgrund ih-
rer mathematischen Effizienz und ihren besseren spektralen Analyse-Eigenschaften gegenüber
klassischen FIR-Filtern deutliche Vorteile. Zudem kann die spektrale Zerlegung zum einen zur
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Abbildung 5.19 Automatische Bestimmung der Anzahl der Cluster mit x-means für drei (obere
Zeile) bzw. zwei Cluster (untere Zeile).
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effizienten Analyse der Rauscheigenschaften und zum anderen zur gezielten Manipulation ausge-
wählter Frequenzbereiche eingesetzt werden. Voraussetzung dafür ist die Wahl eines geeigneten
Wavelets, welche gleiche oder ähnliche spektrale Eigenschaften wie die zu analysierenden Zielfre-
quenzen aufweisen. Anhand von Beispielsignalen wurden die Filtereigenschaften mittels zweier
Messmethoden von 12 unterschiedlichen Basis-Wavelets gegenübergestellt und deren Performance
verglichen.
Bei der Verarbeitung endlicher Signalausschnitte kommt es an den Grenzen bei der Filterung mittels
Wavelets zu starken Signalverzerrungen und Artefakten, die bei der weiteren Auswertung zu höhe-
ren Fehlerraten führen. Dafür werden in der Literatur verschiedene Formen der Signalerweiterung
vorgeschlagen. Bei dynamischen Signalen erzielen jedoch auch diese Signalerweiterungsverfah-
ren nur bedingte Verbesserungen. Als Alternative wurde ein Verfahren vorgeschlagen, dass nicht
auf der künstlichen Erweiterung der Signale beruht, sondern überlappende Signale verwendet.
Diese Form der Signalerweiterung erhöht zwar die Redundanz bei der Berechnung der Wavelet-
Koeffizienten, führt aber im Vergleich zu herkömmlichen Erweiterungsmethoden zu deutliche
geringeren Artefakten und verringert damit die Fehlerrate aufgrund falsch erkannter Spikes (false
negatives).
Einen weiteren Untersuchungsschwerpunkt stellt die Filtermethode dar. Klassischerweise wird das
Eingangssignal mittels Wavelet-Transformation in mehrere spektrale Komponenten zerlegt, wobei
eine Rauschminderung anhand fixer Parameter und spektraler Bänder erfolgt. Abgeleitete Signale
besitzen jedoch eine sehr hohe Dynamik und Komplexität in Hinblick auf ihre Amplitude und den
auftretenden Frequenzbereichen von Stör- als auch Nutzsignalen. Durch eine ungeeignete Wahl
von fixen Parametern für die Eingangsfilterstufen können unter bestimmten Voraussetzungen die
falschen oder zu wenig Frequenzbereiche gedämpft werden. Als Alternative werden hierfür zwei
Verfahren vorgestellt. Das erste Verfahren basiert auf der Annahme, dass Störsignale quasistationär
während des gesamten Signalverlaufs vorhanden sind; Aktionspotenziale jedoch nur in diskreten
Zeiträumen auftreten. Lässt man das Filter auf mehreren spektralen Bändern zwischen den Akti-
onspotenzialen die Rauscheigenschaften adaptieren und deaktiviert die Adaption während eines
Aktionspotenzials, können deutlich mehr Störanteile entfernt werden.
Das zweite Verfahren nutzt die vorhandenen Sensoren auf einem MEA als Referenzsignal. Während
bisher Sensoren auf einem MEA als isoliert betrachtet wurden, können benachbarte Sensoren zur
Rauschanalyse und -minderung eingesetzt werden. Dabei wird angenommen, dass ein Großteil
auftretender Rauschsignale global von allen Sensoren abgeleitet werden. Wird von einem Sensor
ein Aktionspotenzial abgeleitet, so können die Rauschsignalanteile aus benachbarten Sensoren zur
Filterung verwendet werden.
Einen dritten Untersuchungsschwerpunkt stellt die Separation bzw. Extraktion von Merkmalen
dar, die für die Clusterung bzw. Klassifikation notwendig sind. Klassischerweise wird dazu die
Hauptkomponentenanalyse (engl. PCA) eingesetzt. Diese benötigt jedoch eine sehr große Anzahl
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an Stichproben, um Merkmale zu extrahieren und eignet sich deshalb nur bedingt zur Online-
Analyse. Als Alternative wurde ein neuronales Netz untersucht, welches in der Lage ist, ebenfalls die
Hauptkomponenten des Eingangssignals zu extrahieren. Im Unterschied zur klassischen PCA erfolgt
die Berechnung adaptiv und passt sich mit jeder Stichprobe an. Daraus ergibt sich ein weiterer und
nicht unwesentlicher Vorteil gegenüber dem Offline-Verfahren: Ändert sich die Lage der Neuronen
zum Sensor im zeitlichen Verlauf, passen sich die extrahierten Merkmale kontinuierlich an, wobei
ältere Merkmale langsam verschwinden. Bei der Offline-Berechnung mittels klassischer PCA können
sich große und überlappende Cluster bilden, deren Grenzen nur sehr schwer erkennbar sind und
selbst bei einer manuellen Clusterung Probleme bei der Separation bilden.
Einen letzten Untersuchungsschwerpunkt stellt die Clusteranalyse dar. Bisher wurden keine Ver-
fahren für eine vollständig automatisierte Clusteranalyse gefunden. Den besten Ansatz stellte
bisher ein Verfahren dar, welches als k-means bezeichnet wird. Dieses Verfahren findet Cluster
anhand einer vorgegebenen Anzahl. Die tatsächliche Anzahl an abgeleiteten Signalen ist jedoch
vorher nicht bekannt und kann sich während einer Messung ändern. Das untersuchte Verfahren
x-means verwendet zusätzliche Kriterien, die eine dynamische und automatische Bestimmung
von k ermöglicht.
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6 Bewertung und Diskussion
Die zunehmende Erhöhung von Sensoren auf einem Multielektroden-Array und die damit einher-
gehende Zuwachsrate an simultan abgeleiteten Signalen führt dazu, dass sie in manueller Form nur
noch mit sehr hohem Aufwand auswertbar sind. Für einen optimalen Einsatz der MEA-Technologie
spielt der Faktor Zeit und ein hoher Grad an Automatisierung der Einzelabläufe eine wichtige Rolle.
Die abgeleiteten Signale sollen möglichst in Echtzeit verarbeitet werden, so dass Ereignisse in den
einzelnen Zellen unmittelbar nach ihrem Auftreten zur weiteren Analyse zur Verfügung stehen.
Zum anderen wird die Weiterentwicklung von Sensorarrays durch die nur teilweise automatischen
Signalauswerte- und analyseverfahren gebremst. Sofern die momentan eingesetzten Methoden
weiterhin manuelle Verarbeitungsschritte zur Signalanalyse benötigen, ist davon auszugehen,
dass durch die verfügbaren 64- bzw. 128-Sensor-Systeme die Grenze der manuellen Signalanaly-
se erreicht ist. Um die Vorteile der MEA-Technologie effizient ausnutzen zu können und deren
Weiterentwicklung voranzutreiben, ist eine vollständig automatisierte Signalverarbeitungskette
notwendig.
In dieser Arbeit wurden deshalb aktuelle Verfahren zur Filterung, Merkmalsextraktion und Cluster-
analyse genauer untersucht und Lösungsansätze für weitere Automatisierungsschritte aufgezeigt.
Die einzelnen Verfahren sollen nun ausführlich diskutiert werden, wobei jeweils die Stärken aber
auch Schwächen der untersuchten Methoden aufgezeigt werden.
Vorwegzunehmen ist allerdings, dass auch bei der Ableitung der Signale mit planaren Elektroden
weiterhin Verbesserungen notwendig sind, um ein Optimum an Signalrauschabstand zu erzielen.
Als besonders hervorzuheben ist hierbei der Abstand der Zellen und der Sensoren, der aufgrund
der kapazitiven Ableitung mit den aktuell verfügbaren Sensorarchitekturen entsteht und dazu
führt, dass Signalpegel ähnliche Amplituden wie Rauschanteile besitzen [5]. Des Weiteren wird die
Signalqualität als auch -dynamik
• von der Art des Mediums (z.B. Leitfähigkeit, Kapazität) in dem sich die Zellen befinden;
• von der Art des Kontakts zwischen Zelle und Sensor, der im Wesentlichen durch die Kontakt-
fläche und dem Abstand zwischen Zelle und Elektrode beeinflusst wird;
• von der Oberflächenbeschaffenheit, dem Material, der Geometrie und der Impedanz der
Elektroden;
• und letztendlich von den eingesetzten analogen und digitalen Signalverarbeitungskompo-
nenten
beeinflusst, so dass sich für die Vielzahl an vorhandenen Sensor- und Zelltypen kein einzelnes und
gleichzeitig optimales Verarbeitungsverfahren finden lassen wird. Generell ist jedoch anzuneh-
men, dass die vielfach eingesetzten Verfahren mit manueller bzw. fixer Parameterauswahl durch
lern- und anpassungsfähige Algorithmen zu ersetzen sind, um den hohen Grad der Signaldyna-
mik und die Ungewissheit der im Signal vorhandenen Informationen optimal zu berücksichti-
gen.
6.1 Signalfilterung
Aufgrund der relativ großen Abstände (≥ 50 nm) zwischen Zellen und Elektrode bei der kapazitiven
Ableitung ist das Verhältnis der Signalamplituden von Aktionspotenzialen und Störanteilen bisher
nur sehr gering und damit einer der Haupteinflussfaktoren bei der optimalen Auswertung und
Analyse der Signale. Bisher haben sich für eine zerstörungsfreie Signalableitung noch keine anderen
Sensortypen etabliert, so dass der erste Verarbeitungsschritt aus einer optimalen Trennung von
Aktionspotenzialen und Störsignalanteilen besteht. Untersuchungen haben gezeigt, dass die Ver-
wendung der Wavelet-Transformation als Filterstufe aufgrund ihrer effizienten spektralen Zerlegung
und der einfachen Manipulation einzelner Frequenzbänder Vorteile gegenüber herkömmlichen
Methoden wie bspw. FIR-Filtern bietet [169]. Im Gegensatz zu einfachen FIR-Filtern erfolgt bei
der Wavelet-Transformation eine spektrale Zerlegung der im Signal vorhandenen Frequenzen. Die
Grundlage dafür bilden geeignete Basis-Wavelets, die möglichst ähnliche Frequenzanteile wie die
zu analysierenden Aktionspotenziale aufweisen. Ein optimales Basis-Wavelet zeichnet sich dadurch
aus, dass nach der Wavelet-Transformation die resultierenden Wavelet-Koeffizienten besonders
hohe Werte annehmen, wenn an dieser Stelle ein Aktionspotenzial im Signalgemisch vorhanden
ist. Gleichzeitig sollten sich optimalerweise diese deutlich von anderen Signalanteilen, wie bspw.
Störsignalen, unterscheiden.
In der Literatur werden bisher unterschiedliche Basis-Wavelets zur Signalfilterung eingesetzt, ohne
dass deren Filterwirkungen und -einflüsse bei neuronalen Signalen bisher genauer untersucht
worden sind. Eine genaue Untersuchungen gestaltet sich aber auch relativ schwierig, da kaum ein
Signal dem anderen gleicht und die Vielzahl unterschiedlicher Parameter beliebig kombinierbar
sind. Abhängig von der Lage, der Größe und des Abstands eines Neurons zu einer Elektrode ver-
ändern sich Signalamplitude und -form nicht nur bei verschiedenen Messungen, sondern auch
während einer Messung infolge von Wachstums- und Verschiebungsprozessen. In Abschnitt 5.3
erfolgte deshalb ein Vergleich der Filterergebnisse von häufig verwendeten Basis-Wavelets anhand
künstlich erzeugter Signale, um unkontrollierbare Einflüsse, wie sie in realen Signalen vorkommen,
gering zu halten.
Die verwendeten Signale wurden mit Hilfe ausgewählter Basis-Wavelets in sechs Frequenzan-
teile zerlegt, verschiedenartige Verfahren zur Rauschminderung (Denoising, Detrending sowie
eine Kombination aus beiden Verfahren) angewandt und das rücktransformierte Zeitsignal mit
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dem rauschfreien Originalsignal verglichen. Für den Vergleich wurde die Kovarianz und die Be-
rechnung des mittleren quadratischen Fehlers (RMSE) genutzt, da beide Verfahren bei dieser
Art von Vergleichen häufig eingesetzt werden. Generell wurde festgestellt, dass beide Vergleichs-
verfahren bei unterschiedlichen Denoising- und Detrending-Ansätzen zum gleichen Ergebnis
führen, so dass die Wahl der Vergleichsmethode für eine qualitative Aussage hierbei keine Rolle
spielt.
Gleichzeitig erfolgten weitere Untersuchungen anhand unterschiedlicher Ansätze für das Detren-
ding und das Denoising. Beim sog. Detrending werden durch Entfernen (Nullsetzen) der Wavelet-
Koeffizienten im Detail- und Approximationsband cD5 und c A5 jeweils die niederfrequenten
Signalanteile bis zu einer Grenzfrequenz fc ≈ 300Hz entfernt, um das Signal einerseits vom Gleich-
anteil zu befreien, aber auch um niederfrequente Störanteile zu entfernen, die unter anderem
durch lokale Feldpotenziale entstehen. Hochfrequente Störanteile sind in den abgeleiteten Si-
gnalen dominanter und aufgrund ihrer hohen Bandbreite deutlich schwerer zu minimieren. Die
Wahl des Wavelets beim Detrending besitzt dabei jedoch keine größeren Auswirkungen. Anders
verhält es sich bei hochfrequenten Signalanteilen. Um hochfrequente Signalanteile zu reduzie-
ren, wird das Denoising eingesetzt. Dazu wird ein Schwellwert σnoise aus den Koeffizienten eines
oder mehrerer Frequenzbänder berechnet, in denen hauptsächlich Störanteile vermutet werden.
Dieser Wert dient der Modifikation der Wavelet-Koeffizienten (hard threshold, soft threshold) zur
Filterung.
Erfolgt eine Schätzung der Rauschanteile für σnoise über cD1, erzielten bei den verwendeten Test-
signalen mit einem Signal-Rauschabstand (SNR) von 1 dB bis 20 dB die Basis-Wavelets Symlet-5,
Biorthogonal-1.3 und Biorthogonal-1.5 nach der Filterung die größte Korrelation mit dem rausch-
freien Originalsignal. Generell entstehen aber im direkten Vergleich mit den anderen Basis-Wavelets
keine signifikant großen Unterschiede. Deshalb ist es hier denkbar, Basis-Wavelets mit einer ge-
ringen Anzahl von Filter-Koeffizienten einzusetzen, um den Berechnungsaufwand klein zu halten.
Eine signalabhängige Wahl von Basis-Wavelets wie sie bspw. in [340] vorgeschlagen wird, erscheint
sehr aufwändig, da zusätzlich ein Maß gefunden werden muss, um das optimale Basis-Wavelets zu
identifizieren. Aufgrund der geringen Unterschiede in der Korrelation mit dem Originalsignal wird
jedoch vermutet, dass sich ein Mehraufwand zur Bestimmung eines optimalen Wavelets während
der Laufzeit nicht lohnt.
Die Bestimmung der Schwellwerte σnoise für die Modifikation der Wavelet-Koeffizienten kann auf
mehreren Grundlagen erfolgen. Eine am häufigsten eingesetzte Variante ist die Abschätzung der
durchschnittlichen Koeffizientenwerte aus dem Detailband cD1. Dieses Band besteht im Wesent-
lichen aus hochfrequenten Signalanteilen, die nur noch sehr wenige Frequenzen von Aktions-
potenzialen beinhalten. Dadurch werden zwar Frequenzanteile von Aktionspotenzialen weniger
verfälscht, allerdings bleiben dadurch Störanteile aus anderen Frequenzbändern unberücksich-
tigt.
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Eine weitere Möglichkeit der Schätzung von σnoise kann auf Basis jedes einzelnen Koeffizienten-
bandes (cD1, ...,cD5) erfolgen. Der Vorteil dieser Variante ist, dass Störanteile aus allen Frequenz-
bändern berücksichtig werden. Allerdings ist darauf zu achten, dass das Verfahren zur Bestim-
mung von σnoise nach [170, 326] nicht zwischen Koeffizienten aus Stör- und Nutzfrequenzanteilen
unterscheiden kann. Dadurch besteht eine hohe Wahrscheinlichkeit, dass Frequenzanteile von
Aktionspotenzialen ebenfalls stark gedämpft werden.
Der Vergleich beider Varianten zur Bestimmung von σnoise aus einem (cD1) bzw. aus allen (cD1, . . .,
cD5) Koeffizientenbändern und die Modifikation der Koeffizienten auf Basis der Schätzwerte für
σnoise zeigt, dass die Korrelation zwischen erster Variante und dem Originalsignal höher ist. Ähnlich
der ersten Untersuchung, bei derσnoise nur aus Koeffizienten aus cD1 geschätzt wurde, erzielen das
biorthogonale-1.3- und biorthogonale-1.5-Wavelet bei der Bestimmung von σnoise aus cD1 bis cD5
die besten Filterergebnisse. Beide Fehlermessvarianten (Kovarianz und RMSE) zeigen aber, dass ein
Denoising anhand der Koeffizienten cD1 einen kleineren Fehler verursacht.
Theoretisch sollte eine optimale Rauschminderung des Signals erreicht werden, wenn individu-
elle Störanteile aus jedem einzelnen Frequenzband bei der Filterung berücksichtigt werden. Bei
den untersuchten Signalen werden durch das in [326] vorgeschlagene Verfahren zur Filterung
neuronaler Signale bessere Ergebnisse erzielt, wenn eine Schätzung für σnoise anhand eines einzel-
nen Frequenzbandes erfolgt (hier cD1), welches nur den hochfrequenten Signalanteil beinhaltet.
Dieses Verfahren scheint deshalb für die Filterung neuronaler Signale nicht das Optimum darzu-
stellen.
Zusätzlich zur Berechnung der Fehler zwischen gefiltertem Signal und Originalsignal wurde ein
visueller Vergleich zwischen beiden Signalen durchgeführt (vgl. Abbildung 5.6 auf Seite 55). Hierbei
zeigt sich, dass auch eine Filterung mittels Wavelets zu Signalverzerrungen und teilweise (beim
Symlet-5-Wavelet) zu starken Dämpfungen führt. Berücksichtigt wurden bei der Untersuchung Si-
gnalrauschabstände (SNR) von 5 dB (blau), 10 dB (grün) und 15 dB (rot). Die Rauschsignale wurden
mit Hilfe eines stochastischen Prozesses für jeden Signalrauschabstand separat erzeugt und an-
schließend additiv überlagert. Die gefilterten Signale weisen allerdings für alle drei Signalrauschab-
stände ähnliche Verzerrungen und Dämpfungen auf, so dass deren Ursache nicht im Rauschsignal,
sondern in der Methode zur Bestimmung von σnoise, Tnoise bzw. der Modifikation der Koeffizienten
zu suchen ist.
Dass Wavelets bei der Entstörung neuronaler Signale anderen Filtermethoden vorzuziehen sind,
wurde in [169] gezeigt. Die Untersuchungen in dieser Arbeit lassen vermuten, dass zumindest
das VisuShrink-Verfahren nach [170] für die Entstörung neuronaler Signale noch kein Optimum
darstellen. Generell ist aber die Verwendung der Wavelet-Transformation für eine mathematisch
effiziente spektrale Zerlegung und die Möglichkeit der gezielten Modifikation von Koeffizienten
der richtige Weg. Weitere Untersuchungen sollten am Schätzverfahren zur Bestimmung der im
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Signal befindlichen Rauschanteile sowie den Verfahren zur Modifikation von rauschbehafteten
Wavelet-Koeffizienten durchgeführt werden.
Verarbeitung finiter Signale
Ein weiterer Untersuchungspunkt war die Verwendung endlicher Signalausschnitte in Verbindung
mit der Modifikation von Wavelet-Koeffizienten zur Filterung. Sollen kontinuierliche Signale in
Echtzeit analysiert werden, müssen sie zum Zwecke der Verarbeitung in finite Signalausschnitte
unterteilt werden. Die Sequenzlängen sollten sich dabei an der Mindestanzahl an Abtastwerten für
die jeweilige Wavelet-Transformation richten (vgl. auch Tabelle 5.1). An den Rändern der Signal-
ausschnitte kommt es jedoch zu Artefakten, die infolge der Modifikation der Koeffizienten durch
das Detrending und Denoising auftreten. Diese Artefakte haben eine besonders starke Ausprägung,
wenn Signalränder durch einen starken Anstieg gekennzeichnet sind. Das Detrending, also die
Modifikation der tiefen Frequenzanteile (cD5 und c A5), hat dabei einen stärkeren Einfluss auf
die Artefaktbildung als das Denoising. Die aus der Modifikation der Koeffizienten resultierenden
Artefakte sind durch einen starken Anstieg oder Abfall der Amplitude gekennzeichnet, wobei Grö-
ßenordnungen ähnlich der von Aktionspotenzialen erreicht werden. Die Artefakte werden durch
die Spikeerkennung ebenfalls extrahiert und führen bei nachfolgenden Verarbeitungsschritten zu
einer höheren Fehlerrate.
Die Ursache für die Artefakte an den Signalrändern wird in der künstlichen Signalerweiterung
vermutet. Um diese zu reduzieren, wurden in [341] unterschiedliche Verfahren zur künstlichen
Signalergänzung vorgeschlagen. Bei neuronalen Signalen erzielen die Erweiterungsverfahren nur
minimale Verbesserungen, was im Wesentlichen auf die instationären Signaleigenschaften zurück-
geführt werden kann. Als Alternative dazu wurde ein Verfahren vorgeschlagen, welches auf der
Verwendung der tatsächlichen Werte basiert. Dabei muss zwar eine höhere Zeitverzögerung und
eine redundante Verarbeitung in Kauf genommen werden, die Artefakte an den Übergangsstellen
wurden aber deutlich reduziert. Untersuchungen mit simulierten als auch realen neuronalen Si-
gnalen erzielten im Vergleich zu den Signalerweiterungsmethoden aus [341] deutlich geringere
Störungen.
Beim Detrending wurden bisher die Koeffizienten aus cD5 und c A5 vollständig gelöscht bzw.
auf Null gesetzt. Hierfür sollten weitere Methoden untersucht werden, bei der die Koeffizien-
ten ähnlich dem Denoising modifiziert werden und damit zu einer geringeren Artefaktbildung
führen.
Erweitertes waveletbasiertes Entstören
Bei der Analyse des Filterverfahrens nach Donoho [170] wurde festgestellt, dass die Bestimmung
von σnoise anhand eines Frequenzbandes und die anschließende Modifikation der Koeffizienten
nur dann zu einer optimalen Entstörung führt, wenn die Rauschleistung über dem gesamten
Frequenzbereich konstant ist oder nur im oberen Frequenzbereich auftritt. Dies trifft vor allem
auf künstlich erzeugte Signale zu. Bei realen Signalen können Störanteile ungünstiger verteilt sein.
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Um individuelle Störanteile aus jedem einzelnen Frequenzband optimal zu entfernen, wurde in
Abschnitt 5.5 ein neues Verfahren vorgeschlagen.
Das Verfahren nach [170] wird aufgrund der ursprünglichen Entwicklung zur Entstörung von
Bildsignalen als VisuShrink bezeichnet und auch häufig bei der Entstörung neuronaler Signale
eingesetzt [199, 223]. Im Vergleich zu Bildsignalen treten Aktionspotenziale nur in diskreten Zeit-
abschnitten auf. Störsignale dagegen sind quasistationär im gesamten Signalverlauf vorhanden.
Unter der Annahme, dass eine zuverlässige Erkennung von Aktionspotenzialen auch ohne vor-
herige Entstörung möglich ist, kann eine genauere Abschätzung der Störfrequenzen über einen
größeren Frequenzbereich mit dem in Abschnitt 5.5 vorgestellten Verfahren erfolgen. Zur Schät-
zung der Rauschanteile werden dabei die Signalausschnitte zwischen zwei Aktionspotenzialen
verwendet.
Für die zuverlässige Erkennung von Aktionspotenzialen aus einem ungefilterten Signal wurden drei
unterschiedliche Verfahren untersucht. Der Teager Energy Operator (TEO) [214] konnte durch Tests
als bestes Verfahren ermittelt werden. TEO benötigt im Vergleich zu den zwei anderen Verfahren die
wenigstens mathematischen Operationen und kann darüber hinaus zuverlässig Aktionspotenziale
auch bei sehr niedrigen Signalrauschabständen detektieren. Für die Verwendung bei den untersuch-
ten Signalen wurde das ursprüngliche Verfahren leicht modifiziert, da es bei neuronalen Signalen
in dieser Form zu einer besseren Erkennung von Aktionspotenzialen führt. Weitere Informationen
dazu sind in Anhang B zu finden.
Mit Hilfe des TEO werden vor der Entstörung kurze Signalausschnitte (1024 Abtastwerte, ca. 5 ms)
auf das Vorhandensein von Aktionspotenzialen untersucht. Wird in einem Signalausschnitt kein
Aktionspotenzial erkannt, werden die Wavelet-Koeffizienten des jeweiligen Frequenzbandes zur
Schätzung der Rauschinformationen genutzt. Um stark instationäre Schwankungen auszugleichen,
erfolgt die Anpassung des Schätzwertes auf Basis vorangegangener Werte mit Hilfe eines Lernfak-
tors η. Durch Modifikation von η kann eine schnellere oder langsamere Anpassung instationärer
Schwankungen erfolgen. Für die eigenen Untersuchungen wurde für η der Wert 0,02 empirisch
ermittelt.
In Tests mit realen und künstlich erzeugten Signalen konnte nachgewiesen werden, dass das
Enhanced Wavelet Denoising im Vergleich zu VisuShrink vor allem bei realen Signalen eine bessere
Entstörung erzielt (vgl. Abbildung 5.13, S. 61). Im Unterschied zu realen Signalen werden bei
künstlich erzeugten Signalen Störungen vor allem in Form von hochfrequenten Signalanteilen
überlagert [315], die sich auch mittels VisuShrink wieder optimal entfernen lassen. Befindet sich die
Hauptenergie der Störanteile jedoch nicht im oberen Frequenzband, kann mit VisuShrink ebenfalls
nicht der optimale Wert für σnoise geschätzt werden. Das Enhanced Wavelet Denoising-Verfahren
dagegen ermittelt ein optimales σnoise aus jedem einzelnen Frequenzband und bestimmt Tnoise
vollständig adaptiv für jedes individuelle Frequenzband. Abhängig von den Rauschanteilen in
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den einzelnen Frequenzbändern wird Tnoise entsprechend angepasst und die rauschbehafteten
Wavelet-Koeffizienten werden modifiziert.
In Abbildung 6.1 wurden Signale mit unterschiedlichen Signalrauschabständen (SNR=3,2; 2,3
und 1,6) einmal mit VisuShrink und mit Enhanced Wavelet Denoising gefiltert und anschließend
die Merkmale mittels Hauptkomponentenanalyse bestimmt und dargestellt. Zu erkennen sind
jeweils 2 Units, die entsprechend ihres Ursprungs farblich dargestellt sind. Bei beiden Verfahren
wird eine hohe Interclustervarianz (Entfernung von zwei unterschiedlichen Clustern) erzielt. Die
Intraclustervarianz (Streuung von Werten innerhalb eines Clusters) konnte mittels EWD verkleinert
werden. Die Gründe dafür sind in der adaptiven Anpassung von Tnoise zu suchen. Kurzzeitige
Signalschwankungen werden beim EWD besser berücksichtigt und führen zu einer geringeren
Intraclustervarianz.
Ein kritischer Punkt bei der Verwendung von Enhanced Wavelet Denoising ist die Wahl der Fens-
terlänge, in denen vor der Filterung mögliche Aktionspotenziale erkannt werden müssen. Für
die Untersuchungen wurde der TEO über 1024 Abtastwerte berechnet. Sobald im Signal andere
Komponenten als Störsignale vorhanden sind, wächst dieser Wert stark an und ist ein Zeichen für
das Vorhandensein von Aktionspotenzialen. Wird ein zu großes Zeitfenster für die Berechnung
von TEO gewählt, ist davon auszugehen, dass im Signalabschnitt sehr häufig Aktionspotenziale
enthalten sind und damit ein Optimum für Tnoise nur langsam gefunden werden kann. Die Be-
rechnung von TEO über 1024 Abtastwerte wurde gewählt, da diese Anzahl an Abtastwerten das
Minimum für eine anschließende Wavelet-Transformation sind. Sind im auszuwertenden Signal
nur wenige Aktivitäten zu erwarten, können auch längere Signalausschnitte verwendet werden. Bei
Signalen mit sehr hohen ISI-Werten (inter-spike interval) und entsprechend kurzen Ruhephasen
zwischen zwei Aktionspotenzialen kann eine Optimierung von Tnoise sehr lange dauern bzw. sogar
vollständig verhindert werden. Für diese Fälle wäre es denkbar, beide Verfahren – VisuShrink und
Enhanced Wavelet Denoising – zu kombinieren, so dass das Entstörverfahren bei sehr geringen
ISI-Werten VisuShrink nutzt und bei Vorhandensein ausreichend großer Abstände zwischen zwei
Aktionspotenzialen EWD verwendet. Weitere Untersuchungen dazu sind aber nicht Gegenstand
dieser Arbeit.
Weiterhin ist die zuverlässige Erkennung von Aktionspotenzialen im Signalausschnitt vor der Ent-
störung ein wichtiger Faktor. Werden Aktionspotenziale mit sehr kleiner Amplitude im Signal nicht
erkannt, werden unter Umständen falsche Frequenzanteile vom Filterverfahren adaptiert und
als Störsignal interpretiert. Dies kann zur Minimierung bis hin zur vollständigen Unterdrückung
von Aktionspotenzialen führen. Tritt dieser Fall bei vereinzelten Aktionspotenzialen mit sehr klei-
nen Amplituden auf, wird eine vollständige Filterung durch die adaptive Anpassung von Tnoise
verhindert.
Bei den bisher verwendeten Filterkonzepten werden Sensoren lediglich als isoliert betrachtet. Multi-
elektroden-Arrays bestehen jedoch aus einer Vielzahl an Sensoren, die neben der Ableitung von
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(a) VisuShrink, SNR=3.2 (b) EWD, SNR=3.2
(c) VisuShrink, SNR=2.3 (d) EWD, SNR=2.3
(e) VisuShrink, SNR=1.6 (f) EWD, SNR=1.6
Abbildung 6.1 Visueller Vergleich der Separation von zwei Clustern, die bei unterschiedlichen Si-
gnalrauschabständen (SNR) mit VisuShrink und dem Enhanced Wavelet Denoising (EWD) entstört
wurden.
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Aktionspotenzialen aus Neuronenpopulationen ebenfalls für neue Entstörkonzepte verwendet
werden können. Beim Enhanced Wavelet Denoising ist es notwendig, Signalabschnitte vor der
Filterung auf Aktionspotenziale zu untersuchen, da sie sonst nicht für die Analyse der Rauscheigen-
schaften verwendet werden können. Dass dafür robuste Verfahren notwendig sind, wurde bereits
erläutert. Bei MEAs mit einer hohen Sensordichte kann eine Analyse der Rauschinformationen aber
auch anhand umliegender und ungenutzter Sensoren erfolgen. Globale Rauschanteile, die bisher
anhand einer oder mehrerer Frequenzbänder abgeschätzt wurden, könnten aus umliegenden Sen-
soren ermittelt werden. Dabei liefern diese Sensoren ein Referenzsignal, welches zu einer besseren
Rauschminimierung in adaptiven Filtern eingesetzt werden kann. Global auftretende Störimpulse
mit einer hohen Signalenergie werden zudem von mehreren Sensoren gleichzeitig erfasst und
können zur sicheren Erkennung von false positives eingesetzt werden.
Diese Überlegungen konnten bisher jedoch nur rein theoretisch durchgeführt werden und wur-
den in dieser Arbeit nicht ausführlicher untersucht. Der Grund dafür liegt vor allem an den dazu
notwendigen Verfahren zur Erstellung künstlicher Signale. Um diese Verfahren zu testen, werden
entsprechende Signale benötigt, die in dieser Form noch nicht künstlich erzeugt werden kön-
nen. Erste Ansätze dazu sind in [317] zu finden und werden in Zukunft neuartige Filterkonzepte
ermöglichen.
6.2 Extraktion von Merkmalen in Echtzeit
Ein Verarbeitungsschritt, der bisher nur Offline zuverlässig durchgeführt werden konnte, ist die
Extraktion von Merkmalen. Dieser erfolgt mit Hilfe der Hauptkomponentenanalyse (PCA) mit
dem sich wesentliche Eigenschaften von Signalen bestimmen lassen, sofern alle Daten vollständig
vorhanden sind. Wählt man einen langen Signalausschnitt, bei dem alle abgeleiteten Aktionspoten-
ziale vorliegen, kann man die entsprechenden Merkmale (Hauptkomponenten) bestimmen, die
anschließend zur Separation von Aktionspotenzialen eingesetzt werden. Dadurch ist aber keine
Extraktion von Merkmalen zur Laufzeit möglich. Außerdem besteht die Gefahr, dass sich Merkmale
von Aktionspotenzialen im Laufe einer Messung ändern, sich Cluster verschieben oder mit anderen
Clustern überlagern. Eine mathematische Bestimmung der Anzahl der Cluster sowie deren Grenzen
wird dadurch deutlich erschwert.
Als Alternative zur klassischen Hauptkomponentenanalyse wurde deshalb ein Verfahren unter-
sucht, bei dem mit Hilfe eines neuronalen Netzes ebenfalls Eigenschaften von Signalen extrahiert
werden können. Die extrahierten Eigenschaften ähneln den Hauptkomponenten der PCA und
können deshalb ebenso für ein Clustering verwendet werden. Der Vorteil des neuronalen Verfah-
rens besteht darin, dass Merkmale kontinuierlich extrahiert werden können. Ein Hauptmerkmal
von neuronalen Netzen ist die Fähigkeit der Anpassung und Adaption. Diese Fähigkeit wird bei
der Merkmalsextraktion ausgenutzt, um die Qualität der extrahierten Merkmale kontinuierlich zu
verbessern. Merkmale, die sehr häufig auftreten, werden deshalb auch bei der Extraktion stärker
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berücksichtig als jene, die seltener auftreten. Das neuronale Verfahren verbessert daher mit jedem
neuen Datensatz die Auswahl der Merkmale.
Ein weiterer wesentlicher Vorteil der neuronalen Merkmalsextraktion ist die kontinuierliche An-
passung. Kommt es infolge von Driftprozessen zu einer Veränderung der Form der abgeleiteten
Aktionspotenziale, entstehen bei der klassischen Hauptkomponentenanalyse neue Cluster oder sie
ändern ihre Lage im Koordinatensystem. Beides hat negative Auswirkungen auf die automatische
Clusteranalyse.
Treten bestimmte Aktionspotenzialformen nur sehr selten auf, werden sie durch das neuronale
Netz nicht berücksichtigt. Seltene Kurvenverläufe entstehen häufig durch die Überlappung zweier
Aktionspotenziale oder infolge von Störungen. Während die klassische Hauptkomponentenanalyse
hierbei neue Cluster ermittelt, benötigt das neuronale Netz eine signifikante Anzahl an Signalfor-
men, um ein neues Cluster zu erzeugen. Störungen wirken sich damit deutlich geringer auf die
Merkmalsextraktion aus. Auch Fehlausrichtungen von Aktionspotenzialen (spike alignment) wirken
sich bei der neuronalen Merkmalsextraktion im Vergleich zu klassischen PCA deutlich geringer
aus.
Für die Extraktion von Merkmalen wurden die klassische sowie adaptive Hauptkomponentenana-
lyse verglichen. Vorteile der adaptiven Merkmalsextraktion liegen in der Echtzeit- bzw. Online-
Berechnung der Hauptkomponenten, dem deutlich geringeren Berechnungsaufwand und den
geringeren Speicherressourcen (vgl. Tabelle 6.1). Es wurde untersucht, ob das adaptive Verfahren
ähnliche Ergebnisse liefert wie das klassischen Verfahren zur Merkmalsextraktion und in welchem
Rahmen das klassische durch das neuronale Verfahren ersetzt werden kann.
Tabelle 6.1 Vergleich zwischen neuronaler und klassischer Hauptkomponentenanalyse.
Parameter Neuronale PCA Klassische PCA
Berechnungsaufwand gering hoch
Speicherbedarf gering hoch
Berechnungsart online offline
Die Ergebnisse der Untersuchungen sind in Abbildung 6.2 exemplarisch für zwei Signalvarianten
dargestellt. Beim Vergleich beider Verfahren wurden künstliche Signale mit Hilfe von Noisy Spike
Generator [316] erzeugt, die bis zu 3 Units enthielten und Signalrauschabstände von 4,6, 3,2, 2,3
und 1,6 aufweisen. Bei den untersuchten Signalen wurden die Cluster jeweils mit beiden Verfahren
richtig ermittelt.
Bei Tests zur Bestimmung der Hauptkomponenten durch die neuronale PCA und die klassische
PCA hat sich gezeigt, dass die neuronale PCA in der Lage ist, entsprechende Gemeinsamkeiten zu
finden und diese zu Gruppieren. Beide Verfahren sind durch eine hohe Interclustervarianz und
eine geringe Intraclustervarianz gekennzeichnet.
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(a) 2 Units (b) 3 Units
Abbildung 6.2 Visueller Vergleich der Merkmalsextraktion von zwei bzw. drei Units mit Hilfe der
klassischen und neuronalen Hauptkomponentenanalyse bei einem SNR von 4,6.
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Abhängig für den Erfolg der neuronalen Merkmalsextraktion sind dabei die Variablen η (Lernrate)
und die Startwerte der Wichtungen ω. Mit η kann die Konvergenzgeschwindigkeit des Netzwerks
beeinflusst werden. Kleine Werte für η führen zu einer langsamen Konvergenz, so dass eine größere
Auswahl an Stichproben zur Anpassung vonω berücksichtigt werden. Tritt eine Unit nur sehr selten
auf, kann es durch Wahl eines zu großen η dazu führen, dass die Hauptkomponenten gegenüber
anderen, häufiger auftretenden Merkmalen vernachlässigt werden. Generell ist es sinnvoll, das
neuronale Netz nicht vollständig konvergieren zu lassen. Die Lernrate η kann zwar mit neuen
Stichproben verkleinert werden, sollte jedoch nach einigen Stichproben konstant bleiben, um sich
kontinuierlich an Signaländerungen anzupassen. Für die eigenen Untersuchungen wurde für η der
Wert 0,001 verwendet. Wird der Wert für η zu groß gewählt, kann es vorkommen, dass das Optimum
für das extrahierte Merkmal nicht erreicht wird.
Neben den Vorteilen wie Lernfähigkeit, höherer Fehlertoleranz, Robustheit gegenüber Störungen
und verrauschten Daten, die künstliche neuronale Netze mit sich bringen [342], ergeben sich
gleichermaßen Gefahren aus der Intransparenz des Lernvorgangs und den Startwerten für die
Wichtungen ω des neuronalen Netzes. Die Startwerte für ω werden mit Zufallszahlen zwischen
−0,05 und 0,05 initiiert und konvergieren entsprechend den Stichproben.
Ein anderer Nachteil ergibt sich aus der Robustheit von neuronalen Netzen. Die Robustheit, die in
vielen Fällen eher eine positive Eigenschaft darstellt, kann bei bestimmten Signalen auch einen
negativen Einfluss haben. Treten einige Aktionspotenziale nur in sehr seltenen Fällen auf, werden
diese vom neuronalen Netz als Störung interpretiert und bei der Auswertung kaum berücksichtigt.
In der Praxis haben jedoch Aktionspotenziale, die statistisch gesehen nur sehr selten auftreten
keinen besonderen Einfluss auf die Gesamtauswertung des Signals.
6.3 Clusteranalyse
Für die Clusteranalyse wurden künstliche Signale mit unterschiedlichen Signalrauschabständen
(SNR=1,6 bis 4,6) und jeweils zwei bzw. drei Units erzeugt. Die verwendeten Signalformen sind in
Abbildung 6.3 zu sehen. Die erzeugten Signale besitzen eine Länge von 120 Sekunden und wur-
den mit einer Abtastfrequenz von 20 kHz digitalisiert. Die Signale wurden mit Enhanced Wavelet
Denoising gefiltert und die Aktionspotenziale im Anschluss extrahiert. Die Merkmale aus den ex-
trahierten Aktionspotenzialen wurden einmal mit der neuronalen (online) und der klassischen
(offline) PCA bestimmt. Die ersten beiden Merkmale wurden anschließend mit x-means geclustert
und danach mit Hilfe der euklidischen Abstandsmetrik einem Cluster bzw. einer Unit zugeordnet.
Aufgrund der künstlich erzeugten Signale konnten die richtigen und falsch zugeordneten Akti-
onspotenziale einer Unit ermittelt werden. Die Ergebnisse des Vergleichs sind in Tabelle 6.2 zu
finden.
Sind in einem Signal nur zwei Units vorhanden (vgl. Abbildung 6.3, roter und blauer Signalverlauf),
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werden sowohl mit der klassischen als auch der neuronalen Hauptkomponentenanalyse ähnliche
Ergebnisse beim Clustern erzielt. Das Verhältnis zwischen richtig und falsch zugeordneten Daten
unterscheidet sich kaum bei der klassischen und neuronalen Hauptkomponentenanalyse und
zeigt ebenfalls keine signifikanten Unterschiede bei verschiedenen Signalrauschabständen. Die
Fehlerrate der zugeordneten Daten liegt für alle untersuchten Signalrauschabstände bei zwei Units
deutlich unter 1 %.
Bei der Untersuchung von Signalen mit drei Units (vgl. Abbildung 6.3, roter, blauer und grüner
Signalverlauf) fallen die Fehlerraten deutlich größer aus. Bei einem Signalrauschabstand von 1,6
wurde bei der klassischen Hauptkomponentenanalyse sogar eine Fehlerrate von 12 % verursacht.
Bei den anderen Signalrauschabständen (2,3; 3,2 und 4,6) liegen die Fehlerraten sowohl bei der
klassischen und neuronalen Hauptkomponentenanalyse im Durchschnitt unter 4 %. Im Gesamt-
durchschnitt liegt die Fehlerrate bei der klassischen Hauptkomponentenanalyse bei 3,5 % und bei
der neuronalen Hauptkomponentenanalyse bei 4,3 %.
Die neuronale Hauptkomponentenanalyse erzielt im Vergleich zur klassischen Hauptkomponenten-
analyse vergleichbare Ergebnisse und ermöglicht zusammen mit x-means eine automatische Merk-
malsextraktion und Clusteranalyse. Darüber hinaus können mit diesen Verfahren Aktionspotenziale
in Echtzeit ausgewertet werden, da eine Merkmalsextraktion online durchgeführt werden kann und
diese Merkmale automatisch mit x-means geclustert werden können.
6.4 Zusammenfassung
Für eine optimale Auswertung neuronaler Signale, die mittels planaren Elektroden aus Zellen abge-
leitet werden, ist eine vollständig automatische Signalauswertung in Echtzeit notwendig. Während
dies bei der Filterung und der Erkennung von Spikes bereits realisiert werden konnte, benötigen die
Abbildung 6.3 Verwendete Signalformen für Aktionspotenziale bei künstlich erzeugten Signalen.
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Merkmalsextraktion und die Clusteranalyse entweder manuelle Eingriffe oder arbeiten bisher nur
offline. Mit Hilfe der neuronalen Hauptkomponentenanalyse können Merkmale nicht nur online
und damit deutlich schneller ermittelt werden, sondern es werden für die Bestimmung der Merkma-
le auch wesentlich weniger Speicherressourcen und Berechnungsaufwand benötigt. Zudem passen
sich neuronale Netze an sich ändernde Signaleigenschaften an und führen damit auch zu einer
optimalen Extraktion von Merkmalen über einen langen Analysezeitraum.
Durch die Verwendung von x-means kann anschließend aus den extrahierten Merkmalen automa-
tisch die Anzahl der Cluster ermittelt werden. Mit Hilfe einer einfachen Abstandsmetrik werden
neu extrahierte Merkmale einem Cluster und damit einer Unit zugeordnet.
Ergänzt wurden beide Verfahren durch ein neues Filterverfahren, bei dem eine bessere Abschät-
zung der Rauschanteile erfolgt. Die Grundlage dafür bildet die spektrale Zerlegung des Signals
mit Hilfe der Wavelet-Transformation. Innerhalb der Zeiträume, in denen nur Rauschanteile im
Signal vorhanden sind, werden die einzelnen Filter so adaptiert, dass sie diese optimale entfer-
nen.
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7 Zusammenfassung und Ausblick
Die neuronale Verarbeitung extern stimulierter Ereignisse basiert auf der Kommunikation einer
großen Anzahl miteinander verbundener Neuronen. Um die elektrischen Vorgänge in Neuronenpo-
pulationen in ihrer Gesamtheit analysieren zu können, sind Untersuchungsmethoden notwendig,
die Signale von einer Vielzahl von Neuronen gleichzeitig ableiten können. Aktuelle Multielektroden-
Arrays ermöglichen bereits eine zerstörungsfreie Signalableitung, erfordern aber einen hohen
Aufwand bei der Extraktion der Aktivitäten einzelner Neuronen aus den abgeleiteten Signalen.
Dieser aus mehreren Arbeitsschritten bestehende Vorgang wird als Spike sorting bezeichnet. Nur
ein vollständig automatisiertes und in Echtzeit durchführbares Spike sorting ermöglicht eine ef-
fiziente Verwendung der Multielektroden-Array-Systeme im akademischen und kommerziellen
Umfeld.
Das Ziel dieser Arbeit war daher die Untersuchung von zwei Teilarbeitsschritten des Spike sortings
unter dem Gesichtspunkt der vollständigen Automatisierung und der Echtzeit-Verarbeitung der
Signale.
Der erste untersuchte Teilarbeitsschritt war die Extraktion von Merkmalen aus bereits detektierten
Aktionspotenzialen. Ein sehr häufig verwendetes Verfahren dafür ist die Hauptkomponenten-
analyse. Die klassische Hauptkomponentenanalyse kann Eigenschaften von Signalen nur offline
verarbeiten, weshalb eine vollständige Zwischenspeicherung der Daten notwendig ist. Erst wenn
alle Informationen vorhanden sind, können die entsprechenden Signale weiterverarbeitet werden.
Die in dieser Arbeit vorgestellte neuronale Hauptkomponentenanalyse ermöglich die sofortige
Extraktion von Merkmalen, sobald ein neu detektiertes Aktionspotenzial zur Verfügung steht. Das
Verfahren basiert auf einem künstlichen neuronalen Netz, welches automatisch markante Merkma-
le von Signalformen extrahiert. Merkmale, die mit Hilfe des neuronalen Netzes extrahiert werden,
sind denen der klassischen Hauptkomponentenanalyse ähnlich und können deshalb ebenfalls
zu Clusterung verwendet werden. Darüber hinaus ist die neuronale Hauptkomponentenanalyse
robuster gegenüber Rauschanteilen im Signal und kann sich an ändernde Signaleigenschaften
anpassen, die durch Wachstums- und Driftprozesse verursacht werden. Da die neuronale Haupt-
komponentenanalyse neue Informationen sofort verarbeiten kann, müssen diese nicht über einen
längeren Zeitraum zwischengespeichert werden. Somit benötigt die neuronale Hauptkomponen-
tenanalyse deutlich weniger Speicherbedarf und ermöglicht eine effizientere Verarbeitung der
Signale.
Der zweite untersuchte Teilarbeitsschritt war die Clusteranalyse. Die extrahierten Merkmale ei-
ner Unit führen im zwei- oder dreidimensionalen Raum zur Bildung von Punktwolken. Ziel der
Clusteranalyse ist das Auffinden der Clustermittelpunkte und der dazugehörigen Wertepaare. Das
häufig verwendete k-means-Verfahren kann diese Clustermittelpunkte zwar bestimmen, benö-
tigt dafür aber die richtige Anzahl der Cluster. Dieser Arbeitsschritt konnte deshalb nur manuell
durchgeführt werden. Die Erweiterung von k-means zu x-means ermöglicht durch zusätzliche
Kriterien die automatische Bestimmung der Anzahl der Cluster. Mit Hilfe eines Abstandskriteriums
werden die extrahierten Merkmale automatisch einem Clustermittelpunkt und damit einer Unit
zugeordnet.
Weitere Untersuchungen erfolgten bei der Filterung der Eingangssignale. Obwohl dieser Verarbei-
tungsschritt bereits automatisiert und in Echtzeit durchgeführt werden kann, stellt er die Grundla-
gen für alle weiteren Verarbeitungsschritte dar. Besitzen abgeleitete Signale hohe Rauschanteile, ist
die Fehlerrate der sich anschließenden Verarbeitsprozesse deutlich höher. Das bisher verwende-
te Filterverfahren schätzt die Rauscheigenschaften des Eingangssignals anhand eines einzelnen
Frequenzbandes ab und filtert auf Basis dieser Schätzung alle anderen Frequenzbänder. Sind die
im Signal vorhandenen Rauschanteile nicht gleichverteilt, können Eingangssignale nicht optimal
entstört werden. Das in dieser Arbeit vorgeschlagene Filterverfahren erweitert das herkömmliche
Prinzip um die Möglichkeit einer genaueren Schätzung der im Signal vorhandenen Störanteile.
Dazu werden Störsignalanteile aus allen Frequenzbereichen jeweils zwischen zwei Aktionspotenzia-
len untersucht und die zur Modifikation notwendigen Schwellwerte anhand dieser Informationen
adaptiert. Eingangssignale werden daher nicht nur auf Basis eines Schwellwertes, sondern mehrerer
optimierter Schwellwerte entstört. Dadurch können individuelle Störanteile berücksichtig besser
werden.
Die untersuchten Verfahren zur Extraktion von Merkmalen sowie zum Auffinden der Cluster ergän-
zen die bereits vorhandenen Signalverarbeitungsschritte des Spike sortings und ermöglichen nun
eine vollständige rechnerbasierte Signalauswertung. Mit Hilfe von künstlich erzeugten Signalen
konnte die Online-Extraktion von Merkmalen sowie die automatische Clusteranalyse erfolgreich
demonstriert werden.
Auf Grundlage der vorgestellten Verfahren sind jedoch weitere Untersuchungen notwendig. Bisher
wurden nur künstliche Signale, die mit Hilfe des Noisy Spike Generator erzeugt wurden, verwendet.
Künstlich erzeugte Signale beinhalten jedoch nicht alle Komponenten, wie sie in realen Signalen
vorkommen, bieten aber eine einfache Möglichkeit, Ergebnisse zu verifizieren. Um reale Signale
mit den vorgestellten Methoden untersuchen und verifizieren zu können, sollten reale Signale
einmal manuell sortiert und mit den Ergebnissen aus der automatischen Sortierung verglichen
werden.
Die in dieser Arbeit vorgestellten Algorithmen zur neuronalen Hauptkomponentenanalyse wurden
unter MATLAB entwickelt. MATLAB bietet den Vorteil, dass neue Verfahren sehr schnell imple-
mentiert und untersucht werden können. Für eine optimale Ausnutzung vorhandener Speicher-
und CPU-Ressourcen sollten die Algorithmen in C bzw. C++ umgesetzt werden. Bei der parallelen
88 Zusammenfassung und Ausblick
Verarbeitung von sehr vielen Sensorsignalen kann sich daraus ein deutlicher Geschwindigkeits-
vorteil ergeben. Rechenintensive Operationen könnten zudem auf die Grafikkarte als CUDA- oder
OpenCL-Code ausgelagert werden.
Die untersuchten Algorithmen sollten modular und mit standardisierten Schnittstellen in die
bereits vorhandenen Softwarekomponenten integriert werden, um eine einheitliche Steuerung und
Auswertung der abgeleiteten Signale zu erzielen.
Auf der Seite der Hardware sind weiterhin neue Sensorgeometrien und -materialien erforderlich,
die den Kontakt zwischen Zelle und Sensor verbessern und den Signalrauschabstand weiter ver-
größern. Der geringe Signalrauschabstand bisheriger Systeme ist einer der Hauptgründe, weshalb
automatische Verarbeitungsalgorithmen zu hohen Fehlerraten neigen und deshalb ein manuelles
Spike sorting immer noch den Standard darstellt.
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A Cell Monitoring System
In Zusammenarbeit mit der Micronas GmbH (Freiburg), dem Institut für Biowissenschaften (Abtei-
lung Biophysik) und dem Institut Gerätesysteme und Schaltungstechnik der Universität Rostock
wurde im Landesforschungsschwerpunkt „Neuronaler Silizium-Hybrid-Netzwerksensor zum Moni-
toring neuronaler Aktivitätszustände und Substanzwirkungen“ ein Neurochip entwickelt, mit dem
die kontinuierliche Aufnahme und Auswertung von elektrophysiologischen und stoffwechselbe-
dingten Parametern möglich ist [343–349].
Die entwickelten Verfahren zur automatischen Signalverarbeitung sollen in diesem System Anwen-
dung finden, können aber durch ihre Flexibilität auch in anderen Systemen verwendet werden. Das
für die Untersuchungen verwendete MEA-System soll nachfolgend vorgestellt werden.
A.1 Eigenschaften des Multielektroden-Arrays
Das von den oben genannten Partnern entwickelte MEA-Konzept besteht neben einem silizium-
basierten MEA (siehe Abbildung A.1) aus zusätzlichen analogen und digitalen Komponenten, die
die abgeleiteten Signale analog vorverarbeiten, digitalisieren, auf einem FPGA verarbeiten und zur
grafischen Auswertung bzw. Speicherung an einen PC weiterreichen.
(a) Neurochip BISC02 (b) Neuronen auf Palladium-Elektrode
Abbildung A.1 NeuroChip (a) und REM-Aufnahme (b) einer passiven Palladium-Elektrode mit
kultivierten Zellen nach drei Tagen [350, 351].
Abbildung A.2 Abmessung der Elektroden des BISC02
Das verwendete Multielektroden-Array wurde in Silizium gefertigt. Neben unterschiedlichen Sen-
soren konnten bereits zusätzliche analoge Komponenten zur sensornahen Signalaufbereitung und
-verstärkung in den Chip integriert werden. Der auf CMOS-Basis gefertigte Sensorchip verfügt über
folgende Eigenschaften [48, 352, 353]:
• Sensormatrix bestehend aus insgesamt 68 Palladium-Elektroden (vgl. auch Abbildung A.2) zur
Messung von Aktionspotenzialen. Die Signale aus 64 Elektroden können über die integrierten
analogen Komponenten verstärkt werden können, die restlichen 4 Elektroden sind direkt
nutzbar;
• 2 ionensensitive Feldeffekttransistoren (ISFET) zur pH-Wert-Messung;
• 14 Cell Potential Feldeffekttransistoren (CPFETs) zur alternativen Messung von Aktionspoten-
zialen;
• Integrierte Verstärker, Filter und Multiplexer;
• Konfiguration der integrierten Baugruppen über I2C;
• Möglichkeit zur Stimulation von Zellen (genauere Informationen in [354]).
Der Durchmesser der Elektroden beträgt 13µm. Dadurch kann es vorkommen, dass von einer
Elektrode bis zu vier Signale von umliegenden Neuronen gleichzeitig abgeleitet werden. Für eine
optimale Zellsignalanalyse ist es aber wichtig, die Einzelsignale den richtigen Neuronen zuzuord-
nen, um die individuelle Spikeaktivität zu messen.
Auf Basis des MEAs sollte ein Gesamtkonzept aus Hard- und Software entwickelt werden, das
folgende Anforderungen enthält:
• Hardware:
− einfache Konfiguration der Chips;
− automatische Kalibrierung der Elektroden;
− simultane Signalakquise von 64 Elektroden;
− Vorverarbeitung (Filterung, Verstärkung) aller Elektrodensignalen;
− Digitalisierung der Signale;
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Abbildung A.3 Darstellung des Gesamtsystems aus BISC-Chip und Neuromessadapter.
− Konfiguration und Übertragung der Messdaten an einen PC;
• Software:
− einfach zu bedienende grafische Benutzeroberfläche zur Ansteuerung und Signalaus-
wertung
− automatisierte Auswertung der abgeleiteten Signale
Aus den genannten Anforderungen an die zusätzliche Hardware wurde ein Neuromessadapter (vgl.
Abbildung A.3) entwickelt, der nachfolgende Aufgaben realisiert:
• Aufbereitung der Elektrodensignale für die Digitalisierung (Filterung, Verstärkung, Pegelan-
passung, A/D-Wandlung);
• Hardwarekomponenten zur Stimulation von Zellen über Elektroden;
• Analoger Testbus zum Testen der Einzelkomponenten;
• Auswertung des pH-Wertes (Ansteuerung/Auswertung ISFETs)
• Temperaturmessung;
• Komponenten zur stabilen Spannungsversorgung;
• Schnittstellen zur Anbindung an einen DSP und FPGA;
• Kommunikation mit einem PC über USB 2.0.
Als zentrales Steuerelement wurde auf dem Neuromessadapter ein Field Programmable Gate Array
(Xilinx Virtex-II) eingesetzt. Dieser dient zum einen zur Ansteuerung der 12 Analog/Digital-Wandler,
die sowohl für die Signalakquise als auch für die Kalibrierung verwendet werden. Zum anderen
wurden 3 Digital/Analog-Wandler eingesetzt, um analoge Signale zur Zellstimulation zu generieren.
Hierfür können im FPGA gespeicherte Muster abgerufen und an einen beliebigen Sensor weiterge-
leitet werden. Weitere Aufgaben des FPGA bestehen in der Konfiguration der auf dem MEA befindli-
chen Baugruppen mittels I2C sowie der Ansteuerung von Multiplexern sowie eines USB-Moduls zur
Kommunikation mit einem PC. Ein FPGA erwies sich für die hier anfallenden Aufgaben als optimal.
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Die noch zur Verfügung stehenden Ressourcen des FPGA wurden dazu genutzt, um eine hardware-
optimierte Filterung mittels Wavelets für alle Kanäle zu realisieren.
Die Einzelkomponenten aus MEA, Neuromessadapter sowie einem Mikropumpen- und Heizungs-
system wurden in einem Gesamtsystem als sog. Cell Monitoring System (CMS) integriert. Damit
sind Aufzeichnungen von elektrophysiologischen Aktivitäten aus Zellnetzwerken möglich. Die
speziell für das System entworfene analoge Signalkonditionierung sorgt für eine optimale rausch-
und offsetarme Filterung, Verstärkung und Signalanpassung. Der auf dem System integrierte FPGA
übernimmt die gesamte Ansteuerung der Einzelkomponenten, einen Teil der Signalverarbeitung
und die Kommunikation mit einem angeschlossenen PC.
Herkömmliche MEAs bestehen aus Glas mit aufgebrachten Elektroden aus Gold oder anderen
Materialien. Diese Systeme besitzen relativ große Kulturvolumina und benötigen deshalb auch
eine entsprechend hohe Anzahl von Zellen und große Proben bei Substanzzugaben. Auf einem
Glas-MEA lassen sich zudem nur Sensoren zur Ableitung elektrischer Signale aufbringen. Dem
gegenüber können bei CMOS-basierten MEAs kleinere Kammervolumina realisiert werden, so dass
weniger Zellkulturen und Substanzzugaben notwendig sind. Die CMOS-Technologie ermöglicht
zudem eine hohe Reproduzierbarkeit und die Integration mehrerer unterschiedlicher Sensortypen
auf einem MEA (bspw. CPFETs, ISFETs, Sauerstoffsensoren, Osmolaritätssensoren und Tempe-
raturdioden). Der große Vorteil besteht neben einer größeren Miniaturisierung außerdem in der
Möglichkeit, analoge und digitale Schaltungskomponenten direkt im Chip zu integrieren. Durch
kürzere Signalwege wird ein besseres Signalrauschverhältnis erzielt [48]. Auch die Integration von
besseren Stimulationsmethoden ist mit dieser Technologie möglich. Weitere Informationen dazu
können [73–80, 355] entnommen werden.
Um eine möglichst detailreiche Aufzeichnung der abgeleiteten Signale zu gewährleisten, wurden
die Analog/Digital-Wandler für zwei auswählbare Abtastraten von 20 kHz und 33 kHz pro Sensor
dimensioniert. Um die gesamte Dynamik der Aktionspotenziale erfassen zu können, ist eine relativ
hohe Auflösung der abgetasteten Signale erforderlich. Technisch realisiert wurden 14bit. Bei 64
Sensoren entsteht dabei ein kontinuierlicher Datenstrom mit einer Bandbreite von ca. 3,5 MB. Der
FPGA unterstützt zwei Betriebsmodi. Im ersten Modus werden die ungefilterten Daten mittels
Wavelet-Transformation gefiltert und als kontinuierlicher Datenstrom an den PC weitergeleitet.
Um den Datenstrom zu reduzieren, wurde im FPGA zusätzlich eine automatische Erkennung von
Aktionspotenzialen implementiert. Abhängig von der Spikerate reduziert sich der Datenstrom dabei
um ein Vielfaches, da nur noch die extrahierten Spikes mit notwendigen Parametern (Zeitstempel,
Triggerschwelle, Rauschwerte) zur weiteren Verarbeitung an den PC übertragen werden. Die so
freiwerdenden Ressourcen im PC können dann für andere Aufgaben genutzt werden. Bei der aktu-
ellen Implementierung wird im FPGA lediglich mit einer Auflösung von 12 bit gearbeitet. Zudem
sind keine Fließkommaoperationen möglich, so dass bei der Verwendung dieses Modus ein Teil
der Auflösung verloren geht. Um die digitalisierten Daten in ihrer vollen Auflösung zu verarbeiten
und trotzdem Ressourcen im PC zu reduzieren, wurde im Neuromessadapter bereits eine Schnitt-
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stelle für eine Anbindung eines DSPs vorgesehen. Weitere Einzelheiten zu den Betriebsarten und
Konfigurationsmöglichkeiten des BISC sind [353] zu entnehmen. Informationen zu den analogen
und digitalen Baugruppen und deren Ansteuerung mittels Neuromessadapter sind in [352] zu
finden.
A.2 Software zur Ansteuerung und Signalauswertung
Für den Entwurf und den Test von Algorithmen wurde MATLAB verwendet. Um die Performance
der Signalverarbeitung weiter zu erhöhen und um die entwickelte Hardware einfacher bedienen
zu können, wurde eine Software zur Ansteuerung und Auswertung in C/C++ geschrieben. Diese
Abschnitt stellt den groben Entwurf der Software vor.
In Abbildung A.4 sind die einzelnen Klassen und deren Funktion dargestellt. Zusätzlich wurden neue
Schnittstellen zwischen den einzelnen Klassen geschaffen, um die unterschiedlichen Datenströme
optimal zu verwalten.
Die Klasse CDataReader dient dem Einlesen von Daten unabhängig von der Datenquelle. Einerseits
können gespeicherte Daten im Plexon-Format eingelesen werden oder direkt via USB. Der einzige
Unterschied besteht in der Funktion, die die jeweilige Datenquelle öffnet. Die Weiterverarbeitung
ist bei beiden Verfahren identisch. Hierbei ist auch denkbar, die NeuroShare-Bibliothek [309]
einzubinden, so dass weitere Datenformate gelesen werden können.
Die Klasse CDataReader dient dem Einlesen von unverarbeiteten Daten aus unterschiedlichen
Quellen. Diese können als Datei vorliegen oder auch direkt von einem USB-Stream geliefert wer-
den. Mit dieser Klasse soll ein einheitliches Datenhandling realisiert werden, so dass in eigenen
Programmen die Datenquelle schnell und einfach austauschbar ist.
Unterschiedliche Konstruktoren der Klasse CDataReader ermöglichen das Öffnen von unterschied-
lichen Datenquellen. Bei Dateien wird anhand der Endung die jeweilige Dateistruktur ermittelt. Ist
eine Dateiendung unbekannt, wird ein Fehler ausgegeben.
CDataReader dataReader(char *filename);
Um Daten direkt von einer USB-Schnittstelle zu empfangen, wurde die Funktion openUSB()
implementiert. Mit dieser Funktion wird die Schnittstelle initialisiert und der interne Zeiger
auf die Funktionen zur Datenausgabe gelegt. Dadurch wird zwar eine andere Datenquelle ge-
wählt, das weitere Vorgehen beim Empfangen von Daten über USB ist aber identisch zu Datei-
en.
Im nachfolgenden Beispiel wird die Datei testdaten.ddt im DDT-Format geöffnet und die Samp-
les von Kanal 0 jeweils in 128er-Blöcken ausgelesen. Mit der Funktion doSomething() können die
im Array pData enthaltenen Werte bearbeitet werden.
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Beispiel für das Einlesen von Dateien
long size, offset = 0;
short *pData, frameSize;
// Datei öffnen
CDataReader dataReader("testdaten.ddt");
// Ermitteln der Anzahl der in der Datei vorhandenen Werte pro Kanal
size = dataReader.SamplesPerChannel;
// Anzahl der pro Block abzuholenden Werte
frameSize = 128;
// Werte auslesen
while (size > 0) {
// getSampleFrame() holt <frameSize> Werte ab der Position <offset> von Kanal 0.
// Die Funktion gibt einen Zeiger auf ein Array mit <frameSize> Werten zurück.
pData = dataReader.getSampleFrame(0, offset, frameSize);
// Hier können nun eigene Verarbeitungsschritte eingefügt werden
doSomething(pData, frameSize);
// Gesamtanzahl an Werten um <frameSize> reduzieren
size -= frameSize;
// Offset für nächsten Durchlauf um <frameSize> erhöhen
offset += frameSize;
// Wenn verbleibende Anzahl an Werten in der Datei kleiner ist als
// <frameSize>, dann sollen nur noch die verbleibenden Werte geholt werden
if (size < frameSize) frameSize = size;
}
Die weiteren Klassen dienen der Vorverarbeitung, dem Clustering und der Darstellung der ana-
lysierten Signale. In der Klasse CDataPreprocessing können ungefilterte Daten aufbereitet und
Aktionspotenziale extrahiert werden. Verwendet man vorsortierte Dateien, bei denen die Aktionspo-
tenziale bereits extrahiert wurden, können die Daten direkt mit der Klasse CFeatureExtraction
weiterverarbeitet werden. In dieser Klasse ist die neuronale Hauptkomponentenanalyse (PCA)
implementiert. Die berechneten Eigenschaften lassen sich einerseits mittel COpenGLControl di-
rekt anzeigen oder mit CDataClustering vorher clustern. Als Clusterverfahren wurde bisher in
C/C++ nur das wachsende neuronale Gas nach [356–358] implementiert, da dies neben k-means
als weiteres vielversprechendes Verfahren untersucht worden ist. Letztendlich können die gecluster-
ten Daten mittels CDataClassification klassifiziert, also einer Unit zugeordnet werden und in
verschiedenen Datenformaten mit CDataWriter gespeichert werden. Die beschriebenen Klassen
sind als work in progress anzusehen und benötigen für eine optimale Signalauswertung weitere
Arbeitsschritte.
Um die Sensorchips einfach zu konfigurieren, aber auch erste Untersuchungen durchführen zu
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Abbildung A.4 Softwarekonzept
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können, wurden verschiedene Programme entwickelt. Das Programm BISC Recorder (Abbildung A.5)
wurde für umfangreiche Tests der einzelnen Baugruppen entworfen und genutzt. Erste Erkenntnisse
aus der Nutzung der Software wurden dann in einer weiteren Software zur effizienten Bedienung
des Cell Monitoring Systems verwendet.
Abbildung A.5 Software BISCRecorder zur einfachen Konfiguration aller Hardwarekomponenten.
Die Software BISCInspector (Abbildung A.6) wurde zur Darstellung der abgeleiteten Signale kon-
zipiert. Auch hier konnten wichtige Erkenntnisse bei der Darstellung für Weiterentwicklungen
genutzt werden.
Abbildung A.6 Software BISCInspector dient der visuellen Darstellung der abgeleiteten Signale.
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B Teager Energy Operator
Der Teager Algorithmus [214] benötigt drei benachbarte Abtastwerte, mit denen durch drei arithme-
tischen Operationen pro Verschiebung effizient der Energiegehalt eines Signals bestimmt werden
kann.
Digitalisierte Signale können in folgender Form
xn = A cos(Ωn+φ)
mit der Amplitude A und der digitalisierten FrequenzΩ (wobeiΩ= 2π f / fs) dargestellt werden. Für
drei aufeinander folgende digitalisierte Punkte ergeben sich somit die Gleichungen
xn−1 = A cos

(n−1)Ω+φ ,
xn = A cos(Ωn+φ),
xn+1 = A cos

(n+1)Ω+φ .
Nutzt man die trigonometrische Beziehung
cos(α+β)cos(α−β)= 1
2

cos(2α)+cos(2β)
erhält man
xn+1xn−1 = A
2
2

cos(2Ωn+2φ)+cos(2Ω) .
Weiterhin führt
cos2α= 2cos2α−1= 1−2sin2α
zu folgendem Ergebnis
xn+1xn−1 = A2 cos2(Ωn+φ)− A2 sin2(Ω). (B.1)
Der erste Term auf der rechten Seite in Gleichung B.1 entspricht dem Quadrat von xn . Durch
Ersetzen und Umstellen der Gleichung erhält man
A2 sin2(Ω)∼= En = x2n −xn+1xn−1 (B.2)
Verbesserungen bei der Detektion von Aktionspotenzialen können dadurch erzielt werden, wenn
der Teager-Algorithmus auf bandbegrenzte Signale angewendet wird. In der praktischen Verwen-
dung konnte ebenfalls festgestellt werden, dass die modifizierte Version von Gleichung B.2 nach
Gleichung B.3 zu einem größeren Unterschied zwischen Nutzsignal- und Störsignalpegeln führt
und damit eine bessere Erkennung von Aktionspotenzialen ermöglicht wird.
En = x2n +xn+1xn−1 (B.3)
Anhand der beiden Darstellung in Abbildung B.1 werden die Unterschiede zwischen Gleichung B.2
und Gleichung B.3 deutlich. In der oberen Abbildung (a) wird das Produkt aus xn−1 und xn+1
vom Quadrat des aktuellen Abtastwertes (x2n) subtrahiert, in der unteren Abbildung (b) dagegen
addiert.
(a) Originale Berechnung von TEO nach Gleichung B.2
(b) Modifizierte Berechnung von TEO nach Gleichung B.3
Abbildung B.1 Vergleich beider TEO-Versionen.
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C Simulationsparameter
Um eine Reproduzierbarkeit der Arbeitsschritte und Ergebnisse zu gewährleisten, werden im
nachfolgenden Abschnitt alle verwendeten Scripte und die dazugehörigen Parameter zusammen-
gefasst.
C.1 Verzeichnisstruktur der Datensätze und Matlab-Scripte
Neben der Beschreibung verwendeter Parameter wurde darauf geachtet, dass alle notwendigen
Matlab-Scripte in digitaler Form auf dem beigefügten Datenträger zu finden sind.
Matlab\
Detrending+Denoising\
Denoising.m
Denoising4.m
Testsignalerzeugung\
Testsignal.mat
Testsignalerzeugung.m
C.2 Filter
Elliptisches Bandpass-Filter
Bei der Filterung hat es sich gezeigt, dass ein vorgelagertes Bandpassfilter Signal verzerrungsfreier
filtert, als ein FIR- oder Waveletfilter. Zur Erstellung des Filters wurde das FDA-Tool in der Simulink-
Toolbox
FDA-Tool in Matlab:
• Bandpass, IIR: Elliptic
• Order: 2
• Unit: Hz
• Fs: 20.000
• Fpass1: 300
• Fpass2: 3.000
C.3 Testsignalgenerierung
Das Script ermöglicht durch Variablen die Festlegung einzelner Parameter wie Signallänge (len
in ms), Abtastfrequenz (fs in Hz) sowie Modellparameter (model) und kann durch nachfolgen-
den Befehl aufgerufen werden. Eine ausführlichere Beschreibung ist in Abschnitt C.3 zu fin-
den.
[intra extra peaks] = spikesamples(’len’, 2000, ’fs’, 20000);
Im Vektor intra und extra werden jeweils das intern und extern abgeleitete Signal gespeichert.
Die Zeit, in denen ein Aktionspotenzial auftritt, werden im Vektor peaks abgelegt. Unter Zuhilfe-
nahme der Matlab-Funktion awgn() kann dem externen Vektor gaußverteiltes weißes Rauschen
hinzugefügt werden.
Zur Generierung der Testsignale werden Matlab-Scripte von [324] eingesetzt. Die vorhande-
nen Scripte wurden um einen Parameter erweitert, der es erlaubt, einen manuellen Wert für
den Signalrauschabstand (SNR) einzutragen. Der Wert für NoiseSNR ist in Dezibel (dB) anzuge-
ben.
Aufruf des Scripts generatenoisysamples.m mit:
Listing C.1: Generierung des Vergleichssignals (SNR 100dB)
[signal target r1] = generatenoisysamples(...
’Duration’, .3,... % signal duration in seconds
’SampleRate’, 40000,... % sampling rate
’NoiseSNR’, 100,... % signal to noise ratio
’N_Jitter’, 0,... % number of jittered spike trains
’N_Uncorr’, 0); % number of uncorrelated spike trains
Soll ein Testsignal auf Basis eines vorher erzeugten Signals generiert werden, so können die bereits
verwendeten (zufällig erzeugten) Parameter mittelsReuseTargets verwendet werden.
Listing C.2: Verwendung gleicher Targets
[signal target r1] = generatenoisysamples(...
’ReuseTargets’, target,... % use same spike timestamps
’Duration’, .3,... % signal duration in seconds
’SampleRate’, 40000,... % sampling rate
’N_Jitter’, 0,... % number of jittered spike trains
’N_Uncorr’, 0,... % number of uncorrelated spike trains
’NoiseSNR’, 2); % signal to noise ratio
Mit Hilfe von noisypsikegenerator.m wird ein Signal mit x unterschiedlichen Units erzeugt. An-
hand der Zeitinformationen in target(x).targettimes können die einzelnen Spikes extrahiert
werden.
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Listing C.3: Extraktion von Spikes
for x = 1:numel(target)
for i = 1:numel(target(x).targettimes)-1
start = uint32(target(x).targettimes(i)*fsample);
spike(d).data = signal(start:(start + numSamples - 1));
spike(d).time = start;
spike(d).unit = x;
d = d + 1;
end
end
Testsignalgenerierung nach [323]. Aufruf der Funktion mit:
[intra extra peaks] = spikesamples(’len’, 2000, ’fs’, 20000, ’model’, 1);
len = Länge des Signals in Millisekunden
fs = Abtastfrequenz in Hertz
model = Modellparameter
C.4 Vergleich unterschiedlicher Wavelets
Verzeichnis: Matlab/Vergleich Wavelets/
Testsignal gespeichert in Testsignal.mat. Erzeugung des Signals mit Testsignalerzeugung.m.
Denoising mit Denoising.m. Benötigt dafür werden Matlab, Wavelet Toolbox, Noisy Spike Genera-
tor [316]
C.5 Eigene Matlab-Funktionen
Verschiedene, oft benötigte Algorithmen wurden in eigenen Matlab-Funktionen implementiert. Auf
dem beigefügten Datenträger sind diese im Verzeichnis Matlab/Tools zu finden.
Listing C.4: visushrink.m
function thr = visushrink(coeffs)
sigma = mad(abs(coeffs))/0.6745;
thr = sigma*sqrt(2*log(length(coeffs)));
end
Listing C.5: sad.m
function [out] = sad(x)
out = zeros(length(x),1);
for i = 2:length(x)-1
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out(i) = x(i)^2+(x(i-1)*x(i+1));
end
end
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D Softwarepakete
Während technische Details zu MEAs und Sensortechnik nur selten veröffentlicht werden, erfolgt
in zunehmendem Maße die Bereitstellung von Software zur Auswertung neuronaler Signale. Dabei
haben sich neben kompletten Programmen vor allem Matlab-Skripte und Software-Bibliotheken in
C/C++ als praktikabler Weg erwiesen. Diese sind unabhängig von der eingesetzten Hardware sowie
dem Betriebssystem und lassen sich für eigene Anwendungen modifizieren.
Es werden sowohl frei verfügbare als auch kommerzielle Softwarepakete vorgestellt, die entweder
zur Auswertung eigener Daten eingesetzt werden können oder als Benchmark für neue Algorithmen
und Verfahren dienen. Die nachfolgende Liste wurde dabei weder auf Vollständigkeit geprüft noch
kann sichergestellt werden, ob die entsprechenden Versionen weiterentwickelt werden und damit
dem aktuellen Stand entsprechen.
D.1 Open-Source Software
Neben Programmen, die die vollständige Signalverarbeitungskette abdecken, wurden auch Algo-
rithmen für einzelne Aufgabenbereiche veröffentlicht. Hauptsächlich betrifft dies die Clusterung
von Signalen. KlustaKwik [59] ist ein Programm zur unüberwachten Klassifikation kontinuierlicher
Neurosignale. Im Vordergrund standen Geschwindigkeit und Robustheit gegenüber Rauschen und
anderen Artefakten. Die Quellen sind in C++ vorhanden und unter der General Public License (GPL)
veröffentlicht (http://klustakwik.sourceforge.net). In der aktuellen Version wurde zudem eine
Methode zur automatischen Trennung und Zusammenführung von Clustern implementiert, die
gleichzeitig überprüft, ob sich dadurch eine bessere Gesamtperformance ergibt. MClust [359] wur-
de für Matlab entwickelt und ermöglicht automatisches sowie manuelles Clustern von Daten aus
Einzelelektroden, Stereotroden und Tetroden. Eine ausführliche Dokumentation und der Quellcode
sind über http://mclust.sourceforge.net erhältlich. Ein recht einfaches Programm stellt Klusters
[360] dar, mit dem lediglich Aktionspotenziale manuell analysieren kann.
In etwas umfangreicheren Sammlungen wurden Algorithmen gebündelt und optimiert, mit de-
nen Spike sorting ermöglicht wird. Von [168] entwickelte Algorithmen zur schnellen Erkennung
und Sortierung von Spikes wurden in Wave_clus integriert. Durch den Einsatz von Wavelets sowie
superparamagnetischem Clustern wurde eine unüberwachte Methode implementiert, die unter
Matlab auf Windows, Linux und MacOS verfügbar ist. SpikeOmatic [361] nutzt für die Sortierung
neben den klassichen Algorithmen zwei Modelle zur Datenerzeugung: i) ein einfaches Modell
zur Gaussverteilung sowie ii) ein aufwändiges dynamisches Hidden Markov Modell. Durch die
Verwendung der freien Statistiksoftware und Programmiersprache R (http://www.r-project.org)
kann einerseits auf bereits integrierte Algorithmen für die Signalverarbeitung sowie Clusteralgo-
rithmen zurückgegriffen und zum anderen die zahlreichen Funktionen zur Visualisierung genutzt
werden. Das Paket OSort ist ein weiterer Ansatz zur automatisierten Auswertung von Signalen. Die
Software wurde für Matlab entwickelt und beinhaltet verschiedene Algorithmen zur Erkennung und
Sortierung von Spikes in Echtzeit. Eine ausführliche Dokumentation sowie ein Vergleich zwischen
OSort, Wave_clus KlustaKwik ist in [362] zu finden.
MEABench [363] besteht aus einer Sammlung von Programmen (Linux, MacOS), um Signale von
MEA60-Systemen der Firma MultiChannel Systems [364] aufzuzeichnen und in Echtzeit zu verar-
beiten. Die modularen Komponenten stehen als Bibliothek sowie C++-Code zur Verfügung und
können um eigene Komponenten erweitert oder für andere Ableitungssysteme modifiziert werden.
Bereits enthalten sind Module zur Filterung, On- und Offline-Detektion von Spikes, Entfernung
von Stimulationsartefakten sowie Visualisierung von Spikes. Weitere Informationen sowie Bezug
der Software unter http://www.its.caltech.edu/~daw/meabench.
Die Chronux Analysis Software [365] ist eine Sammlung von Matlab-Bibliotheken und wurde vom
Mitra Lab im Cold Spring Harbor Laboratory entwickelt und zusammengestellt. Die Quellen der
Software stehen unter der Open Source-Lizenz. Das Paket enthält eine Reihe an Programmen, die
von der Vorverarbeitung bis zur Auswertung von Spike trains reicht und umfasst beispielsweise loka-
le Regressionsanalysen, Wahrscheinlichkeitsanalysen und Daten-Segmentierungen. Chronux stellt
außerdem eine grafische Benutzeroberfläche zur Verfügung und erlaubt den Import unterschiedli-
cher freier als auch kommerzieller Datenformate. Weiter Informationen sind unter der Webadresse
http://www.chronux.org beziehungsweise in [166, 322, 366] zu finden.
sigTOOL [367] besteht aus einer Sammlung von Matlab-Skripten und stellt verschiedene Funktionen
(arithmetisches Mittel, Mittelwert, Auto- und Kreuzkorrelation, Spektraldichtefunktion, Kohärenz-
schätzer, digitale Filter, Resampling und Amplitudenverteilung) zur Analyse von Spikes aber auch
Spike trains (unter anderem durch Wave_clus) zur Vefügung. Darüber hinaus wird die Independent
Component Analysis (ICA) durch FastICA [368] unterstützt. Der Datenimport erfolgt mit Hilfe von
NeuroShare. Zahlreiche Exportformate für beispielsweise Excel, Origin, SigmaPlot sowie diver-
se Bildformate werden bereitgestellt. Die Software kann unter http://sigtool.sourceforge.net
bezogen werden.
Finding Information in Neural Data (FIND) [320] ist ein plattformunabhängiges Analysewerkzeug
und dient zur Auswertung von Signalen aus Mehrfachableitungen, zur Simulation von Netzwer-
ken sowie zur Visualisierung von Daten. Die quelloffenen Skripte wurden für Matlab entwickelt
und decken fast die vollständige Signalverarbeitungskette von der Detektion bis zur Auswertung
von Spike trains ab. Die gut dokumentierte und offene Architektur erlaubt eine gute Integrati-
on neuer Verfahren. Neben einer Reihe kommerzieller Datenformate, die durch die Einbindung
der NeuroShare-Schnittstelle unter Windows zur Verfügung gestellt werden, wurden unter Linux
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zahlreiche weitere, vor allem frei verfügbare Importfunktionen integriert. Weitere Informationen
zur aktuellen Version 1.1 vom Dezember 2008 befinden sich auf http://find.bccn.uni-freiburg.
de.
Durch unzählige Forschungsvorhaben wurden in den letzten Jahrzehnten viele unterschiedlichen
Algorithmen und Methoden entwickelt. Zusammen mit eigenständigen Datenformaten des jeweili-
gen Forschungsinstituts ist es teilweise mit sehr viel Aufwand verbunden, bereits vorhandes Wissen
mit neuen Erkenntnissen zu verknüpfen. Um dieses Problem zu lösen, soll vom German Neuroinfor-
matics Node (G-Node) eine neurartige Software- und Hardwareinfrastruktur entwickelt werden, die
auf einer gemeinsamen Basis neben der Datenakquise und -speicherung auch die Analyse experi-
menteller Daten ermöglichen soll [369, 370]. Die Standardisierung von Formaten für den Austausch
von Daten soll eine gemeinsame Forschungsgrundlage bieten und so den Austausch von Erkennt-
nissen innerhalb der Community fördern. Aktuelle Informationen zum Stand der als Open Source
veröffentlichten Standards sowie der Toolbox-Entwicklung sind unter http://www.neuroinf.de
abrufbar.
Ähnliche Ziele eines gemeinsamen Standards zum Austausch von Algorithmen und Daten werden
von einem Konsortium britischer Forschungsinstitute sowie kommerzieller Partner unter dem
Namen Code Analysis, Repository and Modelling for E-Neuroscience (CARMEN) verfolgt. Wesentliche
Schwerpunkte liegen im Aufbau einer Infrastruktur zum Austausch von Daten, wissenschaftlichen
Dokumenten und Diskussionen aber auch einer Plattform, um Wissen und Ergebnisse zu bündeln
[371]. Damit soll der Aufbau eines virtuellen Labors (unter http://www.carmen.org.uk/) forciert
werden, um künftigt unterschiedlichste Forschungsvorhaben im neurowissenschaftlichen Bereich
zu bündeln und Daten aus verschiedensten Quellen zur Generierung neuer Erkenntnisse zu nutzen
[372].
D.2 Kommerzielle Software
Alpha-Sort (http://www.alphaomega-eng.com) von Alpha Omega ist ein Offline-Spikesorter. Spike-
informationen werden durch zweidimensionale Hauptkomponenten charakterisiert. Das Paket
enthält einerseits Programme um Spikes zu klassifizieren aber auch die Ergebnisse zu bewer-
ten.
OpenSorter (http://www.tdt.com) von Tucker-Davis Technologies bietet verschiedene mächtige
Sortierfunktionen, bspw. Bayessche Erwartungswertmaximierung (bayesian expectation-maximiza-
tion), k-means und closest-center-Algorithmen sowie Möglichkeiten zur manuellen Clusterbestim-
mung und Waveform-Auswahl.
OfflineSorter (http://www.plexoninc.com) von Plexon Inc. beschleunigt den Prozess des Findens
und der Klassifizierung von Aktionspotenzialen, die mittels einzelnen Elektroden sowie Stereo-
troden und Tetroden abgeleitet wurden. Spikes können in einem zwei- oder dreidimensionalen
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Eigenschaftsraum dargestellt werden mit einer Vielzahl an manuellen, semiautomatischen oder
vollautomatischen Möglichkeiten zum Clustern der Spikes. Der Offline-Sorter kann darüber hinaus
zur Extraktion von Spikes aus kontinuierlichen Daten mit verschiedenen Schwellwertfunktionen
genutzt werden. Die Eigenschaften der Waveforms und statistische Informationen können nach
MATLAB, Excel oder in Textdateien exportiert werden.
NeuroExplorer (http://www.neuroexplorer.com) von Nex Technologies beinhaltet eine Vielzahl
von Analyseoptionen wie beispielsweise Standardhistogramme und Rasteranalysen, Verschiebungs-
prediktoren für Kreuzkorrelationen und farbliche Markierungen in periventen Rastern, gemeinsame
Peristimulishistogramme, Burstanalysen sowie weitere Analysemöglichkeiten und -funktionen und
bietet eine direkte Anbindung an MATLAB und Excel.
SpikeSort3D (http://www.neuralynx.com) aus dem Hause Neuralynx bietet die Möglichkeit, Neura-
lynx-Daten in Matlab, ASCII-Text und Excel zu konvertieren. Echtzeitanzeigen in Kombination mit
Echtzeitclusteranalysen ausgewählter Zellen unterstützen den Anwender mit präzisen Werkzeugen
zur Untersuchung von Daten aus Experimenten.
MC_Rack von MultiChannel Systems (www.multichannelsystems.com) kombiniert mit der Hardwa-
re MC_Card und MC_Rack bildet ein System für die zuverlässige Akquise und Analyse elektrophy-
siologischer Daten. Die Software beinhaltet ein virtuelles Oszilloskop, Filter, einen Event detector,
einen Spike sorter und verschiedene Analysewerkzeuge.
AutoSort (http://www.dwavetech.com) von DataWave Technologies ist ein Plugin zur mehrdimen-
sionalen Spikeanalyse aus gespeicherten und Echtzeitdaten.
Cerebus von Cyberkinetics Neurotechnology Systems, Inc. (http://www.cyberkineticsinc.com)
bietet eine schnelle automatische Echtzeiterkennung und Klassifikation von Spikes. Neuronale
Aktivitäten werden automatisch mit einem Hüllkurvendetektor erkannt, wobei fortlaufend der
Rauschanteil im Signal bestimmt und entsprechend adaptiert wird. Die erkannten Aktionspoten-
ziale werden anschließend automatisch mit einer Kombination aus Template-Matching-Verfahren
und Eigenschaftsanalyse klassifiziert.
Cambridge Electronic Design: Spike2 (http://www.ced.co.uk/spk6wglu.htm) identifiziert und sor-
tiert einzelne sowie mehrfache Aktivitäten von Spikes offline als auch online. Es ist in der Lage,
Daten aus bis zu 32 Kanälen mit einfachen Schwellwerten oder mittels Template matching zu
erkennen. Extrahierte Spikes können mittels PCA in Cluster transformiert und weiter analysiert
werden.
NeuroMAX (http://www.neuromax.org) ist eine Matlab-basierte kommerzielle Sammlung von
Toolboxen für die Detektion, das Sortieren, die Analyse sowie die grafische Darstellung von Spikes
bzw. Spike-Trains. Um eine Vielzahl kommerzieller und freier Datenformate bearbeiten zu können,
erfolgt der Dateizugriff über NeuroShare. Enthaltene Werkzeuge sind beispielsweise FeatureExtract
(Merkmalsextraktion), KMeansCluster (Clusterung), Assign2Cluster und Template2NeuralEvent
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(Klassifikation), sowie QAcc (Quantify Accuracy Tools) um mittels künstlichen Datensätzen die
Spike-Sorting-Qualität zu prüfen.
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Thesen zur Dissertation
1. Zellen bilden die kleinste biologische Einheit, die imstande ist, Informationen zu verarbeiten.
2. Der Informationsaustausch von Zellen basiert auf einem kontrollierten Austausch von Ionen.
Durch einen Stimulus, der chemisch, mechanisch oder elektrisch erfolgen kann, wird eine
Veränderung des Membranpotenzials hervorgerufen. Beim Überschreiten eines Schwellwerts
entsteht ein Aktionspotenzial.
3. Aktionspotenziale lassen sich mit Hilfe von Multielektroden-Arrays (MEAs) aus Zellen ablei-
ten.
4. Um komplexe Funktionsweisen in Zellnetzwerken zu untersuchen, muss eine große Anzahl
von Zellen gleichzeitig überwacht werden.
5. Die zu untersuchenden lebenden Zellen sind weitestgehend stochastische Systeme. Um
daraus abgeleitete Signale verarbeiten und anschließend interpretieren zu können, sind vor
allem adaptive Verarbeitungsalgorithmen geeignet.
6. Aufgrund der hohen Datenmenge, die durch die große Anzahl von Sensoren auf einem
Multielektroden-Array entstehen, ist für eine Echtzeitauswertung und für den Einsatz in kom-
merziellen Systemen eine vollständig automatisierte sowie unüberwachte Signalverarbeitung
notwendig.
7. Eine Verarbeitung von Signalen in Echtzeit verringert die zu speichernde Datenmenge und
eröffnet neue Anwendungsfelder.
8. Wavelet-basierte Filterstufen verbessern das Signalrauschverhältnis abgeleiteter Signale und
können effizienter und flexibler als vergleichbare FIR-Filter eingesetzt werden.
9. Wavelet-basiertes Denoising unter Zuhilfenahme weiterer Informationen aus benachbarten
Sensoren kann zu einer Verbesserung der Filterergebnisse führen.
10. Wird das wavelet-basierte Denoising bei kurzen Signalausschnitten durchgeführt, entstehen
an den Grenzen Unstetigkeiten, die zu Signalverzerrungen führen und Aktionspotenziale
stark verändern.
11. Durch die Verwendung einer redundanten Wavelet-Transformation können Signalartefakte
reduziert werden.
12. Aktionspotenziale treten in zeitlich diskreten Abschnitten auf. Störanteile dagegen sind quasi-
stationär im gesamten Signalverlauf vorhanden. Durch die Analyse der Wavelet-Koeffizienten
in reinen Störsignalbereichen kann ein besseres Denoising erreicht werden.
13. Adaptive Verfahren, basierend auf neuronalen Netzen, können zur echtzeitbasierten Extrak-
tion von Merkmalen eingesetzt werden und passen sich an ändernde Signaleigenschaften
an.
14. Mit Hilfe von zusätzlichen Kriterien lässt sich mittels k-means die Anzahl von Clustern
automatisch bestimmen.
15. Neuronale Netze ermöglichen eine Echtzeit-Klassifikation abgeleiteter Neuronensignale.
16. Die vorgestellten Algorithmen ergänzen die bereits vorhandenen Komponenten des Spike
sorting und ermöglichen eine unüberwachte Auswertung einer unbekannten Anzahl linear
kombinierter Aktionspotenziale, sofern bestimmte Annahmen hinsichtlich der abgeleiteten
Signalqualität zutreffen.
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Active Pixel Sensor
Ein Active Pixel Sensor Array besteht aus einer in CMOS-Technologie gefertigten Sensormatrix
zu aktiven Ableitung elektrophysiologischer Signale [118].
Aktionspotenzial
Ein Aktionspotenzial ist eine kurzzeitige, in ganz charakteristischer Form ablaufende Abwei-
chung des Membranpotenzials einer Zelle von ihrem Ruhemembranpotenzial. Die Fähigkeit
zur Ausbildung von Aktionspotenzialen ist die grundlegende und definierende Eigenschaft
elektrisch erregbarer Zellen, der Neuronen (Nervenzellen) und Muskelzellen. Aktionspoten-
ziale ermöglichen die Erregungsleitung im Nervensystem und die Kontraktion der Muskula-
tur.
Burst
Ein Burst ist eine schnelle Folge von Aktionspotenzialen, die beispielsweise bei einer starken
Reizung von Neuronen auftreten können. Während eines Bursts kann es zu Veränderungen
der Form von Aktionspotenzialen kommen, da der notwendige Zeitraum zur vollständigen
Regeneration des Neurons unter Umständen zur kurz ist. Dies wiederum wirkt sich negativ
auf die Auswertung des Signals aus.
Cell Monitoring System
Das Cell Monitoring System wurde unter anderem an der Universität Rostock entwickelt und
dient der multiparametrischen Beobachtung (Temperatur, pH-Wert, Elektrisches Potenzi-
al) von Zellnetzwerken. Neben Stoffwechselaktivitäten können auch elektrophysiologische
Aktivität gemessen werden. Näheres dazu unter Biosensor Typ C (BISC).
Cluster
Cluster sind Gruppen zusammengehöriger Objekte aus einer Grundmenge von numerisch
beschriebenen Objekten. Die Objekte können Datensätze von Messwerten sein, in denen
geordnete Ansammlungen oder Hierarchien gefunden werden sollen.
CPFET
Feldeffekttransistor zur Bestimmung von Zellpotenzialen (CPFET, engl. cell potential field
effect transistor).
Digitaler Signalprozessor
Ein digitaler Signalprozessor dient der kontinuierlichen digitalen Bearbeitung analoger Si-
gnale (Audio, Video). Durch spezielle Hardware können sehr häufig auftretende und re-
chenintensive Befehle (MAC, Multiply and Accumulate) in nur einem Befehl abgearbeitet
werden.
Diskrete Wavelet-Transformation
Die Wavelet-Transformation ist eine spezielle Form der Frequenztransformation. Als Basis-
funktionen verwendet man Wavelets. Der Vorteil gegenüber der Fourier-Transformation ist
die zeitliche Lokalität der Basisfunktionen und die geringe Komplexität O(N ), im Gegensatz
zu O(N × log N ) bei der Fourier-Transformation.
Elektrophysiologie
Die Elektrophysiologie ist ein Teilbereich der Neurophysiologie und befasst sich mit den
elektrischen und chemischen Zusammenhängen bei der Signalübertragung und -verarbei-
tung innerhalb von Nervenzellen und -systemen.
False negative
Wird ein Aktionspotenzial aufgrund seiner geringen Amplitude von einem Spike-Detektions-
mechanismus nicht erkannt, so spricht man von einem false negative.
False positive
Als false postive wird ein vermeintlicher Störsignalanteil bezeichnet, der aufgrund seiner
Amplitudenhöhe von einem Spike-Detektionsmechanismus erkannt wurde.
Field Programmable Gate Array
Ein Field Programmable Gate Array (FPGA) ist ein frei programmierbarer Logikschaltkreis,
der aus konfigurierbaren Logikblöcken, Leiterbahnen zur Verbindung dieser Blöcke und Ein-
bzw. Ausgangstreibern von I/O-Pins des Gehäuses besteht. Mit ihnen können Algorithmen in
Hardware umgesetzt werden, wodurch eine sehr hohe Verarbeitungsgeschwindigkeit und
Parallelität erzielt wird.
Gliazellen
Gliazellen bilden ein Stützgerüst für Nervenzellen und sorgen für die gegenseitige elektrische
Isolation von Nervenzellen. Zudem sind sie unter anderem maßgeblich am Stoff- und Flüs-
sigkeitstransport beteiligt. Gliazellen sind deutlich kleiner als Nervenzellen und bilden beim
Kontakt zwischen Nervenzelle und Sensor eine Art Isolation.
Hauptkomponentenanalyse
Die Hauptkomponentenanalyse (engl. Principal Component Analysis (PCA)) ist eine lineare
Transformation, bei der Daten so in ein neues Koordinatensystem eingeordnet werden, dass
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die größte Varianz auf der ersten Achse, die zweitgrößte Varianz auf der zweiten Achse und
so weiter abgebildet werden. Damit wird zum einen die Dimension reduziert, wobei die
wichtigsten Eigenschaften eines Datensatzes erhalten bleiben.
in vitro
(lat. im Glas) bezeichnet organische Vorgänge oder Prozesse, die außerhalb eines lebenden
Organismus stattfinden. Beispielsweise ist damit ein Experiment gemeint, bei dem Zellen aus
einem Organismus auf einen Sensorchip übertragen werden und mit künstlichen Hilfsmitteln
dafür gesorgt wird, dass deren (biologische) Funktionen in einem gewissen Rahmen für
Untersuchungen weiter erhalten bleiben.
in vivo
Als in vivo (lat. im Lebendigen) werden Prozesse bezeichnet, die im lebenden Organismus
ablaufen. Möchte man hierbei Funktionen untersuchen, so werden nicht Zellen aus einem
Organismus übertragen, sondern Sensoren in einem lebenden Organismus so implantiert,
dass wichtige Informationen gemessen werden können, aber generelle Funktionen möglichst
nicht gestört werden.
ISFET
Ionen-sensitiver Feldeffekttransistor zur Bestimmung des pH-Werts.
Metabolismus
Der Metabolismus (dt. Stoffwechsel) steht für die Aufnahme, den Transport und die chemi-
sche Umwandlung von Stoffen in einem Organismus sowie die Abgabe von Stoffwechselend-
produkten an die Umgebung.
Neuro-Sensor, Silizium-Hybrid Netzwerksensor
Sensor der die multiparametrische Erfassung eines Zellverbandes ermöglicht. Neben der
Messung physiologischer Parameter können auch so genannte Aktionspotentiale, die einen
Großteil der elektrischen Zellaktivität charakterisieren, detektiert und aufgezeichnet werden.
Quadrature Mirror Filter
Spezielle Eigenschaften von digitalen Filtern, welche das Eingangssignal in zwei Frequenz-
bänder aufteilen und jeweils um den Faktor 2 heruntersamplen. Das Hochpassfilter besitzt
dabei invertierte Tiefpassfilterkoeffizienten in der Form.
Rezeptor
Ein Rezeptor ist ein sensorisches Nervenende, welches auf bestimmte physikalische Änderun-
gen wie beispielsweise Druck, Temperatur oder Lichtstärke reagiert und den physikalischen
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Reiz in ein Rezeptorpotenzial umwandeln kann. Dieses Rezeptorpotential kann von an-
grenzenden Nervenzellen verarbeitet werden, so dass die Information über einen Reiz im
Zentralnervensystem ankommt [4].
Supervised Learning
Beim überwachten Lernen wird dem System anhand von Trainingsdaten ein Sollzustand
vorgegeben, anhand dessen der Optimierungsalgorithmus die Wichtungen der einzelnen
Filter so adaptieren soll, dass der Fehler zwischen Soll- und Ist-Zustand ein Minimum erreicht.
Template
Ein Template ist ein Muster, welches zum Vergleich und somit zur Einordnung (Klassifikation)
genutzt werden kann.
Unit-Separation
Bei der Ableitung neuronaler elektrischer Signale kann es aufgrund hoher Dichten in neuro-
nalen Netzen zur gleichzeitigen Signaleinkopplung mehrerer Neuronen auf ein und dieselbe
Elektrode kommen. Zur Auswertung sind jedoch Anzahl und Zeitpunkt von einzelnen Akti-
onspotenzialen notwendig, so dass eine Separation der Spikes (auch Unit genannt) a priori
erfolgen muss.
Unsupervised Learning
Als unüberwachtes Lernen wird ein maschineller Vorgang bezeichnet, bei dem ein Algorith-
mus aus Eingangswerten Ausgangswerte berechnet, ohne eine Zielvorgabe mittels Trainings-
datensatz.
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