Abstract-For a given channel instance and a fixed LDPC ensemble, a stability outage event is defined by the density evolution being unstable at the origin. The probability of such an event, referred to as Stability Outage Probability, is a useful lower bound for the word error rate. We formulate the stability outage probability for block fading channels and we introduce the stability diversity order. As a direct application, we show how the class of capacity-achieving ensembles on the erasure channel is bounded away from the outage limit on a block fading channel.
I. INTRODUCTION
T HE coding gain of a coded communication system is fundamentally limited, as proved by information theory [4] . For additive white Gaussian noise (AWGN) channels, the minimum signal-to-noise ratio (SNR) under which errorless transmission for a fixed rate is possible is lower bounded by the Shannon limit; for block fading (BF) channels, the word error rate (WER) is lower bounded by the mutual information (MI) outage probability [2] , [10] . Several classes of capacityachieving ensembles have been proposed, such as Turbo codes and LDPC codes. The latter has several advantages, such as a simple code structure and an elaborated theoretical decoding analysis (e.g. in [6] , [11] ). For example, it is known that LDPC codes with iterative decoding asymptotically exhibit a threshold effect [13] . For the AWGN channel, this is the minimum SNR ℎ at which the probability, that the bit error rate (BER) at the receiver is zero, approaches one exponentially fast in the code length. We say that decoding convergence is asymptotically guaranteed when the SNR is greater than ℎ . This threshold can be obtained numerically via density evolution [11] . A necessary condition for decoding convergence is the stability condition [12] . Conversely, when this condition is not satisfied, an event referred to as a stability outage event (SOE), both the BER and the WER are bounded away from zero.
Recently [7] , the stability outage probability (SOP) of LDPC codes 1 , which is the probability of an SOE, was introduced for fading channels with one constant fading gain per codeword. Because the stability condition is a necessary but not sufficient condition for decoding convergence, the SOP is a lower bound on the WER. It provides new insight when it is larger than the other well known lower bound, the MI outage probability. However, in [7] , different LDPC ensembles with different coding rates were considered for each SNR value, so that this SOP could not be compared with the MI outage probability for a fixed rate. Here, we formulate the stability condition of LDPC ensembles on a BF channel with fading gains. We introduce and analyze the stability diversity order, which is an upper bound on the well known diversity order. We determine the SOP of two important classes of LDPC codes: capacity-achieving LDPC ensembles on the Binary Erasure Channel (BEC) and on the AWGN channel. Which class performs best? Is the SOP of these codes larger than the MI outage probability? These questions are answered in this paper.
Notation: we write random variables using upper case letters and their realizations by the corresponding lower case letters. Probability density functions ( ) are denoted by "densities". For the brevity of notation, the subscripts are left away when no confusion is possible.
II. STABILITY AND CONSISTENCY
We focus on standard binary LDPC codes characterized by degree distribution polynomials from an edge perspective ( ) and ( ) [11] . . The channel state information is assumed to be known at the receiver side. This channel, defined by its transition probability (y|x, ), where = [ 1 , . . . , ], is a binary memoryless symmetric (BMS) channel [11] . The associated log-likelihood ratio is
and has density , which is denoted as -density in the following. Note that this density is conditioned on . The -density associated with a Gaussian channel is [6] , [11] 
) .
It is straightforward to find that for a BF channel,
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The BP decoding behaviour is determined by its fixed points [11, Sec. 4.8.2] . At a fixed point, further iteration does not decrease the fraction of incorrect messages any more. The fixed point corresponding to a zero error rate is always present, and the stability condition is the stipulation that this point is stable, i.e., there is no other fixed point corresponding to an error rate very close to zero [11, Sec. 4.9] . For BMS channels, the stability condition is given by
For more background information on LDPC codes, density evolution, consistency and stability, we refer to [6] , [11] , [14] .
III. STABILITY OUTAGE PROBABILITY
We investigate the stability outage probability (SOP) of a fixed ensemble of LDPC codes (
is thus constant).
Definition 1 The stability threshold is
= ′ (0) ′ (1) .
Definition 2 On a binary BF channel, the stability outage probability of an LDPC ensemble is
Similarly to the well known diversity order [2] , we define the stability diversity order.
Definition 3 The stability diversity order attained by an ensemble is defined as
As mentioned before, ( , ) < ( , ( ), ( )), so that ( ) is an upper bound of the well known diversity order. Before considering specific LDPC ensembles, it is interesting to study the function ( ).
Proposition 1 On a binary BF channel, an ensemble achieves full stability diversity ( ( ) = ) if and only if ≥ − 1.
Proof: First, we proof the necessary condition. If < − 1, then full stability diversity is not achieved:
where the limit for high SNR was taken to obtain (7). Now, we proof the sufficiency condition, hence consider ≥ − 1. We first give the proof for = 2. We denote = exp
, distributed by ( ) = 2 2 2 2 −1 . At high SNR, the outage probability can be elaborated as follows
and where the last equation follows by induction. Here, we consider two types of LDPC code ensembles: capacity-achieving ensembles for the AWGN channel and for the BEC 2 . For the BEC, characterized by its erasure probability , ( ) = 1 − ; for the AWGN channel, characterized by the variance of the real noise 2 , ( ) = (
2 ). The function output of (.) is the mutual information of an AWGN channel with a binary input alphabet and noise variance 2 and has no analytical expression, but can be stored in a table. Define to be the spectral efficiency and to be the coding rate. Because the input of the channel is binary, = . In the remainder of the paper, we adopt the notation .
Proposition 2 On a binary BF channel, the stability outage probabilities of capacity-achieving ensembles for the AWGN channel and the BEC are
2 2 ) and ( , = (1 − )), respectively.
Proof: Capacity-achieving ensembles, i.e., = ( ), are an abstract concept, because they are not known yet. However, we do know that for an ensemble achieving the capacity of a channel, characterized by its -density , The stability outage probability is determined via Def. 2, where the stability threshold is obtained by inserting ′ (0) ′ (1) in Def. 1. Notice that for capacity-achieving ensembles on the BEC, the condition for full stability diversity is the same as for full diversity, because < − 1 if > 1 , which corresponds to the Singleton bound, which limits the coding rate of standard coded modulations achieving full diversity [5] , [8] , [9] . For capacity-achieving ensembles on the AWGN channel, the stability diversity order is larger than the well known diversity order for some values of the stability threshold. For example for = 2, ( ) = 2 if 2 > 1 2 log(2) , which corresponds to < 0.596. Actually, for 0.5 < < 0.596, which corresponds to 1 < < 1.186, ( ) = 2, while the standard diversity order is 1.
IV. NUMERICAL RESULTS AND CONCLUSIONS
Using Prop. 2, we numerically determined the SOP of capacity-achieving ensembles for the BEC and AWGN channel for = 2 and coding rates = 0.4 and = 0.7, see Fig. 1 . Surprisingly, the SOP bounds away the WER of capacity-achieving ensembles for the BEC from the MI outage probability by at least 1 dB. The solid black lines are approximations (Eqs. (19) and (22)) whose expressions are derived as follows. First, we consider < 1 ( = 0.7). We denote 
where the first inequality becomes tight when ≪ 1. When = 0.4, > 1. Because 
where (21) is obtained as in (8)- (11) . This approximation does not converge to the actual solution for high SNR but the approximation error is limited. We have introduced the stability outage probability, which is a new lower bound on the asymptotic word error rate (WER), based on iterative decoding arguments, in contrast to the mutual information (MI) outage probability. Using this lower bound, it is possible to show that the asymptotic WER of some efficient code ensembles is bounded away from the MI outage probability (e.g., the WER of capacity-achieving ensembles for the BEC is bounded away at least 1 dB from the MI outage probability for = 2 fadings per codeword). This is contrastive to what was argued in previous papers, e.g. in [1] , [3] , where it was announced that excellent codes for erasure channels are also good for many practical channels.
