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In this paper we study Morita contexts for semigroups. We prove a Rees matrix cover
connection between strongly Morita equivalent semigroups and investigate how the
existence of a unitary Morita semigroup over a given semigroup is related to the existence
of a ‘good’ Rees matrix cover of this semigroup.
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1. Introduction
Morita equivalence has proved to be a very useful tool in the study of unital rings. In view of this, the notion was carried
over to monoids in the early seventies. However, it turned out to be much less effective here than in rings, since for a
very large class of monoids, Morita equivalence coincides with isomorphism. Then, in the eighties, Morita equivalence
was extended to much wider classes of rings [1,2,4], no longer requiring the existence of an identity element. Based on
the development in [2], Talwar found a viable approach to Morita equivalence for semigroups without identity but with
so-called local units [11] and extended it also to factorisable semigroups (i.e., semigroups in which every element
decomposes as a product) [12,13]. He also showed the relevance ofMorita equivalence in the structure theory of semigroups.
Lawson and Márki [8] noticed that enlargements involve Morita equivalence. Roughly at the same time, Chen and Shum
[3] extended Morita equivalence to the class of factorisable semigroups. After a standstill of some years, investigations into
Morita equivalencewere taken up independently by several researchers. In particular, the present workwas done in parallel
with Lawson’s work [7], we got to know of each other’s results only when his paper was practically ready and many of our
resultsweremore or less in their final form. It has turned out, however, that our results complement each other in a niceway:
Lawson’s main concern is the categorical aspect whereas we consider primarily the structural side of Morita equivalence.
There are several ways of developingMorita equivalence for semigroups: using some categories of acts over them,Morita
contexts (see, e.g., [12,6]), Cauchy completions or enlargements (see [7]). Our approach in this article is based on Morita
contexts.
A left S-act SA (a biact SAT ) is said to be unitary if SA = A (SA = A and AT = A).
Definition 1 ([12]). A unitary Morita context is a six-tuple (S, T , SPT , TQS, θ, φ), where S and T are semigroups, SPT ∈
SActT and TQS ∈ TActS are unitary biacts, and
θ : S(P ⊗T Q )S → SSS, φ : T (Q ⊗S P)T → TTT
are biact morphisms such that, for every p, p′ ∈ P and q, q′ ∈ Q ,
θ(p⊗ q)p′ = pφ(q⊗ p′), qθ(p⊗ q′) = φ(q⊗ p)q′.
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Definition 2 ([12]). Semigroups S and T are called strongly Morita equivalent if there exists a unitary Morita context
(S, T , SPT , TQS, θ, φ) such that the mappings θ and φ are surjective.
Our first aim in this article (Section 2) is to study strongMorita equivalence using Reesmatrix semigroups.We show (see
Theorem 8) that two semigroups with local units are strongly Morita equivalent if and only if one of them is a strictly locally
isomorphic image of a factorisable Rees matrix semigroup over the other semigroup. This result rounds up Theorem 1.1 in
[7], where three different conditions are given that are equivalent to strong Morita equivalence for semigroups with local
units. In the next sectionwe investigate the related construction of aMorita semigroup, which is defined on a tensor product
Q ⊗S P of a right and a left S-act by means of a biact morphism ⟨ , ⟩ : S(P ×S Q )S → SSS , and show that this gives rise
to a further equivalent condition to strong Morita equivalence for semigroups with local units. We also point out that the
unitariness of the two biacts involved can be omitted from the definition of strong Morita equivalence. Throughout, we pay
attention to when the assumption of having local units can be weakened or completely omitted. As a conclusion we list the
conditions which are equivalent for semigroups with local units to be Morita equivalent, and summarise the connections
between these conditions if, instead of having local units, only factorisability of the semigroups is assumed.
The authors are grateful to Mark Lawson for helpful discussions and for generously sharing his work before it was
submitted.
2. Rees matrix semigroups and coverings versus Morita equivalence
A semigroup is said to be factorisable if each of its elements can be written as a product of two elements. This is a
necessary condition for strong Morita equivalence:
Proposition 1. Strongly Morita equivalent semigroups are factorisable.
Proof. Let (S, T , SPT , TQS, θ, φ) be a unitary Morita context with surjective θ and φ. If t = φ(q ⊗ p) ∈ T then there exist
s = θ(ps ⊗ qs) and p′ ∈ P such that p = sp′, because SP is unitary. Hence t = φ(q ⊗ sp′) = φ(q ⊗ θ(ps ⊗ qs)p′) =
φ(q⊗ ps)φ(qs ⊗ p′). For S the proof is analogous. 
We will consider two kinds of semigroups S with local units.
Definition 3. A semigroup with local units is a semigroup S such that for every s ∈ S there exist e, f ∈ E(S) such that
s = es = sf , where E(S) denotes the set of idempotents in S.
A semigroup withweak local units is a semigroup S such that for every s ∈ S there exist u, v ∈ S such that s = us = sv
(these semigroups are called ‘semigroups with condition (P)’ in [8] and ‘like unity semigroups’ in [3]).
For a Rees matrix semigroupM = M(S,U, V ,M), denote by im(M)(⊆ S) the set of the entries of the sandwich matrix
M .
Proposition 2. A Rees matrix semigroupM = M(S,U, V ,M) over a factorisable semigroup S is strongly Morita equivalent to
S if and only if Sim(M)S = S.
Proof. Necessity. IfM is strongly Morita equivalent to any semigroup then by Proposition 1 it must be factorisable, but
this is equivalent to the equality Sim(M)S = S.
Sufficiency. Consider the free left S-act S(S × V )with basis V , i.e.,
s′ · (s, v) := (s′s, v).
Analogously, consider the free right S-act (U × S)S with basis U . Define a rightM-action on S × V and a leftM-action on
U × S by
(s, v) · (u′, s′, v′) := (sM(v, u′)s′, v′),
(u′, s′, v′) · (u, s) := (u′, s′M(v′, u)s),
respectively. It is easy to show that
SPM := S(S × V )M ∈ SActM , MQS := M(U × S)S ∈ MActS .
These biacts are unitary because of the condition Sim(M)S = S.
Define a mapping φ : M(Q ⊗S P)M −→ MMM by
φ((u, s)⊗ (z, v)) := (u, sz, v).
If (u, s) ⊗ (z, v) = (u′, s′) ⊗ (z ′, v′) then u = u′, v = v′ and s ⊗ z = s′ ⊗ z ′ in S ⊗S S, which implies that sz = s′z ′. So
(u, sz, v) = (u′, s′z ′, v′) and φ is well defined. It is easy to see that φ is a morphism in MActM . Its surjectivity follows from
the factorisability of S.
Define a mapping θ : S(P ⊗M Q )S −→ SSS by
θ((z, v)⊗ (u, s)) := zM(v, u)s.
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It is not difficult to see that θ is well defined. Obviously, it is a morphism in SActS . Its surjectivity follows from the condition
Sim(M)S = S. Finally,
θ((z, v)⊗ (u, s)) · (z ′, v′) = (zM(v, u)sz ′, v′) = (z, v) · (u, sz ′, v′)
= (z, v) · φ((u, s)⊗ (z ′, v′)),
(u′, s′) · θ((z, v)⊗ (u, s)) = (u′, s′) · zM(v, u)s = (u′, s′zM(v, u)s)
= (u′, s′z, v) · (u, s) = φ((u′, s′)⊗ (z, v)) · (u, s). 
A surjective homomorphism τ : S → T of semigroups is said to be a strict local isomorphism (see [9]) if the restriction
of τ to every subsemigroup aSb of S, where a ∈ Sa and b ∈ bS, is injective. The idempotents (resp. regular elements) lift
along τ if for every idempotent f ∈ T (resp. for every regular element t ∈ T ) there exists an idempotent e ∈ S (resp. a
regular element s ∈ S) such that τ(e) = f (resp. τ(s) = t). Notice that, by Lemma 1 in [8], if idempotents lift along a strict
local isomorphism of semigroups then regular elements also lift.
The following theorem is a generalisation of Theorem 2 of [8], the proof follows quite closely the proof of the Matrix
Covering Lemma in [9] or of the Covering Theorem in [8]. In the theorem we present the construction in a fairly general
setting, so that the resulting Rees matrix semigroup may have a possibly small size. The subsequent corollary is in fact a
sharpening of this theorem; here we put an additional assumption on the choice of the index sets to assure that the Rees
matrix semigroup is factorisable, and this may increase the size of the matrices.
Theorem 3. If S and T are strongly Morita equivalent semigroups then there exist a Rees matrix semigroupM =M(S,U, V ,M)
and a strict local isomorphism τ fromM onto T along which regular elements and idempotents can be lifted.
Proof. Let (S, T , SPT , TQS, θ, φ) be a unitary Morita context with surjective θ and φ. Since T is factorisable, we can choose
sets U, V ⊆ T such that
T =

u∈U
uT =

v∈V
Tv.
If x ∈ U ∪ V then there exist px ∈ P , qx ∈ Q such that x = φ(qx ⊗ px). For each x ∈ U ∪ V fix a pair px, qx of such elements.
Define a mappingM : V × U → S by
M(v, u) := θ(pv ⊗ qu) ∈ S.
With these data we have a Rees matrix semigroupM =M(S,U, V ,M).
Define a mapping τ :M→ T by
τ(u, s, v) := φ(qu ⊗ spv).
To show that τ is a homomorphism, let (u1, s1, v1), (u2, s2, v2) ∈M. Then (u1, s1, v1)(u2, s2, v2) = (u1, s1θ(pv1⊗qu2)s2, v2)
and hence
τ((u1, s1, v1)(u2, s2, v2)) = φ(qu1 ⊗ s1θ(pv1 ⊗ qu2)s2pv2)
= φ(qu1 ⊗ s1pv1)φ(qu2 ⊗ s2pv2)
= τ(u1, s1, v1)τ (u2, s2, v2).
To establish the surjectivity of τ , let t ∈ T . Then t = ut1 and t1 = t2v for some u ∈ U, v ∈ V , t1, t2 ∈ T . Now
t = ut2v = φ(qu ⊗ pu)t2φ(qv ⊗ pv)
= φ(qu ⊗ θ(pu ⊗ t2qv)pv) = τ(u, θ(pu ⊗ t2qv), v).
To show that τ is a strict local isomorphism let (u1, s1, v1), (u2, s2, v2) ∈M be any elements such that
(u1, s′, v′)(u1, s1, v1) = (u1, s1, v1) and (u2, s2, v2)(u′′, s′′, v2) = (u2, s2, v2) (1)
for some (u1, s′, v′), (u′′, s′′, v2) ∈ M. Let (u1, s, v2), (u1, z, v2) ∈ (u1, s1, v1)M(u2, s2, v2), and suppose that τ(u1, s, v2) =
τ(u1, z, v2), i.e., φ(qu1 ⊗ spv2) = φ(qu1 ⊗ zpv2). We need to prove that s = z. Equalities (1) imply
(u1, s′, v′)(u1, s, v2) = (u1, s, v2) = (u1, s, v2)(u′′, s′′, v2)
and
(u1, s′, v′)(u1, z, v2) = (u1, z, v2) = (u1, z, v2)(u′′, s′′, v2).
This yields equalities s′θ(pv′ ⊗ qu1)s = s = sθ(pv2 ⊗ qu′′)s′′ and s′θ(pv′ ⊗ qu1)z = z = zθ(pv2 ⊗ qu′′)s′′. Consequently,
s = s′θ(pv′ ⊗ qu1)sθ(pv2 ⊗ qu′′)s′′ = s′θ(pv′ ⊗ qu1θ(spv2 ⊗ qu′′))s′′
= s′θ(pv′ ⊗ φ(qu1 ⊗ spv2)qu′′)s′′ = s′θ(pv′ ⊗ φ(qu1 ⊗ zpv2)qu′′)s′′
= s′θ(pv′ ⊗ qu1θ(zpv2 ⊗ qu′′))s′′ = s′θ(pv′ ⊗ qu1)zθ(pv2 ⊗ qu′′)s′′ = z.
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Finally, we show that idempotents can be lifted along τ ; by Lemma 1 in [8], this implies that regular elements also lift.
Let f ∈ E(T ). Then f = ut = t ′v for some u ∈ U, v ∈ V and t, t ′ ∈ T . Hence f = utf = ft ′v and
f = f 2 = utft ′v = φ(qu ⊗ pu)tft ′φ(qv ⊗ pv)
= φ(qu ⊗ θ(pu ⊗ tft ′qv)pv) = τ(u, θ(pu ⊗ tft ′qv), v).
Also
(u, θ(pu ⊗ tft ′qv), v)2 = (u, θ(pu ⊗ tft ′qv)θ(pv ⊗ qu)θ(pu ⊗ tft ′qv), v)
= (u, θ(pu ⊗ tft ′φ(qv ⊗ pv)qu)θ(pu ⊗ tft ′qv), v)
= (u, θ(pu ⊗ tft ′vφ(qu ⊗ pu)tft ′qv), v)
= (u, θ(pu ⊗ tfutft ′qv), v)
= (u, θ(pu ⊗ tft ′qv), v) ∈ E(M). 
Corollary 4. If S and T are stronglyMorita equivalent semigroups then there exists a Reesmatrix semigroupM =M(S,U, V ,M)
with Sim(M)S = S and a strict local isomorphism τ fromM onto T along which regular elements and idempotents can be lifted.
Proof. We have to assure that Sim(M)S = S. To this end, note that U and V in the proof of Theorem 3 can be chosen equal
(even both equal to T ) and such that T = UU . If now s = s1s2 ∈ S then there exist p1, p2 ∈ P , q1, q2 ∈ Q such that
s1 = θ(p1 ⊗ q1) and s2 = θ(p2 ⊗ q2). Also, we can factorise φ(q1 ⊗ p2) as φ(q1 ⊗ p2) = uv where u, v ∈ U . Hence
s = s1s2 = θ(p1 ⊗ q1)θ(p2 ⊗ q2) = θ(p1 ⊗ φ(q1 ⊗ p2)q2) = θ(p1 ⊗ uvq2)
= θ(p1 ⊗ φ(qu ⊗ pu)φ(qv ⊗ pv)q2) = θ(p1 ⊗ qu)θ(pu ⊗ qv)θ(pv ⊗ q2)
= θ(p1 ⊗ qu)M(u, v)θ(pv ⊗ q2) ∈ Sim(M)S. 
It would be interesting to know whether the converse of this result holds in full generality:
Problem 1. Suppose that S is a factorisable semigroup and there exists a Rees matrix semigroupM =M(S,U, V ,M)with
Sim(M)S = S and a strict local isomorphism τ fromM onto a semigroup T along which idempotents and regular elements
lift. Are S and T strongly Morita equivalent?
Making use of Lawson’s results [7], we have a positive answer to this problem in two cases; see Proposition 6 and
Theorem 8.
Recall that the Cauchy completion C(S) of a semigroup S is a category with object set E(S) (the set of idempotents of S),
morphism sets
C(S)(e, f ) = {(f , s, e) ∈ E(S)× S × E(S) | s = fse},
and composition
(h, s′, f )(f , s, e) = (h, s′s, e).
The identity morphisms in C(S) are exactly the morphisms of the form (e, e, e) with e ∈ E(S). Note that, for an arbitrary
semigroup S, its Cauchy completion is equivalent to the full subcategory of ActS whose objects are the right S-acts of the
form eS where e ranges over all idempotents of S (see the proof of Theorem 3.4 in [7]).
Lemma 5. If S and T are arbitrary semigroups and there exists a strict local isomorphism τ : S → T along which idempotents
lift then the categories C(S) and C(T ) are equivalent.
Proof. Define a functor F : C(S)→ C(T ) by
f τ(f ) /
e
(f ,s,e)

τ(e) /
(τ (f ),τ (s),τ (e))

,
e, f ∈ E(S), s ∈ S, fse = s. If
F(f , s, e) = (τ (f ), τ (s), τ (e)) = (τ (f ), τ (s′), τ (e)) = F(f , s′, e)
then τ(fse) = τ(s) = τ(s′) = τ(fs′e). Since τ is a strict local isomorphism, s = fse = fs′e = s′, and hence F is faithful. To
prove that F is full, take a morphism (τ (f ), t, τ (e)) : τ(e)→ τ(f ) in C(T ). By the surjectivity of τ , t = τ(s) for some s ∈ S.
Hence t = τ(f )tτ(e) = τ(fse) and (τ (f ), t, τ (e)) = F(f , fse, e), where (f , fse, e) : e → f in C(S). Finally, since idempotents
lift along τ , for every u ∈ E(T ) = C(T )0, there exists e ∈ E(S) = C(S)0 such that u = τ(e) = F(e). 
The following is a partial converse of Corollary 4.
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Proposition 6. If S is a factorisable semigroup,M is a Rees matrix semigroup with local units over S and there exists a strict local
isomorphism τ :M→ T along which idempotents lift then S and T are strongly Morita equivalent.
Proof. If there exists a strict local isomorphism τ : M → T then T also has local units. By Lemma 5, C(M) and C(T ) are
equivalent categories. By Theorem 1.1 in Lawson [7],M and T are strongly Morita equivalent. It follows from Proposition 2
that S and T are strongly Morita equivalent. 
Remark. It is straightforward to check that if a Reesmatrix semigroup over a factorisable semigroup S has local units (weak
local units) then S also has local units (weak local units).
Lemma 7. If S and T are factorisable semigroups,M = M(S,U, V ,M) is a Rees matrix semigroup over S with Sim(M)S = S,
and there exists a strict local isomorphism τ : M → T along which idempotents lift then the categories C(S) and C(T ) are
equivalent.
Proof. For every e ∈ E(S) choose ae, be ∈ S, ue ∈ U and ve ∈ V such that e = aeM(ve, ue)be. Then e := (ue, beeae, ve) ∈
E(M) and τ(e) ∈ E(T ). If e, f ∈ E(S) and (f , s, e) : e → f in C(S) (that is, s = fse) then
τ(f )τ (uf , bf sae, ve)τ (e) = τ

uf , bf fafM(vf , uf )bf saeM(ve, ue)beeae, ve

= τ(uf , bf sae, ve),
and hence

τ(f ), τ (uf , bf sae, ve), τ (e)
 : τ(e) / τ(f ) in C(T ). Thus we can consider the assignment F : C(S)→ C(T ),
f τ(f ) /
e
(f ,s,e)

τ(e) /
(τ(f ),τ (uf ,bf sae,ve),τ (e))

.
It obviously preserves identity morphisms. If (f , s, e) : e → f and (g, s′, f ) : f → g in C(S) then
F(g, s′, f )F(f , s, e) = τ(g), τ (ug , bg s′af , vf ), τ (f ) τ(f ), τ (uf , bf sae, ve), τ (e)
= τ(g), τ (ug , bg s′afM(vf , uf )bf sae, ve), τ (e)
= τ(g), τ (ug , bg s′fsae, ve), τ (e)
= F(g, s′s, e) = F((g, s′, f )(f , s, e)).
Hence F is a functor. To prove that F is faithful, suppose that F(f , s, e) = F(f , s′, e), where fse = s and fs′e = s′. Then
τ

uf , bf sae, ve
 = τ uf , bf s′ae, ve . Note that
uf , bf sae, ve
 = uf , bf fafM(vf , uf )bf saeM(ve, ue)beeae, ve
= f uf , bf sae, ve e,
uf , bf s′ae, ve
 = f uf , bf s′ae, ve e,
where e, f ∈ E(M). Since τ is a strict local isomorphism, bf sae = bf s′ae. Multiplying this equality by afM(vf , uf ) from the
left and byM(ve, ue)be from the right we obtain fse = fs′e, which means that s = s′.
To show that F is full, consider a morphism x := τ(e) (y,t,x) / τ(f ) =: y in C(T ). Then ytx = t and t = τ(u, z, v) for
some (u, z, v) ∈M. Denoting s := fafM(vf , u)zM(v, ue)beewe have s = fse and
F(f , s, e) = τ(f ), τ uf , bf fafM(vf , u)zM(v, ue)beeae, ve , τ (e)
= τ(f ), τ f  tτ(e), τ (e) = (y, t, x),
as needed.
Finally we check whether F is dense. Take any t ∈ E(T ). Since τ lifts idempotents, there exists (u, s, v) ∈ E(M) such that
τ(u, s, v) = t . Then s = sM(v, u)s and e := sM(v, u) ∈ E(S). We show that F(e) = τ(e) and t are isomorphic objects in
C(T ). Indeed,
τ(e)
(t,τ (u,eae,ve),τ (e)) /o
(τ (e),τ (ue,bes,v),t)
t
are morphisms in C(T ), because
tτ(u, eae, ve)τ (e) = τ((u, s, v)(u, eae, ve)(ue, beeae, ve))
= τ(u, sM(v, u)eaeM(ve, ue)beeae, ve) = τ(u, eae, ve),
τ (e)τ (ue, bes, v)t = τ((ue, beeae, ve)(ue, bes, v)(u, s, v))
= τ(ue, beeaeM(ve, ue)besM(v, u)s, v) = τ(ue, bes, v),
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and they are inverses of each other, because
τ(ue, bes, v)τ (u, eae, ve) = τ(ue, besM(v, u)eae, ve) = τ(ue, beeae, ve) = τ(e),
τ (u, eae, ve)τ (ue, bes, v) = τ(u, eaeM(ve, ue)bes, v) = τ(u, s, v) = t. 
Theorem 8. Semigroups S and T with local units are strongly Morita equivalent if and only if there is a Rees matrix semigroup
M =M(S,U, V ,M) over S with Sim(M)S = S and a strict local isomorphism τ :M→ T along which idempotents lift.
Proof. Necessity follows from Corollary 4. Conversely, if there is a Rees matrix semigroupM =M(S,U, V ,M) over S with
Sim(M)S = S and a strict local isomorphism τ : M → T along which idempotents lift then the categories C(S) and C(T )
are equivalent by Lemma 7. Theorem 1.1 of [7] says, among other things, that two semigroups with local units are strongly
Morita equivalent if and only if their Cauchy completions are equivalent. 
3. Morita semigroups
Definition 4. Let SP and QS be acts over a semigroup S and let ⟨ , ⟩ : SP × QS → SSS be a morphism in SActS . Then the set
Q ⊗S P becomes a semigroup with product
(q⊗ p)(q′ ⊗ p′) := q⊗ ⟨p, q′⟩p′.
This semigroup is called a Morita semigroup over S defined by ⟨ , ⟩ (see [12]). We say that this Morita semigroup is
unitary, if SP and QS are unitary acts, and we say that it is surjectively defined if the mapping ⟨ , ⟩ is surjective.
It is easy to see that surjectively defined unitary Morita semigroups over an arbitrary semigroup S are factorisable, and
that such Morita semigroups can exist only over factorisable semigroups.
Hotzel [5] pointed out that a surjectively defined unitary Morita semigroup over a monoid in which the two acts are free,
is just a coordinate-free version of a Rees matrix semigroup over this monoid. Proposition 10 below states that this carries
over from monoids to semigroups with weak local units.
For further connections of Morita semigroups with Reesmatrix semigroups see Talwar [12], Theorems 5, 6, 7. From these
results we shall need the following:
Theorem 9 (Talwar [12], Theorem 5). Let S be a factorisable semigroup, SP and QS be unitary acts, and ⟨ , ⟩ : SP × QS → SSS
be a surjective morphism in SActS . Then the Morita semigroup Q ⊗S P is strongly Morita equivalent to S.
Notice that in the following proposition we need no assumption whatsoever on the sandwich matrix.
Proposition 10. Let S be a semigroup with weak local units and letM = M(S,U, V ,M) be a Rees matrix semigroup over it.
ThenM is isomorphic to a unitary Morita semigroup. If S = Sim(M)S thenM is isomorphic to a surjectively defined unitary
Morita semigroup.
Proof. Let SP := S(S × V ) and QS := (U × S)S be free acts with bases V and U . Due to the presence of weak local units in S,
SP and QS are unitary acts. Define a morphism ⟨ , ⟩ : SP × QS → SSS by
⟨(s, v), (u, s′)⟩ := sM(v, u)s′
and consider the Morita semigroup Q ⊗S P . Then ⟨ , ⟩ is surjective if S = Sim(M)S. Define a mappingψ :M→ Q ⊗S P by
ψ(u, s, v) := (u, r)⊗ (s, v),
where s = rs, r ∈ S; such a decomposition exists for s because S hasweak local units. To show thatψ is well defined suppose
that s = rs = r ′s = sz. Then
(u, r)⊗ (s, v) = (u, r)⊗ s(z, v) = (u, rs)⊗ (z, v) = (u, r ′s)⊗ (z, v)
= (u, r ′)⊗ s(z, v) = (u, r ′)⊗ (s, v),
which means that ψ is well defined.
Obviously, ψ is a surjective mapping. To show that ψ is injective suppose that ψ(u, s, v) = ψ(u′, s′, v′), where s = rs,
s′ = r ′s′. Then (u, r)⊗ (s, v) = (u′, r ′)⊗ (s′, v′). This implies that u = u′, v = v′ and r ⊗ s = r ′⊗ s′ in S⊗S S. By a standard
manipulation with tensor products, the last equality yields rs = r ′s′, so (u, s, v) = (u′, s′, v′).
Finally, ψ is a semigroup homomorphism, because if s = rs and s′ = r ′s′ then
ψ((u, s, v)(u′, s′, v′)) = ψ(u, sM(v, u′)s′, v′) = (u, r)⊗ (sM(v, u′)s′, v′)
= (u, r)⊗ sM(v, u′)r ′(s′, v′)
= (u, r)⊗ ⟨(s, v), (u′, r ′)⟩(s′, v′)
= ((u, r)⊗ (s, v))((u′, r ′)⊗ (s′, v′))
= ψ(u, s, v)ψ(u′, s′, v′). 
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Problem 2. Can Proposition 10 be generalised to factorisable semigroups?
If ⟨ , ⟩ : SP × QS → SSS is a morphism in SActS then one can consider the S1-acts S1P and QS1 in a natural way so that⟨ , ⟩ becomes a morphism in S1ActS1 .
Proposition 11. Let Q ⊗S P be a unitary Morita semigroup over an arbitrary semigroup S defined by ⟨ , ⟩ : P × Q → S. Then
there exists a Rees matrix semigroupM = M(S,U, V ,M) over S and a strict local isomorphism τ : M→ Q ⊗S P along which
idempotents lift. If the mapping ⟨ , ⟩ is surjective then S = Sim(M)S.
Proof. Consider the Rees matrix semigroupM =M(S,Q , P, ⟨ , ⟩) and define a mapping τ :M→ Q ⊗S P by
τ(q, s, p) := q⊗ sp.
Since SP is unitary, τ is surjective. Now
τ((q, s, p)(q′, s′, p′)) = τ(q, s⟨p, q′⟩s′, p′) = q⊗ ⟨sp, q′⟩s′p′
= (q⊗ sp)(q′ ⊗ s′p′) = τ(q, s, p)τ (q′, s′, p′)
for all p, p′ ∈ P , q, q′ ∈ Q , s, s′ ∈ S, and so τ is a semigroup homomorphism.
To prove that τ is a strict local isomorphism let (q1, s1, p1), (q2, s2, p2) ∈M be any elements such that
(q1, s′, p′)(q1, s1, p1) = (q1, s1, p1) and (q2, s2, p2)(q′′, s′′, p2) = (q2, s2, p2) (2)
for some (q1, s′, p′), (q′′, s′′, p2) ∈ M. Consider elements (q1, s, p2), (q1, z, p2) ∈ (q1, s1, p1)M(q2, s2, p2) such that
τ(q1, s, p2) = τ(q1, z, p2), i.e., q1 ⊗ sp2 = q1 ⊗ zp2 in Q ⊗S P . Equalities (2) imply
(q1, s′, p′)(q1, s, p2) = (q1, s, p2) = (q1, s, p2)(q′′, s′′, p2)
and
(q1, s′, p′)(q1, z, p2) = (q1, z, p2) = (q1, z, p2)(q′′, s′′, p2),
which in turn yield equalities s′⟨p′, q1⟩s = s = s⟨p2, q′′⟩s′′ and s′⟨p′, q1⟩z = z = z⟨p2, q′′⟩s′′. From q1 ⊗ sp2 = q1 ⊗ zp2 we
obtain elements v1, . . . , vn ∈ Q , u2, . . . , un ∈ P , x1, . . . , xn, y1, . . . , yn ∈ S1 such that
q1 = v1x1
v1y1 = v2x2 x1sp2 = y1u2
v2y2 = v3x3 x2u2 = y2u3
. . . . . .
vnyn = q1 xnun = ynzp2,
and hence
s = s′⟨p′, q1⟩s⟨p2, q′′⟩s′′ = s′⟨p′, v1x1⟩s⟨p2, q′′⟩s′′ = s′⟨p′, v1⟩⟨x1sp2, q′′⟩s′′
= s′⟨p′, v1⟩⟨y1u2, q′′⟩s′′ = s′⟨p′, v1y1⟩⟨u2, q′′⟩s′′ = s′⟨p′, v2x2⟩⟨u2, q′′⟩s′′
· · ·
= s′⟨p′, vnxn⟩⟨un, q′′⟩s′′ = s′⟨p′, vnyn⟩z⟨p2, q′′⟩s′′ = s′⟨p′, q1⟩z⟨p2, q′′⟩s′′
= z.
To show that τ lifts idempotents, consider an element q ⊗ p = (q ⊗ p)(q ⊗ p) = q ⊗ ⟨p, q⟩p ∈ Q ⊗S P . The equality
q⊗ ⟨p, q⟩p = q⊗ pmeans that there exist p2, . . . , pn ∈ P , q1, . . . , qn ∈ Q , x1, . . . , xn, y1, . . . , yn ∈ S1 such that
q = q1x1
q1y1 = q2x2 x1⟨p, q⟩p = y1p2
q2y2 = q3x3 x2p2 = y2p3
. . . . . .
qnyn = q xnpn = ynp.
Now
q⟨p, q⟩⟨p, q⟩ = q1x1⟨p, q⟩⟨p, q⟩ = q1⟨x1⟨p, q⟩p, q⟩ = q1⟨y1p2, q⟩ = q2⟨x2p2, q⟩
= · · · = qn⟨xnpn, q⟩ = qn⟨ynp, q⟩ = q⟨p, q⟩,
hence
(q, (⟨p, q⟩)2, p)(q, (⟨p, q⟩)2, p) = (q, (⟨p, q⟩)5, p)
= (q, ⟨p, q(⟨p, q⟩)4⟩, p)
= (q, ⟨p, q⟨p, q⟩⟩, p)
= (q, (⟨p, q⟩)2, p) ∈ E(M)
with τ(q, (⟨p, q⟩)2, p) = q⊗ (⟨p, q⟩)2p = (q⊗ p)(q⊗ p)(q⊗ p) = q⊗ p.
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If the mapping ⟨ , ⟩ is surjective then using unitariness of SP and QS we can write every s ∈ S as
s = ⟨p, q⟩ = ⟨s′p′, q′′s′′⟩ = s′⟨p′, q′′⟩s′′ ∈ Sim(⟨, ⟩)S. 
Corollary 12. For semigroups S and T with weak local units the following assertions are equivalent.
1. There exists a Rees matrix semigroupM = M(S,U, V ,M) with S = Sim(M)S and a strict local isomorphism τ : M → T
along which idempotents lift.
2. There exists a surjectively defined unitary Morita semigroup Q ⊗S P and a strict local isomorphism τ : Q ⊗S P → T along
which idempotents lift.
Proof. 1⇒ 2 follows immediately from Proposition 10.
2⇒ 1. Suppose that there exists a surjectively defined unitary Morita semigroup Q ⊗S P and a strict local isomorphism
τ : Q ⊗S P → T along which idempotents lift. By Proposition 11, there exists a Rees matrix semigroupM =M(S,U, V ,M)
with S = Sim(M)S and a strict local isomorphism τ ′ :M→ Q ⊗S P along which idempotents lift. Hence ττ ′ :M→ T is a
strict local isomorphism along which idempotents lift. 
From Corollary 12 and Theorem 8 we obtain the following.
Theorem 13. Semigroups S and T with local units are strongly Morita equivalent if and only if there exists a surjectively defined
unitary Morita semigroup Q ⊗S P and a strict local isomorphism τ : Q ⊗S P → T along which idempotents lift.
Finally, we can also prove an unexpected result.
Proposition 14. Let (S, T , SPT , TQS, θ, φ) be a not necessarily unitary Morita context with S, T factorisable and θ, φ surjective.
Then there exists a unitary Morita context (S, T , SPT , TQ S, θ, φ) with θ, φ surjective.
Proof. Let S and T be as indicated. Since S and T are factorisable, the acts SSPTT and TTQSS are unitary. Defining themappings
θ : SPT ⊗T TQS → S and φ : TQS ⊗S SPT → T by
θ(x⊗ y) := θ(x⊗ y) and φ(y⊗ x) := θ(y⊗ x)
we obtain a unitary Morita context (S, T , SSPTT , TTQSS, θ, φ). We prove that θ is surjective (for φ the proof is analogous).
Take any s ∈ S and factorise it as s = us′s′′v, where u, s′, s′′, v ∈ S. Since θ is surjective, there exist p′, p′′ ∈ P and q′, q′′ ∈ Q
such that s′ = θ(p′ ⊗ q′) and s′′ = θ(p′′ ⊗ q′′). Using factorisability of T we can write φ(q′ ⊗ p′′) = t ′t ′′, where t ′, t ′′ ∈ T .
Hence
s = us′s′′v = uθ(p′ ⊗ q′)θ(p′′ ⊗ q′′)v = uθ(p′ ⊗ φ(q′ ⊗ p′′)q′′)v
= θ(up′t ′ ⊗ t ′′q′′v) = θ(up′t ′ ⊗ t ′′q′′v). 
In [6], context equivalence of semigroups S, T was defined by the existence of a Morita context as in the assumption of
Proposition 14. Thus we have, in view of Proposition 1:
Corollary 15. Semigroups S and T are strongly Morita equivalent if and only if they are factorisable and context equivalent.
(Note that paper [6] contains also several new results on strong Morita equivalence.)
4. Conclusion
From Theorems 1.1 and 1.2 of [7], and Theorems 8 and 13 of the present paper it follows that for semigroups with local
units the following conditions are equivalent.
1. (Morita equivalence.) S and T are Morita equivalent.
2. (Strong Morita equivalence.) S and T are strongly Morita equivalent.
3. (Morita semigroup.) There exists a surjectively defined unitary Morita semigroup Q ⊗S P and a strict local isomorphism
τ : Q ⊗S P → T along which idempotents lift.
4. (Cauchy completion.) The categories C(S) and C(T ) are equivalent.
5. (Consolidation.) There exists a consolidation q on C(S) and a local isomorphism C(S)q → T .
6. (Joint enlargement.) S and T have a joint enlargement.
7. (Rees matrix semigroup.) There exists a Rees matrix semigroupM =M(S,U, V ,M)with S = Sim(M)S and a strict local
isomorphism τ :M→ T along which idempotents lift.
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ad 1.Morita equivalence of semigroups S and T with local units was defined by Talwar [11] as an equivalence between
certain categories of acts over S and T , respectively. Neklyudova [10] modified this definition by considering different
categories of acts and under a much stronger condition on local units. Lawson [7] took up Neklyudova’s definition in the
case of local units and then proved that this definition is equivalent to that of Talwar.
ad 2. Strong Morita equivalence was defined by Talwar [12] using Morita contexts. We use the same definition.
ad 4. Using Cauchy completions is a usual way to consider Morita equivalence in (general) categories.
ad 5 and 6. For consolidations and enlargements see Lawson [7];we have not dealtwith these constructions in the present
paper.
ad 3 and 7.We have discussed the connection of these conditions after Definition 4.
In view of Proposition 1, factorisability can be considered as a natural limit toMorita equivalence. For this reason, it seems
to be interesting how far implications between conditions 1–7 above extend to classes of semigroups larger than those with
local units. Concerning this, we have the following: for factorisable semigroups S and T , 2⇒ 1 (Theorem 3 of [12]), 6⇒ 2
(as described in Section 2 of [8]), 2⇒ 7 (Corollary 4), and 7⇒ 4 (Lemma 7). For semigroups with weak local units, 7⇔ 3
by Corollary 12. For sandwich semigroups (that is, for semigroups S with S = SE(S)S; see [12]), 1⇒ 4 by Proposition 2 and
Corollary 4 of [12] and the comment before our Lemma 5. In short:
Morita equivalence
strong Morita equivalence
joint enlargement
Rees matrix semigroup
Morita semigroup
Cauchy completion
⇕ weak local units
=⇒factorisable
=⇒sandwich
⇓factorisable
⇓factorisable ⇓ factorisable
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