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ABSTRACT
In this work, we analyze the effect of different
pulse shaping lters on the performance of the asyn-
chronous DS-CDMA systems employing long spread-
ing sequences over Rayleigh-fading channels. We nu-
merically evaluated and compared the performance of
rectangular pulse and square root raised cosine pulses
with different rolloff factors for conventional receiver
and multiuser detectors. Our work justies the use of
rectangular pulse when evaluating the receiver algo-
rithms with computer simulations. Based on the simu-
lation results, we also made some recommendations on
how to choose RRC pulses in practical systems, e.g.,
the selection of rolloff factor, truncation length, etc..
1 . INTRODUCTION
Most work examining the performance of DS-
CDMA systems only considers the use of rectangular
chip waveforms since no oversampling is needed in this
case, the transmitted signal can be formed, and the chip
matched lter can be implemented readily. This simpli-
es the simulation models, and considerably reduces
the simulation complexity. However, more spectrally
efcient waveforms are employed in practical systems
in order to satisfy the bandwidth limitations imposed
by the channels and to limit the out-of-band power.
Chip waveform design was studied in several pa-
pers, e.g., in [1] optimum pulse shapes are designed
to minimize multiple acess interference (MAI) given a
restriction on out-of-band power, and chip pulses are
limited to the chip duration Tc. In [2], chip waveforms,
such as Blackman and Kaiser pulses, are examined and
their performance in a micro-cellular packet mobile ra-
dio system is compared.
Square root raised cosine (RRC) chip pulses have
been proposed for transmit lter in 3G specica-
tions [3]. The effect of RRC on the bit error rate (BER)
of the conventional receiver in the systems with pe-
riodic short spreading sequences (short-code CDMA
systems) was evaluated in [4], for AWGN and Rayleigh
fading channels.
To make MAI more white noise like, thus better
combat the interference and other types of channel
impairments, long spreading sequences are commonly
used, for instance, in the existing IS-95 system as well
as in the 3GPP standardization [5]. The study on the
effect of pulse shaping for systems with long spread-
ing sequences (long-code CDMA systems), and espe-
cially for multiuser detectors is still lacking. This paper
is dedicated to make investigation on this unexplored
topic.
2 . SYSTEM MODEL
The transmitter and receiver diagrams of the consid-
ered DS-CDMA system are shown in Fig. 1, 2 respec-
tively. We use Walsh (Hardamard) codes for channel
coding. The critical property of the Walsh codes is their
orthogonality, which makes the system robust to a fad-
ing channel, rather than being optimized for the ideal
AWGN channel.
The kth user’s jth symbol ik(j) ∈ {1, 2, . . . ,M}
corresponding to a binary sequence of length L =
log2M is coded into one of the M Walsh codes
{w1(n), w2(n), . . . , wM (n)}. The coded bits are then
scrambled with a long PN-code ck(n) ∈ {−1,+1}.
Every symbol which represents L binary bits is spread
by N chips and each bit by N/L chips. Different users
are separated by different long scrambling codes which
are aperiodic or periodic with very long periods.
The baseband signal is formed by pulse amplitude
modulation (pulse shaping) with the unit-energy chip
waveform ψ(t), and the baseband signal is multiplied
with a carrier of frequency ωc = 2pifc to form the pass-
band signal rRF,k(t) which is transmitted over the fad-
ing channel. The channel is represented by the complex
channel gain hk(t) and assumed to be a slowly time-
varying Rayleigh at fading channel with delay τk.
The total received signal is the sum of the K users’
signals plus additive white complex Gaussian noise
n(t) with power spectral density N0/2. The complex
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Figure 1. Block diagram of signal path for the transmitted signal.
PSfrag replacements
rRF (t)
Downmix,
Chip-Matched
Filter ψ(−t),
Sample
Conventional
Detectionr
l = 1
l > 1
Channel
Estimation
hˆ
(l)
Interference
Cancellation/
Decorrelation
{ˆi(l)k }
Figure 2. Iterative receiver structure.
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The received signal vector, r(j) ∈ CN , due to trans-
mission of the jth symbol is formed by processing
the received signal in the receiver, including frequency
down-conversion, chip matched ltering and sampling
as shown in the rst block of Fig. 2, and can be formu-
lated as
r(j) = A(j)h(j) + n(j) (1)
The elements of r(j) are samples from the chip-
matched lter. The zero-mean complex Gaussian
random vector n(j) ∈ CN has second moments1
E[n(j)nT (j)] = 0 and E[n(j)n∗(j)] = N0IN . The
vector h(j) ∈ CK is dened by the complex channel
gains as h(j) = [h1(j) h2(j) · · · hK(j)]T . The matrix
A(j) ∈ RN×K is dened as
A(j) =
[
a1(j) a2(j) · · · aK(j)
]
ak(j) = Ck(j)wik(j)
(2)
where Ck(j) ∈ {−1,+1}N×N is a diagonal matrix
dened by the kth user’s scrambling code, and wm is
the mth column (m = ik(j)) of the Hadamard matrix.
Equation (1) is dened under the assumption of per-
fect synchronization. The expression of the received
vector r(j) in the presence of synchronization errors is
given in [6].
3 . DATA DETECTION ALGORITHMS
The task of the receiver (see Fig. 2) is to detect the
symbols from all users given the received signal vector
1The N ×N identity matrix is denoted by IN . The trans-
pose, conjugate transpose, and 2-norm of a vector x are de-
noted by xT , x∗, and ‖x‖ = √x∗x, respectively.
r(j), i.e., detect ik(j) for k = 1, 2, . . . ,K. For no-
tation simplicity we will suppress the symbol index j
from ik(j), r(j), h(j), A(j), a(j), etc., whenever no
ambiguity arises.
The decision on the kth user’s symbol at the lth it-
eration stage is denoted by iˆ(l)k (multistage iterative de-
tection is implied here) and is found as
iˆ
(l)
k = arg max
m∈{1,2,...,M}
z
(l)
k (m)
In the following, we shall briey introduce how the
soft decision zk(m) is obtained for different receiver
algorithms.
3.1 Conventional Matched Filter (Conv.)
The conventional detection technique is to form the
soft decision by correlating the received signal with
the M possible transmitted waveforms ak,1, ak,2, · · · ,
ak,m, · · · , ak,M . The soft decision can be formulated
as zk(m) = |w∗mC∗kr| = |a∗k,mr| where we dened
ak,m = Ckwm. This simple scheme is particularly
useful in the beginning of the detection process e.g. at
the rst iteration stage, when the estimates of the fad-
ing channel are lacking, we must therefore carry out the
detection in a noncoherent manner.
3.2 Parallel Interference Cancellation (PIC)
The PIC scheme detects all users at the same itera-
tion stage and then cancels the MAI in parallel at the
next iteration. The soft decision of PIC can be formed
as
z
(l)
k (m) = Re{hˆ∗ka∗k,m[r− Aˆhˆ + hˆkaˆk]} (3)
where Aˆ and aˆk are obtained by substituting iˆ(l−1)k
into (2), and hˆ is the estimate of the fading vector h.
Channel estimation algorithms are described in [6].
2
3.3 Decorrelator
Decorrelator differs from PIC in that it suppresses
the MAI via decorrelation (orthogonal projection)
rather than subtraction.
If we delete the column due to the kth user from the
matrix A and form the interference matrix U:
U =
[
a1 a2 · · · ak−1 ak+1 · · · aK
]T
Then P⊥
U
= I − UU† is the orthogonal projection
matrix onto the orthogonal complement to the subspace
spanned by the columns of U. U† denotes the left
pseudoinverse of U. The coherent decorrelator can be
formed as
z
(l)
k (m) = Re{hˆ∗ka∗k,mP⊥Uˆr} − 0.5‖P⊥Uˆak,mhˆk‖2(4)
where Uˆ is the estimate of U, i.e., the detected inter-
ference at the previous iteration stage.
When long spreading (scrambling) codes are used,
the projection matrix P⊥
U
is updated at a symbol rate,
which signicantly increases the computational com-
plexity since the inverse of U has to be re-calculated
every time. On the contrary, PIC does not deal with any
matrix inversion, thus considerably reduces the com-
plexity compared to the decorrelator or any other linear
multiuser detectors. That makes PIC a more suitable
detection algorithm in long-code CDMA systems and
we will therefore mainly focus on PIC in our simula-
tions for pulse shaping.
4 . NUMERICAL RESULTS
The simulated system is a chip-synchronous but
symbol-asynchronous system. In the simulations, each
user transmits one of M = 8 Walsh codes spread to a
total length of N = 32 chips. The scrambling codes
ck(n) are random and aperiodic. No attempt is made
to optimize the codes with low crosscorrelations. Sim-
ulation results are averaged over 20 ∼ 40 Monte-Carlo
runs with each MCrun representing a particular real-
ization of the data sequence (210 transmitted symbols),
noise, and fading process, as well as propagation de-
lays. Aslo perfect power control is assumed in the sense
that the average power is equal for all users.
The channels are independent Rayleigh fading chan-
nels. The channel gain hk(t) is complex circu-
lar Gaussian process with autocorrelation function
E[h∗k(t)hk(t+τ)] = J0(2pifDτ) where fD is the max-
imum Doppler frequency and J0(x) is the zeroth or-
der Bessel function of the rst kind. The normalized
Doppler frequency is fDT = 0.01, which represents
rather fast fading channels, but slow enough for the
channel gain to remain constant during one symbol du-
ration.
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Figure 3. Different pulses (upper plots) and their cor-
responding spectra (lower plots).The x-axis for
pulses is normalized to the symbol interval T , the
frequency axis for spectra is normalized to the
symbol rate 1/T , the magnitude of the spectra is
plotted in dB scale. All pulses are normalized to a
peak value of unity.
It is concluded in [4] that a DS-CDMA system
is rather robust against adjacent channel interference.
Hence, we don’t consider the presence of adjacent sys-
tems with carriers in the vicinities of the one used in
the simulated system.
To simplify the computer simulations, we exchange
the order of pulse shaping and summation of users’ sig-
nals in Fig. 1. Then only one ltering operation is done
instead of K.
Fig. 3 shows the different pulses used in our simula-
tions. The impulse response of the RRC lter is [3]
g(t) =
sin [pit(1− α)/Tc] + 4αt cos [pit(1 + α)/Tc] /Tc
pit [1− (4αt/Tc)2] /Tc
(5)
We use RRC pulses with rolloff factors α =
0.1, 0.5, 0.9, truncated to 4 symbol interval on each
side of the peak (Tr = 4T ). The rectangular pulse
has the spectral deciency of innite bandwidth occu-
pancy, which can be observed from its spectrum plot.
Given the same truncation length, the sidelobe reduces
in the case of RRC pulses, in the meantime, more ex-
cess bandwidth is introduced as rolloff factor increases.
Fig. 4, 5, and 6 show the performance of the con-
ventional receiver, PIC, and decorrrelator, respectively,
for different pulses. In those experiments, the param-
eters are congured as follows: the number of users
K = 6, the oversampling rate η = 8, truncation inter-
val Tr = 4T .
Fig. 4 shows that when the conventional receiver
(MF) is used, all the pulses have the same performance.
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Figure 4. Performance of different pulses for conven-
tional receiver (η = 8, Tr = 4T,K = 6).
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Figure 5. Performance of different pulses for 4-stage
PIC (η = 8, Tr = 4T,K = 6).
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Figure 6. Performance of different pulses for 4-stage
decorrelator (η = 8, Tr = 4T,K = 6).
This comes as no surprise considering that the MF is
only optimal in WGN channel, it’s very sensitive to
MAI. When the MF is used, MAI will be the main
cause for the degradation of the system performance.
The choice of pulses will not change the amount of in-
terference imposed on each user. That explains why the
performance of the conventional receiver is irrelavant
to the choice of pulses.
Fig. 5 and 6 show the performance of different
pulses for 4-stage PIC and decorrelator respectively.
In this case, MAI can be effectively cancelled or sup-
pressed by multiuser detection schemes. Noise and ISI
will be dominant factors on the system performance.
In the low SNR region, the noise is dominant, the
users have the same amount of noise regardless of what
pulses are chosen, therefore, all the pulses have approx-
imately the same performance. In the high SNR region,
the performance is mainly inuenced by ISI because
noise is weak. The RRC pulses with low rolloff fac-
tor (e.g., α = 0.1) introduce more ISI due to larger
out-of-band power caused by truncation, therefore per-
form slightly worse than the ones with higher rolloff
factor (e.g., α = 0.5, 0.9). When SNR increases, ISI
becomes more and more dominant, the distinction be-
comes clearer.
Rectangular pulse gives a lower bound for the BER
performance in case of perfect synchronization. It is
nite in time, does not need any truncation, therefore,
does not introduce any ISI.
The 4-stage PIC (Fig. 5) almost exhibits the identi-
cal results as decorrelator (Fig. 6). It is reasonable to
assume that the RRC pulses behave similarly for all the
linear and nonlinear multiuser detectors. We shall use
4-stage PIC in all the subsequent experiments.
Perfect synchronization is assumed in the investiga-
tions we have carried out so far. To see the effect of im-
perfect synchronization on different pulse shapes, we
measure their performance versus synchronization er-
rors in Fig. 7 and 8. We can see that rectangular pulse is
more sensitive to synchronization errors than the RRC
pulses with large rolloff factor, e.g., α = 0.9, but more
robust to synchronization errors than the RRC pulses
with small rolloff factor, e.g., α = 0.1.
The eye diagrams are useful visual tools for evalu-
ating the performance of different pulse shapes. They
are generated using an oscilloscope connected to the
output of the chip matched lter and before the sam-
pler. Therefore, what we see on the oscilloscope is the
convolution of the chip waveform ψ(t) ⊗ ψ(−t). The
convolution of a rectangular pulse is a triangular pulse,
and the convolution of a RRC pulse becomes a raised
cosine (RC) pulse. The oscilloscope is re-triggered at
every symbol period. By relying on the persistence of
a typical oscilloscope display, the result is an overlay-
ing of consecutive received symbol waveforms which
form ’eye’ pattern on the screen. We re-create this ef-
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Figure 7. Performance of different pulses as a function
of synchronization errors (η = 10, Tr = 4T,K =
6).
−5 0 5 10 15 20
10−2
10−1
100
Performance of pulses in presence of synchronization errors (τ
e
=0.2T
c
)
Bi
t e
rro
r r
at
e
Signal to Noise Ratio Eb/N0 [dB]
PIC with Rectangular pulse
PIC with RRC pulse, α=0.1
PIC with RRC pulse, α=0.5
PIC with RRC pulse, α=0.9
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6, τe = 0.2Tc).
fect with computer simulation and plot it in Fig. 9.
As demonstrated in the diagrams, the eye pattern of
the triangular pulse is more open compared to that of
the RC pulse with α = 0.1. That explains why rect-
angular pulse is more robust to synchronization errors
than the RRC pulse with α = 0.1. Because it has a
wider eye opening, thus exhibits a larger margin against
the MAI and additive noise. The same argument can
be made reversely to explain why rectangular pulse is
more sensitive to synchronization errors than the RRC
pulse with α = 0.9.
The eye opening of the RC pulse with α = 0.5
is nearly as wide as the triangular pulse. It is, how-
ever, more at around the optimum sampling point,
thus more robust to small synchronization errors (up
to τe = 0.25Tc). This is also veried in Fig. 8. When
the synchronization error τe = 0.2Tc, the BER curve
for RRC pulse with α = 0.5 lies below the one for
rectangular pulse.
When the synchronization error τe reaches half chip
interval, none of the pulses has any margin against the
MAI and additive noise. In this case, the decision is
entirely determined by the MAI and noise. Therefore
all pulses converge to approximately the same error rate
as demonstrated in Fig. 7.
In Fig. 10, we measure the performance of different
pulses versus oversampling rate η to see what would be
proper value of η for simulations when evaluating the
performance of a RRC pulse. Apparently, η has to be
no less than 5. The performance gets saturated when it
goes beyond this point.
All the RRC pulses have innite length. We have to
do truncation to make them realizable. In Fig. 11, we
measure the performance of different RRC pulses as a
function of the truncation interval Tr, attempting to nd
out a suitable truncation length for different pulses. As
expected, the RRC pulses with smaller α value need
longer truncation interval, and vice versa. Even Tr =
T is enough for a RRC pulse with rolloff factor α =
0.9. Generally speaking, Tr = 5T would be sufcient
for all RRC pulses. In this simulation, no bandwidth
constraint is imposed on the channel. Therefore, the
out-of-band power caused by the truncation is not taken
into account.
Shorter truncation length will reduce the complexity
of pulse shaping lter, in the meantime, lead to larger
sidelobe of the signal spectrum (increase of the out-of-
band power as illustrated in Fig. 12), which in turn will
increase the intersymbol interference (ISI) and degrade
the system performance. In order to test the impact
of truncation in a more realistic scenario, we impose
the bandwidth constraint and feed the signals through
a bandpass channel with bandwidth of the pass band
equal to 0.75/T on each side of the carrier frequency,
which is approximately the bandwidth required by the
RRC pulse with α = 0.5 (its frequency response is de-
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Figure 10. The impact of oversampling rate η on the
simulation results (Tr = 4T,K = 6).
picted by the solid line in Fig. 13). Fig. 14 shows sim-
ilar results compared to the case of no bandwidth con-
straint (Fig. 11). We can conclude that small amount of
the out-of-band power can be tolerated without causing
noticeable performance degradation.
We then narrow down the pass band of the channel
to 0.5/T on each side of the carrier frequency, which
is approximately the bandwidth required by the RRC
pulse with α = 0.1 (see the dashed line in Fig. 13).
Fig. 15 shows that the performance of the RRC pulse
with α = 0.9 becomes worse due to the relatively large
out-of-band power. In this case, it is better to use RRC
pulses with low rolloff factor value, like α = 0.1, 0.5
in order to t into the narrow bandwidth of the channel.
5 . CONCLUSIONS
The selection of chip waveform affects not only the
bandwidth efciency, but also the performance of a DS-
CDMA system. Pulses should be designed to minimize
the MAI and ISI. The bandwidth constraint of practi-
cal systems generally precludes the use of rectangular
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bandwidth constraint).
−1 0 1
−0.2
0
0.2
0.4
0.6
0.8
1
RRC pulse, α = 0.5, T
r
 = T
time t/T
0 1 2
−60
−50
−40
−30
−20
−10
0
frequency fT
−2 0 2
−0.2
0
0.2
0.4
0.6
0.8
1
RRC pulse, α = 0.5, T
r
 = 2T
time t/T
0 1 2
−60
−50
−40
−30
−20
−10
0
frequency fT
−2 0 2
−0.2
0
0.2
0.4
0.6
0.8
1
RRC pulse, α = 0.5, T
r
 = 3T
time t/T
0 1 2
−60
−50
−40
−30
−20
−10
0
frequency fT
Figure 12. The impact of truncation on signal spec-
trum.
0 0.5 1 1.5 2 2.5 3 3.5 4
−70
−60
−50
−40
−30
−20
−10
0
frequency fT
dB
Frequency response of the bandpass channel
channel 1
channel 2
Figure 13. The bandpass channels used in the simula-
tion.
6
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
10−2
10−1
100
Performance of RRC pulses with bandwidth constraint
Bi
t e
rro
r r
at
e
truncation interval t/T
RRC pulse, α=0.1
RRC pulse, α=0.5
RRC pulse, α=0.9
Figure 14. The impact of truncation on the perfor-
mance of different pulses (η = 8,K = 6, band-
pass channel 1 is imposed).
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
10−2
10−1
100
Performance of RRC pulses with bandwidth constraint
Bi
t e
rro
r r
at
e
truncation interval t/T
RRC pulse, α=0.1
RRC pulse, α=0.5
RRC pulse, α=0.9
Figure 15. The impact of truncation on the perfor-
mance of different pulses (η = 8,K = 6, band-
pass channel 2 is imposed).
pulse. However, we have numerically justied that em-
ploying rectangular pulse is an effective mean of sim-
plifying computer simulations when evaluating the per-
formance of receiver algorithms, because it yields sim-
ilar results to the ones produced by the RRC pulses.
However, one has to be aware that the RRC pulses with
low rolloff factors perform slightly worse, especially
when the noise level is low. They are also more sen-
sitive to synchronization errors. Due to those reasons,
the RRC pulses with large rolloff factor are preferred
in practice in order to make the systems more resistant
to ISI and synchronization errors, as well as to simplify
the lter complexity. The price to pay for the better
performance is larger bandwidth requirement. The ex-
cess bandwidth increases linearly with the rolloff fac-
tor. This performance and bandwidth trade-off has to
be considered when selecting chip waveforms.
We have proved that moderate out-of-band power
caused by the truncation of RRC pulses can be toler-
ated without causing noticeable performance degrada-
tion. To minimize the lter complexity without loss of
system performance, we recommend a truncation inter-
val Tr = T ∼ 5T depending on the rolloff factor. In
general, the higher value of rolloff factor, the shorter
truncation length is needed, which means simpler lter
design.
Although the simulation results are derived with
long-code CDMA systems, we believe the conclusions
drawn above are widely applicable, e.g., for short-code
CDMA systems as well as non-spread spectrum sys-
tems.
The studied model is an asynchronous DS-CDMA
system with chip synchronism (the transmitted chips
from each users are aligned). The behavior of RRC
pulses in chip asynchronous system could be the topic
for future research by the authors.
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