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Abstract
We show that the chromatic number of G
n,
1
2
is not concentrated on fewer than n
1
4
−ε consec-
utive values. This addresses a longstanding question raised by Erdo˝s and several other authors.
1 Introduction
Random graph theory was initiated in the late 1950s and early 1960s in the pioneering works of
Erdo˝s and Re´nyi [10, 11]. For the binomial random graph Gn,p, include each possible edge between
n vertices independently with probability p. For the closely related uniform random graph Gn,m,
choose a set of exactly m edges uniformly at random from all edge sets of size m. Both of these
models have been studied extensively since their introduction sixty years ago, and we refer to the
standard texts [5] and [15] for the rich history of this subject and many impressive results.
The chromatic number of a graph G, denoted by χ(G), is a central concept both in graph theory
in general and in random graphs in particular. It is defined as the minimum number of colours
needed for a vertex colouring of G where no two adjacent vertices are coloured the same. The study
of the chromatic number of random graphs goes back to the foundational papers by Erdo˝s and
Re´nyi [11] and includes some of the most celebrated results in random graph theory.
The case of dense random graphs where p = 12 has received particular attention. Grimmett and
McDiarmid [13] first found the order of magnitude of χ(Gn, 1
2
) in 1975, and in a breakthrough paper
in 1987, Bolloba´s [4] used martingale concentration arguments to establish the asymptotic value.
Theorem 1 ([4]). Whp1,
χ(Gn, 1
2
) ∼ n
2 log2 n
.
Several improvements to these bounds were made by McDiarmid [20], Panagiotou and Steger [21]
and Fountoulakis, Kang and McDiarmid [12]. In 2016 [14], the author used the second moment
method, combined with martingale concentration arguments, to obtain the following result.
Theorem 2 ([14]). Whp,
χ(Gn, 1
2
) =
n
2 log2 n− 2 log2 log2 n− 2
+ o
(
n
log2 n
)
.
While these bounds give an explicit interval of length o
(
n
log2 n
)
which contains χ(Gn, 1
2
) whp,
much narrower concentration is known to hold. A remarkable result of Shamir and Spencer [23]
states that for any sequence p = p(n), χ(Gn,p) is whp contained in a (non-explicit) sequence of
intervals of length about
√
n. For p = 12 , Alon improved this slightly to about
√
n
logn (see [22]).
For sparse random graphs, much more is known: Shamir and Spencer [23] also showed that for
p < n−
5
6
−ε, χ(Gn,p) is whp concentrated on only five consecutive values;  Luczak [17] improved this
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to two consecutive values and finally Alon and Krivelevich [2] showed that two point concentration
holds for p < n−
1
2
−ε. In a landmark contribution, Achlioptas and Naor [1] found two explicit such
values for p = d/n where d is constant, and Coja-Oghlan, Panagiotou and Steger [9] extended this
to three explicit values for p < n−
3
4
−ε.
However, while there is a wealth of results asserting sharp concentration of the chromatic number
of Gn,p, until now there have been no non-trivial cases where χ(Gn,p) is known not to be extremely
narrowly concentrated. (Though Alon and Krivelevich [2] note that it is trivial that χ(Gn,p) is not
concentrated on fewer than Θ(
√
n) values for p = 1− 1/(10n).)
In his appendix to the standard text on the probabilistic method [3], Erdo˝s asked the following
question (see also [8]): How accurately can χ(Gn, 1
2
) be estimated? Can it be shown not to be
concentrated on a series of intervals of constant length? Variants of this question are discussed in
[2], [5] and [16]. In 2004, Bolloba´s [6] asked for any non-trivial examples of non-concentration of
the chromatic number of random graphs, specifically suggesting the dense random graph Gn,m with
m =
⌊
n2/4
⌋
(which corresponds to p = 12 ) as a candidate. He mentions discussing the question
frequently with Erdo˝s in the late 1980s, and notes that “even the weakest results claiming lack of
concentration would be of interest.”
In this paper, we show that χ(Gn, 1
2
) is not whp concentrated on fewer than n
1
4
−ε consecutive
values. As a corollary, the same is true for the random graph Gn,m with m =
⌊
n2/4
⌋
; more details
are given in Section 3.
Theorem 3. For any constant c < 14 , there is no sequence of intervals of length n
c which contain
χ(Gn, 1
2
) whp.
The proof of Theorem 3 is based on the close relationship between the chromatic number and the
number of maximum independent sets in Gn, 1
2
. For a graph G, we denote by α(G) the independence
number of G, that is, the size of the largest independent vertex set. The independence number of
Gn, 1
2
is very well studied: let
α0 = α0(n) = 2 log2 n− 2 log2 log2 n+ 2 log2 (e/2) + 1 and a = a(n) = ⌊α0⌋ , (1)
then it follows from the work of Matula [18, 19] and Bolloba´s and Erdo˝s [7] that whp α(Gn, 1
2
) =
⌊α0 + o(1)⌋, pinning down α(Gn, 1
2
) to at most two consecutive values. In fact, for most n, whp
α(Gn, 1
2
) = a.
In the following, we will call a set of vertices of size a an a-set. Let Xa denote the number of
independent a-sets in Gn, 1
2
, then the distribution of Xa is known to be approximately Poisson with
mean µ = E[Xa] (for details see Section 2.2). We will see in Section 2.2 that
µ =
(
n
a
)
2−(
a
2
) = nx where o(1) 6 x(n) 6 1 + o(1).
In particular, Xa is not whp contained in any sequence of intervals of length shorter than
√
µ = nx/2.
Note that χ(Gn, 1
2
) is closely linked to α(Gn, 1
2
). The lower bound in Theorem 1 comes from the
simple relationship χ(G) > n/α(G) which holds for any graph G on n vertices, and Theorem 2
implies that the average colour class size in an optimal colouring of Gn, 1
2
is
α0 − 1− 2
log 2
+ o(1) ≈ α0 − 3.89.
It is plausible that an optimal colouring of Gn, 1
2
contains all or almost all independent a-sets, because
such colourings maximise the expectation for a fixed number of colours. This intuition indicates
χ(Gn, 1
2
) should vary at least as much as Xa (up to a logarithmic factor). We show that this is
indeed the case for some values n where x = x(n) is close to 12 .
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2 Proof of Theorem 3
2.1 Outline
Suppose that [sn, tn] is a sequence of intervals so that whp, χ(Gn, 1
2
) ∈ [sn, tn]. In light of Theorem 2,
we may assume that
sn = f(n) + o
(
n
log2 n
)
where f(n) =
n
2 log2 n− 2 log2 log2 n− 2
, (2)
shortening the intervals if necessary. Let
ln = tn − sn
denote the interval length, and fix c ∈ (0, 14). We will show that there is some n∗ > 1 such that
ln∗ > (n
∗)c ,
which suffices to prove Theorem 3.
We start in Section 2.2 with the Poisson approximation of the distribution of Xa and some
technical lemmas. In Section 2.3, we fix ε > 0 and pick some n with x = x(n) < 12 − ε, so that
µ = E[Xa] 6 n
1
2
−ε. It will follow by a first moment argument that whp all independent a-sets in
Gn, 1
2
are disjoint.
The proof now relies on comparing the chromatic numbers of Gn, 1
2
and Gn′, 1
2
, where n′ is slightly
larger than n. Specifically, let r =
⌊√
µ
⌋
=
⌊
nx/2
⌋
be roughly the standard deviation of Xa, let
n′ = n + ar, and let X ′a be the number of independent a-sets in Gn′, 1
2
. In Section 2.3, we will see
that we can condition Gn, 1
2
and Gn′, 1
2
on some typical values for Xa and X
′
a which differ by exactly
r, and on all independent a-sets being disjoint, so that the chromatic numbers of the conditional
random graphs are still in the typical intervals [sn, tn] and [sn′ , tn′ ] with significant probability.
In Section 2.4, we construct a coupling of essentially these two conditional random graph dis-
tributions so that the conditional Gn, 1
2
is an induced subgraph of the conditional Gn′, 1
2
and their
difference can be partitioned into exactly r disjoint independent a-sets. Since the chromatic num-
bers of these two random graphs then differ by at most r and both lie in the intervals [sn, tn] and
[sn′ , tn′ ] with positive probability, this implies s
′
n 6 tn + r or equivalently
ln > sn′ − sn − r.
We then use the estimate sn = f(n) + o
(
n
log2 n
)
given in (2). In (8), we see that
f(n′)− f(n) > r +Θ
(
r
log n
)
.
If the error term o
(
n
log2 n
)
in (2) did not exist, this would immediately imply ln > Θ
(
r
logn
)
. To
beat the error term, we repeat the argument in Section 2.5 for a sequence n1 < n2 < n3 < ... of
integers. Carefully checking that our assumptions remain valid throughout, we find some n∗ > n
such that ln∗ > Θ
(
r∗
logn∗
)
> (n∗)c.
2.2 Preliminaries
Recall that a = ⌊α0⌋, where
α0 = α0(n) = 2 log2 n− 2 log2 log2 n+ 2 log2 (e/2) + 1,
and that Xa is defined as the number of independent a-sets in Gn, 1
2
, and
µ = E[Xa] =
(
n
a
)
2−(
a
2
).
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A standard calculation shows that for any function h = h(n) = O(1) such that α0−h is an integer,
the expected number of independent sets of size α0−h in Gn, 1
2
is nh+o(1) (see §3.c in [20]). Therefore,
as α0 − 1 < a 6 α0,
µ = nx for a function x = x(n) ∈ [o(1), 1 + o(1)].
Note that
x = α0 − a+ o(1) = α0 − ⌊α0⌋+ o(1). (3)
Since α0(n)→∞ and (α0(n + 1)− α0(n))→ 0 as n→∞, the following lemma is immediate.
Lemma 4. Let 0 6 c1 < c2 6 1 and N > 0. There is an integer n > N such that
x(n) ∈ (c1, c2).
The Stein-Chen method can be used to obtain some very accurate information about the dis-
tribution of Xa. For this, if W,Z are two random variables taking values in a countable set Ω,
let
dTV(W,Z) = sup
A⊂Ω
|P(W ∈ A)− P(Z ∈ A)|
denote their total variation distance. For λ > 0, denote by Poiλ the Poisson distribution with
mean λ. The following lemma is a special case of Theorem 11.9 in [5].
Lemma 5. Let Z ∼ Poiµ, then if µ > 1,
dTV(Xa, Z) = O
(
µ(log n)4/n2 + (log n)3/n
)
= o(1).
We will also need a technical lemma about the Poisson distribution, a proof is given in the
appendix. For an integer k and A ⊂ Z, let A− k = {a− k | a ∈ A}. In the lemma below, Poiλ is
understood to be a distribution on the whole set Z by setting Poiλ({k}) = 0 for k < 0.
Lemma 6. Let (λn)n be a sequence with 0 < λn → ∞, and suppose that (Bn)n is a sequence of
integer sets such that
Poiλn (Bn)→ 0.
Then also
Poiλn
(
Bn −
⌊√
λn
⌋)
→ 0.
2.3 Selection of typical values
Now let 0 < ε < 14 be fixed, and suppose that n is an integer such that
ε < x = x(n) <
1
2
− ε, (4)
or equivalently nε < µ < n
1
2
−ε. Let
r =
⌊
nx/2
⌋
and n′ = n+ ra.
For the rest of subsections 2.3 and 2.4, whenever we write a, α0, µ and x, this refers to a(n), α0(n),
µ(n) and x(n), respectively. Let a′ = a(n′), α′0 = α0(n
′) and µ′ = µ(n′).
Note that
α′0 = α0 +O
(ra
n
)
= α0 + o(1).
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In particular, as α0−a = x+ o(1) is bounded away from 0 and 1 by (3) and (4), if n is large enough
we have
a′ =
⌊
α′0
⌋
= ⌊α0⌋ = a.
As µ = nx, r = O(nx/2), a = O(log n) and x < 12 , if n is large enough,
µ′ =
(
n′
a
)(
1
2
)(a
2
)
= µ+O
(
ra2
n
µ
)
= µ+ o(1).
In particular, an easy calculation shows that
dTV(Poiµ,Poiµ′) = o(1).
Recall that X ′a denotes the number of independent a-sets in Gn′, 1
2
, then together with Lemma 5, it
follows that Xa and X
′
a have essentially the same distribution.
Lemma 7. dTV(Xa,Poiµ) = o(1) and dTV(X
′
a,Poiµ) = o(1).
We would like to compare the chromatic numbers of Gn, 1
2
and Gn′, 1
2
, each conditioned on having
“typical” numbers of independent a-sets which differ by exactly r, and conditioned on the event
that all independent a-sets are disjoint (which holds whp). The content of the following lemma is
that we can pick two such typical values for Xa and X
′
a so that, after conditioning, the chromatic
numbers of Gn, 1
2
and Gn′, 1
2
still lie in their typical intervals with significant probability.
Lemma 8. Let G ∼ Gn, 1
2
and G′ ∼ Gn′, 1
2
. Let E and E ′ be the events that all independent a-sets
in G and G′ are disjoint, respectively. Then, if n is large enough, there is an integer A = A(n) ∈
[12n
x, 2nx] such that
P
(
χ(G) ∈ [sn, tn]
∣∣ {Xa = A} ∩ E) > 3
4
and
P
(
χ(G′) ∈ [sn′ , tn′ ]
∣∣ {X ′a = A+ r} ∩ E ′) > 34 .
Proof. Let
F = {χ(G) ∈ [sn, tn]} ∩ E
F ′ = {χ(G′) ∈ [sn′ , tn′ ]} ∩ E ′.
Then (since P(A | B) > P(A∩B) for any events A, B and probability distributions P), it suffices to
show that there is a value A such that
P
(F ′ ∣∣ Xa = A) > 3
4
and (5)
P
(F ′ ∣∣ X ′a = A+ r) > 34 . (6)
As µ = nx with x < 12 − ε and µ′ = µ + o(1), an easy first moment calculation (for the number of
pairs of independent a-sets which share between 1 and a− 1 vertices) shows that the events E and
E ′ both hold whp, and so the events F and F ′ also hold whp.
Let A be the set of values A for which (5) holds, and let A′ be the set of values A for which (6)
holds. Then as
o(1) = P (Fc) > 1
4
P(Xa /∈ A) and
o(1) = P
(
(F ′)c) > 1
4
P(X ′a /∈ A′ + r),
whp Xa ∈ A and X ′a ∈ A′ + r.
Therefore, by Lemma 7, Poiµ(A) = 1 − o(1) and Poiµ(A′ + r) = 1 − o(1). From Lemma 6, it
follows that also Poiµ(A′) = 1− o(1), and so
Poiµ
(A ∩A′) = 1− o(1).
Furthermore, as µ > nε → ∞, Poiµ
(
[12µ, 2µ] ∩ N0
)
= 1 − o(1). In particular, A ∩ A′ ∩ [12µ, 2µ] is
non-empty, so there is at least one integer A ∈ [12µ, 2µ] which fulfils (5) and (6).
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2.4 Coupling the conditional distributions
Given an event P, denote by Gn,p|P the distribution of the random graph Gn,p conditional on P.
The key ingredient of the proof is a construction of a coupling of essentially the two conditional
distributions
Gn, 1
2
|{Xa=A}∩E and Gn′, 1
2
|{X′a=A+r}∩E ′
from Lemma 8, so that the conditional Gn, 1
2
is an induced subgraph of the conditional Gn′, 1
2
and
their difference can be partitioned into r independent a-sets.
For this, let V ′ = [n′], fix some arbitrary disjoint a-sets
S1, . . . , SA+r ⊂ V,
and let
V = V ′ \
r⋃
i=1
Si.
Include every edge between vertices in V ′ independently with probability 12 , and consider the fol-
lowing events.
D1 : The a-sets S1, . . . , Sr are independent.
D2 : The a-sets Sr+1, . . . , Sr+A are independent.
U1 : There are no independent a-sets with at least one vertex in V ′ \ V , other than the a-sets
S1, . . . , Sr (which may or may not be independent).
U2 : There are no independent a-sets completely contained in V , other than the a-sets
Sr+1, . . . , Sr+A (which may or may not be independent).
Note that U1 and U2 are up-sets, and D1 and D2 are principal down-sets. Now condition on the
event
D1 ∩D2 ∩ U1 ∩ U2
that exactly the A+r disjoint a-sets S1, . . . , SA+r are independent and no others. Call the resulting
random graph G′, and let G = G′[V ] be the induced subgraph of G′ on the vertex set V . By
construction, G is a graph on n vertices with exactly A disjoint independent a-sets, G′ is a graph
on n′ vertices with exactly A+ r disjoint independent a-sets, and V ′ \ V can be partitioned into r
disjoint independent a-sets.
It is not hard to see that, up to a random vertex permutation, G′ has exactly the required
distribution.
Claim 1. Let Gˆ′ be the random graph obtained from G′ by a uniform random permutation of the
vertex labels in V ′. Then Gˆ′ ∼ Gn′, 1
2
|{X′a=A+r}∩E ′ .
Proof. Consider the random graph Gn′, 1
2
conditioned on {X ′a = A+ r} ∩ E ′. The set of all possible
graphs on n′ vertices with exactly A+ r disjoint independent a-sets is the disjoint union of all such
graphs where exactly A+ r fixed disjoint independent a-sets are specified. In the conditional Gn′, 1
2
,
every such fixed collection of A+ r disjoint independent a-sets is equally likely.
Starting with the fixed collection S = {S1, . . . , SA+r} of a-sets, if pi is a uniform random permu-
tation of V ′, then the image pi(S) is uniformly distributed amongst all collections of A+ r disjoint
a-sets. Therefore, if we start by conditioning Gn′, 1
2
on having exactly the independent a-sets in S
— which is the distribution of G′ — and then apply the random vertex permutation pi, we recover
the distribution Gn′, 1
2
|{X′a=A+r}∩E ′ .
Unfortunately, we cannot argue in the same way for G. If we obtain Gˆ from G by ran-
domly permuting the vertex labels in V , then Gˆ does not have exactly the conditional distribution
6
Gn, 1
2
|{Xa=A}∩E . This is because the distribution of G is also conditional on the event U1 that there
are no other independent a-sets with at least one vertex in V ′ \ V .
However, as the expected number of such independent a-sets is small, the distributions are
similar and we can bound probabilities in G by the corresponding probabilities in Gn, 1
2
|{Xa=A}.
This can be deduced in several ways; the elegant formulation in Claim 2 below was given by Oliver
Riordan.
Claim 2. Let B be an event for the set of graphs with vertex set V which is invariant under the
permutation of vertex labels. Then
P(G ∈ B) 6 (1 + o(1))P
(
Gn, 1
2
|{Xa=A}∩E ∈ B
)
.
Proof. By the same argument as in Claim 1, if we condition only on D2 ∩ U2 and randomly per-
mute the vertex labels of V , then the resulting random graph on V has exactly the distribution
Gn, 1
2
|{Xa=A}∩E . Therefore, as B is invariant under the permutation of vertex labels,
P
(
Gn, 1
2
|{Xa=A}∩E ∈ B
)
= P(B | D2 ∩ U2).
The event D1 is independent from B, D2 and U2 (as they depend on disjoint sets of edges), and so
P
(
Gn, 1
2
|{Xa=A}∩E ∈ B
)
= P(B | D1 ∩D2 ∩ U2).
Now note that
P(G ∈ B) = P(B | D1 ∩D2 ∩ U1 ∩ U2) = P(B ∩ U2 | D1 ∩ D2 ∩ U1)
P(U2 | D1 ∩D2 ∩ U1) 6
P(B | D1 ∩ D2 ∩ U1)
P(U2 | D1 ∩ D2 ∩ U1) .
So to prove the claim, it suffices to show that P(U2 | D1 ∩ D2 ∩ U1) = 1 − o(1). Note that D1 and
D2 are principal down-sets, so after conditioning on D1 ∩ D2, we still have a product probability
space (for all the remaining edges which are not involved in D1 ∩D2). As U1 and U2 are up-sets, by
Harris’ lemma,
P(U2 | D1 ∩D2 ∩ U1) > P(U2 | D1 ∩ D2).
So it suffices to show that P(U c2 | D1 ∩ D2) = o(1). Note that U c2 is the event that there is at least
one independent a-set, other than S1, . . . , Sr, with at least one vertex in V
′ \ V . Let Y denote the
number of such sets. By a straightforward but slightly involved calculation which can be found in
the appendix,
E[Y | D1 ∩ D2] = o(1). (7)
This implies P(U c2 | D1 ∩ D2) = o(1) as required.
As the chromatic number of a graph is invariant under the permutation of vertex labels, it
follows from Claim 1 and Lemma 8 that
P
(
χ(G′) ∈ [sn′ , tn′ ]
)
>
3
4
.
From Claim 2 (applied to the event B = {χ(G) /∈ [an, bn]}) and Lemma 8, it follows that
P (χ(G) ∈ [sn, tn]) > (1 + o(1)) · 3
4
>
1
2
if n is large enough. But as V ′ \ V is the union of the independent a-sets S1, . . . , Sr, we also have
χ(G′) 6 χ(G) + r.
So with probability at least 14 ,
sn′ 6 χ(G
′) 6 χ(G) + r 6 tn + r.
The left-hand side and the right-hand side are simply functions of n, not random variables, so it
follows that, deterministically,
sn′ 6 tn + r
and therefore
ln = tn − sn > sn′ − sn − r.
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2.5 Finishing the proof
Let us summarise our progress so far in the following lemma. Recall the definitions of the functions
a(n), µ(n) and x(n) given at the beginning of Section 2.2.
Lemma 9. For every fixed ε ∈ (0, 14 ), if n is large enough (i.e. if n > Nε for some Nε > 0) and
nε 6 µ(n) 6 n
1
2
−ε or equivalently ε 6 x(n) 6
1
2
− ε,
then, letting r = r(n) =
⌊
nx(n)/2
⌋
and n′ = n+ a(n)r,
ln > sn′ − sn − r.
Recall from (2) that sn = f(n)+ o
(
n
log2 n
)
. With n and n′ as in Lemma 9, by a straightforward
calculation which can be found in the appendix, if n is large enough,
f(n′)− f(n) = r(n) + (1− x(n) + o(1)) r(n)
a(n)
> r(n) +
r(n)
2a(n)
. (8)
If the estimate sn = f(n) + o
(
n
log2 n
)
were true without the error term o
(
n
log2 n
)
, then together
with Lemma 9, this would imply ln > Θ
(
r(n)
logn
)
. To tackle the error term, we will apply Lemma 9
to a sequence of values (ni)i>1.
To this end, let c ∈ (0, 14) be a constant, and let
ε =
1
4
(
1
4
− c
)
<
1
16
. (9)
By Lemma 4, there is an arbitrarily large integer n1 such that
2ε <
1
2
− 4ε < x(n1) < 1
2
− 3ε. (10)
Note that α0(n1) = a(n1)+x(n1)+ o(1) < a(n1)+
1
2 − 3ε+ o(1). Let M be the largest integer such
that for all n1 6 n 6 M ,
α0(n) < a(n1) +
1
2
− 2ε.
For n1 large enough, it follows from the definition (1) of α0 that
M − n1 = Θ(n1).
Furthermore, if n1 is large enough, then for all n1 6 n 6 M ,
α0(n1) 6 α0(n) 6 α0(M),
a(n) = a(n1),
ε < 2ε+ o(1) < x(n1) 6 x(n) 6
1
2
− 2ε + o(1) < 1
2
− ε,
nε < µ(n) < n
1
2
−ε. (11)
Let a = a(n1). We inductively define a sequence of integers: for i > 1, let xi = x(ni), ri =
⌊
nxi/2
⌋
and
ni+1 = ni + ria.
Let imax be the largest index so that nimax 6 M . Note that if n1 is large enough,
nimax − n1 = Θ(n1). (12)
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Now by the properties stated in (11), if n1 is large enough, we may apply Lemma 9 to every pair
(ni, ni+1) where 1 6 i < imax. Let si = sni , ti = tni and li = lni , then
li > si+1 − si − ri for all 1 6 i < imax.
Therefore,
imax−1∑
i=1
li > simax − s1 −
imax−1∑
i=1
ri. (13)
By (8), if n1 is large enough, for all 1 6 i < imax,
f(ni+1)− f(ni) > ri + ri
2a
,
and so by (2) and (11), and as nimax = Θ(n1) by (12),
simax − s1 = f(nimax)− f(n1) + o
(
n1
log2 n1
)
>
imax−1∑
i=1
(
ri +
ri
2a
)
+ o
(
n1
log2 n1
)
.
Together with (13), this gives
imax−1∑
i=1
li >
imax−1∑
i=1
ri
2a
+ o
(
n1
log2 n1
)
.
Note that by (12),
imax−1∑
i=1
ri =
nimax − n1
a
= Θ
(n1
a
)
= Θ
(
n1
log n
)
,
and so, if n is large enough,
imax−1∑
i=1
li >
imax−1∑
i=1
ri
2a
+ o
(
n1
log2 n1
)
>
imax−1∑
i=1
ri
3a
.
In particular, there is some index 1 6 i∗ < imax such that, letting n∗ = ni∗ ,
ln∗ >
ri∗
3a
.
By (11), ri∗ =
⌊
(n∗)x(n
∗)/2
⌋
>
⌊
(n∗)x(n1)/2
⌋
. So by (9) and (10), if n1 is large enough,
ln∗ > (n
∗)
1
4
−4ε = (n∗)c ,
so we have found an integer n∗ with ln∗ > (n∗)c as required.
3 Remarks and open questions
• As a corollary of Theorem 3, the same conclusion holds for the random graph Gn,m with
m =
⌊
n2/4
⌋
, which was pointed out by Alex Scott. This is because we can couple the random
graphsGn,m and Gn, 1
2
so that whp their chromatic numbers differ by at most ω(n) log n for any
function ω(n) → ∞. For this, start with Gn,m and independently sample E ∼ Bin
((
n
2
)
, 12
)
.
Now either add E−m edges to or remove m−E from Gn,m uniformly at random, so that the
total number of edges is E. The new graph has the distribution Gn, 1
2
, and it is not hard to
show that whp this changes the chromatic number by at most ω(n) log n. (Note that in both
Gn,m and Gn, 1
2
, an optimal colouring consists of O
(
n
logn
)
colour classes of size O(log n). If
we add |E −m| 6 n
√
ω(n) random edges, then whp at most ω(n) log n of these to “spoil” a
given optimal colouring, which can be “fixed” by adding at most ω(n) log n new colours.)
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• Of course Xa is not whp contained in any sequence of intervals of length less than n 12−ε for
any fixed ε > 0, because there are infinitely many values n where x(n) > 1− ε. We conjecture
that the same is true for χ(Gn, 1
2
). This exponent would match the upper bound for the
concentration of χ(Gn,p) given by Shamir and Spencer [23].
In the proof of Theorem 3, we only consider the case x(n) < 12 − ε because then whp all
independent a-sets in Gn, 1
2
are disjoint. It is possible that the coupling argument could be
refined to show that there is some interval [sn, tn] of length at least n
1
2
−ε.
• While Theorem 3 was only proved for p = 12 , the same proof works for any constant p ∈
(0, 1 − 1/e2]. For p > 1 − 1/e2, there are some additional technical difficulties because the
estimate for χ(Gn,p) given in [14] differs from the one in Theorem 2, and we have not attempted
this case.
It would be interesting too see whether the argument could be generalised to other ranges
p = p(n). As Alon and Krivelevich [2] proved two point concentration for p < n−
1
2
−ε, this
would be particularly interesting for p close to n−
1
2 .
• It should be noted that the proof of Theorem 3 required a fairly good estimate for χ(Gn, 1
2
).
The error bound in Theorem 2 is of size o
(
n
log2 n
)
, and the proof would not have worked with
an error bound of size O
(
n
log2 n
)
. Therefore, to extend the result to other ranges of p, we
might first need similarly accurate bounds for χ(Gn,p).
• Theorem 3 only implies that for any constant c < 14 , there are some values n where ln > nc.
It could still be the case that χ(Gn, 1
2
) is very narrowly concentrated on a subsequence of the
integers. Can we find a lower bound for ln which holds for all large enough n?
• Ultimately, it would be very nice to establish the correct exponent for the concentration of
χ(Gn, 1
2
), and it seems likely that this exponent varies with n. In other words, can we find
a function ρ(n) such that for any fixed ε > 0, χ(Gn,p) is whp contained in some sequence of
intervals of length nρ(n)+ε, but for any sequence of intervals In of length at most n
ρ(n)−ε, if n
is large enough,
P
(
χ(Gn, 1
2
) ∈ In
)
<
1
2
?
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Appendix
Proof of Lemma 6
To simplify notation, we write λ instead of λn. Let r =
⌊√
λ
⌋
and fix ε > 0. Then it suffices to
show that there is some δ = δ(ε) > 0 such that, if n and therefore λ is large enough, for all sets B
with Poiλ(B) < δ we have
Poiλ (B − r) < ε.
So let δ > 0 be small enough so that
log
( ε
2δ
)
>
√
2
ε
+ 1,
and pick some
t ∈
(√
2
ε
+ 1, log
( ε
2δ
))
.
Suppose that B is a set of integers with Poiλ(B) < δ. For s > 0, let
Is =
[
λ− s
√
λ, λ+ s
√
λ
]
∩ Z,
and consider B1 = B \ It and B2 = B ∩ It. Note that It−1 ⊂ It − r, so B1− r ⊂ Ict − r ⊂ Ict−1. So by
Chebyshev’s inequality,
Poiλ(B1 − r) 6 Poiλ(Ict−1) <
1
(t− 1)2 <
ε
2
. (14)
Now consider some k ∈ B2. If k − r < 0, recall that we defined Poiλ(k − r) = 0, so in particular
Poiλ(k − r) 6 ε
2δ
Poiλ(k). (15)
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Otherwise, as k 6 λ+ t
√
λ, we have
Poiλ(k − r)
Poiλ(k)
=
k!
λr(k − r)! 6
(
k
λ
)r
6
(
1 +
t√
λ
)√λ
6 et <
ε
2δ
.
Therefore, together with (15),
Poiλ(B2 − r) 6 ε
2δ
Poiλ(B2) 6 ε
2δ
Poiλ(B) < ε
2
.
Together with (14), this proves the claim.
Proof of (7)
We use the following notation below. For two functions f, g : N → R, we write f = O∗(g) if there
are constants C and n0 such that |f(n)| 6 (log n)Cg(n) for all n > n0. We write f = Θ∗(g) if
f = O∗(g) and g = O∗(f).
Consider a potential a-set T counted in Y . Then T can be written as the disjoint union
T =
M⋃
j=1
Tj ∪ Trest
where M > 1, Tj ⊂ Sij for some ij ∈ {1, . . . , A+ r}, and Trest ⊂ V . We can assume i1 < · · · < iM
and i1 ∈ [r] (as T has at least one vertex in V ′ \ V =
⋃r
i=1 Si) and that the sets Tj are non-empty
for all 1 6 j 6 M . As T cannot be identical to any of the sets S1, . . . , SA+r, letting tj = |Tj |, we
have for all 1 6 j 6 M ,
1 6 tj 6 a− 1.
Let T be the set of all pairs (M, t), where 1 6 M 6 a is an integer and t = (t1, . . . , tM ) is a sequence
of integers with 1 6 tj 6 a − 1 for all j, and
∑
tj 6 a. Starting with some (M, t) ∈ T , an a-set
T corresponding to (M, t) is defined by choosing i1 ∈ [r], {i2, . . . , iM} ⊂ [A + r], Tj ⊂ Stj for all
1 6 j 6 M and Trest ⊂ V . So the number of a-sets T corresponding to (M, t) is at most
r
(
A+ r
M − 1
) M∏
j=1
(
a
tj
)( n
a−∑Mj=1 tj
)
6
r
A+ r
(
n
a
) M∏
j=1
(A+ r)
(
a
tj
)
a!
(a− tj)!(n − a)tj , (16)
using
(A+r
M−1
)
6 (A+ r)M−1 and bounding
(
n
a−∑j tj
)
(n
a
) = a!(n− a)!
(a−∑j tj)!(n − a+∑j tj)! 6
M∏
j=1
a!
(a− tj)!(n − a)tj .
Condition on D1 ∩ D2, that is, on the event that none of the (A+ r)
(a
2
)
edges within the a-sets
S1, . . . , SA+r are present. Then conditional on D1 ∩D2, a given a-set T is independent with proba-
bility exactly 2−(
a
2
)+
∑
j (
tj
2
). Therefore, with (16),
E[Y | D1 ∩ D2] 6 r
A+ r
(
n
a
)
2−(
a
2
)
∑
(M,t)∈T
M∏
j=1
(A+ r)
(a
tj
)
a!2(
tj
2
)
(a− tj)!(n− a)tj =
rµ
A+ r
∑
(M,t)∈T
M∏
j=1
σtj , (17)
where
σt =
(A+ r)
(a
t
)
a!2(
t
2
)
(a− t)!(n− a)t .
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Note that, as
( n
a−1
)
2−(
a−1
2
) = Θ
(
n
logn
) (n
a
)
2−(
a
2
) = Θ
(
n
lognµ
)
, µ = nx and by Lemma 8, A = O(nx),
σ1 = Θ
(
nxa2
n
)
= Θ∗
(
nx−1
)
,
σa−1 = O (nxa)
a!2(
a−1
2
)
(n− a)a−1 = O
∗

 nx( n
a−1
)
2−(
a−1
2
)

 = O∗(nx−1
µ
)
= O∗
(
n−1
)
= o
(
nx−1
)
.
Considering the ratio σt+1/σt =
(a−t)22t
(t+1)(n−a) (which is O
∗ (n−1) for t = O(1), then increases and
reaches Θ∗ (n) for t = a−O(1)), it is not hard to see that for all 1 6 t 6 a− 1,
σt 6 max (σ1, σa−1) = σ1 = O∗(nx−1).
So from (17), as 1 6 tj 6 a− 1, µ = nx, r = O(nx/2), A = Θ(nx) and x < 12 ,
E[Y | D1 ∩ D2] 6 rµ
A+ r
∑
(M,t)∈T
σM1 6
rµ
A+ r
∑
M>1
(
aMσM1
)
= O∗
(
rµσ1
A+ r
)
= O∗
(
n
3
2
x−1
)
= o(1).
Proof of (8)
First note that
f(n) =
n
2 log2 n− 2 log2 log2 n− 2
=
n
α0(n)− 1− 2log 2
.
Now
α0(n
′)− α0(n) ∼ 2 log2 n′ − 2 log2 n =
2
log 2
log
(
1 +
ar
n
)
∼ 2ar
n log 2
= o(1). (18)
Note that
f(n′)− f(n) = n
′ − n
α0(n′)− 1− 2log 2
+
(
n
α0(n′)− 1− 2log 2
− n
α0(n)− 1− 2log 2
)
. (19)
For the first term in (19), since α(n′) = α(n) + o(1) = a+ x+ o(1) by (3),
n′ − n
α0(n′)− 1− 2log 2
=
ar
a+ x− 1− 2log 2 + o(1)
= r +
(
1 + 2log 2 − x
)
r
a
+ o
( r
a
)
. (20)
For the second term in (19), note that by (18),
n
α0(n′)− 1− 2log 2
− n
α0(n)− 1− 2log 2
=
n
α0(n)− 1− 2log 2 + 2arn log 2 + o
(
ar
n
) − n
α0(n)− 1− 2log 2
∼
− 2arlog 2
α0(n)2
∼ − 2r
a log 2
as α0(n) ∼ a. Together with (19) and (20), this gives
f(n′)− f(n) = r + (1− x) r
a
+ o
( r
a
)
.
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