This paper introduces a new set of orthogonal moment Functions-franklin Moments (FMs). The kernel functions of FMs is Franklin set, which is a class of complete orthogonal spline function set of degree 1. The implementation of FMs does not involve any numerical approximation and has a rather low computation complexity, since the basis set has the advantages of lower order. These properties make FMs superior to the conventional orthogonal moments such as Legendre moments and Zernike moments, in terms of the image reconstruction. Our simulation results also show that FMs have a better feature representation capability.
Introduction
Image moments have been used in image processing applications through the years, since their first introduced by Hu [1] . As the most commonly used approaches for region-based shape descriptors, moments have been utilized as pattern features in a number of applications. Such as image analysis [2, 3] , pattern recognition [4, 5] , texture classification [6] , object indexing [7, 8] .
The theory of moments provides useful series expansions for the representations of object shapes. The general image moment definition using a moment weighting kernel (also as known as basis function) ψ pq (x, y), and an image intensity function f (x, y) is given as Science 10:14 (2013) [4563] [4564] [4565] [4566] [4567] [4568] [4569] [4570] [4571] For geometric moments, the basis set is monomial set of {x p y q }. Since monomial set is not orthogonal, geometric moments present high sensitivity to noise, a very high dynamic range, and a large amount of redundant information.
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Moments of orthogonal basis functions, such as the Legendre and Zernike polynomials, were introduced by Teague [2] . They can be used to represent the image by a set of mutually independent descriptors, with a minimal amount of information redundancy. For Legendre moments, the Legendre polynomial of order p is given by
For Zernike moments, the radial Zernike polynomial of order p with repetition q is defined as
Since most kernels of moment functions defined in (1) are continuous polynomials, such as the Chebyshev polynomial of Chebyshev moments [9, 10] , generalized Laguerre polynomial of Laguerre moments [11] and pseudo-Zernike polynomial of pseudo-Zernike moments [3] besides the Legendre and Zernike polynomial defined above. They are difficult to be calculated exactly due to the numerical stability and computational complexity, especially with the order increasing. In the actual applications, the double integration in (1) is usually approximated by a double summation. The simplest but lowest precision scheme is Zeroth-order Approximation (ZOA). To increase the accuracy, Liao and Pawlak [12] proposed an improved version of the approximation formula for geometric and Legendre moments, which was further applied to Zernike moments [13] . Pawlak and his collaborators reported a novel scheme for high-precision computation of Zernike moments in a polar coordinate system [14] . Kotoulas and Andreadis used a piecewise polynomial interpolation to get a more precise calculation of geometric moments [15] . Lin et al used numerical optimized techniques to improve the orthonoganility and the reconstruction accuracy for Zernike moments [16] .
Moments of a discrete orthogonal kernel, such as discrete Tchebichef and Krawtchouk polynomials, have been recently proposed in order to address the approximation errors introduced by moments of continuous space [17, 18, 19] . Discrete orthogonal moments are directly defined in the image coordinate space and preserve the property of orthogonality in a moment set. However, as similar with kernels of continuous polynomial moments above, the evaluation of discrete polynomial moments can also lead to numerical problems when the required moment order is large [10, 19] .
In this paper, we propose a new set of orthogonal moment functions, named as Franklin Moments (FMs), which are based on Franklin set. The kernels of FMs-Franklin set, is a class of complete orthogonal spline functions of degree 1, which is introduced firstly in 1928 [20] . It suggests that besides the orthogonality, the degrees of polynomials are fixed on 1. Thus, it can avoid the computation for higher order polynomials which is differ from the traditional polynomials moments.
The paper is organized as follows. Section 2 introduces the Franklin set. Section 3 defines the Franklin Moments (FMs) based on the Franklin set, and the computation aspect for digital 4565 image is also detailed described. The performance of FMs is examined by means of the image reconstruction and time consumption in Section 4. The conclusion is given in the last section.
Franklin Functions
Construction of Franklin Functions
Franklin functions is a class of complete orthogonal spline functions set of degree 1 in L 2 [0, 1], which is introduced by Philip Franklin in 1928. Franklin functions were obtained by applying the Gram-Schmidt orthogonalization process to a sequence of truncation monomials of degree 1 {ϕ n (x)} over the range 0 ≤ x ≤ 1:
, m is the maximal power to enable 2 m no large than 2i − 1. That is to say, the truncation points on [0, 1] are in turn:
, 3 16 , · · · Fig. 1 (a) shows the truncation monomials {ϕ n (x)} with n = 0, 1, · · · , 8. Then, the explicit expressions of Franklin functions φ n (x) derived from {ϕ n (x)} are: 
Properties of Franklin Functions
• Orthogonality
• Uniform Convergence of Fourier-Franklin Series
For a given continuous function 
•
Fourier-Franklin Series Reproduction
If F (x) is a spline function of degree 1, which has some knots on x = q 2 r (q and r are integers), it can be exactly expressed with limited number of Fourier-Franklin series.
Franklin Moments (FMs)
Definition of FMs
Unlike traditional orthogonal polynomials consist of degrees from 0 to infinity, Franklin set consists of orthogonal piecewise polynomials only with degree of 1. It means that if we define moments as in (1) with Franklin functions as the basis set, the integration in (1) not only could be calculated exactly without any approximation scheme, but also can reserve low computational complexity. We therefore introduce the Franklin Moments (FMs) with Franklin functions as the kernels.
We denote the nth basis function in Franklin set as φ n (x), n = 0, 1, 2, ·. Then (n, m)th Franklin moment of an image intensity function f (x, y) is defined as
The piecewise continuous and bounded image function f (x, y) can be written as an infinite series of expansion in terms of the Franklin functions over the square 0 ≤ x, y ≤ 1:
If the FMs are limited to those with n < n max and m < m max , then the approximation becomes:
Accurate Computation of FMs
Considering the discrete-space image of size N × N , and the image intensity function f (x, y) is defined for a discrete set of points (x i , y j ), i, j = 0, 1, · · · , N − 1. Thus the FMs in (3) could be calculated as
where For the computation of the double integration in ω nm (x i , y j ), some methods of numerical integration can be applied in the traditional moments with polynomials as their kernel functions [12, 13, 14, 15, 19, 21, 22] . The most commonly used formula, which is apparently the simplest and least accurate, is the following:
Different from the traditional polynomial moments, all the kernel functions of FMs are liner polynomials, thus the compact analytic integration solution of ω nm (x i , y j ) could be gained with less computation as follows.
According to the variable separation, the double integration in ω nm (x i , y j ) could be given by ] are k 1 x + b 1 and k 2 y + b 2 , respectively. Thus, the exact values of the ω nm (x i , y j ) can be calculated analytically by the following formula:
Experimental Results
In this section, empirical supports are given for the theoretical framework discussed in previous sections. It is clear that FMs have obvious advantage in computation complexity over the traditional polynomial moments. We will focus on the feature representation capability of FMs through image reconstruction. By reconstructing an image from the extracted moments, one may visually check how many moments are required to capture its essential structure. The comparative results between FMs, Legendre Moments (LMs) and Zernike Moments (ZMs) are given by means of binary and gray image reconstruction respectively.
Binary Image Reconstruction
The geometric error and numerical integration error are two inherent errors in computing those moments on the disk, such as Zernike moments (ZMs). For this reason, the maximum order of ZMs is commonly less than 30 in the actual applications [13, 16, 23, 24] , which are not enough for gray image reconstruction purposes. Therefore, a binary image ′′ T ree ′′ with size of 128 × 128 pixels selected from the well-known MPEG-7 CE-shape-1 Part B database was used as test image shown in Fig. 2 (a) to compare the FMs and ZMs through binary image reconstruction.
For the computation of ZMs, ZOA in (7) was used that determine the value for a pixel by directly sampling the function at the pixel center. For reducing instability and increasing computation speed, we obtained all the function values at sampling points by means of the Kintner method [25] .
The sequence of reconstructed images, as the maximum order of moments used in the reconstruction procedures were 9, 17, 25 and 33 respectively, is shown in Fig. 2 (b) , from which an important conclusion can be drawn that FMs outperform ZMs for image reconstruction.
Grayscale Image Reconstruction
FMs and LMs are both orthogonal moment functions defined on the rectangle, which are differ from those on the disk such as ZMs mentioned above. Therefore, there is no more geometric error in corresponding moments computation but numerical integration error. Unlike the traditional polynomial moments, FMs could completely eliminate the numerical integration error in (9 Fig. 3 shows the constructed results for two cases with terms of 16, 32, 64 and 128 respectively. From which we can see that the reconstructed patterns from LMs have obvious errors due to the higher order numerical instabilities, especially with the order increasing. However, the qualities of reconstructed images from FMs are significant better than those from LMs. 
Conclusion
In this paper, we have introduced the notion that numerical error and computation complexity cannot be attain to optimum simultaneously in the computation of traditional polynomial moments, such as Legendre moments, Zernike moments. Instead, we introduced a new set of orthogonal moments whose kernel functions is a class of spline functions of degree 1 named as Franklin set. Because of the low degree, FMs can be calculated analytically without any numerical error while preserving a little computation. Experiments show the superior feature representation capability of FMs over Zernike moments and Legendre moments.
