The Theory of Height Functions and the Mordell-Weil Theorem. by SCARPONI, DANNY
UNIVERSITA` DEGLI STUDI DI PISA
Dipartimento di Matematica
Corso di Laurea Magistrale in Matematica
2 dicembre 2013
TESI DI LAUREA MAGISTRALE
THE THEORY OF HEIGHT FUNCTIONS
AND THE MORDELL-WEIL THEOREM
Candidato:
DANNY SCARPONI
Relatore: Controrelatore:
Prof. ANGELO VISTOLI Prof.ssa RITA PARDINI
ANNO ACCADEMICO 2012-2013

Contents
Contents i
Introduction iii
1 Basics on Abelian Schemes and Abelian Varieties 1
1.1 Group Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Abelian Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Abelian Varieties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 The Weak Mordell-Weil Theorem 25
2.1 A few more results on abelian varieties and abelian schemes . . . . . 25
2.2 The proof of the Weak Mordell-Weil Theorem . . . . . . . . . . . . . 29
3 The Theory of Height Functions and the Mordell-Weil Theorem 35
3.1 Heights on Projective Space . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Heights on Projective Varieties . . . . . . . . . . . . . . . . . . . . . 41
3.3 Heights on Abelian Varieties . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 The Mordell-Weil Theorem . . . . . . . . . . . . . . . . . . . . . . . 52
Bibliography 55
i

Introduction
In this thesis we will be dealing with the arithmetic of abelian varieties, i.e with the
study of the number theory of an abelian variety, or family of those. In particular, as
the title suggests, we will focus on the theory of height functions and the Mordell-Weil
Theorem.
Let us recall that an abelian variety A over a field k is a complete group variety
over k and that a number field is a finite extension of Q.
The Mordell–Weil Theorem states that for an abelian variety A over a number
field K, the group A(K) of K-rational points of A is a finitely-generated abelian
group, called the Mordell-Weil group.
The case with A an elliptic curve E and K the rational number field Q is
Mordell’s theorem, and it was proved by Louis Mordell in 1922. Mordell succeeded in
establishing the finiteness of the quotient group E(Q)/2E(Q) which forms a major
step in the proof. In fact, once one has proven that, the process of infinite descent of
Fermat allows to conclude easily.
Some years later Andre´ Weil took up the subject, producing the generalisation
to abelian varieties of any dimension over arbitrary number fields in his doctoral
dissertation published in 1928. More abstract methods were required to carry out a
proof with the same basic structure.
The first chapter of the thesis recalls some fundamental notions and facts on
abelian varieties and abelian schemes following the approach of J.S. Milne, in chapter
V of the book “Arithmetic Geometry” ([CSA86, Chapter V, Sections 1-9]).
Chapter two introduces a few more results on abelian schemes which are less basic.
Using them, we give a short proof of the Weak Mordell-Weil Theorem, i.e. if n is an
integer such that all points of A of order n are rational over K then A(K)/nA(K) is
a finite group.
In chapter three we study the theory of height functions.
Height functions have been used as a tool in arithmetic geometry for quite a long
iii
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time. Their first appearance dates back to the last third of the nineteenth century in
a work by G. Cantor [Can47]. At the beginning of the twentieth century E. Borel
gave the first definition of heights for ”syste`me” of rational numbers. However, the
systematic use of height functions in arithmetic geometry started only with D.G.
Northcott and A. Weil in the late forties. Since then, Northcott-Weil heights and
their generalizations (Arakelov heights and Faltings or modular heights, cf [Lan83])
have proven to be a key tool for proving major results as Mordell Conjecture (see
[SBW90]).
Chapter three starts dealing with the classical theory of height functions: we
define the height on projective space and see that it can be thought as a measure
of the arithmetic complexity of points. We then prove a finiteness results and we
show how to generalize the definition of height to a projective variety. When the
projective variety is also an abelian variety, its properties lead to a fundamental fact:
the height behaves essentially quadratically with respect to the group law. This is
what we need to deduce the Mordell-Weil Theorem from the Weak Mordell-Weil
Theorem.
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Chapter 1
Basics on Abelian Schemes and
Abelian Varieties
In this chapter we recall all the fundamental notions and facts on abelian varieties and
abelian schemes we shall need during this thesis. Our treatment basically follows the
approach of J.S. Milne, in chapter V of the book “Arithmetic Geometry” ([CSA86,
Chapter V, Sections 1-9]).
1.1 Group Schemes
We make use of some basic concepts of category theory (functors, controvariant
functors, representable functors): for an introduction to them, see [Gro67, I].
Let S be a scheme.
Definition 1.1.1. A group functor over S is a controvariant funtor F from schemes
over S to the category of groups.
Of course this means that for each X scheme over S we have a group F (X) and
for each S-morphism Y → X we get a homomorphism of groups F (X)→ F (Y ).
Definition 1.1.2. If a group functor F is representable and if G is the representing
object, we call G a group scheme over S.
So a group scheme G over S is a scheme over S together with:
(1) an S-morphism m : G ×S G → G (the group multiplication) such that the
following diagram commutes (associative law for m)
1
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G×S G×S G G×S G
G×S G G
m× 1 m
1×m
m
(2) a section ε : S → G for the structure morphism pi : G→ S such that the following
diagrams commute
G×S G G G×S G G
S ×S G G G×S S G
ε× 1 1 1× ε 1
m
1 1
m
Observe that this means ε plays the role of identity. For this reason ε is also
called the zero section.
(3) an S-morphism inv : G→ G such that the following diagrams commute
G G×S G G G×S G
S G S G
pi m
ε
(inv × 1) ◦∆(1× inv) ◦∆
ε
pi m
where ∆ indicates the diagonal morphism. (This means inv is the inverse map)
Remark 1.1. Let G be a group scheme over S with group multiplication m. We will
often write (G,m) to denote the group scheme G.
The following are well-known examples of group schemes over S.
(1) The additive group scheme Ga : for each X over S, put
Ga(X) = additive group Γ(X,OX).
(2) The general linear group scheme GL(n): for each X over S, put
GL(n)(X) = invertible n× n matrices with entries in Γ(X,OX),
2
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(under matrix multiplication). When n = 1, GL(n) has a special designation, i.e.
Gm and is called multiplicative group scheme.
(3) The r-th roots of unity, µr: for each X over S, put
µr(X) = {A ∈ Gm(X)|Ar = 1}
Remark 1.2. We give an example of group functor that is not a group scheme. For
any group H, define a functor H by
H (X) = H and for any map Y → X, let H (X)→H (Y ) be the identity.
The functor H is not representable, since if it was it would take a disjoint union of
schemes into the product of the functor evaluated on each component of the union.
Remark 1.3. Let (G,m) be a group scheme over S. We observe that if G is separated
over S, then the zero section ε is a closed embedding.
Definition 1.1.3. A homomorphism of group schemes ψ : (G,m) → (G′,m′) is a
morphism of schemes over S, such that for every S-scheme T , ψ : G(T )→ G′(T ) is
a homomorphism of groups, i.e the following diagram must be commutative:
G×G G
G′ ×G′ G′
ψ × ψ ψ
m
m′
Definition 1.1.4. Let G be a group scheme over S. A subscheme (resp. an open
subscheme, resp. a closed subscheme) H ⊆ G is called an S-subgroup scheme (resp.
an open S-subgroup scheme, resp. a closed S-subgroup scheme) of G if H(T ) ⊆ G(T )
is a subgroup for every S-scheme T . A subgroup scheme H ⊆ G is said to be normal
in G if H(T ) is a normal subgroup of G(T ) for every S-scheme T .
Definition 1.1.5. Suppose f : H → G is a homomorphism of separated group
schemes. We can define a closed subgroup scheme kerf of H as the pullback of the
identity section εG of G, i.e. kerf makes the following diagram cartesian:
kerf = H ×G S H
S G
pr2 f
pr1
εG
3
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From the functorial point of view, kerf is just what one expects: it assigns to the
S-scheme, T , the group ker(H(T )→ G(T )). Moreover, kerf is a normal subgroup
scheme of H.
1.2 Abelian Schemes
Definition 1.2.1. A group scheme pi : A → S over S is an abelian scheme if pi is
proper, smooth and has geometrically connected fibres.
Definition 1.2.2. If A → S and B → S are two abelian schemes, a map f : A → B
is a homomorphism of abelian schemes if it is homomorphism of group schemes.
We start studying abelian schemes by the following basic result.
Theorem 1.2.3. Assume we are given a commutative diagram:
X Y
S
p
f
q
where S is a connected scheme, X , Y locally noetherian and separated over S, p is
proper and flat and H0(Xs,OXs) = k(s) for all points s ∈ S (Xs denoting the fibre of
p over s). If, for one point s ∈ S, f(Xs) is set-theoretically a single point, then there
is a section η : S → Y of q such that f = η ◦ p.
Proof. After the base extension X/S we can assume (X ×S X )/X has a section.
Then if we know that f ′ : X ×S X → X ×S Y is of the form η′ ◦ p′, since f ′ descends
to a morphism f it follows that η′ must also descend to η : S → Y (cf. [Gro62, 8,
Th. 5.2] ). Then f ′ = η′ ◦ p′ implies f = η ◦ p.
So we can assume X has a section ε over S. We first give the proof adding the
hypotheses that S consists of one point.
Step 1 (set-theoretically S is a point). We define η : S → Y as f ◦ ε. Then
f = η ◦ p as continuous maps. Now we claim that p] : OS → p∗(OX ) is an
isomorphism. Since S has just one point, this is the same as saying we have an
isomorphism p] : OS(S) → OX (X ). The injectivity is easy: p is faithfully flat, so
OX (X ) is a faithfully flat OS(S) algebra, so OS(S)→ OX (X ) must be injective. Now
4
1.2. Abelian Schemes
for the surjectivity: by hypotheses we know that we have an isomorphism
k(s) = OS(S)/ms → OX (X )/ms = OXS (XS)
Nakayama’s Lemma (cf. [AM69, Proposition 2.1]) implies that we have a surjection
without the mod ms (observe that we can apply Nakayama’s Lemma since p is
proper).
Now, since p ◦ ε = idS , it follows that ε] is the inverse of p]. For any V ⊆ Y we
obtain that (η ◦ p)]V is the composite
OY(V ) OX (f−1(V )) OS(η−1(V )) OX (f−1(V ))
f]V
ε]
f−1(V ) p
]
η−1(V )
and since ε] is the inverse of p], it coincides with f ]V .
Step 2 (general case) Set η = f ◦ ε. To compare f and η ◦ p, let Z be the biggest
closed subscheme of X where f = η ◦ p, i.e. if ∆ ⊆ Y ×S Y is the diagonal, then
Z = (f, η ◦ p)−1(∆). We want to show that Z = X .
Take any t ∈ S such that Z contains p−1(t) set-theoretically. Then for all Artin
subschemes T ⊆ S concentrated at t, T = Spec(OS,t/mNt ) ↪→ S, applying step 1 to
X ×S T = p−1(T ) Y ×S T
T
f ×S IdT
we see that Z contains p−1(T ) as a subscheme.
Fact 1.1. This implies that Z actually contains some open neighborhood U of p−1(t).
Proof. It suffices to prove that for all z ∈ p−1(t) the surjective homomorphism of
local rings
OX,z → OZ,z
is an isomorphism.
Let T be an Artin subscheme as above and consider the commutative diagram
p−1(T ) Z X
T S
p p
closed
closed
closed
5
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For z ∈ p−1(T ), on local rings we have
OX ,z/mNz = Op−1(T ),z OZ,z OX ,z
OS,t/m
N
t OT,t OS,t
where mt ⊆ OS,t in the lower right is mapped to mz ⊆ OX,z in the upper right (the
map on the right is a local homomorphism). Define
I := ker(OX ,z → OZ,z)
Clearly
I ⊆ ker(OX ,z → OZ,z/mNt ) = mNt OX ,z ⊆ mNz
for all N ≥ 1. Thus I ⊆ ⋂N≥1mNz . But Krull’s intersection theorem (cf. [AM69,
Corollary 10.20]) shows
⋂
N≥1m
N
z = (0), hence I = 0 and OX,z → OZ,z is an
isomorphism.
Since p is closed, Z contains an open neighborhood of the form p−1(U0) for some
open neighborhood U0 of t. In particular Z contains some open set p−1(U0) for some
open neighborhood U0 of s (since step 1 applied to fs : Xs → Ys implies that the
fiber over s is contained in Z as a set). Let U1 be the maximal open subset of S
such that Z ⊇ p−1(U1). We have
t ∈ U1 ⇔ p−1(t) ⊆ Z
⇔ p−1(t) is disjoint from X \ Z
⇔ t /∈ p(X \ Z).
But p is flat, hence open, and Z is closed, hence p(X \ Z) is open. This implies that
S \ U1 is open. Since S is connected it follows that S = U1. This proves that Z = X
set-theoretically. But the previous fact shows that Z and X have isomorphic local
rings: we conclude Z = X as schemes.
Definition 1.2.4. A variety over k is a geometrically integral, separated scheme of
finite type over k.
Thanks to this definition we can restate the previous theorem in the following
form.
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Corollary 1.2.5. (Rigidity Lemma) Let S be a connected scheme and let pi : V → S
be a proper flat map whose fibres are varieties. Let pi′ : V ′ → S be a separated
S-scheme and let f : V → V ′ be a morphism of S-schemes. If for some point s of S
the image of Vs in V ′s is a single point, then f factors through S, i.e. there exists a
map f ′ : S → V ′ such that the following diagram commutes:
V V ′
S
pi
f
f ′
Corollary 1.2.6. (1) Every morphism of abelian schemes over a connected scheme
carrying the zero section into the zero section is a homomorphism.
(2) The group structure on an abelian scheme is uniquely determined by the choice
of a zero section.
(3) An abelian scheme is commutative.
Proof. (1) We have A, B two abelian schemes over S and a morphism f : A → B that
carries the zero section of A into the zero section of B. We define φ : A×S A → B
to be f ◦mA −mB ◦ (f × f). Applying the Rigidity Lemma to φ we obtain that the
two maps f ◦mA and mB ◦ (f × f) coincide. This is exactly what we needed.
(2) This follows immediately from (1).
(3) Commutative groups are distinguished by the fact that the map taking an
element to its inverse is a homomorphism and (1) implies that the inverse map inv
is a homomorphism.
1.3 Abelian Varieties
Definition and Rigidity Lemma
Now let k be a field.
Definition 1.3.1. (1) A group variety over k is a group scheme (V,m) over Spec(k)
with V a variety over k.
(2) A morphism f : V →W between two group varieties over k is said to be a
homomorphism of group varieties if it is a homomorphism of group schemes.
7
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Remark 1.4. Let (V,m) be a group variety over k. For a ∈ V (k), the projection
map p : Vk × Vk → Vk induces an isomorphism between Vk and Vk × {a}. We define
ta : V → V (right translation by a) to be the composite
Vk Vk × {a} Vk × Vk Vk
∼ m
Thanks to the existence of the translation maps we get the following result.
Proposition 1.3.2. A group variety V over k is automatically nonsingular (i.e. Vk
is regular).
Proof. As any variety does, V contains a nonempty nonsingular open subvariety U
(cf. [Har77, Theorem 5.3]). Now, the translates of Uk cover Vk and the translation
maps are isomorphisms. This implies that Vk is regular.
Proposition 1.3.3. Let X be a k-scheme. The following conditions are equivalent:
(1) X is an abelian scheme over k,
(2) X is a complete group variety over k.
Proof. Let us suppose (1). We know by hypothesis that X is smooth over k and
geometrically connected, thus it is geometrically integral. Furthermore X is proper
so it is a separated scheme of finite type over k. We conclude that X is a complete
variety over k.
For the inverse, if X is a complete group variety over k, by definition it is a
group scheme over k and a complete variety over k. Therefore we have that X is
proper and geometrically connected. To conclude the proof we need to show that X
is smooth over k. This is exactly what we have proved in the last proposition.
We can introduce the definition of abelian variety.
Definition 1.3.4. An abelian variety over k is a complete group variety over k, or
equivalently, an abelian scheme over k.
Remark 1.5. It is clear that the fibres of an abelian scheme over S are abelian
varieties. We can therefore think an abelian scheme as a continuous family of abelian
varieties parametrized by S.
Definition 1.3.5. Let A be an abelian variety over k. An abelian subvariety B over
k is a k-closed subgroup scheme B with B a variety over k.
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In order to simplify the exposition, from now on we will often say variety instead
of variety over k if the ground field is understood. Similarly every morphism between
two varieties will be automatically defined over k.
We now formulate the Rigidity Lemma in term of varieties.
Theorem 1.3.6. Let f : V ×W → U be a morphism of varieties. If V is complete
and
f(V × {w0}) = {u0} = f({v0} ×W )
for some u0 ∈ U(k), v0 ∈ V (k) and w0 ∈W (k), then f(V ×W ) = {u0}.
Proof. Since the hypotheses continue to hold after extending scalars from k to k, we
can assume k is algebraically closed. The fact that V is complete, implies that the
projection map q : V ×W →W is closed. Let U0 be an open affine neighbourhood of
u0. Using that q is closed, Z = q(f
−1(U\U0)) is closed inW . By definition, Z consists
of the second coordinates of points of V ×W not mapping into U0. Thus a point w
of W lies outside Z if and only if f(V × {w}) ⊆ U0. In particular w0 lies outside Z,
and so W \ Z is nonempty. As V × {w} is complete and U0 is affine, f(V × {w})
must be a point whenever w ∈W \ Z: in fact f(V × {w}) = f(v0, w) = {u0}. Thus
f is constant on the subset V × (W \ Z) of V ×W . As V × (W \ Z) is nonempty
and open in V ×W , and V ×W is irreducible, V × (W \Z) is dense in V ×W . As
U is separated, f must agree with the constant map on the whole of V ×W .
Corollary 1.3.7. Let V and W be complete varieties over k with rational points
v0 ∈ V (k), w0 ∈W (k) and let A be an abelian variety. Then a morphism
h : V ×W → A such that h(v0, w0) = 0 can be written uniquely as h = f ◦ p+ g ◦ q
with f : V → A and g : W → A morphisms such that f(v0) = 0, g(w0) = 0 and p, q
the two projection on V ×W .
Proof. Let us define f : V → A to be h restricted to V × {w0}, g : W → A to be
h restricted to {v0} ×W and k = h − (f ◦ p + g ◦ q) the map such that on points
k(v, w) = h(v, w)− h(v, w0)− h(v0, w). Then
k(V × {w0}) = 0 = k({v0} ×W )
and so Theorem 1.3.6 shows that k = 0.
Rational maps into abelian varieties
The following is an important property of rational maps into an abelian variety.
9
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Theorem 1.3.8. A rational map f : V → A from a nonsingular variety to an abelian
variety is defined on the whole of V .
Proof. The proof can be obtained combining the next two lemmas.
Lemma 1.3.9. A rational map f : V 99K W from a normal variety to a complete
variety is defined on an open subset U of V whose complement V \U has codimension
at least 2.
Proof. Let fU : U →W be a representative of f , and let v ∈ V \U be a point whose
closure has codimension one in V . Then, since V is normal, we have that OV,v is a
discrete valuation rings whose field of fractions is k(V ). The valuative criterion of
properness (cf. [Har77, II, Theorem 4.7]) shows the map Spec(k(V ))→W defined
by f extends to a map Spec(OV,v)→ W . This implies that f has a representative
defined on a neighborhood of v, and so the set on which f is defined contains all
points of codimension ≤ 1. This proves the lemma.
Lemma 1.3.10. Let f : V 99K G be a rational map from a nonsignular variety to
a group variety. Then either f is defined on all of V , or the points where it is not
defined form a closed subset of pure codimension one in V .
Proof. For the proof of this lemma, see [CSA86, VIII, Proposition 1.3].
Corollary 1.3.11. Every rational map f : G → A from a group variety into an
abelian variety is the composite of a homomorphism h : G→ A with a translation.
Proof. Theorem 1.3.8 shows that f is a morphism. For the rest of the proof it is
enough to see that if f sends the unit element of G to the unit element of A then
it is a homomorphism. As in Corollary 1.2.6, we define φ : G × G → A to be
f ◦mG −mA ◦ (f × f). Theorem 1.3.6 tells us that φ = 0 and this is exactly what
we needed.
Remark 1.6. Theorem 1.3.8 shows that an abelian variety A is determined by k(A)
up to the choice of an identity element. In particular if A and B are abelian varieties
and k(A) is isomorphic to k(B) then A is isomorphic to B as an abelian variety.
Corollary 1.3.12. Every rational map f : P1 → A is constant.
Proof. Let us consider P1 \ {∞} a group variety under addition, and P1 \ {0,∞} a
group variety under multiplication. The previous corollary shows that there exist
10
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a, b ∈ A(k) such that
f(x+ y) = f(x) + f(y) + a ∀x, y ∈ k = P1(k) \ {∞}
f(xy) = f(x) + f(y) + b ∀x, y ∈ k∗ = P1(k) \ {0,∞}
This is impossible, unless f is constant.
Cohomology of Coherent Sheaves
Later, we will need to make use of some results from the cohomology of coherent
sheaves. Therefore we recall here two important theorems.
Theorem 1.3.13. If f : V → T is a proper morphism of Noetherian schemes and F
is a coherent OV -module, then the higher direct image sheaves R
rf∗F are coherent
OT -modules for all r ≥ 0.
Proof. The reader can find the proof in [Gro67][III, The´ore`me 3.2.1].
Theorem 1.3.14. Let f : V → T be a proper flat morphism of noetherian schemes
and let F be a locally free OV -module of finite rank. For each t ∈ T write Vt for the
fibre of V over t and Ft for the inverse image of F on Vt.
(1) The formation of the higher direct images of F commutes with flat base change.
In particular we see that if T = Spec(R) and R′ is a flat R-algebra, then
Hr(V ′,F ′) = Hr(V,F )⊗R R′, where by V ′ we mean V ×Spec(R) Spec(R′) and
by F ′ the inverse image of F on V ′.
(2) The function
t 7→ χ(Ft) =
∑
r∈N
(−1)r dimk(t)Hr(Vt,Ft)
is locally constant on T .
(3) For each r, the function
t 7→ dimk(t)Hr(Vt,Ft)
is upper-semicontinuous.
(4) If T is integral and dimk(t)H
r(Vt,Ft) is equal to a constant for all t ∈ T , then
Rrf∗F is a locally free OT -module and the natural maps
Rrf∗F ⊗OT k(t)→ Hr(Vt,Ft)
are isomorphisms.
11
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(5) If H1(Vt,Ft) = 0 for all t ∈ T , then R1f∗F = 0 and f∗F is locally free.
Proof. (1),(2),(3),(4) These are proved in [MRM74][Par.5].
(5) The hypothesis implies that R1f∗F = 0, thanks to [Har77][III,Theorem 12.11(a)].
Furthemore from [Har77][III, Theorem 12.11(b)] it follows that the natural map
f∗F ⊗OT k(t)→ H0(Vt,Ft) is surjective for all t and so it is an isomorphism. Now
applying [Har77][III, Theorem 12.11(b)] again with i = 0, we obtain that f∗F is
locally free.
The Seesaw Principle
We continue with the Seesaw Theorem.
Let V be a variety, T a scheme of finite type over k and L an invertible sheaf
on V × T . For t ∈ T , we denote Vt = Vk(t) the variety V ×Spec(k) Spec(k(t)) over
k(t) obtained from V by extension of scalars. In other words Vt makes the following
diagram cartesian:
Vt V
Spec(k(t)) Spec(k)
We also denote Lt the pullback of the invertible sheaf L through the morphism
(1V × i) : Vt = V ×Spec(k) Spec(k(t))→ V ×Spec(k) T
where i is the inclusion of t = Spec(k(t)) into T .
Theorem 1.3.15. Let V be a complete variety, T an integral scheme of finite type
over k and let L and M be invertible sheaves on V × T . If Lt ≈Mt for all t ∈ T ,
then there exists an invertible sheaf N on T such that L ≈ M ⊗ q∗N , where
q : V × T → T is the projection.
Proof. By assumption (L ⊗M−1)t is trivial for all t ∈ T and so
H0(Vt, (L ⊗M−1)t) = H0(Vt,OVt) = k(t)
Therefore Theorem 1.3.14.4 tells us that the sheaf N = q∗(L ⊗M−1) is invertible.
Now consider the natural map
α : q∗N = q∗q∗(L ⊗M−1)→ L ⊗M−1
12
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As (L ⊗M−1)t = OVt , the restriction of α to the fibre Vt is isomorphic to the natural
map αt : OVt ⊗ Γ(Vt,OVt) → OVt , and so it is an isomorphism. Using Nakayama’s
lemma we conclude that α is surjective and since both q∗N and L ⊗M−1 are
invertible sheaves, it follows that α is an isomorphism. (In fact if R is a local ring,
then a surjective R-linear map R→ R is an isomorphism , because the image of 1
must be a unit)
Corollary 1.3.16. (Seesaw Theorem) Suppose in addition to the hypotheses of the
theorem that Lv ≈Mv for at least one v ∈ V (k). Then L ≈M .
Proof. From the theorem we know that L ≈ M ⊗ q∗N for some N on T . Now
consider the embedding T = {v} × T ↪→ V × T . If we pull back L and M ⊗ q∗N
by this map we obtain an isomorphism Lv ≈Mv ⊗ q∗Nv. But (q∗N )v = N and by
hypotheses we have Lv ≈Mv. This shows that N is trivial.
The next result shows that the condition Lt ≈Mt of the theorem needs only to
be checked fot t in some dense subset of T (for example, it needs only to be checked
for t the generic point of T ).
Theorem 1.3.17. Let V be a complete variety, and let L be an invertible sheaf on
V × T . Then {t ∈ T |Lt is trivial} is closed in T .
In order to give the proof of this theorem we need the following lemma.
Lemma 1.3.18. An invertible sheaf L on a complete variety V is trivial if and
only if both it and its dual L −1 have nonzero global sections.
Proof. The necessity of the two conditions is clear. Suppose conversely that they
hold. The first implies the existence of a nonzero homomorphism σ : OV → L and
the second implies the existence of a nonzero homomorphism OV → L −1, hence on
dualizing, a nonzero homomorphism τ : L → OV . We have that τ(σ(1)) is a nonzero
section of OV , and since V is complete and connected, τ(σ(1)) is a nonzero scalar.
This implies that τ ◦ σ is an isomorphism, hence σ and τ are isomorphisms.
Proof. Thanks to the previous lemma, we can identify the set of t for which Lt is
trivial with the set of t for which both dimH0(Vt,Lt) > 0 and dimH0(Vt,L
−1
t ) > 0.
Part (3) of Theorem 1.3.14 shows that this set is closed.
Definition 1.3.19. Let V be a complete variety, T a scheme of finite type over k
and L an invertible sheaf on V × T . We shall say that L defines a trivial family of
sheaves on T if L ≈ q∗N for some invertible sheaf N on T .
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Remark 1.7. In the case that T is integral, Theorem 1.3.15 tells us that L defines a
trivial family if and only if each Lt is trivial.
The Theorem of the Cube and the Theorem of the Square
Fundamental facts on abelian varieties are the Theorem of the Cube and the Thereom
of the Square.
Theorem 1.3.20. (Theorem of the Cube) Let X,Y and Z be complete varieties with
base points x0 ∈ X(k), y0 ∈ Y (k) and z0 ∈ Z(k). An invertible sheaf L on X×Y ×Z
is trivial if its restrictions to {x0} × Y ×Z, X × {y0} ×Z and X × Y × {z0} are all
trivial.
Proof. Assume k is algebraically closed. Since L |X×{y0}×Z is trivial, the Seesaw
Principle shows that it suffices to prove that L |{x}×Y×{z} is trivial for every (x, z) ∈
X ×Z. The following enables us to reduce the proof of the theorem to the case when
X is a complete nonsingular curve.
Lemma 1.3.21. Let X be any variety and x0, x1 ∈ X. Then there exists a curve C
on X containing x0 and x1.
(This is a classical result, for a proof see [MRM74, Par.6])
So, for any x ∈ X we can find a complete curve C1 in X joining x0 and x. Let
pi : C → C1 be the normalization and pi′ : C ×Y ×Z → X ×Y ×Z the induced map.
The hypotheses of the theorem are clearly fulfilled for the invertible sheaf pi′∗(L) on
C × Y × Z (with X replaced by C and x0 by any point of C lying over x0). Thus it
is sufficient to prove the triviality of this bundle, since it would then follow that L
restricted to L |{x}×Y×{z} is trivial for any x ∈ X and z ∈ Z.
Resuming, we may assume X to be a complete nonsingular curve (here we use
the fact that a normal curve is regular and that k = k) and Theorem 1.3.17 tells us
that it is even sufficient to verify the existence of a non-void open subset Z ′ of Z
such that L |X×Y×Z′ is trivial.
Let Ω1 be the sheaf of regular 1−forms on X and let g be genus of X, i.e.
g = dimH0(X,Ω1). We can clearly find g points P1, . . . , Pg on X such that if
D = P1 + · · ·+ Pg, dimH0(X,Ω1 ⊗OX(−D)) = 0. Denote p1 : X × Y ×Z → X the
first projection, L ′ the invertible sheaf L ⊗ p∗1OX(D) on X × Y × Z and, for any
(y, z) ∈ Y ×Z, L ′(y,z) the restriction of L ′ to X×{y}×{z}. By hypotheses we know
that L restricted to X × Y ×{z0} is trivial. This implies that L ′(y,z0) = OX(D) and
14
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we obtain dimH1(X,L ′(y,z0)) = dimH
0(X,Ω1 ⊗ OX(−D) = 0 by Riemann-Roch
([Har77, IV, Theorem 1.3]). This means that the closed set
F = {(y, z) ∈ Y × Z|dimH1(X,L ′(y,z)) ≥ 1} ⊆ Y × Z
does not encounter Y × {z0}. But Y being complete, we can find Z ′ open in Z and
containing z0 such that (Y × Z ′) ∩ F = ∅, so that by restricting ourselves to Z ′, we
can assume H1(X,L ′(y,z)) = 0 for all (y, z) ∈ Y × Z. Hence for all (y, z) ∈ Y × Z
dimH0(X,L ′(y,z)) = χ(L
′
(y,z)) = χ(L
′
(y0,z0)
) = χ(OX(D)) = 1− g + degD = 1
Now if we call p23 : X×Y ×Z → Y ×Z the projection, in view of part (4) of Theorem
1.3.14 p23∗L ′ is an invertible sheaf on Y × Z. Let U be any open subset of Y × Z
on which p23∗L ′ is trivial and σU ∈ H0(U, p23∗L ′) = H0(p−123 (U),L ′) a generating
section on U . Let us denote D˜U the divisor of zeros of σU in p
−1
23 (U). Since for U,U
′
open in Y × Z, σU and σU ′ differ on U ∩ U ′ by a nowhere vanishing function, we
have D˜U ∩ p−123 (U ∩U ′) = D˜U ′ ∩ p−123 (U ∩U ′), so that there exists an effective divisor
D˜ on X × Y ×Z such that D˜|p−123 (U) = D˜U . For each (y, z) ∈ Y ×Z, the restriction
of D˜ to X × {y} × {z} is the divisor of zeros of a nonzero section of H0(L ′(y,z)). In
particular, D˜ restricted to X ×{y}× {z0} and X ×{y0}× {z} must coincide with D
for any y ∈ Y and z ∈ Z. Hence, if P ∈ X is different from P1, . . . , Pg, the restriction
of D˜ to {P}×Y ×Z has a support S not meeting {P}×Y ×{z0} or {P}×{y0}×Z.
The projection T of S on Z is therefore a proper closed subset of Z, and since S is
of codimension one in {P} × Y × Z, S must be of the form ∪mi=1{P} × Y × Ti, Ti
closed and of codimension 1 in Z. But since S ∩ ({P}×{y0}×Z) = ∅, it follows that
S = 0, that is, the support of D˜ does not meet {P}×Y ×Z for P ∈ X \{P1, . . . , Pg}.
Thus we have that D˜ must be of the form
∑g
1 ni({Pi} × Y × Z). Restricting to
X × {y0} × {z0} we see that ni = 1 for every i = 1, . . . , g. This implies that for any
(y, z) ∈ Y × Z, L ′(y,z) is the invertible sheaf OX(D) and therefore L restricted to
X × {y} × {z} is trivial. This concludes the proof in the case k = k.
The following lemma shows that we may assume k is algebraically closed.
Lemma 1.3.22. Let L be an invertible sheaf on a complete variety V over a field
k. If L becomes trivial on Vk, then it is trivial on V .
Proof. If L is trivial on Vk, we have that both H
0(Vk,L ) and H
0(Vk,L
−1) are
nonzero. Now by part (1) of Theorem 1.3.14 we have
H0(Vk,L
±1) = H0(V,L ±1)⊗k k
so H0(V,L ±1) are nonzero and Lemma 1.3.18 shows that L is trivial.
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The Theorem of the Cube has some important corollaries.
Corollary 1.3.23. Let A be an abelian variety and let
pi : A×A×A→ A
be the projection onto the i-th factor. Let pij = pi + pj and pijk = pi + pj + pk. For
any invertible sheaf L on A, the sheaf
p∗123L ⊗ p∗12L −1 ⊗ p∗23L −1 ⊗ p∗13L −1 ⊗ p∗1L ⊗ p∗2L ⊗ p∗3L
on A×A×A is trivial.
Proof. The restriction of L to {0} ×A×A is
m∗L ⊗ p∗L −1 ⊗m∗L −1 ⊗ q∗L −1 ⊗ OA×A ⊗ p∗L ⊗ q∗L ,
which is trivial. Similarly the restrictions of L to A× {0} ×A and A×A× {0} are
trivial. This implies that L is trivial on A×A×A.
Corollary 1.3.24. Let f, g, h be morphisms from a variety V to an abelian variety
A. For any invertible sheaf L on A, the sheaf
(f + g + h)∗L ⊗ (f + g)∗L −1 ⊗ (g + h)∗L −1 ⊗ (f + h)∗L −1 ⊗ f∗L ⊗ g∗L ⊗ h∗L
on V is trivial.
Proof. This is an immediate consequence of the previous Corollary 1.3.23, since the
sheaf in question is the inverse image of the sheaf in that corollary by the map
(f, g, h) : V → A×A×A.
Corollary 1.3.25. If A is an abelian variety, denote nA : A→ A the multiplication
by n of A. For all invertible sheaves L on A,
n∗AL ≈ L
(n2+n)
2 ⊗ (−1)∗L (n
2−n)
2
In particular
n∗AL ≈ L n
2
if L is symmetric (i.e. L ≈ (−1)∗AL )
n∗AL ≈ L n if L is antisymmetric (i.e. L −1 ≈ (−1)∗AL )
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Proof. If we apply the last corollary with V = A, f = nA, g = 1A and h = (−1)A,
we find
(n+ 1)∗AL
−1 ⊗ n∗AL 2 ⊗ (n− 1)∗AL −1 ≈ L −1 ⊗ (−1)∗AL −1
or equivalently
(n+ 1)∗AL ≈ L ⊗ (−1)∗L ⊗ n∗AL 2 ⊗ (n− 1)∗AL −1
Now let us prove the corollary by induction. The cases n = 0, 1,−1 are easy. Suppose
we know that for every positive integer m, with m ≤ n, our result is true. Then
using the inductive hypotheses and the above formula we find that (n + 1)∗AL is
isomorphic to
L ⊗ (−1)∗L ⊗L (n2+n) ⊗ (−1)∗L (n2−n) ⊗L − (n−1)
2+(n−1)
2 ⊗ (−1)∗L (n−1)−(n−1)
2
2
which is exactly L
((n+1)2+(n+1))
2 ⊗ (−1)∗L ((n+1)
2−(n+1))
2 .
Theorem 1.3.26. (Theorem of the Square) For all invertible sheaves L on an
abelian variety A and points a, b ∈ A(k),
t∗a+bL ⊗L ≈ t∗aL ⊗ t∗bL .
Proof. On applying Corollary 1.3.24 with V = A, f the identity map on A and g
and h the constant maps with images a and b, we obtain
t∗a+bL ⊗ t∗aL −1 ⊗ t∗bL −1 ⊗L
is trivial. This is exactly what we wanted to prove.
Remark 1.8. It easily follows from the Theorem of the Square that the map
φL : A(k)→ Pic(A)
a 7→ t∗aL ⊗L −1
is a homomorphism.
Abelian varieties are projective
Another basic fact on abelian varieties is that they are projective. In order to prove
this we need some definitions and some preliminary results.
17
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Definition 1.3.27. Let D be an effective divisor on an abelian variety A. We define
H = {a ∈ A(k)|T ∗a (D) = D}, where by Ta we mean the translation by a.
Remark 1.9. It is easy to see that H is a subgroup of A(k).
Lemma 1.3.28. Let D,A and H be as above and let k be algebraically closed. If H
is finite, then the line bundle L = L (D) associated to D is ample on A.
Proof. Using [Gro67][III, Proposition 2.6.1] we see that it is enough to prove that
the linear system |2D| has no base points and defines a finite morphism A → Pn.
Now, the Theorem of the Square implies that |2D| contains all divisors of the
form T ∗a (D) + T ∗−a(D). For any b ∈ A(k), we can find an a ∈ A(k) such that
b± a /∈ Supp(D), and this means that b /∈ Supp(T ∗a (D) + T ∗−a(D)). Thus, the linear
system |2D| has no base points. Let us call φ : A → Pn the morphism defined by
|2D|. If φ is not a finite morphism, we can find an irreducible curve C such that
φ(C) consists of a single point. It follows that for all E ∈ |2D|, either E contains C
or is disjoint from C. In particular, for almost all a ∈ A(k), C and T ∗a (D) + T ∗−a(D)
are disjoint. Note the general fact:
Fact 1.2. If C is a curve on A and E is an irreducible divisor on A such that C∩E = ∅,
then E is invariant under translation by a1 − a2, all a1, a2 in C(k).
Proof. If L = L (E) is the line bundle associated to E, then L is trivial on C since C
and E are disjoint. Therefore, T ∗aL restricted to C has degree zero for all a ∈ A(k).
But then Ta(C) and E can never intersect in a nonempty finite set of points, since
this would imply that T ∗a (L )|C had positive degree. Thus, for all a ∈ A(k) , either
Ta(C) and E are disjoint, or Ta(C) ⊆ E. Let a1, a2 ∈ C(k) and b ∈ E(k). Then
Tb−a2(C) and E meet at b. Therefore Tb−a2(C) ⊆ E and we obtain b− a2 + a1 ∈ E.
This proves the lemma.
If D =
∑
niDi, Di irreducible, then by the lemma, each Di is invariant under
translation by all points a1 − a2, a1, a2 in C(k). This contradicts the fact that H is
finite.
Theorem 1.3.29. Every abelian variety is projective.
Proof. Let us suppose first that k is algebraically closed. Let U be any affine open
subset of A, D1, . . . , Dt the components of A \ U and D the divisor
∑
1≤i≤tDi . We
may assume after a translation that 0 ∈ U . Then H = {a ∈ A(k)|T ∗a (D) = D} is
a closed subgroup of A(k) and for each a ∈ H, U is stable for Ta. Since 0 ∈ U it
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follows that H ⊆ U , and H being complete and U affine, H must be finite. This
concludes the proof in the case that the field is algebraically closed.
Now we want to show that if Ak is projective then so also is A. Let D be an
ample divisor on Ak. In order to explain how to construct from D an ample divisor
on A, we recall the following facts:
(1) If D is a divisor on A and |Dk| is very ample, then so also is |D|.
Proof. This is true since the map Ak → Pn defined by |Dk| is obtained by base
change from that defined by |D|.
(2) If |D1| and |D2| are ample then so also is |D1 +D2|.
Proof. By hypotheses we know that there exists n such that nD1 and nD2 are
very ample. Because nD2 is very ample, it is linearly equivalent to an effective
divisor, say D3. Now L(nD1 +D3) ⊇ L(nD1) so nD1 +D3 is very ample and
this implies that nD1 + nD2 is very ample.
(3) If D is a divisor on Ak′′ , where k
′′ is a finite Galois extension of k with Galois
group G, then
∑
σ∈G σD arises from a divisor on A.
Proof. Consider D as a Cartier divisor defined by a family of pairs (fi, U
′′
i ),
fi ∈ k′′(A). Then, if G = {σ1, . . . , σr},
∑
σ∈G σD is defined by the family
of pairs (σ1(fi) · · ·σr(fi), U ′′i ). Now we observe that for any j ∈ {1, . . . , r},
σj(σ1(fi) · · ·σr(fi)) = σ1(fi) · · ·σr(fi). This implies that
∑
σ∈G σD arises from
a divisor on A.
(4) If D is a divisor on k′, where k′ is a finite purely inseparable extension of k such
that k′p
m ⊆ k, then pmD arises from a divisor on A.
Proof. Consider D as a Cartier divisor defined by a family of pairs (fi, U
′
i),
fi ∈ k′(A), and let Ui be the image of U ′i in A. Then k′(A)p
m ⊆ k(A) and so the
pairs (fp
m
i , Ui) define a divisor on A whose inverse image on Ak′ is p
mD.
Now take our ample divisor D on Ak. It will be defined over some finite extension k
′
of k. We observe that we can assume k′ to be normal (if it is not, we can replace k′ by
its normal closure and the normal closure of a finite extension is a finite extension).
Then there exists a field k′′ such that k ⊆ k′′ ⊆ k′, k′′/k is purely inseparable
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and k′/k′′ is separable (for a proof of this, see [Lan04, V Proposition 6.11]). Note
that since k′/k is normal, k′/k′′ is also normal and therefore Galois. The divisor∑
σ∈Gal(k′/k′′) σD arises from a divisor E on Ak′′ , thanks to (3). Further, (1) shows
E is ample. Then (4) implies that pmE arises from some F on A, for some positive
integer m. Again (1) assures that F is ample. This completes the proof.
Corollary 1.3.30. Every abelian variety has a symmetric ample invertible sheaf.
Proof. We have seen that every abelian variety is projective, so there exists an
ample invertible sheaf L on our abelian variety A. As multiplication by −1 is an
isomorphism, (−1)∗L is ample and therefore L ⊗ (−1)∗L is ample and symmetric
(Here we have used the fact that the tensor product of two ample sheaves L , M is
ample. To prove this, fix any coherent sheaf F and take n such that F ⊗L n and
M n are generated by global sections. Then F ⊗ (L ⊗M )n ≈ (F ⊗L n)⊗M n is
a product of sheaves which are generated by global sections, so it is generated by its
global sections. Thus L ⊗M is ample.)
Isogenies
Definition 1.3.31. Let f : A→ B be a homomorphism of abelian varieties. If f is
surjective and its kernel (as defined in Definition 1.1.5) is a finite group scheme over
k then it is called an isogeny.
Proposition 1.3.32. For a homomorphism f : A → B of abelian varieties, the
following statements are equivalent:
(1) f is an isogeny,
(2) f is surjective and dim(A) = dim(B),
(3) ker f is a finite group scheme and dim(A) = dim(B),
(4) f is finite, flat and surjective.
Proof. Because A is complete, f(A) is closed in B. For any point b ∈ f(A), tb
(translation by b) defines an isomorphism of f−1(0)k(b) → f−1(b). Thus, up to an
extension of scalars, all fibres of the map f over points of f(A) are isomorphic. In
particular, they have the same dimension. Now, the theorem of the dimension of the
fibres (see [LE02][Theorem 3.12]) tells us that for b ∈ f(A)
dim f−1(b) ≥ dimA− dim f(A)
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and the equality holds on an open subset. Then the previous remark shows that
dim f−1(b) = dimA− dim f(A)
for all b ∈ f(A) and the equivalence between the first three conditions follows from
this equality.
Now it is clear that (4) implies (1). So assume (1) holds. The above argument
shows that every fibre has dimension zero and so the map is quasi-finite. We also
know that f is proper (it follows by the fact that if we have two morphisms φ, ξ such
that φ ◦ ξ is proper and φ is separated, then ξ is proper). Therefore f is quasi-finite
and proper, so it is finite (Chevalley’s Theorem, cf. [Mil80, I, Corollary 1.10]). The
other thing we have to show is that f is flat. We use the fact that if g : X → Y is a
morphism of regular, locally noetherian schemes, then g is flat at x ∈ X if and only if
dimOX,x = dimOY,g(x) + dimOg−1(g(x)),x (cf. [Mat89, Corollary 2.3.2]). In our case,
since we know that dim(A) = dim(B) and that every fibre of f has dimension zero,
we obtain that the above formula is always satisfied and therefore f is flat.
Definition 1.3.33. The degree of an isogeny f : A→ B is the degree of f as a finite
morphism or equivalently it is the rank of f∗OA as a locally free OB-module.
Remark 1.10. If A,B and C are abelian varieties, f : A → B and g : B → C two
isogenies, we have deg(g ◦ f) = deg(g) deg(f).
Theorem 1.3.34. Let A be an abelian variety of dimension g and let n > 0 be an
integer. Then nA : A→ A is an isogeny of degree n2g; it is e´tale if and only if the
characteristic of k does not divide n.
Proof. We already know that there exists an ample symmetric invertible sheaf L
on A (see Corollary 1.3.30). By Corollary 1.3.25, we also know that n∗AL ≈ L n
2
.
Since the restriction of an ample sheaf to a closed subscheme is again ample, we have
that the restriction of n∗AL to ker(nA) is both trivial and ample. This implies that
ker(nA) is quasi-affine (cf. [Gro67, II, Proposition 5.1.2]). Since ker(nA) is proper
we obtain it must be both affine and proper, so its dimension must be 0. Thus, we
have shown that nA is an isogeny.
In order to prove that the degree of nA is n
2g we need to use some elementary
intersection theory (cf. [Sha94, 21,IV]).
We may assume that k is algebraically closed. Let V be a smooth projective
variety of dimension g. If D1, ..., Dg are divisors on V we recall that the intersection
number (D1, . . . , Dg) is defined as the coefficient of the monomial n1 · · · ng in the
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polynomial χ(OV (D1)
n1 ⊗ ...⊗ OV (Dg)ng). Furthermore, if D1, ..., Dg are effective
divisors such that D1 ∩ · · · ∩Dg has dimension zero, then their intersection number
verifies:
(D1, . . . , Dg) =
∑
v
(D1, . . . , Dg)v (sum over all v ∈ D1 ∩ · · · ∩Dg)
(D1, . . . , Dg)v := dimk(OV,v/(f1,v, . . . , fg,v))
where fi,v is a local equation for Di near v.
Now we state and prove the following lemma.
Lemma 1.3.35. Let V and W be smooth projective varieties of dimension g and let
f : W → V be a finite map of degree d. Then for any divisors D1, ..., Dg on V we
have
(f∗D1, . . . , f∗Dg) = d(D1, . . . , Dg)
Proof. Since (D1, . . . , Dg) remains unchanged if each Di is replaced by a linearly
equivalent divisor, we see that it suffices to prove the equality in the case that
the Di are effective and D1 ∩ · · · ∩ Dg is finite (here we make use of Chow’s
Moving Lemma, cf. [Rob]). So, let v ∈ D1 ∩ · · · ∩ Dg. Then we observe that
(f∗OW )⊗OV OV,v =
∏
w|f(w)=v OW,w and therefore it is a free OV,v-module of rank d.
If fi,v is a local equation for Di near v, then fi,v ◦ f is a local equation for f∗Di near
each of the points in f−1(v), therefore∑
w|f(w)=v
(f∗D1, . . . , f∗Dg)w =
∑
w|f(w)=v
dimk(OW,w/(f1,v ◦ f, . . . , fg,v ◦ f))
= dimk
 ∏
w|f(w)=v
OW,w
⊗OV,v (OV,v/(f1,v, . . . , fg,v))

= d(D1, . . . , Dg)v
Let us apply this theory to a divisor D on our abelian variety A such that D is
linearly equivalent to (−1)∗D, i.e such that L (D) is symmetric. Let d be the degree
of nA. Then the previous lemma shows that ((n
∗
AD)
g) := (n∗AD, . . . , n
∗
AD) = d(D
g).
At the same time Corollary 1.3.25 tells us that n∗AD is linearly equivalent to n
2D
and therefore ((n∗AD)
g) = n2g(Dg). Then we can conclude that d = n2g.
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The last thing to prove is that nA is e´tale if and only if the characteristic of k
does not divide n. We assert that the differential map (dnA)0 : T0(A) → T0(A) is
multiplication by n. In fact, the tangent space T(0,0)(A×A) to A×A at (0, 0) splits
canonically into a direct sum T1 ⊕ T2, where T1 (resp. T2) is the isomorphic image
of T0(A) under the immersion A → A × A given by x 7→ (x, 0) (resp. x 7→ (0, x)).
Identifying Ti with T0(A) = T , we note that the differential dmA : T ⊕ T → T of
the addition map mA : A × A → A, mA(x, y) = x + y, is nothing but addition of
components: dmA(t1, t2) = t1 + t2. To see this it is enough to check it on the two
summands T of T ⊕ T (thanks to linearity), and for these, it follows from the fact
that the composites
A→ A×A→ A and A→ A×A→ A
x 7→ (x, 0) 7→ mA(x, 0) x 7→ (0, x) 7→ mA(0, x)
are the identity. It follows by induction on n that (dnA)0 is the multiplication by n
on the k-vector space T0(A). Therefore (dnA)0 is an isomorphism and nA is e´tale at
zero if and ony if the characteristic of k does not divide n. By using the translation
maps, one shows that a homomorphism is e´tale at zero if and only if it is e´tale at all
points.
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Chapter 2
The Weak Mordell-Weil
Theorem
In this chapter we deepen the study of abelian schemes and abelian varieties and
give the proof of the Weak Mordell-Weil Theorem:
Theorem 2.0.36. (Weak Mordell-Weil Theorem) Let A be an abelian variety over
a number field K and let n be an integer such that all points of A of order n are
rational over K. Then A(K)/nA(K) is a finite group.
2.1 A few more results on abelian varieties and
abelian schemes
The next proposition shows that a constant family of abelian varieties cannot contain
a nonconstant subfamily.
Proposition 2.1.1. Let A be an abelian variety over a field k and let S be a scheme
over k such that S(k) 6= ∅. For any injective homomorphism f : B → A × S of
abelian schemes over S, there is an abelian subvariety B of A defined over k such
that f(B) = B × S.
Proof. Let s ∈ S(k) and let B = Bs. Then fs identifies B with a subvariety of A.
Define the map h given by the composite: B → A× S → (A/B)× S (here we are
using the fact that the quotient of an abelian variety by an abelian subvariety exists
and is an abelian variety. For a proof of this, cf. [Pol03, Section 9.5]). It is clear
that the image of B through h is a single point since the restriction of h to B gives
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B → A× S → (A/B). So we can apply the Rigidity Lemma and we see that h = 0.
It follows that f(B) ⊆ B × S. In fact the two are equal because their fibres over S
are connected and have the same dimension.
Remark 2.1. Let S be an integral noetherian scheme and let A be an abelian variety
over its field of rational functions K. Choose a projective embedding A ↪→ Pn and
let A be the closure of A in PnS . Since closed embeddings and smooth morphisms
are stable under base change, then pi : A → S is projective and its generic fibre is a
smooth variety (in fact it is A). As OS → pi∗OA is an isomorphism at the generic
point and OS and pi∗OA are coherent, there will be an open subset of S over which
it is an isomorphism and therefore over which pi has connected fibres (for a proof of
this, cf. [Har77, III, Cor. 11.3]). Then there will be an open subset over which A is
smooth (cf. [Har77, III, 10.2]). Moreover restricting this open subset if necessary, we
can also assume that the group structure on A extends.
So we have shown the following fact.
Fact 2.1. Let S be an integral noetherian scheme and let A be an abelian variety
over its field of rational functions K. Then there is an open subset U of S such that
A extends to an abelian scheme over U .
Now we recall the following definition.
Definition 2.1.2. A finitely generated extension K of a field k is regular if there
exists some variety V over k such that K = k(V ).
Corollary 2.1.3. Let K be a regular extension of a field k.
(1) Let A be an abelian variety over k. Then every abelian subvariety of AK is
defined over k.
(2) If A and B are abelian varieties over k then every homomorphism α : AK → BK
is defined over k.
Proof. (1) Let B be an abelian subvariety of AK and let V be a variety over k such
that k(V ) = K. Thanks to Fact 2.1, after V has been replaced by an open subvariety,
we can assume that B extends to an abelian scheme over V . Now, if V has a rational
point, then Proposition 2.1.1 shows that B is defined over k. In any case there exists
a finite Galois extension k′ of k such that V (k′) is nonempty and we have that there
exists an abelian subvariety B′ of Ak′ such that B′Kk′ = BKk′ as subvarieties of AKk′ .
The equality uniquely determines B′ as a subvariety of Ak′ . Since σB has the same
property for any σ ∈ Gal(k′/k), we must have σB = B and this is what we needed.
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(2) Part (1) shows that the graph of α is defined over k.
Theorem 2.1.4. Let K be a regular extension of a field k and let A be an abelian
variety over K. Then there exists an abelian variety B over k and a homomorphism
f : BK → A with finite kernel having the following universal property: for any abelian
variety B′ over k and any homomorphism f ′ : B′K → A with finite kernel, there
exists a unique homomorphism φ : B′ → B such that f ′ = f ◦ φK .
Proof. Consider the collection of pairs (B, f) where B is an abelian variety over k and
f a homomorphism BK → A with finite kernel and let A∗ be the abelian subvariety
of A generated by the images of the f . Take two pairs (B1, f1) and (B2, f2). Then
let C be the identity component of the kernel of
(f1, f2) : (B1 ×B2)K → A
Thanks to the previous corollary, C is an abelian variety defined over k. Now we
obtain a map
(f1, f2) : (B1 ×B2/C)K → A
whose kernel is finite and with image the subvariety of A generated by f1(B1) and
f2(B2). This shows that there exists a pair (B, f) such that the image of f is A
∗. Now
divide B by the largest subgroup scheme N of ker(f) defined over k and consider
the pair (B/N, f) (here we are using the fact that the quotient of an abelian variety
by a finite subgroup scheme exists and has a structure of abelian variety, cf. [Pol03,
Section 9.2]). We claim that it has the universal property we have stated. Let us
see why. Suppose we have a homomorphism f ′ : B′K → A with finite kernel. We can
construct the fiber product B/N ×B′ and consider the map
(f, f ′) : (B/N ×B′)K → A
as done above in the proof. Let C be the identity component of its kernel and denote
again (f, f ′) the induced map
(f, f ′) : ((B/N ×B′)/C)K → A
By construction it has finite kernel and since the image of f is A∗, by definition of
A∗ we have that (f, f ′) has image A∗. Now if we denote iK the composite
(B/N)K ↪→ (B/N ×B′)K → ((B/N ×B′)/C)K
it is clear that the following diagram is commutative
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(B/N)K ((B/N ×B′)/C)K
A
f
iK
(f, f ′)
Since f and (f, f ′) both have finite kernel and image A∗, B/N and (B/N ×B′)/C
must have the same dimension. Furthermore we know that ker(f) has no subgroups
defined over k (we have defined N to be the largest subgroup scheme N of the kernel
of f : BK → A defined over k). This implies that iK is injective. Hence iK is an
isomorphism. Define jK to be the composite
B′K (B/N)K ×B′K ((B/N ×B′)/C)K
and φK to be the composite
B′K ((B/N ×B′)/C)K (B/N)K
jK i
−1
K
The following diagram commutes
B′K (B/N)K
A
f ′
φK
f
in fact f ◦ φK = f ◦ i−1K ◦ jK = (f, f ′) ◦ jK = f ′. Part (2) of the previous corollary
shows that iK is defined over k and this concludes the proof.
Remark 2.2. It is easy to see that the pair (B, f) is uniquely determined up to a
unique isomorphism by the universal property of the theorem. This pair is called the
K/k-trace of A.
Proposition 2.1.5. Let A be an abelian scheme of relative dimension g over S and
let nA be the multiplication by n on A. Then nA is flat, surjective and finite, and its
kernel An is a finite flat group scheme over S of order n2g (i.e OAn is a locally free
OS-module of rank n
2g). Moreover nA (and therefore its kernel) is e´tale if and only
if n is not divisible by any of the characteristics of the residue fields of S.
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Proof. We first recall that multiplication by n is flat on each fibre of A over S. (See
Proposition 1.3.32) We also have that A is flat over S, since it is smooth by hypothese.
Then it follows that nA is flat thanks to the following criterion of flatness (for a proof
cf. [Gro64, IV, 5.9]).
Fact 2.2. Let A→ B → C be local homomorphisms of noetherian local rings and let
M be a module of finite type over C. Assume that B is flat over A and let k be the
residue field of A. Then the following conditions are equivalent:
(1) M is flat over B
(2) M is flat over A and M ⊗A k is flat over B ×A k
Moreover nA is proper since in the following diagram
A A
S
pi
nA
pi
pi ◦ nA is proper and pi is separated. Now since nA has finite fibres and is proper it
follows that it is finite (Chevalley’s Theorem, cf. [Mil80, I, Corollary 1.10]). Thus
we have that An is finite and flat and Theorem 1.3.34 shows that is has order n2g.
The remaining statement also follows from Theorem 1.3.34.
2.2 The proof of the Weak Mordell-Weil Theorem
Using the above results it is possible to give a short proof of the weak form of the
Mordell-Weil Theorem.
Theorem 2.2.1. (Weak Mordell-Weil Theorem) Let A be an abelian variety over
a number field K and let n be an integer such that all points of A of order n are
rational over K. Then A(K)/nA(K) is a finite group.
Before giving the proof, we need the following definitions and a lemma.
Definition 2.2.2. Let k be a field and m ≥ 1 an integer prime to the characteristic
of k.
An extension of fields E/k is said to be abelian if it is Galois and Gal(E/k) is an
abelian group.
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An abelian extension E/k is said to be of exponent m if σn = 1 for every
σ ∈ Gal(E/k).
Lemma 2.2.3. Let L = K(n−1A(K)) be the composite of all fields in K obtained
by adjoining n−1a for all a ∈ A(K). Then L is a finite abelian extension of K.
Proof. By Fact 2.1 we know that there exists an open subset Spec(R) of the spectrum
of the ring of integers of K such that A extends to an abelian scheme A over Spec(R).
As one can read in [Mum66, Proposition 3, Lecture 5], for any N we can identify
PNK(K) with PNSpec(R)(Spec(R)). Therefore any x ∈ A (Spec(R)), can be considered
as a closed subscheme of A . Denote n−1(x) the closed subscheme in A . Proposition
2.1.5 shows that the natural projection n−1(x) → Spec(R) is e´tale over all points
y ∈ Spec(R), whenever char(k(y)) - n.
In a more classical terminology, this means that there exists a finite set E of
prime ideals of the ring of integers of K, such that for any a ∈ A(K) and any
b ∈ n−1(a) ∈ A(K), the extension K(b)/K is unramified outside E.
If we denote K(n−1x) the field generated over K by the coordinates of the points
y such that ny = x, we see that K(n−1x) is normal over K, since the conjugates
of a point y such that ny = x are of the form y + z, with z ∈ An ⊆ A(K). This
also gives the abelian nature of the Galois group, which acts on n−1x. This action
defines an isomorphism with a subgroup of An. Hence the composite L is abelian
of exponent n over K and is ramified over only a finite number of prime ideals of
the field (here we use the fact that the composite of two unramified extensions is
unramified). Thus, the following fact concludes the proof of this Lemma.
Fact 2.3. The maximal abelian extension L of exponent m of a number field K,
which is unramified outside a fixed finite set S of prime ideals of the field, is finite.
Proof. Suppose that we know the fact is true for some finite extension K ′ of K,
where S′ is the set of places of K ′ lying over S. Then LK ′/K ′, being abelian of
exponent m unramified outside S′, would be finite, and hence L/K would also be
finite. It thus suffices to prove the fact under the assumption that K contains the
mth roots of unity µm.
Similarly, we can increase the size of the set S, since this only has the effect of
making L larger. Using the fact that the ideal class group of K is finite (cf. [Lan94,
V,Par.1]), we adjoin a finite number of elements to S so that the ring
RS = {a ∈ K : v(a) ≥ 0 ∀v ∈MK \ S}
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is a principal ideal domain. Explicitly, it suffices to choose integral ideals a1, ..., ah
representing the ideal classes of K and adjoin to S the valuations corresponding to
the primes dividing a1 · · · ah. We also enlarge S so as to ensure that v(m) = 0 for all
v /∈ S. Kummer theory tells us that if a field of characteristic 0 contains µm, then
its maximal abelian extension of exponent m is obtained by adjoining the mth roots
of all of its elements, (for a proof of this result, see [Art44, Theorem 25]). Thus L is
the largest subfield of
K(a1/m : a ∈ K)
that is unramified outside of S. Let v ∈MK \ S. Consider the equation Xm − a = 0
over the local field Kv. Since v(m) = 0 and since the discriminant of the polynomial
Xm − a equals ±mmam−1, we see that Kv(a1/m)/Kv is unramified if and only if
ordv(a) ≡ 0 (mod m)
(Here ordv is the normalized valuation associated to v.) We note that when we adjoin
mth roots, it is necessary to take only one representative for each class in K∗/(K∗)m,
so if we let
TS = {a ∈ K∗/(K∗)m : ordv(a) ≡ 0 (mod m) for all v ∈MK \ S}
then
L = K(a1/m : a ∈ TS)
To complete the proof it is enough to show that the set TS is finite. Consider the
natural map
R∗S → TS
we claim that this map is surjective. In fact, suppose that a ∈ K∗ represents an
element of TS . Then the ideal aRS is the m
th power of an ideal in RS , since the
prime ideals of RS correspond to the valuations v /∈ S. But RS is a principal ideal
domain, so we can find a b ∈ K∗ such that aRS = bmRS . Hence there is a u ∈ R∗S
satisfying a = ubm. Then a and u give the same element of TS , which proves that R
∗
S
surjects onto TS . Further, the kernel of the map R
∗
S → TS clearly contains (R∗S)m,
which proves that there is a surjection
R∗S/(R
∗
S)
m → TS
Finally, we deduce that TS is finite from the fact that R
∗
S is a finitely generated
group (Dirichlet’s S-unit Theorem, cf. [Lan94, V,Par.1]).
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Now we prove Theorem 2.2.1.
Proof. Denote G = Gal(L/K). Let a ∈ A(K) and let b ∈ A(K) be such that nb = a
(here we use the fact that A(K) is a divisible group, see [MRM74, Par.6, Application
2]). By definition of L it is clear that b ∈ A(L). For σ in G, define φa(σ) to be σb− b.
We have
n(σb− b) = nσb− nb = σ(nb)− a = σ(a)− a = a− a = 0
and the hypotheses that all points of A of order n are rational over K implies
σb− b ∈ An(K). Furthermore the definition of φa does not depend on b. In fact, if
we change b with b′ ∈ A(L), nb′ = a, b′ − b must be a K-rational point, since
n(b′ − b) = nb′ − nb = a− a = 0
This implies that for all σ ∈ G, σ(b′ − b) = b′ − b or equivalently σb′ − b′ = σb− b.
So to each a ∈ A(K) we have associated a map φa from G to An(K). This map is a
homomorphism of groups:
φa(σσ
′) = σσ′b− b = σσ′b− σb+ σb− b = σ′b− b+ σb− b = φa(σ′) + φa(σ)
where we have used σσ′b− σb = σ(σ′b− b) = σ′b− b since σ′b− b ∈ A(K).
We also observe that the map
A(K) ↪→ Hom(G,An(K))
a 7→ φa
is an isomorphism: take c ∈ A(K) and let d ∈ A(L) be such that nd = c. For any
σ ∈ G
φa+c(σ) = σ(b+ d)− (b+ d) = σb− b+ σd− d = φa(σ) + φc(σ)
so φa+c = φa + φc.
Now given a, c ∈ A(K) as above, we want to understand when φa = φc. Let
d ∈ A(L) be such that nd = c, then
φa = φc ⇔ σb− b = σd− d ∀σ ∈ G
⇔ σ(b− d) = b− d ∀σ ∈ G
⇔ b− d ∈ A(K)
⇔ n(b− d) = c− a ∈ nA(K)
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Thus we have the following injective homomorphism
A(K)/nA(K) ↪→ Hom(G,An(K))
a 7→ φa
The lemma above tells us that G is a finite group, this implies that Hom(G,An(K))
is finite and therefore A(K)/nA(K) is finite too.
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Chapter 3
The Theory of Height Functions
and the Mordell-Weil Theorem
This chapter deals with the theory of height functions. We study the classical theory
of height functions and thanks to it we show how to deduce the strong Mordell-Weil
Theorem from the weak Mordell-Weil Theorem.
The following notations and conventions will be used:
1. K a number field
2. MK the set of absolute values on K extending the usual absolute values on Q
3. ‖.‖v = |.|[Kv :Qv ]v
4. All morphisms, varieties etc will be assumed to be defined over Q
3.1 Heights on Projective Space
The height of a point P = [x0, . . . , xn] in Pn(K) is a measure of the arithmetic
complexity of the point.
Before defining it we recall two basic facts from algebraic number theory.
Lemma 3.1.1. (Product Formula) If x ∈ K∗, we have∏
v∈MK
‖x‖v = 1
,
For the proof see [Lan94, Cap. V, Par. 1].
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Lemma 3.1.2. Let L/K/Q be a tower of number fields, and let v ∈MK . Then∑
w∈ML
w|v
[Lw : Qw ] = [L : K][Kv : Qv ] ∀v ∈MK
(Here w|v means that w restricted to K is equal to v.)
For the proof see [Lan94, Cap. II, Par. 1]
Definition 3.1.3. The height of P (relative to K) is defined by the formula
HK(P ) =
∏
v∈MK
max{‖x0‖v , . . . , ‖xn‖v}
Proposition 3.1.4. Let P be as above.
(a) The height of P does not depend on the choice of homogeneus coordinates for P.
(b) The height satisfies
HK(P ) ≥ 1
(c) Let L/K be a finite extension of fields. Then
HL(P ) = HK(P )
[L:K]
Proof. (a) Any other choice of homogeneus coordinates for P can be written as
[λx0, . . . , λxn] where λ ∈ K∗ . Using the product formula, we obtain∏
v∈MK
max{‖λx0‖v , . . . , ‖λxn‖v} =
∏
v∈MK
‖λ‖v max{‖x0‖v , . . . , ‖xn‖v}
=
∏
v∈MK
max{‖x0‖v , . . . , ‖xn‖v}
(b) Note that we can always find homogeneus coordinates for P such that one of the
coordinates is 1. This implies that every factor in the product defining HK(P ) is at
least 1.
(c) We compute
HL(P ) =
∏
w∈ML
max{‖x0‖w , . . . , ‖xn‖w}
=
∏
v∈MK
∏
w∈ML
w|v
max{|x0|v , . . . , |xn|v}[Lw :Qw ] since xi ∈ K ∀i
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Thanks to Lemma 3.1.2 we can conclude
HL(P ) =
∏
v∈MK
max{‖x0‖v , . . . , ‖xn‖v}[L:K]
= HK(P )
[L:K]
Using (b) of the previous proposition we can define a height function which is
independent of the field of definition.
Definition 3.1.5. Let P ∈ Pn(Q). The absolute height of P is defined by
H(P ) = HK(P )
1
[K:Q]
where K is any number field such that P ∈ Pn(K). It is also often convenient to
deal with the logarithmic height
h(P ) = logH(P )
Remark 3.1. If P ∈ Pn(Q), we can write P = [x0, . . . , xn] with xi ∈ Z for all i and
gcd(x0, . . . , xn) = 1. Then for any nonarchimedean absolute value v ∈MQ we have
‖xi‖v ≤ 1 for all i and ‖xi‖v = 1 for at least one i. Hence in the product defining
HQ(P ) only the factor corresponding to the archemedian absolute value contributes:
H(P ) = HQ(P ) = max{|x0|∞, . . . , |xn|∞}
In particular it follows that for any constant C, the set
{P ∈ Pn(Q) : HQ(P ) ≤ C}
is finite.
We now want to extend this statement in terms of H and of the degree of the
minimal field of definition of a point P ∈ Pn(Q). In order to do this we state the
following two lemmas.
Lemma 3.1.6. Let
f(T ) = a0T
d + a1T
d−1 + · · ·+ ad = a0(T − α1) . . . (T − αd) ∈ Q[T ]
be a polynomial of degree d. Then
2−d
d∏
j=1
H(αj) ≤ H([a0, . . . , ad]) ≤ 2d−1
d∏
j=1
H(αj)
where by H(αj) we mean H([αj , 1]).
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Proof. First note that the inequality to be proven remains unchanged if f(T ) is
multiplied by a nonzero constant. Thus it suffices to prove the result for monic
polynomials.
Let K = Q(α1, . . . , αd) and define ε : MK → {1, 2} such that
ε(v) = 2 if v ∈M∞K
ε(v) = 1 if v ∈M0K
Thus the triangle inequalities reads
|x+ y|v ≤ ε(v) max{|x|v , |y|v}
for v ∈MK and x, y ∈ K.
It is enough to show that
max
0≤i≤d
{|ai|v} ≤ ε(v)d−1
d∏
j=1
max{|αj |v , 1}
since once we have done this, raising to the [Kv : Qv ] power, multiplying over all
v ∈MK and taking the [K : Q]th root gives the desired result.
Let us use induction on d. For d = 1 then f(T ) = T − α1 and the inequality is
clear. Suppose now we know the theorem is true for all polynomials with degree
d− 1. Choose k such that
|αk|v ≥ |αj |v for all 0 ≤ j ≤ d
and define
g(T ) = (T − α1) . . . (T − αk−1)(T − αk+1) . . . (T − αd)
= b0T
d−1 + b1T d−2 + · · ·+ bd−1
Since f(T ) = (T − αk)g(T ), we have
ai = bi − αkbi−1
Note that this equality is true for all 0 ≤ i ≤ d if we set b−1 = bd = 0. We begin
with the upper bound:
max
0≤i≤d
{|ai|v} = max
0≤i≤d
{|bi − αkbi−1|v}
≤ ε(v) max
0≤i≤d
{|bi|v , |αkbi−1|v} (triangle inequality)
≤ ε(v) max
0≤i≤d
{|bi|v}max{|αk|v , 1}
≤ ε(v)d−1
d∏
j=1
max{|αj |v , 1} (induction hypotheses on g)
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Next we prove the lower bound. We need to consider two cases: first, if |αk|v ≤ ε(v),
thanks to our choice of k we have
d∏
j=1
max{|αj |v , 1} ≤ max{|αk|v , 1}d ≤ ε(v)d
and the result is clear. In the secon case |αk|v > ε(v). Then
max
0≤i≤d
{|ai|v} = max
0≤i≤d
{|bi − αkbi−1|v}
≥ ε(v)−1 max
0≤i≤d−1
{|bi|v}{|αk|v , 1}
In the last line, the inequality is an equality for v ∈M0K while for v ∈M∞K we are
using the calculation
max
0≤i≤d
{|bi − αkbi−1|v} ≥ (|αk|v − 1) max
0≤i≤d−1
{|bi|v}
> ε(v)−1|αk|v max
0≤i≤d−1
{|bi|v}
since |αk|v > ε(v) = 2.
Now to complete the proof it is enough to apply the induction hypothesis to
g.
Lemma 3.1.7. Let P ∈ Pn(Q) and let σ ∈ GQ/Q. Then
H(P σ) = H(P )
Proof. Let K/Q be a field such that P ∈ Pn(K). Restricting σ to K we obtain an
isomorphism σ : K → Kσ which gives us an identification
σ : MK →MKσ v 7→ vσ
In this correspondence, if x ∈ K and v ∈MK , then the associated absolute value vσ
satisfies |xσ|
vσ
= |x|v . Clearly σ induces an isomorphism between Kv and Kσvσ , so
that [Kv : Qv ] = [Kσvσ : Qvσ ].
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We now compute
HKσ(P
σ) =
∏
w∈MKσ
max{‖xσ0‖w , . . . , ‖xσn‖w}
=
∏
v∈MK
max{‖xσ0‖vσ , . . . , ‖xσn‖vσ }
=
∏
v∈MK
max{‖x0‖v , . . . , ‖xn‖v}
= HK(P )
To conclude it is enough to note that [K : Q] = [Kσ : Q].
We are now ready to prove the following important theorem.
Theorem 3.1.8. (Finiteness Theorem) Let C and d be constants. Then the set
{P ∈ Pn(Q) : H(P ) ≤ C and [Q(P ) : Q] ≤ d},
where by Q(P ) we mean the minimal field of definition of P , is a finite set of points.
In particular for any number field K
{P ∈ Pn(K) : H(P ) ≤ C}
is a finite set.
Proof. Let P ∈ Pn(Q) and write P = [x0, . . . , xn] with xj = 1 for some j. Then
Q(P ) = Q(x0, . . . , xn) and we have the easy estimate
HQ(P )(P ) =
∏
v∈MQ(P )
max{‖x0‖v , . . . , ‖xn‖v}
≥ max
0≤i≤n
 ∏
v∈MQ(P )
max{‖xi‖v , 1}

= max
0≤i≤n
HQ(P )(xi).
Thus if H(P ) ≤ C and [Q(P ) : Q] ≤ d, then
max
0≤i≤n
HQ(P )(xi) ≤ C ′ and max
0≤i≤n
[Q(xi) : Q] ≤ d
with C ′ = C [Q(P ):Q]. So we only need to prove that
{x ∈ Q : H(x) ≤ C ′ and [Q(x) : Q] ≤ d}
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is finite. Let x be in this set, with [Q(x) : Q] = e ≤ d. Further let x1, . . . , xe ∈ Q be
the conjugates of x, where we take x1 = x. The minimal polynomial of x over Q is
fx(T ) = (T − x1) · · · (T − xe) = T e + a1T e−1 + · · ·+ ae ∈ Q[T ].
We have
H([1, a1, . . . , ae]) ≤ 2e−1
e∏
j=1
H(xj) from Lemma 3.1.6
= 2e−1H(x)e from Lemma 3.1.7
≤ (2C)d
Using Remark 3.1 we obtain that there are only finitely many possibilities for each
ai, hence for the polynomial fx(T ). Since each polynomial fx(T ) has as most d roots
in K, our set is finite.
3.2 Heights on Projective Varieties
Another important aspect of the theory of heights is the study of the behavior of H
under morphisms.
Let us start with the Segre embedding
sn,m : Pn × Pm → Pmn+m+n
([x0, . . . , xn], [y0, . . . , ym]) 7→ [x0y0, . . . , xiyj , . . . , xnym]
and the dth Veronese embedding
νd : Pn → PN
[x0, . . . , xn] 7→ [F0(x0, . . . , xn), . . . , FN (x0, . . . , xn)]
where F0, . . . , FN are all the monomial of degree d in n variables, so N =
(
n+d
d
)− 1.
Proposition 3.2.1. For any P ∈ Pn(Q) and Q ∈ Pm(Q) we have
(a) H(sn,m(P,Q)) = H(P )H(Q)
(b) H(νd(P )) = H(P )
d
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Proof. (a) Let K be a field of definition for P = [x0, . . . , xn] and Q = [y0, . . . , ym].
Then for every v ∈MK we have
max
0≤i≤n
0≤j≤m
{‖xiyj‖v} = max
0≤i≤n
{‖xi‖v} max
0≤j≤m
{‖yj‖v}
from which (a) follows.
(b) It suffices to note that for every v ∈MK
max
0≤i≤N
{‖Fi(x0, . . . , xn)‖v} =
(
max
0≤i≤n
{‖xi‖v}
)d
Now we pass to the study of the behaviour of H under linear projections and
automorphisms.
Lemma 3.2.2. Let φ : Pn → Pm be a morphism defined by linear polynomials with
coefficients in Q. Then there exists a positive constant C such that
H(φ(P )) ≤ CH(P )
for all P ∈ Pn(Q).
In particular if φ is an automorphism, there exist two positive constants C and
C ′ such that
C ′H(P ) ≤ H(φ(P )) ≤ CH(P )
for all P ∈ Pn(Q).
Proof. Let f0, . . . , fm be the linear polynomials defining φ. Given P = [x0, . . . , xn] in
Pn(Q), let K be a number field so that P ∈ Pn(K) and K contains all the coefficients
of the fi’s. Denote Ωφ ⊆ K the set of the coefficients of the fi’s. For v ∈MK set
cv(φ) = max
a∈Ωφ
‖a‖v
If v ∈M0K then
‖fi(x0, . . . , xn)‖v ≤ cv(φ) max
0≤i≤n
‖xi‖v
while if v ∈M∞K then
‖fi(x0, . . . , xn)‖v ≤ (n+ 1)[Kv :Qv ]cv(φ) max
0≤i≤n
‖xi‖v
Therefore
H(φ(P )) ≤ (n+ 1)c(φ)H(P )
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where c(φ) =
( ∏
v∈MK
cv(φ)
) 1
[K:Q]
is independent of the field K.
Lemma 3.2.3. Let Λ ⊂ Pn be a linear subvariety of dimension d. Let us denote
pi : Pn r Λ→ Pn−d−1
the linear projection defined by Λ, let X ⊂ Pn be a closed projective subvariety not
intersecting Λ. Then there exist two positive constants C1, C2 such that
C1H(P ) ≤ H(pi(P )) ≤ C2H(P )
for all P ∈ X(Q).
Proof. The upper bound is clear, so let us prove the lower bound. Note that it
suffices to consider the case d = 0, since the image under pi of a closed subvariety not
meeting Λ is again closed. Thus Λ is a point. By Lemma 3.2.2 we can assume that
the point is En = [0. . . . , 0, 1]. Furthermore we can replace X by a hypersurface that
contains it and which does not contain En. So X is the zero locus of a homogeneus
polynomial F (T0, . . . Tn) of degree m not vanishing at En. This implies that the
coefficient of Tmn is not zero and so T
m
n is a linear combination of the other monomials.
In other words, if we let µ : Pn → PN−1 be the map defined by all the monomials of
degree m with exception of Tmn , there exists a morphism α : PN−1 → PN , defined by
linear polynomials, such that the following diagram commutes:
Pn PN
PN−1
µ
νm
α
Then by Lemma 3.2.2 there exists C ′ > 0 such that
H(νm(P )) ≤ C ′H(µ(P )) ∀P ∈ X(Q).
On the other hand the coordinates of g(P ) = s(νm−1(P ), pi(P )) are exactly, up to
repetions, the coordinates of µ(P ). Then by Lemma 3.2.1
H(µ(P )) ≤ CH(νm−1(P ))H(pi(P ))
Therefore
H(pi(P )) ≥ H(µ(P ))
CH(P )m−1
≥ 1
CH(P )m−1
H(P )m
C ′
=
H(P )
CC ′
and the proof is completed.
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From now on V will denote a smooth projective variety (defined over Q). We will
also use V to denote the geometric points of V , i.e. V (Q). Our aim is to define a
height function on V . In order to do this we will take a map from V into projective
space and use the height function defined on it in the previous section.
Definition 3.2.4. Let F : V → Pn be a morphism. The logarithmic height on V
relative to F is defined by
hF : V → R
P 7→ h(F (P ))
As usual, such a map F : V → Pn is associated to an invertible sheaf on V ,
namely F ∗OPn(1). Clearly many different maps will give rise to the same sheaf. The
following result gives us a relation between height functions corresponding to maps
associated to the same sheaf.
Theorem 3.2.5. Let L be a sheaf without basepoints on V and let
F : V → Pn and G : V → Pm
be two maps which are associated to L . Then
hF = hG +O(1) on V.
Remark 3.2. The last statement means that the quantity |hF (P )−hG(P )| is bounded
as P ranges over V .
Proof. Let us fix a basis (ro, ..., rw) of the vector spaceL (V ). Then since F : V → Pn
is such that F ∗OnP (1) = L there exists a morphism J : Pw → Pn, given by a matrix,
making commutative the following diagram:
V Pw
Pn
F
[r0, ..., rw]
J
Clearly also G can be written in a similar way:
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V Pw
Pm
G
[r0, ..., rw]
I
Therefore the quotient (H ◦ F )/(H ◦G) is a bounded positive function by Lemma
3.2.2 and Lemma 3.2.3. Applying the logarithm we obtain that hF −hG is a bounded
function.
Definition 3.2.6. The group of functions mod O(1) on V , denotedH (V ), is defined
by
H (V ) = {functions h : V → R}/{bounded functions}.
Definition 3.2.7. Let L be a sheaf without basepoints on V . The height function
associated to L is the class of functions hL ∈H (V ) obtained by taking the height
function hF for any map F associated to L .
Remark 3.3. We note that hL is well-defined thanks to Theorem 3.2.5.
We would like to define the height function associated to any invertible sheaf, not
necessarily basepoint-free. Therefore we need the following Remark and Proposition.
Remark 3.4. Any invertible sheaf L on a projective scheme over a noetherian ring
can be written as L1⊗L −12 with L1 and L2 basepoint-free sheaves. This is an easy
consequence of the fact that L (N) is generated by a finite number of global sections
whenever N ≥ N0, for a suitable N0 (See Har II.5.17).
Proposition 3.2.8. Let L and M be basepoint-free sheaves on V . Then
hL⊗M = hL + hM +O(1)
Proof. Let F = [f0, . . . , fn] and G = [g0, . . . , gm] be maps associated to L and M
respectively. Then the map
[. . . , figj , . . . ]0≤i≤n,0≤j≤m : V → Pnm+n+m
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obtained composing (F,G) : V → Pn × Pm with sn,m : Pn × Pm → Pnm+n+m is
associated with L ⊗M :
(sn,m ◦ (F,G))∗OPnm+n+m(1) = (F,G)∗s∗n,mOPnm+n+m(1)
= (F,G)∗(Pr∗1OPn(1)⊗ Pr∗2OPm(1))
= F ∗OPn(1)⊗G∗OPm(1)
= L ⊗M
Now the desired result follows immediately from
max
0≤i≤n
0≤j≤m
{‖figj‖v} = max
0≤i≤n
{‖fi‖v} max
0≤j≤m
{‖gj‖v}
Definition 3.2.9. Let L ∈ Pic(V ) be any invertible sheaf. Choose L1 and L2
without basepoints such that L = L1 ⊗ L −12 . Then the height function on V
associated to L is
hL = hL1 − hL2 ∈H (V )
Note that from Proposition 3.2.8 our definition is independent of the choice of
the Li’s.
Theorem 3.2.10. (Height Machine)
(a) There exists a unique homomorphism
Pic(V )→H (V )
L 7→ hL
with the property that if L has no basepoints and F : V → Pn is a morphism
associated to L , then
hL = hF +O(1)
(b) If f : V →W is a morphism of smooth varieties , L an invertible sheaf on W ,
then
hf∗L = hL ◦ f +O(1).
In other words, the homomorphism in (a) is functorial with respect to morphisms
of smooth varieties.
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Proof. (a) This follows immediately from Theorem 3.2.5 and Proposition 3.2.8.
(b) If L has no basepoints and F : W → Pn is associated to L , then F ◦ f is
associated to f∗L :
(F ◦ f)∗OPm(1) = f∗F ∗OPm(1) = f∗L
So we have:
hf∗L = hF◦f +O(1) = hF ◦ f +O(1) = hL ◦ f +O(1).
We can now prove the analogue of Theorem 3.1.8 for projective varieties.
Corollary 3.2.11. (Finiteness) If L is an ample sheaf on V , then for all constants
C and d, the set
{P ∈ V (Q) : hL ≤ C and [Q(P ) : Q] ≤ d},
is finite.
Proof. Let m be an integer such that L ⊗m is very ample and let F : V → Pn be an
embedding associated to L ⊗m. For P in our set we have:
mC ≥ mhL (P ) = hL⊗m +O(1) = h(F (P )) +O(1).
This reduces the problem to the usual height on Pn and we conclude applying
Theorem 3.1.8.
3.3 Heights on Abelian Varieties
Let us introduce some notations and definitions.
Definition 3.3.1. Let A be an abelian group. Let h be a function from A into some
abelian group in which multiplication by 2 is invertible. We define ∆h on A×A by
∆h(x, y) = h(x+ y)− h(x)− h(y).
We say that h is quadratic if ∆h is bilinear. If in addition h is even, that is h satisfies
h(−x) = h(x), then we say that h is a quadratic form.
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Remark 3.5. If h is quadratic, the function on A given by
x 7→ h(x)− 1
2
∆h(x, x)
is linear, so any quadratic function is expressible as a quadratic form plus a linear
function.
Definition 3.3.2. Let A be an abelian group as above and L be a real function on
A×A. We say that L is quasi-bilinear if the two functions on A×A×A given by
∆1L(x, y, z) = L(x+ y, z)− L(x, z)− L(y, z)
∆2L(x, y, z) = L(x, y + z)− L(x, z)− L(x, y)
are bounded.
Similarly, a real valued function L on A is called quasi-linear if ∆L is bounded
and is called quasi-quadratic if ∆L is quasi-bilinear.
Finally, a real valued function L on A is said to be quasi-even if |L(x)− L(−x)|
is bounded as x ranges over A.
From now on all functions will be real valued and defined on A (or A×A).
Lemma 3.3.3. If L is quasi-bilinear, then there exists a unique bilinear function L′
such that L− L′ is bounded.
Proof. Uniqueness is obvious. To construct L′, for every n ∈ N let us define the
function on A×A
Ln(x, y) =
L(2nx, 2ny)
4n
.
Suppose that C is a positive number such that
|∆1L(x, y, z)| ≤ C and |∆2L(x, y, w)| ≤ C
for all x, y, z, w. From quasi-bilinearity we find
|Ln+1(x, y)− Ln(x, y)| = |∆1L(2
nx, 2nx, 2n+1y) + 2∆2L(2
nx, 2ny, 2ny)|
4n+1
≤ 3C
4n+1
Hence {Ln(x, y)} is a Cauchy sequence and it is easily verified that the limit
L′(x, y) = lim
n→∞Ln(x, y)
defines a bilinear function.
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Lemma 3.3.4. Let h be quasi-quadratic. Then:
(a) There exists a unique quadratic form q and a unique linear function l such that
h = q + l +O(1)
(b) If h is quasi-even, then the linear function l in (a) is 0.
Proof. (a) By definition ∆h is quasi-bilinear, so using the previous lemma there
exists ∆h′ bilinear function such that |∆h −∆h′| is bounded. It follows that the
function on A
F : x 7→ h(x)− 1
2
∆h′(x, x)
is quasi-linear. Exactly as before, taking a limit we can construct a linear function
F ′ such that F − F ′ is bounded. Thus we have proven existence. The uniqueness is
immediate.
(b) Finally, if h is quasi-even, then |q(x) + l(x)− q(−x)− l(−x)| = |l(x)− l(−x)| is
bounded and this implies l = 0.
Suppose now that A/Q is an abelian variety. Using Theorem 3.2.10 any relation
between invertible sheaves on A gives a corresponding relation between height
functions. Let us consider the Theorem of the Cube and try to translate it in terms
of height functions.
Theorem 3.3.5. Let A be as above and L an invertible sheaf on A. Then for all
P,Q,R ∈ A:
hL (P +Q+R)− hL (P +Q)− hL (P +R)− hL (Q+R)
+hL (P ) + hL (Q) + hL (R) = O(1)
The O(1) constant depends on A and L , but not on P,Q,R. This says that the
height hL on an abelian variety is a quasi-quadratic function.
Proof. Define maps
pi1, pi2, pi3, pi12, pi13, pi23, pi123 : A×A×A→ A
by projecting onto the indicated components and then adding. The Theorem of the
Cube tells us that
pi∗123L ⊗ pi∗12L −1 ⊗ pi∗13L −1 ⊗ pi∗23L −1 ⊗ pi∗1L ⊗ pi∗2L ⊗ pi∗3L
49
3. The Theory of Height Functions and the Mordell-Weil Theorem
is isomorphic to the trivial sheaf. Now using Theorem 3.2.10 we obtain
hL (pi123(P,Q,R))− hL (pi12(P,Q,R))− hL (pi13(P,Q,R))− hL (pi23(P,Q,R))
+hL (pi1(P,Q,R)) + hL (pi2(P,Q,R)) + hL (pi3(P,Q,R)) = O(1)
This is exactly what we wanted to prove.
Corollary 3.3.6. (a) Let n be an integer and let [n] : A→ A be the multiplication-
by-n map. Then
hL ◦ [n] = ((n+ n2)/2)hL + ((n2 − n)/2)hL ◦ [−1] +O(1)
where O(1) will depend on n. In particular if L is even (i.e. [−1]∗L ≈ L ),
then
hL ◦ [n] = n2hL +O(1)
and if L is odd (i.e. [−1]∗L ≈ L −1), then
hL ◦ [n] = nhL +O(1)
(b) If L is even then hL satisfies the parallelogram law (modulo O(1))
hL (P +Q) + hL (P −Q) = 2hL (P ) + 2hL (Q) +O(1)
If L is odd then hL is linear (modulo O(1))
hL (P +Q) = hL (P ) + hL (Q) +O(1)
Proof. (a) Applying Theorem 3.3.5 with Q = [n]P and R = [−1]P we find
hL ([n+ 1]P ) + hL ([n− 1]P ) = 2hL ([n]P ) + hL (P ) + hL ([−1]P ) +O(1)
We now use induction to obtain our result: for n = 0, 1 the equality is clearly true.
Let us suppose it is true for n ≤ N , then we have
hL ([N + 1]P ) = 2hL ([N ]P ) + hL (P ) + hL ([−1]P )− hL ([N − 1]P ) +O(1)
Substituting hL ([N ]P ) and hL ([N − 1]P ) respectively with((
N +N2
)
/2
)
hL +
((
N2 −N) /2)hL ◦ [−1] +O(1) and[(
(N − 1) + (N − 1)2) /2]hL + [((N − 1)2 − (N − 1)) /2]hL ◦ [−1] +O(1)
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an easy calculation gives the equality for N + 1. The same reasoning works also
downward. Finally the two cases with L even or odd follow immediately noting that
hL ◦ [−1] = h[−1]∗L +O(1)
(b) Put R = [−1]Q in Theorem 3.3.5:
hL (P )− hL (P +Q)− hL (P + [−1]Q))
+hL (P ) + hL (Q) + hL ([−1]Q) = O(1) + hL (Q+ [−1]Q)
Since hL (Q+ [−1]Q) does not depend on Q we can write:
2hL (P )− hL (P +Q)− hL (P + [−1]Q)) + hL (Q) + hL ([−1]Q) = O(1)
Now if L is even then (a) implies hL ([−1]Q) = hL (Q) +O(1). So we have
2hL (P )− hL (P +Q)− hL (P + [−1]Q)) + 2hL (Q) = O(1)
that is exactly the parallelogram law (modulo O(1)).
Similarly if L is odd (a) implies hL ([−1]Q) = hL (Q) +O(1) and we use Theorem
3.3.5 with R = [−1](P +Q).
We have seen that the height function associated to any line bundle L on A
is quasi-quadratic. Therefore by Lemma 3.3.4 we know that there exists a unique
quadratic form qL and linear form lL such that hL = qL + lL +O(1). Furthermore
if L is even then hL is quasi-even (from Corollary 3.3.6(a)) and lL = 0.
Definition 3.3.7. The sum qL + lL , which is uniquely determined by L , will be
denoted hˆL and called the Ne´ron-Tate height, or canonical height, associated with
the line bundle L .
Proposition 3.3.8. Let L be an ample even line bundle on A. Then hˆL is a
positive quadratic form.
Proof. Substituting L with a sufficiently large power we may assume it is very ample.
Then
hˆL = hF +O(1)
where F is a projective embedding of A associated to L . So hF ≥ 0 and for any
positive integer n and any point P in A
0 ≤ hF (nP ) = hˆL (nP ) +O(1) = n2hˆL (P ) +O(1).
This implies that the quadratic form hˆL is positive.
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3.4 The Mordell-Weil Theorem
Let us recall the Weak Mordell-Weil Theorem:
Theorem 3.4.1. Let A be an abelian variety over a number field K and let n be an
integer such that all points of A of order n are rational over K. Then A(K)/nA(K)
is a finite group.
In order to deduce strong Mordell-Weil Theorem from the previous one we need
the following lemma.
Lemma 3.4.2. (Descent Lemma) Let A be an abelian group. Suppose that there is
a function
h : A→ R
with the following properties:
(a) Let Q ∈ A. There is a constant C1, depending on A and Q, so that for all P ∈ A
h(P +Q) ≤ 2h(P ) + C1
(b) There is an integer m ≥ 2 and a constant C2, depending on A, so that for all
P ∈ A
h(mP ) ≥ m2h(P )− C2
(c) For every constant C3
{P ∈ A : h(P ) ≤ C3}
is a finite set.
(d) For the integer m in (b) the quotient group A/mA is finite.
Then A is finitely generated.
Proof. Let Q1, . . . , Qr be elements of A representing the finitely many cosets in
A/mA. We want to show that, taken any P ∈ A, it is possibile to subtract an
appropriate linear combination of Q1, . . . , Qr from P , in order to find a point whose
height is less than a constant independent of P . Then Q1, . . . , Qr and the finitely
many points with height less than the constant will generate A.
We start writing
P = mP1 +Qi1 for some 1 ≤ i1 ≤ r
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Continuing in this fashion we will have
P1 = mP2 +Qi2
...
Pn−1 = mPn +Qin
Now for any j we can estimate
h(Pj) ≤ 1
m2
[h(mPj) + C2] from (b)
=
1
m2
[h(Pj−1 −Qij ) + C2]
≤ 1
m2
[2h(Pj−1) + C ′1 + C2] from (a)
where C ′1 is the maximum of the constants from (a) for Q = −Qi, i = 1, . . . , r. Note
that C ′1 and C2 do not depend on P .
Now if we use the above inequality starting from Pn and working back to P we
obtain
h(Pn) ≤
(
2
m2
)n
h(P ) +
[
1
m2
+
2
m4
+
4
m6
+ · · ·+ 2
n−1
m2n
]
(C ′1 + C2)
≤
(
2
m2
)n
h(P ) +
C ′1 + C2
m2 − 2
≤ 2−nh(P ) + C
′
1 + C2
2
since m ≥ 2
It is now clear that if n is sufficiently large we will have
h(Pn) ≤ 1 + C
′
1 + C2
2
.
Since
P = mnPn +
n∑
j=1
mj−1Qij
then every P ∈ A is a linear combination of the points in the set
{Q1, . . . , Qr} ∪
{
Q ∈ A : h(Q) ≤ 1 + C
′
1 + C2
2
}
.
This is a finite set from (c), therefore A is finitely generated.
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We conclude the chapter giving the proof of the strong Mordell-Weil theorem.
Theorem 3.4.3. (Mordell-Weil Theorem) Let K be a number field and A/K an
abelian variety. Then the group A(K) is finitely generated.
Proof. Let m ≥ 2 be any integer and let
h : A→ R
be the canonical height function on A corresponding to a very ample symmetric line
bundle. In order to apply the Descent Lemma to the group A(K) we have to verify
that h satisfies the hypotheses (a)-(d).
The last one coincides exactly with the Weak Mordell-Weil Theorem if we know
that An ⊆ A(K), but this can always be achieved by passing from K to a finite
extension and it is obvious that Mordell-Weil Theorem for the extension yields
Mordell-Weil Theorem for the field K.
Now Corollary 3.3.6(b) gives
h(P +Q) ≤ h(P +Q) + h(P −Q) = 2h(P ) + 2h(Q)
since h takes only non-negative values. Therefore (a) is satisfied with C1 = 2h(Q).
Corollary 3.3.6(a) says that |h(mP )−m2h(P )| is bounded as P ranges over A(K)
and this is stronger than hypotheses (b).
Finally, (c) is a special case of Corollary 3.2.11. We can therefore apply the
Descent Lemma and conclude that A(K) is finitely generated.
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