Abstract. Let Fn be the fixed-point algebra of the gauge action of the circle on the Cuntz algebra On. For every pure state ρ of Fn and every representation θ of C(T) we construct a representation of On, and we use the resulting class of representations to parameterize the space of all states of On which extend ρ. We show that the gauge group acts transitively on the pure extensions of ρ and that the action is p-to-1 with p the period of ρ under the usual shift. We then use the above representations of On to construct endomorphisms of B(H), which we classify up to conjugacy in terms of the parameters ρ and θ. In particular our construction yields every ergodic endomorphism α whose tail algebra k α k (B(H)) has a minimal projection, and our results classify these ergodic endomorphisms by an equivalence relation on the pure states of Introduction.
Introduction.
Let B(H) denote the algebra of bounded linear operators on a separable complex Hilbert space H. An endomorphism of B(H) is a homomorphism of B(H) into itself which preserves adjoints. The main goal of this paper is to find complete conjugacy invariants for a certain class of endomorphisms of B(H). Two endomorphisms are conjugate if there is an intertwining isomorphism of the underlying algebras. Every isomorphism of B(H) is unitarily implemented, so conjugacy for endomorphisms of B(H) is spatial equivalence, the strongest reasonable equivalence relation in any classification scheme.
If an endomorphism α fixes only the scalar operators it is called ergodic, and if its tail algebra k α k (B(H)) consists only of scalars it is called a shift. The class of endomorphisms we shall consider includes every ergodic endomorphism whose tail algebra has minimal projection; in particular, it includes all shifts.
We shall only consider endomorphisms which preserve the identity operator I on H. At the other extreme are those endomorphisms α which are completely nonunital in the sense that α k (I) decreases strongly to zero; we refer the reader to [10, §2] for the classification of such endomorphisms. Since any endomorphism can be decomposed into unital and completely nonunital components which determine its conjugacy class, our focus on unital endomorphisms is justified.
As is customary, for 2 ≤ n ≤ ∞ we denote by O n the C * -algebra defined by Cuntz in [6] . Let { v a : 1 ≤ a ≤ n } denote the distinguished generating isometries in O n , so that n a=1 v a v * a ≤ 1, with equality if n is finite; O n is the universal C * -algebra generated by such collections of isometries. There is a correspondence between endomorphisms of B(H) and representations of Cuntz algebras, which stems from the observation by Arveson [3] that every endomorphism α of B(H) can be implemented by a collection S 1 , . . . , S n of isometries on H via α(A) = S a AS * a ; if α is unital then such a collection gives rise to a for infinite n the above sum converges in the strong operator topology for every A. If n < ∞ then Ad π is unital, but for infinite n this need not be the case. A representation π of O ∞ for which Ad π is unital (i.e., for which ∞ a=1 π(v a )π(v a ) * converges strongly to I) is called essential.
There is an obvious way to construct endomorphisms from states of O n : use the GNS representation for the state to implement an endomorphism via ( †). This correspondence allows us to study endomorphisms by looking at states of O n ; e.g. ergodic endomorphisms arise from pure states, and conjugacy of endomorphisms corresponds to quasi-free equivalence of states [10] .
A commonly used method of analyzing O n is to exploit the gauge action γ of the circle T on O n determined by γ λ (v a ) = λv a . We will denote by F n the fixed-point algebra of this action. When n is finite, F n is canonically isomorphic to the UHF algebra M n ⊗ M n ⊗ M n ⊗ · · · , and hence carries a canonical unital shift, given at the C * -algebra level by a formula analogous to ( †). This shift does not exist on F ∞ because the strong sum does not make sense at this level, but one can always shift a state ρ of F n (for finite or infinite n) by defining
A stateρ of O ∞ which extends ρ is essential (i.e., its GNS representation is essential) if and only if each of the shifted positive linear functionals α * k ρ is a state [10, Remark 2.10] ; in this case we say that ρ is essential. We will only consider essential states of F n , with the understanding that the adjective is superfluous when n is finite. The state space of F n is more tractable than that of O n , and has often been used to study representations of Cuntz algebras [7, 1, 16] and unital endomorphisms of B(H) [10, 11, 4, 5] . Having a specific procedure for extending states of F n to O n is extremely useful, especially if it allows one to apply Powers' criteria for states of UHF algebras [14] to decide when an extension is pure and when different extensions are unitarily equivalent.
Perhaps the most obvious way to extend a state is by composition with the canonical conditional expectation Φ : O n → F n obtained by averaging over the gauge action. This gives the unique gauge-invariant state of O n which extends the given state of F n . Gaugeinvariant extensions of states of F n have been considered before: e.g., by Evans [7] , by Araki, Carey and Evans for product states and n < ∞ [1] , and later by Laca for factor states and any n [11] . Extensions of diagonal states (i.e., states of the diagonal subalgebra D of F n ) have been considered by Spielberg [16, 17] , by Archbold, Lazar, Tsui and Wright [2] , and by Stacey [19] in the context of extending the trace on the Choi subalgebra of O 2 . In earlier work, Lazar, Tsui and Wright [12] dealt with pure state extensions of pure diagonal states, and identified the unique pure state extension of a nonperiodic (irrational) point in the spectrum of D [6] .
A different procedure for extending pure states of F n was given in Theorem 4.3 of [10] , where it played a key rôle in the classification of shifts of B(H) up to conjugacy. Roughly, the technique used there consisted of lifting the GNS representation of a state from F n to O n without changing the Hilbert space; see also [4, §5] . These two techniques for extending a pure state ρ of F n are in a sense opposite: the first one always works, but only gives an extension which is pure if ρ is aperiodic in the sense that its translates by powers of the canonical shift α * are mutually disjoint; the second only works if ρ is quasi-invariant in the sense that it is quasi-equivalent to α * ρ, but then gives extensions which are pure.
Here we show how to extend any pure state ρ of F n which is periodic in the sense that ρ is quasi-equivalent to α * p ρ for some positive integer p. Our procedure interpolates between the two techniques described above, and explains them as extreme cases of the same construction.
The paper is organized as follows. We begin with a preliminary section on periodicity of states of F n . In Section 2 we construct and analyze a class of representations of O n . Roughly speaking, this class is indexed by pairs (ρ, θ) consisting of a periodic pure state ρ of F n and a representation θ of C(T). The quasi-orbit of ρ and the unitary equivalence class of θ determine the unitary equivalence class of the representation up to a gauge automorphism. This ambiguity can be removed with the addition of a third parameter, called a linking vector , which is related to the periodicity of ρ and is determined up to a scalar multiple of modulus one.
In Section 3 we study the state extensions of a periodic pure state ρ of F n . Propositions 3.2 and 3.3 form the technical core of the paper, and show that the representations constructed in Section 2 include the GNS representation associated with any state which extends ρ. Our main result, Theorem 3.5, parameterizes the extensions of ρ to states of O n by the Borel probability measures on the circle. In this parameterization the equivalence class of the measure is a complete invariant for unitary equivalence of state extensions. We also compare states which extend different pure states of F n . The invariant we use for this is the set of quasi-equivalence classes of the shifted states, called the quasi-orbit of ρ; see Definition 1.2. In Corollary 3.6 we answer to the affirmative a conjecture made in the final remark of [8] , to the effect that a periodic pure state of F n has precisely a circle of pure extensions on which the gauge group acts transitively and p-to-1, p being the period of the state. Aperiodic pure states, in contrast, have unique state extensions which are necessarily pure and fixed by the gauge action [11, Theorem 4.3] .
In Section 4 we use our representations to construct endomorphisms of B(H) via ( †). Our main classification result is Theorem 4.1, where we obtain complete conjugacy invariants for these endomorphisms based on the parameters ρ and θ. In Corollary 4.2 we apply this theorem to classify the endomorphisms which arise from extending periodic pure states of F n to O n , as described above. The second main result of the section is Theorem 4.3, where we characterize the endomorphisms that arise from state extensions in terms of their tail and fixed-point algebras.
Although the pure extensions of a pure state ρ are mutually disjoint, the (ergodic) endomorphisms they produce are all conjugate. In Corollary 4.4 we classify these endomorphisms using the action of quasi-free automorphisms on the quasi-orbit of ρ, and in Corollary 4.5 we characterize them as those ergodic endomorphisms whose tail algebra has a minimal projection.
In Section 5 we examine several examples arising from pure product states of F n . In Example A we show how our Theorem 3.5 generalizes Fowler's result on pure product states [8, Theorem 3.1] . In Example B we consider product states which are constructed from periodic sequences of unit vectors in n-dimensional Hilbert space. We show that the ergodic endomorphisms which correspond to such periodic sequences are completely classified up to conjugacy by a geometric invariant used in their construction. This generalizes earlier conjugacy results for shifts from [15, 18, 10, 4] and for the ergodic endomorphisms constructed in [11] . Finally, in Example C we apply our techniques to the problem of extending the trace on the Choi algebra to O 2 .
Preliminaries.
A multi-index is a k-tuple s = (s 1 , . . . , s k ), where 1 ≤ s i ≤ n for each i, and k is any nonnegative integer. We write |s| := k and set v s := v s 1 · · · v s k , with the convention that v s := 1 if |s| = 0. Then O n is the closed linear span of monomials of the form v s v * t , where s and t are arbitrary multi-indices, and F n is the closed linear span of such monomials for which |s| = |t|. The canonical conditional expectation Φ : O n → F n is given by
There are two ways to shift an essential state ρ of F n : 'backwards' by α * , as defined in the introduction, and 'forwards' by β * , as defined by
The arbitrary choice of v 1 is irrelevant up to unitary equivalence. The shift β * is a quasiinverse of α * in the sense that α * β * ρ = ρ Example 1.1. It is helpful to see how the shifts α * and β * act on product states. Suppose n is finite and E is the n-dimensional Hilbert space spanned by the v i 's, so that K(E) is isomorphic to the algebra M n of n × n matrices. Then F n is isomorphic to the UHF algebra
, where s and t are multi-indices of the same length k, and {e ij } is the obvious system of matrix units in M n [6] .
Suppose ω i is a state of M n for each i, and let
be the corresponding product state of F n . Let ω v 1 be the pure state of M n determined by ω v 1 (e 11 ) = 1. Then
Similar considerations apply to product states of F ∞ [11, §3] .
The quasi-orbit of an essential state ρ of F n is the set of quasi-equivalence classes of the states α * k ρ and β * k ρ for k ≥ 0.
Let us describe the quasi-orbit of an essential factor state ρ. The states α * k ρ and β * l ρ for k, l ≥ 0 are factor states (of the same type as ρ) [11, Corollary 3.5] , so any given pair of these states is either disjoint or quasi-equivalent. In the latter case, since both α * and β * respect quasi-equivalence of factor states [11, Corollary 3.6] we can apply an appropriate power of one of the shifts to the quasi-equivalent pair to obtain ρ q ∼ α * p ρ for some p. Definition 1.3. Suppose ρ is an essential factor state of F n . The period of ρ is the smallest positive integer p for which ρ is quasi-equivalent to α * p ρ. If no such p exists, we say that ρ is aperiodic, or that it has period p = ∞.
The quasi-orbit of an essential factor state ρ with finite period p is thus
where the brackets denote quasi-equivalence classes. In particular, the period of an essential factor state is the cardinality of its quasi-orbit.
Remark 1.4. Although it would be more accurate to refer to a state which is quasi-equivalent to its p th translate as quasi-periodic, we will adhere to the prevailing practice and use the term 'periodic' in an asymptotic sense. Examples of strictly periodic states (i.e. states which are equal to their translate by some power of α * ) will appear in Section 5.
Quasi-equivalence of essential factor states of F n is an asymptotic property (by [14, Theorem 2.7] for n < ∞ and [10, Proposition 3.6] for n = ∞), so two essential factor states ρ and ω have the same quasi-orbit if and only if they are shift-equivalent in the sense that there exists k such that
When ρ and ω are pure this condition simplifies significantly. Since β * preserves purity [10, Lemma 4.2], ρ and ω have the same quasi-orbit if and only if
It should be noted that α * ρ need not be pure even if ρ is. Some examples of this have been given in [5] . We close this section by highlighting some relations between the shifts of a pure essential state ρ with finite period p:
Supposeρ is a state of O n , ρ is the restriction ofρ to F n , andσ : O n → B(H) is the GNS representation forρ with canonical cyclic vector ξ. From the unit vectorsσ(v k 1 )ξ, with k = 0, 1, 2, . . . , we see that the states β * k ρ are vector states in the restriction ofσ to F n :
As an immediate result, the GNS representations of these shifted states appear as subrepresentations of the restriction ofσ to F n . Because of this simple fact, whenever we are extending states or representations from F n to O n , we are forced to consider the shifted states. It is therefore convenient to establish the following notation, to be used throughout this paper. For notational convenience we define H p := H 0 and π p := π 0 . Our convention for ξ p will be somewhat different: Definition 2.2. A linking vector for ρ is a vector ξ p ∈ H 0 such that
Since β * p ρ u ∼ ρ, there is always a linking vector, and it is determined up to a scalar multiple of modulus one because ρ is pure.
In the following proposition we use a pure essential state ρ and a linking vector ξ p to construct a representationπ[ρ, ξ p ] of O n ; we will see later (Remark 2.6) that this representation is irreducible. Proposition 2.3. Suppose ρ is a pure state of F n with finite period p; if n = ∞ assume that ρ is essential. Let ξ p ∈ H 0 be a linking vector for ρ.
Since vectors of the form π i (x)ξ i are dense in H i , this gives (1). We will next show that S a,i S * a,i = π i+1 (v a v * a ), for which we first need to find a formula for
Using the definition of S a,i we have
is a projection, this follows from the calculation
It is now easy to see that the range projections S a S * a sum to the identity operator, from which the existence of the representationπ[ρ, ξ p ] follows immediately: since each π i is essential,
This completes the proof of (2) .
To see that S k 1 ξ 0 implements β * k ρ as a vector state in π i , first observe that
this is an easy consequence of (2.1) and (2.2). Thus
By (2.3) we have
We are now ready to construct the representations of O n that will be used to classify the state extensions of ρ to O n . Suppose U 0 , . . . , U p−1 are unitary operators on a Hilbert space K. It is immediate from Proposition 2.3 that the range projections of the isometries
We will restrict our attention to p-tuples (U 0 , . . . , U p−1 ) in which every component but the last one is equal to the identity; up to unitary equivalence of the resulting representation there is no loss of generality in this, as we will see in Proposition 3.2.
• ρ is a pure state of F n with finite period p, essential if n = ∞, • ξ p ∈ H 0 is a linking vector for ρ, and • θ is a representation of C(T) on a Hilbert space K θ . Let U θ be the p-tuple (I, I, . . . , θ(z)) of unitaries on K θ , where z is the identity function on T. We will denote byπ[ρ,
Proposition 2.5. Suppose ρ is a pure state of F n with finite period p; if n = ∞ assume that ρ is essential. Suppose ξ p ∈ H 0 is a linking vector for ρ and θ is a representation of C(T) on a Hilbert space K θ .
are unitarily equivalent (resp. disjoint) if and only if θ and ψ are unitarily equivalent (resp. disjoint).
Proof. (1) For the moment writeπ forπ[ρ, ξ p , θ] and σ for p−1 i=0 π i ⊗ I. Since both σ and the restriction ofπ to F n are unital representations and F n = span{v s v * t : |s| = |t|}, it suffices, by induction, to show thatπ(y) = σ(y) implies thatπ(
(2) Let I be the intertwining space
and let
We claim that I = I 0 , from which (2) follows immediately.
As a first step we describe the space J ⊇ I defined by
By (1), J is the set of operators which intertwine
. . , π p−1 are irreducible and mutually disjoint, we have
Now suppose that T ∈ I. By (2.7) and (2.8) we have
Since z generates C(T) this implies that T ∈ I 0 , and thus I ⊆ I 0 .
Conversely, suppose T 0 intertwines θ and ψ, so that T := p−1 i=0 I i ⊗ T 0 ∈ I 0 . By setting T i := T 0 for 1 ≤ i ≤ p, we see that (2.9) holds. By (2.7) and (2.8) it follows that
T for each a, so that T ∈ I. Thus I = I 0 as claimed, completing the proof of (2).
(3) Setting ψ = θ in the proof of (2) gives
, where s and t are multi-indices. Given such a vector, express |s| − |t| = j + mp for j ∈ {0, . . . , p − 1} and m ∈ Z. By (2.5),
from which it follows that the range of P 0 is the closure of θ(C(T))η. Assertion (4) now follows easily.
giving the first half of (2.6). Let T be the unitary operator
from which the second half of (2.6) follows. Proof. Define a relation ≈ on the pure essential states of F n with finite period p as follows:
for every representation θ of C(T). Then ≈ is an equivalence relation. To show transitivity recall that the linking vector for a pure essential state is unique up to a scalar of modulus one and observe that ifπ[ρ, ξ
The proof of the proposition is based on the following two claims.
Given the claims, the proof is easy: if ρ and ω have the same quasi-orbit, then ρ u ∼ β * k ω for some positive integer k, and by the two claims ρ ≈ β * k ω ≈ ω.
Proof of Claim
To see this, suppose 1 ≤ a ≤ n, 0 ≤ i ≤ p − 1, x ∈ F n and η ∈ K θ . Using Proposition 2.5(1) and the convention
This completes the proof of Claim 1. 
The first of these representations is unitarily equivalent toπ[ρ, ξ 3. Extensions of periodic pure states of F n to O n .
In this section we use the representations constructed in Section 2 to parameterize and classify the state extensions of periodic pure essential states of F n . Our main result, Theorem 3.5, is preceded by a general technical lemma and two technical propositions. Proof. Suppose ψ is a subrepresentation of π, and let ξ be a nonzero vector in the representation space of ψ. Since i∈I H i has dense linear span in H, there is an i ∈ I such that ξ / ∈ H ⊥ i . Express ξ = ξ 0 + ξ 1 ∈ H i ⊕ H ⊥ i , and let ω ξ , ω ξ 0 and ω ξ 1 be the corresponding vector functionals. Then ω ξ = ω ξ 0 + ω ξ 1 , so ω ξ 0 ≤ ω ξ . Let π ξ and π ξ 0 denote the GNS representations associated with ω ξ and ω ξ 0 , respectively. Then π ξ 0 is unitarily equivalent to a subrepresentation of π ξ , which in turn is unitarily equivalent to a subrepresentation of ψ. But π ξ 0 is also unitarily equivalent to a subrepresentation of π i , which is quasi-equivalent to φ. Thus ψ and φ are not disjoint. If φ is factorial, this means that π q ∼ φ. thatσ is unitarily equivalent toπ[ρ, ξ p , θ] . Consequently, the multiplicity of π i in σ i is independent of i = 0, 1, . . . , p − 1.
Proof. Let σ = p−1 i=0 σ i be the restriction ofσ to F n . Each σ i is unitarily equivalent to the representation π i ⊗ I i of F n on H i ⊗ K i for some separable Hilbert space K i , so modulo a unitary equivalence we may assume thatK = p−1 i=0 H i ⊗ K i and σ = p−1 i=0 π i ⊗ I i . Let ξ p be a linking vector for ρ, and adopt the notation convention K p := K 0 . Of course π p := π 0 and H p := H 0 , as usual.
Fix i ∈ {0, 1, . . . , p − 1} and η ∈ K i . We claim that there is a (necessarily unique) vector
To begin with, note that for any x ∈ F n ,
On the other hand, we can expressσ(
, where ζ j,k ∈ H j and for each j the set {δ j,k } is an orthonormal basis for K j . Then
Since β * (i+1) ρ is pure, each of the positive linear functionals ω ζ j,k (x) := π j (x)ζ j,k , ζ j,k is a multiple of β * (i+1) ρ. However, ω ζ j,k is also unitarily equivalent to a multiple of β * j ρ, because π j is irreducible. Since the states β * j ρ for j = 1, 2, . . . , p are mutually disjoint, we thus have ζ j,k = 0 unless j = i + 1. Moreover, ω ζ i+1,k is a scalar multiple of β * (i+1) ρ if and only if ζ i+1,k is a scalar multiple of ξ i+1 , so after simplifying and rearranging, the sum p j=1 k ζ j,k ⊗ δ j,k turns out to be an elementary tensor; specifically, it belongs to the subspace ξ i+1 ⊗ K i+1 . Thus we can define U i : K i → K i+1 by (3.1), as claimed.
We next claim that U i is a unitary operator. It is evident that U i is linear, and since
U i is an isometry. To see that U i is surjective, suppose ζ ∈ K i+1 . By (2.3) we have
can be approximated by a finite sum of vectors of the form π j (x)ξ j ⊗ η, where 0 ≤ j ≤ p − 1, x ∈ F n and η ∈ K j , and for each such vector
which shows that ζ ∈ ran U i . Thus U i is surjective.
Define unitary operators T 0 , . . . , T p−1 inductively by T 0 := U p−1 and
We claim thatσ is unitarily equivalent toπ[ρ, ξ p , θ]. For this, let T :
The multiplicity of π i in σ i is the dimension of K i . Since each U i : K i → K i+1 is unitary, this multiplicity is constant in i. Proof. LetH be the Hilbert space on whichσ represents O n , and let ξ ∈H be the canonical cyclic vector which implementsρ as a vector state. Let σ denote the restriction ofσ to F n . For each k ∈ Z let
Notice that G 0 = F n and, in general, that G k is the k th spectral subspace of O n under the action of the gauge group {γ λ : λ ∈ T}. Define
Then M k is invariant under σ(F n ) andH = span k∈Z M k . Let φ k denote the subrepresentation of σ obtained by restricting each of the operators σ(x) to M k . We claim that
where i is the unique element of {0, 1, . . . , p − 1} such that k − i ∈ pZ. The proof follows [11, Lemma 3.5] .
Suppose
By the uniqueness of the GNS representation and (1.1) it follows that φ k u ∼ π k u ∼ π i . Suppose now that k < 0. Using s to denote a multi-index, for x ∈ F n we have
We claim that {σ(v * s )ξ : |s| = |k|} is generating for φ k . Since {v r v * t : |r| − |t| = k} has dense linear span in G k , it suffices to show that σ(v r v * t )ξ ∈ span{σ(x)σ(v * s )ξ : x ∈ F n , |s| = |k|} for each such r, t. But this is easy: simply write t = st ′ , where |s| = |k|, so thatσ(v r v * t )ξ = σ(v r v * t ′ )σ(v * s )ξ. Since {σ(v * s )ξ : |s| = |k|} is generating for φ k , [11, Lemma 3.2] gives that φ k is quasiequivalent to the GNS representation for α * |k| ρ. By (1.2), this implies that φ k q ∼ π i , finishing the proof of (3.3).
For i = 0, 1, . . . , p−1, let S i = span b∈Z M i+bp . Each S i is invariant under σ(F n ), and by Lemma 3.1 the corresponding subrepresentation σ i of σ is quasi-equivalent to π i . The proof will be complete once we show that S i ⊥ S j if i = j, and hence that σ = p−1 i=0 σ i . For this, suppose w ∈ G k and z ∈ G l , where k − l / ∈ pZ; we will show thatσ(w)ξ ⊥σ(z)ξ. Without loss of generality assume that k ≥ l. Let ζ =σ(z * w)ξ ∈ M k−l , and write ζ = ζ 0 ⊕ζ 1 ∈ M 0 ⊕M ⊥ 0 . If ζ = 0, then the vector functional ω ζ is unitarily equivalent to (a nonzero multiple of) β * (k−l) ρ. Since β * (k−l) ρ is pure and ω ζ = ω ζ 0 + ω 2.3(3) ). 
, by Proposition 2.5(4) the vector η is cyclic for θ. It follows that if we define µ ∈ P (T) by
and maps ξ 0 ⊗ 1 to ξ 0 ⊗ η. It now follows immediately from (3.5) that ξ 0 ⊗ 1 implementsρ as a vector state inπ[ρ, ξ p , M µ ], so by the proof of (1) we haveρ =ρ[µ, ξ p ].
(3) From (3.4) and part (2) it is clear that µ →ρ[µ, ξ p ] is affine and surjective. To see that it is injective, suppose µ, ν ∈ P (T) and µ = ν. Then there is a positive integer m such that z m dµ(z) = z m dν(z). Let k := mp. Since π 0 is irreducible and F n = span{ v a v * b : |a| = |b| }, there are multi-indices a and b of equal length such that
, completing the proof of injectivity. Since µ →ρ[µ, ξ p ] is an affine isomorphism it preserves extreme points; hence point masses correspond to pure states. Proof. Fix a linking vector ξ p for ρ. By Theorem 3.5(3), the pure extensions of ρ are {ρ[µ c , ξ p ] : c ∈ T }, where µ c denotes the unit point mass at c. Since no two different point masses are equivalent, it follows from Theorem 3.5(4) that no two different pure extensions are unitarily equivalent; that is, distinct pure extensions are disjoint.
If s and t are multi-indices with k := |s| − |t| ≥ 0, then by (3.4)
On the other hand, if λ ∈ T, theñ
Thus the gauge action is transitive on the pure extensions of ρ, and for any pure extensionρ we haveρ • γ λ =ρ if and only if λ p = 1.
Endomorphisms of B(H).
We are now ready to construct and classify endomorphisms of B(H) using the representations from Section 2. We will use c ∼ to denote conjugacy of endomorphisms. Recall that a representation φ : O n → B(H) gives rise to an endomorphism of B(H) via
Recall also that the gauge action γ : T → Aut(O n ) extends to an action of the unitary group U(E) by quasi-free automorphisms, determined by γ W (v a ) = W v a . Modifying φ by a quasi-free automorphism does not change Ad φ, and modifying it by a unitary equivalence only changes Ad φ to a conjugate endomorphism. This is indeed all the collapsing there is in the map φ → Ad φ: the endomorphisms Ad φ 1 and Ad φ 2 are conjugate if and only if
Suppose ρ is a periodic pure essential state of F n and θ is a representation of C(T). For each choice of linking vector ξ p for ρ we can form the representationπ[ρ, ξ p , θ] as in (2.5). By Proposition 2.5(5), two representations of the formπ[ρ, * , θ] differ by at most a gauge automorphism and a unitary equivalence, so the conjugacy class of Adπ[ρ, ξ p , θ] does not depend on the choice of ξ p . We will denote this conjugacy class, or a representative thereof, by
Since we only look at endomorphisms modulo conjugacy, this slight abuse of notation will not cause problems.
Two endomorphisms coming from different states of F n and representations of C(T) can be conjugate, and the following theorem determines exactly when this happens. 
Hence for each i ∈ {0, . . . , p − 1} there is a unique unitary operator
is a linking vector for ρ • γ W . Let θ be a representation of C(T), and let V :
To see this, suppose 1 ≤ a ≤ n, 0 ≤ i ≤ p − 1, x ∈ F n and η ∈ K θ . Using Proposition 2.5(1) and the convention V p := V 0 ,
This completes the proof of the claim, and hence the theorem.
When θ is the representation M µ by multiplication operators on L 2 (T, µ) we write simply α ρ,µ in place of α ρ,Mµ . As an immediate corollary to Theorem 3.5 we can now parameterize and classify the endomorphisms constructed using the strategy of [10] , wherein one starts with a pure essential state ρ of F n , extends ρ to a stateρ of O n , and then uses the GNS representation forρ to implement an endomorphism of B(H). There are two von Neumann algebras naturally associated with an endomorphism α of B(H): its tail algebra
and its fixed-point algebra
Assuming as we are that α is unital, one can always realize α as Ad φ for some (essential) representation φ of O n . By [10, Proposition 3.1], FPA(α) is the commutant of φ(O n ) and Tail(α) is the commutant of φ(F n ). If φ is the GNS representation of some stateρ of O n , then the canonical cyclic vector ξ for φ is separating for FPA(α). In the following theorem we show that when the restriction ofρ to F n is pure, much more is true: FPA(α) is abelian, and the projection onto the closure of Tail(α) ′ ξ is minimal in Tail(α). Moreover, the latter condition characterizes these endomorphisms. 
and FPA(α) is spatially isomorphic to the abelian algebra
where as usual H i denotes the GNS Hilbert space for β * i ρ.
(2) If ρ is aperiodic, then Tail(α) is isomorphic to ℓ ∞ (Z).
Proof. (II) ⇒ (I): Suppose Tail(α) has a minimal projection P whose range contains a vector ξ which is separating for FPA(α). Let φ be a representation of O n such that α = Ad φ, and let ρ be the vector state of O n in φ implemented by ξ. Since ξ is separating for FPA(α) = φ(O n ) ′ it is cyclic for φ, so α c ∼ Adσ withσ the GNS representation forρ. The restriction ofρ to F n is pure because P is minimal in Tail(α) = φ(F n ) ′ . T, µ) ). Let P 0 be the rank-one projection onto the constant function 1 ∈ L 2 (T, µ), let P i = 0 for i = 1, . . . , p − 1, and let P = p−1 i=0 I i ⊗ P i ; then P is a minimal projection in the tail algebra. Since 1 is cyclic for M µ (C(T)) it is separating for M µ (C(T)) ′ , so any nonzero vector in the range of P is separating for the fixed-point algebra.
If ρ is aperiodic, thenρ must be the gauge-invariant state ρ • Φ. Let σ be the restriction ofσ to F n . By [11, Propositions 2.2, 3.4], σ decomposes as a direct sum ∞ i=−∞ σ i , where σ i is irreducible and quasi-equivalent to the GNS representation of β * i ρ (resp. α * |i| ρ) if i ≥ 0 (resp. i < 0). Since these irreducible summands are mutually disjoint,
Let P be any minimal projection in this algebra. Any nonzero vector in the range of P is separating for FPA(α) since α is ergodic. Proof. First suppose ρ is periodic. Let ξ p be a linking vector for ρ. Ifρ is a pure state of O n which extends ρ, then by Theorem 3.5(3) there is a unit point mass µ on T such that ρ =ρ[µ, ξ p ]. The GNS representationσ forρ is thus unitarily equivalent toπ[ρ, ξ p , M µ ], so that Adσ is conjugate to α ρ,µ . Since condition (II) of Corollary 4.2 is automatic for point masses, all such endomorphisms Adσ are conjugate. The second assertion also follows from Corollary 4.2.
Suppose now that ρ is aperiodic. By [11, Theorem 4.3] , the gauge-invariant extension ρ•Φ is the only state of O n which extends ρ, and ρ • Φ is pure, so (1) Finally we give an intrinsic characterization of the class of ergodic endomorphisms arising from pure states of F n in terms of the tail algebra. (2) Suppose α is an ergodic endomorphism of B(H) whose tail algebra has a minimal projection. Then there is a pure essential state ρ of F n such that α is conjugate to α ρ . In particular, if α is a shift then it is conjugate to α ρ for some pure essential quasi-invariant state ρ.
Proof.
(1) By definition, α ρ satisfies condition (I) of Theorem 4.3. The result is thus immediate from this theorem for aperiodic ρ. If ρ has finite period p then Tail(α ρ ) is given by (4.1) for some point mass µ, and is hence isomorphic to C p .
(2) Let P be a minimal projection in Tail(α). Every nonzero vector in the range of P is separating for FPA(α) = CI, so by (II)⇒(I) of Theorem 4.3 and Corollary 4.4(1), α = α ρ for some pure essential state ρ of F n . If α is a shift then Tail(α) consists of scalar operators so the identity is a minimal projection. Thus α = α ρ for some pure essential state ρ, and by [10, Theorem 4.5] ρ must be quasi-invariant.
We finish the section by pointing out that, as a consequence of the Corollary, there is an interesting restriction on the possible tail algebras of ergodic endomorphisms: Scholium 4.6. If the tail algebra of an ergodic endomorphism has a minimal projection, then it is isomorphic to either C p or ℓ ∞ (Z), depending on the period p of the state arising from a vector in the range of the minimal projection.
Examples
Our main source of examples are the pure product states ω = ⊗ ∞ i=1 ω i of F n , where each ω i is a pure state of K(E); c.f. Example 1.1. For each unit vector v in E let ω v be the pure state of K(E) given by ω v (T ) = T v, v ; strictly speaking, ω v depends only on the one-dimensional subspace [v] := Cv and not on v itself. If f = (f 1 , f 2 , . . . ) is a sequence of unit vectors we let ω f := ⊗ i ω f i be the corresponding pure product state of F n . Thus
A. Periodic pure essential product states. Suppose ω f has finite period p; this is equivalent to p being the smallest positive integer for which the series (1 − | f i , f i+p |) converges [10, §4] . The GNS triple for ω f is unitarily equivalent to (π ′ 0 , H ′ 0 , ξ ′ 0 ), where H ′ 0 is the infinite tensor product E ⊗∞ with canonical unit vector ξ ′ 0 := f 1 ⊗ f 2 ⊗ . . . , and π is thus a complete conjugacy invariant for the class of ergodic endomorphisms arising from pure essential product states of F n which are strictly periodic under α * . This invariant also classifies the larger class of ergodic endomorphisms associated with pure essential product states which are eventually strictly periodic, in the sense that there exists p ≥ 1 such that for large enough k one has α * (k+p) ω f = α * k ω f .
C. Pure extensions of diagonal states. Assume n is finite. The diagonal D in F n is the abelian subalgebra generated by the projections v s v * s , where s is any multi-index. The spectrumD of D is canonically isomorphic to the totally disconnected compact space {1, 2, . . . , n} N . A rational point inD is one which corresponds to a sequence which is eventually periodic, and irrational points correspond to aperiodic sequences [6] .
When the sequence f = (f i ) consists of basis vectors (that is, each f i ∈ {v k : 1 ≤ k ≤ n}), the state ω f of F n is a diagonal pure state; i.e. it corresponds to a point inD. It was observed by Cuntz that if the sequence is aperiodic then the state ω f has a unique pure extension. Using our Corollary 3.6 we can say what happens at the rational points. Proof. The first assertion follows from Corollary 3.6; the second one is immediate because if a state of O 2 restricts to a diagonal state on F n , then it extends the trace on the Choi algebra [2, 19] .
