Abstract. We prove that Fleming{Viot operators with parent{independent mutation satisfy a logarithmic Sobolev inequality if and only if the set of types is nite.
Introduction
Let (X; ) be a nite measure space and (E; D(E)) be a densely de ned (not necessarily closed) quadratic form on L 2 ( ). (E; D(E)) is said to determine a logarithmic Sobolev inequality with constant c > 0 if Z f 2 log f 2 d c E(f; f) + kfk 2 L 2 ( ) log kfk 2 L 2 ( ) for all f 2 D(E). Such kind of inequality has been invented in the context of quantum eld theory as a tool to prove hypercontractivity of semigroups associated with certain in nite{dimensional elliptic di erential operators. Meanwhile, this tool has found many other applications also in nite dimensions and the logarithmic Sobolev inequality has been veri ed in the case of many important examples of stochastic analysis (cf. Ba], Gr] and references therein). Hence it is a remarkable fact that in the class of measure{valued di usions there is up to now not one single example in which a logarithmic Sobolev inequality has been veri ed. The purpose of this paper now is to give an answer to the question, whether or not a logarithmic Sobolev inequality holds for generators of Fleming{Viot processes with parent{independent mutation and, if a logarithmic Sobolev inequality does not hold, whether or not we can nd a reasonable substitute for this inequality. Fleming{Viot processes can be viewed as di usion approximations of empirical processes associated with a certain class of discrete time Markov chains in population genetics (cf. EK2] ) and are (apart from Dawson{Watanabe processes) the best studied class of measure{valued di usions. Before we state our main result let us rst de ne Fleming{Viot processes: Let S be a complete separable metric space which is interpreted as a space of types of a given population. Throughout this paper we will assume that S is compact.
Let E := M 1 (S) be the space of all probability measures on S (i.e., all possible distributions of types within the given population) equipped with the weak topology. One can then introduce random mutation on the population with the help of a Feller generator A (i.e., the generator of a sub{Markovian C 0 {semigroup on the space C(S) of all continuous functions on S). Throughout the whole paper we will only consider bounded mutation operators of the following type Af(x) = 2 Z S (f(y) ? f(x)) 0 (dy) ; f 2 C(S) ; where > 0 and 0 2 E such that supp ( 0 ) . We will prove in Proposition 3.4 that E ; 0 determines a Poincar e inequality with constant 2 (i.e., the corresponding generator has a mass gap of size 2 ). We will show in the appendix that the existence of a mass gap can also be deduced from a result obtained by S.N.
Ethier and R.C. Gri th in EG] concerning the convergence to equilibrium in the total variation norm of the transition semigroup of the Fleming{Viot process. However, by that method we do not obtain the exact constant 2 . The main result of this paper can then be formulated as follows (cf. Theorem 3.5): The bilinear form (E ; 0 ; H 1;2 (m ; 0 )) determines a logarithmic Sobolev inequality if and only if jSj < +1. In this case the best (i.e., smallest) constant for which a logarithmic Sobolev inequality holds can be estimated from above by 320 min s2S 0 (fsg) (cf. Remark 2.9 concerning a further discussion of this constant). We also found that the situation is even worse: The set fF 2 jF 2 H 1;2 (m ; 0 ); E ; 0 (F; F) + kFk 2 L 2 (m ; 0 ) 1g is uniformly integrable if and only if jSj < +1 which implies that there is no reasonable substitute for the logarithmic Sobolev inequality which can be formulated in terms of the bilinear form E ; 0 and which could serve as an in nite dimensional substitute for compactness in the class of symmetric Fleming{Viot operators.
The finite dimensional case
We start with the case where the type space S is nite and thus S (resp. M 1 (S)) can be identi ed with the set f1; : : : ; jSjg (resp. the (jSj ? 1){dimensional simplex jSj?1 = fx 2 R jSj?1 jx i 0 and P jSj?1 i=1 x i 1g).
Throughout the paper let jxj := P d i=1 x i for any vector x 2 R d and R d + := fx 2
It is then easy to see that in the nite dimensional case expression (1.2) reduces to Proposition 2.3. Let q 2 R d+1 + and assume that (E q ; C 1 ( d )) determines a logarithmic Sobolev inequality with constant c. Let (k n ) n m+1 N such that 0 = k 0 < k 1 < : : : < k m < k m+1 = d + 1 and p n := P k n l=k n?1 +1 q l , 1 n m + 1. Then (E p ; C 1 ( m )) too determines a logarithmic Sobolev inequality with constant c.
Proof. Let 
Since (E q ; C 1 ( d )) determines a logarithmic Sobolev inequality with constant c it follows from the change of variables formula again that
Proposition 2.4. ( Proof. For the proof of (i) and ( (i) Let us rst calculate the right hand side of (2.1). For simplicity we introduce the following notations:
It follows that
Adding both terms we obtain that
and hence by the change of variables formula
(ii) The proof of (ii) is a small modi cation of Faris' additivity theorem (cf. Gr,
since E q determines a logarithmic Sobolev inequality with constant c. Since E q 0 determines a logarithmic Sobolev inequality with constant c we obtain from the Semiboundedness{Theorem ( Gr, 2.1]) that
for all z 2 d . Integrating the last inequality w.r.t. 1 1?jzj % q (z) dz we conclude that
and combinig (2.2), (2.3) and (2.1) we obtain that
This proves (ii).
The one{dimensional case. which implies the assertion.
Note that in the particular case q 1 = q 2 inequality (2.5) shows that ? 2 is no longer positive de nite if q 1 < 1 2 . Consequently, the ? 2 {criterion cannot be applied in order to prove a logarithmic Sobolev inequality for Fleming{Viot operators in the general one{dimensional case. 12 it follows that (E ( jqj 2 ?q 1 ;q 1 ) ; C 1 ( 0; 1])) determines a logarithmic Sobolev inequality with constant 320 q 1 by 2.6. By 2.4 (ii) we obtain that (E ( jqj 2 ; jqj 2 ?q 1 ;q 1 ) ; C 1 ( 2 )) determines a logarithmic Sobolev inequality with constant 320 q 1 and consequently (E q ; C 1 ( 0; 1])) determines a logarithmic Sobolev inequality with constant 320 q 1 by 2.3. Hence the assertion is proved in this case.
(ii) q 2 < 5 6 : Then (E q ; C 1 ( 0; 1])) determines a logarithmic Sobolev inequality with constant 60 q 1 by 2.6 which implies the assertion in this case.
The (general) nite{dimensional case. Proof. We will prove the assertion using induction. The case d = 1 is contained in 2.7. Suppose that the assumption is proved for all p 2 R d+1 + and let q 2 R d+2 + .
Since E (q 1 ;::: ;q d ;q d+1 +q d+2 ) determines a logarithmic Sobolev inequality with constant 320 minfq 1 ;::: ;q d+1 +q d+2 g by assumption and E (q d+1 ;q d+2 ) determines a logarithmic Sobolev inequality with constant 320 minfq d+1 ;q d+2 g by 2.7 it follows from 2. remains bounded from below independent of q. Hence we have found an example for which the mass gap is strictly bigger than 2 c q (cf. KorS] for another example in this direction which is similar to our case a di erential operator with degenerating second order part).
The infinite dimensional case
Let S be a compact space and E = M 1 (S) be the space of all probability measures. Fix some 0 2 E with supp ( 0 ) = S, some > 0 and let Remark 3.4. We will show in the appendix that the existence of a mass gap can be deduced also from the following result obtained by S.N. Ethier and R.C. Although (E ; 0 ; H 1;2 (m ; 0 )) satis es a Poincar e{inequality we will see in the following theorem that the bilinear form does not determine a logarithmic Sobolev inequality.
Theorem 3.5. Let > 0, 0 2 E such that supp ( 0 ) = S. Let 
Since lim t!0 p ; 0 tF =F in H 1;2 (m ; 0 ) and E ; 0 (F;F) = E ; 0 (F; F) taking the limit t ! 0 in (5) we obtain the assertion.
