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§1. Introduction
The convergence of formal power series solutions of ordinary differential equations are extensively studied by many authors in connection with irregularities, (cf. [6] and [10] .) In case of partial differential equations of regular singular type, several sufficient conditions are known, (cf. [4] and [1] .) In the preceeding paper [9] , we gave sufficient conditions for the Fredholmness of partial differential operators of irregular singular type of two independent variables in analytic and Gevrey spaces. Then we deduced the convergence of formal power series solutions from the Fredholmness of the operators. These conditions are expressed in terms of Toeplitz symbols, and they are equivalent to a Riemann-Hilbert factorization condition, (cf. [3] and (2.5), (2.6) , (2.7) which follow.) In this paper, we shall show the necessity of these sufficient conditions. More precisely, we will prove that the Riemann-Hilbert factorization conditions (2.6) and (2.7) are necessary and sufficient for the partial differential operators of irregular singular type to be Fredholm operators on certain analytic and Gevrey spaces.
The proof of our theorem is based on the analysis of the main (principal) part of irregular singular type operators via Toeplitz operators on the torus We denote by (Jf 1 the integration with respect to xi, di l u(x) = !f u(yi, x%) dyi. The operator di l is defined similarly. For /5 = (/Ji, ^82) e Z 2 , we set 9* = df l dj 2 , where if ft <0 we understand that 9/' = Or 1 )^. Let P = P (A:, 9) be an integro-differential operator of finite order with holomorphic coefficients in a neighborhood of the origin of C 2 , (2.2) PU, 9) where a 0 (x) 's are analytic functions of x in some neighborhood of the origin and the summation with respect to $ is a finite sum. 7 • by (2.4) ord, 9V • := |j8| +(!-*) (lrH£|).
Then the s~Gevrey order of P in (2.3) is defined by
Here and in what follows we always assume
This implies that P is of polynomial coefficients in case s <1.
We easily see that
is a bounded mapping for every s >0 and every //>0 if w is sufficiently small because P(x, d) is an analytic partial differential operator, (cf. Lemma 3.2 which follows) . We assume (A. 2) If 5 = 1 a# (*) is a polynomial in x for every /J in (2.2) such that |/J| = ordi P .
We define the torus T 2 by T 2 = (U, z 2 ) ; q = e 16 ', 0<ft<2;r, ; = 1,2}.
Then we define the Toeplitz symbol associated with P(x, 9) by (2.5) LU;f):= Oa^-'tt*-^". ? e R 2 , 
Remarks, (a) We note that the right-hand side of (2.8) is an integer-valued continuous function of Z2 and £. Because the sets (z2 e C; \Z2\ = 1} and {f ^ R 2 ; If 1 = 1} are connected, the integral (2.8) is constant. Hence the right-hand side is independent of zz and £. We write this quantity by indiL. We similarly define ind 2 L. We note that the conditions (2.6) and (2.7) are independent of (b) In [9] it was proved that if the conditions (2.6) and (2.7) are satisfied then the operator P(X, d) :
is a Fredholm operator of index zero for every 5 >0 and ^>0. (cf. Theorem 4.3 of [9] .) Hence, the novelity of the above theorem lies in the necessity of (2.6) and (2.7) .
Let Xj (j = 1,2) be a positive number and set X= (Xi, X 2 where K> 0 depends only on B. This proves that the sequence {u (k) } converges in G(/c).
In order to complete the proof it is sufficient to show that the map 
Let Coo (ff) be the space of compact operators on H, and let / denote the identity operator on H. Then the following two lemmas are well known, (cf. [3] ) . Lemma 
An operator L ^ £ (H) is a Fredholm operator if and only if there exist linear continuous operators R\^ !£ (H) , R 2 e £(H) and compact operators
Ki e= Cool//),
//erg tlie operators Ri and R 2 are called left and right regularizes, respectively. 
Lemma 3.5. The set ¥(H) is an open subset of £ (H) and the index is constant on each connected component of W (//) . IfL^W (H) and K G Coo (H) the operator L+K is in W(H) and ind (L+K) -ind L.
\\Lf\\ + \\K,f\\> A \\f\\
Suppose that L is a Fredholm operator. Let H = Hi® H 2 and H = //i © /^ be direct decompositions of //, where HI -Ker L, //I = Coker L. We denote by K the projection onto HI. Clearly K^ €*>($ and L: HZ-+ H' 2 is continuous and bijective. Hence the closed graph theorem implies that L is a homeomorphism. Therefore, if we write /= /i+/ 2 ^ //i® H 2 we have (3.9) \\Lf\\ = \\Lf 2 \\> A|l/i|| = All/H -AllAll * A\\f\\ -\\Kf\\ for some A>0. This proves (3.7). The inequality (3.8) will be proved similarly because L is also a Fredholm operator. Conversely, let us suppose that (3.7) and (3.8) are satisfied. By (3.7) we
Ker L Suppose that Ker L is of infinite dimension. Then we can find a sequence f k ^ Ker L such that ||/fe|| = l and f k weakly converges to zero when k -» °°. Because Kj's are compact, the sequence Kjfic strongly converges to zero when k-* °° for each /. This contradicts to the above inequality. Therefore it follows that Ker L is of finite dimension. Similarly (3.8) implies that Ker L* is of finite dimension. In order to show that the range of L is closed, we first show the following (*) Every bounded sequence f k^H such that Lf k is strongly convergent has a strongly convergent subsequence.
Indeed, f k contains a weakly convergent subsequence because f k is bounded. Without loss of generality, we may assume that f k weakly converges to some / H. By the continuity of L it follows that Lf k weakly converges to Lf. Because Lf k strongly converges by assumption, it follows that Lf k strongly converges to Lf. On the other hand, by the compactness of Kj in (3.7) the sequence Kjf k strongly converges to JT/when k-* °°. By (3.7) with /replaced by f k ~ f we see that the sequence {/J strongly converges to / Hence we have the assertion.
Let H 2 be an orthogonal complement of Ker L =' HI. It then follows that (3.10) II/II<C||L/||, /eft, for some C >0. In fact, otherwise there is a sequence f k ^ H 2 with \\f k \\ -1 and ||l/fc|| ^ 1/k . By the property (*) , f k contains a subsequence strongly convergent to /such that /^ H 2 with \\f\\ = 1, L/= 0, which is a contradiction proving the assertion. The closedness of the range of L is clear from (3.10). .. m , (4.6) if r] + awe have, for a eZ+ and j8
, for u e G^ (^) (0 > 0). We shall prove this theorem in Sections 5 and 6. §5 a Proof of Theorem 4.3. -the Necessity of (2.6) In this section we shall prove the necessity of (2.6) in Theorem 4.3. We use the same notations as in the previous sections unless otherwise is stated. We define the projections TC\ and 7T 2 by We define Toeplitz operators T/(; = 1,2) by Proo/. We shall divide the proof into 6 steps.
Step Step 2. We shall rewrite (5.11) . We define the operators V,, n (j = 1,2) by Step 3. We shall estimate the limit when n -» °° in (5.17) for g e ^^. To this end, we first calculate the Fourier coefficients of g (0) :
Because the support of <p is contained in some neighborhood of the origin, the support of the function <p((0-8} /K) is contained in a neighborhood of 0 if we take ic > 0 sufficiently small. Therefore, if K is sufficiently small the Fourier coefficient g(rj) of g (0) We want to show that KU* U" Vi.n V 2 , n g converges to zero strongly and uniformly on s&w when n-» °°. Let £>0 be arbitrarily given. Because the set B '•= {UiU 2 Vi, n V2,ng', n -1,2,...,^ G sA^ is bounded in L 2 , the set KB is precompact. Thus we can find a finite g, e j^^-and integers HJ (j ~ I,. The second term in the right-hand side is smaller than 2e. As to the first term we note that it strongly converges to zero uniformly with respect to g ^ s&w when n-* °° if and only if KU^ U 2 Vi,n V2,ng weakly converges to zero uniformly with respect to g ^ sA$j. In view of the arguments in the above, we have the latter assertion.
Step 5. We shall estimate \\Vi, n V 2 ,n UT n U 2 n £U^U^V 1>n V 2 , n g\\ when n-» 00 for g ^ £1^,0. We have
By (5.22) and the boundedness of Vj, n , Uf n and £ we see that the first term in the right-hand side of (5.24) tends to zero strongly and uniformly for g ^ s&%, § when n-* °°. The second term is equal to
Because £ is a pseudodifferential operator of polynomial coefficients it follows from (5.22) that the second term of (5.25) tends to zero strongly and uniformly on s&w when n-> oo for any g e st^t (g =^=0) .
Step 6. Let g^s&w, (g =£ 0) . We replace g in (5.17) with ^/||^||. By 
6). n
Proof of the necessity of (2.6) . Let £ e Z+ and t e N. We set
Clearly, g t e ^f,e and the Fourier coefficient g t of g t is given by g t = <p ( (f] -)*)« 2 «-'«'-'«. By Lebesgue's dominated convergence theorem we have
Again, by Lebesgue's dominated convergence theorem we have (5.27) lim tall = llM«'-,-rfr) 011.
t->oo IS I
In order to estimate ||#gf|| with 3( given in (5.6) we recall that Itt is a pseudodifferential operator of order -1. Therefore ||#, §vli is bounded by Passing to the subsequence, if necessary one may assume that z» -* ZQ and £v/l?l~* $o (^~~ * °°). Hence in a small neighborhood of Z Q = e* 6 we have
If we take <j>(0] : = <p((6-6) /K) with support contained in a small neighborhood of 9 by an appropriate choice of /c we have 
GFH
Ed §60 Proof of Theorem 43, -the Necessity of (2 0 J)
In this section we shall prove the necessity of (2. Proof. We shall prove (6.9) . The inequality (6.10) will be proved similarly if we note Lemma 3.6. It follows from (5.10) that (6.11) If g =£ 0 we set h '•= g/\\g\\ in (6.11). We obtain (6.12) I|[/r n 7ri7r2#7ri7r 2 l^ Vfc e #; ||fc|| = 1.
The third term in the left-hand side of (6.12) can be estimated by similar calculations as in (5.19 ) . In fact, we have that, for any £> 0 there exists n such that, for all h e 3f (6.13) \\U
In order to estimate the first term we recall that [f/i, TrJ = 0. Hence we have (6.14)
The second term is a compact operator. As to the first term we have
The first and the second term of the right-hand side of (6.15) tend to zero uniformly in h ^ OF by the definition of V\, n because X is of trigonometric polynomial coefficients. Therefore (6.15) implies that V\, n 7ti£niVi, n h -» 7ti£jCih uniformly for h ^ 3F.
Hence it follows from (6.13) that, for sufficiently large n (6.16) lki#7Tifc|| + \\fth\\ > C, Vfc e 9, \\h\\ = 1, where X : # f -•* #? is a compact operator. This proves (6.9). 11
Proo/ o/ f/ze necessity of (2.7) . Let a k (ft, f)) be the symbol of a* (ft, A?) in (6. 3) . We define a function A r (ft) 6v
Namely we set ft = 7 and r] = (0,1) . We note that A r (ft) is a trigonometric polynomial of ft. We then define a Toeplitz operator ^ (A r ) with symbol ^4 r = A r (di) by Let <p = cp (ft) e // 2 (T) satisfy that 3T U r ) ^ = 0, that is 7TiA r <p = 0. We want to show that <p(6i) is smooth. Because A 7 is a trigonometric polynomial and ^9 (ft) e H 2 (T) the relation 7Ti,4 r^ = 0 implies that A r^9 is a trigonometric polynomial with only negative Fourier coefficients. It follows that g "-= A r <p e C°° (x) . Because A 7 =£ 0 on T by (2.6) and the definition of A r we see that (p~g/A r is smooth.
For a smooth function 0(02) on T which will be determined later we set W -I ® M(0) . We consider the function class ^, (6.8) By Lemma 6.1 we can estimate the second term in the left-hand side of (6.20) . In fact, for any £>0 there exists a smooth function 0=£0 on T such that W '•= I ® Af(0) satisfies, modulo compact operators (6.21) || (T!-^) W\\<B.
We shall estimate the first term in (6.20) . Let 0 (ft) = Sy 0, tf^1 and (#2) = 2^ 0> ^ * 2 be Fourier expansions of 0 and 0, respectively. For A > 0 chosen later at (6.27) and a positive integer m we set (6.22) Then we have We shall estimate 5"A g^2. We first note that \\R m \\ is rapidly decreasing when m-* °°, namely, for k = 1,2,... 
