Renewable energy sources (RES) will play a crucial role in future sustainable energy systems. In scenarios analyzing future energy system designs, a detailed spatial and temporal representation of renewable-based electricity generation is essential. For this, sufficiently representative weather data are required. Most analyses performed in this context use the historical data of either one specific reference year or an aggregation of multiple years. In contrast, this study analyzes the impact of different weather years based on historical weather data from 1980 through 2015 in accordance with the design of an exemplary future energy system. This exemplary energy system consists of on-and offshore wind energy for power-to-hydrogen via electrolysis, including hydrogen pipeline transport for most southwestern European countries. The assumed hydrogen demand for transportation needs represents a hypothetical future market penetration for fuel cellelectric vehicles of 75%. An optimization framework is used in order to evaluate the resulting system design with the objective function of minimizing the total annual cost (TAC) of the system. For each historical weather year, the applied optimization model determines the required capacities and operation of wind power plants, electrolyzers, storage technologies and hydrogen pipelines to meet the assumed future hydrogen demand in a highly spatially-and temporally-detailed manner, as well as the TAC of the system. Following that, the results of every individual year are compared in terms of installed capacities, overall electricity generation and connection to the transmission network, as well as the cost of these components within each region. The results reveal how sensitive the final design of the exemplary system is to the choice of the weather year. For example, the TAC of the system changes by up to 20% across two consecutive weather years. Furthermore, significant variation in the optimization results regarding installed capacities per region with respect to the choice of weather years can be observed.
INTRODUCTION
Carbon dioxide constituted nearly three fourths of global greenhouse gas emissions (GHGs) in 2017; moreover, almost 90% of this gas derived from the combustion of fossil fuels [1] . Increases in GHG emissions and decreases in the quantity of fossil fuels have triggered a shift towards renewable energy systems in recent years. For instance, the global installed capacity of renewable energy technologies has increased by 1256 GW between the years 2000 and 2016, 745 GW of which constitutes wind and solar energy [2] . Although variable renewable energy sources (VRES) are environmental friendly, available across the world and rapidly decreasing in cost, their intermittency remains the main obstacle to a VRES-based energy system [3] . To address this issue, excess power from VRES, which occurs when power generation is higher than demand, can be transformed into a chemical energy carrier. This energy carrier can later be used for either grid balancing or direct use in other processes in the energy system. Considering its high energy density, low storage cost and the fact that it is carbon-free, hydrogen is a promising chemical energy carrier. It can be produced by splitting water via electrolyzers, stored in vessels or caverns and, finally, can be utilized in fuel cells to produce electricity in the power sector, in fuel cellelectric vehicles in the transport sector or in heavy industry as a feedstock. Moreover, it enables a wide range of sector coupling options [4] . The use of hydrogen as a chemical energy carrier at peak power periods is called "Power to Hydrogen (P2H)". Schiebahn et al. [5] discuss multiple uses of hydrogen from P2H for three scenarios in Germany. They conclude that the utilization of hydrogen in the transportation sector could have a business case, owing to the comparatively high efficiency of fuel cell vehicles.
In the literature, various studies can be found on energy system design considering VRES with different spatial and temporal resolutions, as well as various reference weather years, which are used in the estimation of generation via VRES. Samsatli et al. used weather data from 2014 for the optimal design and operation of a wind-hydrogen-electricity network in Great Britain to meet hydrogen demand for the transportation sector by employing a spatio-temporal optimization model [6] . Duigou et al. investigated the techno-economic feasibility for large scale hydrogen underground storage in France, considering hydrogen for transportation sector in the year 2050 [7] . For this analysis, wind production time series data were obtained by drawing on the wind profile of 2005. Meanwhile, Robinius et al. [8] analyzed the linking of the German power and transport sectors by means of a highly detailed spatial and temporal model in which the parameters for a Weibull distribution were obtained by using measured wind speeds between 1981 and 2000. For time series, amongst the available measured data collected from weather stations between 2010 and 2013, 2012 was chosen, as 205 of 403 weather stations had a complete dataset [8] . Welder et al. [9] looked into a wind-based energy system to supply hydrogen demand for the transportation sector and industry by employing a spatio-temporal optimization model for Germany on the basis of the weather year 2012 in order to compare the results with those presented by Robinius et al. [8] . In the model documentation of EnergyPLAN [10] , consideration of different weather years is mentioned for 1996, 2000 and 2001. In their analysis across Europe, Heide et al. [11, 12] considered the years between 2000 and 2007 by taking a monthly average over 96 months for total European wind power generation. The approach, suggested by Heidi et al. [11, 12] , has been employed for the modeling of wind energy by other studies [13, 14] . Bogdanov et al. [15] used data for 2005 with 0.45° x 0.45° spatial resolution for their investigations of the electricity, gas and heat supply options across northeastern Asia. The same dataset and year is included in the study of Gulagi et al. [16] for India and the region of the South Asian Association for Regional Cooperation (SAARC), claiming that installed capacities of renewables would not be drastically affected by the choice of weather year. For the analysis of 100% renewable electricity scenarios in Australia, 2010 was chosen by Elliston et al. [17] . Budischak et al. [18] , in turn, examine an electricity system with 90-99.9% renewable energy in the Eastern United States by drawing on weather years between 1999 and 2002. Fripp [19] employs 2004 for an investigation in California with high shares of renewables. From these studies, it is apparent that weather years are mostly chosen in accordance with data availability. Moreover, it can be seen that in some studies, the applied weather year or source of the data are not even specified [20] [21] [22] [23] [24] [25] [26] . Pfenninger [27] conducted an analysis of the reduction of time resolution and inter-annual variability of wind and PV time series in energy models by using 25 years of data (1990-2014) for Great Britain. Nevertheless, application on a smaller regional scope such as Great Britain might not adequately cover different weather phenomena.
Although variation in wind power generation is recognized in the context of wind energy and its potential by an EEA report [28] and Banuelos-Ruedas et al. [29] , the impact of this variation in energy system design has not been discussed in detail. Until now, most studies in this realm have focused on one year for wind power generation in the context of energy system design without explaining the reason for choosing that specific year. However, to the authors' knowledge, a systematical approach to the selection of different weather years for energy system design has not yet been investigated. In addition, the robustness of the design has not been examined in the case of a different weather year selection. This study presents an analysis based on 37 weather years ranging from 1980 to 2016 in order to investigate the impact on the final design of an exemplary energy system that utilizes wind energy to produce hydrogen for the transportation sector. In order to observe the influence of wind power generation time series data, a spatio-temporal optimization model is employed for a case study that includes Germany, the Netherlands, Belgium, Luxemburg, Switzerland, France and Italy.
The uniqueness of this study comes from the application and consideration of many historical weather years on the basis of a VRE-based energy system design. The investigation of differences in the individual system designs from the selection of a weather year can pinpoint the robustness of the existing approach applied by several literature sources. Moreover, the variation can be better observed through the use of an optimization model as a tool, especially when the installed capacities of the related technologies are determined with a minimization of cost. The deviations in the installed capacities can be used as an indication of the robustness of the system design. Furthermore, taking into account the different weather phenomena within a larger regional scope, these seven Central European countries are chosen as the region of interest. The results of the presented analysis show different energy system designs and their comparisons when only the weather year (hence the wind energy generation time series) is altered. Moreover, means of attaining a robust system design are sought. In the following, a methodology involving the assumptions and scenario definition is described in Section 2. Investigation of average full load hours for onshore and offshore wind energy, energy system designs and their interpretation, installed capacities and costs of system components are showed and discussed in Section 4. Finally, conclusions derived from the findings are presented in Section 5.
METHODOLOGY
In this section, the modeling approach and the preparation of the input parameters of the model are explained. The definition of the optimization model and the exemplary scenario are explained in Section 2.1. While using the same model and scenario definition, 37 model runs for each weather year (between 1980 and 2016) are performed independently by altering the wind generation time series of the corresponding year. Following this, the input parameters required for the model and how these parameters are estimated are presented in Section 2.2.
Model approach
The open source energy modeling framework used to build the model is called, "Framework for Integrated Energy Systems Assessment (FINE)" [30] . In order to achieve reasonable model run times, time series aggregation [31, 32] is applied to aggregate the hourly resolution of one year for all demand and VRES generation time series data to 30 representative days, each with 24 hourly values. Further details about the underlying optimization methodology are thoroughly discussed by Welder et al. [9] , including the mathematical representation of the framework and the constraints. Figure 1 shows the model input and output, as well as the representation of the exemplary system chosen for this analysis. As can be seen from the figure, the input parameters required by the model can be classified into five groups: demand, generation, conversion, transmission and storage. In this scenario, hourly time series data is defined for generation and demand. Afterwards, time series aggregation [31, 32] is applied to this hourly data and 8760 time steps is decreased to 720 time steps (30 typical days, 24 hours per day). Constraints defined in the optimization framework include supplying energy demand and any time and region without violating technical limits such as the injectability of salt caverns or the maximum allowable capacity of onshore wind turbines in a region.
Central European countries, including Germany, the Netherlands, Belgium, Luxemburg, Switzerland, France and Italy were chosen as region of interest. Overall, the geometry of these regions covers different offshore wind turbine structures (Germany, the Netherlands, Belgium, France and Italy), such as different foundations caused by variations in the water depth and average wind speeds, as well as weather phenomena in both the Mediterranean and Baltic Sea regions, as well as the mountainous terrain, therefore leading to a high degree of weather variability. In terms of demand, only hydrogen demand for passenger vehicles is investigated. Onshore and offshore wind turbines are considered as two separate generation technologies. Hydrogen is produced by means of Polymer Electrolyte Membrane (PEM) electrolyzer, which is defined as a conversion technology. However, additional conversion technologies, especially for re-electrification, are not taken into account, as only hydrogen demand is considered. As pipelines are considered the best option for large quantities and long distances [33] , hydrogen transmission between regions is only possible via them. Finally, salt caverns are considered a storage technology for seasonal hydrogen storage owing to their low cost. However, the storage of gaseous hydrogen in vessels is also enabled, since salt caverns are not available in all regions. Detailed explanations of the preparation of the techno-economic parameters for these technologies as inputs to the model are available in Section 2.2. Once the system has been optimized, the output of the optimal energy system design can be obtained. These results consist of the optimal installed capacities and the total annual cost of the technologies, as well as the hourly operation time series for each region. Moreover, the optimal infrastructure design of each transmission technology (in this analysis only hydrogen pipeline) can be obtained. The model represented in Figure 1 is employed to observe the influence of different weather years. Only the generation time series for onshore and offshore wind energy are changed in each model run with respect to the investigated year. Nevertheless, the maximum available capacities and the availability of each technology, as well as the economic parameters are kept constant in all model runs. For comparison, optimal installed capacities of mainly onshore and offshore wind turbines, but also electrolyzer, pipelines and storage technologies are investigated.
Input parameters
The determination of input parameters such as wind generation time series data, the regional availability of storage technologies, hydrogen demand for passenger vehicles and the connection of the regions for hydrogen transmission are explained in the following sections. Investment cost, operational expenditure (OPEX) and the economic lifetime of all technologies used in the analysis can be found in the supplementary material. In addition to the investment cost of wind turbines, there is no variation in the cost parameters with respect to the regions.
Hydrogen demand
Electricity generated by wind turbines is converted into hydrogen to supply demand at any time. The yearly hydrogen demand of a country is calculated following the method applied by Robinius et al. [4] , of multiplying population, car ownership, average annual driving distance of passenger vehicles, fuel consumption of fuel cell-electric vehicles (FCEVs) of 0.0071 kg H2/km and the market penetration of FCEVs, which in this analysis is assumed to be 75%. Countryspecific parameters such as population, car ownership and annual driving distance are listed in the supplementary material. National hydrogen demands are further spatially distributed to each of the 16 subnational regions of this study by 1 km population density data [34] . The demand centers, which are used in the calculation of transmission distances between regions, are estimated by weighted centroids, as the spatial resolution of hydrogen demand is also performed by using the population distribution. Yearly hydrogen demand for each region is projected onto an hourly demand profile of a reference fueling station.
Hydrogen transmission
Hydrogen pipelines are considered a hydrogen transmission technology between regions, as they are generally found to be the most the cost-optimal solution to transporting hydrogen for large distances and demand (more than 200 km distance between regions and nearly 60 tons H2/day) [33] . Figure 2 shows the possible pipeline connections defined in the model, as well as the salt cavern availability in the regions. Pipeline connections between regions are only allowed between adjacent regions. For example, direct hydrogen transmission from Switzerland to western France is not possible; nevertheless, it can be transmitted across southern France. In order to determine pipeline routing, the shortest paths between region centroids are determined from the combination of existing natural gas pipelines [35] and railways [36] . Corsica, for instance, has no railway or natural gas pipeline connection to the other regions, whereas a pipeline connection between Italy and Sardinia exists. Nevertheless, Corsica and Sardinia are disconnected from other regions in order to observe the effect of weather year selection independent of hydrogen transportation. 
Hydrogen storage
Salt caverns and gaseous hydrogen vessels are used in the design in terms of hydrogen storage technologies. Although vessels can be installed in all regions, the availability of salt caverns depends on the existence of suitable salt structures. As indicated in Figure 2 , the utilization of salt caverns is possible in Germany, the Netherlands and southern and eastern France. The maximum technical storage potential of salt caverns is determined by using the vector files of the appropriate salt structures within the regions. First of all, an eligibility analysis is performed on the salt structures to ensure that caverns are not built in inappropriate areas, as determined by a review of the literature [37] [38] [39] [40] [41] [42] . An eligibility analysis is conducted using the Geospatial Land Availability for Energy Systems (GLAES) tool [43] . To ensure a salt cavern's above-ground facility is not too close to settlement areas, a 2500 m and 2000 m respective buffer distance from urban and rural areas are used as constraints [37] . Moreover, a buffer of 200 m for each of the major fault zones, natural protected areas, water bodies, railways, major roads and gas pipelines is used. To represent these geospatial features, the "Prior" datasets associated with the GALES tool are used [43] , except for natural gas pipelines [35] and fault zones [44] . Finally, thin-bedded salt layers and salt domes are shrunk by 2000 m and 500 m from their edges to ensure cavern construction in stable pure-salt structures [45] . The placement of caverns with a volume of 500,000 m 3 for thin-bedded salt structures and 750,000 m 3 is performed for the eligible areas. These caverns are placed in such a way that the distance between the centers of two caverns is equal to four times the cavern diameter. This corresponds to nearly 340 m in the thin-bedded layers, and 230 m for salt-domes. The separation distance in the salt domes has a smaller value, as taller and thinner (smaller diameter) salt caverns can be built. In the case of thin-bedded salt layers, the cavern height is limited by the thickness of the salt structure. A 1400 m depth for placing the salt caverns in the salt domes is used, whereas the depth value is determined by the depth of the salt structure in the thin-bedded layers. Assuming a temperature of 15 °C and gradient of 25 °C/km, the average temperature in the middle of the cavern is estimated to calculate the cavern storage capacity [45] .
Hydrogen production
In terms of conversion technologies, polymer electrolyte membrane electrolyzers (PEMELs) are employed in order to produce hydrogen from electricity generated via wind turbines due to their development in terms of performance, as well as the decrease in the investment cost [46] . An efficiency of 70% is assumed for a high pressure PEMEL with an investment cost of 500 €/kW [5, 47] .
Electricity generation via wind turbines
Onshore and offshore wind energy are viable electricity generation options. Simulation workflows and cost models for these technologies, previously published by Ryberg et al. [48] and Caglayan et al. [49] , are employed in order to determine hourly electricity generation, as well as to estimate the investment cost of the turbines in each region. These workflows require an annual set of gridded climate model weather data, as well as the placement of the wind turbines and turbine design characteristics as inputs. The outputs of both workflows include the total hourly generation time series and maximum installable capacities of these technologies, which can be derived by summing the capacities of the individual placement of the wind turbines within each region. Finally, the hourly time series data are divided by the maximum capacities so that normalized generation data are obtained.
Wind speeds at 50 m are obtained by using the modern-era retrospective analysis for the research and applications (MERRA) dataset [50] . This dataset has a spatial resolution of 0.65° x 0.50° covering the regions of interest and an hourly temporal resolution. It is available for the years starting from 1980, which enables an investigation of 37 years. Wind speeds at 50 m are projected to the hub height of wind turbines by drawing on roughness lengths suggested by Silva et al. [51] in response to location-specific land cover, as defined by the Corine land cover (CLC) dataset [52] . The power curves of wind turbines are used to determine power output corresponding to the wind speeds calculated at the hub heights. The convolution of the power curve similar to that employed by Staffel and Pfenninger [53] is applied, as well as generation-dependent loss factors. This algorithm for wind turbine simulations is employed for both onshore and offshore wind turbines.
Onshore wind energy: A set of typical exclusion criteria with buffer distances is applied to the regions using the GLAES model [43] . As suggested by Ryberg et al. [48] , future-oriented onshore turbine designs are placed with a separation distance of eight times the rotor diameter in the wind speed direction and four times the rotor diameter in the transversal direction. Turbine characteristics at each location are also determined by the method employed by Ryberg et al. [48] . For each weather year, turbines placed within a region are simulated by using the aforementioned algorithm, which is described in detail by Ryberg et al. [48] . Following that, the normalized time series data of all turbines within a region is calculated and used as the onshore wind energy generation profile. Finally, the normalized data, average investment cost of onshore wind turbines per region and maximum capacities, as well as other economic parameters, are introduced to the optimization model as a generation technology representing onshore wind energy.
Offshore wind energy: Similar to land eligibility applied for onshore wind turbines, available areas for offshore turbines are determined using the same constraints, methodology and area definition explained by Caglayan et al. [49] . Following this, the distribution of optimal turbine designs across the eligible areas is performed with a separation distance of 10 times the rotor diameter in the wind speed direction and four times rotor diameter in the transversal direction.
Rotor diameter values are estimated from the optimal turbine designs. All turbines are simulated by using the workflow for offshore wind energy in order to obtain the normalized time series data within each region and then defined as offshore wind energy generation in the model. In the end, the normalized time series, average cost of offshore wind turbines and maximum capacities per region are introduced to the optimization model as a generation technology representing offshore wind energy.
EVALUATION OF AVERAGE FULL LOAD HOURS
In this section, the input time series data representing onshore and offshore wind energy are evaluated by the average full load hours for each year and region. Hourly generation time series of onshore and offshore wind energy were estimated using the methodology briefly explained in Section 2.2.5 for each year. Future-oriented designs suggested by Ryberg et al. [48] for onshore and Caglayan et al. [49] for offshore wind turbines are used in the simulations. By using individual turbine placements within each region, an average generation profile is obtained and then used to estimate the full load hours. Figure 3 shows the average full load hours of onshore and offshore wind turbines for each region and year. These values are calculated by simulating all possible turbine locations within a region, estimating the overall electricity generation from these, and finally dividing the total generation by the total installable capacity (summation of simulated turbine capacities). Average full load hours for onshore wind energy and offshore wind energy over all regions and years were Figure 3 shows two groups of regions according to the average full load hours for offshore wind energy. The first group, which can be considered as the regions with higher generation potential, includes northern Germany, the Netherlands, Belgium-Luxemburg and France. The average full load hours of the first group varies between 3500 and 5600 h/a. In the case of the second group involving Italian regions, the average full load hours are lower, with a range of 1600 to 3500 h/a. For example, northern Italy has average full load hours of 2400 h/a when the weather year is chosen as 2003, which decreases to 2300 h/a in 1993 and 2001. For northwestern Germany, the average full load hours are twofold of northern Italian values, ranging between 4700 and 5600 h/a. It must be noted that estimation of the average full load hours (derived from generation time series and maximum installable capacities) is performed without applying any means of filtering to the placement files. In other words, all possible turbine locations, both for onshore and offshore wind turbines, have been considered in this analysis. Both for onshore and offshore wind energy, the exclusion of turbine locations by a criterion such as average wind speed or minimum full load hours could enhance the overall generation within the region, as including low generation locations decreases the average generation. Therefore, the average generation and full load hours presented in this analysis can be increased if such a filtering method is applied; nevertheless, the definition of the criterion and threshold for filtering remains unclear. It may also cause a misinterpretation of the results. In addition to filtering the turbines, turbine placement as a result of the eligibility scenario can also affect the generation time series. The application of different constraints in the eligibility analysis might result in a different placement scheme; hence, different full load hours. Nevertheless, a uniformly applied eligibility scenario is employed, as an extensive analysis of this aspect does not fit within the scope of this analysis.
Average Full Load Hours of Wind Turbines
A detailed analysis of the average full load hours shows that claiming a single year with low or high wind generation (both onshore and offshore wind turbines) for all regions is questionable. For instance, wind power generation in most of the regions was relatively low in 1989 and 2016; however, northwestern Germany has a higher FLH compared to the average. Turning to the average full load hours in 1997, all of the regions exhibit lower generation except middle and southern Italian regions. Smaller regions can experience similar weather behavior in some years; nevertheless, wind turbine performance in all regions for a year cannot be classified as good or bad. The change in the average full load hours presented in Figure 3 can be represented in terms of percent deviation from the regional average full load hours in order to better observe the dynamics. For this purpose, the percentage difference in the average full load hour of a region for a year can be calculated by using the overall average full load hours (for a region over all years) as a reference. Thus, the derivation of this deviance for each region, as well as the overall region of interest, is shown in Figure 4 . Each gray line in the plot indicates the trends of the individual region, while the dashed blue line is for the variation of all regional context (variation of the average of all regions), while the pink line is added as an exemplary region in southern France. In some years, such as 1989, a strong negative deviation from the long-term average full load hour of some countries can be observed, while others like southern France in this instance show only small deviations. Another example with regionally heterogeneous deviations of average full load hours is the weather year 2011, in which many regions experience positive deviations in their average full load hours for both onshore and offshore wind energy. Moreover, that year can be considered as one of the worst weather years for southern France, as the average full load hour is the second lowest after the weather year 1985. However, the average full load hours in Germany in terms of onshore and offshore wind energy experience a positive deviation in the same year. As it is discussed earlier, the variation in the average full load hours of regions reveals that a summarily low or high wind generation year cannot be identified for all regions by looking at their average full load hour. 
RESULTS AND DISCUSSION
In total, 37 model runs were performed using the methodology outlined in Section 2. These model runs differ by the generation time series of wind energy technologies available in the regions, as the time series data are obtained through the simulation of different weather years, ranging from 1980 to 2016. The average full load hours in each region for each year are examined in order to determine whether a low generation or high generation (good) weather year exists within these 37 years. Moreover, the relationship between average full load hours and system design is investigated and presented in the following sections.
Electricity Generation
The regional electricity generation via onshore and offshore wind turbines for each year, obtained as a result of the optimization, is shown in Figure 5 . In 7 regions (Eastern France, Switzerland, Southern Germany and Italian regions, except Sardinia), there is no wind turbine installation. Belgium-Luxemburg, northern Germany, the Netherlands and southern France are the regions in which wind energy is generally utilized due to their high generation potential (high full load hours), unlike northern Italy, Switzerland, eastern France or southern Germany. These differences in wind energy generation potential result in more centralized production of hydrogen in regions with high wind energy generation potential supplying the hydrogen demand in all regions.
An analysis of regional contributions to electricity generation reveals that either onshore or offshore wind energy is utilized in Netherlands in most of the years. Similarly, onshore wind energy in southern France has a high share of electricity generation. Aside from these two regions, offshore wind energy utilization in Belgium-Luxemburg (an offshore area in Belgium) is observed in nearly 85% of the years owing to high full load hours and lower specific costs of turbines compared to the other regions (the latter is mainly due to the low shore distance, which plays a significant role in the offshore turbine cost). The installation of onshore wind turbines in northern France is found to be optimal in 1983, 1987 and 1990. Similarly, western France contributes to the electricity generation in 14% of the years by utilizing onshore wind turbines. When generation in northeastern and northwestern Germany is analyzed, offshore wind energy is utilized in northeastern Germany (Baltic Sea) in preference to northwestern Germany (North Sea), despite the relatively lower average full load hours observed in northeastern Germany. This is mainly because of the average specific cost of the turbines, which are significantly affected by the shore distance in northwestern Germany due to its maritime boundaries, extending over 400 km from the coast.
In addition to alterations in regional contributions to overall electricity generation, there is a notable variation in the distribution between onshore and offshore wind energy. In some years, a notable amount of electricity is generated with onshore wind turbines, especially in the Netherlands and southern France. However, electricity was mainly generated via offshore wind turbines in 2005 and 2016. In 1984 and 1995, the opposite behavior is observed, meaning that onshore wind energy is the dominant generation technology. Finally, although it is not as clear as in other regions, a switch between onshore and offshore wind energy in Sardinia can be observed through a closer look at the generations. All in all, regional distribution and different weather years reveal that the switch occurs not only between technologies, but also between regions. Although high generation potential regions are mostly utilized, differences in the optimal results in terms of regional preferences are apparent. Figure 5 . Distribution of onshore and offshore wind power generation in each region for different years. Figure 6 illustrates the optimal pipeline capacities for hydrogen transport between regions, as well as electricity generation in each region as a result of the optimization for the years 1984, 1997, 1998 and 2014. These weather years are specifically chosen from amongst the 37 years investigated in this analysis due to the differences in the resulting system designs.
Hydrogen Pipeline Capacity
There are two important aspects to the weather year 1984. The highest onshore wind energy generation of the 37 years investigated in this analysis is observed in this year. Moreover, the high potential of southern France in that year makes this region the source that has the highest generation and hydrogen export potential to the neighboring regions. In addition, northeastern Germany produces hydrogen through offshore wind energy to supply the demand in that region, as well as its neighboring region (northwestern Germany). When pipeline connections are analyzed, the impact of salt cavern availability plays a significant role in the design of the pipeline network. Hence, large pipeline capacities between southern France and Switzerland, as well as Switzerland and southwestern Germany, are seen due to the high storage potential of these regions (southern France and southwestern Germany). Therefore, it can be stated that the hydrogen produced is transported to southwestern Germany and stored there to be used in the time periods when the hydrogen produced is not sufficient to supply the regional demand.
The reason why the results of the weather years 1997 and 1998 are chosen is to visualize the difference in the designs of the two consecutive years. Variation in the designs of these years are especially in France, as the regions where most wind turbines are installed differ between these years. Aside from northeastern Germany and Belgium-Luxemburg generating electricity in both years, northern and western France are the regions where the most electricity was generated in the weather year 1997, whereas it was northern France and the Netherlands in 1998. In addition to the alterations in the regions generating electricity, the pipeline design varies significantly in the northern regions. It can be seen that western France supplied hydrogen to the Italian regions and Switzerland in 1997. Nevertheless, the demand in these regions was supplied by the Netherlands over southwestern Germany in 1998. The fourth exemplary system design is given for the weather year 2014, as it shows different wind energy generation and pipeline connections compared to the other three years.
When this year is analyzed, it can be seen that pipeline connections between the regions and their capacities are similar to the weather year of 1984. However, the regions where hydrogen is produced differ. Instead of importing hydrogen from southern France, eastern France is connected to northern France, thus importing it from there. Moreover, northwestern Germany becomes a main producer for the northern regions.
To summarize, considerable variations in the system designs can be seen both in regions where electricity is generated and connections between regions. Depending on the locations where wind turbines are installed, pipeline connections between regions vary. Moreover, the regions where salt caverns are available are used for the storage of hydrogen. Hydrogen supply to Switzerland and the Italian regions in particular occurs from either southwestern Germany or southern France due to their salt cavern availability. Figure 6 . Optimization results including pipeline capacity and wind power generation to supply the assumed hydrogen demand for the transport sector for the selected weather years.
Hydrogen Pipeline Counting
Pipeline connections and the capacities of the pipes between regions as a result of the optimization differ with respect to weather years (cf. Section 4.2). The number of repetitions of the pipeline connections between regions across all weather years is presented in Figure 7 . All pipeline connections utilized in each weather year are converted into binary variables independently of their capacity. These binaries are summed up across all weather years in order to observe how many years each connection are chosen. For example, the red line labeled with 28-37 represents those pipeline connections that are repeated in almost all of the years (with a maximum of 37 years).
It is noticed that there are some connections being built in only one to four cases amongst the 37 weather years; for instance, the connection between eastern France and southwestern Germany, as well as Belgium-Luxemburg. In contrast, it is also evident that some pipeline connections are repeatedly built. In particular, pipeline connections between Italian regions are most frequently built due to the fact that Italian regions are not preferred for wind turbine installation because of their lower potential for wind power (see Figure 3 ). As it is more economical to transport hydrogen from regions with higher wind energy potential, there must be pipeline connections between all regions, where it is not possible to store hydrogen in salt caverns (hydrogen storage in vessels is not chosen because it would be more expensive) and the utilization of wind energy is not chosen by the optimizer. Because of this, hydrogen demand in Switzerland and Italy is met by transporting hydrogen from high wind power generation regions for all weather years. However, this figure might change when photovoltaic (PV) generation is also considered as an additional technology owing to the high potential in the Italian regions. Currently, PV technologies are not considered due to the lack of tools for creating generation time series. Nevertheless, the overall system design, involving many technologies, should be taken into account in future analyses. year in regions with and without the potential for salt caverns.
Total Annual Cost
The change in the share of components in the total annual cost (TAC) as a result of the optimization with respect to each weather year can be seen in Figure 8 . The scale is normalized by the resulting TAC of the weather year 1980, which has a value of 34.3 Billion €/a. It is seen that the normalized TAC of the system varies between 96% and 115% of the 1980s' value. These values correspond in total to 32.9 Billion €/a and 39.7 Billion €/a, respectively. However, the most significant change in the TAC is observed in the two consecutive weather years, 1997 and 1998, with an approximate difference of 16 Billion €/a. Significant variation in the TAC is caused by the weather year chosen, as the total installed wind turbine capacity increases with lower power generation to supply the exogenously-fixed demand, which is constant for all years.
A major portion of the TAC comes from wind turbine and electrolyzer costs in all weather years, while the contributions of technologies such as pipelines, salt caverns and vessels are relatively small. The shares between onshore and offshore wind turbines can also be observed in Figure 8 . It can be seen that there are almost no onshore wind turbines installed in the weather year 2016, while a significant portion of the hydrogen demand is supplied by onshore wind turbines in the weather years 1995 or 1984. The change in the installed capacities of onshore and offshore wind energy generation is caused by differences in the average full load hours in each weather year. As the underlying optimization minimizes the overall TAC, even slight changes in cost result in a technology shift; in this case from onshore to offshore or vice versa. In relatively cheaper systems, such as for the weather years 1980, 1983, 1988 and 1998, the installed capacities of onshore and offshore wind turbines are similar in each weather year with the comparable TAC of systems. A deeper look at the most expensive years reveals that different shares of offshore and onshore wind energy can be seen, especially in the weather years of 1989, 2003 and 2016. Therefore, it can be stated that neither higher onshore nor offshore installed capacities cause higher TAC. Weather years in which higher TAC is observed correspond to lower FLH in the high potential wind energy regions. For instance, weather years such as 1989 and 1997 are those in which high wind potential regions like the Netherlands, as well as some regions in France and northern Germany, have relatively lower average onshore and offshore FLH.
In addition to the shares of onshore and offshore wind turbine costs, total capacity, FLH and the cost of electrolyzers alternate in each weather year due to variation in the installed capacity of wind turbines. The installed capacities of electrolyzers are determined within the optimization. They depend on the installed capacities of wind turbines, as well as the fluctuations in wind power generation, as there is curtailed wind energy due to the cost optimality within the optimization. Therefore, the share of electrolyzers in the TAC varies between 7.9 Billion €/a and 9.9 Billion €/a. Figure 8 . Normalized total annual cost of system with respect to weather years.
CONCLUSIONS
The influence of historical weather years between 1980 and 2016 in an exemplary, multinational wind-based energy system to supply hydrogen demand for passenger vehicles is investigated. In order to obtain the system design for each historical weather year, an optimization framework (FINE), which has an objective function of minimization of the total annual cost (TAC) of the system, was independently utilized for each year. The cost-optimal results are compared by means of average full load hours (FLH), installed capacities of onshore and offshore wind turbines and the costs of the components in the system. The average FLH of wind power generation reveals that there is no precise weather year in which all regions have low or high power generation. Identification of the worst or best weather year in terms of power generation for an international context is fairly challenging, as it depends on the location. These variations in the average FLH results in different system designs in terms of the installed capacities of onshore and offshore wind turbines, the regions in which wind turbines are installed and hydrogen pipeline connections, as the behavior of each region alters in each weather year. For instance, the FLH of most of the regions are relatively lower in the weather year 1989, whereas southern France has higher FLH than its own average amongst the weather years investigated. Concerning the previous comments on the variations between weather years, it can be said that the time slice chosen for such an analysis is crucial. For example, there is only a slight variation between 1994 and 1995, yet when the time slice is chosen between 1997 and 1998, the difference becomes apparent.
Hydrogen pipeline connections and their capacities between regions are sensitive to the selected weather year. Although some regions are occasionally connected, perpetual pipeline connections are distinguished amongst the connected Italian regions. It is ascertained that transporting hydrogen via pipeline from higher wind potential regions to the lower potential regions is cost-optimal in all weather years. Regions with relatively lower FLH, such as Switzerland, eastern France and Italy are either connected to high potential regions or to regions that can store hydrogen in salt caverns. However, some infrequent pipeline connections exist between regions having similar wind energy potential. All in all, although there is a perpetual pipeline connection and some variations, the share of pipeline connections in TAC is less than 5%, meaning that this technology is not an obstacle to the design. Fluctuation in optimal system design is evident between the weather years. This is seen in both the TAC and in the ratio between the installed capacities of onshore and offshore wind turbines. By looking at these variations, it can be concluded that using one weather year to design an energy system is not robust. As a result, it can be said that in order to have robust results that capture future energy system behavior, multiple weather years should be considered. Another approach could be to design the system in an iterative manner. If perpetual design parameters are kept constant and other parts of the system are re-optimized, a robust solution could be achieved. However, such an iterative approach cannot fully guarantee finding the cost-optimal solution amongst the robust design options. The spatial clustering of wind regions can be an alternative to having a robust system design. The utilization of high wind potential clusters may decrease the variations in the installed capacities of wind turbines within the regions, and also prevent the switch between regions.
In addition, the impact of some extensions of the exemplary energy system on variations due to weather years can be included in further studies. For example, solar energy can be considered alongside wind energy to observe the variation of the weather year on the system design. Whether wind and solar energy generation compensate each other by changing weather year, or if consideration of both increases the variations in the system designs, are the questions to be answered. Another option could be to consider the electrical grid as a further option to transfer energy between regions and include further energy demand, such as electricity for the transport sector.
