The field of risk theory has traditionally focused on ruin-related quantities. In particular, the socalled Expected Discounted Penalty Function [9] has been the object of a thorough study over the years. Although interesting in their own right, ruin related quantities do not seem to capture path-dependent properties of the reserve. In this article we aim at presenting the probabilistic properties of drawdowns and the speed at which an insurance reserve depletes as a consequence of the risk exposure of the company. These new quantities are not ruin related yet they capture important features of an insurance position and we believe it can lead to the design of a meaningful risk measures. Studying drawdowns and speed of depletion for Lévy insurance risk processes represent a novel and challenging concept in insurance mathematics. In this paper, all these concepts are formally introduced in an insurance setting. Moreover, using recent results in fluctuation theory for Lévy processes [16], we derive expressions for the distribution of several quantities related to the depletion problem. Of particular interest are the distribution of drawdowns and the Laplace transform for the speed of depletion. These expressions are given for some examples of Lévy insurance risk processes for which they can be calculated, in particular for the classical Cramer-Lundberg model.
Introduction
Traditionally, collective risk theory is mainly concerned with the ruin problem which is nicely encapsulated in the concept of Expected Discounted Penalty Function (EDPF) introduced in [9] . This so-called GerberShiu function is a functional of the ruin time (i.e., the first time the reserve level of a firm becomes negative), the surplus prior to ruin, and the deficit at ruin. The EDPF has been extensively studied and generalized to various scenarios and there is now a wide range of models for which expressions of the EDPF are available. All of these models incorporate different levels of complexity into the picture. In particular, the so-called Lévy insurance risk processes have been the object of much attention in the last decade, mainly because they nicely generalize the Cramer-Lundberg model while allowing to bring new insight into the field of ruin theory through the well-developed theory of fluctuations for such processes. Several families of Lévy processes have been put forward as risk models and we now have a well-established
The Depletion Problem for an Insurance Risk Model
We consider a very general setup that generalizes the standard Cramer-Lundberg model. We consider in this paper an insurance risk process X = (X t ) t 0 starting at an initial surplus x 0 with X a spectrally negative Lévy process. For technical reasons that will become clear later in the paper, we restrict ourselves to those processes having paths of unbounded variation or paths of bounded variation as well as a Lévy measure which is absolutely continuous with respect to the Lebesgue measure. In order to avoid the case of trivial reflected processes we exclude processes with monotone paths. As is customary, the symbols E x and P x will denote the expectation and the probability measure related to the process started at x, and if the process is started from zero we will use simple notations E and P.
Notice that a such a model contains all elements of a traditional risk model and encompasses, among others, the risk models studied in [4, 7, 10, 17] . Indeed, the constant rate premium is included as the drift of X, the so-called perturbation comes in as the Brownian component of X and the pure aggregate claims is present as the jump part of X, which could be set as a compound Poisson or an infinite activity process. With this in mind, we assume the process X to have a positive drift such that E[X 1 ] > 0. Notice that in traditional ruin theory, this assumption responds to both, technical and practical reasons. Technically, it is needed in order to avoid the possibility that X becomes negative almost surely whereas from a practical point of view it makes sense since it is common practice in insurance to work with loaded premiums. Indeed, it is standard to write the drift component within X in terms of a safety loading. For instance, notice that we can recuperate the classical Cramer-Lundberg model if X t = c t − S t where c := (1 + θ)E[S 1 ] and S is a compound Poisson process modeling aggregate claims. The drift c, with a positive safety loading θ > 0, is the collected premium rate. In the context of the depletion problem we do not need this condition. We keep it here for purely practical reasons as it is common practice to have insurance loaded premiums. One of the advantages of considering a general Lévy risk model is that we can use the tools and methods of the fluctuation theory of Lévy processes, allowing for a somewhat deeper understanding of the ruin problem but also of the depletion problem which can prove to yield just as interesting information about the riskiness of the reserve. For a more extensive discussion on Lévy risk models we refer to [8] . In this paper we will specialize this setting to three examples of Lévy processes that have been studied in the literature in the context of the ruin problem. One of the main objects of interest in ruin theory is the ruin time, τ , representing the first passage time of an insurance Lévy risk process X below zero when X 0 = x, i.e. τ := inf{t > 0 : X t < 0},
where we set τ = +∞ if X t ≥ 0 for all t 0. In this paper, our main object of concern is the depletion problem that has two different random times as its main building blocks. In order to give a thorough definition of these concepts we need to introduce some notation. We define the running infimum and the running supremum of a given Lévy process X by
Now we characterize the depletion problem for X. We first define the drawdown process Y = (Y t ) t 0 , associated with a given risk process X, to be
The first-passage time over a level a > 0 of the drawdown process Y is then defined to be
It is well-known that τ a < ∞ P-almost surely (see [1] , Theorem 1). Just like the ruin time in (1), this new random time in (3) contains relevant information on potentially risky behavior of the reserve. Their distribution can be used to measure the likeliness of path-related events that might have a negative impact on the financial health of the reserve. The random time τ a records the time at which a drawdown in the reserve is larger than a, previously agreed upon, critical level a. An interesting set of associated tale-telling random variables can be built upon the random time (3). First, we need to define a process that will be useful in constructing meaningful non-ruin quantities. The last time before t that X reaches its running supremum, denoted by G t , is defined as
Thus the time τ a of the critical drawdown of size a along with the following quantities characterize the depletion problem for X:
• the last time the reserve was at its maximum level prior to critical drawdown, G τa ;
• the speed of depletion, τ a − G τa ;
• the maximum reserve level attained before critical drawdown is observed, X τa ;
• the minimum reserve level prior to critical drawdown, X τa ;
• the largest drawdown observed before critical drawdown of size a, Y τa− ;
• the overshoot of the critical drawdown over level a, Y τa − a. Figure 1 : A path of X t = 10 + t + 2B t − S t , the corresponding drawdown process Y , and their related depletion quantities, where (B t ) t≥0 is a standard Brownian motion and S is an independent compound Poisson process with Lévy measure ν(dx) = e −2y dy.
Clearly, these variables contain information on the how the insurance deserve depletes over time. All of these quantities encapsulate relevant knowledge about the critical drawdown event. A risk manager would be potentially interested in gaining information regarding the distribution of the time of the critical drawdown of size a, i.e. P x (τ a t). This gives information on how likely the reserve is to face a critical drawdown within a given time interval. Even more valuable information can be found in the distribution of the speed of depletion, this random variable indicates how fast critical drawdowns tend to occur. A drawdown is not as alarming if it happens over a long period than if it happens suddenly. Information about the distributions of the maximum and minimum reserve levels prior to critical drawdown and of the largest drawdown on record before critical drawdown sheds light on the structure of the depletion event.
It is also interesting to know how large (or not) critical drawdowns tend to be, that is, by how much they overshoot the critical level a when they occur. In fact, the level a itself can be set by using the distribution of the overshoot. Since this distribution is a function of a we can decide what a critical drawdown size is depending on how likely certain levels are. It is interesting to notice that there is a connection between ruin and depletion through the distribution of the minimum reserve level prior to critical drawdown. We will see that, if expressions are available, we can calculate the probability that ruin occurs before a critical drawdown of size a. In general, just like in the ruin problem, knowledge on the probabilistic properties of such quantities could be relevant in risk management applications. Although critical drawdowns do not spell immediate doom for the company as ruin does, a large enough drawdown might be a warning sign that a risk manager might want to take into account. This information coupled with knowledge on how fast these critical drawdowns happen could be used to design risk measures and or management policies that will ensure the solvency of the reserve. Once that these non-ruin quantities have been introduced, the aim of the paper is to derive expressions for the probability measure of these random variables associated with the depletion problem. This will be done in detail for three examples of Lévy insurance risk processes. But before we need to introduce some preliminary results that are key to our analysis.
Drawdowns for Spectrally Negative Lévy Processes
In this subsection we introduce some notions and results that are needed in the rest of the paper. Let X = (X t ) t 0 be a spectrally negative Lévy process defined on a filtered probability space (Ω, F, (F t ) t 0 , P). We impose the same restrictions as in [1] , i.e. X has either paths of unbounded variation or paths of bounded variation as well as a Lévy measure which is absolutely continuous with respect to the Lebesgue measure. Further, we exclude processes with monotone paths. Since X has no positive jumps, the expectation E e sXt exists for all s 0 and it is given by E e sXt = e tψ(s) where ψ(s) is of the form
where a ∈ R, σ > 0 and ν is the Lévy measure associated with the process −X (for a thorough account on Lévy process see [2, 13] ). For the right inverse of ψ, we shall write Φ on [0, ∞). Formally, for each q 0, Φ(q) := sup{s 0 : ψ(s) = q} .
Notice that since X is a spectrally negative Lévy process X, we have that Φ(q) > 0 for q > 0 (see [13] ). It is well-known that, for every q 0, there exists a function
This is the so-called q-scale functions {W (q) , q 0} of the process X (see [13] ) and it is a key notion in the analysis of drawdowns for spectrally negative Lévy processes. Notice that for q = 0, equation (7) defines the so-called scale function and we simply write W . Before discussing drawdowns, we need to introduce additional functions related to the q-scale function. Let W ′(q) + be the right derivative function of the q-scale. Following the notation in [16] , we denote the ratio of the right derivative of the q-scale function and the q-scale function at a > 0 by
We can now define, for any a > 0 and p, q > 0, the mapping F p,q,a :
Moreover, consider the q-resolvent measure R (q) a (dy) = E τa 0 e −qt 1 Yt∈dy dt of Y killed upon first exit from [0, a] which can be expressed in the following way (see [18] , Theorem 1),
and the function
with ∆ (q) (a) = 0 when σ = 0. The functions in (8) , (9), (10) and (11) will frequently appear throughout the paper. The following theorem will play a key role in our contribution. For a thorough discussion and a proof, we refer to [16] .
Theorem 1. Consider a spectrally negative Lévy process X such that X 0 = x ∈ R. Moreover, X has paths of unbounded variation or has a Lévy measure which is absolutely continuous with respect to the Lebesgue measure. Let further Y be its associated drawdown process defined in (2) . Let τ a be the stopping time in (3) so we can define the following events, for a given a > 0,
where u, v, y and h satisfy
Then, for any q, r 0 the following identities hold true:
where 1 is the standard indicator function, ν is the Lévy measure of X that appears in (5), x ∨ y = max(x, y), x ∧ y = min(x, y) and G t is the process defined in (4).
We remark that the above theorem holds for spectrally negative Lévy process having paths of unbounded variation or having a Lévy measure which is absolutely continuous with respect to the Lebesgue measure.
That's why we restrict ourselves to this type of processes. This is in no way restrictive since most of the risk insurance processes in the literature fall within this class, i.e. they are defined through a Lévy density. We also remark that on the event A 0 defined in (12) , the critical drawdown is performed by a jump of the Lévy process X while it is performed continuously on the event A c . These two events and the expectations in (13) and (14) in Theorem 1 contain all information regarding the depletion problem. The aim of this paper, to provide explicit expressions for the distribution of these depletion-related random variables under relevant insurance models.
Analysis of the Depletion Problem
In this section, we use the general setting described in Section 2 where X is a spectrally negative Lévy process either with paths of unbounded variation or paths of bounded variation with a Lévy measure absolutely continuous with respect to the Lebesgue measure. The main goal of this paper is then to study the depletion event as told by the quantities in Theorem 1. In principle, we can study through the expectations in (13) and (14) the probability measure of all quantities involved as well as the Laplace transform of the speed of depletion. This can be accomplished by setting q = r = 0 and/or integrating over a suitable set those expressions in (13) and (14) . How explicit these expressions are will depend on the form of the q-scale function and the Lévy measure of the model. Nonetheless, in this section we give some general results that bring insight into the problem.
It turns out, there is a link between the running infimum at time τ a , given by (3), and the ruin time τ , given by (1). We can easily deduce that τ a ≤ τ a.s. on the event X τa 0 , while {τ a < τ } implies X τa 0 . Furthermore from the definition of these quantities, we can see that, when the initial surplus x is strictly greater than a, then X τ − a > 0 and the hitting time of the critical drawdown is smaller than the ruin time, i.e. τ a ≤ τ a.s. On the other hand, when x < a, ruin can occur before the critical drawdown. We can now state a a result which makes a link between the ruin event and the depletion problem.
Theorem 2. Consider an insurance risk process (X t ) t 0 with initial surplus x 0 satisfying assumptions of Section 2 and let a > 0 be a fixed critical drawdown size. Then,
where W is the scale function, ν the Lévy measure of X and R
a is defined by (10) with q = 0. Proof. We notice that P x X τa < 0 = 1 − P x (X τa 0) and
Then putting q = r = u = 0 and integrating (13) and (14) with respect to v ∈ [x ∨ a, ∞), y ∈ [0, a] and h ∈ (0, v − a], we have
Since F 0,0,a is defined by (9), using Fubini's theorem, the previous expression gives
(16) We notice that taking u → −∞ and integrating (13) and (14) with
Using this remark, we deduce that (16) gives for x ≤ a
and for x > a,
The theorem is proved.
Theorem 2 is of interest because P x [X τa < 0] is in fact the probability of ruin occurring before a critical drawdown of size a, i.e. it is the probability that the reserve falls below the level zero during the interval
In Section 4.1, we first give general expressions for the probability measures of depletion-related quantities.
Since it might be of interest, from a risk management point of view, to study the depletion problem when ruin does not occur before the critical drawdown time, we also compute the distribution of depletion-related quantities on the event {τ a < τ }. This is carried out in Section 4.2.
Distributions of depletion quantities
Theorem 3. Consider an insurance risk process (X t ) t 0 with initial surplus x 0 satisfying assumptions of Section 2 and let a > 0 be a fixed critical drawdown size. Then, 1. the probability distribution of the drawdown observed just before critical drawdown is the following,
2. the probability distribution of the overshoot over the critical drawdown Y τa − a is the following,
3. the maximum reserve level attained before critical a drawdown, X τa , follows a translated exponential distribution, i.e.
Proof. In order to prove this result, we use Theorem 1 when u → −∞ with r = q = 0. By integrating,
and for y = a, P(
3. Finally,
Using (17) and (9) yields the result.
From Theorem 3, we notice that the distributions of Y τ − a and of Y τa −a do not depend on the initial surplus x and whatever are the characteristics of the Lévy process X, the distribution of the maximum reserve level X τa attained before critical drawdown is always an exponential distribution shifted from the initial surplus x. This result is a typically extension of the same result where we study the distribution of the maximum reserve level X eq attained before an exponentially distributed random time e q with parameter q. Now we turn our attention to the random times τ a and G τa . We start by giving an interesting result concerning the speed of depletion τ a − G τa . This is an immediate consequence from to Theorem 1 that was not pointed out in [16] and yet it is crucial to the actual evaluation of all components in the expression (13) . Proposition 1. Under the same assumptions and definitions of Theorem 1, the random variables G τa and τ a − G τa are independent.
Proof. It can be easily verified that the statement in Theorem 1 still holds under weaker conditions on q and r. In fact, the result in (13) holds true for q 0 and q + r 0 and not only for q, r 0 as indicated in the original statement. In fact, the conditions on q and r arise in the proof when we want to take the q and q + r -scale functions into account in the expressions given in Theorem 1. As the scale functions W (q) , W (q+r) are just well defined for q, q + r 0. By definition, G τa and τ a − G τa are positive P-almost-surely finite random variables. It is well-known that, for r, q 0, the bivariate Laplace transform E x e −rGτ a −q(τa−Gτ a ) characterizes the joint distribution of G τa and τ a − G τa (see for example [6] ). Clearly,
and so an expression for the bivariate Laplace transform of G τa and τ a − G τa can be obtained through identities (13) and (14) in Theorem 1. Since F r,q,a (v) is the product of a function depending only of r and a function depending only on q, Expressions (13) and (14) are also the product of a function depending only of r and a function depending only on q respectively, which conclude the proof.
Proposition 2. Consider an insurance risk process (X t ) t 0 with initial surplus x 0 satisfying the assumptions of Section 2 and let a > 0 be a fixed critical drawdown size. Then, for q 0, q + r 0, the bivariate Laplace transform of τ a and G τa is given by
Proof. Now, just like in the proof of Proposition 1, we notice that the result of Theorem 1 is still valid with q ≥ 0 and r + q ≥ 0. Taking u → −∞ and integrating (13) and (14) with respect to v, h and y in Theorem 1, we obtain
From the definition (9) of F q+r,q,a (.), we have
λ(a,q+r) . Substituting this last equation yields,
Remark 1. Putting r = 0 in (20), the Laplace transform of τ a is given by
Using (20) with q = 0 and (17) the Laplace transform of G τa is given by
In the following, we are going to provide an expression for the Laplace transform of the depletion random variable, τ a − G τa .
Theorem 4.
Consider an insurance risk process (X t ) t 0 with initial surplus x 0 satisfying the assumptions of Section 2 and let a > 0 be a fixed critical drawdown size. Then, the Laplace transform of the speed of depletion τ a − G τa is given by
Proof. By Proposition 1, we know that G τa and τ a − G τa are independent variables, then for r, q 0
We can now find an expression for the right-end of equation (22) by setting q * = q and r * = r − q and using (20). In other words, since q * 0 and q * + r * 0, we can then write
Substituting q * = q and r * = r − q into (24) and using equation (22) and equation (21) in Proposition 2 yield the result.
Distributions of depletion quantities in risk management
In this section we study expressions for the conditional distribution of depletion quantities discussed in Section 4.1 given the event X τa 0 . This set, guarantees that ruin does not occur before the critical drawdown time. In the following section, we use the notations P(. ; A) and E[. ; A] for P(. ∩ A) and E[.
Proposition 3. Consider an insurance risk process (X t ) t 0 satisfying assumptions of Section 2 with initial surplus x > 0 and let a > 0 be a fixed critical drawdown size. Then, 1. the conditional distribution of the drawdown observed just before critical drawdown given the event X τa 0 is
. the conditional distribution of the overshoot over the critical drawdown Y τa − a given the event X τa 0 is
. the conditional distribution of the maximum reserve level attained before critical drawdown of size a given the event X τa 0 is
Proof. It is clear from Theorem 2 that
Using Theorem 1 with u = 0 and r = q = 0 yields:
and for y = a, P Y τa− = a; X τa 0 =
Using Fubini's Theorem and equation (9) in (24) we have
The first part of the Theorem is obtained by using (25) and (23).
2. For h > 0, we have
and for h = 0, P Y τa = a; X τa 0 =
The proof of the second part of the Theorem is done by applying the last equation, (26) and (23) into the definition of conditional distribution.
At the end, for
(27) The proof is complete by using (27) and (23).
Proposition 4.
Consider an insurance risk process (X t ) t 0 satisfying assumptions of Section 2 with initial surplus x > 0 and let a > 0 be a fixed critical drawdown size. Then, for q, r 0, we have
Proof. Like in the proof of the previous proposition, the result is obtained by putting u = 0 in (15) and (16) in Theorem 1 and integrating them with respect to v, h and y and switching integrals dv and dh.
We notice that in general on the event X τa 0 , τ a − G τa and G τa are no more independent variables (especially when the diffusion coefficient σ is positive).
Three Examples of Lévy Insurance Risk Processes
We study in this section three examples of risk process X satisfying the general setting described in Section 2, starting at an initial surplus x ≥ 0, without Brownian motion part, i.e. σ = 0 in its Laplace exponent (5) . Thus the results in Section 4 apply to our problem and they endow us with tools to fully study the depletion problem. Since σ = 0 in the studied models, the set A c in Theorem 1 is empty and the coefficient ∆ (q) (a) will not appear in the sequel. In this paper, we aim at computing expressions for the distribution of the depletion-related random variables for relevant insurance risk processes. As it turns out, the results in Theorems 1, 2, 3 and 4 lead to explicit expressions for the distribution of depletion-related random variables when the q-scale function of the model has a tractable form. In fact, we will see that a tractable form for the q-scale function is inherited by the functions λ, F p,q,a and R (q) a defined in (8) , (9) and (10) respectively. These functions are the key ingredients in the general expressions of Theorems 1, 2, 3 and 4. In this section, we show how there are some interesting examples of insurance models with tractable q-scale functions leading to relatively simple expressions for the distributions of depletion random variables. In the following, we will analyze in more detail three models for which we can have an explicit understanding of the depletion problem:
• the Classical Cramer-Lundberg model with exponential claims,
• the Gamma risk process,
• and the Spectrally Negative Stable risk process.
Classical Cramer-Lundberg Model with Exponential Claims
The so-called classical or Cramer-Lundberg model was introduced in [15] . The risk process X is a compound Poisson process starting at x 0, i.e.
where the number of claims is assumed to follow a Poisson process (N t ) t 0 with intensity λ. which is independent of the positive and iid random variables (Z n ) n 1 representing claim sizes. The loaded premium c is of the form c = (1 + θ)λE[Z 1 ] for some safety loading factor θ > 0. The form of the q-scale function in this model is relatively simple when the claim sizes are exponentially distributed with mean 1/µ. In this case, the Lévy measure takes the simple form ν(dx) = λK(dx) where K is the exponential probability measure associated to the claim sizes. In turn, the Laplace exponent in (5) becomes,
where φ K (s) = µ µ+s is the Laplace transform of an exponential distribution (see for instance [13] ). In this case, the premium rate is c = λ(1+θ) µ where θ > 0 is a positive security loading. A path of a such process is linear by part, so its corresponding drawdown process is quite simple to draw. This model has been for long a textbook example for which the distribution of ruin-related quantities can be explicitly computed. This is in fact possible thanks to the tractable form of the q-scale function although maybe this was not immediately recognized. It turns out that just like for the ruin problem, this tractable form of the q-scale function also allows for an explicit study of the depletion problem. Here, we give the form of the q-scale function and study in detail the depletion problem for this particular example. Moreover, we derive explicit expressions for the distributions of depletion random variables of Theorems 1, 2, 3 and 4.
The expression for the q-scale function in this case is known and is given by
with Φ(q) = 1 2c q + λ − cµ + (q + λ − cµ) 2 + 4qµc . For details see [11] . Now we also need expressions for the functions λ and R (q) a . These are given in the following result.
Proposition 5. Consider the process X t in (29) where the Z i 's are identically independent exponential random variables with mean 1/µ and let a > 0 be a critical drawdown size. Then,
with W (q) and W ′(q) given by (31) and (33) respectively.
Proof. By definition,
By referring to equation (31) we can see that W (q) is a derivable function on (0, ∞) so by differentiating equation (31) we can directly obtain,
Combining (31) and (33) in the definition (8) yields the first result. As W (q) is an increasing function and has a mass at x = 0, recall that in this case (see [13] ), W (q) (0) = 1/c, we have W (q) (dx) = W ′(q) (x)dx + The main results regarding depletion-related quantities are given in terms of W (q) and λ(a, q) with q = 0. These expressions take on a more simple form in this case and are given in the following result. Proposition 6. Consider the process X t in (29) where the Z i 's are identically independent exponential random variables with mean 1/µ and let a > 0 be a critical drawdown size. Then,
x , λ(a, 0) = µθ µ , and by using definitions (9)and (10) . Simply recall that Φ(0) = 0.
We now give explicit representations for the distributions in Theorem 2, 3 and 4 as they are specialized to this case.
Proposition 7.
Consider an insurance risk process (X t ) t 0 of the form defined (29) with an initial level x 0 and let a > 0 be a fixed critical drawdown size. Then,
where λ(a, 0) and the scale function W are given in Proposition 6.
Proof. To show this proposition we use the expression of P x X τa < 0 given in Theorem 2. But in this model σ = 0 so we have ∆ (0) (a) = 0 and
The Lévy measure for the process S t is ν(dx) = λµe −µx dx. So, by replacing this into the interior integral in (35) we have
On the other hand, we have
So by applying (37) and (36) into (35) we have
Consider an insurance risk process (X t ) t 0 of the form defined (29) with an initial level x 0 and let a > 0 be a fixed critical drawdown size. Then, 1. the largest drawdown observed before critical drawdown follows a mixture of a diffusive distribution on (0, a] and the Dirac measure at 0,
a − e −µa δ 0 (dy) , 2. the overshoot over the critical drawdown Y τa − a follows an exponential distribution with mean 1/µ,
Proof. We prove this proposition by applying Theorem 3. Here σ = 0 and naturally ∆ (0) (a) = 0.
By plugging
We conclude the first part of the theorem using the expression of R
a (dy) given in Proposition 6.
2. To prove the second part of the theorem we have
for h > 0, y ∈ [0, a]. Substituting (39) in (19) gives
We now provide explicit expressions for joint Laplace transform of G τa and τ a as well as the Laplace transform of the speed of depletion. Notice that the Laplace transform of G τa is a simple function of λ(a, q) and it can be computed in a straightforward way using Proposition 2 and equation (32).
Proposition 9.
Consider an insurance risk process (X t ) t 0 of the form defined (29) with an initial level x 0 and let a > 0 be a fixed critical drawdown size. Then, for q, r 0,
1. the bivariate Laplace transform of τ a and G τa is given by
. the Laplace transform of the speed of depletion τ a − G τa is given by,
Recall that λ(a, .) is given in Proposition 6.
Proof. As σ = 0 so naturally ∆ (0) (a) = 0.
1. The Lévy measure of the process X is ν(dx) = λµe −µx dx and so ∞ 0 ν(a − y + dh) = λe −µ(a−y) . Now using Proposition 2 as it specializes to this case yields,
Using now Proposition 5 we can compute the following integral,
In order to finish the proof it would be sufficient to find an expression for a 0 e µy W (q) (dy). By using equation (31) in Proposition ??, we have
Now, by combining equations (43) and (42) into (41) we obtain
Using the expressions (31) and (32) for W (q) (a) and λ(a, q) respectively, we deduce that,
This completes the proof.
2. In a similar way, specializing Theorem 4 to this case using the expressions in Propositions ?? and 5 yields the result.
In the following proposition we provide the conditional distribution for the depletion quantities given the event {X τa 0}. Expressing the joint Laplace transform for G τa and τ a in the presence of the event {X τa 0} is also of interest so that for which we discuss in the following proposition.
Proposition 10. Consider an insurance risk process (X t ) t 0 of the form defined (29) with an initial level x 0 and let a > 0 be a fixed critical drawdown size. Then,
µ+λ(a,q+r) e −µ(x∨a−a) .
Proof. To prove this proposition we need to use Proposition 3 and 4.
1. To show the first part we compute the expression given in (25). In fact by considering different cases between x and a we have
On the other side, by (34) we have
Applying (45) and (44) to (25) yields the result in the first part of the theorem.
2. To show this part we also compute the expression given in (26). After simplifying the expression we have
One again applying (46) and (45) to (26) proves the result in the second part of the theorem.
3. This part can be proven by computing the expression given in (27) and using (45). In fact after some simplifications we get,
To end the proof we just need to replace (47) and (45) to (27).
4. The last part of the theorem can be shown directly by computing the expression in (28). It is clear from (40) that
So, the proof is complete if we apply (48) to the expression in (28) and simplify the expression.
Remark 2.
Under the same assumptions of Theorem 10, it can be seen that 1. from the first part of the Theorem 10, the event {Y τa− ∈ dy} is independent of the event {X τa 0}. In fact by recalling (38) we have P x Y τa− ∈ dy| X τa 0 = λe −µ(a−y) R (0) a (dy) = P x (Y τa− ∈ dy). Thus, knowing X τa does not affect on the distribution of the largest drawdown before critical drawdown, Y τa− .
2. from the second part of the Theorem 10, if x < a, then the random variable Y τa − a given {X τa 0}
follows an exponential distribution with parameter µ + λ(a, 0). In other words,
3. from the joint Laplace transform of (τ a , G τa ), we deduce that G τa and τ a − G τa are independent random variables on the event X τa 0 . Thus, the Laplace transform of the depletion random variable , τ a − G τa , given the event X τa 0 is
Gamma Risk Process
The gamma risk model was introduced in [5] and is defined by
where the aggregate claims process (S t ) t 0 is assumed to follow a gamma subordinator with Lévy measure
where α, β > 0. The loaded premium c is of the form c = (1 + θ)E[S 1 ] for some safety loading factor θ > 0.
In turn, the Laplace exponent in (5) becomes,
We refer the reader to [8] for a discussion of subordinator models in risk theory. In this section we are going to provide expressions for X τa , X τa , Y τa− and Y τa − a associated to the process X given by X t = ct − S t .
To find these expressions we need first to provide W (x) for X. Let the process X start at x 0. Based on the result given in Chapter 8 of [13] for survival probability for a spectrally negative Lévy process we have,
where φ(x) is the probability of ruin and ψ X is the Laplace exponent for X. On the other hand, [5] gives another expression for survival probability for X t = ct − S t when S is a gamma subordiantor. That is,
where
is the exponential integral function and M * n (x) = x 0 M * (n−1) (x − y)M ′ (y)dy is the nth-fold convolution where M ′ (y) = βE 1 (βy).
, we have ψ ′ X (0 + ) = αθ β > 0. Now, by equalizing (50) and (51) we can get the expression for W (x). More precisely, we have,
Taking derivative of W (x) in (52) yields,
This yields to the following expression for λ(a, 0),
Using (52), (53) and (54) can also provide expressions for F 0,0,a (x) and R
a (dy).
Proposition 11. Consider an insurance risk process (X t ) t 0 of the form defined (49) with an initial level x 0 and let a > 0 be a fixed critical drawdown size. Then,
where G γ,β (v), λ(a, 0) and W (a) are given by (55), (54) and (52).
Proof. Once again like the procedure we have done in the previous subsection, to show this proposition we need to use Theorem 2. Here as σ = 0 so naturally ∆ (0) (a) = 0. We just need to compute the integrals in the expression given for P x [X τa < 0] in Theorem 2. The Lévy measure for the process S t is ν(dx) = αx −1 e −βx dx. So, by replacing this into
where E 1 is the exponential integral function. Now, define the following function.
So by applying numerical methods we can compute the function G γ,β . To end the proof it is sufficient to apply (55) in (15) . Thus, we have
Now, we are going to provide representations for distributions of each of the random variables Y τa− and Y τa − a.
Proposition 12. Consider an insurance risk process (X t ) t 0 of the form defined (49) with an initial level x 0 and let a > 0 be a fixed critical drawdown size. Then, 1. the distribution of Y τa− , the largest drawdown observed before the critical drawdown of size a, is:
2. the overshoot of critical drawdown over level a is:
a (dy)dh.
Proof. As σ = 0 thus ∆ (0) (a) = 0. − y) ). By plugging it into (18) we have
It is clear that
for
Spectrally Negative Stable process
In this section we are studying the running minimum at the first-passage time over a level a of the drawdown process Y . In fact, we study the probability which the running minimum at the first-passage time goes below 0 when X t is a spectrally negative stable process with stability parameter α ∈ (1, 2). Furthermore, we give representations for distributions of each of the stochastic processes X τa , Y τa− and Y τa − a associated to the main process X given above. Let X t be a spectrally negative stable process with stability parameter α ∈ (1, 2) and Laplace exponent φ(s) = s α for s > 0. Moreover, the Lévy measure in (5) is ν(dx) = β x 1+α dx for x, β > 0. It can be seen (see for example [14, 16] 
for x, q 0 where
is the Mittag-Leffler function and Γ is the gamma function.
Proposition 13. Let X t be a stable process with stability parameter α ∈ (1, 2) and let a > 0 be a critical drawdown size. Then, λ(a, q) = α − 1 a + qαa 
Proof. Taking derivative of (57) with respect to x and substitute it in λ(a, q) given by (8) (in R (q) a given by (10) respectively) yields (58)((59) respectively). 
Proposition 14. Consider a spectrally negative stable process (X t ) t 0 with stability parameter α ∈ (1, 2) with an initial surplus x 0 and let a > 0 be a fixed critical drawdown size. Then where λ(a, 0) is given by (58) and g a,α,0 (v) is defined by (61).
Proof. To show this proposition we need to use Theorem 2 one more time. The Lévy measure for the process −X t is ν(dh) = β h 1+α dh for β > 0. So, by replacing this into h>0 1 − e −λ(a,0)h ν(x ∨ a − y + dh) we have 
We can use the numerical methods to compute H γ 1 ,γ 2 ,q (v) for a given value v. For the special case γ 1 = γ 2 = 0, v = a and q = 0 we have To end the proof it is sufficient to replace (61) and (62) into (15) . Therefore, after some simplifications we get Proposition 15. Consider a spectrally negative stable process (X t ) t 0 with stability parameter α ∈ (1, 2) with an initial surplus x 0 and let a > 0 be a fixed critical drawdown size. Then, 1. the distribution of Y τa− , the largest drawdown observed before the critical drawdown of size a, is:
E x [1 {Y τa− ∈dy} ] = βy α−2 (a − y) α−1 dy, 2. the overshoot of critical drawdown over level a is:
a (dy) (a − y + h) α+1 dh.
Proof. As σ = 0 thus ∆ (0) (a) = 0. 
The proof of first part is done by replacing (60) into (63).
2. To prove the second part of the theorem we have ν(a − y + dh) = β (a − y + h) α+1 dh.
Substituting (64) in (19) gives
In the sequel of this subsection we are going to provide the joint Laplace transform of τ a and G τa . In fact, we are seeking the Laplace transform of the depletion random variable, τ a − G τa .
Proposition 16. Consider a spectrally negative stable process (X t ) t 0 with stability parameter α ∈ (1, 2) with an initial surplus x 0 and let a > 0 be a fixed critical drawdown size.
1. the bivariate Laplace transform of τ a and G τa is given by E x e −qτa−rGτ a = βλ(a, q) αλ(a, q + r) H 0,0,q (a),
where H 0,0,q (a) is defined by (61) and λ(a, q) is given by (58)
2. the Laplace transform of the speed of depletion τ a − G τa is given by, E x e −q(τa−Gτ a ) = βλ(a, q) αλ(a, 0) H 0,0,q (a) .
Proof. As σ = 0 thus ∆ (0) (a) = 0 in Proposition 2 and Theorem 4. This ends the proof of the first part.
2. In a similar way, specializing Theorem 4 to this case using the expressions in (58) and (59) yields the result.
