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Abstract
A simplified model that studies stimuli representation and the set of algorithms that let us analyze associative learning in some
particular cases with predetermined values of the salience of the stimuli is presented. We simulate an experiment where rats were
trained in a Morris pool to find a hidden platform in the presence of a single landmark. The results obtained agree with a previous
study where it was found that the control acquired by a single landmark is different depending on its relative distance from the
hidden platform. In this paper, some simplified equations of the associative learning model have been used.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction and basic results
An important associative learning model of the representation of stimuli was suggested in 1989 byMacLaren, Kaye,
and Mackintosh (see [1,2]). This model served as a frame of reference for a subsequent study by Artigas, Chamizo,
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where E and D are the positive constants for excitation and decay, respectively; S is a positive constant and wi i ,
1 ≤ i ≤ n, are always equal to 0. The preceding equations Model a net of nodes interconnected by links or weights.
All the nodes are interconnected, but the strength of the link, wi j , between two nodes may vary. When activation,
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ai , tries to pass along a link, namely, when one activated node tries to influence another, the link strength or weight
determines how successful this will be. Finally, the external input for a given node will be denoted by ei , where its
value depends on the presence of the stimuli.
In vectorial notation, Eq. (1) can be written as follows:
dai
dτ
= E (e +Wa)i (1− ai )− D ai , (3)
where a = (a1, . . . , an)T, W = (wi j ), 1 ≤ i, j ≤ n and e = (e1, . . . , en)T (‘T’ denotes the transpose of a vector or
matrix). Notice that if ai < 1 (i.e., when the ai does not accomplish the saturation condition), then the term 1− ai in
Eq. (3) can be removed. Assuming the previous hypothesis equations (1) and (2) in vectorial notation become
da
dτ
= [E W − D I ]a + E e, (4)
dW
dτ
= S [e −Wa] aT, (5)
where I is the identity matrix. Scaling the time by making the change of variable t = E τ , we get E = 1 and
da
dt
= [W − γ I ]a + e, (6)
dW
dt
= β[e −Wa]aT, (7)
where γ = D/E and β = S/E . Observe that with this transformation, the model with three constants (E, D, S) has
changed to a model with two constants (γ, β).
Eq. (7) is known as the delta rule (see [4]). It controls the weight variation and the term ∆ = e − Wa is the
difference between the external and internal inputs.
Now, imagine a study with rats in a Morris pool. This equipment consists of a large circular pool, filled with
opaque water, where rats are trained to approach a white platform which normally is 1 cm below the surface of the
water and therefore is invisible to the animals. Provided the platform stays in one fixed position the rats have no
difficulty locating it (see [5]). Besides, Chamizo and Rodrigo have shown that when rats are trained to find a hidden
platform in a Morris pool in the presence of a single landmark, its spatial proximity from the hidden platform affects
how well it can be used to locate it: the closer the better (see [6]). In this study, circular black curtains surrounded the
pool, with the single landmark inside this enclosure, so that no other room cues could provide additional information
about the location of the platform. This landmark was hung from a false ceiling and rotated from trial to trial, and
the position of the platform also changed on each trial, thus preserving a constant relation between the platform and
the landmark. The distance between the landmark and the goal was varied in the three groups of the study. For one
group, the position of the landmark was exactly above the hidden platform (Group Above); for the second group it
was relatively close (50 cm away) to the hidden platform (Group Near); and finally, for the third group the position of
the landmark was relatively far (110 cm) from the hidden platform (Group Far). During acquisition, above rats were
faster to find the platform than near rats, which in turn were faster than far rats. Subsequent tests, without the platform,
were also conducted. These trials lasted 120 s and the amount of time the rats spent in the quadrant where the platform
should have been was recorded. Test trials revealed spatial learning in the three groups; but the performance was better
for Group Above, second for Group Near, and third for Group Far (for a related study see [7]).
Our goal in this paper is to model the preceding experiment by means of Eqs. (6) and (7), solving them using a
classical technique (see [3]) based on the discretization of the equations.
2. Learning model equations
The model given by Eqs. (6) and (7) will be applied to the experiment described in the previous section and














214 M. Grau-Sa´nchez et al. / Computers and Mathematics with Applications 56 (2008) 212–217
and setting h = 1, we get the equations which we will work from now on:
ak+1 = ak + [W kak − γ ak + e], (8)
W k+1 = W k + β[e −W kak]  akT, (9)
where k ≥ 0, β ∈ R, a, e ∈ Rn and W is a real n × n matrix whose diagonal has elements equal to zero due to the
fact that in the model that we are considering, the nodes do not have auto-feedback and therefore, in any step wi i = 0.
The vector product used in (9) is given by x  yT = Z , where
zi j =
{
xi y j if i 6= j,
0 if i = j.
Classically, to solve Eq. (8) a procedure that consists in iterating it, starting from initial values of a, W, γ and
e until a desired precision is obtained, was usually performed. That is, the solution a¯k with a prefixed precision is
obtained approximately by a¯k ≈ limk→∞ ak . The procedure that we will use to solve Eqs. (8) and (9) is carried out in
the following steps:
(i) To stabilize Eq. (8), we will find the fixed point of dadt = 0. It consists in getting a¯k by the formula a¯k =
(γ I −W k)−1e.
(ii) Setting ak = a¯k into Eq. (9) we obtain W k+1, and after that we go back to (i) and perform it again.
The activations vector a is divided in two parts. Let us denote by P1 the first set of components and by P2 the
second set of components, respectively. The set P1 corresponds to the landmark and P2 to the platform. To evaluate
the learning, we consider the learning process and the test process. During the learning process all components of
vector e are equal to 1, because both the platform and the landmark are present in the experiment. In the test process,
we have the values of ak and W k computed previously in the learning process, and now we set a new vector e˜ where
the elements of its second set of components are taken as equal to zero because in this case the platform is removed.
Since the connections of the weights are slower than the activations, the value of β used in the evaluation of (9)
must be small.
We close this section by describing the algorithms of the learning and the test processes, respectively. We start the
iteration method with initial values of a and W equal to zero, i.e., a0i = 0, w0i j = 0, 1 ≤ i, j ≤ n, and we also set for
β the small value β = 0.04.
Learning process algorithm
1. Set W = W k to stabilize (8). That is,
a¯k = lim
k→∞ a
k = (γ I −W )−1e,
where e has all components equal to one and γ is a positive constant.
2. Putting ak = a¯k as computed in 1, the Eq. (9) is iterated one time and we get W k+1 given by
W k+1 = W k + β[e −W k a¯k]  (a¯k)T,
and after that we return to 1.
Test process algorithm
We carry out the test algorithm after each iteration of the learning process. We have computed W k by the learning
process, and now we put e˜ that has the same first set of components P1 equal to e, and P2 with all its components
equal to zero. Next we stabilize (8)
a˜ j = (γ I −W k)−1e˜, j ≥ 1. (10)
The activation above is measured periodically without altering the values of a and the W obtained in the learning
process.
When running the algorithm for positive values of β, the output obtained shows: (a) the same qualitative behavior
from β = 0.01 to β = 0.23 (activation growth increases depending on the value of the parameter from zero to the
asymptote, and this last value is reached most rapidly for values of β close to the upper limit); (b) for β ranging from
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0.24 to 0.34 the activations reach values greater than one and the algorithm converges; and (c) for β ≥ 0.35, the
algorithm does not converge. Since in the case (a) the qualitative behavior is similar, the choice of β is not relevant.
Therefore, we can choose any value of β between 0.01 and 0.23 to perform the computations. In this work we have
chosen β = 0.04.
3. Main result
Before presenting the main results of this paper, we give some definitions that will be used hereafter.
Definition 1. The term salience refers to significance or noticeability. There are different ways to increase the salience
of a stimulus. One way is to make the stimulus more relevant to the biological needs of an organism. For example, in
the Morris pool, finding the platform not only allows an animal to escape from the water (which rats dislike) but also
to rest on it, thus reducing its fatigue. This may be partly the reason why a landmark close to a hidden platform (i.e., a
landmark that allows the subject to find the platform and thus rest more quickly than a landmark located farther away
does) becomes more salient, or more relevant, than the same landmark placed farther away from the platform (see [6,
7]). Empirically, using the Eq. (8), salience is given by 1/γ .
Definition 2. The time taken by a rat to reach the hidden platform is known as the latency of an acquisition trial
(i.e., an escape from the water trial). To compute it, we will use the following expression:
Latency j = L j = a˜
∞(P2)
a˜∞(P1)
− a˜ j (P2), j ≥ 1,
where a˜∞ represents the limit (10) computed when j →∞.




2n − n2 − 1 ,
where n = n1 + n2 and n1, n2 are the sums of the components of P1 and P2, respectively. Notice that this ratio does
not depend of γ . It can be used as the upper bound that led us to the zero of the latency.
When e has one or more components equal to zero, we have observed computationally that the results obtained
agree with Proposition 2 (see Appendix) if n = n1 + n2 ≥ 4. To select n1 and n2, we have two possibilities: (a)
n2 ≥ n1 or (b) n2 < n1. In the first case, when running the test process algorithm the asymptotic level of the activation
of P2 obtained is too small compared with the output obtained if we carry out the test with n2 < n1. Therefore,
in a qualitative study, the selection of the pairs (n1, n2) should be done according to (b) condition. In this work
computations have been run with (n1, n2) = (4, 2).
From Eqs. (8) and (9) we have generated three sequences: the activation vectors in the learning process a’s and the
activation vectors in the test process a˜’s; and a sequence of weighted matrices W ’s. With the values of a˜’s obtained,
we have built up the latency in each step using γ = 2, 3 and 4, respectively. These values of γ correspond to the
saliences 0.5, 0.33 and 0.25. Finally the results obtained have been plotted and are represented in Fig. 1.
Note that in Fig. 1 the results obtained are equivalent to those described in [6], where the legend Days corresponds
to the number of iterations of the mathematical model. On the other hand, a˜∞(P2) is an upper bound of the increasing
sequence given by a˜ j (P2), j ≥ 1. Moreover, since
a˜∞(P1) = 2 (n + n1 − 1)
γ (2n − 1) < 1, γ = 2, 3, 4,
(see Proposition 3), the rate a˜
∞(P2)
a˜∞(P1) gives an appropriate distance such that the latency does not tend to zero.
4. Conclusions
A mathematical model of associative learning for studying how rapidly rats can learn to locate a hidden platform
that remains in a fixed spatial location relative to a single object or landmark has been considered.
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Fig. 1. Latencies obtained in three simulated groups of subjects (i.e., Above, Near, and Far) where the spatial proximity from a single landmark to
the hidden platform varied as in the study described in [6].
Comparing the latencies between the theoretical results of the present simulations (i.e., Fig. 1) with the practical
results obtained in [6], it is very clear that a high degree of agreement was observed. We conclude that the relative
position of a single landmark in relation to the hidden platform can be considered as a component of the salience of
the landmark (as suggested by [6,7]).
Considering future work, we intend to generalize our model to studies in which rats are required to find a hidden
platform in a Morris pool in the presence of two landmarks of different salience.
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Appendix
We will use the following notation. The vector with all its components equal to one will be denoted by u =
(1, . . . , 1)T, and the matrix with all its terms equal to one except the elements of its main diagonal (which are equal
to zero) will be denoted by U = (ui j ), where ui j = 1 if i 6= j and ui i = 0, 1 ≤ i, j ≤ n.
Proposition 1. If a0 = 0, W 0 = 0 and e = u, then a¯k = ρk u and W k = wk U, where ρk, wk ∈ R.
Proof. To establish the preceding result, we will use the algorithm described in (8) and (9) and argue by induction.
For k = 1,
a¯0 = (γ I −W 0)−1e = 1
γ
u,
W 1 = W 0 + β(e −W 0 a¯0) (a¯0)T = β
γ
U,
holds. Assume that the statement holds for k, namely, W k = wk U and ak = ρk u. Then,
a¯k = (γ I −W k)−1e = (γ I − wk U )−1e,
that led us to the linear system (γ I − wk U )t = u where a¯k = t = (t1, . . . , tn)T. Since the determinant of the
coefficient matrix of the system is non zero and the eigenvalues of the matrix are (n − 1) wk , which is simple and
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−wk with multiplicity n − 1, the system is compatible and has unique solution. Setting all the components equal to
t1 = · · · = tn = ρk , we obtain the solution ρk = 1γ−(n−1) wk and a¯k = ρk u. Finally,
W k+1 = W k + β(e −W k a¯k) (a¯k)T = W k + β (e − wk U a¯k) (a¯k)T = wk+1 U,
because each array has all its components equal. 
Proposition 2. If all the components of vector e are nonzero, then there exists a unique equilibrium point of Eqs. (6)
and (7), say (a¯, W¯ ) such that
a¯ = 2
γ
e and W¯e = γ
2
e.
Proof. From (7) e−Wa = 0, we have Wa = e. From (6) (W − γ I ) a+ e = 0 with Wa = e, we get e− γ a+ e = 0;
that is, a = 2
γ
e. From a = 2
γ
e and Wa = e, we obtain W 2
γ
e = e, and therefore We = γ2 e. 
Remark 1. From a¯ = 2
γ
e and e = u, we have ‖a¯‖∞ = 2γ . Since we want that ‖a¯‖∞ ≤ 1, it suffices to set γ ≥ 2.
Remark 2. Let be W = ω U . If we put e = u, from W e = ω (n − 1) e and W e = γ2 e, yields
ω = γ
2(n − 1) ,
and the eigenvalues of W are γ2 , which is simple and − γ2(n−1) with multiplicity equal to n − 1.
Proposition 3. The vector a˜ j defined in (10) tends to the limit a˜∞ = lim j→∞ a˜ j where
a˜∞(P1) = 2 (n + n1 − 1)
γ (2n − 1) and a˜
∞(P2) = 2 n1
γ (2n − 1) .
Proof. The system a˜ = (γ I −W )−1e˜ in matrix notation can be written as
(γ I − ω U )a˜ = e˜, (11)
where ω = γ2 (n−1) , a˜T = (a1, . . . , a1︸ ︷︷ ︸
n1
, a0, . . . , a0︸ ︷︷ ︸
n2
) and e˜T = (1, . . . , 1︸ ︷︷ ︸
n1
, 0, . . . , 0︸ ︷︷ ︸
n2
), on n1 + n2 = n. System (11)
reduces to two equations with two unknowns that led us to




where Γ = ω n (ω + γ )− (ω + γ )2 and this completes the proof. 
Remark 3. The asymptotic value in the test is ‖a˜∞‖∞ = 2 (n+n1−1)γ (2n−1) .






2 n−n2−1 does not depend on γ and it is the value used as upper bound.
References
[1] I.P.L. McLaren, H. Kaye, N.J. Mackintosh, An associative theory of the representation of stimuli, in: R.G.M. Morris (Ed.), Parallel Distributed
Processing: Implications for Psychology and Neurobiology, Oxford University Press, 1989, pp. 102–130.
[2] I.P.L. McLaren, N.J. Mackintosh, An elemental model of associative learning: I. Latent inhibition and perceptual learning, Animal Learning
and Behavior 28 (2000) 211–246.
[3] A.A. Artigas, V.D. Chamizo, J.M. Peris, Inhibitory associations between neutral stimuli: A comparative approach, Animal Learning and
Behavior 29 (2001) 46–65.
[4] G. Widrow, M.E. Hoff, Adaptive swichting circuits, Institute of Radio Engineers: Western electronic show and convention (Convention Record,
Pt. 4) (1960) 96–104.
[5] R.G.M. Morris, Spatial localization does not require the presence of local cues, Learning and Motivation 12 (1981) 239–260.
[6] V.D. Chamizo, T. Rodrigo, Effect of absolute spatial proximity between a landmark and a goal, Learning and Motivation 35 (2004) 102–114.
[7] V.D. Chamizo, T. Rodrigo, J.M. Peris, M. Grau, The influence of landmark salience in a navigation task: An additive effect between its
components, Journal of Experimental Psychology: Animal Behavior Processes 32 (2006) 339–344.
