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ABSTRACT
This thesis reports various attempts at applying generative deep neural net-
works to audio for the task of recovering a high quality audio signal when
given a low sample rate signal. Our experiments show that deep networks
are able to discover patterns in speech and music signals by working in both
time and frequency domains jointly. Such a network structure outperforms
other methods that work either in the time domain or frequency domain ex-
clusively. In our evaluations with speech signals, our method outperforms a
time-domain only method by Kuleshov et al . by 1.4 dB for 4× and by up to
2.0 dB for 8× upsampling.
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CHAPTER 1
INTRODUCTION
Audio signal processing has came a long way since traditional analog circuits.
Relatively cheap availability of computational power has allowed us to apply
sophisticated algorithms onto audio signals that are either impractical or
impossible with analog circuits.
Super-resolution (SR) is the task of reconstructing high-resolution (HR)
data from a low-resolution (LR) input. In the audio domain, we define this
as the recovery of a high sample rate audio signal when given a only a low
sample rate signal. This can also be viewed as a specific case of generic audio
bandwidth extension, whereby we are only seeking to recover high-frequency
components beyond those limited by the sampling rate.
This is a challenging task due to its ill-posed nature, especially when the
upscaling factor is high. From tackling the SR problem we can gain under-
standing of the data priors, leading to improvements in related areas such as
compression and generative modeling.
1.1 Background
Recently, image super-resolution algorithms have received strong attention in
the computer vision community, and achieved remarkable success by model-
ing SR as a regression task with deep neural networks. In this work we explore
the analogous SR task for audio data (i.e. learning a mapping from LR to
HR audio frames). To visualize the reconstruction, in Fig. 1.1 we show the
spectrograms of the LR input, the HR reconstruction and the ground truth.
Prior works, such as Li et al . [1], propose a deep neural network to learn the
LR to HR mapping of spectral magnitude and completely ignore the phase of
the missing high-frequency component. In [2], Kuleshov et al . propose a deep
neural network to learn the LR to HR mapping directly in the time domain.
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Input x Prediction yˆ Ground Truth y
Figure 1.1: Spectrogram corresponding to the LR input (frequencies above
4 kHz missing), HR reconstruction, and the HR ground truth. Our
approach successfully recovers the high-frequency components from the LR
audio signal.
While these models show promising results, each model only operates in
either time or frequency domain and focuses on a different aspect of the
signal.
To take advantage of both time and frequency domain information, we
propose Time-Frequency Network (TFNet) a deep neural network, which
chooses when to use the time and frequency information for audio SR.
At first glance, modeling in both frequency and time domain seems like a
redundant representation; from Parseval’s theorem the `2 difference of pre-
diction error, whether in the frequency or time domain, is exactly the same.
However, regression from LR to HR in time solves a different problem than
in frequency domain. In the time domain, it is analogous to the image super-
resolution task, mapping “audio patches” from LR to HR. On the other hand,
SR in the frequency domain is analogous to the semantic image inpainting
task [3, 4], in which missing regions of an image are filled in with data rel-
evant to the rest of the image. Given the low-frequency components of a
spectrogram, output the high-frequency components; see Fig. 1.2 for illus-
tration. Therefore, to exploit the best of both worlds, we propose to model
audio SR jointly in both time and frequency domains.
Experiments on two datasets show that our approach outperforms the
state-of-the-art methods on quantitative metrics, and qualitatively the re-
constructions are more natural.
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Figure 1.2: Illustration of the input output for image SR, semantic image
inpainting, and audio SR in time and frequency domain. Audio SR in time
domain is analogous to image SR, where samples are missing in the LR
input. On the other hand, Audio SR in spectral domain can be viewed as
image inpainting of spectrograms, i.e., given the bottom low-frequency
“image”, predict the remaining image.
1.2 Thesis Organization
The perception of sound by humans is a complicated process; metrics like
SNR and `2 distances are often insufficiently reflective of the audio quality
perceived by humans. In Chapter 2, we present a review of methods that
attempt to compute a quality metric similar to human perception. Next, in
Chapter 3, we discuss an attempt at directly applying generative adversarial
networks (GANs) that is highly successful in image inpainting onto audio
signals with a domain transform, with an analysis of its failures and how
it can be improved. In Chapter 4 we present novel network design that is
capable of learning patterns present in both time and frequency domains,
with detailed experimental results in Chapter 5. Finally, in Chapter 6 we
summarize our findings and reiterate the challenges and limitations of our
approach.
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CHAPTER 2
AUDIO AND SIGNAL QUALITY
2.1 Problem Formulation
Formally, given a low-resolution discrete audio signal, xlr, we seek to generate
a high-resolution audio signal xˆhr = f(x) that is perceptually close to the
high-resolution groundtruth signal y. That is,
xˆ∗hr = argmin
xhr
d(y,xhr), (2.1)
where d is some distance or similarity measure. However, the problem stated
in Eq. (2.1) cannot be solved directly firstly due to the fact that y is not
available. With a known degradation mapping D and noise , we model our
signal as:
xlr = Dy + . (2.2)
Being an ill-posed problem and it is common to include prior knowledge
on xhr as a regularization term, resulting in an objective function of the form
xˆ∗hr = argmin
xhr
d(xlr, Dxhr) + λgprior(xhr). (2.3)
Concretely, a common choice for the similarity measure is the l2 norm
and gprior = ‖x‖2. In Chapter 3 we will show a formulation using a data-
driven prior. In subsequent chapters, we will provide concrete versions of
the objective function relevant to the approach discussed. Alternatively, in
Chapter 4, we will show another approach that directly learns the inverse
mapping from xlr to xˆhr.
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2.2 Quality Measures and Distance Metrics
Apart from the various norms, we provide a brief discussion of several other
metrics known to the audio engineering community. These measures can be
broadly categorized into two categories: objective measures like signal-to-
noise ratio and subjective or qualitative measures based on human percep-
tion.
While simple and easy to implement, objective metrics require precise
alignment of every sample. Even slight delays could introduce large errors
that are otherwise imperceptible by the human listener.
2.2.1 Log Spectral Distortion Distance
Apart from SNR, we could also compute a similarity metric in the log fre-
quency domain. The SNR captures a weighted difference between the pre-
diction and the ground-truth data in the time domain. On the other hand,
LSD captures the difference between the prediction and the ground-truth in
the frequency domain [5]:
LSD(y, yˆ) =
10
L
L∑
l=1
‖log10F (yl)− log10F (yˆl)‖2 , (2.4)
where the subscript l denotes the index of short windowed segments of the
audio.
2.3 Modeling Human Perceptual
While measures mentioned in the preceding sections are well defined mathe-
matically and easily computable, they do not necessarily reflect the perceived
quality of audio when heard by the human. The International Telecommu-
nication Union (ITU) proposed several algorithms to model the human per-
ception of audio quality. These methods are data-driven approaches and
produce a predicted mean opinion scores (MOS)[6, 7, 8].
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2.3.1 PEAQ
The Perceptual Evaluation of Audio Quality [7, 8] (PEAQ, ITU-R Recom-
mendation BS.1387) is a standardized algorithm for objectively measuring
the perceived quality of an audio sample. However criticism has been leveled
at this measure [9] because many aspects of the metric are underspecified.
This algorithm combines psycho-acoustic models and finally uses a trained
neural network to predict a MOS on the quality of the degraded signal. De-
spite this deficiency, the reports and recommendations in these standards
and subsequent studies performed by Kabal in [9] clearly showed the com-
plex nature of the human auditory process. While we do not use this quality
measure ultimately due to the lack of reference specifications, we learned that
in order for an algorithm to perform well, it will have to be able to model
features present in both time domain and frequency domain, difference in
importance of different frequency ranges, and also exclude unimportant fea-
tures, e.g . overall loudness, none of which could be incorporated easily in the
methods described in Sec. 2.2.
2.3.2 PESQ
The Perceptual Evaluation of Speech Quality [6] (PESQ, ITU-T P.862) is an
attempt at overcoming the deficiencies as discussed in the preceding sections
when the domain of the audio signal is restricted solely to speech. Figure 2.1
shows an overview of the PESQ algorithm. The model takes into account
small misalignments in time and performs loudness equalization of each eval-
uation frame. Furthermore, different weightings were applied to different
frequency ranges in an attempt to model the human auditory process. Fi-
nally the difference between a reference signal and degraded signal after this
alignment, equalization, and transform process is fed into a neural network
model based on a sample of human listeners to predict a MOS.
2.3.3 Drawbacks
While these methods closely model how a human might perceive the quality
of an audio clip, primarily due to the need to arbitrarily select different
frames, they are not usable directly in the training in our work. Therefore,
6
Figure 2.1: Overview of PESQ algorithm [6]
we present these methods as an objective evaluation metric that we use to
determine the quality of our network after training.
7
CHAPTER 3
AUDIO GENERATIVE ADVERSARIAL
NETWORKS
In Chapter 1, we mentioned the analogous relationship between the image
inpainting task and the audio superresolution task. In this chapter, we dis-
cuss an attempt at transforming the audio super-resolution task to the image
domain, subsequently applying a state-of-the-art algorithm [4] for inpainting
to the spectrograms of audio samples.
3.1 Overview of Inpainting with GANs
While GANs are capable of generating good quality images, there is no direct
way of obtaining the latent space representation of a given image. In order to
solve this problem, we can instead solve the following optimization problem:
argmin
z
‖y −DG(z)‖1 + λ log(1−Dg(G(z))) (3.1)
where G and Dg are the GAN generator and discriminator respectively, y
is the input image and z is the latent variable. In the form as presented
in Eq. (2.3), the function with D is a data-driven prior. Intuitively, we
encourage the generator output to be as close as possible to the given image,
while still maintaining a good score as determined by the GAN discriminator.
Finally D, the degradation operator in Eq. (2.3) is a weighted mask on which
pixels to consider. In [4] only the pixels surrounding the missing patches were
considered, with lower weights assigned to pixels far from the boundary of
the holes.
8
Figure 3.1: An example of the phase spectrum of an audio clip. In
comparison with the amplitude spectrum, there seem to be no clear visual
structures present.
3.2 Audio Super-Resolution as Image Inpainting
In order to perform audio super-resolution as an inpainting problem, we com-
pute the spectrogram of an audio file using the short-time Fourier transform.
We then take the magnitude and phase of the coefficients and treat them as
a 2 channel image. We then use these spectrograms as training input for a
fully convolutional GAN (DCGAN) as in [4]. After successfully training a
GAN, we can then apply the same technique, back propagation to the latent
variable, for the task of inpainting. As seen in Chapter 1, a low sampling
rate audio will be missing the higher frequency components. Thus this cor-
responds to the applying a mask on the top portion of an image. For our
experiments, we made use of the VCTK speech dataset [10].
3.3 Analysis
In contrast to the image inpainting application, we were unable to produce
good-quality spectrograms with our audio GAN. While clear visual structures
can be seen in the amplitude spectrum (Fig. 3.1), no such clear structure can
be seen in the phase spectrum. We postulate that this lack of structure is
9
Iteration 1700 Iteration 1800 Iteration 1900
Figure 3.2: Spectrogram from DCGAN training. Each 256x256 square in
the large image is a generated from a random z, the vertical axis is
frequency and the horizontal axis is frequency. For each iteration, 64
spectrograms are shown. It can be seen that there is a lack of variety in the
spectrograms produced; furthermore, the lack of variety gets worse with
more iterations. While patterns emerged from iteration 1700 to 1800, by
iteration 1900 the GAN had encountered mode collapse.
one of the main causes of the failure of using fully convolutional GANs on
audio spectrograms. Figure 3.2 and 3.3 show the outputs of the original
GAN formulation that minimizes the Jensen-Shannon divergence [11] and
a variant that minimizes the Wasserstein distance [12]. Regardless of the
variant used, we failed to learn a generator that could generate high-quality
spectrograms. It is clear in the case of DCGAN (Fig. 3.2) the spectrograms
look very similar to each other. In the case of the Wasserstein distance variant
in Fig. 3.3, there appears to be more variety in the spectrograms. However,
none of these resembled human speech when transformed back into time
domain.
3.3.1 Sensitivity of Hyperparameters and Mode Collapse
Given a fully convolutional network GAN, we found that it was difficult to
reliably train a network that could produce good and diverse spectrograms.
This is a well-documented problem with the use of GANs known as mode
collapse. While a fully convolutional structure works well for natural images,
it does not seem to work well for other image-like data.
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Iteration 1000 Iteration 2000 Iteration 3500
Figure 3.3: As compared to the original GAN formulation, mode collapse
for the Wasserstein distance GAN did not occur as early and as
catastrophically. However, none of these spectrograms correspond to audio
clips resembling speech.
3.4 Concluding Remarks on Audio GANs
While we were unable to reliably produce high-quality spectrograms with
GANs, we attribute this inability not to bad problem formulation but rather
currently unsolved problems in reliably training generative networks. We
expect that if a good generative adversarial network can be found, this for-
mulation might see some success.
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CHAPTER 4
TIME-FREQUENCY NETWORK
In contrast to the GAN approach discussed in Chapter 3, our proposed ap-
proach seeks to find a mapping parameterized on Θ that maps the low-
resolution input to a high resolution output, regularized with weight decay
The overall objective function takes the familiar form of Eq. (2.3).∑
(xlr,xhr)∈D
‖xhr − xˆhr‖2 + λ ‖Θ‖2 , (4.1)
where D is the training set of all (LR, HR) pairs, and λ is the weighting hy-
perparameter for the regularizer, chosen to be 0.0001 in all our experiments.
4.1 AudioUNet
Kuleshov et al . [2] proposed to use a U-Net [13] structure directly on the
spline interpolated time-domain audio signal to generate a high sample rate
audio. Using such a network, they were able to generate a high sample rate
audio that was several dBs better than baseline methods of linear filters and
spline fitting [2].
4.2 Time-Frequency Network
We propose Time-Frequency Network (TFNet), a fully differentiable network
that can be trained end-to-end. It consists of two branches: the time-branch
and the frequency-branch. As illustrated in Fig. 4.1, let Θ be all the pa-
rameters in the model; our model consists of a fully convolutional encoder-
decoder based network H(x; Θ). For a given LR input x, H predicts the
HR audio reconstruction zˆ, and the HR spectral magnitude mˆ. Using our
12
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Figure 4.1: Overall pipeline of Time-Frequency Network. TFNet utilizes
both the time and frequency domain to accomplish audio SR. TFNet
contains a branch which explicitly models the reconstruction’s spectral
magnitude, while the other branch models the reconstruction in time
domain. The outputs of the two branches are finally combined with our
spectral fusion layer to synthesize the high-resolution output.
proposed spectral fusion layer we synthesize the final output. Similar to the
AudioUNet method, we process 8192 sample segments of an audio clip.
4.2.1 Time Branch
Following the success observed by Kuleshov et al ., we adopted the same U-
Net structure used in [2]. While the overall structure of the network is the
same, we only utilized half the number of filters per convolution layer. This
is to ensure that the number of parameters in our network is approximately
equivalent to that of [2], and that any improvement in performance is not
simply due to our network having a larger capacity. We refer to this as the
Slim AudioUNet in the figures.
4.2.2 Frequency Branch
For the frequency domain branch, we performed a discrete Fourier transform
(DFT) on the sequence. Since all audio signals are real values, we discarded
all components corresponding to negative phase, resulting in 4097 Fourier
coefficients. Since there are no clear visual structures in the phase spectrum,
13
Input Output
Figure 4.2: Illustration of the spectral replicator layer on 4x SR task. The
low-frequency components are replicated four times to replace the zeros.
we take magnitude on these coefficients. Since we expect the DC component
to remain unchanged between the high-resolution and low-resolution input,
we excluded it from the network, only to concatenate again before fusion
with the time branch.
4.2.3 Spectral Replicator
As previously mentioned, the convolutional layer typically captures local re-
lationships (i.e., the range of the input-output relationship is limited by the
receptive field). This causes an issue as we want the output’s high-frequency
component to depend on the input’s low-frequency components. For exam-
ple, when upsampling by a factor of four, the receptive field needs to be at
least 3
4
of the total frequency bins, which will require either very large ker-
nels, or many layers. To address this issue of receptive field, we replicate the
available low-frequency spectrum into the high-frequency spectrum, which is
initially all zeros, as illustrated in Fig. 4.2.
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4.2.4 Spectral Fusion Layer
The spectral fusion layer combines the zˆ and mˆ to output the final recon-
struction yˆ, shown below:
M = w  |F (zˆ)|+ (1− w) mˆ,
yˆ = F−1(Mej∠F (zˆ)),
whereF denotes the Fourier transform,  is the Hadamard product (element-
wise multiplication) and w is a trainable parameter.
This layer is differentiable and can be trained end-to-end. The key advan-
tage is that this layer enforces the network to explicitly model the waveform’s
spectral magnitude, while the remainder of the model can model phase in
the time domain.
Our design of the network architecture comes from the observation that
convolution layers can only capture local relationships, and are particularly
good at capturing visual features. When we visualize the magnitude and
phase using of short-time Fourier transform, there are clear visual structures
in the magnitude but not the phase; hence, we only model the magnitude in
the spectral domain.
4.3 Implementation Details
For training, we performed silence filtering to discard sequences below an en-
ergy threshold of 0.05 computed as
∑N−1
n=0 x[n]
2. We found that this improves
training convergences and stabilizes the gradient. For testing and evaluation,
we do not filter out the silences.
Finally, we use the popular Adam optimizer [14] for training our network.
The starting learning rate is 3e−5, we used the polynomial learning rate decay
scheduling with rate of 0.5. All our models were trained for 500,000 steps.
4.4 Putting Everything Together
The method described performs super-resolution on short sample frames of
audio. In order to generate a super-resolution version of an arbitrary length
15
audio, we split the audio into non-overlapping, adjacent segments and process
each independently. Any frames that are shorter are padded with zeros.
These extra frames were then truncated after processing by our algorithm
in order to retain the same signal length. Finally, all generated frames are
simply concatenated in their original order. No extra processing was done to
remove “seams”.
16
CHAPTER 5
EXPERIMENTAL RESULTS
5.1 Datasets and Preparation
We performed detailed evaluation of the TFNet method on two datasets: the
VCTK dataset [10] and Piano dataset [15].
The VCTK dataset contains speech data from 109 native speakers of En-
glish. Each speaker reads out approximately 400 different sentences, and
sentences also differ from speaker to speaker, which totals to 44 hours of
speech data.
Following the previous work [2], we split the data into 88% training 6%
validation, and 6% testing, with no speaker overlap.
For each of the files in the data set, we resampled the audio into a lower
sampling rate by performing a low-pass filter with cut-off frequency at the
Nyquist rate of the target lower sampling rate. This LR sequence is then
upsampled back to the original rate via bi-cubic interpolation. To prepare
the training (LR, HR) pairs, we extract 8192 sample-length subsequences
with 75% overlap from the resampled signal and its corresponding original
signal.
For the VCTK dataset of with 16 kHz sampling rate, this corresponds to
subsequences of approximately 500 ms with the start of every subsequence
125 ms apart from each other. 50% of the remaining sequences are then
discarded as the resulting data set is simply too large to train effectively.
Furthermore, to understand whether the model performance is affected
by data diversity, we formed a new dataset (VCTKs) which only includes
the speaker 1 subset of VCTK. This contains approximately 30 minutes of
speech. The audio data are provided at the sampling rate of 16 kHz.
Piano dataset contains 10 hours of Beethoven sonatas at the sampling rate
of 16 kHz. Due to the repetitive nature of music, we split the Piano dataset
17
Table 5.1: Quantitative comparison on the test set at different upsampling
rate. Left/right results are SNR/LSD.
Model Rate VCTKs VCTK Piano
Bicubic 4 14.8 / 8.2 13.0 / 14.9 22.2 / 5.8
Li et al . [1] 4 15.9 / 4.9 14.9 / 5.8 23.0 / 5.2
Kuleshov et al . [2] 4 17.1 / 3.6 16.1/ 3.5 23.5 / 3.6
Ours 4 18.5 / 1.3 17.5 / 1.27 23.1 / 3.4
Bicubic 6 10.4 / 10.3 9.1 / 10.1 15.4 / 7.3
Kuleshov et al . [2] 6 14.4 / 3.4 10.0 / 3.7 16.1 / 4.4
Bicubic 4 9.9 / 20.5 8.7 / 18.34 14.5 / 11.59
Ours 8 15.0 / 1.89 12.0 / 1.90 15.69 / 9.64
Table 5.2: Ablation study evaluating the performance each of the time and
spectral branch. Left/right results are SNR/LSD.
Model Rate VCTK
Time Branch Only 4 11.71 / 4.89
Spectral Branch Only 4 7.73 / 1.5
Both Branches 4 17.5 / 1.27
at file level for a fair evaluation.
5.2 Results
We compare our approach with three different baselines: a simple bicubic
interpolation and two deep network methods using the reported results in
[1, 2] in Tab. 5.1. In particular, we experimented with different rates of
downsampling, starting at the rate of 4, where the degradation in quality
becomes audible. For the VCTK, our approach outperforms the baseline
methods by approximately 1.5 dB in SNR for the 4x upsampling case. For
8x, upsampling even outperforms the baseline’s 6x upsampling results by
1.5 dB SNR. On the Piano dataset, our method performs on par with the
baseline method. Note that the number of parameters in [2] is the same
as our model, further demonstrating that our model’s architecture is more
effective in its representation.
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Table 5.3: Quantitative comparison on the test set at different upsampling
rate. Left/right results are SNR/LSD.
Model Rate VCTK
Bicubic 4 2.88
Kuleshov et al . [2] 4 3.87
Ours 4 3.65
5.3 Ablation Studies
Furthermore, to confirm that our network architecture utilizes both the time
and frequency domain, we conduct an ablation study. We evaluate the model
performance by removing the time or frequency domain branch, shown in
Tab. 5.2. For the spectral branch, we assumed zero phase for the high-
frequency components during reconstruction.
5.4 PESQ Evaluation
Lastly, in Tab. 5.3 we evaluate our method using the PESQ metric as de-
scribed in Sec. 2.3.2. We observed that our method did not perform as well
as AudioUNet under this metric although, it performed better in terms of
SNR and LSD.
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CHAPTER 6
CONCLUSION
In this work, we explored two approaches to the task of audio super-resolution,
one using only amplitude information in the frequency domain and the other
jointly on both time and frequency domain. We showed that using only
the amplitude information in the frequency domain is insufficient to gen-
erate results comparable to state-of-the-art methods. Finally, we proposed
the Time-Frequency Network (TFNet), a deep convolutional neural network,
which utilizes both time and frequency domain for the task of audio super-
resolution. We empirically demonstrated the superior performance of our
novel spectral replicate and fusion layers compared to existing approaches.
Lastly, TFNet has demonstrated that having a redundant representation
helps the modeling for audio SR. We believe that the empirical results of
the proposed method are interesting and promising, and warrant further
theoretical and numerical analysis. Furthermore, we hope to generalize this
observation to other audio tasks, such as audio generation, where the current
state-of-the-art, WaveNet [16], is a time domain approach.
6.1 Future Work
In audio GANs, we identified the problems current GANs face when working
on non-natural images. In Time-Frequency Networks, we saw a successful
application of a novel network structure that takes into consideration both
time and frequency domain features in the task of audio super-resolution.
While we were able to produce good results under the SNR and LSD met-
ric, our method still does not take into account psycho-acoustic models. It
seemed rather surprising that Kuleshov et al . managed to outperform our
method with the PESQ metric yet performed worse in the SNR and LSD
metric. These unexpected results presents us with various problems to work
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on. Firstly, we can further investigate structures and distance metrics that
would work for signals in the audio domain for GANs. Next, we might be
able to incorporate a subset of psycho-acoustic models into the loss of a time-
frequency fusion super-resolution method. Finally, we used the same base
structure in the time and frequency branches of our TFNet; other structures
could potentially work better for the frequency branch.
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