Abstract. Let φ be a real-valued valuation on the family of n-dimensional compact convex subsets of R n and let K be a convex body in R n . We introduce the φ-covariogram g K,φ of K as the function associating to each x ∈ R n the value φ(K ∩ (K + x)). If φ is the volume, then g K,φ is the covariogram, extensively studied in various sources. When φ is a quermassintegral (e.g., surface area or mean width) g K,φ has been introduced by Nagel [Nag92].
Introduction
Let K be a convex body in R n . The covariogram of K is the function g K which associates to each x ∈ R n the volume of K ∩ (K + x):
The data provided by g K (x) can be interpreted in several ways within different contexts, using purely geometric, functional-analytic and probabilistic terminology. As a result, covariograms of convex bodies and other sets appear naturally in various research areas including convex geometry, image analysis, geometric shape and pattern matching, phase retrieval in Fourier analysis, crystallography and geometric probability. See Baake and Grimm [BG07] , Bianchi, Gardner and Kiderlen [BGK11] and references therein, Matheron [Mat75] and Schymura [Sch11] . The notion of volume can be naturally extended to the notion of valuation. (See Section 2 for all unexplained definitions.) Let K n be the family of all compact, convex subsets of R n and let φ : K n → R be a valuation. We introduce the φ-covariogram of K as the function g K,φ : R n → R defined for x ∈ R n by g K,φ (x) := φ(K ∩ (K + x)).
Werner Nagel in his Habilitationsschrift [Nag92, pp. 68-69] introduces g K,φ in the case that φ is an arbitrary quermassintegral (this includes the case of volume, surface area and mean width). Gardner & Zhang [GZ98, p. 524] suggests to generalize g K substituting the volume with an arbitrary log-concave measure in R n . The φ-covariogram appears naturally in some problems in stochastic geometry. See later in the introduction for more on this point.
We assume that φ belongs to the class Φ n of real-valued, even, translation invariant valuations on K n which are monotone with respect to inclusion and which vanish on singletons. The covariogram g K is clearly unchanged by a translation or a reflection of K (the term reflection will always mean reflection at a point) and the assumption that φ is even and translation invariant forces g K,φ to maintain these invariance properties. The assumption that φ vanishes on singletons is not restrictive, as explained in Section 2.
Most results in this paper are in the plane. Every φ ∈ Φ 2 can be decomposed in an unique way as φ(K) = per B (K) + α vol(K), for each K ∈ K 2 , (1.1) for a suitable α ≥ 0 and an o-symmetric convex set B with o ∈ int B (see Theorem 2.2). Here per B denotes the perimeter with respect to the seminorm associated to the unit ball B. An alternative equivalent representation is
where H ∈ K 2 is o-symmetric and has nonempty interior and V (K, H) denotes mixed area. A consequence of (1.1) is that for every planar convex body K we have g K,φ = g K,per B + αg K .
(1.3) We call g K,per B the perimeter-covariogram. When B = R 2 , the function g K,per B vanishes and then g K,φ = αg K . When B is the Euclidean unit ball, g K,per B (x) is the usual Euclidean perimeter of K ∩ (K + x). When B is the strip {x ∈ R 2 : | x, z | ≤ 1}, for some z ∈ S 1 , then g K,per B (x) coincides with twice the width of K ∩ (K + x) with respect to z.
We study various aspects of φ-covariograms, but the main part of the paper is devoted to study the following problem.
The φ-covariogram problem. Does the knowledge of φ and g K,φ determine a convex body K, among all convex bodies, up to translations and reflections?
The corresponding problem for the covariogram was posed by G. Matheron in 1986 and has received much attention in recent years. Peter Gruber [Gru] suggested to study the φ-covariogram problem in the case where φ is the Euclidean perimeter. We prove the following results. Theorem 1.1. Let φ ∈ Φ 2 \ {0} and let K be a centrally symmetric planar convex body. Then K is determined by the knowledge of φ and g K,φ , up to translations, within the class of all planar convex bodies. Theorem 1.2. Let φ ∈ Φ 2 \ {0} be strictly monotone with respect to inclusion and let P be a convex polygon. Then P is determined by the knowledge of φ and of g P,φ , up to translations and reflections, within the class of all planar convex bodies. Theorem 1.3. Let z ∈ S 1 , let φ be the width with respect to z and let P be a convex polygon. Then P is determined by the knowledge of φ and of g P,φ , up to translations and reflections, within the class of all planar convex bodies.
A valuation φ ∈ Φ 2 written as in (1.1) is strictly monotone with respect to inclusion if and only if either α > 0 or α = 0 and B is strictly convex (see Proposition 2.1). Thus Theorem 1.2 applies also to the perimeter-covariogram corresponding to the standard Euclidean perimeter.
The answer to the volume-covariogram problem is positive for every planar convex body, it is positive for convex polytopes in R 3 (see Bianchi [Bia09a] ) but the case of a general convex body in R 3 is still open, and there are examples of nondetermination, as well as positive results in some subclasses of the class of convex bodies, in every dimension n ≥ 4 (see Goodey, Schneider and Weil [GSW97] , Bianchi [Bia05] and [Bia] ). The proof of the positive answer in the plane is still divided in two papers, with Bianchi [Bia05] dealing with convex bodies which are not strictly convex or whose boundary is not everywhere differentiable, and Averkov and Bianchi [AB09] dealing with the remaining more difficult cases. No unifying proof still exists. At the moment it appears out of reach proving a positive answer for the φ-covariogram problem for general planar convex bodies, and we have decided to study this problem mostly in the class of polygons, where some technical aspects are simpler to handle. Note that the class of convex polytopes has a remarkable aspect. In all known situations where counterexamples of nondetermination by the covariogram (as well as by the cross-covariogram [Bia09b] ) exist, these examples can also be constructed as convex polytopes. Furthermore, when φ is the volume, high smoothness of the boundary of the body seems to depose in favor of determination [Bia] .
See the beginning of Section 5 for a detailed description of the proofs of Theorems 1.1, 1.2 and 1.3. Here we make only a few comments. The structure of the proof of Theorem 1.2 is similar to that of the corresponding result for the volumecovariogram problem. One of the tools in this proof is the geometric interpretation of the radial derivative of the perimeter-covariogram proved in Theorem 4.2. We do not know whether the φ-covariogram problem has a positive answer for every φ ∈ Φ 2 , when K is a polygon, and Theorem 1.3 can be seen as a step in investigating this. We remark that the absence of strict monotonicity makes the proofs of Theorems 1.2 and 1.3 substantially different and the second one much longer that the first one.
Section 5.4 presents some counterexamples of nondetermination in dimension n ≥ 3. The construction leading to counterexamples for the covariogram in dimension n ≥ 4, can be generalized to the φ-covariogram for every φ which is invariant with respect to the group of isometries of the Euclidean space R n . The widthcovariogram however presents some novelties which suggest that it provides less information about the body than g K . It exhibits counterexamples with a structure richer than that of the covariogram. A consequence of this is that while the volumecovariogram problem has a positive answer for all convex polytopes in R 3 as well as for every centrally symmetric convex body in any dimension, there are examples of centrally symmetric convex polytopes in R n , for every n ≥ 3, that are not determined by the width-covariogram. Theorem 1.4. Let z ∈ S n−1 , let φ be the width with respect to z and let n ≥ 3. There exist convex polytopes K, K ′ in R n which are not translation or reflection of each other, such that K is centrally symmetric and g K,φ = g K ′ ,φ . Theorem 1.1 cannot thus be extended in full generality to dimension n ≥ 3. Beside the φ-covariogram problem, we also study the extension to this more general setting of two aspects of the covariogram which, in our opinion, are among the most important, namely, its connection with stochastic geometry and its representation as a convolution. The study of which information about a convex body K can be inferred by the distribution of the length of a random chord of K goes back to Blaschke [San04, Section 4.2]. When this distribution is provided separated direction by direction (i.e., for each u ∈ S n−1 , the distribution of the length of a random chord parallel to u is given) its knowledge is equivalent to the knowledge of the φ-covariogram of K, with φ depending on the type of randomness. The next result is an example of these connections. Theorem 1.5. Let B ∈ B 2 , B = R 2 , and let K ∈ K 2 0 . Let Y be a random variable distributed in bd K with density len B / per B (K) and, for u ∈ S 1 , let L γ,u denote the length of the chord of K parallel to u and passing through Y . Then the following holds:
(I) For every u ∈ S 1 , the distribution of L γ,u is determined by g K,per B by means of the equality
Conversely, the knowledge of B and of the distribution of L γ,u for every
K is a polygon and B is either strictly convex or a strip, then the knowledge of B and of the distribution of L γ,u for all directions u ∈ S 1 determines K, up to translation and reflection, in the class of all planar convex bodies.
The random variable L γ,u has been introduced by Ehlers and Enns [EE81] when B is the Euclidean ball. See Theorem 6.2 for a similar result for different random variables.
The fact that the covariogram can be written as an autocorrelation, i.e. g K = 1 K * 1 −K , has important consequences on its study. For instance it connects the covariogram to the phase retrieval problem and to some of the above mentioned problems in stochastic geometry. The φ-covariogram, with φ ∈ Φ 2 , cannot be written as an autocorrelation but can be written as a convolution, with formulas involving 1 K and a suitable measure supported on the boundary of K (see Theorem 3.1). We remark that it is not clear which φ-covariograms, with φ ∈ Φ n and n ≥ 3, can be written as convolutions.
Let us give an overview of the structure of the manuscript. In Section 2 we collect the necessary background material on convex sets, norms and seminorms, distributions and valuations. In Section 3 we study various global properties of g K,φ and represent g K,φ as a convolution. In Section 4 we determine a geometric meaning of the radial derivative of g K,φ . Section 5 is the longest one and is divided in four subsections. The first three contain respectively the proofs of Theorems 1.1, 1.2 and 1.3. The fourth one contains the results regarding nondetermination, including the proof of Theorem 1.4. Section 6 is devoted to the connections between the φ-covariogram and stochastic geometry. In Section 7 we present various open problems and possible directions of further research.
Notations and background material
2.1. General notations for R n . The origin of R n is denoted by o. By · , · we denote the standard Euclidean product in R n and by · the corresponding norm. The unit sphere in R n centered at o is denoted by S n−1 . For u ∈ R n \ {o}, by l u we denote the line through o parallel to u (i.e., the linear span of {u}). For a, b ∈ R n by [a, b] we denote the line segment joining a and b.
Let A ⊂ R n . When n = 2, A ⊥ denotes the rotation of A by 90 degrees around the origin in counterclockwise order. The boundary, closure and interior of A are abbreviated by bd A, cl A and int A, respectively. We denote by DA the set DA := {x − y : x, y ∈ A}.
By 1 A we denote the characteristic function of A, that is, the function equal to 1 on A and equal to 0 on the complement of A.
By vol we denote the volume in R n , that is, the Lebesgue measure in R n . The integrals of the form R n f (x) d x for functions f : R n → R are assumed to be defined with respect to the Lebesgue measure in R n .
2.2. Convex geometry. By K n we denote the set of all compact convex subsets of R n and by K n 0 the set of all convex bodies in R n , that is, compact convex subsets of R n having nonempty interior. For background information on convex sets we refer to [Sch93] . By conv A we denote the convex hull of A. If K ∈ K n 0 , DK is called the difference body of K.
If u ∈ S 1 and K is a convex set then F (K, u) stands for the set of the boundary points of K having outer normal u. It is known that
, the normal cone of K at x, is defined as the set of all outer normal vectors to K at x together with o.
bd K denote the set of points of bd K which, in counterclockwise order, follow a and precede b, together with a and b.
We will refer to a as the left endpoint of [a, b] bd K and to b as its right endpoint. Given an arc γ on bd K, relint(γ) denotes γ without its endpoints.
With K ∈ K 2 we also associate the support function h(K, · ) and the width function
If K ∈ K 2 0 and u ∈ S 1 , then w(K, u) is the Euclidean distance between the two distinct supporting lines of K orthogonal to u.
For K ∈ K 2 0 and o ∈ int(K) we introduce the radial function ρ(K, · ) of K by ρ(K, u) := max {α ≥ 0 : αu ∈ K} .
Geometrically, if u ∈ S 1 , then ρ(K, u) is the Euclidean distance from o to the boundary point of K lying on the ray emanating from o and having direction u.
The mixed area is the functional V :
It is well-known that the operation A → A • is an involution on the set of all closed, convex sets that contain the origin.
Norms and seminorms in R
2 , distributions. We introduce seminorms using convex geometric notions as follows. Let
With B ∈ B 2 we associate the so-called Minkowski functional · B given by
The functional · B is a seminorm. Conversely, every seminorm in R 2 can be expressed as · B with an appropriate choice of B ∈ B 2 . If γ is a rectifiable curve in R 2 , we can define len B (γ) to be the length of γ in the seminorm · B . In analytic terms, len B (γ) can be expressed as the Stieltjes integral len B (γ) = γ d x B . Equivalently, if γ(s) is a parametrization of γ in terms of Euclidean arc length, then len B (γ) = (dγ(s))/(ds) B d s. We also let len B (∅) := 0.
Using len B we define the perimeter-functional in the seminorm · B , that is, the functional per B : K 2 → R given by
The functional per B is a valuation (see Subsection 2.4). In the following simple proposition we relate the geometry of B with properties of per B .
Proposition 2.1. Let B ∈ B 2 . Then the following properties hold:
(I) per B is identically equal to zero if and only if B = R 2 ; (II) B is unbounded (that is, B is a strip or B = R 2 ) if and only if there exist β ≥ 0 and z ∈ S 1 such that, for each K ∈ K 2 , per B (K) = βw(K, z); (III) per B is strictly positive on each K ∈ K 2 which is not a singleton if and only if B is bounded; (IV) per B is strictly monotone if and only if B is strictly convex.
Assertions (I)-(III) of this proposition can be derived by straightforward methods; we omit the proofs. Regarding assertion (III), we observe that when B ∈ B 2 is bounded, R 2 endowed with · B becomes a two-dimensional normed space, sometimes also called a Minkowski plane. For related information on finite dimensional normed spaces see the survey [MSW01] and the monograph [Tho96] . Assertion (IV) is a standard fact from the theory of Minkowski planes; see for example [MSW01, Proposition 2].
We define the distribution δ B γ using Stieltjes integration by setting
where, as usual, C ∞ (R 2 ) denotes the space of functions on R 2 differentiable infinitely many times. For information on the theory of distributions we refer to [Hör03] and [GS77] . By the Riesz representation theorem about positive linear functionals on the space of continuous functions [Rud66, §2.2], the operation τ → δ B γ , τ is integration with respect to a nonnegative Borel measure on R 2 . Thus, we will interpret δ B γ either as a Borel measure or as a distribution. When B is the Euclidean ball x ∈ R 2 : |x| ≤ 1 rather than writing len B , per B and δ B γ we merely write len, per and δ γ .
2.4. Monotone, translation invariant valuations on K 2 . We shall deal with functionals φ : K 2 → R, which satisfy the following conditions: φ is a valuation, i.e., φ(∅) = 0 and
There is no loss of generality in assuming that a valuation φ on K 2 vanishes on singletons since this additional property can be ensured by replacing φ with φ − φ({o}). This change does not influence any of the above properties and it is possible to pass from g K,φ to g K,φ−φ({o}) , for each K ∈ K 2 , via the formula g K,φ−φ({o}) = g K,φ − φ({o}). Thus, we introduce the family Φ 2 as Φ 2 := {φ : φ satisfies (2.3)-(2.6) and φ({o}) = 0} .
It is well known that vol, per B ∈ Φ 2 . Clearly, vol is homogeneous of degree two while per B is homogeneous of degree one, i.e., vol(λK) = |λ| 2 vol(K) and per B (λK) = |λ| per B (K) for every λ ∈ R and K ∈ K 2 . It turns out that the above examples cover all important valuations belonging to Φ 2 . This is the content of the next theorem.
Theorem 2.2. Let φ : K 2 → R. Then the following conditions are equivalent:
Furthermore, if (i),(ii) and (iii) are fulfilled, then the following statements hold: (I) The parameter α ≥ 0 from (ii) and (iii) is uniquely determined by φ; (II) The sets H and B from (ii) and (iii), respectively, are uniquely determined by φ and are related to each other by the equalities
This theorem follows rather directly from known results on valuations. Since we have not found any source explicitly containing it, we present a proof.
It is known that every monotone, translation invariant valuation on K n is continuous (see [McM77, Theorem 8] ) and that every continuous translation invariant valuation on K n is a sum of n + 1 continuous, translation invariant valuations which are positively homogeneous of degree i, for i = 0, . . . , n (see [McM90, p. 38] and [McM77, Theorem 9] ). Thus φ = φ 1 + φ 2 , where φ 1 is homogeneous of degree one and φ 2 is homogeneous of degree two. It is not hard to see that φ 1 and φ 2 are determined by φ as follows:
Since φ ∈ Φ 2 , the above expressions for φ 1 and φ 2 imply φ 1 , φ 2 ∈ Φ 2 . It is known that every continuous translation invariant valuation on K n , which is homogeneous of degree n coincides with the volume, up to a constant multiple (see [Had57, 2.1.3]). Thus, φ 2 = α vol for some α ∈ R. The value α is nonnegative since otherwise φ 2 would not be monotone in the sense of (2.5). Monotone translation invariant valuations on K n of degree 1 and n − 1 have been characterized in terms of mixed volumes in [McM90, Theorem 1] and [Fir76] , respectively. Each of these characterizations implies that φ 1 ( · ) = V ( · , H) for some H ∈ K 2 . Using the evenness of φ 1 and standard properties of mixed area we see that, in the representation of φ 1 in terms of H, the set H can be replaced by 1 2 DH. Thus, we can assume that H is o-symmetric.
(ii) ⇒ (i) follows from standard properties of mixed volumes. 
, where both 2B
• and H ⊥ are nonempty compact convex sets. By the uniqueness of the determination of a nonempty compact convex set by its support function, we conclude 2B • = H ⊥ and arrive at relations (2.9)
Representation of φ-covariograms in terms of convolutions
In the following theorem we present a functional-analytic expression for g K,φ .
Theorem 3.1. Let φ ∈ Φ 2 \ {0} and K ∈ K 2 0 . Then the following assertions hold: (I) Almost everywhere on R 2 , in the sense of Lebesgue measure, we have
Proof. In view of (1.3), the assertion for a general φ ∈ Φ 2 follows by proving the assertion when φ = per B , with B ∈ B 2 , and when φ is the volume. When φ = vol, assertions (I)-(IV) are known. In this particular case (I) and (II) can be found in [Mat75, p.85 
and
Equality (3.2) obviously holds for x ∈ R 2 \ DK, since in this case K ∩ (K + x) = ∅ and both the left and the right hand side are zero. Let
There are at most countably many directions u ∈ S 1 for which F (K, u) is onedimensional. For those directions F (K, u)− F (K, u) is one-dimensional as well. For all the remaining directions u, one has F (K, u) = F (K, u) − F (K, u) = {o}. Thus, the union for u ∈ S 1 in the definition of A has volume zero and, as a consequence, vol(A) = vol(DK). Observe that, for every x ∈ A, bd K ∩ (bd K + x) consists of two points, the convex body K has precisely two chords which are translates of [o, x] . and, moreover, the relative interior of both these chords is contained in int K. The latter implies that (3.2) holds for every x ∈ A. Hence (3.2) holds almost everywhere.
Let us show (3.3). Consider an arbitrary τ ∈ C ∞ (R 2 ). Using the definition of convolution of distributions (see [GS77, Chapter I, §5]) and performing changes of variable of integration, we obtain
We recall that the Stieltjes integration on bd K can be expressed as integration with respect to a Borel measure, which we denote by δ 
Hence we get (3.3). This concludes the proof of (I). Assertion (II) is a direct consequence of (I). Assertion (III) follows from the fact that int(K ∩ (K + x)) = ∅ for every x ∈ int DK. This implies, by Proposition 2.1, that g K,per B (x) is positive for every x ∈ int DK.
It remains to verify (IV). Consider x, y ∈ DK and 0 ≤ λ ≤ 1. The inclusion
can be verified in a straightforward manner. Representing per B in terms of mixed areas according to Theorem 2.2 and using the monotonicity and the linearity of the mixed areas (in any of the two arguments) we get
Radial derivatives of φ-covariograms
One of the tools in the proofs of the retrieval results will be the formulas which provide a geometric interpretation of the radial derivatives of g K,per B and g K . We introduce some notations illustrated by In the case of non-uniqueness we just fix any ip(x) satisfying the above conditions. Furthermore, for every x ∈ int DK \ {o} we choose ip(x) and ip(−x) to be equal. Let p 1 = p 1 (K, x), . . . , p 4 = p 4 (K, x) be the vertices of ip(K, x) in counterclockwise order on bd K and such that x = p 1 − p 2 = p 4 − p 3 . the points
It is known [Mat86] that for u ∈ S 1 and 0 < s < ρ(DK, u), the value − ∂ ∂s g K (su) is the Euclidean distance between the lines aff{p 1 (su), p 2 (su)} and aff{p 3 (su), p 4 (su)}. This can be expressed in the following equivalent way.
We observe that, in contrast to
does not always exist in the classical sense. Nevertheless, both the left and the right derivatives do exist, as a consequence of the concavity of g K,per B on DK. Theorem 4.2 below presents a geometric interpretation of the left derivative.
Given K ∈ K 2 0 and p ∈ bd K we denote by left tangent (and by right tangent ) of K at p the line tangent at p to the portion of bd K which precedes p (which follows p, respectively).
Let x ∈ int DK \ {o}, l 1 = l 1 (x) be the right tangent of K at p 1 (x) and l 2 = l 2 (x) be the left tangent of K at p 2 (x). Define
. In this case l 1 and l 2 are not parallel to [p 1 (x), p 2 (x)]. These lines are also not parallel to each other, because this may happen only if they are lines supporting K on opposite sides and this cannot be due to the assumption x ∈ int DK. We denote by p 1,2 (x) the intersection point of l 1 (x) and l 2 (x). When
and we denote by p 1,2 (x) any point on [p 1 (x), p 2 (x)]. We introduce the polygonal line
Similarly, let l 3 (x) be the right tangent of K at p 3 (x) and l 4 (x) be the left tangent of
, then we denote by p 3,4 (x) the intersection point of l 3 (x) and l 4 (x), otherwise p 3,4 (x) is chosen to be any point on [p 3 (x), p 4 (x)]. Clearly, one has
In order to prove Theorem 4.2 we need to introduce some notation and prove a preliminary lemma. For a convex function f defined on an interval in R the right derivative of f will be denoted by ∂ + f .
Proof. All asymptotic expansions in this proof are considered for s → +0. Taking into account f (0) = 0 and using the definition of ∂ + f we obtain
We introduce
We recall that per B is a monotone valuation, by Theorem 2.2. The inclusions
, which yields the assertion.
Proof of Theorem 4.2. Let x ∈ int DK \ {o}. Since ip(x) = ip(−x) we have
It suffices to show that the left derivative
exists and is equal to len B (cap(x)). In the case arc(
Then l 1 (x) and l 2 (x) are both not parallel to x. Changing a coordinate system in R 2 with an appropriate nonsingular affine transformation, without loss of generality we can assume that x = (0, 1) and ip(x) = [0, 1] 2 . Then we can introduce an ε > 0 and convex functions
For every sufficiently small t ≥ 0 one can uniquely define the parameter 
The function a(x) can be expressed as
In the rest of the proof we shall consider asymptotic behaviors for t → +0. Note that s(t) → +0 as t → +0. Let us determine the asymptotic behavior of
To this end we shall use Lemma 4.3 and the relation
which holds by construction. In the following computations, for the sake of brevity we write f i rather than f i (s(t)). Analogously, we also omit the explicit indication of the dependency on s(t) for δ i (s(t)), b i (s(t)) and b + i (s(t)) (where i ∈ {1, 2}). We shall determine the limit of
In view of (4.4) and Lemma 4.3 one has
where
Note that c > 0. This can be shown arguing by contradiction. Assume that
It follows that the body K has parallel supporting lines at points p 1 (x) and p 2 (x). The latter yields x ∈ bd DK, contradicting the assumption x ∈ int DK \ {o}. Taking into account c > 0, we conclude that the term (4.5) converges to 0, as t → +0. Thus, it remains to determine the limit of
Taking into account (4.4), we obtain
The quotient c · s(t) c · s(t) + o(s(t)) goes to 1, as t → +0. Let us analyze the other quotient
Consider the triangle T := conv{p 1 (x), p 1,2 (x), p 2 (x)}. For the sake of brevity we shall write p 1 , p 2 , p 1,2 omitting the explicit dependence on x. The section T ∩ ({−s(t)} × R) of T has Euclidean length 1 − t + δ 1 + δ 2 . We introduce points p
of T has Euclidean length one. Thus, using the homothety of T and conv{p
The latter amounts to
Hence b
Summarizing we conclude that a t (x) goes to p 1 + p 1,2 B + p 2 + p 1,2 B , as t → +0.
Retrieval results
The proof of Theorem 1.1 follows closely that of the corresponding result for g K . It is based on three ingredients. The first one is Brunn-Minkowski inequality and the characterization of its equality cases. The second one is the possibility of representing g K,φ in terms of convolutions, as proved in Theorem 3.1 (I), and the consequence of this expressed by Assertion (III) of the same theorem. The third one, not present in the case of g K , is the linearity of per B with respect to Minkowski addition.
The proof of Theorem 1.2 has the same structure of that of the determination of a convex polygon P by g P contained in [Bia02] . It is roughly divided in two steps. In the first step (Lemma 5.1) one uses the shape of supp g P,φ and the asymptotic behavior of g P,φ near bd supp g P,φ to determine some information on bd P . This information is only local and determined up to a reflection of P . For instance for each u ∈ S 1 one can determine whether the two lines orthogonal to u and supporting P intersect bd P in a vertex and an edge or in two vertices or in two edges, and one can determine the length of these edges and the normal cone at these vertices. However this is known up to a reflection of P , and thus at this stage we do not know, for instance, which of the two supporting lines contains an edge and which a vertex. If Q denotes a polygon with g P,φ = g Q,φ , this leads naturally to a decomposition of bd P in a finite number of pairs of antipodal arcs with the property that each pair of arcs is also contained in a suitable translation or reflection of bd Q, with these translations and reflections that a priori may vary from pair to pair. It is the goal of the second step to prove that they are the same for all pairs. This is done via Lemma 5.3, which proves that every pair of maximal antipodal arcs contained in bd P ∩ bd Q consists of two arcs which are reflections of each other. This proves that "the reflection does not matter" and opens the way to the conclusion. One key ingredient in the second step is the geometric interpretation of the radial derivative of g P,per B provided by Theorem 4.2.
The proof of Theorem 1.3 is still structured in the same two steps. However each step has to be proved following new ideas. In the first step (Lemmas 5.5 and 5.6) we use the possibility of identifying a certain subset of supp g P,φ , which we call core P (it is the subset consisting of x ∈ supp g P,φ such that g P,φ (x) = w(P, z)− x, z ), and to read in core P some information about P . Regarding the second step, the key lemma holds in a weaker form when φ(·) = w(·, z). Indeed the proof of Lemma 5.3 rests ultimately on the fact that there is a strict inequality between the values of φ on two triangles (i.e. the triangles conv{c 1 , c 2 , c 3 } and conv{d 1 , d 2 , d 3 } in Fig. 2 ) because one is strictly contained in a translation of the other. Since the width is not strictly monotone, a strict inequality holds only under some assumptions on the position of the triangles with respect to z. The weak form of this lemma, contained in Lemmas 5.7 and 5.8, is still sufficient to conclude. 5.1. Retrieval result for centrally symmetric convex bodies (Theorem 1.1).
Proof of Theorem 1.
Equality (5.1), the possibility of representing per B as a mixed area and the linearity of the mixed area imply 5.2. Determination of polygons from covariograms generated by strictly monotone valuations (Theorem 1.2). Following Bianchi [Bia02] , given u ∈ S 1 , the curvature information ci(P, u) of a convex polygon P ⊂ R 2 at u is defined by
More informally, ci(P, u) provides the knowledge of whether F (P, u) is an edge or a vertex together with the length of F (P, u), when F (P, u) is and edge, and with the normal cone of P at F (P, u), when F (P, u) is a vertex.
Lemma 5.1. Let φ ∈ Φ 2 \ {0} be strictly monotone. Let P be a convex polygon in R 2 and u ∈ S 1 . Then g P,φ determines the set {ci(P, u), ci(−P, u)}.
Remark 5.2. The concept of synisothetic pairs of convex sets has been introduced and used in [Bia09b] and [Bia09a] . We remark that the conclusion of Lemma 5.1 can be expressed in terms of synisothesis as follows. If P and Q are convex polygons with g P,φ = g Q,φ then (P, −P ) and (Q, −Q) are synisothetic.
Proof of Lemma 5.1. The proof of this lemma is divided into the proofs of Claims 5.2.1, 5.2.2 and 5.2.3. We recall that DP = supp g P,φ and that we assume that the φ-covariogram decomposes as in (1.3).
Claim 5.2.1. The function g P,φ determines {len F (P, u), len F (P, −u)}.
Proof. If F (DP, u) is a vertex, then both F (P, u) and F (P, −u) are vertices, by (2.1). Assume that F (DP, u) is an edge. The knowledge of DP gives len(F (DP, u)) = len(F (P, u)) + len(F (P, −u)), (5.5) due to (2.1). Let x 0 be the midpoint of F (DP, u). One has
Thus, unless u ⊥ B = 0, g P,φ determines min{len(F (P, u)), len(F (P, −u))}. This together with the information contained in (5.5) gives {len(F (P, u)), len(F (P, −u))}.
If u ⊥ B = 0, then l u ⊥ ⊂ B and either B = R 2 or B is an o-symmetric strip parallel to u ⊥ . Consider the case B = R 2 . In this case φ = α vol and α > 0. It can be shown that
Hence min{len(F (P, u)), len(F (P, −u))} is determined by g P and thus also by g P,φ = αg P . Now consider the remaining case, in which B is an o-symmetric strip parallel to u ⊥ . In this case per B (·) = βw(·, u), for some known β ≥ 0 (which is given by the knowledge of B). Clearly, g P,per B (x 0 − εu) = βε for all sufficiently small ε > 0. Thus, taking into account (5.6) we obtain
The strict monotonicity of φ implies α > 0. Thus the previous formula determines min{len(F (P, u)), len(F (P, −u))} and, as before, {len(F (P, u)), len(F (P, −u))}.
If both numbers in {len(F (P, u)), len(F (P, −u))} are strictly positive, then {len(F (P, u)), len(F (P, −u))} = {ci(P, u), ci(−P, u)}.
Claim 5.2.2. Assume that len(F (P, u)) and len(F (P, −u)) are not both zero. Then g P,φ determines {ci(P, u), ci(−P, u)}.
Proof. When both lengths are positive the assertion is a consequence of Claim 5.2.1. Assume that exactly one length vanishes. We may assume, up to a reflection, that F (P, u) is an edge and F (P, −u) is a vertex, say a. Let the edges E 1 and E 2 of P containing a be contained in lines a + l 1 and a + l 2 , and let F (DP, u) = [x 1 , x 2 ]. Let the labeling and the point y ∈ DP be such that x i ∈ y + l i , i = 1, 2. For sufficiently small ε > 0, let m ε be a line parallel to [x 1 , x 2 ] and intersecting DP at Euclidean distance ε from [x 1 , x 2 ]. For all x ∈ m ε contained in the triangle conv{x 1 , x 2 , y}, g P,φ has the same value because P ∩ (P + x) changes only by a translation. For x ∈ m ε outside this triangle, g P,φ is less than this value, by the strict monotonicity of φ. Therefore the directions of the lines l 1 and l 2 can be determined. This yields the outer normals of the edges E 1 and E 2 and hence the normal cone N (P, a).
Claim 5.2.3. Assume len(F (P, u)) = len(F (P, −u)) = 0. Then g P,φ determines {ci(P, u), ci(−P, u)}.
Proof. Let F (P, u) = {a 1 } and F (P, −u) = {a 2 }. Then {ci(P, u), ci(−P, u)} = {N (P, a 1 ), −N (P, a 2 )}. Thus, we need to determine the set of the two cones N (P, a 1 ) and −N (P, a 2 ). We can argue exactly as in [Bia02, Case 2 of Lemma 3.1] and in order to keep the presentation self-contained we repeat the argument. Let i ∈ {1, 2}. If there exists w ∈ S 1 such that F (P, w) = {a i } and F (P, −w) is an edge, then by Claim 5.2.2 the cone N (P, a i ) is determined by g P,φ , up to reflection in o. If by Claim 5.2.2 both N (P, a 1 ) and −N (P, a 2 ) are determined using an appropriate direction w ∈ S 1 as above, the assertion follows. If precisely one of the two cones has been determined using w ∈ S 1 , say the cone −N (P, a 2 ), then for the other cone N (P, a 1 ) one has the inclusion N (P, a 1 ) ⊂ −N (P, a 2 ). Taking into account the known equality N (DP, a 1 − a 2 ) = N (P, a 1 ) ∩ (−N (P, a 2 ) ), we obtain N (DP, a 1 − a 2 ) = N (P, a 1 ), which shows that also the cone N (P, a 1 ) is determined. In the case that neither N (P, a 1 ) nor −N (P, a 2 ) can be determined using a direction w ∈ S 1 as above, we have N (P, a 1 ) = −N (P, a 2 ) and, thus, both N (P, a 1 ) and −N (P, a 2 ) coincide with N (DP, a 1 − a 2 ). It follows that also in this case N (P, a 1 ) and −N (P, a 2 ) are determined by g P,φ .
The proof of Lemma 5.1 is concluded.
Lemma 5.3. Let φ ∈ Φ 2 \ {0} be strictly monotone, and let P and Q be convex polygons with g P,φ = g Q,φ and such that P is not a reflection or a translation of Q. Let A + and A − be maximal arcs contained in bd P ∩ bd Q and assume that neither A + nor A − are points. Assume also the existence of u 0 ∈ S 1 such that F (P, u 0 ) and F (P, −u 0 ) are vertices of P and
Then A + is a reflection of A − .
Proof. Since P = Q neither A + nor A − coincide with bd P . Let a (5.7)
This and (2.1) imply F (P, −u) = F (Q, −u). This identity together with the fact that v∈(u
is an arc (possibly, degenerate to a point) contained in bd P ∩ bd Q and intersecting A − , imply
Formula (5.8) implies ci(P, u) = ci(Q, u) and, as a consequence of Lemma 5.1,
This and (5.9) imply
] S 1 and, for the arbitrariness of u, −(u
The analogous inclusion with the roles of A + and A − exchanged can be proved in a similar way. This concludes the proof of (5.7).
Let u ∈ S 1 be such that
Let r − = len(P ∩ (l u + a − 1 )) and r + = len(P ∩ (l u + a + 1 )). We shall prove that r − = r + . Suppose that r − = r + , i.e., without loss of generality, that
The arcs A + and A − , the segments E P Q , E P , E Q (thick segments) and F P Q , the triangles conv{c , and contained in bd P and in bd Q, respectively. Up to exchanging P and Q and reducing the lengths of E P and E Q , we may assume that E P ⊂ Q, that is, all points of P sufficiently close to a + 1 belong to Q. Consider a chord [c 1 , c 2 ] of P , parallel to u with c 1 ∈ E P Q and c 2 ∈ E P , and close enough to l u + a and c 1 , b ∈ l − = m. When equality holds, since l + supports Q too, the inclusion E P ⊂ l + and the assumption E P ⊂ Q imply E Q ⊂ l + , which contradicts the assumption A + maximal. Therefore r < r + . Let us prove that E P Q is not parallel to E Q . If they are parallel, then, arguing as above, we have that E P Q ⊂ l − = m and E Q ⊂ l + . Thus Q has two edges orthogonal to u + 1 . By Lemma 5.1 the same happens for P . We have F (P, u
The segment E P is not contained in l + , because this contradicts the assumption A + maximal. Thus len(F (Q, u and such that d 1 ∈ E P Q and d 2 ∈ E Q (see Figure 2) . Since r − < r < r + , there is a common chord F P Q of P and Q of length r, parallel to u, contained in the strip bounded by l u + a + 1 and l u + a − 1 , and with endpoints on the arcs A + and A − . Let c 3 = aff(E P Q ) ∩ aff(E P ) and
In view of Theorem 4.1, we have
and vol(ip(P, x)) < vol(ip (Q, x) ). Note that vol(ip(P, x)) < vol(ip (Q, x) 
By construction, the triangle conv{c 1 , c 2 , c 3 } is strictly contained in the translation of the triangle
, and the latter inequality is strict unless per B is not strictly monotone. By assumption, φ = α vol + per B is strictly monotone, and thus either per B is strictly monotone or α > 0. In both cases we arrive at the strict inequality
Inequality (5.10) contradicts g P,φ = g Q,φ . It follows that r − = r + . Therefore (l u + a We may repeat the previous argument with respect to the right endpoints of A + and A − and prove the same conclusion as above with respect to the reflection at the midpoint of the right endpoints. The convexity of the arcs implies the conclusion of the lemma.
Proof of Theorem 1.2. This proof coincides with the proof of [Bia02, Theorem 1.1], up to replacing references to Lemmas 3.1 and 4.1 in [Bia02] with references to their analogs in this paper, i.e., to Lemmas 5.1 and 5.3, respectively. We repeat here the proof for completeness.
Let P be a planar convex polygon and let Q be a planar convex body with g P,φ = g Q,φ and P = Q + τ , P = −Q + τ for each τ ∈ R 2 . Since DP = DQ = supp g P,φ (by Lemma 3.1 (III)) and P is a polygon, DQ and hence Q must also be polygons. We shall prove that both P and Q are centrally symmetric. Once that this is proved Theorem 1.1 implies that P = Q, up to translation, a contradiction.
To prove the central symmetry of P and Q, let a and b be opposite vertices of P , that is,
By Lemma 5.1 and DP = DQ we may assume, after a translation and reflection of Q, if necessary, that a and b are also vertices of Q, and moreover N (P, a) = N (Q, a) and N (P, b) = N (Q, b). We apply Lemma 5.3 with A + (and A − ) the maximal arc in bd P ∩ bd Q containing a (containing b, respectively) and u 0 ∈ int N (P, a) ∩ − int N (P, b) ∩ S 1 . The arcs A + and A − are not degenerate because when two polygons have a vertex and the normal cone at that vertex in common, then their boundaries must be equal in a neighborhood of that vertex. Lemma 5.3 implies that A + is a reflection of A − . This yields
The validity of (5.11) for all pairs of opposite vertices implies that all edges of P come in parallel pairs and that the same happens for Q. It now suffices to show that in every pair of parallel edges of P (or Q) the two edges have the same length. Let ] and so they have the same length. This proves that both P and Q are centrally symmetric.
Determination of polygons from the width-covariogram (Theorem 1.3).
In this section we assume φ(K) = w(K, z), for every convex body K and for some given fixed z ∈ S 1 . Moreover we use the symbol g K,w for g K,φ . The width-covariogram has a simple expression in certain subsets of its support, and this expression identifies these subsets. Let us define the core of K ∈ K n 0 as Proof. Observe that (5.12) fails when x, z < 0 because in this case one has
Moreover, core K is contained in {x : x, z ≥ 0} because both F (K, z) − K and K − F (K, −z) are contained in that half-space. As a consequence we may assume x, z ≥ 0 to prove the equivalence. The set K ∩ (K + x) is contained in the strip S bounded by the hyperplane I 1 orthogonal to z and supporting K at F (K, z), and by the hyperplane I 2 orthogonal to z and supporting K + x at F (K, −z) + x. Since w(S, z) equals w(K, z) − x, z and g K,w (o) = w(K, z), we have
with equality holding if and only if S is the minimal strip orthogonal to z containing K ∩ (K + x). This happen exactly when I 1 ∩ K intersects K + x and I 2 ∩ (K + x) intersects K, i.e. if and only if
These conditions are equivalent, respectively, to x ∈ F (K, z) − K and to x ∈ K − F (K, −z).
Let us describe some properties of core P for a planar convex polygon P (see Fig. 3 ).
core P Figure 3 . The set core P (dark gray) and a portion of DP (light gray). The figure depicts also P − F (P, −z) (bounded by a dotted line) and F (P, z) − P (bounded by a dashed line).
Lemma 5.5. Let P be a planar convex polygon and let
, where p 1 , p 2 , q 1 , q 2 are in counterclockwise order on bd P . (I) We have
(5.13)
(5.14)
(II) Let E 1,p (and E 1,q ) be the edge of P which precedes p 1 (and q 1 , respectively) on bd P . Let us consider the edge of DP which precedes p 1 − q 1 and the edge of core P which precedes p 1 − q 1 . Then one of these edges is parallel to E 1,p and the other one is parallel to E 1,q . (III) Let E 2,p (and E 2,q ) be the edge of P which follows p 2 (and q 2 , respectively) on bd P . Let us consider the edge of DP which follows p 2 − q 2 and the edge of core P which follows p 2 − q 2 . Then one of these edges is parallel to E 2,p and the other one is parallel to E 2,q . (IV) If F (P, z) is an edge and F (P, −z) is a vertex then N (core P, o) = N (P, q 1 ).
Proof. The set bd P can be decomposed as the disjoint (except for the endpoints) union of [p 1 , p 2 ], [p 2 , q 1 ] bd P , [q 1 , q 2 ] and [q 2 , p 1 ] bd P . Using this decomposition we can describe the boundaries of P − F (P, −z) and of F (P, z) − P as follows. The set P + := P − F (P, −z) is bounded by the union of the arcs
This description implies
Note that F (P + , z) and F (P − , z) are parallel and centered at o. This proves (I). When p 1 = p 2 and q 1 = q 2 , then F (P − , −z) is an edge, F (P + , −z) = o and P + ∩ U = (P − q 1 ) ∩ U , for every small neighborhood U of o. Thus we have (core P ) ∩ U = (P − q 1 ) ∩ U . This proves (IV).
In order to prove (II) and (III) we observe that (2.1) implies {u ∈ S 1 : F (DP, u) is an edge} = {u ∈ S 1 : F (P, u) is an edge} ∪ {u ∈ S 1 : F (−P, u) is an edge}.
Let {u 1 , u 2 } be the set consisting of the unit outer normal vector to the edge E 1,p of P and of the unit outer normal vector to the edge −E 1,q of −P . Label these vectors so that u 1 , u 2 and z are on this order on S 1 . Then the edge of DP which precedes p 1 − q 1 has outer normal vector u 2 , while the edge of core P which precedes p 1 − q 1 has outer normal vector u 1 . This proves (II), while (III) can be proved analogously.
Let us prove the equivalent of Lemma 5.1 for the width-covariogram.
Lemma 5.6. Let φ(·) = w(·, z), for some z ∈ S 1 . Let P be a convex polygon in R 2 and u ∈ S 1 . Then g P,w determines the set {ci(P, u), ci(−P, u)}.
Proof. The proof of this lemma is divided into the proofs of Claims 5.6.1, 5.6.2, 5.6.3 and 5.6.4.
Claim 5.6.1. For each u ∈ S 1 , g P,w determines {len(F (P, u)), len(F (P, −u))}.
Proof. This is proved as Claim 5.2.1 except for the determination of min{len(F (P, z)), len(F (P, −z))} when u = z or u = −z. This expression is determined by core P , since it coincides with (1/2) len(F (core P, −z)), by (5.14).
Claim 5.6.2. Let p 1 , p 2 , q 1 and q 2 be as in the statement of Lemma 5.5. Let
Proof. We recall that [p 1 −q 1 , p 2 −q 2 ] = F (DP, z) = F (core P, z) by (2.1) and (5.14). Let {u 1 , u 2 } be the set consisting of the unit outer normal vectors to the edge of DP which precedes p 1 − q 1 and to the edge of core P which precedes p 1 − q 1 . Let {v 1 , v 2 } be defined analogously as unit outer normals to the edges of DP and core P which follow p 2 − q 2 . We distinguish three cases according to whether F (P, z) and F (P, −z) are edges or not. Assume that both F (P, z) and F (P, −z) are edges. In this case z is the right endpoint of C 1 ∩ S 1 and of (−D 1 ) ∩ S 1 . The set of the left endpoints of these arcs coincide with {u 1 , u 2 }, by Lemma 5.5 (II). Thus we have
A similar argument determines {C 2 , −D 2 }. Assume that exactly one among F (P, z) and F (P, −z) is an edge. We may assume, up to reflection, that the edge is F (P, z). Then
by Lemma 5.5 (IV). The right endpoint of C 1 ∩ S 1 is z. Its left endpoint is u 1 , if u 1 = u 2 , or is the vector in {u 1 , u 2 } which is not left endpoint of
Assume that both F (P, z) and F (P, −z) are vertices. We have C 1 = C 2 and D 1 = D 2 . The set of the left endpoints of C 1 ∩ S 1 and of (−D 1 ) ∩ S 1 coincides with {u 1 , u 2 }, while the set of the right endpoints is {v 1 , v 2 }. If v 1 = v 2 then
A similar formula holds when u 1 = u 2 . We may thus assume u 1 = u 2 and v 1 = v 2 . Relabel these vectors so that {u 1 , u 2 } = {α 1 , α 2 }, {v 1 , v 2 } = {α 3 , α 4 } and α 1 , α 2 , α 3 and α 4 are in counterclockwise order on S 1 , with z ∈ [α 2 , α 3 ] S 1 . We may assume, after possibly replacing P by −P , that α 1 is the left endpoint of C 1 ∩ S 1 . We have to determine the right endpoint of C 1 ∩ S 1 . Let with ε > 0 small enough (we recall that α ⊥ 3 is the counterclockwise rotation of α 3 by 90 degrees), and let S be the minimal strip orthogonal to z and containing P ∩ (P + x). We distinguish two cases according to whether
and E 2,q be as in the statement of Lemma 5.5.
Assume
, E 1,q and E 2,q are orthogonal respectively to α 1 , α 4 , α 2 and α 3 , see Fig. 4 . We have q 1 + x ∈ P and thus one of the two lines bounding S passes through q 1 + x. The other line bounding S contains the point E 1,p ∩ (E 2,p + x). If we define
then we have g P,w (x) = w(P ∩ (P + x), z) = w(P, z) − w(T 1 , z).
(5.15)
, E 1,q and E 2,q are orthogonal respectively to α 1 , α 3 , α 2 and α 4 . We have p 1 ∈ P + x and thus one of the two lines bounding S passes through p 1 . The other line bounding S contains the point E 2,q ∩ (E 1,q + x). If we define
then we have g P,w (x) = w(P ∩ (P + x), z) = w(P, z) − w(T 2 , z).
(5.16) Both T 1 and T 2 have an edge equal to a translate of x and an edge orthogonal to α 4 . Since the third edge of T 1 is orthogonal to α 1 while the third edge of T 2 is orthogonal to α 2 , the order between α 1 and α 2 implies that a translate of T 2 is strictly contained in T 1 and w(T 1 , z) > w(T 2 , z).
The width-covariogram determines {u 1 , u 2 } and {v 1 , v 2 } and, through these vectors, w(T 1 , z) and w(T 2 , z). It also determines w(P, z) = g P,w (o). It is thus possible to understand whether (5.15) holds or (5.16) holds and, through this choice, to decide whether
Claim 5.6.3. Assume that len(F (P, u)) and len(F (P, −u)) are not both 0. Then g P,w determines {ci(P, u), ci(−P, u)}.
Proof. When both lengths are positive the assertion is a consequence of Claim 5.6.1. Assume that exactly one length vanishes. We may suppose, up to reflection, that F (P, u) is an edge and F (P, −u) is a vertex, say a. To prove the claim we have to prove that g P,w determines N (P, a). We distinguish two cases according to whether
or not. By Claim 5.6.2, the knowledge of g K,w makes it possible to determine the set of cones
Since u does not belong to the interior of any normal cone at a vertex of P (because F (P, u) is an edge, by assumption), (5.17) holds if and only if −u belongs to the interior of a cone in the set in (5.18). Therefore the knowledge of g K,w makes it possible to understand whether (5.17) holds or not.
Assume that (5.17) does not hold. Let us adopt the notations introduced in the proof of Claim 5.2.2. To determine N (P, a) it suffices to determine m ε ∩ T . As in Claim 5.2.2, g P,w (x) is constant when x ∈ m ε ∩ T , because P ∩ (P + x) changes only by a translation. Let x ′ ∈ m ε ∩ T and x ′′ ∈ m ε \ T , and let us prove that
We remark that a translation of P ∩ (P + x ′′ ) is strictly contained in P ∩ (P + x ′ ) and that, contrary to Claim 5.2.2, this inclusion alone it is not sufficient to show (5.19), because the width is not strictly monotone. Elementary arguments imply that in order to prove (5.19) it suffices to prove that the boundary of the minimal strip orthogonal to z and containing T intersects T only at x 1 and x 2 . This is equivalent to prove that To prove z, −z / ∈ N (T, y) we observe that N (T, y) = N (P, a), by construction. If ±z ∈ N (P, a) then N (P, a) coincides, up to reflection, with C 1 or C 2 or D 1 or D 2 , and this contradicts the assumption regarding (5.17), since −u ∈ int N (P, a). The fact that N (P, a) does not contain z or −z also implies u = z and u = −z (again because −u ∈ int N (P, a)).
Assume that (5.17) hold. If u = z we have a = q 1 = q 2 and N (P, a) = D 1 = D 2 . Note that we have p 1 = p 2 (because F (P, u) is an edge, by assumption) and, as a consequence, C 1 = C 2 . By Claim 5.6.2, D 1 can be determined as the only cone in common to {−C 1 , D 1 } and {−C 2 , D 2 }, where both {−C 1 , D 1 } and {−C 2 , D 2 } are determined by the φ-covariogram.
When u = −z the argument is similar. Assume u = z and u = −z. Condition (5.17) implies z ∈ N (P, a) or −z ∈ N (P, a). This means that N (P, a) coincides with either C 1 or C 2 or D 1 or D 2 , because these are the only normal cones at vertices of P containing z or −z. We observe that among the eight cones in the union of {C 1 , −D 1 }, {C 2 , −D 2 }, {−C 1 , D 1 } and {−C 2 , D 2 } only one contains −u in the interior, because F (P, u) is an edge. Thus N (P, a) can be determined as the only cone in the union of
Claim 5.6.4. Assume len(F (P, u)) = len(F (P, −u)) = 0. Then g P,w determines {ci(P, u), ci(−P, u)}.
Proof. It coincides with the proof of Claim 5.2.2.
The proof of Lemma 5.6 is concluded. 5 ). Let S P and S Q denote the minimal strips orthogonal to z and containing P and Q, respectively. Let S be the minimal strip orthogonal to z and containing the convex hull of the sub-arc of A + with endpoints a (I) If there exists v ∈ {z, −z} such that
, and the length of the chord intersected by F (S, v) is less than or equal to the length of the other chord.
Proof. In order to prove (I), assume that (5.21) holds with v = z. The line F (S, z) intersects one of the two chords in the statement because otherwise it intersects conv [a
The convexity of the involved sets implies then that F (S, z) supports both P ad Q at y and this contradicts (5.21).
and assume r + > r − . To prove that this inequality implies a contradiction, we follow closely the lines aff([c 1 , c 3 ]) and aff([d 1 , d 3 ] ) coincide and support both P and Q.
The
We prove that
Choose a Cartesian coordinate system so that z = (0, 1) and F (S, z) coincide with the x-axis. It is evident that, given any p 1 , p 2 and p 3 ∈ R 2 , we have
The assumption F (S, v) ⊂ int(S P ∪ S Q ) implies the existence of α > 0 such that the line l = {p ∈ R 2 : p, z = α} supports P or Q. Assume that l supports P . Condition (ii) and the convexity of P imply c 3 , z > α. On the other hand, (iii) and the inclusion [a
strictly contains conv{c 1 , c 2 , c 3 }, then a formula similar to (5.25) holds for w(conv{d 1 , d 2 , d 3 }) and, moreover,
. This concludes the proof of (5.24) when l supports P . When l supports Q, the proof is similar. Let x = c 1 − c 2 . In view of Theorem 4.2, we have
This contradicts g P,w = g Q,w and proves r + ≤ r − and (I). In order to prove (II) we observe that the assumption S ⊂ int(S P ∪ S Q ) implies that (5.23) holds both when v = z and when v = −z. Since F (S, z) and F (S, −z) intersect different chords, the lengths of these chords are equal, by (I).
Lemma 5.8. Let P , Q, A + , A − and u 0 be as in Lemma 5.3. Let S P and S Q denote the minimal strips orthogonal to z and containing P and Q, respectively. Assume that neither A + nor A − are points, are segments or are contained in bd S P .
Proof. Assume S P = S Q . The equality g P,w (o) = g Q,w (o) implies that S P and S Q have the same width in direction z. Thus S P = S Q implies
The validity of this equality for each u ∈ S 1 such that l u + a are not orthogonal to z because otherwise the lines containing them define a strip containing P and strictly contained in S P , contradicting the definition of S P . Thus the lines through these segments define a strip which intersects S P in a parallelogram E containing and supporting both P and Q. Let E i , i ∈ {1, 2, 3, 4}, denote the edges of this parallelogram, in counterclockwise order, with E 2 ⊂ F (S P , z) and E 4 ⊂ F (S P , −z). Up to a reflection of P and Q, we may assume a + 1 ∈ E 1 and a − 1 ∈ E 3 . Since E 3 contains a segment of A − whose left endpoint is a − 1 , we have a
(5.29)
Assume (5.29) false. Let w ∈ S 1 be an outer normal to the parallelogram E at E 3 . We have z, w ∈ N (P, a
because a − 1 ∈ E 2 ⊂ F (S P , z) and because E 3 supports both P and Q at a This implies b ∈ E 1 ∩ E 4 . Since a + 1 is the left endpoint of a segment contained in bd P ∩ bd Q ∩ E 1 , we have a + 1 = b. This contradicts the assumption a + 1 ∈ int S P , proves (5.29) and one of the implications of (5.28) when i = 1. The proof of the other implication and that of (5.28) when i = 2 are completely analogous.
We observe that neither A + nor A − intersect both lines bounding S P . Indeed, if this is false then we have F (P, v) = F (Q, v) for each v ∈ (−z, z) S 1 or for each v ∈ (z, −z) S 1 . In each case this property and DP = DQ imply P = Q, by (2.1), which contradicts the assumptions of the lemma. We may thus assume a − i , a + i ∈ int S P , for some i ∈ {1, 2}, say for i = 1.
Assertion (5.28) together with the parallelism of the segment of A + whose endpoint is a If the strip S is defined as in the statement of Lemma 5.7, with i = 1, then S ⊂ int S P . By Lemma 5.7, we have (5.27). When we increase u, the conditions (5.32) are valid until b
. Let w be the first u such that this happens, and assume, without loss of generality, 1 follow w in counterclockwise order and be so close to w so that 
Simple geometric considerations imply that we also have d
This inequality and (5.36) contradict (5.35).
Proof of Theorem 1.3. Let P be a planar convex polygon and let Q be a planar convex body with g P,w = g Q,w . Since DP = DQ = supp g P,w (by Lemma 3.1 (III)) and P is a polygon, DQ and hence Q must also be polygons. We shall prove that P = Q, up to translations and reflections. Assume the contrary. Let a and b be opposite vertices of P , that is,
By Lemma 5.6 and DP = DQ we may assume, after a translation and reflection of Q, if necessary, that a and b are also vertices of Q, and moreover N (P, a) = N (Q, a) and N (P, b) = N (Q, b). We show that when
Assume (5.37) and, say, a ∈ int S P . We apply Lemma 5.8 with A + (and A − ) the maximal arc in bd P ∩ bd Q containing a (containing b, respectively) and u 0 ∈ int N (P, a) ∩ − int N (P, b) ∩ S 1 . Neither A + nor A − are points, segments or are contained in the boundary of S P . According to which conclusion of Lemma 5.8 holds true we have the following discussion. When A − contains a reflection of A + , and (since a ∈ int S P ) also when each component of A − ∩ int S P is a reflection of a component of A + ∩int S P , then relint A − contains a vertex c with −u 0 ∈ int N (P, c).
We conclude as before that d = a. In every case a and b are in the relative interior of symmetric arcs and this implies (5.38).
When there is no pair of opposite vertices a and b of P satisfying (5.37) then bd P is the union of two segments, of F (P, z) and of F (P, −z). By Lemma 5.6 and DP = DQ, there is a translation and reflection of Q such that F (P, z) = F (Q, z) and F (P, −z) = F (Q, −z). This implies P = Q and concludes the proof in this case.
When there are pairs of opposite vertices of P satisfying (5.37), the validity of (5.38) for each such pair implies that the edges of P nonorthogonal to z come in parallel pairs. Let a 1 , . . . , a n , b 1 , . . . , b n be the vertices of P in counterclockwise order, with a 1 , a n , b 1 and b n in bd S P , all other vertices in int S P , and
. . , n − 1. Note that a 1 may coincide with b n and a n may coincide with b 1 . Let 2 ≤ i ≤ n − 2. As before, after possibly a translation and a reflection of Q, we may assume that [a i , a i+1 ] and [b i , b i+1 ] are also edges of Q. It is clear that both a i , b i and a i+1 , b i+1 are pairs of opposite vertices of P . Since 1 < i < n − 2, these four vertices are contained in int S P . This yields . . , n − 2, two edges parallel to [a n−1 , a n ] and zero, or one or two edges orthogonal to z (according to whether [a n , b 1 ] and [b n , a 1 ] are edges or points). But there is only one convex polygon satisfying these conditions. This implies P = Q and concludes the proof.
5.4. Examples of nondetermination in dimension n ≥ 3. Theorem 1.2 in [Bia05] proves that, given H ∈ K ℓ 0 and K ∈ K m 0 , we have g H×K = g H×(−K) . It also proves that when neither H nor K are centrally symmetric then H × K is not a translation or a reflection of H × (−K). This construction allows to create pairs of convex bodies with equal covariogram which are not a translation or reflection of each other in every dimension n ≥ 4. Moreover these examples (together with their images under a linear map) are substantially the only known examples of nondetermination by the covariogram. In the following theorem we show that the previous arguments extend directly to every valuation φ which is invariant with respect to the group of isometries of the Euclidean space R n .
Theorem 5.9. Let K ∈ K ℓ 0 and H ∈ K m 0 and let φ : K ℓ+m → R be a valuation which is invariant with respect to the group of isometries of the Euclidean space R n .
(I) We have g K×H,φ = g K×(−H),φ .
(II) For every n ≥ 4 there are pairs of convex bodies in R n with equal φ-covariogram which are not a translation or reflection of each other.
Proof. Let us prove (I). For K ∈ K n we introduce the shorthand notation
Every translation is obviously an isometry, and so in the above expression the translation vector −(o, y) can be discarded. We arrive at
The proof of (II) coincides with the corresponding one for the covariogram.
When φ is the width, similar counterexamples can be constructed in every dimension n ≥ 3.
and let φ denote the width in direction z.
(I) Then g H×K,φ is completely determined by DH and K by means of the following equality, which is valid for every (x, y) ∈ R ℓ × R m :
Proof. We have
Thus, if x ∈ DH, we have H ∩ (H + x) = ∅ and by this g H×K,φ (x, y) = 0. On the other hand, if x ∈ DH, we have H ∩ (H + x) = ∅ and by this
For the width-covariogram we can construct counterexamples with a different structure. Let z ∈ S n−1 . A set K ∈ K n is called z-prismatoid with bases F (K, z) and
Theorem 5.11. Let z ∈ S n−1 and let φ be the width in direction z.
(I) Let K ∈ K n 0 be a z-prismatoid with bases F = F (K, z) and G = F (K, −z) and assume DF = DG. Then g K,φ is determined by DF and F − G. (II) Let H, H ′ ⊂ {x : x, z = 0} and L ⊂ {x : x, z = 1} be convex compact sets and assume DH = DH
) are z-prismatoids with the same φ-covariogram.
Proof. For showing Assertion (I) it suffices to verify
(5.40) Taking into account K = conv(F ∪ G) and DF = DG, equality (5.39) is derived in the following straightforward way:
Here we used the identity conv DA = D conv A, which is valid for every A ⊂ R We have core K ∪ (− core K) ⊂ DK by definition of core K and DK. Thus, for concluding the proof it suffices to show DK ⊂ core K ∪ (− core K). Let x ∈ DK. By (5.39) and since F − G, G − F and DF are convex sets, x can be represented as a convex combination of three vectors x 1 ∈ F − G, x 2 ∈ G − F and x 3 ∈ DF , say x = λ 1 x 1 + λ 2 x 2 + λ 3 x 3 with λ i ≥ 0 for i ∈ {1, 2, 3} and λ 1 + λ 2 + λ 3 = 1. We distinguish between the case λ 1 ≤ λ 2 and the case λ 1 ≥ λ 2 . Consider the case λ 1 ≥ λ 2 . One has
Hence we obtain
Here we used again [Sch93, Theorem 1.1.2]. Using DF = DG in a similar fashion we obtain x ∈ K − G. Above we have shown
Analogously, in the case λ 1 ≤ λ 2 it can be shown that x ∈ − core K. By this we obtain (5.41) and, thus, also (5.40).
For showing (II) we observe that the assumptions of Assertion (I) are fulfilled because
Thus g K,φ is uniquely determined by D(H +L) = DH +DL and (H +L)−(H −L) = DH + 2L. Consequently, g K,φ is determined by DH and L, that is, if we replace H by H ′ the width-covariogram remains unchanged.
Proof of Theorem 1.4. It suffices to define K and K ′ following the construction described in Theorem 5.11 (II). For instance, let H ′ be an (n − 1)-dimensional simplex in {x : x, z = 0} and let H = (1/2)DH ′ . The set H is o-symmetric and
, and this implies that K is o-symmetric.
The set K is not a translation of We begin this section by presenting three random variables which provide the same information about K as g K .
The first one has been considered by Matheron [Mat75] and Nagel [Nag93] . Let K ∈ K n , u ∈ S n−1 , and let l be a random line parallel to u distributed uniformly among all lines parallel to u that intersect K. This random variable is defined by
If we change the definition of L µ,u by letting also u to be chosen at random uniformly on S n−1 , then we get L µ , that is the length of a chord chosen under µ-randomness [EE78] .
The second random variable has been considered by Adler and Pyke [AP91] and is defined as X 1 − X 2 , where X 1 and X 2 are independent random variables uniformly distributed in K.
The third random variable is defined by
where X is a random variable uniformly distributed in K. It corresponds to choosing the chord of K under ν-randomness [EE78] . Knowing the distribution of L µ,u for each u or knowing the distribution of X 1 − X 2 is equivalent to knowing g K (see, for instance, [AB09] ). The same holds true for L ν,u too: the knowledge of the distribution of L ν,u for each u is equivalent to the knowledge of g K . Since we have not found this mentioned in the literature, we prove it. For each r ≥ 0 the event {L ν,u ≥ r} coincides with the event {X ∈ A}, where A is the union of all chords of K parallel to u and of length at least r. Let A u be the orthogonal projection of A onto the orthogonal complement of u. It is known that − where the notation Prob stands for the probability of a random event. This formula shows that the knowledge of g K gives the distribution of L ν,u for each u (recall that g K (o) = vol(K)). On the other hand, formula (6.1) is a differential equation for g K (ru)/ vol(K). The the distribution of L ν,u , for a given u, determines ρ(DK, u), because the support of this distribution is [0, ρ(DK, u)]. Uniqueness results for Cauchy problems for ordinary differential equations imply that (6.1) has a unique solution defined on [o, ρ(DK, u)] and vanishing at ρ(DK, u). This determines g K (x)/ vol(K) for each x ∈ R n . On the other hand, the integral of this function on R n equals vol(K); see Theorem 3.1 (II). We can thus determine g K . Let us now pass to random variables related to φ-covariograms for φ more general than the volume. Let us start by proving Theorem 1.5. Ehlers and Enns [EE81] study L γ,u in the case of len B being the Euclidean length and also prove (1.4). These authors denote the way of choosing a random chord of K which corresponds to L γ,u as γ-randomness.
Proof of Theorem 1.5. Formula (1.4) holds because the event {L γ,u ≥ r} coincides with the event {Y ∈ A} where A is the union of all chords of K parallel to u and of length at least r. Knowing g K,per B implies knowing per B (K) (it coincides with g K,per B (o)) and thus it also implies knowing the distribution of L γ,u .
For, the converse implication we observe that B and the distribution of L γ,u is known for every u ∈ S 1 . This yields ρ(DK, u) for every u ∈ S 1 and determines DK. Using the knowledge of B we also determine per B (K) = 1 2 per B (DK). Having per B (K), the per B -covariogram is determined in view of (1.4).
The second assertion is an immediate consequence of the first one and of the determination results provided by Theorems 1.1, 1.2 and 1.3.
In order to proceed we need the following lemma. Assume that one does not have access to the φ-covariogram directly but only to the φ-covariogram scaled by an unknown constant factor. We prove that when φ ∈ Φ 2 \ {0} this additional ambiguity is not an obstacle, that is, one can determine the unknown constant factor and by this also the nonscaled φ-covariogram.
In the next theorem we consider a random variable somehow similar to the one studied by Adler and Pyke mentioned above. Probably the most illustrative case of this random variable is the one corresponding to β 1 = 1 and β 2 = 0, in which case the random variable is associated to the perimeter-covariogram.
Theorem 6.2. Let B ∈ B 2 , B = R 2 and let K ∈ K 2 0 . Let X, Z and Σ be mutually independent random variables such that Σ is uniformly distributed in {−1, 1} and the densities of X and Z coincide, respectively and up to constant multiples, with 1 K and β 1 δ B bd K + β 2 1 K , where β 1 > 0 and β 2 ≥ 0. Let φ ∈ Φ 2 be defined by φ = β 1 per B +2β 2 vol. Then the following holds:
(I) The knowledge of β 1 , β 2 , B and of the distribution of Σ(X − Z) is equivalent to the knowledge of φ and the φ-covariogram of K. Thus, the distribution of Σ(X − Z) is, up to a multiple, the 'even part' of the distribution of Z − X. By standard facts in probability, the distribution of Z − X is equal to (β 1 δ B bd K + β 2 1 K ) * 1 −K /(c vol(K)), i.e. to β 1 δ B bd K * 1 −K + β 2 1 K * 1 −K /(c vol(K)). By taking the even part of the latter distribution we see that the distribution of Σ(X − Z) coincides with 1 2c vol(K)
By Theorem 3.1 (I), the latter is equal to g K,φ /(2c vol(K)). Assertion (I) follows by this and Lemma 6.1. Assertion (II) is an immediate consequence of Assertion (I) and of Theorems 1.1, 1.2 and 1.3. in K and with an edge translate of x, and ∇g K = ∇g H implies that every parallelogram inscribed in K has a translate which is inscribed in H. Thus, it seems interesting to obtain a good understanding of the information provided by ∇g K,φ . (3) A strengthening of the previous questions is whether the knowledge of φ is necessary for determination of K from g K,φ . Formally, this is the question of whether the equality g K,φ = g H,ψ for K, H ∈ K 2 0 and φ, ψ ∈ Φ 2 \ {0} implies the coincidence of K and H, up to translations and reflections. (4) Study the φ-covariogram problem when K is a centrally symmetric convex body in R n , with n ≥ 3. This problem has certainly a positive answer, for every n, when φ(K) is the surface area of K. This generalization can be easily proved following the same lines of the proof of Theorem 1.1. It suffices to extend the representation of the perimeter-covariogram as a convolution to the surface area-covariogram, and to substitute the equality (5.3) with the inequality coming from the Brunn-Minkowski inequality for surface area. For which quermassintegrals can the problem be treated in the same way? (5) Discussing random variables we noted that g K is a multiple of the distribution of X 1 − X 2 for two independent random variables X 1 , X 2 uniformly distributed in K, and so retrieval from g K can be viewed as the retrieval from the distribution of X 1 − X 2 . In the same vein, for each K ∈ K n 0 one can analyze the information provided by Y 1 − Y 2 , where Y 1 and Y 2 are independent random variables uniformly distributed in bd K. Is this information sufficient for determining K, up to translations and reflections, when n = 2? This question can be naturally carried over to a more general setting involving arbitrary seminorms (that is, more generally, we can assume that the distributions of Y 1 , Y 2 coincide with δ B bd K / per B , where B ∈ B 2 , B = R 2 ).
