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ABSTRACT
Hash tables are ubiquitous and used in a wide range of applica-
tions for efficient probing of large and unsorted data. If designed
properly, hash-tables can enable efficients look ups in a constant
number of operations or commonly referred to as O(1) operations.
As data sizes continue to grow and data becomes less structured
(as is common for big-data applications), the need for efficient and
scalable hash table also grows. In this paper we introduce Hash-
Graph, a new scalable approach for building hash tables that uses
concepts taken from sparse graph representations—hence the name
HashGraph.We show two different variants of HashGraph, a simple
algorithm that outlines the method to create the hash-table and
an advanced method that creates the hash table in a more efficient
manner (with an improved memory access pattern). HashGraph
shows a new way to deal with hash-collisions that does not use
“open-addressing” or “chaining”, yet has all the benefits of both
these approaches. HashGraph currently works for static inputs,
though recent progress with dynamic graph data structures suggest
that HashGraph might be extended to dynamic inputs as well. We
show that HashGraph can deal with a large number of hash-values
per entry without loss of performance as most open-addressing
and chaining approaches have. Further, we show that HashGraph
is indifferent to the load-factor. Lastly, we show a new probing
algorithm for the second phase of value lookups. Given the above,
HashGraph is extremely fast and outperforms several state of the
art hash-table implementations. The implementation of HashGraph
in this paper is for NVIDIA GPUs, though HashGraph is not ar-
chitecture dependent. Using a NVIDIA GV100 GPU, HashGraph is
anywhere from 2X-8X faster than cuDPP, WarpDrive, and cuDF.
HashGraph is able to build a hash-table at a rate of 2.5 billion keys
per second and can probe at nearly the same rate.
1 INTRODUCTION
Hash tables can be used for inner join [11], group-by and aggrega-
tion [18], query processing [9], looking up kmers in DNA sequenc-
ing [26], intersecting voxel geometric objects [2], and counting
triangles in graphs [10]. In some cases a dynamic hash-table is
needed though for many of these applications a static hash-table is
enough (where static refers to the fact that the input data is known
a-priori before the construction of the hash-table).
Hashing is a major building block for numerous applications
requiring lookups, such as associative arrays. One widely used
case is for set intersection, which are also used in database join
and group-by operations. While many of these lookup operations
can be implemented by first sorting the data, this can in fact lead
to significant overheads. Thus, when the input data is sorted it is
quite likely that the sorted intersection will outperform building
a hash-table followed by probing. However, when the data is not
sorted, which is very common, then hashing can prove to be more
effective. In fact, the question of which method, sorting vs. hashing,
is preferable is one that has received significant attention [20]. To
some degree, this question still remains open with new algorithms
being developed on both fronts to improve the performance of
both. For sorting, this includes new scalable algorithms which have
better load-balancing, use more threads, and fully utilized new
vector instruction sets. For hashing, new algorithms find better
ways to reduce the number of conflicts, improve spatial locality
while removing random accesses, and reducing storage overhead.
In this paper, we present HashGraph. HashGraph is a scalable
hashing algorithm for massively multi-threaded systems. We show
two simple algorithms for creating a hash-table based on the widely
used CSR (Compressed Sparse Row) data structure. CSR is used for
representing sparse graphs and matrices—hence the term “graph”
in HashGraph. Specifically, we show that it is possible to create a
hash-table by visually thinking about the result of the hash as a
graph.
Contributions
In this paper we introduce two novel algorithms for creating a
static hash table. Both these algorithms are simple, straightforward,
and give the same output. The first algorithm consists of five par-
allel for loops and one parallel prefix operation. The second and
more efficient algorithm consists of eight parallel for loops and
two parallel prefix operations. The straightforwardness of these
algorithms, unlike many previous hashing algorithms, also means
that they can be easily taught, adopted, and used by non expert
programmers. Specifically, HashGraph is currently designed for
applications requiring static data sets such as inner join, SpMV, and
set intersections.
We show that HashGraph has all the benefits of chaining and
open-hashing without their downsides. By using atomic instruc-
tions (namely an Atomic-Add operation), which is supported on
mostmodern processors, we can build the hash-table by pre-processing
the data. Specifically, in a first sweep across the data we are able
to determine the exact number of elements that will be hashed to
a specific index. With this information, we can then allocate the
exact amount of memory for each index. This effectively removes
our need to deal with collisions. Thus, we get a benefit similar to
chaining but with much better locality (chaining requires random
memory accesses). We get improved locality over open-hashing as
the arrays have better locality and we are not required to iterate
the table until an empty entry is found. Further, a unique feature of
HashGraph is its insensitivity to load factor: we show that we do
not need to increase the size of the hash-table to have double the
number of input entries, as is typically required by open-hashing
based approaches to ensure that insertion can be achieved in O(1).
From a performance standpoint, HashGraph is able to hash in-
puts at a rate of 2.5 billion keys per second. This is almost twice as
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fast as several leading implementations for the simplest case where
the input is the sequence of unique keys. When the keys are not
unique and duplicates appear multiple times, then HashGraph can
be as much as 40× faster. HashGraph also closes the performance
gap between hash based implementations and sorting based im-
plementations. Using HashGraph we introduce a new method for
hash table probing and set intersection that can work at nearly the
same rate as our table building.
2 BACKGROUND
Hash tables are used across a wide range of application for effi-
ciently looking up the existence of values in unsorted data. Given
an input array of length N , building a hash-table typically takes
O(N ) of operations. Given a good hashing function, ideally looking
up a value takes O(1) operations. In contrast sorting the input can
take eitherO(N ) orO(N · loд(N )) operations (depending if a radix-
sort or merge-sort is used, respectively). Looking up values, using
a binary search, then requires an O(loд(N )) operations. These the-
oretical bounds discuss the number of operations needed to create
the data structure used for looking up values, but they do not cover
the amount of locality in the memory accesses or the available
parallelism. These tend to be dependent on a specific algorithm and
implementation.
Hashing. As a preliminarily we define a hash function as fol-
lows:
hash(a) ∈ N→ b ∈ {0, ..,N /CV − 1} (1)
, where N is in the length of the input.
These functions take the original input and transforms them to
numbers in the range of {0, ..,N /CV }. These values are the entries
of the hash-table. In practice, most hash(a) functions return values
in N, yet these values are divided by N /CV and the remainder is
taken to ensure that range is reduced to a reasonable size—crucial
for efficient memory utilization. Murmur hash [3] is one such func-
tion that meets this criteria.
CV is typically referred to as the load factor of the hash-table.
The load factor is referred to asC , we have replaced this withCV as
V is used to represent “vertices” used by our HashGraph. To reduce
the storage overhead of the hash-table,CV can be set to values close
to 1. However, this causes many challenging performance problems,
including collision management and performance problems. As
such CV is typically set in the range of [0.5, 0.8].
The following lists several approaches for dealing with conflicts:
Separate Chaining - each entry in the hash table maintains a
linked-lists of values that have been hashed to it. For smallCV = 1,
the linked lists tend to get longer as there are fewer hash values and
the likelihood of a collision increases. This reduces performance
due to an increased number of linked-list traversals and random
memory access.
Open Addressing - hash-values are stored directly within the
table itself. For each hashed value, the table is scanned from the
initial hash value until an empty spot within the table is found.
While open-addressing has better caching than chaining, finding
an empty spot can be costly. Open addressing is extremely costly
when the number of duplicates is high or if a hash-value is used
by numerous input values. Thus, if a value in the input exists d
times, finding an empty spot for each requires O(d2) operations.
To reduce the likelihood of collisions for differnt input values, the
load factor is typically set to C = 0.5.
Coalesced Hashing - uses a mix of separate chaining and open
addressing. Rather than using a linked list for storing the elements,
entries in the hash-table are used for storing elements and an addi-
tional pointer is used for storing the location of the next entry in a
given chain. This typically gives improved locality over chaining
and it can reduce the number of lookups for finding an unoccu-
pied entry. This comes at the cost of additional storage (for pointer
storage). In practice, our new HashGraph algorithm is closer to
coalesced hashing though it does not store additional pointers for
finding the next empty entry.
2-Choice Hashing - is an approach that uses two different hash
functions with two tables. The hashed value is placed into the table
with fewer entries. This can lead to better balancing [27].
Cuckoo Hashing [25] is similar to 2-Choice Hashing and can
be extended to use more than one hash functions. However, un-
like 2-Choice Hashing when a collision occurs across all the hash-
functions one of the previous hash values is removed from the table
and hashed using a different hash function. This is repeated until
there are no more collisions. Thus, collisions can be quite costly.
Minwise Hashing - is an approach for reducing the storage cost
by using fewer bits [21].
Parallel Hashing Algorithms. One of the first parallel hash-
tables for the GPUS was first introduced in [9]. The table is split
into multiple smaller tables that can be managed within smaller
shared memory. Not long after this, a newer GPU algorithm was
introduced in [2] based on Cuckoo hashing. The cuDPP [15] library
is based on [2]. Like most Cuckoo hashing approaches, the table
building phase is greatly impacted by the appearance of duplicate
values and results in a longer build time.
Ashkiani et al. [5] show a scalable approach of hashing using
dynamic hash-tables for the GPU called SlabHash. Specifically, Slab-
Hash is based on blocked linked-lists such that the payload of each
node of the linked-list can hold multiple keys (or key-value pairs).
SlabHash’s performance is nearly equal to that of cuDPP [15].
WarpDrive [17] is a new hashing algorithm for the GPU. Warp-
Drive scales to multiple devices due to the multi-split algorithm
that they have developed. Currently WarpDrive can only work on
building hash tables where the input is unique. An extensive review
of multi-split approaches for the GPU can be found [4].
Stadium Hashing [19] is another hashing algorithm designed
for GPU systems. Specifically, Stadium Hashing can work both
in-core and out-of-core. This means that the hash-table can be
larger than the physical memory of the GPU, which is prohibitive
in some instances. Stadium hashing is based on Cuckoo hashing.
Its performance is similar to cuDPP [15]. Stadium Hashing is at it
best when the hash table is larger than GPU’s memory.
In [23] the “Folklore” hashing algorithm for the CPU is presented.
Folklore is able to build the hash table at a rate of 300 millions keys
per second on a 24 core (48 thread) processor and outperforms
Intel’s Threading Building Block Library. Folklore has the ability to
support dynamically growing tables, though this brings a significant
performance penalty. A hardware optimized hash-join algorithm
is given [7]. Specifically, this algorithm targets hardware features
such as SIMD instruction and is able to build and probe a hash-table
at 200 million keys per second. This was later improved to 700
2
million keys per second at its peak rate in [6], though on average
the rate was close to 450 million keys per second. While faster
than Folklore [23] , which reports the build rate and not the join
rate as [6, 7], these rates are still significantly slower than current
hash-table build rates on current GPU systems.
In [1, 11] a thorough review of hash-join algorithms and opti-
mizations for multi-threaded CPU processors is given. Many CPU
implementations [6, 7, 11, 20] focus on reducing the number of
cache misses. These tend to use some sort of data partitioning
which is part of a pre-processing phase. Both [20] and [11] give
each thread its own set of partitions which will later be merged
with the results of the partitions . Thus, as the number of threads
and partition grows, this can prove to be expensive. Unlike the GPU
which requires tens of thousands of software threads to keep the
device busy, most modern CPU systems only require fewer than
a hundred threads to keep the processor fully utilized. This leads
to very different partitioning approaches as well as optimizations.
Many CPU optimizations for hash tables are not effective on the
GPU.
Lastly, several algorithms have been designed for scalable dis-
tributed hash tables that can be used across thousands of CPUs
cores and processors. This includes [26] and [8]. Both were tested
on a CPU cluster with four thousand CPU cores. These distributed
joins used different hashing functions to manage collisions.
3 HASHGRAPH
In this section we introduce HashGraph, a new and scalable ap-
proach for building hash tables that uses a sparse graph-like data
structure for static data sets, specifically compressed sparse row
(CSR). In our CSR representations the vertices represent the hash
values and the edges point to the original (pre-hashed) input. Hash-
Graph is especially efficient for the hash table building phase,
though it can also be used for the probing phase.
We show two variations of the building phase using HashGraph.
The first version, called HashGraph-V1, (Sec. 3.2) introduces a sim-
ple version of the HashGraph concept and is implemented with a
handful of parallel for-loops. Using this version we highlight key
features of the HashGraph. We then present a second optimized
variation, denoted HashGraph-V2, that reduces the number of cache
misses and increases performance. We show that by adding an addi-
tional preprocessing phases and several additional parallel for-loops
we improve the performance over the first algorithm by roughly
4×. HashGraph can utilize conventional probing mechanisms, yet,
the uniqueness of the sparse graph data structure enables us to
introduce a new probing method that benefits from an increased
amount of locality. Specifically, this probing mechanism is unique
to HashGraph.
3.1 Hashing Using a Graph Data Structure
As a first step, we show the relationship between hashing and
graphs—this resembles a bipartite graph which can also be repre-
sented using CSR. The following subsections cover how to actually
build the CSR-like data structure in an efficient manner whereas
this section focuses on explaining why that representation is cor-
rect. Fig. 1 (a) depicts an example of input array with 5 inputs that
are hashed into a range of 10 values. In this example the number 3
appears twice and is hashed to the same value as the value 10121.
Algorithm 1: HashGraph-V1 - simple algorithm for building
hash table. Note V = N /CV .
for i = 0 : 1 : N − 1 do in parallel
// These are the vertices of the graph
HA[i] = hash(A[i])mod V
for i = 0 : 1 : V − 1 do in parallel
CounterArray[i] ← 0
for i = 0 : 1 : N − 1 do in parallel
AtomicAdd (CounterArray[HA[i]], 1)
// The offset array is not used in the computation. Rather it is stored for the probing phase
s.t. the lengths of each hash table entry is known.
Of f setArray ← Pref ixSum(CounterArray)
for i = 0 : 1 : V − 1 do in parallel
CounterArray[i] ← 0
for i=0:1:N-1 do in parallel
pos ← AtomicAdd (CounterArray[HA[i]], 1)
E[pos] ← (A[i], i)
This results in one of the hash values corresponding to three in-
puts. Note that the result of the hash is essentially a bipartite graph.
Going from the input to the hash is trivial (simply use the hash func-
tion). The reverse direction is achieve by having the hash-values
point back to the inputs that were hashed into them.
For most hash tables, where the input is of size N , the size of the
hash range is NCV . Typically CV = 0.5 for open-addressing based
methods (to reduce collisions and to ensure O(1) access time). For
Hash Graph, we will show in Section 5 that CV = 1 gives better
performance than CV = 0.5 despite common intuition that a lower
load-factor makes it easier to hash and place keys into the hash.
Compressed Sparse Row. CSR is a widely used data structure to
represent sparse datasets for both matrix and graph based problem.
CSR stores only non-zero values of the input. For each row, the non-
zero values are “compressed” such that the value and the column
of the value are stored. In graph terminology, each of these rows is
the adjacency array of a given vertex also referred to as the edges
of the vertex. CSR uses a small number of arrays 1) for storing the
vertex sizes (array length is |V | + 1) and 2) an array for the edges
(an array of size of |E | elements). The vertex adjacency array sizes
are in fact stored via an offset array which points to the starting
point of a vertex’s adjacency array. The end of the adjacency array
is the offset to the next vertex. Thus, the size of a vertex’s adjacency
array is the difference in the position of two consecutive vertices:
v and v + 1. The edges are stored as either a single array of tuples
(column,value) or via two arrays (one for columns and one for
values). Fig. 1 (b) depicts how to represent the reverse relationship
from hash-values to the inputs using CSR for the example in Fig. 1
(b). Note, some hash entries might not have inputs that are hashed
into them, as such their adjacency array length is zero.
3.2 HashGraph Version 1.0
In this subsection we introduce a simple approach for creating
the HashGraph data structure. Pseudo code for this can be found
in Alg. 1. Note, that algorithm for building HashGraph is fairly
straightforward and consists of five simple parallel for-loops and
one parallel prefix sum operation. In contrast many parallel hash-
table implementations consist of either one large monolithic code
section or an advanced parallel sections that includes numerous
barriers and synchronizations. In most cases, it is the fact that these
algorithms are so complex that they are designed for a specific
processing system. For example, cuDF’s [24] hash table uses a
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Index 0 1 2 3 4
Value 3 12 74 3 1012
Hash 0 1 2 3 4 5 6 7 8 9
(a) Simple Hashing
Edge 1 0 2 3 4
Value 12 3 74 3 1012
Vertex 0 1 2 3 4 5 6 7 8 9
Offset 0 0 1 1 4 4 4 4 4 5 5
(b) Hashing Using CSR
fig. 1: (a) Input array with corresponding hash values. This is a bipartite graph with input values on one side and hash values on the other side.
(b) Using a CSR-like data structure, a bipartite graph where the hash values point to the inputs.
single GPU kernel to build the a hash table. In contrast, HashGraph
uses a large number of simple kernels. The following explains the
process for building a HashGraph.
1) Each value in the input is hashed into the range of the hash-
table. This operation is highly parallel and uses a sequential memory
access pattern making it cache-friendly.
2) For each vertex in the graph, aka the set of possible hash values,
the number of instances of that entry is set to zero. This phase is
also cache friendly due to its sequential memory access.
3) For each of the hash values, computed 1) , we proceed to count
the number of instances that each hash value appears in the origi-
nal input. When this for-loop is completed, we know how many
elements will belong to each vertex in the CSR data structure. This
parallel for-loop loop is computationally more expensive than the
first for-loop even though both loops iterate over an equal number
of elements. Specifically, this for-loop uses atomic instructions for
counting the number of instances and writes to random places in
memory.
4) A prefix sum array is computed. Parallel prefix sum operations
are well studied [12, 16, 29]. The result of the prefix sum operation
is the offset array found in CSR. Through this offset array we can
now partition the edge array based on the number of values hashed
to each entry.
5) For each entry in the table, the number of instances of that array
is reset to zero. This array is used in the final phase for maintaining
the relative position of hashed elements with in the list that the have
been assigned to. This phase is cache friendly due to its sequential
memory access. Note, the O f f SetArray is stored and used for the
probing phase.
6) In the last and final phase, the hashed values are actually placed
in the HashGraph. Specifically, each hash-value is placed in the
element list that it belongs to by getting the position from the
offset array and the relative position within that array using atomic
instructions.
Collision Management. The performance of traditional hashing
tables is highly dependent on the load factor and the hash range.
As traditional hash table becomes denser, the overhead of finding
an empty spot in an open-addressing based hash table becomes
more expensive. This is problematic for chaining based hash tables
and will results in longer lists (“chains”) and will make probing
significantly slower.
HashGraph Collision Management. Recall, the load factor for
HashGraph is different than it is for open-addressing basedmethods.
In HashGraph the load factor states how many “vertices” will be in
the graph or what is the range of the hash values in the hash table
and not the size of the table. In HashGraph the table size is exactly
the size of the input size. Unlike open-addressing which requires
searching for an empty spot in the hash table to find the end of a
“value-chain”, in HashGraph the entries for a specific hash value are
in consecutive memory. Further, the length of that chain is known
and as such only the relevant values are accessed. Lastly, as the
HashGraph building phase includes a preprocessing for counting
the number of entries hashed to a specific value, the performance
of HashGraph does not degrade if an entry exists numerous times.
This will be discussed in more detail in Sec. 5.1 (Fig. 3).
Work and Time Complexity For Building HashGraph-V1. The fol-
lowing analyzes the work complexity for Alg. 1. First, note all
for-loops iterate over N or CV elements. Only the first for-loop re-
quires special attention as the work complexity is dependent on the
cost of doing the hashing, namely O(N · Hash). For the remaining
for-loops work complexity is either O(N ) or O( NCV ). In [16, 29] it
was shown that a parallel prefix sum operation can be work efficient
(linear amount of work with respect to the array size),O( NCV ). This
leads to a total time complexity of O(N + NCV + N · hash). When
Hash O(1) (which is the case for many hash functions), the overall
work complexity can be simplified to O(N + NCV ).
Given P cores and the above work complexity, we can evaluate
the time complexity for HashGraph as follows. All five for-loops are
embarrassingly parallel and are easily partitioned across P cores,
as their time complexities is either O(N /P) or O( NCV ·P ). The time
complexity of the prefix operation is O(N /P + loд(P)) [16, 29]. As
such the time complexity can be written asO(N /P + NCV ·P +loд(P)).
In practice loд(P) will be significantly smaller than the other com-
ponents and will be negligible for most inputs.
Storage Complexity. In the following storage complexity analysis
we avoid using the standard O() notation as the constants matter.
Instead, we offer a complexity analysis that states the array sizes, in
number of elements. For the sake of breivity, we do not consider the
actual bit and byte representation. The size of the table is exactly
N elements. The table itself can store either only the unhashed
value or the unhashed value and the index of that value in the
input array (this is needed for join operations). Further, we use two
additional arrays of size NCV for the counter and the prefix sum
array. In practice, HashGraph works well with CV = 2.
In contrast, other open-addressing hash tables typically require
a large table with NCV elements and CV = 0.5 for performance
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Algorithm 2: HashGraph-V2 - cache efficient algorithm for
building hash. Note V = N /CV .
// Phase 1: Bin Counting
BinSize ← VBins ;
for i = 0 : 1 : Bins − 1 do in parallel
BinCounterArray[i] ← 0;
for i = 0 : 1 : N − 1 do in parallel
bin ← hash(A[i ])mod VBinSize ;
AtomicAdd (BinCounterArray[bin], 1);
// Phase 2: Bin Placement and Data Reorganization
BinOf f setArray ← Pref ixSum(BinCounterArray);
for i = 0 : 1 : Bins − 1 do in parallel
BinCounterArray[i] ← 0;
for i = 0 : 1 : N − 1 do in parallel
bin ← hash(A[i ])mod VBinSize ;
pos ← atomicAdd(BinCounterArray[bin], 1)+BinOf f setArray[bin];
ReorдA[pos] ← {A[i], i };
// Phase 3: HashGraph Creation
for i = 0 : 1 : V − 1 do in parallel
CounterArray[i] ← 0;
for i = 0 : 1 : N − 1 do in parallel
pos ← hash(ReorдA[i].val )mod V ;
atomicAdd (CounterArray[pos], 1);
// The offset array is not used in the computation. Rather it is stored for the probing phase
s.t. the lengths of each hash table entry is known.
Of f setArray ← Pref ixSum(CounterArray);
for i = 0 : 1 : V − 1 do in parallel
CounterArray[i] ← 0;
for i=0:1:N-1 do in parallel
pos ← AtomicAdd (CounterArray[HA[i]], 1);
E[pos] ← (A[i], i);
reason. Due to the difference values of CV used by the hash tables,
HashGraph requires a similar number of elements.
3.3 HashGraph Version 2.0
We introduce amodified version of HashGraph that is morememory
subsystem friendly: cache efficient and with improved memory
locality. HashGraph-V2 (Alg. 2) increases the number of parallel for-
loops from five loops to eight loops and uses two parallel prefix sum
operations instead of just one. Yet, all these for-loops are friendly
to the memory subsystem and have good spatial and temporal
memory accesses. HashGraph-V2 consists of three phases, two of
them reorganize the input in a cache friendly manner.
Intuition for two phase of data movement. - in a preliminary phase,
we count the number of hash values that fall in a specific range.
This is done by binning hash values together. The number of bins
is dictated by the bin-size and the cache size. Ideally, the number
of elements in each bin (“bin size”) should also fit into the cache.
Thus we want to avoid small bins (equivalent to HashGraph-V1) or
a large bins (that are too large to be cached). In practice, for hash
tables with hundreds of millions of entries1 we found that a good
number of bins is roughly 32k. For these sizes, the bins on average
have a few hundreds of thousands of elements and as such each bin
can fit in the last level cache (referred to as the LLC). This allows
us to bring one bin at a time in the LLC and then reorganize the
bin efficiently within the cache.
The three phases found in Alg. 2 are as follows:
Phase 1: Bin Counting - given an array of Bins where each each
bin is of size BinSize , we count the number of elements hashed into
each range. Specifically, the bin ranges are from (0...BinSize − 1),
(BinSize ...2 · BinSize − 1), ..., and so forth. Also, the array Bins is
1We tested up to 512M entries
Algorithm 3: HashGraph-Probe-New - New hash table prob-
ing algorithm that uses two HashGraph for the probing.
IntersectAdjacencyArray receives two lists and their lists.
// Create two HashGraph
HGA ← HashGraph_V 2(A, NA, V );
HGB ← HashGraph_V 2(B, NB , V );
// Intersection for i = 0 : 1 : V − 1 do in parallel
IntersectAd jacencyArray(HGA[i], HGB [i])
cache-able making this operation efficient. Once the hash values
have been counted, a prefix is computed across the bins. The parallel
for-loops in this phase have good spatial locality.
Phase 2: Bin Placement and Data Reorganization - the original
input A is re-ordered into a new array ReorдA. The new array is a
tuple of two values: the value of A[i] and its index i (needed for the
hash-table itself)—this doubles the memory footprint; however, it
improves the spatial and temporal locality of the memory accesses.
Note, as the number of Bins is relatively smaller, the cache line
that each of these bins points to is also cache-able—this means that
writing the values of ReorдA is cache efficient.
Phase 3: HashGraph Creation - the final phase takes the reorga-
nized data and creates the HashGraph in a second sweep over the
data. The data is moved into its final position by counting the
number elements that will be hashed into each element. Similar to
the previous phase, this phase also has good spatial and temporal
locality.
Larger Inputs. For the sake of simplicity in HashGraph-V2 and its
pseudo code (Alg. 2), we focused on only one iteration of relabeling.
However, for data sets with billions and trillions of records in the
input it is very likely that either the number of bins needed for the
efficient relabeling will be so high that it cannot fit into the LLC.
As it might be necessary to use multiple iterations of relabeling,
thought its quite likely for the trillion of inputs no more than
two or three phases of re-ordering will be needed or perhaps a
cache oblivious algorithm. Such approaches have already been
investigated for large shared-memory systems. This paper does
attempt to solve this problem, yet we do not ignore the fact that
this could be a problem for larger inputs. We think that a multiple
tier HashGraph could be useful.
Work and Time Complexity For Building HashGraph-V2. For the
sake of brevity, we reuse the analysis used for the first algorithm.
First note that all the for-loops go over: Bins , N , or NCV elements.
The complexities of these loops are identical to those found in
the HashGraph-V1 algorithm. While the number of for-loops has
increased, we can still write the work complexity as: O(Bins +
N + NCV ). As Bins << N we can rewrite the work complexity as
O(N + NCV ) similar to the first algorithm. The time complexity is
O(N /P + NCV ·P ), similar to the first algorithm.
Storage Complexity. HashGraph-V2 has a larger memory foot-
print that HashGraph-V1. Specifically, the relabeled array doubles
it foot print.
3.4 Probing Using HashGraph
The probing process in a hash-table is the phase in which the values
from a second input are looked up within the hash table created
from the first input. In the case of set intersection, all the values of
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the second set are looked up inside the hash-table to find common
elements. Give the fact that HashGraph shares structural similarities
with open-addressing, this enables using the probing mechanism
of open-addressing for HashGraph. We refer to this approach as
HashGraph − Probe − Standard . An interesting artifact of using
this probing mechanism with HashGraph is that it will have better
performance with HashGraph than it will with open-addressing.
Specifically, HashGraph will iterate over fewer entries than open-
addressing (as different hash-values can create a longer chain of
entries within the table due to local collisions).
The uniqueness of HashGraph allows designing a new and cache
efficient probingmechanism.We refer to this approach asHashGraph−
Probe − New . This approach can be especially efficient for join
operations in databases. Pseudo code for our new probing mech-
anism can be found in Alg. 3—note the simplicity of this prob-
ing algorithm. Specifically, given two input sets we create two
HashGraphs—one for each input. We can the proceed to intersect
the adjacency arrays for the corresponding lists in each of the table.
The benefit of doing these list intersections is cache locality. For
simplicity, assume that the first hash-table, A, has a set of elements
Ax = Ax,1,Ax,2,Ax,3, ... that have been hashed to the value x . Now
assume that the input B has the following Bx = Bx,1,Bx,2,Bx,3, ...
set of values of hashed tox . By usingHashGraph−Probe−Standard ,
for each element in Bx , the elements ofAx need to be fetched in the
memory. In contrast, by using HashGraph − Probe − New we can
fetch in Ax only once into the cache and reuse that data. In Sec. 5
we show that the cache reuse is substantial. We believe that the new
probing function will be useful some applications such as SpGEMM
where the cost of building the second hash table gets amortized by
re-use. Specifically, consider the need to intersect multiple rows
and columns in a sparse setting. The HashGraph for each of these
rows or columns needs to be built once but can be used in multiple
intersections.
With HashGraph-V2, we showed how to create the hash table in
a cache efficient manner. Thus, the new probing approach is also
cache efficient. The benefit of our new probing approach is that
if we can further improve the building phase, then probing itself
can also become faster and less dependent on random memory
accesses.
The trade off ofHashGraph−Probe−New is that we need to build
an additional HashTable to get is performance. Thus, the decision
on using HashGraph−Probe −Standard vs. HashGraph−Probe −
New could very much depend on the data and the application
and available storage. In Sec. 5, we show several instances that
HashGraph−Probe−New is faster in the context of join operations.
4 EXPERIMENTAL SETUP
System and Configuration. Our implementation of HashGraph is
in CUDA and targets NVIDIA’sGPU. The GPU used in this experi-
ment is the NVIDIA Quadro GV100. The GV100 is a Volta (micro-
architecture) based GPU with 80 SMs (streaming multi-processors)
and 64 SPs (streaming processors) per SM, for a total of 5120 SPs. The
SPs are lightweight hardware threads that are sometimes referred
to as CUDA threads. In practice, roughly 40K software threads are
required for fully utilizing the GPU. The GV100 has a total of 32GB
of HBM2 memory and 6MB of shared-cache between the SMs. Each
SM also has a configurable shared memory of 96KB. The GV100
has 640 tensor cores, though these are not used in our experiments.
The GV100 has two variants, PCI-E and SXM2, form factors. Our
GV100 is the PCI-E variant that has a peak power consumption of
250 watts. The GV100 is connected to an Intel i7 − 7800X (6 cores
with 12 threads) running at 3.5 GHz with a 8.5MB last-level cache.
Lastly, to benchmarking the hashing functionality on a CPU sys-
tem we use a dual-processor Intel Xeon Platimun 8168 system. This
system has 48-cores with 96 threads with a frequency of 2.7GHz,
and 1.5 TB of DRAM.
Frameworks. As our implementation targets the GPU, we primar-
ily compare against other leading GPU implementation though we
also compare to one of the fastest CPU based hash tables used for
inner joins. To compare fairly against all the GPU implementations,
we benchmark the table creation and table probing processes sepa-
rately. We do this as the GPU implementations clearly distinguish
between these phases in the implementations. Further, this allows
better performance analysis to see if one of the phases is a per-
formance bottleneck. For the CPU implementation found in [6, 7],
which was designed for inner joins, we were not able to separate
the building and probing phases, as such we compare the total time.
cuDPP [15] is one of the first hast table implementations for the
GPU and is also one of the best performing. cuDPP uses a Cuckoo
based hashing and uses open addressing. The hash table built by
cuDPP is static. It does not support insertions or deletions.
WarpDrive [17] is a GPU specific hash table that gets good
performance by utilizing several hardware features such as warp
synchronization operations and warp groups. Note, WarpDrive
currently only works with hash-tables were all in the values in the
input are unique—this is a big restriction for real data sets. The
hash table built by WarpDrive is static. It supports insertions but
does not support deletions (as this requires adding a special marker
for deleted elements.
cuDF [24] is a framework for GPU dataframes. cuDF supports
a wide range of ETL (Extract, Transform, Load) functionality on
the GPU. cuDF uses a linear based open addressing approach for
its hash table. The hash table built by cuDPP is static. It does not
support insertions or deletions.
MC-Hash [6, 7] MC-Hash (multi-core hashing) is one of the
fastest hash-tables on CPU systems. Specifically, MC-Hash targets
join operations commonly used in data-bases, though it can also be
utilization for other use-cases.
The GPU implementations use open address based tables. As
such their performance is highly dependent on the load factor. By
default we set the load factor to 50% and allocate twice as many
entries in the hash table then those found in the input. For the prob-
ing phase, we focus on probing the hash table with a secondary
input array (similar to the process found in joins or list intersec-
tions). Note, several of these frameworks support insert operations
into the hash-table before it fills up. They do not support deletions.
In contrast, HashGraph can easily support deletions by storing
the number of elements per hash. See Sec. 6 for a discussion for
insertion operations for HashGraph.
Chaining based hash table on the GPU are challenging due to
memory management and performance. The recent SlabHash [5]
is the closest to a chaining based hash-table on the GPU; however,
we do not compare against SlabHash [5] as it is out performed by
cuDPP [15].
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Input sizes & Key Distribution. In many data base application
where hash-table are used, typically one of the tables is much
smaller than the other. For data sciences, it is customary to have
inputs with similar dimensions. For the sake of simplicity, we pri-
marily focus on the later case.We report performance in throughput
(keys per second) rather than absolute times as is common with
hash table operations. As the table creation and probing processes
are separated, times can be inferred for both these operations based
on the input size divided by the throughput.
By default, both input arrays will have 32M keys unless men-
tioned otherwise and the input across the frameworks is identical
([1, 2, 3, 4, ..., 225]) to ensure fair evaluation across the implemen-
tations. We report for 32M keys as we found that several of the
frameworks were unable to scale to large data sets. We chose the
simple sequence of number as it ensures that all frameworks get
the same input, especially as WarpDrive [17] is unable to deal with
duplicate values.
For HashGraph and cuDF we test the performance across a wider
range of input sizes as well as random inputs (controlling the aver-
age number of appearances of each value in the input). For Hash-
Graph, we were able to build a hash table on a single GPU with
229 = 512M entries. Beyond that size, we ran out of memory. From
a performance perspective, HashGraph’s throughput is roughly
within a 5% range of its performance with 32M entries as the input
is increased to 512M entries.
5 EMPIRICAL PERFORMANCE
5.1 Hash-Table Building
In the following subsection we show the performance of our new
HashGraph algorithms for building a hash-table. We show several
interesting performance findings with respect to collision and hash-
value duplications that are contrary to intuition and the typical
performance found in existing hash values.
Framework Comparison. Fig. 2 depicts the performance of the
various implementations. The input is identical for all the frame-
works: N = 225 = 32M and the input is the sequence [1, 2, 3, .., 225].
The x-axis represents the load of the table, such that that the num-
ber of entries within the hash table is Nload . Larger loads mean
denser tables and can impact performance. Recall, that the load
for HashGraph is different, specifically, the load represents
the number of “vertices” or unique set of hash values. Also,
the number of “edges” (the hash-table size) is constant in our
approach and is equal to the input size. Fig. 2 (a) depicts the
hash table build in terms of billions of keys per second—higher is
better. Fig. 2 (b) depicts the speedup of the various algorithms in
comparison with cuDPP which is a de-facto hash-table implemen-
tation for the GPU. Key observations:
• HashGraph-V2 (Alg. 2) is roughly 4× faster than HashGraph-
V1 (Alg. 1). Recall, that both HashGraph-V1 and HashGraph-V2
both create the same output (though the order of the entries in the
hash tables might be different). HashGraph-V2 uses an additional
preprocessing phase with radix binning that improves the cache
efficiency as there are fewer cache misses.
• HashGraph-V2 is significantly faster than the other frameworks.
Even for the lowest load factor, 0.5,(default load factor for these
frameworks), HashGraph-V2 is faster than cuDPP by as much as
1.6×, WarpDrive by 1.8×, and cuDF by over 1.3×.
• For higher load factors HashGraph-V2 outperforms cuDPP by as
much as 5×, WarpDrive by 2.5× times, and cuDF by over 8× times.
• The performance of HashGraph-V2 actually improves as the load-
factor is reduced! This is in contrast with most other hash table
building functionality. Note that all of them show reduced per-
formance at load factor 0.9. For HashGraph-V2 the performance
actually increases by roughly 10% − 15%. Recall in HashGraph-V2
(Alg. 2) there are several loops that are dependent on the number
of vertices (denoted as CV ). By increasing the load factor, we in
fact decrease the size ofCV (the set of vertices). This leads to fewer
iterations for several of the parallel f or loops and a faster prefix
summation operation.
• For HashGraph, we can increase the load factor beyond 1 to further
improve performance (Fig. 8. Thus, if we compare HashGraph-V2’s
best performance with the best performance of the other frame-
works, HashGraph-V2 is faster than cuDPP by as much as 2×, Warp-
Drive by 2.2× times, and cuDF by over 1.5× times.
Collision Management. A key feature of a hash table is how good
it performs when there are collisions in the hash table. In this
subsection we evaluate cuDF and HashGraph for various collision
rates (which are controlled by the average number of appearances of
each input value). We did not collect these numbers for cuDPP and
WarpDrive. Specifically, WarpDrive is unable to deal with duplicate
keys in the hash table creation phase.
Fig. 3 depicts the performance, in keys per second, for building
a hash table as a function of the average number of times each
key appears in the input (going from a small number of times to
a large number of times). For cuDF we collected results for two
different load factors: 50% and 80%. Inputs were created using a uni-
form random number generator. The x-axis represents the average
time each key appears on average in the input. For example, given
an input with 32M keys and an average of four appearances, the
keys are generated from numbers in the range of [1, ..., 8M]. Note,
as the average number of appearances increases, the cost of colli-
sion management with open-addressing increased in a quadratic
manner.
In contrast, the performance of HashGraph barely changes with
the increase in the number of average values. HashGraph offers a
new and efficient approach for dealing with collisions with little
over head. In comparison with cuDF, when a key appears on av-
erage 2, 8, and 32 times, our new HashGraph-V2 approach is 2×,
4×, and 40× faster, respectively, than the fastest of the two cuDF
implementations.
Bin Count Selection. Fig. 4 and Fig. 5 depict the performance of
HashGraph-V2 for different bin sizes and input sizes. For both plots,
the x-axis depicts the average number of times each elements ap-
pears in the input. Fig. 4 depicts the performance of HashGraph-V2
for different bins sizes. Each of the subplots depicts the performance
for a different input sizes: 2M, 8M, and 32M. For all these input sizes,
selecting 214 or 215 bins gives the best performance. Note, that the
performance for a given bin count stays constant as the number
of average appearances grows. Fig. 5 shows the performance of
HashGraph-V2 for several different input sizes.
Intuitively, using a very large number of bins decreases the per-
formance as this becomes very close to HashGraph-V1. In contrast
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fig. 3: Billion of keys per second (higher is better) for building a hash
table HashGraph and cuDF with two load-factors as a function
of the average number appearance per key in the input. Keys
are generated using a random number generator and a prede-
termined key range. Everything to the right of x = 0, the key
range is smaller than the number of inputs N /R meaning that
the average number of appearances grows with range R. Left
of the x = 0, the key range is N · R, meaning that the average
time a key appears is smaller. The performance of HashGraph
is almost indifferent to the number of appearances whereas for
cuDF the performance deteriorates with the increase. When
the average number appearances is 8×, the performance of
HashGraph is anywhere from 4× to40× faster.
increasing the number of bins beyond a certain point also reduces
the performance as it increases hot-spotting and increases serializa-
tion of the reads and writes. Another problem of having too many
bins is that might not fit in the cache. At the far extreme where
the number of bins is equal to the input size, we are once again
stuck with random memory accesses (similar to that found in most
open-hashing based approaches).
5.2 Hash-Table Probing
In this subsection we evaluate the performance of probing. Again
to ensure a fair evaluation across the implementations we use the
sequence 1, 2, ..,N as our input. Typically, the probing phase is
faster than the table building phase is it only requires random read
operations in contrast to random writes (and atomic instructions).
Fig. 6 depicts the performance of the hash tables as a function
of the load factor. For both cuDF and Warpdrive, as the load factor
increases hash table becomes denser the performance decreases.
WarpDrive’s probing algorithms finds the first instance of a hashed
value and stops; whereas the other implementations find all the
instances (and they do a deeper scan). Furthermore, WarpDrive’s
inability to deal with duplicate key values means that it cannot be
used for join operations. The HashGraph-Probe-Standard probing
approach has near constant performance as a function of the load
factor. In contrast, for our new probing the approach the perfor-
mance increases as the load is increased—this is due to the fact
that we build a second hash table for the probing input. Recall, this
behavior was also seen in the HashGraph building phase. At peak,
HashGraph can probe at a rate of 1.8 billion keys per second.
In an execution breakdown of our the HashGraph-Probe-New
probing mechanism, roughly 75% of our probing time is spent
building the second hash-table. The remaining time is spent on
intersecting the lists. This is highly motivating for two reasons :1)
it confirms that our new intersection is fast and cache efficient and
2) if we can further improve the performance of building the hash
table we can further improve the performance of the probing.
Fig. 7 depicts the performance of the probing functionality as
a function of the average number of times that each key appears
in the input. For both cuDF curves, the performance clearly drops
off as the number of appearances increases. This is not surprising
as open-addressing becomes more expensive as the table becomes
denser and more duplicates are added. In contrast, the probe rate
for HashGraph decreases at a much slower rate. Especially for
the new approach that has better cache utilization and reuse. The
new probing algorithm is roughly 100× faster than cuDF when the
number of duplicates is 32.
5.3 Hash Table Ranges, Load Factors, and
Vertex Counts
In this last subsection, we analyze the impact of changing the range
of the hash table. Typically this is referred to as the load-factor
in open-addressing based approaches and its also well established
that decreasing the range increases the number of collisions and re-
duces the performance. However, for our new HashGraph approach
the range refers to the number of vertices (and edge lists) in the
HashGraph. And we showed that HashGraph actually gains some
performance by reducing the range (vertices) as there are several
parallel for loops that are dependent on this size. Lastly, recall
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fig. 4: Billions of keys per second of our HashGraph 2.0 as a function of the number of times each key appears in the input. The size of the input
is (a) 221, (b) 223, and (c) 225 elements, respectively. The different curves are for a different number of bins. Best performance is achieved
for 214 and 215 bins due to caching. At peak, HashGraph is able to build the hash table at a rate of 2.5 billions keys per second.
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fig. 5: Billions of keys per second of our HashGraph 2.0 as a function of the number of times each key appears in the input. The number of bins is
(a) 214, (b) 215, and (c) 215, respectively. The different curves are for different input sizes. On average the best performance of each input
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fig. 6: Performance of probing. There are two curves for HashGraph,
one for a standard probing algorithm that can be also used for
open-addressing based tables and the other curve for a new
probing that intersects the adjacency lists for the different hash
entries. WarpDrive’s probing is faster as it finds only the first
instance of value whereas the others find all instances.
that the number of edges (which are hashed inputs) does not
change.
Fig. 8 depicts the performance of HashGraph for both the build-
ing and probing as a function of the hash range. As the load is
increased, from left to right, the effective number of vertices is de-
creased from being twice the size of the input to being one quarter
the size of the input—this is 8× difference in the hash range. The
building rate increases from about 1.6 billion keys per second to
roughly 2.4 billion keys per second. Though the build rate does not
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fig. 7: Performance comparison of probing of HashGraph with cuDF.
The new HashGraph probing algorithm is slightly slower when
the number of unique keys is small. However, 10× faster than
the standard probing algorithm and roughly 100× faster than
cuDF when the number of duplicates is high.
increase much beyond the point that the hash-range is half the size
of the input (marked at load factor 2). In contrast, the performance
of the probing function peaks within the load-factor of 1 to 2. Be-
yond this load, the performance of probing goes down as the lists
become longer and the hash lists are longer. Within the aforemen-
tioned load-factor range there is a good balance between slightly
improving hash table building vs. probing. Altogether, it seems that
any load between the range of 1 and 2 will give good performance
for HashGraph and these can also be decided at runtime based on
the properties of the input.
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as big as the input size and all the way to the right where the
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fig. 9: Performance comparison (higher is better) of HashGraph with
one of the fastest known CPU hash algorithms [6, 7] for an
inner-join. The execution time includes both the hash table
creation and the probing phases. The lists with the result of
the inner join are not actually created or timed. The size of the
two inputs is 32M elements.
5.4 HashGraph Vs. CPU HashTables
In [6, 7] one of the fastest known CPU hash tables implementations
is presented. MC-Hashwas designed for inner-joins of two relations.
MC-Hash times the execution for both building the hash-table as
well as its probing with one timer. Using this single timer, we are
able to evaluate and compare the performance of this implementa-
tion with HashGraph. We use two input arrays of 32M elements
that are generated randomly usingMC-Hash’s generator and bench-
mark the algorithms with a varying number of average appearance
for the keys. To compute the number of keys per second, we take
into account the size of both inputs (meaning we diving 64M by
the execution time). Performance of MC-Hash and HashGraph for
a join operation are depicted in Fig. 9.
For Hash-Graph we calculated the sum of the time for hash-table
building and probing. Hash-Graph, using a single GPU, is 3× faster
than a 48-core (96-thread) system processor when the number of
appearances per key is small. However, when the average number
of keys is high, HashGraph outperforms MC-Hash by as much as
10×.
Note, the lists with the results of the intersection are not instan-
tiated.The size of such lists would be fairly large especially when
the number of duplicates is high. Specifically, for the uniformly
randomly generated numbers used in our experiments the output
size could easily be one to two orders of magnitude larger than the
inputs—especially when the number of duplicates are high. Thus,
a lot of time and memory would be spent on creating the lists
and would make a comparison of the building and probing more
challenging. Further, MC-Hash does not create these list as well.
6 SUMMARY
In this paper we presented HashGraph a new approach for both
building a hash table and for probing values. The HashGraph ap-
proach shows a relationship between building a hash table and
creating a sparse graph data structure. Unlike past approaches
which typically build a hash table in a single sweep over the data,
our two new algorithms actually sweep over the data multiple times.
By using multiple sweeps, including a pre-processing sweep, we
are able to create a very efficient hash table that can deal with colli-
sions in a simple manner. Our second algorithm uses an additional
sweep over the data that is both cache friendly and bandwidth
friendly removing the penalty of random memory accesses. Our
second algorithm is anywhere from 50% − 100% faster than several
state-of-the-art hash table implementations.
HashGraph shows a new way to manage collisions that takes
the best of open-addressing and chaining, without any of their
downsides. First, we showed that we can place colliding elements
in the same spatial locality array without gaps or different hashed
values as required in open-addressing or random memory accesses
as required with chaining.
Second, using our preprocessing sweep we are able to determine
in advance the exact number of elements that will be placed in each
of the so called temporal chains. This removes the need for finding
an empty spot in the table. This is important for inputs with a large
number of duplicates and overcomes many of the problems with
elaborate methods such as Cuckoo hashing. Thus, we showed a
new collision management type for hashing.
Third, the performance of HashGraph is mostly invariant to the
key distributions and the number of times each key appears in
contrast to most hash table. In the experiment section we showed
that the performance of building a table went down by less than
15% even when each key appeared on average 32×. Performance
for past approaches went down by more than 10×.
Fourth, past approaches have typically required roughly 1.5 ×
−2× more entries than the original input to avoid the problems
associated with conflicts. Reducing this storage overhead has typi-
cally led to reduced performance. In contrast, HashGraph separates
the load factor (which can also be viewed as the number of possi-
ble hash entries) with the actual hash table size. With HashGraph
the range of the entries can be reduced to the exact number of
entries. Surprisingly, decreasing the load factor actually improves
the performance of HashGraph. This is in stark contrast to past
approaches.
Fifth, we showed a new approach for probing the hash table.
Specifically, for list intersections operations (such as those founds
in inner joins), we show that we can create a second hash table
for both the input lists and then we can intersect the lists of each
value in a method that is cache friendly (no random accesses as
found in chaining) and also efficient (searches through only relevant
values unlike open-addressing). The uniqueness of this new prob-
ing approach is makes this phase more cache friendly. This could
be important for future processors where the memory subsystem
(bandwidth, cache size, memory channels, latencies) is different.
10
Dynamic HashGraph
As mentioned earlier in this paper, hashing is used in a wide range
applications. In some applications the hash table is created from a
static data set and in other cases the hash table changes by other
adding or removing values. These can be referred to as incremental
or decremental operations. In this work we primarily focused on
creating a table for static data hash tables such as those required
for inner join operations and SpGEMM.
While we do not discuss this in detail, HashGraph can easily
support decremental operations simply by storing an additional
length array in addition to the offset array. Thus, HashGraph can
support deletions whereas open-addressing methods are not able
to support deletion without adding a special deletion “marker” to
the hash table.
We believe that recent work on developing efficeint dynamic
graph data structures might be of great use for HashGraph. While
a handful of such data structures have been developed in the last
decade [13, 14, 22, 28, 30], we believe that Hornet data structure [13]
can be adapted for a dynamic version of HashGraph. This in part due
to the fact that Hornet is a dynamic version of CSR. We have started
to investigate how to implement HashGraph within Hornet and
believe that with some modification made to Hornet’s initilization
process this will possible. Specififically, Hornet initializes process
needs to be parallelized as it is currently sequential. While we have
yet to develop a dynamic version of HashGraph, it would seem that
the table building process would be the same. They key difference
would be is supporting dynamic operations, with an emphasis on
insertions.
Conclusions
In summary, in this paper we presented a novel approach for build-
ing and a new approach for probing hash tables. Our analysis in-
cludes theoretical complexities as well as empirical performance
analysis. Our new hash table building algorithm is faster than ex-
isting state-of-the-art hash tables from 2 × −8× when the number
of unique keys is high and up-to 40× faster when the number of
unique key is small. Our new probing algorithm can be as much as
100× faster when the number of duplicates is high. We also showed
that a single NVIDIA V100 GPU can significantly outperform a
48-core (96 thread) CPU system for an inner-join.
We showed that our the process of building a hash table with
HashGraph introduces a new and more efficient collision manage-
ment that has all the benefits of open-addressing and chaining,
but without the drawbacks of these two approaches. We primarily
focused on static data hash tables in this paper, though our goal is
to investigate how to implement HashGraph for dynamic graphs
as well.
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