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Liapunov’s direct method is a useful tool for establishing the decay of 
solutions of nonlinear systems of ordinary differential equations of first order. 
However, for certain classes of nonlinear systems (e.g., those arising from 
equations of LiCnard type, and their generalizations), the natural Liapunov 
functions (suggested by energy considerations) do not lend themselves to a 
direct application of Liapunov’s simplest theorems. In such cases the total 
derivative of the Liapunov function is negative definite on a subspace but 
not on the whole space, and if the systems are not autonomous, a fairly 
involved analysis (e.g., [I], [2]) is needed to establish asymptotic stability. 
It is the purpose of this paper to establish, by completely elementary methods, 
existence, boundedness, decay, and exponential decay of the solutions of such 
nonlinear systems under suitable hypotheses. The analysis depends upon the 
construction of suitable Liapunov functions. In special cases of particular 
interest in certain applications to be explored elsewhere, the rate of decay, 
for a certain class of initial conditions, is independent of the number of 
equations in the system. 
We will consider a class of vector differential systems of the general form 
k = F(t, X, x), t = G(t, x, z), but will write F and G in more explicit form to 
facilitate statements of hypotheses and results. 
1. PRELIMINARIES 
We will denote by R the real numbers, by I the interval [0, a~), by R* real 
Euclidean m-space, by F(S) the class of m times continuously differentiable 
functions on the set S, byL,(S) the class of measurable functions on S whose 
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mth powers are integrable. A dot will denote differentiation with respect to t, 
a prime differentiation of a function of a single independent variable with 
respect to that variable. The symbol [a, b]” will denote the Cartesian product 
of m intervals [a, b]. 
A function (T E Cl(R) will be called a nonlinear spring if x f  0 + W(X) > 0. 
If  
S(x) = /I u(u) du -+ co as 1X1-~, 
D will be said to have a divergent integral. Note that S E P(R), 
a(0) = S(0) = 0, and x # 0 j S(X) > 0. It is easily verified that for each 
real a > 0, there exists a constant @ = @(a) > 0 so that U”(X) < @S(X) for 
/ x 1 < a. If  in addition u’(O) > 0, there exist constants v  = ~(a) > 0, 
Q = q(e) > 0 such that as(z) > @(x) and gx2 < S(X), ( x ( < a. 
2. PRINCIPAL RESULTS 
Consider the real system 
,2;, = - h,(t, x, z)g,(z,) - mn(t, x, z) 4x) + 4% n = 1, .*s, N, (1) 
x scalar, x = (zr , ..*, z,), in which g, , ***, g, , u are nonlinear springs with 
divergent integrals G, , **., G, , S, respectively, h, , a*., h, are non-negative 
in I x RNil, e, , e, , *a-, eN are bounded functions in L,(f), c, > 0, n = 1, 
**a, N, and the right hand sides are sufficiently smooth for the local existence 
and uniqueness of solutions of (1) on I x RN+l. Let 
CN= &. 
iZ=l 
THEOREM 1. Suppose e, = 0, n = 0, 1, **=, N, and let (x(t), z(t)) be a solu- 
tion of (1) existing on I. 
(i) The solution is bounded, i.e., there is a number a > 0, depending only on 
(x(O), z(O)), such that (x(t), z(t)) E [- a, alN+l on I. 
(ii) In addition, suppose g,’ > 0 on R and that, for each u > 0, there 
exist constants k = h(u), K = K(a), Ml = Ml(a), M = M(u) such that for 
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(t, x, 2) E I x [ - a, ulN+l, 
h,(G x, z> < fc < a, 
0 <: k < h,(t, x, z), n = 1, .**, N, 
0 < Ml < I m,(t, x, 4 I 9 
mn(t, x, 4 < M < 03, n = 1, .*I, N. 
Then the solution tends to zero as t + CO 
(iii) Finally, suppose also that u’(O) > 0, and g,‘(O) > 0, n = 2, -**, N. 
Then the solution tends to zero exponentially as t---f CO. 
THEOREM 2. Suppose that some e, does not vanish identically, and that 
(x(t)), z(t)) is a soZution of (1) existing on I. 
(i) I f  there exists a positive constant r such that on R, u”(x) < ES(x) and 
ga2(x) < rG%(x), n = 1, **-, N, the solution is bounded, the bound depending 
0nZy on (x(O), z(0)). 
(ii) In addition, suppose all the other hypotheses of Theorem 1 are satisfied. 
Then the solution tends to zero as t + co; in fact, if E(t) majorizes 
cc N 
s zJ/ t,2 R =. I 44 I ds on1 
and E(t) --+ 0 ns t + w, then x’(t), ~,~(t), n = 1, ---, N, are O(e-mt) + O(E(t)) 
as t -+ co for some a > 0. 
The existence of an a priori bound in part (i) of each theorem yields the 
existence on I of solutions with arbitrary initial values at t = 0 by means of a 
standard continuation argument (see [3]). (Hence Theorem 1 and 2 are global 
existence theorems as well.) 
I f  there exist positive constants C, , w such that on 1, ( e,(t) j < Coe-wt, 
n = 0, 1, a.*, N, the solution in Theorem 2 tends to zero exponentially as 
1 + co; if there exist constants C, > 0, w > 1 such that 1 e,(t) ) < Cot-U 
for t > 0, n = 0, 1, a--, N, x2(t), za2(t), n = 1, 1-b) N, are O(tl-w) as t -+ co. 
The existence of an absolute constant r in part (if of Theorem 2 can be 
omitted for gk[u] if eR = 0 [e,, - 01, and is implied if (i) g(x) [u(x)] is bounded 
on R, (ii) g”(x) + co [U”(X) -+ co] as 1 x j - co and 
lim g’(X) [ lim a’(x)] 
z -*co z-t*CE 
exist, or (iii) g(x) [U(X)] = x (i.e., the spring is linear). 
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The system 
% = - W, x, 4 z, - by + e,(t), n = 1, ..‘, N, (2) 
where the coefficients a,, b, , n = 1, **+, N, satisfy a, = cb, , c > 0, 
n = 1, *.*, N, b, # 0, or an/b% = c, > 0,1z = 1, .*a, N, has been investigated 
by Levin and Nohel [I], who obtain global existence and boundedness under 
essentially the same hypotheses. To obtain decay of solution by Theorem 2, 
CT E Cl is required (in [I], only a Lipschitz condition is assumed) together with 
u’(0) > 0. If  the forcing terms vanish identically, o’(O) > 0 is already suffi- 
cient for exponential decay. 
3. PROOF OF THEOREM 1 
The positive definite Liapunov function 
has total derivative 
relative to (1). I f  u,, = u(x(O), z(O)), then u(x(t), z(t)) < us on 1, and we 
define the number a by 
since a < co (the spring integrals diverge), (i) is proved. 
Now define a function zi(x, z) = u (x, x) + /k(x) g,(z,) on [- a, alN+l, 
where p is a small positive constant to be determined. Then if @ = @(a) is a 
constant such that a2 < @S and g,s < @G, on [- a, a], 
and for sufficiently small 8, a 3 4 u on [- a, alN+l and ZI is positive definite 
there. 
Note that we can assume without loss of generality that m, > 0 (by assump- 
tion it is of one sign), since the change of variable which replaces .zr by 
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zr replaces m, by - m, and the resulting system still satisfies all the hypo- 
theses of the theorem. So if d = d(u), D = D(a) are constants such that on 
[- a, a], 0 < d < g,’ < D, a’ < D, then for arbitrary y > 0, using the 
hypotheses of part (ii), 
Choosing y large enough to make the coefficient of a2 positive, /? at least as 
small as required for ZI > &u and, in addition, sufficiently small that the 
coefficient of g,a is positive, @ = 1, -*-, A’, and denoting by q0 the (positive) 
minimum of these coefficients, we have 
and d is negative definite. A classical theorem of Liapunov now implies (ii). 
Finally there is a constant v = ~(a) > 0 such that u2 3 $3, gn2 > TG,, 
n = 1, a**, N, on [- a, a], under the assumptions of (iii), and for /3 no greater 
than above, v < $ u. Then if 7 = Q Q, min {v, v/C,}, - it > TV, 
v(t) < v(0) e-+, and S(x(t)), c,G,(.z,(i)), 1z = 1, e.0, N, are majorized on I 
by 20(O) e-7$. Since there exists q = q(u) > 0 such that 4x2 < S(X) and 
qzn2 < G,(z,), n = 1, a*., N, on [- a, a], 
I &t(t) I < 2740) 7 exp {- Q +>9 n = 1, 1-e) N, 
n 
for t E I, completing the proof of Theorem 1. 
4. PROOF OF THEOREM 2 
We no longer assume that the e, vanish identically. The derivative of u 
relative to (1) is now given by 
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Letting 
c  ^= min{l, cl, .a*, cN}, h(t) = & [I co(t) I + 2 cn I e,(t) I] 
and $a(t) = (r/E)&(t), whence & , #2 E&(I); and using the inequality 
I w I G + (1 + w2), we obtain ti ,( #i(t) + Ibz(t) U. Integrating, since 
(CIr E&(I), we obtain 
u(t) < ~(0) + jm v4(4 ds +j: #z(s) 44 ds. 
0 
Applying the Gronwall inequality (see [3], p. 37) and using #a E L,(I), we find 
u(t) e [@I) + jm$&) ds] exp [jm$2(4 ds] < ~0. 
0 0 
This implies the existence of a real number a > 0 such that for t ~1, 
(x(t), z(2)) E [- a, ulN+l, proving (i). 
Define ZI on [- a, ulN+i by the same formula as before. If  7 = q(a) is 
chosen as in the previous proof, relative to the a of the previous paragraph, 
we have 
79 < - v + (0 + Bu’d e. + (CA + Pm’) el + 2 c,g,e, . 
?a=2 
The continuous functions (J, a’, g, , gi’, g, , **a, g, are bounded on [- a, a] 
and so d < - 7~ + Ko&(t), where 
for some positive constant K, = K,(u). Integrating we obtain 
v(t) < u(O) e-st + K, s: e-vtt-s) &(s) ds, 
and estimating the integral separately on [O, r/2] and [t/2, t], we find 
u(t) < v(O) e-+ + K,K, e-+i2 + K,E(t), K3 = ;& (s) ds. 
s 
Then qG(t), qcnzn2(t), 7t = 1, ***, N, are majorized by 2v(t) and the result 
follows. 
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5. GENERALIZATIONS 
The foregoing considerations can be generalized to the system 
n = 1, . . . . N, 
(3) 
a special case of (1) in which one of the damping functions h, vanishes 
identically. Here C, go , g, , **v, g, are nonlinear springs with divergent 
integrals S, GO, Gt , .a*, GN, respectively, h, , *.*, h, are non-negative, 
c,>O, n=O,l;-.,N,e-,, e,, e,, e-m, eN are bounded functions in L,(I). 
THEOREM 3. Suppose e, _= 0, n = - 1,0, 1, *he, N, and let (x(t)), y(t), 
z(t)) be a solution of (3) existing on I. 
(i) The solution is bounded. 
(ii) In addition, suppose that g,’ > 0 on R, o’ > 0 on R, and that for 
each a > 0 there exist constants k = h(a), K = K(u), Ml = M,(a), 
M = M(a), such that for (t, x,y, z) EI x [- a, u]~+‘, 
h,(t, X,Y, 4 < K -c ~0, 
0 -=c R < h,(t, x,y, 4, n = 1, *.., Iv, 
0 < Ml < I mn(t, GY, 4 1, n =o, 1, 
m,(t,x,y,4<M< ~0, n = 0, 1, ***, N. 
Then the solution tends to zero as t -P 03. 
(iii) Finally, suppose also that g,‘(O) > 0, n = 2, es*, N. Then the solution 
tends to zero exponentially as t + 03. 
THEOREM 4. Suppose that some e, does not vanish identically and that 
(x(t), y(t), z(t)) is a solution of (3) existing on I. 
(i) If there exists a positive constant r such that 
u”(x) < rs(x), 
gn2(d B Wk4, n = 1, --a, N, 
on R, the solution is bounded. 
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(ii) In addition, suppose all the other hypotheses of Theorem 3 are satisJied. 
Then the solution tends to zero as t --f a,; in fact, if E(t) majorizes 
on I and E(t) -+ 0 as t -+ 03, then x2(t), y”(t), z,“(t), n = 1, ---, N, are 
O(e-+/2) + O(E(t)) as t -+ 00 for some 7 > 0. 
Boundedness follows as before, but decay results are obtained by using the 
Liapunov function 
v(x, Y, 4 = S(x) + coGo(y) + f$ ~Gn(d - kW4go(~) + 444 g&l) 
n-1 
for appropriately chosen positive constants (Y and /3. Notice that we require 
for decay the stronger hypothesis that g,’ and u’ be positive on R. 
Levin and Nohel [I] have also studied a special case of (3) analogous to 
(2); an example due to them shows that no decay result can be obtained if 
more than one of the h, is identically zero. 
The system 
ii- = &l(t) y  + 2 GA(t) % , 
n=1 
9 = - ho(t) 49 + e,(t), 
zin = - hn(t, x, Y, 4 zn - b(t) 44 + e,(t), n= 1, ---, N, 
also a special case of (3), in which the b,(t) are almost periodic functions, has 
been investigated by Miller [4]; Th eorems 3 and 4 partially extend his results 
for this system. 
Certain analogs of (1) and (3) in which the coefficients c, depend on t 
can be treated by this method. Specifically, the systems 
3i”= 5 egnct) m,(t, x, z) 27, , 
n=1 
b = - h,(t, x, z) z, - m,(t, x, z) u(x), n = 1, a--, N, 
and 
k = eqo(t) m,(t, x, y, z) y  + 5 e%tt) m%(t, x, y, z) a;, , 
7Z=l 
9 = - mot4 x, Y, x) u(x), 
% = - Ut, x, Y, z) z, - m,(t, x, y, z) o(x), n = 1, a-*, N, 
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can be treated by using the time-dependent Liapunov functions 
and 
For boundedness we require 2/r, 2 &, and that the qn be bounded below; 
for decay we also need to bound the qn above and 2h, - Qn away from zero. 
As an easy application of Theorem 2 we obtain global existence, bounded- 
ness, and decay of solutions for the second order Lienard differential equation 
f  + h(t, x, ft) f f  + u(x) = e(t), 
with h and e satisfying the hypotheses imposed upon the h, and e,, above. 
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