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Calculation of the electron two-slit experiment using a quantum mechanical
variational principle
Alan K. Harrison
Los Alamos National Laboratory, Los Alamos, New Mexico 87545
(Dated: October 30, 2018)
A nonlocal relativistic variational principle (VP) has recently been proposed as an alternative to
the Dirac wave equation of standard quantum mechanics. We apply that principle to the electron
two-slit experiment. The detection system is modelled as a screen made of atoms, any one of which
can be excited by the incident electron, but we avoid restricting the detection mechanism further.
The VP is shown to predict that, at the time the electron reaches the screen, its wavefunction
will be localized to the neighborhood of a single atom, resulting in a position-type measurement.
In an ensemble of such experiments (“identically prepared” except that the initial phase of the
wavefunction—the hidden variable in the VP formulation— is sampled over the expected uniform
distribution), the distribution of measured positions will reproduce the interference pattern predicted
by the Dirac equation. We also demonstrate that with a detection system designed fundamentally
to detect the electron’s transverse wavelength rather than its position, the VP predicts that one
such mode will be detected, that is, a wavelength measurement will result. Finally, it is shown that
these results are unchanged in the “delayed choice” variant of the experiment.
PACS numbers: 03.65.-w, 03.65.Ud, 03.65.Ta
Keywords: Quantum foundations, Quantum nonlocality
I. INTRODUCTION
An alternative version of quantum mechanics has re-
cently been proposed [1] in the form of a nonlocal rel-
ativistic variational principle (VP). The VP is intended
to replace both the wave equation and the measurement-
induced collapse process of standard quantum mechanics;
that is, it is proposed as a unified theory valid regard-
less of whether a measurement is being made. To test
whether it can adequately perform both roles, we will
apply it to predict the outcome of the electron two-slit
diffraction experiment.[2]
In the original form of that experiment, the detection
screen shows the diffraction/interference pattern pre-
dicted by wave mechanics. If the experiment is conducted
with a low beam intensity, so that the electron arrival po-
sitions at the screen can be observed, the position data
sum up to the same interference pattern that the higher-
intensity beam produces, [3] even when the experiment is
conducted with so low a beam intensity that the electrons
pass the barrier one at a time. [4]
Standard quantum mechanics (SQM) explains the po-
sition measurement as a result of the collapse process
and the interference pattern as a result of the Born rule
that it obeys, but fails to give an intuitively satisfying
answer to detailed questions about the electron’s path.
[5, 6] We will show that the VP predicts the results of
the experiment as well, but in a unified way, and that it
gives greater insight into such questions.
The VP asserts that Nature minimizes the sum of two
spacetime integrals A1 and ǫA2, both of which depend on
the wavefunction of the system under study, possibly in-
cluding an entangled measurement apparatus. The first
term measures the deviation of the solution from compli-
ance with the SQM wave equation (the Dirac equation,
since the theory is currently limited to fermions). A2 is
a measure of the position-momentum (or time-energy)
uncertainty of the wavefunction, which we expect to be
larger for a superposition of eigenstates of the opera-
tor corresponding to the measurement than for a sin-
gle mode. The result of the optimization process is that
an undisturbed system satisfying the Dirac equation will
continue to do so, but a change in the external fields it
experiences—as in an experiment—may cause it to make
a transition from one state to another.
According to this view, the electron may be in a su-
perposition of position eigenstates when it passes through
the slits, but the tendency to minimize uncertainty causes
the wavefunction to decay to a single such state by the
time it reaches the detection screen. This paper tests
that prediction by performing an approximate VP calcu-
lation.
II. THE VARIATIONAL PRINCIPLE
To define the VP compactly, we will define some math-
ematical structures. For anN -particle system with wave-
function ψ and an operator O that depends on K differ-
ent spacetime coordinates for each particle, we define the
K-position expectation integral
IK(O) ≡
∫ ( N∏
n=1
K∏
k=1
d4xnk
) (
K∏
k=1
ψ†(x1k, . . . xNk)
)
O(x11, x12, . . . , x1K , x21, . . . , xNK)
(
K∏
k=1
ψ(x1k, . . . xNk)
)
N∏
n=1
fK(xn1, xn2, . . . xnK) . (1)
2Here fK is unity if K = 1; otherwise it enforces the
spacelike separation of all K points for a given particle
n:
fK({xk}) ≡
∏K−1
k=1
∏K
l=k+1 u [− (x
µ
k − x
µ
l ) (xkµ − xlµ)]
WK({xk − xl : 1≤k<l≤K})
,
where we use the summation convention for repeated
Greek indices, which run from 0 to 3; u(z) is the unit
step (Heaviside) function; and the weight function WK
is chosen so that fK has the property∫
dx02
∫
dx03 . . .
∫
dx0K fK({xnk}) = 1 . (2)
(For any value of K, WK is expected to be a universal
function, but its precise form is unknown for K > 2;
see discussion in [1].) Then we define the K-position
expectation of O as
〈〈O〉〉K ≡
IK(O)
IK(1)
. (3)
Now the variational principle takes the form [1]
δ(A1 + ǫA2) = 0 , (4)
in which for an N -particle system the first term is
A1 =
N∑
n=1
〈〈
D†nDn
〉〉
1
, (5)
where Dn is the Dirac operator /π/m− 1 applied to par-
ticle n, and the integral A2 in the second term is the
expectation
A2 =
〈〈
N∑
n=1
(
δx2δp2
)
n
〉〉
4
, (6)
of the four-point relativistic position-momentum opera-
tor
δx2δp2 ≡ {(xµ1 − x
µ
2 ) [p3µ(x3)− p4µ(x4)]}
2
applied to each particle n.
III. THE ELECTRON TWO-SLIT EXPERIMENT
To calculate the experiment, we suppose that a single
electron (particle n = 1) is launched or first observed at
time ti, passes at time ta through slits in a planar barrier
at x1 = 0, and is then intercepted at tb by a detector
screen in the plane x1 = X . The experiment ends at
some moment tf > tb by which time the collision point
on the screen can be identified. The screen is composed
of atoms, any of which can be excited by being hit by
the electron, but the electron does not have enough en-
ergy to excite more than one atom. (We are intentionally
vague about the nature of the “excitation” of an atom;
our point is that in order to register the arrival of the
projectile electron at a point on the screen, some atomic
process must take place there. Our analysis will not de-
pend on what that process is.) There are enough atoms
in the screen, and their cross section is sufficient, that
the probability of the electron exciting an atom is unity.
(For simplicity, we treat the atoms as distinguishable.)
Presumably the experiment is sufficiently well isolated
from the rest of the universe that we may solve the op-
timization problem (4) by limiting the integrals to a do-
mainR delimited in time by ti and tf , and in space by the
size of the experimental setup. For later use, we will also
define nonoverlapping spacetime regions R1, R2, and R3
corresponding to the intervals [ti, ta], [ta, tb], and [tb, tf ],
so that R = R1 ∪R2 ∪R3.
Consider first the prediction of the SQM wave equation
(the Dirac equation) for the electronic wavefunction—
that is, the prediction of SQM in the absence of any
measurement process to cause collapse. That solution
ξSQM shows the wavefunction originating in the vicinity
of the source location at ti, propagating to the vicinity
of both slits at ta, and then spreading out into a two-slit
interference pattern as it propagates into the half-space
x1 > 0. In the plane x1 = X , |ξSQM |
2 is exactly propor-
tional to the diffraction pattern that is observed at the
screen in a real experiment, in the limit as the number
of electrons detected goes to infinity. Of course, ξSQM
does not describe an experiment with a single electron,
because it will be detected at a well-defined position on
the screen, reflecting the failure of the SQM wave equa-
tion without a collapse model to describe nature. As we
intend to describe the single-electron experiment, it will
be convenient for us to approximate the electron wave-
function as a linear combination of states ξn that at time
ta are localized near the slits and satisfy boundary con-
ditions consistent with the presence of the barrier and
slits, and at time tb are appreciable only in the vicinity
of atom n (n = 2, 3, 4, . . . , N). (ξn could be constructed
by Green’s function methods, in effect time-reversing the
state that describes an electron launched from the loca-
tion of atom n and aimed for the slits.) The time Cn(t)
in that expansion must satisfy the initial condition
ξSQM (ti, ~x) =
N∑
n=2
Cn(ti) ξn(ti, ~x) , (7)
which is to say that the initial values of the coefficients
{Cn} are those that describe the interference-pattern so-
lution of the SQM wave equation. Then the collapse of
the wavefunction should be manifested as temporal evo-
lution of the values of the Cn’s between ti and tf , proba-
bly occurring mostly between ta (passage of the electron
through the slits) and tb (arrival at the detector screen).
We expect that all but one of the Cn’s will vanish at
t = tf , but that is a result that should be predicted by
the theory rather than imposed as a boundary condition.
But this analysis neglects the entanglement of the elec-
tron with the atoms in the detector screen, which we
3posit is essential to predicting the experiment-induced
collapse. For n = 2, 3, 4, . . . , N , let the equilibrium posi-
tion of atom n be ~bn, from which we construct the four-
vector bn = (0,~bn), and let its ground and excited states
be respectively φ(xn − bn) and θ(xn − bn), and the cor-
responding energies be E0 and E1 > E0. Then we write
the N -particle wavefunction as
ψ(x1, x2, x3, . . . , xN )
=
N∑
n=2
Cn(x
0
1) ξn(x1) η(xn − bn)
N∏
m=2
m 6=n
φ(xm − bm)
=
N∑
n=2
Cn(x
0
1) ξn(x1)
N∏
m=2
αnm(xm − bm) , (8)
in which η is the wavefunction of an atom excited at time
tb,
η(x0, ~x) ≡
{
φ(x0, ~x) if x0 < tb
θ(x0, ~x) if x0 ≥ tb
(9)
and we define
αnm ≡ δnmη + (1 − δnm)φ
for ease in handling expressions like (8). The optimiza-
tion problem now consists entirely of finding {Cn(t)},
since all the other quantities in expression (8) are known.
Let us suppose that the atomic ground and excited
states are orthogonal,∫
d3xφ†(t, ~x) θ(t, ~x) =
∫
d3x θ†(t, ~x)φ(t, ~x) = 0 ∀t
and normalized,∫
d3x |φ(t, ~x)|2 =
∫
d3x |θ(t, ~x)|2 = 1 ∀t (10)
We will also take the electron modes to be normalized,
and suppose that they are mutually orthogonal. The
orthogonality is obvious after time ta, because they no
longer overlap in space, but for simplicity of this illustra-
tive case we will also suppose that they are orthogonal
at earlier times. Thus∫
d3x ξ†m(t, ~x) ξn(t, ~x) = δmn ∀t, ∀m,n>1 . (11)
Now the summation in the wavefunction (8) results in
an eightfold sum in IK , but each term in that sum is com-
posed of single-particle factors, thanks to the fact that
the operators in (5) and (6) are sums of single-particle
operators. With the change of variables y1k = x1k and
ymk = (xmk − bm)∀m > 1, we find that
I4(1) =
∑
i1,i2,i3,i4
j1,j2,j3,j4
′
Di1i2i3i4j1j2j3j4
N∏
n=2
En i1i2i3i4j1j2j3j4 ,
in which we use the prime to signify that the summation
variables run from 2 to N , and
Di1i2i3i4j1j2j3j4 ≡
∫
R
d4y1 d
4y2 d
4y3 d
4y4[
4∏
k=1
C∗ik(y
0
k)Cjk(y
0
k) ξ
†
ik
(yk) ξjk (yk)
]
f({yq − yr : 1≤q<r≤4}) (12)
and
En i1i2i3i4j1j2j3j4 ≡
∫
R
d4y1 d
4y2 d
4y3 d
4y4[
4∏
k=1
α†ikn(yk)αjkn(yk)
]
f({yq − yr : 1≤q<r≤4}) .
To simplify further, we note that for any n, these inte-
grals have negligible contributions from coordinate values
yk, yl (k 6= l) in different regions, yk ∈ Rp, yl ∈ Rq, p 6= q.
This is because the spacelike separation constraint (en-
forced by the factor f in the integrand) restricts the com-
munication between two such points to a temporal sepa-
ration of the order of the spatial width δx of the particle
wavefunctions, which is much less than tb− ta. Therefore
each of these integrals equals the sum of integrals over
the subregions R1, R2, and R3.
We further observe that to good approximation,
within each of the three subregions the wavefunction
product in the integrand in En i1i2i3i4j1j2j3j4 is con-
stant in time, so we can replace α†ikn(ynk)αjkn(ynk) by
α†ikn(y
0
n1, ~ynk)αjkn(y
0
n1, ~ynk). Then we integrate f on
dy0n2, dy
0
n3, and dy
0
n4, using (2). [If y
0
1 is within ±δx
of ti, ta, tb, or tf , that operation introduces another er-
ror of the order of δx, because limiting the integrals to
R1, R2, or R3 denies them positive contributions they
would get if their integration range were infinite as in
(2).] Therefore
En i1i2i3i4j1j2j3j4 =
∫ tf
ti
dt
4∏
k=1
∫
d3y α†ikn(t, ~y)αjkn(t, ~y) .
(13)
Evaluation of Di1i2i3i4j1j2j3j4 is less clear because the
coefficients Cn and the electron modes ξn depend on time,
so the temporal integrations in (12) cannot be done triv-
ially by use of (2). However, we expect that the coeffi-
cients and the functions ξn vary on a timescale of the or-
der of tb−ta. This is much greater than the spatial width
of the wavefunction, which is the timescale over which f
is nonzero, for any choice of positions ~y11, ~y12, ~y13, ~y14 for
which the integrand in (12) is not negligible. Then we
4can approximate Di1i2i3i4j1j2j3j4 as
Di1i2i3i4j1j2j3j4 =
∫
R
d4y1 d
4y2 d
4y3 d
4y4[
4∏
k=1
C∗ik(y
0
1)Cjk (y
0
1) ξ
†
ik
(y01 , ~yk) ξjk(y
0
1 , ~yk)
]
f({yq − yr : 1≤q<r≤4})
and integrate f on dy0n2, dy
0
n3, and dy
0
n4 as before, using
(11) to get
Di1i2i3i4j1j2j3j4 =
∫ tf
ti
dt
4∏
k=1
|Cik (t)|
2δikjk . (14)
Then I4(1) becomes
I4(1) = L
N−1
∫ tf
ti
dt [Λ(t)]4 (15)
in which we define
Λ(t) ≡
∑
n
′
|Cn(t)|
2
and take Lp equal to the duration of Rp:
Lp ≡


ta − ti if p = 1
tb − ta if p = 2
tf − tb if p = 3
and
L ≡ L1 + L2 + L3 = tf − ti .
If we analyze I4
[(
δx2δp2
)
n
]
as we did I4(1), we find
for the n = 1 term
I4
[(
δx2δp2
)
1
]
=
∑
i1,i2,i3,i4
j1,j2,j3,j4
′
Fi1i2i3i4j1j2j3j4
N∏
n=2
En i1i2i3i4j1j2j3j4 , (16)
in which we define
Fi1i2i3i4j1j2j3j4 ≡
∫
R
d4y1 d
4y2 d
4y3 d
4y4 C
∗
i1
(y01)
C∗i2(y
0
2)C
∗
i3
(y03)C
∗
i4
(y04)Cj1(y
0
1)Cj2 (y
0
2)Cj3 (y
0
3)Cj4(y
0
4)[
ξ†i1(y1) ξ
†
i2
(y2) (y
µ
1 − y
µ
2 ) (y
ν
1 − y
ν
2 ) ξj1(y1) ξj2(y2)
]
{
ξ†i3(y3) ξ
†
i4
(y4) [p3µ(y3)− p4µ(y4)] [p3ν(y3)− p4ν(y4)]
ξj3(y3) ξj4(y4)
}
f({yq − yr : 1≤q<r≤4}) ,
and for the n > 1 terms the form
I4
[(
δx2δp2
)
n
]
=
∑
i1,i2,i3,i4
j1,j2,j3,j4
′
Di1i2i3i4j1j2j3j4 Gn i1i2i3i4j1j2j3j4
N∏
p=2
p6=n
Ep i1i2i3i4j1j2j3j4 , (17)
where
Gn i1i2i3i4j1j2j3j4 ≡
∫
R
d4y1 d
4y2 d
4y3 d
4y4
α†i1n(y1)α
†
i2n
(y2) (y
µ
1 − y
µ
2 ) (y
ν
1 − y
ν
2 )αj1n(y1)αj2n(y2)
α†i3n(y3)α
†
i4n
(y4) [p3µ(y3)− p4µ(y4)] [p3ν(y3)− p4ν(y4)]
αj3n(y3)αj4n(y4) f({yq − yr : 1≤q<r≤4}) .
We shall see that the principal contributions to
Fi1i2i3i4j1j2j3j4 are from t > ta, during which time differ-
ent electronic wavefunctions ξi, ξj will be spatially sepa-
rated. Then to good approximation
Fi1i2i3i4j1j2j3j4 = Fi1i2i3i4i1i2i3i4 δi1j1 δi2j2 δi3j3 δi4j4 .
(18)
Then due to the delta functions in (14) and (18),
we will only need to evaluate En i1i2i3i4j1j2j3j4 and
Gn i1i2i3i4j1j2j3j4 for the case ik = jk(k = 1, 2, 3, 4). We
see from (13) and the normalization relations (10) that
En i1i2i3i4i1i2i3i4 = L . (19)
Gn i1i2i3i4i1i2i3i4 is just the four-point single-particle
expectation of the single-atom operator
(
δx2δp2
)
n
. Con-
sider first the spatial (µ, ν > 0) terms in Gn i1i2i3i4i1i2i3i4 ,
which we will designate as G sn i1i2i3i4 . As before, we per-
form the integrations on y02, y
0
3 , and y
0
4 by (2), whereupon
the result factors:
G snijkl =
3∑
q=1
3∑
r=1
∫ tf
ti
dt S qrnij(t)U
qr
nkl(t) ,
where
S qrnij(t) ≡
∫
R
d3y d3z α†in(t, ~y)α
†
jn(t, ~z) (yq − zq)
(yr − zr)αin(t, ~y)αjn(t, ~z)
and
U qrnkl(t) ≡
∫
R
d3y d3z α†kn(t, ~y)α
†
ln(t, ~z)
[pyq(t, ~y)− pzq(t, ~z)] [pyr(t, ~y)− pzr(t, ~z)]
αkn(t, ~y)αln(t, ~z) .
S qrnij and U
qr
nkl are components of, respectively, the posi-
tion and momentum uncertainties of the wavefunction of
atom n. We define the quantities
δx2φ ≡
1
2
∫
R
d3y d3z φ†(t, ~y)φ†(t, ~z) (yq − zq)
(yq − zq)φ(t, ~y)φ(t, ~z) , (20)
δx2θ ≡
1
2
∫
R
d3y d3z θ†(t, ~y) θ†(t, ~z) (yq − zq)
(yq − zq) θ(t, ~y) θ(t, ~z) ,
5and
δx2φθ ≡
1
2
∫
R
d3y d3z φ†(t, ~y) θ†(t, ~z) (yq − zq)
(yq − zq)φ(t, ~y) θ(t, ~z) ,
and analogous quantities δp2φ, δp
2
θ, and δp
2
φθ, none of
which we expect will depend on either t or q ∈ {1, 2, 3}.
[Here the factors of 12 arise because each of these integrals
is twice the usual definition of δx2:
〈|~x1 − ~x2|
2〉2 = 〈|~x1|
2〉1 − 2〈~x1 · ~x2〉2 + 〈|~x2|
2〉1
= 〈|~x1|
2〉1 − 2〈~x1〉1 ·〈~x2〉1 + 〈|~x2|
2〉1
= 2
[
〈|~x1|
2〉1 − (〈~x1〉1)
2
]
= 2 〈|~x1 − 〈~x1〉1|
2〉1 ,
for any reasonably defined averages 〈 〉1 and 〈 〉2 of func-
tions of (respectively) one and two variables.]
Then we expect that for ti ≤ t ≤ tb,
S qrnij(t) = 2δqr δx
2
φ U
qr
nkl(t) = 2δqr δp
2
φ ,
and for tb < t,
S qrnij(t) = 2δqr
{
(1− δni) (1− δnj) δx
2
φ + δni δnj δx
2
θ
+ [δni (1− δnj) + (1 − δni) δnj ] δx
2
φθ
}
and
U qrnkl(t) = 2δqr
{
(1 − δnk) (1 − δnl) δp
2
φ + δnk δnl δp
2
θ
+ [δnk (1− δnl) + (1 − δnk) δnl] δp
2
φθ
}
.
Therefore
G snijkl = 12(L1 + L2) δx
2
φ δp
2
φ
+ 12L3
{
(1− δni) (1− δnj) δx
2
φ + δni δnj δx
2
θ
+ [δni (1− δnj) + (1 − δni) δnj ] δx
2
φθ
}
{
(1 − δnk) (1− δnl) δp
2
φ + δnk δnl δp
2
θ
+ [δnk (1− δnl) + (1 − δnk) δnl] δp
2
φθ
}
and∑
n
′
G snijkl = 12(N − 1)L δx
2
φ δp
2
φ +O(L3δx
2
φ δp
2
φ)
≃ 3NL+O(L) ,
(21)
supposing that the ground and excited states φ and θ are
near minimal-uncertainty states for the atoms.
Now
Fi1i2i3i4i1i2i3i4 =
∫
R
d4y1 d
4y2 d
4y3 d
4y4
|Ci1(y
0
1)|
2 |Ci2(y
0
2)|
2 |Ci3 (y
0
3)|
2 |Ci4 (y
0
4)|
2
ξ†i1(y1) ξ
†
i2
(y2) (y
µ
1 − y
µ
2 ) (y
ν
1 − y
ν
2 ) ξi1 (y1) ξi2(y2)
ξ†i3(y3) ξ
†
i4
(y4) [p3µ(y3)− p4µ(y4)]
[p3ν(y3)− p4ν(y4)] ξi3(y3) ξi4 (y4)
f({yq − yr : 1≤q<r≤4}) .
We will designate the µ, ν > 0 terms in Fi1i2i3i4i1i2i3i4
as F si1i2i3i4 . We note that in those terms, the only time-
dependent factors in the integrand besides f are of the
form |Cik |
2 and ξ†ikξik , both of which vary much more
slowly than f . Then we can approximate the time coor-
dinate of those factors by y01; that is, for k = 2, 3, 4 we
replace yk = (y
0
k, ~yk) by (y
0
1 , ~yk) except within the argu-
ments of f . This allows us to integrate over the temporal
variables y02 , y
0
3 , and y
0
4 as before, with the result that
F sijkl =
3∑
q=1
3∑
r=1
∫ tf
ti
dt
[
4∏
k=1
|Cik(t)|
2
]
V qrij (t)W
qr
kl (t) ,
where
V qrij (t) ≡
∫
R
d3y d3z ξ†i (t, ~y) ξ
†
j (t, ~z) (yq − zq)
(yr − zr) ξi(t, ~y) ξj(t, ~z)
and
W qrkl (t) ≡
∫
R
d3y d3z ξ†k(t, ~y) ξ
†
l (t, ~z) [pyq(~y)− pzq(t, ~z)]
[pyr(~y)− pzr(t, ~z)] ξk(t, ~y) ξl(t, ~z) .
By symmetry, these expressions vanish whenever q 6= r;
otherwise, they are twice the squared position and mo-
mentum uncertainties of the electron between states i
and j at time t [compare (20)]. Then we expect that the
position-momentum uncertainty in the x direction will
take the minimum value:
V 11ij (t)W
11
kl (t) ≃ 2
2
(
1
4
)
= 1 .
If q = 2 or 3, we add to that uncertainty a macroscopic
term that we can estimate from simple problem geome-
try:
V qqij (t)W
qq
kl (t) ≃

1 if t < ta
m2e(biq − bjq)
2(bkq − blq)
2 (t−ta)
2
(tb−ta)4
+ 1 if ta < t < tb
2(biq − bjq)
2 δp2ξ + 1 if tb < t ,
where δp2ξ is the momentum uncertainty (in the y or z di-
rection) of the electron after it interacts with the detector
screen. Therefore
F si1i2i3i4 = 3
∫ tf
ti
dt
4∏
k=1
|Cik(t)|
2
+m2e
[
3∑
q=2
(bi1q − bi2q)
2(bi3q − bi4q)
2
]
∫ tb
ta
dt
(t− ta)
2
(tb − ta)4
4∏
k=1
|Cik (t)|
2
+ 2 δp2ξ
[
3∑
q=2
(bi1q − bi2q)
2
]∫ tf
tb
dt
4∏
k=1
|Cik (t)|
2 . (22)
6As to the temporal (µ = ν = 0) terms in
Gn i1i2i3i4i1i2i3i4 , which we will designate as G
t
n i1i2i3i4
(the terms with µ = 0, ν 6= 0 and with µ 6= 0, ν = 0 van-
ish by symmetry), we cannot perform the time integra-
tions as readily as before because of the time-dependent
expressions (y01−y
0
2) and (y
0
3−y
0
4) in the integrand. How-
ever, we know that the factor f(y1−y2, . . . y3−y4) is zero
unless |y01−y
0
2| does not exceed |~y1−~y2|, which is limited
to values of the order of
√
δx2φ wherever the integrand is
nonzero. Therefore we can estimate
G tnijkl ≃
(
2 δx2φ
) ∫
R
d4y1 d
4y2 d
4y3 d
4y4
α†in(y1)α
†
jn(y2)αin(y1)αjn(y2)α
†
kn(y3)α
†
ln(y4)
[p30(y3)− p40(y4)]
2 αkn(y3)αln(y4)
f({yq − yr : 1≤q<r≤4})
= 2 δx2φ
∫ tf
ti
dt
∫
R
d3y3 d
3y4 α
†
kn(t, ~y3)α
†
ln(t, ~y4)
[p30(t, ~y3)− p40(t, ~y4)]
2 αkn(t, ~y3)αln(t, ~y4)
= 4 δx2φ(L1 + L2) δE
2
φ
+ 4 δx2φ L3
{
(1− δnk) (1− δnl) δE
2
φ + δnk δnl δE
2
θ
+ [δnk (1 − δnl) + (1− δnk) δnl] δE
2
φθ
}
in which δE2φ, δE
2
θ , and δE
2
φθ are defined just as δp
2
φ, δp
2
θ,
and δp2φθ but for the µ = 0 component of the energy-
momentum four-vector pµ.
We expect that
δx2φ δE
2
φ = δx
2
φ δE
2
θ = O(1) ,
but
δE2φθ = (E1 − E0)
2 .
Then we see that
∑
n
′
G tnijkl ≃ 4 δx
2
φ
[
(N − 1)L δE2φ
+ 2(1− δkl)L3 (E1 − E0)
2
]
+O(L3) .
Combining this with the µ, ν 6= 0 terms from (21),
∑
n
′
Gn i1i2i3i4i1i2i3i4 ≃
(
3 + 4 δx2φ δE
2
φ
)
NL
+ 8(1− δi3i4) δx
2
φL3(E1 − E0)
2 +O(L) . (23)
By similar reasoning, we can approximate the µ = ν =
0 terms in Fi1i2i3i4i1i2i3i4 as F
t
i1i2i3i4
, defined by
F tijkl ≃
∫
R
d4y1 d
4y2 d
4y3 d
4y4
|Ci(y
0
1)|
2 |Cj(y
0
1)|
2 |Ck(y
0
1)|
2 |Cl(y
0
1)|
2 V 11ij (y
0
1)
ξ†i (y1) ξ
†
j (y
0
1 , ~y2) ξi(y1) ξj(y
0
1 , ~y2)
ξ†k(y
0
1 , ~y3) ξ
†
l (y
0
1 , ~y4) [p
0
3(y
0
1 , ~y3)− p
0
4(y
0
1 , ~y4)]
2
ξk(y
0
1 , ~y3) ξl(y
0
1 , ~y4) f({yq − yr : 1≤q<r≤4})
=
∫ tf
ti
dt
∫
R
d3y1 d
3y2 d
3y3 d
3y4
|Ci(t)|
2 |Cj(t)|
2 |Ck(t)|
2 |Cl(t)|
2 V 11ij (t)
ξ†i (t, ~y1) ξ
†
j (t, ~y2) ξi(t, ~y1) ξj(t, ~y2)
ξ†k(t, ~y3) ξ
†
l (t, ~y4) [p
0
3(t, ~y3)− p
0
4(t, ~y4)]
2
ξk(t, ~y3) ξl(t, ~y4)
= 2 δE2ξ∫ tf
ti
dt |Ci(t)|
2 |Cj(t)|
2 |Ck(t)|
2 |Cl(t)|
2 V 11ij (t) .
Since the electron is nonrelativistic, V 11ij ≪ (tf − ti)
2,
which must be less than 2 δt2ξ, (a constant times the
squared lifetime of the electron). Since for a minimum-
uncertainty state
δt2ξ δE
2
ξ ≃
1
4
,
we conclude that
F ti1i2i3i4 ≪
1
2
∫ tf
ti
dt
4∏
k=1
|Cik(t)|
2 .
Then to good approximation, Fi1i2i3i4i1i2i3i4 is equal to
the expression on the RHS of (22).
Now we use (18) and (19) to simplify (16), and substi-
tute into it expression (22) for Fi1i2i3i4i1i2i3i4 . The result
is
I4
[(
δx2δp2
)
1
]
= LN−1
∑
i1,i2,i3,i4
′
{
3
∫ tf
ti
dt
4∏
k=1
|Cik (t)|
2
+m2e
[
3∑
q=2
(bi1q − bi2q)
2(bi3q − bi4q)
2
]
∫ tb
ta
dt
(t− ta)
2
(tb − ta)4
4∏
k=1
|Cik(t)|
2
+ 2 δp2ξ
[
3∑
q=2
(bi1q − bi2q)
2
]∫ tf
tb
dt
4∏
k=1
|Cik(t)|
2
}
.
We also sum (17) on n and substitute into it expressions
7(14), (19) and (23):
∑
n
′
I4
[(
δx2δp2
)
n
]
= LN−1
∑
i1,i2,i3,i4
′
[ (
3 + 4 δx2φ δE
2
φ
)
N
+ 8(1− δi3i4)
L3
L
δx2φ(E1 − E0)
2 +O(1)
]
∫ tf
ti
dt
4∏
k=1
|Cik (t)|
2 ,
Using these results and expression (15) for I4(1) in (3)
and (6), we find that
A2 =
{∫ tf
ti
dt [Λ(t)]4
}−1 ∑
i1,i2,i3,i4
′
{[(
3 + 4 δx2φ δE
2
φ
)
N
+8(1−δi3i4)
L3
L
δx2φ(E1−E0)
2+O(1)
]∫ tf
ti
dt
4∏
k=1
|Cik(t)|
2
+m2e
[
3∑
q=2
(bi1q − bi2q)
2(bi3q − bi4q)
2
]
∫ tb
ta
dt
(t− ta)
2
(tb − ta)4
4∏
k=1
|Cik(t)|
2
+ 2 δp2ξ
[
3∑
q=2
(bi1q − bi2q)
2
]∫ tf
tb
dt
4∏
k=1
|Cik (t)|
2
}
.
Recall that our objective is to demonstrate the collapse
of the wavefunction given in (8) to a single term in that
sum, as time advances from ti to tf . It will therefore
be helpful to consider wi(t) ≡ |Ci(t)|
2/Λ(t), the weights
of modes i relative to the total at any time t, which are
nonnegative real numbers satisfying
∑′
wj = 1 at any
time t. Then A2 takes the form
A2 =
∫ tf
ti
dt
∑
i,j,k,l
′
wi(t)wj(t)wk(t)wl(t) aijkl(t) (24)
with
aijkl(t) ≡


a
(1)
ijkl if t < tb
a
(1)
ijkl + a
(2)
ijkl(t) if tb < t < ta
a
(1)
ijkl + a
(3)
ijkl if ta < t ,
a
(1)
ijkl ≡
(
3 + 4 δx2φ δE
2
φ
)
N
+ 8(1− δkl)
L3
L
δx2φ(E1 − E0)
2 ,
a
(2)
ijkl(t) ≡ m
2
e
(t− ta)
2
(tb − ta)4
3∑
q=2
(biq − bjq)
2(bkq − blq)
2 ,
and
a
(3)
ijkl ≡ 2 δp
2
ξ
3∑
q=2
(biq − bjq)
2 ,
neglecting O(1). a
(1)
ijkl is our estimate of the atomic con-
tributions to the total wavefunction uncertainty, with
the first term estimating the zero-point motions, and the
second term accounting for the macroscopic energy un-
certainty in a superposition of the states in which atom
i, j, k, or l is excited. Terms a
(2)
ijkl and a
(3)
ijkl are the esti-
mated position-momentum uncertainty due to the unde-
termined electron trajectory; the uncertainty of its zero-
point motion was included in the O(1) terms that were
dropped.
Now the VP attempts to choose {wj(t)} so as to min-
imize A2. If that were the only term in the VP, it would
allow no more than one of those weights to be nonzero,
so as to avoid contributions to (24) from a
(2)
ijkl , a
(3)
ijkl, or
the second term of a
(1)
ijkl . As shown in [1], however, the
A1 term in the VP penalizes rapid changes in the wave-
function. Since the initial values of the weights are con-
strained by (7) to describe the SQM diffraction pattern,
they must evolve continuously from those values toward
the solution
wi(t) =
{
1 if i = j
0 if i 6= j
for some fixed j. Presumably that evolution is complete,
or approximately so, by tf . If we had a precisely defined
experimental setup [and an exact form for the function
fK in (1)], we could perform more careful analysis of the
VP, including the A1 term, which would allow us to test
that approximation.
But [1] also shows that A1 will enforce the Born rule;
therefore the initial coefficient values in (7) will describe
the outcome probabilities. That means that in many
realizations, the measured positions will sum to the in-
terference pattern predicted by the Dirac equation, in
agreement with experiments actually conducted. [3, 4]
Now suppose the experiment were carried out with a
different type of detector, one that detects the wave struc-
ture of an interference pattern produced on the screen
without identifying a specific location for the electron.
Hypothetically, we might imagine a microwave cavity
or waveguide designed to support a mode with wave-
length comparable to that of the expected interference
pattern. Suppose the screen were made of a suitable
transducer material that excites the electric field in the
cavity in geometrical conformity to the incident wave pat-
tern on the screen. Then the wavefunctions θ and φ in
(9) would correspond to electromagnetic modes of the
cavity, localized not in position, but in wavevector space.
The electron would most simply be described in terms
of a basis parametrized by position in the x1 direction
and wavenumber in the x2 and x3 directions. Then the
derivation would proceed as it did before, with the result
that the electron’s wavefunction, at the time of its ar-
rival at the screen, would have a well-defined transverse
wavelength rather than a position.
Having analyzed the two-slit experiment, we take the
opportunity to consider Wheeler’s “delayed-choice” vari-
8ant [6] of that experiment. The essential element is that
some aspect of the detection system is modified during
the interval between ta and tb. This variant is particu-
larly puzzling because the original form of the two-slit
experiment suggests, when considered from the stand-
point of everyday experience with classical macroscopic
objects, that the electron “chooses” whether to pass
through one slit or both based on the nature of the detec-
tion system. By delaying the choice of detector system
until after the electron passes the slit-containing barrier,
Wheeler’s variant challenges that description of the ex-
periment.
The analysis just presented of the two-slit experiment
can be applied virtually unchanged to Wheeler’s delayed-
choice variant. Clearly the detection apparatus would
have to be represented differently than we have done, for
times before and during the modification of that appara-
tus, in accordance with the definition of the experimen-
tal procedure. Nevertheless, the terms contributing to
A2 that actually cause collapse due to their dependence
on the modal content of the wavefunction will depend on
the state of the detector near and after tb, and will be
just as we have computed them. The parts of the system-
detector wavefunction that must be added to represent
the “delayed-choice” features of the experiment will not
affect the collapse itself, or the choice into which state
the electron ends up. Therefore Wheeler’s experiment
has exactly the same outcome as the original version.
Another way to understand this is that Nature mini-
mizes the functional in the VP by considering the entire
range of space and time that participate in the exper-
iment; thus the choice is not made at some instant in
time. It is meaningless to ask “when” the electron made
a choice; the best description may be that the decision
was made outside of time.
IV. SUMMARY AND CONCLUSIONS
In an earlier paper, [1] this author proposed a
variational-principle formulation of quantum mechanics
as an alternative to SQM. The theory was intended to
encompass both the measurement and non-measurement
regimes, traditionally described in SQM by two very dif-
ferent rules. In order to test the VP, we have here ap-
plied it to the electron two-slit experiment, which has
long been regarded as posing a conceptual challenge to
SQM.
We have shown that, subject to our idealization of
the experiment and certain approximations made in the
calculation, measurements made employing a position-
sensitive detector screen will in fact show that any single
electron is intercepted at a well-defined position. The ac-
cumulation of many such results in repetitions of the ex-
periment will produce the interference pattern described
by the SQM wave equation. Both these predictions agree
with the experimental record. We have argued that
with a detector that was truly sensitive to the trans-
verse wavelength of the electron rather than its position,
the electron would collapse to a single state with a well-
defined wavelength. We have pointed out that Wheeler’s
“delayed-choice” experiment [6] is predicted to have the
same result as the original form of the measurement. We
regard this as a manifestation of a process in which the
determination (“choice,” in anthropomorphic terms) of
the experimental outcome is not made at an instant of
time, but rather outside of time; this disposes of the puz-
zling character of Wheeler’s innovation.
Finally, we observe that the solution of the VP re-
solves the conceptual difficulties described by Feynman
in his discussion of the two-slit experiment. [5] He argued
that there was no plausible way to describe the electron’s
path that would be consistent with the experimental out-
comes. But we have a plausible description, which is that
the electron wave passes through both slits, satisfying a
wave “equation” (the VP) that describes the wave con-
verging to the vicinity of a single atom of the detection
screen.
Of course, as pointed out in [1], the theory exhibits
retrocausation, which is a different conceptual challenge!
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