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Abstract 
 
Computer vision techniques have been widely applied to immersive and perceptual human-computer interaction for 
applications like computer gaming, education, and entertainment. In this paper, relevant techniques are surveyed in terms 
of image capturing, normalization, motion detection, tracking, feature representation and recognition. In addition, 
applications of vision techniques in HCI in computer gaming are also summarized in several categories including vision 
enabled pointing and positioning, vision for manipulating objects, training and education, and miscellaneous applications. 
The characteristics of existing work are analyzed and discussed, along with corresponding challenges and future research 
directions proposed. 
 
1. Introduction 
Human-computer interaction (HCI) is a fundamental function and problem for efficient communication between users 
and machines, where various techniques and devices have been developed to fulfill this requirement [1]. From perforated 
paper tape, keyboard, mouse to camera, scanner et al, the trend of HCI is towards more natural and friendly user interface. 
A computer is no longer a cold machine only for computing, but an intelligent body which can act in a similar way like our 
human beings, i.e. it can hear our instructions and see our actions/behaviors before make responses in an appropriate way.   
In recent years, there has been a trend to combine vision technologies with computer games to develop immersive and 
perceptual HCI [2-9]. Through automatic analysis and capturing user’s intensions and commands, these applications 
provide a friendly and natural user interface for intelligent gaming experiences. As a result, vision-enabled HCI, including 
object tracking, gesture recognition, face recognition and facial expression recognition, have been widely applied in 
computer gaming and many other interactive applications such as virtual reality, robotics and content-based information 
retrieval. 
In this paper, computer vision enabled HCI techniques in computer gaming applications are reviewed from two 
viewpoints. One is how they are applied in different stages of HCI, and the other is how the overall game is designed when 
applying vision techniques. After analysis and comparison of existing approaches and systems, corresponding challenges 
and future research directions are also proposed. 
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The rest of the paper is organized as follows. In Section 2, an overview of vision techniques in HCI of gaming 
applications is described. Section 3 discusses various vision techniques that have been applied in different stages. In 
Section 4, relevant gaming applications are analyzed in three categories. Finally, challenges and future research directions 
are given as concluding remarks in Section 5. 
2. Overview of MMI for HCI in Gaming 
In computer gaming and also some other applications, the whole logic of the process can be regarded as a series of 
interactions between internal objects and external users, where users can control objects’ motion and responses [2]. This 
forms a real word of users and a virtual world in the computer games. Consequently, MMI techniques can be applied to 
achieve at least three targets: i) controlling the moving of game objects [5, 26], ii) controlling the actions/responses of the 
game object [3-4, 6-8], iii) combining scenes of the real world with that of the virtual one for immersive gaming 
experiences [14]. As a result, computer vision techniques are widely applied in several processing stages including data 
capturing, motion analysis, tracking and gesture/face recognition [2-9, 13]. 
Figure 1 illustrates a diagram of vision based MMI for HCI in computer gaming applications, where the MMI helps to 
convert user actions to game controls with the constraints of game logics. Consequently, game state will be updated in 
response to these commands. Then, the game will wait for user’s new commands from MMI, and this process will loop until 
the end of the game.  
The Vision MMI contains six main function blocks, i.e. capturing images, normalization, motion detection, feature 
representation, tracking and positioning, and recognition. Game controls can be results obtained from tracking and 
positioning, and/or recognized gesture and facial expressions et al. Relevant technical details are discussed in the next 
section. 
It is worth noting that other modalities and techniques are also useful in transferring user’s actions into meaningful game 
controls, such as speech recognition. However, this is not emphasized as we focus on vision based approaches. In addition, 
application of computer vision techniques in computer gaming may not only contribute to perceptual and  immersive user 
interface, but also other areas such as animation and rendering. Comprehensive surveys in HCI as well as applications of 
vision techniques in other gaming aspects may be referred to [1, 2, 22, 28]. 
3. Vision MMI in Computer Gaming  
In this section, technical details of vision techniques applied in MMI for gaming applications are discussed, in 
accordance with the diagram in Fig. 1.  
3.1. Capturing Images and Motion Data 
Depending on the requirements of the game, there are several ways to capture the scene images as well as motion data of 
the real world. One is the use of cameras, where a single camera is useful in 2-D motion detection and positioning [5, 9, 12, 
15, 19, 23, 26]. For 3-D positioning, two or more cameras are desired; such as stereo camera pairs used in [3, 4, 17, 24, 25] 
and multiple cameras used in [6, 16].  
  
Among these cameras, some of them are web-cams [5, 9, 12, 15, 26], which reduces the cost of the systems. On the 
contrary, special cameras are utilized in other applications such as industrial cameras in [16] for fast motion capturing at 60 
frames per second, IEEE 1394 cameras in [19, 25] and CCD cameras in [24]. Special equipment namely artificial retina 
chip is even employed in [13] for efficiency. This certainly will bring additional cost to users and limit the applications of 
the associated games. 
Despite of special cameras employed for capturing fast motion, additional equipments are also used in some applications, 
such as a dance pad in [3] to sense 2-D moving directions of feet, wireless and wrist mounted accelerometers for tracking 
and sign language recognition in [19], embedded tangibility sensors in [20] as well as a camera attached to a head mounted 
display device in [14]. Since most of these devices are intrusive ones, i.e. being mounted to the human body, this has also 
constrained the applications of corresponding systems, although such sensors have certainly improved the accuracy and 
robustness in motion analysis, tracking and recognition.  
3.2. Normalization 
With captured images, preprocessing like normalization is necessary for consistent measurement to deal with the changes 
in illumination and spatial coordinates. For spatial normalization, calibration is commonly used [2], especially for 3-D 
gaming with multiple cameras [3, 4, 16, 27, 24, 25]. For applications with a single camera, geometric warping is often 
adopted following detected corner points, such as the bilinear transform used in vision-based board-games where changes 
in terms of camera position and board location are involved [9, 12].  
Fig. 2 shows example results of spatial and illumination normalization, using images of a game board captured with a 
webcam. Although the original two images are of significant changes in size, orientation and lighting conditions, 
normalization has successfully overcome such problems for accurate detection of moving objects.  
 
Figure 1: Diagram of vision based MMI interface in computer gaming applications.  
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Figure 2: Examples of spatial and illumination normalization in board games for robust moving object detection [9, 12]. 
3.3. Motion Detection 
Motion detection also refers to motion segmentation, which aims at extraction and segmentation of moving or changing 
objects in the scene. Although additional equipments might be useful in providing clues of the moving objects, vision based 
automatic motion detection is still desirable as it has no constraints for general applications. There are three main 
techniques used for vision-based motion detection, which include background subtraction, image differencing and optical 
flow based approaches.  
Background subtraction often applies to the cases when the camera is fixed. Firstly, an object-free background image is 
obtained. Then, scene changes can be determined as the difference between scene image and the background. Examples 
using this technique for motion detection can be found in [17, 23, 24], where Gaussian Mixture Model (GMM) can be 
applied to adapt with the changes of background pixels, especially the illumination conditions. Although this method 
generally copes with scenes from fixed cameras, they can be applied to moving cameras subject to certain normalization 
techniques [9, 12, 16]. 
For its simplicity, image differencing is widely utilized in motion detection. Firstly, the difference of two frames is 
obtained as a difference image. Then, pixels whose values exceed a predefined threshold are labeled as foreground ones. 
Examples using this technique for motion detection can be found in [6, 13, 26], where in Freeman et al [13] this is 
implemented as a device namely artificial retina chip for fast motion detection.  
Optical flow is a 2-D motion field, which is estimated via optimal determination of pixel shifts between two images. For 
a specific pixel, a local window centered at the pixel is employed to estimate the corresponding motion vector using the 
least square error principle. Accordingly, first and second order image gradient are needed when an approximation using 
truncated Taylor expansion is adopted. Examples using optical flow for motion detection can be found in [13, 15], where in 
Freeman et al [13] a fast algorithm is proposed to estimate the optical flow from the results of image differencing.  
While background subtraction method suffers to low difference between foreground and background pixels, it is useful in 
recovering the contours of the moving objects. Image differencing method, on the other hand, fails to retrieve such 
contours, especially when moving regions of the object are overlapped in two frames. Although optical flow based 
approaches suffers to the same problem as background subtraction method does, they can successfully deal with scenes 
from both fixed and moving cameras, even with intensity changes (see examples in Fig. 3). The only drawback is the low 
efficiency in computing the optical flow filed, and the delay caused may limit its applications especially for real-time 
  
gaming experience.  
 
 
Figure 3: Examples to show robustness of optical flow field extracted from two images with significant intensity changes [13].  
3.4. Feature Representation 
When blobs of moving objects regions are determined via motion detection, several features can be extracted from each 
blob for further tracking and recognition. Three main categories of features that can be derived are color, shape and motion 
relevant measurements. 
Regarding color features, color histogram and dominant color are usually utilized. Color histogram has been applied in 
detection of hand and face [19] and recordings of game play [27] in HSV and RGB spaces, respectively. In Ren et al [9], 
dominant color is extracted for the recognition of color pieces in boardgames. 
Shape is another very popular feature for blobs, which can be represented by the orientation of main axis [9], location of 
centriod [12], moments [13], size (2-D area and 3-D volume) [4, 23, 24] and bounding box [24]. More importantly, specific 
shape modeling is employed for the determination of hands [19, 23], fingers [17], face [28], nose tip [26] and shape from 
silhouette [6]. 
Velocity and orientation is often used for motion features [3, 4, 13, 15, 16], which respectively measure the magnitude 
and phase of the corresponding motion vector. In Freeman et al [13], orientation histogram in the optical- flow field is 
obtained and used for the recognition of hand signal, including hand pose and gestures. In Schlattmann et al [16], the 
movement speed of the object is controlled by the hand’s distance from origin, i.e. another kind of measurement of motion 
magnitude.  
Original 
images 
Optical  
flow fields 
  
3.5. Tracking and Positioning 
The word “tracking” used here is not strict the same meaning as those in surveillance based vision applications, where 
prediction based modeling like Kalman filter is commonly used. Tracking in vision games usually refer to continuous 
positioning of human body parts, which can be obtained via analysis of motion detection results.  
When human body parts or other content of interest are detected, their spatial locations are determined and used for 
positioning [3, 4, 9, 13, 14, 16, 17, 19, 23, 25]. The body parts and objects used include feet [3], hands [4, 13, 16, 17, 19], 
fingers [16, 17], face/head [4, 23], wrists [25], and external objects like game pieces [9] and markers [14]. Accordingly, 
appearance-based modeling of these specific body parts and objects are needed for their accurate detection. In addition, 
facial component like eyes [26, 28], nose [5, 26], and even lips, thumb, and chin [5] et al. can be used for tracking, and a 
comprehensive comparison suggests that tracking of nose tip seems more reliable against lighting changes [5].  
To simplify the difficulty in accurate location of human body parts, controlled environment is used including static and 
uniform background for easy motion detection [13], additional devices for capturing motion information [3, 14, 19, 20], 
and external markers for easy tracking [3, 14]. On the other hand, special body parts can be located via appearance-based 
modeling, including determining hands and face heuristically from detected skin regions [4, 23, 25] and shape modeling of 
hands, fingers and face for markerless tracking [4, 13, 16, 17, 23, 25].  
3.6. Recognition and Interpretation 
Although heuristic approaches can be applied for gesture recognition using thresholding [24] and rule-based reasoning 
[25], Hidden Markov Model (HMM) is widely employed for this purpose [4, 16, 19, 23]. The reason behind is that HMM 
is capable of statistically modeling multi-state temporal sequence, and a recognition rate of 98% for 40 sign language 
gestures can be achieved in a lab environment [1]. Other approaches used for gesture recognition include artificial neural 
network [1, 2, 28], moment or optical-flow based shape recognition and example-based clustering [13]. 
4. Relevant Applications 
Computer vision techniques have been successfully applied in computing gaming in many applications. According to 
their characteristics, these games can be classified into of several categories and summarized as follows.  
4.1. Vision Enabled Pointing and Positioning 
In these applications, computer vision techniques are used for tracking and positioning of specific body parts, and this is 
  
further employed to simulate the function of a mouse. Actually, this is the basic application of vision based HCI in gaming. 
In Betke et al [5], a video camera is used to simulate a camera mouse by tracking specific facial regions, which is further 
used to help (disabled) users to explore the Internet and spell out message, with the assistance of a spell board. In the 
VIDEOPLACE environment from Zivkovic [15], optical-flow approach is employed to select a “button” for interaction. In 
Sumathi et al [26], the function of a mouse is simulated via tracking the nose tip and detecting eye blinks. The position of 
the nose tip is used for controlling mouse move, and eye blinks for click of the left/right buttons of a mouse. In Sparacino et 
al [4], a stereo tracking system is presented to recover the 3-D geometry of the user’s hands and head towards precise and 
reliable HCI to explore 3-D data of an Internet city. 
4.2. Vision for Manipulating Objects 
Using vision-based techniques for object manipulation is a typical application in HCI of computer gaming, which 
includes gesture-based controlling of object moving [6, 13, 19, 23, 25]. 
In Höysniemi et al. [6], computer vision and hearing technology are applied for an immersive and physically engaging 
computer gaming, where children’s movements and gestures are detected to manipulate the game object like QuiQui in 
action games. Examples to show how children’s gesture can be used to control the movement of game objects are shown in 
Fig. 4. In Freeman et al [13], large and small scene objects are respectively tracked using moment and optical flow based 
approaches to control a toy robot, a flying sprite and a magic carpet. In Jaume-i-Capó et al. [25], stereo tracking of skin-
color regions is applied for 3-D positioning of user joint. Then, a set of gestures can be recognized via rule-based 
techniques and taken as input commands for videogame control. HMM-based approach, however, has been successfully 
applied as the main stream approach for gesture recognition [16, 19, 23]. 
 
 
Figure 4: Examples to show how recognized gestures can be used to control the movement of game objects [6]. 
  
4.3. Training and Education 
Training and education can be regarded as a side-effect of computer gaming, where vision HCI provides a unique 
opportunity to let computers to watch and evaluate the performance of human users. In Brehme et al [3], marker-based 
stereo tracking of 3-D feet positions is implemented for a dance game. A dancing character that shows the correct moves 
and function as a dance teacher is used, which enables the system to instruct and also evaluate users’ dancing moves. In Ren 
et al [9, 12], vision-based HCI is applied as a judge or tutor to assist children playing boardgames. 
4.4. Miscellaneous Applications 
Given the wide range of applications of vision HCI in computer gaming, the categories listed above cannot address all 
relevant topics of the systems. In [18, 21, 22], computer gaming is applied to solve particular computer vision problems, 
such as image annotation [18], image segmentation [21] and knowledge extraction [22]. For efficiency and correctness, 
Internet-based network gaming and error anti-cheating scheme are emphasized.  
In Douglass [27], computer vision techniques are applied to analyze play recordings, where color and motion information 
are used for key-frame based analysis of video recording of game play. In Nilsen et al [14], re-implementation of the classic 
“Worms” game using mixed reality is presented, where calibrated cameras are used to map 3-D real objects with the scene 
in a virtual world. A head-mounted display with a camera is needed for both naturally camera moving and immersive 
viewing.  
In Song et al. [17], two mixed reality games, finger fishing and Jenga, are implemented via vision-based 3-D finger 
tracking, where players can freely use their fingertips for realistic and immersive control and interact with virtual objects. In 
Park et al [24], gesture recognition for vision based HCI is employed for an action game “O.J. Boxing”, where punch 
gestures detected by the client side are fed into the server side to control the game and achieve more real and exciting 
experiences. 
5. Challenges and Future Directions 
Although vision-based interface facilitates more natural and friendly HCI while controlling the game, some issues need 
to be fully addressed before migrating the relevant systems from lab to real applications. This is mainly due to the 
limitations of vision techniques used, where immature approaches may constrain such migration especially in robust and 
efficient detection, tracking and recognition of user’s motion and intension under an unconstrained environment. 
Consequently, to solve these challenging problems will no doubt be of interest as future directions for further investigations. 
  
When the environment is controlled with fixed lighting conditions, constant background, unmovable camera positions 
and limited occlusions, automatic detection and tracking of human body is not a difficult task [28]. On the other hand, 
accurate detection and tracking is hard to achieve in real world scenes when large occlusions and change of environmental 
settings frequently exist. As a result, robustness is one of the first priorities in developing such systems, where effective 
normalization and feature extraction might be useful. 
Usability is another key issue for successful computer gaming. Although a new feature like gesture enabled vision HCI 
provides additional challenge for users, it may bring unpleasant experiences especially when the vision HCI is hard to 
master or to adapt with [14]. This also requires naturally and smoothly integration of the HCI with the original game. In 
other words, the new interface should be natural in the gaming context; otherwise it needs to be optional and does not cause 
burdens to general users. 
Speed is also emphasized in most games, and real-time response is desirable especially for games involving fast and 
competitive motions like racing. Hardware support including graphics processors (GPU) and special image processing 
devices like artificial retina chip [13] as well as fast algorithms are necessary to fulfill this requirement. 
Regarding cost, it is another important issue of most users. To save the overall cost, it is expected that cheap and 
convenient webcams can be capable of all vision relevant image processing and recognition tasks. However, it is 
unfortunately found that expensively professional cameras are other motion capture devices are required [3, 14, 16, 19, 20]. 
The latter is particular annoying especially when they are required to mount with the body of users, as this is neither 
convenient nor comfortable for most real users rather than testers in the lab, especially young children. 
As mentioned before, current vision based HCI focuses more on motion detection and tracking, where recognition and 
understanding of face and facial expressions as well as other modalities like tangibility [20] have not be widely applied. 
How to naturally integrate these techniques for affective HCI will also be an interesting topic and worth exploring.   
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