Migration is a space and time dependent phenomenon. Traditional geographical migration models have considered the distance between source and destination countries or have applied suitable normalizations to treat the correlation among migratory flows. To disentangle cross-sectional dependence, spatial correlation is explored in mainly two directions. First, migratory flows from "neighbouring" countries are considered to be directly interconnected. Second, a set for exogenous drivers are allowed to be correlated among the different economic units. Swiss immigration, from 153 source countries from 1981 to 2011, is modelled using a dynamic spatial econometric model able to capture both path-dependency and spatial interactions. An out-of-sample forecasting, performed to assess the model's accuracy, confirms the crucial role played by the spatial terms over the dynamic ones. International Migration Dynamic Spatial Panel Model Spatial Autocorrelation. JEL Classification: F22 C21 C23 J61
Introduction
Migration is a phenomenon that has to be analysed in a double dimension: individual and global. Individual because a person decides whether to leave her home country according to her utility. Global because such utility depends upon all possible destination countries and other migrants' choices. These aspects arise two problems: empirical and theoretical. The former consists in the need of data about bilateral flow and socio-economic-institutional conditions for all countries. The latter lies in modeling the fact that a migrant chooses one destination per time given all the possibilities and any change in the destinations' attractiveness could affect her choice. Therefore, since outside options matter, the migrant's choice is interdependent upon alternatives as well as upon other migrants' preferences. The economic literature has studied the interdependencies among migratory flows mainly relying on random utility models (RUM)à la McFadden (McFadden, 1978) . McFadden distributional assumptions on the independence of irrelevant alternatives solve the dependencies by taking the ratio between bilateral migration flows and the total population of the source country, used as a proxy of the stayers (for a detailed review on the topic, see Beine et al (2016) ). This specification defines the probability of moving to another country proportional to the home country population. The resulting assumption is that states with a large population have higher number of migrants and that an increase in the migration rate can be driven either by an increase in the number of migrants with respect to the total population or by a decrease in total population in proportion to the number of migrants. Nevertheless, Bertoli and Moraga (2013) have proved that such normalization does not suffice to guarantee the flows to be uncorrelated and the independence of irrelevant alternatives assumption fails in presence of the so called multilateral resistance to migration causing biased coefficients. The persistent cross-sectional dependence has been controlled in the empirical studies by: simply using the Pesaran CD-test statistic (Pesaran, 2004) to choose a model able to guarantee the cross-sectional independence of the residuals (Bertoli and Fernndez-Huertas Moraga, 2012) or adding origin-time and destination-time dummies (Ortega and Peri, 2013; Beine and Parsons, 2015) , employing the Common Correlated Effects estimator of Pesaran (2006) (Bertoli and Moraga, 2013; Bertoli et al, 2016) . However, the first is not a remedy, but only and acknowledgement of units' interdependence, the second turns to be an invalid solution if the time effect is heterogeneous across units (Kripfganz, 2015) and the latter, while allowing for serially and spatially correlated errors requires a long time dimension and it cannot, yet, be applied to regressions which include the lagged dependent variable and/or weakly exogenous variables (Everaert and De Groote, 2016) . The present paper distances from the more traditional approach of the RUM by explaining the correlation among source and destination countries via Tobler's First Law of Geography (TFL): "Everything is related to everything else, but near things are more related than distant things." (Tobler, 1970) . The empirical regularity of TFL has made it the cornerstone of spatial analysis, which considers events to be spatially correlated. While not aspiring to explain a causal link between the outcomes of different locations, TFL rather aims to investigate how regional connections can help the understanding of more complicated geographical dynamics (Miller, 2004) . The adoption of a spatial econometric approach will: i) allow to directly consider the interdependencies among different migration flows, rather than relying on the independence of irrelevant alternatives assumption (McFadden, 1978) in estimating migration rates; ii) consent to consistently include the lagged dependent variable without creating any bias in the coefficients; iii) quantify the impact of cross sectional dependence independently from the one of serial correlation. While the literature on migration drivers has recognized the presence of cross-sectional dependence, either by testing for it, including fixed effects or using estimators allowing for spatially correlated errors, the present study tries to directly measure the impact of cross-sectional dependence in relation to specific definitions of "proximity". The first step in this direction is to define a three-country model (origin, destination and third country), rooted on the neoclassical theory, which extends the one employed by Brücker and Siliverstovs (2006) . In such a framework, the level of immigration becomes the result of: [1] an autoregressive component that captures the path-dependent nature of immigration, [2] an endogenous spatial effect identifying the interdependency between migratory flows, [3] a set of exogenous drivers (i.e. wage and employment differentials) and [4] an exogenous spatial effect among controls. The second step consists of assigning to the theoretical model an econometric counterpart that empirically validates the equilibrium. In panels where units are represented by countries, cross-sectional elements are relatively limited (small N) and the time series are quite long (large T ). This brings about static interdependency, which implies that cross-unit spillovers are likely to be important in explaining the dynamics of multicountry data and results in correlated errors among different countries. Therefore, the choice to simultaneously model the dynamic and the spatial part is not only the result of the theoretical model's foundations, but it is also a feature of the aggregate nature of the data used. Diverse theoretical implications arise once the endogenous and exogenous variables of different origin countries are allowed to be correlated among cross sectional units according to any definition of distance. First, proximal countries are considered to have a similar preference structure. Second, a changes in the opportunities to migrate to unobserved destinations is reflected in the spatial coefficients. Third, migration decisions reflect local spillovers. The effectiveness of a spatial correlation depends on the spatial weight matrix which defines the intensity of the relation between origins. For this reason different weighting matrices are employed in order to control not only for geographical proximity, but also for shared languages, common legal origins or the belonging to the same colonial empire. The adoption of a spatial model allows to use data about one destination and many origins, while controlling for area socio economic spillovers, as well as for the contemporaneous attractiveness of other destinations without resort to a RUM. The model complexity requires accurate extensive data. Switzerland offers a particularly interesting case not only because of the data availability, but also for its significant presence of foreign resident population which amounts to one fourth of the total. The final balanced version of the panel includes Swiss immigration from 153 countries over a period of 31 years . In order to infer the importance of path and cross-sectional dependency in describing migratory flows, static and dynamic models with and without spatial effects are computed using a Quasi Maximum Likelihood (QML) estimator (Yu et al, 2008) . The comparison between static, dynamic and spatial models outlines that the effects of the economic drivers are significantly reduced by the spatial terms, which account for the cross-sectional dependence, but even more by the serial correlation disentangling the effects producing the bias also reported in Bertoli and Moraga (2013) . The models' performance is further assessed by measuring the predictive power of the different specifications using the Root Mean Square Forecast Error (RMSFE), as well as the Mean Average Percentage Error (MAPE). Results show that even though the time autoregressive term plays an important role in reducing the forecast error, the best prediction power is given by the spatial models.
Theoretical Framework
The proposed model is rooted in the neoclassical framework originating from the pioneering works of Lewis (1954) ; Ranis and Fei (1961) ; Sjaastad (1962) ; Harris and Todaro (1970) which has become the standard approach used in the economic migration literature. The neoclassical framework grounds migration decisions into the equilibrium emerging from labour supply and demand. In a two-country model, where (i) is the home and (d) the destination, agents are assumed to maximize their expected wealth function subject to migration costs. The decision to migrate is driven mainly by income and employment opportunities, whereas the cost function can be composed by both pecuniary or non-pecuniary arguments. Previous empirical works have highlighted the role played, for example, by demographic characteristics, culture, geography or institutional frameworks. Since individuals are assumed to be rational they migrate only if the expected wealth exceeds the expected costs. Moving from the standard two-country model, this work adds a third neighbouring country dimension ( j). The introduction of migration flows from the neighbour countries j to destination d stems from the TFL which postulates that proximal units are more probably affected by the same generating process and will therefore be alike. Their similarity derives from the presence of a similar preference structure, as well as some underling processes affecting i and j. Such processes can be regional spillovers, but also changes in alternative destinations. The migration from j to d should be positively correlated with migration from i to d. Consider, for example, as origin countries Slovakia and Czech Republic and as destination states Switzerland and Germany. If Switzerland sets migration quotas both migrants from Slovakia and Czech Republic will be more likely to go to Germany rather that Switzerland. Therefore, both flows go in the same direction. As a result, migration decisions reflect local occurrences that a simple two-country model is not able to take into account. Assuming that the representative agent has a semi-logarithmic utility function, as expressed in Hatton (1995) , the long run migratory equilibrium is:
where m * idt is optimal number of migrants from i to d, w dt and w it are the expected wages in d and i while e dt and e it are the employment rate respectively in country d and i, m * jdt is the migratory flow from third country j to d at the optimum, C idt is a vector of cost variables and ε idt is the unobserved part. From the theoretical considerations previously made the following values can be expected: χ * 1 > 0, χ * 2 > 0, since a rise (reduction) in wage and employment differentials make migration grow (decline), χ * 3 > 0, since what is causing an augmentation (decrease) in migration in j affects migration in i in the same direction. Even though Equation 1 captures the long run equilibrium, in the short run migration trajectories are rigid since they are the results of traditional movements of people which have contributed to create invisible yet strong ties between origin and destination countries. As a result, the movement of people is a path-dependent process, as confirmed by network theory, which includes the pivotal role of former migration in shaping current migratory patterns. If migration is a habit-persistent phenomenon (Brücker and Siliverstovs, 2006 ) the explanatory variables are somehow sticky, which means that in the short run the economic optimum cannot be achieved and an adjustment part must be introduced in order to capture the dynamic element of the decision in the form
Substituting Equation 2 into 1 gives the following dynamic model
Moreover, since it is assumed that equation 2 is true also for migration from country j (ln(
where χ 4 = χ 3 1 φ . It might be argued that the effect of χ 3 might be mitigated by the introduction of the additional controls 
In this study the model is constrained to only one destination country (d =Switzerland), while allowing for many source states i, j = 1, .., n and letting the coefficients of the country j ((1 − φ ), χ 4 ) controlling for the attractiveness of other destinations. The control variables selected (C idt , C jdt ) refer to previous empirical works and they are the population in the source country and a dummy variable denoting the membership to the Bilateral Agreements illustrates the effect of a removal of institutional barriers (Mayda, 2010; Ortega and Peri, 2013) .
Econometric Model
This section describes the econometric model used to implement the theoretical equilibrium found in section 2. The models presented hereafter falls mainly into five broad categories: static, dynamic, static-spatial, spatial-dynamic and dynamic-spatial panel models. The first two are simpler non-spatial models which take the following form:
where the dependent variable y it is the value of immigration from the origin country i to the Switzerland, which, being the only destination treated here, makes the index d drop. The first element on the right hand side of the estimation equation, y it−1 is the lagged value of immigration from country i to Switzerland at time t − 1. A restriction on γ = 0 will be applied when estimating the static equivalent. X it is a vector of country and time specific variables. The error term is composed by α i , the unit-specific effect, α t , the time-specific effect and ε it , the random noise. The migration literature warns about the importance to address potential endogenity. One threat can arise from reverse causality and/or simultaneity between the number of migrants and the exogenous variables, especially the wage differentials (w dt /w it ) and the employment differentials (e dt /e it ). In dealing with such a menace I follow Mayda (2010) by using the lagged values of the explanatory variables (X it−2 ) since it seems logical that new immigrants can only impact present and the future RGDP, not the past. Moreover, the dynamic characteristic of the model controls for eventual predeterminacy. In case such approach would not suffice to correct for the endogeneity 1 , β will suffer of a bias whose sign would depend if the impact of m idt is relatively more significant on the wages and the employment in the origin or in the destination. For example, an initial increase of GDP per capita or employment differentials, will most likely rise the migration from i to d. Migration can augment the GDP per capita of d, by increasing productivity. The impact on i is instead more debatable. While a negative shock in the labour supply might negatively affect the GDP per capita, on the other hand, remittances, as well as a larger availability of fixed resource for the sayers might positively impact the GDP. Therefore, the signs of the bias depends upon the relative increment between the origin and destination GDP per capita. The same reasoning could also apply to the employment differentials since migration can have a positive or negative effect in d by either reinforcing an economic boost and creating other jobs or by augmenting unemployment due to the non perfect substitutability of foreign and native labour force. In origin i, conversely, migration is more likely to increase the employment. Equation 6 raises a problem of correlation between y it−1 and the unobserved individual effect α i which makes the traditional panel estimators, like fixed (FE) or random effects, inadequate. The random effect model is not even estimated because of the restrictive underlying assumption of uncorrelated unit specific effects with the explanatory variables as well as for the presence of serially correlated errors (shown later in section 5) which would generate a negative estimate of the variance of the unobserved effect. The FE estimator, with its demeaning data transformation 2 still generates a correlation between the dynamic regressor, (y it−1 −ȳ it−1 ) and the error term (ε it −ε i ). The result is a negative bias known as Nickell bias (Nickell, 1981) which implies the underestimation of the effect of the autoregressive as well as of the exogenous variables terms. Nevertheless, for a reasonably large T , as in the present case where T = 31, the bias is negligible (i.e. 0.03) 3 . The just-mentioned estimation techniques are based on the Gauss-Markov assumption 1 The author acknowledges this approach has been criticized by Reed (2015) . 2 The demeaning process subtracts unit i mean value of both the dependent (ȳ i ) and independent variables (X i ) from the respective variables.
3 (Nickell, 1981) demonstrates that the bias is of order 1/T as N → ∞ of cross sectional independently distributed errors (cov(ε i , ε j ) = 0, ∀i = j). The next step of the analysis is to provide an alternative econometric formulation able to capture such dependence through a spatial model. In brief, spatial correlation implies that observations at locations i depend on other observations at locations j = i, or formally:
Spatial dependence might be allowed in two different ways. On the one hand, migration behaviours and/or migration drivers of neighbour countries influence one another, while on the other migration decisions are affected by some unobservable variables which are unevenly spatially correlated. Hence, the spatial term can enter the model in the estimation equation, through the so-called spatial lags and/or spatial exogenous variables, or in the error equation. Coherently with model (5) in section 2 this study considers the first case. Nonetheless, since the spatial error model is known to be more flexible, the results for this second category are available in Appendix C. In order to measure the spatial dependence between units multiple n × n matrices of weights (W) are constructed according to different definitions of proximity between countries 4 . The alternative Ws are constructed using the CEPII gravity database (Head et al, 2010; Head and Mayer, 2013) and they define as neighbours countries that share borders, have common legal origins, were part of the same colonial empire or where at least the 9% of the population speaks a common language. All these definitions have been proved in the literature to be explanatory of the migration phenomena. The matrices are subject to row standardization and have zeros on the diagonals. The second group of models extends the original dynamic model 6 by including spatial terms and it can be written as a Dynamic Spatial Durbin Model (SDM):
where y jt is the number of migrants moving from a neighbouring origin country j to Switzerland at time t and y jt−1 is the corresponding autoregressive term. The vector of exogenous variables of country j, X jt−2 , has been lagged to t − 2 to deal with the endogeneity issue reported before. The Quasi Maximum Likelihood estimator by Yu et al (2008) for spatial dynamic panel data with fixed effects 5 used here, does not allow for time fixed effects, which are, therefore dropped from Equation 8. A concern might be that the removal of α t could give room to an omitted variable bias since the influence of aggregate time trends is not controlled for. Nevertheless, this should not be a problem because, while α t is controlling for homogeneous cross-sectional effects affecting all the units through time, the spatial effects can contemporaneously control for both homogeneous and heterogeneous cross-sectional effects. The exclusion of α t 4 Only time independent matrices are used in the current study to guarantee a reliable degree of exogeneity. In general, spatial models are not well-suited to fit time-varying spatial matrices. 5 The model is estimated using XSMLE: Stata module for spatial panel data model estimation (Belotti et al, 2017) which use the Yu et al (2008) estimator. 
Source: Elhorst (2014) . Note: The superscript d denotes the operator that calculates the mean diagonal element of the matrix and the superscript rsum denotes the operator that calculates the mean row sum of the non-diagonal elements.
from a spatial equation would upward bias the autoregressive spatial coefficient since it would incorporate both homogeneous, as well as heterogeneous, effects affecting cross-sectional units, i.e. countries. As side benefit, when checking for the models' prediction power, such solution is able to indirectly incorporate the past time trend, which would have been impossible with a time fixed effect. The SDM presents some advantages, such as being the only one, among spatial models, to produces unbiased estimates even when the true data-generating process is a spatial lag (SAR) or a spatial error process (SEM) Pace and LeSage (2009) . Moreover, SDM does not impose any restriction on the magnitude of spillover effects Elhorst (2014) .
In the spatial models containing a spatial lag (y jt ) the effect of an explanatory variable's change for a specific unit will affect not only unit i itself but, potentially, all other units indirectly, since a change in X at any location will spread to all other locations following the matrix inverse (I − λ W) −1 , even if two locations are unconnected according to W. This feedback effects make the coefficient estimates of the global specifications not comparable with each other. Therefore, it is needed to distinctively compute the direct and the indirect effects. The first include the "cascade" (feedback) effect as well as the point estimate and it represent the impact X i has on y i . The second, is the spillover effect, that is the impact X i has on y j . In order to show how to compute these effects model 8 is first rewritten in matrix form:
Being in a dynamic setting the direct and indirect effects have to be computed both for the long and short term and the corresponding formulas are depicted in Table 1 . By assumption the non-diagonal elements of the identity matrix I are zero, while the diagonal elements of the weighting matrix W are zero. Therefore, the effects of the former represents a direct effect of a change in X and the latter an indirect (or spillover) effect of a change in X. A Hausmann test for spatial models has pointed out the convenience of a fixed effect model, rather than a random effect, at more than 99% level. This result is consistent with previous empirical studies employing a macro panel which showed the explanatory variables to be correlated with unit specific effects.
Data
Switzerland offers an interesting case study with its significant immigration since the 1950s, an approximately 24% of foreign permanent resident population, a wide range of different immigrant nationalities and the availability of administrative data. The latter gives ground to the definition of "immigrant" used in the current context, who is a person of foreign nationality entering Switzerland with residence permit of at least one year 6 . Seasonal and cross-border workers or any foreigner with a short-term permit are not taken into account. Since migrants are defined as people of foreign nationality, Swiss, but also Liechtenstein citizens are excluded. 7 The exclusion of the latter has to be made due to the fact that some statistics reports aggregated values for these two countries. Hence, due to the data availability, it is assumed that nationality denotes the source country. In order to keep the largest possible panel dimension as well as to retain an exhaustive picture of Swiss immigration a few steps were taken to complete the partial time series, mainly those of the countries which belonged to the Eastern Bloc. Since the original data sources (see Appendix B.1) contain missing data for Czechoslovakia, Yugoslavia and USSR, which provided important migration flows to Switzerland, information is taken from Maddison (2006) , and national statistical offices reports. The final balanced dataset includes yearly data on 153 nationalities over 31 years with a loss of around 1, 3% of immigrants with respect to the initial raw data. The analysis is run on a balanced panel due to the specific requirement of the spatial models.
Dependent Variable
The evolution of Swiss immigration is shown in Figure 1 , which depicts the aggregate flow of immigrant population that Switzerland experienced between 1981 and 2011. At first glance it can be noticed how immigration has exhibited a rising trend through time which appears to strengthen especially in the last thirteen years.
Figure 2 portrays immigration from the most important source countries in terms of number of immigrants for the period under study which are former Yugoslavian countries, France, Germany, Italy and Portugal. It is easy to understand how the peaks noted in Figure 1 were driven mainly by specific nationalities. The first peak between the mid 1980s and mid 1990s was determined by the Yugoslavian war while the more recent rise was produced by the entrance into force of the Bilateral Agreement on the free movement of persons (FMP) on the 1st of June 2002 8 . The dependent variable, representing migrants from different source countries to Switzerland, takes zeros and positive integer values and it has a skewed distribution (Appendix B.1 Figure B .1 upper plot). Since the econometric strategies include the assumption that the values and the error terms have a normal distribution a data transformation becomes desirable. When the data contains zeros the literature suggests, among other possible solutions, the inverse hyperbolic sine (IHS) transformation:
IHS transformation has some nice features, such as the symmetric treatment of positive and negative values, the same interpretation of the standard logarithmic transformation, except for very small values and the transformation for values around zero which is close to identity. The use of such transformation has been advocated by Burbidge et al (1988) ; MacKinnon and Magee (1990); Zhang et al (2000); Pence (2006) among others. The choice of using the number of migrants as a dependent variable is rooted in the aim of modelling the interdependence between migration flows through spatial model rather than on random utility models (RUM)à la McFadden, whose distributional as-EFTA states, Cyprus and Malta, until 2011 for the EU8 while it is still constrained for Bulgaria, Romania and Croatia. Furthermore, in 2013 limitations were extended to all countries after the results of the popular initiative (in the context of Swiss direct democracy this procedure allows citizens to propose modifications to the Federal Constitution).
sumptions on the independence of irrelevant alternatives solve the dependencies by taking migration rates. Nevertheless, for a sake of comparison, results for migration rates are computed and reported in Appendix E.
Explanatory Variables
The dependent variable is a function of a vector of country and time specific variables and it includes: Real Gross Domestic Product per capita (RGDP) differentials 9 , employment differentials, total population and bilateral agreements. The endogeneity threat of some explanatory variables is treated using lagged, instead of contemporaneous, values. Moreover, due to their skewed distribution, together with the logarithmic formulation of the utility function, the IHS transformation has also been applied to these covariates. Table B .1 in Appendix B.1 reports the summary statistics of all the variables included in the model and the corresponding data sources from which they were merged.
Results
This section presents the results of the simple static model (γ, π, λ , ρ = 0) and the dynamic non-spatial model (π, λ , ρ = 0) in Table 2 , the static spatial model (λ , ρ = 0) and the dynamic spatial model (γ, λ , ρ = 0, π = 0) in Table 3 and in the upper part of Table  5 , the spatial dynamic model (π, λ , ρ = 0, γ = 0) and the dynamic full spatial model (γ, π, λ , ρ = 0), in Table 4 and in the lower part of Table 5 . Tables 3-4 report the short vs long term direct and indirect effects of the explanatory variables since, as previously said, theβ s are not meaningful marginal effects. Four definitions of "neighbours" are used for the construction of the weighting matrices: geographical contiguity, shared languages, common legal origins (Com. Leg.) and the belonging to the same colonial empire. As stated in subsection 4.0.1, the IHS transformation has the same interpretation of the standard logarithmic transformation so that it is possible to interpret the coefficients in terms of percentage changes. Starting by analysing the results for the non-spatial models (Table 2) it can be noticed how the coefficients of the exogenous variables in the static non-spatial model are upward biased. As expected, the time autoregressive term plays a major role by explaining the 70% of the actual immigration and, moreover, its introduction into the model reduce the coefficient of the RGDP from 0.611 to 0.162. The only other significant effect effect is given by the total population coefficient in the static model. Its negative sign arises after having controlled for α t , which means that, after controlling for the natural population evolution over time, the percentage of migrants over the total population would decrease. Furthermore, Table 2 reports the results for a few tests. The Wooldridge's test (Wooldridge, 2010) confirms the autocorrelation in the panel and the consequent necessity of treating serial correlation. The Frees' test (Frees, 1995) outlines the presence of cross sectional dependence even after controlling for α t warning about the heterogeneous dependence across units. Finally, the augmented Im-Pesaran-Shin unit-root test (Im et al, 2003) excludes the presence of a unit root. As previously stated, for the spatial models with endogenous variables (Wy), the β s are not interpretable in terms of marginal effects due to the presence of a feedback system over all the units. Hence, distinctive direct and indirect effects are calculated, where the former are the sum of the point estimates and the feedback effects, while the latter are kinds of global spillover. Moreover, for the spatial models with a time autoregressive term, also long and short term effects are computed. In general, the long term effects result to be more important than the short term ones and the direct stronger than the spillover, with maybe the exception of the static spatial model. Recalling the expressions in Table 1 for the dynamic models the difference between the short vs long term effects is made by the two autoregressive terms γ, π used only to compute the second. Therefore, weak short term effects are simply implying the strong relevance of the spatial and non-spatial coefficients of the lagged number of migrants y t−1 on the migration predictors X. The difference between direct and indirect effects consists, instead, in the former simply denoting how, for example, an increase in the RGDP per capita differentials between Switzerland and country i translates into an increase in migration between the the pair, while the letter implying how the same increase in country i leads to increase migratory flows from the neighbouring states j to Switzerland. The same mechanism holds true for the total population regressor. As it was for the dynamic model, the spatial one reduces, with very few exceptions, the effects of the migration drivers, even though to a smaller extent. Moreover, significant negative spillover effects are found for the employment differentials in presence of the contiguity matrix. In this case, an increase in the employment differentials in country i leads to a drop in the migratory flows in neighbouring states j while no significance is found for the direct effects. Interestingly, for the contiguity matrix, the indirect effects of RGDP and employment differentials point to opposite directions. While the first sounds more intuitive as it evokes, for example, the contagion of economic crisis across connected countries, the second looks more awkward. However, since this outcome is valid only when W expresses the correlations between countries sharing borders, it is useful to determine if such definition of proximity is valid. In determining which matrix, among the four employed, is more accurately modeling the spatial dependencies I rely on Herrera et al (2012) who recommend the use of the Bayesian comparison approach proposed by Pace and LeSage (2009) . Nevertheless, since such approach has so far been proved to be robust only for static models, the test's results are reported only for the static spatial model (bottom of Table 5 ). According to the Bayesian models' posterior probabilities the contiguity matrix unquestionably appears to the best choice.
The counterpart of the indirect effects are the spatial coefficients reported in Table  5 . As a reminder, the difference between the spillover (indirect) effects, previously described, and the spatial effects is that the former identify the impact of X i on y j , while the latter describe the role WX j has on y i . Despite the spatial coefficients of the explanatory variables (ρs) have barely no significance, the employment differentials reports negative signs for the contiguity matrix, meaning that an increase in the differential of neighbouring country j imply a decrease in the number of migrants from i. On the other hand, the RGDP differential are significant and positive in the static model with contiguity and empire matrices and negative in the dynamic spatial model with the common legal origins. The concordance of the indirect and spatial effects is found both for the positive signs of the RGDP differentials, maybe denoting the presence of regional convergence, as well as for the negative signs of the employment differentials. At the first sight the results of the employment differentials might look unintuitive both for the only significance of the indirect and spatial effects, as well as for the negative sign. Anyhow, it should not be forgotten that both the spatial and indirect effects should not only be interpreted as how a change in j (i) is impacting i ( j), but also as a reflection of any change in alternative destinations. If investigated more in detail the negative effect is observed only for the five years period 1983-1987, as reported in Table D .3 in Appendix D. In this period Switzerland experienced both low unemployment and well as the lowest level of immigration (see Figure 3) while implementing a strict immigration quota policy. The quotas on one year work dropped from around 22000-10000 in 1970-74 to around 7500-10000 in 1976-88 (Piguet and Mahnig, 2000) . Such shift changed the comparative advantage of alternative destinations which did not apply the same restrictions for that period. Hence, the direct effect of the employment differen- Concerning the other terms, the dynamic (ihs(# of Migrants t−1 )) coefficients γs are in line with the one of the dynamic non-spatial model (0.708), ranging between 0.672 and 0.739. The W ihs(# of Migrants) coefficient (λ ) turns out to be also important in explaining reinforcing migration dynamics and it is always positive and highly significant. However, it should be kept in mind that the autoregressive spatial coefficient is also incorporating α t . Its positive sign demonstrates that neighbouring countries migration behaviours are interdependent and an increase (decrease) in immigration from country j positively (negatively) affects immigration form country i. Such mechanism reflects transmission effects which might affect alternative destinations, as well as, origins themselves and it is in line in what was hypothesize in section 2. The last endogenous spatial effect, W ihs(# of Migrants t−1 ), is almost always significant, but it takes a positive sign in the spatial dynamic model and negative in the dynamic full spatial one. While the first result goes in the same direction as the coefficients of the contemporaneous migration of neighbours, the second seems to counterbalance the strong positive effect of the time autoregressive term (ihs(# of Migrants t−1 )). A core part of the analysis is the performance evaluation of the different models. To assess which model is best suited for the migratory dynamics a prediction exercise is undertaken. 10 To do that the dataset is split into two sub-databases, one until 2002, the so called training data on which the model is fitted, and another one from 2003 to 2011, the test data used to evaluate the prediction power of the fitted model. What is commonly done in the literature in order to asses the forecast accuracy is to compare the ex post forecast with the observed values in the validation data. Here, the forecast accuracy is evaluated using the root mean squared forecast error (RMSFE), as well as the mean average percentage error (MAPE), and the best forecast is the one minimizing them. Standard linear predictions are implemented for the simple static and dynamic models. Instead, for the spatial models the so-called reduced form predictor proposed by Kelejian and Prucha (2007) and the formulation they have computed for cross sectional data was adapted to the panel case. The reduced form predictor (ŷ r f it ) is based on the information set {X it ,W, α i }. Based on the assumption of normally distributed residuals ε ∼ N(0, σ 2 I), the unbiased predictor is given by:
Results, at the bottom of Tables 2 and 5, show that, regardless the weighting matrix used, the spatial dynamic model (γ = 0) is the one giving the best predictions. In seems that while the dynamic non-spatial model is improving the RMSE of the static non-spatial one, from 0.487 to 0.469, the spatial dynamic model without the time autoregressive term is doing even better the job (RMSE ranging from 0.438 to 0.426 and MAPE from 0.073 to 0.071). From the point of view of the weighting matrices the geographical contiguity emerged as the most appropriate in terms of Bayesian posterior probabilities, as well as RMSE and MAPE. This suggests that geography is the most successful in capturing the similarities of preference structures across migrants. The results seem to outline how the inclusion in the specification of the spatial-dynamic term y jt−1 is more crucial than the simple dynamic regressor y it−1 in forecasting future migration. In line with the first hypothesis grounding this paper, the results have proved the importance of controlling for what happens outside the origin-destination pair.
Conclusion
The economic literature traditionally estimated and predicted migration by making use of Random Utility Modelsà la (McFadden, 1978) . The latter imply that the interdependence among migration flows disappears with a suitable normalization, such as taking the ratio between the bilateral migration flow and the number of stayers at origin. The current study tried to circumvent such assumption by employing spatial models. Spatial analysis, stemming from Tobler's First Law of Geography, helps to determine if and how migration from two locations can be related to different definitions of distance. Therefore, the main focus was to better understand the role of latent spillovers among source countries in shaping migration to Switzerland, rather than uncover causal links. Nevertheless, in the future, cross sectional dependence could be addressed in ways other than geography; for example indexes of proximity between countries based on demographic, economic, cultural indicators should be employed to to build weighting matrices disentangle causality from correlation. A spatial econometric strategy, in which spillovers affecting emigration decisions are either proxy by the migration behaviours of neighbouring states or identified by spatially correlated exogenous variables among countries, was implemented alongside a conventional dynamic one. Spatial modelling is appealing from both a theoretical and an empirical point of view. On the one hand, it allows the taking into account of the a changes in the migration opportunities to unobserved destinations, while on the other, it facilitates dealing with the cross-sectional dependence typical of macro panel data like the one used here. Results support the initial intuition since not only have spatial coefficients been demonstrated to be significant, but also spatial model predictions have outperformed the established dynamic one in terms of root mean squared forecast errors (RMSFE) and mean average prediction error (MAPE). In particular, the importance of the lagged spatial autoregressive endogenous variable (y jt−1 ) emerged over the one of the lagged dependent variable (y it−1 ). Although the evolution of migration dynamics remains highly volatile, the present article has shown the importance not only of path-dependency, but also of cross-countries spillovers. It would be fruitful to pursue further research in the field by making use of spatial econometric models designed for origin-destination flows and with spatialvarying coefficients.
Appendix

A Maximum Likelihood Estimators for Spatial Dynamic Panel Data with Fixed Effects
This section presents the Quasi Maximum Likelihood estimation for the spatial dynamic panel data model with fixed effects when both N and T are large given by Yu et al (2008) . Starting from a model like the following:
where w i j is the i-th element of the spatial weight matrix W . Equation 8 is subject to the bias typical of dynamic models, the Nickell bias, (Nickell, 1981) caused by the correlation between the autoregressive component y it−1 and the fixed effect α i . Yu et al (2008) have derived the following Maximum Likelihhod (ML) Function where
w i j X jt−2 − α i and S i (λ ) = I i −λW . The maximization of the ML Equation A.2 gives the estimatorŝ η it andα i . Ifη it andα i follow a normal distribution a Maximum Likelihood Estimation (MLE) is required otehrwise a Quasi Maximum Likelihood Estimation (QMLE) is needed. α i is concentrate out from the likelihood function A.2 and the deriving concentrated likelihood function is used for the estimation of the η paramenters. The first order conditions of A.2 with respect to α i is:
Therefore, the concentrated estimator of α i given η iŝ
(A.4) After having plugged inα i in equation (A.2) the concentrated likelihood becomes
The result of the maximization of function (A.5) is the QMLEη it while the QMLE of α i is the result of the substitution ofη it into expression (A.4) (α i (η it )). This procedure allows, in a first step, to concentrate out α i from the ML function and solve the correlation problem in the estimation of the coefficients embodied in η. In a second step, the estimated coefficientη is plugged into equation (A.4) in order to derive the estimated fixed effect (α i (η)). The just mentioned original data sources contains missing data for Czechoslovakia, Yugoslavia and USSR before the end of the communist regimes. To compute countryspecific values of states belonging to the Soviet Bloc, for the period preceding their independence, specific weights are calculated and applied to the aggregated data available before 1990. Weights for explanatory variables (population, real GDP and employment) were computed in the following steps. First, for the period after the end of the regimes, the variables of the new countries were summed up by year in order to have a sort of ex-Bloc value. Second, the "original" variable was divided by the sum computed in the first step to obtain the relative weight of a state. Finally, the mean weight over the time span was used to weight the aggregate data available for the regimes period. For example, in the case of Czech and Slovakian Republics, from 1992 the yearly sum of real GDP of the two has first been computed. Then, the Czech 11 The Population module of FAOSTAT contains time series data on population, including urban, rural, labour force, agricultural and economically active population. The original sources of the series are:
• World Population Prospects: The 2012 Revision from the UN Population Division.
• World Urbanization Prospects: The 2011 Revision from the UN Population Division. Long term series estimates and projections from 1961 to 2050.
• Economically active population from the ILO and the data refers to the 5th edition, revision 2009. Long term series estimates and projections from 1980 to 2020. yearly GDP was divided by the sum computed in the fist step and the same for Slovakia. Lastly, the weight mean was calculated. Migration data, for the eastern countries, show a sharp discontinuity before and after the collapse of communism since they were notably precluding people from migrating. However, this issue does not only concern the migration variables, but also the economic ones which display some breaks due to the downfall.
B.2 Variables Construction and Summary Statistics
The variables used in this study were constructed from the previously described datasets. The description of the variable elaboration is now presented. The real GDP per capita differential was built from the values of real GDP expressed in millions of 2005 US dollars at chained purchasing power parity (PPP). Each value was divided by the total country population. The differential is simply the relation between the Swiss and the origin country's real GDP per capita. The employment indicator denotes the number of people employed in a country. An employed person is an individual of fifteen years or older, engaged even just for one hour a week, or who had a job or business from which she was temporarily absent. This variable was divided by the labour force of the country in order to obtain the employment differential between Switzerland and the origin country. As for the GDP differential, it is expected that the larger the differential, i.e Swiss values are higher than the source country ones, the greater the incentives to migrate. The total population for each origin country is introduced in the estimation to control for the population size of the so-called stayers. Intuitively the larger the population in the home state, the larger the potential size of migrants. The model includes also a dummy variable indicating the membership of a country to the bilateral agreements area which are expected to have a positive impact on immigration flows. 
C Spatial Error Model
In section 3 it was outlined how spatial effects can be modeled either through the deterministic or the stochastic part of the model. I argued the implementation of the first type of models, which consistently mirrors the equilibrium equation (5) in section 2. Despite that, as a robustness check, I will also test the performance of the second ones since they are known to deliver more flexible results. The dynamic spatial error model (SEM) estimates takes the following form:
According to Chapter 4, Section 4 of Elhorst (2014) , within the category of dynamic spatial models, the spatial coefficients of model (8) must be restricted to zero (λ = 0, π = 0, ρ = 0) in order for the model to ensure identification. Contrary to the SDM, for which long vs short term direct and indirect effects needed to be distinguished, this is not the case with the SEM either in its static or dynamic version. In fact for this class of spatial models the total long-term marginal (direct) effects are simple the β s. Table C .2 only reports the results for the static SEM since the dynamic SEM contains an explosive non-stationary root (γ > 1).
The spatial coefficients are positive and significant for all the specifications suggesting that migration from different countries reacts similarly to any internal or external shock. The RMSE and the MAPE are the second best among the spatial models (Table  5) , after the spatial dynamic model (γ = 0) ones, and far better than the other static, as well as the non-spatial models. In particular, the comparison between the static SEM and the dynamic non-spatial model seems to underline how controlling for crosssectional dependence is fostering the prediction power even more than controlling for serial correlation no matter the definition of W.
D Regression Results with Time Interactions
Spatial models have been conceived for the use of geographical weighting matrices constant over time. A key needs of this type of modes is the exogeneity of the matrix, which might be undermined when geography starts to be substituted by time-dependent interdependencies. Nevertheless, a concern may arise about the invariance of the spatial weighting matrices, which implicitly assume the importance of a specific definition of proximity has not changed over time. In the present context, for example, it might be argued that the influence exerted by geographical contiguity has evolved with the advent of globalisation, the upcoming faster communication tools or the lowering for travel costs, jut to mention but a few. Hence, I test a potential evolution the spatial effects taking the case of the contiguity weighting matrix by interacting the spatial coefficients by a quinquennial categorical variable. Table 5 , a weak evidence of the decreasing importance of contiguity can be traced and it seems to be particularly evident in the static model in which no term is controlling for the path dependency (see for example the decrease in significance of the employment differentials). In fact, with the exception of the interactions of the EU variable, significant coefficients are estimated for the first quinquennial (1983) (1984) (1985) (1986) (1987) . For example, the spatial employment differentials, which are significant for all the models in Table 5 , are here respectively a 5% more significant, but only for the time span 1983-1987 and up to 1997 for the static model. Exclusively the results for the contiguity weighting matrix are reported since they are the only ones showing little evidence about the change in importance of W while for the other cases (i.e. language, common legal origins and belonging to the same colonial empire spatial matrices) no differences across five years periods are found. 
E Regression Results Migration Rates
One of the reasons motivating this paper was the critiques towards the use of migration rates, defined in terms of the number of leaves over the number of stayers in a country, as a dependent variable. In this section I report the results of model (6), both for the static (γ = 0) and dynamic version, where y it is the migration rate from each origin to Switzerland. As a measure of accuracy the out-of-sample mean average percentage error (MAPE) is computed as it can be compared with models with different dependent variables (Table E .4). In this case, the choice of migration rates as a dependent variable significantly diminishes the model accuracy with respect to the choice of the number of migrants. 
