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Abstract—The full potential of simultaneous Positron Emission
Tomography (PET) and Magnetic Resonance Imaging (MRI) ac-
quisition, such as dynamic studies or motion compensation, can
only be explored if the data of both modalities is temporally syn-
chronized. As such hybrid imaging systems are commonly real-
ized as custom-made PET inserts for commercially available MRI
scanner, a synchronization solution has to be implemented (de-
pending on the vendor of the MRI system). In contrast, we demon-
strate a simple method for temporal synchronization, which does
not require a connection to theMRI. It uses the normally undesired
effect of induced voltages on the PET electronics from switching
MRI gradients. The electronic circuit needs very few components
and the gradient pick-up coils are made from PCB traces and vias
on the PET detector boards. Neither programming the MRI nor
any physical connection to theMR scanner is needed, thus avoiding
electromagnetic compatibility problems. Thismethodworks inher-
ently with most MRI sequences and is a vendor- independent solu-
tion. A characterization of the sensors in an MRI scanner showed
that the MRI gradients are detected with a precision of s
(with the current implementation). Using different trigger thresh-
olds, it is possible to trigger selectively on certain MRI sequences,
depending on their gradient slew rate settings. Timings and pulse
diagrams of MRI sequences can be recognized from the generated
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data. Themethodwas successfully used for temporal alignment be-
tween PET and MRI in an MRI-based PET-motion-compensation
application.
Index Terms—Magnetic resonance imaging, molecular imaging,
PET-MR, positron emission tomography, synchronization.
I. INTRODUCTION
T HE advantages of simultaneous Positron Emission To-mography (PET) and Magnetic Resonance Imaging
(MRI) image acquisition are not only shorter scan times,
smaller system footprints, and less image registration problems.
Having both data from exactly the same time enables new ppli-
cations, such as dynamic studies or motion compensation [1].
The latter will be used in this paper as an example application,
showing the need for time synchronization, and demonstrating
how the detection of switching gradients can achieve that.
The motivation behind PET motion compensation is that
regions in the body moving during a long PET measurement
are reconstructed with motion artefacts or become blurry (thus
reducing the detectability of small lesions). One idea is to track
movements and deformation with the MRI, while the PET data
is acquired [2]. The PET data can be corrected subsequently
or gated into separate bins (e.g. for CINE reconstructions,
showing periodic movements). To study these possibilities,
a polyvinyl alcohol (PVA) cryogel phantom was built. It can
be deformed elastically to model the movements in a body
caused by breathing [3]. Since breathing is normally an irreg-
ular pattern, the phantom is deformed according to previously
recorded human breathing pattern [4]. Uncorrected, this results
in a blurred image as shown in Fig. 1.
The phantom was imaged simultaneously with a PET/MR
system (Fig. 2) that is realized as a preclinical PET/RF
insert [5] for a clinical 3 T MRI scanner (Achieva,
Philips, The Netherlands). An echo planar imaging (EPI)
MRI sequence was used to scan repetitively for 9 min-
utes with a temporal resolution of 0.601 s (spatial res-
olution: mm mm mm
ms ms ﬂip angle).
From the resulting 900 images, a 1-D navigator was ex-
tracted, and the movement was calculated by the correlation
to a reference navigator. The result, as displayed in Fig. 3,
has one substantial problem before it can be used to gate PET
data: although the timing of the MRI sequence (once it started)
is known precisely, the actual moment in time, when it starts
is depending on multiple uncontrollable factors: ﬁrstly the
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Fig. 1. Sketch of the PVA cryogel phantom with a hot region (left). With
breathing deformation applied during PET data acquisition (middle), the
resulting image is blurred (right).
Fig. 2. 3D drawing of the PET/RF insert “Hyperion I” placed on the patient
table of a clinical MRI scanner.
Fig. 3. Normalized displacement in a 1D navigator of the measured phantom.
The phantom was deformed with a previously recorded human breathing
rhythm. The MR sequence time is not synchronized to the PET system time.
operator clicking “start scan” in the graphical user interface of
the MRI console. Then the time taken to calculate the sequence
and to send it to the real-time control of the scanner. Subse-
quently the hardware has to be brought into the correct operating
points, which depends on the sequence (e.g. whether the cry-
opump needs to be switched off) and on the history (e.g. whether
components still need to warm up). The length of the now fol-
lowing preparation phase of the MRI scan is also undetermined,
especially when some iterative optimizations such as automatic
shimming are included.
The only currently commercially available combined
PET/MRI scanner inserts a synchronization tag into the PET
list-mode data, marking the beginning of the MRI sequence
[6]. Most systems are – just as the one used – custom-made
PET inserts for (relatively closed) standard MRI systems.
If the systems are not inherently combined (therefore being
completely separate machines), there are no direct temporal
synchronization methods implemented. In that case, output
trigger signals have to be obtained from the MRI and forwarded
to the PET system, which needs the respective inputs [7].
Depending on the systems used, this might require hardware
and software modiﬁcations and can introduce the risk of image
degradation due to additional cabling.
Fig. 4. Breath gated MRI sequence: The MRI decides with a breathing mon-
itor when to scan. The PET system needs to know beginning and end of each
scanning period.
Fig. 5. The PET gantry (cross section shown on the left) is composed of ten
individual PET detector modules (right). They are screened against RF ﬁelds,
but low-frequent gradient ﬁelds penetrate the shielding.
A. Aim
The aim of this paper is to synchronize PET and MRI without
any modiﬁcations or connections to the MRI. It will be realized
by the detection of the switching MRI gradients.
B. Requirements
Although for the presented example of human breathing, the
needed precision is roughly 300 ms (time resolution of the MRI
scan divided by two), the precision should be in the range of
milliseconds, so it can be used with mouse breathing and cardiac
cycles. When theMRI sequence timing is known precisely, only
one synchronization step in the beginning of the sequence is
needed (when sampling of the k-space begins).
In rather advanced scenarios, it might be useful to synchro-
nize more often during the MRI scan. For instance, when the
MRI can switch seamlessly between two interleaved sequences
[8]. An example for this (e.g. for motion compensation) would
be a navigator sequence mixed with a normal imaging sequence.
In that case, one would like to know the beginning of each navi-
gator sequence to assign a time to the detected motion. It is thus
important to differentiate between the two sequences. There are
cases in which the timing of the MRI sequence is not predeﬁned
but determined during its execution, e.g. by a breathing monitor.
In that situation, one might want to gate the PET data accord-
ingly, and thus the beginning and end of MRI activity has to be
detected (Fig. 4).
II. DETECTION OF SWITCHING MRI GRADIENTS
When PET detectors are brought into the bore of MRI scan-
ners, they are normally shielded against the intense Radio Fre-
quency (RF) ﬁelds (here: 128 MHz at 3 T). The switching of the
MRI gradients, on the other hand, has a much lower frequency
in the kHz range. Thus, the gradient ﬁelds penetrate the thin
shielding (here: m copper [5] or multiple layer of carbon
ﬁbers [9]) and induce voltages in conductive loops of the elec-
tronic circuits (Fig. 5).
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Fig. 6. Internal transaxial detection coil and the electronic circuit for two chan-
nels (left). An external detection coil is connected to the second channel for lab
experiments, picking up test signals from a transmission coil (right).
Fig. 7. Gradient switching detection circuit (from left to right): pick-up coil,
AC-coupling to voltage divider, threshold-deﬁning DAC, comparator, and time
stamp generation in the FPGA. The lower row indicates the shape of the gradient
intensity (left) and the signal over time at each stage of the circuit.
This effect is often reported as a degradation of PET energy
resolution [10], a deterioration of time resolution [11], or as
drops in count rates [12]. Therefore, the Printed Circuit Boards
(PCBs) of the detector modules are carefully designed to mini-
mize induced voltages – especially all conductive loops are kept
as small as possible.
In contrast to these endeavors, we deliberately implemented
two coils from PCB traces and vias on the mainboard of each
PET detector module [13] (see Fig. 7) to pick up induced volt-
ages from the switching gradients. The transaxial detection coil
on the bottom of the PCB has 5 windings around an area of
mm mm. The axial coil has 15 windings, made from
traces on the top and on the bottom side of the PCB, connected
with vias to form the loops (the area is mm mm). The
two coils are connected in series, so that voltages induced by
changing ﬁelds of the Z-gradient add up. Additionally, an ex-
ternal coil can be plugged into a connector for a second de-
tector channel. Such a coil with 50 windings and a diameter of
23 mm was used in early lab experiments, as this coil is sensi-
tive enough to pick up signals from a transmission coil directly
connected to signal generator (all experiments presented in this
paper employed only the PCB-trace-coils).
The coils are connected to a detection circuit (see Fig. 7). A
voltage is induced by the changing ﬂux through the windings
when the gradients of the MRI switch. The coil is AC-coupled
to a voltage divider. It shifts positive and negative pulses into the
positive voltage range that can be used by standard electronics.
A software-controlled Digital-to-Analog Converter (DAC) sets
a threshold voltage, which is then compared against the voltage
at the voltage divider by a comparator). The comparator has a
4mV hysteresis to suppress triggers on noise. The output is 1-bit
digital signal and the ﬁrmware [14] in the Field Programmable
Fig. 8. Voltages over time in the gradient detection circuit with .
Gate Array (FPGA) generates a message with a PET timestamp
when this signal changes.
The simulated (SPICE) voltage curves over time in Fig. 7 vi-
sualize that only gradient slopes in one direction (here: the posi-
tive edge) would be detected, as the negative slopes would never
pass the positive threshold. The negative slopes can also be de-
tected if the AC-coupling capacitor C and the resistors R in the
voltage divider are chosen in such a way that the time constant
of the RC-circuit is close the rise time of the gradients.
In that case, the capacitor is already signiﬁcantly charged (or
discharged) during the rise time. Once the rise time is over, no
voltage is induced any more, and the voltage at the voltage di-
vider is now deﬁned by the built up charge in the capacitor (see
Fig. 8). Therefore, a negative slope results in a positive signal
after the voltage divider and can thus also be detected with a
positive threshold.
The ﬁrmware is designed to be very versatile as many pa-
rameters can be software-controlled: it counts until a change-
able number of triggers are reached, gives information about
the ﬁrst and the last detected trigger, and it has timeout settings
in the range from one time bin up to more than 20 seconds. The
FPGA sends timestamps (time bin width is currently 327.68 mi-
croseconds) for the ﬁrst and the last detected trigger (which is
needed in case the end of MRI activity is to be determined, see
Fig. 4). Furthermore, the trigger edge (rising or falling) can be
software-controlled (but is kept rising for all presented experi-
ments).
An alternative to pick-up coils could be Hall-effect-based or
magnetoresistive sensors that are also available as compact inte-
grated circuits. Since these are also sensitive to static magnetic
ﬁelds, one needs to pay attention to the dynamic range of the de-
vices and/or to the spatial orientation with respect to the ﬁeld.
III. MEASUREMENT METHODS
A. Sensor Characterization
The gradient sensors were characterized on the second gener-
ation of the PET/RF insert “Hyperion ” [15], [16], in which
the gradient detection circuits are built in identically to “Hype-
rion I” [5], [17]. All PET detector modules have the same sensor
circuits using only the build-in coils made from PCB traces. The
MRI system is a Philips 3T Achieva MRI with a Quasar Dual
gradient system. The two gradient ampliﬁers are connected in
series (mode 1), which allows higher slew rates instead of higher
gradient strength (200 mT/m/msec, 40 mT/m).
A patched MRI software allows creating single gradient
pulses with a known direction, strength, duration, rise time, and
slew rate.
1) Threshold scan: The slew rate for the Z-gradient is set the
highest slew rate possible (200 mT/m/ms). The exact gradient
waveform and a sketch of the ﬁelds produced by the Z-gradient
are shown in Fig. 10 (top left). The trigger thresholds are varied
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TABLE I
DETAILED SEQUENCE INFORMATION AND RESULTS FOR THE SELECTIVE TRIGGERING TESTS
) Data shown for the Z-gradient in each echo
) Echo train length: 6, Field of View: mm mm, Voxel Size: mm mm mm
) Echo Train Length: 64, Field of View: mm mm, Voxel Size: mm mm mm
Fig. 9. Time diagram for motion compensation example: MRI preparation
phase was executed upfront. Then, PET and MRI image acquisition were
subsequently started. The ﬁrst detected gradient is used for synchronization
(Gr, green arrow). Since the MR image acquisition timing is known, the PET
list-mode data can be linked to the MR images.
Fig. 10. Gradient waveform and simulated voltage at the input of the com-
parator (left) and the resulting trigger (right).
from mV to mV (relative to the equilibrium of the
voltage divider) and the location and number of sensors trig-
gered are evaluated.
2) Slew Rate Scans: By changing the rise time, the slew rate
of the gradients is varied, and the lowest trigger threshold is
determined at which at least one sensor triggers. Furthermore,
the three gradient directions X, Y, and Z are tested separately.
In a separate experiment, the slew rate are varied in steps of
10 mT/m/ms, and the number of gradient sensors triggering are
plotted for different trigger thresholds.
3) Time Accuracy and Precision: A 13-minute-long standard
weighted ( ) spin echo sequence with a long repetition
time, s ( ms), and a slew rate of 59mT/m/ms
(unchanged setting with normal Peripheral Nerve Stimulation
(PNS) level) is executed. The threshold is left at the default
value of 0 mV and the number of triggers for a detector module
is plotted over time. This sequence generates echoes with a time
difference of exactly TR. Since TR is very long, the gradient
triggers can easily be assigned to the different repetitions. The
error in detection timing is calculated as the time difference be-
tween the ﬁrst detected gradient of each repetition minus the
repetition time TR.
B. Impact on MR Image Quality
When hardware is placed into the bore of the MRI system,
it can directly interact with its three types of ﬁelds: RF-, gra-
dient-, and static magnetic ﬁeld ( ). An interaction with the RF
system is unlikely, since the sensor circuits are placed inside the
RF-shielded housings. The gradients do interact with the sensor,
as they induce voltages in the sensor coil. Since there is a resistor
(in this case 1 kOhm) in series with the coil (see schematic in
Fig. 7), the currents are more than three magnitudes lower than
eddy currents in the ground planes of the PCB, and the inﬂuence
on the gradient system is thus negligible.
The electronic components needed to build the electronic cir-
cuit often contain magnetic materials. In their vicinity, the ho-
mogeneity of the ﬁeld is distorted. To measure the effect, all
13 electronic components (for the used dual-channel sensor cir-
cuit, see Fig. 6, left) are placed on a homogeneous coronal body
phantom. A ﬁeld map of the phantom is generated on a 3 T
system, and the range of the distortion is determined [5].
C. Advanced Applications
1) Selective Triggering: Using aDAC to change the threshold
level (instead of a ﬁxed two-resistor voltage divider) should
enable triggering selectively on certain MRI sequences. The
maximum slew rate of a sequence can be set manually or by
changing gradient mode settings: Whereas “maximum” uses the
maximum available gradient strength and slew rate (for fast
scans), “regular” restricts the value (to achieve a better signal
to noise ratio). The “default” setting chooses balanced values in
between. These gradient modes are used for two different ex-
ample MRI sequences: A Turbo Spin Echo (TSE) sequence and
a single-shot EPI sequence (sagittal single slice, no preparation
phases–see Application Example). Details of the sequences are
shown in Table I. The trigger thresholds are set to the standard
value of 0 mV, to 42 mV, and to 58 mV. For each combination
it is recorded whether the sensors trigger or not.
2) Recognition of sequences: To test, whether an MRI se-
quence can be recognized in the data from the sensors, a Mul-
tiple Fast Field Echo (m-FFE) sequence was chosen, as it has
an intuitive standard usage of gradients and most timings can
be controlled manually. Here, an echo train of ﬁve echoes, each
ms apart with a TE of 50 ms before the ﬁrst
echo is programmed. The repetition time ms is rel-
atively long, compared the TE and , so that all tim-
ings can be distinguished. The trigger threshold is 0 mV.
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3) Recognition of sequence phases: A scout scan sequence
(gradient echo, ms ms), normally used as a
ﬁrst scan to plan other detailedMRI scans, is used in this experi-
ment. As every other standard sequence, it consists of a prepara-
tion phase, followed by the k-space ﬁlling (for three orthogonal
stacks with seven, ﬁve, and ﬁve images each). The preparation
phase itself has different parts, like determination, power op-
timization, and RF noise level determination. The latter part is
very distinct, as it uses crusher gradients (with a rise time of
s and slew rate of 25 mT/m/ms) in all directions to diphase
residual net magnetizations. They are followed by 150 ms of ab-
solute silence, when the system measures the RF noise. In this
sequence, the noise level determination is executed three times,
which shall be recognized in the data from the gradient sensors.
The trigger threshold is the default 0 mV.
D. Application Example
The synchronization circuits are used to determine the begin-
ning of the motion detection sequence, which was presented in
the introduction of this paper. Fig. 9 shows a time diagram of
the sequence.
The preparation phase of the MRI sequence is executed sep-
arately before the image acquisition was started. After that, the
gradient detection circuit are enabled and the threshold voltage
is set to the standard (highly sensitive) 0mV.Once, the PET data
acquisition begins, the MRI sequence is started. Since there is
no further preparation phase, the ﬁrst overall detected gradient is
directly the start of the imaging sequence. The generated PET
time stamp is thus the time stamp of the ﬁrst MR image (and
therefore the time stamp of the ﬁrst extracted motion navigator).
The MRI sequence is programmed as a dynamic scan, acquiring
the 900 images exactly 601 ms apart. The PET time stamps of
the following MR images can be calculated and no further syn-
chronization is needed for this scan.
IV. RESULTS
A. Sensor Characterization
1) Threshold Scan: Fig. 10 shows the gradient waveform
over time, the voltage at the input of the comparators (simu-
lated), and how many triggers are counted in which detector
module for four different threshold voltages. Threshold values
larger than mV disable the sensors, since no gradients are
detected.With high, positive trigger thresholds, the ﬁrst detector
modules on the top of the insert count one trigger (except for
one module, which seems to have a defect circuit). Reduction
of the threshold results in detected gradients also in lower mod-
ules. When the threshold voltage reaches 0 mV, three or four
triggers are counted. Negative thresholds below a certain level
(blue line in the graph of the simulated voltage at the comparator
in Fig. 10) yield to two triggers per module. When the threshold
voltage is further lowered, modules at the bottom stop to trigger.
At threshold voltages lower than mV, no sensor triggers
any more.
2) Slew Rate Scans: The lowest slew rate of the gradients,
where the ﬁrst gradient sensor triggers, is plotted over different
threshold voltages in Fig. 11. From lower negative thresholds
Fig. 11. Lowest slew rate at which the ﬁrst sensor triggers over threshold
voltage. The scales are the same for the Z-gradient (left), and Y- and X-gradi-
ents (right). The red stars show data from the measurements of Fig. 12.
Fig. 12. Number of sensors (modules) triggered at increased slew rates of the
Z-gradient for different threshold voltages.
(for the Z-gradient greater than mV) to 0 mV, the needed
slew rate to trigger decreases almost linearly. For positive
thresholds, it also decreases (almost) linearly with the same
slope. At a gradient strength of 30 mT/m, the ﬁrst sensor
triggers already at a slew rate of 3 mT/m/ms (0 mV threshold
level). Very low gradient strengths result into very short pulses,
because the targeted gradient strength is reached very fast. In
that case, a higher slew rate is needed: at a gradient strength of
1 mT/m/ms a slew rate of 15 mT/m/ms triggers the ﬁrst sensor
reliably. The sensors are much less sensitive to gradients in
X- and Y-direction: for the X-gradient, the lowest slew rate is
40 mT/m/ms, and for the y-gradient it is 30 mT/m/ms. Also the
threshold voltage, where the maximum available slew rate is
needed to trigger, is lower: for the Y-gradient it is mV.
The same seems to be true for the X-gradient, although with the
software patch it could only be driven to 140 mT/m/ms (graph
extrapolated as dotted lines).
The total number of sensors (and thus modules at different
locations), that triggered for different threshold levels over the
slew rate (in steps of 10 mT/m/ms) are shown in Fig. 12.
3) Time Accuracy and Precision: Fig. 13 depicts that during
the spin echo sequence, the sensors trigger very regularly:
messages (with multiple counted triggers) are generated for
each echo. The mean time difference to TR is s,
which can be interpreted as accuracy and precision of the
measurement.
B. Impact on MR Image Quality
The -distortion, caused by the electronic circuit, is shown
in Fig. 14. At a distance of about 25 mm in all directions, the
disturbance is not noticeable any more.
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Fig. 13. Timing of gradient triggers for one module (top) and the difference to
the repetition time s (bottom) of theMRI sequence (9 of 13 minutes).
Fig. 14. ﬁeld maps, showing the distortion caused by the electronic circuit
(left: ﬁrst coronal slice, right: center sagittal slice).
Fig. 15. Triggers/module over time during a gradient echo sequence. On a large
time scale s can be recognized. Zooming the time into one repetition
shows the excitation (slice selection gradient) and the 5 echoes being 10 ms
apart starting after a TE of 50 ms. The position and timing of the triggering
modules reﬂect the composition of the MRI sequence.
C. Advanced Applications
1) Selective Triggering: The last three columns of Table I
show the results of the selective trigger tests. All sequences
cause triggers at the standard trigger threshold of 0 mV. At
42 mV, only the sequences with gradient mode set to “default”
or “maximum” trigger. A threshold voltage of 58 mV selects the
sequences with a “maximum” gradient mode.
2) Recognition of sequences: The top graph in Fig. 15 visu-
alizes the amount of triggers per module over time during the
execution of a gradient echo sequence. The relatively long
TR of 2 s is directly visible. Zooming into one repetition reveals
the slice selection gradient for the excitation and the ﬁrst echo at
ms. All ﬁve subsequent gradient echoes are detected
10 ms apart, which matches . The positions, timing,
and number of the triggering modules matches the pulse dia-
gram of the sequence (lowest row): Except for three times (out
of 156), the echo-generating Y-gradients are only detected by
one module; none of the echoes was missed. The 33 phase-en-
Fig. 16. Pulse diagram (top) of the survey sequence (only end of the prepa-
ration phase shown). The trigger count of the gradient sensors are shown with
transparency for the different modules (bottom). Clearly recognizable are the
three crusher gradients ( ) of the noise level determination and the struc-
ture of the k-space ﬁlling.
Fig. 17. PET images of a PVA cryogel phantom transformed during the PET
measurement according to recorded breathing pattern. Without motion compen-
sation (left) and a gated image based on motion data determined from the con-
current MRI scan.
coding X-gradients are (with one exception) only seen by three
other modules; again, none of the gradients was missed by the
any of these three modules.
3) Recognition of Sequence Phases: The pulse diagram in
Fig. 16 shows the direction and gradient strength of all three gra-
dients at the end of the preparation phase and the beginning of
the k-space ﬁlling phase of the scout sequence (the exact shape
of the gradients is not visible, since the time-zoom-factor is too
low). The structure of the sequence with the three orthogonal
stacks of images (with seven images for the ﬁrst stack and ﬁve
images for the other orientations) are recognizable. The begin-
ning of the k-space ﬁlling can thus be determined and the syn-
chronization is done accordingly. The three crusher gradients
of the noise level determination (preceding the k-space ﬁlling)
are also distinguishable. The time between the noise level deter-
mination and the k-space ﬁlling is slightly longer, than in in the
pulse diagram. Furthermore, the length of the receiver optimiza-
tion phase (preceding the noise level determination) is longer
than in the diagram.
D. Application Example
Due to the synchronization, the PET list-mode data is directly
linked to the taken MR images. The PET data could thus be
gated into several bins according to the detected motion in these
images. A PET image of the phantom without motion compen-
sation ( MBq, 9 minutes acquisition time, 3.7 Mcoinci-
dences, OSMAPOSL reconstruction algorithm of the STIR li-
brary [18] with 3 iterations and 7 subsets) and a gated image
from 16.11% of the data, are shown in Fig. 17.
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Fig. 18. Sketch of currents in the gradient coils (blue) and the gradient ﬁelds in
the Y-plane (red) of the X-gradient (left) and the Z-gradient (right). The cross
sections of the detector coils are indicated as green lines (longer lines are the
transaxial coils). The center of the PET gantry is slightly higher than the axis of
the MRI scanner (Z-axis).
V. DISCUSSION
A. Sensor Characterization
1) Threshold Scan: The results in Fig. 10 show that the upper
modules of the PET/RF insert trigger earlier than the modules
on the bottom. The isocenter of the insert is not the same as the
isocenter of the MRI: the PET gantry is shifted 45 mm upwards.
The top modules are closer to the gradient coils, exposed to
stronger ﬁelds, and thus trigger earlier.
The amount of triggers (from one to three) detected per
module corresponds to the theory that the capacitor of the
AC-coupling is signiﬁcantly charged and discharged during the
rise time (as described in Section II). It is thus possible to detect
positive and negative edges of the switching gradients. The
additional fourth trigger at threshold level of mV can be
explained by the discharging curve crossing the trigger level:
one time it crosses very slowly and is thus susceptible to noise,
supply ripples, and possible ringing.
2) Slew Rate Scans: The plots in Fig. 11 show, that the sen-
sors are much more sensitive to the Z-gradient than to the X-
and Y-gradient. Furthermore, the sensitivity to X- and Y-gra-
dient seems to be similar. This behavior can be explained by
the ﬁeld pattern of the different gradients. Fig. 18 sketches the
gradient ﬁelds for the Z-gradient and the X-gradient.
Whereas the ﬁeld lines of the X-gradient are rather parallel
to large transaxial gradient detection coil, the Z-gradient ﬁelds
go right through the coil. This is the reason for the higher sen-
sitivity for the Z-gradient coil. The Y-gradient is similar to the
X-gradient, only turned for , which explains the comparable
sensitivity in those directions.
Fig. 18 also shows that the isocenter of the PET gantry is
shifted 45 mm upwards. The number of modules, in which a
sensor triggers (shown in Fig. 12), reﬂects this geometric asym-
metry: the sensors closer to the gradient coil trigger earlier.
Data points from this experiment were overlaid in the
threshold scan of Fig. 11 (lowest slew rate for the Z-gradient,
at which at least one sensor triggers). Apart from the value at
0 mV (the ﬁrst measurement point is at 10 mT/m/ms) the values
are coherent. This gives an indication of the reproducibility of
the experiments, since the data was not taken at the same day
(and the insert was removed from the MRI scanner).
The experiments have shown, that even at very low gradient
strengths of 1 mT/m, the sensor triggers reliably at a minimum
slew rate of 15 mT/m/s, which is 7.5% of the maximum avail-
able slew rate. Increasing the number of windings or the area
Fig. 19. Example for accumulated time-binning error resulting in repetitive
additional counted time bins.
of the coil can even lower that value. The sensor thus triggers
reliably at almost every MRI sequence.
3) Time Accuracy and Precision: The measured timing preci-
sion of s results from the current time binning of s
(here the deviation is higher than the mean value, since about
every 15 s, the accumulated time-binning errors result in an ad-
ditional counted time bin, see Fig. 19). The lower row of Fig. 13
shows that the time bins could be made smaller to increase the
precision. Nevertheless, the required precision of milliseconds
for PET motion compensation (Section I-B) is clearly met.
B. Impact on MR Image Quality
The measured -distortion range of 25 mm is lower than the
thickness of the PET detector stack with scintillation crystals,
light guide, and two further PCBs (see Fig. 6). It can thus not
reach into the ﬁeld of view. This good result is achieved by
the usage of non-magnetic capacitors, which do not contribute
to the distortion. The highest distortion is caused by the DAC.
If conﬁgurable trigger thresholds are not needed, it could be
replaced by a voltage divider made from two resistors.
C. Advanced Applications
1) Selective Triggering: The three right columns of Table I
demonstrate that selective triggering on sequences with high
slew rates is possible. With the two tested sequences, it is even
possible to choose the triggering sequence by selecting the
used gradient mode. Both sequences show a similar trigger
behavior since the gradient mode settings result in similar slew
rates. Although these are just two sequences, they represent
very different applications: TSE sequences are frequently used
for anatomical imaging with a high spatial resolution, whereas
EPI sequences are used for very fast imaging. They are thus
good examples for the combination of sequences, described in
Section I-B: multiple short EPI images for motion detection
can be interleafed with a long anatomic TSE imaging sequence.
2) Recognition of Sequences: The detected triggers in Fig. 15
show, that it is possible to recognize the timing of MRI se-
quences, such as demonstrated with the gradient echo se-
quence. The positions, timing, and number of modules that trig-
gered can be compared to the pulse diagram of the sequence
(lowest row of Fig. 15). The slice-selecting gradient is a Z-gra-
dient with a high slew rate of 196 mT/m/ms, which triggers all
modules (but the defect one). This makes sense, as the slew
rate scans (in Section IV-A2) have shown that the sensors are
most sensitive to the Z-gradients. The echo producing Y-gra-
dient (slew rate mT m ms) only triggers one module
(blue). The phase encoding X-gradient (directly before the be-
ginning of the echo train with different slew rates depending on
the phase encoding step) triggers three additional modules at the
negative slope. At the end of the sequence, the phase encoding
is undone with a negative pulse, and the same three modules
trigger at the same slope. Finally, a dephasing gradient pulse in
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all direction triggers the rest of the modules, since it also con-
tains a Z-gradient. The recognition of timing and composition
of MRI sequences can be useful e.g. in retrospective analysis of
data (for instance to correlate the deterioration of PET data to
certain MRI activity).
3) Recognition of Sequence Phases: The crusher gradients of
the preparation phase and the sequence itself are clearly recog-
nizable in the pulse diagram of Fig. 16, which allows the align-
ment between the two different time bars. The lengths of the dif-
ferent parts of the preparation phase is different from the pulse
diagram. Reasons for that are e.g. the undetermined lengths of
e.g. iterative optimizations, as explained in the introduction. As
the beginning of the k-space ﬁlling is recognizable, it allows
a synchronization without separation of the preparation phase
(see Section III-D). The characteristic pattern of the preceding
noise level determination could be used for an automatic recog-
nition. An automatic time alignment would in that case syn-
chronize on the ﬁrst gradient after the noise level determination,
being the ﬁrst gradient of the k-space ﬁlling.
D. Example Application
The presented gated image demonstrates that the synchro-
nization between PET and MRI was successful and precise
enough for the human breathing application. The work on
MRI-based PET motion compensation is ongoing and ﬁrst
results with methods superior to simple gating are presented in
[4].
VI. CONCLUSION
The measurements demonstrate that a gradient detection cir-
cuit is reliably able to detect the beginning of a sequence with
a precision of at least s. With a standard ﬁxed threshold
(which could be set by simple voltage divider), the circuit trig-
gers reliable at almost all gradient activity. Using a DAC to set
different trigger thresholds, it becomes possible to selectively
trigger on sequences, depending their gradient mode setting.
Additionally, timings and pulse diagrams of MRI sequences can
be recognized. Although, there exist many different MRI se-
quences, most of them base on the standard spin and gradient
echo techniques, which have been used in this paper to test the
presented method. Even complicated 3D-spiral or Lissajous tra-
jectories that start with low, continuously oscillating gradients,
normally reach high slew rates within a single TR and will thus
trigger the sensor. Exceptions might be very exotic sequences,
that apply only very small steps in gradient strength, such as
zero TE imaging with the SWIFT technique [19]. These would
require e.g. a preceding crusher gradient to be detected.
The presented circuit needs very few components, which
makes it inexpensive, is simple to realize, and is furthermore
helping to maintain homogeneity. Physical connections
between PET and MRI systems are not needed, which keeps
electromagnetic disturbances low. When used in larger inserts,
e.g. for human head or pediatric inserts, the circuits will be
closer to the gradient coils and thus even more sensitive. The
method works inherently with most MRI sequences, does not
require programming of the MRI scanner, and is a vendor-in-
dependent solution.
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