Most of the vehicular ad-hoc networks (VANETs) use the medium access control (MAC) layer of IEEE 802.11p, which is an extension of IEEE 802.11a standard. One of the critical issues with IEEE 802.11 networks is the hidden terminal problem. IEEE 802.11 networks use Request To Send (RTS) and Clear To Send (CTS) mechanism to alleviate the hidden terminal problem. The RTS/CTS mechanism, however, is inapplicable in broadcast communication. Since the safety data in VANET is transmitted over broadcast, the hidden terminal collision is still a critical problem. In this paper, we propose a hidden terminal collision mitigation protocol for broadcast communication of safety data, called Packet Rate Adaptation based on the Bloom filter (PRAB). The protocol derives the optimal packet generation rate as a function of the average number of hidden terminals. To estimate the number of hidden terminals, we introduce a notion of Bloom filter, which piggybacks the neighbor vehicles' information at a low overhead of packet size. We implemented the proposed protocol and evaluated with various vehicular networks. The simulation results exhibit that the proposed protocol provides 90% or higher packet reception probability even for high vehicle density networks, which correspond to 15% ∼ 24% improvement over the previous protocols considered.
layers defined by IEEE 802.11p standard, which is an amendment of IEEE 802.11a [4] . IEEE 802.11p standard is optimized for high mobility, multi-path reflection, and Doppler shift (due to high speed) [4] .
The primary objective of the V2X communication is the safety of vehicles on the road. For the safety applications, each vehicle periodically broadcasts the safety data messages. For the sake of convenience, we call such broadcast messages the basic safety message (BSM), as defined by the DSRC message set dictionary in Society of Automotive Engineers (SAE) J2735 standard, which is adopted by most of the V2X protocol [5] . A BSM transmits the information of vehicle dynamics such as position, acceleration, and yaw rate to all the vehicles in the vicinity [2] . For each vehicle to make safe driving decisions based on the BSM data, the V2X protocols need to periodically broadcast a BSM packet to all 1-hop neighbors and ensure the delivery with high probability. Unlike unicast communication, however, in broadcast communication, it is not possible to utilize Request To Send and Clear To Send (RTS/CTS) mechanism to alleviate the hidden terminal collision [4] . The reception probability of BSM packets, therefore, is often degraded significantly by the hidden terminal collision [6] . Furthermore, acknowledgment (ACK) is also not applicable to broadcast communication [4] . Hence, the transmitter cannot confirm the packet reception. The vehicular nodes in the communication range of one of the receivers but not in the communication range of the transmitter are called hidden terminals in broadcast communication [6] . If one of the hidden terminals starts transmitting during the ongoing transmission, the receiver cannot receive the packet correctly because of collision. This problem is called the hidden terminal problem and the collision due to transmission from the hidden terminal is called the hidden terminal collision. For example, in Fig. 1 , the vehicle Tx1 is transmitting the broadcast packet. All the vehicles, in the 1-hop (communication) range, including Rx1 and Rx2, are required to receive the transmitted packet. However, the receiver Rx1 may not receive the packet correctly, if at least one of the nodes in the shaded region starts transmitting simultaneously. Thus, the nodes in the shaded region are hidden terminals for the receiver Rx1 and transmitter Tx1 pair (the receiver Rx2 might have a different set of hidden terminals). As a result, all the 1-hop receivers of broadcast communication experience the hidden terminal problem independently. In addition, due to lack of ACK, 1 vulnerable period (the time at which the transmission from the hidden terminal nodes can collide with the ongoing transmission) in broadcast communication is larger than unicast communication [7] .
The probability of hidden terminal collision depends on the number of nodes in the hidden terminal area (shaded region). The hidden terminal nodes can be calculated at the transmitter using the 2-hop list of the neighbors. The nodes can maintain the list of 2-hop neighbors if each node piggybacks its' 1-hop neighbors in the BSM packet. Piggybacking neighbor nodes 1 The ongoing transmission in unicast communication is detected by the hidden terminal nodes during ACK and CTS packet transmission in case of basic access and RTS/CTS access mechanisms, respectively. performs satisfactorily for the low vehicle density VANETs. However, the size of the piggybacking increases rapidly when the 1-hop neighbor list is substantial; hence, lack scalability.
For example, in a 10-lane (including both directions) highway with 250m communication range, and 40 vehicles/ lane/km density; the approximate number of 1-hop neighbors are 200. If the neighbors are represented using the standard MAC address, the size of the piggyback is 200 × 6 = 1200 Bytes, which is a considerable overhead for the BSM packet. In contrast, Bloom filter is a cost-efficient data structure to represent the 1-hop neighbor set [8] . Although Bloom filter generates small false positive errors, to calculate the number of hidden terminals, the cost efficiency outweighs the small false positive errors.
Vehicles in VANET generate BSM packets at a fixed rate to provide up to date information to the neighbor nodes [3] . However, in high-density traffic, fixed packet generation rate creates increased congestion in the wireless channel [9] . That results in high collision probability at the receiver. With the increase in the traffic density and channel congestion, the probability of hidden terminal collision increases faster than the access collisions [10] . The earlier literature [11] and [12] proposed algorithms to adapt the packet generation rate (beacon rate) to maintain fairness among the nodes and keep the channel busy ratio (CBR) under a threshold. Whereas, the adaptation of the packet generation rate to mitigate the hidden terminal collision is still an open issue [9] . Hence, the main contribution of this paper is the packet generation rate adaptation based on the average number of hidden terminals experienced by the transmitter.
In this paper, we propose the Packet Rate Adaptation based on the Bloom filter (PRAB) protocol, which reduces the hidden terminal collisions in VANET. The PRAB protocol derives the optimal value of the packet generation rate to minimize the probability of hidden terminal collision, which depends on the number of hidden terminals. The number of hidden terminals experienced by the transmitter-receiver pair is calculated using the 1-hop neighbor information represented by the Bloom filter. The PRAB protocol is simulated in a multi-lane highway mobility model implemented in NS3 simulator and compared with the previous protocols.
The remainder of the paper is organized as follows, in Section II, we describe the previous work in hidden terminal problem, Bloom filter, and packet generation rate adaptation. Then in Section III, we discuss the system model and assumptions to describe the protocol. Section IV derives the formula for packet generation rate, and Section V enumerates the number of hidden terminals. Section VI presents the evaluation of the proposed protocol. In the end, Section VII specifies the conclusion from the paper.
II. RELATED WORK
Hidden terminal collision in broadcast communication has been studied by many researchers such as [6] , [10] , and [13] [14] [15] [16] [17] [18] . Sjoberg et al. demonstrated the effect of hidden terminals on packet reception rate by using simulation [6] . They have also defined the hidden terminal problem in 2-D VANET. In the proposed paper, we have extended their definition. In addition, Ma et al. in [13] and [14] analyzed the effect of hidden terminal problem in 2-D VANETs in rural intersections and a general 2-D road, respectively. Whereas, Wang et al. in analyzed the performance of enhanced distributed channel access (EDCA) mechanism for 2-D wireless networks with hidden terminals [15] . Rathee et al. computed the throughput for VANETs with hidden terminals in smaller networks consisting of 5 or 10 nodes [10] . On the other hand, Ma et al.in [16] , and [17] derived the performance metrics for 1-D highway network containing the hidden nodes. Likewise, Fallah et al. analyzed the performance of VANET for the cooperative vehicle safety system (CVSS) under the hidden terminals [18] . However, earlier literature in the performance analysis do not quantify the probability of hidden terminal collisions based on the number of hidden terminal nodes (2-hop nodes). Thus, a new equation is derived to measure the hidden terminal probability based on the number of hidden terminal nodes.
ETSI outlined the framework for decentralized congestion control (DCC) in V2X communication, which controls the transmit power, packet generation rate, contention window size, and physical layer data rate to optimize the channel congestion and maintain the fair use of the wireless channel among the vehicles [19] . Subsequently, the network's parameter adaptation has been researched extensively for each individual parameter [9] and combination of parameters (hybrid) [20] . The proposed paper considers the adaptation of packet generation rate. The packet generation rate or beacon rate control protocols can be divided into two categories: 1) Non-cooperative protocols and 2) Piggybacking protocols.
The former, non-cooperative beacon control algorithms do not exchange explicit neighbor information in the BSM. Instead, the protocols in this category use the implicit contents of BSM packet, which are studied by [11] , [21] [22] [23] [24] [25] . Goudarzi et al. proposed the Non-cooperative beacon Rate and Awareness Control (NORAC) protocol [11] . It assigns a beacon rate to every vehicle proportional to its requirement using non-zero-sum game theory of Nash equilibrium. Bansal et al. presented a beacon control protocol called linear message rate integrated control (LIMERIC), which measures the CBR and updates the beacon rate based on the error between the desired and measured value of CBR [21] . Barbieri et al. presented beaconing adaptation for safety enhancement (BASE) protocol, which adapts the beacon periodicity to minimize the amount of radio resources used by BSMs [22] . Li et al. proposed a protocol to adapt the beacon frequency based on the predicted moving states of the neighbors called mobility prediction based beacon rate adaptation (MPBR) [23] . In addition, fuzzy logic based beaconing rate adaptation protocols are proposed by [24] and [25] . In [24] , Hassan et al. proposed a fuzzy logic system (FLS) based beacon interval adjustment protocol. Whereas, Wu et al. proposed reinforcement learning based fuzzy logic to determine the frequency of periodic multi-hop broadcast based on packet size [25] .
The later one, piggybacking protocols, additionally carry the information of 1-hop neighbor vehicles in the BSM packet. The received 1-hop information is used to compute the new beacon rate for the BSM packet generation, which are studied by [12] [26]- [28] . Egea-Lopez and Pablo proposed the Fair Adaptive Beaconing Rate for Inter-vehicular Communications (FABRIC) protocol [12] . The authors modeled the beaconing rate adaptation as a network utility maximization (NUM) problem. The protocol uses channel busy time (CBT) exchanged as piggyback to calculate the beaconing rate maintaining convergence property and fairness. In the results, the authors have shown that the FABRIC protocol performs aptly despite hidden terminal collision. Tielert et al. proposed periodically updated load sensitive adaptive rate control (PULSAR) protocol, which uses additive increase multiplicative decrease (AIMD) technique to adapt the beacon rate based on the received CBR data from 2-hop neighbors [26] . Similar to PULSAR, Sepulcre et al. proposed integration of congestion and awareness control (INTERN) protocol, which exchanges measured CBR and the difference between with the 2-hop neighbors [27] . Based on the measured CBR and the minimum CBR of 2-hop neighbors, the INTERN protocol adjusts the beacon rate between minimum and maximum rate. In addition, Sun et al. proposed RSU based resource allocation protocol [28] . Where each OBU requests RSU for resources by piggybacking current beacon interval and tracking accuracy and RSU allocates the resources using maximum weighted optimization. Whereas, none of the earlier studies considered beacon rate adaptation to mitigate the hidden terminal problem.
The Bloom filter is applied in the networks by the researchers to reduce the size of transmitted data [8] , [29] [30] [31] [32] . Mitzenmacher et al. applied the Bloom filter to reduce the size of the transmitted data in the web cache information sharing among the servers for a distributed information system [29] . Recently, many researchers applied the Bloom filter to exchange 1-hop neighbor set in VANET [8] , [30] . Klingler et al. used the Bloom filter to maintain 2-hop neighborship information [8] . The authors used the collected 2-hop information for developing higher layer protocols such as multi-hop broadcast. Similarly, Yu et al. used the 1-hop neighbor set Bloom filter to develop content delivery routing protocol for VANET [30] . In addition, [31] and [32] used the Bloom filter to develop security and authentication protocols, respectively. To overcome the problems of the aforementioned studies, we propose to apply the Bloom filter to compute the number of hidden terminals. This paper formulates a new packet generation rate metric to minimize the effect of hidden terminal collision in the BSM packet transmission. The resultant metric depends on the number of hidden terminals experienced by the transmitter-receiver pair. Hence, in the protocol, each vehicle computes the average number of hidden terminals using the Bloom filter. The proposed protocol computes the packet generation rate in a distributed approach and maintains fairness among the vehicles. The results are compared with the optimal protocols of both categories in the literature: the piggybacking (FABRIC) and non-cooperative (NORAC).
III. SYSTEM MODEL AND ASSUMPTION
In this section, we describe the system model and the assumptions made in the proposed protocol. We assume that the vehicles are randomly distributed in a multi-lane highway with density α vehicles/lane/km. The highway has a total of ξ lanes (ξ/2 lanes in each direction) of width ω. The initial position of each vehicle is chosen based on the Poisson point process, and their movement emulates exponential distribution, which are studied by [33] in Eq. 1 and Eq. 3, respectively. In this paper, we use the vehicle, terminal, and node interchangeably to denote a vehicle. Slot or timeslot are also used interchangeably, which represents a slot of length σ . Most frequently used notations are specified in Table 1 and the description of the important notations are as follows. • Each vehicle periodically generates a BSM packet at rate λ Hz. The BSM packet is generated in the beginning of each period and stored in the MAC queue. Hence, it follows a deterministic distribution model. Each BSM packet is transmitted after the backoff process that can be modeled as a Markov distribution. Therefore, the transmission queue follows D/M /1 queuing model [34, p377] . Here, 1 represents the use of a single channel (control channel -CCH). • As shown in Fig. 2 , we assume that the size of the BSM packet is D bytes. The proposed protocol appends a Bloom filter of m bits to the BSM packet, which represents the 1-hop neighbor set. The network and MAC layers add headers of H Net and H MAC bytes, respectively. The MAC layer further adds a frame check sequence (FCS) of H Trail bytes. In the end, the physical layer adds physical layer convergence procedure (PLCP) preamble (4 symbols), PLCP header (1 symbol), information of the services (16 bits), and 6 tail bits.
• Irrespective of the data rate, PLCP preamble and header are transmitted using binary phase shift keying (BPSK) with code rate 1 2 . Thus, it takes constant time to transmit. On the other hand, the payload of the packet is transmitted using data rate (R bps).
• Let SD represent the symbol duration. Then the node can transmit R×SD bits in a symbol. As a result, the number of symbols (N S ) in a packet can be expressed by Eq. (1) .
Hence, the BSM data packet transmission time is,
The number of timeslots needed to transmit a BSM data packet can be calculated using Eq. (3).
Here σ is the length of one timeslot. For tractability and simplicity of the system model, we make the following assumptions.
• Transceivers in all the vehicles are homogenous and their wireless (1-hop connectivity) range R c follows unit disk model.
• The system model does not consider channel fading and capture effect [35] .
• This paper only considers the case where BSM packets are broadcasted in continuous mode [36] .
• The hash functions used to calculate the mapped bit in the Bloom filter are assumed as perfect.
The proposed protocol is implemented in the application layer.
IV. PACKET GENERATION RATE FORMULATION
The hidden terminal problem in broadcast communication is different from unicast communication [10] . For example, consider a broadcast transmission in Fig. 1 , vehicle T × 1 is a transmitter, while vehicles R × 1 and R × 2 are the intended receivers since they are in the wireless range of T × 1. If any vehicle in the shaded region (hidden terminals) starts transmission when T × 1 is transmitting, the R × 1 may experience a collision, whereas R × 2 can have correct reception without collision. Hence, the hidden terminal collision for each receiver depends on the position of the transmitter and receiver at the time of transmission. Let us assume that the vehicular ad-hoc network is represented by an undirected graph G = (V , N 1−hop ), where V denote the set of all vehicles in the network and N 1−hop indicate the set of 1-hop neighbor vehicles for each transmitter in V ; See Eq (4) .
The set N 1−hop v i consists of 1-hop neighbor nodes for the transmitter node v i , which is expressed by Eq. (5) .
Here, R c is the 1-hop communication range and d v i , v j is the Euclidean distance between nodes v i and v j .
Here, (x v i , y v i ) is the X and Y coordinate positions of node v i at the time of transmission. Assume that node v i broadcasts a BSM packet and node v j is one of the intended receivers among the 1-hop receivers in N 1−hop v i . For transmitter v i and receiver v j pair, the set H v i , v j of hidden terminals can be calculated by Eq. (7) .
During the transmission from node v i , if at least one of the hidden terminal nodes among H v i , v j starts transmitting, the packet transmitted by node v i collides at receiver v j . Thus, the probability p h of hidden terminal collision is the probability of at least one of the nodes among H v i , v j transmit in the vulnerable period (defined in Subsection F) of the on-going transmission. Using Eq (8) , p h can be calculated using the probability that none of the nodes from H v i , v j transmits during the vulnerable period.
Here, p tx is the probability of a BSM packet transmission in a timeslot. N h is the average number of nodes in the set H v i , v j and S vul is the number of timeslots in a vulnerable period.
A. PROBABILITY P tx OF PACKET TRANSMISSION IN A TIMESLOT
From the definition of the hidden terminals, it is clear that all the nodes in the hidden terminal set are within the 1-hop range from the receiver node. Hence none of the vehicles among H V I , v j cause the hidden terminal problem to each other. Similarly, even if more than one node among H v i , v j start the transmission in the same slot, the hidden terminal collision probability of the transmitted packet from the node v i remains the same. Hence, the hidden terminal collision does not depend on the access collision among the nodes of H v i , v j . Here, access collision is the collision due to two or more nodes in the communication range start the transmission at the same timeslot. As a result, the calculation of p tx does not consider both hidden terminal collision and access collisions among the nodes in hidden terminal set
The probability of data transmission in a slot depends on the probability p d of data availability in the MAC queue in a given slot and the stationary probability p τ of transmission in that slot. Since both the probabilities are independent, p tx can be expressed by Eq. (9).
The application layer generates data packets periodically with rate λ Hz. The packets are generated at the start of each period and stored in the transmission MAC queue. As a result, the packet arrival at the transmission queue follows a deterministic distribution. The packets in the transmission queue are processed through Markov chain model presented in Fig. 3 . Hence, the service time in the MAC queue follows an exponential distribution. Therefore, the data availability in the transmission queue can be expressed by a stochastic process with Poisson distribution. Consequently, the probability of N packets available in the queue in time T can be calculated by Eq. (10) [34, p307] . If a new BSM packet is generated before the current one is transmitted, the contents of the current one become obsolete. Therefore, once the new BSM packet is received, the existing is removed from the MAC queue [2] . As a result, the data is available in the MAC queue if it has one packet otherwise the queue is empty. Thus, p d can be calculated using Eq. (10) as the probability of finding one packet in the transmission queue in mean MAC delay (M D ) time. Hence, p d can be expressed by Eq. (11) .
Here, M D is the mean of the packet delay incurred in the MAC queue, which is elaborated later.
After the transmission queue receives a packet from the application, the MAC starts its transmission process, which can be modeled by using Markov chain presented in Fig. 3 . Since the acknowledgment and retransmission mechanisms are not applicable in broadcast communication, the contention window size does not change in IEEE802.11p [37] . Hence, the Markov chain example of Fig. 3 employs the Markov chain with constant contention window (CCW) size presented by Bianchi [38] and Shah [39] . The stationary probability P τ of data transmission in a slot for CCW case can be calculated using the model presented by [38] . As a result, p τ can be given by Eq. (12).
Here, W 0 is the minimum contention window size.
D. MEAN MAC DELAY (M D )
The mean MAC delay is the average time spent by the packet in the Markov chain transitions before the transmission gets triggered. The backoff counter in the Markov chain is decremented based on the channel state. Let B denote the random variable representing the backoff counter, which follows uniform random distribution [4] . The MAC transmits the packet once the backoff counter reaches zero. The counter is decremented when the channel is idle. On the other hand, if other nodes in the communication range start transmitting, the channel becomes busy and the backoff counter freezes until the channel is again idle for the distributed interframe space (DIFS) time after the data packet transmission finishes [4] . If the backoff counter of a node V j in the neighbor set of node v i is decremented to zero, v j starts the transmission, and freezes the counter of node v i . Thus, the time spent in each backoff slot for node v i depends on the number of nodes in its neighbor set. As a result, the MAC delay for a packet transmission can be calculated using Eq. (13) .
Here, N c is the number of nodes in the communication range, which is calculated in the next section. The MAC delay in Eq. (13) is the addition of two delays: The first is due to freezing of backoff counter when neighbors transmit, and the second is due to decrementing the backoff counter B of node v i until zero to trigger its transmission.
To calculate the mean of MAC delay, we can derive Eq. (14) by taking the expectation on both sides of Eq. (13) .
The expected value of the MAC delay is M D and the expected value of the backoff counter B for CCW case with contention window size W 0 is W 0 2 . As a result, the mean MAC delay is expressed by Eq. (15) .
T vul is defined as the time period in which if at least one of the hidden terminal nodes start transmitting, the transmission from the hidden terminals collide with the ongoing transmission [40] . In the unicast communication, the receiver sends an ACK (basic access method) packet, which notifies the hidden terminals about an on-going communication. In contrast, a conventional broadcast protocol does not have any mechanism to notify hidden terminals about the on-going communication. Hence, the vulnerable period in broadcast communication is longer than unicast communication [7] . As exhibited by Fig. 4 , suppose node v i starts its transmission at t = 0. Since in the CSMA protocol, the nodes can start their transmission at any time, we can deduce that any hidden node (v h ) transmitting in the interval (−T DATA , 2 × T DATA ) results into collision at the receiver node v j . Hence, the vulnerable time period for broadcast communication can be expressed by Eq. (16) .
The number of slots in the vulnerable period can be calculated using Eq. (17) .
F. PACKET GENERATION RATE METRIC
This subsection optimizes the generation rate (λ) of BSM packets to minimize the probability of hidden terminal collision. The optimal generation rate λ can be derived by taking the partial derivative of P h with respect to λ. The partial derivative of p h is derived by taking the partial derivative of Eq. (8) after substituting the value of p tx from Eq. (9), which in turn uses Eq. (11) and Eq (12) . Eq. (18) shows the substitution and derivative of p h .
It can be observed from Eq. (8) that the hidden terminal collision probability p h is a monotonic function. Thus, the generation rate λ is optimum when the value of the partial derivative is zero ( ∂p h ∂λ = 0) (global minimum hidden terminal collision probability), which is exhibited by Eq. (19) .
Solutions of Eq. (19) can be found by solving either Eq. (20) or Eq. (21).
Eq. (20) leads to λ = 1/M D , which is a saturation case where single transmitter continuously transmitting in the channel. Eq (20) , therefore, does not produce a valid solution.
On the other hand, Eq. (21) can be solved using the binomial expansion to Eq. (22).
Since 0 < e −M D λ < 1, the higher order terms are insignificant. For tractability of the solution, therefore we ignore the higher order terms and simplify Eq. (22) to Eq. (23).
Eq. (23) can be expanded using the exponential series to Eq. (24).
Using the same reasoning as the above, we can observe that the value of M D λ is also small. For the sake of simplicity, we ignore the higher order terms in Eq. (24) to derive Eq. (25).
Eq. (25) is a polynomial equation. Hence, the solution of Eq. (25) is calculated by Eq. (26).
It is manifest from Eq. (26) that the packet generation rate decreases as the number of hidden terminal nodes increases in the case of negative root. Hence, the negative root produces the valid solution, which is shown in Eq. (27) . On the other hand, the positive root provides an invalid solution because the packet generation rate increases with the increase in the number of hidden terminals, which increases the hidden terminal collisions.
Once the current packet is generated, the proposed protocol computes the new packet generation rate λ using Eq. (27) . The new λ is used for the next BSM packet generation. Eq. (27) depends on the average number of hidden terminal nodes N h , which is calculated in the next section using the Bloom filter data structure.
V. AVERAGE NUMBER OF HIDDEN TERMINALS
In this section, we present the details of the Bloom filter data structure and also compute the optimum value of the Bloom filter size for its efficient use. Afterward, we present the algorithm to compute the number of hidden terminals N h and the number of nodes in the wireless communication range N c . A Bloom filter is a probabilistic data structure to represent a set of elements [29] . The Bloom filter is useful for the applications, that do not need the actual values but validating the presence of an element. It not only decreases the transmission overhead (packet size) but also improves the application layer performance [29] . In the proposed protocol, the Bloom filter is used as a cost-efficient method to represent the neighbor set. By using the Bloom filter, a receiver node can determine whether a node belongs to the neighbor set of transmitter and how many vehicles are in the neighbor set.
Let v i indicate a transmitter vehicle. A Bloom filter N is a filter consisting of m bits that represents a set N v i = {v 1 , v 2 , . . . , v n } of n neighbor vehicles of v i . Conventional methods based on IEEE 802.11 standard use 48-bit MAC address to uniquely identify each vehicle [4] . Hence, the total buffer size needed to represent the neighbor vehicle set N v i is 48 × n bits [8] . The buffer size grows rapidly with the value of n, and thus incurs excessive overhead for a large number of neighbors in N v i . In contrast, a Bloom filter N represents the identities of all vehicles in N v i using only m bits, which is determined by transmitter vehicle v i using value of n. The proposed protocol optimizes the value of m, such that it is significantly smaller than the conventional method's buffer size (m 48 × n). Initially, all m bits in N are set to 0. For each vehicle in the set, the Bloom filter uses k independent random hash functions {h 1 , h 2 , . . . , h k }, which are uniformly mapped to m bits {0, 1, . . . , m − 1} in N as shown in Fig. 5 . For a vehicle v j ∈ N v i , the corresponding bits h l (v j ) are set to 1 for 1 ≤ l ≤ k. Here, k is the number of bits used to represent each element in the Bloom filter. Since the same bit can be set to 1 multiple times, the bit is changed only at the first time. To check if a vehicle v j is a part of neighbor set N v i , the Bloom filter checks if all the bits corresponding to h l (v j ) are 1 in N. If the result is true, it determines that v j belongs to N v i . Otherwise, it concludes that v j is not part of N v i . There is, however, very small likelihood that the Bloom filter can incorrectly determine that a vehicle is in the neighbor set. This happens when other neighbor vehicles' hash also set the same bits h l (v j ). In such a rare event, a Bloom filter can provide a false positive result. For the proposed application to calculate the number of hidden terminals, the false positive prediction occurs only with negligibly low probability, and thus can still provide satisfactory result.
The probability of false positive prediction for a vehicle v j in the set N v i is calculated using the assumption that the hash functions are perfect. Once all the neighboring vehicles in set N v i are hashed into the Bloom filter N, the probability p of a particular bit still being zero is expressed by Eq. (28) .
The Bloom filter prediction gives a false positive result when all k positions examined for a vehicle v j , that is not present in N v i , are set to 1 by other nodes in the neighbor set N v i . As stated in Eq. (28), a bit in the Bloom filter is still 0 with probability, and thus the probability of a bit already set to 1 is 1 − p. It is true under the following assumptions: the hash functions are perfectly random, and the previously queried bits do not affect the probability of the next bits [29] . Thus, the probability of false positive can be expressed by Eq. (29) .
Eq. (29) can also be written as Eq. (30) after taking exponential to logarithm on the right side of Eq. (29) .
To achieve the optimum performance from the Bloom filter, the false positive probability p fp should be minimum. Thus, we find the optimal complexity (the value of k) for the minimum value of p fp . Based on the result, we approximate the Bloom filter size m as a function of neighbor set size n. The optimal value of k can be found using the partial derivative of p fp with respect to k. We define a function g as shown in Eq. (31) to represent the exponent part of Eq. (30) .
Since p fp , as derived in Eq. (30) is a monotonous function, the partial derivative of both p fp and its' exponent part function g lead to same solution. Thus, for further analysis, we take the partial derivative of g as given by Eq. (32) .
The value of k is optimal when ∂g ∂k = 0. By solving Eq. (32), we get k = ln 2 × (m/n). The value of the Bloom filter size m for the minimum false positive probability and optimal complexity is expressed by Eq. (33) .
If the number k of hash functions used for the application is constant, Eq (33) can be simplified to Eq. (34) .
If the application uses k = 3 hash functions for each neighbor vehicle, the value of c is calculated to 4.33. Since the Bloom filter size is integer, it is round off to 4. Hence, the value of constant c is always ≥4, which is determined using the simulation. Once c is determined, the same value of c is used throughout the V2X communications. The algorithm to compute the packet generation rate: In each BSM packet, the application layer appends a Bloom filter N of size m as shown in Fig. 2 . A salient feature of the proposed PRAB protocol is that the size of Bloom filter is dynamically changing based on the size of the neighbor set n. Hence, the algorithm is scalable with vehicle density.
Transmitter vehicle v i first computes the size m for the Bloom filter, and constructs the Bloom filter N using Algorithm 1. Algorithm 1 sets the bits in Bloom filter N calculated by k hash functions for each neighbor v j of transmitter v i as shown in line 7 of Algorithm 1.
Algorithm 1 Bloom Filter Construction by Transmitter
Vehicle v i Input and notation 1.
Bloom filter content for the neighbor set in vehicle v i 2. m : Size of the Bloom filter in bits Algorithm
Bloom v i h l v j %m = 1 8.
end for 9. end if 10. end for When a vehicle v j receives the BSM packet from v i , v j processes the packet contents using Algorithm 2. The receiver v j retrieves the value m from the packet, which is used to examine the presence of vehicles, as shown in line 5 of Algorithm 2. It also finds the number n of neighbors for transmitter v i using Eq. (34). Algorithm 2 (line 9) checks the presence of each neighbor (v q ∈ N v j ) of receiver v j in the Bloom filter. If a neighbor v q is present, the algorithm decrements n by 1 because v q is a common neighbor of both v j and v i . The result comes from the fact that if the node v j transmits the packet, one of the neighbors of receiver v i is not a hidden terminal. The remaining number of potential hidden nodes for the pair (v j , v i ) is the same as the remaining value of n. Since n nodes are neighbors of v i but not v j .
Algorithm 3 computes the packet generation rate in each vehicle v i using the output of Algorithm 2 in each period. First of all, Algorithm 3 calculates the average number of hidden terminals for the transmitter vehicle v i . While computing the hidden terminal nodes, Algorithm 3 also checks the last BSM In addition, Algorithm 3 computes the number of nodes N c in wireless communication range at line 5. In the end, Algorithm 3 computes the packet generation rate λ at line 10 using Eq. (27) . The new packet generation rate λ is used for the next period.
VI. PRAB PROTOCOL EVALUATION
In this section, we evaluate the efficiency of the proposed Packet Rate Adaptation based on the Bloom filter (PRAB) protocol. The efficiency is measured for three performance metrics: packet reception probability (PRP), packet reception delay (PRD), packet reception interval (PRI), channel busy ratio (CBR), and packet generation rate (λ). The results of PRAB protocol for the performance metrics are compared with the standard IEEE 802.11p, and two previous packet generation rate adaptation protocols, FABRIC and NORAC. In addition, the accuracy of the proposed method for computing the number of hidden terminals is compared with the analytical results of the average hidden terminal nodes.
A. SIMULATION SETUP
The PRAB protocol is implemented in NS3 network simulator [41] . It uses the multi-lane Highway mobility model, which has ten lanes (including both directions). The width of each lane is 4 m [42] , and the highway segment is 10 km long, a small part is shown in Fig. 6 . Highway mobility model randomly assigns a lane to each vehicle. The vehicle maintains the same lane throughout the simulation.
The speed of each vehicle is assigned depending on its allocated lane as follows: 40 km/h for lane 1, 70 km/h for lane 2, 100 km/h for lane 3, 120 km/h for lane 4, and 140 km/h for lane 5. Thus, the vehicles neither collide, nor cross each other. BSM packets are transmitted using quadrature phase shift keying (QPSK) modulation and 1/2 code rate (aimed at 6 Mbps) for the robust performance. The detailed simulation parameters are specified in Table 2 .
The wireless channel model employed in the simulation is Nakagami-m propagation model, which is considered as best suited for the vehicular networks in highway scenario [43] . Nakagami-m determines distance parameters: fading factor (m), and average power ( ). In [43] , Torrent-Moreno et al. calculated m and for the highway scenario by using maximum likelihood estimation. The authors in [43] exhibited that the average received power ( ) is inversely proportional to square of the transmitter-receiver distance (∝ 1 d 2 ). The fading parameter m depends on distance range as follows: 1) m = 3 for the small transmitter-receiver distance (d ≤ 100), 2) m = 1.5 for the intermediate distance (100 < d ≤ 250), and 3) m = 1 for the higher inter-distance (d > 250). The model can be summarized as follows: Up to 250 m distance, the signal propagation follows the Racian distribution (line of sight). For the distance more than 250m, the Nakagami-m model follows the Rayleigh distribution to calculate the average received power. Our simulation used -96 dBm as the threshold power for communication range (R c ). The transmit power 21.7456 dBm reaches a transmission distance up to R c = 250m with Nakagami-m propagation model.
The simulations are conducted on the control channel (CCH -channel number 178) using the continuous mode [35] , and only BSM packets are transmitted. The performance of each simulation is computed by taking the average of multiple readings, which is performed by changing the initial seed, while the run time is 50s for each simulation.
The hash functions in simulation are implemented using MurmurHash3 [44] to calculate the bits in the Bloom filter. MurmurHash3 generates k hash functions using k different 32-bit seeds. The simulation is implemented using k = 3.
To compare the efficiency of the proposed protocol, we have implemented three previous protocols: 1) Standard IEEE 802.11p, 2) FABRIC and 3) NORAC. IEEE 802.11p (IEEE 802.11p) uses the fixed (standard) packet generation rate of 10Hz [4] . We have used existing IEEE 802.11p protocol provided by NS3. The results of the IEEE 802.11p protocol are used as the baseline to compare the efficiency improvement in the proposed protocol.
The previous protocol called Fair Adaptive Beaconing Rate for Inter-vehicular Communication (FABRIC) piggybacks two 32-bit data fields, the beacon rate and a non-negative real number price [12] . The FABRIC protocol uses the network utility maximization (NUM) model to calculate the new packet generation rate. We have used a notion of Kelly proportional fairness in NUM (α = 1). Similar to PRAB protocol, we implemented FABRIC to calculate the packet generation rate in each period.
Another previous protocol called Non-cooperative beacon Rate and Awareness Control (NORAC) does not exchange extra information in the BSM packet [11] . It calculates the new packet generation rate using non-zero-sum game theory based on the implicit BSM data. We implemented the NORAC protocol using fairness among vehicles as a metric for Nash equilibrium.
In addition, we have implemented PRAB protocol using neighbor table (PRAB-NT) to show the efficiency of the Bloom filter in PRAB protocol. MAC addresses of neighbor vehicles are piggybacked in PRAB-NT protocol. Thus, it does not produce any false positive hidden terminals, while adds additional overhead. The packet generation rate is calculated using Eq. (27) and the number of hidden terminals for in the equation is calculated using neighbor table.
B. BLOOM FILTER SIZE EVALUATION
Here, we evaluate the impact of Bloom filter size on the accuracy of the proposed method in calculating the number of hidden terminal nodes. As expressed by Eq. (34), the Bloom filter size depends on the parameter c. The analytical model for estimating the average number of hidden terminals is derived in Appendix. In the simulation, however, the average number of hidden terminals are calculated by taking the average for all the vehicles in the network. Fig. 7 exhibits the average number of hidden terminals with respect to vehicle density for various values of parameter c. By substituting the value of c = m/n in Eq. (29) , it can be observed that the probability p fp of false positive is inversely proportional to the parameter c.
Thus, the Bloom filter data structure provides the best measurement for the number of hidden terminals (for the lowest p fp ) with the highest value of c. However, the packet overhead (Bloom filter size) increases as c increases. As a result, the framework chooses the minimum value of c, which provides the best approximation (within the allowable limit of false positive probability) for the number of hidden nodes. The results from Fig. 7 show that c = 8 provides nearly the same number of hidden terminals as the analytical model. Thus, for the rest of the simulations, we use c = 8.
C. PACKET RECEPTION PROBABILITY (PRP)
Packet reception probability is the performance measurement for 1-hop neighbor nodes to receive the transmitted packet correctly. The collisions due to hidden terminals lowers the probability of packet reception. PRP with hidden terminal Fig. 8 shows the packet reception probability (PRP) for the networks of various vehicle densities. It only considers hidden terminal collisions, other collisions and propagation errors are ignored. Even though the PRP decreases with increasing vehicle density, the results exhibit that the proposed PRAB protocol provides significantly higher PRP than three previous protocols and neighbor table based PRAB over the full range of vehicle densities. This is attributed to the fact that PRAB adapts the packet generation rate more efficiently than the other protocols for varying network conditions like vehicle density encoring small overhead. The proposed protocol shows at least 90% successful packet reception even for very high vehicle density networks, which correspond to a hidden terminal collision ratio of less than 10%. Fig. 8 also shows that the IEEE 802.11p protocol exhibits the least PRP, which indicates that it experiences the highest hidden terminal collisions due to higher channel congestion. Among the previous protocols, NORAC performs better than FABRIC, because non-zero-sum theory of Nash equilibrium provides better fairness. The reason for NORAC still providing poor results compare to PRAB protocols is because it only uses implicit BSM contents of 1-hop neighbors, which does not provide enough details needed to determine the hidden terminal nodes. The reason for poor PRP of FABRIC is higher packet transmission rate due to its channel busy ratio maximization protocol (the property of NUM). The reason for PRAB-NT preforms better than NORAC and FABRIC is more accurate information for hidden terminal calculation. However, it performs poor compare to PRAB with Bloom filter due to increased packet size (it uses 6byte MAC address to represent the neighbor vehicle).
D. PACKET RECEPTION DELAY (PRD)
Packet reception delay is the time difference between the packet reception at the receiver and the packet generation at the transmitter. We assume that there is no delay between BSM packet generation at the application layer and packet loading at the transmitter's MAC queue. Thus, PRD can be calculated as MAC to MAC delay for the packet. PRD is calculated using the timestamp added by the MAC layer of the transmitter. Fig. 9 exhibits the PRD simulation results for the four protocols obtained with example networks of various vehicle densities when only hidden terminal collisions are considered. It can be observed that the PRD curves of three previous protocols increase rapidly with vehicle density. In contrast, the RPD of the proposed PRAB protocol grows substantially slower, as it dynamically adjusts the congestion in the wireless channel by adapting the packet generation rate according to the number of hidden terminals. This significant improvement is also in part attributed to the efficiency of the proposed Bloom filter data structure. Among the other protocols, IEEE802.11p and NORAC show similar PRD behavior for low and medium vehicle densities. Since both the protocols do not increase the packet size, and thus keep the packet transmission time constant. However, the standard IEEE 802.11p protocol with a fixed packet generation rate (10Hz) exhibits a rapid increase in PRD for higher vehicle density networks due to high channel congestion. The FABRIC protocol shows the highest PRD except for very high vehicle density due to two reasons: small overhead due to piggybacking and high hidden collisions due to unfairness in the congested area, which is corroborated by [11] as well. The PRAB protocol performs better than PRAB-NT because Bloom filter adds smaller over head compare to neighbor table.
E. PACKET RECEPTION INTERVAL (PRI)
Packet reception interval indicates the freshness of the BSM packet received by the receiver without collision. It is defined as the average time between the reception of two consecutive packets from the same transmitter. The receiver calculates the average time difference between the packet reception for each transmitter. Fig. 10 shows the PRI for the example networks of various vehicle densities when hidden terminal collisions are considered. The results show that the PRI increases as the vehicle density increases since the packet loss grows due to hidden terminal collisions. The standard IEEE 802.11p shows the lowest PRI since it always transmits at the maximum packet generation rate with no adaptation mechanism. Hence, even if the packet loss is excessive due to hidden terminal collisions, the average PRI is better compared to the other protocols. The proposed PRAB protocols shows a slightly higher PRI than the previous protocols. This is because PRAB reduces the channel congestion to decrease the probability of hidden terminal collision. The NORAC protocol performs better than FABRIC since NORAC increases the packet generation rate for better fairness among neighbors, which is indeed validated by [11] .
F. CHANNEL BUSY RATIO (CBR)
CBR is the measurement of the channel occupancy by the vehicular node for wireless communication. We have measured the CBR as the wireless channel activity in 2-hop of vehicle. Fig. 11 shows the CBR performance of PRAB and NORAC protocols. The results exhibit that the PRAB protocol utilizes more channel bandwidth when hidden terminal collisions are concerned. This is because PRAB uses 2-hop neighbor data for better fairness with respect to hidden terminal nodes. 
G. PACKET GENERATION INTERVAL (λ)
Packet generation rate for PRAB and NORAC protocol is shown by Fig. 12 for various networks of different densities. The proposed PRAB protocol generates approximately same or more packets per second and have less hidden terminal collisions because it generates the packet based on the hidden terminal probability. The results from the simulation verify that the PRAB protocol provides a substantial gain in the primary performance metrics, PRP and PRD, at the cost of slightly increased PRI [19] . This comes from the fact that PRAB generates less frequent packets to keep hidden terminal collision minimum.
VII. CONCLUSION
In this paper, we presented the Packet Rate Adaptation based on the Bloom filter (PRAB) protocol to mitigate the hidden terminal collision by adapting the packet generation rate. The paper derived the optimal formulation for the packet generation rate based on the number of hidden terminals experienced by each transmitter-receiver pair. To calculate the number of hidden terminals, the protocol used the efficient Bloom filter data structure for piggybacking 1-hop neighbor set. The simulation results exhibited that the PRAB protocol increases the packet reception probability to 90% in contrast to IEEE 802.11p's 68%, NORAC's 75%, and FABRIC's 72.5% even in very high-density networks. In addition, it delivers BSM packets faster (lower PRD). The performance improvement in PRP and PRD comes at the negligible cost of marginally higher PRI.
APPENDIX

THE AVERAGE NUMBER OF HIDDEN TERMINAL NODES
In this section, we compute the average number of hidden terminal nodes in a multi-lane highway. Suppose X is a random variable representing the lane of the transmitter node and Y is a random variable for the lane of the receiver with respect to transmitter. Therefore, we assume a vehicle in x th lane is transmitting a broadcast packet and a receiver in y th lane with respect to the transmitter node is expected to receive this packet, which is exhibited in Fig. 13 . For simplicity, let us assume that the transmitter node is positioned at the origin of 2-D co-ordinates and the receiver is positioned at (b, y×ω). Nodes in any lane can be hidden terminals for a pair of transmitter-receiver depending on the position. Hence, for the transmitter-receiver pair, the number of hidden terminal nodes in m th lane from the receiver are calculated by Eq. (36) .
The total number of hidden terminal nodes for the transmitterreceiver pair can be calculated by summing the hidden terminal nodes in all the lanes as expressed by Eq. (37) .
To calculate the average number of hidden terminals in the network, let us first calculate the average number of hidden terminals for the receivers in y th lane. It is the average of hidden nodes for all receivers in y th lane, which can be calculated by varying the co-ordinate b for each of the receiver node (in y th lane only) in the communication range of the transmitter. As a result, the average number of
