Abstract. We prove that the minimal v 2 self-map of the 2-local spectrum A 1 is 32 periodic.
Introduction
Let K(n) be the n th Morava K-theory. Let C 0 be the category of 2-local finite spectra, C n ⊂ C 0 be the full subcategory of K(n − 1)-acyclics and C ∞ be the full subcategory of contractible spectra. Hopkins and Smith [NilpII] showed that the C n are thick subcategories of C 0 (in fact, they are the only thick subcategories of C 0 ) and they fit into a sequence
We say a finite spectrum X is of type n if X ∈ C n /C n−1 . For any ring spectrum E, let H E denote the E-Hurewicz natural transformation of a finite spectrum X, or equivalently, an element f ∈ π k (X ∧ DX) for DX the Spanier-Whitehead dual, is called a v n self-map of periodicity 2 m for some natural number m if H K(n) (v) ∈ K(n) * (X ∧ DX) is the image of v 2 m n under the unit map i K(n) : K(n) * −→ K(n) * (X ∧ DX).
We call v a minimal v n self-map if m is the smallest integer for which this occurs. Remark 1.2. Let k(n) be the connected cover of K(n). We can replace K(n) by k(n) in Definition 1.1.
Hopkins and Smith showed, among other things, that any type n spectra admits a v n self-map and the cofiber of such a self-map is of type n + 1. However, not much is known about the minimal periodicity of such v n self-maps.
Consider the type 0 spectrum S 0 with v 0 self-map 2 : S 0 → S 0 . The cofiber M (1) of this map is of type 1 and is known to admit a unique minimal v 1 selfmap of periodicity 4, whose cofiber is denoted by M (1, 4). In 2008, Behrens, Hill, Hopkins and the third author [BHHM] showed that the minimal v 2 self-map on M (1, 4) is v : Σ 192 M (1, 4) → M (1, 4) has periodicity 32. Instead of S 0 , we can start with the type 0 spectrum Cη, the cofiber of η : S 1 → S 0 . The spectrum Cη admits a non-zero v 0 self-map 2 ∧ 1 Cη : Cη → Cη, with cofiber M (1)∧Cη := Y . The type 1 spectrum Y admits a minimal v 1 self-map of periodicity 1, in fact it has four of them. These four maps are constructed in [DM81] using stunted projective spaces. They have four different cofibers, whose cohomologies are the four different structures of A(1) (the subalgebra generated by Sq 1 and Sq 2 ) as a module over A, the Steenrod algebra. All four of these cofibers will collectively be denoted by A 1 . Among the four different A 1 's, two of them are self-dual and the other two are dual to each other. We depict the cohomologies of the four different spectra A 1 in Figure 1 , where the red lines represent an action of Sq 4 , the blue lines represent an action of Sq 2 , and the black lines represent an action of Sq 1 . The Sq 4 action is non-trivial on the cell in dimension 1. In addition, the Sq 4 action can be non-trivial on the cells in dimension 0 and dimension 3 only, which gives us four different module structures. We denote different models of A 1 , using the notation A 1 [ij] where i and j are the indicator functions for the action of Sq 4 on the 0-cell and the 3-cell respectively. Convention. Whenever we make statements using the notation A 1 , it is implied that the statement holds for all four models of A 1 , namely The spectrum A 1 is created in a similar way to M (1, 4), with Cη being analogous to S 0 , and Y being analogous to M (1), and so it is reasonable to ask whether A 1 has the same v 2 periodicity as M (1, 4). The minimal v 1 self-map of Y has periodicity 1, which is smaller than the periodicity of minimal v 1 -self map on M (1), which is 4. Hence, it is natural to ask if any of the four models of A 1 admits a v self-map where m ≤ 4. In [BHHM] , the third author conjectured that the minimal v 2 self-map of A 1 should be 32 periodic. The goal of this paper is to prove the conjecture.
Main Theorem 1. The minimal v 2 self-map
has periodicity 32. 
, where Q n is the Adams-Margolis element dual to ξ n+1 . Using the change of ring formula, we see that the E 2 page of the Adams spectral sequence converging to tmf * (X) for any spectra X is
Similarly, the E 2 page of the Adams spectral sequence converging to k(n) * (X) for any spectra X is 
1.1. Outline. The proof of Theorem 1 can be divided into two parts:
(i) the non-existential part, where we show that v 2 self-map of periodicity 2 m does not exist for m ≤ 4.
(ii) the existential part, where we show the existence of a v 2 self-map of periodicity 32.
The ring spectrum unit ι k(2) : S 0 → k(2) factors through tmf , i.e. we have
The induced map r * : tmf * −→ k(2) * sends ∆ 8 , the periodicity generator of tmf * , to v 32 2 . Using the unit map i :
where H tmf and H k(2) are the respective Hurewicz maps. Note that A 1 is of type 2, hence the map i k(2) : k(2) * → k(2) * (A 1 ∧ DA 1 ) is injective. Thus the image of v n 2 is nonzero for all n ≥ 0. From the above diagram it follows that the element
2 ) is in the image of r * ) if and only if i tmf (∆ 8 ) is non-zero, which is indeed the case.
Lemma 1.5. The image of ∆ 8 under the map
is non-zero.
Proving Lemma 1.5 is the main goal of Section 2. Thus any lift of i tmf (∆ 8 ) to π * (A 1 ∧ DA 1 ) is a candidate for v 2 self-map of periodicity 32.
We will prove Lemma 1.6 in Section 4. If it is true, then we'll have
which will make v a v 2 self-map of periodicity 32. However, the v 2 self-map obtained this way may or may not be the minimal v 2 self-map. This brings us to the nonexistential part of Theorem 1. The map r : tmf → k(2) induces a map of Adams spectral sequences as follows
In the E 2 page of the Adams spectral sequence for tmf the elements ∆ 2n (May names b 4n 3,0 ) map to elements in Ext E(Q2) (S 0 ) which converge to v 8n 2 ∈ k(2) * . We observe that the image of ∆ 2n under
is nonzero. 
is a nonzero permanent cycle in the Adams spectral sequence, the resulting element in π * (A 1 ∧ DA 1 ) will be the 8n periodic v 2 self-map. However there is a d 2 and a d 3 differential on ∆ 2 and ∆ 4 respectively in the spectral sequence
which translate into differentials on i tmf * (∆ 2 ) and i tmf * (∆ 4 ) in the spectral sequence
These differentials lift to differentials in the Adams spectral sequence
As a result, A 1 will not admit a 8-periodic or 16-periodic v 2 self-map. Thus, the main result of Section 3 is Lemma 1.7. The elements v 
Taken together, Lemma 1.5, Lemma 1.6, and Lemma 1.7 imply Main Theorem 1.
1.2. Use of Bruner's Ext software. We will use this software (see [Bru] for a description of the program) for two purposes. Given any A(2) module M , finitely generated over F 2 , the program can compute the groups Ext s,t A(2) (M ) to the extent of identifying generators in each bidegree within a finite range, determined by the user. Since we are interested in Ext s,t A(2) (X) for finite spectra X, such as A 1 ∧ DA 1 whose cohomologies' structures as A(2) modules are known, this suits our task perfectly.
The second purpose is the following: As any finite spectrum X is an S 0 -module, Ext A(2) (X) is a module over Ext A(2) (S 0 ). Given an element x ∈ Ext A(2) (X), the action of Ext A(2) (S 0 ) can be computed using the dolifts functionality of the software. The dolifts functionality can also compute Massey products h i , y, x for h i a Hopf map, and y ∈ Ext A(2) (S 0 ). One should also be aware that the main theorem of the paper Theorem 1 is by no means a consequence of the programming output. However, parts of the proof are reduced to pure algebraic computation, which can be performed using Bruner's program.
In this section we will do some tmf computations, with the aim of proving Lemma 1.5. We start by computing the E 2 page Ext s,t A(2) (A 1 ) of the Adams spectral sequence which converges to tmf * (A 1 ). The May spectral sequence converging to the Adams E 2 page Ext A(2) (S 0 ) for the homotopy groups of tmf has E 1 page F 2 [h 0 , h 1 , h 2 , h 2,0 , h 2,1 , h 3,0 ]. We obtain A 1 by a series of cofibrations,
Using the fact that cofiber sequences induce long exact sequences of E 1 pages of the May spectral sequence and the maps 2, η and v 1 induce multiplication by h 0 , h 1 and h 2,0 , respectively, we get that the E 1 page of the May spectral sequence converging to Ext A(2) (A 1 ) is
Notation. In the May spectral sequence we stick to the notation introduced by Tangora in his thesis [Tan] . For example, b i,j denotes the image of the elements h 2 i,j from the E 2 page onwards. Remark 2.1 (A brief description of Nakamura's formula). The operations Sq i on the cobar complex of C(Z/2, A * , Z/2), defined by Sq i (x) = x ∪ i x + δx ∪ i+1 x (see [Nak] ), satisfy
as well as Cartan's formulas (see [Nak, Proposition 4.4 
and Proposition 4.5])
Sq 0 (xy) = Sq 0 (x)Sq 0 (y) Sq 1 (xy) = Sq 1 (x)Sq 0 (y) + Sq 0 (x)Sq 1 (y) whenever x and y are represented by elements in appropriate pages of the May spectral sequence. In particular we have
for every x. The differential δ in the cobar complex C(Z/2, A * , Z/2), satisfies the relation
Since the May spectral sequence is obtained by filtering the cobar complex, the above formula helps in detecting differentials in the May spectral sequence. By a change of rings formula, the cobar complex (whose cohomology is Ext A(2) * (A 1 )) is
which is a quotient of C(Z/2, A(2) * , Z/2), and so we apply (2.2) to find differentials in the May spectral sequence for A 1 . Lemma 2.3. In the May spectral sequence
and the spectral sequence collapses at E 5 .
Proof. In the May spectral sequence
, we use formulas in Remark 2.1. In the cobar complex b 3,0 is represented by the element [ξ 3 |ξ 3 ]. On one hand we know that in the cobar complex formula Equation 2.2 has to be satisfied, on the other hand, b 3,0 = Sq 0 h 3,0 and 
One can check it using the Nakamura's technique [Nak] as well. So the May spectral sequence collapses at E 5 .
Remark 2.5. This matches the output of Bruner's program [Bru] for Ext A(2) (A 1 ). Different models of A 1 have different extensions, but as an F 2 vector space Ext A(2) (A 1 ) is the same for all models of A 1 .
Remark 2.6 (Concerning usage of the term v 2 ). If we compute the E 2 page of the Adams spectral sequence
using the May spectral sequence, we see that the E 1 page is
This is why often in the literature h i 3,0 in a May spectral sequence is denoted by v i 2 . This notation should not be confused with the usage of the notation 'v 2 ', when used to denote a 'v 2 self-map', as in [NilpII] . However they are related in the following sense. Let X be a finite complex. The unit map S → X ∧ DX induces a map in the E 1 page of the respective May spectral sequence. If the image of h i 3,0 survives the May spectral sequence as well as the Adams spectral sequence, then the resultant map is a v 2 self-map of periodicity i. Sometimes, in order to be coherent with the literature, we will abusively use the notation 'v 2 ' for multiple purposes. Having computed the E 2 page Ext A(2) (A 1 ), we make a quick calculation on the vanishing line of this spectral sequence, which will come handy later on in the paper.
Corollary 2.7. All elements of Ext
and for t − s ≥ 29, they satisfy
In other words, there is a vanishing line 
Proof. The elements b 4n 3,0 are the nonzero permanent cycles in the May spectral sequence for Ext A(2) (S 0 ) that converge to ∆ 2n . Consider the maps
where i is the unit map, j is the dual unit map, and j • i is the inclusion of the bottom cell of A 1 . As a result we get the following factorization
Remark 2.9. In particular, b 4n 3,0 is a nontrivial element in the algebra Ext A(2) (A 1 ∧ DA 1 ), while b 2 3,0 supports a May differential. From this we can conclude that any v 2 self-map on A 1 must have periodicity at least 8 (see Remark 2.6). We will show in the Section 3 that b 
Thus that any v 2 self-map on A 1 must have periodicity at least 32.
Proof of Lemma 1.5. Because the elements 2, η, v 1 all have Adams filtration 1, all differentials that come about due to the cellular structure of A 1 ∧ DA 1 are d 1 differentials, and consequently all higher differentials must be central, i.e. they are forced by the fact that the map
is a map of differential graded algebras. In the Adams spectral sequence
2 ) = z, where e 0 r and z are actually the images of the corresponding elements of Ext A (S 0 ) under the map
. Since the action of Ext A(2) (S 0 ) action on Ext A(2) (A 1 ) can be detected using the dolifts feature of Bruner's program (see [Bru] ), we use it to see that e 0 r and z on the generator in bidegree (0, 0) (the unit element) is non-trivial. Hence v
2 is a nonzero permanent cycle and is therefore an element of tmf * (A 1 ∧ DA 1 ).
3. A 1 admits no 8 or 16 periodic v 2 self-maps
In the previous section we say that the minimal v 2 -periodicity of Ext A(2) (A 1 ∧ DA 1 ) has to be at least 8 (see Remark 2.9). Denote the images of the well-known elements e 0 r, z ∈ Ext A (S 0 ) under the map
by e 0 r and z, respectively. In the previous section (see Lemma 1.5), we also obtained differentials
. In this section we will observe that these differentials lift to Ext A (A 1 ∧ DA 1 ) under the map of Adams spectral sequences
induced by the tmf -Hurewicz map. This is essentially the proof of Lemma 1.7. We proceed by proving a series of Lemmas lifting appropriate elements culminating in the proof of Lemma 1.7.
Lemma 3.1. The elements e 0 r and z lift to Ext A (A 1 ∧ DA 1 ) under H tmf * .
Proof. The unit map i : S 0 → A 1 ∧ DA 1 gives us a commutative diagram of Adams spectral sequences
It is well known that the images of e 0 r and z are non-trivial in Ext A(2) (S 0 ) (see [Hen] ). Thanks to Bruner's program (see [Bru] ), we know that i A(2) * (e 0 r) and i A(2) * (z) are the non-trivial elements e 0 r and z of Ext A(2) (A 1 ∧ DA 1 ), respectively. Since the above diagram commutes the elements i A * (e 0 r) and i A * (z) are mapped by H tmf * to e 0 r and z, respectively.
Notation.
The elements e 0 r, z ∈ Ext A (A 1 ∧DA 1 ) are defined to be i A * (e 0 r) := e 0 r and i A * (z) := z.
Consider the maps
(We abusively use the notation H tmf * for the map induced by the tmf -Hurewicz map on different spaces). Proof. It is enough to show that in the May spectral sequence for Ext A (A 1 ), the element b 4 3,0 is a permanent cycle. The May spectral sequence is obtained by filtering the cobar complex. The cobar complex for A 1 , C(Z/2, A * , A(1) * ) which is isomorphic to C(Z/2, (A//A(1)) * , Z/2) after a change of rings, is a quotient complex of C(Z/2, A * , Z/2) obtained by quotienting out the elements involving ξ 1 , ξ 2 1 and ξ 2 . This is also reflected in the E 1 page of the May spectral sequence for A 1 , which is ].
The quotient map
is a differential preserving map. To obtain the potential candidate for a differential supported by b 4 3,0 , we use the formula (2.2), which as the reader will recall, was
where δ is the differential in the cobar complex. Since b 4 3,0 = Sq 0 (Sq 0 (Sq 0 (h 3,0 ))), we compute
using the relations as expressed in Remark 2.1. The upshot of the above calculation is that in the cobar complex C(Z/2, A * , Z/2). Note that in the May spectral sequence for S 0 [May] :
Therefore, in the May spectral sequence for A 1 we have d 1 (h 2,1 ) = 0 and d 1 (h 3,1 ) = h 3 h 2,1 .
Combining the above results, we get
in the May spectral sequence for A 1 . As a result Proof. By Corollary 2.8 b 4n 3,0 ∈ Ext A(2) (A 1 ∧ DA 1 ) are nonzero. Since A 1 ∧ DA 1 is a ring spectrum, Ext A(2) (A 1 ∧ DA 1 ) and Ext A (A 1 ∧ DA 1 ) are differential graded algebras and because H tmf * is a map of differential graded algebras, it suffices to prove the lemma in the case n = 1.
By Lemma 3.3, this element is also equal to H tmf * (b (Further explanation of this phenomenon is provided in Remark 3.5) Bruner's program is perfectly capable of computing these kinds of Massey products. We verify that no non-zero element exists in the above Massey product, and so we obtain Proof of Lemma 1.7. Using the factorization
we get a map of spectral sequences
By Lemma 3.1 and Lemma 3.4 e 0 r, z, ∆ 2 and ∆ 4 lift to elements e 0 r, z, v 2 ) = z + R in the spectral sequence
where the element R is sent to 0 by
In other words there are no v 2 self-maps of periodicity 8 or 16 on A 1 .
A 1 admits a 32 periodic v 2 self-map
In Section 3, we established that the potential candidates for 8 and 16 periodic v 2 self-maps on A 1 support d 2 and d 3 differentials. So we know by the Leibniz formula (which we can use because A 1 ∧ DA 1 is a ring spectrum) that the candidate to be a 32 periodic v 2 self-map is a nonzero d 3 -cycle. So the only way this candidate can fail to converge to an element of π * (A 1 ∧ DA 1 ) is by supporting a d r differential for r ≥ 4. So we look for potential targets in Ext A (A 1 ∧ DA 1 ) in stem 191 with Adams filtration ≥ 36. In order to detect elements near stem 191 we use the algebraic-tmf spectral sequence (see [BHHM] ).
The algebraic-tmf spectral sequence has E 1 -page
and converges to Ext
A (H * (X), Z/2), the E 2 page of the Adams spectral sequence. In general computation of Ext A (X) can be daunting even with the assistance of a computer. This spectral sequence is helpful because the calculations become substantially easier due to the following splitting. As an A(2)-module
where the bo i are the bo Brown-Gitler spectra defined by Goerss, Jones and the third author [GJM] . Because of this splitting we get an easier formula
for the E 1 page of the algebraic-tmf spectral sequence. , and x and d r (x) are potential contributors to Ext A (X) in degrees (s, t) and (s + 1, t). Thus we will refer to differentials in the algebraic-tmf spectral sequence as "d 1 -differentials" in the Adams spectral sequence.
Remark 4.1 (The cellular structure of Brown-Gitler spectra). The spectrum bo 0 is the sphere spectrum. The cohomology of the spectrum bo 1 as a module over the Steenrod algebra can be described through the following picture, with the generators labelled by cohomological degree:
where the black, blue and red lines describe the actions of Sq 1 , Sq 2 and Sq 4 respectively. Note that the 4-skeleton of bo 1 is Cν. Indeed, the bo i 's fit together to form the following cofiber sequence
where B(n) are the integral Brown-Gitler spectra as described in [GJM] . Therefore for every i ≥ 1, the 7-skeleton of bo i is bo 1 and the 4-skeleton of bo i is Cν.
One can compute Ext A(2) (A 1 ∧ DA 1 ∧ bo i ) from Ext A(2) (A 1 ∧ DA 1 ) using the Atiyah-Hirzebruch spectral sequence or with Bruner's program [Bru] . The groups Ext A(2) (A 1 ∧ DA 1 ∧ bo i ) have nice vanishing lines which allow us to eliminate all but finitely many summands in the E 1 -page of the algebraic-tmf spectral sequence when we look for potential targets for differentials on v 32 2 .
Lemma 4.2. The group
Proof. We showed in Corollary 4.3 that Ext A(2) (A 1 ) has a vanishing line s = 1 5 (t−s) for t − s ≥ 30 and a vanishing line of s = 1 5 (t − s) + 1 overall. The only generator of Ext A(2) (A 1 ) with a slope greater than 1 5 is h 2 , so if we kill off h 2 by considering Ext A(2) (A 1 ∧ Cν) then the vanishing line is precisely s = 1 5 (t − s). As we mentioned in Remark 4.1, the 4-skeleton of any bo j is Cν and the next cell is in dimension 6. So we can build bo j by attaching finitely many cells to Cν of dimension ≥ 6. Hence by using the Atiyah-Hirzebruch spectral sequence and the fact that 1 5 (x − 6) + 1 ≤ 1 5 (x), one can see that the vanishing line of A 1 ∧ bo j is s = 1 5 (t − s). One can build A 1 ∧ bo j1 ∧ . . . ∧ bo jn from A 1 ∧ bo j1 , iteratively using cofiber sequences, which depend on the cell structure of bo j2 ∧ . . . ∧ bo jn . Since, we have already established that Ext A(2) (A 1 ∧ bo j1 ) has vanishing line s = 1 5 (t − s) and the bo j2 ∧ . . . ∧ bo jn have only nonnegative dimensional cells, we conclude, using the Atiyah Atiyah-Hirzebruch spectral sequence, that the vanishing line for
However, DA 1 has cells in negative dimension, in fact the bottom cell is in dimension −6. Again by using the Atiyah-Hirzebruch spectral sequence, one concludes that the vanishing line for
for any j i ≥ 1.
Corollary 4.3. The only potential contributors to Ext s,t
A (A 1 ∧DA 1 ) for t−s = 191 and s ≥ 36 come from the following summands of the algebraic tmf E 1 page:
Now we can detect all the elements in Ext s,t A (A 1 ∧ DA 1 ) which are in t − s = 191 and s ≥ 36. The pictures vary for different models for A 1 so from now onwards, we stick to one model at a time.
Notation. In all the tables in this section where we show parts of the E 1 page of the algebraic-tmf spectral sequence, we use the notation
Explicit computation shows that no other elements from the other summands in Corollary 4.3 appear in the bidegrees we care about. In bidegrees we do not care about but are still shown in the charts, we will place a * . 
. Some of the elements that appear around stems 191 and 192 are κ 6 multiples of elements in dimension 70 and 71. Around stems 70 and 71 the chart Ext A (A 1 ) is described in the table below: In this table Z, X, and X ′ are the sets of elements indicated. All of the elements in X, X ′ and Z have non-zero κ 6 multiples. We separate them out for brevity in future arguments. In Table 2 , 
2 ). Indeed, if they did, then under the map
2 would not be a permanent cycle in Ext A(2) (A 1 ∧ DA 1 ), which would contradict Lemma 1.5. So it is clear that all the elements that could be possible targets of a differential supported by v 32 2 are multiples of κ 6 , specifically elements of κ 6 X, κ 6 X ′ or κ 6 Z. Next we will show that κ 6 is hit by a d 3 differential and hope that all of the possible targets of differentials d r for r ≥ 4 supported by v 32 2 similarly are zero in the E 4 page of the Adams spectral sequence
Lemma 4.4. In the Adams spectral sequence
Proof. In the Adams spectral sequence
Bruner's program [Bru] shows that both v 20 2 h 1 and κ 6 have nonzero images under the map i A(2) * :
So we also have
in the Adams spectral sequence
To see that the same differential is present in Ext A (A 1 ∧ DA 1 ), we will display in Table 3 the algebraic tmf -resolution in the vicinity of stem 120, where κ 6 resides. 
The element κ 6 is a d 1 -cycle, as it is in the image of
and it is thus a permanent cycle, as Table 3 clearly shows. So κ 6 is nonzero at least in the E 3 page. If v 20 2 h 1 is also nonzero in the E 3 page, then we will have
as desired, with no additional terms, because any such would have to have higher algebraic tmf filtration, and nothing in the relevant bidegree does. In Ext A(2) (S 0 ), v [Bru] , we establish that both these elements have nonzero images in Ext A(2) (A 1 ∧ DA 1 ), and thus the same relation holds. We showed in Lemma 3.4 that v It is also clear from 
Now we are all set to prove the main theorem of the paper for A 1 [00].
Proof of Theorem 1 for A 1 [00]. Let x be any linear combination of elements of X and X ′ and let z be any linear combination of elements of Z in Table 1 . Both x and z are d 1 -cycles (i.e. permanent cycles in the algebraic-tmf spectral sequence) as there are no elements of higher algebraic-tmf filtration in the right bidegrees.
The elements x and z map to zero under the map
However the possible targets for d 2 and d 3 differentials for x and z, if nonzero, map nontrivially under the map H tmf * . which contradicts the fact that H tmf * is a map of differential graded algebras at each page. Now we use Bruner's program [Bru] to see that multiplication by v 20 2 h 1 is injective on the vector space spanned by X, X ′ and Z. Consequently any element in the span of κ 6 X, κ 6 X ′ and κ 6 Z is a d 3 boundary. The upshot is that all of the elements that could potentially detect d r (v 32 2 ) for r ≥ 4 are zero in the E 4 -page. It follows that v 32 2 is a permanent cycle. Furthermore, if v 32 2 were the image of a differential in Ext A (A 1 ∧ DA 1 ), it would also be the image of a differential in Ext A(2) (A 1 ∧ DA 1 ), which cannot happen by Lemma 1.5. We have thus found the element of π * (A 1 ∧ DA 1 ) that will be our v 32 2 self-map, which completes the proof that v 32 2 is a permanent cycle in Ext A (A 1 ∧ DA 1 ) and represents the homotopy class of a 32 periodic v 2 self-map 
indicated. All of the elements in X and Z have nonzero κ 6 multiples. We separate them out for brevity in future arguments. 
Once again, it is clear from Table 6 that all the elements that could be possible targets of a differential supported by v 
2 would not be a permanent cycle in Ext A(2) (A 1 ∧ DA 1 ), which would contradict Lemma 1.5.
As in the previous subsection, we will show that κ 6 is hit by a d 3 differential and hope that the possibility of nonzero targets of d 4 or higher differentials supported by v 32 2 are eliminated in the Adams spectral sequence
Lemma 4.6. In the Adams spectral sequence
there is a differential d 3 (v 20 2 h 1 ) = κ 6 .
Proof. In the Adams spectral sequence Bruner's program [Bru] shows that both v To see that the same differential is present in Ext A (A 1 ∧ DA 1 ), we will display in Table 7 the algebraic tmf -resolution in the vicinity of stem 120, where κ 6 resides. Table 5 ), which are precisely the elements which have a non-zero image under the map
However H tmf * (x) = 0 and H tmf * (z) = 0 as they are in higher algebraic-tmf filtration. This is a contradiction as H tmf * is a map of differential graded algebras for each page of the spectral sequence. Thus all of the elements that could potentially detect d r (v 32 2 ) for r ≥ 4 are zero in the E 4 -page, and thus v 32 2 is a permanent cycle.
Furthermore, if v 32 2 were the image of a differential in Ext A (A 1 ∧ DA 1 ), it would also be the image of a differential in Ext A(2) (A 1 ∧ DA 1 ), which cannot happen by Lemma 1.5. We have thus found the element of π * (A 1 ∧ DA 1 ) that will be our v Tables 5 and 6 are identical. So we can conclude that Corollary 4.7. There is a 32-periodic v 2 self-map of A 1 [10].
