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СЛАБО ПЕРИОДИЧЕСКИЕ МЕРЫ ГИББСА ДЛЯ НС-МОДЕЛИ
ДЛЯ НОРМАЛЬНОГО ДЕЛИТЕЛЯ ИНДЕКСА ЧЕТЫРЕ
We study an HC-model on a Cayley tree. Under certain conditions imposed on the parameters of the HC-model, we prove
the existence of weakly periodic (nonperiodic) Gibbs measures for the normal divisor of index four.
Вивчається HC-модель на деревi Келi. При деяких умовах на параметри показано, що iснують слабко перiодичнi
(не перiодичнi) мiри Гiббса для нормального дiльника iндексу чотири.
1. Введение. Понятие меры Гиббса играет важную роль в статистической механике. Основной
проблемой данного гамильтониана является описание всех соответствующих ему мер Гиббса.
Определение меры Гиббса и других понятий, связанных с теорией мер Гиббса, можно найти,
например, в работах [1 – 3]. Для модели Изинга на дереве Кэли эта задача изучена достаточно
полно. Например, в работе [4] построено несчетное множество крайних гиббсовских мер, а
в работе [5] найдено необходимое и достаточное условие крайности неупорядоченной фазы
модели Изинга на дереве Кэли.
В многочисленных работах (см., например, [6 – 13]) на дереве Кэли изучены периодические
меры Гиббса для различных моделей статистической механики. Эти меры, в основном, были
трансляционно-инвариантными либо периодическими с периодом два. Более того, для многих
моделей на дереве Кэли доказано, что множество периодических мер Гиббса очень ограничено,
т. е. существуют только периодические гиббсовские меры с периодом два (см., например, [8 –
12]).
Чтобы получить более широкое множество гиббсовских мер, в работах [14, 15] введены
более общие понятия периодической меры Гиббса, т.е. слабо периодические гиббсовские меры,
и доказано существование таких мер для модели Изинга на дереве Кэли.
В работе [13] изучена HC (Hard Core)-модель на дереве Кэли и доказано, что трансляционно-
инвариантная мера Гиббса для этой модели единственна. Кроме того, при некоторых условиях
на параметры НС-модели доказана неединственность периодических мер Гиббса с периодом
два.
В работе [17] изучены слабо периодические меры Гиббса для HC-модели для нормально-
го делителя индекса два и при некоторых условиях на параметры показана единственность
(трансляционно-инвариантность) слабо периодической меры Гиббса, а в работе [18] — един-
ственность (трансляционно-инвариантность) слабо периодической меры Гиббса для HC-модели
при любых значениях параметров.
Настоящая работа посвящена изучению слабо периодических мер Гиббса НС-модели для
нормального делителя индекса четыре на дереве Кэли. Доказано существование слабо перио-
дических (не периодических) мер Гиббса на некоторых инвариантах при некоторых условиях
на параметры.
2. Предварительные сведения. Дерево Кэли τk порядка k ≥ 1 — бесконечное дерево, т. е.
граф без циклов, из каждой вершины которого выходит ровно k+1 ребро. Пусть τk = (V,L, i),
где V — множество вершин τk, L — его множество ребер и i — функция инцидентности,
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сопоставляющая каждому ребру l ∈ L его концевые точки x, y ∈ V. Если i(l) = {x, y}, то
x и y называют ближайшими соседями вершины и обозначают l = 〈x, y〉. Расстояние d(x, y),
x, y ∈ V, на дереве Кэли определяется формулой
d(x, y) = min{d|∃x = x0, x1, . . . , xd−1, xd = y ∈ V такие, что 〈x0, x1〉, . . . , 〈xd−1, xd〉}.
Для фиксированного x0 ∈ V обозначим
Wn = {x ∈ V | d(x, x0) = n}, Vn = {x ∈ V | d(x, x0) ≤ n}.
Для x ∈Wn обозначим
S(x) = {y ∈Wn+1 : d(x, y) = 1}.
Пусть Φ = {0, 1} и σ ∈ ΦV — конфигурация, т. е. σ = {σ(x) ∈ Φ : x ∈ V }, где σ(x) = 1
означает, что вершина x на дереве Кэли занята, а σ(x) = 0 — что она свободна.
Конфигурация σ называется допустимой, если σ(x)σ(y) = 0 для любых соседних 〈x, y〉 из
V (Vn или Wn соответственно). Обозначим множество таких конфигураций через Ω (ΩVn и
ΩWn). Ясно, что Ω ⊂ ΦV .
Гамильтониан HC-модели определяется по формуле
H(σ) =
J
∑
x∈V σ(x), если σ ∈ Ω,
+∞, если σ /∈ Ω,
где J ∈ R.
Пусть B — σ-алгебра, порожденная цилиндрическими подмножествами Ω. Для любого n
обозначим через BVn = {σ ∈ Ω : σ|Vn = σn} подалгебру B, где σ|Vn — сужение σ на Vn, σn :
x ∈ Vn 7→ σn(x) — допустимая конфигурация в Vn.
Определение 1. Для λ > 0 НС-мера Гиббса есть вероятностная мера µ на (Ω,B) такая,
что для любого n и σn ∈ ΩVn
µ{σ ∈ Ω : σ|Vn = σn} =
∫
Ω
µ(dω)Pn(σn|ωWn+1),
где
Pn(σn|ωWn+1) =
e−H(σn)
Zn(λ;ω|Wn+1)
1(σn ∨ ω|Wn+1 ∈ ΩVn+1),
символ ∨ означает объединение конфигураций и Zn(λ;ω|Wn+1) — нормировочный множитель
с граничным условием ω|Wn :
Zn(λ;ω|Wn+1) =
∑
σ˜n∈ΩVn
e−H(σ˜n)1(σ˜n ∨ ω|Wn+1 ∈ ΩVn+1).
Известно [6, 7], что τk можно представить как Gk-свободное произведение k + 1 цикличе-
ской группы второго порядка с образующими a1, . . . , ak+1 соответственно.
Пусть Ĝk — подгруппа группы Gk. Если гиббсовская мера инвариантна относительно неко-
торой подгруппы конечного индекса Ĝk ⊂ Gk, то она называется Ĝk-периодической.
Известно [13], что каждой мере Гиббса для HC-модели на дереве Кэли можно сопоставлять
совокупность величин z = {zx, x ∈ Gk}, удовлетворяющих равенству
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zx =
∏
y∈S(x)
(1 + λzy)
−1, (1)
где λ = eJ > 0 — параметр.
Определение 2. Совокупность величин z = {zx, x ∈ Gk} называется Ĝk-периодической,
если zyx = zx для любых x ∈ Gk, y ∈ Ĝk.
Gk-периодические совокупности называются трансляционно-инвариантными.
Для любого x ∈ Gk множество {y ∈ Gk : 〈x, y〉} \ S(x) имеет единственный элемент,
который обозначим через x↓ (см. [14, 16]).
Пусть Gk/Ĝk = {H1, . . . ,Hr} — фактор-группа, где Ĝk — нормальный делитель индекса
r ≥ 1.
Определение 3. Совокупность величин z = {zx, x ∈ Gk} называется Ĝk-слабо периоди-
ческой, если zx = zij при x ∈ Hi, x↓ ∈ Hj для любого x ∈ Gk.
Заметим, что слабо периодическая совокупность z совпадает с обычной периодической (см.
определение 2), если значение zx не зависит от x↓.
Определение 4. Мера µ называется Ĝk-(слабо) периодической, если она соответствует
Ĝk-(слабо) периодической совокупности величин z.
3. Слабо периодические меры Гиббса. Пусть A ⊂ {1, 2, . . . , k + 1} и HA =
{
x ∈ Gk :∑
i∈Awx(ai) — четное число
}
, где wx(ai) — число буквы ai в слове x ∈ Gk, G(2)k = {x ∈ Gk :
|x| — четное число}, где |x| — длина слова x ∈ Gk, и G(4)k = HA ∩G(2)k — нормальный делитель
индекса 4.
Рассмотрим фактор-группу Gk/G
(4)
k = {H0, H1, H2, H3}, где
H0 =
{
x ∈ Gk :
∑
i∈Awx(ai)− четно, |x| − четно
}
,
H1 =
{
x ∈ Gk :
∑
i∈Awx(ai)− нечетно, |x| − четно
}
,
H2 =
{
x ∈ Gk :
∑
i∈Awx(ai)− четно, |x| − нечетно
}
,
H3 =
{
x ∈ Gk :
∑
i∈Awx(ai)− нечетно, |x| − нечетно
}
.
Тогда в силу (1) G(4)k -слабо периодическая совокупность величин zx имеет вид
zx =

z1, x ∈ H3, x↓ ∈ H1,
z2, x ∈ H1, x↓ ∈ H3,
z3, x ∈ H3, x↓ ∈ H0,
z4, x ∈ H0, x↓ ∈ H3,
z5, x ∈ H1, x↓ ∈ H2,
z6, x ∈ H2, x↓ ∈ H1,
z7, x ∈ H2, x↓ ∈ H0,
z8, x ∈ H0, x↓ ∈ H2,
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где zx удовлетворяет системе уравнений
z1 =
1
(1 + λz4)i
1
(1 + λz2)k−i
,
z2 =
1
(1 + λz6)i
1
(1 + λz1)k−i
,
z3 =
1
(1 + λz4)i−1
1
(1 + λz2)k−i+1
,
z4 =
1
(1 + λz3)i−1
1
(1 + λz7)k−i+1
,
(2)
z5 =
1
(1 + λz6)i−1
1
(1 + λz1)k−i+1
,
z6 =
1
(1 + λz5)i−1
1
(1 + λz8)k−i+1
,
z7 =
1
(1 + λz5)i
1
(1 + λz8)k−i
,
z8 =
1
(1 + λz3)i
1
(1 + λz7)k−i
.
Здесь i = |A| — мощность множества A.
Запишем систему уравнений (2) в виде
z1 =
(
1 + λz2
1 + λz4
)i 1
(1 + λz2)k
,
z2 =
(
1 + λz1
1 + λz6
)i 1
(1 + λz1)k
,
z3 =
(
1 + λz2
1 + λz4
)i−1 1
(1 + λz2)k
,
z4 =
(
1 + λz7
1 + λz3
)i−1 1
(1 + λz7)k
,
(3)
z5 =
(
1 + λz1
1 + λz6
)i−1 1
(1 + λz1)k
,
z6 =
(
1 + λz8
1 + λz5
)i−1 1
(1 + λz8)k
,
z7 =
(
1 + λz8
1 + λz5
)i 1
(1 + λz8)k
,
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z8 =
(
1 + λz7
1 + λz3
)i 1
(1 + λz7)k
.
Разделив в этой системе уравнений первое уравнение на третье, второе на пятое, шестое на
седьмое, четвертое на восьмое, получим следующую систему уравнений:
z1
z3
=
1 + λz2
1 + λz4
,
z2
z5
=
1 + λz1
1 + λz6
,
z6
z7
=
1 + λz5
1 + λz8
,
z4
z8
=
1 + λz3
1 + λz7
.
Используя эту систему уравнений, систему (3) можно записать так:
z1 =
(
z1
z3
)i 1
(1 + λz2)k
,
z2 =
(
z2
z5
)i 1
(1 + λz1)k
,
z3 =
(
z1
z3
)i−1 1
(1 + λz2)k
,
z4 =
(
z8
z4
)i−1 1
(1 + λz7)k
,
(4)
z5 =
(
z2
z5
)i−1 1
(1 + λz1)k
,
z6 =
(
z7
z6
)i−1 1
(1 + λz8)k
,
z7 =
(
z7
z6
)i 1
(1 + λz8)k
,
z8 =
(
z8
z4
)i 1
(1 + λz7)k
.
Из первого уравнения системы (4) найдем z3, из второго — z5, из седьмого — z6, из восьмого
— z4 и, подставив их в восьмое, седьмое, второе и первое уравнения системы уравнений (2)
соответственно, получим
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z1 =
(1 + λz7)
k
((1 + λz7)k/i + λz
1−1/i
8 )
i
1
(1 + λz2)k−i
,
z2 =
(1 + λz8)
k
((1 + λz8)k/i + λz
1−1/i
7 )
i
1
(1 + λz1)k−i
,
(5)
z7 =
(1 + λz1)
k
((1 + λz1)k/i + λz
1−1/i
2 )
i
1
(1 + λz8)k−i
,
z8 =
(1 + λz2)
k
((1 + λz2)k/i + λz
1−1/i
1 )
i
1
(1 + λz7)k−i
.
Рассмотрим отображение W : R4 → R4, определенное следующим образом:
z′1 =
(1 + λz7)
k
((1 + λz7)k/i + λz
1−1/i
8 )
i
1
(1 + λz2)k−i
,
z′2 =
(1 + λz8)
k
((1 + λz8)k/i + λz
1−1/i
7 )
i
1
(1 + λz1)k−i
,
(6)
z′7 =
(1 + λz1)
k
((1 + λz1)k/i + λz
1−1/i
2 )
i
1
(1 + λz8)k−i
,
z′8 =
(1 + λz2)
k
((1 + λz2)k/i + λz
1−1/i
1 )
i
1
(1 + λz7)k−i
.
Заметим, что (5) есть уравнение z = W (z). Чтобы решить систему уравнений (5), необхо-
димо найти неподвижные точки отображения z′ = W (z).
Лемма 1. Отображение W имеет инвариантные множества следующих видов:
I1 = {(z1, z2, z7, z8) ∈ R4 : z1 = z2 = z7 = z8},
I2 = {(z1, z2, z7, z8) ∈ R4 : z1 = z7, z2 = z8},
I3 = {(z1, z2, z7, z8) ∈ R4 : z1 = z2, z7 = z8},
I4 = {(z1, z2, z7, z8) ∈ R4 : z1 = z8, z2 = z7}.
Доказательство. Покажем инвариантность I2 (инвариантность Ii, i = 1, 3, 4, доказывается
аналогично). Ясно, что для любого z∗ = (z∗1 , z∗2 , z∗7 , z∗8) ∈ I2 имеет место z∗1 = z∗7 , z∗2 = z∗8 .
Отсюда и из (6) имеем
z′1 =
(1 + λz∗1)k
[(1 + λz∗1)k/i + λ(z∗2)1−1/i]i
1
(1 + λz∗2)k−i
,
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z′2 =
(1 + λz∗2)k
[(1 + λz∗2)k/i + λ(z∗1)1−1/i]i
1
(1 + λz∗1)k−i
,
z′7 =
(1 + λz∗1)k
[(1 + λz∗1)k/i + λ(z∗2)1−1/i]i
1
(1 + λz∗2)k−i
,
z′8 =
(1 + λz∗2)k
[(1 + λz∗2)k/i + λ(z∗1)1−1/i]i
1
(1 + λz∗1)k−i
,
т. е. z′1 = z′7; z′2 = z′8, а это значит, что z′ = W (z∗) ∈ I2.
Замечание 1. Из определений 2 и 3 следует, что в случае I2 (или I3, или I4) слабо пери-
одическая мера Гиббса не совпадает периодической, если из условий z1 = z7, z2 = z8 (или
z1 = z2, z7 = z8, или z1 = z8, z2 = z7) вытекает, что хотя бы одно из равенств z1 = z3, z2 = z5,
z4 = z8, z6 = z7 не выполняется, т. е. значение zi зависит от x↓.
Лемма 2. Если на инвариантных множествах I2, I3, I4 существуют слабо периодические
меры Гиббса, то они являются либо трансляционно-инвариантными, либо слабо периодиче-
скими (не периодическими).
Доказательство проведем для I2 (остальные случаи доказываются аналогично.) Пусть
z1 = z7, z2 = z8. Тогда из системы уравнений (2) при z2 6= z4 получим
z1 =
1
(1 + λz4)i
1
(1 + λz2)k−i
6= z3 = 1
(1 + λz4)i−1
1
(1 + λz2)k−i+1
,
а то, что z2 6= z4, можно увидеть из второго и четвертого уравнений этой же системы.
Случай I2. Запишем систему уравнений (5) на I2 при k = 2, i = 1:
z1 =
(1 + λz1)
2
(1 + λz1)2 + λ
1
1 + λz2
,
z2 =
(1 + λz2)
2
(1 + λz2)2 + λ
1
1 + λz1
.
(7)
После обозначений x = 1 + λz1 и y = 1 + λz2 из системы уравнений (7) получаем
x = f(y),
y = f(x),
где f(x) =
λx2
(x2 + λ)(x− 1) . Рассмотрим производную
f ′(x) = −xλ(x
3 − λx+ 2λ)
(x2 + λ)2(x− 1)2
и по формуле Кардано найдем корни многочлена x3 − λx + 2λ. Этот многочлен имеет один
вещественный отрицательный корень
x =
1
3
3
√
−27λ+ 3λ√81− 3λ+ λ
3
√
−27λ+ 3λ√81− 3λ
< 0
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при λ ≤ 27. Значит, при этом условии f ′(x) < 0 при x > 1, т. е. функция f(x) убывает на
этом интервале и уравнение f(x) = x имеет единственное решение. Вообще говоря, уравнение
f(x) = x имеет единственное решение при любых λ > 0, так как уравнение
x =
λx2
(x2 + λ)(x− 1) = f(x)
эквивалентно уравнению x3− x2− λ = 0, которое по известной теореме о количестве положи-
тельных корней многочлена имеет не более одного положительного решения, потому что знаки
при коэффициентах меняются только один раз (рис. 1).
Рис. 1. Графики функций y = x и y = f(x) при λ = 35.
Очевидно, что это решение больше единицы. Кроме того, оно находится среди решений
уравнения f(f(x)) = x. Поэтому рассмотрим уравнение
x− f(f(x))
x− f(x) = 0,
которое эквивалентно уравнению
h(x) = x6 − (λ+ 2)x5 + (5λ+ 1)x4 − λ(2λ+ 5)x3 + 2λ(2λ+ 1)x2 − 3λ2x+ λ2 = 0.
Из этого уравнения получаем h(1) = λ > 0 и h(x) → +∞ при x → +∞. Кроме того, график
функции h(x) касается оси Ox при x = 2, λ = 4, так как h(2) = −(λ − 4)(5λ + 4). Отсюда
следует, что уравнение h(x) = 0 не имеет решений при λ < 4, имеет одно решение при λ = 4
и по крайней мере два решения при λ > 4 (рис. 2).
Итак, справедливо следующее утверждение.
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Рис. 2. График функции h(x) при k = 2, λ = 3,88 (верхняя кривая), при критической λ = 4 (средняя) и при
λ = 4,15 (нижняя).
Утверждение 1. Система уравнений (7) имеет только одно решение при λ < 4, два ре-
шения при λ = 4 и не менее трех решений при λ > 4.
Замечание 2. С помощью компьютерного анализа можно увидеть, что система уравнений
(7) имеет только три решения при λ > 4 (рис. 2).
Обозначив x = 1 + λz1, y = 1 + λz2, рассмотрим систему уравнений (5) на I2 при k = 3,
i = 1:
y2 =
λx3
(x3 + λ)(x− 1) ,
(8)
x2 =
λy3
(y3 + λ)(y − 1) .
В этой системе уравнений найдем из первого уравнения y и подставим его во второе уравнение.
Тогда получим уравнение
f(x, λ) = x16 − (λ+ 4)x15 + 3(λ+ 2)x14 − 4x13 + (1− 14λ)x12 + 3λ(λ+ 8)x11−
−16λx10 − 4λ(5λ− 1)x9 + 36λ2x8 + λ2(λ− 24)x7 + λ2(6− 13λ)x6+
+24λ3x5 − 16λ3x4 + λ3(4− 3λ)x3 + 6λ4x2 − 4λ4x+ λ4 = 0,
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для которого f(1, λ) = λ2 > 0, f(1, 5; 1, 8) = −0, 5255524 < 0, f(1, 8; 1, 8) = 9, 30017 > 0,
f(2; 1, 8) = −90, 1232 < 0 и f(x, λ) → +∞ при x → +∞, λ > 0. Следовательно, последнее
уравнение имеет не менее четырех решений при x > 1 (рис. 3).
,,
Рис. 3. График функции f(x, λ) при λ = 1, 8.
Утверждение 2. Существует такое λ0, что система уравнений (8) имеет не менее че-
тырех решений при λ > λ0.
Замечание 3. С помощью компьютерного анализа можно увидеть, что существует λcr та-
кое, что система уравнений (8) имеет два решения при λ < λcr и четыре решения при λ > λcr.
При этом в каждом случае одно из решений соответствует трансляционно-инвариантной мере
Гиббса.
Случай I3. Запишем систему уравнений (5) на I3 при k ≥ 1, i = 1:
z1 =
(1 + λz7)
k
(1 + λz7)k + λ
1
(1 + λz1)k−1
,
z7 =
(1 + λz1)
k
(1 + λz1)k + λ
1
(1 + λz7)k−1
.
(9)
После обозначений x = 1 + λz1 и y = 1 + λz7 из системы (9) находим
xk − xk−1 = λy
k
yk + λ
,
yk − yk−1 = λx
k
xk + λ
.
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Вычитая из первого уравнения этой системы второе, получаем уравнение
(x− y)[(xk−1 + . . .+ yk−1 − (xk−2 + . . .+ yk−2))(xk + λ)(yk + λ)+
+λ2(xk−1 + . . .+ yk−1)] = 0,
которое имеет только решение вида x = y при x > 1, y > 1. Заметим, что если x = y, то
z1 = z2 = z3 = z4 = z5 = z6 = z7 = z8 при i = 1. Действительно, пусть z1 = z2 = z7 = z8.
Тогда из первого и второго уравнений системы (2) получим z4 = z6, а из седьмого и восьмого
уравнений той же системы — z3 = z5. Далее, из третьего и четвертого уравнений находим
z3 =
1
(1 + λz4)i−1
1
(1 + λz1)k−i+1
, z4 =
1
(1 + λz3)i−1
1
(1 + λz1)k−i+1
,
откуда следует, что z3 = z4 при i = 1. Значит, z3 = z4 = z5 = z6. Следовательно, систему
уравнений (2) можно записать в виде
z1 =
1
(1 + λz3)i
1
(1 + λz1)k−i
,
z3 =
1
(1 + λz3)i−1
1
(1 + λz1)k−i+1
.
Разделив первое уравнение этой системы на второе, получим z1 = z3.
Утверждение 3. Пусть k ≥ 1, i = 1. Тогда система уравнений (9) имеет единственное
решение при λ > 0.
Случай I4. Запишем систему уравнений (5) на I4 при k ≥ 1, i = 1:
z1 =
1 + λz2
(1 + λz2)k + λ
,
z2 =
1 + λz1
(1 + λz1)k + λ
.
(10)
После обозначений x = 1 + λz1 и y = 1 + λz2 из системы уравнений (10) получим
x = f(y),
y = f(x),
где f(x) =
λx
xk + λ
+ 1. Заметим, что f(0) = 1, f(1) =
λ
1 + λ
+ 1 > 1. Вычислим производную
f ′(x) = −λ(k − 1)x
k − λ
(xk + λ)2
.
Отсюда функция f(x) возрастает при 0 < x < k
√
λ
k − 1 и убывает при x >
k
√
λ
k − 1 , т. е.
xmax =
k
√
λ
k − 1 .Из изложенного следует, что уравнение f(x) = x имеет единственное решение
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Рис. 4. Графики функций y = x и y = f(x) при k = 3, λ = 1, 5.
при x > 1, λ > 0. Это еще можно увидеть, аналогично случаю I2, использовав теорему о
количестве положительных корней многочлена (рис. 4).
Аналогично случаю I2 при k = 2, i = 1 и k = 3, i = 1 получаем
h1(x) = (λ+ 1)x
2 + λx+ 2λ2 + λ,
h2(x) = (λ+ 1)x
6 − λx5 + 2λx4 + 2λ(λ+ 1)x3 + 2λ2x+ 2λ3 + λ2
соответственно. Очевидно, что h1(x) > 0, h2(x) > 0 при x > 1, λ > 0. Значит, система
уравнений (10) не имеет решений, кроме z1 = z2, т. е. справедливо следующее утверждение.
Утверждение 4. Система уравнений (10) имеет единственное решение при k = 2 и k = 3.
В силу всех утверждений и леммы 2 справедлива следующая теорема.
Теорема. Для HC-модели в случае нормального делителя индекса четыре справедливы
следующие утверждения:
1. При k ≥ 1, i ≤ k на I1 слабо периодическая мера Гиббса единственна. Более того, эта
мера совпадает с единственной трансляционно-инвариантной мерой Гиббса.
2. Пусть k = 2, i = 1, λcr = 4. Тогда на I2 при λ < λcr существует одна слабо пери-
одическая мера Гиббса, которая является трансляционно-инвариантной, при λ = λcr суще-
ствуют две слабо периодические меры Гибсса, одна из которых является трансляционно-
инвариантной, другая — слабо периодической (не периодической) и при λ > λcr существуют
не менее двух слабо периодических (не периодических) мер Гибсса.
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3. Пусть k = 3, i = 1. Тогда существует λ0 такая, что на I2 при λ > λ0 существуют
не менее четырех мер Гиббса, одна из которых является трансляционно-инвариантной, а
остальные являются слабо периодическими (не периодическими) мерами Гиббса.
4. При k ≥ 1, i = 1 на I3 слабо периодическая мера Гиббса единственна.
5. При k = 2, 3, i = 1 на I4 слабо периодическая мера Гиббса единственна.
Замечание 4. Компьютерный анализ показывает, что система уравнений (10) имеет только
одно решение при k = 4, 5, 6 и λ > 0. При k ≥ 7 при некоторых значениях λ можно уви-
деть, что решение системы (10) не единственно, т. е. существуют слабо периодические (не
периодические) меры Гиббса для HC-модели (рис. 5).
, , ,
Рис. 5. График функции h(x) при k = 7, λ = 1, 765 (верхняя кривая), при λ ≈ 1, 768674523476329362 (средняя) и
при λ = 1, 775 (нижняя).
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