Abstract
Introduction
Real-time can be found in several branches of the industrial world, such as aeronautics, medicine, and transportation, where reliability is a must since human lives are involved. In order to improve the reliability of the developed systems, it is necessary to apply formal methodologies that consider time requirements. In most models, temporal requirements usually refer to time that a system consumes for performing operations. However, another kind of time constraint can affect systems: Timeouts. A timeout is a specified period of time that will be allowed to elapse in a system waiting for an interaction with it; if the period ends and no action has been produced, the state of the system changes and its reactions to the actions that are received from the environment may be different.
Formal methods allow us not only to represent with precision the systems that we are going to study but also to reason about them with mathematical precision and rigor. It is widely recognized that formal methods and testing are complementary techniques ( [22, 30, 5, 31, 12] ) since they help to check the correctness of systems and provide a framework for testing. The application of formal testing techniques requires to identify the critical aspects of the system, that is, those aspects that will make the difference between correct and incorrect behavior. While the relevant aspects of some systems only concern what they do, in some other systems it is equally relevant how they do what they do. In order to perform this task, several techniques, algorithms, and semantic frameworks have been introduced in the literature. In particular, the testing community has shown a growing interest to take into account time aspects (e.g. [23, 9, 15, 32, 10, 28, 21, 4, 26] ).
One approach to formally specify systems is to use Xmachines [16] . They can be seen as a form of finite state machine where the transitions are labeled with relations over a basic data set. This set of relations is called the type of the machine and represents the operations that can perform. Several classes of X-machines have been defined and studied, in particular, Stream X-machines. Stream Xmachines have an internal memory and the input, the current state, and the current value of the internal memory determine the next state, the output and how the memory is updated. The main advantages of using this model for representing systems is that it is flexible and allows the integration of control and data processing. This formalism has been used to specify systems in different areas ( [17, 2, 20, 19] ) and several testing techniques have been developed.
The standard Stream X-machines test generation algorithm is based on the W-method introduced by [8] in the context of finite state machines. The method presents some restrictions: (a) specification and implementation must be deterministic (b) the functions associated with the transitions are correctly implemented and (c) it assumes that certain conditions, called design for test conditions, hold. Under these assumptions the set of tests generated by this method is guaranteed to determine the correctness of the system [18, 17] . This integration of specification and test generation is one of the most significant benefits of using deterministic stream X-machines in software development. Since this method was developed, it has been extended for reducing the imposed conditions (for a survey see [3] ).
In this paper we study systems presenting timeouts. In order to concentrate on the special features introduced by timeouts, we do not explicitly consider other time aspects. For example, it is usual to associate time with the performance of actions. Nevertheless, once we have a model where timeouts are included it is not technically difficult to extend it to consider also time durations. We consider a suitable extension of the classical Stream X-machine model to allow a specifier to explicitly denote timeouts of a system, taking advantage of the power that this model provides. Moreover, in order to have a more expressive formalism, we remove most of the restrictions that are usually assumed in Stream X-machines. For example, we do not impose a bound on the number of states of the system under test (required to apply [8] ). More importantly, we do not require that systems have the property of output-distinguishability, requiring that any two different functions cannot generate the same output for a given input and memory value.
We assume that specifications and implementations can be modeled by means of Stream X-machines with timeouts, and propose a formal testing methodology to systematically test a system with respect to a specification. Since we remove most of the restrictions on machines, we cannot apply the classical testing framework for Stream X-machines. Specifically, we consider the testing framework [25] in the context of the the machines presented in this paper. Testing a system requires using a specific notion of correctness. We have to consider that the sequences of inputs/outpus produced by the system under test are allowed in the specification, that is, the implementation does not invent anything for those inputs that are specified in the specification. In addition, we have to take into account the possible timeouts. For example, a sequence of inputs/outputs could be accepted only after different timeouts have been triggered.
The rest of the paper is organized as follows. In Section 2 we introduce our model to represent Stream X-machines with timeouts. In Section 3 we introduce a notion of conformance for our framework. In Section 4 we show how our machines can be tested. In Section 5 we give a test derivation algorithm and we prove that the derived test suite is sound and complete. In Section 6 we review previous works on testing timed systems. Finally, in Section 7 we present our conclusions.
Extending Stream X-machines with timeouts
In this section we introduce our extension of the classical stream X-machine model in order to deal with systems that can evolve by raising timeouts. Intuitively, if after a given amount of time and depending on the current state, we do not receive any input action then the machine will change its current state. Thus, we need to add new features to the formalism so that this kind of time constraints of a system can be properly specified. We use a discrete time domain to model timeouts. In particular, we will sometimes enumerate the elements of Time simply as 0, 1, 2 and so on. During the rest of the paper we will use the following notation.
Definition 1 A tuple of elements (a 1 , a 2 . . . , a n ) will be denoted byā. We say thatâ = [a 1 , a 2 ) is an interval if a 1 , a 2 ∈ IN and a 1 ≤ a 2 . A tuple of intervals (p 1 , . . . ,p n ) will be denoted byp. Lett = (t 1 , . . . , t n ) andq = (q 1 , . . . ,q n ). We write
where I is the set of input actions, O is the set of output actions, S is a finite set of states, M is the memory, Φ, called the type of X, is a finite set of partial functions, ranging from
is the timeout function, s in ∈ S is the initial state, and m in ∈ M em is the initial memory value.
A transition is a tuple (s, φ, s ) where s, s ∈ S are the initial and final state of the transition, and φ ∈ Φ is the processing function associated with the transition.
Intuitively, we can think of a TOSXM as a state transition diagram where arcs are labelled by processing functions. Each function receives an input and current memory values and produces an output modifying the memory.
For each state s ∈ S, the application of the timeout function T O(s) returns a pair (s , t) indicating the time that the machine can remain at the state s waiting for an input action, and the state to which the machine evolves if no input is received in time. We assume that T O(s) = (s , t) implies s = s , that is, timeouts always produce a change of the state. We indicate the absence of a timeout in a given state by setting the corresponding time value to ∞. Next we present some definitions regarding stream X-machines that will be used throughout the paper.
A TOSXM is deterministic if given a state s, for any input value and any memory value there is only one processing function that can be applied. In turn, a TOSXM is completely specified if for all s ∈ S, m ∈ M , and i ∈ I there is always a possible transition. If a deterministic TOSXM is completely specified then there is only one transition for any s ∈ S, m ∈ M , and i ∈ I. Next we introduce a partial function that establishes the relation between a pair (memory values, input sequence) and a pair (output sequence, updated memory values) produced by the application of a sequence of processing functions.
Definition 4 Let
to be a partial function inductively defined in the following way:
In the previous definition we have used the notation (a, b) ∈ f instead of the more standard f (a) = b.
Let us note that when we consider a deterministic TOSXM each computation from the initial state to any other state is completely determined by the input sequence and the initial memory value. The following notion allow us to compose several transitions possibly preceded by timeouts.
We denote the set of evolutions of X by Evol(X).
Intuitively, a step is a transition preceded by zero or more timeouts. The intervalt indicates the time values where the input action could be received. An evolution is a sequence of processing functions corresponding to the transitions of a chain of steps. The first of these steps begins with the initial state of the machine. These steps include the time interval, indicated by the different intervalst j , when an input could be accepted. As we will explain later when we introduce our implementation relation, evolutions need to include time information. Specifically, they must contain information related to the triggered timeouts. This is due to the fact that timeouts influence the different processing function sequences that TOSXMs can perform. This information is encoded into the intervals.
We will sometimes refer to the tuple φ 3 , s 4 , [3, 7) )) is built from the timeout associated to the state s 1 and the transition outgoing from s 3 . The step represents that if the machine is at state s 1 and after 3 time units no input is received then the timeout associated with that state will be triggered and the state will change to s 3 . After this, the machine can accept an input that belongs to the domain of the processing function φ 3 before 4 time units pass, that is, the timeout assigned to the state s 3 . Therefore, during the time interval [3, 7) if the machine receives an appropriate input it will emit an output and the state will change to s 4 . Similarly, we can obtain the step (s 1 , φ 1 , s 1 , [7, ∞) ), using the timeouts corresponding to s 1 and s 3 and the transition outgoing from s 6 . Now, we present an example of evolution built from two steps: We denote by InsEvol(X) the set of instanced evolutions of X.
Instanced evolutions will be used to consider the concrete time when actions are performed. We will sometimes refer to the tuple (t 1 /φ 1 , . . . , t r /φ r ) ∈ InsEvol(X) as (t,φ), wheret = (t 1 , . . . , t r ) andφ = (φ 1 , . . . , φ r ). A TOSXM gives rise to a relation between the input sequences applied to the machine and the output sequences that it produces. This relation is given by the execution of a sequence of processing functions, from the initial state of the machine, that allows to obtain an output sequence in response to an input sequence. In our formalism, we will require, for dealing with the specified timeouts, to extend this relation to take into account the times when the machine receives an interaction from the environment. Thus, we introduce a new notion of correspondence between input sequences, time sequences and output sequences.
* is defined as follows:
Let us note that if the machine X is deterministic and completely specified then f X is total.
A notion of conformance
In order to properly define how to test an implementation against a specification it is necessary to state what it means for an implementation to conform to a specification. It is usual when testing from a stream X-machine to assume that the implementation under test (IUT) behaves like an unknown stream X-machine. As usual we will assume that both, implementation and specification, are given by completely specified and deterministic TOSXMs, but the result can be extended to deal with non-deterministic machines by adapting [13] to the framework developed in this paper.
Next, we introduce the implementation relation conf f . Let us note that the time spent by a system waiting for the environment to react has the capability of affecting the set of available outputs of the system. This is because this time may trigger a change of the state by raising one or more timeouts. So, our implementation relation must explicitly take into account the maximal time the system may stay in each state. This time is given by the timeout of the state. Thus, we require that the implementation always complies in a certain manner with the timeouts established by the specification. This is illustrated in the following example.
Example 3 Let us consider the schematic machines depicted in Figure 2 . These diagrams represent simplified TOSXMs. We consider the following notation: A transition with a label t indicates that a timeout will be applied at time t, that is, if after t time units no input is received then the timeout is executed.
We will have that M is not conforming to M . If an input is received before 3 units of time pass, the function φ 1 will be performed by M . However, after the same delay M will perform φ 2 . The outputs produced by the machines will be different for any memory value. We can say the same regarding the conformance of M with respect to M . The function φ 2 is allowed by M only in the case that the input has been received after 3 time units. So, under our conformance framework, M does not conform to M . On the contrary, this is not the case when considering the conformance of M with respect to M . The outputs produced by M when it receives the input a are equal to the ones accepted by M at any time. So, M conforms to M .
Definition 8
Let S and I be two TOSXMs. We say that I conforms to S, denoted by I conf f S, if f I = f S .
Definition and application of tests
In our setting, tests represent sequences of inputs applied to an IUT. Once an output is received, it is necessary to check that whether it belongs to the set of expected ones or not. In addition to checking the functional behavior of the IUT, tests have also to detect whether wrong timed behaviors appear. Tests will include delays before offering input actions. The purpose of delays is to induce timeouts in the tested machine. In this way, we may indirectly check whether the timeouts imposed by the specification are reflected in the IUT by offering input actions after a specific delay. Let us note that we cannot observe when the IUT takes a timeout. However, it is still possible to check the IUT behavior after different delays. • S I is the set of input states. We have that s 0 ∈ S I . For all input states s ∈ S I there exists a unique outgoing transition (s, a, s ) ∈ T r. For this transition we have that a ∈ I and s ∈ S O .
• 
In Figure 3 we show a graphical representation of some tests. Let 
Test derivation
In this section we present an algorithm to derive tests from specifications. As usual, the idea underlying our algorithm consists in traversing the specification in order to get all the possible input/output sequences in an appropriate way. First, we introduce some additional notation. The following function will be used in the forthcoming derivation algorithm.
Definition 11 Let
The function afterTO(s, t) computes the state that will be reached in X if we start in the state s and t time units pass without receiving an input.
afterTO(π1(T O(s)), t − π2(T O(s))) otherwise
Recall that T O(s) denotes the timeout associated with the state s, that is, a pair containing the reached state after the performance of the timeout and when the timeout will be triggered.
The algorithm to derive tests from a specification is given in Figure 4 . This algorithm is non-deterministic and its application generates a single test. By considering all the possible non-deterministic choices in the algorithm we extract a full test suite from the specification. Let us remark that this set will be, in general, infinite. For a given specification X, we denote this test suite by tests(X). Essentially, our algorithm consists in traversing the specification X in all the possible ways. Next we explain how the algorithm works. The pending situation (s X , m X , s T ) keeps a triple denoting the state that could have been reached in the transversal of the specification and the corresponding value of memory that could appear in a state of the test whose definition (that is, the construction of its outgoing transitions) has not been yet completed. Specifically, it indicates that we did not complete the state s T of the test and the situation in the specification is given by the state s X and the memory value m X . Let us consider the different steps of the algorithm. The triple (s X , m X , s T ) initially contains the initial situation of the specification (that is, the initial state and the initial value of the memory) and the initial state of the test. We have two possibilities (under the heading cases). The first possibility simply indicates that the state of the test under construction becomes a passing state (case 1 of the algorithm). If the second possibility is chosen then it has to be checked that there exists a delay t d , a processing function φ, and an input i such that the specification can perform an output after applying the input i after the delay t d for the current memory value (this is formalized in the side condition associated with the second case). If this is the case, we generate an input transition in the test labelled by i and having as delay t d (steps 2.b-d of the algorithm). Then, the whole sets of outputs is considered to generate a new transition in the test for each of these outputs. If the output is not expected by the specification (step 2.e of the algorithm) then a transition leading to a failing state is created. This could be simulated by a single branch in the test, labelled by else, leading to a failing state. For the expected output (step 2.f-g of the algorithm) we create a transition with the corresponding output action. Finally, we update pending situation after traversing the transition corresponding to the processing function φ. Let us note that finite tests are constructed simply by considering a step where the second case is not applied.
Example 4
Next we show how our test generation algorithm works. In Figure 3 we present some tests derived from the specification presented in Figure 1 . We suppose that the initial memory value of the TOSXM is 0. In order to generate the test T 1 , a delay of 4 time units is applied in the step 2.a of the algorithm and the input a is chosen. A transition labelled by this input is generated in the test. Due to the timeout associated with the initial state, the machine would have changed the state to s 3 . Then, the processing function φ 3 is considered in order to determine the expected output and the new memory value. The processing function φ 3 produces the output x when a is applied and the memory value is 0. Thus, a transition for the output x is created in the test (step 2.f-g of the algorithm).
Moreover, two transitions leading to a fail state are created for the outputs y and z respectively (step 2.e of the algorithm). After this, a delay of 5 time units is established for this input state and the input a is selected again. Then, the corresponding transitions are created in the test for the accepted/forbidden outputs in the specification. Finally, the step 1 of the algorithm is applied in order to conclude the generation of this test. Only one pass state is created. The tests T 1 and T 2 consider the same input, a, in the first transition. The difference lies in the delays that have been considered for each of them, 4 and 2 time units, respectively. This fact makes that for the test T 2 the output z, produced by the function φ 1 , leads to a pass state.
Let us comment on the finiteness of our algorithm. If we do not impose any restriction on the implementation (e.g., a bound on the number of states) we cannot determine some important information such as the maximal length of the sequences that the implementation can perform. In other words, we would need a coverage criterion to generate a finite test suite. Since we do not assume any criteria, all we can do is to say that the derived test suite is the (possibly infinite) suite that would allow us to prove completeness. Obviously, one can impose restrictions such as "generate n tests" or "generate all the tests with m inputs" and completeness will be obtained up to that coverage criterion.
Moreover, if we asume a bound n on the number of states of the IUT, and we consider specification having at most m states, then we can adapt [14] to the current framework to conclude that we can restrict ourselves to tests having at most mṅ + 1 inputs.
The next result relates, for a specification S and an implementation I, implementation relation and application of test suites.
Related work
In terms of related work, our language is based on Stream X-machines, which have been extensively used by the formal testing community. This paper continues the work in [24] where a notion of stochastic time was added to the classical formalism. If we combine, following [25] , this previous work and the work reported in this paper, we can obtain a temporal formalisms where we can express both timeouts and action durations. Even though our way to deal with timeouts is completely different to that in timed automata [1] , it is worth to mention that our notion of timeout is related to having invariants associated with states of a timed automata as described in [32] : Once the value of a clock variable exceeds the invariant, the system produces a prescribed output and enters a new state.
Due to the intrinsical difficulty behind testing timed systems, different approaches have been studied, falling into one or more of the following categories: (a) Only some behaviors, out of those that are relevant for the correctness of the implementation, are tested (see e.g. [11, 6] ). In these cases, methods to choose those tests that seem to have a higher capability to find errors are proposed, though they are usually heuristic or are based on restricting the behavior to be tested to some specific test purposes; (b) a complete finite test suite is derived from the specification, that is, if all tests in the finite suite are passed then the implementation is correct (see e.g. [7, 32] ). Usually, the finiteness of this suite requires to introduce strong assumptions about the implementation, both to deal with functional requirements (e.g. to assume that the maximal number of states in the implementation is known) and timed requirements (e.g. urgency of outputs, discretization of time). In general, the applicability of the derived test suite is not feasible because the number of derived tests is astronomic; and (c) a complete infinite test suite is extracted from the specification (see e.g. [23, 29, 27, 4, 26] ). In particular, a test derivation algorithm is defined in such a way that, for all implementation behaviors that must be tested before granting the correctness, a suitable test for checking this behavior is added by the algorithm after executing it some finite time. In this sense, such an algorithm is complete (that is, it provides full fault coverage with respect to the considered testing relation) in the limit. The interest of these methods is that, on the one hand, weaker assumptions are required in these methodologies and, on the other hand, it is necessary to have a method to find and construct any required test if we want to select some of these tests according to some criteria. That is, methods that are exhaustive in the limit are the basis for other non-exhaustive but more practical methods. The methodology presented in this paper fits into the (c) category and, consequently, its aim is to provide test suites that are complete in the limit while, in turn, no strong assumptions are required (e.g. about the number of states of the implementation).
Conclusions and future work
In this paper we have presented a formal testing framework for systems where timeouts are critical. The model introduced for specifying the systems is a suitable extension of the classical concept of stream X-machine. An implementation relation has been introduced for describing the notion of correctness of an implementation with respect to a specification. In addition, we have introduced a notion of test that can delay the execution of the implementation. Finally, we have also presented an algorithm to derive sound and complete test suites with respect to the implementation relation presented in this paper.
In terms of future work, we would like to take this work as a first step, together with [24] , to define a testing theory for systems presenting stochastic time together with timeouts. In addition, we also consider to study different methods for reducing the size of the generated test suite.
