This paper demonstrates a novel and efficient unsupervised clustering method with the combination of a Self-Organising Map (SOM) and a convolutional autoencoder. The rapidly increasing volume of radio-astronomical data has increased demand for machine learning methods as solutions to classification and outlier detection. Major astronomical discoveries are unplanned and found in the unexpected, making unsupervised machine learning highly desirable by operating without assumptions and labelled training data. Our approach shows SOM training time is drastically reduced and high-level features can be clustered by training on auto-encoded feature vectors instead of raw images. Our results demonstrate this method is capable of accurately separating outliers on a SOM with neighborhood similarity and K-means clustering of radio-astronomical features complexity. We present this method as a powerful new approach to data exploration by providing a detailed understanding of the morphology and relationships of Radio Galaxy Zoo (RGZ) dataset image features which can be applied to new radio survey data.
INTRODUCTION
Large radio continuum surveys have played a key role in our understanding of the evolution of galaxies (Norris 2017a) . Exceptionally large surveys such as Low-frequency Array (LOFAR) Two-metre Sky Survey (LOTSS) (Shimwell et al. 2017 ) and the Evolution-
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ary Map of the Universe (Norris et al. 2011, EMU) are expected to detect 30 million and 70 million radio sources respectively. The sheer scale and complexity of these datasets is pushing researchers towards automated techniques such as machine learning with Neural Networks (NNs).
NNs are networks of functions termed "neurons" that operate as function approximators. A typical implementation of NNs include the Multi-Layer Perceptron (MLP), as a class of feed-forward NNs with multiple neuron layers. In these MLPs, neuron parameters are typically learned via backpropagation (Dreyfus 1973) , where weights are updated using gradient descent of a given loss function as a difference measure between target and predicted output. A NN trained to classify images with a specific orientation and scale will, however, encounter difficulties when classifying the same training image at an untrained angle or scale (Perantonis & Lisboa 1992) . Affine transformations such as rotation, scaling and translation, are a common cause of machine learning prediction errors. A classical solution involves augmenting a training set with random rotations and scaling at the cost of training time. Alternatively, a network can be made invariant to scaling by adding convolutional and max-pooling layers. Rotational invariance is more easily solved with the addition of rotated training images.
NNs such as SkyNet (Graff et al. 2014 ) have accurately classified astronomical data using supervised learning of pre-classified examples. Efforts to use these supervised neural networks have been supported with citizen science projects such as the Radio Galaxy Zoo (Banfield et al. 2015) which has created large labelled datasets of radio sources. This RGZ dataset has been used to successfully train classifiers for source classification (Wu et al. 2018; Lukic et al. 2018 ) and radio source host galaxy cross-identification (Alger et al. 2018) . However, this supervised training is not always suitable in outlier detection and separating source complexity as it requires a more complete knowledge of all potential classes of new unseen data. Given that most of the major discoveries in astronomy have been unplanned (Norris 2017b ), this is a major shortcoming.
Unsupervised learning techniques bridge this gap by working with no assumptions about input data. An autoencoder is an example of unsupervised learning, designed for dimensionality reduction. Autoencoders work by extracting and compressing the features of input images into a feature vector (Sanger 1989) . The ideal autoencoder is trained to perfectly compress and restore input data with no loss. The layer configuration of a typical NN autoencoder variant (as shown in Figure 1) uses an MLP architecture with backpropagation learning to reduce input data to a compact feature representation on the encoding side before returning it to its original form on the decoding side. The layer configuration of the encoder and decoder are usually very similar. Autoencoder prediction loss is given as the difference between input data and the decoded output. This loss is naturally an indicator of the performance of the network but is also sensitive to differences between an input image and the training set. Since loss is calculated from the input data, a label set is not required and the network can be trained unsupervised. Autoencoders have seen success in many image processing applications with the addition of convolution, max pooling and denoising architecture (Xie et al. 2012) . Figure 1 . The network configuration of a simple fullyconnected NN variant autoencoder, featuring the encoder input layer, the down-sampled latent feature vector layer and the reconstructed decoder output layer.
Abstract relationships and topology in large datasets can be interpreted by visualising auto-encoded feature vectors with dimensionality reduction methods such as Principle Component Analysis (Hotelling 1933, PCA) onto a learning manifold. More complex approaches such as Self-Organising Map (Kohonen 1997, SOM) have been recognised as especially powerful unsupervised data exploration tools in astronomy (Polsterer et al. 2015; Tasdemir & Merényi 2009) . By adapting to the shape of encoded latent vectors, these SOMs can display various topological relationships and morphology distributions. Moreover, these algorithms have been augmented to produce labelled classification and source separation with K-means clustering (Lloyd 1982) . This paper demonstrates a novel and efficient unsupervised clustering by combining a self-organising map with a convolutional autoencoder as a variation of the Convolutional Neural Network (CNN). Using our proposed method, we show that SOM training time is drastically reduced by training on the compressed autoencoder feature vectors of the RGZ image. This method is demonstrated as a powerful data exploration and visualisation tool. This approach shows K-means clustering of trained SOM weights as a method of grouping radio-astronomical features in these RGZ images and effectively separating sources by their complexity. We demonstrate our method as an effective and efficient solution to understanding the morphology and relationships of RGZ images that can be applied to unexplored fields for discovery purposes. This approach is in contrast to typical CNN applications in astronomy such as Gravet et al. (2015) , which instead create a system for morphological prediction and classification without this element of exploration. The use of abstracted image representations as auto-encoded feature vectors are a significant novel aspect of our method and offer great advantages in computational efficiency compared to this prior work and other CNN implementations such as the system in Dieleman et al. (2015) , which also uses random rotation training augmentations for rotational invariance, but are trained on complete images alone.
DATA
Radio Galaxy Zoo is a citizen science project for radio image classification by volunteers via web interface (Banfield et al. 2015) . The majority of the radio image data in Radio Galaxy Zoo comes from the 1.4 GHz Faint Images of the Radio Sky at Twenty Centimetres (FIRST) survey catalogue (Becker et al. 1995 ) version 14 March 2004 . FIRST covers over 9000 square degrees of the northern sky down to a 1 σ noise level of 150 µJy beam −1 at 5 resolution. We use a total of 80,000 FIRST images from the RGZ Data Release 1 catalog (Wong et al. 2019, in prep) in this paper.
Hand labelled RGZ annotations of the dataset contain the number of components for every resolved source in the image (Banfield et al. 2015) . These annotations also include the number of brightness peaks above a set threshold within an image. We have encoded these labels as components-peaks, e.g single component with a single peak is 11, two components with two peaks is 22. tamination is often a major component of the feature space of the RGZ training set. These elements must be removed, as we found that without proper preprocessing, clustering resulted in two classes: "noisy" and "not noisy", distinguished only by intensity distribution. Early preprocessing methods used in this investigation were effective at removing noise but had a tendency to remove faint sources and produce artifacts. As a result, we adopted the preprocessing method of Galvin et al. (2018) with results shown in Figure 2 . This approach corrects blank pixels in images at the edge of the FIRST image mosaic, sigma clips and normalises pixel intensity using the following procedure:
1. Blank pixel regions found in images close to the edge of the FIRST mosaic are corrected. This correction replaces these masked values with a random sample of the mean and standard deviation of valid pixels around the outer edge region of the image (assuming a normal distribution). These samples are extracted from the outer regions of the image with few astronomical features to properly sample the background noise.
2. Noise is removed and background flux is corrected with sigma clipping. This operation subtracts the mean background pixel value and clips all pixel intensities below 1 σ to zero.
3. Intensity scaling is applied to normalise the global intensity of each image.
4. All images are additionally cropped for the purposes of this paper, from 132 × 132 pixels to the centre 120x120 pixels to reduce the dataset size while preserving salient features.
METHOD
In this section, we outline our method of reducing RGZ images with convolutional autoencoding to a compact feature vector for clustering and visualisation using a SOM and K-means clustering. These methods were developed using the Python Language using a 24 core Intel(R) Xeon(R) Central Processing Unit (CPU) E5-2650 v4 at 2.20GHz. We implemented our system using a number of Python machine learning packages. The Google Tensorflow Machine Learning Library (Abadi et al. 2016 ) was used to create the autoencoder network, and Somoclu library (Wittek et al. 2013 ) was used to implement the SOM.
Affine Invariant Convolutional Autoencoders
In our method, we extract the latent relationships of RGZ image features using a convolutional autoencoder.
We use a convolutional autoencoder with three convolutional layers trained on a random sample of 10,000 images and validated on a separate set of 10,000 images. Table 2 outlines the implemented NN autoencoder with a MLP architecture. The architecture was chosen experimentally through a brief set of trials to determine the best performing configuration. All convolutional layers use the Leaky Rectified Linear Unit activation function (Maas et al. 2013, LReLU) given its demonstrated success (LeCun et al. 2015) . All activation functions in this network use an activation function slope of 0.2. Additionally, the Adaptive Moment (Kingma & Ba 2014, Adam) optimiser was chosen with a Tensorflow default learning rate of 0.01 due to its considerable use and success as a simple, computationally efficient and effective method in training large networks (Ruder 2016) . We use a small batch size of 16 images during training. Small batch sizes in this range have been previously shown to allow autoencoder training to converge on solutions faster than larger batch sizes (Wang et al. 2017) The encoder output layer here is a max-pooling operation, with the decoder input layer restoring the latent vector to its dimensions before max pooling with a linear interpolator. A latent vector with a 900x1 shape is the consequence of the number and dimensions of kernels used in the network. These dimensions can be modified by scaling the input image, however, it was found that training converged quickly with this 900x1 latent vector. The dimensions of this vector represent a significant reduction to the original image dimensions (120x120, 14400x1) while still containing sufficient free parameters to preserve information for decompression with minimum error.
Loss is calculated as the pixel Mean Square Error (MSE) between the autoencoder prediction image and the input image, averaged across the batch. We investigate rotational invariance by also training on images randomly rotated during training. This rotational invariance ideally prevents clustering methods from recognising rotation as a feature distinguished enough to separate it from its class. As the autoencoder is still being trained on rotation, these features will still be encoded into the latent vectors but with less weight.
Self Organising Maps
Self-Organising Maps (SOM) are data analysis methods used in unsupervised clustering and data exploration. SOMs create similarity maps or learning manifolds of input data where distinct groups of neurons reflect latent clusters in the data. A SOM models datasets by iteratively updating a grid of neuron weight vectors m t . This is achieved by moving toward similar data points x(t) on the SOM manifold by refining neurons weights with a neighbourhood distance function h ci of each neuron i, by a decaying learning rate α which is balanced to let all neurons stabilise in optimal time, as characterised in Equation 1. A well-trained SOM after m epochs will visualise the distribution of the input RGZ training data as various high-level topological relationships and morphology distributions.
We trained our SOM on a random sample of 30,000 autoencoder latent vectors and validated with a separate 30,000 latent vectors. Neither set includes encoded RGZ images used in autoencoder training or validation to ensure the system remains relatively generalisable. This training was conducted with a focus on efficiency and demonstrating reasonable clustering using the following procedure:
1. Initialise SOM grid neurons with a PCA learning manifold of the latent feature vector set. This ap- 
Output 120 × 120 × 1 --proach allows the SOM to model an already delineated PCA space.
2. Select a random latent feature vector from the training set. Figure 3 . Overall pipeline configuration with the convolutional autoencoder architecture and self-organising map used in this paper. This network compresses input images with 14400 elements to the latent feature vector with 900 elements for clustering. Encoder and decoder architecture is identical with three convolutional layers at 1, 32 and 1 layers deep, selected experimentally. The SOM weights are initialised using PCA and trained on the encoded latent vectors. Learned SOM weights are reconstructed using the decoder network of the autoencoder to display an approximation of the learned radio-astronomical features. K-means clustering is applied to SOM weights and labeled for verification to compare the map clusters against RGZ labels.
function can be represented with several shapes by their radius, namely:
Linear:
and Gaussian:
where exponential decay is given by:
and linear decay:
where τ is a decay constant, usually given as the number of training epochs. D(x, y) is given as the distance function (Euclidean distance for the purposes of this paper) between the weight vector of the current excited neuron n c and weight vector of the winning neuron n i on the SOM grid position i.
5. Update learning rate and radius based on respective input decay rates. Similar to learning rate decay, this neighbourhood decay function can be expressed with an exponentially or linearly decaying σ:
6. Iterate until a training epoch stop condition is met or learning and neighbourhood rates have decayed to a limit or zero. In our approach, each iteration of the full dataset is considered an epoch as the entire dataset is taken into account with no minibatch training.
The SOM output is a set of learned neuron weight vectors associated to locations on the SOM grid. We interpret these vectors and locations using a unified distance matrix (Ultsch 1993, UMAT) . This UMAT is visualised as a heat map of the Euclidean distance between each neuron and its neighbourhood. We display the learned weights of each neuron by reconstructing the weight vector as an image with the decoder side of the autoencoder. Given an appropriately trained SOM will contain weights mapped to the latent vector training set, they can ideally be reconstructed into an approximation of the radio-astronomical features encoded into the neuron weight. We display these weights and the RGZ image of the closest matching latent vector on each neuron over the UMAT. Additionally, we assess the ability of the SOM to separate complexity and anomalies by plotting the distribution of the UMAT distance value of each SOM neuron and colour coding the closest matching RGZ label and source classification of each neuron.
K-means Clustering
We segment the SOM unified distance matrix (UMAT) in 4 and 8 clusters using the K-means algorithm (Lloyd 1982) . This algorithm groups objects by assigning inputs a cluster based on a metric such as Euclidean distance. This is an iterative process where the distance between each cluster pair is calculated as the average distance of its consistent objects. Input clusters are continually refined based on this distance until the changes in each cluster reach a stop condition. These clusters are discrete, where an object is assigned to only one cluster. We use these clusters as proxies for complex and simple feature vectors on the SOM. K-means clusters of K = 4 and K = 8 clusterings were chosen solely to demonstrate the general clustering ability of the system with the 20 × 20 sized SOM used in this paper. The K-means clustering is conducted on the learned weight vectors of each neuron and was implemented using the Scikit learn package (Pedregosa et al. 2011) .
We display K-means clustering results by colouring each neuron on the UMAT grid to indicate its associated cluster. Entropy,Ê is also used here as a metric to describe the distribution labels in the matching data samples (images) of each neuron's receptive field.
where n i is the number of class occurrences i and N the total number of occurring classes. A low entropy indicates good consensus where most images matching a given neuron have the same label. Conversely, a high entropy indicates the matching images of a neuron have a wide range of different labels. We normalise this entropy for clarity to a range from 0 to 1.
The complete system outlined in this method section is shown in Figure 3 .
RESULTS
This section outlines the results and performance of our approach at each stage of the method.
Autoencoder Training and Image Reconstruction
The autoencoder trained on RGZ images demonstrates successful compression and decompression across the dataset. This is demonstrated in Figure 4 where the reconstructed image strongly approximates the input image, the general morphology and most of the peak and component counts. From this figure, we determine the autoencoder is capable of recognising and preserving enough key image features to successfully predict the original image from the compressed latent vector. The difference images in the figure show the autoencoder loses most fidelity around the edges of regions and reconstructs background noise with low error. Blurring in the reconstructed image has a square kernel shape and is expected due to the shape of the max pooling and convolutional layers. Autoencoder difference images also show the background noise of each image. Additional layers and training may allow the autoencoder to better generalise the dataset image features to remove this blurring and background noise. Figure 5 indicates that training with random rotation augmentations allows the autoencoder to converge on a solution faster and with slightly lower error than training without random rotation augmentations, despite training on the same training set. Faster convergence with the random rotations is apparent early in training even though the network has not yet been trained on more than one rotation per image. This is likely the result of increased variance in the images. This variance may be caused by the rotation of any remnants of the instrument PSF which are ordinarily oriented across all images. Similar effects have been observed with increased variance in autoencoder training using random noise injection which has been shown to improve autoencoder training (Vincent et al. 2010) .
The average training time for this autoencoder using random rotation augmentations and with an unaugmented training set is 26.51 and 25.17 seconds per epoch of 10,000 images respectively. Figure 5 suggests that training has converged by the 3 rd epoch after the 1500 th batch for both training methods. At this epoch, the total training time is 79.53 seconds and 75.51 seconds for the random rotation and normal training conditions respectively. The slight increase in training time between these two training approaches is negligible and likely the consequence of performing the rotation operation on each training image. The time to encode 30,000 RGZ images for SOM training or validation is 252.75 seconds at an average of 0.0084 of a second per image. While the random rotation augmentation results in a total encoding time of 440.25 seconds at an average of 0.015 of a second per image.
Self Organising Map of Latent Image Vectors
The Self-Organising Map (Kohonen 1997 ) was trained to produce a 20×20 neuron toroidal UMAT as displayed in Figures 6-9 . This map was created in 25.528 seconds with an average of 2.127 seconds per epoch for 12 epochs. We trained the SOM using a linear learning rate and neighbourhood decay function, with a Gaussian neighbourhood function. This configuration was chosen as it was the set of training hyper-parameters that provided the most accurate modelling of the RGZ images. An initial learning rate of 0.01 was chosen as a default in a manner similar to the selection of the autoencoder learning rate. The initial rate was decayed during training based on the linear decay function toward 0.001. This decay occurred over 12 training epochs, which was found to sufficiently model the training set. These many epochs were found to be sufficient to model the latent vector features and is similar to Geach (2012), which also use a nominal 10 epochs for training.
Both UMATs trained on latent vectors with and without random rotation augmentations are shown with an overlay of the decoded neuron weights and each neuron's closest matching RGZ images.In both training cases, these clearly show the morphology distribution of RGZ image features where the Euclidean distance between the learned weight of each neuron and their neighbouring neurons displayed as a heat map. In these tests, the decoded weight map illustrates which relationships and morphologies have been modelled, while the map containing the closest matching images illustrates the real radio-astronomical features that match the neuron weights.
The morphological clusters in these maps are not highly discrete with neurons essentially representing a probability distribution of latent feature vectors. These clustered regions are sub-clustered by orientation, with similarly oriented objects clustered together with gradual transitions between classes. We expect to see this gradual transition between classes of images given these objects do not have entirely discrete classifications. In both decoded neuron weight maps, we observe a number of neurons that appear as a rotated average of a central source radio image and extended emission. These morphologies are clear in Figure 6 , in neurons of the region 5-3,6-9 and Figure 7 , in a similar region with neurons of the region 7-4,8-10.
The low distance regions of the UMATs contain prototypes and decoded neuron weights as compact single sources.Morphologies in this central compact region gradually progress in complexity to compact multi-point sources, sources with globular morphologies, and benttail sources toward higher distance regions. Images placed in high distance regions have a latent feature vector with a high UMAT distance value to surrounding neighbours, which highlight outliers within the RGZ image set. These results are also illustrated in Figure 10 , which show the distribution of UMAT distance values of neurons across the map. This figure shows a clear separation of simple, complex and anomalous classed sources, in addition to RGZ label 11, 12, 22 and 33, based on the UMAT distance value.
The differences between the results obtained when trained on the rotated augmentation latent vectors and with normal latent vectors are minor, with the random rotations producing slightly more defined peaks in the UMAT distance value distributions in Figure 10 . However, it appears that the SOM trained on latent vectors produced by an autoencoder with random rotation contains less prominent average rotation weights. This improvement is likely due to the autoencoder encoding rotation information in the latent vector, which has allowed the SOM to separate these rotations and clean these average rotated weights. Although rotation is not a meaningful radio-astronomical feature, these changes produce an easier to interpret map for both the decoded weight map and the map displaying the closest matching RGZ neuron images. The map trained using latent vectors produced from random rotations in the autoencoder was used for all subsequent tests due to these improvements.
The increased rotational dependency observed in these tests raise questions regarding the true nature of rotational invariance in a SOM. For a neuron to be rotationally invariant, morphological features must be the only feature that is clustered by the system. For this to be the case, genuine rotational invariance would result in all neurons on the SOM being mapped with the same position angle, or for each neuron to contain all possible position angles, as the observed rotated average morphology seen in decoded neuron images. These concepts suggest that greater rotational invariance may be found on maps with more of the observed averaged rotation neurons.
K-means Clustering and Verification with RGZ labels
Test results for the map segmentation using K-means clustering are shown for each SOM using an image of the SOM grid with decoded neuron weights and map displaying the closest matching RGZ image, with a Kmeans colour coding on each neuron for the assigned Kmeans cluster Identification Number (ID) number. All K-means cluster ID numbers are arbitrary as they are assigned in an unsupervised manner. All associated ID colours are assigned as discrete colour intervals to visually differentiate individual clusters IDs. Two tables are included for each test. The Table 3 and 6 describe the division of the map assigned to each cluster and associated entropy statistics. Tables 4 and 6 describe for every cluster, the division of neurons with the label of the closest matching RGZ image to each neuron, the total division of the RGZ images with that label in the cluster and the associated entropy statistics.
These results demonstrate that the K-means clustering is separating SOM neurons closely related to morphology and to a lesser extent, the rotation angle of the source features. Clusters also appear to segment morphologies by their relative complexity. There are definitive simple, complex and intermediate groups divided by the clustering, with clear groups of relatively simple clusters which are comprised of mostly point sources (RGZ label 11), compact multi-peak single component sources (RGZ label 12), complex sources with highly separated sources or sparse sources with distant companions. Regarding general clustering quality, all tests show reasonable connectedness with few neuron clusters inter-mixing. The total clustering time for this SOM is negligible at 0.160 and 0.176 seconds for K = 4 and K = 8 clusterings respectively
In the K = 4 clusters, the UMAT in Figures 11 and 12, appears to be segmented into four groups with varying complexity. As summarised in Table 6 , in the most simple group, cluster ID 1, a 0.88 division of the cluster contains RGZ labelled point sources, which contains a division of 0.73 of all RGZ point sources in the dataset. Similar clustering is seen in the more complex cluster 0, where a vast majority of the cluster contains radio-doubles and a majority of the radio-doubles in the dataset reside. The remaining clusters 2 and 3, appear to segment largely medium complexity sources such as RGZ labelled 12 and a mix of 11 and 22 labels.
We observe more meaningful clusters with the K = 8 clustering tests shown in Figure 13 and 14. These clusters segment the map into similar groups to the K = 4 clusters but with clusters containing higher population divisions, where many groups are dominated by divisions in some cases of between 0.600 and 0.977 of the same RGZ labelled source. This can be seen with complex clusters such as 2 and 4 containing mostly RGZ labelled 22 sources. Similarly, simple clusters such as cluster 3, are almost entirely comprised of RGZ label 11 point sources and contain most of the point sources from the dataset. Similar to the K = 4 cluster tests, there are a number of intermediate clusters such as cluster 5 and 6, with medium complexity that contain a vast majority RGZ label 12 sources.
In the K = 4 and K = 8 clustering tests, neither tables are listing more complex labels such as 33, as these form a minute population of the dataset, but are visible by their morphology in the learned UMAT, as contained in the identified highly complex clusters. Most notable are clusters 0 and 3 from the K = 4 cluster test, and clusters 1 and 2 in the K = 8 cluster tests, which contain highly complex and interesting sources showing a wide range of extended features. Although the K = 8 cluster test contains more meaningful clusters, it appears a balance must be reached with the number of clusters and neurons available in the map. Using too many clusters may cause groupings to split logical classes to satisfy the K cluster value, or too few clusters which may result in true divisions and relationships on the map being under-represented or not revealed.
It is evident through these observations and the population division tables, that the K-means algorithm is segmenting morphologies and associating relationships not entirely correlated to the RGZ labels despite the clustered maps showing reasonably clear and logically assigned clusters based on morphology and complexity. These results indicate that the relationships learned by the system may be more complex than peak and component counts and therefore under-represent them. This detection of labels different from those of the training set is wholly expected since the system is trained in an unsupervised manner.
Across all tests, there are several evident entropy and map population effects. Most notably, mean cluster entropy values increase with the presence of more complex and anomalous sources. As expected, point sources have the lowest mean entropy due to their simplicity and the greatest neuron population across the map due to the point source bias in the RGZ dataset. Higher complexity sources, represent a smaller part of the training set and appear to have consistently smaller cluster populations, but significantly greater mean entropy due to their complexity. These population and entropy statistics effectively reveal not only the types and complexity of morphologies in the dataset but also effectively describe the original label distributions and biases.
The difficulty when trying to use clusters as classifications on a continuous manifold can be seen by both the label cross-overs found between many K-means classes and the point made by Kohonen (1997) ; SOMs are not explicitly designed for hard classification. The original principles of SOM learning will not produce highly distinct clusters, but will instead produce these results: a semantic map of outliers, regions, and morphologies rather than highly distinct groups. These qualities are largely seen with the blurring of features in neu-ron weights due to the relatively small 20 × 20 map size compressing the true feature space. It is possible that in exceptionally large SOM these relationships may have enough space to become sufficiently separated for discrete classification. Reduction of blurring effects in small crowded SOMs such as ours and the highlighting of outliers have also been successfully shown in Tasdemir & Merényi (2009) , by instead implementing a new connectivity measure for the similarity of SOM prototypes that produces a more effective detection of manifold structures.
The total training time of this system is competitive with other methods from literature such as Polsterer et al. (2016) . Our approach produces similar SOM morphologies with square neurons and significantly reduced processing time as python code using a 24 core CPU requiring 14.55 minutes for the full autoencoder training of 10,000 images, encoding of 10,000 images, SOM training of 30,000 images, validation of an additional 30,000 images and final clustering, compared to 17 days with 200,000 images using python code on a 8 core CPU. The difference in data volume is the likely cause, where even with random rotation autoencoder training, our SOM training latent vectors contain only 900 elements per image, opposed to a total of 1,331,280 elements per image including rotations used in Polsterer et al. (2016) . Our plans are to improve each of the three distinct components, the autoencoder, self-organising map and clustering algorithms. By varying the latent vector sizes and structure of the autoencoder we will achieve a better balance between training time and accuracy. Additionally, we will be using a stacked architecture to train latent vectors for multi-channel data. The SOM will be further improved with heat map display of entropy in addition to gathering more performance metrics such as precision and reliability. We will also investigate other clustering algorithms trained in different learning spaces and projections. Additional variables such as map size can be eliminated and more dynamic relationships examined using a growing SOM (Rauber et al. 2002) . We aim to further investigate affine invariance in SOM by training on images aligned to a common major axis and with all central components scaled to the same size. As previously discussed, the SOM output appears is continuous. Consequently, the challenge of more definitive and in-depth source classification can be viewed as a regression problem. We aim to continue working in this direction to create a machine learning regression framework auxiliary to the SOM to regress the continuous SOM morphologies into discrete classes. Additionally, future investigations will also focus on determining the scalability of this method when applied to significantly increased data volume and more numerous classes.
CONCLUSION
We conclude that the coupling of self-organising maps with convolutional autoencoders is an effective method of data exploration and unsupervised clustering of radioastronomical images. Our approach directly addresses the growing survey processing time and provides a better means to explore large datasets automatically with a total processing time less than 15 minutes for 80,000 images. Our results demonstrate an accurate visualisation of morphology distributions found within the RGZ dataset. Our results show the capabilities of this method in locating outliers as high UMAT distance values and in K-means clustering with a distinct class of highly complex sources with low dataset population. By combining clustering with citizen science projects such as Radio Galaxy Zoo, greater efficiency can be achieved with volunteers inspecting only a small sample of objects from each cluster or being guided by likely morphologies in each cluster. The speed of this method holds implications for use on large future surveys, large-scale instruments such as the Square Kilometre Array (SKA) (Johnston et al. 2007 ) and in other big data applications.
