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ABSTRACT 
Semiconductor photonic devices are a rapidly maturing technology which currently 
occupy multi-billion dollar markets in the areas of LED lighting and optical data com-
munication. LEDs currently demonstrate the highest luminous efficiency of any light 
source for general lighting. Long-haul optical data communication currently forms the 
backbone of the global communication network. Proper design of light management 
is required for photonic devices, which can increase the overall efficiency or add new 
device functionality. In this thesis, novel methods for the control of light propagation 
and confinement are developed for the use in integrated photonic devices . 
The first part of this work focuses on the engineering of field confinement within deep 
subwavelength plasmonic resonators for the enhancement of light-matter interaction. 
In this section, plasmonic ring nanocavities are shown to form gap plasmon modes 
confined to the dielectric region between two metal layers. The scattering properties, 
near-field enhancement and photonic density of states of nanocavity devices are studied 
using analytic theory and 3D finite difference time domain simulations. Plasmonic ring 
vii 
nanocavities are fabricated and characterized using photoluminescence intensity and 
decay rate measurements. A 25 times increase in the radiative decay rate of Er:Si02 'is 
demonstrated in nanocavities where light is confined to volumes as small as 0.01(~) 3 . 
The potential to achieve lasing, due to the enhancement of stimulated emission rate in 
ring nanocavities, is studied as a route to Si-compatible plasmon-enhanced nanolasers. 
The second part of this work focuses on the manipulation of light generated in pla-
nar semiconductor devices using arrays of dielectric nanopillars. In particular, aperiodic 
arrays of nanopillars are engineered for omnidirectional light extraction enhancement. 
Arrays of Er:SiNx nanopillars are fabricated and a ten times increase in light extrac-
tion is experimentally demonstrated, while simultaneously controlling far-field radiation 
patterns in ways not possible with periodic arrays. Additionally, analytical scalar diffrac-
tion theory is used to study light propagation from Vogel spiral arrays and demonstrate 
generation of OAM. Using phase shifting interferometry, the presence of OAM is exper-
imentally verified. The use of Vogel spirals presents a new method for the generation of 
OAM with applications for secure optical communications. 
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Chapter 1 
Introduction 
1 
The development of photonic devices which generate, modulate and detect light has been 
a rapidly growing research field and commercial technology in the past few decades. A 
wide range of applications are addressed in photonics including solar energy harvesting, 
solid state lighting, optical data communication and optical chemical and biological sens-
ing. Ultimately, optical signals are converted to electronic ones which can be integrated 
with microelectronic technology. In many cases materials research and processing tech-
niques developed for and used in the solid state electronics industry can be leveraged for 
semiconductor photonic devices in an effort to move towards cheap, scalable production 
and integration of photonic devices with microelectronics. This work focuses on the 
optical design, implementation and demonstration of novel methods for the trapping 
and control of light propagation most applicable to solid state lighting and integrated 
optical data communication. A brief overview of the challenges faced in these two areas 
are addressed which gives a context for this thesis. 
1.1 Integrated Photonic Data Processing 
As information technology advances, one of the growing limitations to overall system 
performance is becoming electronic data links (wires). The bandwidth of electronic com-
munication is limited by parasitic heating and. crosstalk in highly integrated systems. 
This limitation can be alleviated by replacing electronic links with optical ones where 
significantly higher data rates are possible.(Miller, 2009) In an optical data link an elec-
tronic signal is converted into an optical one, transmitted to a remote location and then 
converted back into an electronic signal. To accomplish this a coherent light source is 
needed which is either modulated directly or with an external modulator. Moreover, a 
waveguide is needed to transmit the signal and a photodetector. A layout for a photonic 
integrated circuit, aimed at terabit/s data transfer with 80 parallel data channels is 
shown in Figure 1·1. As the demand for bandwidth grows, photonic integrated circuits 
are becoming more complex requiring the integration of large numbers of individual 
components(Nagarajan et al., 2012). Additionally, as system size and data rates grow, 
integration of optical components with electrical ones will become increasingly impor-
tant . For these requirements to be met , low cost, scalable systems of photonic integrated 
components, similar to electronic ones are crucial. One route to cheap scalable photonic 
components is the use of Si-based materials(Pavesi and Guillot, 2006). 
1.1.1 Silicon Photonics 
Silicon electronic technology has enabled the computer and telecommunications revolu-
tion that has become ubiquitous in modern society with the number of transistors on a 
chip growing exponentially (Moore's Law) over the last 40 years. Silicon microelectron-
ics can now be made reliably at very low cost on an extremely large scale. However, due 
to the indirect bandgap of silicon, light absorption and emission processes are extremely 
inefficient(Ossicini et al., 2004). While compound semiconductor materials provide a 
fairly versatile platform for devices capable of light generation, modulation and detec-
tion(Nagarajan et al. , 2012) , devices based on these materials are extremely expensive 
compared to Si based ones. Additionally, these semiconductor materials are not compat-
ible with CMOS processing making the monolithic integration of these devices with Si 
based photonic or electronic devices challenging. A large amount of research has focused 
on the development of Si-based or CMOS compatible photonic devices for integrated op-
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Figure 1·1: Schematic of a photonic integrated circuit intended to deliver ter-
abit/s data transfer. On top is the layout of the transmit chip with integrated, 
tunable. distributed feedback lasers and Mach-Zender modulators. On bottom 
is the layout of the receive chip with wavelength demodulation, local oscillators 
and high speed photodiodes for coherent detection.(Nagarajan et al. , 2012) 
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tical data processing(Ossicini et al., 2004). High quality Si waveguides, modulators and 
detectors have been demonstrated(Pavesi and Lockwood, 2004; Kang et al., 2008; Liu 
et al., 2007; Xu et al., 2005). Optically excited Si or Si-based lasers have been demon-. 
strated(Liu et al., 2010; Rong et al., 2005), however electrically excited lasers Si lasers 
are still the topic of much research. Current methods for light generation in Si photonic 
circuits rely on optical gain in compound semiconductor chips which are bonded to Si 
chips.(Fang et al., 2006) 
1.1. 2 Silicon Light Emission 
One of the challenges in creating Si light sources comes form the indirect bandgap of Si. 
In materials with an indirect bandgap, transfer of charge carriers between the valence 
and conduction bands requires a change in wavevector which cannot be provided by a 
photon. A schematic of the Si band diagram is shown in Figure 1·2(Pavesi, 2008). For 
electronic transitions to occur near the band edges interaction with a phonon is required, 
making the process much less likely to occur. The typical time scale of light emission 
in Si, called the radiative lifetime, is in the ms range. The non-radiative mechanisms in 
Si, such as Auger recombination, are quite efficient(Pavesi, 2008; Ossicini et al., 2004), 
making the non radiative lifetime very fast and the intrinsic quantum efficiency for Si 
very low, ~ 10-4 - 10-5 . For direct gap semiconductors the internal quantum efficiency 
is much higher, on the order of 10-1 . To make light emission in Si more efficient either 
the radiative lifetime must decreased or the non-radiative lifetime increased. 
Many approaches have been taken to make Si-based, optically active devices through 
materials engineering. The creation of Si nanostructures has also been widely explored 
where the quantum confinement of excitons can alter light emission processes. Here, light 
emission and even optical gain have been observed from Si nanocrystals(Pavesi et al., 
2000). Additionally, strong light emission has been observed from Si nanowires(Irrera 
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et al., 2012; Guichard et al., 2006; Sivakov et al., 2010). Studies of Si superlattices(Lu 
et al., 1995; Ruan et al., 2003; Dal Negro et al., 2008; Warga et al., 2008) have also 
shown light emission. While significant progress has . been made, light emission from 
these structures, typically in the visible, is not compatible with Si waveguides since 
photon energies are above the Si bandgap. 
Some of the attempts include doping Si with other elements to create traps where 
Si excitons can be confined and radiatively recombine(Ossicini et al., 2004). Er ion 
doping in particular has received much attention due the possibility of generating light 
at 1.55J.Lm from the 4 ! 13; 2 to the 4 ! 15; 2 energy state transition in the Er3+ ion(Becker 
et al., 1999) . However, energy back transfer has lead to inefficient luminescence in cSi. 
The Er doping of c-Si has proved i~effective, however Er doping of Si-based materials, 
such as Si02 , has shown very efficient light emission and relatively broadband gain. Er 
emission, at 1.55J.Lm, also coincides with the absorption minima of silica fibers. For these 
reasons Er-doped fiber amplifiers and lasers form the backbone of the current global long-
haul communication network(Desurvine, 1994) . However, the small absorption cross 
section (O" ~ 4 x w-21cm2)(Becker et al., 1999), low level of possible Erbium doping due 
to the onset of clustering, and typically low activation percentage of Er ions, limits the 
achievable gain. In fiber based devices low gain can be offset with long interaction lengths 
and high Q resonators, however the geometry of on-chip optical sources is limited. Thus 
far, the low optical gain, and difficulty of electrical current injection has limited the use 
of Er:Si02 for on-chip optical sources. 
To increase the absorption cross section, Er-doped materials with Si nanocrystals 
have been studied. In these materials energy absorbed in the relatively large Si nanocrys-
tals can be transferred to the Er ions(Kik et al., 2000; Priolo et al., 2001). The presence 
of Si nanocrystals can also facilitate electrical pumping(Iacona et al., 2002; Pacifici 
et al., 2003) . Excitation cross sections of~ w-16cm2 have been demonstrated, but free-
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carrier absorption has prevented the realization of optical gain(Kik and Polman, 2002). 
Er-doping of Si-rich SiNx has also shown significant increases of absorption cross section 
in amorphous materials(Yerci et al., 2009). In these materials the SiNx matrix can be 
pumped over a wide energy range and energy transfer to Er has been shown with strong 
emission at 1.55J.Lm(Yerci, 2011; Yerci et al., 2010) . Moreover, fast energy transfer to 
Er ions is observed, causing a significant reduction in free carrier absorption(Li et al. , 
2008; Li, 2010). The increased refractive index of SiNx over Si02 makes it a preferable 
material for the creation of on-chip optical devices. 
Despite significant material advances, Er-doped Si-based materials still exhibit low 
gain and have not proved effective for on-chip coherent optical sources. One method to 
increase this relatively weak light emission is by engineering the local density of photonic 
states (PDOS). By increasing the PDOS in optical micro/nanocavities (Purcell effect), 
increases in the radiative emission rate, quantum efficiency and stimulated emission rate 
can be realized(Vahala, 2003). Purcell enhancement in both photonic and plasmonic 
nanocavities has been studied in a large variety of resonant cavities including many 
examples of enhanced Er light emission(Gopinath et al., 2010; Schubert et al., 1993; 
Creatore et al. , 2009; Bao et al. , 2007; Gong et al. , 2010a; Kroekenstoel et al. , 2009; 
Gong et al., 2010b; Vredenberg et al., 1993). The focus of this thesis is the development 
of plasmonic and photonic devices for the enhancement of Er-based light emission in Si 
materials. 
1. 2 Review of Optical Micro /N anocavities 
The goal of this thesis is the enhancement of Er light emission, however the same prin-
ciples can be applied to other material systems. In this section, an overview of photonic 
and plasmonic optical resonators is given along with a discussion of the advantages and 
disadvantages of each. The discussion presented here is by no means an exhaustive 
7 
Light ConfinementTechniques 
Photonic 
High Q, Large V 
Whispering Gallery Wh ispering Gallery, Integrated 
(a) 
Fabry-Perot 
(b) . . .. ,_, _ 
c~; !~'!:7.!~ ""• 
W~«;14#1-
Photonic Crystal 
(d) (g) 
Planar SPP 
Plasmonic 
LowQ,SmaiiV 
MIMSSP 
Spherical LSP MIM LSP 
Dye dopod 
Siliu shcll 
./ 
(h) 
Figure 1·3: (a) Micro-toroidal photonic resonator (Armani et al ., 2003) (b) 
Micro-disk cavity (Djordjev et al., 2002a; Choi et al., 2003; Djordjev et al., 
2002b) (c) Fabry-Perot cavity formed by distributed Bragg reflectors (Vuckovic 
et al., 2002; Pelton et al., 2002) (d) Photonic crystal defect cavity (Gong et al., 
2010b; Painter et al., 1999) (e) SPP laser (Ma et al., 2010) (f) MIM SPP laser 
(Hill et al., 2009) (g) Spherical nanoparticle SPASER (Noginov et al., 2009) (h) 
MIM coaxial laser (Khajavikhan et al., 2012) 
study of optical cavities, which is a rich field with a wide range of applications. This 
discussion will focus on optical resonators for use in producing coherent radiation for 
on-chip data communication. The devices investigated here have been broken into two 
broad categories, those that use purely dielectric materials, photonic, and those that in-
corporate metals for the formation of surface plasmons, plasmonic. Photonic resonators 
typically have higher Q factors than plasmonic devices, but the optical mode size is 
diffraction limited. The excitation of surface plasmons allows for light confinement be-
low the diffraction limit, but absorption in metallic layers limits the Q factor . 
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1.2.1 Photonic Microcavities 
The first type of photonic microcavity investigated here is a micro-toroidal resonator 
(Armani et al., 2003; Polman et al. , 2004). The micro-toroidal resonator depicted in 
Figure 1·3 (a) is made of a toroid of silica 1201-Lm in diameter. Micro-toroidal resonators 
can have ultra-high Q factors in excess of 108 where whispering gallery modes are excited. 
The optical mode in a micro-toroid travels around the outside of the structure where it 
is confined by total internal reflection. Realization of ultra-high Q factors also depends 
on low materia1losses, making silica the material of choice and operation around 1.55/.Lm 
typical. While the Q factors in micro-toroids are very high, coupling to and from the 
cavity is typically achieved using a tapered optical fiber, making integration with other 
devices on chip difficult. Additionally, the suspended nature of these devices makes 
electrical injection challenging, a requirement for light sources used in on-chip data pro-
cessing. While the geometry of micro-toroidal resonators makes integration challenging, 
micro-disk resonators (as depicted in Figure 1·3 (b)) can readily be integrated with on-
chip optical waveguides . Since micro-disk structures are not suspended, confinement 
of light requires the use of materials with higher index than silica (due to substrate 
effects) , which typically also have larger losses. The changes in material choice and ge-
ometry lowers the Q factor to ~ 104 . Micro-disk structures are commonly employed for · 
on-chip resonators and add-drop filters(Djordjev et al., 2002a; Choi et al. , 2003; Djord-
jev et al. , 2002b). Micro-disk resonators also have significantly smaller mode volumes 
than micro-toroidal resonators, as small as~ 6(.A/n) 3 . Suspended micro-disk resonators 
have also been studied, including demonstration of lasing with Er(Kippenberg et al., 
2006). However, suspended micro-disks, like micro-toroids, cannot be easily int egrated 
or electrically pumped. 
Another type of widely used photonic resonator is the Fabry-Perot (FP) microcavity. 
Photonic FP cavities, shown in Figure 1·3 (c) , are typically formed by distributed Bragg 
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reflectors (DBRs). Due to the versatility of .these microcavities, which can be formed 
vertically or horizontally, and their small overall size, FP cavities with DBR mirrors 
are widely used for semiconductor lasers. The reflectivity of DBR mirrors can be tuned 
electronically by applying external voltage to the device. In particular, by indepen-
dently tuning the reflectivity of both mirrors, sampled grating distributed Bragg reflec-
tor (SGDBR) lasers(Jayaraman et al., 1993; Barton et al., 2003) can be tuned over wide 
wavelength ranges and are commonly used in photonic integrated circuits(Nagarajan 
et al., 2012). Modification of spontaneous emission in FP cavities has also been demon-
strated(Solomon et al., 2000; Gerard et al., 1996) with Q factors of ~ 103 and mode 
volumes of~ 5(A./n)3 . As discussed in detail later in this thesis, large Purcell enhance-
ment of Er light emission cannot be achieved with high Q factor alone, but requires 
the use of cavities with small mode volume. Photonic cavities with the smallest mode 
volume are those formed by defects in photonic crystals (PhCs), as shown in Figure 1·3 
(d). Optical bandgaps can form in PhCs where light is forbidden to propagate at certain 
wavelengths. When made with a defect, light will be confined inside the defect region 
forming a photonic crystal microresonator(Painter et al., 1999; Altug et al., 2006; Gong 
et al. , 2010b; Akahane et al., 2003). High Q factors, ~ 6 x 105 and small mode volumes, 
~ 1(A./n)3 , make these promising photonic structures for achievement of large Purcell 
factors . Two-dimensional PhCs can be chip integrated and light can be coupled with 
waveguide structures. One drawback to PhC resonators is that while the optical mode 
size is small, the overall device footprint can be quite large. As with all photonic cavities, 
the mode size is still limited by diffraction. 
1.2.2 Plasmonic Microcavities 
The second class of micro-resonators relies of the formation of plasmon polaritons, al-
lowing the confinement of light past the diffraction limit, but at the cost of increased 
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absorption. Figure 1·3 (e) shows a plasmonic laser where planar surface plasmon po-
laritons (SPPs) are formed on a Ag film and confined to an optically active region of 
CdS(Ma et al., 2010). A highly confined plasmon mode is formed on the Ag and the 
index contrast at the edges of the CdS provides reflection, forming a nanocavity. A Q 
factor of 450 was displayed in this device along with a mode volume of 8(.X/n)3 . Lasing 
is achieved at 500 nm and a Purcell factor of 14 is demonstrated. The mode size in 
this device is limited vertically by the decay length of the field into the dielectric region. 
The polariton decay length can be decreased further by the excitation of gap plasmons, 
where modes are limited by the size of dielectric gap regions . Gap plasmon modes can 
exhibit strong field confinement with a large portion of energy confined to the dielectric 
region between two metallayers(Maier, 2006) . Figure 1·3 (f) shows a metal-insulator-
metal (MIM) nanocavity laser which operates at l.5J.Lm. In this device a slab InGaAs 
is encapsulated in Ag to form a plasmonic MIM nanocavity with a Q factor of 140 and 
volume of l(.X/n) 3 (Hill et al. , 2009) . This device is particularly interesting as lasing is 
observed under electrical excitation, however the mode volume is relatively large due to 
the length of the device. 
Both plasmonic nanocavities presented so far rely on the formation of SPPs. In this 
case the mode size is still diffraction limited in the direction of propagation. While 
this approach is promising, smaller mode volumes can be achieved by the excitation of 
localized surface plasmons (LSPs) with plasmonic field confinement in all three dimen-
sions. Figure 1·3 (g) shows a surface plasmon laser (SPASER) which is formed around 
a spherical metal nanoparticle(Noginov et al., 2009). A 14nm diameter Au particle is 
coated with a gain medium, and suspended in solution, which displays lasing at 525nm. 
The SPASER has a mode volume of 0.001(.X/n)3 but a Q factor of only 14. While the 
mode volume is very low, this approach is impractical for on-chip integration as it is 
solution based. The simplicity of the geometry also leaves little room for tuning the 
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wavelength response of the nanocavity. By taking advantage of both LSP, and gap plas-
mon formation, even smaller mode volumes can be achieved in more versatile devices. 
Figure 1·3 (h) shows a circular MIM resonator which has been used to demonstrate 
lasing at 1.55J.Lm with an InGaAsP gain medium. Here plasmon modes, which occupy 
the dieiectric region between two circular metallic layers, confine light to a volume of 
.14(.A/n)3 with a Q factor of SO(Khajavikhan et al., 2012). Additionally, passive de-
vices based on this geometry have been demonstrated with modes volumes as small as 
0.0015(.A/n)3(Melli et al., 2013) and theoretical studies have shown mode volumes as 
small as 0.00073(.A/n)3 (Vesseur et al., 2010). By changing the geometry, mode tunabil-
ity over a wide wavelength range can be achieved, providing a versatile on-chip platform 
for deep subwavelength light confinement . . 
In this thesis , a novel method for the deep subwavelength confinement of light in 
plasmonic nanocavities is presented using Si-based Er-doped materials. Devices based 
on this concept are designed, fabricated and characterized showing strong Purcell en-
hancement of light emission. A perspective is given on the possibility of achieving laser 
action for nanoscale Er-doped Si-based sources. 
1.3 Thesis Overview 
This thesis is divided into two separate sections both related to the demonstration of 
new methods for light emission enhancement in photonic devices. The first section fo-
. cuses on the use of cylindrical metal-insulator-metal devices for the enhancement of 
radiative emission rate relying on strong field confinement due to the formation of sur-
face plasmons .. The second section focuses on the use of photonic nanopillar arrays to 
increase light extraction from planar light emitting devices and to encode orbital angular 
momentum onto light . 
In this chapter an overview of the motivation and context of the work was given. In 
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Chapter 2 a theoretical framework for light emission enhancement is given with a focus 
on enhanced radiative emission rate caused by increases in the photonic density of states 
(PDOS). A brief overview of the formation of surface plasmon polaritons and localized 
surface plasmons is given. In Chapter 3 an overview of the optical design methods used 
in this thesis are given with particular focus on a method derived and implemented for 
the calculation of PDOS in multilayered concentric cylinders. In Chapter 4 the optical 
properties of metal-insulator-metal structures are explored which provide strong field 
confinement and increased PDOS due to plasmon formation . In Chapter 5 plasmonic 
ring nanocavities, which operate on the same principles discussed in Chapter 4, are 
designed, fabricated and characterized displaying an increase in the PL intensity and 
spontaneous decay rate of Er ions by over 20 times. A perspective is given on how lasing 
with Er as an active medium could be achieved. 
The second part of this thesis contains work related to the enhancement of extraction 
efficiency, control of radiation patterns and generation of OAM. Chapter 6 contains 
the optimization, fabrication and demonstration of aperiodic arrays of nanopillars for 
light extraction. In Chapter 7 a theoretical formulation for light propagation through 
arbitrary arrays of nanoparticles is derived and the ability of Vogel spiral arrays to encode 
OAM onto scattered light is demonstrated. In Chapter 8 an experimental technique for 
the measurement of OAM is introduced and used to show the generation of OAM from 
Vogel spirals. Finally in Chapter 9 conclusions are drawn from this work and future 
related work is discussed. 
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Chapter 2 
Theory and Background 
2.1 Introduction 
In this chapter some general principles of light emission and its modification in photonic 
devices is discussed. First, spontaneous emission, absorption and stimulated emission 
are studied in an idealized two-level system with emphasis on how each process is affected 
by the density of photonic states. A more detailed quantum theory of light emission is 
presented to reinforce these conciusions. Next , the topic of light emission enhancement 
in photonic devices by modification of fundamental radiative processes is discussed. 
The Purcell enhancement factor for increased spontaneous emission rate is discussed 
along with its limitations for materials with emission bandwidth comparable to resonant 
cavity linewidth. A more rigorous calculation of enhanced spontaneous emission rate is 
shown and applied to Er light emission for resonant cavities with increasing Q factor. 
The results of this calculation show that confinement of light to small volumes is more 
important for realizing large emission rate enhancement than resonator Q factor. Finally, 
the formation of propagating and localized surface plasmon polaritons is discussed as a 
route for the subwavelength confinement of light . 
2.2 Fundamentals of Light Emission 
2.2.1 Idealized Two ~evel System 
The fundamentals of light emission can be expressed most simply using an idealized 
two-level system where an electron can occupy one of two quantized energy levels. The 
electron can move from one state to the other through the absorption or emission of 
a photon who's energy equals that of the difference between the two allowable energy 
states. In Figure 2·1 (a) the process of spontaneous emission is depicted where an 
electron spontaneously (without the prior presence of a photon) moves from the upper 
energy state E2 to the lower energy state E 1 through the emission of a photon with 
energy nw = E2 - E 1 . The change in population of the two energy states, n 1 and n 2 
can be expressed as 
(2.1) 
(2.2) 
where A21 is the Einstein A coefficient(Saleh and Teich, 2007; Einstein, 1916). The 
change in populations must be equal and of opposite sign so that electron number is 
conserved in the system. In Figure 2·1 (b) absorption is depicted where an electron 
moves from the lower to upper energy state by absorbing an incoming photon. In this 
case the change in population of the lower energy state is given by 
(2.3) 
where p( w) is the spectral energy density. Finally, Figure 2 ·1 (c) depicts stimulated 
emission where a photon causes an electron to move from the upper to lower energy 
state producing a photon which is identical to the first. The change in population due 
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Figure 2·1: Light emission processes depicted in a two level system. (a,b,c) 
show spontaneous emission, absorption, and stimulated emission respectively. 
The states have energies E 1 and E 2 and the photons have energy nw = E2 - E 1 . 
to stimulated emission is given by 
(2.4) 
Since both absorption and stimulated emission depend on an incoming photon, the rate . 
of change is dependent on the photon density of the incident radiation. Absorption 
and stimulated emission are often considered to be time reversed processes and for non-
degenerate energy states B 12 = B 21 . Spontaneous emission on the other hand can be 
considered a stimulated emission process where the vacuum field energy provides the 
input causing photons to decay to the lower energy level. 
We can see from the form of Equation 2.1 and 2.2 that the rate of photon emission 
from a population of electrons in state 2 will follow an exponential decay in time with 
the decay rate determined by the magnitude of A21 . We can then define A21 as, 
(2.5) 
where tsp is the spontaneous emission lifetime. Einstein showed that there is a funda-
mental relationship between the A and B coefficients which can be expressed as 
w3 
2t ' 7r sp 
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(2.6) 
allowing us to express B21 as 
,\3 
B21 = ---87rhtsp . (2.7) 
While the value of A21 can be calculated from the principles of quantum mechanics 
if the composition of the material is known it usually more practical to measure it 
experimentally( Saleh and Teich, 2007). 
The energy states and photons in the idealized system are considered to have single 
well defined energy values. The fundamental uncertainty relationship between energy 
and time however prohibits this behavior in dynamical systems. The finite bandwidth 
of an energy level transition is described by the transition cross section, a(w), which 
determines the spectral lineshape of photon emission. Photons at different energies oc-
cupy different modes in free space and the likelihood of an energy level transition taking · 
place (which determines tsp) is dependent on the number of photon modes available over 
~w , the bandwidth of the transition. The density of photon modes in free space, Pts(w) , 
is given by 
2w2 
Pts(v) = -3 
7rC 
Since Pts(w) varies slowly over a(w) for most materials we can express the, tsp as 
1 
- ex Pts(wo)~w 
tsp 
where w0 is the center frequency of the transition cross section. 
2.2.2 Quantum Theory of Electron Photon Interaction 
(2 .8) 
(2.9) 
Though an idealized two-level system can be used to describe fundamental light mat-
ter interactions, a more rigorous definition these processes must consider the quantum 
interaction of electrons and photons(Chuang, 2009). Consider an unperturbed system 
described by the hamiltonian, H 0 , in the weak coupling regime. Incident light on the 
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system causes a perturbation allowing a new Hamiltonian to be written as, 
e ___. 
H~Ho--(A·P) 
2mo (2.10) 
where A is the vector potential, m 0 is the electron mass, e is the electron charge and 
pis the momentum operator. Equation 2.10 takes into account the Coulomb gauge, 
V ·A= 0, and leAl« IP1, which allows the elimination of terms dependent on larger 
powers of A. Choosing the incident optical field of a plane wave gives A the form, 
A eAocos(k. r- wt) 
Ao ·k- - · t Ao ·k- - · t e-et ·r e-tw + e-e-t ·r etw 
2 2 (2.11) 
where k is the wavevector, w is the optical frequency and e is the electric field unit vector. 
The interaction ·Hamiltonian, H'(f, t) can now be written as H'(f, t) = H'(T)e-iwt + 
H'+(rjeiwt where 
H'( ~ eAoeik·r ~ ___. r 1 =- e·p 2mo (2.12) 
and H'+(rj is the Hermitian adjoint of H'(T). Using this formalism the transition rate 
of electrons due absorption by an incident photon is given by, 
(2.13) 
where 11) and 12) are the initial and final energy states indicated in Figure 2 ·1. The rate 
of stimulated emission with an incident photon is given by 
(2.14) 
Equation 2.13 and Equation 2.14 assume that initially the electron is in state 11) and 
12), respectively. Similarly, and consistently with the model presented in Section 2.2.1, 
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the rate of spontaneous emission is given by 
. (2.15) 
where p( w) is the photonic density of states. Scattering relaxation can be taken into 
account by replacing the delta function with a Lorentzian of the form, 
(2.16) 
where the area under the curve has been normalized to one. This will give a linewidth 
of 2"( to the spontaneous emission, absorption and stimulated emission spectrums. 
2.2.3 Purcell Enhancement 
It was once thought that the spontaneous decay rate was a fundamental material prop-
erty however as suggest by Purcell(Purcell, 1946) it is now known that the decay rate 
can be altered by the surrounding environment. By changing the density of photonic 
states the rate of spontaneous emission can be either suppressed or enhanced. One 
example of an optical device which alters the density of states is a photonic crystals 
in which strong fluctuations of refractive index on a length scale similar to the optical 
wavelength can cause the formation of photonic bandgaps where the density of states is 
strongly suppressed. A second example is an optical cavity where the trapping of light 
at resonant frequencies can increase the photonic density of states. The increase in the 
photonic density of states in a resonant cavity is given by the so called Purcell factor, 
(2.17) 
where Q is the resonator quality factor and V is the resonator volume. Purcell enhance-
ment has been shown to strongly modify the spontaneous emission rate in resonant 
cavities of many different geometries over the past several decades (Vredenberg et al. , 
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1993; Kroekenstoel et al. , 2009; Noginov et al., 2006; Russell et al., 2012) . We can see 
however, from the relationship between spontaneous emission, stimulated emission and 
absorption outlined in this section that increased spontaneous emission rate will also 
increase the optical absorption rate and the rate of stimulated emission. Much of the 
work in thesis focuses on the design of Purcell enhancement in photonic and plasmonic 
devices as well as the ability to exploit enhanced stimulated emission to make Si-based 
lasers. 
2.3 Light Emission Enhancement 
With the basic details surrounding the modification of radiative processes laid out in 
the previous section it is time to address how these effects can be used to enhance light 
emission. Though there are many forms of luminescence the focus of this discussion will 
be on photoluminescence (PL) , where light is emitted after the absorption of a photon. 
The rate of PL photon flux, ¢PL , is given by 
(2.18) 
where </Jpump is the rate of pump photon flux, 'T/abs is the absorption efficiency, 'T/IQE is 
the internal quantum efficiency and 'T/ext is the extraction efficiency(Novotny and Hecht , 
2006). The photoluminescence process involves the absorption of a pump photon, decay 
of excited electron through production of PL photon and extraction of that photon. 
Each part of the process has an associated efficiency, 'T/abs , 'T/IQE and 'T/ext, .respectively. 
The modification of the density of states in photonic and plasmonic devices can affect 
all three of these processes. 
The first way to enhance light emission is through an increase in the absorption 
efficiency, 'T/abs· In Equation 2.3 the rate of light absorption was shown to be propor-
tional to the B 12 coefficient. The magnitude of the B 12 coefficient is dependent on the 
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spontaneous emission lifetime and hence the PDOS. By increasing the PDOS (and also 
local electric field) light absorption rate can be significantly increased. Since the rate 
of absorption varies with incoming number of photons it is more common to express 
absorption in terms of the propagation length (instead of time) . needed for absorption 
which will be decreased by an increase in the B 12 coefficient. In a finite sized device a 
shorter absorption length will lead to a larger absorption efficiency though the amount 
of increase depends on the starting absorption efficiency. 
The second way to enhance light emission is by changing the internal quantum 
efficiency, 7JIQE, given by 
7JIQE = f r + f nr (2.19) 
where rr is the radiative emission rate, the rate at which electrons loose energy by the 
production of photons, and r nr is the non-radiative emission rate. When the population 
of the lower energy state exceeds that of the upper, or at low photon flux, the main 
c;ontribution to r r will be from spontaneous emission. If the spontaneous emission rate 
increases so will rr leading to an increase in 7JIQE· In devices with optical gain and 
large photon flux, such as lasers, stimulated emission can significantly increase r r as 
well. This increase in 7JIQE due to stimulated emission is what gives lasers such high 
efficiencies. As with changes in 7Jabs the total possible increase in 7JIQE depends strongly 
on the starting value, materials with low 7JIQE experience stronger enhancements with 
increased photonic density of states(Novotny and Hecht, 2006). 
The final factor which leads to light emission enhancement is the extraction effi-
ciency, 7Jext· Here the effect of an increased photonic density of states in not as obvious. 
One detrimental factor to 7Jext is reabsorption of photons which would be increased as 
discussed previously. However, many photonic devices are designed to redirect light out 
with minimal propagation length in the device, leading to lower total absorption. Since 
this is a complex topic which depends strongly on device design and application it will 
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not be discussed here but covered in detail in the second part of this thesis. 
2.3.1 Saturation of Purcell Effect 
In the derivation of Equation 2.17 the density of states is considered to be constant, 
limiting its applicability cases where the spontaneous emission bandwidth is smaller 
than the resonant cavity bandwidth(Purcell, 1946). This distinction is important as 
using Equation 2.17 to calculate spontaneous emission rate enhancement in high Q 
cavities will lead to a large overestimation. To calculate the enhancement of spontaneous 
emission rate accounting for finite emission bandwidth a more rigorous definition of the 
spontaneous emission rate, Rsp, must be used, given by, 
(2.20) 
where Pe1(E) is the electronic density of states pop(nw) is the photonic density of states 
(PDOS) and L(E- hw) is the lineshape function due to homogeneous broadening of the 
emitter linewidth. Equation 2.20 takes into account both a non-uniform pop(nw) and 
finite spontaneous emission bandwidth through the product Pe~(E)L(E- hw ). When 
pop(nw) does not strongly depend on frequency (i.e. , free space) the spontaneous emission 
lineshape is proportional to Pel(E) X L(E- nw). In the limit of Pel(E) X L(E- nw) ---+ 
o(E- hwc) , where hwc is the resonance frequency of the cavity, Equation 2.20 will be 
proportional to pop(nw) at the cavity central frequency, equivalent to its definition in 
Equation 2.17. By comparing Equation 2.20 in a resonant cavity with that of free space 
a more rigorous spontaneous emission enhancement can be calculated. 
To calculate spontaneous emission rate the resonant cavity PDOS, Pcav(w), must be 
used, which is given by 
Nc(w) OW 1 
Pcav(w) = V = 27rV (w- wo)2 + (-¥)2 (2.21) 
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where ow is the linewidth of the cavity. Though the PDOS in the cavity increases at the 
resonance frequency, the PDOS integrated over frequency ( -oo to oo) is independent 
of Q (and ow) . New photon states are not created by a resonant cavity they are just 
redistributed in frequency. This means that as the Q factor of a resonator increases 
and ow becomes more narrow than the spontaneous emission bandwidth in the cavity 
there will be a saturation in the enhancement with further increase of Q. Using Equa-
tion 2.20 the spontaneous emission enhancement factor for cavities of different volume 
and Q factor is calculated considering Er as the active material, the results are shown in 
Figure 2·2. The blue, red and green solid line show the increased spontaneous emission 
rate (according to Equation 2.20) in cavities with increasing Q factor and volumes of 
0.01(~) 3 , 0 . 1(~? and 1(~) 3 respectively while the dotted lines show the calculation of 
Fp using Equation 2.17. The vertical dotted black line is the Q factor corresponding 
to the FWHM of Er light emission. This shows that as the lineshape of the resonator 
becomes more narrow than the light emission bandwidth of the material in the cavity 
the increase of spontaneous emission rate saturates. Thus, large spontaneous emission 
enhancement cannot be achieved by large Q factor alone, shrinking the cavity volume 
is crucial. 
2.4 Light Localization by Surface Plasmons 
In Section 2.3 factors for light emission enhancement are discussed which largely rely 
on the confinement of light. In particular, high spontaneous emission enhancement 
factors for materials with homogeneously broadened light emission can only be achieved 
in small volume cavities due to the saturation of Purcell enhancement. One challenge 
in confining light to small volumes is that its wave nature typically precludes it from 
occupying volumes smaller than >.3 . One way to confine light beyond the diffraction 
limit is through the excitation of surface plasmons . . 
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Figure 2·2: Enhancement of spontaneous emission rate calculated for Er emis-
sion using the spontaneous emission rate given by Equation 2.20 (solid lines) as 
a function of cavity Q factor. Three cavity Volumes are considered with normal-
ized volumes of 0.01(*)3 (blue) , 0.1(*)3 (red) and 1(*)3 (green) . The vertical 
dotted black line shows the FWHM of Er spontaneous emission. When the cav-
ity Q factor surpasses FWHM of Er spontaneous emission the rate enhancement 
saturates. The colored dotted lines show the Purcell factor calculated according 
to Equation 2.17 which ignores the homogeneous linewidth broadening. 
2.4.1 Surface Plasmon Polaritons 
A plasmon is the quantum of oscillation of the free electron charge density which takes 
place at the plasma energy. Using the free electron model the plasma energy, Ep , is 
given by,(Kittel, 1996) 
E = n Jn;2_ 
p v~ (2.22) 
In noble metals the bulk plasma frequency, vP = E,;, is in the visible spectrum(Novotny 
and Hecht, 2006). Excitation of a bulk plasmon can be understood as a collective 
longitudinal oscillation of the conduction electron density relative to the fixed changes 
of the atomic nuclei. The displacement of electrons establishes an electric field inside the 
metal as charge density accumulates on the surface. The electric field from this charge 
build up in turn provides a restoring force for the conduction electrons. The plasma 
frequency is the natural frequency of this oscillation(Maier, 2007). 
At the interface of a metal and dielectric material, it is possible for a photon to 
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Figure 2·3: Schematic of a surface plasmon polariton at the interface of a 
metal and a dielectric. 
couple to a plasmon and form a surface plasmon polariton (SPP). The electric field 
fluctuations provided by the plasmon causes confinement of the optical field to lengths 
significantly smaller than the wavelength, which strongly increases the local electric field. 
A schematic of a SPP is shown in Figure 2·3 with propagation along the metal surface. 
The electric field of a time harmonic electromagnetic wave in 2-dimensions is given 
by, 
(2 .23) 
with the wave propagating in the X-direction. A surface wave exists at the boundary 
of two materials with E field decaying . exponentially in the Z-direction (as depicted in 
Figure 2·3) with propagation constant f3 = kx given by(Novotny and Hecht, 2006) 
(2.24) 
f3 is a complex number where the SPP propagation length, L, is given by L = 21~[.8] " 
The field profile in the vertical direction decays exponentially as e-lkzllzl where kz = 
Jk5 - {32. The formation of an SPP is only possible in TM polarization and when the 
electric permittivities of the materials are of opposite sign and satisfy E1 + E2 < O(Shalaev 
and Kawata, 2006; Maier, 2007) . 
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2.4.2 Localized Surface Plasmons 
Additionally to propagating SPPs, localized SPPs (LSPs) can be excited on metal 
nanoparticles. In this case the free electrons of the metal nanoparticle couple with 
the photon, similar to SPPs. Due to the confinement of free electrons to the particle, 
the dispersion of LSPs depends on the size and geometry of the metal nanoparticle. The 
curved surfaces of the nanoparticle provide a restoring force for the oscillating electrons 
and a resonance can occur, called the plasmon resonance. When the particle is excited 
by photons near the plasmonic resonance energy, its electromagnetic response increases 
dramatically(Novotny and Hecht, 2006; Maier, 2007). The excitation of LSPs can cause 
confinement of light to smaller volumes than propagating SPPs, due to plasmon forma-
tion in 3-dimensions. The decay length of the electric field into the dielectric region will 
still limit the overall electric field confinement . 
For a spherical metallic particle in the quasi-static limit, d « .X , where d is the 
particle diameter, the dipole moment, p, is given by(Maier, 2007) 
(2.25) 
where a is the particle radius, E is the permittivity of the imbedding medium, and 
Em is the permittivity of the metallic particle. A schematic of the particle is shown 
in Figure 2·4 (a). By defining the polarizability as, p = EoEmaE0 , we find that the 
polarizability of a sphere is given by, 
4 3 E- Em a = 1ra . 
E+ 2Em 
(2.26) 
Interestingly, we can see that, a, will have a maximum when jE + 2Eml is minimized. 
In this condition the dipolar surface plasmon mode of the particle is excited. The 
magnitude of the polarizability of Ag and Au nanoparticles with 50nm diameter is 
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shown in Figure 2·4 (b) which is calculated using experimentally measured material 
data(Johnson and Christy, 1972). For the Ag nanoparticle, shown in blue, there is a 
strong resonant increase in a around 350nm and for the Au nanoparticle, shown in 
red, there is a significantly weaker resonant response around 520nm. The resonance of 
both particles happens when Real( Em) = -E/2, however I mag( Em) limits the increase in 
polarizability. The resonant effect of the Ag particle is much stronger due to the weaker 
absorption in Ag. The electromagnetic field profile of a Au nanoparticle, excited at the 
dipolar resonance, is shown in Figure 2·4 (c) . Strong field confinement is observed at 
the surface of the particle quickly decaying into the dielectric medium(Noginov et al., 
2009). The large polarizability of the particle at the plasmonic resonance will increase 
the scattering and absorption cross sections, Csca and Cabs, respectively. Generally, 
the scattering (absorption) cross seciton is given by the scattered (absorbed) power, 
normalized by the incident intensity, Csca = WJ.ca. In the quasi-static limit, Csca and 
' 
Cabs can be approximated as(Bohren and Huffman, 1998), 
C = k41 12= 87rk4 61 E- Em 12 
sea 6 a 3 a 2 7r E+ Em 
(2.27) 
3 E-E Cabs= klm[a] = 47rka Im[ m ] 
E + 2Em 
(2.28) 
for particles with a « >... Interestingly, Cabs scales with a3 while Csca scales with a6 . Due 
to this behavior the absorption of very small particles tends to dominate the scattering. 
2.5 Conclusions 
In conclusion, this chapter outlines many of the theoretical concepts which will be used 
later in this thesis . First, light emission and absorption processes are discussed in an 
idealized 2-level system and the relation of each process to the PDOS is described. A 
quantum theory of light emission is also presented to reinforce these conclusions. Next, . 
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Figure 2·4: (a) Schematic of a metallic nanoparticle excited by a planewave. 
(b) Polarizability of Au (red) and Ag (blue) nanoparticles (50nm diameter) 
calculated using Equation 2.26 (c) Local electric field on a 14nm diameter Au 
nanoparticle excited at the plasmonic resonance. (Noginov et al. , 2009) 
the modification of the PDOS in resonant cavities (ie Purcell enhancement) is discussed 
along with limitations of the Purcell formula when spontaneous emission bandwidth 
is larger than the resonant cavity linewidth. A more rigorous definition of enhanced 
spontaneous emission rate is shown and calculations of enhanced rate are provided for 
resonant cavities of increasing Q factor considering Eras an active medium. It is found 
that high spontaneous emission enhancement cannot be achieved by large Q factor alone 
and shrinking the cavity volume is crucial. Finally, the formation of surface plasmon 
polaritons is discussed as a way of confining light past the diffraction limit. 
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Chapter 3 
Computational Methods 
· 3.1 Introduction 
In this chapter the computational methods used in this thesis for the calculation of scat-
tering, near-field enhancement and PDOS in plasmonic structures are explained. First, 
a detailed derivation of the electromagnetic response of a 2D system of multilayered, 
concentric cylinders is presented. This method is based on a Mie theory type approach 
where the electric and magnetic fields are expressed in a set of circular basis functions 
which allow for the matching of boundary conditions at layer interfaces and calcula-
tion of electromagnetic fields to an arbitrary degree of accuracy. Using this method, 
the response of a multilayered cylinder to plane wave excitation is calculated providing 
the scattering properties and the local electromagnetic fields within the device. Next, 
the response of the multilayered cylinder to a point source excitation is derived which 
is used to calculate the local density of photonic states. Though this method is accu-
rate and efficient the geometry which can be simulated is limited, to investigate other 
systems and calculate the response of 3-dimensional devices the finite difference time 
domain (FDTD) method is used. A brief summary of the FDTD method is presented 
here along with a discussion of its pros and cons as a method for simulating photonic 
devices. 
3.2 Analytic Calculation of Optical Properties In Concentric 
Multilayered Cylinders 
In general the propagation of electromagnetic waves through an arbitrarily shaped par-
ticle cannot be solved analytically. However, for certain systems, having a high degree of 
symmetry, closed form solutions do exist . One example was discovered nearly a century 
ago by Gustav Mie (Mie, 1908) who solved for the wave propagation inside a sphere of 
arbitrary size and electric permittivity. Similar solutions have been derived for infinite 
cylinders that take. advantage of their circular symmetry(Bohren and Huffman, 1998). 
Due to the separability of time and space in the wave equations, spatial solutions for 
wave propagation must satisfy the Helmholtz equation,(Novotny and Hecht, 2006; Saleh 
and Teich, 2007) 
\72 A( f)+ k2 A= 0. (3 .1) 
In 2-dimensions the solution to Equation 3.1 can be expressed as a linear combina-
tion of Bessel functions in the radial variable and complex exponential functions in the 
azimuthal variable,(Bohren and Huffman, 1998) 
inf 
A(r) = L [Anln(kr) + BnHn(kr)]e-in<jJ (3.2) 
n=-inf 
where In ( kr) is the Bessel function of the first kind and Hn ( kr) is the Hankel function of 
the first kind. By expressing the electromagnetic field using Equation 3.2 the scattering 
from an cylinder of arbitrary electric permittivity can be calculated. The origin of 
the coordinate system is chosen to be at the center of the cylinder and the field on 
the inside and outside of the cylinder are related by the boundary conditions at the 
interface. For the boundary conditions to be satisfied at the surface of the cylinder 
the tangential component of the electric field and the normal component of the electric 
displacement must be constant across the boundary. The orthogonality of the terms 
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in Equation 3.2 allows for the boundary conditions to be satisfied independently for 
each summation order. By solving the system of equations formed by the boundary 
conditions the coefficients An and En are found and the field can be reconstructed using 
Equation 3.2(Bohren and Huffman, 1998). 
This same formulation can be extended to solve for the electromagnetic response of 
a concentric multilayered cylinder(Lawrence and Dal Negro, 2010). In this case the out 
of plane (Z-direction) field component in the lth layer, U1(r, ¢), is given by 
inf 
ut(r, ¢) = L [A~ln(ktr) + E~Hn(ktr)]e-in<P. (3.3) 
n=-inf 
A schematic of the problem is shown in Figure 3·1 where a multilayered concentric 
cylinder with m layers is constructed, centered at the origin. The thickness of the layers is 
specified by (r1, r 2, . .. , rm) and the electric permittivity is specified by (E1, E2 , .. . ,Em, Em+l), 
where Em+l is the permittivity of the surrounding medium. Within each layer the field is 
determined by the A~ and E~ terms where the ln terms give the contribution of waves 
propagating towards r = 0 and Hn terms give the contribution of waves propagating 
towards r-+ oo. Due to the divergence of Hn(O) and oscillatory behavior of ln(r-+ oo) 
the coefficients Am+l and E 0 are set to 0. Using this formulation of the problem the 
homogeneous Helmholtz equation can be solved to find eigenfunctions of the system or 
the inhomogeneous Helmholtz equation can be solved to find the response of the system 
to an arbitrary source(Boriskin and Nosich, 2002; Lawrence and Dal Negro, 2010) . 
3.2.1 Plane Wave Excitation 
In this section the solutions for a planewave excitation will be presented. To add a source 
to the problem Equation 3.3 must be modified as(Lawrence and Dal Negro, 2010) 
00 
ut(r, ¢) = U~(r, ¢) + L [A~ln(ktr) + E~Hn(ktr)]e-in<P _ (3.4) 
n=-oo 
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Figure 3·1: The geometry of a multilayered cylinder of m layers each having 
outer radius rm , forming m+ 1 zones each specified by a complex permittivity 
Em· The three coefficients in each zone, A, B and C will give the value of the 
fields in that zone. The is indicates the location of the source for point source 
excitation. 
where u;(r, ¢)is the source contribution to the field in the lth layer. The contribution of 
the source is only explicitly added in the layer containing the source, in all other layers 
the source contribution is included in the transmitted field components. It is necessary 
to express the source as a sum of Bessel functions so that the boundary conditions can 
be matched for each Bessel order. Using the Jacobi-Anger expansion, a plane wave 
traveling in the X-direction can be expressed as,(Bohren and Huffman, 1998) 
00 
e ikx = e ikrcosrj> = I: in Jn(kr) e inrf> _ (3.5) 
n=-oo 
By combining this with Equation 3.4 we arrive at a new expression for the field , 
00 
n=-oo 
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where(Bohren and Huffman, 1998) 
(3.7) 
With the problem of excitation by a plane-wave explicitly stated a solution can be 
found by solving the matrix equation formed from the boundary conditions. Using 
Equation 3.6 the Z-component of the field is calculated which corresponds to either the 
electric (TE) or magnetic (TM) field depending on the input. Using the time harmonic 
formulation of Maxwell's equations(Saleh and Teich, 2007; Novotny and Hecht, 2006) 
\7 x H = iwEE (3.8) 
\7 x E = -iwjlH (3.9) 
the other field components can be calculated. The calculation of the curl can be done 
numerically or more accurate solutions can be found which analytically relate the other 
field components to the A~, B~ and C~ coefficients. When the incident light is polarized 
orthogonal to the axis of the cylinder (TM) the non-zero field components are, 
00 
Hz= L [Anln(klr) +BnHn(klr)]e-in¢ (3.10) 
n=-oo 
00 
Er = L ~[Anln(klr) + BnHn(klr)]e-in¢ 
EWT 
(3.11) 
n=-oo 
(3.12) 
n=-oo 
and when the incident light is polarized along the axis of the cylinder the non-zero field 
components are given by 
00 
(3.13) 
n=-oo 
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00 
Hr = L -n[AnJn(kzr) + BnHn(kzr)]e-in¢ 
wr 
(3.14) 
n=-oo 
(3.15) 
n=-oo 
Additionally to the electric field we would like to find the scattering efficiency for 
multilayered cylinders which is calculated by finding the power of the field that is scat-
tered away from the structure. The power in the far-field, W, is given by integrating 
the Poynting vector flux through a cylindrical surface around the structure,(Bohren and 
Huffman, 1998) 
127!" W = RL 0 (S)rd¢ (3.16) 
where R is the radius of the cylindrical surface, L is the length and ( S)r is the radial 
component of the Poynting vector in the outer region problem (m+1layer). The Poynt-
ing vector is given by S = E x H* which will require all of the field components for 
calculation. When the expressions for each field component are substituted in for E and 
H, the following expression is found 
(3.17) 
n=-oo 
for the case of non-zero Hz and 
(3.18) 
n=-oo 
for the case of non-zero Ez. The integration in Equation 3.16 is now trivial as the 
expression does not depend on ¢ and the scattering efficiency can be expressed as(Bohren 
and Huffman, 1998) 
Q = ~ ~ jBM+lj2 scat n · 
7rTM 
n=-oo 
(3.19) 
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A similar technique is used to calculate the extinction efficiency, Qext, expressed as, 
inf 
Qext = ~Re(B{{+l + 2 L B!;!+l ). 
1fTM 
· n=l 
(3.20) 
With the solution to planewave excitation laid out , the excitation by a point source can 
now be considered. 
3.2.2 Point Source Excitation 
In this section solutions to a point source excitation are given which will allow for the 
calculation of the PDOS. The PDOS, p(rs; w), can be obtained according to(Novotny 
and Hecht, 2006) , 
2wn2 · 
p(r;w) = --2 Jm[Tr[G(r, r ;w)]]. 7fC (3.21) 
where n is the refractive index and G(r, r8 ; w), the Green's Tensor, is the system impulse 
response to a point source located at located at r 8 • To find the three diagonal components 
of the Green's tensor we will have to solve the problem for the three different source 
orientations, considering a source with dipole moment oriented along the x, y and z axis 
of the Cartesian coordinate system. Averaging over orientation gives the response of 
randomly oriented emitters .. By calculating the Green's tensor at the location of the 
source we find how field generated by a source is reflected and acts on itself. 
Similarly to the procedure used to solve for the response to a planewave, in order 
to take advantage of the cylindrical symmetry of the problem, we need to express the 
source term as an expansion of Bessel and Hankel functions centered at the origin of our 
reference system (see Figure 3·1). As a result , we obtain the following representation 
for the fields everywhere in the structure: 
00 
(3.22) 
n=-oo 
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where, 
Xn(kzr) = { ln(ktr), r < T 8 
Hn(ktr) r > T 8 (3.23) 
and C~ are the expansion coefficients of a source with an arbitrary field profile. The 
function X~ is a Bessel function in regions including the origin and becomes a Hankel 
function in unbounded regions in order to correctly handle singularities and to allow for 
power conservation in the system. The z-component of the field (electric or magnetic, 
depending on the dipole orientation) for an electric dipole can be expressed as:(Asatryan 
et al., 2007; Lawrence and Dal Negro, 2010) 
Ha(klr- f'sl)/(4i) 
-H1(k!T- f'sl)sin(¢>)/(4) 
H1(klr- f'sl)cos(¢>)/(4) 
(3.24) 
(3.25) 
(3.26) 
where Us,a(a = x, y , z ) is for an a-oriented dipole and ¢> = arg(r- f's). To use these 
source profiles in Equation 3.22 the functions must be expanded in a sum of Bessel and 
Hankel functions centered at the origin. This can be done using Graf's addition theorem 
if r < T 8 
if r > rs (3.27) 
which expresses a Bessel/Hankel function centered in one location as a sum of weighted 
Bessel/Hankel functions centered at a different location. The source coefficients for a 
dipole are(Lawrence and Dal Negro, 2010) 
{ 
-1 [H (k r )e-i(n- 1)c/>. + H (k r )e-i(n+1lcf>· J 
s _ 8i n-1 s s n+ 1 s s , 
en - -1 [1 (k r )e-i(n-1)cf>s + 1 (k r )e-i(n+l)cl>s] 8i n-1 s s n+1 s s , 
for an x-oriented source, 
c~ = { .![H (k r )e-i(n-1)c/>. - H (k r )e-i(n+l)cf>s ] 8 n-1 s 8 n+1 8 s ' !. [1 (k r )e-i(n-1)cf>s - 1 (k r )e-i(n+l)cf>s ] 8 n-1 s s n+1 s s , 
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if r < T 8 
if r > T 8 
if r < T 8 
if r > rs 
(3.28) 
(3.29) 
for a y-oriented source and, 
C~= { 1 H (k ) -in</>8 4i n sTs e ' 1 J (k ) -in</>8 4i n sTs e ., if r < T 8 if r > T 8 (3.30) 
for a z-oriented source. The C~ coefficients are zero outside of the layer containing the 
source. With the source properly defined for each orientation the problem can now be 
solved and calculation of the field at the location of the source will give the PDOS, 
according to Equation 3.21. Since the matrix equation which will be formed for each 
problem separates the source from the rest of the structure, computation time can be 
decreased by doing a single matrix inversion and multiplying the inverted matrix by 
many different source vectors, giving the PDOS at many locations. In addition to the 
PDOS it is interesting to find the power that is radiated to the far-field as opposed to 
being absorbed inside a device. Using the formulation in the derivation of scattering 
cross section in Section 3.2.1, radiated power from a dipole source can also be calculated. 
3.2.3 Notes on Implementation 
The matrix equation for a three-layered structure is shown below, where each set of two 
rows are the two field continuity equations that exist at each boundary, starting from 
the innermost boundary. The zeros arise for coefficients associated with fields that an:! 
not present at that boundary. 
Jn(k1r1) -Jn(k2r1) -H~1)~k2r1) 0 0 0 
E~ J~(k1r1) _.l..J' (k2r1) _1...H'(1 (k r ) 0 0 0 E2 n E2 n 2 1 
0 Jn(k2r2) H~1\k2r2) -Jn(k3r2) -H~1\k3r2) 0 
0 ~J~(k2r2) 1...H'(1 (k r ) -.l..J' (k3r2) -1...H'(1 (k r ) 0 E2 n 2 2 EJ n EJ n 3 2 
0 0 0 Jn(k3r3) H~1)(k3r3) -H~1)(k4r3) 
0 0 0 E~ J~(k3r3) -fgJ~(k3r3) _1...H'(1)(k r ) E4 n 4 3 
(3.31) 
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The A:+l coefficients (outermost layer) and B~ coefficients (innermost layer) have 
been set to zero and do not appear in the matrix equation for reasons detailed in (Bohren 
and Huffman, 1998; Boriskin and Nosich, 2002). The contribution of the source has been 
moved to the right hand side of the equation so the matrix is only dependent on the 
geometry, materials and wavelength of the problem, but not on the source location or 
its field profile. As mentioned above, the C~ coefficients are non-zero only in the source 
layer; therefore most of the terms on the right hand side will vanish once the position of 
the source is determined. Since the source field profile is not yet specified, this matrix 
equation can be used to calculate the system's response to a plane wave or to localized 
point sources. 
3.3 Finite Difference Time Domain Method 
While the analytic methods typically have high accuracy and take a relatively, small 
amount of computational power they are only applicable to specific problems. Though 
they are typically slower and can be less accurate, the use of numerical methods allows 
for the investigation of light propagation in arbitrary geometries. Specifically, in this 
thesis, a commercially available implementation(Lumerical, ) of the finite difference 
time domain (FDTD) method is used to investigate light confinement in 3-dimensional 
plasmonic structures. 
The FDTD method is a well established numerical technique that relies on the dis-
cretization of space in units called Yee Cells(Yee, 1966) which are used to numerically 
approximate solutions to differential equations, in this case Maxwell's Equations. A 
schematic of a Yee Cell is · shown in Figure 3·2 where the edges of a cube are formed 
by the 3 cartesian electric field component vectors and the magnetic field component 
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vectors are normal to the faces. In particular, the finite difference equation, 
of f( x + !:1x )- f(x- !:1x)) 
ox ~ 2!:1x (3.32) 
is used to calculate derivatives, with accuracy increasing with decreasing mesh size, !:1 x. 
Maxwell's Equations can be expressed as a set of six scalar equations as,(Jin, 2011) 
(3.33) 
oEy = ~(OHx _ oHz _ aB ) 
ot E Oz ox y (3 .34) 
oEz = ~(OHy _ oHx _ aBz) 
ot E ox oy (3 .35) 
oHx _ -1 (oEz oEy) 
-------
Ot 1-l oy oz (3.36) 
oHy _ -l(OEx oEz ) 
-- - ---
ot M oz ox 
(3.37) 
oHz _-l(OEy oEx) 
Tt - --; ox - oy · (3.38) 
Ez 
(i+ l , j+ l , k) 
(i, j. k) 
Ex 
Figure 3·2: Schematic of a 3D Yee Cell who's edges are defined by the electric 
field vectors and faces are normal to magnetic field vectors. 
In addition to the discretization of space, a discrete time step must be chosen in the 
FDTD method which determines the time intervals the simulation will take place at. For 
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each time interval the electric and magnetic field will be calculated at each of the Yee 
cell locations. To ensure the stability of the method care must be chosen in picking the 
time step, with relation to the spatial gridding. Both the spatial and temporal griding 
must satisfy (.6.x , .6.y, .6.z) < )../20 and .6.t < (>-./ c)/20, such that the wave nature of 
the light can be properly captured. It has also been shown that stability of the method 
requires that the spatial and temporal step sizes satisfy( Jin, 2011) 
.6.t < --;====::==1=:::::::::=====::: 
- cJ .6.x-2 + .6_y-.2 + .6.z-2 (3.39) 
Using the FDTD method will allow for the calculation of the electromagnetic re-
sponse of an arbitrary structure. Typically one of the most interesting calculations 
would be the continuous-wave ( CW) response of the device over a broad wavelength 
range. If a CW wave was launched into the simulation it would take a long time to 
build to the steady state response and a separate calculation would have to be done for 
each wavelength making the technique far too time consuming and resource intensive 
for most applications. A way around this problem is to launch a short optical pulse 
into the system which is composed of CW waves covering a broad spectral range. The 
light is allowed to propagate in the system until the field has decayed to a reasonably 
low level and a Fourier transform of the time signal is taken to find the CW response. 
This method allows for the calculation of the broadband electromagnetic response with 
a single simulation. 
One challenge introduced by using this Fourier transform is that materials with 
complex permittivity, which are typically specified at discrete points in the frequency 
domain, must be fit with a continuous time function that does not violate causality 
(Kramers-Kronig relations). This material data fitting is handled differently by each 
implementation of the software and can be done quite well for a wide range of materials. 
Another aspect that must practically be considered with this method is the size of 
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simulation domain and the method for terminating that finite window. Obviously for 
the simulations to be of a reasonable computational difficulty a limited .number of mesh 
cells must be used and since the simulation window cannot abruptly be terminated 
without causing a large reflection of the light (due to impedance mismatch) a method 
for terminating the simulation's domain must be devised. One common approach is to 
make the boundaries periodic so that the field at one side is set equal to the field at 
the other. In addition to solving the boundary problem this allows for the simulation 
of infinite sized structures. One limitation is that the structure can no longer be of 
arbitrary shape but must be periodic. 
A second way to terminate the simulation boundary without causing a perturbation 
to the structure is with a perfectly matched layer (PML)(Berenger, 1994). A PML is 
a mathematically constructed material meant to absorb a wave traveling in one direc-
tion without causing any reflection. This is accomplished by applying the following 
transformation to the wave equation(Berenger, 1994), 
0 1 0 
---+ ----,---,-Ox 1 + ia(x) Ox 
w 
(3.40) 
leading to the following transformation in the propagating wave, 
ei(kx-wt) --+ ei(kx-wt)-!!; f a(x')dx' (3.41) 
which is attenuated for a positive sigma, With the boundary conditions taken care of 
the FDTD method can be used to simulate a device with arbitrary geometry excited · 
by an arbitrary source, most commonly a plane wave or a point source. The FDTD 
method can be used to calculate the scattering, reflection, transmission, near-fields and 
PDOS of photonic and plasmonic devices. 
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3.4 Conclusions 
In conclusion, the computational methods used in this thesis have been presented in 
this chapter. First, a detailed derivation of the electromagnetic properties of concentric 
multilayered cylinders has been shown using a Mie theory type approach in 2D. This 
method is used to calculate the electromagnetic response of multilayered cylinders to a 
plane wave excitation and the calculation of scattering cross section is discussed. The 
same method is then used to calculate the response of a multilayered cylinder to a point 
source excitation allowing for investigation of changes in the local density of photonic 
states. While this analytical method is fast and accurate, the device geometry that can 
be investigated is limited. To study other geometries and preform calculation of 3D 
devices the FDTD method is used. A summary of the FDTD method is presented and 
pros and cons of this method are discussed. 
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Chapter 4 
Gap Plasmons in c ·oaxial Plasmonic 
Nanowires 
Reprinted (adapted) with permission from Lawrence, N., Dal Negro, L. Light scattering, 
field localization and local density of states in co-axial plasmonic nanowires, Optics 
Express, Vol. 18, Issue 15, pp. 16120-32. Copyright 2010 Optical Society of America 
4.1 Introduction 
N anoscale structures consisting of layered metal and dielectric interfaces in different 
geometries are a promising platform for plasmonic field confinement due to the possibil-
ity of engineering plasmonic mode coupling, sub-wavelength localization and transport 
phenomena with unprecedented flexibility across wide spectral regions (Maier, 2007; 
Zia et al., 2006; Zia et al., 2004; Catrysse and Fan, 2009; Rybczynski et al. , 2007; 
Kushwaha and Djafari-Rouhani, 2003). It has been shown that planar Metal-Insulator-
Metal (MIM) slot structures support highly localized electromagnetic fields confined in 
nanoscale insulator regions due to the excitation of coupled plasmon modes (Maier, 2007; 
Zia et al., 2006; Zia et al., 2004) , and optical devices based on this concept have been 
demonstrated(Brongersma and Kik, 2007). Additionally, circularly symmetric MIM 
plasmonic nanoshells and ring-disk structures have also been largely investigated in the 
context of hybridization plasmon theory due to their ability to strongly localize po-
lariton fields across the visible and near-IR spectrum by tuning of their geometrical 
parameters(Prodan et al., 2003; Prodan and Nordlander, 2003; Hao et al., 2007) . The 
subwavelength field confinement achieved in these structures make them particularly 
attractive for a variety of nanoscale sensing and light emitting device application(Duan 
et al., 2003; Hu et al., 1999; Tian et al., 2007; Colombo et al., 2009) . 
In this chapter, using the computational method outlined in Section 3.2 for the 
calculation of scattering, near fields and PDOS in multilayered cylinders, concentric 
MIM cylindrical nanostructures , or coaxial plasmonic nanowires ( CPNs) are investi-
gated(Lawrence and Dal Negro, 2010). First, the scattering and absorption properties 
of two representative devices are calculated and the multiple resonance behavior of CPNs 
is studied by examination of the local electromagnetic fields in the device. The formation 
of gap plasmon modes in the dielectric region of the CPN is shown and the pattern of en-
ergy flow through the device is studied, revealing the formation of optical vortices. Next , 
the PDOS is calculated inside the dielectric gap region of CPNs and a large increase, 
over 1000X, is found at the plasmonic resonance for structures with thin dielectric gaps. 
Next, the tunability of resonance energy is investigated over a large range of geomet-
rical parameters demonstrating the versatility of CPNs for use in different wavelength 
regions. By studying the shift in resonance energy the coupling mechanism which give 
rise to the behavior are also explored. Next, the possibility of achieving similar behavior 
in circular multilayered dielectric structures is explored. Confinement of light to low 
index regions due to the continuity of electric displacement in these structures is shown 
to produce subwavelength light confinement as well as increased PDOS in devices with 
no optical losses. A fabrication method for multilayered pillars is demonstrated and 
some preliminary optical measurements are shown. 
4.2 Optical Properties of CPN s 
In this section, an overview of the scattering and near field enhancement properties 
of CPNs is presented by investigating two representative structures with the method 
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shown in Section 3.2.1 which calculates the response of a multilayered cylinder to a 
plane wave excitation. The structures each consist of 3 layers having an inner metallic 
core surrounded by a thin dielectric layer and then a thin outer metal coating. For the 
metallic layer Ag is chosen due to its large negative permittivity and low loss in the 
visible and NIR (material data from (Johnson and Christy, 1972)) , and Si02 (n=1.5) 
is used for the dielectric gap region. The first structure under consideration will have 
an inner core radius of 60nm, a dielectric gap thickness of 50nm and an outer metal 
cladding thickness of 20nm. The second will have a smaller dielectric gap thickness of 
12nm and identical metallic regions. 
4.2.1 Scattering and Absorption 
The scattering and absorption efficiencies for the two structures are shown in Figure 4·1. 
In Figure 4·1(a) the scattering (blue) and absorption (green) is shown for the device with 
a 50nm dielectric gap which simultaneously supports strong plasmonic resonances in the 
visible and in the near-IR spectral regions. In Figure 4·1(b) the scattering (blue) and 
absorption (green) is shown for the device with a 12nm dielectric gap supporting similar 
resonances but with significantly reduced scattering resonance. The dotted blue line in 
Figure 4·1 (b) shows the scattering of the same device when the dielectric region is filled 
with Ag as a limiting case. For both devices there are increases in the absorption that 
coincide with the increased scattering efficiency due to local field enhancement at the 
plasmonic resonance. The scattering cross section interestingly displays an asymmetric 
shape with a decrease in the scattering at wavelengths shorter than the resonance. We 
find that the scattered far-field can be almost entirely suppressed at the wavelengths 
of the scattering dips in Figure 4·1(a) and Figure 4·1(b) , while the internal field in the 
dielectric gap remains appreciably high. These spectra are calculated by excitation with 
aTE polarized plane wave. 
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Figure 4·1: (a) and (b) show the scattering efficiency (blue) and absorption 
efficiency (green) for two different MIM structures. The insulating layer for (a) 
has a thickness of 50nm and the insulating layer for (b) has a thickness of 12nm. 
The radius of the inner metallic core for both structures is 60nm and the outer 
shell thickness is 20nm. The blue dotted line in (b) is the scattering efficiency 
for a solid Ag wire 92nm radius. 
4.2.2 Local Field Enhancement 
In order to further understand the physical nature of these plasmonic resonances the 
electric field profiles of strongly scattering resonances corresponding to the structures 
in Section 4.2.1 are calculated using the expression for the field in Equation 3.4. The 
electric field (relative to a plane wave with unity strength) excited at 1152nm in an 
MIM device with 50nm gap thickness is plotted in Figure 4·2 (a) where a dipolar type 
field profile is seen with strong localiz_ation to the dielectric gap region. Figure 4·2 (b,c) 
show the elect,ric field for the 12nm gap structure discussed earlier, excited by a plane 
wave at a wavelength of 1492nm and 803nm, respectively. Here we see in (b) that a 
similar dipolar mode has been excited once again with strong field confinement to the 
gap region. In (c) a quadrupolar type mode with 4 minima/maxima of the electric field 
has been excited at a shorter wavelength. In both (b,c) the electric field strength is 
significantly higher than in (a) due to confinement of the field to a smaller region. 
To further characterize the near field properties of CPNs the radial and azimuthal 
components of the electric field are plotted in Figure 4·3. Since these modes are excited 
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Figure 4·2: (a) Shows the electric field for an MIM structure with inner radius 
of 60nm, dielectric gap thickness of 50nm and outer metal shell thickness of 
20nm excited by a plane wave at 1152nm. (b,c) Shows the electric field for an · 
MIM structure with inner radius of 60nm, dielectric gap thickness of 12nm and 
outer metal shell thickness of 20nm excited by a plane wave at wavelengths of 
1492nm and 803nm respectively. 
by a plane TE wave there is no electric field component out of the plane. We can see 
from Figure 4·3 that the electric field amplitude corresponding to the strongly confined 
plasmon modes is primarily radially polarized within the sub-wavelength dielectric gap 
regions. This is consistent with the excitation of a gap plasmon mode between the 
two metal dielectric interfaces. The azimuthal components of the fields , Figure 4·3 ( d-
f), are found to be much weaker and spread spatially throughout the structures. The 
discontinuity of the field at the metal-dielectric interface demonstrates a build up of 
charge and formation of plasmon polaritons. 
4.2.3 Optical Vortices 
To learn more about the formation of plasmon resonance in CPNs the energy flow 
through the structure is calculated by plotting streamlines parallel to the Poynting 
vector. Interestingly, the formation of optical vortices is found in CPNs. Optical vortices 
(or whirlpools) are formed by closed loops of the Poynting vector flow and have been 
shown to form in' nanoparticles based on studies using analytical Mie theory(Wang et al., 
2004; Bashevoy et al., 2005). The formation of an optical vortex shows the location 
of an energy sink within the nanostructure. Interestingly, optical vortices have the 
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Figure 4·3: Electric field components for the field profiles shown in Figure 4·2. 
(a-c) shows the radial component of the field at the same excitation wavelength 
as Figure 4· 2 (a-c) respectively. ( d-f) shows the azimuthal field component of 
the field. 
potential to induce optical bistability and hysteresis effects on the nanoscale. Recently 
it has been shown (Wang et al. , 2004) that two different types of whirlpools exist in 
plasmonic nanoparticles. In the so-called outward vortex, the energy flow streamlines 
first penetrate into the particle near its center then, on exiting the particle, the flow 
lines turn away from the centerline and begin a spiral trajectory. These vortices are 
formed at wavelengths shorter than the dipolar plasmon resonance. For wavelengths 
longer than the plasmon dipolar resonance, inward vortices can form, and their power 
streamlines pass around the sides of the particle before entering the particle to enter a 
spiral trajectory. 
Figure 4·4 shows optical vortex formation around the dipolar resonance of the 12nm 
dielectric gap structure as the excitation wavelength is increased from 1462nm, to 
· 1482nm and finally 1492nm in Figure 4··4 (a-c) respectively. In Figure 4·4 a planewave is 
incident from the left side of the panel and the Poynting vector streamlines go from left 
to right. In Figure 4·4 (a) most of the flow lines go around the outside of the particle 
while some go inside traveling through the dielectric gap region, still going left to right, 
48 
and back out again. A few of the lines terminate inside the particle indicating absorp-
tion of light. As the excitation wavelength increases, in Figure 4-4 (b) the direction of 
energy flow inside the dielectric region switches, now opposing the direction of energy 
flow outside the structure. As the wavelength increases further, Figure 4-4 (c) shows 
the formation of an optical vortex centered around the outer layer of metal. This com-
plex whirlpool behavior, similar to the formation of inward vortices, in agreement with 
(Bashevoy et al. , 2005), can additionally be supported by the quadrupolar resonances 
of CPNs. 
·100 0 100 ·100 0 100 ·100 0 100 
X(nm) X (nm) X (rvn) 
Figure 4-4: Electric field magnitude with streamlines parallel to the Poynting 
vector in an MIM structure with a 12nm gap identical to the one shown in 
Figure 4-2. (a-c) Excitation wavelengths are 1462nm, 1482nm and 1492nm 
respectively. 
4.3 Radiation Rate Modification in CPN s 
In this section modification of the photonic density of states (PDOS) caused by light 
confinement in CPNs is investigated. The method for the calculation of the PDOS is 
presented in Section 3.2.2 and all results shown are for randomly oriented sources where 
the PDOS has been normalized to the PDOS in a homogeneous medium.· Increases in 
the PDOS cause a change in the radiative decay rate inside the resonator and can lead 
. 
to enhanced light emission intensity, quantum efficiency and lasing at reduced Q factors. 
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4.3.1 Enhancement of the Photonic Density of States 
Since the PDOS is calculated for a particular point in the structure, calculations with 
many source locations must be carried out. Luckily this can be done relatively fast using 
the matrix formulation presented in Chapter 3 as the location of the source is separated 
from the matrix describing the problem. Changing the source location can be done 
without subsequent matrix inversions, the most time consuming part of the calculation. 
By placing a source at different points in the structure and varying the wavelength of 
the source the enhancement of the PDOS by CPNs is investigated. 
The largest change in the PDOS takes place for sources inside the dielectric gap which 
is · consistent with the localization of the electric field to this same region under plane 
wave excitation. In fig. Figure 4·5 the PDOS calculated at the center of the dielectric 
gap region from a randomly oriented dipole source is shown for the two structures 
investigated in Section 4.2. At wavelengths corresponding to the plasmonic resonances 
of the device the PDOS is increased significantly, reaching a maximum of over 1000 times 
that of a homogeneous medium. In comparison to excitation by a planewave the higher 
order resonances are more pronounced in the PDOS due to the ability of localized fields 
to more efficiently excite higher order modes in the device. The PDOS enhancement 
in Figure 4·5 (b) is stronger than in (a) due to the stronger confinement .of light in a 
smaller dielectric gap region. The multiple resonance behavior offers the potential to 
simultaneously enhance radiative processes at multiple wavelengths. In order to better 
engineer this effect a systematic study of the PDOS .enhancement for varying refractive 
indices and geometrical parameters is carried out later in this chapter. 
4.3.2 Radiated Power 
Another important device aspect to investigate is the absorption of light due to the large 
amount of metal in MIM devices. If the PDOS is enhanced but most of the emitted light 
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Figure 4·5: The PDOS for a randomly oriented point source placed in the 
center of the dielectric region of CPNs is plotted normalized to the PDOS 
in a homogeneous medium. (a, b) correspond to the two different structures 
investigated in Section 4.2. Device in (a) has inner radius of 60nm, dielectric 
gap thickness of 50nm and outer metal shell thickness of 20nm. Device in (b) 
has inner radius of 60nm, dielectric gap thickness of 12nm and outer metal shell 
thickness of 20nm. 
is absorbed locally it is unlikely that the total energy radiated away the device will be 
increased. Using the theory derived in Section 3.2.2 we can calculate the rate that light 
is radiated to the far-field and the rate of light absorption within the device. Looking 
at the same two devices from Figure 4·5, in Figure 4·6 the normalized PDOS (blue) is 
plotted along with the density of states that result in light emission to the far-field (red) 
and absorption within the device (green). We can see that in the device with a 12nm 
gap (a) the total increase in density of states is larger but that the rate of absorption 
is significant, almost 3/4 of the emitted photons will be absorbed. In contrast the 
device with 50nm gap (b) thickness has a lower rate of absorption but about 2/3 of the 
emitted photons will radiate to the far field. It is also interesting to note that at shorter 
wavelengths the portion of radiated photons drops and the absorption increases. This 
' is likely due to the fact that the skin depth of light propagation is shorter and photons 
are unable to escape through the outer metallic layer. Though the field enhancement 
and PDOS is highest in small dielectric gap structures, this comes with increased light 
absorption due to the closer proximity of metallic layers. This analysis shows that rate 
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of absorption is an important factor which must be considered in the overall device 
design, smaller dielectric gaps may not always lead to the best performance. 
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Figure 4-6: The PDOS for a randomly oriented point source placed in the cen-
ter of the dielectric region in an MIM cylindrical devices is plotted normalized 
to the PDOS in a homogeneous medium. (a, b) correspond to the two different 
structures investigated in Section 4.2. Device in (a) has inner radius of 60nm, 
dielectric gap thickness of 50nm and outer metal shell thickness of 20nm. De-
vice in (b) has inner radius of 60nm, dielectric gap thickness of 12nm and outer 
metal shell thickness of 20nm. Blue is the total relative PDOS, red shows the 
density of states that lead to radiation of light to the far-field and green shows 
the density of states that lead to absorption in the device. 
4.4 Engineering Resonance in CPNs 
In order to engineer the resonant behavior of CPNs for a particular device application 
or wavelength of operation it is necessary to investigate the respective roles of geometry 
and dielectric index on the optical response of these complex structures. In this section, 
a systematic study is undertaken of each of the geometrical parameters of CPN~ to 
determine its effect on plasmon mode formation. The analytic method developed for 
multilayered cylinders is ideally suited to this type of large parametric study due to the 
relative speed of the algorithm. In this study the geometrical parameters, inner core 
size, dielectric gap thickness and outer metallic core thickness will be varied and the 
device response will be calculated over a wide bandwidth. This will req).lire a very large 
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number of independent calculations, each requiring only a small amount of memory. 
The Boston University College of Engineering computational grid is well suited to this 
task and has been used for computation. 
4.4.1 Geometry Dependent Scattering Resonance 
To study the effect of geometry on the far-field response of CPNs I have calculated 
the scattering efficiency under illumination by aTE polarized plane wave. The sketch 
in Figure 4-7 (a) shows the geometry of the device and parameters which are varied, 
namely the radius of the core region (referred to as r 1), the thickness of the dielectric 
layer (referred to as d2 ), and the thickness of the outer metal shell (referred to as d3 ) . 
The results of the analysis, shown in Figure 4-7, reveal the formation of two main 
resonances observed in the scattering efficiency corresponding to the dipolar and the 
quadrtipolar modes of the structures. The intensities of these resonances are maximized 
within separate wavelength regions, depending on the geometrical parameters and the 
dielectric index of the structures. 
The plot in Figure 4· 7 (b) show the scattering efficiency as a function of r 1 and 
wavelength. The other two geometrical parameters of the structure are kept constant 
at d2 = 20nm and d3 = 20nm, while the dielectric gap index is fixed at n = 1.5. We 
notice that strong dipolar and quadrupolar resonant peaks can be supported for a wide 
range of r 1 values. As the size of the core increases in radius from lOnm to lOOnm, 
both resonances red-shift almost linearly, the dipolar resonance shifting at a higher rate 
across the entire visible and near-IR spectrum (up to 1650nm). This can be explained 
by a simple azimuthal standing wave model where resonances are formed when half 
integer numbers of wavelengths close around the core of the structure. We found that 
the scattering efficiency of the dipolar mode is optimized for a smaller core size around 
r 1 =30nm. On the other hand, the scattering efficiency of the quadrupolar mode remains 
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very small across the entire parameter space. 
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F igure 4·7: (a) geometry used for studying structural resonance where the 
gray layers are Ag and the dielectric gap region has refractive index n=1.5 , 
illuminated by aTE planewave. (b) shows the scattering efficiency as a function 
of wavelength and inner core radius r 1 with d2 = 20nm and d~ = 20nm. (c) 
shows the scattering efficiency as a function of wavelength and dielectric gap 
thickness d2 with r 1 = 60nm and d3 = 20nm. (d) shows the scattering efficiency 
as a function of wavelength and outer metal cladding thickness d3 with r 1 
60nm and d2 = 20nm. 
In Figure 4· 7 (c) the effect of thickness variations of the dielectric layer d2 on the 
resonances of the structure is studied, while other parameters are fixed at r 1 = 60nm, 
d3 = 20nm and n = 1.5. Thescattering efficiency shows two largely tunable resonance 
bands with energy undergoing a non-linear blue-shift as the thickness of the dielectric 
region is increased to 40nm. At thicknesses larger than 40nm the resonance energy 
remains roughly constant. This behavior is understood based on the plasmon hybridiza-
tion model(Prodan et al. , 2003; Hao et al. , 2007) where the resonances of the CPN 
systems originate from the hybridization of coupled modes of the core and outer metal-
lic shell. Therefore, by increasing the thickness of d2 the coupling between these modes 
decreases and shifts the resonance of the coupled system to shorter wavelengths (larger 
energy). Moreover, as already discussed in Figure 4.2.1, the scattering efficiency of CPN 
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systems dramatically reduces by decreasing the dielectric gap thickness, since dark plas-
mon modes form inside the dielectric region. In Figure 4·7 (d) the tunability of the 
resonances with respect to the thickness of the outer metallic layer is shown, while fix-
ing r 1 = 60nm, d2 = 20nm and n = 1.5. Two distinct modes (dipolar and quadrupolar) 
can be clearly observed and their spectral positions blue-shift non-linearly by increasing 
d3 , similar to changes in d2 . Once again, this effect is due to the reduced coupling of the 
hybridized resonances(Prodan et al., 2003; Hao et al., 2007; Prodan and Nordlander, 
2003) . Finally, Figure 4·7 (d) shows that within the range of interest (5nm-40nm) the 
scattering efficiency drops significantly by increasing the metallic outer layer thickness, 
since external plane waves cannot penetrate into the structure. 
4.4.2 Geometry Dependent PDOS 
In this section the effect of changing geometry and refractive index on the relative 
PDOS in CPNs is explored. Figure 4·8 (a) shows the calculated PDOS as a function of 
wavelength and r 1 , the radius of the metallic core, while the other parameters are fixed 
to d2 = 20nm, d3 = 20nm and n = 1.5. Multiple resonances occur in Figure 4·8 (a) and 
as the core size increases, all the resonances in the PDOS red-shift and their intensity 
increases. Figure 4·8 (b) shows the effect of varying the thickness of the dielectric layer 
d2 , while the other parameters are fixed to r 1 = 60nm, d3 = 20nm and n = 1.5. As the 
size of the dielectric gap decreases the strength of the relative PDOS increases strongly 
as energy is confined to a smaller volume. For both cases, shifts in the resonant energy 
follow the shifts observed in the far-field. 
Next, the effects of varying the refractive index of the dielectric gap layer are ex-
plored. In order to keep the analysis simple, a CPN structure with fixed geometry 
r 1 = 60nm, d2 = 20nm, d3 = 20nm and a purely real refractive index is considered. 
The results in Figure 4·8 (c) show that the dipolar and quadrupolar resonances can be 
55 
engineered across a wide range of refractive index values. As the refractive index in-· 
creases the resonance energy decreases, consistent with typical red-shifting behavior at 
higher refractive indices in plasmonics. The results in Figure 4·8 demonstrate that it is 
possible to obtain large PDOS enhancement within deep sub-wavelength gaps (20nm) at 
both the dipolar and quadrupolar resonances across the entire range of explored refrac-
tive index values, potentially enabling significant light emission/ absorption enhancement 
effects at multiple wavelengths in a large range of dielectric materials . Based on this 
analysis, CPN structures can be flexibly optimized, for instance, to strongly confine 
and to resonantly increase the pump intensity and PL radiation rate within nanoscale 
dielectric layers over well-separated spectral regions, paving the way to the engineering 
of novel plasmonic nanowires devices for multi-spectral light emission, energy harvesting 
and optical sensing . 
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Figure 4·8: Relative PDOS is calculated with varying geometrical parameters 
and dielectric gap index. (a) shows the relative PDOS as a function of wave-
length and inner core radius r 1 with d2 = 20nm, d3 = 20nm and n = 1.5. 
(b) shows the relative PDOS as a function of wavelength and dielectric gap 
thickness d2 with r 1 = 60nm, d3 = 20nm and n = 1.5. (c) shows the relative 
PDOS as a function of wavelength and outer metal cladding thickness d3 with 
r 1 = 60nm, d2 = 20nm and n = 1.5. 
4.5 Light Confinement in Multilayered Dielectric Pillars 
In addition to light confinement by the excitation of surface plasmons light can be 
confined in purely dielectric materials. Two examples of this are the formation of guided 
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modes in optical fibers or modes in dielectric resonators such as micro-disk and micro-
ring resonators. In both cases light is confined by total internal reflection in a high index 
medium. In contrast to confinement by surface plasmons, in these cases it is typically 
not possible to confine light in volumes smaller than a cubic wavelength. However, it 
has been recently shown that subwavelength light confined is possible in low index gaps 
within dielectric structures. One example of this phenomenon is the slot waveguide 
where a low index gap is formed between two high index materials. The contrast of the 
refractive index and continuity of the electric displacement across the boundary between 
the two materials causes an increase in the electric field inside the gap for light polarized 
with electric field vector normal to the interface(Creatore et al. , 2009; Jun et al. , 2009). 
Studies on slot waveguides have focused on planar structures however if the same light 
confinement properties can be exploited in other geometries, such as in cylinders, low 
loss, subwavelength field confinement with resonant behavior may be possible. 
The analytical method used to study CPNs is also well suited to investigate purely 
dielectric multilayered cylinders. Light confinement should be possible in multilayered 
cylinders within a thin layer of material having a low refractive index surrounded by 
layers with higher refractive indices, termed a low i~dex gap cylinder (LIGC). The 
analysis presented here will focus on Si-based materials with the high index core and 
outer cladding regions composed of Si (n=3 .5) and the low index gap region composed 
of SiN (n= 2). For simplicity material dispersion is ignored in this analysis. 
The results of PDOS and near field intensity calculations for LIGCs using the mul-
tilayered cylinder code are presented in Figure 4 · 9. Figure 4 · 9 (c) shows the relative 
PDOS calculated for a randomly oriented source in the gap region of a LIGC with in-
ner high index core radius r 1 = 175nm, low index gap thickness d2 = 30nm and outer 
high index cladding thickness d3 = 75nm. There are two resonances which form in 
the near-IR spectral range that show an increase in the PDOS. Though the increase 
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is much smaller than in metallic structures it can be achieved without introducing any 
material loss. The electric field inside the low index gap structures is calculated (under 
TE planewave excitation) to examine resonant behavior further. Figure 4·9 (a) shows 
the electric field amplitude excited at 1130nm and Figure 4·9 (b) shows the electric field 
excited at 1513nm. Both wavelengths show localization of energy to the gap region, the 
field at 1513nm shows .the excitation of a dipolar mode and at 1130nm the excitation 
of a quadrupolar mode, similar to CPN devices. The LIGC provides a second platform 
to achieve radiation rate enhancement due to strong field confinement however without 
the introduction of large optical losses due to the presence of metal. 
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Figure 4·9: Near-field intensity and PDOS for a low index gap nanopillar made 
of Si and SiN. (a) Near-field intensity of a low index gap nanopillar excited by a 
plane wave at 1130nm showing a quadrupolar mode confined in the gap region. 
(b) Near-field intensity of a low index gap nanopillar excited by a plane wave at 
1513nm showing a dipolar mode confined in the gap region. (c) Relative PDOS 
for a randomly oriented point source located in the center of the low index gap 
region . . 
4.6 Fabrication and Characterization of High Aspect Ratio Pil-
lars 
The simulations of multilayered cylinders so far were done in two-dimensions therefore 
fabrication of devices exactly matching the calculations is impossible. Many studies 
have shown though that high aspect ratio structures can be approximated by two-
dimensional simulations very well so the first attempt made to fabricate multilayered 
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cylinders was using top-down fabrication techniques to create high aspect ratio pillars. 
Top-down fabrication of high aspect ratio metal pillars is challenging due to the typically 
poor performance of anisotropic etching techniques on metals. However, anisotropic 
etching of Si is significantly easier, either by wet etching along crystallographic grain 
boundaries or by plasma etching. Starting with a silicon pillar, conformal sputtering 
can be used to coat pillars and realize multicoated high aspect ratio pillar systems. 
Figure 4·10 shows a schematic of the pillar fabrication process for multilayered MIM 
cylinders. Figure 4·10 (a) shows the fabrication process flow for high aspect ratio Si 
pillars starting with electron beam lithography using poly-methyl methacrylate (PMMA) 
electron beam resist. The exposed areas of the resist are developed using a 1 to 3 mixture 
. of methyl isobutyl ketone and isopropyl alcohol (1 MIBK : 3 IPA) and a thin layer of 
Al is deposited by electron beam evaporation. The remaining PMMA and excess Al 
are removed by liftoff in Acetone leaving a pattern of Al on a Si substrate. Reactive 
ion etching (RIE) is used to transfer the Al pattern to the underlying Si material in 
an inductively coupled plasma RIE system where a mixture of SF6 and CH4 is used to 
achieve a highly anisotropic etch profile. Finally, the remaining metal is removed with 
a commercially available Al etchant to leave high aspect ratio Si pillars. Figure 4·10 (b) 
shows a schematic of the coating of the pillars by conformal sputtering. Deposition of 
materials by sputtering can be less directional than by evaporation because sputtering 
is done in a higher pressure environment. Collisions between the sputtered ions and gas 
in the chamber during deposition will somewhat randomize the trajectory of the ions 
to create a conformal layer. Additionally in the sputter chamber at Boston University 
the targets are angled with respect to the sample positioning (consistent with drawing) 
and the sample stage is rotating during deposition which should increase the uniformity 
of the pillar coverage. The schematic in Figure 4·10 (b) shows the coating of a Si pillar 
with subsequent layers of Ag, SiN and Ag to form a CPN. Though the center Si region 
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was not present in the 2D simulations of CPNs, if the inner metal layer is sufficiently 
thick little light will leak through and only a small perturbation in the device behavior 
will be caused. 
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Figure 4·10: (a) Process flow for Silicon pillars by electron beam lithography 
(EBL) and reactive ion etching (RIE) (b) Schematic of CPN fabrication by 
sputter. 
Results of fabricated CPNs are shown in Figure 4·11. Figure 4·11 (a) shows a scan-
ning electron micrograph (SEM) of an array of multicoated high aspect ratio pillars and 
Figure 4·11 (b-e) shows single pillars at each stage during fabrication. Figure 4·11 (b) 
shows the initial Si pillar made by the process flow in Figure 4 ·1 0 (a). The pillar shown 
here has a diameter of 120nm and a height of l.5J.Lm giving it an aspect ratio of 12.5, 
sufficient to be considered 2D. Figure 4·11 (c) shows the Si pillar after coating with a 
conformal layer of Ag. Figure 4·11 (d) shows the same structure after deposition of a 
layer of Er:SiN and Figure 4·11 (e) after a final coating with Ag. The schematics below 
the images show a pillar cross section where, blue is Si, gray is Ag and orange is Er:SiN. 
The same process can be used to make purely dielectric pillars by sputtering Si 
instead of Ag to coat the pillars. In Figure 4·12 fabricated multilayered dielectric pillars 
are shown. Figure 4·12 (a1-3) shows Si pillars of varying size, made with electron beam 
lithography and reactive ion etching. Figure 4·12 (b1-3) shows the same devices with a 
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Figure 4·11: (a) SEM of an array of CPNs (b-e) SEM of single CPN after 
each step of processing, (b) Si pillar, (c) Si pillar after Ag metallization, (d) 
Addition of Er:SiN dielectric layer, (e) Addition of final metal layer. 
conformal coating of Er:SiNx applied with RF reactive cosputtering. Figure 4·12 ( cl-3) 
shows the same devices once again after a conformal coating of aSi has been sputtered 
to form multicoated dielectric pillars. Figure 4·12 (a4-c4) shows a schematic of the 
structure at each step. · The thickness of the Er:SiNx coating is 35nm and the thickness 
of the outer aSi coating is 130nm. 
To verify the quality of the fabricated devices, passive optical measurements are made 
and compared to 2D analytic calculations. Calculations of the scattering cross section 
for Si pillars of varying diameter are shown in Figure 4·13 (a) and dark-field scattering 
measurements from fabricated pillars of matching sizes are shown in Figure 4·13 (b). 
Overall, an excellent agreement between the calculated and measured data of the Si 
pillars is found. This indicates that the scattering is not adversely affected by any pillar 
roughness or the presence of the substrate. Also, the pillars are of sufficient length to 
be approximated by 2D simulations. 
Next, dark field scattering measurements of multilayered dielectric pillars are made 
and compared to scattering calculations made using 2D analytical theory. Calculated 
scattering spectra for devices of varying inner Si pillar diameter, all with 35nm coatings 
of Er:SiNx and 130nm coatings of aSi, are shown in Figure 4·12 (a). Scattering signal 
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Figure 4 ·12: (a) SEM of an array of CPNs (b-e) SEM of single CPN after 
each step of processing, (b) Si pillar, (c) Si pillar after Ag metallization, (d) 
Addition of Er:SiN dielectric layer, (e) Addition of final metal layer. 
is plotted in arbitrary units and spectra are offset for clarity. The scattering for the 
largest pillar diameter, 492nm, shown in red. A dip in signal around 1050nm and a 
peak around 1300nm are observed. As the pillar size decreases , both of these features 
blue shift and a second scattering dip becomes apparent. When we compare these data 
to the measured scattering spectra in Figure 4·12 (b) we see that the measured data 
show some similar looking features. However, the features of the measured data do not 
shift as much with changing pillar size as those in the theoretical study. The differences 
in measured and simulated scattering could be due to scattering from the ends of the 
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Figure 4·13: (a) In plane scattering of single Si pillar using 2D Mie theory 
with an unpolarized excitation. (b) Dark-field scattering of Si pillars. Legend 
denotes diameter of pillar. 
wires that is not captured by the simulation. Some of the pillar devices studied here are 
also quite wide and it is possible that their aspect ratio is too low to be approximated 
by a 2D simulation. Using this data it is hard to show conclusively that a particular 
mode of the structure is being excited. 
The fabrication of multilayered pillars structures by etching of high aspect ratio 
structures and coating with conformal sputtering has been demonstrated for both MIM 
and dielectric devices. This process can be modified to incorporate a large variety of 
materials due to the versatility of RF sputtering. Dark field scattering measurements 
of bare Si pillar are performed and shown to be in excellent agreement with analytical 
2D calculations. Scattering measurements of multilayered dielectric pillar systems are 
also carried out and while some similarities are seen with calculations, the correspon-
dence does not conclusively show the formation of highly confined modes. Discrepancies 
could be caused by finite length effects in the pillars or by roughness at the material 
interfaces. Taller pillars could be made to reduce finite size effects and modifications to 
the sputtering process could be made to reduce roughness. This is currently an ongoing 
work. 
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Figure 4·14: (a) In plane scattering of single multilayered dielectric pillar 
· using 2D Mie theory with an unpolarized excitation. (b) Dark-field scattering 
of multilayered dielectric pillars. Legend denotes diameter of the inner Si pillar. 
Pillar coatings are those shown in Figure 4·12 
4. 7 Conclusions 
In conclusion, theoretical studies of infinite multilayered cylinders have been presented 
in this chapter using the computational method presented in Chapter 3. Deep subwave-
length plasmon modes in CPNs have been investigated by studying the near-field en-
hancement, scattering/ absorption spectra, energy flow and PDOS. Multiple resonances 
in CPN s are found to strongly increase the local electromagnetic field and PDOS across 
wide wavelength bands. A systematic study of the resonant behavior with changes in 
geometrical device parameters is presented, showing how CPNs can be engineered for 
different applications and giving insight into the physical mechanism leading to plas-
mon mode formation. Multilayered cylinders composed of purely dielectric materials 
are studied and field confinement is shown in deep subwavelength low index gap regions. 
The localized modes found in dielectric devices could be used for light confinement, 
as an alternative to plasmon formation, but with low loss. A fabrication method for 
multilayered pillars is presented which uses top-down lithography to make high aspect 
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ratio Si pillars followed by conformal sputtering to make multilayered structures. Scat-
tering measurement of both bare and multicoated pillars are performed and compared 
to analytical theory. While the scattering of bare Si pillars is in excellent agreement 
with calculations, the scattering of multilayered dielectric pillars is not as well captured 
by 2D simulations. Measurements have not conclusively shown the formation of highly 
confined modes in multilayered dielectric pillars. Work in this area is ongoing. 
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Chapter 5 
Radiation Rate Enhancement in 
Subwavelength Plasmonic Ring 
N anocavities 
Reprinted (adapted) with permission from Lawrence, N. , Dal Negro, L. Radiation Rate 
Enhancement in Subwavelength Plasmonic Ring Nanocavities, Nano Letters , Copyright 
2013 American Chemical Society 
5.1 Introduction 
The development of efficient light sources (lasers and LEDs) w~th subwavelength size 
is an ongoing challenge in the fields of plasmonics and nano-optics(Vahala, 2003; Ma 
et al., 2013). Nanoscale light sources can potentially find many applications in integrated 
optical data processing, sensing and cavity quantum electrodynamics due to the con-
finement of light into subwavelength volumes. In particular, the engineering of plasmon 
excitations in light-emitting metal-dielectric nanostructures could provide solutions for 
the high-density integration of digital logic platforms operating with optical bandwidths 
at the nanoscale(Shalaev and Kawata, 2006; Zia et al., 2006; Miller, 2009). In the last 
several years, the manipulation of light-matter interaction using plasmonic reson.ances 
in nanoscale devices has been demonstrated in a wide range of geometries and active 
materials (Khajavikhan et al., 2012; Oulton et al., 2009; Altug et al., 2006). However, 
in order to achieve scalable and cost-effective integration of optical data with nanoscale 
. microchip technology, the compatibility with complementary metal oxide semiconductor 
(CMOS) processing is crucial. 
As discussed previously in this thesis, Er-doped dielectrics, such as Si02 or Si3N4 , 
are well established CMOS-compatible materials for the efficient generation of light at 
telecom wavelengths. Er doped fiber lasers have been widely utilized for long-distance 
optical transmission(Desurvine, 1994) . However, the very small emission cross-section 
(O" = 4 x 10-21 cm2 ) of Er ions combined with the onset of clustering phenomena pre-
cluding doping levels in excess of 1021 /cm3 , have limited the maximum material gain 
in Er-based dielectrics to about 7dB/cm (Kippenberg et al., 2006). As a result, quality 
factors (Q) larger than 105 are necessary in order to achieve Er lasing on a Si-based chip, 
as demonstrated using micro-disks and micro-toroids(Kippenberg et al., 2006; Polman 
et al., 2004) resonator structures. Q factors of this magnitude are typically not attain-
able in photonic nanostructures due to large radiative losses, nor in plasmonic structures 
where Q factor is limited by energy loss in metal layer$. On the other hand, optical cav-
ities can significantly increase the spontaneous emission rate of active materials due to 
modifications in the local density of photonic states (PDOS) (Purcell, 1946; Vahala, 
2003). As a result , the engineering of nanocavities with large Purcell enhancement cari 
provide lasing at reduced Q factors due to increases in the stimulated emission rate. 
In the previous chapter, light confinement in gap plasmon modes within circular 
metal-insulator-metal cylinders (CPNs) was discussed and it was shown that these 
nanostructures can lead to the strong increases of radiative processes in highly tunable 
subwavelength modes. A method for the fabrication of high aspect ratio multicoated 
pillars was presented which was ultimately unsuccessful fot realizing multilayered plas-
monic active devices. Though the fabrication of multicoated high aspect ratio struc-
tures is very challenging previous studies have shown similar plasmon modes exist in 
nanostructures with lower aspect ratio that consist of a thin dielectric ring of material, 
embedded in metal, referred to here as plasmonic ring nanocavities(Vesseur et al. , 2010; 
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Lawrence and Dal Negro, 2013). 
In this chapter plasmonic ring nanocavities are designed, fabricated and characterized 
which consist of deep subwavelength active annular regions of Er:Si02 embedded in Ag. 
Gap plasmon modes provide confinement of light to volumes as small as 0.01(*) 3 while 
the cavity geometry provides tunability of the resonance energy over a wide range. The 
increase in the radiative emission rate in such metallic nanocavities is hard to quantify 
using time-resolved emission measurements alone, since large modifications in the non-
radiative rate, pumping efficiency and collection efficiency can simultaneously be present. 
Therefore in this chapter photoluminescence lifetime, intensity, reflection spectroscopy 
and device modeling based on three-dimensional (3D) full-vector Finite Difference Time 
Domain (FDTD) simulations are combined in order to rigorously quantify the Purcell-
induced modifications of the total decay rate, radiative decay rate and quantum efficiency 
of Er ions. Ultimately, a 25 times increase in the radiative decay rate, 25 times increase 
in the PL intensity, and 2 times increase in the quantum efficiency are demonstrated. 
Finally, the prospects for achieving Purcell-enhanced lasing using Er-doped nanoring 
cavities are examined and this work is discussed with respect to similar theoretical and 
experimental work in the field. 
5.2 Device Geometry and Fabrication 
Plasmonic ring nanocavities consist of a thin cylindrical ring of Erbium doped silicon 
dioxide, Er:Si02 , embedded in a thick layer of silver forming a small dielectric gap be-
tween two metallic interfaces. A schematic of the ring nanocavities is shown in Figure 5 ·1 
(a). The ring nanocavities are defined by their inner diameter, d (nm) , the thickness 
of the dielectric gap region, t (nm), and the height, h (nm). The thickness and the 
diameter will be varied in this study, while the height will be kept fixed at 180nm. 
Ring nanocavities are fabricated using radio frequency sputtering, electron beam 
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lithography, metal evaporation and reactive ion etching, all CMOS-compatible pro-
cesses. Square Si02 chips of 1.5cm side length are cut from a circular wafer using a 
dicing saw and then cleaned in Piranha acid solution (3 H2S04 : 1 H20 2 ) for 2 minutes 
and rinsed in deionized water. Next, 180nm of Er:Si02 is deposited on the chips by mag-
netron co-sputtering in an Ar/02 environment. A layer of Poly(methyl methacrylate) 
(PMMA) is then spin coated on the sample at 2000rpm and baked at 180C for 75 sec to 
remove any remaining solvent. The 180nm thick layer of PMMA acts as a positive tone 
electron beam resist when exposed to the proper dosage of charge at 30kV in a scanning 
electron microscope. A dosage check is performed where the same pattern is written 
at several dosages. The patterns are then examined under SEM to determine which 
dosage produces the proper size pattern. To define the nanorings a pattern of annular 
rings is produced in a CAD editor with varying diameter (d) and thickness (t) which 
are repeated in a hexagonal array with 1.5J..lm pitch. This spacing of nanoring devices is 
chosen such that nanocavities will be optically isolated on the chip. Next, exposed areas 
are developed in methyl isobutyl ketone (MIBK) diluted in isopropyl alcohol (IPA) (1 
MIBK : 3 IPA) . A thin layer of Cr (15nm) is then deposited on the sample using elec-
tron beam evaporation and lift-off in acetone is used to remove the remaining PMMA 
and excess Cr. The remaining Cr ring pattern is transferred to the Er:Si02 by reactive 
ion etching using a CF 4 /H2 chemistry. The relative gas flow rates, pressure and power 
during the etch are chosen (based on previous characterization of the tool) to achieve 
vertical sidewalls during the etch process. Next , the rings are thinned by isotropic wet 
etching in dilute buffered oxide etch (BOE) (1 BOE : 20 H20) to remove approximately 
35nm of Er:Si02 making the rings slightly taller and significantly thinner. Such a dilute 
etch solution is used as the slow etch rate (25nm/min) allows for greater control of the 
total etch depth. Next any remaining Cr is removed in commercially available Cr etchant 
and the sample is annealed at 900C for 1 hour. Finally, a thick layer of Ag (300nm) 
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is deposited on the sample by electron beam evaporation to bury the annular rings in 
metal. This deposition step simultaneously creates the outer and inner metallic surfaces 
which form the ring nanocavity. Figure 5·1 (b-d) shows scanning electron micrographs 
(SEMs) of the nano-rings before metallization with d = 400nm and t = 50nm, 75nm and 
105nm respectively. A thin layer of gold is visible in the SEM which is used to prevent 
charging of the sample and removed after imaging. 
This fabrication process has several distinct advantages over the high aspect ratio 
design of the previous chapter and other designs of planar plasmonic structures. The 
first advantage is that all the active material is inside the nanocavity and should ex-
perience a strong change in the PDOS. In devices where planar arrays of particle are 
deposited on active materials, typically only a small amount of the active volume will 
be in a region with high field confinement, causing, on average, a smaller increase in 
light-matter coupling. Another advantage of this fabrication method comes from the 
isotropic thinning on the nanocavity before the Ag layer is deposited. In this geometry 
the primary limiting factor of the electric field confinement (and overall device perfor-
mance) is the thickness of the dielectric gap region. A thinner gap region will lead to 
significantly stronger field confinement and radiative rate enhancement. Using electron 
beam lithography the smallest dielectric gap region that can be reliably fabricated is 
about lOOnm, however when an isotropic wet etch is used to thin the sample further 
the gap thickness. can reliably be reduced to about 50nm. In contrast to the fabrica-
tion method presented in the previous chapter, the lack of high aspect ratio structures 
makes this process more reliable. Finally, the roughness of metal layers deposited by 
evaporation can limit the quality of plasmons which form on the surface. Typically 
the top surface of an evaporated film will be rough but the bottom surface (in contact 
with the substrate) will have a roughness that is determined by the roughness of the 
substrate. In this case the dielectric surface is fairly smooth so the metal surface which 
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Figure 5·1: (a) Schematic of the ring nanocavity with cutout taken for demon-
stration purposes which consists of a Er:Si02 cylindrical ring buried in Ag. The 
rings have a height, h = 180nm, an inner diameter of d (nm) and a thickness 
t (nm) . (b-d) SEMs of the rings before metallization with d = 390nm and t = 
50nm, 75nm and 105nm respectively. 
forms the nanocavity will be quite smooth as well, leading to device performance which 
more closely matches the ideal case(Nagpal et al., 2009). 
5.3 Gap Plasmons and PDOS Enhancement· 
In this section, a theoretical study of 3D plasmonic ring nanocavities is presented us-
ing the FDTD method in order to properly design nanocavities for operation at l.5J..Lm 
and quantitatively examine experimental data. In such geometries, the strong confine-
ment of the electric field vector in the subwavelength dielectric regions is caused by 
the coupling of plasmon modes supported on the outer and inner metallic interfaces, 
resulting in a large modification of the PDOS(Lawrence and Dal Negro, 2010). In 
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Figure 5·2 (a) the calculated PDOS (blue) (normalized to the free space value, called 
relative PDOS) for a dipole source positioned at the center of the dielectric region 
(x, y , z = 220nm, Onm, 90nm) averaged over dipole orientation (see schematics in Fig-
ure 5·1 (a)). Multiple peaks of enhanced PDOS appear at wavelengths of >.1 = 1120nm, 
>.2 = 1525nm and >.3 = 2020nm, consistently with previous analytical predictions for 
two-dimensional structures. The PDOS modifications are obtained by sampling the 
power emitted by a dipole source positioned inside the nanocavity and by dividing it 
to the power emitted in free space(Novotny and Hecht, 2006). By integrating the flux 
of the Poynting vector over a surface enclosing the entire device we the rate of energy 
flow away from the structure (radiated power) is calculated and plotted in Figure 5·2 
(a) (red) normalized to that of an equivalent source in free space. Due to energy conser-
vation, the difference between the total emitted power and the radiated power gives the 
absorption rate within the device, which is plotted in Figure 5·2 (a) (green) once again 
normalized to the emitted power of a source in free space. These results demonstrate 
that even in close proximity to a metallic surface, most of the power is still radiated 
away from the ring nanocavity device. 
Within the nanocavity the emitted radiation couples to deep subwavelength localized 
gap plasmon modes. The spatial distribution of this radiation is provided by the cal-
culations of the normalized electric field amplitude at the wavelengths >.1->.3 , shown in 
Figure 5·2 (c-e) in the XY horizontal plane 20nm above the Ag/Si02 interface, excited 
by an X oriented dipole source in the same location as Figure 5·2 (a). In Figure 5·2 
(c-e) field minima and maxima show the excitation of the m=2,1,0 azimuthal orders, 
respectively, where the optical energy is strongly confined within the nanoscale dielectric 
gap region. To engineer the radiation enhancement in plasmonic ring nanocavities the 
PDOS for devices with different active region thickness over a wide spectral range is 
calculated and shown in Figure 5·2 (b) . For gap sizes ranging from lOOnm to 50nm 
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Figure 5 ·2: (a) Relative PDOS, calculated using FDTD method, in the center 
of the dielectric gap of a ring nanocavity, (x, y , z = 220nm, Onm, 90nm) , with 
d = 390nm and t = 50nm, averaged over dipole orientations. The total rate 
enhancement (ie. Relative LDOS) is plotted in blue, the radiative rate enhance-
ment is plotted in red and the absorption rate enhancement is plotted in green. 
(b) Relative PDOS in the center of the dielectric gap for ring nanocavities as 
a function of wavelength and gap thickness, t ( nm). ( c-e) Normalized electric 
field amplitude from an X-oriented dipole source located in the center of the 
dielectric gap at (x, y , z = 220nm, Onm, 90nm) , plotted in the XY plane 20nm 
above the Ag/Si02 interface at wavelengths of 1120nm, 1525nm and 2020nm 
respectively, with d = 390nm and t = 50nm. 
the energy of the resonance remains roughly the same while its intensity increases due 
to confinement of field within a smaller region. As the gap shrinks further from 50nm 
to 20nm the PDOS increases dramatically, reaching a maximum PDOS exceeding 400 
times that of free space, while the resonance wavelength begins to red-shift due to the 
increased coupling strength of the plasmon modes supported by the inner and outer 
metallic interfaces(Lawrence and Dal Negro, 2010; Hao et al. , 2009). 
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5.4 . Optical Characterization 
5 .4.1 Reflection and Local Field Enhancement 
In order to experimentally investigate the tunability of the plasmonic resonances of the 
fabricated ring nanocavities over a large spectral range passive reflection measurements 
of devices with varying diameter (d) and dielectric gap thickness ( t) are performed. 
Reflection spectra are compared with FDTD calculated spectra of the resonant elec-
tric field intensity in the dielectric gap regions of the nanocavlties. All the reflection 
spectra are measured using normally incident white light focused with a SOX (NA=.75) 
objective. The collected light is focused into a fiber-coupled spectrometer and the re-
flection spectra are normalized by the the measured response of a homogeneous silver 
surface used as a reference. Figure 5 ·3 (a) (top) shows the measured reflection from 
ring nanocavities of increasing diameter (blue- 230nm, red- 310nm, green- 390nm and 
yellow- 470nm) all with a dielectric gap thickness oft = 50nm. Figure 5·3 (b) (top) 
shows the averaged near-field intensity within the dielectric gap region for nanocavities 
of increasing diameter, d, matching those in Figure 5·3 (a), where evanescent fields in 
the metal lead to absorption in the cavity causing dips in the reflection. Consistently 
with previous studies(Lawrence and Dal Negro, 2010; Hao et al., 2009), as the ring 
diameter increases the peak enhancement of the near-field and minimum of reflection 
red-shift. Figure 5 ·3 (a) (middle, bottom) shows the reflection and Figure 5 ·3 (b) (mid-
dle, bottom) the near-field enhancement spectra of nanocavities with a dielectric gap 
thicknesses of 75nm and 105nm, respectively. Similar trends with varying nanocavity 
diameter are observed irrespective of the dielectric gap thickness. Moreover, a blue-shift 
of all the peaks is observed as the thickness of the dielectric gap region increases, due 
to a reduction in the coupling strength of gap plasmon modes between the outer and 
inner metallic surface(Lawrence and Dal Negro, 2010; Hao et al., 2009). The maximum 
intensity inside the cavities is strongly dependent on the size of the gap, increasing with 
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Figure 5·3: (a) Measured reflection for ring nanocavities of varying diameter 
and dielectric gap thickness. (b) Average electric field intensity in the dielectric 
gap region, calculated with FDTD method, for ring nanocavities excited by a 
plane wave with unity intensity. In both (a,b) ring nanocavity gap thickness t 
is 50nm (top), 75nm (middle) and 105nm (bottom). The colors correspond to 
inner diameters, d, of 230nm (blue), 310nm (red), 390nm (green) and 470nm 
(yellow). 
smaller gap sizes and reaching a maximum of almost 200 times for the 50nm gap thick-
ness, 100 times for 75nm gap thickness and 60 times for the 105nm gap thickness. The 
controllable intensity of the electric fields deeply localized within the nanocavities are 
also very appealing for optical sensing, absorption enhancement, or the enhancement of 
non-linear optical properties of dielectric materials placed inside the nano-gap regions. 
5.4.2 Photoluminescence Intensity 
Next, the active optical properties of plasmonic nng nanocavities are investigated. 
Steady state photoluminescence measurements are made for the reference and nanocav-
ity samples where Er ions are resonantly excited using quasi steady-state pumping at 
980nm using a Ti:Sapphire laser with 150fs pulses at 80MHz. Since the excitation life-
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time of Er ions is in the ms regime there will not be time for a significant amount of the 
excited electron population to decay between optical pulses and a steady state popula-
tion should build up in the atomic system as if a constant excitation photon flux was 
used. Pumping at 980nm causes electrons to move from the 4 115; 2 to the 4 111; 2 atomic 
energy levels. The 4 111; 2 state is short lived and electrons quickly decay non-radiatively 
to the 4 113; 2 state where they can finally return to the 4 115; 2 energy state through the 
production of photons at 1.54J.£m (or decay non-radiatively). The excitation laser is 
focused weakly on the sample to a spot size of about 50J.£m and the light produced at 
1.54J.£m is collected with a 50X (NA = 0.75) objective and detected using a monochro-
mator and InP/InGaAs photomultiplier tube (Hamamatsu R5509-73). By comparing 
the steady state PL signal for the reference sample and nanocavities under identical 
excitation and collection conditions the enhancement of the PL can be measured. Since 
the volume of emitting material, and hence number of emitters, is significantly differ-
ent for the reference and nanocavity samples a correction factor must be introduced 
to compensate. In Figure 5·4 the normalized intensity enhancement is plotted for ring 
nanocavities of varying cavity thickness, t, and diameter, d and a maximum emission 
enhancement of 24 times is achieved. For each cavity thickness there is an optimal cavity 
diameter for emission enhancement, which corresponds to the cavity diameter causing 
spectral overlap of the plasmon mode with the emission wavelength of Er ions. As the 
cavity thickness decreases from 105nm to 75nm the emission enhancement increases, 
consistent with the expectation of stronger field confinement in smaller gap thickness 
cavities. As the thickness decreases further from 75nm to 50nm the maximum emission 
enhancement value stays roughly the same. Though stronger radiation rate enhance-
ment is expected at smaller gap sizes, stronger increases· to the non-radiative rate is 
also expected because of the increased proximity of Er ions to the metal surfaces in the 
cavity. These two changes can offset each other. Further intensity enhancement could 
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Figure 5·4: Photoluminescence intensity enhancement for ring nanocavities of 
varying thickness and diameter. The measured intensity is normalized by the 
measured PL intensity from a homogeneous slab of Er:Si02 and the number of 
Er ions for the cavities and reference material. Blue lines are for ring nanocavi-
ties with t = 50nm, red lines are for ring nanocavities with t = 75nm and green 
lines are for ring nanocavities with t = 105nm. 
be realized by taking advantage of increased pumping efficiency due to increased local 
field intensity of the pump. Due to the radial polarization of plasmon modes, pumping 
with a radially polarized beam could be particularly effective at exciting plasmon modes. 
In the next section of this chapter, a thorough look at the PL decay dynamics will be 
provided using time resolved PL measurements. 
5.4.3 Photoluminescence Decay Measurements 
Time-resolved photoluminescence (PL) spectroscopy is used to investigate changes in 
the radiative decay rate caused by plasmon formation in ring nanocavities. The same 
optical setup is for time resolved and steady-state measurements with the excitation 
laser now switched at 11Hz by an electro-optic modulator (Conoptics 350-160) . For the 
reference sample a single exponential Er3+ emission lifetime of To = 8.8ms is measured. 
In order to quantitatively compare emission lifetimes of the reference sample and 
nanocavities, it is important to realize that the Er decay time in plasmonic cavities 
cannot be described by a single exponential relaxation process, because Er ions located 
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at different positions in the nanocavity experience different decay rates due to the spa-
tial variations in both the PDOS and the non-radiative processes. The Er decay in 
non-homogeneous photonic-plasmonic environments can accurately be modeled by a 
stretched exponential function, which is the Laplace transform of a distribution of de-
cay rates(Munechika et al., 2010; Kalkman et al., 2006). Following this approach, the 
measured photoluminescence decay data for the nanocavities are fit to a decay function 
with single and stretched exponential decay components, IPL(t) = A1e<;l )tl + A2e;2. 
For all measurements the stretched exponential decay term is the predominant com-
ponent of the decay (A1 > A2 ). The lower intensity single exponential term has a 
lifetime T2 roughly equal to that of the unpatterned sample. The PL decay of the 
nanocavity samples is most accurately captured using the combination of a stretched 
and single exponential which describe the decay of Er ions coupled to and uncoupled 
from the nanocavity respectively. Based on the well-established stretched exponential 
theory(Lindsey and Patterson, 1980), an average Er decay time, (T), can be defined 
according to the formula: 
(5.1) 
where Tis the lifetime and (3 is the stretching parameter of the decay. 
In the remainder of this chapter, the average decay time of Er ions will be used 
to compare the decay dynamics of different samples according to (r) ~ (;) .(Kalkman 
et al. , 2006; Lindsey and Patterson, 1980) In Figure 5·5 (a) the PL decay data for 
the reference (black) and ring nanocavities of different thickness (colored) are plotted 
(points) along with the corresponding fits (lines). All the ring nanocavity devices feature 
a strongly decreased lifetime compared to the reference (black - To = 8.8ms) , with 
minimum average lifetimes of (Tsonm) = 0.44ms, (T7snm) = 0.81ms and (TlOsnm) = 1.19ms 
corresponding to different thickness.es of the cavity. In the inset of Figure 5 ·5 (a) shows 
the measured Er emission spectrum from a nanocavity with a 50nm gap thickness and 
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390nm diameter, the same device corresponding to the blue-colored PL decay data. The 
decay fit constants for the nanocavity data in Figure 5·5 (a) are shown in Table 5.4.3. 
Cavity Thickness Inner Diameter Tl {3 (T) 
50nm 390nm 0.41ms 0.85 0.44ms 
75nm 510nm 0.76ms 0.89 0.81ms 
105nm 510nm 1.15ms 0.92 1.19ms 
Table 5.1: Decay Parameters for Figure 5·5a 
In Figure 5·5 (b) the experimentally measured (total) decay rate enhancement val-
ues (defined with respect to the decay rate of the reference sample) for a number of 
devices with different cavity thickness (t) and diameter (d) are shown (filled circles) . 
The measured enhancement of the decay rate is stronger in nanocavities with small 
dielectric gap thickness consistent with the stronger confinement of the electric field in 
gap plasmon modes. Is is clear by comparing . the decay rate enhancement data, the 
experimental reflection spectra, and the PDOS calculations that the maximum decay 
rate enhancement occurs when the gap plasmon resonance overlaps the peak of the 
Er emission spectrum. A detailed discussion of the quantification of the radiative and 
non-radiative contributions to the enhancement of the total decay rate is provided with 
detailed data analysis. 
The modified total decay rate in the ring nanocavity can be expressed as r t-cav = 
rr-cav+rab-cav+rnr-metal(Novotny and Hecht, 2006) , where rr-cav is the rate at which 
photons radiate to the far-field from from the nanocavity, r ab-cav is the rate at which 
photons are absorbed by the metal in the cavity and r nr-metal is the non-radiative 
transition rate of Er ions that can be modified by the coupling with the plasmonic 
nanocavity. According to the Fermi golden rule, the rate of photon emission/ absorption 
processes is proportional to the PDOS, which is modified by the nanocavity(Novotny 
and Hecht , 2006) . Using FDTD simulations we can rigorously calculate the PDOS of 
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the devices by integrating over the spontaneous emission bandwidth of the material. 
In order to compare the calculated and the experimentally measured cavity-induced 
modifications of the total spontaneous emission lifetime both radiative and non-radiative 
contributions of the decay must be included. The change in the radiative processes is 
calculated with FDTD simulations accounting for both photons propagating to the far-
field and photons absorbed in the metal of the cavity and defined as T/t-cav · All other 
non-radiative decay processes, some of which are intrinsic to the material and some 
which may have been introduced during processing, are taken into account by a term 
defined as TJnr-metal· The total expected decay rate is given by TJt-cav f rO + TJnr-metalf nrO 
where TJnr-metal is used as single fitting parameter for all the data, causing only a vertical 
shift. Combining the well-known radiative lifetime of Er:Si0 2 of Tro = 20ms(Creatore 
et al., 2009; Becker et al., 1999) with the measured total decay time, To = 8.8ms, 
provides the non-radiative lifetime Tnro = 15.9ms and the quantum efficiency, q0 = 
.44. This value of quantum efficiency should only be treated as an upper bound as 
some variation of Tro exists in the literature. Figure 5 ·5 (b) (dotted lines) shows the 
calculated decay rate enhancement with best fit values of TJnr - m etal = 6.34, 7.32 and 9.84 
for structures with 105nm, 75nm and 50nm gap thicknesses respectively, corresponding 
well to the experimental data. This data fitting only effects the open circle points plotted 
in Figure 5·5 (b) and the calculated change in the quantum efficiency in Figure 5·6 (d). 
5.4.4 Quantification of Radiative Rate and Quantum Efficiency Enhance-
ment 
The enhancement of the radiative decay rate of Er ions in the nanocavity can be quanti-
fied in the weak excitation regime, which well corresponds to the experimental conditions 
(as independently verified by the linearity of the Er emission intensity with respect to the 
pumping photon flux). In this regime, the following relation holds a¢;<< ft, where¢ is 
the pumping photon flux, a is the absorption cross section of Er, and the PL intensity, 
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Figure 5·5: (a) Photoluminescence decay measurements for ring nanocavities 
(colored) and reference material (black). (b) Measured (filled circles) and cal-
culated (open circles, including fit of non-radiative decay) total spontaneous 
emission rate enhancement of ring nanocavities of increasing diameter, d (nm). 
(a, b) Blue lines are for ring nanocavities with t = 50nm, red lines are for ring 
nanocavities with t = 75nm arid green lines are for ring nanocavities with t = 
105nm. In (a) the diameter of nanocavities is 390nm (blue) and 510nm (red, 
green) respectively. The inset in (a) is the PL spectrum of a ring nanocavity of 
thickness 50nm and diameter 390nm. 
IPL, can be expressed as: 
rr 
IPL .cx 'f/extNa<Prt. (5.2) 
By considering the ratio of the PL intensity measured for the ring nanocavities and for 
the reference material, under identical excitation conditions, the change in the radiative 
decay rate of Er induced by the cavities is measured.(Biteen et al., 2005; Munechika 
et al., 2010; Matsuda et al., 2008) The enhancement of the radiative decay rate is given 
by: 
rr-cav 
rr-ref 
I p L-cav .'r/ext-ref Nref (]"ref r t-cav 
----- (5.3) 
where 'f/ext-ref,cav is the light extraction efficiency, O"ref,cav is the absorption cross-section 
and Nref,cav are the numbers of active Er atoms in the reference sample and in the ring 
nanocavities, respectively. The factor NNref is accurately estimated from the volume ratio 
cav 
of the ring nanocavities to that of the reference material. In addition to the measured 
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PL intensity the collection efficiency of light must be considered in Equation 5.3 as it 
varies significantly between the reference sample and the nanocavities. 
The extraction efficiency of the reference sample is calculated using geometric optics 
and considering emission from an isotropic point source in a slab of Si02 . The extraction 
efficiency, 'flext , is given by, 
(5.4) 
Where ()NA is the maximum collection angle, which is determined by the numerical 
aperture of the objective (NA = .75). Using ()NA = sin-1 ( NA ) we find 'r/ext is given by, 
ns ,o2 . 
'flext = ~ (1 - ....:.._v_n~_io_2 -_N_A_2) 
2 nsi02 
(5 .5) 
which for this experiment is equal to 7.2%. 
While a simple geometric optics calculation is sufficient to estimate the light extrac-
tion efficiency for the reference sample of Er ions embedded in an Si02 film, numerical 
FDTD calculations must be utilized for the ring nanocavities . The estimation of the 
light extraction efficiency from ring nanocavities can be performed by calculating the 
flux of the Poynting vector considering a solid angle determined by the NA of the exper-
imental collection optics and by comparing it with the calculated flux of the Poynting 
vector across a surface enclosing the device. By following this procedure, the percent-
age of light collected at 1.54p,m is found to vary between 39% and 76% depending on 
the cavity size, and features a maximum when the cavity resonance overlaps with the 
emission wavelength of Er. The pumping efficiency factor aret , is also different for the 
U ca v 
nanocavities and the reference sample, and can be calculated using FDTD simulations 
by exciting the ring nanocavity with a plane wave source at 0.98 p,m and measuring the 
average electric field intensity inside the cavity. Experimentally, similar trends can be 
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achieved by comparing the reflectivity data of devices and the reference sample at the 
pumping wavelength. 
Figure 5·6 (a) shows the radiative emission rate for ring nanocavities of different 
diameter (d) , and thickness (t), evaluated according to Equation .5.3. The maximum 
radiative rate enhancement increases with decreasing cavity thickness and is maximized 
when the cavity resonance overlaps with the peak of the Er emission spectrum, similarly 
to the total emission rate. FDTD calculations of the radiative rate enhancement are 
plotted in Figure 5·6 (c). By comparing the results of Figure 5·6 (a) and Figure 5·6 (c) 
similar trends are found of decay rate enhancement with nanocavity diameter for all cav-
ity thicknesses. Additionally, both calculations and experiments show an increase in the 
radiative decay rate with decreasing gap thickness, demonstrating a 25-times increase 
of the radiative emission rate of Er in the optimal nanocavity geometry. There is some 
discrepancy between the measured and calculated radiation rate enhancement, espe-
cially at larger cavity diameters for the smallest cavity thickness. In these nanocavities, 
FDTD simulations suggest that a quadrupolar mode (as shown in Figure 5·2 (c)) should 
spectrally overlap with the Er emission and cause a change in the radiative rate. This 
change in radiative rate is not obseryed experimentally most likely due to fabrication 
imperfections that affect the formation of higher order modes more strongly. 
Using Equation 5.3 the change in the Er quantum efficiency induced by the ring 
nanocavity can be determined, which is given by: 
Qcav IPL-cav 'Tlext-ref Nref are f 
---- (5.6) 
Qre f JPL-ref 'Tlext-cav Ncav fJcav 
Figure 5·6 (b) shows the quantum efficiency enhancement caused by the nanocavities 
according to Equation 5.6 . By using the quantum efficiency of the reference material, the 
FDTD calculated radiative decay rate and the non-radiative decay rate (obtained from 
experimental data fitting of the total spontaneous decay rate) the expected quantum 
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efficiency enhancement is calculated and plotted in Figure 5·6 (d). By comparing the 
quantum efficiency enhancement in Figure 5·6 (b) with the calculated enhancement, 
consistent trends are seen for a given cavity thickness as the cavity diameter is increased. 
Moreover, when comparing the results of Figure 5·6 (a,c) to Figure 5·6 (b,d) for a single 
cavity thickness, an increase in the quantum efficiency corresponds to an increase in the 
radiation rate. Finally, while the smallest cavity thickness provides the largest increase 
in the radiation rate it does not show the largest quantum efficiency, most likely due 
to increased non-radiative losses originating from the closer proximity of Er ions to the 
metallic surface. 
5. 5 Purcell Enhanced Lasing 
This section provides a quantitative perspective on the potential to achieve laser action 
using Er-doped Si02 as an active material inside Si-compatible plasmonic ring nanocav-
ities. The engineering of Si-based nanoscale optical emitters and lasers could potentially 
enable inexpensive on-chip optical components for high-density information processing 
and sensing applications (i.e., lab-on-a-chip) that are fully compatible with Si micro-
electronics technology. 
~n general, the gain threshold for lasing is reached in an optical cavity when the cavity 
gain, [c, exceeds the cavity loss , ac = ~Q. The optical gain in a material, [m, is typically 
limited by the maximum achievable population inversion of the light emitting atoms. 
When the radiation is confined within deep-subwavelength volumes, the significant Pur-
cell enhancement of the spontaneous emission rate increases the stimulated emission 
rate, leading to the possibility of a large cavity gain, given by rc = Fprm ·(Ma et al. , 
2013; Vahala, 2003) The gain threshold is met when ::1.£ > 1, in large cavity lasers where 
O:c 
Fp = 1, ::1.£ ex: Q since lc is independent of Q. On the other hand, in small cavity volume 
O:c 
resonators, when the spontaneous emission bandwidth of a material OAm is less than the 
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Figure 5·6: (a) Radiative rate enhancement for ring nanocavities of increasing 
diameter, d (nm), calculated according to Equation 5.3. (b) Quantum efficiency 
enhancement for ring nanocavities of increasing diameter, d ( nm) , calculated 
according to Equation 5.6. (c) Calculated radiative rate enhancement for ring 
nanocavities of increasing diameter, d (nm). (d) Calculated quantum efficiency 
enhancement for ring nanocavities of increasing diameter, d (nm). (a-d) Blue 
lines are for ring nanocavities with t = 50nm, red lines are for ring nanocavities 
with t = 75nm and green lines are for ring nanocavities with t = 105nm. 
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cavity linewidth 8Acav , the Purcell enhancement factor can be expressed(Purcell, 1946) · 
by Fp = 4!2 ( ~) 3 ( ~) and the gain threshold scales according to ~ ex ~ . However, as 
Q is increased the condition 8.\m < 8Acav will be violated for most materials and a more 
rigorous definition of the Purcell factor is therefore necessary. 
More generally, the Purcell factor is given by the ratio of the spontaneous emission 
rate, Rsp, in the cavity to that of free space. The rate of spontaneous emission can be 
expressed as:(Suhr et al. , 2010; Coldren and Corzine, 1995) 
Rsp = J J A21Pet(E)pop(hv)L(E- hv)dhvdE (5.7) 
where Pet(E) is the electronic density of states, A21 is the Einstein spontaneous emission 
coefficient, pop( hv) is the photonic density of states and L( E- hv) is the lineshape func-
tion due to homogeneous broadening of the emitter. When pop(hv) does not strongly 
depend on frequency (i .e., free space) the spontaneous emission lineshape is proportional 
to Pet(E) X L(E- hv). In the limit of Pet(E) X L(E- hv) --+ 8(E- hvc), where hvc is the 
resonance frequency of the cavity Equation 5.7 will be proportional to pop(hv) at the 
cavity central frequency and the Purcell factor can simply be expressed as the ratio of 
the density of states at resonance to that of free space, resulting in the normal definition 
of Purcell Factor, FP = 4!2 ( ~) 3 ( ~) . However, when the bandwidth of the sponta-
neous emission becomes appreciable, Fp must be obtained by integrating the photonic 
density of states over the spontaneous emission lineshape, as in Equation 5.7. Using the 
experimentally measured spontaneous emission spectrum of the Er:Si02 material, the 
free-space photonic density of states Pts(hv) = B1r;:v2 and a Lorentzian cavity density 
of states, the Purcell factor can be rigorously calculated as a function of the cavity Q 
factor and volume. We find numerically that when the Q factor is increased beyond 
~ 50 such that 8.\m > 8Acav the Purcell factor saturates and the scaling of the gain 
threshold becomes 'Yc ex 9.v. 
Ctc 
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Using the more rigorous definition spontaneous emission rate enhancement, the role 
of the Purcell effect on the gain threshold of plasmonic ring nanocavities with Er-doped 
Si02 as an active medium can be studied. Figure 5·7 (a) shows the effect of Purcell-
enhanced stimulated emission rate on the gain threshold ::i.E.. for resonators of different 
a c 
volumes. The calculations use a constant material gain of lm ~ 2cm-1 , consistent with 
studies of optical gain in Er:Si02 (Kippenberg et al., 2006). The black line shows the 
evolution of the cavity gain threshold when the Purcell effect is absent ( Fp = 1), for 
which a cavity quality factor Q = 3 x 104 would be needed in order to achieve lasing. 
The colored lines show the effect of Purcell enhanced stimulated emission for different 
cavity volumes, blue- V = 0.01 (~) 3 and red- V = 0.1 (~) 3 . It is very interesting to 
note that the scaling of the threshold with Q depends markedly on the cavity volume. 
In fact, while for Rp = 1 we have rc ex: Q, in the case of small cavity sizes and at low 
a c 
Q factors we see that ~ ex: ~ . When the Q factor increases in nanocavities the scaling 
changes to ::i.E.. ex: _vQ due to the saturation of Fw The dotted lines show the behavior of 
a c 
rc without the saturation of FP, which leads to dramatic overestimation of rc values in 
O:c O c 
the high Q regime. 
This analysis has demonstrated that for materials with broadband emission, high 
Purcell factors cannot be achieved simply by increasing the resonator Q factor and 
shrinking the cavity volume becomes essential. In the case of Er, it is shown that the 
Q factor needed to achieve lasing in plasmonic ring nanocavities is strongly dependent 
on the volume of the ring. For a volume of V = 0.1 (~) 3 a Q factor of 880 is needed 
to achieve lasing while for a volume of V = 0.01 (~) 3 a Q factor of 123 would suffice. 
Though this analysis has been · performed specifically targeting the Er emission, it is 
generally applicable to alternative material systems for the engineering of plasmonic 
nanolasers. 
Figure 5·7 (b) shows ::i.E.. as a function of both Q and the cavity volume for the Pur-
a c . 
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cell enhanced stimulated emission of Er. The vertical black line in the figure indicates 
the gain threshold region in the Q-V calculated parameter space. Devices with Q-V 
parameters falling in the area to the right of this line have overcome the gain threshold 
condition for lasing. The horizontal black line indicates the Q-V region where Purcell 
enhancement is no longer a factor , devices above this line have Fp = 1. The numbers 
placed on the phase plot indicate various plasmonic and photonic optical cavities which 
have been explored. Table 5.5 contains a description of each device, indicates if the work 
is theoretical or experimental and whether it has been demonstrated with an active or 
passive medium. Number 1 on the plot shows the work on plasmonic ring nanocavities 
in this thesis. Numbers 2-5 reference similar cylindrical plasmonic nanocavities stud-
ied both theoretically and experimentally with both passive and active materials. Of 
these numbers 3 and 5 come closest to the lasing threshold with number 3 surpassing 
the laser threshold, however this work is purely theoretical. Number 5 uses focused ion 
beam lithography to make extremely small volume nanocavities, however these devices 
are passive and filling the small cavity region with active material is very challenging. 
Numbers 6-8 demonstrate lasing in the IR in various nanocavity designs using III-V 
semiconductor materials. Number 6 employs a cylindrical MIM cavity similar to this 
work, number 7 uses an optical cavity coated with metal to increase field confinement 
and 8 uses an MIM waveguide. None of these three approaches have sufficiently small 
cavity size or high enough Q factor for Er based nanolasers. Numbers 9 and 10 demon-
strate lasing in the visible , where 9 relies on plasmon polariton formation on a metal 
nanoparticle and 10 in an on chip micro-resonator with light confinement by total in-
ternal reflection. Number 9 is very close to the volume and Q factor needed for Er 
based lasing however this work uses solution based nanoparticles with are not suitable 
for on-chip integration. Numbers 11-13 are examples of active photonic nanocavities 
which incorporate Er. In number 11 lasing is demonstrated in a high Q micro-disk 
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cavity on a Si substrate, however coupling light to and from this type of resonator is 
challenging. Electrical injection is also not possible in suspended micro-disk cavities. 
In number 12 a photonic crystal cavity is used which has reduced mode size compared 
to the micro-disk structure, however insufficient Q factor to exhibit lasing. Number 13 
employs a nano-beam resonator and should have sufficient Q factor and mode volume 
to achieve lasing use Er, with ideal material gain. In this work, Er:SiNx is used to make 
the nanocavity and transparency is observed but not laser action. 
Number Description >. Citation 
1 This Work 1.55J.Lm (Lawrence and Dal Negro, 2013) 
2 Cylindrical plasmonic nanocavity l.5J.Lm (Kroekenstoel et al., 2009) 
3 Cylindrical plasmonic nanocavity Various (Vesseur et al., 2010) 
4 Cylindrical plasmonic nanocavity 700nm (Vesseur and Polman, 2011) 
5 Cylindrical plasmonic nanocavity 710nm (Melli et al., 2013) 
6 Thresholdless Coaxial N anolaser 1.55J.Lm (Khajavikhan et al., 2012) 
7 Laser with metallic coating 1.4J.Lm (Hill et al. , 2007) 
8 MIM Plasmoriic Waveguide Laser l.5J.Lm (Hill et al., 2009) 
9 SPASER 525nm (Noginov et al ., 2009) 
10 CdS Plasmon Laser 500nm (Ma et al., 2010) 
11 Microdisk Resonator Laser 1.55J.Lm (Kippenberg et al. , 2006) 
12 ErSiN photonic crystal cavity 1.55J.Lm (Gong et al., 2010b) 
13 N anobeam resonator 1.55J.Lm (Gong et al., 2010a) 
Table 5.2: Resonant Cavities in Figure 5·7 (b) 
5.6 Conclusions 
In conclusion, this chapter contains the design, fabrication and characterization of plas-
monic ring nanocavities composed of Er:Si02 and silver. The excitation of gap plas-
mons creates deep subwavelength light confinement in cavities with volumes as small as 
0.01(~) 3 . The geometry of the cavity is varied to maximize the overlap of the cavity . 
resonance with the spontaneous emission of Er and the total decay rate of Er atoms is 
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Figure 5·7: (a) Cavity gain/loss as a function of cavity Q factor with (colored) 
and without (black) Purcell enhanced stimulated emission using Er as a gain 
material, l m = 2cm - 1 . The colored solid lines correctly account for the sponta-
neous emission bandwidth of Er in the calculation of the Purcell enhancement 
while the dotted lines show the result when saturation of the Purcell effect is 
ignored. Blue corresponds to a normalized cavity volume of 0.01 (~) 3 and the 
Red corresponds to 0.1 (~) 3 . (b) Cavity gain/loss as a function of Q factor and 
volume accounting for stimulated emission enhancement in Er. The area to the 
left of the solid black vertical line indicates that the gain threshold has been 
surpassed. The area above the horizontal black line is the region where Purcell 
enhancement is no longer a factor ( Fp = 1) 
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increased 20 times at room temperature. Through measurements of photoluminescence 
intensity, PL time-dynamics and full-vector FDTD modeling of the fabricated device 
structures the enhancement of the radiative decay rate is quantified in a number of 
nanocavity devices which demonstrate up to 25-times radiative rate enhancement and a 
doubling of the quantum efficiency. Finally, the possibility of achieving Purcell-enhanced 
lasing is studied and it is shown that plasmonic ring nanocavities are a promising plat-
form for Er based subwavelength sources. 
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Chapter 6 
Aperiodic Arrays of Active Nanopillars for 
Radiation Engineering 
Reprinted (adapted) with permission from Lawrence, N., Trevino, J. and Dal Negro, 
L. Aperiodic arrays of active nanopillars for radiation engineering, Journal of Applied 
Physics, 111, 113101 (2012), Copyright 2012 American Institute of Physics 
6.1 Introduction 
Semiconductor light emitting diodes (LEDs) have found numerous applications in dis-
play and general lighting technologies.(Steigerwald et al. , 2002; Soref, 1993) However, 
one limitation to the overall efficiency of solid state LEDs is the low extraction efficiency 
associated to the trapping of radiation in the active device region by total internal re-
flection. For this reason, LEDs are often roughened or patterned in ways to increase the 
light extraction efficiency, such as with periodic diffraction gratings or photonic crys-
tal structures.(Wierer et al., 2009; Fujii et al., 2004; Fan et al. , 1997) However, since 
light is emitted isotropically from LEDs, structures for extraction should preferably be 
capable of interacting with light traveling in all azimuthal directions (omnidirectional 
structures).(Benisty et al., 2008; David et al., 2006; David et al., 2005) Though surface 
roughening fulfills this criterion, its random nature makes it difficult to be engineered. 
Moreover, random structures do not provide the opportunity to engineer emission pat-
terns for directionality control.(Lai et al. , 2009; Rattier et al. , 2003) The issue of om-
nidirectional extraction in periodic photonic structures has been previously addressed 
through the use of Archimedean lattices owing to their higher degree of local rotational 
symmetry as compared to traditional hexagonal patterns.(David et al. , 2006; McGroddy 
et al., 2008; David et al. , 2001) 
In this chapter, novel nanostructures for omnidirectional extraction enhancement 
and the generation of isotropic emission profiles are proposed. This is achieved by engi-
neering aperiodic structures that approach continuous rotational symmetry in reciprocal 
space.(Trevino et al., 2011) In particular, the light emitting behavior of active nanopil-
lar arrays based on the periodic, Archimedean lattice (i.e., A7), Pinwheel tiling(Radin, 
1994), and golden angle Vogel spiral (GA spiral)(Vogel, 1979; Mitchison, 1977) geome-
tries are investigated. These deterministic array structures feature increasing degree 
of rotational symmetry in k-space, ranging from discrete spectra with pure rotational 
axes, such as for periodic and quasiperiodic crystals, to more diffuse spectra with con-
tinuous components as for amorphous systems. Moreover, differently from periodic and 
quasiperiodic arrays, Pinwheel and GA spiral arrays support circularly symmetric scat-
tering rings in Fourier space entirely controlled by deterministic generation rules(Dal 
Negro and Boriskina, 2012). The use of aperiodic arrays provides the possibility of 
shaping the angular emission profile in ways that cannot presently be achieved using 
periodic or quasi-periodic photonic structures with discrete rotational symmetry. In 
particular, GA spirals give rise to azimuthally isotropic radiation patterns, which can 
be utilized for uniform illumination(Wu et al., 2009) . 
In order to demonstrate omnidirectional extraction and emission profile shaping of 
Er radiation with planar dielectric structures, a number of Er:SiNx nanopillar arrays are 
fabricated using electron beam lithography and reactive ion etching. The design of the 
arrays is performed by a combination of Finite Difference Time Domain (FDTD) simula-
tions and Bragg scattering theory(Wiesmann et al., 2009). FDTD simulations are used 
to optimize the individual nanopillar height for light extraction, while Bragg scattering 
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calculations are utilized to design the array parameters, including the nanopillar spac-
ing and filling factor . Optical characterization is performed by photoluminescence (PL) 
spectroscopy that demonstrates a more than 10 times increase in extraction efficiency 
for optimized GA spiral arrays, in agreement with calculations. Moreover, angularly 
resolved PL measurements performed by directly imaging Er emission in the Fourier 
space demonstrate that Pinwheel and GA spiral arrays create diffuse and azimuthally 
isotropic emission patterns controlled by the array geometry. These results offer unique 
opportunities for the engineering of novel Si-based light emitting nanostructures with 
isotropic radiation on a Si platform.· 
6.2 Aperiodic Arrays for Light Extraction 
In this section, design of periodic, Archimedean, Pinwheel and GA spiral arrays for 
light extraction enhancement at 1.55 J-tm is performed using FDTD simulations and 
Bragg scattering calculations. Though the focus of this section is designing aperiodic 
arrays of nanopillars a periodic array is included as a reference sample. The periodic 
array is a hexagonally closed packed array with direct space shown in Figure 6·1 (a) 
and Fourier space shown in Figure 6·1 (e) . . The Fourier space of a hexagonal lattice 
consists of a 6-fold symmetric pattern of discrete Bragg peaks. The Archimedean lattices 
investigated are A 7 structures, which consist of hexagonal arrays of unit cells containing 
seven particles, also arranged in a hexagonallattice(David et al. , 2001) . Archimedean 
structures are therefore periodic systems featuring well-defined Bragg peaks in their 
diffraction spectra (i.e., pure-point measure). Figure 6 ·1 (b,f) show the direct and 
reciprocal (i.e., diffraction) space for a representative A 7 array. of particles. Discrete 
Bragg peaks with hexagonal rotational symmetry can clearly be distinguished in the 
reciprocal Fourier space of the A7 structure. However, Figure 6·1 (f) also shows the 
presence of additional peaks in the Brillouin zone, resulting in a higher degree of local 
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rotational symmetry (i.e. , not a global symmetry of the crystal) compared to standard 
hexagonal crystals.(David et al., 2001 ; Senechal, 1996) Due to the increased density of 
Bragg peaks in the first Brillouin, A 7 structures have been studied in relation to the 
engineering of light extraction.(David et al., 2006; Wiesmann et al., 2009) 
Figure 6·1: (a-d) Periodic, Archimedean (A7) lattice, Pinwheel tiling and GA 
spiral, respectively. ( e-h) Discrete Fourier transforms (DFT) of Periodic, A 7, 
Pinwheel , GA spiral arrays, respectively showing increasing degree of circular 
symmetry. The DC component arising in the DFT of the arrays has been 
eliminated. 
In contrast , deterministic aperiodic structures, which support non-crystallographic 
point symmetries with rotational axes of arbitrary order(Senechal, 1996), have recently 
been studied for applications in photonics(Dal Negro and Boriskina, 2012) . In particu-
lar, Pinwheel arrays have been discussed in the mathematical literature as examples of 
point patterns approaching, in the infinite-size limit , "infinity-fold" rotational symme-
try, or k-space isotropy. These arrays are generated by performing decomposition and 
inflation operations on a prototile cell, which is a right triangle with sides of relative 
length 1,2 and v's. In the first step, the prototile is divided into five congruent copies 
and then new triangles are expanded to the size of the original triangle . Each of the 
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new triangles is decomposed in the same fashion and inflated again, leading to a com-
plete tiling of the plane when these operations are repeated ad-infinitum(Radin, 1994) . 
The resulting aperiodic tiling contains triangular elements, which appear in infinitely 
many orientations. By positioning particles at the vertices of the triangles, Pinwheel 
particle arrays are obtained with a high degree of rotational symmetry in the diffraction 
pattern. Isotropic plasmonic resonant surfaces were recently demonstrated by arranging 
metallic nanoparticles according to the Pinwheel geomet:ry(Lee et al., 2011). Figure 6 ·1 
( c,g) shows the direct and reciprocal space of a representative Pinwheel particle array. 
A diffuse background component in reciprocal space with higher rotational symmetry 
compared to A 7 structures can be directly appreciated, along with fewer well defined 
diffraction peaks that originate from the finite-size of the array. In the limit of infinite-
size arrays, Radin has in fact shown that there is no discrete component in the Pinwheel 
diffraction spectrum.(Radin, 1994) 
On the other hand, an almost isotropic Fourier space, approaching continuous circu-
lar symmetry, can be obtained using finite-size arrays with deterministic aperiodic GA 
spiral order.(Trevino et al. , 2011) GA spirals are a particular type of Vogel spirals. GA 
spiral arrays are obtained by a simple generation rule, expressed in polar coordinates 
r and () , first proposed by Vogel in order to approximate the complex arrangements of 
florets in the sunflower head(Vogel, 1979; Mitchison, 1977; Adam, 2009): 
rn = aovn (6.1) 
(6 .2) 
where n = 0, 1, 2, ... is an integer, a is a constant scaling factor , a ~ 137.508° is an irra-
tional number known as the golden angle that can be expressed as a = 360( 1 ___: frac( ¢)), 
where frac denotes the fractional portion and ¢ = 1+2VS ~ 1.618 is the golden number. 
The angle a gives the constant angular aperture between adjacent position vectors r n 
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and r n+l of particles in the array. The structure of a GA spiral can be decomposed 
· into clockwise and counterclockwise families of out-spiraling lines of particles, known 
as parastichies, which stretch out from the center of the structure. Interestingly, the 
number of spiral arms in each family of parastichies is given by consecutive Fibonacci 
numbers .(Vogel, 1979) Moreover, since the golden angle is an irrational number, the GA 
spiral lacks both translational and rotational symmetry. Accordingly, its spatial Fourier 
spectrum does not exhibit well-defined Bragg peaks, as for standard photonic crystals 
and quasicrystals, but rather features a diffuse circular ring whose spectral position is 
determined by the particle's geometry. Figure 6·1 (d,h) shows the direct and reciprocal 
space structure of the G A spiral. Recently, G A spiral arrays of metallic nanoparticles 
were fabricated and polarization-insensitive planar light diffraction was demonstrated 
in the visible spectral range.(Trevino et al., 2011) Moreover, distinctive structural reso-
nances carrying OAM were recently discovered in these plasmonic structures and ami-
lyzed using multiple scattering theory(Liew et al., 2011; Trevino et al., 2012). However, 
the light emitting properties of dielectric nanopillar arrays with Pinwheel and GA spiral 
geometries still remain to be investigated. In this section, a systematic study of the 
light extraction and emission properties of these novel types of active arrays is pre-
sented by focusing on Er:SiNx nanopillars, which emit 1.55 J.Lm radiation and can be 
reliably fabricated with a high degree of accuracy using well-established Si compatible 
processing.(Yerci et al., 2009; Yerci et al., 2010). 
6.3 Design of Nanopillar Arrays for Light Extraction 
6.3.1 Pillar Height Optimization 
In order to optimize active pillar arrays for light extraction, the pillar height and the ge-
ometrical parameters of the arrays have been independently designed. Two-dimensional 
FDTD simulations are utilized to optimize the height of the nanopillars, while extrac-
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tion calculations based on Bragg scattering theory(Wiesmann et al., 2009) are employed 
to optimize the pillar spacing for a given array geometry. While FDTD simulation are 
the most accurate, they are impractical to carry out on aperiodic patterns as the com-
putational power required is too large. A schematic of the FDTD simulated structures 
is shown in the inset of Figure 6·2 (a), consisting of a thin waveguiding layer of Si-rich 
SiNx (n = 2.1) on an Si02 substrate (n = 1.5) with a periodic grating of SiNx pillars 
placed atop in order to extract the guided radiation. A mode source is injected into the 
SiNx waveguiding layer and the radiation extracted from this mode, both into air and 
into the substrate, is quantified by calculating the optical power transmitted through 
planes positioned 10 f.-tm above and below the device. The extracted power from the 
guided mode at 1.55 f.-tm is plotted in Figure 6·2 (a) (red is power into substrate and 
blue is power into air) as a function of the pillar height. The results show a maximum 
in the power diffracted into air for a pillar height of 350 nm, exceeding the amount of 
power diffracted into the substrate by a factor of 2. 
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Figure 6·2: (a) Extraction of a guided mode by SiNx pillars to air and the sub-
strate with an inset of the device showing a mode injected into the SiNx layer. 
(b) Fourier transform of an A 7 lattice with vectors relevant to the Bragg scatter-
ing calculation. (c) Calculated extraction for periodic (magenta), Archimedean 
(red), Pinwheel (green), and GA spir~l (blue) arrays versus spacing. 
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6.3.2 Array Optimization 
Ideally, full vector 3D FDTD simulations of aperiodic arrays could be used to optimize 
the array geometry for light extraction however, the large 'size of the investigated aperi-
odic arrays prevents direct numerical calculations. Therefore, the optimal pillar spacing 
for any given array geometry is identified by resorting to analytical Bragg scattering 
theory(Wiesmann et al. , 2009) , which is a powerful method utilized for the design of 
LED extraction when strong photonic coupling effects can be neglected. Calculation 
of extracted light using the Bragg scattering method enables the exploration of a large 
parameter space at relatively low computational cost and provides the opportunity to 
optimize the lattice spacing and filling fraction of different arrays. In the case of weak 
scattering, the extraction of light is described by Bragg's law of diffraction, j]d = ~ + G, 
where~ is the input waveguide k-vector, /Lis the extracted (i.e., final) k-vector, and G 
is a reciprocal space vector obtained by computing the Fourier transform of the corre-
sponding array. Based on Bragg's law of diffraction, we notice that if the input waveguide 
k-vector with amplitude I~ I> lkol (ko = 2{ is the free space wavevector at wavelength .X) 
interacts with a suitable reciprocal space vector G giving rise to a final k-vector j]d with 
amplitude liJdl< lkol, then the input waveguide mode is folded back into the light cone 
and can be extracted from the device. Therefore, knowing the input waveguide k-vector, 
~ ' and the reciprocal vectors, G, of the structure, the overall extraction efficiency of a 
given array can be designed based exclusively on geometrical arguments. Figure 6·2 (b) 
illustrates an example of such Bragg scattering calculations, where the points along the 
green circle correspond to possible k-vectors resulting from the interaction ~+G. As an 
example, Figure 6·2 (b) shows two vectors, named k1 = /]1 +G and k2 = /]2 +G, of which 
k1 is extracted to the light cone while k2 is not. Based on this geometrical construction, 
we can define the extracted power, "' for the waveguide mode ~ as(Wiesma,nn et al., 
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2009) 
( it G ....) { lcal 2 if lA- Gl< lkol r;, fJn ex 0 1 e se (6.3) 
where fG is the complex amplitude of the array Fourier transform at G. The arc length 
I! = ¢{3i, shown in Figure 6·2(b) in white, determines the in-plane directions for A 
that can be extracted by a given G. Maximum efficiency is achieved for IGI~ IAI, 
which determines the optimal vector amplitude, G, for extracting a randomly oriented 
inplane input. The total extraction efficiency r;,tot of a given array geometry is therefore 
calculated by the integration over all the reciprocal space vectors, giving, 
(6.4) 
This analysis makes us clearly appreciate that the optimal Fourier space for light ex-
traction should consist in a circle of radius f3i· This condition guarantees the highest 
Bragg extraction efficiency for a randomly oriented set of input wavevectors, and it can 
be met by engineering isotropic Fourier space. For this reason A 7 lattices, which possess 
a higher degree of local rotational symmetry compared to standard photonic crystals, 
have been proposed and utilized to efficiently extract radiation from LED devices(David 
et al., 2006; Rattier et al., 2003). It is therefore extremely interesting to investigate ar-
rays with even higher rotational symmetry in Fourier space, such as the Pinwheel(Radin, 
1994) and GA spirals(Vogel, 1979; Mitchison, 1977), displaying spectral features that 
are not present in structures with translational symmetry or in quasi-crystals. A sum-
mary of the Bragg scattering calculation results for the various investigated arrays is 
shown in Figure 6·2 (c). In all calculations, a modal effective index neff = 1.7 is con-
sidered, which is obtained following the procedure detailed in (Schonbrun et al., 2005), 
using the slab waveguide thickness and refractive index parameters measured by el-
lipsometry on the fabricated active material. In Figure 6·2 (c) r;,tot, calculated using 
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Equation 6.4, is plotted for the investigated geometries and for different values of pillar 
spacing. These results demonstrate clearly the importance of the arrays' geometry for 
light extraction. In particular; we can appreciate from this optimization that the best 
extraction is achieved by the G A spiral (blue curve) . Interestingly, the A 7 lattice (red 
curve) follows a similar trend compared to the GA spiral. The light extraction from 
the periodic array (magenta curve) also follows a similar trend with spacing yet with 
reduced efficiency. The Pinwheel array (green curve) shows the lowest value of peak 
extraction and a reduced sensitivity to pillar spacing. This is attributed to the diffuse 
nature of its Fourier spectrum (see Figure 6·1(e)) , as compared to both A7 and GA 
spiral structures. 
6.4 Experimental Characterization of Extraction Enhancement 
6.4.1 Fabrication of Active N anopillar Arrays 
Aperiodic pillar arrays were fabricated from Si-rich Er:SiNx using RF magnetron sput-
tering, electron beam lithography and reactive ion etching (RIE) . First a 650nm layer 
of Er:SiNx is deposited by RF reactive cosputtering by simultaneously ·sputtering Si and 
Erin an Argon/Nitrogen environment. By changing the relative power of the Si and Er 
targets the concentration of Er in the sample can be controlled, which must be kept at a 
- low enough concentration that clustering of Er ions does not take place. Sputtered ions 
of Si bond with N in the sputter chamber to form SiNx. By changing the relative con-
centration of argon and nitrogen in the chamber, the amount of excess silicon in the film 
can be controlled. After deposition the film must be annealed to activate the Er ions, 
this is done at llOOC for 200sec. Light emission at 1.55f.Lm takes place from electron 
transitions in Er3+ ions. Er ions can be non resonantly excited by energy transfer from 
the SiNx(Yerci et al. , 2009) . Electrical excitation is also possible(Yerci et al., 2010). 
After material deposition and annealing a thin (180nm) layer of Poly( methyl methacry-
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late) (PMMA) is deposited on the sample by spin coating at 2000rpm and then baked 
on a hot plate at 180C for 90sec. Electron beam lithography is then used to define 
the nanopillar arrays where selective areas are exposed in a Zeiss Supra 40VP scanning 
electron microscope. Nanopatterning software is used to control the beam (NPGS) . The 
exposed areas of the sample are then removed by development in methyl-isobutyl ketone 
(MIBK) diluted in isopropyl alcohol at a ratio of 1:3. Next the sample is cleaned in a 
plasma asher to remove small amounts of PMMA that may remain after development. 
A thin (20nm) layer of Cr is then deposited on the sample by electron beam evapora-
tion. The remaining PMMA and excess Cr are removed with a liftoff process in acetone. 
The pattern of Cr is transfer to the underlying Er:SiNx by reactive ion etching using a 
CHF3/02 chemistry. The plasma etching process leaves the surface of the Er:SiNx very 
rough which is smoothed by a wet etching process in heated phosphoric acid (180C) to 
remove a small amount of Er:SiNx. Scanning electron micrographs (SEMs) of fabricated 
periodic, Archimedean, pinwheel and GA spiral devices are shown in Figure 6·3 (a-h). 
All the fabricated arrays have been truncated using circular masks of identical size in 
orde.r to ensure that pumping conditions are consistent during optical characterization. 
Figure 6·3: SEMs of (a) periodic, (b) Archimedean (A7), (c) pinwheel tiling, 
and (d) GA spiral nanopillar arrays fabricated in Er:SiNx. (e-h) show close ups 
of each array to highlight the geometry. An inset of a single pillar is shown in 
the lower right corner of (h) with a height of 350nm. The arrays are 50 J-Lm in 
diameter. 
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6.4.2 Optical Characterization of Active Nanopillar Arrays 
The optical characterization of the fabricated structures is performed using PL spec-
troscopy (set-up shown in Figure 6·4 (a)) to quantify the extraction enhancement of · 
nanopillar arrays with increasing degrees of Fourier space rotational symmetry. A diode 
laser, operating at 405nm, is used to excite the sample, which is weakly focused to a 
spot slightly smaller than the array size. A microscope with 50X (NA=.7) objective and 
CCD camera are used to align the pump with the sample. The sample is oriented so 
that the nanopillar arrays are facing the microscope and the pump beam is aligned in 
transmission. A flip mirror directs the light to either the CCD camera or monochroma-
tor attached to PMT for spectral measurements. A chopper and lock-in amplifier are 
used to reduce the noise. 
(a) Extraction enhancement 
Monochromator 
and PMT 
Flip 
Camera Mirror 
Laser 
Sample 
(b) K-space imaging 
Laser 
405nm 
Sample 
Figure 6·4: (a) Optical setup used for extraction enhancement measurements. 
(b) Optical setup used for K-space imaging. 
The Er emission spectra corresponding to the optimized array structures are dis-
played in Figure 6·5 (a), together with the emission of the reference unpatterned device. 
All pillar arrays show a large increase in the emission signal. Moreover, no appreciable 
modification in the emission lineshape of Er is observed, indicating broadband enhance-
ment. 
In order to experimentally quantify the light extraction enhancement for the different 
arrays, the PL intensity is normalized to the emission collected from the unpatterned 
area (not masked during etch) of the device, when pumped under identical conditions. 
In Figure 6·5 (d) the experimentally measured extraction enhancement at 1.54 f.im are 
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plotted for arrays with average first neighbor pillar spacing varying between 0.6-1.4 f-Lm . 
To ensure that the arrays are optimized for light extraction at 1.54f-Lm, pillar spacing 
has been varied while fill factor is kept constant. This is accomplished by choosing a 
constant pillar radius-to-pillar spacing ratio (R/ A) equal to 0.4. This value was selected 
from Bragg scattering calculations for arrays with different values of R/ A. Figure 6 ·5 (d) 
demonstrates a significant increase in extraction efficiency with an observed maximum 
enhancement factor of 10 times. This analysis demonstrates that the light extraction 
from GA spiral arrays exceeds that of Archimedean and pinwheel arrays. Interestingly, 
it is found that the periodic array gives the largest extraction enhancement when it 
is properly optimized. Previous studies have shown the Archimedean to outperform 
periodic photonic crystals(Wierer et al., 2009) , though the structure of the device beyond 
the array geometry is also quite important(David et al., 2007). The performance of the 
periodic array i.s also not in agreement with the Bragg scattering calculations performed 
earlier in this chapter. 
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Figure 6·5: (a) Photoluminescence spectra from a periodic array (magenta), 
Archimedean (red), Pinwheel (green), and GA spiral (blue). The black curve 
is for an unpatterned area. The inset in (a) shows the PL lifetime of the same 
devices . (b) Extraction enhancement for nanopillar arrays versus average first 
neighbor spacing. The inset shows transmission of the pump through the same 
devices. 
One limitation of the Bragg scattering calculations is that they do not take into 
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account the probability that a guided mode will interact with a photonic array but 
only account for where photons may go after interacting. The photonic arrays in this 
experiment are quite small compared to typical LED active areas, some of the emitted 
light does not have a chance to interact with the finite sized array. Since the Bragg 
peaks (lattice momentum) for the periodic array have significantly higher intensity than 
the lattice momentum provided by the GA spiral, the extraction length for a periodic 
array should be shorter. When the device size becomes much larger than the extraction 
length however, this effect will not change the total extracted light (however the ratio 
of extraction to absorption length will still be important) . Thus, it is expected that for 
larger arrays the performance of the spiral array will increase relative to the periodic 
array, though without more rigorous calculations (such as 3D FDTD simulations) it is 
difficult to say how much. 
As discussed earlier in this thesis (Chapter 2) a change in PL intensity in a photonic or 
plasmonic device can be caused by a change in the pumping efficiency, quantum efficiency 
or extraction efficiency. To rule out increased pumping efficiency as the cause of the 
observed PL increase, the transmission at the pump wavelength has been measured for 
each array. The pump transmission, shown in the inset of Figure 6 ·5 (b) , displays little 
change among different array types and spacings. Some variation is detected ( ~ 10%) 
but it does not match the trend of PL and the change observed is too small to explain 
the large increase in PL intensity. Additionally, it is possible that confinement of light 
in the nanopillar arrays causes a change in the quantum efficiency of the sample, which 
could be detected as a change in the spontaneous emission lifetime. Measurements 
of the emission decay time are shown in the inset of Figure 6·5 (a) demonstrate no 
appreciable variations between the arrays. Therefore, the trends in Figure 6·5 (b) must 
result directly from the optimization of the array geometry for extraction efficiency. 
The trends are also in agreement with the theoretical calculations based on the Bragg 
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scattering analysis (Figure 6·2( c)) . 
6.5 Control of Angular Emission Patterns 
In this section, by imaging the Fourier plane of the emitted radiation(Le Thomas et al. , 
2009), it is shown that deterministic aperiodic structures with azimuthally isotropic k-
space provide not only increased light extraction efficiency but also opportunities for 
the generation of isotropic emission patterns controlled by the array geometry. 
The experimental set up used for measuring the radiation profiles of nanopillar sam-
ples is shown in Figure 6·4 (b) . The excitation of the sample is the same as for the 
measurements of the extraction enhancement, with a 405nm laser focused to the size of 
the arrays through the back of the sample. In this case however the remaining pump 
light is filtered out immediately after the microscope and the PL is imaged using an IR 
camera. To image the radiation profile (equivalent to the Fourier transform of the emit-
ted light) a single lens is added to the optical set up so that the Fourier space is formed 
on the CCD camera instead of an image of the sample. This k-space imaging technique 
is significantly less complex and faster than using a moving detector on a rotational arm, 
a technique often used for angularly resolved measurements. Moreover, this technique 
gives angular resolution in 2 dimensions instead of just one. One limitation is that the 
maximum angle that can be observed is determined by the numerical aperture of the 
optical system. (Lai et al. , 2009) 
Figure 6·6 shows the measured k-space of Er emission collected from periodic (Fig-
ure 6·6 (a1-4)), Archimedean (Figure 6·6 (b1-4)), pinwheel (Figure 6·6(cl-4)) , and GA 
spiral arrays (Figure 6 ·6 ( d1-4)) with four increasing values (from left to right) of pillar 
spacing. The characteristic six-fold symmetry in the emission k-space of periodic and 
A 7 lattices is noted, a feature that directly follows from their discrete rotational sym-
metry, as shown in Figure 6·1 (a,b,e,f). Moreover, when the pillar spacing increases the 
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Figure 6·6: k-space images of IR emission from arrays of Er:SiNx pillars. (a1-
4) periodic arrays with lattice spacing of 850nm, 900nm, 950nm and 1 OOOnm 
respectively. (b1-4) Archimedean arrays with lattice spacing of 850nm, 900nm, 
950nm and 1000nm respectively. ( cl-4) Pinwheel arrays with lattice spacing of 
800nm, 850nm, 900nm and 950nm respectively. (d1-4) GA spiral arrays with 
lattice spacing of 700nm, 750nm, 800nm and 850nm respectively. 
emission becomes more strongly localized at the center of the k-space image, indicating 
that more radiation is extracted normal to the chip. However, when the lattice spacing 
is further increased, the radiation spreads to a larger spot in k-space, and becomes less 
directional. We observe a similar trend also for the pinwheel arrays (Figure 6·6 (cl-b4)), 
even though they give rise to significantly more diffuse emission k-space patterns for all 
the pillar spacing compared to the periodic and Archimedean arrays. Interestingly, due 
to their higher degree of rotational symmetry in the k-space, pinwheel arrays produce 
emission patterns that are rather azimuthally isotropic, mostly evident in Figure 6·6 
( c1,c4). 
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However, in sharp contrast to periodic and Archimedean arrays, the GA spirals show 
a remarkable degree of azimuthal isotropy in their emission k-space (Figure 6·6 (d1-d4)) , 
observed at all pillar spacings. This is consistent with the more uniform distribution of 
the array lattie momentum, shown in Figure 6·1 (h). Moreover, the emission patterns of 
GA spirals can be designed to exhibit radiation components prevalently at large angles 
(Figure 6·6 (d1-d2)) or perpendicular to the array plane (Figure 6·6(d3-d4)), uniquely 
depending on the pillar spacing. These results therefore demonstrate that sufficiently 
intense and uniformly distributed k-vector components exist in the Fourier spectrum of 
the G A spirals to encode full circular symmetry onto the Er radiation patterns extracted 
around 1.55 J.Lm. 
6.6 Conclusions 
In conclusion, this chapter presents the engineering of aperiodic active devices with 
a high degree of rotational symmetry in Fourier space for omnidirectional extraction 
and emission profile shaping. Aperiodic pillar arrays of Er:SiNx are fabricated using 
silicon based planar processing for efficient light extraction at 1.55 J.Lm. Structural 
optimization of pillar height and array geometry is performed using FDTD simulations 
and Bragg scattering calculations. Devices of different array geometry and pillar spacing 
are optically characterized with PL spectroscopy and extraction enhancement of over 
10 times is demonstrated for GA spiral arrays, outperforming both Archimedean and 
Pinwheel arrays. The angular emission profiles are measured, demonstrating azimuthally 
isotropic emission in GA spiral structures. These findings offer unique opportunities 
for . the engineering light extraction while maintaining azimuthally isotropic emission 
patterns. 
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Chapter 7 
Analytical Light Scattering and Orbital 
Angular Momentum in Vogel Spirals 
Reprinted (adapted) with permission from Dal Negro, 1., Lawrence, N. and Trevino, 
J. Analytical light scattering and orbital angular momentum spectra of arbitrary Vogel 
spirals, Optics Express. Vol. 20, Issue 16, pp. 18209-23, Copyright 2012 Optical Society 
of America 
7.1 Introduction 
First introduced to this thesis in Chapter 6, Vogel spirals have been the topic of much 
research recently as a novel platform for nanophotonics(Trevino, 2013; Dal Negro and 
Boriskina, 2012) . Moreover, Vogel spiral arrays support distinctive scattering resonances 
carrying orbital angular momentum (OAM)(Trevino et al., 2011; Liew et al., 2011). GA 
spirals in particular have been shown to generate sequences of OAM with azimuthal 
values corresponding to the Fibonacci sequence, which has recently been investigated as 
a novel secure communication protocol(Simon et al., 2013). The controlled generation 
and manipulation of well-defined OAM sequences carrying large values of azimuthal 
numbers using planar Vogel arrays could lead to novel nanophotonic active and passive 
structures. However, a general analytical model capable of providing insights into the 
fundamental optical behavior and design principles for the manipulation of scattered 
radiation by general aperiodic Vogel spirals is still missing, confining their engineering 
analysis to the often unattainable numerical simulation of large-scale aperiodic systems. 
In this chapter, an analytical model for light scattering by arbitrary arrays of circular 
apertures illuminated at normal incidence is derived. In particular, the closed form 
solution for Fraunhofer diffraction is shown using scalar diffraction theory. The method 
developed is used to investigate the far field scattering from Vogel spiral arrays. By 
performing analytical Fourier-Hankel decomposition (FHD) of far field patterns, the 
encoding of specific numerical sequences in the OAM values of diffracted optical beams 
is demonstrated. These results unveil the fundamental mathematical structure of the 
complex diffraction patterns of Vogel spirals and their connection with the OAM values 
coded in the far fields. Specifically, it is demonstrated mathematically that generated 
OAM azimuthal values are directly related to distinctive number-theoretic properties of 
the Vogel spiral geometry. Finally, field propagation to arbitrary distances is derived 
analytically which gives insight into the formation of far-field patterns. 
7.2 Scattering from Arbitrary Arrays of Nanoparticles 
Using scalar diffraction theory, an analytical solution for the far-field diffraction pattern 
from an arbitrary array of apertures is presented. A point pattern consisting of N 
particles is defined by the following density function, 
N 1 
p(r, e) = L -b(r- rn)b(B- Bn) 
n=l r 
(7.1) 
where (rn, Bn) is the location of the nth particle and the~ factor comes from the definition 
of the Delta function in cylindrical coordinates. If a plane wave is normally incident on 
the array, the field at the plane of the array (z = 0) is given by, 
(7.2) 
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Within the validity limits of scalar diffraction theory, the Fraunhofer far field of a general 
point pattern density function is obtained by the evaluation of its Fourier transform, 
carried out here in cylindrical coordinates, 
(7.3) 
where, 
(7.4) 
and Jm(2nvrr) is the mth order Bessel function of the first kind. The variables (vr. v9) 
are the Fourier conjugates of the direct-space variables (.r, e) , used to represent the array 
density. The integral in Equation 7.4 can be analytically evaluated using the sampling 
property of the Dirac delta function to obtain, 
N 
Eo """"' · o Pm(r) = 2 L../5(r- rn)e-Jm n 
7fr n=l 
(7.5) 
Now, Equation 7.3 can be evaluated by inserting Equation 7.5 , yielding, 
(7.6) 
Exchanging the order of the summation and integral in Equation 7.6 and using again 
the sampling property of the delta function gives, 
N oo 
Eoo(Vr, vo) =Eo L L jm Jm(21frnvr)ejm(vo-On). (7.7) 
n=l m=- oo 
Using the well-known cylindrical wave expansion of a plane wave, 
00 
d zcos<f> = L jm Jm( z )ejm<f> (7.8) 
m=-oo 
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finally gives the closed form analytical solution for the Fraunhofer far-field pattern of 
an arbitrary point pattern array, 
N 
E ( ) = E ~ _ j21rTnllrCOS(119-0n) oo Vn Vo 0 ~ t"' · (7.9) 
n=l 
7.2.1 Finite Particle Sizes 
The analytical diffraction solution for an arbitrary array of identical circular apertures of 
finite radius is obtained using the general convolution property of the Fourier transform. 
This is accomplished by multiplying the point pattern solution in Equation 7.9 by the 
Fourier transform of the individual particle shape. While the Fourier transform of an 
arbitrary aperture cannot be calculated analytically some simple cases can. One example 
is a circular aperture, given in direct space by 
. r p(r, 8) = c2rc(-) 
a 
where eire is the circular step function with radius a and Fourier transform, 
(7.10) 
(7.11) 
The diffraction of a normally incident plane wave through an arbitrary array of circular 
apertures is then given by 
(7.12) 
Using Equation 7.12, the far-field scattering patterns of several well known arrays 
are calculated. Figure 7 ·1 (a, b) shows the direct space of square periodic and Penrose 
arrays of circular apertures, respectively. The analytically calculated far-field radiation 
patterns, according to Equation 7.9, are shown in Figure 7·1 (c,d). The square periodic 
array has 4-fold symmetry in direct space. The far-field radiation pattern also exhibits 
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Figure 7·1: (a,b) Square Periodic and Penrose arrays of circular apertures. 
(c ,d) Far-field radiation pattern (according to Equation 7.12) of corresponding 
arrays in (a,b) illuminated with a normally incident planewave. 
the same rotational symmetry and is composed of discrete Bragg peaks along the edges 
of the first Brillouin Zone. The Penrose array is quasi-periodic with 5-fold rotational 
symmetry. The lattice does riot have translationa1 symmetry but the Fourier space still 
consists of discrete Bragg peaks with 5-fold rotational symmetry. 
7.2.2 Scattering from Vogel Spirals 
While the derivation presented here can be used to calculate the far-field scattering from 
an arbitrary point pattern, the remainder of this chapter will focus on Vogel spirals. 
Vogel spirals are deterministic aperiodic point patterns generated from the simple rules, 
(7.13) 
(7.14) 
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Irrational Number Equation Aperture Angle (a) 
¢ l+v'S 137.51.. . -2-
T 2+v8 210.88 ... -2-
J.L 5+v'29 290.67 ... -2-
7r 3.14159 ... 309.03 ... 
Table 7.1: Irrational numbers and corresponding spiral aperture angles.-
giving the locations of the nth particle. The pattern is defined by a 0 , the scaling factor, 
and a , the divergence angle. When an irrational number is chosen for a a pattern is 
generated which lacks rotational and translational symmetry. 
Using Equation 7.9, the analytically calculated scattering from four different Vogel 's 
spirals is shown in Figure 7·2. Figure 7·2 (a) shows the direct space of a Golden Angle 
(GA) spiral which is generated using the golden angle, an angular corollary to the golden 
ratio, ¢ = 1+2v'S. The divergence angle can be calculated for the golden ratio according to 
a = 21r(1- frac(¢)) Figure 7·2 (e) shows the far-field diffraction pattern (proportional 
to the analytic fourier transform) of a GA spiral point pattern. Figure 7·2 (b,f) shows 
the direct space and far-field radiation pattern of aT spiral generated using an irrational 
number, T = 2+2v8. Figure 7·2 (c,g) shows the direct space and far-field radiation pattern 
of a J.L spiral generated using an irrational number, J.L = 5+f29. Finally, Figure 7 · 2 ( d ,h) 
shows the direct space and far-field radiation pattern of a 1r spiral generated using an 
irrational number 1r = 3.14159 .. .. The Vogel spiral names, irrational numbers used 
for generation and calculated divergence angles are shown in Table 7.2.2. The unique 
property of Vogel spiral scattering is the presence of a ring of scattered intensity, which 
comes from the lack of rotational symmetry and can be seen for allVogel spirals. 
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Figure 7·2: (a-d) ¢, T, f.-1, 1r Vogel spirals, respectively, with 2000 particles 
each. ( e-h) Analytically calculated far field radiation pattern of arrays in (a-d) 
respectively at a wavelength of 633nm for a structure with a0 = 14.5J.-1m. The 
far field radiation pattern has been truncated with an angular aperture of 4 o. 
7.3 Derivation of Fourier-Hankel Decomposition 
To find the OAM carried by the complex patterns of scattered field generated by Vogel 
spirals, the electric field must be decomposed into a basis set of functions carrying OAM. 
This is done using the Fourier-Hankel transform (FHT), defined as, 
- 1 100 121!" f(m , kr) = 
2
7r 
0 0 
rdrdBE(r, B)lm(krr)eimiJ (7.15) 
where, kr = 2nvr and E(r, B) is the complex electric field. Using Equation 7.12, the 
far-field diffraction of a normally incident plane wave through a Vogel spiral array of 
circular apertures is given by, 
N 
E (v v ) = E (!!___)J (2nv a)-~ ei27rfoaovrcos(ve-na) 
oor,IJ 0 1 rL...J · 
~ n=l · 
(7.16) 
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The FHT of the complex far field in Equation 7.16 is given by 
which can be rewritten as, 
The integral over. v0 can be eliminated by using the following representation for the 
Bessel function 
(7.19) 
after the substitutions, {3 ----+ v0 , ¢ ----+ na, p ----+ Vn kp ----+ 21rylna0 . Equation 7.18 now 
reduces after few simple steps to: 
f(m, kr) = ~:a ( -i)m t e-inma 100 dvrlm(27rTVr )1-m(27rvnaoVr )Jl (27rVra) (7.20) 
n=l · 0 
Though this expression is complicated, it has the general mathematical structure, 
N 
t(m, kr) ex 2:.: Am,kreinmrx . (7.21) 
n=l 
This is a central _result in the analytical study. By focusing on the component of Equa-
tion 7.21 which is dependent on m , the azimuthal values of OAM produced by a Vogel 
spiral pattern will become apparent. The kr dependent portion of Equation 7.21 will 
only have an effect on the relative intensity of the OAM production at different m values. 
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7.3.1 Generation of OAM with Vogel Spirals 
By focusing on the einma component of Equation 7.21 , the azimuthal values of OAM 
generated by a particular Vogel spiral can be understood. Since Equation 7.21 contains 
a sum of numerous complex waves, which will have phase dependent of n, this sum 
should tend to zero unless ma is an integer multiple of 27r . Remembering that a= 2m/; 
where 'ljJ is the irrational generation number, it seems this condition should never be 
satisfied. However, this condition will be approximately satisfied for any m value such 
that m 't/J ::::::: Z. Values of m that satisfy this condition can be found by approximating 'ljJ 
with a fraction. 
Fractions which approximate an irrational number are called rational approximants. 
The Golden ratio, for example, is approximated with increasing accuracy by ratios 
of successive Fibonacci numbers, <P ::::::: F;:.:1 , where Fn is the nth Fibonacci number. 
Therefore, for m values equal to Fibonacci numbers, the sum over particle number in 
Equation 7.21 will produce complex exponentials which are in phase. This will create 
a peak in the Fourier-Hankel transform, indicating the production of OAM at that 
azimuthal number. For the golden angle spiral the result is that OAM is produced with 
azimuthal numbers equal to Fibonacci numbers. 
This analysis can be extended to an arbitrary divergence angle a which is determined 
by an arbitrary irrational number 't/J . Any irrational number can be represented by a 
unique continued fraction as: 
(7.22) 
An infinite continued fraction representation of an irrational number is very useful be-
cause its initial segments provide excellent rational approximations to that number. The 
rational approximations are also called the convergents of the continued fraction, and it 
117 
can be shown that even-numbered convergents are smaller than the original number '1/J 
while odd-numbered ones are bigger(Hardy and Wright, 2008; Schroeder, 1985). Once 
the continued fraction expansion of '1/J has been obtained, well-defined recursion rules 
exist to quickly generate the successive convergents. In fact , each convergent can be ex-
pressed explicitly in t erms of the continued fraction as the ratio of certain multivariate 
polynomials called continuants(Hardy and Wright , 2008; Schroeder, 1985). 
If two convergents are found, with numerators p1 , p2 and denominators q1 , q2 then 
the successive convergents are given by the formula, 
anPn-1 + Pn-2 
anqn-1 + qn-2 
(7.23) 
Thus to generate new terms into a rational approximation only the two previous con-
vergents are necessary. The initial or seed values required for the evaluation of the first 
two terms are (0, 1) and (1 , 0) for (P- 2,P-1) and (q-2 , q_1), respectively. 
It is clear from the discussion above that for spirals generated using an arbitrary 
irrational number '1/J, azimuthal peaks of order m will appear in its FHT due to the 
denominator qn of the rational approximations (i.e. , the convergents) of '1/J ~ Pn. In fact , qn 
for all integer Bessel orders m = qn the exponential sum in Equation 7.21 gives in phase 
contributions to the FHT creating strong peaks. Therefore, once the rational approxi-
mations of '1/J have been identified based on continued fractions , a Vogel spiral geometry 
can be designed that encodes in its FHT peaks, the numeric sequence associated to the 
rational approximant denominators, qn . 
In order to better illustrate these important aspects of this analysis , the scattering 
properties of four different Vogel spirals generated by the irrational numbers ¢ = 1+2v's , 
T = 2+2v'8 , 1-L = 5+f29, the mathematical constant 1r will be discussed. The rational 
approximants of these numbers are shown in Table 7.3.1 along with the parameter !· 
This parameter, which ranges from 0 to 1, is a measure of the difficulty of approxi-
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Irrational Number 
T 
Rational Approximations ~ 
1 2 3 5 8 13 21 34 55 89 144 233 
l' l' 2 ' 3' S' B' 13 ' 21 ' 34' 55' 89, 144 
5 26 135 701 
l' S' W' 135 
3 22 355 
1 ' 7 ' 113 
!(q) 
0.99999 (144) 
.79057 (169) 
0.41523 (135) 
0.00762 (113) 
Table 7.2: Irrational numbers and their rational approximants. 
mating irrational numbers using rationales. The parameter ! is defined as the ratio of 
the approximation error, E , to the Hurwitz bound M = }sq2 • This definition follows 
from the Hurwitz theorem(Havil, 2012) , which states that every number has infinitely 
many rational approximations of the form E with · an approximation error less than M . q 
Table 7.3.1 shows that, in this precise sense, the golden number, ¢ = 1+2v5 , is the most 
irrational number because its approximation error is as large as possible compatible to 
the Hurwitz bound. This slow convergence is contrasted with 1r, whose rational approx-
imation error is much better than the Hurwitz theoretical bound. The values of the two 
other irrational numbers in Table 7.3.1 are chosen at intermediate ! values in order to 
study Vogel spirals obtained by irrational numbers sampled across the [0, 1] interval. 
To investigate the generation of OAM with Vogel spirals, Equation 7.9 is used to 
calculate the far-field radiation patterns of Vogel Spiral point patterns generated us-
ing the different irrational numbers investigated in Table 7.3.1. The far-field patterns 
are then decomposed numerically using the Fourier-Hankel transform and summed over 
different values of kr to find the azimuthal numbers of OAM which are produced by a 
Vogel spiral pattern. Figure 7.3.1 (a-d) shows the azimuthal numbers of OAM produced 
by Vogel spirals generated with ¢, T , f1, and 1r respectively. The peaks in the FHT corre-
spond to .the denominators of the rational approximants of the irrational numbers used 
to generate the spirals. 
Figure 7 .3.1 also shows a decreasing number of peaks, associated to reduced struc-
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Figure 7-3: Fourier-Hankel transforms of far field scattered radiation from ¢, 
T , 1-l and 1r (Figure 7-2(a-d)) Vogel spirals summed over the radial wavenumber 
kr -
tural complexity, for structures generated by divergence angles that are less irrational 
(i.e. , that are better approximated in rationales in the Hurwitz sense explained above). 
Therefore, Vogel spiral structures with large ! values are ideal to transmit very rich 
spectra of OAM values in the far field. 
In order to understand the role played by the particle number in the far-field OAM 
spectra, Figure 7.3.1 shows the calculated far fields and the corresponding OAM spectra 
(i .e., FHT of the far fields) for GA spirals of increasing particle numbers , ranging from 
N = 500 to 4000. It is seen in Figure 7.3.Lthat azimuthal peaks at larger Besselorders 
start to appear as the size of the spirals increase and the azimuthal structure of the 
scattered far-field becomes richer. However, the effect is not dramatic and the OAM 
spectra are quite stable with respect to the particle number in the arrays, as long as 
they are sufficiently large (i.e., few hundreds in this case). 
On the other hand, a much more dramatic effect occurs when sampling the far-field 
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F igure 7 ·4 : (a-c) Far-field radiation pattern of GA spirals with 500, 1000 and 
4000 particles respectively. (d-f) Fourier-Hankel transform of (a-c), respectively, 
summed over the radial wavenumber kr at a wavelength of 633nm for a structure 
with a0 = 14.5J-Lm. The far field radiation pattern has been truncated with an 
angular aperture of 4 o . 
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Figure 7·5: (a,b) Far field radiation pattern of GA spirals truncated with 
different apertures, (a) 8°, (b) 4°. (c,d) Fourier-Hankel transform of (a,b), 
respectively, summed over the radial wavenumber kr at a wavelength of 633nm 
for a structure with a0 = 14.5J1m and 2000 particles. 
spectra over larger angular windows, corresponding to larger cross sections of scattered 
beams in the far-field . . This is demonstrated, in the case of the GA spiral, by Fig-
ure 7.3.1. For larger apertures, the spectra in Figure 7.3.1 (c,d) become much more 
densely populated by peaks at azimuthal orders corresponding to larger Fibonacci and 
Lucas numbers, which are found among the denominators of the rational approxima-
tions of the golden number. The angular size on the diffracted beam in the far-field is 
therefore very important and directly affects the range of discrete OAM values that cah 
be obtained in the far-field zone. 
The positions of all the peaks in the OAM spectra of the structures analyzed in 
Figure 7.3.1 and Figure 7.3.1 are summarized in Table 7.3 .1. As predicted by the an-
alytical model, Table 7.3.1 demonstrates that all the OAM peak positions correspond 
to azimuthal orders that coincide with the denominators of the rational approximations 
of the irrational numbers used to generate the different spirals. These results there-
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Spiral Fourier-Hankel Transform Peaks 
GA 2, 3, 5, 8, 13, 21 , 34, 55, 89, 144 
T 2, 5, 7, 12, 17, 29, 41 , 70, 99, 169 
1-£ 5, 26, 135 
7f 7, 14, 113 
GA Large Aperture 2, 3, 5, 8, 13, 21, 26, 29, 34, 42, 47, 
55 68 76 89 110 123 144 178 199 
GA Small Aperture 2, 3, 5, 8, 13, 21, 34, 55 , 89, 144 
Table 7.3: Azimuthal numbers of FHT peaks. 
fore demonstrate the general ability of Vogel spirals to encode pre-defined numerical 
sequences in the OAM spectra of far-field scattered radiation. 
7.4 Field Propagation to Arbitrary Distances 
In this last section, an analytical derivation is shown of the field scattered by a general 
Vogel spiral at a finite observation plane in the near and intermediate field zones, us-
ing the general angular spectrum representation approach. In a Cartesian coordinate 
system, the transverse field sampled at an arbitrary plane z = d can be written as: 
(7.24) 
where H(21fVx, 21fvy; d) = ej27rdJ-/:I-v~-v~ is the free-space propagator in reciprocal space, 
E(21fvx, 21fvy; 0) is the Fourier transform of the field at the object plane, and p-l denotes 
the inverse Fourier transform operation. Equation 7.24 can be evaluated in cylindrical 
coordinates, using the free-space propagator, 
(7.25) 
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and the previously derived Fourier transform of the spiral, 
N 
Eoo(vn vo) =Eo L ei27rfoaovrcos(vo-na). (7.26) 
n=l 
Therefore, Equation 7.24 can be written as, 
N 
E(r, (};d)= p-l(Eo L ej27rfoaovrcos(vo-na)ej21rd)-f_,: -v;) = p-l(G(vr, vo)). (7.27) 
n=l 
Using the cylindrical representation of the inverse Fourier transform, Equation 7.26 is 
rewritten as, 
(7.28) 
where, 
G ( ) - 1 171" G( ) -jmvod m Vr - - Vn V(} e V(} 
. 27f -71" 
(7.29) 
Substituting the definition of G(vr, vo) into Equation 7.29 gives, 
G ( ) _ Eo 111" d """"' j(27raofovrcos(vo-na)+27rd)-f_,:-v';-mv9 ) m Vr - Vo ~ e . 
27f -71" 
n 
(7.30) 
which can be expressed as 
(7.31) 
The definite integral in Equation 7.31 can be evaluated by recalling the following repre-
sentation of the mth order Bessel function , 
(7.32) 
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· where (kpp,w,¢) are replaced with(27raovfnvnvo,na). Therefore the scattered field at 
a given plane z = d can be expressed from Equation 7.28 as: 
E(r, ();d) 
= Eo mf;.= (j) m ,jm!J 1= Vcej'•d,j f, -vi t. i: dvod('•"<>-Jii~ro,(v, -= )-~, J m (21fVc r) dvc 
(7.33) 
Using Equation 7.32, Equation 7.33 can be reduced to: 
E(r, ();d) 
The integral in Equation 7.33 can be further simplified by using the Gegenbauer theorem 
for cylindrical functions, 
00 
lo(krR) = L lm(krrl)Jm(krr2)eimO. (7.35) 
m=-oo 
In fact, continuing from Equation 7.34 we have, 
N 100 ~ oo E(r, ();d) = 27f Eo L Z1rej27rdy ~-v; L ejm(0+1r-na) lm(21faoVnllr )Jm(21fllrT )dvr 
n=l 0 m=-oo. 
(7.36) 
E(r, ();d) = 27f Eo t 100 llrej27rdJ ~-v'; lo(krR)dvr 
n=l 0 
(7.37) 
which is the main closed form expression for the scattered field obtained after the fol-
lowing identifications have been made, 
Equation 7.37 and Equation 7.38 are the analytical solutions for the transverse field 
probed at z = d scattered by an arbitrary Vogel spiral of point scatterers. If a spiral 
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pattern of circular apertures of radius a is considered instead, the general solution can 
be easily modified to obtain: 
(7.39) 
Equation 7.39 explicitly contains the multiplicative Airy factor ( i!...J1 (27rvra)) that ac-vr 
counts for the finite size of the apertures. 
The analytical result of Equation 7.39 is validated by calculating the transverse elec-
tric field patterns at increasing distances from a 100 particle GA spiral array (Figure 7.4). 
Figure 7.4 (a) corresponds to a sub-wavelength distance from the array and correctly 
reproduces the GA spiral geometry in the near field zone, since no Fresnel approxima-
tion was introduced in our general diffraction model. As generally expected, Figure 7.4 
shows that when the scattered fields propagate away from the array plane, the spatial 
resolution of the fields is gradually lost and the field profiles approach the analytically 
calculated far field solution shown in Figure 7.4 (d). This result .completes the analyt-
ical model for light scattering by arbitrary Vogel spiral arrays. In the next section, a 
brief discussion is presented on an alternative analytical formulation that improves the 
efficiency in the numerical implementation of the proposed model. 
7.4.1 Notes on Numerical Implementation 
It is worth noticing that the computational complexity of Equation 7.39 can be further 
reduced by expressing the Bessel function J0 in terms of the generalized hypergeometric 
series: 
(7.40) 
with, 
(7.41) 
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Figure 7·6: (a,b,c) Electric field pattern of radiation at 633nm from a GA 
spiral array (100 particles, a0 = l.2J.£m) of circular apertures of radius 100nm 
at propagation distances of 0.2 >., 100 >. and 400 >., respectively. (d) Far field 
radiation pattern of the same GA spiral array shown in (a,b,c) for comparison. 
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Where the Pochhammer symbol has been used, 
(a)n =a( a+ 1)(a + 2) ... (a + n- 1), (a0 ) = 1 (7.42) 
for the rising factorial. Using the hypergeometric representation, the expression for the 
scattered field becomes, 
. j27rdy -&-!/;. m 1fVr m N = R2m 1= ~ (2 )2 E(r,B,d)=27raEo~~(m!)2 
0 
e (-1) ( 4 ) JI(a21fvr)dvr·. 
(7.43) 
The integrand in Equation 7.43 depends now only on Vr. This fact significantly speeds 
up the evaluation of the transverse field profile with respect to the expression in Equa-
tion 7.39, since the integrand factor in Equation 7.39 is also dependent on the spatial 
(r, B) grid values through the dependence on the parameter R. 
7.5 Conclusions 
In conclusion, a general analytical diffraction model for light scattering by arbitrary 
arrays of circular apertures is developed. This method has been used to study the light 
scattering of Vogel spirals illuminated at normal incidence by a plane wave. To study 
the generation of OAM by Vogel spirals an analytic expression for the Fourier-Hankel 
transform of the scattered field is explicitly derived. The form of this expression is stud-
ied to determine how particular azimuthal values of generated OAM are linked to the 
irrational number used for spiral generation. It is shown that by expressing the irra-
tional generation number with a continued fraction expansion, the azimuthal numbers 
of generated OAM are given by the denominators of the rational approximants of the 
generation number. This provides a method for the generation of complex sequences of 
OAM, including OAM with large azimuthal values, using aperiodic Vogel spiral arrays by 
the changing of a single geometrical parameter. Additionally, the analytic formulation 
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is used to explore how the particle number and far-field aperture affect the transmitted 
OAM spectrum. Finally, the method is extended to include the complex scattered field 
at an arbitrary distance away from the array and the evolution of far-field radiation 
patterns is studied. These findings open novel opportunities for the manipulation of 
·complex OAM spectra by exploiting light scattering by aperiodic spiral arrays. 
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Chapter 8 
Measurement of Orbital Angular 
Momentum 
8.1 Introduction 
Reprinted (adapted) with permission from Lawrence, N. , Trevino, J. and Dal Negro, L. 
Control of optical orbital angular momentum by Vogel spiral arrays of metallic nanopar-
ticles., Optics Letters. Vol. 37, Issue 24, pp. 5076-8, Copyright 2012 Optical Society of 
America 
While the fact that light carries linear momentum and spin has been long established, 
the possibility for optical fields to carry orbital angular momentum (OAM) has more 
recently been realized(Allen et al. , 1992; Allen et al. , 2003; Padgett et al ., 2004) . OAM 
arises through an azimuthal phase dependence of the complex field. Optical OAM has 
already found multiple uses including rotating optical traps (O'Neil et al., 2002; Grier, 
2003), secure optical communication (Gibson et al., 2004; Simon et al. , 2013; Mair 
et al., 2001) and increasing data transfer rates through OAM multiplexing (Wang et al. , 
2012; Bozinovic et al., 2013) . Moreover, recent advances in the detection of light waves 
carrying multiple OAM values have been achieved (Berkhout et al., 2010). However, the 
generation of optical waves simultaneously carrying many values of OAM still remains 
challenging. 
The generation of OAM can be achieved by converting Gaussian laser modes to 
Laguerre-Gaussian (LG) modes which have explicit azimuthal phase dependence. This 
can be accomplished using a system of cylindrical lenses (Padgett et al., 2004) or spatial 
light modulators (SLMs) (Heckenberg et al., 1992). A shematic of light with helical 
phase fronts is shown in Figure 8·1. Here a phase plate (which could be generated with 
a SLM) is used to alter the phase fronts of a laser beam and impart OAM. Generation 
of OAM from planar plasmonic devices has also been demonstrated (Yu et al., 2011 ; 
Trevino et al., 2011). SLMs are expensive and the pixel size limits the complexity 
of patterns that can be created. Additionally, all of the aforementioned methods are 
limited to creating states of light with only a few OAM values. Here we demonstrate a 
method for the simultaneous generation of a large number of superimposed OAM states 
by light scattering from Vogel spirals of metallic nanoparticles on a planar substrate. 
Figure 8·1: Schematic of light with a helical phase front generated with an 
optical phase plate. (Grier, 2003). 
In the pervious chapter, it was shown analytically that the far-field scattering from 
Vogel spirals encodes OAM with a sequence of azimuthal numbers determined by the 
spiral divergence angle (Dal Negro et al., 2012). It has also been shown that the eigen-
modes of Vogel spiral dielectric pillar arrays carry OAM (Liew et al., 2011). In this 
chapter, the generation of OAM sequences from Vogel spirals is experimentally demon-
strated using phase stepped interferometric measurements to recover the complex optical 
field of scattered radiation, (Yamaguchi et al., 2002; Barsi et al., 2009) and modal de-
composition to explore its OAM content(Chavez-Cerda et al., 2002). The controlled 
generation of OAM from planar devices has potential for applications in secure optical 
communication(Simoh et al., 2013). 
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8.2 Phase Shifting Interferometry 
Interference measurements are commonly used to detect OAM of Laguerre-Gauss modes 
due to the formation of distinctive fringe dislocations, or spirals patterns. However, 
for more complex field patterns, containing simultaneously OAM with many azimuthal 
values, numerical decomposition of the field into modes carrying OAM is required. The 
analysis of OAM in the scattered light from Vogel spirals presented in Chapter 7 relies 
on use of the Fourier-Hankel decomposition (FHD) to analyze the complex scattering 
pattern generated by the arrays. This technique can be applied to experimental data 
as well, however it requires knowledge of the complex electric field value not just the 
intensity. A single interference measurement is not sufficient to determine phase, however 
by taking multiple interferograms, while varying the phase offset of a reference beam, 
the phase of a signal can be determined. This technique, referred to as phase shifting 
interferomet~y (PSI) (Malacara, 1992), is explained in detail in this section. 
by, 
Consider two wavefronts, called the signal and reference, with complex field given 
Esig(f} 
Eref(r, V) 
Asig ( fj eNsig(f} 
Aref ( fje}(rPreJ(f}-¢of f (V)) 
(8 .1) 
(8.2) 
respectively, where A(T) is the amplitude of the field , ¢(f) is the phase and cl>ott(V) 
is a phase offset dependent on the arbitrary input V, who's name choice will be-
come apparent. The measured intensity of the resulting interference pattern, I(r, V) = 
\Esig(f} + Eref(r, V)\ 2 , can be expressed as 
(8.3) 
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A schematic ofJ(f, V) is shown in Figure 8·2. As ¢off varies a sinusoidal intensity signal 
is seen, from which the relative phase between the reference and signal beams, ¢(f), can 
be determined. 
I(r,V) 
2li-¢Cr) 
Figure 8·2: Schematic of interference signal from a CCD pixel taken with 
varying phase of the reference beam. 
The experimental set up used is shown in Figure 8·3. A ReNe laser (632nm) is first 
sent through a beam splitter to create a signal and reference arm. The signal beam is 
focused onto the sample in transmission and the scattered light is collected using a SOX 
(NA=.75) microscope objective. The collected light is then imaged on a CCD camera. 
In this configuration the signal beam is a direct space image of the laser incident on the 
array, but with the addition of one more lens in the beam path after the objective, the 
Fourier transform of the scattered light can formed on the CCD, showing the far-field 
radiation pattern form the array. The reference beam is reflected off of two mirrors 
mounted on a piezo controlled stage and then passed through a beam expander. It 
is then reflected onto the CCD along with the signal beam, using a beam splitter. By 
varying the voltage of the piezo stage, V, the phase offset of the reference beam, ¢off (V), 
can be controlled. 
To collect data, multiple images are taken with the CCD camera as the voltage of the 
piezo stage is linearly increased, providing interference images at many different phase 
offsets , ¢off(V). The hypothetical signal shown in Figure 8·2 corresponds then to the 
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Imaging lens 
Reference beam 
Figure 8·3: Schematic of the experimental setup used for phase shifted inter-
fermetry. 
intensity at one point on the CCD camera over multiple images. By fitting this signal 
to a sinusoid, the relative phase, ¢( r), can be recovered. In practice, taking the Fourier 
transform of the data for a single pixel is much faster than fitting with a sinusoid and 
achieves the same result. In this case, ¢( r) is determined using the shift property of the 
Fourier transform, j(t + t0 ) {::} F(w)eiwto_ Which, when written explicitly for I(¢oJJ) 
gives, 
(8.4) 
where (I, <I> off) are the transform variables of (I, ¢off). ¢(r) is then calculated from 
Arg(I(<I>off,max)), the argument of the complex Fourier transform at the point of max-
imum intensity, assuming the sinusoidal modulation from phase variation dominates 
other spectral noise. 
One limitation to this measurement method, not yet discussed is that only the phase 
of the signal beam relative to the reference beam can be recovered. Ideally then, a 
reference beam of constant phase would be used. Since this is not possible, the reference 
beam has been expanded to reduce its phase fluctuations as much as possible. To test 
what limitations this may have on the measurement of OAM generated in Vogel spirals, 
simulated experimental results have been analyzed in the next section to explore serval 
possible types of experimental error. 
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8.2.1 Robustness of OAM Sequences to Experimental Errors 
To show that the generation of OAM with Vogel spirals, and measurement with PSI, is a 
robust process, the effect of three different types of experimental errors are investigated 
here. First, the issue of phase distortions in the measured field is explored, arising from 
the use of a non-uniform reference beam in the PSI measurements. Second, the effect 
of random fluctuations in the phase is studied, that could result from or experimental 
noise. Finally, the effect of random variation in the particle positions is considered 
which could arise from fabrication errors. This analysis will show that the generation 
and measurement of OAM sequences is a very stable feature of a diffracted optical beam. 
The first type of error that is addressed can be caused by the use of a non-uniform 
reference beam in the recovery of the phase information. Experimentally, the phase of 
the scattered light is recovered relative to the phase of the reference beam. Since it 
· is practically impossible to create a beam of constant phase over the large area of the 
detector, which would allow to phase recovery to an arbitrary constant offset, a Gaussian 
beam is used. The Gaussian beam introduces a circularly symmetric phase variation to 
the data. Figure 8·4 (a) shows the phase of the calculated far-field radiation from an ideal 
golden angle (GA) spiral and the corresponding Fourier-Hankel decomposition (FHD) 
of this field demonstrating peaks in the OAM at azimuthal numbers corresponding to 
the Fibonacci sequence, Figure 8·4 (e) . Figure 8·4 (b) shows the phase of a reference 
Gaussian beam with propagation axis parallel to the axis of the scattered light from 
the G A spiral. The FHD of the measured field using this reference beam is shown in 
Figure 8·4 (f) where the azimuthal numbers of the OAM are preserved. This corresponds 
to the best experimental scenario when using a Gaussian reference beam. On the other 
hand, Figure 8·4 ( c,d) shows the phase of a reference beam with propagation axis tilted 
at an angles of 0.8° and 2.4° relative to the axis of the scattered light. The FHD of the 
measured field using the tilted reference beams is shown in Figure 8·4 (g,h), where the 
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change in phase has caused a spreading of the expected peaks. In conclusion, as long as 
the propagation axis of the reference Gaussian beam is parallel to the optical axis the 
azimuthal numbers of the OAM peaks are preserved. 
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Figure 8·4: (a) Phase of the far-field radiation from a golden angle (GA) spi-
ral. (b,c,d) Phase of a gaussian reference beam with propagation axis tilted by 
oo, 0.8° and 2.4°, with respect to the origin, respectively. (d) Fourier-Hankel 
decomposition (FHD), summed over radial wavevector kn for the far-field ra-
diation from a GA spiral. ( e,f,g) FHD of the recovered phase of a GA spiral 
far-field using respective reference beams. 
The second type of error simulated is random fluctuations in phase which could arise 
from experimental noise. To test this , random noise has been added to the phase of the 
calculated far field radiation. Figure 8·5 ( a,e) shows, respectively, the phase of the far 
field radiation produced by a GA spiral and the corresponding FHD of the field with 
peaks in the OAM at azimuthal numbers corresponding to the Fibonacci sequence. In 
Figure 8·5 (b-d) random noise has been added to the phase of each pixel. A number 
chosen from a uniform random distribution over the interval (0, 7r], ro, 1.67r] and (0, 1.87r], 
respectively for Figure 8·5 (b-d) , has been added to the phase ofthe calculated radiation 
in Figure 8·5 (a). The FHD of each complex field is shown in Figure 8·5 (f-h). As the 
amplitude of the random phase modulation increases the noise background increases 
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relative to the height of the peaks, though the values of the peaks do not shift or 
broaden. This analysis shows that the OAM content of the far field radiation is robust 
with respect to random phase variations. 
(a) 
arg(£.'') 
-40 -20 0 20 40 -1[ 
+<''> 
FHD(£.'') 
-40 -20 0 20 40 
+<"> 
(e) 1s - . ·- , (f) 1o---~-l 
; s I 
1':~ !~ ~~ tJJ1Jl~J 
·200 · 100 0 100 2()( -200 -100 0 100 200 
Bessel Order Besso! Ofdor 
-1[ 
[O,l.6:r] 
-40 -20 0 20 40 -1[ 
+<"> 
[0,!.8.7] 
-40 -20 0 20 40 -1[ 
+<"> 
(h) 2r --
2• 
- i 
"i 1.5; 
~ i ; 
Wd IJ I;ill l . 
o.s; j ~.,W \W, I · t.~ ... ~ -,..~ .,. t.\!..,. .... __ l
. -~~ ·100 0 100 200 
Bes~Ordar 
Figure 8·5: (a) Phase of the far-field radiation from a golden angle (GA) spi-
ral. (b,c,d) Phase of the GA spiral far-field radiation modified by a random 
phase shift. The phase shift for each pixel is chosen with a random uniform 
distribution to lie on the interval [0, 1r), [0, l.61r] and [0, l.81r] respectively. (d) 
Fourier-Hankel decomposition (FHD), summed over radial wavevector kn for 
the far field radiation from a G A spiral. ( e,f,g) FHD of the respective random-
ized GA spiral far field . 
Finally, the effect of random errors in the positions of the particles is studied, which 
could arise from fabrication errors. Once again, the phase of far field radiation and FHD 
of complex field for the ideal structure are presented in Figure 8·9 (a,e) for comparison. 
To introduce random fabrication error, the position of each particle is varied in x and 
y with displacement uniformly chosen on the interval [0, .3a0 ], [0, .7a0] and [0, l.la0), 
respectively, where a0 is the scaling factor of the array. The phase of far-field radiation 
from these arrays is shown in Figure 8·6 (b-d). The corresponding FHD of the complex 
field in shown in Figure 8·6 (f-h). As the positional disorder of the particles increases 
the background in the FHD increases, the amplitude of the peaks decreases and the 
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peaks broaden in azimuthal number. This analysis shows that a very large fluctuation 
in the particle positions, with respect to their spacing, would be needed to significantly 
alter the OAM content of the far field radiation, which is not the case experimentally. 
In conclusion, the robustness of the generation of OAM using Vogel spirals, and mea-
surement with PSI is studied, with respect to different types of experimental and fabri-
cation errors. It is shown that while use of a properly aligned Gaussian reference beam 
will preserve OAM peaks, a tilted Gaussian reference beam can significantly broaden 
the measured OAM peaks. Uniformly distributed random noise of varying amplitude 
has been introduced and it is shown that the measurement of OAM is still possible in 
the presence of large amounts of noise. Finally, the effect of random positional errors of 
individual nanoparticles is studied and it is shown that large errors would be needed to 
disrupt the generation of OAM. 
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Figure 8·6: (a) Phase of the far-field radiation from a golden angle (GA) 
spiral. (b,c,d) Phase of the GA spiral far-field radiation when the particles are 
modified by a random shift in position. The position shift for each particle in 
x and y is chosen with a random uniform distribution to have an amplitude 
on the interval [0 , .3a0 ], [0, .7a0], [0, l.la0], respectively where a0 in the scaling 
factor of the array. (d) Fourier-Hankel decomposition (FHD) , summed over 
radial wavevector kn for the far-field radiation from a GA spiral. ( e,f,g) FHD 
of the respective randomized GA spiral far-field. 
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8.3 OAM in Scattered Light from Vogel Spirals 
Reprinted (adapted) with permission from Lawrence, N. , Trevino, J. and Dal Negro, L. 
Control of optical orbital angular momentum by Vogel spiral arrays of metallic nanopar-
ticles. , Optics Letters. Vol. 37, Issue 24, pp. 5076-8, Copyright 2012 Optical Society of 
America 
In this section ~ the results of experimental measurements of OAM from Vogel spirals 
are presented. To measure OAM the technique described in Section 8.2 has been used 
to recover the complex field of far-field radiaton patterns followed by numerical Fourier-
Hankel decomposition of the measured field . Vogel spiral arrays consist of N particles 
with polar positions (r n, Bn) given by, 
rn = aoVn (8.5) 
(8.6) 
where a0 is the scaling factor and a is the divergence angle. Though this formulation can 
be used to describe any arbitrary Vogel spiral pattern, this section focuses on two arrays, 
the Golden Angle (GA) or¢> and p, spirals defined by irrational numbers¢> = l+srts and 
p, = S+~, respectively. The GA spiral is chosen as it is the primary example of a Vogel 
spiral and it has been largely studied in the literature (Trevino et al., 2011; Liew et al., 
2011; Lawrence et al., 2012; Dal Negro and Boriskina, 2012; Trevino et al., 2012; Vogel, 
1979; Mitchison, 1977). The p, spiral is chosen to demonstrate that the proposed general 
method can be applied to other Vogel spirals, providing the opportunity to encode 
different sequences of OAM values. According to the theory presented in Section 7.3, 
these spirals should generate significantly different sequences of OAM azimuthal values. 
Arrays of gold nanoparticles on fused silica are fabricated using electron beam lithog-
raphy, metal evaporation and lift-off processing. SEMs of fabricated arrays are shown 
in Figure 8.3 (a,d). Square samples of fused silica are made by dicing a wafer into 1cm2 
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pieces, which are then cleaned in Piranha etchant (3H2S04 : .1H20 2 ) for 2 minutes. A 
thin layer of PMMA is then deposited on the substrate by spin coating to be used as 
a positive tone electron beam resist . Selective areas of the sample are then exposed to 
create the Vogel spiral pattern using a scanning electron microscope (Ziess Supra 40VP) 
and beam blanker. Exposed areas are developed using a mixture of methyl isobutyl 
ketone and isopropyl alcohol (1 MIBK : 3 IPA) and the sample is cleaned for 30sec to 
remove small amounts of leftover PMMA in the developed areas, using an 0 2 plasma. 
A thin (30nm) layer of gold is the~ deposited by electron beam evaporation with a 2nm 
Cr layer to help adhesion to the substrate. The remaining PMMA and excess gold are 
removed by liftoff process in acetone. 
Using the derivation for the far-field radiation pattern from Vogel spirals, presented 
in Section 7.2.2, the intensity of far-field radiation scattered from GA and f1, spirals is 
plotted in Figure 8.3 (b,e). Using the optical setup described in Section 8.2 measured 
far-field radiation intensity patterns for GA and f1, spirals are plotted in Figure 8.3 ( c,f) 
respectively. The calculated and measured images show good agreement inside the region 
between the superimposed white circles. Inside the inner circle, the signal is dominated 
by transmitted light , not scattered by the array. Outside the outer circle the numerical 
aperture (NA) of the optical system prevents the collection of light. Therefore, in order 
to correctly study the propagation of scattered radiation, the analysis is limited to the 
annular regions bounded by the circles in Figure 8.3 (b,c,e,f). Measurement of the phase 
of the far-field radiation is accomplished using the method described in Section 8.2, by 
scanning the phase of a reference beam and measuring the interference patterns on a 
CCD camera. The analytically calculated phase of the far field radiation from G A and f1, 
spirals is shown in Figure 8.3 (a,b), respectively. The measured phase from a GA spiral 
is shown in Figure 8.3 (c) and the phase from a f1, spiral is shown in Figure 8.3 (d) . 
Modal decomposition can be used to analyze a superposition of OAM carrying modes 
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Figure 8·7: (a,d) SEMs of GA and J-l spirals respectively composed of 500nm 
diameter gold nanoparticles on fused silica. (b,e) Analytically calculated far 
field intensity (a, d) at 633nm. ( c,f) Experimentally measured far field radiation 
pattern from (a,d) respectively at 633nm. White circles denote region where 
scattered light intensity is dominant. 
m the far-field pattern and determine their relative intensities(Chavez-Cerda et al., 
2002). Decomposition into a basis set with azimuthal dependence, is accomplished 
through Fourier-Hankel decomposition (FHD) according to 
(8.7) 
where lm is the mth Bessel function. In this decomposition the mth order function carries 
OAM with azimuthal number m, this can accommodate positive and negative integer 
values for m. Since the focus here is the azimuthal component of the field, f ( m, kr) 
can be summed over radial wavevectors kr. In Figure 8·9 (a,b) the summed FHD of the 
calculated far field radiation from G A ( ¢) and J-l spirals are shown, respectively. Both 
show peaks at azimuthal numbers corresponding to the denominators of the rational 
approximations (i.e., convergents) of the irrational numbers used to generate the spirals, 
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Figure 8 ·8: (a, b) Analytically calculated phase portrait of far field radiation 
from GA and p, spirals respectively. ( c,d) Experimentally measured phase por-
trait from GA and p, spirals respectively. Shad~d area indicates region where 
scattered field intensity is too low to measure phase accurately. These regions 
are ignored during FHD. 
as previously discussed in Section 7.3. For the GA spiral this encodes the Fibonacci 
sequence in the OAM spectrum. The p, spiral has· significantly fewer convergents in 
the region of interest , however some OAM peaks are observed at linear combinations of 
convergents. These peaks can be reduced with aperturing of the beam, as discussed in 
Section 7.3. 
Now the OAM content of the experimentally measured scattered radiation is ex-
amined. The complex field, reconstructed based on the measured far -ield intensity 
(Figure 8.3 (c,d)) and recovered phase (Figure 8.3 (c,d)) , is decomposed according to 
Equation 8.7. The shaded areas superimposed on Figure 8.3 (a-d) denote the limits 
where measurement of the scattered light is accurate as discussed with respect to Fig-
ure 8.3. In Figure 8·9 (c) the radially summed FHD is plotted for the GA spiral and 
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Measurement FHD Peaks 
GA spiral Analytic 3,5,8,13,21 ,34,55,89' 144 
G A spiral Experimental 5,8, 13,21 ,34,55,89' 145 
f.-L spiral Analytic 5,10,21,26,31 ,52,109,135,161 
f.-L spiral Experimental 5,10,26,52,109,135,161 
Table 8.1: Fourier-Hankel decomposition peaks. 
peaks in the transform are observed at numbers corresponding to the Fibonacci se-
quence. In Figure 8·9 (d), peaks are observed that match the theoretically predicted 
values for the f.-L spiral. The full list of FHD peak positions for both the analytically 
calculated and the experimentaJly measured far fields are listed in Table 8.3 (negative 
peaks have been ignored as they mirror the positive ones). The experimentally measured 
peaks are slightly broader than the theoretical peaks, which is attributed to non-ideal 
centering of the Gaussian reference beam with the axis of the OAM measurements, the 
effect of which is discussed in detail in Section 8.2.1. To reduce this effect, great care 
has been taken in aligning the reference and signal beams and the reference beam has 
been expanded in order to reduce the curvatures of its wavefronts . 
8.4 OAM in Photoluminescence 
Reprinted (adapted) with permission from Lawrence, N., Trevino, J. and Dal Negro, 
L. Aperiodic arrays of active nanopillars for radiation engineering, Journal of Applied 
Physics, 111 , 113101 (2012) , Copyright 2012 American Institute of Physics 
In this section, the direct generation of OAM in the emitted light from Vogel spi-
ral arrays of Er:SiNx nanopillars is studied. The array investigated here is from the 
samples previously studied in Chapter 6. By combining fluorescence imaging, 2D finite 
element method (FEM) eigenmode calculations, and Fourier-Bessel decomposition of 
optical modes, the azimuthal structure of the Er radiation is explored. The coupling 
of Er emission to distinctive optical resonances of the GA spirals carrying OAM val-
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Figure 8·9: Fourier-Hankel decomposition, summed over radial wavevector, 
for GA spirals (a,c) and f..L spirals (b,d) . In (a,b) FHD is performed using 
the analytically calculated far-field, while in ( c,d) FHD is performed using the 
experimentally measured far-field . 
ues, discretized in consecutive Fibonacci numbers, is demonstrated. The Er ·emission 
patterns were imaged using the setup schematized in Figure 6·5 (a) where the fiber-
coupled detector was replaced by an infrared CCD camera. A representative example of 
experimentally measured Er emission patterns is shown in Figure 8-10 (a) for the case 
of a GA spiral array with 0.6J.Lm pillar spacing. This emission pattern is an incoherent 
mixture of several distinct modes supported by the array geometry within the spectral 
range of Er emission. In order to identify these modes, a two-dimensional G A spiral 
array of dielectric cylinders with an effective refractive index (neff=1.7) is considered. 
FEM eigenmode analysis is performed on a large-scale structure (5047 cylinders) using 
COMSOL. The GA spiral eigenmodes are calculated within the spectral range of Er 
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emission and two of these modes, respectively at wavelengths of 1.510 J-im and 1.549 
J-Lm, are superimposed in Figure 8·10 (b). The first mode in Figure 8·10 (b) is radi-
ally confined near the outer edge of the array while the second mode, which shows two 
intensity peaks in the radial direction, is confined in the internal array region halfway 
between the center and outer edge. Localized modes have been predicted at the mul-
tifractal bandedge of GA spirals, and several different classes of bandedge modes were 
recently discovered and classified according to well-defined azimuthal and radial num-
bers(Trevino et al., 2012). Information on the radial localization of these modes can be 
obtained by performing a Delaunay triangulation of the GA spiral array, as shown in 
Figure 8·10 (c). The Delaunay triangulation is a geometrical technique that allows one 
to picture the spatial distribution of first neighboring particles in the arrays, as recently 
discussed in (Trevino et al., 2012). In this analysis, neighboring particles are connected 
with line segments that are color-coded according to their length. Therefore, this analy-
sis provides a spatial map of the local correlation lengths present in the G A spiral array. 
Figure 8·10 (c) shows distinct circular regions, positioned at different radial locations, 
on the G A spiral. These regions provide confinement for different series of localized 
band-edge modes effectively behaving as circular grating structures that trap radiation 
within circular bands of well-defined radial positions.(Liew et al., 2011; Trevino et al., 
2012) This can be observed by comparing Figure 8·10 (b,c), which shows that the radial 
positions of the modes contributing to the Er emission closely correspond to the circu-
lar regions in the Delaunay spatial map in Figure 8·10(c). (i.e., first and second green 
regions in the Delaunay triangulation map, from the outside towards the center) . 
Similarly to the rest of this chapter, analysis of the OAM content of the emitted light 
is investigated using Fourier-Hankel decomposition (FHD) according to Equation 8.7. 
To apply FHD, the phase of the light is required, in addition to the intensity. Since the 
light emitted by photoluminescence comes from a large number of incoherent sources, it 
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is not possible to use the interferometric phase retrieval technique as was done previously 
in this chapter. To investigate the OAM content, FHD is applied to the complex electric 
field from the eigenmode calculations shown in Figure 8 ·1 0 (b) . Since this analysis is 
mostly concerned with the azimuthal components of the fields, Figure 8·10 (d) shows 
the sum of f(m, kr) over a range of wavenumbers kr between 0.5 x (27r/d0 ) and 1.5 x 
(27r / d0 ), where d0 is the average nearest neighbor spacing. The results of this modal 
decomposition features several discrete azimuthal components in the optical field at 
values corresponding to 5 consecutive Fibonacci numbers (i.e., 21, 34, 55, 89 and 144). 
These results demonstrate that the optical resonances of G A spiral arrays are excited 
by the Er emission at 1.55 t-tm and carry geometry-induced OAM values discretized in 
consecutive Fibonacci numbers. 
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Figure 8·10: (a) Photoluminescence image of GA spiral array with 0.6 t-tm 
spacing. (b) 2D FEM mode calculations of identica:I GA spiral array showing 
the sum of two modes at wavelengths of 1.510 t-tm and 1.549 t-tm. (c) Delaunay 
triangulation of G A spiral showing spatial correlation of neighboring particles 
with color bar units in microns. (d) Fourier-Bessel transform of the mode in-
tensity that is shown in Figure 6b summed over wavevector kr ranging from, 
0.5 x (27r/d0 ) to i.5 x (27r/d0 ), where do is the average nearest neighbor spacing. 
8.5 Conclusions 
In conclusion, in this chapter an experimental demonstration is provided of the gen-
eration of long sequences of azimuthal OAM values using light scattering from Vogel 
spirals. First, the phase shifting interferometric technique used to recover the complex 
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far-field radiation is explained in detail. The robustness of OAM measurements using 
this technique are investigated with respect to possible experimental errors. Vogel spi-
ral arrays of gold nanoparticles are fabricated and the complex field of scattered light is 
measured experimentally. Fourier-Hankel decomposition is used to examine the OAM 
content of the scattered far-field radiation and the generation of OAM is shown to be in 
good agreement to predictions based on analytical theory. Finally, photoluminescence 
from Vogel spiral arrays of Er:SiNx nanopillars is investigated experimentally and com-
pared to eigenmode calculations of Vogel spiral structures. Directly excited eigenmodes 
in Vogel spiral arrays are also shown to carry OAM. The superposition of many OAM 
modes demonstrated in this work can provide novel exciting opportunities for secure 
optical communication. 
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Chapter 9 
Conclusions 
9.1 Summary of Work 
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In the first section of this work, plasmonic nanostructures are designed, fabricated and 
characterized which exhibit radiative rq,te enhancement at l.SSJLm. Beginning in Chap-
ter 3, a detailed derivation of the electromagnetic properties of concentric multilayered 
cylinders has been shown using a Mie theory type approach in 2D. This method is used 
to calculate the electromagnetic response of multilayered cylinders to a plane wave ex-
citation and the calculation of scattering cross section is discussed. The same method is 
then used to calculate the response of a multilayered cylinder to a point source excitation 
allowing for investigation of changes in the local density of photonic states. 
In Chapter 4, theoretical studies of multilayered cylinders have been presented, using 
the .computational method presented in Chapter 3. Deep subwavelength plasmon modes 
in coaxial plasmonic nanowires (CPNs) are investigated by studying the near-field en-
hancement, scattering/ absorption spectra, energy flow and PDOS. Multiple resonances 
in CPNs are found to strongly increase the local electromagnetic field and PDOS across 
wide wavelength bands. A systematic study of the resonant behavior with changes in 
geometrical device parameters is presented, showing how CPNs can be engineered for 
different applications and giving insight into the physical mechanism leading to plas-
mon mode formation . Multilayered cylinders composed of purely dielectric materials 
are studied and field confinement is shown in deep subwavelength low index gap regions. 
The localized modes found in dielectric devices could be used for light confinement, 
as an alternative to plasmon formation, but with low loss. A fabrication method for 
multilayered pillars is presented which uses top-down lithography to make high aspect 
ratio Si pillars followed by conformal sputtering to make multilayered structures. Scat-
tering measurement of both bare and multicoated pillars are performed and compared 
to analytical theory. While the scattering of bare Si pillars is in excellent agreement 
with calculations, the scattering of multilayered dielectric pillars is not as well captured 
by 2D simulations. Measurements have not conclusively shown. the formation of highly 
confined modes in multilayered dielectric pillars. Work in this area _is ongoing. 
To overcome the difficulties associated with the fabrication and testing of high as-
pect ratio plasmonic cylinders, novel nanostructures are developed which support similar 
plasmon modes called plasmonic ring nanocavities. The design, fabrication and char-
acterization of plasmonic ring nanocavities composed of Er:Si02 and silver is shown in 
Chapter 5. Here, the excitation of gap plasmons creates deep subwavelength light con-
finement in cavities with volumes as small as 0.01(~) 3 . The geometry of the cavity is 
varied to maximize the overlap of the cavity resonance with the spontaneous emission 
of Er and the total decay rate of Er atoms is increased 20 times at room tempera-
ture. Through measurements of photoluminescence intensity, PL time-dynamics and 
full-vector FDTD modeling of the fabricated device structures, the enhancement of the 
radiative decay rate is quantified in a number of nanocavity devices which demonstrate 
up to 25-times radiative rate enhancement and a doubling of the quantum efficiency. 
Finally, the possibility of achieving Purcell-enhanced lasing is studied and it is shown 
that plasmonic ring nanocavities are a promising platform for Er based subwavelength 
sources. 
In the second section of this thesis , photonic devices are designed, fabricated and 
characterized for the enhancement of extraction efficiency, control of radiation patterns 
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and generation of OAM. Chapter 6 shows the engineering of aperiodic active devices with 
a high degree of rotational symmetry in Fourier space for omnidirectional extraction 
and emission profile shaping. Aperiodic pillar arrays of Er:SiNx are fabricated using 
silicon based planar processing for efficient light extraction at 1.55 J-£m. Structural 
optimization of pillar height and array geometry is performed using FDTD simulations 
and Bragg scattering calculations. Devices of different array geometry and pillar spacing 
are optically characterized with PL spectroscopy and extraction enhancement of over 
10 times is demonstrated for GA spiral arrays, outperforming both Archimedean and 
Pinwheel arrays. The angular emission profiles are measured, demonstrating azimuthally 
isotropic emission in GA spiral structures. These findings offer unique opportunities 
for the engineering light extraction while maintaining azimuthally isotropic emission 
patterns. 
In Chapter 7 a general analytical diffraction model for light scattering by arbitrary 
arrays of circular apertures is developed. This method is used to study the light scat-
tering of Vogel spirals illuminated at normal incidence by a plane wave. To study the 
generation of OAM by Vogel spirals an analytic expression for the Fourier-Hankel trans-
form of the scattered field is explicitly derived. The form of this expression is studied to 
determine how particular azimuthal values of generated OAM are linked to the irrational 
number used for spiral generation. It is shown that by expressing the irrational gener-
ation number with a continued fraction expansion, the azimuthal numbers of generated 
OAM are given by the denominators of the rational approximants of the generation 
number. This provides a method for the generation of complex sequences of OAM, 
including OAM with large azimuthal values, using aperiodic Vogel spiral arrays by the 
changing of a single geometrical parameter. Additionally, the analytic formulation is 
used to explore how the particle number and far-field aperture affect the transmitted 
OAM spectrum. Finally, the method is extended to include the complex scattered field 
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at an arbitrary distance away from the array and the evolution of far-field radiation 
patterns is studied. These findings open novel opportunities for the manipulation of 
complex OAM spectra by exploiting light scattering by aperiodic spiral arrays. 
In Chapter 8 an experimental demonstration is provided of the generation of long 
sequences of azimuthal OAM values using light scattering from Vogel spirals. First, the 
phase shifting interferometric technique used to recover the complex far-field radiation 
is explained in detail. The robustness of OAM measurements using this technique are 
investigated with respect to possible experimental errors. Vogel spiral arrays of gold 
nanoparticles are fabricated and the complex field of scattered light is measured ex-
perimentally. Fourier-Hankel decomposition is used to examine the OAM content of 
the scattered far-field radiation and the generation of OAM is shown to be in good 
agreement to predictions based on analytical theory. Finally, photoluminescence from 
Vogel spiral arrays of Er:SiNx nanopillars is investigated experimentally and compared 
to eigenmode calculations of Vogel spiral structures. Directly excited eigenmodes in Vo-
gel spiral arrays are also shown to carry OAM. The superposition of many OAM modes 
demonstrated in this work can provide novel exciting opportunities for secure optical 
communication. 
9.2 Future Work 
The primary goal of future work on the plasmonic ring nanocavity project is to achieve 
lasing leveraging Purcell enhancement of optical gain. The analysis conducted in Chap-
ter 5 shows that this can be achieved by a reduction in nanocavity size, increase in the Q 
factor or a combination of both. Based on the currently fabricated devices, a reduction 
in the size by a factor of 3 and an increase in the Q factor by 7 times would be sufficient 
to pass the gain threshold. Reductions in the size are currently limited by the fabrica-
tion processing used, similar devices of significantly smaller size have been demonstrated 
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Figure 9·1: Process flow for electrically excited plasmonic ring nanocavities. 
using Helium ion lithography(Melli et al. , 2013) . The resonators demonstrated with this 
fabrication process however do not incorporate active materials and filling such a small 
gap with material after fabrication would be quite challenging. It is possible that the 
addition of focused ion beam techniques could be used along with the current process 
flow to reduce the size further. Another possible route to achieving lasing is through an 
increase in the Q factor. Since the Q factor is currently smaller than the spontaneous 
emission bandwidth, increased Q will not only reduce the cavity loss rate but will in-
crease the Purcell enhancement factor. Once a Q factor of roughly 50 is passed, Purcell 
enhancement will begin to saturate and further increase in Q factor will only decrease 
the cavity loss rate. In the nanocavity devices presented in Chapter 5, the Q factor as 
measured by reflection spectroscopy, is approximately the same as the expected Q factor 
from FDTD simulations. This indicates that . it is intrinsically limited by radiative loss 
from the cavity or absorption in the metal walls of the cavity and not due limited by 
imperfection in the fabrication process. To reduce ohmic loss, the metal in the cavity 
could replaced with a doped transparent conductive material such as Al:ZnO(Naik et al. , 
2012), having negative permittivity at 1.55J.Lm with low loss. To reduce radiative loss 
from the cavity a reflective layer could be placed under the nanocavity such as a thin 
metal layer or distributed Bragg reflector. 
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In addition to achieving lasing ·under optical excitation, it would be desirable to 
make plasmonic ring nanocavities electrically excited. For any light source to have a 
technological impact on integrated photonic technology electrical injection of energy is a 
necessity. Electrically excited Erbium emission has been shown and the plasmonic ring 
nanocavity has metal sidewalls, readily incorporated to be used as contacts. However, 
using the current fabrication process the two contacts are shorted. A process flow 
showing a design for ring nanocavity fabrication that allows for electrical pumping is 
designed and shown in Figure 9·1. The process starts with the spin coating of electron 
beam resist on top of a layer of Er active material followed by patterning of a disk 
shape and transfer of the pattern to the underlying layer using reactive ion etching. 
This defines the outer side of the ring nanocavity. Next metal is evaporated to form 
the plasmonic interface on the outside of the cavity and act as one of the electrical 
contacts. Photoresist is then patterned to protect part of the contact and a layer of 
insulating material is deposited to isolate the first contact. Next, the remaining resist 
and unwanted metal are removed by liftoff processing and a second layer of electron 
beam resist is spin coated on the sample. A second electron beam writing step, aligned 
to the first, is used to define the inside of the plasmonic cavity and the pattern is again 
transferred to the underlying layer using reactive ion etching. Another photolithography 
step is used to protect the first contact and then a second layer of metal is deposited 
to form the inner plasmonic interface and second electrical contact. The excess metal 
and remaining photoresist are removed and the two metal contacts can be used to inject 
current into the ring nanocavity radially. This process is significantly more challenging 
than the fabrication process used in this thesis, as it requires the alignment of electron 
beam writing process with high precision. Though this process is challenging, electrically 
excited nanoscale lasers could have a large impact on future photonics technology. 
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Appendix A 
Code for Multilayer Cylinders 
This chapter contains the code developed for calculation of scattering, near-fields and 
PDOS in multilayered cylinders. The method behind the algorithm is described in 
Chapter 3. 
The algorithm is divided into three functions which has been coded in Matlab. The 
first algorithm, Cly2D_ML_coeff. m, calculates the scattering coefficients, A~ and B~, 
from Equation 3.3. The second, Cly2D_ML_PW. m, calculates the scattering cross sec-
tion, absorption cross section and near-field intensity under planewave excitation, as 
described in Section 3.2.1. The third algorithm, Cly2D_ML_PS.m, calculates the PDOS 
and local fields under point source excitation, as described in Section 3.2.2. 
A.l Cly2D_ML_coeff.m 
function [result]=Cly2D_ML_coeff(epsilon,r,nmax,Lambda,source,isPW,SourceDir) 
% Nathaniel Lawrence, 2013. 
% Written during the completion of my PhD at Boston University 
% SourceDir gives the polarization of the source. 
% For point source dipole moments 1->x, 2->y, 3->z 
% For planewave sources, this should be set by Cly2D_ML_PW.m 
%Bessel and Hankel functions are precalculated for speed 
global hnk jnk hpnk jpnk hnk1 jnk1 hpnk1 jpnk1 jnk_s hnk_s 
%sets polarization for planewaves and point sources 
if not (isPW) 
[rsource(2) rsource(1)]=cart2pol(source(1),source(2)); %source location in 
polar 
rs=rsource(1); 
end 
if SourceDir==3 
isEz=1; 
else 
isEz=O; 
end 
M=length(r); %number of layers 
index=sqrt(epsilon); 
k=index*2*pi/Lambda; 
%to change polarization just have to change the boundary conditions being 
%satisf ied, if e_nmax=epsilon.-(3/2), TM (E-field in z-dir), if 
e_nmax=epsilon.-(-1/2), 
%TE (H-field in z-dir) 
if isEz==1 
pol=O; 
else 
pol=-1; 
end 
%e_nmax is set to correctly satisfy boundary conditions for different 
%polarizations 
for nn=1:2*nmax+1 
e_nmax(:,nn)=epsilon.-(pol); 
end 
e_nmax=squeeze(e_nmax); 
%functions which will be used in calculation 
if not(isnan(source)) 
rtemp=[r rs]; 
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rtemp=soit(rtemp) ; 
slayer=find(rtemp==rs); 
end 
%noH construct th.e mat rix equation which has to be solved 
unknowns=zeros(1, 2':'M,2 ':'nmax+1) ; 
knowns=zeros(1,2*M, 2*nmax+1) ; 
matrix=zeros(2*M,2*M,2*nmax+1); 
for ii=1 :M 
end 
if ii==1 %special case for first layer 
matrix(2*ii-1,2*ii-1,:) = jnk(ii, : ); 
matrix(2*ii-1,2*ii, :) = -jnk1(ii,:); 
matrix(2*ii-1,2*ii+1,:) = -hnk1(ii,:); 
matrix(2*ii,2*ii-1,:) e_nmax(ii, :) .*jpnk(ii, :); 
matrix(2*ii,2*ii,:) = -e_nmax(ii+1, :).*jpnk1(ii, : ); 
matrix(2*ii,2*ii+1,:) = -e_rimax(ii+1, :) .*hpnk1(ii,:); 
elseif ii==M %special case for last layer 
matrix (2*ii - 1,2*ii-2 ,: ) = jnk(ii,:); 
matrix (2*ii-1,2*ii-1,:) = hnk(ii, : ); 
matrix (2*ii-1,2*ii, :) -hnk1(ii, :); 
matrix(2*ii,2*ii-2, :) e_nmax(ii,:) .* jpnk(ii,:); 
matrix(2*ii,2*ii-1,:) e_nmax(ii, :) . *hpnk(ii,:); 
matrix(2*ii,2*ii,:) - e_nmax(ii+1, :) . *hpnk1(ii, :); 
else 
end 
matrix(2*ii-1,2*ii-2, :) = jnk(ii, :); 
matrix (2*ii-1 , 2*ii-1, :) = hnk(ii, :); 
matrix (2*ii-1,2*ii, : ) = -jnk1(ii, :); 
matrix(2*ii-1,2*ii+1, :) = -hnk1(ii , :) ; 
matrix(2*ii,2*ii-2, :) 
matrix (2>:<ii, 2hi -1, :) 
e_nmax(ii,:) . ':' jpnk(ii,:) ; 
e_nmax(ii,:). ~'hpnk(ii,:); 
matrix(2hi,2*ii, :) = -e_nmax(ii+i, :) . *jpnk1(ii, :) ; 
matrix(2*ii,2*ii+1,: ) = -e_nmax (ii+1,:) . *hpnk1 ( ii,:); 
%special case of single layer cylinder 
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if M==1 
end 
matrix=zeros(2*M,2*M,2*nmax+1); 
matrix(i, 1,:) 
matrix(1,2, :) 
matrix(2 , l , :) 
matrix(2,2, :) 
jnk; 
-hnk1; 
e_nmax(1,:) . *jpnk ; 
-e_nmax (2 , :) . ~'hpnk1; 
%Sets the source vector 
if not(isPW) %for point sources 
n=(-nmax:nmax); 
if SourceDir==3 %z-oriented dipole 
C_in = (hnk_s.*(1/(4*1i))) .*exp(-1i.*n.*rsource(2)); 
C_out = (jnk_s.*(1/(4*1i))) .*exp(-1i.*n.*rsource(2)); 
elseif SourceDir==1 %x- oriented dipole 
C_out = ((-1/(8*1i)).*sqrt(epsilon(slayer)) .*(jnk_s(1:2*nmax+1) .* 
exp(-1i.*(n-1).*rsource(2)) + jnk_s(3:2*nmax+3) ·* 
exp(-1i.*(n+1).*rsource(2)))); 
C_in = ((-1/(8*1i)) .*sqrt(epsilon(slayer)) .*(hnk_s(1:2*nmax+1) ·* 
exp(-1i.*(n-1) .*rsource(2)) + hnk_s(3:2*nmax+3).* 
exp(-1i.*(n+1).*rsource(2)))); 
elseif SourceDir==2 %y- oriented dipole 
end 
C_out = ((1/(8)).*sqrt(epsilon(slayer)).*(jnk_s(1:2*nmax+1) ·* 
exp(-1i.*(n-1).*rsource(2)) - jnk_s(3:2*nmax+3) ·* 
exp(-1i.*(n+1).*rsource(2)))); 
C_in = ((1/(8)) .*sqrt(epsilon(slayer)) .*(hnk_s(1:2*nmax+1) .* 
exp(-1i.*(n-1) .*rsource(2)) - hnk_s(3:2*nmax+3) .* 
exp(-1i.*(n+1) .*rsource(2)))); 
if slayer==1 %source in first layer 
knowns(1,1, :) = -(C_out) .~·hnk(slayer, :) ; 
knowns(1,2, :) = -(C_out) .>:'e ~nmax(slayer, :) ·'' hpnk(slayer, :) ; 
elseif slayer==M+1 %source in last layer 
knowns(1,2• M-1,:) = (C_in).* jnki (slayer-1,:) ; 
knowns(1,2*M,:) = (C_in) .*e_nmax(slayer, :) . * jpnk1 (slayer-1, :); 
else 
knowns(1,2*slayer-3,:) = (C_in).*jnk1(slayer-1,:); 
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knowns(1,2*slayer-2,:) (C_in)o*e_nmax(slayer,:)o* jpnk1(slayer-1,:); 
knowns(1,2*slayer-1, :) -(C_out) o*hnk(slayer,:); 
knowns(1,2*slayer,:) -(C_out)o*e_nmax(slayer,:)o* hpnk(slayer, : ); 
end 
else %plane wave 
knoloms=zeros( 1 , 2':'H, 2':'Illilax-:0 1) ; 
for nn=-nmax :nmax 
knowns(1 ,2 ':'M-1 ,nn+ruaax+1) = 1i ~nno ~'jnk1 (M,nn+nmax+1); 
knolms (1, 2':'M,nn+nmax+1) 1i ~nn 0 *e_nmax(M+1 ,nn+nmax+1) 0 * 
jpnk1(M,nn+nmax+1); 
end 
end 
%solve the system for the unknown coefficients 
for nn=1:2*nmax+1 
unknowns(1, :,nn)=matrix(:, :,nn)\transpose(knowns(1, :,nn)); 
end 
Aln=zeros(M+1,2*nmax+1); 
Bln=zeros(M+1,2*nmax+1); 
Aln(1, :)=unknowns(1,1,:); 
Bln(1, :)=zeros(size(unknowns(1,1,:))); 
Aln(M+1, :)=zeros(size(unknowns(1,2*M, :))); 
Bln(M+1,:)=unknowns(1,2*M,:); 
for mm=2:M 
Aln(mm,:)=unknowns(1,2*mm-2,:); 
Bln(mm,:)=unknowns(1,2*mm-1,:); 
end 
result=[Aln;Bln]; 
A.2 Cly2D _ML_PW.m 
function [result Q]=Cyl2D_ML_PW(Lambda,Radius,epsilon,isEz) 
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%code will find the fields from a multilayered cylinder i n 2D wi~h a p lane 
%wave excitation at wavelength Lambda 
%Radius is vector giving the radius of each layer of t he cyl inder 
%Epsilon gives the electric permittivity of each layer, the last entry is 
%the permitt ivity of the surrounding medium 
%isEz g i ves the polarization of the calculat ion, isEz=1, means E in z 
direciton 
%r esult is Ez if isEz=1 
%r es ul t is [Ex Ey] if isEz=2 
%Q is th'e scattering and ext inction effi c i enc ies, [Qscat Qext ] 
% Bessel and Hankel functions wil l be precalculated for speed 
clear global hnk jnk hpnk jpnk hnk1 jnk1 hpnk1 jpnk1 
global hnk jnk hpnk jpnk hnk1 jnk1 hpnk1 jpnk1 
%Function materials can be used to look up material data from experimental 
%data 
%epsilon=materials(Lambda,epsi l on) ; 
nParticle=sqrt(epsilon); 
M=length(Radius); %number of layers 
k=2*pi/Lambda .*nParticle; 
c=3e8; %speed light in m/s 
omega=2*pi*c/ (Lambda*1e-9); %angular frequency 
e0=8.85e-12; 
imp_freespace=376.73; 
EO=e0*1e-9*omega*imp_freespace; %constant required to normalize Er,Ephi when 
doing Hz polarization 
%numbe.r of modes to be plotted 
nmax=reaiC ceil(max(k) t.< max(Radius) +4':' (max(k) *max(Radius))- ( 1/3) +2)); 
sz=3; %extents of field plot region, scaled by cylinder radius 
npts=250; %Field plots will be npts x npts 
%determines x values for field plotting 
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numx=npts; 
xstart=-sz*max(Radius); 
xstop=sz*max(Radius); 
x=xstart :(xstop-xstart)/(numx-1) :xstop; 
%determines y values for field plotting 
numy=npts; 
ystart=-sz*max(Radius); 
ystop=sz':'max(Radius) ; 
y=ystart : (ystop-ystart)/(numy-1):ystop; 
[X Y Z]=meshgrid(x,y,O); %creates 2-D grid of values where each point 
[phi r z]=cart2pol(X,Y,Z); %converts values to cylindrical coordinates 
'lJnatrix telling whether source is in each layer, for PW source it is in the 
%outermost layer 
%k_in wi ll be the k vector of each point for field plotting 
r_in=zeros(M,size(r,1),size(r,2)); 
k_in=zeros(size(r)); 
eps_in=zeros(size(r)); 
for kk=1 :M 
r_in(kk,:,:)=r<Radius(kk); 
end 
r _in (M+1, : , :) =ones ( size(r, 1) , size(r , 2)) -squeeze (r _in (M, : , :) ) ; 
r_in(2:M,: ,:)=r_in(2:M, :, :)-r_in(1:M-1,: ,:); 
for kk=1 :M+1 
end 
k_in=k_in+squeeze(r_in(kk,:, :)) .*k(kk); 
eps_in=eps_in+squeeze(r_in(kk,:, :)) .*epsilon(kk); 
%creates matricies that are stacks of original matrix with height nmax 
for nn=1:2*nmax+1 
end 
phi_nmax(nn,:, :)=phi; 
r_nmax(nn,:,: )=r; 
n_nmax (nn,:, :)=(nn-nmax-1). *ones( size(r,1),size(r,2)); 
eps_in_nmax(nn,: , : )=eps_in; 
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%-alculat es necessar y Bessel/Hankel funct i on, t \Jo sets are needed that 
%use different k- vectors 
for nn=-runax-1 :runax+1 
end 
hnlc(:, nn+1+runax+1)=besselh(nn,k (1:(length(k)-1)).*Radius); 
jnk (: , nn+1-:-nmax+1) =besselj (nn,k(1: (length(k) -1 )). ~'Radius); 
hnk1(: ,nn+1 +runax+1)=besselh(nn,k(2: (length(k))) . *Radius) ; 
jnk1(: ,nn+1+runax+1)=besselj(nn,k(2:(length(k))). *Radius); 
%calculat es derivatives of Bessel/Hankel functions based on recursive 
%properties of bessel functions 
for nn =-runax :run ax 
end 
hpnk(:,nn+1+runax)=transpose((k(1:(length(k)-1))./2)).* 
(hnk(: ,nn+1+runax)-hnk(: ,nn+1+runax+2)); 
jpnk(: ,nn+1+runax)=transpose((k(1:(length(k)-1))./2)) ·* 
(jnk(: ,nn+1+runax)-jnk(:,nn+1+runax+2)); 
hpnk1(:,nn+1+runax)=transpose((k(2:(length(k)))./2)) .* 
(hnk1(: ,nn+1+runax)-hnk1( :, nn+1+runax+2)); 
jpnk1(:,nn+1+runax)=transpose((k(2:( length(k))) ./2)) ·* 
(jnk1(:,nn+1+runax)-jnk1(:,nn+1+runax+2)); 
%removes extra elements from Besse l /Hankel functions that were used for 
%recursi ve calculation of derivatives 
hnk=hnk(:,2:size(hnk,2)-1); 
jnk=jnk(: ,2:size(jnk,2)-1); 
hnk1=hnk1(: ,2 : size(hnk1,2)-1); 
jnk1=jnk1(: ,2:size(jnk1,2)-1); 
%sets SourceDir based on isEz, whi ch determines polarization of calculation 
if isEz 
SourceDir=3; 
else 
SourceDir=1; 
end 
%Calculates scattering coefficients 
ab=Cly2D_ML_coeff(epsilon,Radius,nmax,Lambda,NaN,1,SourceDir); 
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Asn=zeros(size(r_nmax)); 
Bsn=zeros(size(r_nmax)); 
%makes larger matricies of A/B coeffi cient s to speed multiplicati on later 
for nn=-nmax:nmax 
for rrun=1 :M+1 
Asn (nn·:·:o.iltax-:-1 , ; , :) =squeo:,;o (Asn (nn-:-nmax-:-1, : , :) ) + 
ab(mm,nn+nmax+1) _,:,ones (size(r)) .~'squeeze(r_in(rrun,:, :)) ; 
Bsn(nn+nmax+1,:, :)=squeeze(Bsn(nn+nmax+1,: ,:) )+ 
ab(rrun+M+1 ,nn+nmax+1) .':'ones(size(r)) .~'squeeze(r_in(rrun,:, :)) ; 
end 
end 
Asn=squeeze(Asn); 
Bsn=squeeze(Bsn); 
%precalculated Bessel/Hankel functions and derivatives for plotting fields 
hnk2=zeros([2*nmax+1 size(r)]); 
jnk2=zeros([2*nmax+1 size(r)]); 
hpnk2=zeros([2*nmax+1 size(r)]); 
jpnk2=zeros([2*nmax+1 size(r)]); 
for nn=-nmax-1: nmax+1 
hnk2(nn+2+nmax,:,:) =besse lh(nn,k_in . *r); %H_n(k_l*r) a set is calculated 
for each l ayer 
jnk2(nn+2+nmax ,:,:)=besselj(nn,k_in. *r); 
end 
hpnk2=(permute(repmat(k_in/2,[1 1 2*nmax+1]),[3 1 2])).* 
(hnk2(1:size(hnk2,1)-2,:,:)-hnk2(3:size(hnk2,1),:,:)); %H'_n(k_l*r) a set 
is cal culated for each layer 
jpnk2=(permute (repmat(k_in/2, [1 1 2*nmax+1]), [3 1 2])) ·* 
(jnk2(1:size(jnk2,1)-2,:, :)-jnk2(3:size(jnk2 ,1),:,:)); 
hnk2=hnk2 (2:size(hnk2,1)-1,: ,:) ; 
jnk2=jnk2(2: size(jnk2,1) - 1,:, :); 
hnk2=squeeze(hnk2); 
jnk2=squeeze( jnk2); 
if isEz==l 
%Calculates Ez field 
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Ez_temp=(Asn.*jnk2+Bsn.*hnk2) .*exp(-1i .*n_nmax . *phi_nmax); 
Ez_source=exp(1i.*k( length(k)).*X); 
Ez=squeeze(sum(Ez_temp,1)); 
Ez=squeeze (Ez) +Ez_source . :::squeeze (r _in (M+1, : , :) ) ; 
rosul t(:,: ,1) =Ez; 
resul t( :, :,3)=X; 
result ( :, :,4)=Y; 
elseif isEz==O 
end 
%Calculates Ex and Ey fields 
E_r_temp=(n_nmax./(eps_in_nmax.*EO.*r_nmax)).* 
(Asn.*jnk2+Bsn.*hnk2).*exp(-1i.*n_nmax .*phi_nmax); 
E_phi_temp=(1 . /(1i*eps_in_nmax*EO)).* 
(Asn.*jpnk2+Bsn.*hpnk2) .*exp(-1i. *n_nmax.*phi_nmax) ; 
E_r=squeeze(sum(E_r_temp,1)); %sums field over different modes n 
E_phi=squeeze(sum(E_phi_temp,1)); %sums field over different mode s n 
Ex=cos(phi). *E_r-sin(phi).*E_phi; 
Ey=sin(phi) . *E_r+cos(phi).*E_phi; 
Ey_source=exp(1i.*k(M+1).*X); 
Ey=Ey+Ey_source.*squeeze(r_in(M+1,:,:)); 
result(:,: ,1)=Ex; 
result(: , : ,2)=Ey; 
result( :,: ,3)=X; 
result(:, :,4)=Y; 
%Calculates Qscat and Qext 
%bn is the coefficients for the outgo ing f ield of outermost layer 
bn=squeeze (Bsn ( : , 1, 1)) ; 
for nn=-nmax : nmax 
bn(nn+nmax+1)=-bn(nn+nmax+1) ./1i-nn; 
end 
Qext=bn(nmax+1); 
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for nn=1 :nmax 
Qext=Qext+2*bn(nn+nmax+1); 
end 
Qext=real(Qext); 
Qscat=abs(bn(iunax+1)). ~ 2; 
for m1=l :mnax 
Qscat=Qscat+2':' abs(bn(nn+nmax+1)) ~2; 
end 
Qscat=Gjsca.t . ~<2 / (2. ':' pi. /Lambda. *max(Radius)); 
Qext =Gjext . *2. I (2. ':< pi. /Lambda. ':' max(Radius)); 
Q=[Qscat;Qext]; 
A.3 Cly2D _ML_PS.m 
function [result Gamma] =Cyl2D_ML_PS (Lambda, Radius, e·psilon, source, SourceDir) 
%code will find the fields from a mult ilayered cylinder in 20 t-Jith a Point 
%Source excitation at t-Javelength Lambda (nm) 
%Radius is vector giving the radius of each layer of the cylinder 
%Epsilon gives the electric permittivity of each layer, the last entry is 
%the permittivity of the surrounding medium 
%source gives the location of the source in [x y] (nm) 
%SourceDir gives the orientation of the dipole moment 1->x, 2- >y, 3->z 
%Gamma = [G Gr Gnr], G is the normalized PODS, Gr is the normalized power 
%radiated to the far field, Gnr = G-Gr . 
% Bessel and Hankel functions will be precalcul ated for speed 
clear global hnk jnk hpnk jpnk hnk1 jnk1 hpnk1 jpnk1 jnk_s hnk s 
global hnk jnk hpnk jpnk hnk1 jnkl hpnk1 jpnk1 jnk_s hnk_.:s 
%source location in polar 
[rsource(2) rsource(1)]=cart2pol(source (1),source(2)); 
rs=rsource( 1); 
if SourceDir==3 
isEz=1; 
else 
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isEz=O; 
end 
nParticle=sqrt(epsilon); 
JVi=.:length(Radius); 
k=2':' pi/Lambda. ::<nParticle; 
c=3e8 ; %speed light in m/s 
omega=2*pi*c/(Lambda*1e-9) ; %angular frequency 
e0=8.85e-12; 
imp_freespace=376.73; 
EO=e0*1e-9*omega*imp_freespace; %constant required to normalize Er,Ephi when 
doing Hz polarization 
%number of modes to be plotted 
nmax=real(ceil(max(k)*max(Radius)+4*(max(k)*max(Radius))-(1/3)+2)); 
sz=3; %extents of field plot region, scaled by cylinder radius 
npts=250; %Field plots will be npts x npts 
%determines x values for field plotting 
numx=npts; 
xstart=-sz* max(Radius); 
xstop=sz*maX(Radius); 
x=xstart:(xstop-xstart)/(numx-t):xstop; 
%determines y values for field plotting 
numy=npts; 
ystart=-sz~' max(Ra:dius); 
ystop=sz*max(Radi us); 
y=ystart:(ystop-ystart)/(numy-l):ystop; 
[X Y Z]=meshgrid(x,y,O); %creates 2-D grid of values -.Ihere each point 
[phi r z]=cart2pol(X,Y,Z); %converts values to cylindrical coordinates 
%matrix telling whether source is in each layer 
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%k_i n wil l be the k vectoi of each po i nt fo r field plotting 
r_in=zeros(M,size(r,1),size(r,2)); 
k_in=zeros(size(r)); 
eps_in=zeros(size(r)); 
for kk=1 :M 
r _in(kk , : , :) =r <Radius( kk); 
end 
r_in(M+1,: ,:)=ones(size(r,1),size(r,2))-squeeze(r_in(M,:, :)); 
r_ in(2:M, :, :) =r_in(2:M, :,:)-r_in(1:M-1,:, :); 
for kk=1 :M+1 
end 
k_in=k_in+squeeze(r_in(kk,: ,:)).*k(kk); 
eps_in=eps_in+squeeze(r_in(kk,:,:)).*epsilon(kk); 
%creates matrici es that are stacks of original matr ix •1i th height nmax 
for nn=1:2*nmax+1 
end 
phi_nmax(nn, :, :)=phi; 
r_nmax(nn,:,:)=r; 
n_nmax(nn, :, :)=(nn-nmax-1).*ones(size(r,1),size(r,2)); 
eps_in_nmax(nn,:, :)=eps_in; 
%find layer <Jhich contains the source 
rtemp=[Radius rs]; 
rtemp=sort(rtemp); 
slayer=find(rtemp==rs); 
%cal culates nec essary Bessel /Hankel function , two sets are needed that 
%use different k- vectors 
for nn=-nmax-1 :nmax+1 
end 
hnk( : ,nn+1+nmax+1) =besselh(nn ,k(1: ( length(k) -1)) . ,:,Radius); 
jnk(: ,nn+1+nmax+1) =besselj (nn ,k(1: ( length(k) -1)) . ,:,Radius); 
hnk1(:,nn+1+nmax+1)=besselh(nn,k(2:(length(k))) . *Radius); 
jnk1(:,nn+1+nmax+1)=besselj(nn,k(2:(length(k))) .*Radius); 
jnk_s(nn+1+nmax+1) 
hnk_s(nn+1+nmax+1) 
besselj(nn,k(slayer).*rs); 
besselh(nn,k(slayer).*rs); 
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%calculates derivatives of Bessel/H~~kel functions based on recur sive 
%pr operties of bessel functtons 
for nn=-nmax:nmax 
end 
hpnk(:,nn+1+nmax)=transpose((k(1 : (length(k)-1))./2)) .* 
(hnk(: ,nn+1+nmax)-hnk(: ,nn+1+nmax+2)); 
jpnk (: ,nn·:-1-:-nmax)=tr anspose ( (k (1: ( length(k) - 1)). /2)) . :c 
(jnk(: ,nn+i +nmax) - jnk(: , nn+1+nmax+2)); 
hpnk1(: ,nn+1+nmax) =transpose ( (k(2: ( length(k))) . /2)) . ~' 
(hnk1 (: ,nn+1+nmax) -hnk1 ( : ,nn+1+nmax+2)); 
jpnk1(: ,nn+1+nmax)=transpose((k(2:(length(k))) ./2)).* 
(jnk1(:,nn+1+nmax)-jnk1(:,nn+1+nmax+2)); 
hpnk_s(nn+1+nmax)=transpose((k(slayer)./2)) ·* 
(hnk_s(nn+1+nmax)-hnk_s(nn+1+nmax+2)); 
jpnk_s(nn+1+nmax)=transpose((k(slayer) ./2)) .* 
(jnk_s(nn+1+nmax)-jnk_s(nn+1+nmax+2)); 
if SourceDir==3 
hnk_s=hnk_s(2:size(hnk_s,2)-1); 
jnk_s=jnk_s(2:size(jnk_s,2)-1); 
end 
%removes extra elements f r om Bessel/Hankel funct ions that were used f or 
%recursive calculation of derivatives 
hnk=hnk(:,2:size(hnk,2)-1); 
jnk=jnk(:,2:size(jnk,2)-1); 
hnk1=hnk1( : ,2:size(hnk1,2)-1); 
jnk1=jnk1( : ,2 : size(jnk1,2)-1); 
%Calculates scattering coefficients 
ab=Cly2D_ML_coeff_v12(epsilon,Radius,nmax,Lambda,source,O,SourceDir); 
Asn=zeros(size( r _nmax)); 
Bsn=zeros(size(r_nmax)); 
/~akes larger matri cies of A/B coeffic i ents to speed mult iplication later 
for nn=-nmax :nmax 
for mm=1: M+1 
Asn(nn+nmax+1,:,:)=squeeze(Asn(nn+nmax+1,:,:))+ 
ab(mm,nn+nmax+1) . *ones(size(r)) .*squeeze(r_in(mm,:, :)); 
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Bsn(nn+rumax+1,:,:)=squeeze(Bsn(nn+rumax+1,:,:))+ 
ab(mm+M+1,nn+rumax+1) .*ones(size(r)) . *squeeze(r_in(mm,:, :)); 
end 
end 
Asn=squeeze(Asn); 
Bsn=squeeze(Bsn); 
%precalculated Bessel/Han_~el functions and deri vatives for plotting fields 
hnk2=zeros( [2*rumax+1 size(r)]); 
jnk2=zeros([2*nmax+1 size(r)]); 
hpnk2=zeros([2*rumax+1 size(r)]); 
jpnk2=zeros([2*rumax+1 size(r)]); 
for nn=-rumax-1:rumax+1 
hnk2(nn+2+rumax,:,:)=besselh(nn,k_in . *r); %H_n(k_l*r) a set is calculated 
for each l ayer 
jnk2(nn+2+rumax,:,:)=besselj(nn,k_in.*r); 
end 
hpnk2=(permute(repmat(k_in/2,[1 1 2*rumax+1]), [3 1 2])).* 
(hnk2(1:size(hnk2,1)-2, :, :)-hnk2(3:size(hnk2,1), :,:)); 
jpnk2=(permute(repmat(k_in/2, [1 1 2*rumax+1]), [3 1 2])) · * 
(jnk2(1:size(jnk2,1)-2, :, :)-jnk2(3:size(jnk2,1),:, :)); 
hnk2=hnk2(2:size(hnk2,1)-1, :, :); 
jnk2=jnk2(2:size(jnk2,1)-1,: ,:); 
hnk2=squeeze(hnk2); 
jnk2=squeeze(jnk2); 
%distance for each pl ot point from source 
Xs =X- ones(size(X))*source(1); 
Ys = Y- one s (size(Y))*source(2); 
[PHis Rs] = cart2pol(Xs ,Ys) ; 
%calculat es electric field 
if SourceDir==3 
%contribution of scattered fields 
E_z_temp=(Asn.*jnk2+Bsn.*hnk2) .*exp(1i.*n_rumax. *phi_rumax); 
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Ez_source=besselh (O,k(slayer) . *Rs) /(4*1i); 
E_z=squeeze(sum(E_z_temp,1)); %sums f i eld over different modes n 
E_z=squeeze(E_z)+Ez_source.*squeeze(r_ in( s layer,:,:)); 
re sult (:, :,1)=E_z; 
result(:,: ,3)=X; 
r esult(:, :,4)=Y; 
elseif SourceDir==1 -
%contribution of scattered fields 
%Er Ephi found in Hz pol derivation of e field 
E_r_temp=-(n_nmax./(eps_in_nmax.*EO.*r_nmax)) ·* 
(Asn.*jnk2+Bsn.*hnk2) . * exp(1i. *n_nmax.*phi_nmax); 
E_phi_temp=(1./(1i*eps_in_nmax*EO)) . * 
(Asn.*jpnk2+Bsn.*hpnk2).*exp(1i.*n_nmax.*phi_nmax); 
Er _source=-1./(ii*EO*Rs). *( cos(PHis)) · * (-besselh(i,k(slayer)*Rs)/4); 
Ephi_source=-k(slayer)/(2*1i*EO).~(sin(PHis)/4).* 
(besselh(O,k(slayer)*Rs)-besselh(2,k(slayer)*Rs)); 
E_r=squeeze(sum(E_r_temp,1)); %sums field over dif f erent modes n 
E_phi=squeeze(sum(E_phi_t emp,1)) ; 
E_r=squeeze(E_r); 
E_phi=squeeze(E_phi) ; 
Ex=cos(phi).*E_r-sin(phi).*E_phi; 
Ey=sin(phi) .*E_r+cos(phi).*E_phi; 
%Source Contribution 
E_r _s=Er _source . ,:,squeeze (r _in (slayer, : , : ) ) ; 
E_phi_s=Ephi_source. ~' squeeze (r _in (slayer, : , :) ) ; 
Ex_s=cos(PHis) . *E_r_s- sin(PHis) .*E_phi_s; 
Ey_s=sin(PHis). *E_r_s+ cos(PHi s) . *E_phi _s; 
result(:,: ,1)=Ex+Ex_s; 
result(:,: ,2)=Ey+Ey_s; 
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result(:,:,3)=X; 
result(:,:,4)=Y; 
elseif SourceDir==2 
end 
%contributi on of scattered fields 
%Er Ephi :found in Hz pol derivation of e field 
E_r_t emp=- (n_nmax. I (eps_in_nmax . '~EO. '~r_nmax)) . ':' 
(Asn. *jnk2+Bsn. *hnk2). *exp(1i. *n_nmax. ~'phi_nmax); 
E_phi_ temp=(1 . I Cli*eps_in_nmax*EO)) . ':' 
(Asn. *jpnk2+Bsn. *hpnk2). *exp(1i. *n_nmax. ':'phi_nmax); 
Er_source=1./ (1i*EO*Rs). * ( -sin(PHis)). * ( -besselh(1 ,k(slayer) *Rs) 14); 
Ephi_source=k(slayer)l(2*1i*EO).*(cos(PHis)l4).* 
(besselh(O,k(slayer)*Rs)-besselh(2,k(slayer)*Rs)); 
E_r=squeeze(sum(E_r_temp,1)); %sums f i eld over different modes n 
E_phi=squeeze(sum(E_phi_temp,1)); 
E_r=squeeze(E_r); 
E_phi=squeeze(E_phi); 
Ex=cos(phi).*E_r-sin(phi).*E_phi; 
Ey=sin(phi).*E_r+cos(phi).*E_phi; 
%S ource Contribution 
E_r_s=Er_source.*squeeze(r_in(slayer,:, :)); 
E_phi_s=Ephi_source.*squeeze(r_in(slayer,:,:)); 
Ex_s=cos(PHis).*E_r_s-sin(PHis).*E_phi_s; 
Ey_s=sin(PHis).*E_r_s+cos(PHis) .*E_phi_s; 
result (: , :,1)=Ex+Ex_s; 
result(:,:,2)=Ey+Ey_s; 
result(:, :,3)=X; 
result(:,: ,4)=Y; 
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%cal culates radiated power Gr by integrating the opynting vec-r.or flu:. through 
%a surf ace outs i de the structure. Same thing is done in BH, this can be 
%calculat ed from the outgoing field coeffi cients 
bn=squeeze(Bsn(:,1,1)); 
n=(-nmax:nmax); 
if s l ayer==M-:·1 %if source is outside particle 
if SourceDir==1 
C_out= ( ( -1/ (8*1i)) . ::, sqrt(epsilon (slayer)) . ,~ 
(jnk_s ( 1: 2*nmax+1) . * exp( -1i. '~ (n-1) . '~ rsource (2 )) + 
jnk_s (3: 2*nmax+3). * exp( -1i. '~ (n+1) . *rsource (2)))); 
elseif SourceDir==2 
C_out=((1/ (8)) .*sqrt(epsilon(slayer)).* 
(jnk_s(1:2*nmax+1).*exp(-1i.*(n-1).*rsource(2))-
jnk_s(3:2*nmax+3).*exp(-1i.*(n+1).*rsource(2)))); 
elseif SourceDir==3 
C_out=(jnk_s.*(1/(4*1i))) .*exp(-1i .*n.*rsource(2)); 
end 
else 
C_out=zeros(size(bn)); 
end 
%Calculates the radiated Power, Gr 
Gr=O; 
for nn=-nmax:nmax 
Gr=Gr+(bn(nn+runax+1)+C_out(nn+nmax+1)).* 
conj(bn(nn+nmax+1)+C_out(nn+nmax+1)); 
end 
if not(SourceDir==3) 
hnk_s=hnk_s(2:size(hnk_s ,2)-1); 
jnk_s=jnk_s(2 : size(jnk_s,2)-1); 
end 
%cal culate Gamma (G) from the LDOS 
if SourceDir==3 
%A,B coefficients for source location 
An_s=ab(slayer,:); 
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Bn_s=ab(slayer+M+1, :); 
%Calculates electric f ield 
E_z_ temp=(An_s. * jnk_s+Bn_s. *hnk_s) . *exp(1i. *n . •:<rsource (2)); 
E_z=squeeze( sum(E_z_temp)); ·%sums : field over different modes n 
%t~~e imaginary part of greens funciton and add source contribution 
LDOS=imag(E_z+1/(4*1i)); 
elseif SourceDir==1 
%A,B coefficients for source location 
An_s=ab(slayer, :); 
Bn_s=ab(slayer+M+1,:); 
E_r_temp=-(n./(epsilon(slayer) .*EO.*rsource(1))) .* 
(An_s.*jnk_s+Bn_s.*hnk_s) .*exp(1i.*n.*rsource(2)); 
E_phi_temp=(1./(1i*epsilon(slayer)*EO)) . * 
(An_s.*jpnk_s+Bn_s . *hpnk_s).*exp(1i.*n. *rsource(2)); 
E_r=squeeze(sum(E_r_temp)); 
E_phi=squeeze(sum(E_phi_temp)); 
E_x=cos(rsource(2)) .*E_r-sin(rsource(2)).*E_phi; 
E_y=sin(rsource(2)) .*E_r+cos(rsource(2)) .*E_phi; 
LDOS=imag(E_x+1/(8*1i)); 
elseif SourceDir==2 
%A,B coefficients for source location 
An_s=ab (slayer, :); 
Bn_s=ab(slayer +M+1, :); 
E_r_temp=-(n . / (epsilon(slayer).*EO. *rsource(1))). * 
(An_s. ~' jnk_s+Bn_s. *hnk_s ) . * exp(1i. *n. *rsource (2)); 
E_phi_temp=(1./(1i*epsilon(slayer) *EO)) · * 
(An_s. *jpnk_s+Bn_s . *hpnk_s). * exp(1i.*n.*rsource(2)); 
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E_r=squeeze(sum(E_r_temp)); 
E_phi=squeeze(sum(E_phi_temp)); 
E_x=cos(rsource(2)).*E_r-sin(rsource(2)) .*E_phi; 
E_y=sin(rsource(2)) .*E_r+cos(rsource (2)).*E_phi; 
LDOS=imag(E_y+i/ (8 ':'1i)); 
end 
G=LDOS; 
Gnr = G - Gr; 
Gamma=[G Gr Gnr]; 
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