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Abstract
Following the work in a previous paper, we establish in a setting of harmonic analysis further precise
relationships between combinatorial measurements and Orlicz norms.
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1. Introduction
In this paper, continuing the work in [3], we study further connections between combinatorial
data and harmonic–analytic and probabilistic properties. We recall the set-up.
Given an infinite set Y and F ⊂ Yn (n  1), we consider a function associated with F ,
ΨF :N→N such that for s ∈N,
ΨF (s) = max
{∣∣F ∩ (A1 × · · · ×An)∣∣: Aj ⊂ Y, |Aj | s, j = 1, . . . , n}. (1.1)
Define
dimF = lim
s→∞ logΨF (s)/ log s. (1.2)
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is viewed as the combinatorial dimension of F , conveying that ΨF (s) “grows like” sdimF , in the
sense that
lim
s→∞
ΨF (s)
sβ
=
{0 if β > dimF,
∞ if β < dimF. (1.3)
We take Y to be N, and identify it with the Rademacher system {rj }j∈N := R, a set of projec-
tions from {−1,1}N := Ω onto {−1,1}:
rj (ω) = ω(j), j ∈N, ω =
(
ω(j)
)
j∈N ∈ Ω. (1.4)
Ω is a compact Abelian group (endowed with the product topology, coordinate-wise multipli-
cation, and the normalized Haar measure P), and R is an independent set of characters on it.
(E.g., see [2, II.1, VII.2].) For F ⊂ Rn (n 1), CF (Ωn) and L2F (Ωn) denote the spaces of con-
tinuous functions and Pn-square integrable functions on Ωn, respectively, whose Fourier–Walsh
transforms are supported in F .
The results in [1] and [3] were extensions and refinements of the classical Littlewood
2n/(n + 1)-inequalities [7,5], the n-dimensional Khintchin inequalities [6,4], and the Kahane–
Khintchin inequality [8]. In [1], the case 0 < lims→∞ΨF (s)/sdimF < ∞ was studied. In [3], we
studied the case
lim
s→∞ΨF (s)/s
dimF = ∞. (1.5)
Specifically, we “blew” up the point dimF (on the combinatorial dimension scale), producing a
resolution of it by use of α-Orlicz functions. In this paper we focus on the case
lim
s→∞ΨF (s)/s
dimF = lim
s→∞ΨF (s)/s
dimF = 0, (1.6)
producing a resolution of it by use of sub-α-Orlicz functions. The results are similar to those
in [3], but there are major differences in definitions, as well as techniques of proof.
2. Combinatorial structures and sub-α-Orlicz functions
For Orlicz function Φ , let
(Φ) = inf
{
a: lim
x→∞
Φ(x)
xa
= 0
}
= sup
{
a: lim
x→∞
Φ(x)
xa
= ∞
}
. (2.1)
Definition 2.1. (Cf. [3, Definition 2.1].) An Orlicz function Φ is said to be a sub-α-Orlicz func-
tion if (Φ) = α for α > 1, and φ(x) = Φ(x)/xα , where φ ∈ C[0,∞), φ ∈ C1(0,∞), and
(i) φ is convex and is decreasing to 0;
(ii) xφ(x) is concave, and x2φ(x) is convex;
(iii) x α−13 φ(x) is increasing for all x  0.
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quasi-asymptotic to Φ , and write Ψ ∼q Φ , if
0 < lim
s→∞
Ψ (s)
Φ(s)
< ∞. (2.2)
Theorem 2.2. (Cf. [3, Theorem 2.2].) Let n  2 be an integer. If F ⊂ Nn is infinite such that
dimF = α, 1 < α  n, and lims→∞ ΨF (s)/sα = 0, then there exists a sub-α-Orlicz function Φ
such that ΨF ∼q Φ .
Proof. First we choose a sequence {sj }, sj ↑ ∞. For any positive integers s and s′, let 
s,s′ be
the linear function whose graph is the line passing through (s,ΨF (s)/sα) and (s′,ΨF (s′)/(s′)α),
and denote the slope of 
s,s′ by ms,s′ .
Let s1 = 1 and s2 = min{s > 1: ΨF (s)/sα < 1}. Then ms1,s2 < 0. To choose sj for j > 2,
we proceed by (double) induction. Suppose we have chosen sj for j  2. To choose sj+1, we
consider the j points s(1)j , . . . , s
(j)
j such that
s
(1)
j = min
{
s > sj : 
sj−1,sj (s) <
ΨF (s)
sα
<
ΨF (sj )
(sj )α
}
, (2.3)
and for 1 < i  j ,
s
(i)
j = min
{
s > s
(i−1)
j : 
sj−1,sj (s) <
ΨF (s)
sα
<
ΨF (sj )
(sj )α
}
. (2.4)
The existence of s(1)j , . . . , s
(j)
j is guaranteed, because lims→∞ ΨF (s)/sα = 0, and because
msj−1,sj < 0. Let
sj+1 = max
{
s ∈ {s(1)j , . . . , s(j)j }: msj ,s msj ,s(i)j for all i = 1, . . . , j
}
. (2.5)
Continuing this process, we obtain a sequence sj ↑ ∞ that satisfies
(1) ΨF (sj )/sαj is strictly decreasing to 0 with increasing j ;
(2) msj−1,sj < msj ,sj+1 < 0 for all j > 1;
(3) for each j , and sj  s  s(j)j , either
ΨF (s)
sα
 ΨF (sj )
sαj
(2.6)
or
ΨF (s)
sα
 
sj ,sj+1(s). (2.7)
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(x) = 
sj ,sj+1, sj  x  sj+1, j  1. (2.8)
Claim.
sup
{
ΨF (s)/
(
sα
(s)
)
: s ∈N}< ∞. (2.9)
Proof. Suppose the claim is false. Then there exists a sequence {s′i} such that ΨF (s′i )/(s′i )α >

(s′i ), and limi→∞ ΨF (s′i )/((s′i )α
(s′i )) = ∞. But because lims→∞ ΨF (s)/sα = 0, there are only
finitely many i such that ΨF (s′i )/(s′i )α  ΨF (sj )/(sj )α for each j . Then for j sufficiently
large, there exists s′i ∈ [sj , sj + j ] ⊂ [sj , s(j)j ] such that ΨF (s′i )/(s′i )α < ΨF (sj )/(sj )α . Hence

sj ,sj+1(s
′
i ) = 
(s′i ) < ΨF (s′i )/(s′i )α < ΨF (sj )/(sj )α , which contradicts (2.6) and (2.7), and the
claim follows. 
Denote α˜ = min{α,2}, and note that for b > 0,
(4) (logx)−b is convex for x  1;
(5) x(logx)−b is concave for logx − 1 b;
(6) x2(logx)−b and xα(logx)−b are both convex for α˜−13 logx  b;
(7) x α−13 (logx)−b is increasing for α−13 logx  b.
In a departure from the idea of the proof in [3], we construct a spline function by using pieces
(logx)−b and the properties in (4)–(7). The graph of the spline function will be above the graph
of 
, which is defined in (2.8). To this end, for each j  2, and s2j  x  s2(j+1), we con-
struct a convex function Pj (x) whose graph is above 
s2j ,s2j+1(x) for s2j  x  s2j+1, and
above 
s2j+1,s2j+2 for s2j+1  x  s2(j+1)(x), but is below 
s2j ,s2(j+1) (x) for s2j  x  s2(j+1)(x).
Specifically, we let
Pj (x) = aj (logx)−bj + cj (logx)−dj + ejx−fj + gj , (2.10)
where aj , bj , cj , dj , ej , fj , gj > 0 such that
Pj (s2j ) = 
(s2j ), Pj (s2(j+1)) = 
(s2(j+1)), (2.11)
(Pj )
′+(s2j ) =
ms2j ,s2j+1 +ms2j ,s2(j+1)
2
, (2.12)
(Pj )
′−(s2(j+1)) =
ms2j+1,s2(j+1) +ms2j ,s2(j+1)
2
, (2.13)
bj and dj min
{
log(s2j )− 1, α˜ − 13 log(s2j )
}
, (2.14)
and
fj 
α˜ − 1
3
, (2.15)
where (Pj )′ and (Pj )′ denote the right derivative and the left derivative of Pj , respectively.+ −
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x2Pj (x) and xαPj (x) are convex, x
α−1
3 Pj (x) is increasing. Moreover,
Pj (x) 
(x), s2j  x  s2(j+1), j  2. (2.16)
For 0 x  s4, let
P(x) = ax− α˜−13 + b, (2.17)
where a > 0 and b > 0 are chosen so that
P(s4) = 
(s4) and P ′−(s4) = (P2)′+(s4). (2.18)
Let
φ˜(x) =
{
P(x) if 0 x < s4,
Pj (x) if s2j  x < s2(j+1), j  2.
(2.19)
Then
φ˜(s2j ) = 
(s2j ) = ΨF (s2j )
sα2j
, j  2; (2.20)
moreover, by (2.16) and (2.9),
sup
{
ΨF (s)/
(
sαφ˜(s)
)
: s ∈N}< ∞. (2.21)
Finally, we smooth φ˜ at s2j for all j  2 so that the resulting function, denoted by φ, is
in C1(0,∞), and also satisfies (i)–(iii) in Definition 2.1. Let Φ(x) = xαφ(x). Then Φ is a sub-
α-Orlicz function such that ΨF ∼q Φ . 
3. A quantitative relation between combinatorial structures and functional-analytic
structures
3.1. Orlicz norms associated with sub-α-Orlicz functions
Suppose Φ(x) = xαφ(x) is a sub-α-Orlicz function. For x  0, define
Θ(x) = x α+12 (φ(x)) 12 (3.1)
and
θ(x) = 1−1 . (3.2)φ(Θ (1/x))
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φ(x)θ
(
1/Θ(x)
)= 1, x  0. (3.3)
For x  0, define
MΦ(x) = x 2αα+1
(
θ(x)
) 1
α+1 . (3.4)
We now establish that MΦ is an Orlicz function. (Orlicz norms associated with MΦ will be
used in Section 3.2.)
Lemma 3.1. (Cf. [3, Lemma 3.1].) If Φ(x) = xαφ(x) is a sub-α-Orlicz function, then MΦ defined
in (3.4) is an Orlicz function.
Proof. For x > 0, let
y = Θ−1(1/x). (3.5)
By (3.5) and (3.1),
x = 1/Θ(y) = y− α+12 (φ(y))− 12 . (3.6)
By (3.2) and (3.5),
φ(y)θ(x) = 1. (3.7)
By (3.4), (3.6), and (3.7),
MΦ(x) = 1
Φ(y)
. (3.8)
Hence MΦ is increasing.
Next we show MΦ is convex. Differentiating both sides of (3.7) with respect to y, we have,
by (3.6),
φ′(y)θ(x)+ φ(y)θ ′(x)
{
−1
2
y−1x
(
α + 1 + φ
′(y)
φ(y)
y
)}
= 0. (3.9)
Then
θ ′(x)
θ(x)
x = 2
φ′(y)
φ(y)
y
α + 1 + φ′(y) y . (3.10)
φ(y)
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M ′Φ(x) =
1
α + 1x
α−1
α+1
(
θ(x)
) 1
α+1
{
2α + θ
′(x)
θ(x)
x
}
= 2y− α−12 (φ(y))− 12 α +
φ′(y)
φ(y)
y
α + 1 + φ′(y)
φ(y)
y
(
by (3.10)
)
. (3.11)
Let x1 < x2, y1 = Θ−1(1/x1), and y2 = Θ−1(1/x2). Then y1 > y2. Because yφ(y) is concave,
φ(y1)+ φ′(y1)y1  φ(y2)+ φ′(y2)y2. (3.12)
Then, because φ is decreasing and α  1,
αφ(y1)+ φ′(y1)y1  αφ(y2)+ φ′(y2)y2. (3.13)
Hence
φ(y1)
(
α + φ
′(y1)
φ(y1)
y1
)
 φ(y2)
(
α + φ
′(y2)
φ(y2)
y2
)
. (3.14)
Then
1 +
(
α + φ
′(y1)
φ(y1)
y1
)−1
 1 + φ(y1)
φ(y2)
(
α + φ
′(y2)
φ(y2)
y2
)−1
 φ(y1)
φ(y2)
{
1 +
(
α + φ
′(y2)
φ(y2)
y2
)−1}
. (3.15)
Because y
α−1
3 φ(y) is increasing,
y
α−1
3
1 φ(y1) y
α−1
3
2 φ(y2). (3.16)
By (3.15) and (3.16),
(
y
α−1
3
1 φ(y1)
) 1
2 y
α−1
3
1
{
1 +
(
α + φ
′(y1)
φ(y1)
y1
)−1}

(
y
α−1
3
2 φ(y2)
) 1
2 y
α−1
3
2
{
1 +
(
α + φ
′(y2)
φ(y2)
y2
)−1}
. (3.17)
Hence
y
α−1
2
1
(
φ(y1)
) 1
2
{
1 +
(
α + φ
′(y1)
φ(y1)
y1
)−1}
 y
α−1
2
2
(
φ(y2)
) 1
2
{
1 +
(
α + φ
′(y2)
y2
)−1}
, (3.18)φ(y2)
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M ′Φ(x1)M ′Φ(x2). (3.19)
Therefore MΦ is convex. 
The following property will be needed in Section 3.2.
Lemma 3.2. (Cf. [3, Lemma 3.2].) Suppose Φ(x) = xαφ(x) is a sub-α-Orlicz function, and
MΦ is the function defined in (3.4). Let
M˜Φ(x) = x
M ′Φ(x)
. (3.20)
Then M˜Φ is an increasing function.
Proof. For x > 0, let
y = Θ−1(1/x). (3.21)
By (3.11),
M˜Φ(x) = 12y
− α+12 (φ(y))− 12 y α−12 (φ(y)) 12 α + 1 +
φ′(y)
φ(y)
y
α + φ′(y)
φ(y)
y
= 1
2y
+ 1
2y
1
α + φ′(y)
φ(y)
y
. (3.22)
Let x1 < x2, y1 = Θ−1(1/x1), and y2 = Θ−1(1/x2). Then y1 > y2.
First we consider the case α < 2. Because Φ(x) = xαφ(x) is convex,
yα−11 φ(y1)
{
α + φ
′(y1)
φ(y1)
y1
}
 yα−12 φ(y2)
{
α + φ
′(y2)
φ(y2)
y2
}
. (3.23)
Then, because y2−α1 > y
2−α
2 , and φ(y1) φ(y2),
y1
{
α + φ
′(y1)
φ(y1)
y1
}
 y2
{
α + φ
′(y2)
φ(y2)
y2
}
. (3.24)
Hence, by (3.22), we obtain
M˜Φ(x1) M˜Φ(x2). (3.25)
Next we consider the case α  2. Because x2φ(x) is convex,
y1φ(y1)
{
2 + φ
′(y1)
y1
}
 y2φ(y2)
{
2 + φ
′(y2)
y2
}
. (3.26)φ(y1) φ(y2)
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y1
{
2 + φ
′(y1)
φ(y1)
y1
}
 y2
{
2 + φ
′(y2)
φ(y2)
y2
}
. (3.27)
Hence, because α  2,
y1
{
α + φ
′(y1)
φ(y1)
y1
}
 y2
{
α + φ
′(y2)
φ(y2)
y2
}
. (3.28)
Then, by (3.22), we obtain
M˜Φ(x1) M˜Φ(x2).  (3.29)
3.2. Precise relations between combinatorial measurements and Orlicz norms
Recall [3, (2.1)] that for F ⊂Nn, and Orlicz function Φ ,
dF (Φ) = sup
{
ΨF (s)/Φ(s): s ∈N
}
. (3.30)
Definition 3.3. (See [3, Definition 3.3].) For F ⊂ Rn, and sub-α-Orlicz function Φ , let
ζF (Φ) = sup
{‖fˆ ‖MΦ : f ∈ BCF (Ωn)}, (3.31)
where MΦ is given in (3.4).
Theorem 3.4. (Cf. [3, Theorem 3.4].) For n ∈N, there exist Cn > 0 and Dn > 0 such that for all
F ⊂ Rn and sub-α-Orlicz functions Φ ,
Cn
(
dF (Φ)
)λ(α)  ζF (Φ)Dn(dF (Φ))δ(α), (3.32)
where
(i) λ(α) = 12α , and δ(α) = 34α+2 if dF (Φ) > 1;
(ii) λ(α) = 34α+2 , and δ(α) = 12α if dF (Φ) 1.
Proof. Let Φ be a sub-α-Orlicz function, and let F ⊂ Rn such that dF (Φ) < ∞. First we show
the right side inequality of (3.32). For simplicity, we denote MΦ by M . Define M2 on [0,∞) by
M2(w) = √wx −M(x), where x is such that M ′(x) = √w. (3.33)
Let s ∈N, and consider an s-hypercube A1 × · · · ×An ⊂ Rn such that |F ∩ (A1 × · · · ×An)| =
ΨF (s). Let ρs = ‖1F∩(A ×···×An)‖M∗ . Then we have the system of equations1 2
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ΨF (s)
= M(x)− x
2
M ′(x) and (3.34)
ρs = 2M
′(x)
x
. (3.35)
(See [3, (3.40)–(3.49)].)
We want to estimate ρs by using Eqs. (3.34) and (3.35). To this end, we first estimate x as a
solution to Eq. (3.34). Let
c = (dF (Φ)) 32α+1 . (3.36)
(i) Consider the case dF (Φ) > 1. Then c > 1. By (3.34),
M(x)M(x)− x
2
M ′+(x) =
1
ΨF (s)
 1
dF (Φ)sαφ(s)
(
by (3.30)
)
= 1
dF (Φ)sαφ(s)
(
φ(cs)θ
(
1/Θ(cs)
)) 1
α+1 (by (3.3)). (3.37)
Because x
α−1
3 φ(x) is increasing,
(cs)
α−1
3 φ(cs) s α−13 φ(s). (3.38)
Hence
φ(cs) c− α−13 φ(s). (3.39)
By the definition of Θ(s) in (3.1),
1/Θ(cs) = (cs)− α+12 (φ(cs))− 12
 c− α+12 s− α+12 c α−16
(
φ(s)
)− 12 (by (3.39))
= c− α+23 /Θ(s). (3.40)
By (3.2), θ is decreasing. Hence
θ
(
1/Θ(cs)
)
 θ
(
c−
α+2
3 /Θ(s)
)
. (3.41)
Applying c = (dF (Φ)) 32α+1 , (3.39) and (3.41) to (3.37), we have
M(x) c− 2α+13 1
sαφ(s)
(
c−
α−1
3 φ(s)
) 1
α+1 (θ(c− α+23 /Θ(s))) 1α+1
= (c− α+23 s− α+12 (φ(s))− 12 ) 2αα+1 (θ(c− α+23 /Θ(s))) 1α+1
= M(c− α+23 /Θ(s)). (3.42)
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x  c− α+23 /Θ(s), (3.43)
which is the estimate we need for dF (Φ) > 1.
(ii) Consider the case dF (Φ) 1. Then c 1. By (3.34),
M(x)M(x)− x
2
M ′(x) = 1
ΨF (s)
 1
dF (Φ)sαφ(s)
(
by (3.30)
)
= 1
dF (Φ)sαφ(s)
(
φ(s)θ
(
1/Θ(s)
)) 1
α+1 (by (3.3))
= ((dF (Φ))− α+12α s− α+12 φ(s)− 12 ) 2αα+1 (θ(1/Θ(s))) 1α+1

((
dF (Φ)
)− α+12α /Θ(s)) 2αα+1 (θ((dF (Φ))− α+12α /Θ(s))) 1α+1 (by (3.1))
= M((dF (Φ))− α+12α /Θ(s)) (by (3.4)). (3.44)
Then
x 
(
dF (Φ)
)− α+12α /Θ(s), (3.45)
which is the estimate we need for dF (Φ) < 1.
We are now ready to estimate ρs . By (3.35), and because θ is decreasing,
ρs = 2
α + 1x
2α
α+1 −2(θ(x)) 1α+1
{
2α + θ
′(x)
θ(x)
x
}
 4
(
x−2θ(x)
) 1
α+1 . (3.46)
(See [3, (3.56)].)
Case 1. Suppose dF (Φ) > 1. Then c > 1. Because (x−2θ(x))
1
α+1 is decreasing with increasing x,
by (3.43) and (3.46),
ρs  4
(
c−
α+2
3 /Θ(s)
)− 2
α+1 (θ(c− α+23 /Θ(s))) 1α+1
 4c
2(α+2)
3(α+1)
(
Θ(s)
) 2
α+1 (θ(1/Θ(cs))) 1α+1 (by (3.41))
= 4c 2(α+2)3(α+1) s(φ(s)) 1α+1 1
(φ(cs))
1
α+1
(
by (3.1) and (3.3)
)
 4c
2(α+2)
3(α+1) s
(
φ(s)
) 1
α+1 1
(c− α−13 φ(s))
1
α+1
(
by (3.39)
)
= 4cs = 4(dF (Φ)) 32α+1 s. (3.47)
3960 R. Blei, L. Ge / Journal of Functional Analysis 257 (2009) 3949–3967Case 2. Suppose dF (Φ) 1. Then c 1. By (3.45) and (3.46),
ρs  4
((
dF (Φ)
)− α+12α /Θ(s))− 2α+1 (θ((dF (Φ))− α+12α /Θ(s))) 1α+1
 4
(
dF (Φ)
) 1
α s
(
φ(s)
) 1
α+1 (θ(1/Θ(s))) 1α+1 (by (3.3))
= 4(dF (Φ)) 1α s. (3.48)
By (3.47), (3.48), and the definition of δ(α) in the statement of the theorem, we obtain
ρs  4
(
dF (Φ)
)2δ(α)
s, (3.49)
which implies the right side inequality of (3.32). (See [3, (3.58)–(3.68)].)
Now we prove the left side inequality of (3.32). For s ∈N, let A1 ×· · ·×An be an s-hypercube
in Rn such that |F ∩ (A1 × · · · × An)| = ΨF (s). Identify (rj1 , . . . , rjn) ∈ Rn with the character
w = rj1 ⊗ · · · ⊗ rjn on Ωn. By the Kahane–Salem–Zygmund probabilistic estimates [2, Theo-
rem X.8], there exists a {−1,+1}-valued n-array {w: w = ±1, w ∈ F ∩ (A1 × · · ·×An)} such
that if
fs = 1
s
1
2 (ΨF (s))
1
2
∑
w∈F∩(A1×···×An)
ww, (3.50)
then
‖fs‖∞  C‖fs‖2
(
log
(
2ns
)) 1
2 = Cn 12 (log 2) 12 , (3.51)
where C > 0 is a constant.
For s  1, denote ‖fˆs‖MΦ by ρs , and let
κs =
(
ΨF (s)
Φ(s)
)− 12
ρ−1s . (3.52)
Then
ρ2αs = ΨF (s)s−αθ
(
κs/Θ(s)
)
. (3.53)
(See [3, (3.71)–(3.76)].)
Case 1. For s such that κs > 1, because x
α−1
3 φ(x) is increasing,
(
κ
− 3
α+2
s s
) α−1
3 φ
(
κ
− 3
α+2
s s
)
 s α−13 φ(s). (3.54)
Hence
φ
(
κ
− 3
α+2
s s
)
 κ
α−1
α+2
s φ(s). (3.55)
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1/Θ
(
κ
− 3
α+2
s s
)= (κ− 3α+2s s)− α+12 (φ(κ− 3α+2s s))− 12
 κ
3(α+1)
2(α+2)
s s
− α+12 κ
− α−12(α+2)
s
(
φ(s)
)− 12 (by (3.55))
= κs/Θ(s)
(
by (3.1)
)
. (3.56)
By (3.56), and because θ is decreasing,
θ
(
κs/Θ(s)
)
 θ
(
1/Θ
(
κ
− 3
α+2
s s
))= (φ(κ− 3α+2s s))−1 (by (3.3))
 κ−
α−1
α+2
s
(
φ(s)
)−1 (by (3.55)). (3.57)
Applying (3.57) to (3.53), we have
ρ2αs  ΨF (s)s−ακ
− α−1
α+2
s
(
φ(s)
)−1 = ΨF (s)
Φ(s)
κ
− α−1
α+2
s
= ΨF (s)
Φ(s)
((
ΨF (s)
Φ(s)
)− 12
ρ−1s
)− α−1
α+2 (
by (3.52)
)
. (3.58)
Hence
‖fˆs‖MΦ = ρs 
(
ΨF (s)
Φ(s)
) 3
4α+2
. (3.59)
Case 2. For s such that κs  1, by (3.53), and because θ is decreasing,
ρ2αs  ΨF (s)s−αθ
(
1/Θ(s)
)= ΨF (s)s−α 1
φ(s)
(
by (3.3)
)
= ΨF (s)
Φ(s)
. (3.60)
Hence
‖fˆs‖MΦ = ρs 
(
ΨF (s)
Φ(s)
) 1
2α
. (3.61)
By (3.51), (3.59), (3.61) and the definition of λ(α) in the statement of the theorem,
ζF (Φ) Cn
(
dF (Φ)
)λ(α)
, (3.62)
where Cn = (Cn 12 (log 2) 12 )−1. 
3962 R. Blei, L. Ge / Journal of Functional Analysis 257 (2009) 3949–3967Corollary 3.5. (Cf. [3, Corollary 3.5].) For n ∈N, F ⊂ Rn, and sub-α-Orlicz function Φ ,
dF (Φ) < ∞ ⇔ ζF (Φ) < ∞. (3.63)
Remarks. (Cf. [3, Remarks after Corollary 3.5].)
(i) (A question.) We were unable to answer the following: are λ(α) and δ(α) optimal
in (3.32)?
(ii) (An example.) Let log(i) denote the i-fold iteration of log. Suppose Φ(x) = xαφ(x) is a
sub-α-Orlicz function such that for some N > 0,
φ(x) =
k∏
i=1
(
log(i) x
)−βi , x N, (3.64)
where k  1, and βi  0 for i = 1, . . . , k. Then MΦ defined in (3.4) can be again approximated
in a neighborhood of 0 by
Mα,β1,...,βk (x) =
(
α + 1
2
)− β1
α+1
x
2α
α+1
k∏
i=1
(
log(i)
1
x
) βi
α+1
, (3.65)
in the sense that
lim
x→0
Mα,β1,...,βk (x)
MΦ(x)
= 1. (3.66)
4. Extensions of the Kahane–Khintchin inequality
For sub-α-Orlicz function Φ = xαφ(x) (as per Definition 2.1), let
fΦ(x) :=
(
Φ
(
x2
)) 1
2 = xα(φ(x2)) 12 , x  0, (4.1)
and let
gΦ = f−1Φ . (4.2)
(See [3, (5.3) and (5.4)].)
Lemma 4.1. (Cf. [3, Lemma 5.1].) Suppose (A ,P) is a probability space, and X ∈ BL2(A ,P).
For sub-α-Orlicz function Φ , the following are equivalent:
(i) there exists 0 <A< ∞ such that
lim
x→∞ exp
(
A
(
gΦ(x)
)2)
P
(|X| > x)< ∞; (4.3)
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sup
{‖X‖Lp/(Φ(p)) 12 : p > 2} B; (4.4)
(iii) there exists 0 <C < ∞ such that
lim
t→∞ E exp
(
tgΦ
(|X|)−Ct2)< ∞; (4.5)
(iv) there exist 0 <D < ∞ such that
E exp
(
D
(
gΦ
(|X|))2)< ∞. (4.6)
Proof. The proof is almost the same as the proof for α-Orlicz functions in [3]. The only differ-
ence is the estimate below of E(gΦ(|X|))k for k  2 in the proof of (ii) ⇒ (iii).
Suppose (ii) holds. We may assume B  1. For t > 0,
E exp
(
tgΦ
(|X|))=
∞∑
k=0
tk
k!E
(
gΦ
(|X|))k. (4.7)
For each k  1, and x  0, let
fΦ,k(x) :=
(
Φ
(
x
2
k
)) k
2 = xα(φ(x 2k )) k2 , (4.8)
and let
gΦ,k = f−1Φ,k. (4.9)
For k  2, we show that gΦ,k is concave by showing that fΦ,k is convex. By (4.8), for x  0,
(fΦ,k)
′(x) = y k(α−1)2 (φ(y)) k2
{
α + φ
′(y)
φ(y)
y
}
, (4.10)
where y = x 2k . Let x1 > x2, and let y1 = x
2
k
1 , and y2 = x
2
k
2 . Because Φ(x) = xαφ(x) is convex,
yα−11 φ(y1)
{
α + φ
′(y1)
φ(y1)
y1
}
 yα−12 φ(y2)
{
α + φ
′(y2)
φ(y2)
y2
}
. (4.11)
By (4.10) and (4.11), and because y (α−1)3 φ(y) is increasing, for k  2,
(fΦ,k)
′(x1) (fΦ,k)′(x2). (4.12)
Hence for k  2, fΦ,k is convex, which implies that gΦ,k is concave as desired.
For k  2, by (4.1), (4.2), (4.8) and (4.9),
(
gΦ(x)
)k = (f−1(x))k = f−1 (xk)= gΦ,k(xk). (4.13)Φ Φ,k
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E
(
gΦ
(|X|))k = E(gΦ,k(|X|k)) gΦ,k(E|X|k). (4.14)
By assumption (ii), and because ‖X‖L2  1,
E|X|k  Bk(Φ(k)) k2 = Bkk αk2 (φ(k)) k2 . (4.15)
Let
c = B 62α+1 . (4.16)
Because x
α−1
3 φ(x) is increasing, and B  1,
c
α−1
3 φ(ck) φ(k). (4.17)
Applying (4.17) to (4.15),
E|X|k  Bkk αk2 (c α−13 φ(ck)) k2
= c k(2α+1)6 k αk2 c k(α−1)6 (φ(ck)) k2 (by (4.17))
= (ck) αk2 (φ(ck)) k2
= fΦ,k
(
(ck)
k
2
)
. (4.18)
By (4.14) and (4.18), for k  2,
E
(
gΦ
(|X|))k  (gΦ,k ◦ fΦ,k)((ck) k2 )= (ck) k2 = B 3k2α+1 k k2 , (4.19)
which is the needed estimate. 
Lemma 4.2. (Cf. [3, Lemma 5.2].) For sub-α-Orlicz function Φ , and gΦ defined in (4.2), let
hΦ(x) = exp
((
gΦ(x)
)2)− 1, x  0. (4.20)
There exists NΦ = N > 0 such that hΦ(x) is convex for all x N .
Proof. For any x  0,
h′Φ(x) = 2 exp
((
gΦ(x)
)2)
gΦ(x)g
′
Φ(x). (4.21)
Because gΦ = f−1Φ ,
f ′
(
gΦ(x)
)
g′ (x) = 1. (4.22)Φ Φ
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h′Φ(x) = 2 exp
(
y2
)
y
(
f ′Φ(y)
)−1 = 2(y−2α+3 exp(y2))(y−2(α−1)f ′Φ(y))−1. (4.23)
Let x1 > x2, and let y1 = gΦ(x1) and y2 = gΦ(x2). Then y1 > y2. By the definition of fΦ
in (4.1),
f ′Φ(y) = αyα−1
(
φ
(
y2
)) 1
2 + (φ(y2))− 12 φ′(y2)yα+1. (4.24)
Then
y−2(α−1)f ′Φ(y) =
φ(y2)
yα−1(φ(y2)) 12
{
α + φ
′(y2)
φ(y2)
y2
}
. (4.25)
Because yφ(y) is concave,
φ
(
y21
)+ y21φ′(y21) φ(y22)+ y22φ′(y22). (4.26)
Then, because φ is decreasing, and α  1,
φ
(
y21
){
α + φ
′(y21)
φ(y21)
y21
}
 φ
(
y22
){
α + φ
′(y22)
φ(y22)
y22
}
. (4.27)
Because y
α−1
3 φ(y) is increasing,
yα−11
(
φ
(
y21
)) 1
2  yα−12
(
φ
(
y22
)) 1
2 . (4.28)
By (4.25), (4.27) and (4.28),
y
−2(α−1)
1 f
′
Φ(y1) y
−2(α−1)
2 f
′
Φ(y2). (4.29)
Because
(
y−2α+3 exp(y)
)′ = y−2α+2 exp(y)(−2α + 3 + y), (4.30)
y−2α+3 exp(y) is increasing for y  2α − 3. Let M = 2α − 3. If y1 > y2 M , then
y−2α+31 exp
(
y21
)
 y−2α+32 exp
(
y22
)
. (4.31)
By (4.23), (4.29) and (4.31), if x1 > x2  fΦ(M), then
h′Φ(x1) = 2
(
y−2α+31 exp
(
y21
))(
y
−2(α−1)
1 f
′
Φ(y1)
)−1
 2
(
y−2α+32 exp
(
y22
))(
y
2(α−1)
2 f
′
Φ(y2)
)−1 = h′Φ(x2). (4.32)
Therefore hΦ(x) is convex for x  fΦ(M) as desired. 
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ψΦ(x) = exp
((
gΦ(x)
)2)− 1, x N, (4.33)
where gΦ is defined in (4.2).
Lemma 4.3. (Cf. [3, Lemma 5.3].) Suppose (A ,P) is a probability space, and X ∈ BL2(A ,P).
For sub-α-Orlicz function Φ , the following are equivalent:
(i) there exist 0 <D < ∞ such that
E exp
(
D
(
gΦ
(|X|))2)< ∞; (4.34)
(ii) ‖X‖ψΦ < ∞. (4.35)
Proof. (i) ⇒ (ii). Suppose
E exp
(
D
(
gΦ
(|X|))2)M, (4.36)
for some M  1. Let β > 0 be such that β max{4M,D} and ψΦ(N/β) 1/2. Let
L(x) = gΦ
((
βD−1
)− α2 x), x  0. (4.37)
Then
x = (βD−1) α2 (βD−1)− α2 x = (βD−1) α2 g−1Φ (L(x))
= (βD−1) α2 (L(x))α(φ((L(x))2)) 12 (by (4.1) and (4.2))

((
βD−1
) 1
2 L(x)
)α(
φ
(
βD−1
(
L(x)
)2)) 12 (because φ is decreasing, and βD−1  1)
= g−1Φ
((
βD−1
) 1
2 L(x)
) (
by (4.1) and (4.2)
)
, (4.38)
which corresponds to (5.59) in [3]. The rest of the proof of (i) ⇒ (ii) is the same as that in [3,
Lemma 5.3].
(ii) ⇒ (i). Suppose ‖X‖ψΦ K for some K  1. Corresponding to [3, (5.71) and (5.72)], we
estimate gΦ(x)K−
3
2α+1 as follows:
fΦ
(
gΦ(x)K
− 32α+1 )= (gΦ(x)K− 32α+1 )α(φ((gΦ(x))2K− 62α+1 )) 12 . (4.39)
Because x
α−1
3 φ(x) is increasing,
φ
((
gΦ(x)
)2
K−
6
2α+1
)
K
2(α−1)
2α+1 φ
((
gΦ(x)
)2)
. (4.40)
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fΦ
(
gΦ(x)K
− 32α+1 ) (gΦ(x))αK− 3α2α+1 K α−12α+1 (φ((gΦ(x))2)) 12
K−1fΦ
(
gΦ(x)
) (
by (4.1)
)
= x/K. (4.41)
Hence
gΦ(x)K
− 32α+1  gΦ(x/K), (4.42)
which corresponds to [3, (5.72)]. The rest of the proof is the same as that in [3, Lemma 5.3]. 
Theorem 4.4. (Cf. [3, Theorem 5.4].) For n ∈N, F ⊂ Rn, and sub-α-Orlicz function Φ ,
dF (Φ) < ∞ ⇔ sup
{‖X‖ψΦ : X ∈ BL2F (Ωn)
}
< ∞. (4.43)
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