Our brain perceives the world by exploiting multiple sensory modalities to extract infor-2 mation about various aspects of external stimuli. If these sensory cues are from the same 3 stimulus of interest, they should be integrated to improve perception; otherwise, they should 4 be segregated to distinguish different stimuli. In reality, however, the brain faces the challenge 5 of recognizing stimuli without knowing in advance whether sensory cues come from the same 6 or different stimuli. To address this challenge and to recognize stimuli rapidly, we argue that 7 the brain should carry out multisensory integration and segregation concurrently with com-8 plementary neuron groups. Studying an example of inferring heading-direction via visual and 9 vestibular cues, we develop a concurrent multisensory processing neural model which consists 10 of two reciprocally connected modules, the dorsal medial superior temporal area (MSTd) and 11 the ventral intraparietal area (VIP), and that at each module, there exists two distinguishing 12 groups of neurons, congruent and opposite neurons. Specifically, congruent neurons implement 13 cue integration, while opposite neurons compute the cue disparity, both optimally as described 14 by Bayesian inference. The two groups of neurons provide complementary information which 15 enables the neural system to assess the validity of cue integration and, if necessary, to recover the 16 lost information associated with individual cues without re-gathering new inputs. Through this 17 process, the brain achieves rapid stimulus perception if the cues come from the same stimulus of 18 interest, and differentiates and recognizes stimuli based on individual cues with little time delay 19 if the cues come from different stimuli of interest. Our study unveils the indispensable role of 20 opposite neurons in multisensory processing and sheds light on our understanding of how the 21 brain achieves multisensory processing efficiently and rapidly. 22 Keywords: Opposite neuron, Multisensory integration, Concurrent integration and segrega-23 tion, Decentralized architecture, Continuous attractor neural network. 24 1 Significance Statement 25
: Multisensory integration and segregation. (A) Multisensory integration versus segregation. Two underlying stimulus features s 1 and s 2 independently generate two noisy cues x 1 and x 2 , respectively. If the two cues are from the same stimulus, they should be integrated, and in the Bayesian framework, the stimulus estimation is obtained by computing the posterior p(s 1 |x 1 , x 2 ) (or p(s 2 |x 1 , x 2 )) utilizing the prior knowledge p(s 1 , s 2 ) (left). If two cues are from different stimuli, they should be segregated, and the stimulus estimation is obtained by computing the posterior p(s 1 |x 1 ) (or p(s 2 |x 2 )) using the single cues (right). (B) Information of single cues is lost after integration. The same integrated resultŝ = 0 • is obtained after integrating two cues of opposite values (θ and −θ) with equal reliability. Therefore, from the integrated result, the values of single cues are unknown. 
This prior reflects that the two stimulus features from the same stimulus tend to have similar values.
140
The parameter κ s specifies the concurrence probability of two stimulus features, and determines 141 the extent to which the two cues should be integrated. In the limit κ s → ∞, it will lead to full 142 integration (see, e.g., ref. 5). Note that the marginal prior p(s m ) is a uniform distribution according 143 to the definition. 144 It has been revealed that the brain integrates visual and vestibular cues to infer heading-145 direction in a manner close to Bayesian inference 8, 9 . Following Bayes' theorem, optimal multisen-146 sory integration is achieved by computing the posterior of two stimuli according to 147 p(s 1 , s 2 |x 1 , x 2 ) ∝ p(x 1 |s 1 )p(x 2 |s 2 )p(s 1 , s 2 ).
Since the calculations of the two stimuli are exchangeable, hereafter we only present the results 148 for s 1 . The posterior of s 1 is calculated through marginalizing the joint posterior in the above 149 equation, 150 p(s 1 |x 1 , x 2 ) ∝ p(x 1 |s 1 ) π −π p(x 2 |s 2 )p(s 1 , s 2 )ds 2 ∝ p(s 1 |x 1 )p(s 1 |x 2 ) ≈ M(s 1 ; x 1 , κ 1 )M(s 1 ; x 2 , κ 2s ),
where we have used the conditions that the marginal prior distributions of s m and x m are uniform, 151 i.e., p(s m ) = p(x m ) = (2π) −1 . Note that p(s 1 |x 2 ) ∝ p(x 2 |s 2 )p(s 1 , s 2 )ds 2 is approximated to be 152 M(s 1 ; x 2 , κ 2s ) through equating the mean resultant length of distribution (Eq. 12) 23 .
153
The above equation indicates that in multisensory integration, the posterior of a stimulus given 154 combined cues is equal to the product of the posteriors given the individual cues. Notably, although 155 x 1 and x 2 are generated independently by s 1 and s 2 (since the visual and vestibular signal pathways 156 are separated), x 2 also provides information of s 1 due to the correlation between s 1 and s 2 specified 157 in the prior. A von Mises distribution can be represented as a vector, with its mean and concentration corresponding to the angle and length of the vector, respectively. (B) Geometric interpretation of cue integration and the cue disparity information. The posteriors of s 1 given single cues are represented by two vectors (green). Cue integration (blue) is the sum of the two vectors (green), and the cue disparity information (red) is the difference of the two vectors. (C-E) The mean and concentration of the integration (blue) and the cue disparity information (red) as a function of the cue reliability (C), cue disparity (D), and reliability of prior (E). In all plots, κ s = 50, κ 1 = κ 2 = 50, x 1 = 0 • and x 2 = 20 • , except that the variables are κ 1 = κ 2 in C, x 2 in D, and κ s in E.
Finally, since the product of two von Mises distributions is again a von Mises distribution, 159 the posterior distribution is p(s 1 |x 1 , x 2 ) = M(s 1 ;ŝ 1 ,κ 1 ), whose mean and concentration can be 160 obtained from its moments given by 161κ 1 e jŝ 1 = κ 1 e jx 1 + κ 2s e jx 2 ,
individual cues if needed.
185
The disparity information of stimulus 1 obtained from the two cues is defined to be
which is the ratio between the posterior given two cues and hence measures the discrepancy between 187 the estimates from different cues. By taking the expectation of log p d over the distribution p(s 1 |x 1 ),
188
it gives rise to the Kullback-Leibler divergence between the two posteriors given each cue. This 189 disparity measure was also used to discriminate alternative moving directions in ref. 24. 190 Utilizing the property of the von Mises distribution and the periodicity of heading directions 191 (− cos(s 1 − x 2 ) = cos(s 1 − x 2 − π)), Eq. 5 can be re-written as
Thus, the disparity information between two cues can also be expressed as the product of the 193 posterior given the direct cue and the posterior given the indirect cue with the cue direction shifted 194 by π. Indeed, analogous to the derivation of Eq. 3, Eq. 6 can be deduced in the same framework 195 as multisensory integration but with the stimulus prior p(s 1 , s 2 ) being modified by a shift π in the 196 angular difference. Similarly, p d (s 1 |x 1 , x 2 ) = M (s 1 ; ∆ŝ 1 , ∆κ 1 ) whose mean and concentration can 197 be derived as 198 ∆κ 1 e ∆ŝ 1 = κ 1 e jx 1 − κ 2s e jx 2 .
The above equation is the criteria to judge whether the disparity information between two cues is 199 encoded in the neural system.
200
Similar to the geometrical interpretation of multisensory integration, multisensory segregation 201 is interpreted as vector subtraction (the subtraction between two blue vectors yields the red vector 202 in Fig. 3B ). This enables us to assess the validity of multisensory integration. When the two vectors 203 representing the posteriors given the individual cues have small disparity, i.e., the estimates from 204 individual cues tend to support each other, the length of the summed vector is long, implying 205 that the posterior of cue integration has a strong confidence, whereas the length of the subtracted 206 vector is short, implying that the weak confidence of two cues are disparate ( Fig. 3D ). If the two 207 vectors associated with the individual cues have a large disparity, the interpretation becomes the 208 opposite ( Fig. 3D ). Thus, by comparing the lengths of the summed and subtracted vectors, the the prior concentration κ s varies can be explained analogously ( Fig. 3E ).
218
A notable difference between von Mises distribution and Gaussian distribution is that the con-219 centration of integration and disparity information changes with cue disparity in von Mises distri-220 bution ( Fig. 3D ), while they are fixed in Gaussian distribution 25 .
221
Neural implementation of cue integration and segregation 222 Before introducing the neural circuit model, we first describe intuitively how opposite neurons 223 encode the cue disparity information and the motivation of the proposed network structure.
224
Optimal multisensory integration computes the posterior of a stimulus given combined cues between cues according to ln p d (s 1 |x 1 , x 2 ) = ln p(s 1 |x 1 ) + ln p(s 1 |x 2 + π) (see Eq. 6). Analogous to 233 multisensory integration, the optimal segregation can be achieved by
where the preferred stimulus of neurons satisfying θ j = θ j + π (see details in SI). That is, the ). In the model, the recurrent connection strength is not very strong to 257 support persistent activities after switching off external stimuli, because no persistent activity is Fig. 4B red line) , that is, the more different their preferred directions are, the stronger the neuronal 269 connection is. Since the maximum difference between two circular variables is π, an opposite neuron 270 in one module preferring θ has the strongest connection to the opposite neuron preferring θ + π in 271 the other module. This agrees with our intuitive understanding as described above (as suggested 272 by Eq. 6): to calculate the disparity information between two cues, the neuronal response to the 273 combined cues should integrate its responses to the direct cue and its response to the indirect one 274 but with the cue direction shifted by π (through the offset reciprocal connections). We set the 275 connection profile between the opposite neurons to be of the same strength and width as that Simulating the neural circuit model, we first checked the tuning properties of neurons. The sim-285 ulation results for an example congruent neuron and an example opposite neuron in module 1 286 responding to single cues are presented in Fig. 5 . It shows that the congruent neuron, in response 287 to either cue 1 or cue 2, prefers the same direction (−90 • ) ( Fig. 5A) , whereas the opposite neuron, 288 while preferring −90 • for cue 1, prefers 90 • for cue 2 (Fig. 5B) . Thus, the tuning properties of 289 congruent and opposite neurons naturally emerge through the network dynamics.
290
We further checked the responses of neurons to combined cues, and found that when there 291 is no disparity between the two cues, the response of a congruent neuron is enhanced compared 292 to the single cue conditions (green line in Fig. 5A ), whereas the response of an opposite neuron is 293 suppressed compared to its response to the direct cue (green line in Fig. 5B ). These properties agree 294 with the experimental data 8,9 and is also consistent with the interpretation that the integrated and 295 segregated amplitudes are respectively proportional to the vector sum and difference in Fig. 3 .
296
Following the experimental protocol 13 , we also plotted the bimodal tuning curves of the example D), indicating that the neuronal firing rates are affected more significantly by varying the angle of 300 cue 1 than by that of cue 2, whereas when the reliability of cue 1 is reduced, the result becomes 301 the opposite (Fig. 5E-F) . These behaviors agree with the experimental observations 13 .
302
Apart from the congruent and opposite neurons, the experiments also found that there exist 303 a portion of neurons, called intermediate neurons, whose preferred directions to different cues are 304 neither exactly the same nor the opposite, but rather have differences in between 0 • and 180 • 18,19 . 305 We found that by considering the realistic imperfectness of neuronal reciprocal connections (e.g., In response to the noisy inputs in a cueing condition, the population activity of the same group of 311 neurons in a module exhibits a bump-shape (Fig. 6A) , and the position of the bump is interpreted as 312 the network's estimate of the stimulus (Fig. 6B) 27, 29, 30 . In a single instance, we used the population vector to read out the stimulus value (Eq. 21) 31 . The statistics of the bump position sampled from a collection of instances reflects the posterior distribution of the stimulus estimated by the neural 315 population under the given cueing condition. Note that in this probabilistic population coding 316 scheme, the concentration of the decoded posterior distribution is independent of the widths of the 317 bumps at individual instances.
318
To validate the hypothesis that congruent and opposite neurons are responsible for optimal 319 cue integration and segregation respectively, we carried out simulations following the protocol in 320 multisensory experiments 1 , that is, we first applied individual cues to the network and decoded the 321 network's estimate of the stimulus through population vector (see details in Methods). With these 322 results, the Bayesian predictions for optimal integration and segregation were calculated according 323 to Eq. 4 and Eq. 7 respectively; we then applied the combined cues to the network, decoded the 324 network's estimate, and compared them with the Bayesian predictions.
325
Let us first look at the network's estimate under single cue conditions. Consider the case that 326 only cue 1 is presented to module 1 at −30 • . The population activities of congruent and opposite 327 neurons at module 1 are similar, both centered at −30 • (Fig. 6C top) , since both types of neurons (Fig. 6C bottom) . Similar population activities exist under cue 2 condition 331 ( Fig. 6D) . 332 We further look at the the network's estimate under the combined cue condition. Consider the 333 case that cues 1 and 2 are simultaneously presented to the network at the directions −30 • and 30 • 334 respectively. Then the disparity between the two cues is 60 • , which is less than 90 • . Compared 335 with single cue conditions, the responses of congruent neurons are enhanced (comparing Fig. 6E 336 with 6C-D), reflecting the increased reliability of the estimate after cue integration. Indeed, the 337 decoded distribution from congruent neurons sharpens in the combined cue condition and moves to 338 a location between cue 1 and cue 2 ( Fig. S2 green) , which is a typical phenomenon associated with 339 cue integration. In contrast, with combined cues, the responses of opposite neurons are suppressed 340 compared with those of the direct cue (comparing Fig. 6E with 6C-D) . Certainly, the distribution Fig. 6A , and those in D are the same as those in Fig. S3 .
Congruent neurons can be reciprocally connected with each other between modules in the congru-452 ent manner as described above, so that they integrate the direct and all indirect cues optimally The tuning curve of an example congruent (green) and opposite (red) neuron with respect to cue disparity x 1 − x 2 . In the tuning with respect to cue disparity, the mean of two cues was always at 0 • , i.e., x 1 + x 2 = 0, while their disparity x 1 − x 2 was varied from −32 • to 32 • with a step of 4 • . The two example neurons are in network module 1, and both prefer 90 • with respect to cue 1. However, the congruent neuron prefers 90 • of cue 2, while the opposite neuron prefers −90 • with respect to cue 2. Error bar indicates the SD of firing rate across trials. (B) The neurometric function of the example congruent and opposite neuron in a discrimination task to determine whether the cue disparity x 1 − x 2 is larger than 0 • or not. Lines are the cumulative Gaussian fit of the neurometric function. (C) Averaged neuronal discrimination thresholds of the example congruent and opposite neurons. Parameters: α 1 = 0.25U 0 , α 2 = 0.8U 0 , and others are the same as those in Fig. 4 .
In the present study, we only demonstrated by analysis that the neural system can utilize the 461 joint activities of congruent and opposite neurons to assess the validity of cue integration and to 462 recover the information of direct cues in cue integration, but we did not go into the detail of how 463 the brain actually carries out these operations. For assessing the validity of cue integration, essen- this study has shown that it can be done in a biologically plausible neural network, since the op-474 eration is expressed as solving the linear equation given by Eq. 8. A concern is, however, whether 475 recovering is really needed in practice, since at each module, the neural system may employ an 476 additional group of neurons to retain the stimulus information estimated from the direct cue. An 477 advantage of recovering the lost stimulus information by utilizing congruent and opposite neurons 478 is saving the computational resource, but this needs to be verified by experiments.
479
The present study focused on investigating the role of opposite neurons in heading-direction 480 inference with visual and vestibular cues as an example. In essence, the contribution of opposite 481 neurons is to retain the disparity information between features to be integrated for the purpose 482 of rapid concurrent processing. We therefore expect that opposite neurons, or their counterparts 483 of similar functions, is a general characteristic of neural information processing where feature in-484 tegration and segregation are involved. Indeed, it has been found that in the middle temporal with respect to binocular disparity and motion parallax, respectively 39 . We hope that this study gives us insight into understanding the general principle of how the brain integrates/segregates multiple sources of information efficiently and rapidly.
491

Methods
492
Probabilistic model and its inference 493
The probabilistic model used in this study is widely adopted in multisensory research [20] [21] [22] 25 . Sup-494 pose that two sensory cues x 1 and x 2 are independently generated by two underlying stimuli s 1 and 495 s 2 respectively. In the example of visual-vestibular cue integration 1 , s 1 and s 2 refer to the underly-496 ing visual and vestibular moving direction, while x 1 and x 2 are internal representations of moving 497 direction in the visual and vestibular cortices. Because moving direction is a circular variable, we 498 also assume that both s m and x m (m = 1, 2) are circular variables distributed in the range (−π, π].
499
Because each cue is independently generated by the corresponding underlying stimulus, the joint 500 likelihood function can be factorized 501 p(x 1 , x 2 |s 1 , s 2 ) = p(x 1 |s 1 )p(x 2 |s 2 ).
In this study, each likelihood function p(x m |s m ) (m = 1, 2) is modelled by the von Mises distribu-502 tion, which is a variant of circular Gaussian distribution 23,40 , given by Eq. 1. Note that in Eq. 1, 503 κ m is a positive number characterizing the concentration of the distribution, which is analogous 504 to the inverse of the variance (σ −2 ) of Gaussian distribution. In the limit of large κ m , a von 
506
I 0 (κ m ) = (2π) −1 π −π e κ cos θ dθ is the modified Bessel function of the first kind and order zero, which 507 acts as the normalization factor of the von Mises distribution.
508
The prior p(s 1 , s 2 ) specifies the probability of occurrence of s 1 and s 2 , and is set as a von Mises 509 distribution of the discrepancy between two stimuli 11,20,21 , given by Eq. 2. Note that the marginal 510 prior of either stimulus, e.g., p(s 1 ) = π −π p(s 1 , s 2 )ds 2 = 1/2π is a uniform distribution.
511
Inference 512
The inference of underlying stimuli can be conducted by using Bayes' theorem to derive the posterior 513 p(s 1 , s 2 |x 1 , x 2 ) ∝ p(x 1 |s 1 )p(x 2 |s 2 )p(s 1 , s 2 ),
The posterior of either stimuli, e.g., stimulus s 1 , can be obtained by marginalizing the joint posterior 514 (Eq. 10) as follows (the posterior of can be similarly obtained by interchanging indices 1 and 2)
where we used the fact that both marginal distributions p(s m ) and p(x m ) are uniform and then 
The expressions of the meanŝ 1 and concentrationκ 1 can be found in Eq. 4. The expressions of
where I n m (θ, t) is the feedforward inputs from unisensory brain areas conveying cue information.
550
W rc (θ, θ ) is the recurrent connections from neuron θ to neuron θ within the same group of neurons 551 and in the same network module, which is set to be 552
where a is the connection width and effectively controls the width of neuronal tuning curves.
553
W n rp (θ, θ ) denotes the reciprocal connections between congruent neurons across network modules 554 (n = c), or between opposite neurons across network modules (n = o). W c rp (θ, θ ) is the reciprocal 555 connections between congruent cells across two modules (the superscript c denotes the connections 556 are in a congruent manner, i.e., a 0 • neuron will have the strongest connection with a 0 • neuron),
For simplicity, W c rp (θ, θ ) and W rc (θ, θ ) have the same connection width a. This simplification 558 does not change the basic conclusion substantially. A previous study indicates that the reciprocal 559 connection strength J rp determines the extent of cue integration, and effectively represents the 560 correlation of two underlying stimuli in the prior p(s 1 , s 2 ) 11 . Moreover, the opposite neurons from 561 different network modules are connected in an opposite manner with an offset of π,
Hence, an opposite neurons preferring 0 • of cue 1 in network module 1 will have the strongest 563 connection with the opposite neurons preferring of 180 • of cue 2 in network module 2. It is 564 worthwhile to note that the strength and width of W c rp (θ, θ ) and W o rp (θ, θ ) are the same, in order 565 to convey the same information from the indirect cue. This is also supported by the fact that the 566 tuning curves of the congruent and opposite neurons have similar tuning strengths and widths 18 . 
where ω controls the magnitude of divisive normalization, and [x] + = max(x, 0) is the negative 570 rectified function. D n m (t) denotes the response of the inhibitory neuron pool associated with neurons 571 of type n in network module m at time t, which sums up the synaptic inputs of the same type of 572 excitatory neurons u n m (θ, t) and also receives the inputs from the other type of neurons u n m (θ, t), 
J int is a positive coefficient not larger than 1, which effectively controls the sharing between the 574 inhibitory neuron pool associated with the congruent and opposite neurons in the same network 575 module. The partial share of the two inhibitory neuron pools inside the same network module 576 introduces competition between two types of neurons, improving the robustness of network.
577
The feedforward inputs convey the direct cue information from the unisensory brain area to a 578 network module, e.g., the feedforward inputs received by MSTd neurons is from MT which extracts x m is the direction of cue m. I b is the mean of background input. ξ m (θ, t) and n m (θ, t) are mutually 587 independent Gaussian white noises of zero mean with variances satisfying ξ m (θ, t)ξ m (θ , t) = 588 δ mm δ(θ−θ )δ(t−t ), and n m (θ, t) n m (θ , t) = δ mm δ nn δ(θ−θ )δ(t−t ). Note that the cue-associated 589 noise ξ m (θ, t) to congruent and opposite neurons are exactly the same, while the background noise 590 n m (θ, t) to congruent and opposite neurons are independent of each other. Previous works indicated 591 that the exact form of the feedforward inputs is not crucial, as long as they have a uni-modal 592 shape 42 .
593
Network simulation and parameters
where j is the imaginary unit, and the function arg[·] outputs the angle of a vector.
626
Demo tasks of network model 627 Testing network's performance of integration and segregation 628 We firstly applied each single cue to the network model individually. Under each cueing condition, 629 we recorded the population activities in equilibrium state across time during cue presentation.
630
In equilibrium state, the statistics of neuronal activities across time is equivalent to across trial.
