ABSTRACT. The fixed point technique is used to prove the existence of a solution for a class of nonlinear variational inequalities related with odd order constrained boundary value problems and to suggest an iterative algorithm to compute the approximate solution.
INTRODUCTION.
In recent years, variational inequality theory has been extended and generalized in various directions to study a wide class of problems arising in different branches of mathematical, physical and engineering sciences. We have noted that the theory so far developed is applicable only for studying moving and free boundary values problems of even order. Inspired and motivated by the applications of variational inequality theory, in differential equations and related areas, Noor [1, 2] has studied certain classes of variational inequalities related with odd order boundary problems. In this paper, we prove the existence of a solution for a class of nonlinear variational inequalities related with mildly nonlinear constrained elliptic problems using the fixed point technique of Glowinski, Lions and Tremolieres [3] , and Noor [4] . This 
which has been introduced and studied by Noor [1] .
(ii) If K" is the polar cone of the convex cone in H, then problem (2.1) is equivalent to finding uH such that
This is known as the generalized nonlinear complementarity problem and appears to be new one.
(iii) If g _= I, the identity operator, then problem (2.1) is equivalent to finding uK such that
which is known as the strongly nonlinear variational inequality problem, see Noor [5] . (iv) If K H, then problem (2.1) reduces to finding u,H such that [3] , and Noor [4] to prove the existence of a solution of (2.1). For given uell, we consider the auxiliary problem of finding well, see [3] , satisfying the variational inequality <w,,-0> > <.,r-w>-p<Tu, g(,)-g(w)> +p< A(u),g()-g (0) + A(uz)-A(u2)II g(w)-(2)II Since T, g are both strongly monotone and Lipschitz continuous, so by using the technique of Noor [7] , we have and ttl tt2-P(Ttll Ttt2)II _< (1 2cp 
Here p > 0 is a constant. This formulation enables us to suggest an iterative algorithm for finding the approximate solution of the variational inequality problem (2.1). GENERAL ALGORITHM 3.1. Given the initial value w0, solve the problem (3.5) with u w,.
If w, + w= < , for given > 0, stop. Otherwise repeat the process with n n + 2 and so on.
We point out that general algorithm 3.1 is an innovative and novel way of computing the solution of (2.1) as long as (3.5)is easier to solve than (2.1). Since the problem (3.5) is essentially a minimization problem, so a large number of techniques are available to solve it.
