Abstract. We consider the problem of minimizing a sum of Euclidean norms,
In what follows we always assume that A has rank n. Let
It is clear that x = 0 is an optimal solution to problem (1.1) when all of the b i are zero. Therefore, we assume in the rest of this paper that not all of the b i are zero. Problem (1.1) is a convex programming problem, but its objective function f is not differentiable at any point x when some b i − A denote the Jacobian of F at x ∈ R n by F (x), whereas the transposed Jacobian is denoted as ∇F (x). In particular, if m = 1, the gradient ∇F (x) is viewed as a column vector.
Let F : R n → R m be a locally Lipschitzian vector function. By Rademacher's theorem, F is differentiable almost everywhere. Let Ω F denote the set of points where F is differentiable. Then the B-subdifferential of F at x ∈ R n is defined as
while Clarke's generalized Jacobian of F at x is defined as ∂F (x) = conv∂ B F (x), (1.4) (see [12, 27, 29] ). F is called semismooth at x if F is directionally differentiable at x and for all V ∈ ∂F (x + h) and h → 0,
F is called p-order semismooth, p ∈ (0, 1], at x if F is semismooth at x and for all V ∈ ∂F (x + h) and h → 0,
F is called strongly semismooth at x if F is 1-order semismooth at x. F is called a (strongly) semismooth function if it is (strongly) semismooth everywhere (see [27, 29] for all h satisfying h ≤ δ and some M > 0 and δ > 0. Lemma 1.1 (see [29] ). (i) If F is semismooth at x, then for any h → 0,
(ii) if F is p-order semismooth at x, then for any h → 0,
Theorem 1.2 (see [16, Theorem 19]). Suppose that the function F : R n → R m is p-order semismooth at x and the function G : R m → R l is p-order semismooth at F(x). Then the composite function H = G • F is p-order semismooth at x.
For a set A, |A| denotes the cardinality of the set A. We denote x T x by x 2 , for a vector x ∈ R n , i.e., x 2 = x 2 . For A ∈ R n×m , A denotes the induced norm, i.e., A = max{ Au : u ∈ R n , u = 1}. Let T ∈ R md , R + = {ε ∈ R : ε ≥ 0}, and R ++ = {ε ∈ R : ε > 0}. Finally, we use ε ↓ 0 + to denote the case that a positive scalar ε tends to 0. Downloaded 08/01/13 to 158.132.161.52. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 2. Some preliminaries. In [1, 3] , Andersen et al. studied the duality for problem (1.1) and presented some efficient algorithms for solving it. In this section we will transform three sets of equations-primal feasibility, dual feasibility, and the complementarity condition derived from problem (1.1) and its dual problem-into a system of strongly semismooth equations. This transformation is very important for the method proposed in this paper.
Lemma 2.1. Assume that A has rank n. Then the set of solutions to the problem (1.1) is bounded.
Proof. It follows from the assumed rank of A that
This shows that the set of solutions to the problem (1.1) is bounded.
The dual of the problem (1.1) has the form (see [1] )
where
n , y ∈ Y and let x * ∈ R n , y * ∈ Y be optimal solutions to problems (1.1) and (2.3), respectively. Then
From Theorem 2.2 we have that (x * , y * ) is a pair of optimal solutions to problems (1.1) and (2.3) if and only if (x * , y * ) is a solution to the following system: 
and for i = 1, 2, . . . , m,
So the duality gap is zero if and only if 
(2.8) 
Since the function h, defined by h(x) = x , where x ∈ R d , max functions, and linear functions are all strongly semismooth, from Theorem 1.2 F is strongly semismooth on R n × R md .
Smooth approximations to Π B (s).
In this section we will present some smooth approximations to the projection operator Π B (s) and study the properties of these smooth approximations.
In [9] 
and ∇φ s (t, s) is symmetric, positive definite and ∇φ s (t, s) < 1; (v) for any given s ∈ R d and t > 0,
where e(t, s) = e
Hence,
By simple computation, (iv) and (v) hold. Let 
which is symmetric, nonnegative definite, and the norm of this matrix is less than 1 and the rank of this matrix is d − 1.
A smoothing Newton method.
In this section we will present a smoothing Newton method for solving problem (1.1) by applying the smoothing Newton method proposed by Qi, Sun, and Zhou [28] directly to the system of strongly semismooth equation (2.10) and prove that this method is globally and quadratically convergent.
Define
Then G is continuously differentiable at any (t, x, y) with t = 0 and from Theorem 1.2 and Proposition 3.2 it is strongly semismooth on
Then H is continuously differentiable at any z ∈ R ++ × R n × R md and strongly semismooth at any z ∈ R × R n × R md , and H(t * , x * , y * ) = 0 if and only if t * = 0 and
and H (z) is nonsingular.
Proof. We have that (4.3) holds by simple computation. For any z = (t, x, y) ∈ R ++ × R n × R md , in order to prove H (z) is nonsingular, we need to prove only that
is nonsingular. For any t > 0 and (x, y) ∈ R n × R md , from Proposition 3.1 P (z) is symmetric positive definite and P (z) < 1. Let Mg = 0, where g = (g
T ∈ R n × R md . Then we have 
From (4.7) we have
Then B(z) is an n × n symmetric positive definite matrix because A has full rank. So g 1 = 0. Thus g = 0. This implies that M is nonsingular. So H (z) is nonsingular.
Chooset ∈ R ++ and γ ∈ (0, 1) such that γt < 1. Letz :
ψ is continuously differentiable on R ++ × R n × R md and strongly semismooth on
Algorithm 4.1.
Step 0. Choose constants δ ∈ (0, 1) and σ ∈ (0, 1/2). Let
Step 3. Let j k be the smallest nonnegative integer j satisfying 
Equation ( 
It is easy to see that for any fixed t ∈ R ++ , ψ t is continuously differentiable with the gradient given by
, (4.16) and P (z) is defined in (4.5). By repeating the proof of Lemma 4.1,
It follows from Lemma 2.6 that we have the following. 
Proof. The proof of (i) and (ii) is similar to that of Theorem 4.5 in [26] , so we omit it. It is follows from (ii) that (iii) holds.
Let z * = (0, x * , y * ) and define
Proof. From Lemma 4.1, for any z = (t, x, y) ∈ N (z * ) with t = 0, H (z) is nonsingular. If the conclusion is not true, then there is a sequence {z 
Because H is strongly semismooth at z * , from Lemma 1.1, for z k sufficiently close to z * , 22) and H is locally Lipschitz continuous near z * , i.e., for all z k close to z * ,
Therefore, from (4.22) and (4.23), for all z k sufficiently close to z * ,
By following the proof of Theorem 3.1 in [27] , for all z k sufficiently close to z * , we have
Hence, for all z k sufficiently close to z * , we have
Therefore, for all z k sufficiently close to z * we have
From (4.27) and (4.24), 
. . , m,
and
Hence, proving V is nonsingular is equivalent to proving M is nonsingular. Let
From Proposition 3. 
Then, proving M is nonsingular is equivalent to proving N is nonsingular. 
] is an n × n nonsingular matrix and y * i 
It is easy to see that for any V ∈ A(z * ), there exists a sequence {z
where 
Hence, proving V is nonsingular is equivalent to proving M is nonsingular. LetÃ
Let Mq = 0. Then we haveĀ 
, then the whole sequence {z k } converges to z * quadratically.
Applications.
In this section, we will apply the algorithm proposed in section 4 to solve the ESFL problem, the EMFL problem, and the SMT problem under a given topology.
The ESFL problem. Let a 1 , a 2 
This is called the ESFL problem. For more information on this problem, see [23] .
The ESFL problem can be easily transformed into a special case of problem (1.1) Let a 1 , a 2 
This is the so-called EMFL problem. For ease of notation, we assume that υ jj = 0 for j = 1, 2, . . . , N and
To transform the EMFL problem (5.2) into an instance of problem (1.1), we simply do the following. Let x = (x 1 , x 2 , . . . , x N ) . It is clear that x ∈ R n where n = dN . = {α 1 , α 2 , . . . , α τ } is in one-to-one correspondence with the set of nonzero weights ω ji and υ jl , and then write problem (5.2) as follows.
Find a point
where for i = 1, 2, . . . , τ, c i ∈ R d , and A i ∈ R dN ×d . Therefore, it follows from Theorems 4.6, 4.11, and 4.12 that we have the following theorem. [17] . A full Steiner topology of point set P is a tree graph whose vertex set contains P and N − 2 Steiner points and where the degree of each vertex in P is exactly 1 and the degree of each Steiner vertex is exactly 3.
Computing an SMT for a given set of N points in the Euclidean plane is NP-hard. However, the problem of computing the shortest network under a given full Steiner topology can be solved efficiently. We can transform this problem into the following problem; see [35] for more detail.
Find a point 
, are linearly independent and y * i
. Then the whole sequence {z k } converges to z * quadratically.
6. Numerical experiments. Algorithm 4.1 was implemented in MATLAB and was run on a DEC Alpha Server 8200 for the following examples, where Examples 1(a)-5 and 8 are taken from [25] and Examples 6 and 7 from [35] . Throughout the computational experiments, unless otherwise stated, we used the following parameters: δ = 0.5, σ = 0.0005,t = 0.002, y 0 = 0, and γ = 0.5.
We terminated our iteration when one of the following conditions was satisfied: 
The numerical results which we obtained are summarized in Table 1 1.00e-03 0 1.0e+00 5 1.08e-03 1.07e-02 3.80e+00
1.00e-03 0 1.0e+00 6 4.27e-03 9.21e-03 1.56e+00
1.00e-03 0 1.0e+00 7 4.00e-04 3.74e-03 1.10e+00
4.07e-04 0 1.0e+00 8 7.82e-05 3.20e-04 1.03e+00 3.44e-05 0 1.0e+00 9 4.40e-06 7.91e-06 1.02e+00
9.00e-07 0 1.0e+00 10 1.66e-07 3.79e-06 1.00e+00 4.13e-07 2 1.0e+00 11 1.08e-09 1.30e-10 1.00e+00
1.44e-11 2 1.0e+00 12 2.84e-14 6.26e-13 1.00e+00 6.82e-14 2 1.0e+00
H, NH denotes the number of function evaluations for the function H, N0 indicates the number of norms that are zero at the optimal solution, more precisely, which is interpreted as being zero if it is less than the tolerance 10 −10 , f (x k ) denotes the value of f (x) at the final iteration, and relgap denotes the relative duality gap. The results reported in Table 1 show that this method is extremely promising. The algorithm was able to solve all examples in less than 15 iterations. Tables 2 and 3 give more detailed results for Examples 5 and 6, which show the quadratic convergence of this method. For Examples 6 and 7, the number of iterations required by our algorithm is fewer than that required by the algorithm proposed in [35] .
The first few examples are of the following form: Example 3. This is given by (6. T . Example 5. This is a multifacility location problem. The objective is to choose five new facilities in the plane (i.e., vectors in R 2 ) to minimize a weighted sum of distances between each pair of new facilities plus a weighted sum of distances between each of the new facilities and each of the existing facilities (i.e., given vectors in R 2 ). Tables  4 and 5 T . Example 6. This is an SMT problem. This example contains 10 regular points. The coordinates of the 10 regular points are given in Table 6 . The tree topology is given in Table 6 where for each edge, indices of its two vertices are shown next to the index of the edge. This topology is the best topology obtained by a branch-and-bound algorithm. Therefore, the shortest network under this topology is actually the SMT problem for the given 10 regular points. The starting point x 0 = [1, 1; 1, 1; 1, 1; 1, 1; 1, 1; 1, 1; 1, 1; 1, 1] T . Example 7. This is an SMT problem. This example contains four regular points. The coordinates of the four regular points and the tree topology are given in Table 7 . Downloaded 08/01/13 to 158.132.161.52. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php condition, and proved that this method was globally and quadratically convergent. It is deserved to point out that in our method we can control the smoothing parameter t in such a way that it converges to zero neither too quickly nor too slowly by using a particularly designed Newton equation and a line search model; see (4.11) and (4.12). Numerical results indicated that our algorithm was extremely promising. It will be an interesting work to compare this method with some existing methods, e.g., the primal-dual interior-point method proposed in [3] . However, we have been unable to do this because no code is available.
Consider the problem of minimizing a sum of Euclidean norms subject to linear equality constraints:
where E ∈ R n×d is an n × d matrix with full column rank and b e ∈ R d . In [2] , Andersen and Christiansen transformed the problem (7.1) to the problem (1.1) based on the l 1 penalty function approach. So we can also apply the algorithm proposed in section 4 to solve problem (7.1).
