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1. In the preceding paper with the same title H. G. Meijer proved 
the following theorem : 
Let IX be a real number, k a positive integer and g(x) a polynomial over 
the complex field of degree p;;. 1. Then the series 
00 
.2 g([1Xnk])xn 
n-o 
represents a rational function of x if and only if IX is a rational number. 
Here as usual [a] denotes the integral part of the real number a. The 
special case k= l has been treated before by M. Newman, while L. J. 
Mordell in a recent paper studied a closely related problem (for full 
references see the paper of Meijer). Mordell's result led Meijer to the 
conjecture that under the conditions of the theorem stated above, the 
function generated by the power series in the case of irrational IX must 
have the unit circle as its natural boundery. Using a method going back 
to Carlson and P6lya I prove here that this last assertion is true under 
the additional condition that all coefficients of g(x) are algebraic. In fact 
I shall prove the following much more general theorem: 
Theorem l. Let g(u) denote a polynomial with algebraic coefficients; 
let cp(n) be an integral-valued arithmetical function, such that the power series 
00 
(1) ,2 g(cp(n))x-n 
n-1 
converges for jxj > 1. Then it generates either a rational function or a function 
with the unit circle as its natural boundery. 
Clearly this theorem also generalizes the classical theorem of Carlson 
concerning power series with integral coefficients. 
2. We derive the preceding theorem from a still more general theorem: 
Theorem 2. Let 
00 
(2) f(x) = ,2 anx-n 
n-1 
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be the power series development near infinity of an analytic function f(x) 
which is regular and single-valued in the complement of a compact point 
set B in the complex plane and let -c denote the transfinite diameter of B. 
Further let cp(n) be an integral-valued arithmetical function and let the 
coefficients an have the form 
an = g(cp(n)), 
where g(u) is a polynomial over an algebraic number field of degree r. 
Then either f(x) is a rational function or -c;;.e-2<r-1l, where e is the radius 
of convergence of (2). 
In the next section we shall give a proof of this theorem. Here we 
show that Theorem 1 quite easily follows from Theorem 2. To this end 
let e denote the radius of convergence of (1), so that e< l. Assume that 
the function f(x) represented by (1) for lxl > 1 can be continued into the 
interior of the unit circle. We have to show that under these circumstances 
f(x) necessarily must be a rational function. Now in this case f(x) is 
regular and single-valued in a point set A containing the exterior of 
the unit circle and also a neighborhood of a point on the unit circle. But 
then clearly the complementary set B in the complex plane must have 
a transfinite diameter -c less than l. On the other hand Theorem 2 shows 
that either (a): f(x) is a rational function or (b): -c;;.e-2<r-1l) (r denoting 
the degree of an algebraic number field containing the coefficients of 
g(u)). Since e< 1 the possibility (b) leads to -c;;. 1 and must therefore be 
ruled out. Hence on account of (a) the function f(x) is rational and this 
shows that the assertion of Theorem 1 is true. 
3. Proof of Theorem 2. We need two well-known results as 
lemma's. The first is a generalization of Liouville's approximation theorem 
for algebraic numbers: 
Lemma 1. Let F(Uo, u1, ... , u1c) be a polynomial of degree n with 
integral coefficients. Let its height (here the sum of the absolute values 
of the coefficients) be equal to H. Let 1Xo, 1X1, ... , 1Xk belong to an algebraic 
number field of degree r. Then there exists a positive constant c, depending 
only on the choice of 1Xo, 1X1, ... , 1Xk, such that either F(1Xo, 1X1, ••• , 1Xk) 
vanishes or 
IF(1Xo, 1X1, ... , 1Xk)l;;. c-nH-<r-1). 
The proof of this assertion 1) is easily found by reducing the problem 
first to the special case that 1Xo, 1Xl, ... , 1Xk are algebraic integers and then 
by considering the norm of F(1Xo, 1X1, ... , 1Xk) which in absolute value is 
at least 1, except if F(1Xo, 1X1, .•. , 1XTc)=0. 
1 ) For the special case k = 0 see e.g. TH. SCHNEIDER, Einfiihrung in die trans-
zendenten Zahlen, Berlin-Gottingen-Heidelberg, 1957, Satz 3, p. 7. 
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The next lemma is a classical theorem of Polya (Compare e.g. G. M. 
Golosin, Geometrische Funktionentheorie, Berlin 1957, p. 265). 
Lemma 2. Let 
00 
f(x) = L anx-n 
n-1 
be the power series development near infinity of an analytic function 
f(x) which is regular and single-valued in the complement of a compact 
point set B in the complex plane. Consider the Hankel determinants 
(3) (n= 1, 2, ... ). 
Then 
where -,; is the transfinite diameter of B. 
We are now in a position to prove Theorem 2. It is given that the 
coefficients of (2) have the form 
where .x0, .x1 , ••• , <Xk belong to a certain algebraic number field of degree r. 
The function f(x) is rational in the special case that the an are constant 
from some index no on. Therefore from now on let us exclude this particular 
case. Then, since the IJ?(n) take only integral values, 
e* def. lim sup nVI~J?(n)l > 1. 
The Hankel determinants An defined in (3) have the form 
hence 
where F(uo, u1, ... , uk) is a polynomial with integral coefficients of degree n 
at most. If Hn denotes the height of this polynomial, then a simple 
calculation gives for every s > 0 and for n > n1 ( s) 
where y=e(k+ 1). 
Hn.;;;;: n! (k+1)n{(e*+s)k(2n-l>}n 
.;;;;: yn log n (e* + ,c;)2kn2, 
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Applying lemma l we find for n > n1 either An= 0 or 
I Ani> c-ny-n(r-1) log n (e* +e)-2kn2(r-1), 
hence, if we put y1=cyr-1, 
(4) either An= 0 or 1Anllln2 > Yl-(logn)/n (e*+e)-2k(r-1>. 
If from a certain index nz on An= 0 (n = nz, nz + 1, ... ), then by a classical 
theorem of Kronecker the function f(x) represented by the power series 
must be rational, so that in this case the assertion of our theorem is true. 
In the opposite case we find from ( 4) 
lim sup 1Anllln2 > (e* +e)-2k(r-1) 
and therefore 
lim sup 1Anllln2 > (e*)-2k(r-1>, 
so that lemma 2 implies 
r > (e*)-Zk(r-1>. 
From this it follows that the assertion of our theorem is true if we can 
prove that 
(5) e =lim sup n~ = (e*)k. 
To this end we remark that we already excluded the case that the an 
are constant from some index no on. This excludes in particular the case 
that the rp(n) are zero from some index on and also the case that the an 
vanish for all sufficiently large values of n. 
In order to prove (5) consider the following two cases separately. 
(a) rp(n) is uniformly bounded. Then an=cxo+cx1 rp(n)+ ... +cxkrpk(n) 
can take only a finite number of values, not all zero from some index on. 
It follows then that e=e* = 1, so that (5) is true. 
(b) rp(n) is not uniformly bounded. In this case (5) follows easily by 
writing for all n with rp(n) * 0 
an = rpk(n) { iXk + iXk-1 rp-1(n) + ... + cxo rp-k(n)}. 
This proves our theorem. 
