In this paper we study a general near-Hamiltonian polynomial system on the plane. We suppose the unperturbed system has a family of periodic orbits surrounding a center point and obtain some sufficient conditions to find the cyclicity of the perturbed system at the center or a periodic orbit. In particular, we prove that for almost all polynomial Hamiltonian systems the perturbed systems with polynomial perturbations of degree n have at most n(n + 1)/2 − 1 limit cycles near a center point. We also obtain some new results for Lienard systems by applying our main theorems.
Introduction
A near-Hamiltonian polynomial system is a polynomial system in the form oḟ x = H y + εP (x, y, a) y = −H x + εQ (x, y, a) 
where H, P and Q are polynomials in (x, y), with P and Q being C 1 in the vector parameter a ∈ R m , and ε ≥ 0 is a small real parameter. A general assumption on system (1) is that for ε = 0, there is a family of periodic orbits surrounding an elementary center point. Without loss of generality, assume that the center point of interest is the origin. Assume also that the polynomial H is in the form of
and L h * is an unbounded curve, or that h * = +∞ and L h * is the equator. If L h * is bounded, which implies h * < +∞, then it is a homoclinic or heteroclinic loop (sometimes, called a polycycle). Also, it is clear that lim h→0 L h = 0 (the origin). Since L h surrounds the origin, it intersects the positive x-axis at a point (x 0 (h), 0). Thus, H(x 0 (h), 0) = h, x 0 (h) > 0 for h ∈ (0, h * ). For small ε > 0, the positive orbit of system (1), starting at (x 0 (h), 0), will intersect the positive x-axis at a point (x 1 (h, ε, a), 0) for the first time. In this case, one has
where
The above Abelian integral M is called the firstorder Melnikov function of system (1).
The notion of cyclicity is well known. However, since it is the main topic of the present paper, we state it precisely in the following. (i) For any given N > 0, there exist ε > 0 and a neighborhood U of L h such that system (1) has at most k limit cycles in U for all (ε, a) satisfying 0 < |ε| < ε 0 , |a| ≤ N . (ii) There exists an a 0 ∈ R m such that for arbitrary δ > 0 and neighborhood U of L h there exists an (ε, a) satisfying 0 < ε < δ and |a − a 0 | < δ such that system (1) has k limit cycles in U .
Two remarks are in order.
Remark 1.1. System (1) is said to have cyclicity at most k if the first condition in Definition 1.1 holds.
Remark 1.2.
If h = 0 and L h = L 0 is the origin in Definition 1.1, then the cyclicity k at L 0 is called the Hopf cyclicity of system (1) at the origin; otherwise, it is called the Poincaré cyclicity.
As is well known, the function M given in (4) plays an important role in the study of the number of limit cycles and the cyclicity of system (1) for small ε > 0. For example, one can use the expansion of M at h = 0 to estimate the number of limit cycles in a neighborhood of the origin, known as Hopf bifurcation, based on the following lemma obtained in [Han, 2000] . Lemma 1.1. For the polynomial system (1), one has the following:
, and system (1) has a center near the origin when B j = 0, j = 0, . . . , k, then system (1) has Hopf cyclicity k at the origin for all small |ε| + |a − a 0 |.
As to the number of limit cycles near a nontrivial closed orbit L h 0 with h 0 ∈ (0, h * ), known as Poincaré bifurcation, the following lemma can be easily proven by Rolle's theorem and the implicit function theorem.
If L h * is a homoclinic loop, one can use the expansion of M at h = h * to investigate the number of limit cycles near L h * (see, for example [Joyal, 1988; Roussarie, 1986] ).
If a is used as a constant vector, one can consider the following problem:
How many zeros can
This problem was proposed in [Arnold, 1977] , which is often referred to as the weak Hilbert's 16th problem.
It follows from Rolle's theorem that if M (h, a) has at most k zeros in h ∈ (0, h * ), then for any given compact set V 0 between L 0 and L h * , there exists an ε = ε(a, V 0 ) > 0 such that for all 0 < ε < ε 0 , system (1) has at most k limit cycles in V 0 . This conclusion has been widely used to discuss the number of limit cycles for quadratic and cubic systems as well as some polynomial systems of higher degrees (see the survey articles [Li, 2003; Schlomiuk, 1993] ).
In this paper, we consider the following two problems:
(1) What is the cyclicity of system (1) at the origin, or more generally at a nontrivial closed orbit L h , and generally how does it depend on the degrees of H, P and Q? (2) Is there a relationship between the Hopf cyclicity and the Poincaré cyclicity for system (1)?
We state our main results concerning the above two problems in the next section, and present their proofs in Sec. 3.
Main Theoretical Results
Let P and Q be polynomials of degree n (n ≥ 2), in the forms of
where a ij and b ij depend on a ∈ R m smoothly. It is easy to see that
By (4) and Green's formula, one has
Thus, one can write
It is clear that if k = n(n + 1)/2 then
Then, one has
Recall that the functions J 1 , . . . , J k are said to be linearly independent on [0, h * ) if
We have the following results.
) is analytic and has only isolated zeros on
Theorem 2.2. Suppose the following conditions are satisfied:
Then, the following hold:
. Note that by (2) H is a special case of the following general form:
which contains (p + 1)(p + 2)/2 − 6 terms with degrees larger than 2. Therefore, one can introduce a proper vector parameter α = (α 1 , . . . , α q ) ∈ R q with 2 ≤ q ≤ (p + 1)(p + 2)/2 − 6 and embed H into a family of polynomials H(x, y, α) such that
for some α 0 ∈ R q . In this case, h * = h * (α) depends on α in general. For example, one can take α = {h ij } with q = (p + 1)(p + 2)/2 − 6. Let (5) hold and let a be a vector parameter consisting of all coefficients a ij and b ij ; namely, let a = (a ij , b ij ) ∈ R (n+1)(n+2) . Then, consider the following system:
We have the following result.
Theorem 2.3. If (5) and (12) hold, then there exists a codimension-one set Σ ⊂ R q such that for any
In Theorem 2.3, one can take
We note that for ε = 0, system (13) may have families of periodic orbits that are not surrounding the origin, or surrounding the origin and also another singular point. Obviously, the number of these families is finite. Hence, it follows from the proof of Theorem 2.3 that there is a codimensionone setΣ ⊂ R q such that for any α ∈ R q −Σ system (13) has Poincaré cyclicity n(n + 1)/2 − 1 or n(n+1)/2 on each periodic orbit of the Hamiltonian systemẋ = H y (x, y, α),
As an application, consider the Lienard systemṡ
where h, g 1 , g 2 are polynomials satisfying
For ε = 0, the origin is an elementary center of both (14) and (15). Let L h , h ∈ (0, h * ) denote the family of periodic orbits of (14) or (15) surrounding the origin for ε = 0. Then, we have the following result. (14) and (15) 
Proofs of the Main Results
Consider system (1). We first discuss some properties of the function W (h). 
It can be proved that (16) ensures that J 1 , . . . , J k are not linearly independent. We proceed with the proof by induction. First, for k = 2, we have
Then, it has only isolated zeros on the interval. It follows from (16) that
Since both J 1 and J 2 are analytic on [0, h * ), there exists a common constant c such that J 2 − cJ 1 = 0 on [0, h * ). This shows that J 1 and J 2 are not linearly independent.
By induction, suppose the condition holds for k − 1 (k ≥ 2) and let J 1 , . . . , J k be such that (16) is satisfied. As before, if
where f lj is a homogeneous polynomial of degree j with f jj (J 1 ) = J j 1 . For example,
In general, (17) can be proved by induction in j. Then, by (17), one can solve
Substituting (18) into (17) yields
Obviously,
By the inductive assumption, the function (
It then follows that
Hence,
This means that J 1 , . . . , J k are not linearly independent on [0, h * ). Therefore, the claim follows, which contradicts (i).
(ii) ⇒ (iii). This is obvious.
In particular, the above equality holds at h = h 0 . Thus, W (h 0 ) = 0 implies c j = 0 (j = 1, . . . , k). Hence, J 1 , . . . , J k are linearly independent. This completes the proof of Lemma 3.1. We now prove Theorem 2.1. The first conclusion follows directly from Lemma 3.1.
In order to prove the second one, suppose h 0 ∈ [0, h * ) such that W (h 0 ) = 0. It is to show that system (1.1) has cyclicity at most k − 1 at L h 0 . If it is not the case, then there exist N > 0, ε n → 0, a n ∈ R m with |a n | ≤ N , such that for (ε, a) = (ε n , a n ), system (1) has k limit cycles
Without loss of generality, assume that a
One has the following expansion near h = h 0 :
where, by (9),
By assumption given in Theorem 2.1, one has |b 0 | > 0. Thus, the above gives
One may assume that
Then, by (21), one has
Then, by Lemma 1.1 (if h 0 = 0) or by Lemma 1.2 (if h 0 > 0), there exist an ε 0 > 0 and a neighborhood U of L h 0 such that for 0 < |ε| < ε 0 , |a − a 0 | < ε 0 , system (1) has at most l−1 limit cycles in U . This contradicts the fact that system (1) has k limit cycles approaching L h 0 for (ε, a) = (ε n , a n ). Hence, the second conclusion is proved.
For the third one, let W (h 0 ) = 0, W (h 0 ) = 0. If the conclusion is not true, then, as before, there exist (ε n , a n ) → (0, a * ) such that for (ε, a) = (ε n , a n ), system (1) has k + 1 limit cycles approaching L h 0 as n → ∞. In this case, one still has (21) with
and
Hence, there exists 1 ≤ l ≤ k + 1, l = k such that (24) holds. This leads to a contradiction in the same way as above. This completes the proof of Theorem 2.1. Next, we prove Theorem 2.2. First, assume that W (h 0 ) = 0, h 0 ∈ [0, h * ), to prove the following two points: The conclusions will be shown by contradiction. Suppose that there exist (ε n , a n ) → (0, a * ) such that for (ε, a) = (ε n , a n ), system (1) has k limit cycles, which approach L h 0 as n → ∞. Let b 0 = b(a * ). Then, from the proof of Theorem 2.1, we have b 0 = 0; otherwise, a contradiction arrives. Hence, one may take a * = a 0 .
Consider the equation
where b is used as a new vector variable. By assumption, one has rank(∂b/∂a) = k. Without loss of generality, assume that
The linear equation (26) 
Furthermore, since system (1) has a center near the origin when b = 0, by (21) and (23) it follows that the same is true when (b 1 , . . . , b k ) = 0. Thus, by Lemma 1.1, if h 0 = 0 then system (1) has Hopf cyclicity k − 1 at the origin for small |ε| + |a − a 0 |. This is a contradiction to the existence of k limit cycles near L h 0 . On the other hand, since b(a 0 ) = 0, the above implies that k − 1 limit cycles can appear in any neighborhood of the origin for arbitrary small |ε| + |a − a 0 |.
For the case of h 0 > 0, by (3), (9) and (21), one has
Also, by assumption and (23), it follows that system (1) has a center near the origin for (b 1 , . . . , b k ) = 0. This implies that
Thus, (27) can be rewritten as
Now, using this form of F , similarly to the proof of Theorem 1.3 in [Han, 2000] , one can prove that F has at most k − 1 zeros near h = h 0 for small |ε|+|a−a 0 |. This means that system (1) has at most k − 1 limit cycles near L h 0 for small |ε| + |a − a 0 |, which is a contradiction as before.
Furthermore, by (27), if
then F will have k − 1 zeros in h near h = h 0 . This means that system (1) can have k − 1 limit cycles in any neighborhood of L h 0 . Hence, the proof of the first conclusion of Theorem 2.2 is completed. For the second one, suppose W (h 0 ) = 0, W (h 0 ) = 0 with h 0 > 0. By (10) and (11), there exist constants α 0 , . . . , α k−2 such that
Hence, by (22), one has
for some constants α 1 , . . . , α k−1 . Therefore, by (25) and (29), similarly to (28), one obtains
wherẽ
Using (30) and Lemma 1.2, one can prove that system (1) has at most k limit cycles near L h 0 for small |ε| and bounded a ∈ R m .
To complete the proof, it suffices to prove that k limit cycles can appear in any neighborhood of L h 0 .
In fact, one may take
where B j are constants such that the polynomial in λ
For small ε,F has k simple zerosλ j = λ j + O(ε), j = 1, . . . , k. Thus, the function F has k simple zeros, h j = h 0 +λ j ε, j = 1, . . . , k, and one obtains k limit cycles near L h 0 .
To prove the last conclusion, let h ∈ [0, h * ) and U be any neighborhood of L h . Then, there exists h > h such that W (h) = 0 and L h ⊂ U . By conclusion (i), system (26) has k − 1 limit cycles in U for some (ε, α). Hence, L h has cyclicity at least k − 1.
This completes the proof of Theorem 2.2. 
then, there exists a function a = a(ε) such that for a = a(ε), system (1) has a limit cycle of multiplicity l, which approaches L h 0 as ε → 0.
Proof. The equations
have unique solutions
which give a vector function
Then, setting a j = 0 for k + 1 ≤ j ≤ m, and
whereã j are solutions of system (26). Furthermore, letting
one has, by (27),
This implies that h = h 0 is a zero of F with multiplicity l. Therefore, the corresponding limit cycle has multiplicity l. The conclusion follows under condition (i). Under condition (ii), the conclusion can be proved in the same way by using (30).
Thus, the proof of Corollary 3.1 is completed.
Next, assume that both (5) and (12) hold. Consider (13). For k = n(n+1)/2, consider the nontrivial function W (h, α), α ∈ R q . Using polar coordinates, it is easy to verify that all coefficients in the expansion of each J i (h) in h at h = 0 are polynomials in α ∈ R q . It then follows that
Then, the set Σ = Σ
(1)
Also, since k = 1/2n(n + 1), system (13) has a center near the origin if b = 0. In fact, system (13) is Hamiltonian in this case. Thus, Theorem 2.3 follows from Theorem 2.2 and Lemma 3.1.
The following lemma gives a method to compute W (0). 
Proof. The first equality follows directly from (21) and (23). We now prove the second one. From the formulas (19) and (23) in [Jiang & Han, 1999] and the proof of Theorem B therein, there exist analytic functions h i (β) with
It follows that
where ( * ) represent constant coefficients. Comparing the above with the expansion of M at h = 0, one obtains
The proof of Lemma 3.2 is thus completed.
We finally show some applications of Lemma 3.2.
By results of [Ye et al., 1986] , any quadratic system having a focus or center can be changed into the following form:
The system is Hamiltonian if and only if δ = m = b + 2l = 0. Then, taking
the above system becomeṡ
Note that
One thus has
According to [Ye et al., 1986] , up to a positive constant, the ith focus value of the origin can be taken as
. Therefore, by Lemma 3.1, for (31) one has
Hence, by Theorem 2.2 in Sec. 2 and Theorem 6.4 in [Li, 2003] , one obtains the following result.
The following system is a special case of Eq. (31).
where ε = 0.01, δ 1 = −0.0002, δ 2 = 1. For the above, one has The phase portraits near the origin are shown in Fig. 1 .
(i) the Hopf cyclicity of (31) at the origin is 2;
Consider the following cubic system:
Let x = r cos θ, y = r sin θ. Then, H = 1/2(r 2 + R(θ)r 3 ), R(θ) = 2(h 12 cos θ sin θ 2 + h 03 sin θ 3 ).
The equation H = h has a unique solution: (i) The Hopf cyclicity of (33) at the origin is 5.
(ii) For any h ∈ (0, h * ), the cyclicity of (33) at L h is at least 5.
In order to give a concrete system of the form (33), we introduce a function
Further, let h = µh, where µ > 0 is small. Then, we have
If we take
then the function M (h) becomes 
For definiteness, take h 03 = 1, h 12 = 1 so that K < 0. Also, take P (x, y) = 
For the above choice of the coefficients a ij , we obtained the phase portraits shown in Fig. 2 . Proof. It follows from the proof of Theorem 3 in [Han, 2001] that a 0 , a 1 , . . . , a n+1 ) .
Therefore, by Lemma 3.3, one has W (0) = 0. This finally completes the proof of Theorem 2.4.
