The P300 response is conventionally obtained by averaging the responses to the task-relevant (target) stimuli of the oddball paradigm. However, it is well known that cognitive ERP components show a high variability due to changes of cognitive state during an experimental session. With simple tasks such changes may not be demonstrable by the conventional method of averaging the sweeps chosen according to task-relevance. Therefore, the present work employed a response-based classification procedure to choose the trials containing the P300 component from the whole set of sweeps of an auditory oddball paradigm. For this purpose, the most significant response property reflecting the P300 wave was identified by using the wavelet transform (WT). The application of a 5 octave quadratic B-spline-WT on single sweeps yielded discrete coefficients in each octave with an appropriate time resolution for each frequency range. The main feature indicating a P300 response was the positivity of the 4th delta (0.5-4 Hz) coefficient (310-430 ms) after stimulus onset. The average of selected single sweeps from the whole set of data according to this criterion yielded more enhanced P300 waves compared with the average of the target responses, and the average of the remaining sweeps showed a significantly smaller positivity in the P300 latency range compared with the average of the nontarget responses. The combination of sweeps classified according to the task-based and response-based criteria differed significantly. This suggests an influence of changes in cognitive state on the presence of the P300 wave which cannot be assessed by task performance alone.
The P300 response obtained by means of the oddball paradigm has been used for many years in psychological research and clinical diagnostics. Since the earlier applications there have been several reviews concerning methodological, psychological, and clinical aspects of this paradigm (see Hillyard & Picton, 1979; Johnson, 1988; Näätänen, 1988 Näätänen, , 1990 Regan, 1989; Woods, 1990) . Generally, techniques for single-trial ERP analysis have had limited use, and signal averaging has been the primary method of ERP analysis. However, it is well known that ERPs show significant differences among the averages of subgroups of sweeps (Glaser & Ruchkin, 1976; Shagass, 1972) . This is of special importance for the analysis of cognition-related ERP components because cognitive states are expected to show high variability during an experimental session. In such experiments, the subject's cognitive performance is assessed with respect to a particular task set to the subject. The electrophysiological results are typically evaluated in terms of their correlation with this predefined task by averaging the responses to a number of task-relevant and task-irrelevant stimuli, respectively. This approach neglects the dynamics of the cognitive state during the experimental session.
A dynamical measure beyond the identification of the task-relevant stimuli is needed to be able to follow the changes of the subject's cognitive state during the experimental session. Because any additive behavioral response of the subject to be carried out simultaneously with the cognitive task includes further sources of variability, the information on the dynamics of the cognitive state can most reliably be obtained from the electrophysiological response itself. With simple discrimination tasks (which are often used in oddball paradigms) the subject's performance may not reflect changes of cognitive states. These changes, however, may well cause a large variability in ERPs (assuming a possible relationship between the electrophysiological response and the cognitive state). Therefore, an approach based on searching for different characteristics in subgroups of single ERP records might help to investigate if the ERPs are purely related to tasks performed or if there are any other sources of variability such as the changing cognitive states during the experiment.
In order to classify single ERPs according to their characteristic response properties, the most prominent signal components should be identified. In previous studies, we have shown that frequency domain analysis of ERPs may yield important information in terms of isolating their sensory and cognitive components Başar-Eroglu, Başar, Demiralp, & Schürmann, 1992) . The most prominent component of the P300 response has been found in the delta frequency range in the human brain. In the present study, we used this feature to select the single sweeps containing the P300 component. This procedure is useful for several reasons: (i) It may test our hypothesis on the correlation of the delta response components with the cognitive P300 wave. (ii) It may yield a reliable technique for detecting the P300 wave in single responses. (iii) The detection of the P300 responses by a technique sensitive to characteristics of single ERPs may lead to the classification of more homogenous groups of sweeps and hence can increase the signal quality in subsequent signal averages. (iv) Any significant differences between the averaged responses obtained by task-based and response-based classification of single trials may shed light on the functional correlates of the P300 response.
However, the application of conventional frequency domain analysis techniques to transient signals contains a major drawback: A conventional frequency domain representation, obtained by means of Fourier analysis, obscures all information about the timing of transient neural events. Similarly, time domain representations obscure the specific frequencies that comprise a signal. Therefore, when dealing with transient signals such as ERPs, where the spectral properties of the signal might be time-varying, it is necessary to avoid such extremities and try to find a representation in between.
One common approach is the short-time Fourier transform (STFT) which divides the time domain into uniformly spaced epochs (or time ''windows'') and applies the Fourier transform to these epochs. The STFT generally uses a Gabor function (a tapered windowed sinusoid) as the analyzing function. Its major drawback is a basic limitation of time-frequency localization due to the use of a fixed window size.
1 Since the same window size is used at each frequency in the analysis, time localization becomes progressively worse at higher and higher frequencies. This makes it difficult to localize short lasting components in time. Conversely, the ability to discriminate between two near-by frequencies becomes progressively worse at lower and lower frequencies. This makes it difficult to separate the waveform activity associated with distinct prominent low frequency neural rhythms like delta and theta.
The wavelet transform (WT) may be a better alternative for its choice of variable, logarithmically ordered frequency bands which involve shorter effective time windows for higher frequencies and longer effective time windows for lower frequencies. The WT also allows one to decompose the signal onto a space with basis functions which can be chosen as orthogonal and having compact support (well-localized in time). Therefore, the WT with its variable time-frequency localization allows for the efficient analysis of the non-stationary nature of transient ERPs (Ademoglu, 1995; Ademoglu, Micheli-Tzanakou, & Istefanopulos, 1993) .
METHODS

Subjects
The experiments were carried out on 10 healthy volunteers between 18 and 55 years of age. The subjects had no known neurological deficits nor took any medications known to affect the EEG.
Data Acquisition and Equipment
The subjects sat in an electrically shielded, sound-attenuated room which was dimly illuminated. The data were recorded from Ag-AgCl disc electrodes placed on the midline frontal (Fz), central (Cz), and parietal (Pz) locations according to the International 10/20 system against a reference of linked earlobes. All electrode impedances were less than 5 KOhms. The EOG was registered in horizontal and vertical direction with two electrode pairs to mark eye movement artifacts. The time constant of the amplifiers was set to 0.5 s, and a low-pass filter with the Ϫ3dB cut-off point at 70 Hz was applied to the signals. The filtered signals were sampled at a sampling rate of 500 Hz and stored on the hard disk of a PC for off-line analysis.
Stimuli
The stimuli were tones of 80 dB intensity and 50 ms duration (rise and fall time ϭ 0.5 ms). Two types of auditory stimuli were used in the experiments differing with respect to their pitch, low frequency (800 Hz) and high frequency (1200 Hz) tones. The interstimulus intervals were randomly varied between 3.5 and 5.5 s with a mean duration of 4.5 s.
Experimental Paradigms
The oddball paradigm involved random presentation of the L and H stimuli, constrained so that the probability of the L tones was 0.2. The L tone was the target and a button press was required from the subject by hearing the target tones. The total number of the stimuli presented in the series was 125.
Wavelet Transform
Spline wavelet transform. The attractiveness of the traditional Gabor representation of a signal comes from its optimal time-frequency localization (Gabor, 1946) . However, the use of fixed window size, redundancy, and nonorthogonality are major limitations of the Gabor analysis. Recently, the use of wavelets in multiresolution decompositions that yield a signal analysis in both time and frequency (Grossmann & Morlet, 1984; Mallat, 1989; Daubechies, 1990) has provided a technique to investigate the time occurrence of different components of ERPs by their characterizations in different frequency bands. Spline wavelets 2 are used for 2 The B-splines of order n are a basis of the subspace of all continuous piecewise polynomial functions of degree n with derivatives up to n Ϫ 1 that are continuous everywhere on the real line (Schumaker, 1981) . For equally spaced integral knot points, any function φ n (x) of this space can be expressed as (Prenter, 1975) their near optimal time-frequency localization properties (Unser, Aldroubi, & Eden, 1991) . Although they are not orthogonal, unlike the Battle/Lemarie polynomial spline wavelets used by Mallat (1989) which are exponentially decaying, they are semi-orthogonal and have a compact support in time.
The quadratic B-spline function and its associated wavelet are shown in Figs. 1 and 2, respectively. The B-spline function acts as a low-pass filter and the B-spline wavelet acts as a band-pass filter. The wavelet basis functions are formed by logarithmically scaled and lin-
where β n (x) denotes the normalized B-spline function of order n with n ϩ 2 equally spaced knots. The definition for the β n (x) is
where * is the convolution operation and where b 0 (x) is the indicator function in the interval [0,1) defined as
The function φ n (x) in (1) can be uniquely determined by its B-spline coefficients {c(i)}. For the B-spline interpolation, the essential point is to determine the coefficients of this expansion such that φ n (x) matches the values of some discrete sequence { f (k)} at the knot points:
This procedure is termed the Cardinal Spline Interpolation. Its fundamental theoretical results have been reviewed in Schoenberg (1969) . The discrete Bsplines are obtained by sampling the corresponding continuous functions b n (k) ϭ β n (k) with the following starting conditions:
A similar convolution relation as for the continuous case is
The additional convolution in (7) by {b n (k)} is required to guarantee that the discrete B-spline provides the same values as the continuous basis functions at the node points [k ϭ Ϫ∞ . . . ϩ∞]. The interpolating function φ n (x) of the form
can also be described by a convolution
The B-spline filter coefficients {c(k)} in (7) can be efficiently computed for the quadratic case (where n ϭ 2) by using
where
early shifted versions of these functions. The logarithmic scaling yields the logarithmically ordered band-pass filters falling into different octaves. The linear shifting of the wavelet basis functions allows for the time localization of the several frequency components observed in the band-pass filters.
Fast Algorithm
We used a standard pyramidal filter scheme (see Samar, Bopardikar, Raghuveer, & Swartz, 1999) to decompose single trial ERPs using the quadratic B-spline wavelet. Briefly, the initial
FIG. 2. β 2
2 (x) the quadratic B-spline wavelet. step for the wavelet decomposition up to a level I is to find the B-spline coefficients {c(k)} at the resolution level 0 (see footnote 2, Eqs. (8a)-(8c)). The wavelet coefficients {d i (k)} are then computed iteratively for i ϭ 0 to i ϭ I Ϫ 1 by filtering and decimating by a factor of 2,
where ↓ 2 indicates downsampling by 2 and where h and g are the low-pass and the high-pass filters for decomposition, respectively. The coefficient values for these filters are given in Table 1 for the quadratic spline wavelets. The reconstruction filters p 2 (k) and q 2 (k) given in Table 1 may be used to interpolate the wavelet coefficients into continuous waveforms by using the Interpolatory Graphics Algorithm proposed by Chui (1992) .
The basic computational block diagram for the Ith octave wavelet decomposition is given in Fig. 3 (Ademoglu, 1995; Ademoglu et al., 1993; Ademoglu, Micheli-Tzanakou, & Istefanopulos, 1997) .
RESULTS
The wavelet decomposition of the data into five octaves yielded six sets of coefficients each belonging to a different frequency band with some overlap at the band limits. These frequency bands roughly correspond to 62-125, 31-62, 16-31, 8-16, 4-8, and 0.5-4 Hz ranges, which approximately match the delta (0.5-4 Hz), theta (4-8 Hz), alpha (8-16 Hz), beta (16-31 Hz), gamma (31-62 Hz) and high gamma (62-125 Hz) rhythms of the EEG. Each octave contained the number of coefficients which is appropriate to display the relevant time resolution for that frequency range (Fig. 4 , left column), with more coefficients being generated for higher frequency bands. The interpolation of the coefficients by the spline functions can be used to visualize the time course of each frequency band (Fig. 4, right column) . The original ERP can be reconstructed by simply summing across the six waveforms on the right side of Fig. 4 , point for point in time.
To choose the dominant feature(s) correlating with the P300 wave, the conventional task-based selection criterion for grouping the responses was applied. The grandaverages of the task-relevant (target) and task-irrelevant (nontarget) responses of all subjects were computed (Fig. 5) . The figure shows that the grandaverage of the nontarget responses also contained a P300 wave of a smaller amplitude compared with the grandaverage of the target ERPs. By applying the wavelet transform (WT) to the grandaverage of the target and nontarget responses, respectively, the coefficients and interpolated responses corresponding to the high gamma, gamma, beta, alpha, theta, and delta ranges of the EEG were obtained. An increased amplitude of the delta response and increased amplitudes and prolongation of the theta and alpha responses were observed in the average of the target responses compared with the average of the nontarget responses. This finding is in accordance with previous results Kolev & Schürmann, 1992) . The most pronounced feature however correlating with the P300 wave was the increased positivity of the 4th delta (0.5-4 Hz) coefficient after stimulus onset, which corresponds approximately to the time range between 300 and 430 ms. Figure 6 shows delta-band coefficients of a sample set of single sweeps. It can be seen that there are some sweeps, which display pronounced positive 4th delta coefficients (D4ϩ) and some which have 4th delta coefficients of an amplitude smaller or equal to 0 (D4Ϫ).
A response-based selection of the trials containing the P300 wave was carried out according to this feature. The sweeps containing positive 4th delta (D4ϩ) coefficients were chosen as P300-sweeps. Figure 7 shows the grandaverages of the P300 and non-P300 responses, respectively, chosen according to either the response-based or the task-based selection criterion. It can be observed that the response-based selection of the P300 responses according to the positivity of the 4th delta coefficient (D4ϩ) showed a P300-wave of higher amplitude compared with the target responses chosen according to the task-based selection criterion. Conversely, the ''non-P300'' responses obtained by the response-based classification (D4Ϫ) showed smaller positive amplitudes in the P300 latency range compared with the non-target responses. Figure 8 shows the averages of the nontarget responses of each subject which do contain a positive 4th delta coefficient. It can be clearly seen, that under this condition significant P300 waves can be obtained even if the stimuli were defined as nontarget. Figure 9 shows the mean numbers of sweeps in the target, nontarget, D4ϩ, and D4Ϫ groups after artifact elimination. The mean count of the artifactfree sweeps in the experiments was 80.9 (Ϯ8.81). With task-based classification, the mean count of the target responses without artifacts was 22.0 (Ϯ1.41) and the mean number of the nontarget responses without artifacts was 58.9 (Ϯ8.13). However, the response-based classification of the sweeps FIG. 6. The delta coefficients of a sample set of sweeps. The 4th coefficient after stimulation (dashed line) shows marked positivity in some of the sweeps whereas it is Յ0 in others.
according to the occurrence of a positive delta coefficient in the P300 range (D4ϩ) yielded a higher number of responses containing the P300 component. The mean count of the D4ϩ sweeps was 35.4 (Ϯ13.39) and that of the D4Ϫ sweeps was 45.5 (Ϯ9.49). In the mean, 72% of target trials were overlapping with the D4ϩ sweeps, whereas 28% of target trials were identified as D4Ϫ. On the other hand, only 51% of nontarget trials were belonging to the group D4Ϫ whereas 49% of the nontarget trials were classified as responses containing a P300 wave.
These results show that 28% of the target sweeps did not contain a P300 component according to our classification criterion, whereas almost half of the nontarget responses contained this component, although the decision of the subjects on the ''targetness'' of the stimuli measured by the button-press after the target tones was 100% correct. To test the reliability of this classification, we averaged the target, nontarget, D4ϩ, and D4Ϫ sweeps, respectively, and compared the amplitudes in the P300 latency range between target
FIG. 7.
The averages of sweeps classified as P300 responses and non-P300 responses according to the sign of their 4th delta coefficient in the wavelet decomposition (1st row), band-pass filtered in the delta frequency range (0.5-4 Hz) (2nd row); the averages of target and nontarget sweeps (3rd row), band-pass filtered in the delta frequency range (4th row).
and D4ϩ sweeps and the nontarget and D4Ϫ sweeps (Fig. 10) by a paired nonparametric test (Wilcoxon). The statistical results show that there is a nonsignificant increase in the amplitude of the positivity in the P300 latency range in the average of the D4ϩ sweeps compared with the average of the target responses, whereas a significant decrease (Z ϭ Ϫ2.7011, p Ͻ .01) of the positivity is obtained in the averages of the D4Ϫ sweeps compared with the nontarget responses ( Table 2 ). This shows that the response-based wavelet method could identify the non-target sweeps containing a P300 component and eliminate the target-sweeps that do not contain a significant P300 component.
DISCUSSION
In simple discrimination paradigms such as the widely used oddball paradigm the subject's correct performance of the task does not require a constant cognitive state. Variations in cognitive state, however, may cause variations in the ERP. The present study investigates this effect by introducing a selective averaging procedure on the basis of criteria obtained by ERP wavelet analysis (''response-based averaging''). The discussion will cover four topics: (1) a comparison between response-based averaging and conventional, The P300 wave can be detected in the single-trial ERPs by the spline wavelet coefficients in the delta frequency range. The results showed that the P300 response can be efficiently detected in single-trial ERPs by using   FIG. 9 . Mean number of the sweeps belonging to the target, nontarget, D4ϩ, and D4Ϫ groups.
FIG. 10.
The means of the amplitudes of the target, nontarget, D4ϩ, and D4Ϫ responses in the P300 latency range (250-400 ms) against the baseline of the average of the 1000 ms prestimulus period. a criterion based on the wavelet coefficients in the delta frequency range. The sign of the 4th delta coefficient representing the delta activity in the 310-430 ms period after stimulation was used as the main feature representing the presence or absence of a P300 wave in the single trials. By averaging the sweeps with a positive delta coefficient in this time-range, a clear P300 wave could be obtained, which was absent in the average of the rest of the sweeps. This result is consistent with our previous finding on the relationship between the delta frequency component of the ERP and the P300 wave Başar-Eroglu et al., 1992) .
The response-based classification of the ERP-trials yields considerable differences in the composition of the sets of sweeps compared with the taskbased classification. Response-based averaging leads to a slight enhancement of the P300 amplitude in the averages of the ''P300 trials'' and a significant decrease of the P300 amplitude in the averages of the ''non-P300 trials'' compared with task-based averaging: 28% of the responses belonging to the target class are absent in the set of the P300 containing sweeps chosen with response-based classification. On the other hand, half of the nontarget responses are classified as P300 containing sweeps according to the response-based classification criterion. This result is in accordance with the findings of Haig, Gordon, Rogers, and Anderson (1995) . The authors used a method based on globally optimal vector quantization by simulated annealing for objective classification of single-trial target response sub-types of an oddball paradigm and found that only 40% of single trials had a morphology which resembled the averaged ERP waveform. The remaining single trials had a response morphology which was different from the average. In the present study, we did not try to classify the sub-types of target responses, but we clustered objectively the P300 and non-P300 trials in the whole oddball recording including the target and non-target responses. In a recent study (Schürmann, Başar-Eroglu, Kolev, & Başar, 1995) , a similar selection of the P300 sweeps was carried out by using the enhancement of the delta activity after the stimulation time-point. The authors reported that the average of the sweeps with enhanced poststimulus delta activity revealed P300 waves of comparable amplitude and shape as the average of the target responses.
Functional Interpretation of the Results
In a recent review on cognitive and biological determinants of P300, Polich and Kok (1995) emphasize that, although the explanations of the P300 center around the basic information processing mechanisms of attention allocation and immediate memory, a substantial portion of P300 variation appears to be caused by factors not only related to alterations of the task structure but also fluctuations in the arousal state of the subject. The P300 component reflecting the neural activity related to cognition should be affected by the physical state of the neural structures generating it. This physical state is considered generally under the rubric of arousal. A strong relationship is to be expected between the brain state during the fulfilment of a task and the task performance. However, in a simple discrimination paradigm such as the widely used oddball design, the ability to perform the task correctly does not require a certain constant arousal state. In other words, a simple cognitive task can be performed correctly at different levels of arousal. Therefore, a dissociation may occur between the cognitive task performance and the brain state of the subject and hence the electrophysiological reflection of the brain state in the ERPs.
The studied factors affecting the biological state are mostly of a tonic nature such as the usage of certain drugs, sleep deprivation, circadian or ultradian rhythms, or exercise (for a review see Polich & Kok, 1995) . However, phasic changes of brain state during the application of the paradigm, which might be also of a spontaneous nature, are rather not studied. The averaging of the oddball responses classified according to a target/nontarget classification of the stimuli is not suitable to investigate such phasic changes of brain state. For this purpose, a response-based classification of singletrials of the whole oddball data-set is needed, as the one used in the current study.
In light of these reports, our results indicating a dissociation between the presence of the P300 response and the target/nontarget classification of the stimuli might be explained in the following way: the cognitive state of the subject such as arousal or motivation at the time the stimulus occurs may show differences during the application of the paradigm. A temporary decrease in the level of arousal during the perception of the target stimuli, for example, could be responsible for the absence of the P300 wave in some target responses, whereas an increased arousal level could explain the occurrence of the P300 wave in the nontarget responses. An important point is that none of these processes need to be reflected in the behavioral response of the subject in terms of the correctness of the task performance. In the current study, all the subjects could identify the target stimuli with 100% success. However, almost half of the nontarget responses contained a P300 wave, whereas 28% of the target responses did not.
Single-Trial ERP Investigations and the Benefits of Time-Frequency Analysis
There are two approaches to assess the variabilities in ERPs. The first and ideal one is to estimate the ERPs in single trials (McGillem & Aunon, 1977; de Weerd & Kap, 1981) . However, the solution of this problem with low S/N ratio of the ERP needs the assumption of a model for the spontaneous EEG and ERP generation, and several different approaches and models are possible, which lead to different results. Therefore, the reliability of these pattern recognition techniques is questionable and the averaging technique is still the most reliable ERP estimation method, although it is inefficient. Another approach in-between is to classify the patterns in single-trials to build up more homogenous subgroups of sweeps with similar response characteristics and to average those to obtain ERPs with lower variability, where the results of the applied method can be compared with the results of the standard averaging technique. The way chosen in this study is the second one and leads to enhanced P300 amplitudes in the same data-set compared with the conventional averaging method.
The ERP generation coincides with a series of sensory and cognitive processes which run partly in parallel and partly in series within different time scales (Hillyard & Picton, 1979; Regan, 1989) . If we assume that these processes are reflected in the ERPs, then it is natural to consider the ERP signals to be comprised of components with different functional meanings and operating on different time scales or frequency ranges. This presumption is also in accordance with the nonstationary nature of the ERPs as a signal property. Başar and co-workers (Başar, 1980 (Başar, , 1998a (Başar, , 1998b Başar, Başar-Eroglu, Parnefjord, Rahn, & Schürmann, 1992) assume that the ERP is the result of the superimposition of wave packets in various frequencies with varying degrees of frequency stabilization, enhancement and time locking within conventional frequency bands of the ongoing EEG activity such as delta, theta, alpha, and gamma (around 40 Hz) ranges. The authors developed and utilized a combined analysis procedure to investigate the relationships between the rhythmic characteristics of the prestimulus EEG and ERP. Such ''evoked or induced EEG rhythms'' were suggested to be ''active agents for signal transmission'' (Mountcastle, 1992) .
The well established functional differences between the sequential components-early brain stem responses, middle latency evoked potentials, and late ERP waves-with distinct time localizations and frequency content is the most prominent example of the fact that different frequency responses correlate with specific wave components of the ERP and special steps of information processing in the brain. However, different analytical approaches in the past revealed that distinct components with different functional meanings may also occur simultaneously. In a previous study we showed that the frequency domain analysis can yield important information in terms of isolating components with different functional meanings, which overlap perfectly in time. For example, the ERPs to the stimuli preceding the omitted stimuli in an omitted stimulus paradigm could be decomposed into sensory and cognitive components by using their different frequency compositions, where the cognitive component mainly consisted of frequencies in the theta range (3-7 Hz) of the EEG .
In general, separate (one-dimensional) time domain and frequency domain representations of ERPs have given complementary information on their functional component structure. Therefore, efficient algorithms for analyzing the signal in the two-dimensional time-frequency plane are extremely important in extracting and relating distinct functional components. Wavelet analysis, ''particularly the multiresolution representation, respects the overlapping component composition of ERPs, providing a natural way to partition them among several orthogonal functions with parallel time courses at different time scales'' (Samar, Swartz, & Raghuveer, 1995) and enables one to capture the time-dependent frequency-related information in ERPs (Ademoglu et al., 1997; Samar, Begleiter, Chapa, Raghuveer, Orlando, & Chorlian, 1996) .
Proposals for Future Research
Finer analysis of sub-types of the P300 response. In the present study, the presence or absence of the whole P300 complex in single trials of the oddball paradigm was investigated. For this purpose, the most significant time-frequency feature of the P300 response, the positivity of the 4th delta coefficient following stimulus onset, has been used. However, contribution of the prolongation of other oscillations in the theta (3-7 Hz) and alpha (8-13 Hz) ranges to the P300 wave have been reported before (Kolev & Schürmann, 1992; Başar-Eroglu et al., 1992) and observed in the current study. A finer analysis by using these features could split the P300 response into multiple homogenous sub-types, which could lead to a better evaluation of the effects of different variables on the ERPs.
The number of sweeps containing a P300 wave may be used as an additional measure in ERP analysis. The current results might lead to another measure in the analysis of oddball responses in the future: the number of P300 signals in different groups of subjects with different cognitive behaviour, different ages, or different pathologies could be compared. Ford, White, Lim, and Pfefferbaum (1994) using a P3 templating procedure showed that the diminished P3 amplitude seen in schizophrenia is partly due to a decreased number of single trials containing the P300 wave. The objective selection of the trials containing the P300 morphology among the whole data set of an oddball experiment using the wavelet decomposition method could serve as a technique for establishing such a new measure in the clinical analysis of the ERP.
The relevance of the scale concept inherent in the wavelet-transform in ERP research. A number of studies have shown significant oscillatory events in neuronal functioning (Eckhorn, Bauer, Jordan, Brosch, Kruse, Munck, & Reitboeck, 1988; Gray & Singer, 1989; Llinas, 1988) . These oscillatory components, which have been detected by using frequency domain and band-pass filtering techniques, are complex band-limited signals, not pure or nearly sinusoidal oscillations. The characteristic time courses of such oscillations show increases and decays in their amplitude in relatively short periods of time which also contribute to the bandwidth of the oscillatory signal components. Considering these properties of the oscillations contained in the ERPs and their non-oscillatory short-lived components, partly or fully overlapping in time with other components having different bandwidths, the attempt to obtain perfect resolution in frequency domain representations of these signals diminishes in importance. Rather, optimization of the signal representation in the time-frequency plane appears to be an analysis method that is better suited to characterize the behavior of the functional neural oscillations. Multiresolution analysis based on wavelets with compact support can provide such an optimized signal representation.
CONCLUDING REMARKS
Wavelet decomposition, as a tool which optimizes the time-frequency representation of an ERP, is a powerful method for decomposing ERPs into components with distinct functional significance, as the ERPs are shown to consist of signals generated by different neural structures within different time scales and frequency ranges. Additionally, there are studies showing that all or an important part of the ERP components can be considered as the resonance-like oscillatory output of a damped system (Başar, 1980) . Especially, recent findings on the levels of single neurons and small neural networks show the importance of oscillatory behavior in information processing (Llinas, 1988; Eckhorn et al., 1988; Gray & Singer, 1989) . Therefore, the decomposition of ERP signals into transient oscillations using techniques such as the wavelet transform may yield new knowledge about real signal components and shed light on neuronal mechanisms of information processing.
