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Introduccio´n
El propo´sito de esta Tesis es triple; primero, extender algunos resultados de
minimizacio´n perturbada, como el principio variacional suave de Deville, Go-
defroy y Zizler, y otros resultados de localizacio´n de puntos casi cr´ıticos, como
los teoremas de Rolle aproximados, al a´mbito de las variedades riemannianas;
segundo, introducir una definicio´n de subdiferencial para funciones definidas en
variedades riemannianas, y desarrollar la teor´ıa del ca´lculo subdiferencial en va-
riedades riemannianas, de manera que las aplicaciones ma´s conocidas del ca´lculo
subdiferencial permanezcan en variedades riemannianas; tercero, utilizar estas
teor´ıas para probar la existencia y unicidad de soluciones de viscosidad de ecua-
ciones de Hamilton-Jacobi definidas en variedades.
Es bien conocido que el teorema de Rolle falla en dimensio´n infinita. De ma-
nera ma´s precisa, en cada espacio de Banach de dimensio´n infinita que posea
una funcio´n meseta de clase C1 (Lipschitz) existen funciones de clase C1 (Lips-
chitz) que valen cero fuera de un abierto acotado y no tienen derivada cero en
ningu´n punto del abierto; ve´ase [9] y las referencias de este trabajo. El fallo del
teorema de Rolle en dimensio´n infinita adquiere una forma ma´s drama´tica en
el reciente resultado de D. Azagra y Cepedello Boiso [4]: en cada variedad de
Hilbert, las funciones regulares que carecen de puntos cr´ıticos son densas en el
espacio de las funciones continuas. Por tanto, cuando tenemos una funcio´n regu-
lar en una variedad riemanniana infinito-dimensional carecemos de expectativas
de encontrar algu´n punto cr´ıtico, independientemente de la forma que tenga la
funcio´n, sencillamente porque puede que no los tenga. Esta gran diferencia entre
dimensio´n finita e infinita, fuerza a considerar condiciones aproximadas a las
cla´sicas del teorema de Rolle, para poder garantizar la existencia de derivadas
arbitrariamente pequen˜as para las funciones que las satisfagan. Estas ideas se
desarrollan en los trabajos [8, 5]. En uno, en el caso de diferenciabilidad, esta-
bleciendo que si una funcio´n diferenciable oscila menos que 2ε en el borde de la
bola unidad, entonces existe un punto interior de la bola unidad tal que la norma
de la derivada de la funcio´n en ese punto es menor o igual que ε, y en el otro, en
el caso ana´logo de subdiferenciabilidad. Ma´s generalmente, existen varios prin-
cipios de minimizacio´n (o variacio´n) perturbada que han sido muy estudiados.
Citaremos, como ejemplos, los ma´s conocidos, Principio de Ekeland, Principio de
Borwein-Preiss y Principio Variacional suave de Deville-Godefroy-Zizler. Ve´ase
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los trabajos [28, 29] y sus referencias.
El hecho de que una variedad riemanniana es un espacio me´trico nos permite
aplicar, de forma inmediata, el principio variacional de Ekeland en el siguiente
sentido: cualquier funcio´n semicontinua inferiormente y acotada inferiormente
puede ser perturbada por una funcio´n, con forma de cono casi liso en todas las
direcciones, de modo que la diferencia alcance un mı´nimo global. Pero algunas
veces, especialmente cuando queremos construir una buena teor´ıa de subdiferen-
ciabilidad, necesitamos sustituir el cono por una funcio´n regular arbitrariamente
pequen˜a con constante de Lipschitz tambie´n pequen˜a. Lo que necesitamos es,
justamente, el principio variacional suave de Deville-Godefroy-Zizler en espacios
de Banach que tengan una funcio´n meseta de clase C1 y Lipschitz; ve´ase [28].
Desafortunadamente, las ideas de la demostracio´n de este Principio Variacional
en espacios de Banach no pueden ser transferidas, de forma general, cuando se
trata de variedades riemannianas. Es necesario, en principio, imponer ciertas
condiciones a la variedad.
En el primer cap´ıtulo, resumimos los conceptos ba´sicos sobre variedades rie-
mannianas que sera´n utilizados a lo largo de todo este trabajo, matizando muy
especialmente aquellas cuestiones fundamentales para el desarrollo de la teor´ıa
posterior. En este sentido son especialmente importantes los conceptos de tras-
porte paralelo y de funcio´n exponencial y sus caracterizaciones, as´ı como los
resultados relativos a convexidad y convexidad local. Tambie´n se presentan en
este cap´ıtulo dos teoremas del valor medio en variedades, que posteriormente, en
la seccio´n 4.6. del cap´ıtulo 4, se generalizara´n a los casos de subdiferenciabilidad
y superdiferenciabilidad de funciones definidas en variedades riemannianas.
En el segundo cap´ıtulo, establecemos el concepto de variedad riemannia-
na uniformemente mesetable, como aquella para la cual existen dos nu´meros
R > 1 y r > 0 tales que, para cada punto p ∈ M , y cada δ ∈ (0, r), exis-
te una funcio´n b : M → [0, 1], tal que b(x) = 0 si d(x, p) ≥ δ, b(p) = 1, y
supx∈M ‖db(x)‖x ≤ R/δ. Por ejemplo, cualquier espacio de Hilbert es unifor-
memente mesetable, y hay otros muchos ejemplos de variedades uniformemente
mesetables, como las variedades compactas o, ma´s generalmente, aquellas que
tienen radios de inyectividad y convexidad estrictamente positivo. De hecho, no
conocemos ninguna variedad que no sea uniformemente mesetable, aunque no
sabemos con certeza si cualquier variedad riemanniana es uniformemente mese-
table. Para estas variedades riemannianas uniformemente mesetables, hemos es-
tablecido un principio variacional suave del estilo del de Deville-Godefroy-Zizler,
probando que, si (M, g) es una variedad riemanniana completa uniformemente
mesetable, y F : M −→ (−∞,+∞] es una funcio´n semicontinua inferiormente
y acotada inferiormente, F 6≡ +∞, entonces para cada δ > 0 existe una funcio´n
de clase C1 y acotada ϕ :M −→ R tal que F − ϕ alcanza un mı´nimo fuerte en
M , ‖ϕ‖∞ := supp∈M |ϕ(p)| < δ y ‖dϕ‖∞ := supp∈M ‖dϕ(p)‖p < δ. El resultado
7anterior se desprende de un lema que no solamente es aplicable para obtener
resultados variacionales en variedades, sino que se muestra muy general para
obtener distintos principios variacionales en situaciones diversas. De hecho, y
con razonamientos sencillos, se obtiene el principio variacional de Ekeland en
espacios me´tricos, o el principio variacional suave de Deville-Godefroy-Zizler, e
incluso se sugiere la posibilidad de extender los principios variacionales a espacios
me´tricos en los cuales haya definido algu´n posible concepto de diferenciabilidad.
En el cap´ıtulo 3, establecemos un teorema de Rolle aproximado en varieda-
des, ma´s concretamente, si (M, g) es una variedad riemanniana completa, U un
subconjunto abierto y acotado de M , p0 ∈M y R > 0 tales que Bg(p0, R) ⊆ U ,
ε > 0, y si suponemos que f(∂U) ⊆ [−ε, ε], entonces existe algu´n q ∈ U , tal
que ‖df(q)‖q ≤ ε/R. Tambie´n en este cap´ıtulo, avanzamos algunos resultados
del tipo teoremas de Rolle aproximados, como continuacio´n de los trabajos de
D.Azagra y R.Deville (ve´ase [3] y [5]), cuando sustituimos subdiferencial Fre´chet
por subdiferencial proximal en un caso, y por gradiente generalizado en otro.
Especialmente resen˜able es el hecho de que el teorema de Rolle falle para el
gradiente generalizado en cualquier espacio de Banach, incluso en aquellos que
no poseen una meseta regular (te´ngase presente, que si un espacio de Banach
carece de mesetas regulares entonces el teorema de Rolle exacto para funciones
regulares, es trivialmente cierto). De manera ma´s espec´ıfica, para cualquier es-
pacio de Banach X, infinito-dimensional, existe una funcio´n acotada y Lipschitz
f , definida en una bola cerrada B, tal que f vale cero en ∂B y sin embargo
0 /∈ ∂f(x) cuando x ∈ int(B). Esto es, el teorema de Rolle falla cuando la
suposicio´n de la diferenciabilidad de la funcio´n se debilita, y se sustituye por lip-
chitzianidad. Como el gradiente generalizado contiene todas las subdiferenciales
y superdiferenciales conocidas, esto cierra, de la manera ma´s radical, el fallo que
un teorema de Rolle exacto pueda tener para la subdiferencial. No obstante, en
la tercera seccio´n de este cap´ıtulo se ofrece un resultado positivo del teorema de
Rolle aproximado para el gradiente generalizado.
En el cuarto cap´ıtulo, desarrollamos el estudio de la subdiferenciabilidad de
funciones definidas en variedades. Diremos que una funcio´n f :M → (−∞,∞],
es subdiferenciable en un punto p, cuando exista una funcio´n de clase C1 ϕ :
M → R, tal que f − ϕ alcanza un mı´nimo local en p. Al conjunto de todas
las derivadas dϕ(p) de todas las funciones ϕ le denominaremos subdiferencial
de f en p, que es un subconjunto de T ∗Mp, y que anotaremos D−f(p). De ma-
nera ana´loga se define la superdiferencial. Cuando M es Rn o un espacio de
Hilbert, estas definiciones coinciden con las usuales. Establecemos otras defini-
ciones equivalentes de subdiferenciabilidad y superdiferenciabilidad, incluyendo
una local a trave´s de cartas, que permite, en algunos casos, trasladar resultados
establecidos en Rn o en espacios de Banach a situaciones ana´logas en variedades
riemannianas. Tambie´n vemos la equivalencia entre diferenciabilidad de una fun-
cio´n en un punto, y que la funcio´n sea subdiferenciable y superdiferenciable, a
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la vez, en el punto. Seguidamente, estudiamos las propiedades elementales de la
subdiferencial con respecto a la suma, el producto y la composicio´n, incluyendo
una regla de´bil, directa e inversa, de la suma, y un principio de minimizacio´n
perturbada para la suma y diferencia de funciones. A continuacio´n, vemos que
las funciones semicontinuas inferiormente son subdiferenciables en un conjunto
denso de su dominio. Tambie´n, establecemos dos teoremas del valor medio, uno
del estilo de Deville [23] y otro del estilo de Godefroy [35, 5]. En la seccio´n
siguiente de este cap´ıtulo,estudiamos la relacio´n que existe entre convexidad y
(sub)diferenciabilidad de funciones definidas en variedades riemannianas. Re-
cordamos que una funcio´n f : M → R, decimos que es convexa, cuando f ◦ σ
es convexa para cada geode´sica σ (los trabajos [36, 37, 38, 39] contienen una
buena introduccio´n a la convexidad en variedades riemannianas). Lo que pro-
bamos en esta seccio´n es que cada funcio´n convexa definida en una variedad de
Riemann es subdiferenciable en todos los puntos y diferenciable en un conjunto
denso. Adema´s, cuando la variedad es finito-dimensional, entonces el conjun-
to de puntos de no-diferenciabilidad tiene medida cero. En la u´ltima seccio´n
de este cap´ıtulo establecemos un resultado de estabilidad para superdiferncia-
les (de forma ana´loga se puede establecer para subdiferenciales) que jugara´ un
papel decisivo en las aplicaciones del ca´lculo subdiferencial a las ecuaciones de
Hamilton-Jacobi en variedades riemannianas. Sea Ω un subconjunto abierto de
una variedad riemanniana M , sea F una familia de funciones uniformemente
acotadas y semicontinuas superiormente en Ω, y sea u = sup{v : v ∈ F}, en-
tonces para cada p ∈ Ω y cada ζ ∈ D+u∗(p), existen sucesiones {vn} ⊂ F , y
{(pn, ζn)} ⊂ T ∗(Ω) con ζn ∈ D+vn(pn) tales que
1. l´ımn vn(pn) = u
∗(p)
2. l´ımn(pn, ζn) = (p, ζ).
El cap´ıtulo quinto, y u´ltimo, esta´ dedicado plenamente a aplicar las teor´ıas
que hemos desarrollado en los cap´ıtulos anteriores al establecimiento de la exis-
tencia y unicidad de soluciones de viscosidad de ecuaciones de Hamilton-Jacobi.
Las ecuaciones de primer orden de Hamilton-Jacobi son de la forma
F (x, u(x), du(x)) = 0
en el caso estacionario, y de la forma
F (t, x, u(x, t), du(t, x)) = 0
en el caso de evolucio´n. Estas ecuaciones aparecen de manera natural en la teor´ıa
de control optimal y en la teor´ıa de Lyapounov. Son conocidos un gran nu´mero
de ejemplos de ecuaciones de Hamilton-Jacobi que no siempre admiten solucio-
nes cla´sicas, incluso, en el caso ma´s simple, cuando el espacio es Rn. Sin embargo,
9soluciones de´biles, tambie´n denominadas soluciones de viscosidad, existen bajo
hipo´tesis muy generales. En la bibliograf´ıa de este escrito se encuentra una ex-
tensa lista de referencias, acerca de las soluciones de viscosidad para ecuaciones
de Hamilton-Jacobi, ve´ase, por ejemplo, [10, 12, 13, 14, 15, 16, 17, 18, 19, 20,
21, 22, 28, 29]. Todos estos trabajos tratan de ecuaciones de Hamilton Jacobi en
Rn o en espacios de Banach infinito-dimensionales. Algunos ejemplos de ecuacio-
nes de Hamilton-Jacobi aparecen de forma natural en variedades riemannianas
(ve´ase [1]). Ahora bien, no conocemos ningu´n trabajo que estudie soluciones no
regulares, en general, ni soluciones de viscosidad, en particular, para ecuaciones
de Hamilton-Jacobi definidas en variedades riemannianas (finito-dimensionales
o infinito-dimensionales). Esto se debe, seguramente, a la laguna que exist´ıa en
el ca´lculo no regular en variedades riemannianas. En este cap´ıtulo veremos que el
ca´lculo subdiferencial en variedades tiene grandes posibilidades de desarrollarse
para ampliar algunos resultados de existencia y unicidad de soluciones de visco-
sidad a las ecuaciones de Hamilton-Jacobi definidas en variedades riemannianas.
Tambie´n probaremos algunos resultados acerca de la regularidad (por ejemplo
Lipschitzianidad, o diferenciabilidad en casi todo punto) de las soluciones de
viscosidad para algunas de estas ecuaciones. Existen otros temas relacionados
con las ecuaciones de Hamilton-Jacobi en variedades riemannianas para las que
estas herramientas pueden ser utilizadas, como por ejemplo, para obtener un
principio del ma´ximo para ecuaciones de Hamilton-Jacobi. Precisando algo ma´s,
restringiremos nuestro estudio a dos de los ejemplos ma´s interesantes de las
ecuaciones de primer orden de Hamilton-Jacobi. El primer caso se refiere a las





donde f : M → R es una funcio´n acotada y uniformemente continua, y G :
T ∗M → R es una funcio´n definida en el fibrado cotangente de M . De hecho,
estas ecuaciones son, realmente, de la forma
(∗)
{
u+ F (du) = 0
u acotado,
donde F : T ∗M → R, dado que siempre podemos tomar la funcio´n F de la
forma F (x, ξx) = G(x, ξx)− f(x).
Una funcio´n semicontinua superiormente (scs), u : M → R es una subsolu-
cio´n de viscosidad de u + F (du) = 0 si u(p) + F (p, ζ) ≤ 0 para cada p ∈ M y
ζ ∈ D+u(p). Una funcio´n semicontinua inferiormente (sci), u : M → R es una
supersolucio´n de viscosidad de u + F (du) = 0 si u(p) + F (p, ζ) ≥ 0 para cada
p ∈M y ζ ∈ D−u(p). Una funcio´n continua, u :M → R, es una solucio´n de vis-
cosidad de u+F (du) = 0 si es a la vez subsolucio´n y supersolucio´n de viscosidad
de u+F (du) = 0. Podemos definir soluciones de viscosidad en conjuntos abiertos
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Ω ⊂M de manera natural, cuando las funciones esta´n definidas en Ω. Como una
funcio´n u, Fre´chet- diferenciable, verifica que D+u(p) = D−u(p) = {du(p)}, es
evidente que cualquier solucio´n de viscosidad de u+F (du) = 0, que sea acotada
y Frechet-diferenciable, es una solucio´n cla´sica de (∗).
El segundo caso se refiere a las ecuaciones parabo´licas de la forma
(∗∗)
{
ut + F (t, dxu) = 0
u(0, x) = u0(x),
donde u0 : M → R es una condicio´n inicial que suponemos acotada y unifor-
memente continua y F : [0,∞)× T ∗M → R. Una subsolucio´n de viscosidad de
(∗∗) es una funcio´n u : [0,+∞) ×M −→ R semicontinua superiormente, y tal
que para cada (t, x) ∈ R+ ×M y cada (a, ζ) ∈ D+u(t, x) se cumple{
a+ F (t, x, ζ) ≤ 0
u(0, x) ≤ u0(x),
Y una supersolucio´n de (∗∗) es una funcio´n u : [0,+∞)×M −→ R semicontinua
inferiormente, y tal que para cada (t, x) ∈ R+ ×M y cada (a, ζ) ∈ D−u(t, x) se
cumple {
a+ F (t, x, ζ) ≥ 0
u(0, x) ≥ u0(x),
Una funcio´n u : [0,∞) ×M −→ R continua es una solucio´n de viscosidad de
(∗∗) si es a la vez subsolucio´n y supersolucio´n de viscosidad de (∗∗). Como una
funcio´n u Fre´chet- diferenciable verifica que
D+u(p) = D−u(p) = {du(p)},
es evidente que cualquier solucio´n de viscosidad que sea Fre´chet-diferenciable es
una solucio´n cla´sica de (∗∗).
Para obtener resultados precisos sobre las soluciones de viscosidad de ecua-
ciones de Hamilton-Jacobi de la forma (∗) o (∗∗) cuando F : T ∗M → R es una
funcio´n definida en el fibrado cotangente deM , le debemos exigir, a esta funcio´n,
una cierta condicio´n de continuidad uniforme, y a la variedad M tambie´n le exi-
giremos ciertos requisitos. Mas concretamente, la variedad M sera´ una variedad
riemanniana completa (finito-dimensional o infinito-dimensional), uniformemen-
te localmente convexa, y con radio de inyectividad estrictamente positivo. En
estas circunstancias la variedad M es uniformemente mesetable y por tanto se
pueden aplicar los Principios Variacionales Suaves. En particular, las variedades
compactas satisfacen estas propiedades. La funcio´n F sera´ intr´ınsecamente uni-
formemente continua, o con mayor precisio´n, para cada ε > 0 existe δ ∈ (0, rM)
tal que si d(x, y) ≤ δ, ζ ∈ T ∗Mx, ξ ∈ T ∗My, y ‖ζ − Lyx(ξ)‖x ≤ δ, entonces
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|F (x, ζ)−F (y, ξ)| ≤ ε, donde Lyx es el transporte paralelo a lo largo de la (u´ni-
ca) geode´sica que conecta y con x. Aunque esta condicio´n sobre la funcio´n F es
aparentemente restrictiva, veremos que en muchas situaciones se reduce a una
continuidad uniforme.
Con estas precisiones, obtenemos un principio del ma´ximo para ecuaciones
estacionarias en el siguiente sentido, siM es una variedad riemanniana completa,
uniformemente localmente convexa y con radio de inyectividad estrictamente
positivo, y f, g : M → R son funciones uniformemente continuas y acotadas,
y F : T ∗M → R es intr´ınsecamente uniformemente continua , y si u es una
subsolucio´n de viscosidad y acotada de u+ F (du) = f y v es una supersolucio´n
de viscosidad y acotada de v+F (dv) = g, entonces v−u ≥ inf(g−f). En el caso
de ecuaciones parabo´licas el principio que del ma´ximo quedar´ıa establecido de la
siguiente manera, si M es una variedad riemanniana completa, uniformemente
localmente convexa y con radio de inyectividad estrictamente positivo, y u0, v0 :
M → R son funciones uniformemente continuas y acotadas, y F : [0,∞) ×
T ∗M → R es intr´ınsecamente uniformemente continua, y u es una subsolucio´n
de viscosidad acotada de {
ut + F (t, dxu) = 0
u(0, x) = u0(x),
y v es una supersolucio´n de viscosidad acotada de{
vt + F (t, dxv) = 0
v(0, x) = v0(x),
entonces sup[0,∞)×M(u− v) ≤ supM(u0 − v0).
En el u´ltimo apartado de este cap´ıtulo obtenemos un teorema de existencia y
unicidad para ecuaciones estacionarias de primer orden, precisado de la siguiente
manera: si M es una variedad riemanniana uniformemente localmente convexa
y con radio de inyectividad estrictamente positivo, F : T ∗M → R una funcio´n
estrictamente uniformemente continua, y si suponemos, tambie´n, que existe una
constante A > 0 tal que −A ≤ F (x, 0x) ≤ A para cada x ∈ M , entonces existe
una u´nica solucio´n de viscosidad acotada de la ecuacio´n u+ F (du) = 0.
Concluimos este trabajo con un breve estudio de una ecuacio´n HJ que no
es de la forma (∗) ni de la forma (∗∗), pero que resulta muy interesante por el
significado geome´trico de su u´nica solucio´n de viscosidad. Sea M una variedad
riemanniana completa, Ω un subconjunto abierto y acotado de M , y sea ∂Ω el
borde de Ω. Consideramos la siguiente ecuacio´n de Hamilton-Jacobi denominada
eitconal
(HJ4)
{‖du(x)‖x = 1 para todo x ∈ Ω
u(x) = 0 para todo x ∈ ∂Ω.
No existe ninguna solucio´n cla´sica de (HJ4). En efecto, si una funcio´n u : Ω ⊂
M → R es diferenciable en Ω y satisface que ‖du(x)‖x = 1 cuando x ∈ Ω y
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u = 0 en ∂Ω, entonces podemos aplicar el Teorema de Rolle en variedades 3.1
y encontrar un punto x0 ∈ Ω tal que ‖du(x0)‖x0 < 1/2, lo que constituye una
contradiccio´n. Ahora bien, lo que s´ı podemos encontrar es una u´nica solucio´n de
viscosidad para la ecuacio´n (HJ4), que es justamente la funcio´n distancia al borde
∂Ω. Por definicio´n, una funcio´n u es una solucio´n de viscosidad de la ecuacio´n
(HJ4) si, y so´lo si, u es continua; u = 0 en ∂Ω; ‖ζ‖x ≥ 1 cuando ζ ∈ D−u(x),
x ∈ Ω; y ‖ζ‖x ≤ 1 cuando ζ ∈ D+u(x), x ∈ Ω. Precisando algo ma´s, si M es
una variedad riemanniana completa, y Ω un subconjunto abierto y acotado de
M con borde ∂Ω, entonces la funcio´n x 7→ d(x, ∂Ω) := inf{d(x, y) : y ∈ ∂Ω} es
una solucio´n de viscosidad de la ecuacio´n (HJ4). Es ma´s, siM es uniformemente
localmente convexa y tiene radio de inyectividad positivo, entonces d(·, ∂Ω) es
la u´nica solucio´n de viscosidad de esta ecuacio´n.
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En esta seccio´n presentamos las definiciones y resultados sobre variedades
riemannianas que sera´n utilizados a lo largo de este trabajo. Una variedad rie-
manniana (M, g), es una variedadM de clase C∞ modelada sobre un espacio de
Hilbert H (posiblemente infinito-dimensional), tal que para todo p ∈ M existe
un producto escalar g(p) = gp := 〈·, ·〉p en el espacio tangente TMp ' H, de
modo que ‖x‖p = (〈x, x〉p)1/2 define una norma equivalente en TMp para todo
p ∈ M , y la aplicacio´n p ∈ M 7→ gp ∈ S2(M) es una seccio´n de clase C∞
del fibrado σ2 : S2 → M de las formas bilineales sime´tricas. Si una funcio´n
f :M −→ R es diferenciable en p ∈M , la norma de la diferencial df(p) ∈ T ∗Mp
en el punto p se define por
‖df(p)‖p = sup{df(p)(v) : v ∈ TMp, ‖v‖p ≤ 1}.
Dado que (TMp, ‖ · ‖p) es un espacio de Hilbert, tenemos una isometr´ıa lineal
que identifica este espacio y su dual (T ∗Mp, ‖ ·‖p) mediante la aplicacio´n TMp 3
x 7→ fx = x ∈ T ∗Mp, donde fx(y) = 〈x, y〉 para cada y ∈ TMp. Para un camino,







Esta longitud depende solamente de la imagen γ[a, b], y no de como se mueven
los puntos γ(t). De forma ma´s concreta, si h : [0, 1] → [a, b] es una funcio´n
continua y mono´tona, entonces L(γ ◦ h) = L(γ). Diremos que un camino γ es
una parametrizacio´n por la longitud del arco, cuando γ : [0, T ] → M satisface
‖dγ
dt
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para cada r ∈ [0, T ]. Para dos puntos p, q ∈M , definimos la distancia d entre p
y q como
d(p, q) = inf{L(γ) : γ es un camino de clase C1 que une p y q en M}
cuando p y q esta´n en la misma componente conexa de M , y d(p, q) =∞ en el
caso contrario. Entonces d es una me´trica enM (denominada g-distancia enM)
la cual define la misma topolog´ıa que la dada enM . Para esta me´trica definimos
la bola cerrada de centro p y radio r > 0 como
Bg(p, r) = {q ∈M : d(p, q) ≤ r}.
Supongamos ahora que M posee una derivacio´n covariante ∇. Sea V un
campo vectorial a lo largo de una curva γ definida en M , entonces la derivada
covariante ∇dγ(t)/dtV (γ(t)) define un campo vectorial a lo largo de γ que denomi-
naremos derivada covariante de V a lo largo de γ y que anotaremos ∇V (t)/dt o
simplemente ∇V (t). El campo V diremos que es paralelo a lo largo de γ cuando
∇V (t)/dt = 0.
Lema 1.1. Sea γ : I −→M una curva, t0 y t1 en I.
(i) Para cada V0 ∈ Tγ(t0)M existe exactamente un campo vectorial paralelo V
a lo largo de γ tal que V (t0) = V0.
(ii) La aplicacio´n
P t1t0,γ : Tγ(t0)M −→ Tγ(t1)M
el cual asocia a cada V0 el valor V (t1) del campo vectorial paralelo deter-
minado en (i) es un isomorfismo que denominaremos trasporte paralelo.
Demostracio´n. Es suficiente considerar el caso γ|[t0,t1] contenido en una carta
(u,M ′). En el caso contrario subdividir´ıamos el intervalo [t0, t1] en un nu´mero
finito de partes cuyas ima´genes estuvieran contenidas en una carta. Si ponemos
u ◦ γ(t) = u(t) y Γ es el s´ımbolo de Christoffel asociado a la carta (u,M ′) de la









, V (t)) = 0.
El lema es consecuencia de los resultados esta´ndar para ecuaciones ordinarias
de primer orden. Las soluciones V (t) de la ecuacio´n anterior forman un espacio
vectorial isomorfo a E.
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Una geode´sica γ es un camino de clase C∞ que satisface la ecuacio´n
∇dγ(t)/dtdγ(t)/dt = 0.











Los resultados esta´ndar para ecuaciones diferenciales de segundo orden nos da
que para cada X ∈ TM existe un intervalo J(X) conteniendo al 0 y una geode´si-
ca γ = γX : J(X) −→ M con dγ(0)dt = X. El par (cX , J(X)) esta´ un´ıvocamente
determinado si elegimos J(X) maximal con respecto a la propiedad anterior.
Si reformulamos ligeramente la ecuacio´n anterior obtenemos la existencia de un
entorno abierto T˜M de M en TM tal que para todo V ∈ T˜M , la geode´sica
γV (t) esta´ definida para |t| < 2.
La aplicacio´n exponencial exp : T˜M → M se define como exp(V ) = γV (1),
y la restriccio´n de exp a la fibra TMx en T˜M se denota por expx.
En toda variedad riemannianaM existe exactamente una derivada covariante
con torsio´n 0 tal que para toda curva enM , la traslacio´n paralela es una isometr´ıa
(ve´ase Teorema 1.8.11 de [41]). A esta derivada se denomina derivada de Levi-
Civita`.
Exponemos, a continuacio´n, algunas propiedades de la funcio´n exponencial.
Ve´ase [43, 41], para una demostracio´n del siguiente teorema.
Teorema 1.2. Sea (M, g) una variedad riemanniana. Consideramos la deriva-
cio´n de Levi-Civita`. Entonces para cada x ∈ M existe un numero r > 0 tal que
la aplicacio´n expx : B(0x, r) ⊂ TMx →M esta´ definida y verifica:
1. expx : B(0x, δ) → BM(x, δ) es un difeomorfismo bi-Lipschitz C∞, para
toda δ ∈ (0, r].
2. expx transforma segmentos que pasan por 0x y esta´n contenidos en B(0x, r)
en geode´sicas en BM(x, r).
3. d expx(0x) = idTMx.
En particular, teniendo en consideracio´n la condicio´n 3, para cada C > 1, el
radio r puede ser elegido suficientemente pequen˜o para que las aplicaciones expx :
B(0x, r)→ BM(x, r) y exp−1x : BM(x, r)→ B(0x, r) sean C-Lipschitz.
Cualquier camino γ que une p y q en M y tal que L(γ) = d(p, q) es una
geode´sica, y se denomina geode´sica minimal. En lo que sigue, si no se especifica
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lo contrario, supondremos que un camino geode´sico esta parametrizado por la
longitud del arco.
La traslacio´n paralela nos da, de forma natural, la diferencia de las medidas
de longitud entre vectores (o formas) que esta´n en diferentes espacios tangentes
(o en duales de espacios tangentes, esto es, en diferentes fibras del fibrado cotan-
gente) siempre que exista una geode´sica minimizante que una sus proyecciones
en M . Sea γ una geode´sica minimizante que conecte dos puntos x, y ∈ M , de
forma que γ(t0) = x, γ(t1) = y. Sean los vectores V ∈ TMx,W ∈ TMy, entonces
podemos definir la distancia entre V y W como el nu´mero
‖W − P t1t0,γ(V )‖y = ‖V − P t0t1,γ(W )‖x
(esta igualdad es cierta porque P t1t0 es una isometr´ıa lineal entre dos espacios
tangentes, con inversa P t0t1 ). Del hecho de que los espacios T
∗Mx y TMx son
isome´tricamente identificables por la formula v = 〈v, ·〉, podemos, de manera
obvia, utilizar el mismo me´todo seguido en espacios tangentes, para medir dis-
tancias entre formas ξ ∈ T ∗Mx y η ∈ T ∗My que se encuentran en diferentes
fibras del fibrado cotangente.
Teorema 1.3 (Hopf-Rinow). Si M es una variedad finito-dimensional rie-
manniana completa y conexa, entonces existe al menos una geode´sica minimal
que conecta dos puntos cualquiera de M .
En otro orden de cosas, para cualquier punto p dado, la afirmacio´n “q puede
ser unido a p por una u´nica geode´sica minimal” es cierta para casi todo q ∈M ;
ver [44]. Como es bien conocido, el teorema de Hopf-Rinow falla cuando M es
infinito-dimensional, pero Ekeland [32] probo´ (utilizando su celebre principio
variacional) que, en infinitas dimensiones, el conjunto de puntos que pueden ser
unidos por una geode´sica minimal en M es denso.
Teorema 1.4 (Ekeland). Si M es una variedad riemanniana de dimensio´n
infinita, completa y conexa, entonces para cualquier punto p dado, el conjun-
to {q ∈ M : q que pueden ser unidos a p por una unica geode´sica minimal } es
residual en M .
Recalcamos que una variedad riemanniana M , se dice que es geode´sicamente
completa cuando el intervalo maximal de definicio´n de cada geode´sica enM es R.
Esto es equivalente a decir que para cualquier x ∈M , la aplicacio´n exponencial
expx esta´ definida en todo el espacio tangente TMx (aunque, no obstante, expx
no es necesariamente inyectiva en TMx). Sabemos tambie´n que toda variedad
riemanniana completa es geode´sicamente completa. De hecho se tiene el siguiente
resultado (ve´ase [43], p. 224 para una demostracio´n).
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Proposicio´n 1.5. Sea (M, g) una variedad riemanniana. Conside´rese las si-
guientes condiciones:
1. M es completa (con respecto a la g-distancia).
2. M es geode´sicamente completa.
3. Para cualquier x ∈M , la aplicacio´n exponencial expx esta´ definida en todo
TMx.
4. Existe algu´n x ∈M tal que la aplicacio´n exponencial expx esta´ definida en
todo TMx.
Entonces (1) =⇒ (2) =⇒ (3) =⇒ (4), y si suponemos que M es finito-
dimensional, entonces todas las condiciones son equivalentes a cinco:
5. Cada conjunto de M cerrado y dg-acotado es compacto.
Ahora estableceremos algunos resultados acerca de la convexidad en variedades
riemannianas.
Definicio´n 1.6. Diremos que un subconjunto U de una variedad riemanniana
es convexo si para cualquier x e y, x, y ∈ U , existe una u´nica geode´sica que une x
e y, tal que la longitud de la geode´sica es igual a dist(x, y), y que esta´ contenida
en U .
Cada variedad riemanniana es localmente convexa, en el siguiente sentido.
Teorema 1.7 (Whitehead). Sea M una variedad riemanniana. Para cada
x ∈M , existe c > 0 tal que para todo r con 0 < r < c, la bola abierta B(x, r) =
expxB(0x, r) es convexa.
Este teorema justifica la necesidad de introducir la nocio´n de variedad uni-
formemente localmente convexa, que sera´ utilizada de manera relevante cuando
desarrollemos los principios variacionales y las ecuaciones de Hamilton-Jacobi
en variedades riemannianas.
Definicio´n 1.8. Diremos que una variedad riemanniana M es uniformemente
localmente convexa cuando existe c > 0 tal que para cada x ∈ M y cada r con
0 < r < c la bola B(x, r) = expxB(0x, r) es convexa.
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Definicio´n 1.9. El radio de convexidad de un punto x ∈ M en una variedad
riemanniana M lo definimos como el supremo en R+ de los numeros r > 0 tales
que la bola B(x, r) es convexa. Anotamos este supremo por c(M,x), y definimos
el radio de convexidad global de M como c(M) := inf{c(M,x) : x ∈M}.
Observacio´n 1.10. De las definiciones precedentes se concluye directamente
que una variedad riemanniana M es uniformemente localmente convexa cuando,
y so´lo cuando, c(M) > 0.
Observacio´n 1.11. Por el teorema de Whitehead sabemos que c(x,M) > 0 para
cada x ∈ M . En otro orden de cosas, la funcio´n x 7→ c(x,M) es continua en
M , ve´ase [41, Corollary 1.9.10]. Consecuentemente, si M es compacta, entonces
c(M) > 0, esto es, M es uniformemente localmente convexa.
La nocio´n de radio de inyectividad de una variedad riemanniana, tambie´n,
jugara´ un papel relevante en el estudio de los principios variacionales y las ecua-
ciones de Hamilton-Jacobi.
Definicio´n 1.12. Definimos el radio de inyectividad de una variedad rieman-
niana M en un punto x ∈M como el supremo en R+ de los nu´meros r > 0 tales
que expx es un difeomorfismo de clase C
∞ entre la bola B(0x, r) y su imagen.
Anotamos este supremo por i(M,x). El radio de inyectividad de M lo definimos
por i(M) := inf{i(M,x) : x ∈M}.
Observacio´n 1.13. Para una variedad finito-dimensional M , se prueba que
i(M,x) equivale al supremo de lo nu´meros r > 0 tales que expx es inyectiva
cuando la restringimos a la bola B(0x, r), ve´ase [41]. Si embargo, para variedades
infinito dimensionales no esta´ claro si esta afirmacio´n es siempre verdadera.
Observacio´n 1.14. Por el Teorema 1.2 sabemos que i(x,M) > 0 para cada
x ∈M . Tambie´n conocemos que la funcio´n x 7→ i(x,M) es continua en M [41,
Proposition 2.1.10]. Consecuentemente, si M es compacta, entonces i(M) > 0.
Definicio´n 1.15. Sea M una variedad riemanniana, y T1M = {X ∈ TM :
‖X‖ = 1}. Sea X ∈ T1 con proyeccio´n τX = p y σ(X) el supremo de los t con
d(p, expp tX) = t. Para p ∈M denotamos por C˜(p) al conjunto de los elementos
σ(X)X ∈ TpM con X ∈ TpM ∩ T1M cuando σ(X) es finito. Al conjunto C˜(p)
se denomina cut locus tangencial de p, y su imagen C(p) por la funcio´n expp se
denomina cut locus de p.
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Observacio´n 1.16. Del Lema 2.1.11 de [41] se desprende que cuando la varie-
dad riemanniana M es completa y finito dimensional el radio de inyectividad en
un punto x ∈ M esta´ caracterizado por la distancia de x al cut locus C(x) de
x. Por tanto, para cada x ∈ M y cada r > 0 con r < i(M,x), la funcio´n expx
es un difeomorfismo que preserva las distancias radiales cuando se restringe a
la bola de radio r en el espacio tangente TMx.
Finalmente consideramos algunos teoremas del valor medio. Los dos resul-
tados siguientes se deducen fa´cilmente de los teoremas del valor medio para
funciones de una variable, pero es conveniente establecerlos con precisio´n y de-
mostrarlos para utilizarlos en futuras referencias.
Teorema 1.17 (Teorema del Valor Medio). Sea (M, g) una variedad rie-
manniana , y f : M → R una aplicacio´n diferenciable Fre´chet, entonces para
cada par de puntos p, q ∈ M , y cualquier camino geode´sico minimal σ : I → M
que una p y q, existe t0 ∈ I tal que
f(p)− f(q) = d(p, q)df(σ(t0))(σ′(t0));
en particular |f(p)− f(q)| ≤ ‖df(σ(t0))‖σ(t0)d(p, q).
Demostracio´n. Del hecho de que σ es una geode´sica minimal podemos suponer
que I = [0, d(p, q)] y ‖σ′(t)‖σ(t) = 1 para todo t ∈ I, σ(0) = q, σ(d(p, q)) = p.
Consideramos la funcio´n h : I → R definida por h(t) = f(σ(t)). Aplicando el
teorema del valor medio a la funcio´n h tenemos un punto t0 ∈ I tal que
f(p)− f(q) = h(d(p, q))− h(0) = h′(t0)(d(p, q)− 0) = df(σ(t0))(σ′(t0))d(p, q),
y, considerando que ‖σ′(t0)‖σ(t0) = 1 y |df(σ(t0))(σ′(t0))| ≤ ‖df(σ(t0))‖σ(t0), se
obtiene |f(p)− f(q)| ≤ ‖df(σ(t0))‖σ(t0)d(p, q).
Cuando los puntos no pueden ser unidos por una geode´sica minimal tenemos
un resultado menos preciso que establece que si una funcio´n tiene derivada acota-
da, entonces es Lipschitz con respecto a la g-distancia enM . Este resultado sigue
siendo cierto cuando las funciones esta´n valoradas en una variedad riemannia-
na. Para una funcio´n diferenciable entre variedades riemannianas f : M → N ,
definimos la norma de la derivada df(p) en un punto p ∈M por
‖df(p)‖p := sup{‖df(p)(v)‖f(p) : h ∈ TMp, ‖v‖p ≤ 1} =
sup{ζ(df(p)(v)) : v ∈ TMp, ζ ∈ T ∗Nf(p), ‖v‖p = 1 = ‖ζ‖f(p)}.
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Teorema 1.18 (Desigualdad de valor medio). Sean M,N variedades rie-
mannianas , y f :M → N una aplicacio´n Fre´chet diferenciable. Suponemos que
f tiene derivada acotada, de forma ma´s precisa ‖df(x)‖x ≤ C para cada x ∈M ,




) ≤ CdM(p, q)
para todo p, q ∈M .
Demostracio´n. Fijemos dos puntos cualquiera p, q ∈ M . Tomamos cualquier
ε > 0. Por definicio´n de d(p, q), existe un camino C1 γ : [0, T ] → M con
γ(0) = q, γ(T ) = p, y
L(γ) ≤ dM(p, q) + ε
C
;
Podemos suponer que ‖γ′(t)‖γ(t) = 1 para todo t ∈ [0, T ] = [0, L(γ)]. Conside-
rando el camino β(t) := f(γ(t)), que une los puntos f(p) y f(q) en N , y teniendo
















Cdt = CT ≤ C(dM(p, q) + ε/C) = CdM(p, q) + ε.
Por tanto dN(f(p), f(q)) ≤ CdM(p, q)+ε para todo ε > 0 de donde se obtiene
que dN(f(p), f(q)) ≤ CdM(p, q).
En la seccio´n 4.6. del cap´ıtulo 4 se generalizan estos teoremas del valor medio
a los casos de subdiferenciabilidad y superdiferenciabilidad de funciones definidas
en variedades riemannianas.
El siguiente teorema del valor medio es un resultado inverso del u´ltimo teo-
rema, que es inmediato cuando los espaciosM y N son espacios de Hilbert, pero
requiere justificacio´n cuando se trata de variedades riemannianas.
Proposicio´n 1.19. Sean M,N variedades riemannianas. Si f : M → N son
K-Lipschitz (esto es, dN(f(x), f(y)) ≤ KdM(x, y) para todo x, y ∈M), entonces
‖df(x)‖x ≤ K para todo x ∈M .
Demostracio´n. Consideramos primero el caso N = R. Suponemos que existe
x0 ∈ M con ‖df(x0)‖x0 > K. Tomamos v0 ∈ TMx0 tal que ‖v0‖x0 = 1 y
df(x0)(v0) > K. Consideramos la geode´sica γ(t) = expx0(tv0) definida por |t| ≤
r0 con r0 > 0 suficientemente pequen˜o. Definimos F : [−r0, r0]→ R por F (t) =
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f(γ(t)). Tenemos que F ′(0) = df(x0)(v0) > K. Por la definicio´n de F ′(0) existe
algu´n δ0 ∈ (0, r0) tal que
F (t)− F (0)
t
> K if |t| ≤ δ0.
Tomando t1 = −δ0, t2 = δ0 y poniendo F (t1)−F (0) < Kt1 y F (t2)−F (0) > Kt2,
se obtiene, sumando las expresiones,
F (t2)− F (t1) > K(t2 − t1).
Si ponemos x1 = γ(t1), x2 = γ(t2) en la expresio´n anterior
f(x2)− f(x1) > K(t2 − t1) = Kd(x2, x1),
lo que contradice que f es K-Lipschitz.
Ahora consideramos el caso general, cuando el conjunto de llegada es una
variedad riemanniana N .
Supongamos que ‖df(x0)‖x0 > K para algu´n x0 ∈ M , entonces existe
algu´n ζ0 ∈ T ∗Nf(x0) y v0 ∈ TMx0 con ‖v0‖x0 = 1 = ‖ζ0‖f(x0) y tal que









B(f(x0), s0) → B(0f(x0), s0) sea un difeomorfismo (1 + ε)-Lipschitz y K <
(1 + ε)K < ‖df(x0)‖x0 . Ahora tomamos r0 > 0 suficientemente pequen˜o pa-
ra que f(B(x0, r0)) ⊂ B(f(x0), s0), y definimos la composicio´n





Es evidente que g es (1+ε)K-Lipschitz. Pero, del hecho de que d exp−1f(x0)(f(x0))










= ‖df(x0)‖x0 > (1 + ε)K,
y esto contradice el resultado que hemos probado en el caso N = R.
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Cap´ıtulo 2
Principio variacional suave en
variedades riemannianas
Como ya advertimos en la introduccio´n general, en un espacio de Hilbert de
dimensio´n infinita X, las funciones de clase C∞ de X en R que no tienen ningu´n
punto cr´ıtico son densas en el espacio de las funciones continuas C(X,R). Esto
conlleva que, dada una funcio´n regular en una variedad riemanniana infinito-
dimensional, en general carecemos de expectativas de encontrar algu´n punto
cr´ıtico, independientemente de la forma que tenga la funcio´n, y que los pro-
blemas de optimizacio´n sean mucho ma´s dif´ıciles de abordar que en dimensio´n
finita. Tendremos por tanto que recurrir a resultados que permitan garantizar
la existencia de puntos casi cr´ıticos, es decir, puntos en los que la derivada es
muy pequen˜a (pero no nula en general). Los principios variacionales, tambie´n
llamados principios de minimizacio´n perturbada, nos proporcionan tales puntos
cr´ıticos aproximados (bien entendido, en los casos en que la forma de la funcio´n
en cuestio´n indica que, si nos encontra´ramos en un contexto finito dimensional
en lugar de en un espacio de dimensio´n infinita, dicha funcio´n deber´ıa tener un
ma´ximo o un mı´nimo). En las u´ltimas de´cadas del pasado siglo varios autores
establecieron y estudiaron resultados en esta l´ınea. Aqu´ı solo mencionaremos los
que nos parecen ma´s significativos: el principio de Ekeland, el de Borwein-Preiss,
y el de Deville-Godefroy-Zizler. Histo´ricamente, el principio variacional de Eke-
land fue el primero en aparecer, el que se aplica a la clase mayor de espacios (los
espacios me´tricos completos), y todav´ıa uno de los ma´s potentes y que siguen
generando ma´s aplicaciones. A continuacio´n damos su enunciado (ver [31] para
una demostracio´n).
Teorema 2.1 (Principio Variacional de Ekeland). Sea X un espacio me´tri-
co completo, y sea f : X −→ (−∞,∞] una funcio´n propia semicontinua in-
feriormente que esta´ acotada inferiormente. Sean ε > 0 y x0 ∈ X tales que
f(x0) < inf{f(x) : x ∈ X}+ ε. Entonces, para cada λ con 0 < λ < 1, existe un
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punto z ∈ Dom(f) tal que:
(i) λd(z, x0) + f(z) ≤ f(x0)
(ii) d(z, x0) < ε/λ
(iii) f(z) < λd(x, z) + f(x) para todo x ∈ X tal que x 6= z.
Esto significa, groseramente, que cualquier funcio´n semicontinua inferiormen-
te puede ser perturbada por una funcio´n con forma de cono casi liso en todas las
direcciones de modo que la diferencia alcance un mı´nimo global. El principio de
Borwein-Preiss es va´lido en el marco de los espacios de Banach con normas di-
ferenciables, pero puede enunciarse de una forma mucho ma´s simple y atractiva
en el caso de un espacio de Hilbert, como vemos a continuacio´n. En este caso la
funcio´n con la que se perturba la original es un mu´ltiplo pequen˜o del cuadrado
de la distancia a un determinado punto z, funcio´n que es relativamente plana en
las proximidades del punto y donde la perturbacio´n alcanza su mı´nimo, y que
a la vez presenta la ventaja de ser diferenciable en todos los puntos (lo que no
ocurre con los conos de Ekeland).
Teorema 2.2. Sean (X, ‖ · ‖) un espacio de Hilbert, f : X → (−∞,∞] una
funcio´n semicontinua inferiormente y acotada inferiormente, ε > 0. Sea x0 ∈ X
tal que f(x0) < inf f + ε. Entonces, para cada λ > 0, existen z ∈ B(x0, λ),
y ∈ B(z, λ), tales que f(y) ≤ f(x0) y la funcio´n




alcanza un mı´nimo fuerte en y.
El hecho de que toda variedad riemanniana es un espacio me´trico nos permi-
te aplicar, de forma inmediata, el principio variacional de Ekeland en cualquier
variedad riemanniana completa. Pero algunas veces, y especialmente cuando
queremos construir una buena teor´ıa de subdiferenciabilidad, necesitamos susti-
tuir el cono por una funcio´n regular arbitrariamente pequen˜a y con constante de
Lipschitz tambie´n pequen˜a. Esto es justamente lo que consigue, en el contexto
de los espacios de Banach con suficientes funciones diferenciables, el principio
variacional suave de Deville-Godefroy-Zizler, cuyo enunciado damos tambie´n a
continuacio´n. Utilizamos las siguientes notaciones: ‖ϕ‖∞ = sup{|ϕ(x)| : x ∈ X},
‖ϕ′‖∞ = sup{‖ϕ′(x)‖ : x ∈ X}.
Teorema 2.3. Sea X un espacio de Banach con una funcio´n meseta de clase
C1 y Lipschitz, y sea F : X −→ (−∞,∞] una funcio´n propia, semicontinua
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inferiormente y acotada inferiormente. Entonces, para cada δ > 0, existen una
funcio´n ϕ de clase C1 con derivada acotada y un punto x0 ∈ X tales que:
1. F − ϕ alcanza un mı´nimo en X en el punto x0,
2. ‖ϕ‖∞ < δ, y ‖ϕ′‖∞ < δ.
Cuando el espacio de Banach X posee una funcio´n meseta de clase Cp con
derivadas todas ellas acotadas puede darse una versio´n ma´s refinada de este
resultado. A continuacio´n enunciamos una particularizacio´n del caso p = 2 que
utilizaremos en las demostraciones de algunos resultados del Cap´ıtulo 3. Para un
enunciado ma´s general y una demostracio´n adecuada, se puede consultar [28].
Teorema 2.4. Sea X un espacio de Banach con una funcio´n meseta de clase
C2 con derivadas acotadas, y sea F : X −→ (−∞,∞] una funcio´n propia,
semicontinua inferiormente y acotada inferiormente. Entonces, para cada δ > 0,
existen una funcio´n ϕ de clase C2 con derivadas acotadas y un punto x0 ∈ X
tales que:
1. F − ϕ alcanza un mı´nimo en X en el punto x0,
2. ‖ϕ‖∞ < δ, ‖ϕ′‖∞ < δ, y ‖ϕ′′‖∞ < δ.
Desafortunadamente, las ideas de la demostracio´n del Principio Variacional
DGZ en espacios de Banach no pueden ser transferidas, de forma general, cuando
se trata de variedades riemannianas. Es necesario, en principio, imponer ciertas
condiciones a la variedad. La siguiente definicio´n apunta en esta direccio´n.
2.1. Concepto de variedad riemanniana unifor-
memente mesetable
Definicio´n 2.5. Diremos que una variedad riemanniana M es uniformemente
mesetable cuando existan dos nu´meros R > 1 (posiblemente grande) y r > 0
(pequen˜o) tales que para todo p ∈M y δ ∈ (0, r) existe una funcio´n b :M → [0, 1]
de clase C1 tal que:
1. b(p) = 1
2. b(x) = 0 si d(x, p) ≥ δ
3. supx∈M ‖db(x)‖x ≤ R/δ.
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Observacio´n 2.6. Es fa´cil ver que toda variedad riemanniana M es meseta-
ble, en el sentido de que para todo p ∈ M y δ > 0, existe una funcio´n meseta
b : M → [0, 1] con b(p) = 1, b(x) = 0 para x /∈ B(p, δ), y b es Lipschitz, esto
es supx∈M ‖db(x)‖x <∞. Lo que no esta´ claramente determinado son las varie-
dades riemannianas uniformemente mesetables. De hecho un espacio de Hilbert
es uniformemente mesetable, y existen muchos ejemplos naturales de varieda-
des riemannianas que son uniformemente mesetables. Lo que no conocemos es
ningu´n ejemplo de variedad riemanniana que no sea uniformemente mesetable.
Problema abierto 2.7. ¿Son uniformemente mesetables todas las variedades
riemannianas?.
Lema 2.8. Sea M una variedad riemanniana. Si M es uniformemente meseta-
ble, entonces M ×M es uniformemente mesetable, tambie´n.
Demostracio´n. La estructura natural riemanniana en M ×M esta´ inducida por
la de (M, g) en el siguiente sentido
(g × g)(p1,p2)
(
(v1, v2), (w1, w2)
)
:= gp1(v1, w1) + gp2(v2, w2).
Sea dM×M la notacio´n de la distancia que la me´trica riemanniana da al producto
M ×M . Es obvio que si γ(t) = (α(t), β(t)) es un camino en M ×M , entonces
α y β son caminos en M que satisfacen
ma´x{L(α), L(β)} ≤ L(γ) ≤ L(α) + L(β) ≤ 2ma´x{L(α), L(β)},
lo que implica
ma´x{dM(x1, y1), dM(x2, y2)} ≤ dM×M
(
(x1, x2), (y1, y2)
) ≤
dM(x1, y1) + dM(x2, y2) ≤ 2ma´x{dM(x1, y1), dM(x2, y2)}
para todo x = (x1, x2), y = (y1, y2) ∈ M × M . Como M es uniformemente
mesetable, existen nu´meros R = RM > 1 y rM > 0 tales que para todo p0 ∈M ,
δ ∈ (0, rM) existe una funcio´n, b : M → [0, 1] de clase C1, tal que b(p0) = 1,
b(x) = 0 si dM(x, p0) ≥ δ, y supx∈M ‖db(x)‖x ≤ R/δ. Ahora tomamos un punto
cualquiera p = (p1, p2) ∈ M × M . Para todo δ ∈ (0, rM), existen funciones
meseta, b1, b2, regulares de clase C
1 en M tales que bi(pi) = 1, bi(xi) = 0 cuando
dM(xi, pi) ≥ δ, y ‖db(xi)‖ ≤ R/δ para todo xi ∈ M ; i = 1, 2. Definimos una
funcio´n meseta, b :M ×M → R, de clase C1 por
b(x) = b(x1, x2) = b1(x1)b2(x2) for all x = (x1, x2) ∈M ×M.
Es obvio que b(p1, p2) = 1. Si dM×M(x, p) ≥ 2δ, entonces tenemos que
2ma´x{dM(x1, p1), dM(x2, p2)} ≥ dM×M(x, p) ≥ 2δ,
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cuando dM(xi, pi) ≥ δ para algu´n i ∈ {1, 2}, por tanto bi(xi) = 0 para algu´n i,
y b(x) = 0. Finalmente, tenemos que
‖db(x1, x2)‖2(x1,x2) = ‖db1(x1)‖2x1 + ‖db2(x2)‖2x2 ≤ 2(R/δ)2,





para todo x = (x1, x2) ∈M ×M . Por tanto M ×M satisface las condiciones de
la definicio´n 2.5, con RM×M = 2
√
2R, y rM×M = 2rM .
El siguiente teorema ofrece algunas condiciones suficientes para que una va-
riedad riemanniana sea uniformemente mesetable.
Teorema 2.9. Sea M una variedad riemanniana. Consideramos las siguientes
seis condiciones:
1. M es compacta.
2. M es finito-dimensional, completa, y tiene radio de inyectividad i(M) es-
trictamente positivo.
3. M es uniformemente localmente convexa y tiene radio de inyectividad i(M)
estrictamente positivo.
4. Existe una constante r > 0 tal que para todo x ∈ M la aplicacio´n expx
esta´ definida en B(0x, r) ⊂ TMx, expx : B(0x, r) → B(x, r) es un difeo-
morfismo de clase C∞, y la funcio´n distancia esta´ dada por la expresio´n
d(y, x) = ‖ exp−1x (y)‖x for all y ∈ B(x, r).
5. Existe una constante r > 0 tal que para todo x ∈ M la funcio´n distancia
a x, y ∈M 7→ d(y, x), es de clase C∞ en B(x, r) \ {x}.
6. M es uniformemente mesetable.
Entonces (1) =⇒ (2) =⇒ (3) ⇐⇒ (4) =⇒ (5) =⇒ (6).
Demostracio´n. (1) =⇒ (2) es una consecuencia trivial de la observacio´n 1.14.
(2) =⇒ (3): Es consecuencia inmediata de la observacio´n 1.16.
(3) =⇒ (4): Considerando que i(M) > 0, y sabiendo que existe algu´n r1 > 0
tal que expx es un difeomorfismo en su imagen cuando se restringe a la bola
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B(0x, r1), para todo x ∈ M . El hecho de que M es uniformemente localmente
convexa implica que existe algu´n r2 > 0 tal que
d(y, x) = ‖ exp−1x (y)‖x for all y ∈ B(x, r2).
Podemos suponer, obviamente, que r1 = r2 := r. En particular expx aplica
B(0x, r) en B(x, r).
(4) =⇒ (3) es obvio.
(4) =⇒ (5) es trivial, de los hechos de que exp−1x es un C∞ difeomorfismo
entre dos bolas, ‖ · ‖x es C∞ en TMx \ {0x}, y d(y, x) = ‖ exp−1x (y)‖x para todo
y ∈ B(x, r).
(5) =⇒ (6): Suponemos que la funcio´n distancia y 7→ d(y, x) es C∞ en B(x, r)\
{x}. Sea θ : R→ [0, 1] una funcio´n C∞ y Lipschitz tal que θ−1(1) = (−∞, 1/3]
y θ−1(0) = [1,∞). Para un punto dado x ∈M y un nu´mero δ ∈ (0, r), definimos







Teniendo en consideracio´n el hecho de que de que la funcio´n distancia y 7→ d(y, x)
es 1-Lipschitz y que la norma de su derivada esta´ acotada por 1 en todos los
puntos (ver proposicio´n 1.19), es fa´cil comprobar que b satisface las condiciones
1-2-3 de la definicio´n 2.5, para una constante R = ‖θ′‖∞ > 1 que so´lo depende
de la funcio´n θ, pero no del punto x ∈M .
Observacio´n 2.10. La condicio´n de que M tenga radio de inyectividad es-
trictamente positivo no es necesaria para que M sea uniformemente mesetable,
como se puede ver en el siguiente ejemplo. Sea M la superficie de R3 definida
por la ecuacio´n z = 1/(x2 + y2), (x, y) 6= (0, 0), con la estructura riemanniana
natural inducida por R3, entonces i(M) = 0 y no es dif´ıcil comprobar que M es
uniformemente mesetable.
2.2. Principios variacionales en variedades rie-
mannianas
El siguiente teorema es una extensio´n natural del Principio Variacional sua-
ve de Deville-Godefroy-Zizler a variedades riemannianas uniformemente mese-
tables. Recordamos que una funcio´n F :M → R∪{+∞} se dice que alcanza un
mı´nimo fuerte en p cuando F (p) = infx∈M F (x) y l´ımn→∞ d(pn, p) = 0 cuando
(pn) es una sucesio´n minimizante (esto es, si l´ımn→∞ F (pn) = F (p)).
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Teorema 2.11 (Principio Variacional Suave en Variedades). Sea (M, g)
una variedad riemanniana completa que sea uniformemente mesetable, y sea
F : M −→ (−∞,+∞] una funcio´n semicontinua inferiormente y acotada infe-
riormente, F 6≡ +∞, entonces para cada δ > 0 existe una funcio´n de clase C1
y acotada ϕ :M −→ R tal que:
1. F − ϕ alcanza un mı´nimo fuerte en M ,
2. ‖ϕ‖∞ := supp∈M |ϕ(p)| < δ, y ‖dϕ‖∞ := supp∈M ‖dϕ(p)‖p < δ.
Observacio´n 2.12. La suposicio´n de que M es completa es necesaria, basta
observar el siguiente ejemplo trivial: M = (−1, 1) ⊂ R, f(x) = x.
La demostracio´n del teorema 2.11 es consecuencia de los tres lemas que
presentamos a continuacio´n. En lo que sigue B(x, r) denota la bola abierta de
centro x y radio r en el espacio me´trico M , y B(ϕ, r) la bola abierta de centro
ϕ y radio r en el espacio de Banach Y .
Lema 2.13. Sea M un espacio me´trico completo, y (Y, ‖ · ‖) un espacio de Ba-
nach de funciones reales acotadas y continuas en M que satisfacen las siguientes
condiciones:
1. ‖ϕ‖ ≥ ‖ϕ‖∞ = sup{|ϕ(x)| : x ∈M} para cada ϕ ∈ Y .
2. Existen nu´meros C > 1, r > 0 tales que para cada p ∈M , ε > 0 y δ ∈ (0, r)
existe una funcio´n b ∈ Y tal que b(p) = ε, ‖b‖Y ≤ Cε(1+ 1/δ), y b(x) = 0
si x 6∈ B(p, δ).
Sea f : M → R ∪ {+∞} una funcio´n semicontinua inferiormente, acotada
inferiormente y tal que Dom(f) = {x ∈ M |f(x) < +∞} 6= ∅, entonces el
conjunto G de todas las funciones ϕ ∈ Y tales que f + ϕ alcanza un mı´nimo
fuerte en M contienen un subconjunto Gδ denso de Y .
Demostracio´n. Dado un nu´mero N ∈ N tal que N ≥ 1/r, y para cada n ∈ N
con n ≥ N , consideramos el conjunto
Un = {ϕ ∈ Y | ∃x0 ∈M : (f + ϕ)(x0) < inf{(f + ϕ)(x)|x ∈M\B(x0, 1
n
)}}.
Probaremos, en primer lugar, que Un es un subconjunto abierto denso de Y . En
efecto,
• Un es abierto. Dado ϕ ∈ Un. Por la definicio´n de Un existe x0 ∈ M tal que
(f+ϕ)(x0) < inf{(f+ϕ)(x)|x ∈M\B(x0, 1n)}. Tomando 2ρ = inf{(f+ϕ)(x)|x ∈
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M\B(x0, 1n)} − (f + ϕ)(x0) > 0 y del hecho ‖ · ‖Y ≥ ‖ · ‖∞, se obtiene que
BY (ϕ, ρ) ⊂ B∞(ϕ, ρ) ⊂ Un.
• Un es denso en Y . Tomando ϕ ∈ Y y ε > 0. Dado que f + ϕ esta´ acotada
inferiormente existe x0 ∈ M tal que (f + ϕ)(x0) < inf{(f + ϕ)(x)|x ∈ M} + ε.
Ponemos ahora δ = 1/n < r, y utilizamos la condicio´n (2) para tomar una
funcio´n b ∈ Y tal que b(x0) = ε, ‖b‖Y ≤ C(n+1)ε, y b(x) = 0 para x 6∈ B(x0, 1n),
entonces (f + ϕ)(x0) − b(x0) < inf{(f + ϕ)(x)|x ∈ M}, y si definimos h = −b,
tenemos que
(f + ϕ+ h)(x0) < inf{(f + ϕ)(x)|x ∈M} ≤ inf{(f + ϕ)(x)|x 6∈ B(x0, 1
n
)}.
Por tanto inf{(f + ϕ)(x)|x 6∈ B(x0, 1n)} = inf{(f + ϕ + h)(x)|x 6∈ B(x0, 1n)},
y es obvio que la u´ltima desigualdad implica que ϕ + h ∈ Un. Por otra parte
tenemos que ‖h‖Y ≤ C(n + 1)ε, y como C y n son fijos y ε puede tomarse
arbitrariamente pequen˜o, se obtiene que ϕ ∈ Un, y as´ı probamos que Un es
denso en Y . Podemos aplicar el teorema de Baire para concluir que el conjunto
G =
⋂∞
n=N Un es un subconjunto denso Gδ de Y . Nos falta probar que si ϕ ∈ G
entonces f + ϕ alcanza un mı´nimo fuerte en M . Para cada n ≥ N , tomamos
xn ∈ M tal que (f + ϕ)(xn) < inf{(f + ϕ)(x)|x 6∈ B(xn, 1n)}. Claramente,
xk ∈ B(xn, 1n) si k ≥ n, lo que implica que (xn)∞n=N es una sucesio´n de Cauchy en
M y por tanto converge a algu´n x0 ∈M . Como f es semicontinua inferiormente
y
⋂∞
n=N B(x0, 1/n) = {x0}, se tiene
(f + ϕ)(x0) ≤ l´ım inf(f + ϕ)(xn)
≤ l´ım inf[inf{(f + ϕ)(x)|x ∈M \B(x0, 1
n
)}]
= inf{inf{(f + ϕ)(x)|x ∈M \B(x0, 1
n
)} : n ∈ N, n ≥ N}
= inf{(f + ϕ)(x)|x ∈M \ {x0}},
por tanto f + ϕ alcanza un mı´nimo global en x0 ∈M . Finalmente, probaremos
que f + ϕ alcanza un mı´nimo fuerte en el punto x0. Supongamos que {yn} es
una sucesio´n en M tal que (f + g)(yn) → (f + g)(x0) y (yn) no converge a x0.
Podemos suponer que d(yn, x0) ≥ ε para todo n. De la desigualdad anterior y
del hecho de que x0 = l´ımxn, podemos tomar k ∈ N tal que d(xk, yn) > 1k para
todo n, y por lo tanto
(f + ϕ)(x0) ≤ (f + ϕ)(xk) < inf{(f + ϕ)(x)|x /∈ B(xk, 1
k
)} ≤ (f + ϕ)(yn)
para todo n, lo que contradice que (f + ϕ)(yn)→ (f + ϕ)(x0).
Lema 2.14. Sea M una variedad riemanniana uniformemente mesetable, en-
tonces existen nu´meros C > 1 y r > 0 tales que para todo p ∈ M , ε > 0 y
δ ∈ (0, r) existe una funcio´n b de clase C1, b :M → [0, ε], tal que:
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1. b(p) = ε = ‖b‖∞ := supx∈M |b(x)|.
2. ‖db‖∞ := supx∈M ‖db(x)‖x ≤ Cε/δ.
3. b(x) = 0 si x 6∈ B(p, δ).
En particular, ma´x{‖b‖∞, ‖db‖∞} ≤ Cε(1 + 1/δ).
Demostracio´n. En el caso de ε = 1 la definicio´n de variedad uniformemente
mesetable nos da la existencia de b. Si ε 6= 1 basta tomar bε = εb.
Lema 2.15. Sea (M, g) una variedad riemanniana completa, entonces el espacio
vectorial Y = {ϕ : M → R |ϕ es de clase C1, acotada y Lipschitz}, dotado con
la norma ‖ϕ‖Y = ma´x{‖ϕ‖∞, ‖dϕ‖∞}, es un espacio de Banach.
Demostracio´n. Es obvio que (Y, ‖ · ‖Y ) es un espacio normado. Solamente tene-
mos que ver que Y es completo. Sea (ϕn) una sucesio´n de Cauchy respecto a la
norma ‖ · ‖Y . Del hecho de que el l´ımite uniforme de una sucesio´n de funciones
continuas entre espacios me´tricos es una funcio´n continua, es obvio que (ϕn)
converge uniformemente a una funcio´n continua ϕ :M → R. Dado que T ∗Mx es
un espacio normado y completo para cada x ∈ M , es claro que (dϕn) converge




(donde este l´ımite esta´ en T ∗Mx para cada x ∈ M). Veremos que ψ = dϕ.
Dado p ∈ M . Del Teorema 1.2 sabemos que existe algu´n r > 0 (dependiendo
de p) tal que la funcio´n exponencial esta´ definida en B(0p, r) ⊂ TMp y es un
difeomorfismo expp : B(0p, r) → B(p, r) tal que la derivada de expp y la de su
inversa (expp)
−1 esta´n acotadas por 2 en B(0p, r) y en B(p, r) respectivamente;
en particular expp es un difeomorfismo bi-Lipschitz entre dos bolas. Denotaremos
ϕ˜(h) = (ϕ ◦ expp)(h), para h ∈ B(0p, r), y ϕ˜(0p) = dϕ(p) ◦ (d expp(0p)) = dϕ(p).
Tenemos
∣∣ ϕ˜(h)− ϕ˜(0)− ψ(p)(h)
‖h‖
∣∣ = ∣∣ ϕ˜(h)− ϕ˜(0)‖h‖ − ψ(p)( h‖h‖)∣∣ ≤∣∣ ϕ˜(h)− ϕ˜(0)− (ϕ˜n(h)− ϕ˜n(0))
‖h‖
∣∣+ ∣∣ ϕ˜n(h)− ϕ˜n(0)‖h‖ − dϕ˜n(0)( h‖h‖)∣∣+∣∣(dϕ˜n(0)− ψ(p))( h‖h‖)∣∣. (1)
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Primero consideramos la expresio´n | ϕ˜(h)−ϕ˜(0)−(ϕ˜n(h)−ϕ˜n(0))‖h‖ |. Aplicando la desi-
gualdad del Teorema del Valor Medio tenemos




Como (ϕn) es una sucesio´n de Cauchy en Y deducimos que para todo ε > 0 existe
n0 ∈ N tal que |ϕ˜m(h)− ϕ˜m(0)− (ϕ˜n(h)− ϕ˜n(0))| < (ε/3)‖h‖ cuando m,n ≥ n0
luego, haciendo tender m → ∞, se obtiene |ϕ˜(h) − ϕ˜(0) − (ϕ˜n(h) − ϕ˜n(0))| <
(ε/3)‖h‖ si n ≥ n0. Por otra parte, el te´rmino |(dϕ˜n(0)−ψ(p))( h‖h‖)| de la dere-
cha de la desigualdad (1) es ma´s pequen˜o que ε/3 cuando n es suficientemente
grande; podemos suponer que esto es cierto si n ≥ n0. Finalmente, si fijamos
n = n0, el te´rmino | ϕ˜n0 (h)−ϕ˜n(0)‖h‖ − dϕ˜n0(0)( h‖h‖)| puede hacerse ma´s pequen˜o que
ε/3 si ‖h‖ es suficientemente pequen˜o, digamos ‖h‖ ≤ δ. Por combinacio´n de
las estimaciones que hemos realizado, para n = n0, el te´rmino a la izquierda
de la desigualdad (1) es ma´s pequen˜a que ε si ‖h‖ ≤ δ. Lo que hace que ϕ˜ sea
diferenciable en p, con dϕ˜(0p) = ψ(p). Por tanto ϕ es diferenciable en p, con
dϕ(p) = ψ(p). Concluimos que Y es un espacio de Banach viendo que dϕ = ψ es
continua y acotada. Dado ε > 0. Del hecho de que (ϕn) es una sucesio´n de Cau-
chy en Y , existe n0 ∈ N tal que ‖dϕn(y)−dϕm(y)‖y ≤ ε para todo y ∈M cuando
n,m ≥ n0. Haciendo tender m→∞ deducimos que ‖dϕn(y)− ψ(y)‖y ≤ ε para
todo y ∈M , si n ≥ n0. Por tanto tenemos que
l´ım
n→∞
‖dϕn − dϕ‖∞ = 0.
En particular, esto implica que ‖dϕ‖∞ < ∞, esto es, ϕ es Lipschitz. Ahora
podemos ver que ψ = dϕ es continua. Dado cualquier p ∈ M , existe r > 0
tal que expp : B(0p, r) → B(p, r) es un difeomorfismo 2-Lipschitz, y tambie´n
su inversa exp−1p . Definimos ϕ˜ = ϕ ◦ expp : B(0p, r) → R. Para ver que dϕ es
continua en p veremos que dϕ˜ es continua en 0p. Aplicando la desigualdad del
Teorema del Valor Medio se tiene que
‖dϕ˜(x)− dϕ˜(0)‖p ≤
‖dϕ˜(x)− dϕ˜n(x)‖p + ‖dϕ˜n(x)− dϕ˜n(0)‖p + ‖dϕ˜n(0)− dϕ˜(0)‖p ≤
2‖dϕ− dϕn‖∞ + ‖dϕ˜n(x)− dϕ˜n(0)‖p + 2‖dϕ− dϕn‖∞ =
4‖dϕ− dϕn‖∞ + ‖dϕ˜n(x)− dϕ˜n(0)‖p (2)
para todo n ∈ N, x ∈ B(0p, r) ⊂ TMp. Por tanto ‖dϕ − dϕn‖∞ → 0 cuando
n→∞, y podemos tomar n0 ∈ N tal que
‖dϕ− dϕn0‖∞ ≤ ε/8. (3)
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si ‖x‖p ≤ δ. Por combinacio´n de (2), (3) y (4), tenemos ‖dϕ˜(x)− dϕ˜(0)‖p ≤ ε si
‖x‖p ≤ δ. Esto nos hace ver que dϕ˜ es continua en 0p.
Ahora el Teorema 2.11 es una consecuencia obvia de los tres lemas anteriores.
Observacio´n 2.16. En el Lema 2.13 es posible localizar el punto donde f + g
alcanza su mı´nimo. De manera ma´s precisa, en las suposiciones del lema 2.13,
se verifica que para cada ε > 0 existe un aε tal que cuando y0 ∈ M y satisface
que f(y0) < infX f + aε, entonces existe g ∈ Y y x0 ∈M tal que:
(i) f + g alcanza su mı´nimo en x0
(ii) ‖g‖Y ≤ ε y ‖x0 − y0‖ ≤ ε.
En efecto, sea b ∈ Y tal que b(y0) = 1 y b(x) = 0 si x 6∈ B(y0, ε) y definimos
aε =
ε
4‖b‖ y h(x) = −3aεb(x). Por el lema 2.13 existe k ∈ Y y x0 ∈ M tales que
‖k‖ < aε y f + h + k alcanza su mı´nimo en x0. Definimos g(x) = h(x) + k(x)
que satisface la condicio´n (i). Tambie´n satisface que











(f + g)(x) = f(x) + k(x) > inf
X
f − aε
cuando x 6∈ B(y0, ε), lo que implica que ‖x0 − y0‖ < ε y as´ı se concluye (ii).
Observacio´n 2.17. El Lema 2.13 puede ser utilizado para obtener distintos
principios de minimizacio´n perturbada como se refleja en las siguientes obser-
vaciones:
1. Cuando tomamos M = X, un espacio me´trico y completo, e Y es el espacio
de las funciones acotadas y Lipschitz f : X → R, con la norma
‖f‖Y = ‖f‖∞ + Lip(f) = ‖f‖∞ + sup{|f(x)− f(y)|
d(x, y)
: x, y ∈ X, x 6= y}
(que satisface (1) y (2) del Lema 2.13 con C = 1 y cualquier r), entonces
se obtiene un resultado que es fa´cil ver que implica el principio variacional
de Ekeland.
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2. Cuando consideramos M = X, un espacio de Banach que tiene una meseta
de clase C1 y Lipschitz, y definimos Y como el espacio de Banach de las
funciones regulares de clase C1 y Lipschitz f : X → R, con la norma
‖f‖Y = ‖f‖∞ + ‖f ′‖∞,
entonces obtenemos el principio variacional suave de DGZ para espacios
de Banach.
3. Sea M = X cualquier espacio me´trico con alguna nocio´n de diferenciabi-
lidad bien definida, e Y el espacio de Banach de las funciones diferencia-
bles (cuando esta palabra tenga algu´n sentido en este contexto) y Lipschitz
f : X → R, con la norma
‖f‖Y = ‖f‖∞ + Lip(f).
Supongamos que X es uniformemente mesetable en el sentido de que Y
satisface (2) del Lema 2.13, entonces tendr´ıamos un principio de minimi-
zacio´n perturbada para funciones que son diferenciables y Lipschitz.
Problema abierto 2.18. ¿El Teorema 2.11 es cierto sin suponer que M es
uniformemente mesetable?
Cap´ıtulo 3
Teoremas de Rolle aproximados
3.1. Teorema de Rolle aproximado en varieda-
des
Dec´ıamos en la introduccio´n, que en dimensio´n infinita, no tenemos la espe-
ranza de generalizar los teoremas que garantizan la existencia de puntos cr´ıticos
para funciones regulares, puesto que, aunque tengan cualquier forma estas fun-
ciones, pueden carecer de ellos. En esta seccio´n, probaremos una versio´n aproxi-
mada del teorema de Rolle, el cual es cierto en cualquier variedad riemanniana
(incluso cuando tiene dimensio´n infinita).
Teorema 3.1 (Teorema de Rolle aproximado en variedades). Sea (M, g)
una variedad riemanniana, U un subconjunto abierto de M tal que U es completo
y acotado respecto a la g-distancia, p0 ∈M y R > 0 tales que Bg(p0, R) ⊆ U , y
f : U −→ R una funcio´n continua y acotada en U y diferenciable en U .
1. Si sup f(U) > sup f(∂U), entonces para cada r > 0 existe q ∈ U tal que
‖df(q)‖q ≤ r.
2. Si inf f(U) < inf f(∂U), entonces para cada r > 0 existe q ∈ U tal que
‖df(q)‖q ≤ r.
3. Si f(U) ⊆ [−ε, ε] para algu´n ε > 0, entonces existe q ∈ U tal que
‖df(q)‖q ≤ ε/R.
Corolario 3.2. Sea (M, g) una variedad riemanniana completa, U un subcon-
junto abierto y acotado de M , p0 ∈ M y R > 0 tales que Bg(p0, R) ⊆ U ,
ε > 0, y f : U −→ R una funcio´n continua y acotada en U y diferenciable
en U . Si suponemos que f(∂U) ⊆ [−ε, ε], entonces existe algu´n q ∈ U tal que
‖df(q)‖q ≤ ε/R.
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Para la demostracio´n del Teorema 3.1 necesitaremos el siguiente lema.
Lema 3.3. Sea (M, g) una variedad riemanniana y f : M −→ R una funcio´n
diferenciable en M . Si suponemos que ‖df(p)‖p > ε > 0, entonces existe un
nu´mero δ > 0 y dos caminos α, β : [0, δ]→M de clase C1 , parametrizados por
la longitud del arco, tales que
f(α(t)) < f(p)− εt, y f(β(t)) > f(p) + εt,
para todo t ∈ (0, δ].
Demostracio´n. Probaremos la existencia del camino α (el camino β se obtiene
de manera similar). Puesto que ‖df(p)‖p > ε, existe h ∈ TMp tal que ‖h‖p = 1 y
df(p)(h) < −ε, entonces (por la caracterizacio´n del espacio tangente TMp como
el conjunto de las derivadas de todos los caminos regulares que pasan por p)
podemos elegir un camino α : [0, r] → M de clase C1, parametrizado por la
longitud del arco, tal que
dα
dt
(0) = h, y α(0) = p.
Definimos la funcio´n F : [0, r]→ R por F (t) = f(α(t)), que verifica




para todo s ∈ [0, r]. En particular, para s = 0 tenemos que F ′(0) = df(p)(h) < ε,
y por tanto existe algu´n δ > 0 tal que
F (t)− F (0)
t
< −ε
para todo t ∈ (0, δ]. Esto hace que f(α(t)) < f(p)− εt para todo t ∈ (0, δ].
.
Demostracio´n del Teorema 3.1.
Caso 1: Sea η = sup f(U) − sup f(∂U) > 0. Definimos X = (U, dg), el cual
es un espacio me´trico completo. Sea n > 1 suficientemente grande para que
U ⊂ Bg(p0, n), y λ = mı´n{η/8n, r} > 0. Observamos que el dia´metro de U es
ma´s pequen˜o o igual que 2n, y por tanto se tiene que λd(x, y) ≤ η/4 para todo
x, y ∈ U . Ahora, aplicando el Principio Variacional de Ekeland 2.1, existe q ∈ U
tal que
f(y) ≤ f(q) + λd(y, q) para todo y ∈ X. (1)
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De hecho q ∈ U , puesto que si q ∈ ∂U , entonces tendr´ıamos un a tal que
f(a) ≥ sup f(U)− η/4 lo que supone que
sup f(U)−η/2 = (sup f(U)−η/4)−η/4 ≤ f(a)−λd(a, q) ≤ f(q) ≤ sup f(∂U),
sea una contradiccio´n. Afirmamos que ‖df(q)‖q ≤ λ ≤ r. En efecto, supongamos
que ‖df(q)‖q > λ, entonces aplicando el Lema 3.3, existir´ıa un camino β de clase
C1 parametrizado por la longitud del arco, tal que β(0) = q y
f(β(t)) > f(q) + λt (2)
para todo t > 0 suficientemente pequen˜o. Combinando (1) y (2), tenemos que
f(q) + λt < f(β(t)) ≤ f(q) + λd(β(t), q) ≤ f(q) + λL(β|[0,t]) = f(q) + λt
si t > 0 es suficientemente pequen˜o; pero esto es una contradiccio´n.
Caso 2: consideramos la funcio´n −f y aplicamos el caso (1).
Caso 3: Consideramos dos situaciones.
Caso 3.1: Suponemos que f(p0) 6= 0. Supondremos solamente que f(p0) < 0
(el caso f(p0) > 0 es ana´logo). Definimos λ = ε/R. Aplicando el Principio
Variacional de Ekeland, se obtiene la existencia de un q ∈ U tal que
(i) d(p0, q) ≤ 1λ(f(p0)− f(q)) ≤ 1λ(f(p0) + ε) < R, y
(ii) f(q) < f(y) + λd(y, q) si y 6= q.
La primera propiedad hace que q ∈ intBg(p0, R) ⊆ U , y utilizando el Lema 3.3
como en el caso 1, es inmediato comprobar que la segunda propiedad implica
que ‖df(q)‖q ≤ λ = ε/R.
Caso 3.2: Suponemos finalmente que f(p0) = 0 y que ‖df(p0)‖p0 > ε/R (en
otro caso ya estar´ıa probado). Por el Lema 3.3, existe δ > 0 y un camino α de
clase C1 en U tal que
f(α(t)) < f(p0)− ε
R
t
si 0 < t ≤ δ. Definimos x0 = α(δ) ∈ Bg(p0, δ). Tenemos que
f(x0) < f(p0)− ε
R
δ = − ε
R
δ < 0.
Aplicando el Principio Variacional de Ekeland con λ = ε/R tenemos un punto
q ∈ U tal que
(i) d(q, x0) ≤ f(x0)+εε < −εδ/R+εε/R = R− δ, y
(ii) f(q) < f(y) + ε
R
d(y, q) para todo y 6= q.
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Ahora, (i) implica que d(q, p0) ≤ d(q, x0) + d(x0, p0) < R − δ + δ = R, esto es,
q ∈ intBg(p0, R) ⊆ U . Y, como antes, teniendo en consideracio´n el Lema 3.3,
(ii) implica que ‖df(q)‖q ≤ ε/R.
Observacio´n 3.4. Si U no es completo el resultado es obviamente falso: con-
side´rese M = (−1, 1) ⊂ R, U = (0, 1), ∂U = {0}, f(x) = x. Por otra parte, la
estimacio´n ε/R no es mejorable, basta para comprobarlo considerar el ejemplo:
M = R, U = (−1, 1), f(x) = x, R = 1, p0 = 0, ε = 1.
3.2. Nociones sobre la subdiferencial proximal
y el gradiente generalizado
En esta seccio´n introducimos dos conceptos subdiferenciales de gran intere´s
para el estudio de funciones no regulares definidas en espacios de Hilbert, en un
caso, y en espacios de Banach en el otro, y ambos conceptos son susceptibles de
ser generalizados a variedades riemannianas.
Definicio´n 3.5. Sea X un espacio de Hilbert real. Un vector ζ∈ X se denomina
subgradiente proximal de una funcio´n semicontinua inferiormente f en x ∈
domf cuando existen dos nu´meros positivos σ y η tales que
f (y) ≥ f (x) + 〈ζ, y − x〉 − σ ‖y − x‖2 para todo y ∈ B (x, η) .
Al conjunto de los ζ se anota ∂pf(x), y nos referimos a e´l como subgradiente
proximal o como P-subdiferencial. De forma similar introducimos el supergra-
diente proximal. Para una funcio´n semicontinua superiormente f , decimos que
ζ∈ X es un supergradiente proximal de f en x ∈ Dom(f) cuando existen dos
nu´meros positivos σ y η tales que
f (y) ≤ f (x) + 〈ζ, y − x〉+ σ ‖y − x‖2 for all y ∈ B (x, η) .
Al conjunto de tales ζ lo anotamos ∂pf(x) y nos referimos a e´l como supergra-
diente proximal
A continuacio´n introducimos un lema que tendra´ gran importancia en la
seccio´n siguiente.
Lema 3.6. Sea f : X −→ (−∞,∞] una funcio´n propia semicontinua infe-
riormente. Si f − ϕ alcanza un mı´nimo local en el punto x0 y ϕ es dos veces
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diferenciable en x0, entonces ϕ
′(x0) es un subgradiente proximal de f en x0, esto
es ϕ′(x0) ∈ ∂pf(x0). De manera similar, si g : X −→ [−∞,∞) es una funcio´n
propia semicontinua superiormente, ψ es una funcio´n dos veces diferenciable en
x0 y g + ψ alcanza un ma´ximo en x0, entonces ψ
′(x0) ∈ ∂pg(x0).
Demostracio´n. Sabemos que
f(y)− f(x0) ≥ ϕ(y)− ϕ(x0) (1)
para todo y de un entorno de x0. Dado que ϕ es dos veces diferenciable en x0,
para cualquier ε > 0 podemos encontrar, dependiendo de ε, un δ > 0 tal que
|ϕ(y)− ϕ(x0)− ϕ′(x0)(y − x0)− ϕ′′(x0)(y − x0)2| ≤ ε‖y − x0‖2
cuando ‖y − x0‖ ≤ δ. Por tanto,
ϕ(y)− ϕ(x0) ≥ ϕ′(x0)(y − x0) + ϕ′′(x0)(y − x0)2 − ε‖y − x0‖2
si ‖y − x0‖ ≤ δ y considerando conjuntamente las dos desigualdades anteriores
se obtiene que
ϕ(y)− ϕ(x0) ≥ ϕ′(x0)(y − x0)−
(‖ϕ′′(x0)‖+ ε)‖y − x0‖2 (2)
cuando ‖y − x0‖ ≤ δ. Por combinacio´n de (1) y (2) tenemos que
f(y)− f(x0) ≥ 〈p, y − x0〉 − σ‖y − x0‖2
para todo y ∈ B(x0, δ), donde σ = (‖ϕ′′(x0)‖ + ε) y p = ϕ′(x0), y esto supone
que p ∈ ∂pf(x0).
Teniendo en consideracio´n este lema y las definiciones de ∂pf(x) y ∂
pf(x),
deducimos inmediatamente el siguiente corolario.
Corolario 3.7. Sea f : X −→ (−∞,∞] una funcio´n propia semicontinua infe-
riormente, entonces
∂pf(x) = {ϕ′(x) : ϕ ∈ C2(X,R), f − ϕ alcanza un mı´nimo local en x}.
De manera similar, si g : X −→ [−∞,∞) es una funcio´n propia semicontinua
superiormente, entonces
∂pg(x) = {ϕ′(x) : ϕ ∈ C2(X,R), g + ϕ alcanza un mı´nimo local en x}.
40 Cap´ıtulo 3. Teoremas de Rolle aproximados
Este corolario sugiere una extensio´n natural de la definicio´n de subgradiente
proximal en espacios de Banach que no sean necesariamente de Hilbert pero que
tengan una norma de clase C2. Para tales espacios, definimos ∂p y ∂
p como en
el corolario.
Nos ocuparemos, a continuacio´n, de introducir el concepto de gradiente ge-
neralizado y de alguna proposicio´n que sera´ utilizada posteriormente.
Definicio´n 3.8. Sea X un espacio de Banach real y f : X → R una funcio´n
Lipschitz en un entorno de un punto dado x∈ X. La derivada direccional gene-
ralizada de f en x en la direccio´n de v, lo anotamos f o (x; v), y se define de la
siguiente manera:
f o (x; v) = l´ım sup
(y,t)→(x,0)
f (y + tv)− f (y)
t
,
donde y es un vector de X y t es un nu´mero real positivo. Definimos el gradiente
generalizado de f en x como el conjunto de los ζ ∈ X∗ tales que f o (x; v) ≥ 〈ζ, v〉
para todo v y lo anotamos ∂f(x).
Observacio´n 3.9. El gradiente generalizado es un subconjunto de X∗ no vac´ıo,
convexo, w∗-compacto; para una informacio´n ma´s extensa ve´ase [12].
En las demostraciones de los resultados relacionados con el gradiente gene-
ralizado se necesita utilizar la regla de la suma que enunciamos a continuacio´n
(una demostracio´n puede ser consultada en [12] pa´gina 75).
Proposicio´n 3.10. Sea fi (i=1,2,...,n) una funcio´n Lipschitz cerca de x, y λi
(i=1,2,...,n) un nu´mero real, entonces f =
n∑
i=1












3.3. Teoremas de Rolle aproximados para la sub-
diferencial proximal
En esta seccio´n probaremos distintas versiones del teorema de Rolle para los
subgradientes y supergradientes proximales.
Teorema 3.11. Sea X un espacio de Hilbert real, B = B(0, R), S = S(0, R) y
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f : B −→ R una funcio´n continua y acotada tal que f(S) ⊆ [−ε, ε] para algu´n
ε > 0, entonces :
1. Si inf f(B) < inf f(S), entonces, para cada α > 0, existe x0 ∈ int(B) y
ζ ∈ ∂pf(x0) tales que ‖ζ‖ < α.
2. Si sup f(B) > sup f(S), entonces, para cada α > 0, existen x0 ∈ int(B) y
ζ ∈ ∂pf(x0) tales que ‖ζ‖ < α.
3. Si f(B) ⊆ [−ε, ε], entonces, para cualquier α > 0, existen x1, x2 ∈ int(B)
y ζ1 ∈ ∂pf(x1), ζ2 ∈ ∂pf(x2) tales que ‖ζ1‖, ‖ζ2‖ < 2εR + α.
Demostracio´n.
Caso (1): Sea η = inf f(S) − inf f(B) > 0. Consideramos la funcio´n F de-
finida como F (x) = f(x) si x ∈ B y F (x) = ∞ en otro caso; esta funcio´n
es, obviamente, semicontinua inferiormente y acotada inferiormente, entonces el
Principio Variacional de Deville-Godefroy-Zizler (Teorema 2.4) nos garantiza la
existencia de una funcio´n g de clase C2 tal que ‖g‖∞ < η/3, ‖g′‖∞ < α, y F − g
alcanza un mı´nimo en el punto x0 ∈ B. Afirmamos que x0 ∈ int(B). En efecto,
si x0 ∈ S, entonces podemos tomar a ∈ B tal que f(a) < inf f(B) + η/3, y
tendr´ıamos que
inf f(B) + 2η/3 > f(a)− g(a) ≥ F (x0)− g(x0) ≥ inf f(S)− η/3,
por tanto inf f(B) + η > inf f(S), lo que supone una contradiccio´n. Por otra
parte, puesto que f − g alcanza un mı´nimo en x0, el Lema 3.6 asegura que
ζ := g′(x0) ∈ ∂pf(x0), y finalmente ‖ζ‖ < α porque ‖g′‖∞ < α.
Caso (2) Es suficiente aplicar (1) a la funcio´n −f .
Caso (3): Dado β > 0 suficientemente pequen˜o para que β/2 + β/R < α y






Sea a : R −→ R una funcio´n convexa de clase C∞ tal que:
(i) a(t) = t si t ≥ β/N ,
(ii) a(t) = a(0) > 0 si t ≤ β/4N ,
(iii) a′(t) > 0 si t > β/4N
(iv) a′′(t) > 0 si y solo si t ∈ (β/4N, β/N).
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Una funcio´n a como hemos descrito, se puede construir fa´cilmente integran-
do una funcio´n real b no negativa de clase C∞ con soporte en el intervalo
[β/4N, β/N ] y tal que
∫∞
−∞ b(t)dt = 1, y sumando una constante positiva adecua-
da se obtienen las propiedades a(0) > 0 y a(t) = t para t ≥ β/N . Definimos la
funcio´n h : X −→ (0,∞) por h(x) = a(‖x‖). Es evidente que h es de clase C∞,
h(0) = a(0) ∈ (0, β/N), y su derivada satisface h′(x) = 0 cuando ‖x‖ ≤ β/4N ,
y h′(x) = a′(‖x‖)x/‖x‖ cuando ‖x‖ ≥ β/4N . En particular, podemos ver que
‖h′(x)‖ ≤ a′(‖x‖) ≤ 1 para todo x ∈ X, y h(x) = ‖x‖ si ‖x‖ ≥ β/N.
Consideramos la funcio´n G : B −→ R definida por




La funcio´n G es continua y G satisface, como es fa´cil comprobar, que inf G(B) <
inf G(S), entonces aplicando el caso (1) a G, obtenemos el punto x1, requerido.
El punto x2 se obtiene reemplazando f por −f .
De este resultado se obtiene inmediatamente el siguiente.
Teorema 3.12. Sea U un subconjunto abierto, conexo y acotado del espacio de
Hilbert real X, y f : U → R una funcio´n continua y acotada. Sea R > 0 y
x0 ∈ U tal que dist (x0, ∂U) = R. Suponemos que f (∂U) ⊂ [−ε, ε] para algu´n
ε > 0, entonces :
1. Si inf f(U) < inf f(∂U), entonces, para cada α > 0 existen x1 ∈ U y
ζ ∈ ∂pf(x1) tales que ‖ζ‖ < α.
2. Si sup f(U) > sup f(∂U), entonces, para cada α > 0, existen x2 ∈ U y
ζ ∈ ∂pf(x2) tales que ‖ζ‖ < α.
3. Si f(U) ⊆ [−ε, ε], entonces, para cada α > 0, existen x1, x2 ∈ U y ζ1 ∈
∂pf(x1), ζ2 ∈ ∂pf(x2) tales que ‖ζ1‖, ‖ζ2‖ < 2εR + α.
En cualquier caso, inf{‖ζ‖ : ζ ∈ ∂pf(x) ∪ ∂pf(x), x ∈ U} ≤ 2ε/R.
Si a las condiciones del teorema precedente le an˜adimos que ∂pf(x) 6= ∅
para todo x ∈ U , entonces podemos garantizar que inf{‖ζ‖ : ζ ∈ ∂pf(x), x ∈
U} ≤ 2ε/R. En efecto, es inmediato ver que si para algu´n punto x se tiene
∂pf(x) 6= ∅ 6= ∂pf(x), entonces la funcio´n f es diferenciable en x, y
∂pf(x) = ∂
pf(x) = {f ′(x)}.
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Observacio´n 3.13. Este resultado no puede mejorarse para obtener un punto
tal que la norma de cada subgradiente proximal en ese punto sea ma´s pequen˜o
que 2ε/R+α, como se puede observar en el siguiente ejemplo: f : [−1, 1] −→ R,
f(x) = |x|.
Queremos garantizar la existencia de un punto tal que todos los subgra-
dientes proximales en ese punto sean ma´s pequen˜os en norma que 2ε/R, en las
condiciones (2) o (3) del Teorema 3.12 (bajo la condicio´n (1) es imposible en-
contrar tal punto, como se ve en el ejemplo anterior). Los siguientes resultados
esta´n encaminados en esta direccio´n.
Lema 3.14. Sea X un espacio de Hilbert y x1 ∈ X y f : X −→ R una fun-
cio´n semicontinua inferiormente. Suponemos que para algu´n λ > 0 se verifica
λ ‖x1 − x‖+f (x1) > f (x) siempre que x 6= x1, entonces, para todo ζ ∈ ∂pf(x1),
se verifica ‖ζ‖ < λ.
Demostracio´n. En efecto, para todo h con ‖h‖ = 1 y poniendo x = x1 + th,
tenemos que :
f (x1 + th)− f (x1)
|t| < λ
Por otra parte existen η > 0 y σ > 0 tales que, si |t| < η, se verifica:
f (x1 + th) ≥ f (x1) + 〈ζ, th〉 − σ ‖th‖2 ,
y por tanto
〈ζ, th〉 ≤ f (x1 + th)− f (x1) + σt2,
as´ı
t 〈ζ, h〉 ≤ f (x1 + th)− f (x1) + σt2,
de donde
t
|t| 〈ζ, h〉 ≤
f (x1 + th)− f (x1)
|t| + σ |t| ,
de esta manera se obtiene
|〈ζ, h〉| ≤ λ+ σ |t| para todo |t| < η,
lo que implica ‖ζ‖ ≤ λ.
Proposicio´n 3.15. Sea f : B(0, R) −→ R una funcio´n continua y acotada.
Suponemos que f(B(0, R)) ⊂ f(S(0, R)) ⊂ [−ε,+ε], entonces existe x ∈ B(0, R)
tal que ‖ζ‖ ≤ 2ε
R
cuando ζ ∈ ∂pf(x).
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Demostracio´n. Si la funcio´n f no es subdiferenciable en algu´n punto de B(0, R)
el resultado es trivialmente cierto, supongamos por tanto que f es subdiferen-
ciable en todos los puntos de B(0, R). Inicialmente, tambie´n supondremos que
2ε < R .
Caso I: Suponemos f(0) > −ε, y sea λ = 2ε
R
.
Como f (0) > sup
{
f (x)
∣∣x ∈ B(0, R)}− 2ε el Principio variacional de Eke-
land aplicado a la funcio´n F : X → [−∞,+∞) tal que F (x) = f(x) si
x ∈ B(0, R) y F (x) = −∞ si x /∈ B(0, R), que es claramente semicontinua
superiormente y acotada superiormente, nos da un x1 ∈ B(0, R) tal que
(i) λ ‖x1‖ ≤ f (x1)− f (x0)
(ii) ‖x1‖ < 2ελ
(iii) λ ‖x− x1‖+ f (x1) > f (x) siempre que x 6= x1,
de manera que, por (ii), x1 ∈ B(0, R), y para cualquier ζ ∈ ∂pf(x1), el apartado
(iii), conjuntamente con el lema anterior, implica ‖ζ‖ ≤ 2ε
R
.
Caso II: Suponemos ahora que f(0) = −ε, y escojamos ζ ∈ ∂pf(0), tambie´n
suponemos que ‖ζ‖ > 2ε
R
(en el caso contrario el resultado es trivial), entonces
existe h con ‖h‖ = 1 tal que 〈ζ, h〉 > 2ε
R
. Por otra parte, existen η > 0 y σ > 0
tales que, para todo t con la propiedad de que |t| < η, verifican:
f (th) ≥ f (0) + 〈ζ, th〉 − σ ‖, th‖2 ,
por tanto
f (th) + ε− t 〈ζ, h〉 ≥ −σt2,
as´ı
f (th) + ε− t 〈ζ, h〉
|t| ≥ −σ |t| ,
y considerando que 2ε
R
−〈ζ, h〉 < 0, y que existe δ > 0 tal que 2ε
R
−〈ζ, h〉 < −σδ,
se obtiene:





− 〈ζ, h〉 ,
lo que implica





f (δh) > sup f (B (0, R))− 2ε.
Tomando, ahora, λ = 2ε
R
, y aplicando el Principio variacional de Ekeland, obte-
nemos un x1 ∈ B(0, R) tal que
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(i) λ ‖x1 − δh‖ ≤ f (x1)− f (δh)
(ii) ‖x1 − δh‖ ≤ ελ
(iii) λ ‖x− x1‖+ f (x1) > f (x) para todo x 6= x1.
Por (i) y considerando que f (δh) + ε > 2εδ
R
, obtenemos:
‖x1 − δh‖ ≤ f (x1)− f (δh)2ε/R






lo que implica que ‖x1‖ ≤ ‖x1 − δh‖ + δ < (R− δ) + δ = R, y por tanto
x1 ∈ B(0, R).




Finalmente en el caso 2ε ≥ R y teniendo en consideracio´n que ζ ∈ ∂pf (x) si,
y so´lo si, ζ ∈ ∂p (rf) (x) para todo r > 0, y considerando la funcio´n g = ε′fε ,
donde 2ε′ < R, podemos concluir que existe x ∈ B(0, R) tal que ‖ζ‖ ≤ 2ε
R
para
todo ζ ∈ ∂pf(x).
Corolario 3.16. Sean X un espacio de Hilbert y f : X → R una funcio´n
continua y acotada, que satisface ∂pf (x) 6= ∅ para todo x ∈ X, entonces
inf{ sup {‖ζ‖ : ζ ∈ ∂pf (x)} , x ∈ X} = 0.
Proposicio´n 3.17. Sea U un subconjunto abierto, acotado y conexo de un es-





> sup f (∂U), entonces , para cada α > 0, existe algu´n x ∈ U tal que
‖ζ‖ < α para todo ζ ∈ ∂pf(x).
Demostracio´n. Dado un α > 0 consideramos la funcio´n F : X → [−∞,+∞)
tal que F (x) = f(x) si x ∈ U y F (x) = −∞ si x /∈ U , que es claramente
semicontinua superiormente y acotada superiormente, un punto x0 ∈ U tal que
f(x0) > sup f(∂U), y un λ tal que 0 < λ < min{α, 1}, entonces el principio
variacional de Ekeland (Teorema 2.1) nos da un x1 ∈ U tal que por (i) f(x1) >
f(x0), y por tanto x1 ∈ U . De (iii) conjuntamente con el Lema 3.14 se obtiene
que para todo ζ ∈ ∂pf(x1) se verifica ‖ζ‖ ≤ λ, y por tanto ‖ζ‖ ≤ α.
Una consecuencia del resultado precedente es que podemos afinar la estima-
cio´n de la norma de los subgradientes cuando ∂pf(x) 6= ∅ para todo x ∈ U .
Teorema 3.18. Sea U un abierto conexo y acotado de un espacio de Hilbert
X. Sea f : U → R una funcio´n continua y acotada tal que ∂pf (x) 6= ∅ para
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todo x ∈ U . Sea R > 0 y x0 ∈ U tales que dist (x0, ∂U) = R. Supongamos que
f (∂U) ⊂ [−ε, ε], entonces existen xε ∈ U y ζ ∈ ∂pf (xε) tales que ‖ζ‖ ≤ 2ε/R.
Cuando f es constante en ∂U , tenemos que inf {‖ζ‖ : ζ ∈ ∂pf (x) , x ∈ U} = 0.
3.4. Teorema de Rolle aproximado para el gra-
diente generalizado
Antes de proceder a la demostracio´n del teorema de Rolle aproximado para
el gradiente generalizado, veremos que el teorema de Rolle exacto para el gra-
diente generalizado falla completamente en cualquier espacio de Banach infinito-
dimensional, incluso aunque no tenga funciones meseta regulares. El resultado
ma´s importante de [9] establece que el teorema de Rolle (para funciones regu-
lares y Lipschitz) falla en cualquier espacio de Banach que tenga una funcio´n
meseta regular y Lipschitz, y es trivialmente cierto en cualquier espacio que no
posea ninguna meseta regular y Lipschitz. En particular, cuando una funcio´n
es clase C1 y localmente Lipschitz el gradiente generalizado se reduce a la dife-
rencial ordinaria, y por tanto el teorema de Rolle exacto falla para el gradiente
generalizado en cualquier espacio que tenga una meseta de clase C1 y Lipschitz.
Cabe, por tanto, preguntarse ¿que´ sucede cuando el espacio no posee una meseta
de clase C1 y Lipschitz y consideramos todas las funciones f localmente Lips-
chitz, y todos los gradientes generalizados ∂f(x)?. ¿Se vuelve cierto el teorema
de Rolle exacto, en el sentido de que si f = 0 en el borde de un conjunto U
abierto, acotado y conexo, entonces exista un punto x ∈ U tal que 0 ∈ ∂f(x)?.
Veremos, a continuacio´n, que este no es el caso.
Teorema 3.19. Para todo espacio de Banach, X, infinito-dimensional, existe
una funcio´n acotada y Lipschitz f , definida en una bola cerrada U , tal que f
vale cero en ∂U y sin embargo 0 /∈ ∂f(x) para todo x ∈ int(U).
Demostracio´n. Todo espacio reflexivo tiene una norma equivalente de clase C1
(ver [28] ), y en cada espacio infinito-dimensional con una norma de clase C1
existe un una bola cerrada U y una funcio´n f : U → R de clase C1 tal que
f ′(x) 6= 0 para todo x ∈ int(U) (ver [3]), por tanto el resultado cuando X es
reflexivo es cierto , y podemos suponer, en consecuencia, que X es no reflexivo.
En esta circunstancia, existe un funcional lineal y continuo x∗ ∈ X∗ tal que x∗
no alcanza su norma y ‖x∗‖ = 1. Consideramos la funcio´n
f (x) =
{
x∗ (x) si x ∈ B (0, 1)
2−‖x‖
‖x‖ x
∗(x) si x /∈ B (0, 1),
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definida en B(0, 2) y con valores en R. La funcio´n f claramente vale cero en
S(0, 2). Debemos probar que 0 /∈ ∂f(x0) para todo x0 ∈ B(0, 2), lo que es
equivalente a probar que para todo x0 ∈ B(0, 2) existe v ∈ X tal que f o(x0, v) <
0. En el caso x0 ∈ B = B(0, 1) tenemos que ∂f(x0) = {x∗} y el resultado es
inmediato. En el caso x0 ∈ S = S(0, 1), consideramos las siguientes situaciones:
Caso I: Si x∗(x0) > 0, podemos elegir x1 ∈ S tal que x∗(x1) > x∗(x0) y [x0, x1] 6⊂
S, para definir un vector v = x0−x1 que satisfaga x∗(v) < 0. Observamos primero
que existe un ε > 0 tal que
||y + tv|| ≥ ||y|| para cada y ∈ B(x0, ε) \B y t > 0.
En efecto, la condicio´n [x0, x1] 6⊂ S hace que exista un t0 > 0 tal que x0 − t0v ∈
B y consecuentemente y − t0v ∈ B ⊂ B(0, ||y||) para y cerca de x0, lo que
implica y + tv 6∈ B(0, ||y||), equivalentemente ||y + tv|| ≥ ||y||, para todo t > 0.











(ii) y ∈ B y y + tv /∈ B, entonces tenemos






2− ‖y + tv‖
‖y + tv‖ x






2− 2 ‖y + tv‖




2− ‖y + tv‖
‖y + tv‖ x
∗ (v) ≤
2− ‖y + tv‖
‖y + tv‖ x




Si y esta´ suficientemente cerca de x0, y t > 0 es pequen˜o, se tiene que
x∗(v) < 0.
(iii) y /∈ B y y + tv /∈ B. En este caso tenemos






2− ‖y + tv‖
‖y + tv‖ x





2− ‖y + tv‖




2− ‖y + tv‖






2− ‖y + tv‖
‖y + tv‖ +
2 ‖y‖ − 2 ‖y + tv‖
t ‖y‖ ‖y + tv‖ x
∗ (y) ≤
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En el caso y /∈ B y y + tv ∈ B no es necesario que y este´ suficientemente cerca
de x0, basta con tomar l´ımites superiores para ver que f
o(x0, v) ≤ x∗(v)2 < 0.
Caso II: Si x∗(x0) < 0, es suficiente aplicar el caso I a la funcio´n −f , y recordar
que ∂(−f)(x) = −∂f(x).
Caso III: Si x∗(x0) = 0, podemos tomar un punto x1 ∈ S tal que x∗(x1) > 0.
Definimos v = x0−x1, tal que x∗(v) < 0. Considerando algunas situaciones como
en el caso I, y procediendo de manera similar, es fa´cil ver que f o(x0, v) < 0.
Finalmente, cuando x0 /∈ B, consideramos dos casos:
(i) Si x∗(x0) = 0 tenemos un x1 tal que x∗(x1) > 0 y definimos v = x0 − x1,
entonces tenemos






2− ‖y + tv‖
‖y + tv‖ x






‖y‖ − ‖y + tv‖
‖y‖ ‖y + tv‖ x
∗ (y) +
2− ‖y + tv‖





De los hechos 2
t
‖y‖−‖y+tv‖
‖y‖‖y+tv‖ acotado y l´ımy→x0 x
∗(y) = 0, se sigue que
f o(x0, v) < 0.
(ii) x∗(x0) 6= 0 es similar a los casos I y II anteriores, basta considerar sola-
mente la situacio´n y /∈ B y y + tv /∈ B.
A continuacio´n, probaremos una versio´n del teorema de Rolle aproximado
para el gradiente generalizado.
Teorema 3.20 (Teorema de Rolle aproximado para el gradiente ge-
neralizado). Sean U un subconjunto abierto, acotado y conexo de un espacio
de Banach X, f : U → R una funcio´n acotada y localmente Lipschitz tal que
f(∂U) ⊂ [−ε, ε], y R > 0 y x0 ∈ U tales que dist(x0, ∂U) = R, entonces
inf{‖ζ‖ : ζ ∈ ∂f(x), x ∈ X} ≤ 2ε
R
.
No´tese que del hecho de que el gradiente generalizado contiene al subgra-
diente proximal en espacios de Hilbert, el teorema anterior es una consecuencia
inmediata del Teorema 3.12 cuando X es un espacio de Hilbert. Cuando el es-
pacio de Banach no es de Hilbert o no posee ninguna meseta de clase C2, se
requiere una demostracio´n diferente.
Proposicio´n 3.21. Sea U un abierto conexo y acotado en un espacio de Banach
X y sea f : U → R una funcio´n localmente Lipschitziana y acotada tal que
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sup f (U) > sup f (∂U) o inf f (U) < inf f (∂U), entonces para todo α > 0
existen x ∈ U y un ζ ∈ ∂f (x) tales que ‖ζ‖ < α.
Demostracio´n. En el caso de que sup f (U) > sup f (∂U) consideramos la funcio´n
F (x) = f(x) si x ∈ U y F (x) = −∞ si x /∈ U . Sea η = sup f (U) − sup f (∂U)
y x0 ∈ U tales que f (x0) > sup f (U) − η, entonces el principio variacional de
Ekeland, nos da para todo α tal que 0 < α < 1, un x1 ∈ DomF tal que
(i) α ‖x1 − x0‖ ≤ f (x1)− f (x0)
(ii) ‖x1 − x0‖ < ηα
(iii) α ‖x− x1‖+ f (x1) > f (x) siempre que x1 6= x.
De (i) se obtiene que f(x1) > f(x0) por tanto x1 ∈ U . De (iii) se deduce
que que la funcio´n Φ(x) = f (x) − f (x1) − α ‖x− x1‖ alcanza un ma´ximo en
x = x1 por tanto 0 ∈ ∂Φ(x1), y aplicando la regla de la suma (Proposicio´n 3.10)
se obtiene que 0 ∈ ∂f(x1) + ∂(−α ‖x− x1‖). Por tanto existen ζ ∈ ∂f(x1) y
ϑ ∈ −α∂‖.‖(x − x1), y dado que 0 = ζ + ϑ y ‖ϑ‖ ≤ α se tiene que ‖ζ‖ < α.
La demostracio´n en el caso de que inf f(U) < inf f(∂U) es ana´loga al caso
anterior.
Observacio´n 3.22. La conclusio´n de la proposicio´n anterior no se puede mejo-
rar para encontrar un punto x ∈ B tal que para todo ζ ∈ ∂f (x) se verifique ‖ζ‖ <
α. Basta considerar la funcio´n
f(x) =

x+ 1 si −1 ≤ x ≤ −1
2−x si −1
2
≤ x ≤ 1
2
x− 1 si 1
2




{1} si −1 < x < −1
2
[−1, 1] si x = −1
2{−1} si −1
2
< x < 1
2
[−1, 1] si x = 1
2{1} si 1
2
< x < 1 .
Proposicio´n 3.23. Sean X un espacio de Banach real, B = B(0, R) y f :
B −→ R una funcio´n localmente Lipschitz tal que f(B) ⊂ [−ε, ε], entonces ,
para cada α > 0, existen x ∈ int(B) y ζ ∈ ∂f (x) tales que ‖ζ‖ < 2ε
R
+ α.
Demostracio´n. Consideramos la funcio´n Φ(x) = f(x) − 2ε+α′
R
‖x‖, con α′ > 0.
Para cualquier x ∈ ∂B se tiene que Φ(x) = f(x) − (2ε + α′) < f(0), entonces
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podemos aplicar la proposicio´n anterior a la funcio´n Φ y obtener un punto x ∈ B
y algu´n subgradiente ϑ1 ∈ ∂Φ(x) tal que ‖ϑ1‖ < α′, entonces , aplicando la regla
de la suma para el gradiente generalizado (Proposicio´n 3.10), ϑ1 ∈ ∂f(x) −
2ε+α′
R
∂ ‖ · ‖ (x), y por tanto ϑ1 = ζ − 2ε+α′R ϑ2, con ‖ϑ2‖ ≤ 1, de lo que se deduce















< α, se sigue el resultado.
Observacio´n 3.24. Como en el caso anterior, no podemos mejorara el resul-
tado cambiando el ”existe”por un ”para todo” ζ ∈ ∂f(x). Basta considerar en
este caso la funcio´n
f(x) =

6x+ 5 si −1 ≤ x ≤ −2
3−6x− 3 si −2
3
≤ x ≤ −1
3
6x+ 1 si −1
3
≤ x ≤ 0
−4x+ 1 si 0 ≤ x ≤ 1
2
4x− 3 si 1
2
≤ x ≤ 1 ,
y su gradiente generalizado
∂f(x) =

{6} si −1 < x < −2
3
[−6, 6] si x = 2
3{−6} si −2
3
< x < −1
3
[−6, 6] si x = 1
3{6} si −1
3
< x < 0
[−4, 6] si x = 0
{−4} si 0 < x < 1
2
[−4, 4] si x = 1
2{4} si 1
2






En este cap´ıtulo extendemos la teor´ıa general de las subdiferenciales de vis-
cosidad, conocida y empleada hasta ahora en los espacios de Banach, al contexto
de las variedades riemannianas. Recordemos que una funcio´n f definida en un
espacio de Banach X se dice que es Fre´chet subdiferenciable en un punto x, y
que ζ ∈ X∗ es una subdiferencial Fre´chet de f en x, cuando
l´ım inf
h→0
f(x+ h)− f(x)− 〈ζ, h〉
‖h‖ ≥ 0,
denota´ndose porD−f(x) al conjunto de los ζ ∈ X∗ que satisfacen esta propiedad.
Tambie´n se dice que ζ es una subdiferencial de viscosidad de f en X si existe
una funcio´n ϕ : X → R que es de clase C1 y tal que f − ϕ alcanza un mı´nimo
local en x, y ζ = ϕ′(x). Estas dos definiciones son equivalentes en los espacios
de Banach X que tienen una funcio´n meseta de clase C1. As´ı pues, en dichos
espacios de Banach X se tiene que
D−f(x) = {ϕ′(x) : ϕ ∈ C1(X,R), f − ϕ alcanza un mı´nimo local en x}.
Esto sugiere una extensio´n natural de la definicio´n a cualquier variedad diferen-
ciable modelada sobre un espacio de Banach, pero la teor´ıa correspondiente so´lo
sera´ interesante si dicha variedad tiene una estructura adicional lo suficientemen-
te rica, por ejemplo una estructura riemanniana. A continuacio´n desarrollamos
una teor´ıa de subdiferenciales de viscosidad en variedades riemannianas. Casi
todos los resultados que establecemos en esta seccio´n generalizan resultados ya
conocidos en espacios de Hilbert. Algunos de ellos son de cara´cter local (uno de
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los primeros teoremas que establecemos es una caracterizacio´n local de la sub-
diferencial por medio de cartas, lo que permite extender inmediatamente varios
resultados sobre subdiferenciabilidad en espacios de Hilbert al caso riemannia-
no); las reglas de la suma y el producto y sus rec´ıprocos aproximados o fuzzy son
ejemplos de esta situacio´n. Otros pueden deducirse con mayor o menor trabajo
extra de la versio´n ya conocida en espacios de Hilbert (como los teoremas del
valor medio subdiferenciales). Otros ma´s (como la subdiferenciabilidad de las
funciones convexas) requieren demostraciones espec´ıficas relativamente intrin-
cadas. Y finalmente, los hay tambie´n de cara´cter decididamente global, como el
principio de minimizacio´n perturbada de la suma o diferencia de funciones (re-
sultado que a su vez desempen˜a un papel crucial en la demostracio´n del teorema
de existencia y unicidad de las soluciones de viscosidad de las ecuaciones de
Hamilton-Jacobi del cap´ıtulo siguiente), que tienen demostraciones en las que
determinadas condiciones globales sobre la variedad son esenciales (como por
ejemplo que la variedad sea uniformemente localmente convexa y con ı´ndice de
inyectividad global positivo). En todo caso, y con el objeto de intentar hacer
esta exposicio´n lo ma´s legible y autocontenida posible, incluso en aquellos re-
sultados que pueden deducirse localmente de sus versiones planas mediante el
uso de cartas, hemos intentado dar demostraciones directas de los enunciados,
recurriendo lo menos posible a cartas y referencias ajenas a este trabajo.
4.1. Definicio´n y propiedades ba´sicas
Definicio´n 4.1. Sea (M, g) una variedad riemanniana, y f : M −→ (−∞,∞]
una funcio´n propia. Diremos que f es subdiferenciable en el punto p ∈ dom(f) =
{x ∈ M : f(x) < ∞} cuando exista una funcio´n ϕ : M −→ R de clase C1 tal
que f − ϕ alcance un mı´nimo local en el punto p. En este caso diremos que
ζ = dϕ(p) ∈ (TMp)∗ ' H∗ = H es una subdiferencial de f en p. Definimos la
subdiferencial de f en el punto p por el conjunto
D−f(p) = {dϕ(p) : ϕ ∈ C1(M,R), f − ϕ alcanza un mı´nimo local en p},
que es un subconjunto de T ∗Mp. De manera similar, definimos
D+f(p) = {dϕ(p) : ϕ ∈ C1(M,R), f − ϕ alcanza un ma´ximo local en p},
y diremos que f es superdiferenciable en p cuando D+f(p) 6= ∅. Para cualquier
ζ ∈ D−f(p) ∪D+f(p), la norma de ζ se define como
‖ζ‖p = sup{|ζ(h)| : h ∈ TMp, ‖h‖p = 1}.
Observacio´n 4.2. De las definiciones precedentes se obtienen, de manera obvia,
las siguientes propiedades:
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1. f es subdiferenciable en p si, y so´lo si, −f es superdiferenciable en p, y
D+(−f)(p) = −D−f(p).
2. Si f tiene un mı´nimo local en p, entonces 0 ∈ D−f(p).
3. Si h tiene un ma´ximo local en p, entonces 0 ∈ D+f(p).
En el siguiente teorema se establecen definiciones equivalentes de subdiferen-
ciabilidad.
Teorema 4.3 (Caracterizaciones de subdiferenciabilidad). Sea f :M →
(−∞,∞] una funcio´n definida en una variedad riemanniana, p ∈ M , y η ∈
T ∗Mp, entonces son equivalentes las siguientes afirmaciones:
1. η ∈ D−f(p), o lo que es lo mismo, existe una funcio´n ϕ :M → R de clase
C1 tal que f − ϕ alcanza un mı´nimo local en p, y η = dϕ(p).
2. Existe una funcio´n, ϕ : M → R, Fre´chet-diferenciable en p tal que f − ϕ
alcanza un mı´nimo local en p, y η = dϕ(p).
3. Para cada carta h : U ⊂ M → H con p ∈ U , si tomamos ζ = η ◦
dh−1(h(p)), se verifica que
l´ım inf
v→0
(f ◦ h−1)(h(p) + v)− f(p)− 〈ζ, v〉
‖v‖ ≥ 0.
4. Existe una carta h : U ⊂ M → H con p ∈ U y tal que, para ζ = η ◦
dh−1(h(p)), se verifica que
l´ım inf
v→0
(f ◦ h−1)(h(p) + v)− f(p)− 〈ζ, v〉
‖v‖ ≥ 0.
Cuando la funcio´n f esta´ localmente acotada inferiormente (esto es, para cada
x ∈ M existe un entorno U de x tal que f esta acotada inferiormente en U),
entonces las condiciones anteriores son todas equivalentes a la siguiente condi-
cio´n:
5. Existe una funcio´n, ϕ : M → R, de clase C1 tal que f − ϕ alcanza un
mı´nimo global en p, y η = dϕ(p).
Consecuentemente, cualquiera de las condiciones anteriores puede ser tomada
como definicio´n de η ∈ D−f(p). Ana´logamente, se pueden establecer condi-
ciones equivalentes para el caso de funciones superdiferenciables; en particular
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ζ ∈ D+f(p) si, y so´lo si, existe una carta h : U ⊂ M → H con p ∈ U tal que,
para ζ = η ◦ dh−1(h(p)),
l´ım sup
v→0
(f ◦ h−1)(h(p) + v)− f(p)− 〈ζ, v〉
‖v‖ ≤ 0.
Demostracio´n. Las implicaciones (1) =⇒ (2) y (3) =⇒ (4) son triviales.
Probaremos (2) =⇒ (3). Si f − ϕ alcanza un mı´nimo local en p entonces




g(h(p) + v)− g(h(p))
‖v‖ ≥ 0
y, combinando estas desigualdades con el hecho de que
l´ım
v→0
(ϕ ◦ h−1)(h(p) + v)− (ϕ ◦ h−1)(h(p))− 〈ζ, v〉
‖v‖ = 0
(porque ζ = d(ϕ ◦ h−1)(h(p))), se deduce fa´cilmente que
l´ım inf
v→0
(f ◦ h−1)(h(p) + v)− (f ◦ h−1)(h(p))− 〈ζ, v〉
‖v‖ ≥ 0.
(4) =⇒ (1). Para probar esta implicacio´n, utilizaremos el siguiente lema, el
cual puede ser consultado en [28] en una situacio´n algo ma´s general y del que
haremos un esbozo de su demostracio´n.
Lema 4.4. Si V es un conjunto abierto de un espacio H de Hilbert , x ∈ V , y
F : V → (−∞,∞] es una funcio´n que satisface
l´ım inf
v→0
F (x+ v)− F (x)− 〈τ, v〉
‖v‖ ≥ 0
para algu´n τ ∈ H∗, entonces existe una funcio´n ψ : H → R de clase C1 tal que
F − ψ tiene un mı´nimo local en x, y dψ(x) = τ .
Demostracio´n. Reemplazando F por la funcio´n v 7→ ma´x{F (x + v) − F (x) −
〈τ, v〉,−1}, podemos suponer que x = 0, τ = 0, F (x) = 0, y F es acotada





Definimos ρ : [0,∞)→ R por
ρ(t) = inf{F (v) : ‖v‖ ≤ t};
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entonces ρ es no decreciente, ρ(0) = 0, por tanto ρ ≤ 0, y considerando la


















Entonces ρ1 es continua, y ρ2 es de clase C
1 en (0,∞). Adema´s, ρ1 y ρ2 son no
decrecientes. No es dif´ıcil ver que
ρ(e2t) ≤ ρ1(et) ≤ ρ2(t) ≤ ρ1(t) ≤ ρ(t) ≤ 0,














En estas condiciones, podemos definir la funcio´n ψ : H → R por
ψ(z) = ρ2(‖z‖),
con ψ(0) = 0. Esta´ claro que ψ es de clase C1 en H \ {0} y, para todo x 6= 0,
dψ(z) =
ρ1(e‖z‖)− ρ1(‖z‖)
‖z‖ d‖ · ‖(z).
Considerando (∗∗) y el hecho de que la norma es 1-Lipschitz, tenemos que
l´ımv→0 ‖dψ(z)‖ = 0, lo que implica (utilizando el teorema del valor medio) que
ψ es Fre´chet diferenciable en 0, con dψ(0) = 0, y dψ es continua; por tanto ψ
es de clase C1 en H. Finalmente, tomando en consideracio´n las propiedades de
ρ, ρ1 y ρ2, es fa´cil ver que (F − ψ)(z) ≥ 0 = F (0) = ψ(0) para todo z ∈ H, y
por tanto F − ψ tiene un mı´nimo en 0.
Ahora retornamos a la demostracio´n de (4) =⇒ (1). Tomamos un entorno
V de p tal que V ⊂ U . No´tese que F := f ◦ h−1 es una funcio´n del conjunto




F (h(p) + v)− F (h(p))− 〈ζ, v〉
‖v‖ ≥ 0.
Por el lema precedente, existe una funcio´n ψ : h(U)→ R de clase C1 tal que F−ψ
tiene un mı´nimo local en h(p) y ζ = dψ(h(p)). Definimos φ := ψ ◦ h : U → R,
que es una funcio´n de clase C1. Es claro que F ◦ h − ψ ◦ h = f − φ tiene un
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mı´nimo local en p, y dφ(p) = dψ(h(p)) ◦ dh(p) = ζ ◦ dh(p) = η. Para terminar la
demostracio´n, extendemos φ al complementario de U . Definimos ϕ = θφ, donde
θ es una funcio´n del tipo Uryshon de clase C1 cuyo valor es 1 en el conjunto
V y 0 fuera de U (una tal funcio´n existe porque M tiene una particio´n de la
unidad de clase C∞ y V ⊂ U). Es obvio que ϕ tiene las mismas propiedades de
relevancia que φ.
Obviamente, (5) =⇒ (1). Finalmente veremos que cuando f esta´ localmente
acotada inferiormente, (1) ⇐⇒ (5). Supongamos que existe una funcio´n ψ :
M → R de clase C1 y algu´n r > 0 tal que 0 = f(p) − ψ(p) ≤ f(x) − ψ(x) si
x ∈ B(p, r), y anotemos η = dψ(p). Veremos que existe una funcio´n ϕ :M → R
de clase C1 tal que f − ϕ alcanza un mı´nimo global global en p y dϕ(p) = η.
Consideramos el conjunto abierto U = M \ B(p, r/2). Del hecho de que f − ψ
sea localmente acotada inferiormente, para cada x ∈ U existe δx > 0 y mx ∈ R
tal que B(x, δx) ⊂ U y mx ≤ f(y)−ψ(y) para todo y ∈ B(x, δx). Consideramos
el recubrimiento por abiertos
G := {B(x, δx) : x ∈ U} ∪ {B(p, r)}
de M . Como M tiene una particio´n de la unidad de clase C∞, existe un refina-
miento localmente finito {Ui}i∈I del recubrimiento G y una familia de funciones
{ψi}i∈I ⊂ C∞(M, [0, 1]) tal que supp(ψi) ⊂ Ui para cada i y
∑
i∈I ψi = 1. Pa-
ra cada i ∈ I, si Ui ⊂ B(p, r) definiremos αi = 0. En los dema´s casos elegimos
algu´n xi ∈ U =M \B(p, r/2) tal que Ui ⊂ B(xi, δxi), y para estos casos ponemos
αi = mxi . Ahora podemos definir nuestra funcio´n ϕ :M → R por




Esta´ claro que ϕ es una funcio´n de clase C1 tal que ϕ = ψ en B(p, r/2) (en
efecto, tomando x ∈ B(p, r/2); si x ∈ Ui entonces Ui ⊂ B(p, r), de la eleccio´n
del recubrimiento G y de δy, se obtiene que αi = 0, para los restantes j ∈ I
tenemos ψj(x) = 0; por tanto ϕ(x) = ψ(x) + 0 = ψ(x)). En particular, se sigue
que η = dψ(p) = dϕ(p). Afirmamos que f − ϕ alcanza un mı´nimo global en p.
En efecto, fijamos x ∈M . Si x ∈ B(p, r/2) =M \U entonces, como justamente
podemos ver, ϕ(x) = ψ(x), y 0 = (f − ϕ)(p) ≤ (f − ψ)(x) = (f − ϕ)(x). Si
x ∈ U entonces, para un i ∈ I tal que x ∈ Ui tendremos (f −ψ)(x) ≥ mxi = αi,
mientras que ψj(x) = 0 para cualquier j ∈ I con x /∈ Uj. Por tanto,






{αiψi(x) : i ∈ I, x ∈ Ui} ≥
sup{αi : i ∈ I, x ∈ Ui} −
∑
{αiψi(x) : i ∈ I, x ∈ Ui} ≥ 0 = f(p)− ϕ(p),
y f − ϕ tiene un mı´nimo global en p.
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Corolario 4.5. Sea f : M → (−∞,∞] una funcio´n definida en una variedad
riemanniana, y sea h : U ⊂M → h(U) ⊂ H una carta de M , entonces
D−f(p) = {ζ ◦ dh(p) : ζ ∈ H∗, l´ım inf
v→0
(f ◦ h−1)(h(p) + v)− f(p)− 〈ζ, v〉
‖v‖ ≥ 0}
= {ζ ◦ dh(p) : ζ ∈ D−(f ◦ h−1)(h(p))}.
Ahora podemos ver que subdiferenciabilidad ma´s superdiferenciabilidad es igual
a diferenciabilidad.
Proposicio´n 4.6. Una funcio´n f es diferenciable en p si, y so´lo si, f es a la vez
subdiferenciable y superdiferenciable en p. En este caso, {df(p)} = D−f(p) =
D+f(p).
Demostracio´n. Supongamos primero que f es a la vez subdiferenciable y super-
diferenciable en p, entonces existen dos funciones ϕ, ψ : M → R de clase C1
tales que f−ϕ y f−ψ tienen un mı´nimo local y un ma´ximo local en p, respecti-
vamente. Podemos suponer que f(p) = ϕ(p) = ψ(p), entonces estas condiciones
hacen que f(x)− ϕ(x) ≥ 0 y f(x)− ψ(x) ≤ 0 para todo x ∈ U , donde U es un
entorno abierto de p. En otro orden de cosas, (f −ϕ)− (f −ψ) = ψ−ϕ tiene un
mı´nimo local en p, por tanto 0 = d(ψ−ϕ)(p) = dψ(p)−dϕ(p). Esto es, tenemos
que
ϕ(x) ≤ f(x) ≤ ψ(x) para todo x ∈ U, ϕ(p) = ψ(p) = f(p), y dϕ(p) = dψ(p).
Utilizando cartas, es un ejercicio fa´cil comprobar que esta condicio´n implica
que f es diferenciable en p, con df(p) = dψ(p) = dϕ(p); en particular de este
argumento se desprende que {df(p)} = D−f(p) = D+f(p). Ahora, si f es dife-
renciable en p, entonces, por la regla de la cadena, se tiene f ◦ h−1 en h(p) para




(f ◦ h−1)(h(p) + v)− f(p)− 〈ζ, v〉
‖v‖ = 0,
por lo que, considerando el Teorema 4.3, se obtiene df(p) = ζ ◦dh(p) ∈ D−f(p)∩
D+f(p).
De la demostracio´n anterior podemos concluir el siguiente resultado (no com-
pletamente obvio): una funcio´n f es diferenciable en un punto p si, y so´lo si, su
gra´fica esta´ atrapada entre las gra´ficas de dos funciones de clase C1 que tienen
la misma derivada en p y tocan la gra´fica de f en p.
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Corolario 4.7 (Criterio de diferenciabilidad). Una funcio´n continua f :
M → R es Fre´chet-diferenciable en el punto p si; y so´lo si, existen funciones de
clase C1 ϕ, ψ :M → R tales que
ϕ(x) ≤ f(x) ≤ ψ(x) para todo x ∈M, ϕ(p) = ψ(p) = f(p), y dϕ(p) = dψ(p).
Diremos algunas palabras acerca de la relacio´n que existe entre subdiferen-
ciabilidad y continuidad. En general, una funcio´n subdiferenciable no es necesa-
riamente continua. Por ejemplo, la funcio´n f : R −→ R definida por f(x) = 0
si x ∈ [0, 1], y 1 en cualquier otro caso, es Fre´chet-subdiferenciable en todos los
puntos de R, y f no es continua ni en 0 ni en 1. Es fa´cil comprobar, sin embargo,
que subdiferenciabilidad implica semicontinuidad inferior.
Proposicio´n 4.8. Si f es subdiferenciable en p entonces f es semicontinua in-
feriormente en p. Ana´logamente, superdiferenciabilidad implica semicontinuidad
superior.
Demostracio´n. El resultado es inmediato en el caso de una funcio´n g : V ⊂ H →
(−∞,∞]; en efecto, si
l´ım inf
v→0
g(x+ v)− g(x)− 〈τ, v〉
‖v‖ ≥ 0
entonces l´ım infy→x g(y) ≥ g(x). El caso general se obtiene de la aplicacio´n del
Teorema 4.3.
4.2. Reglas de la suma
En esta seccio´n estudiaremos algunas propiedades de la subdiferencial relati-
vas a la composicio´n, suma y producto de funciones subdiferenciables y diferen-
ciables. En el caso de superdiferenciabilidad, el enunciado de estas propiedades
puede ser modificado de manera obvia.
Proposicio´n 4.9 (Regla de la cadena). Sean M y N variedades rieman-
nianas y, g : M → N , y f : N → (−∞,∞] funciones tales que f es subdi-
ferenciable en g(p), y g es Fre´chet-diferenciable en p, entonces la composicio´n
f ◦ g :M → (−∞,∞] es subdiferenciable en p, y
{ζ ◦ dg(p) : ζ ∈ D−f(g(p))} ⊆ D−(f ◦ g)(p).
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Demostracio´n. Tomando ζ ∈ D−f(g(p)), existe una funcio´n ϕ : N → R tal
que f − ϕ tiene un mı´nimo local en g(p), ϕ es Fre´chet diferenciable en g(p), y
ζ = dϕ(g(p)). En particular existe ε > 0 tal que f(y)−ϕ(y) ≥ f(g(p))−ϕ(g(p))
cuando d(y, g(p)) < ε. Definimos ψ = ϕ◦g. Dado que g es diferenciable en p y ϕ
es diferenciable en g(p), por la regla de la cadena se sigue que ψ es una funcio´n
de M en R la cual es Fre´chet diferenciable en p, con dψ(p) = dϕ(g(p)) ◦ dg(p).
Como g es continua en p, existe δ > 0 tal que d(g(x), g(p)) < ε para todo x con
d(x, p) < δ, entonces f(g(x))− ϕ(g(x)) ≥ f(g(p))− ϕ(g(p)) si d(x, p) < δ, esto
es, f ◦ g − ψ tiene un mı´nimo local en p. Por el Teorema 4.3 [(1) ⇐⇒ (2)], se
deduce que f ◦ g es subdiferenciable en p, con ζ ◦ dg(p) = dϕ(g(p)) ◦ dg(p) =
dψ(p) ∈ D−(f ◦ g)(p).
En el siguiente ejemplo se muestra que la inclusio´n de la Proposicio´n 4.9 es
estricta, en general.
Ejemplo 4.10. Sean M = N = R, g(x) = |x|3/2, f(y) = |y|1/2; f◦g(x) = |x|3/4,
entonces g es una funcio´n de clase C1 en R, y tenemos dg(0) = 0, D−f(g(0)) =
D−f(0) = (−∞,∞), D−(f ◦ g)(0) = (−∞,∞). Por tanto ζ ◦ dg(0) = 0 para
cada ζ ∈ D−f(g(0)).
Corolario 4.11. Sean M y N variedades riemannianas, y h :M → N un difeo-
morfismo de clase C1, entonces la funcio´n f :M → (−∞,∞] es subdiferenciable
en p si, y so´lo si, f ◦ h−1 es subdiferenciable en h(p), y
D−f(p) = {ζ ◦ dh(p) : ζ ∈ D−(f ◦ h−1)(h(p))}.
Demostracio´n. Si f : M → (−∞,∞] es subdiferenciable en p, entonces, por la
proposicio´n anterior, f ◦ h−1 : N → (−∞,∞] es subdiferenciable en h(p) ∈ N
y, por otra parte, sabemos que si T ∈ D−f(p) entonces ζ := T ◦ dh−1(h(p)) ∈
D−(f ◦ h−1)(h(p)), por tanto T = ζ ◦ dh(p), con ζ ∈ D−(f ◦ h−1)(h(p)). In-
versamente, si f ◦ h−1 es subdiferenciable en h(p) entonces, haciendo uso del
resultado anterior, f = (f ◦ h−1) ◦ h es subdiferenciable en p y, para cualquier
ζ ∈ D−(f ◦h−1)(h(p)), tenemos ζ ◦dh(p) ∈ D−1((f ◦h−1)◦h)(p) = D−f(p).
Proposicio´n 4.12 (Regla de la suma). Para dos funciones f1, f2 : M −→
(−∞,∞],cualesquiera, con p ∈M , se verifica que
D−f1(p) +D−f2(p) ⊆ D−(f1 + f2)(p),
y
D+f1(p) +D
+f2(p) ⊆ D+(f1 + f2)(p).
60 Cap´ıtulo 4. Nociones sobre subdiferenciabilidad
Demostracio´n. Tomamos ζi ∈ D−fi(p), i = 1, 2, entonces existen funciones re-
gulares de clase C1 ϕi : M → R tales que fi − ϕi tiene un mı´nimo en p y
ζi = dϕi(p) para i = 1, 2, entonces (f1 + f2)− (ϕ1 + ϕ2) = (f1 − ϕ1) + (f2 − ϕ2)
tienen, claramente, un mı´nimo en p, por tanto ζ1+ζ2 = d(ϕ1+ϕ2)(p) pertenecen
a D−(f1 + f2)(p).
Cuando una de las funciones involucradas en la suma es uniformemente conti-
nua la inclusio´n inversa puede darse bajo ciertas condiciones. Estas suposiciones
son necesarias en general, como muestra un contraejemplo de Deville e Ivanov
(en espacios de Hilbert); ver [30].
Teorema 4.13 (Regla aproximada para la subdiferencial de la suma).
Sea (M, g) una variedad riemanniana. Sean f1, f2 :M −→ R dos funciones tales
que f1 es semicontinua inferiormente y f2 es uniformemente continua. Tomamos
p ∈M , una carta (U,ϕ) con p ∈ U , ζ ∈ D−(f1+f2)(p), ε > 0, y un entorno V de
(p, ζ) en el fibrado cotangente T ∗M , entonces existen p1, p2 ∈ U , ζ1 ∈ D−f1(p1)
y ζ2 ∈ D−f2(p2) tales que: (pi, ζ1 ◦dϕ(p1)−1 ◦dϕ(pi)+ ζ2 ◦dϕ(p2)−1 ◦dϕ(pi)) ∈ V
y |fi(pi)− fi(p)| < ε cuando i = 1, 2.
Demostracio´n. Fijamos una carta (U,ϕ) tal que p ∈ U y considerando que T ∗U
es difeomorfo a U ×H∗ a trave´s del difeomorfismo cano´nico L : T ∗U → U ×H∗
definido por L(q, ξ) = (q, ξ ◦ dϕ(q)−1), el teorema puede ser reformulado de la
siguiente manera: para cada p ∈ U , ζ ∈ D−(f1+ f2)(p), y ε > 0, existen p1, p2 ∈
U , ζ1 ∈ D−f1(p1), ζ2 ∈ D−f2(p2) tales que: d(p1, p2) < ε, ||ζ1 ◦ dϕ(p1)−1 + ζ2 ◦
dϕ(p2)
−1 − ζ ◦ dϕ(p)−1|| < ε, y |fi(pi) − fi(p)| < ε para i = 1, 2. Pero esta
aseveracio´n se obtiene, inmediatamente, de la regla de´bil de la suma de Deville
y El Haddad para espacios de Banach [26], aplicado a las funciones f1 ◦ ϕ−1 y
f2 ◦ ϕ−1.
Del teorema anterior se obtiene, de forma inmediata, la siguiente formulacio´n
de la regla aproximada de la subdiferencial de la suma en te´rminos del transporte
paralelo, como enunciamos a continuacio´n.
Teorema 4.14. Sea (M, g) una variedad riemanniana. Sean f1, f2 : M −→ R
dos funciones tales que f1 es semicontinua inferiormente y f2 es uniformemente
continua. Tomamos p ∈ M , ζ ∈ D−(f1 + f2)(p) y ε > 0, entonces existen p1
y p2 en M y ζ1 ∈ T ∗Mp1 y ζ2 ∈ T ∗Mp2 tales que d(p1, p) < ε y d(p2, p) < ε,
ζ1 ∈ D−f1(p1) y ζ2 ∈ D−f2(p2), |f1(p1) − f1(p)| < ε y |f2(p2) − f2(p)| < ε,
y ‖ Lp2p(ζ2) + Lp1p(ζ1) − ζ‖p < ε. Donde Lpip representa el transporte paralelo
esta´ndar de pi a p para i = 1 o i = 2.
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Proposicio´n 4.15 (Regla del producto). Suponemos que f1, f2 : M −→
[0,∞) son funciones subdiferenciables en p ∈ M , entonces f1f2 es subdiferen-
ciable en p, y
f1(p)D
−f2(p) + f2(p)D−f1(p) ⊆ D−(f1f2)(p).
Demostracio´n. Si f1(p) = f2(p) = 0 el resultado es inmediato. Supongamos por
tanto que por ejemplo f1(p) > 0. Tomemos ζi ∈ D−fi(p), y funciones ϕi :M →
R regulares de clase C1 tales que fi−ϕi tenga un mı´nimo local en p y ζi = dϕi(p)
para i = 1, 2. Como es usual, podemos suponer que ϕi(p) = fi(p), y por tanto
fi − ϕi ≥ 0. Dado que ϕ1(p) = f1(p) > 0 y ϕ1 es continua, existe un entorno V
de p tal que ϕ1 ≥ 0 en V . Supongamos que V es un entorno ma´s pequen˜o tal que
la restriccio´n de ϕ1 − f1 a V tiene un mı´nimo global en p, entonces deducimos
que f1f2 ≥ ϕ1ϕ2 en V, esto es,
(f1f2 − ϕ1ϕ2)(x) ≥ 0 = (f1f2 − ϕ1ϕ2)(p) para todo x ∈ V,
lo que hace que f1f2 − ϕ1ϕ2 tenga un mı´nimo local en p, y por tanto
f1(p)ζ2 + f2(p)ζ1 = ϕ1(p)dϕ2(p) + ϕ2(p)dϕ1(p) = d(ϕ1ϕ2)(p) ∈ D−(f1f2)(p).
Observacio´n 4.16. Si las funciones no son positivas, el resultado no es necesa-
riamente cierto, como se puede ver en el siguiente ejemplo: M = R, f1(x) = |x|,
f2(x) = −1, p = 0 (no´tese que la funcio´n (f1f2)(x) = −|x| no es subdiferenciable
en 0).
4.3. Principio de minimizacio´n perturbada pa-
ra la suma o diferencia de funciones
En esta seccio´n obtenemos un principio de minimizacio´n perturbada para la
suma (o diferencia) de funciones en aquellas variedades riemannianas que tienen
ı´ndice de inyectividad positivo y son uniformemente localmente convexas. Este
resultado constituye una de las piezas fundamentales de la demostracio´n de la
existencia y unicidad de las soluciones de viscosidad de ecuaciones de Hamilton-
Jacobi que damos en el cap´ıtulo siguiente. Tambie´n tiene otras consecuencias
interesantes. Por ejemplo, la fo´rmula aproximada para la subdiferencial de la
suma 4.13 puede deducirse como corolario de este principio de minimizacio´n
pertubada de la diferencia de funciones. Antes de enunciar y demostrar este
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principio necesitamos hacer unas consideraciones previas sobre el transporte pa-
ralelo y cierta propiedad de antisimetr´ıa de las derivadas parciales de la funcio´n
distancia en las variedades riemannianas.
Si suponemos que M es una variedad riemanniana completa uniformemente
localmente convexa y con ı´ndice de inyectividad i(M) > r > 0, entonces para
cada x ∈ M la funcio´n distancia, y 7→ d(y, x), es una funcio´n de clase C∞ en
B(x, r)\{x}, y por tanto tiene perfecto sentido considerar las derivadas parciales
∂d(x0, y0)/∂x y ∂d(x0, y0)/∂y de la funcio´n distancia d :M×M → R. El pro´ximo
resultado que veremos se refiere a una cierta propiedad de antisimetr´ıa de estas
derivadas parciales y, para poder compararlas convenientemente, necesitaremos
utilizar el trasporte paralelo de TMx0 a TMy0 a lo largo de la geode´sica que
une x0 con y0 (no´tese que existe una u´nica geode´sica minimizante que une x0
a y0 porque M es uniformemente localmente convexa y d(x0, y0) < r). Sean
x0, y0 ∈ M tales que d(x0, y0) < r y sea γ(t) = expx0(tv0), 0 ≤ t ≤ 1, la u´nica





la traslacio´n paralela de w desde x0 a y0 a lo largo de γ. Recordamos (ve´ase
Cap´ıtulo 1) que la aplicacio´n Lx0y0 : TMx0 → TMy0 es una isometr´ıa lineal,
con inversa Ly0x0 : TMy0 → TMx0 . Como es costumbre, identificaremos TMp
con T ∗Mp (mediante la isometr´ıa lineal v 7→ 〈v, ·〉p). La isometr´ıa Lx0y0 induce,
a su vez, una isometr´ıa lineal entre los fibrados cotangentes T ∗Mx0 y T
∗My0 .
Anotaremos esta nueva isometr´ıa por Lx0y0 : T
∗Mx0 → T ∗My0 .
Lema 4.17. Sea M una variedad riemanniana completa, uniformemente local-
mente convexa y con ı´ndice de inyectividad i(M) > r > 0, y sean x0, y0 ∈ M








Demostracio´n. Anotamos r0 = d(x0, y0) y suponemos que r0 < r. Consideramos
la geode´sica γ(t) = expx0(tv0), 0 ≤ t ≤ 1, donde y0 = expx0(v0). Por la definicio´n
de trasporte paralelo y de geode´sica es evidente que
Lx0y0(v0) = γ
′(1) = d expx0(v0)(v0).
En otro orden de cosas, de las correspondientes suposiciones deM , y por el Lema
de Gauss (ve´ase [41, 43]), sabemos que γ′(1) es ortogonal a la esfera S(x0, r0) =
{y ∈ M : d(y, x0) = r0} = expx0(S(0x0 , r0)). Como la esfera, S(x0, r0), es una
subvariedad de M uno-codimensional definida como el conjunto de ceros de la
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Para algu´n λ 6= 0. Adema´s, como la funcio´n t 7→ d(γ(t), x0) es creciente, tenemos









Ahora consideramos la geode´sica
β(t) = expy0(tw0),
0 ≤ t ≤ 1, donde expy0(w0) = x0. Por las definiciones de traslacio´n paralela y
geode´sica sabemos que
Lx0y0(v0) = −w0, y ‖w0‖y0 = ‖v0‖x0 . (2)

















El siguiente teorema se puede considerar como un principio de minimizacio´n
perturbada para la suma o diferencia de dos funciones. Lo probaremos como
consecuencia de los Principios Variacionales Suaves 2.11 y el Lema 4.17
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Teorema 4.18. Sea M una variedad riemanniana completa uniformemente lo-
calmente convexa y con ı´ndice de inyectividad i(M) > r > 0, sean u, v :M → R
dos funciones, u acotada superiormente y semicontinuas superiormente (scs) y v
acotada inferiormente y semicontinuas inferiormente (sci), entonces para cada
ε > 0, existen x0, y0 ∈M , ζ ∈ D+u(x0) y ξ ∈ D−v(y0) tales que
(i) d(x0, y0) < ε,
(ii) ‖ζ − Ly0x0(ξ)‖x0 < ε,
(iii) v(z)− u(z) ≥ v(y0)− u(x0)− ε para cada z ∈M .
Donde Ly0x0 : T
∗My0 → T ∗Mx0 es el transporte paralelo esta´ndar.
Demostracio´n. Podemos suponer, obviamente, que ε < r. Sea b : R → R una
funcio´n de clase C∞, no-creciente, y tal que
b(t) = b(0) > 2(‖v‖∞ + ‖u‖∞) + ε si t ≤ ε/4, y b(t) = 0 si t ≥ ε. (1)
Definimos la funcio´n w :M ×M → R por
w(x, y) = v(y)− u(x)− b(d(x, y)) cuando (x, y) ∈M ×M.
La funcio´n w es semicontinua inferiormente y acotada inferiormente. Por el Lema
2.8 sabemos que M ×M es uniformemente mesetable, y M ×M es, obviamente,
completa, por tanto podemos aplicar el Principio Variacional Suave 2.11 a la
funcio´n w para asegurar la existencia de un par (x0, y0) ∈ M × M y de una
funcio´n, g :M ×M → R, de clase C1 tales que
(a) ‖g‖∞ < ε/2 > ‖dg‖∞,
(b) v(y)− u(x)− b(d(x, y))− g(x, y) ≥ v(y0)− u(x0)− b(d(x0, y0))− g(x0, y0)
para todo x, y ∈M .





∂(b ◦ d)(x0, y0)
∂y
∈ D−v(y0). (2)









Considerando el Lema 4.17 y la definicio´n de b cuando x0 6= y0, tenemos que
Ly0x0
























































lo que prueba (ii). En otro orden de cosas, si d(x0, y0) ≥ ε, y si tomamos
x = y = z en (b), tenemos que
b(0) ≤ v(z)− u(z)− g(z, z) + g(x0, y0)− v(y0) + u(x0) ≤
2(‖v‖∞ + ‖u‖∞) + ε,
lo que contradice la definicio´n de b, ve´ase (1) al comienzo de la demostracio´n.
Por tanto d(x0, y0) < ε, lo que prueba (i). Finalmente, si tomamos z = x = y en
(b) y si consideramos que ‖g‖∞ < ε/2 y que la funcio´n b es no-creciente, tenemos
que
v(z)− u(z) ≥ v(y0)− u(x0) + b(0)− b(d(x0, y0)) + g(z, z)− g(x0, y0) ≥
v(y0)− u(x0) + 0− ε/2− ε/2 = v(y0)− u(x0)− ε,
lo que prueba (iii), y de esta manera finaliza la demostracio´n.
Observacio´n 4.19. La proposicio´n precedente no siempre es cierta si la varie-
dad no es completa. Por ejemplo: M = (0, 1) ⊂ R, g(x) = x, f(x) = 0, y ε > 0
pequen˜o.
4.4. Propiedades topolo´gicas y geome´tricas de
los conjuntos de subdiferenciales.
Proposicio´n 4.20. D−f(p) y D+f(p) son subconjuntos cerrados y convexos de
T ∗Mp. En particular, si f es localmente Lipschitz, entonces estos conjuntos son
w∗-compactos.
Demostracio´n. Probaremos primero que D−f(p) es convexo. Escogemos ζ1, ζ2 ∈
D−f(p), y tomamos funciones ϕ1, ϕ2 : M → R regulares de clase C1 tales
que dϕi(p) = ζi, y (f − ϕi)(x) ≥ 0 = (f − ϕi)(p) para todo x en un entorno
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de p. Tomamos t ∈ [0, 1], y definimos la funcio´n ϕt : M → R por ϕt(x) =
(1 − t)ϕ1(x) + tϕ2(x). Es inmediato ver que ϕt es una funcio´n de clase C1 tal
que f − ϕt alcanza un mı´nimo local en p, y por tanto
(1− t)ζ1 + tζ2 = dϕt(p) ∈ D−f(p).
Ahora veremos que D−f(p) es cerrado. Tomamos una carta h : U ⊂ M → H
con p ∈ U . Dado que dh(p) : TMp → H es un isomorfismo lineal y (dh(p))∗ :
H∗ → (TMp)∗ (definida por (dh(p))∗(ζ) = ζ ◦ dh(p)) es tambie´n un isomorfismo
lineal, y, considerando el Corolario 4.5, sabemos que
D−f(p) = {ζ ◦ dh(p) : ζ ∈ D−(f ◦ h−1)(h(p))} = (dh(p))∗(D−(f ◦ h−1)(h(p))),
por tanto es suficiente ver que D−(f ◦ h−1)(h(p)) es cerrado en H∗. Esto es,
queremos probar que D−g(x) es cerrado en (H∗, ‖ · ‖) cuando g : V ⊂ H →
(−∞,∞] es una funcio´n subdiferenciable en el punto x. En efecto, sea (pn) ⊂
D−g(x) tal que ‖pn − p‖ → 0, probaremos que p ∈ D−g(x). Tenemos
l´ım inf
v→0
g(x+ v)− g(x)− 〈pn, v〉
‖v‖ ≥ 0
para todo n, y por tanto
l´ım inf
v→0






‖v‖ (g(x+ v)− g(x)− 〈pn, v〉) +
1





‖v‖ (g(x+ v)− g(x)− 〈pn, v〉) + l´ım infv→0
1
‖v‖〈pn − p, v〉
≥ 0 + l´ım inf
v→0
1
‖v‖〈pn − p, v〉 = −‖pn − p‖
para todo n, esto es,
l´ım inf
v→0
g(x+ v)− g(x)− 〈p, v〉
‖v‖ ≥ −‖pn − p‖
para todo n ∈ N, y puesto que ‖pn − p‖ → 0 deducimos que
l´ım inf
v→0
g(x+ v)− g(x)− 〈p, v〉
‖v‖ ≥ 0,
lo que hace p ∈ D−g(x). Finalmente, cuando f es localmente Lipschitz, por
composicio´n con la inversa de la funcio´n exponencial (la cual tiene una carta
Lipschitz en un entorno de cada punto) y utilizando el Corolario 4.5, es fa´cil
ver que D−f(p) y D+f(p) esta´n acotados, entonces por el teorema de Alaoglu-
Bourbaki se sigue que estos conjuntos son w∗-compactos.
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4.5. Densidad de los puntos de subdiferencia-
bilidad.
Una consecuencia de los Principios Variacionales Suaves es que cualquier
funcio´n semicontinua inferiormente es subdiferenciable en un subconjunto denso
de su dominio.
Proposicio´n 4.21. Sea M una variedad riemanniana. Si f : M −→ (−∞,∞]
es una funcio´n propia y semicontinua inferiormente, entonces el conjunto {p ∈
dom(f) : D−f(p) 6= ∅} es denso en dom(f) := {x ∈M : f(x) <∞}.
Demostracio´n. Supongamos primero que M es completa y uniformemente me-
setable (advie´rtase que si M es un espacio de Hilbert estar´ıamos en este supues-
to). En este caso, el resultado es una aplicacio´n directa del Principio Variacional
Suave 2.11 como exponemos a continuacio´n. Tomamos cualquier punto p0 con
f(p0) < ∞, y cualquier entorno U de p0. Debemos probar que existe un punto
p ∈ U tal que D−f(p) 6= ∅. Dado queM tiene una particio´n regular de la unidad,
existe una funcio´n b : M → [0,∞) de clase C∞ tal que b(y) > 0 si, y so´lo si,




si y ∈ U, y g(y) =∞ si y /∈ U.
La funcio´n g es semicontinua inferiormente en M , y de clase C∞ en U , entonces
la suma f + g es semicontinua inferiormente, y (f + g)(p0) < +∞. De acuerdo
con el Principio Variacional Suave, existe una funcio´n ϕ : M → R de clase C1
tal que (f + g) − ϕ alcanza un mı´nimo fuerte en algu´n punto p ∈ M y dado
que la funcio´n esta´ valorada +∞ fuera de U , se verifica que p ∈ U . Puesto que
la funcio´n ϕ − g es de clase C1 en U , y f − (ϕ − g) alcanza un mı´nimo en p,
concluimos que
d(ϕ− g)(p) ∈ D−f(p) 6= ∅.
Ahora consideramos el caso cuando M no es necesariamente completa o uni-
formemente mesetable. Tomamos un punto p0 ∈ dom(f) y un conjunto abierto
U que contenga a p0. Podemos suponer que U es suficientemente pequen˜o para
que exista una carta h : U ⊂ V → H. Por el Corolario 4.5 sabemos que, para
cualquier p ∈ M , se tiene que D−f(p) 6= ∅ si, y so´lo si, D−(f ◦ h−1)(p) 6= ∅. Es
suficiente, por tanto, ver que existe algu´n x ∈ h(U) con D−(f ◦ h−1)(x) 6= ∅.
Definimos F (x) = f ◦h−1(x) si x ∈ h(U), y F (x) = +∞ en otro caso. La funcio´n
F es semicontinua inferiormente en H, y F = f ◦ h−1 en h(U). Como H es un
espacio de Hilbert es, ciertamente, completo y uniformemente mesetable, y por
tanto podemos aplicar la primera parte de la argumentacio´n para deducir la
existencia de un punto x ∈ h(U) tal que ∅ 6= D−F (x) = D−(f ◦ h−1)(x).
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4.6. Desigualdades del valor medio
Existen muchos teoremas sobre desigualdades del valor medio subdiferen-
ciales en espacios de Banach. En esta seccio´n solamente consideraremos dos de
estos teoremas, los cuales son complementarios uno del otro. El primero se de-
be a Deville [23] y trata de funciones semicontinuas inferiormente definidas en
conjuntos abiertos y conexos de un espacio de Banach, incluso sin requerir sub-
diferenciabilidad en casi todo punto, pero exigiendo la acotacio´n de todos los
subgradientes de la funcio´n en los puntos donde sea subdiferenciable. El segun-
do se debe a Godefroy (quien completa un resultado previo similar de Azagra
y Deville), ve´ase [35, 5], y solamente exige la existencia de una subdiferencial
o superdiferencial que este´ acotada (por alguna constante) en cada punto, pero
requiere que la funcio´n satisfaga D−f(x) ∪ D+f(x) 6= ∅ para todos los puntos
del dominio de f (un subconjunto abierto y convexo de un espacio de Banach).
A continuacio´n, extenderemos estos teoremas de desigualdades del valor medio
a variedades riemannianas. Las mismas ideas de las demostraciones de estos re-
sultados pueden adaptarse para obtener demostraciones que sean va´lidas para
el caso de variedades, pero para mayor brevedad hemos elegido deducirlas del
caso de espacios de Hilbert.
Teorema 4.22 (Desigualdad del valor medio de Deville). Sea (M, g) una
variedad riemanniana, y sea f : M −→ R una funcio´n semicontinua inferior-
mente. Supongamos que existe una constante K > 0 tal que ‖ζ‖p ≤ K para todo
ζ ∈ D−f(p) y p ∈M , entonces
|f(p)− f(q)| ≤ KdM(p, q) for all p, q ∈M.
Demostracio´n. El resultado es cierto en el caso de que M = H sea un espacio
de Hilbert. Aunque este resultado puede ser consultado en [23], haremos un
breve recorrido de la demostracio´n de Deville. Por un argumento esta´ndar, es
suficiente probar el resultado localmente (ver la demostracio´n del caso general
despue´s). Fijamos x0 ∈ H. Puesto que f es localmente acotada inferiormente
existen N, δ > 0 tales que f(x) − f(x0) ≥ −N cuando x ∈ B(x0, 2δ). Fijando
y ∈ B(x0, δ/4), ε > 0, consideramos la funcio´n definida por F (x) = f(x) −
f(y) − α(‖x − y‖) cuando ‖x − y‖ ≤ δ, y F (x) = +∞ en otro caso, donde α :
[0,∞)→ [0,∞) es de clase C1 y satisface α(t) = (K + ε)t si t ≤ δ/2, α(δ) ≥ N ,
y α′(t) ≥ K + ε para todo t > 0. Si inf F < 0, aplicando el PVS DGZ existe
un punto x1 ∈ B(y, δ) \ {y} y un subgradiente ζ ∈ D−f(x1) tales que ‖ζ‖ > K,
lo que supone una contradiccio´n. Por tanto F ≥ 0, y haciendo tender ε → 0 se
obtiene el resultado local. Ver [23] para los detalles. Consideramos, por tanto,
el caso general de variedades riemannianas. Fijamos dos puntos cualesquiera
p, q ∈ M , y consideramos un camino γ : [0, T ] → M continuo y de clase C1 a
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trozos, parametrizado por la longitud del arco, con γ(0) = p, γ(T ) = q. Tomamos
ε > 0. Segu´n el Teorema 1.2, para cada x ∈ γ([0, T ]) existe rx > 0 tal que
expx : B(0x, 2rx) ⊂ TMx → B(x, 2rx) ⊂ M es un difeomorfismo de clase C∞
tal que las derivadas de la expx y de exp
−1
x esta´n acotadas por 1 + ε en esta
bola. Como γ([0, T ]) es compacto, existe una coleccio´n finita de puntos x1 =







donde ponemos rj = rxj para simplificar la notacio´n. Sea r = mı´n{r1, ..., rn},
y elegimos un m ∈ N suficientemente grande para que T/m < r/2. Definimos
t0 = 0 < t1 = T/m < ... < tj = jT/m < ... < T = tm, y consideramos los
puntos aj, bj con aj = bj−1 = γ(tj−1), j = 1, ...,m, y bm = γ(tm). Para cada
j ∈ {1, ...,m− 1} elegimos un ij ∈ {1, ..., n} tal que
γ[tj−1, tj] ∩B(xij , rij) 6= ∅,
y pondremos i0 = 1, im = n (donde xi0 = p y xim = q). Como la longitud de la
restriccio´n de γ a [tj−1, tj], que anotaremos γj, es tj−tj−1 = T/m < r/2 ≤ rij/2,
entonces tenemos, obviamente, que
γ[tj−1, tj] ⊂ B(xij , 2rij)
para cada j = 1, ...,m. Para simplificar, nuevamente, la notacio´n pondremos yj =
xij , y sj = rij , para j = 0, 1, ...,m. Consideramos la funcio´n fj : B(0yj , 2sj)→ R
definida por fj = f ◦ expyj . Por el Corolario 4.11 conocemos que
D−fj(x) = {ζ ◦ d expyj(x) : ζ ∈ D−(f)(expyj(x))}
para todo x ∈ B(0yj , 2sj). Como ‖ζ‖y ≤ K para todo ζ ∈ D−f(y) con y ∈M , y
‖d expyj(x)‖ ≤ (1+ε) para todo x ∈ B(0yj , 2sj), deducimos que ‖η‖yj ≤ (1+ε)K
para todo η ∈ D−fj(x), x ∈ B(0yj , 2sj), entonces podemos aplicar el resultado
al caso H = TMxj y a la funcio´n fj para ver que
















) ≤ (1 + ε)dM(aj, bj)
para todo j = 1, 2, ...,m. Combinando estas dos u´ltimas desigualdades se deduce
que




70 Cap´ıtulo 4. Nociones sobre subdiferenciabilidad
para todo j = 1, ...,m. Por tanto,












‖dγ(t)‖dt = (1 + ε)2K
∫ T
0
‖dγ(t)‖dt = (1 + ε)2KL(γ).
Tomando el ı´nfimo del conjunto de las longitudes L(γ) de los caminos γ continuos
y de clase C1 a trozos que unen p y q , tenemos
|f(q)− f(p)| ≤ (1 + ε)2KdM(q, p).
Finalmente, haciendo tender ε a 0 obtenemos la desigualdad requerida: |f(q)−
f(p)| ≤ KdM(q, p).
Corolario 4.23. Sea (M, g) una variedad riemanniana, y sea f :M −→ R una
funcio´n continua, entonces
sup
{‖ζ‖p : ζ ∈ D−f(p), p ∈M} = sup{‖ζ‖p : ζ ∈ D+f(p), p ∈M} .
Estas cantidades son finitas si, y so´lo si, f es Lipschitz en M , y en este caso
son iguales a la constante de Lipschitz de f .
Teorema 4.24 (Desigualdad del valor medio de Godefroy). Sea (M, g)
una variedad riemanniana, y sea f :M −→ R una funcio´n de Borel tal que
D−f(p) ∪D+f(p) 6= ∅
para cada p ∈M . Definimos Φ :M −→ R por
Φ(p) = inf{‖ζ‖p : ζ ∈ D−f(p) ∪D+f(p)}.








donde µ es la medida de Lebesgue en R.
Demostracio´n. El resultado esta´ probado cuando M = H es un espacio de
Hilbert (consu´ltese [35]). Deduciremos, por tanto, el caso general. Anotaremos
I = [0, T ]. Para un ε > 0 dado, elegimos puntos yj = xij , aj, bj, y nu´meros sj =
rij , tj, exactamente igual que en la demostracio´n del Teorema 4.22. Anotaremos
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fj = f ◦ expyj : B(0yj , 2sj)→ R, γj = exp−1yj ◦γ : Ij := [tj−1, tj]→ B(0yj , 2sj) ⊂
TMyj , y
Φj(y) = inf{‖ζ‖yj : ζ ∈ D−fj(x) ∪D+fj(x)}
para cada x ∈ B(0yj , 2sj).
Como D−fj(x) = {ζ ◦ d expyj(x) : ζ ∈ D−(f)(expyj(x))} para todo x ∈
B(0yj , 2sj), y expyj es (1 + ε)-bi-Lipschitz en esta bola, es fa´cil ver que
Φj(x) ≤ (1 + ε)Φ(expyj(x))
para todo x ∈ B(0yj , 2sj).




















































Corolario 4.25. Sean (M, g) una variedad riemanniana, f : M → R una
funcio´n de Borel tal que para cada p ∈ M existe ζ ∈ D−f(p) ∪ D+f(p) con





para cada camino γ : I →M . En particular, si f es continua, entonces |f(p)−
f(q)| ≤ KdM(p, q) para todo p, q ∈M .
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4.7. (Sub)diferenciabilidad de funciones conve-
xas en variedades riemannianas.
El objeto de esta seccio´n es probar que una funcio´n convexa (continua) de-
finida en una variedad riemanniana, es subdiferenciable en todas partes y dife-
renciable en un conjunto denso.
Definicio´n 4.26. Sea M una variedad riemanniana. Una funcio´n f : M → R
diremos que es convexa cuando la funcio´n f ◦ σ : I ⊆ R → R sea convexa para
cada geode´sica σ : I →M (parametrizada por la longitud del arco).
La siguiente proposicio´n es probablemente conocida, al menos en el caso de
que M sea finito-dimensional, pero, puesto que no conocemos una referencia
expl´ıcita, haremos una demostracio´n conveniente para este trabajo.
Proposicio´n 4.27. Sea M una variedad riemanniana. Si una funcio´n f :M →
R es convexa y localmente acotada, entonces f es localmente Lipschitz. En par-
ticular, cada funcio´n continua y convexa es localmente Lipschitz.
Demostracio´n. Tomamos p ∈ M . Como f es localmente acotada existe R > 0
tal que f esta´ acotada en la bola B(p,R). De acuerdo con el Teorema 1.7, existe
r > 0 con 0 < r < R/2 tal que las bolas abiertas B(p, 2r) y B(p, r) son convexas.
Fijamos C = sup{f(x) : x ∈ B(p, 2r)}, ym = inf{f(x) : x ∈ B(p, 2r)}. Veremos
que la funcio´n f es K-Lipschitz en la bola B(p, r), con K = (C − m)/r. En
efecto, tomamos x1, x2 ∈ B(p, r). Dado que B(p, r) es convexa, existe una u´nica
geode´sica γ : [t1, t2]→ B(p, r), con longitud d(x1, x2) = t2− t1, que une x1 y x2.




para t ≥ t1 suficientemente
pequen˜o. Como la bola B(p, 2r) es tambie´n convexa y x1 ∈ B(p, r), podemos
definir una geode´sica σ1 : [−r, r]→ B(p, 2r) ⊂M que pase por x1 de la siguiente
manera
σ1(t) = expx1(tv1) for all t ∈ [−r, r].
En el caso de que tomemos v2 ∈ TMx2 , definimos una geode´sica σ2 : [−r, r] →
B(p, 2r) ⊂M que pasa por x2 como
σ2(t) = expx2(tv2) for all t ∈ [−r, r],




para t ≤ t2 con |t| suficientemente pequen˜o.
Ponemos t3 = t1− r, t4 = t2+r, x3 = σ1(−r), x4 = σ2(r), y I = [t3, t4], entonces
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si definimos σ : I → B(p, 2r) por
σ(t) =

σ1(t− t1) si t ∈ [t3, t1];
γ(t) si t ∈ [t1, t2];
σ2(t− t2) si t ∈ [t2, t4],
se obtiene que σ es una geode´sica que une x3 a x4 en B(p, 2r). Ahora, como f
es convexa, la funcio´n g : [t3, t4] ⊂ R→ R definida como
g(t) = f(σ(t))
es convexa. Por tanto tenemos
g(t1)− g(t3)
t1 − t3 ≤
g(t2)− g(t1)
t2 − t1 ≤
g(t4)− g(t2)
t4 − t2 ,
donde t3 = t1 − r < t1 < t2 < t2 + r = t4. Teniendo en consideracio´n que












De esta manera vemos que |f(x1) − f(x2)| ≤ Kd(x1, x2) para todo x1, x2 ∈
B(p, r), cuando K = (C −m)/r.
Recordamos (ve´ase Seccio´n 2.2 del Cap´ıtulo 2) que para una funcio´n local-
mente Lipschitz F : H → R definida en un espacio de Hilbert H, definimos la
derivada direccional generalizada en x ∈ H, F 0(x, v), como
l´ım sup
(y,t)→(x,0+)
F (y + tv)− F (y)
t
.
F 0(x, v) es una funcio´n subaditiva homoge´nea positiva de v, y el conjunto {x∗ ∈
H∗ : x∗(v) ≤ F 0(x, v) para cada v} se denomina gradiente generalizado de F
en x, y se anota ∂F (x). El gradiente generalizado es no vac´ıo, convexo, y es un
subconjunto w∗-compacto de H∗; ve´ase [12] para una mayor informacio´n.
Teorema 4.28. Sea g :M → R una funcio´n continua y convexa en una varie-
dad riemanniana, entonces g es subdiferenciable en cada punto de M .
Demostracio´n. Sea φp : Up → H una carta exponencial en p. Tenemos φp(p) = 0.
Dado otro punto q ∈ Up, tomamos un (φp, v) ∈ TMq, y anotamos σq,v(t) =
φ−1q (tw), donde (φp, v) ∼ (φq, w), que es una geode´sica que pasa por q con
derivada (φp, v). Escribir (φp, v) ∼ (φq, w) es equivalente a poner w = d(φq ◦
φ−1p )(φp(q))(v), y, a su vez, equivalente a v = d(φp ◦ φ−1q )(0q)(w). Definimos




74 Cap´ıtulo 4. Nociones sobre subdiferenciabilidad




f ◦(p, v) = inf
t>0
(f ◦ φ−1p )(tv)− (f ◦ φ−1p )(0)
t
.
Aserto 2. Existe x∗ ∈ H∗ tal que x∗(v) ≤ f ◦(p, v) para todo v ∈ H.
De estas aseveraciones se desprende que
(f ◦ φ−1p )(tv)− (f ◦ φ−1p )(0)− x∗(tv) ≥ 0
para cada v ∈ SH , y cada t ∈ [0, r). Como B(0, r) ⊂ φp(Up) y (f ◦ φ−1p ) − x∗
alcanza un mı´nimo en 0 se verifica que x∗ ∈ D−((f ◦ φ−1p ))(0). Siguiendo el
Corolario 4.5 concluimos que D−f(p) 6= ∅ con lo que termina la demostracio´n
del teorema.
Demostracio´n del aserto 1. Fijamos un δ > 0. Dado que f ◦ σq,v es convexa,
tenemos
















Ahora estimamos d(σp,v(ε), σq,v(ε)). Tenemos que
d(σp,v(ε), σq,v(ε)) ≤ Kp||φp(σp,v(ε))− φp(σq,v(ε))|| = Kp||εv − φp(σq,v(ε))|| =
= Kp||εv−(φp◦φ−1q )(εw)|| = Kp||εv−(φp◦φ−1q )(0)−εd(φp◦φ−1q )(0)(w)−o(ε)|| =
= Kp||(φp ◦ φ−1q )(0) + o(ε)|| ≤ Kp(||φp(q)||+ ||o(ε)||) ≤
≤ Kp(Lpd(p, q) + ||o(ε)||) ≤ Kp(Lpεδ + εδ) ≤ Cεδ,
donde Lp y Kp son constantes de Lipschitz de φp y φ
−1
p respectivamente, C =
Kp(Lp+1), y ε suficientemente pequen˜o para que ‖o(ε)‖ ≤ εδ y ||D(φp◦φ−1q )(v)−
v|| < δ. Como f es localmente Lipschitz, existeK > 0 tal que f esK-Lipschitz en
un entorno de p que podemos suponer que es Up. De las estimaciones anteriores







(|f(σq,v(ε))− f(σp,v(ε))|+ |f(p)− f(q)|) ≤
≤ K
ε
(d(σp,v(ε), σq,v(ε)) + d(p, q)) ≤ K(C + 1)δ.
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y, haciendo tender δ → 0, tenemos









Teniendo en consideracio´n que la otra desigualdad es trivial, queda probado el
aserto.























F (y + λy(t))− F (y)
t
,












F (y + λy(t))− F (y)
t
,
porque Lp||y|| ≤ d(p, q) ≤ Kp||y|| (recordemos que φp y (φp)−1 son Lipschitz).
Ahora, si tomamos ||y|| < ε y 0 < t < ε, tenemos∣∣∣F (y + λy(t))− F (y)
t
− F (y + tv)− F (y)
t
∣∣∣ = ∣∣∣F (y + λy(t))− F (y + tv)
t
∣∣∣ ≤
≤ K ′ ||λy(t)− tv||
t
= K ′ϕ(t),
dondeK ′ es la constante de Lipschitz de F y ϕ satisface l´ımt→0+ ϕ(t) = 0, porque
λy(t)− tv = φp(σq,v(t))− φp(q)− tv = o(t).
Finalmente, tenemos∣∣∣ sup
||y||<ε 0<t<ε









∣∣∣F (y + λy(t))− F (y)
t
− F (y + tv)− F (y)
t
∣∣∣ ≤
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≤ K ′ sup
0<t<ε
ϕ(t),
que tiende a 0 cuando ε→ 0+, por tanto f ◦(p, v) = F ◦(0, v). Dado que ∂F (0) 6=
∅, existe x∗ ∈ ∂F (0) tal que x∗(v) ≤ F ◦(p, v) para cada v ∈ H, con lo que
concluye la demostracio´n.
Teorema 4.29. Sea g : M → R una funcio´n continua y convexa en una
variedad riemanniana completa, entonces el conjunto Diff(g) := {x ∈ M :
g es diferenciable en x} es denso en M .
Demostracio´n. De acuerdo con la Proposicio´n 4.21, Diff+(g) := {p ∈ M :
D+g(p) 6= ∅} es denso en M . Por el Teorema 4.28, sabemos que Diff−(g) :=
{p ∈M : D−g(p) 6= ∅} =M , entonces , por la Proposicio´n 4.6, obtenemos que
Diff(g) = Diff+(g) ∩Diff−(g) = Diff+(g) es denso en M .
Utilizando herramientas ma´s sofisticadas, este resultado se puede extender a
la categor´ıa de las funciones localmente Lipschitz, como vemos a continuacio´n.
Teorema 4.30. Sea g : M → R una funcio´n localmente Lipschitz. Si M es
finito-dimensional, entonces g es diferenciable en casi todo punto, esto es, el
conjunto M \Diff(g) tiene medida cero. Si M es infinito-dimensional, entonces
el conjunto de puntos de diferenciabilidad de g, Diff(g), es denso en M .
Demostracio´n. ComoM es separable, es suficiente probar el resultado para cual-
quier subconjunto abierto U ⊂M suficientemente pequen˜o para que g sea Lips-
chitz en U . Tomamos un punto p ∈ U . Dado que la funcio´n exponencial en p
es localmente casi una isometr´ıa, en particular Lipschitz, podemos tomar una
carta h = Φp : V → H Lipschitz, para un conjunto abierto suficientemente pe-
quen˜o V ⊂ U , entonces la composicio´n g ◦ h−1 : h(V ) ⊂ H → R es una funcio´n
Lipschitz de un subconjunto abierto de un espacio de Hilbert en R. Cuando H
es finito-dimensional, el teorema cla´sico de Rademacher establece que g ◦ h−1 es
diferenciable en h(V ) en casi todo punto (ver [33]) y, como h es un difeomor-
fismo de clase C1 (por tanto h preserva puntos de diferenciabilidad y conjuntos
de medida cero), se sigue que g es diferenciable en V casi todo punto. Si H es
infinito-dimensional entonces podemos aplicar el ce´lebre teorema de Preiss que
asegura que para toda funcio´n Lipschitz de un conjunto abierto a un conjunto
abierto de un espacio de Banach Asplund (en particular cuando el espacio es de
Hilbert) existe al menos un punto de diferenciabilidad [46]. Por este teorema,
es inmediato obtener que g ◦ h−1 es diferenciable en un subconjunto denso de
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h(V ). Por tanto cuando h es un difeomorfismo de clase C1, tenemos que g es
diferenciable en un subconjunto denso de V . Finalmente, como M puede ser
recubierta por una unio´n numerable de conjuntos abiertos V en cada uno de los
cuales g es Lipschitz, se obtiene el resultado.
Corolario 4.31. Sea M una variedad riemanniana, y f :M → R una funcio´n
convexa y localmente acotada, entonces f es diferenciable en un subconjunto den-
so de M (cuyo complementario tiene medida cero si M es finito-dimensional).
Demostracio´n. Por la Proposicio´n 4.27 sabemos que f es localmente Lipschitz,
entonces , por el Teorema 4.30, se sigue que f es diferenciable en un subconjunto
denso de M .
4.8. Estabilidad de subdiferenciales y superdi-
ferenciales
En esta seccio´n establecemos un resultado de estabilidad para superdifern-
ciale (de forma ana´loga se puede establecer para subdiferenciales) que jugara´ un
papel decisivo en las aplicaciones del ca´lculo subdiferencial a las ecuaciones de
Hamilton-Jacobi en variedades riemannianas.
Definicio´n 4.32. Para un conjunto abierto Ω ⊂M dado y una funcio´n u : Ω→
R, definimos la envoltura semicontinua superior de u, que denotamos u∗, por
u∗(x) = inf{v(x) | v : Ω→ R es continua y u ≤ v en Ω} para cada x ∈ Ω.
De manera similar se define la envoltura semicontinua inferior, que denotamos
por u∗.
Teniendo en consideracio´n que un espacio de Hilbert es una variedad rie-
manniana modelada sobre si mismo y que a su vez es uniformemente mesetable,
podemos aplicar las definiciones y resultados contenidos en este texto al marco
de los espacios de Hilbert. En concreto el siguiente resultado es una consecuencia
de los principios variacionales y lo utilizaremos para dar una versio´n ma´s general
en variedades riemannianas. Existe tambie´n una versio´n en espacios de Banach
que puede ser consultada en [28, Proposition VIII.1.6]
Proposicio´n 4.33. Sea Ω un subconjunto abierto de un espacio de Hilbert E,
sea F una familia de funciones uniformemente acotadas y semicontinuas su-
periormente en Ω, y sea u = sup{v : v ∈ F}, entonces para cada p ∈ Ω y
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cada ζ ∈ D+u∗(p), existen sucesiones {vn} ⊂ F , y {(pn, ζn)} ⊂ T ∗(Ω) con
ζn ∈ D+vn(pn) tales que
1. l´ımn vn(pn) = u
∗(p)
2. l´ımn(pn, ζn) = (p, ζ).
Demostracio´n. Sea p ∈ Ω y ζ ∈ D+u∗(p) dados. Por el Teorema 4.3 existe una
funcio´n ϕ : E −→ R ∪ {∞} la cual es Fre´chet diferenciable en E y tal que
(a) (u∗ − ϕ)(p) = 0 y (u∗ − ϕ)(x) ≤ 0 si x ∈ Ω y
(b) ζ = ϕ(p) y ϕ′ continua en p.
Por la definicio´n de u∗, para cada n ≥ 1, existe vn ∈ F y qn ∈ E tales que
‖qn − p‖ < 1n y (vn − ϕ)(qn) > − 1n . Si definimos (vn − ϕ)(x) = 0 cuando x 6∈ Ω,
tenemos que vn − ϕ es scs y acotada por 0. Por el principio variacional suave
(Teorema 2.11) existe ψn : E −→ R Fre´chet diferenciable tal que:
1. ‖ψn‖∞ < 1n y ‖ψn‖′∞ < 1n
2. vn − ϕ+ ψn alcanza su supremo en algu´n pn ∈ E.
Como (vn−ϕ)(qn) ≥ sup(vn−ϕ)− 1n , por la Observacio´n 2.16 podemos suponer
que l´ım ‖pn−qn‖ = 0. Por tanto, utilizando el hecho de que ‖qn−p‖ < 1n ,tenemos
que l´ım ‖pn − p‖ = 0 y pn ∈ Ω′ para n suficientemente grande. Por otra parte,
ζn = ϕ
′(pn)− ψ′n(pn) ∈ D+vn(pn) y




Como ϕ′ es continua en p, tenemos que l´ımn ‖ζn − ζ‖ = 0. Finalmente:










ϕ(pn) = ϕ(p) = u
∗(p)
Proposicio´n 4.34. Sea Ω un subconjunto abierto de una variedad riemanniana
M , sea F una familia de funciones uniformemente acotadas y semicontinuas
superiormente en Ω, y sea u = sup{v : v ∈ F}, entonces para cada p ∈ Ω
y cada ζ ∈ D+u∗(p), existen sucesiones {vn} ⊂ F , y {(pn, ζn)} ⊂ T ∗(Ω) con
ζn ∈ D+vn(pn) tales que
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1. l´ımn vn(pn) = u
∗(p)
2. l´ımn(pn, ζn) = (p, ζ).
Demostracio´n. Fijamos una carta (U,ϕ), con p ∈ U . Consideramos la familia
F ◦ ϕ−1 = {v ◦ ϕ−1 : v ∈ F}. Las funciones de esta coleccio´n son semicontinuas
superiormente en ϕ(U ∩ Ω) y son una familia uniformemente acotada. Por otra
parte, tenemos que u◦ϕ−1 = sup{v◦ϕ−1 : v ∈ F}, y u∗◦ϕ−1 = (u◦ϕ−1)∗. Ahora,
aplicamos la proposicio´n anterior al conjunto abierto ϕ(U ∩ Ω), a la familia
F◦ϕ−1, al punto ϕ(p) y la superdiferencial ζ◦dϕ(p)−1 ∈ D+(u◦ϕ−1)(ϕ(p)), para
obtener las sucesiones {ϕ(pn)} en ϕ(U∩Ω), {vn◦ϕ−1} en F◦ϕ−1, y ζn◦dϕ(p)−1 ∈




(vn ◦ ϕ−1)(ϕ(pn)) = (u ◦ ϕ−1)∗(ϕ(p)) = u∗ ◦ ϕ−1(ϕ(p)).




ζn ◦ dϕ(pn)−1 = l´ım
n
ζn ◦ dϕ(pn)−1 ◦ dϕ(p) ◦ dϕ(p)−1 = l´ım
n
ζn ◦ dϕ(p)−1
porque ϕ es C1, as´ı l´ımn dϕ(pn)
−1◦dϕ(p) = id. El resultado se sigue, trivialmente,
de la representacio´n local del fibrado cotangente.




5.1. Introduccio´n y definiciones ba´sicas
En general una ecuacio´n de Hamilton-Jacobi de primer orden es de la forma
H(x, u(x), Du(x)) = 0
en el caso estacionario, y de la forma
H(t, x, u(t, x), Du(t, x)) = 0
en el caso de evolucio´n. Este cap´ıtulo es solamente un intento de dar una idea
del potencial de las aplicaciones del ca´lculo no regular a la teor´ıa de las ecuacio-
nes de Hamilton-Jacobi en variedades riemannianas, y no elaborar un tratado
exhaustivo de estas ecuaciones. Nos restringiremos a dos de los ejemplos ma´s
interesantes de ecuaciones de primer orden de Hamilton-Jacobi. En cualquiera
de los casos las soluciones de estas ecuaciones estara´n definidas en en varieda-
des riemannianas a las que debemos exigir ciertas condiciones. En lo que resta
de este escrito, la variedad M sera´ una variedad riemanniana completa (finito-
dimensional o infinito-dimensional) tal que M satisface las condiciones (3) o (4)
(que son equivalentes) de la Proposicio´n 2.9, ma´s concretamente,M es uniforme-
mente localmente convexa y tiene radio de inyectividad estrictamente positivo, o
equivalentemente, existe una constante r = rM > 0 tal que para cada x ∈M la
aplicacio´n expx esta´ definida en la bola B(0x, r) ⊂ TMx y es un difeomorfismo
de clase C∞
expx : B(0x, r)→ B(x, r),
y la funcio´n distancia viene dada por la expresio´n
d(y, x) = ‖ exp−1x (y)‖x para todo y ∈ B(x, r).
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En particular, las variedades compactas satisfacen estas propiedades. No´tese que
cuando M satisface la condicio´n (3) de la Proposicio´n 2.9 entonces M es unifor-
memente mesetable y por tanto se pueden aplicar los Principios Variacionales
Suaves 2.11 a M .
Para el estudio de la existencia y unicidad de soluciones de viscosidad de las
ecuaciones de Hamilton-Jacobi, a la funcio´n F : T ∗M → R definida en el fibrado
cotangente de M , le debemos exigir una cierta condicio´n de uniformidad, en el
siguiente sentido.
Definicio´n 5.1. Diremos que una funcio´n F : T ∗M → R es intr´ınsecamente
uniformemente continua, cuando para cada ε > 0 existe δ ∈ (0, rM) tal que si
d(x, y) ≤ δ, ζ ∈ T ∗Mx, ξ ∈ T ∗My, ‖ζ − Lyx(ξ)‖x ≤ δ entonces
|F (x, ζ)− F (y, ξ)| ≤ ε.
Observacio´n 5.2. Si F satisface la definicio´n anterior, entonces F es continua.
Esto es una consecuencia obvia del hecho de que la aplicacio´n
(x, ζ) ∈ T ∗Mx 7→ Lxx0(ζ)
es continua en (x0, ζ0), esto es, si (xn, ζn)→ (x0, ζ0) en T ∗M entonces
Lxnx0(ζn)→ ζ0
para cada (x0, ζ0) ∈ T ∗M . Que esta aplicacio´n es continua es, a su vez, una
consecuencia de la definicio´n de trasporte paralelo a lo largo de una curva como
solucio´n de una ecuacio´n diferencial lineal, que tiene una dependencia continua
de las condiciones iniciales.
Observacio´n 5.3. Consideremos una variedad finito-dimensional M conteni-
da en Rn, por tanto T ∗M ⊂ R2n. Supongamos que M satisface la siguiente
condicio´n:
∀ε ∃ δ > 0: v, h ∈ TMx x ∈M , ‖v‖x ≤ δ =⇒ ‖d expx(v)(h)− h‖x ≤ ε
(no´tese que esta condicio´n es automa´tica cuando M es compacta y en otros
muchos ejemplos naturales), entonces cada funcio´n F : T ∗M → R que sea
uniformemente continua respecto a la me´trica usual euclidiana de R2n es in-
tr´ınsecamente uniformemente continua tambie´n, como es fa´cil observar. Conse-
cuentemente, existen mu´ltiples ejemplos naturales de funciones intr´ınsecamente
uniformemente continuas F : T ∗M → R.
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5.2. Principio del ma´ximo para ecuaciones es-
tacionarias de primer orden de Hamilton-
Jacobi





donde f : M → R es una funcio´n acotada y uniformemente continua, y G :
T ∗M → R es una funcio´n definida en el fibrado cotangente de M . De hecho,
estas ecuaciones son, realmente, de la forma
(∗)
{
u+ F (du) = 0
u acotada,
donde F : T ∗M → R, dado que siempre podemos tomar la funcio´n F de la
forma F (x, ξx) = G(x, ξx) − f(x). Una funcio´n u : M → R acotada y Fre´chet-
diferenciable es una solucio´n cla´sica de la ecuacio´n (∗) cuando
u(p) + F (p, du(p)) = 0 para cada p ∈M.
A continuacio´n introducimos la nocio´n de solucio´n de viscosidad.
Definicio´n 5.4. Una funcio´n semicontinua superiormente (scs) u : M → R es
una subsolucio´n de viscosidad de u+ F (du) = 0 si u(p) + F (p, ζ) ≤ 0 para cada
p ∈ M y ζ ∈ D+u(p). Una funcio´n semicontinua inferiormente (sci) u : M → R
es una supersolucio´n de viscosidad de u+ F (du) = 0 si u(p) + F (p, ζ) ≥ 0 para
cada p ∈M y ζ ∈ D−u(p). Una funcio´n continua u :M → R es una solucio´n de
viscosidad de u+ F (du) = 0 si es a la vez subsolucio´n y supersolucio´n de visco-
sidad de u + F (du) = 0. Podemos definir soluciones de viscosidad en conjuntos
abiertos Ω ⊂M de manera natural, cuando las funciones esta´n definidas en Ω.
Observacio´n 5.5. Como una funcio´n u Fre´chet- diferenciable verifica que
D+u(p) = D−u(p) = {du(p)},
es evidente que cualquier solucio´n de viscosidad que sea acotada y Frechet-
diferenciable de u+ F (du) = 0 es una solucio´n cla´sica de (∗).
Ahora podemos probar el siguiente principio del ma´ximo para ecuaciones de
Hamilton-Jacobi de la forma (∗).
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Teorema 5.6. Sea M una variedad riemanniana completa, uniformemente lo-
calmente convexa y con radio de inyectividad estrictamente positivo y sean f, g :
M → R funciones uniformemente continuas y acotadas, y F : T ∗M → R in-
tr´ınsecamente uniformemente continua. Si u es una subsolucio´n de viscosidad y
acotada de u+ F (du) = f , y v es una supersolucio´n de viscosidad y acotada de
v + F (dv) = g, entonces v − u ≥ inf(g − f).
Demostracio´n. Si ε > 0 esta´ dado, entonces, por la Proposicio´n 4.18, existen
p, q ∈ U , ζ ∈ D+u(p) y ξ ∈ D−v(q) tales que
i) d(p, q) < ε, ‖ζ − Lqp(ξ)‖p < ε
ii) v(x)−u(x) ≥ v(q)−u(p)−ε para cada x ∈M . Dado que u y v son sub y super
soluciones de viscosidad, respectivamente, tenemos que u(p) + F (p, ζ) ≤ f(p) y
v(q) + F (q, ξ) ≥ g(q), y por tanto para cada x ∈M se verifica que
v(x)− u(x) ≥ v(q)− u(p)− ε ≥ g(q)− F (q, ξ)− f(p) + F (p, ζ)− ε ≥
≥ inf(g − f) + (f(q)− f(p)) + (F (p, ζ)− F (q, ξ))− ε.
Ahora, si ε→ 0+, tenemos que f(q)−f(p) tiende a 0 porque f es uniformemente
continua, F (p, ζ) − F (q, ξ) tiende a 0 puesto que F es intr´ınsecamente unifor-
memente continua, y consecuentemente obtenemos que v − u ≥ inf(g − f).
Modificando convenientemente la demostracio´n del teorema anterior pode-
mos encontrar un resultado de dependencia continua de las soluciones de vis-
cosidad de ecuaciones de la forma (∗) con respecto a los Hamiltonianos co-
mo precisamos en el teorema siguiente. Previamente definimos ‖F − G‖∞ =
sup{|F (p, ζ)−G(p, ζ)| : (p, ζ) ∈ T ∗M}.
Teorema 5.7. Sea M una variedad riemanniana completa, uniformemente lo-
calmente convexa y con radio de inyectividad estrictamente positivo y sean u y
v soluciones de viscosidad acotadas de u+ F (du) = 0 y v +G(dv) = 0 respecti-
vamente, entonces |v(x)− u(x)| ≤ ‖F −G‖∞ para todo x ∈M .
Demostracio´n. Procediendo como en la demostracio´n anterior, si ε > 0 esta´ da-
do, entonces, por la Proposicio´n 4.18, existen p, q ∈ U , ζ ∈ D+u(p) y ξ ∈ D−v(q)
tales que
i) d(p, q) < ε, ‖ζ − Lqp(ξ)‖p < ε
ii) v(x) − u(x) ≥ v(q) − u(p) − ε para cada x ∈ M . Dado que u y v son sub y
super soluciones de viscosidad, respectivamente, tenemos que u(p)+F (p, ζ) ≤ 0
y v(q) +G(q, ξ) ≥ 0, y por tanto para cada x ∈M se verifica que
u(x)− v(x) ≤ u(p)− v(q) + ε ≤ G(q, ξ)− F (p, ζ) + ε =
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(G(q, ξ)−G(p, ζ)) + (G(p, ζ)− F (p, ζ)) + ε
≤ (G(q, ξ)−G(p, ζ)) + ‖F −G‖∞ + ε
y haciendo tender ε a 0 y teniendo en consideracio´n que G es uniformemente
intr´ınsecamente uniformemente continua se obtiene que v(x)−u(x) ≤ ‖F−G‖∞
y razonando de forma ana´loga se obtendr´ıa que u(x)− v(x) ≤ ‖F −G‖∞.
5.3. Principio del ma´ximo para ecuaciones pa-
rabo´licas de Hamilton-Jacobi
En esta seccio´n consideramos ecuaciones de Hamilton-Jacobi de la forma
(∗∗)
{
ut + F (t, dxu) = 0
u(0, x) = u0(x),
Donde u0 :M → R es una condicio´n inicial que suponemos acotada y uniforme-
mente continua y F : [0,∞)× T ∗M → R.
Definicio´n 5.8. Una subsolucio´n de viscosidad de (∗∗) es una funcio´n u :
[0,+∞) ×M −→ R semicontinua superiormente, y tal que para cada (t, x) ∈
R+ ×M y cada (a, ζ) ∈ D+u(t, x) se cumple{
a+ F (t, x, ζ) ≤ 0
u(0, x) ≤ u0(x),
Y una supersolucio´n de (∗∗) es una funcio´n u : [0,+∞)×M −→ R semicontinua
inferiormente, y tal que para cada (t, x) ∈ R+ ×M y cada (a, ζ) ∈ D−u(t, x) se
cumple {
a+ F (t, x, ζ) ≥ 0
u(0, x) ≥ u0(x),
Una funcio´n u : [0,∞) ×M −→ R continua es una solucio´n de viscosidad de
(∗∗) si es a la vez subsolucio´n y supersolucio´n de viscosidad de (∗∗).
Observacio´n 5.9. Como una funcio´n u Fre´chet- diferenciable verifica que
D+u(p) = D−u(p) = {du(p)},
es evidente que cualquier solucio´n de viscosidad que sea Fre´chet-diferenciable es
una solucio´n cla´sica de (∗∗).
Teorema 5.10. Sea M una variedad riemanniana completa, uniformemente
localmente convexa y con radio de inyectividad estrictamente positivo, y sean
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u0, v0 : M → R funciones uniformemente continuas y acotadas, y F : [0,∞) ×
T ∗M → R intr´ınsecamente uniformemente continua. Si u es una subsolucio´n de
viscosidad acotada de {
ut + F (t, dxu) = 0
u(0, x) = u0(x),
y v es una supersolucio´n de viscosidad acotada de{
vt + F (t, dxv) = 0
v(0, x) = v0(x),
entonces sup[0,∞)×M(u− v) ≤ supM(u0 − v0)
Demostracio´n. Supongamos el contrario, existir´ıan (t0, x0) ∈ (0,∞)×M , δ > 0




u(t0, x0)− v(t0, x0)− δ > sup
M
(u0 − v0) + ε, (1)
para ε ≤ ε0. Consideramos la funcio´n Φ definida en R×M
Φ =
{
u(t, x)− v(t, x)− δt
t0
si(t, x) ∈ [0,∞)×M
−∞ en otro caso.
La funcio´n Φ es semicontinua superiormente y acotada superiormente. Por el
teorema 2.11 aplicado a la funcio´n −Φ existe una funcio´n g : R × M −→ R
diferenciable con continuidad tal que:
(i) Φ + g alcanzan su ma´ximo en un punto (s, y) ∈ [0,∞)×M




Donde s > 0 porque de lo contrario entrar´ıamos en contradiccio´n con (1). Si
ponemos A = δ
t0
− gt(s, y) y ζ = Dxg(s, y) tenemos que (A, ζ) ∈ D+(u(s, y) −
v(s, y)) con la condicio´n A > ε0 para todo 0 < ε ≤ ε0. Ahora el teorema 4.14
da la existencia de (t1, x1), (t2, x2) ∈ (0,∞) ×M y de (b1, ζ1) ∈ D+u(t1, x1) y
(b2, ζ2) ∈ D−v(t2, x2) tales que:
(i) |ti − s| < ε y d(xi, y) < ε para i = 1, 2.
(ii) |u(t1, x1)− u(s, y)| < ε y |v(t2, x2)− v(s, y)| < ε
(iii) |b1 − b2 − A| < ε y ||Lx1y(ζ1) + Lx2y(ζ2)− ζ||y < ε
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Como u es una subsolucio´n de viscosidad y v una supersolucio´n de viscosidad
se obtiene que b1 + F (t1, x1, ζ1) ≤ 0 y b2 + F (t2, x2, ζ2) ≥ 0. Y por tanto
b1 − b2 + F (t1, x1, ζ1)− F (t2, x2, ζ2) ≤ 0
de donde
A− ε+ F (t1, x1, ζ1)− F (t2, x2, ζ2) ≤ 0
Adema´s
|t1 − t2| ≤ |t1 − s|+ |s− t2| < 2ε
d(x1, x2) ≤ d(x1, y) + d(y, x2) < 2ε
y
||Lx1y(ζ1) + Lx2y(ζ2)||y ≤
||Lx1y(ζ1) + Lx2y(ζ2)− ζ||y + ‖ζ‖y < ε+
ε
2
Ahora haciendo tender ε hacia cero y teniendo en cuenta que F es intr´ınse-
camente uniforme continua se obtiene que A, que depende de ε, tender´ıa a un
valor menor o igual que 0 lo que supone una contradiccio´n con el hecho de que
A > ε0 para todo 0 < ε < ε0.
5.4. Existencia y unicidad de soluciones de vis-
cosidad de ecuaciones de Hamilton-Jacobi
Proposicio´n 5.11. Sean Ω un subconjunto abierto de M , F una familia de
funciones uniformemente acotada en Ω y u = sup{v : v ∈ F}. Si cada v es una
subsolucio´n de viscosidad de u + F (du) = 0, entonces u∗ es una subsolucio´n de
viscosidad de u+ F (du) = 0.
Demostracio´n. Sea p ∈ Ω y ζ ∈ D+u∗(p). De acuerdo con la Proposicio´n 4.34,
existen sucesiones {vn} ⊂ F y {(pn, ζn)} ⊂ T ∗(Ω) con ζn ∈ D+vn(pn) y tales
que
i) l´ımn vn(pn) = u
∗(p)
ii) l´ımn(pn, ζn) = (p, ζ). Como vn es una subsolucio´n de viscosidad de u+F (du) =
0, tenemos que vn(pn) + F (pn, ζn) ≤ 0. Por tanto u∗(p) + F (p, ζ) ≤ 0.
Corolario 5.12. El supremo de dos subsoluciones de viscosidad es una subso-
lucio´n de viscosidad.
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Estamos ya en condiciones de demostrar el resultado principal sobre existen-
cia y unicidad de soluciones de viscosidad de las ecuaciones de Hamilton-Jacobi
de la forma (∗).
Teorema 5.13. Sea M una variedad riemanniana uniformemente localmente
convexa y con radio de inyectividad estrictamente positivo. Sea F : T ∗M → R
una funcio´n intr´ınsecamente uniformemente continua (ve´ase Definicio´n 5.1).
Supongamos, tambie´n, que existe una constante A > 0 tal que −A ≤ F (x, 0x) ≤
A para cada x ∈ M , entonces existe una u´nica solucio´n de viscosidad acotada
de la ecuacio´n u+ F (du) = 0.
Demostracio´n. La unicidad se sigue del Teorema 5.6, tomando f = g = 0. Para
ver la existencia, definimos F como la familia de subsoluciones de viscosidad,
w :M → R, de la ecuacio´n u+ F (du) = 0, que satisfacen
−A ≤ w(p) ≤ A para cada p ∈M.
La familia F es no vac´ıa, puesto que la funcio´n w0(p) = −A pertenece a
F (porque −A + F (p, 0p) ≤ 0). Sea u la envoltura superior semicontinua de
sup{w : w ∈ F}, y v la envoltura inferior semicontinua de u. Por la definicio´n
tenemos que v ≤ u. Por otra parte, de acuerdo con la Proposicio´n 5.11, u es una
subsolucio´n viscosa de u+ F (du) = 0.
Aserto. v es una supersolucio´n de viscosidad de u+ F (du) = 0.
Si este aserto estuviera probado, tendr´ıamos que u ≤ v por la Proposicio´n 5.6,
por tanto u = v ser´ıa una solucio´n de viscosidad y, as´ı, la existencia estar´ıa esta-
blecida. Por tanto, tan so´lo queda probar el aserto. Si v no es una supersolucio´n
de viscosidad, existen p0 ∈M y ζ0 ∈ D−v(p) tales que v(p0)+F (p0, ζ0) < 0. Por
el Teorema 4.3(5), existe una funcio´n de clase C1, h : M → R, con ζ0 = dh(p0)
y tal que v−h alcanza un mı´nimo global en p0. Por tanto podemos suponer que
v(p0)+F (p0, dh(p0)) < 0, v(p0) = h(p0), y h(p) ≤ v(p) para todo p ∈M. (1)
De la desigualdad h(p) ≤ v(p) ≤ u(p) ≤ A tenemos h(p0) < A, por tanto A− h
tiene un mı´nimo local en p0, y consecuentemente dh(p0) = 0, lo que implica
v(p0) + F (p0, dh(p0)) = h(p0) + F (p0, dh(p0)) = A+ F (p0, 0) ≥ A− A = 0, que
supone una contradiccio´n con (1). Ahora podemos tomar un nu´mero δ > 0 y
una funcio´n de clase C1, b : M → [0,∞), con soporte en B(p0, δ), b(p0) > 0, y
tal que ||b||∞, ||db||∞ son suficientemente pequen˜os para que
h(p) + b(p) + F (p, dh(p) + db(p)) < 0 para todo p ∈ B(p0, 2δ), and (2)
h(p) + b(p) ≤ A para todo p ∈M (3).
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ma´x{h(p) + b(p), u(p)} si p ∈ B(p0, 2δ)
u(p) en otros casos.
Donde tenemos que w(p) = u(p) si p ∈ Ω1 := M \ B(p0, δ), porque u(p) ≥
v(p) ≥ h(p) = h(p) + b(p) cuando p ∈ B(p0, 2δ) \ B(p0, δ). Por tanto w es una
subsolucio´n de viscosidad de u+F (du) = 0 en Ω1. Por otra parte, considerando
(2), es evidente que w es el ma´ximo de dos subsoluciones de viscosidad en Ω2 :=
B(p0, 2δ), y consecuentemente w es una subsolucio´n en Ω2. Por tanto w es una
subsolucio´n de viscosidad de u+F (du) = 0 en M = Ω1 ∪Ω2, lo que implica que
w ∈ F , puesto que, por (3), −A ≤ u ≤ w y w(p) ≤ A. Finalmente, tenemos que
u ≥ w, porque u ≥ supF . Por tanto u(p) ≥ w(p) ≥ h(p)+ b(p) en B(p0, δ), y en
particular v(p0) = u∗(p0) ≥ h(p0) + b(p0) > h(p0), lo que contradice (1).
Cuando M es compacta, el teorema anterior cobra una apariencia muy sim-
ple.
Corolario 5.14. Sean M una variedad riemanniana compacta, f :M → R una
funcio´n continua y F : T ∗M → R una funcio´n intr´ınsecamente uniformemente
continua, entonces existe una u´nica solucio´n de viscosidad de la ecuacio´n u +
F (du) = f .
Demostracio´n. La demostracio´n se desprende inmediatamente del Teorema 5.13,
considerando los siguientes hechos: 1) si M es compacta, entonces M es local-
mente uniformemente convexa y i(M) > 0 (ve´ase la Observacio´n 1.11 y 1.14 );
2) cualquier solucio´n de viscosidad u es continua, por tanto u es acotada en la
variedad compacta M ; y 3) f es uniformemente continua porque f es continua
en M que es compacta.
Observacio´n 5.15. En particular, cuando M es una variedad compacta se
la puede considerar como un subconjunto de Rn y por tanto T ∗M ⊂ R2n. Si
F : T ∗M → R es uniformemente continua respecto a la me´trica Euclediana
usual en R2n, entonces el Corolario 5.14 y la Observacio´n 5.3 garantizan la
existencia de una u´nica solucio´n de viscosidad de la ecuacio´n u+ F (du) = f .
No obstante, el requerimiento de que F sea uniformemente continua no se
puede relajar en principio, porque el fibrado cotangente T ∗M no es, en ningu´n
caso, compacto. Por tanto, aunque F sea continua no se puede asegurar que F
sea uniformemente continua en T ∗M .
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Observacio´n 5.16. Si nos planteamos una ecuacio´n de Hamilton-Jacobi tal
que
u+ F (du) = 0, u acotada (∗)
en una variedad M en la que no se presupone una estructura riemanniana defi-
nida en M . Es razonable hacerse la siguiente pregunta:”¿es posible definir una
estructura riemanniana adecuada g que haga que M sea uniformemente local-
mente convexa y con radio de inyectividad positivo, y que haga que F sea in-
tr´ınsecamente uniformemente continua, tambie´n?”. En otras palabras, podemos
encontrar una variedad riemanniana N con radios de convexidad y de inyectivi-
dad positivos y un difeomorfismo ψ : N → M tal que la funcio´n G : T ∗N → R
sea intr´ınsecamente uniformemente continua , donde G = F ◦ (T ∗ψ), con T ∗ψ :
T ∗N → T ∗M definido por T ∗ψ(x, η) := (ψ(x), η ◦ (dψ−1)(ψ(x))). Porque si esto
es as´ı, entonces por el Teorema 5.13, la ecuacio´n
v +G(dv) = 0, v acotada (∗∗)
tiene una u´nica solucio´n de viscosidad. Pero es obvio que v es una solucio´n de
viscosidad de (∗∗) si, y so´lo si, la funcio´n u = v◦ψ−1 es una solucio´n de viscosidad
de (∗). Por tanto la ecuacio´n (∗) tiene una u´nica solucio´n de viscosidad, tambie´n.
El siguiente ejemplo muestra el potencial de este esquema.





sea F : T ∗M ⊂ R6 → R, y consideramos la ecuacio´n de Hamilton-Jacobi u +
F (du) = 0. Si dotamos a M de la estructura riemanniana natural heredada de
R3, entonces M no es uniformemente localmente convexa, y adema´s i(M) = 0;
por tanto el Teorema 5.13 no es directamente aplicable. Ahora, definimos N por
z =
1
x2 + y2 − 1 , z > 0,
que tiene la estructura riemanniana natural como subvariedad de R3. Es evi-
dente que N es uniformemente localmente convexa y tiene radio de inyectividad
positivo. La aplicacio´n ψ : N →M definida por
ψ(x, y, z) =








es un difeomorfismo de clase C∞. Supongamos que la funcio´n G = F ◦ (T ∗ψ) :
T ∗N → R es uniformemente continua respecto a la me´trica usual de R6, enton-
ces N satisface las propiedades de la Observacio´n 5.3, lo que hace que G sea
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intr´ınsecamente uniformemente continua. Por tanto, por el procedimiento de la
observacio´n 5.16, la ecuacio´n u + F (du) = 0, u acotada en M , tiene una u´nica
solucio´n de viscosidad.
Del teorema del valor medio de Deville 4.22 deduciremos, a continuacio´n, un
resultado de regularidad de soluciones de viscosidad ( o incluso subsoluciones)
de ecuaciones de Hamilton-Jacobi con una estructura ”coercitiva”.
Corolario 5.18. Sean M una variedad riemanniana y F : R× T ∗M → R una
funcio´n. Consideramos la siguiente ecuacio´n de Hamilton-Jacobi:
F (u(x), du(x)) = 0. (HJ3)
Suponemos que existe una constante K > 0 tal que F (t, ζx) > 0 cuando ‖ζx‖x ≥
K y t ∈ R. Sea u :M → R una subsolucio´n de viscosidad de (HJ3), entonces :
1. u es K-Lipschitz, esto es, |u(x)− u(y)| ≤ Kd(x, y) para cada x, y ∈M .
2. Si M es finito-dimensional, u es Fre´chet-diferenciable en casi todo punto.
3. Si M es infinito-dimensional u es Fre´chet-diferenciable en un subconjunto
denso de M .
Demostracio´n. Si u es una subsolucio´n de viscosidad, entonces F (u(x), ζx) ≤ 0
para cada x ∈ M y cada ζx ∈ D−u(x). Por tanto ‖ζx‖ ≤ K para cada ζx ∈
D−u(x) (en otro caso F (u(x), ζx) > 0, lo que supone una a contradiccio´n),
entonces, por el Teorema 4.22, u es K-Lipschitz. Por otra parte, (2) y (3) se
deducen, inmediatamente, del Teorema 4.30.
Concluimos este trabajo con un breve estudio de una ecuacio´n HJ que no es
de la forma (∗), pero que resulta muy interesante por el significado geome´trico de
su u´nica solucio´n de viscosidad. Sea M una variedad riemanniana completa, Ω
un subconjunto abierto y acotado de M , y sea ∂Ω el borde de Ω. Consideramos
la siguiente ecuacio´n de Hamilton-Jacobi denominada eitconal
(HJ4)
{‖du(x)‖x = 1 para todo x ∈ Ω
u(x) = 0 para todo x ∈ ∂Ω.
No existe ninguna solucio´n cla´sica de (HJ4). En efecto, si una funcio´n u : Ω ⊂
M → R es diferenciable en Ω y satisface que ‖du(x)‖x = 1 cuando x ∈ Ω y
u = 0 en ∂Ω, entonces podemos aplicar el Teorema de Rolle en variedades 3.1
y encontrar un punto x0 ∈ Ω tal que ‖du(x0)‖x0 < 1/2, lo que constituye una
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contradiccio´n. Ahora bien, lo que s´ı podemos encontrar es una u´nica solucio´n
de viscosidad para la ecuacio´n (HJ4), que es justamente la funcio´n distancia
al borde ∂Ω. Por definicio´n, una funcio´n u es una solucio´n de viscosidad de la
ecuacio´n (HJ4) si, y so´lo si, u es continua; u = 0 en ∂Ω; ‖ζ‖x ≥ 1 cuando
ζ ∈ D−u(x), x ∈ Ω; y ‖ζ‖x ≤ 1 cuando ζ ∈ D+u(x), x ∈ Ω.
Teorema 5.19. Sea M una variedad riemanniana completa, y Ω un subconjunto
abierto y acotado de M con borde ∂Ω, entonces la funcio´n x 7→ d(x, ∂Ω) :=
inf{d(x, y) : y ∈ ∂Ω} es una solucio´n de viscosidad de la ecuacio´n (HJ4). Es
ma´s, si M es uniformemente localmente convexa y tiene radio de inyectividad
positivo, entonces d(·, ∂Ω) es la u´nica solucio´n de viscosidad de esta ecuacio´n.
Demostracio´n. Probaremos primero la unicidad. Supongamos que u, v : Ω→ R
es una solucio´n de viscosidad de (HJ4). Como u y v son continuas, y u = v = 0
en ∂Ω, podemos extender u y v con continuidad a la totalidad deM , sin ma´s que
poner u = 0 = v enM\Ω. Es suficiente probar que u ≤ v en Ω (porque de manera
similar, o por simetr´ıa, se tendr´ıa que v ≤ u, y por tanto u = v). Tomemos
cualquier α ∈ (0, 1) y comprobemos que αu ≤ v. En efecto, supongamos que
inf{v(x)− αu(x) : x ∈ Ω} < 0. Escojamos un ε tal que
0 < 2ε < mı´n
{1− α
2
, − inf{v(x)− αu(x) : x ∈ Ω}
}
.
Dado que u y v son soluciones de viscosidad, tenemos que ‖ζ‖x ≤ 1 cuando
ζ ∈ D+u(x)∪D+v(x), x ∈ Ω, luego, por el Teorema del valor medio 4.22, u y v
son 1-Lipschitz. En particular, como Ω es acotado tenemos que las funciones u
y v son acotadas, entonces , de acuerdo con el Teorema 4.18, existen x0, y0 ∈M ,
ζ ∈ D+(αu)(x0) y ξ ∈ D−v(y0) tales que
1. d(x0, y0) < ε
2. ‖ζ − Lx0y0(ξ)‖x0 < ε
3. inf(v − αu) ≥ v(y0)− αu(x0)− ε.
Teniendo en consideracio´n que u y v son 1-Lipschitz y u = v = 0 en M \ Ω, es
fa´cil ver que (3) y la eleccio´n de ε implican que x0, y0 ∈ Ω. Ahora, como u y v
son soluciones de viscosidad se tiene que
1
α
ζ ∈ D+u(x0) =⇒ ‖ 1
α
ζ‖x0 ≤ 1 =⇒ ‖ζ‖x0 ≤ α, y
ξ ∈ D−v(y0) =⇒ ‖ξ‖y0 ≥ 1.
De (2), y recordando que Lx0y0 es una isometr´ıa lineal, tenemos que
1 ≤ ‖ξ‖y0 = ‖Lx0y0(ξ)‖x0 ≤ ‖ζ‖x0 + ε ≤ α+ ε < 1,
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lo que supone una contradiccio´n. Ahora, probaremos que u := d(·, ∂Ω) es una
solucio´n de viscosidad de la ecuacio´n (HJ4), y por lo visto anteriormente sera´ la
u´nica solucio´n. La propiedad u = 0 en ∂Ω es evidente por la definicio´n de u, por
tanto solamente tenemos que probar las condiciones de la norma de los vectores
de D−u(x) y D+u(x), para x ∈ Ω.
Paso 1. Tomamos ξ ∈ D−u(x), x ∈ Ω. Tenemos que ver que ‖ξ‖x ≥ 1. Por
el Teorema 4.3 podemos tomar una funcio´n ϕ : M → R de clase C1 tal que
u(y) − ϕ(y) ≥ u(x) − ϕ(x) = 0 cuando y ∈ M . Fijamos 0 < ε < 1. Ahora,
para cada α con 0 < α < d(x, ∂Ω), por la definicio´n de d(x, ∂Ω) podemos tomar
xα ∈ ∂Ω con
d(x, ∂Ω) ≥ d(x, xα)− εα
4
.
A continuacio´n, haciendo uso del Teorema de Ekeland de tipo Hopf-Rinow apro-




y una geode´sica γα : [0, Tα] → Ω ⊂ M que una x = γα(0) a yα = γα(Tα), y tal
que L(γα) = d(x, yα), entonces tenemos
L(γα) = d(x, yα) ≤ d(x, xα) + d(xα, yα) ≤ d(x, xα) + εα
4




d(x, ∂Ω) ≥ L(γα)− εα
2
. (4)
Ponemos vα = dγα(0)/dt ∈ TMx, por tanto γα(t) = expx(tvα) y ‖vα‖x = 1, y
definimos zα = γα(α), entonces se tiene
ϕ(zα)− ϕ(x) ≤ u(zα)− u(x) = d(zα, ∂Ω)− d(x, ∂Ω) ≤
d(zα, ∂Ω)− L(γα) + εα
2











− L(γα) + εα
2




≤ −1 + ε. (5)
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Combinando (5) y (6), y considerando que ‖dγα(s)/dt‖γα(s) = 1 para todo s,
tenemos que
‖dϕ(γα(sα))‖γα(sα) ≥ 1− ε (7)
para cada α ∈ (0, u(x)), entonces, como las funciones y → dϕ(y) y (y, ζ)→ ‖ζ‖y
son continuas, y γα(sα) = expx(sαvα) → expx(0) = x cuando α → 0, se sigue
que
‖ξ‖x = ‖dϕ(x)‖x = l´ım
α→0+
‖dϕ(γα(sα))‖γα(sα) ≥ 1− ε. (8)
Finalmente, haciendo tender ε→ 0 en (8), se deduce que ‖ξ‖x ≥ 1.
Paso 2. Ahora tomamos ζ ∈ D+u(x), x ∈ Ω, y veremos que ‖ζ‖x ≤ 1. Esto es
mucho ma´s fa´cil que en el caso anterior. Tomamos una funcio´n ψ : M → R de
clase C1 tal que dψ(x) = ζ y u(y)−ψ(y) ≤ u(x)−ψ(x) = 0 cuando y ∈M . Para
cada v ∈ TMx consideramos la geode´sica γv(t) = expx(tv). Como u = d(·, ∂Ω)
es 1-Lipschitz tenemos que











Dado que la desigualdad (9) es cierta para cada v ∈ TMx, concluimos que
‖ζ‖x = ‖dψ(x)‖x ≤ 1.
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