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PETSatellite data are often used for their ability to ﬁll in temporal and spatial patterns in data-sparse regions. It is also
known that global satellite products generally contain more noise than ground-based estimates. Data validation
of satellite data often treats ground-based estimates as the ‘gold standard’: without error or uncertainty. In the
estimation of evapotranspiration (ET) however, ground-based estimates have considerable uncertainty, caused
by the input components of the ET equations. This research presents an analysis of uncertainty of reference ET
(ET0) caused by these input components. A dataset of correlated random variables is generated for a country
with a diverse climate and diverse density of ground observations: New Zealand. The uncertainty analysis
shows that: ET0 is most sensitive to temperature, followed by solar radiation, relative humidity, and cloudiness
ratio; and that uncertainty varies between 10% and 40% of ET0, and depends on the ET0 value. Using this uncer-
tainty analysis, a set of correlated random variables, and a Monte-Carlo ﬁtting approach, MOD16 satellite PET
data becomes a ‘soft interpolator’ between ground-based ET0 estimates. The resulting 1 km × 1 km monthly
nation-wide dataset has the advantage of: taking into account land cover and vegetation characteristics through
the use of satellite data; still abiding to local climate diversity and locally used standards through the use of
ground-based estimates; and containing an uncertainty estimate. Further comparison suggests that original
MOD16 satellite PET could estimate real PET better than using ground-based estimates of ET0. Further research
recommends combination with other existing gridded ET estimates, and further validation of real PET estimates.
© 2015 The Author. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Evapotranspiration (ET) can be deﬁned as liquid water from soil
transferring to vapour in the atmosphere (Irmak, 2012). It can either
be expressed as potential ET (PET: the amount of ET if ample water is
available) or actual ET (AET). ET is an important yet complex part of
the water cycle, as it cannot be measured directly, but is inferred
through energy budget methods (e.g., Anderson, Norman, Mecikalski,
Otkin, & Kustas, 2007; Bastiaanssen et al., 1998) or hydrological water
balance estimations, with measurements of vegetation status and cli-
mate variables (i.e., stomatal conductance, temperature, solar radiation,
air pressure, air humidity, wind; Mu, Zhao, & Running, 2011). PET is an
important parameter, as hydrologists often estimate PETﬁrst before fur-
ther deriving the more complex AET. More often, PET is ﬁrst simpliﬁed
to a reference ET (ET0), which provides a PET estimate for a standard
condition (e.g., green grass of 12 cm, Allen, 1998). ET0 estimates are
generally ‘easier’ to estimate using observed meteorological variables at
climate stations, compared to the more expensive and work-intensive
ET estimates through lysimeters or ﬂux towers.
ET can be a large yet diverse part of the water budget. For exam-
ple, in New Zealand, AET is on average approximately 53% of meanThis is an open access article under tannual rainfall, but varies considerably throughout the country:
mean annual values range from 100 to 1100 mm/year (Woods,
Hendrikx, Henderson, & Tait, 2006). Knowing the uncertainty of AET,
PET and/or ET0 is important for hydrologists, as it is such a large part
of the water budget. For example, Howard and Lloyd (1979) showed
that 10% overestimation of AET leads to 5% underestimation of yearly
groundwater recharge and up to 20% in summer groundwater recharge.
This research does not provide a description of the many variations of
ET estimation methods, as that is already given in the comprehensive
overview of McMahon, Peel, Lowe, Srikanthan, and McVicar (2013). In
this study, ET0 estimates are inferred through Penman (1963) and
Monteith (1965); Penman (1948) methods.
1.1. Global satellite products could beneﬁt ET estimation on a catchment
scale
In recent years, global satellite data products are increasingly devel-
oped. Space research on water resources, drought and ﬂoods has been
increasingly linked into collaborative global efforts to develop data on
a global scale. Examples are large-scale efforts and projects such as
GEWEX (Global Energy and Water Exchange; GEWEX, 2014), and GEOhe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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nate global climate and space research for water (GEO, 2014a). Recent
research projects of the European 7th Framework Programme
(i.e., eartH2Observe, 2015; GLOWASIS, 2015) aim at providing open
data on global water resources datasets for scientiﬁc communities.
These communities could then use these data for research on their
continent, country or catchment. As most policy on water is on a na-
tional and regional scale, global satellite data could thus be adding
value in countries where ground observations are sparse. However,
most global satellite data and derived products are not easily
projected to a country or catchment scale. For example, for small
catchments, some global ET data (e.g., from Miralles, De Jeu, Gash,
Holmes, & Dolman, 2011; Miralles et al., 2011) is often too coarse.
Also, most satellite-derived ET products embed a ‘pseudo-model’,
which can hold over-simpliﬁed model assumptions and unknown un-
certainty (e.g., Miralles, De Jeu et al., 2011; Miralles, Holmes et al.,
2011; Mu, Heinsch, Zhao, & Running, 2007; Mu et al., 2011). The one-
on-one use of these data on a catchment scale is thus prone to errors.
A future challenge lies ahead: how to use the large amount of available
global satellite ET data on a catchment scale without the results becom-
ing unreliable.
1.2. Treating ground-based estimates as the ‘gold standard’ is a wrong
assumption
Simple interpolation methods would lead to a gridded product
if ample ground-based data are available, the ground-based value logi-
cally being treated as the correct value. However, this is not always
the case, as ground-based networks are usually sparse and can further-
more also have uncertainty. In the case of sparse data, additional
(e.g., satellite) data can be used. This can be done with kriging tech-
niques, e.g., described in Chirlin and Wood (1982), who proposed uni-
versal kriging for merging or assimilating in-situ station data into a
gridded product. Interpolation methods that use other variables as an
additional constraint are also used in data-sparse environments. For ex-
ample, Tait andWoods (2007) use elevation as an additional parameter
and describe 5 km × 5 km daily ET0 for New Zealand by interpolating
long term daily data of 70 climate stations using trivariate thin-
splicing interpolation. These techniques correlate well with ground-
based estimates, but they do not take into account the uncertainty of
those ground-based ET estimates. In most studies estimating ET from
satellite data (Bastiaanssen et al., 1998; Miralles, Holmes, et al., 2011;
Mu et al., 2007, 2011; Su, 2002) the satellite estimations are validated
with ground-based estimates from (micro-) meteorological or eddy-
covariance ﬂux towers. Validations seldom lead to a one-on-one corre-
lation, and it is considered in these studies that the ground-based esti-
mates are correct and that the satellite estimates contain noise and
uncertainty. Earth-observing satellites measure from several hundreds
of km above where the atmosphere creates incoherent noise. It is also
known that satellite ET data can have high errors in areas with high
elevation differences (Van der Tol & Parodi, 2012). However, ground-
based estimates are also uncertain: it is for example known that ﬂux
tower ET estimations can lead to underestimation of the energy balance
by 20% (Wilson et al., 2002). Also, most PET estimations from climate
stations use simplifying assumptions. For example, FAO56 ET0 by
Allen (1998) assumes grass with a constant height of 0.12 m, which
for a well-watered crop different from that grass should then be
corrected by a crop coefﬁcient to get the real PET for that crop: crop
evapotranspiration. Errors due to different vegetation types or wrong
vegetation growth status are often not considered, and the effect on
real PET is relatively unknown, but potentially large. Satellite data are
able to measure vegetation characteristics and could thus help in a bet-
ter PET estimation. Ideally, onewants a combination of both satellite ET
and ground-based estimates, which takes uncertainty of both datasets
into account. Potentially, weak points from both methods could then
be scored out.1.3. It is hard to ﬁnd a uniform uncertainty or sensitivity analysis that takes
into account time-scales, seasonality and data inter-dependency
Uncertainty comes in different forms and is therefore difﬁcult to as-
sess on a uniform spatial and temporal scale. It could stem frommeasure-
ments, or models that ignore inter-dependency of input components.
Literature values of uncertainties cannot always be used in further
studies, as they: only represent the local or regional climate and observa-
tion strategies; they comprise different timewindows (e.g., daily,month-
ly or annual); have different model origin; or have different statistical
origin. Error and sensitivity analyses of ET to its input components
have been done in the past, but with different outcomes. For example,
Saxton (1975) showed that computed ETwasmost sensitive to changes
or errors in net radiation: in summer, 50–90% was governed by net
radiation, and 20–30% by aerodynamic properties (vapour pressure
deﬁcit, wind). Gong, Xu, Chen, Halldin, and Chen (2006) showed that
ET was most sensitive to relative humidity, followed by solar (short-
wave) radiation, air temperature and wind speed and that sensitivities
changed over the season. Coleman and DeCoursey (1976) estimated
standard deviation of several ET methods and found average errors of
approximately 0.2 mm/day in winter and 3 mm/day in summer. How-
ever, thesewere for different climatic environments and different ET es-
timationmethods. Estévez, Gavilàn, and Berengena (2009) show that in
Southern Spain ET is most sensitive to temperature in summer and it
causes overestimation of ET; relative humidity in winter causes under-
estimation of ET. All above-mentioned studies show that sensitivity of
ET to its input components depends on climate region and season.
Uncertainty of some ET input components has been described by Tait
and Zheng (2007). They established a range of model prediction errors
of minimum and maximum median annual temperature of 0.4 and
0.8 °C using the ANUSPLIN method (Australian National University,
2014). For relative humidity, Lin and Hubbard (2004) found uncer-
tainties, bothmodelled andmeasured, to be in the range of 0.5 to 5%, de-
pending on the temperature. For wind speed Leathwick and Stephens
(1998) used two different methods and found uncertainties in between
0.6 and 1.6 m/s for daily wind speed measurements; Tait and Zheng
(2007) found uncertainties in between 0.6 and 1.1 m/s for median
annual wind speed. Solar radiation measured from earth's surface is
commonly used for measuring cloudiness or surface albedo, but
knows uncertainty of site measurements and down-scaling methods
Li, Cribb, and Chang (2005). Surface albedo values are derived from
solar radiation measurements, and therefore complex, because these
again are correlated with cloudiness. The inter-relation of these param-
eters implies that they are not independent. There is a need for better
uncertainty assessment of ET and its many components, taking into ac-
count this inter-dependence.
This study ﬁrst describes a method for estimating the uncertainty of
ground-based ET0 estimates and its different input components. This
uncertainty is then used to project a global satellite PET product to
ET0, abiding the locally used estimates and methods. The methods and
their results are explained for monthly historical ET0 in a case study in
New Zealand. Direct application of original satellite PET using the full
P–Mmethod is furthermore discussed.
2. Input data
2.1. Satellite PET
The MOD16 algorithm uses satellite data from NASA's Moderate
Resolution Imaging Spectroradiometer (MODIS) sensor onboard the
Terra and Aqua satellites. The satellite-derived parameters are land
cover, albedo, leaf area index (LAI), fraction of absorbed photosyntheti-
cally active radiation (FPAR), and enhanced vegetation index (EVI).
Temperature, radiation, air humidity and pressure data are derived
from daily global meteorological reanalysis data set from NASA's Global
Modeling and Assimilation Ofﬁce (GMAO). The algorithm, described in
Fig. 2. PET from MOD16 data. Mean annual value for 2000–2014.
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available online inHDF (Hierarchical Data Format)ﬁles (NTSG, 2013). The
spatial resolution of the cells is 0.926 kmby 0.926 km, butwas re-gridded
to 1 km × 1 km for this study. Data are available in 8-daily, monthly, and
yearly intervals. Themonthly data were used in this study. Four variables
are available in the HDF ﬁle: PET; AET; potential latent heat ﬂux; and la-
tent heat ﬂux. Mean annual MOD16 PET, compiled from monthly data,
is shown in Fig. 2. MOD16 data currently covers the period January
2000 to December 2014. For this study monthly MOD16 PET was used
as input in the method, as it could be best evaluated against ground-
based estimates. These data will be called original MOD16 PET onwards.
2.2. Ground-based ET0
Reference ET ground-based estimates from 112 climate stations
(Fig. 1) were downloaded from the New Zealand's Climate Database
web portal CliFlo (NIWA, 2014a,b). Data were compiled to monthly
values from January 2000 to December 2014. Some stations do not
cover 2000–2014 entirely, and there are also gaps for some years and
months in the data. Data from the climate stations have been processed
using a Penman reference ETmethod based on Penman (1963). Conver-
sion to themore widely used FAO56 reference ET of Allen (1998) is cur-
rently planned. Both methods are described in more detail in Section 3.
2.3. Meteorology data
Daily climate data from 2000 to 2014 for New Zealand are available
in a regular ~5 km grid from the Virtual Climate Station (VCS) network
(NIWA, 2014a,b; Tait, 2014). The VCS data used in this research were
rainfall according to Tait, Henderson, Turner, and Zheng (2006); relative
humidity; solar radiation; maximum and minimum temperature; and
wind speed.
3. Theory and methods
3.1. Estimating uncertainty of ground-based ET0 estimates
3.1.1. Theory of Penman–Monteith ET estimation
The Penman–Monteith (P–M) equation (Monteith, 1965; Penman,
1948) calculates ET based on the earth's surface energy balance andFig. 1. Location of 112 meteorological stations, which were used to estimate ET0 in this
study.atmospheric water demand. Commonly used simpliﬁed equation to
calculate reference ET (Allen, 1998; Penman, 1963) calculate PET by
using simpliﬁed assumptions of land cover and growth. Reference ET
according to Allen (1998) is most used and is also known as ‘FAO56
reference ET’ or ‘FAO56 reference crop ET’. It is called ET0,FAO56 on-
wards. The Penman method, based on the same input components,
is mostly used in New Zealand as an alternative to the ET0,FAO56. It
calculates evaporation from a grass surface (Burman & Pochop,
1994; NIWA, 2014a,b). Although not accounting for transpiration,
Penman ET0 is used as such, and will be called ET0,Penman onwards.
Both ET0,FAO56 and ET0,Penman, can be simpliﬁed to a function of limited
input components:
ET0;FAO56 ¼ 0:408
ΔRn þ 60:3T þ 273u2 es−eað Þ
Δþ 0:067 1þ 0:34u2ð Þ ð1Þ
and
ET0;Penman ¼ ΔRn þ 0:4244 1þ 0:536u2ð Þ es−eað ÞΔþ 0:067ð Þ 2:501−0:00236Tð Þ ð2Þ
where
– ET is in [mm day−1];
– u2 is wind speed at 2 m above the surface [m s−1];
– T is temperature [°C];
– es is saturation vapour pressure at the surface [kPa];
– ea is actual vapour pressure of the air above the evaporating surface
[kPa];
– Δ is the gradient of the saturation pressure curve [kPa °C−1];
– RH is the relative humidity [%];
– Rn is the net radiation of the earth's surface [MJ m−2 day−1].
Eq. (1) simpliﬁes transpiration for a green grass with a height of
0.12 m, while Eq. (2) does not take into account transpiration of
the plant through stomata. Both equations assume no soil water
deﬁcit.
Several approaches exist for calculating the input components. The
approach used here is explained in more detail in the Annex. For this
study, T, RH, S0, u2, n/N and α are called core input components, as Rn,
Δ, es and ea are generally derived from them.
Table 3
Sample sizes, slopes A, intercepts B and RMSE for all monthly linear ﬁts.
Sample size A σA B σB
Average 1087 1.02 0.08 27.8 6.7
Jan 1065 0.88 0.09 66.6 11.9
Feb 1078 1.12 0.09 28.2 9.1
Mar 1064 1.31 0.08 4.4 7.3
Apr 1082 1.28 0.07 6.4 3.3
May 1087 1.06 0.05 11.7 1.3
Jun 1085 0.93 0.05 13.0 0.8
Jul 1093 0.87 0.05 14.0 1.0
Aug 1105 1.05 0.07 9.8 2.3
Sep 1110 1.25 0.12 2.47 6.8
Oct 1092 1.02 0.11 27.0 9.2
Nov 1095 0.80 0.11 61.7 13.2
Dec 1083 0.70 0.11 88.2 14.6
Table 1
Values of components in the FAO56 and Penman equations through literature and multi-
variate distributions of VCS data. p1 = 1st percentile, p99 = 99th percentile.
p1 p99 Units Reference
Core input
T 2.92 23.3 °C
RH 69.8 96.2 %
S0 3.70 50.7 MJ m−2 day−1 Hendriks (2010)
u2 0.87 6.26 m s−1 Tait and Zheng (2007)
α 0.08 0.40 – Ahrens (2007); Oke (1992)
n/N 0.07 0.82 –
Estimated through core input
es 0.75 2.86 kPa
Δ 0.05 0.17 kPa °C−1
Sn 1.03 25.4 MJ m−2 day−1
Ln 1.10 2.95 MJ m−2 day−1
Rn 0 22.8 MJ m−2 day−1
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For both ET0,Penman and ET0,FAO56, a set of one million correlated
random realisations of the core input components were generated.
Correlated random realisations of d components fall within a multivar-
iate normal distribution f (Mathworks, 2014a; Rose & Smith, 1996):
f x; μ;Vð Þ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Vj j 2πð Þd
q e12 x−μð ÞV−1 x−μð Þ; ð3Þ
with f a function of 1-by-d vectors x (locations within distribution), μ
(means of input components), and d-by-d variance-covariance matrix
V. The input components were T, RH, S0, u2, α and n/N. Before applying
Eq. (3), these pre-processing steps were taken:
– Daily VCS Tmin, Tmax, RH, u2 and solar radiation Radwere compiled to
monthly values;
– T was estimated as T= (Tmin + 2Tmax)/3
– Monthly S0 throughout the year was estimated from Hendriks
(2010) (his Figure B2.12.2);
– Although albedo values for the FAO56 and Penman methods are
ﬁxed (0.23 and 0.25, respectively), they were randomly distributed
in between 0.08 (water) and 0.4 (dry sand), to look at the sensitivity
of the methods to this input component;
– n/Nwas calculated using Eqs. (A.6) and (A.7):
n
N
¼ 2Rad
S0
−0:5: ð4Þ
– μ and Vwere calculated.Table 2
Estimated uncertainties in input components of FAO56 and Penman equations. p1 = 1st
percentile, p99 = 99th percentile.
p1 p99 Units
Core input components
σT 0.01 0.99 °C
σRH 0.55 4.96 %
σ S0 0 0 MJ m
−2 day−1
σu2 0.51 1.49 m s
−1
σα 0 0.01 –
σn/N 0.05 0.15 –
Propagated with core input
σ es 0 0.14 kPa
σΔ 0 0.01 kPa °C−1
σ Sn 0.15 3.18 MJ m
−2 day−1
σ Ln 0.30 0.46 MJ m
−2 day−1
σRn 0 3.20 MJ m
−2 day−1Values and uncertainties for further input components in es, ea, Δ, Rn
were then calculated with Eqs. (A.1) to (A.5). This was done assuming
basic error propagation (Tellinghuisen, 2001):
σ f 2 ¼ gTVg ð5Þ
whereσ f 2 is the variance of a function f, which has n=1:N input com-
ponents; g is a vector of input component ∂f/∂ni; and gT is the transpose
of g.
All resulting input components were then used to generate one
million realisations of ET0. Then, a million random realisations of
uncertainties in the core input components (from the variances on the
diagonal of V, according to Table 1) were used to calculate a ‘noisy’
ET0. The difference between the normal and noisy ET0 is called the
error in ET0 due to propagated error of the input component, or ϵET0.
The standard deviation of the mean values is called the uncertainty, or
σET0. All realisations of σET0 were then normalized to ET0.
The ET0–σET0 relation was then averaged per ET0 value (bin
size ~0.33) and ﬁtted to a function with a smoothing spline ﬁt
(Mathworks, 2014b). This function, describing the uncertainty of
in-situ ET, was used in the further calculations. For further processing,
it was assumed that the maximum uncertainty of satellite PET is larger
than that of ground-based estimates, aswas already explained in the in-
troduction. It is assumed that satellite uncertainty is 150% of ground-
based uncertainty, as there is no other value known for such as en
error estimate (more in discussion).
3.2. Projection of satellite PET to ET0 ground-based estimates
A linear relation between original MOD16 PET and ground-observed
ET0 datawas calculated formonthly data using aMonte-Carlo approach.
This was done by least-squares ﬁtting all available original MOD16 PET
with ground-based ET0 from all available meteorological stations using
1000 realisations of error in both datasets. Each realisation used a random
deviation within the uncertainties of both datasets. When the linear ﬁt isTable 4
Speciﬁcations of MOD16 ET data ﬁles. Original MOD16 data has been regridded.
Format NetCDF UCAR (2014), CF-1.6
Spatial resolution 30 arc sec
Coordinate system WGS84 (EPSG:4326)
Start January 2010
End December 2014
Time interval Monthly
Unit mm/month
Data layers Monthly ET MOD160
Uncertainty in MOD160
Original MOD16 PET
Original MOD16 AET
Fig. 3.Means and standard deviation σ for ET0,FAO for correlated random values of the ET core input components T, RH, u2, n/N, albedo α and S0. εnoise is the error when noise in the input
components is introduced.
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chosen as the best ﬁt. χ2 is deﬁned by Taylor (1997) as Eq. (6):
χ2 ¼
XN
i¼1
yi−B−Axið Þ2
σ2y
; ð6Þ
with: x representing the ground-based estimates; y the original MOD16
PET data; σy the total uncertainty for y; and N the number of ground-
based estimates. Using the A and B of the best ﬁt, the original MOD16
PET was then deﬁned as Eq. (7):
MOD16orig ¼ A σAð ÞET0 þ B σB; ð7Þ
in which σA andσB are the standard deviations in slope and intercept, re-
spectively. These were derived by calculating the standard deviation of
the χ2 distribution. To account for seasonal variation, original MOD16
PET for each month was ﬁtted to ground-observed ET0. This led to 12
solutions (January to December) for slope and intercept. These were
then used to project original MOD16 PET to ground-observed ET0 using
slope and intercept of the best linear ﬁt for each month:
MOD160 ¼
MOD16orig−B
A
; ð8Þwith estimated uncertainty:
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σMOD16orig 2 þ σA2 þ σB2
q
: ð9Þ
The resulting data were gridded to an openly available gridded
NetCDF ﬁle (UCAR, 2014, further speciﬁcations are shown in Table 4).
The original MOD16 PET and AET data were regridded in the same
format.
4. Results
4.1. Estimation of ET0 uncertainty
Values and uncertainties for all ET input components, resulting
from the multivariate random distributions, are shown as percen-
tiles 1 and 99 (p1 and p99) in Tables 1 and 2. Fig. 3 shows that values
of ET0,FAO range from approximately 0 to 10 mm/day (for Penman 0 to
15 mm/day, Fig. 4), and that ET0 is most sensitive to its input compo-
nents temperature, followed by cloudiness ratio and relative humidity
(the slope of the red line). The grey banddenotes the standard deviation
of ET0 outcomes of all random generations, while the black-dotted line
gives an estimate of the effect of noise per input component. Some
plots show a ‘saw-tooth’ like pattern (e.g. at high RH in Fig. 4, top
Fig. 4.Means and standard deviation σ for ET0,Penman for correlated random values of the ET core input components T, RH, u2, n/N, albedo α and S0. εnoise is the errorwhen noise in the input
components is introduced.
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above results can be used in further sensitivity analyses. However, the
result used for further processing is the mean error resulting from allFig. 5.Means and standard deviation σ of the normalized uncertainty σET0 (FAO56) for
correlated random values of T, RH, u2, n/N, albedo α and S0.noise measurements per value of ET0 (denoted as σET0 onwards, and
shown for FAO56 and Penman ET0 in Figs. 5 and 6, respectively). The
ratio of σET0 to ET0 approaches 10% for high ET0, and 40% for low ET.Fig. 6.Means and standard deviation σ of the normalized uncertainty σET0 (Penman) for
correlated random values of T, RH, u2, n/N, albedo α and S0.
108 R.S. Westerhoff / Remote Sensing of Environment 169 (2015) 102–112Penman results show that ET0 is more sensitive and uncertain for high
ET0 values, reaching ratios of almost 30%.
4.2. Projection of satellite PET to ET0 ground-based estimates
Original MOD16 PET are plotted against ground-based estimates for
fourmonths (January, April, July, Oct, the ‘middle of the seasonmonths’)
in 2010 in Fig. 7. Original MOD16 PET is generally higher than ground-
observed data. This is as expected: the P–Mapproach takes into account
vegetation transpiration, where the Penman approach does not. The
monthly Monte-Carlo least squares ﬁt for each month (Fig. 8 and
Table 3) show a seasonal pattern,wherewarmermonths showdifferent
ﬁts than colder months. The projected MOD160 data ﬁt well with most
ground-based estimates (Fig. 9). Comparison of MOD160 data for ran-
dom years at random ground-based estimates, shows that MOD160
data, although comparing well, can show some distinct seasonal differ-
ences (Fig. 10). This is also as expected:MOD16 data embeds land cover
data with different vegetation.
The resulting MOD160 ET0 dataset, as well as its uncertainty, is a
monthly 1 km × 1 km product. A compiled image of the data shows
mean annual ET0 over the period 2000–2014 (Fig. 11), including its un-
certainty (Fig. 12).Fig. 7. Original MOD16 PET for January, April, July and October of 2010 compared to ground-ba
(right) locations.5. Discussion
Themain advantage of the presentedmonthly MOD160 ET0 dataset is
that it has a high resolution (1 km × 1 km), has uncertainty information,
and takes into account vegetation characteristics (as measured by
MODIS), while still abiding to the locally used standards in ground-
based estimates. Other gridded ET estimates (i.e., 5 km×5kmdaily ET es-
timates from Tait & Woods, 2007) are interpolated based on elevation
(see Section 1). Elevation is indeed related to ET input component tem-
perature and solar radiation, but less obvious to e.g. albedo, wind speed
or land cover. A potential drawback of MOD16 satellite data is that
input data on global meteorology are from global sources and could
maybe not capture climate diversity of countries like New Zealand, mak-
ing the data less reliable. This was already concluded by Zhao, Running,
andNemani (2006),whoevaluated the sensitivity ofMODIS global terres-
trial gross and net primary (carbon) production to the uncertainties of
meteorological inputs on global vegetated areas and found that biases in
meteorological reanalyses can introduce substantial error to these estima-
tions. However, the comparison with original MOD16 data and Penman
ground-based estimates in colder months (Fig. 7) shows that original
MOD16 data is just slightly higher than Penman ET. This is as expected:
a slightly higher ET in relatively colder months shows the minorsed ET0 estimates. The stations are plotted from the southernmost (left) to northernmost
Fig. 8.Monthly best ﬁts for original MOD16 PET to ground-based ET0 estimates. Black dashed line: best ﬁt per month. Grey lines: linear ﬁts within the standard deviation of slope and
intercept. Error bars are not shown.
109R.S. Westerhoff / Remote Sensing of Environment 169 (2015) 102–112difference that the transpiration causes. The qualitative trend shows this
difference increasing in warmer months, which seems to be correct.
Although having a potentially larger error, the original MOD16 PET data
could be used as a ﬁrst estimate of PET, as it is the only estimate taking
into account vegetation characteristics. This could potentially enhance
the capability of this dataset to be used for irrigation studies (i.e., the
data could be used to analyse crop growth in irrigated areas). However,
there are no ground-based estimates through which the original
MOD16 PET can be validated, except for the mentioned correct qualita-
tive trend. Satellite MOD16 data as presented in this research could be
used to improve existing daily (VCS) estimates: merge of MOD160 ET0
datasets with those from Tait andWoods (2007), followed by a second
merge to PET estimates using the originalMOD16 data, could help score
out the potential drawbacks of each method, and could aid in better
estimation of crop coefﬁcient factors using the best-ﬁt values from
Table 3. A conversion of ET ground-based estimates from Penman to
FAO56 would help improve this merge.
The FAO56, Penman, and MOD160 ET0 estimates do not take into
account soil moisture deﬁcit (as they are reference ET). Soil moisture
deﬁcit is represented in the P–M equation in the parameter surface
resistance rs, which has complex inter-relations with soil moisture, and
stomatal conductance of different plant and tree types (Verhoef &
Egea, 2014). As ground-based estimates calculate a reference ET, this
complexitywas not tackled in this research. Suggestions for a simpliﬁed
conversion of ET0 to AET are: (1) to use the original MOD16 AET; (2) to
use the original MOD16 PET in a hydrological soil water balance
approach (e.g., Thornthwaite, 1948; Thornthwaite & Mather, 1957) to
estimate AET based on soil water deﬁcit from the soil storage compo-
nent. As satellite data in this study were processed to ET0, the error
analysis is therefore also simpliﬁed. Recommended further consider-
ation of ET uncertainty analyses could therefore be in-depth analysesand comparison of differences between ground-based estimates of soil
moisture, MOD16 data from this study, original MOD16 AET and PET,
and ground-observed vegetation characteristics. Similarly, a better spa-
tially varying estimated value for albedo could improve ET estimation.
Satellite data are considered to be of lower quality than ground-
based estimates (see Section 1). The ratio of uncertainty of satellite data
to ground-based estimates was therefore chosen as a conservative 1.5.
This estimate is debatable, as the exact ﬁgure is not known. The reason
for that is that the uncertainty in global meteorology data, cloud cover,
land cover, vegetation characteristics are unknown. Further research of
the combined effect of cloud cover and vegetation characteristics, and
the difference of global with national meteorological data could help to
better quantify this, and is a recommendation for further research.
6. Conclusions
As global satellite data have potential for use on regional or
catchment scale, MODIS MOD16 data have been tested to improve ET
estimation on a 1 km × 1 km monthly resolution in New Zealand.
While existing techniques consider ground-based estimates as the
‘gold standard’, this research incorporates uncertainty of both ground-
observed and satellite ET. Uncertainty analysis performed on ground-
observed ET0 shows that its uncertainty varies between 10% and 40%
of ET0, for high and low ET0, respectively. It also shows that ET0 is most
sensitive to temperature, followed by solar radiation, cloudiness ratio
and relative humidity. Using this analysis, a set of correlated random
variables, and a Monte-Carlo ﬁtting approach, satellite data becomes a
‘soft interpolator’ between the ground-based estimates. The resulting
ET0 estimates also contain an uncertainty estimate. The proposed
method enhances the capability of using global satellite data products
on a catchment scale, hereby abiding the local used Penman standard.
Fig. 9.Monthly MOD160 (red) and ground-based ET0 estimates (in black) in January; April; July; and October of 2010.
110 R.S. Westerhoff / Remote Sensing of Environment 169 (2015) 102–112Comparison between the P–M derived MOD16 PET and ground-
observed ET0 suggests that it is very well possible that the original
MOD16 data can be directly applied in a PET and AET estimation.
However, quantitative data to further validate this are lacking. Rec-
ommendations for further research are therefore further quantitative
analyses. Also, temporal up-scaling to daily estimates with existing
gridded (VCS) data is recommended.
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Appendix A. Calculation of input component in Penman and
Penman–Monteith equations
The value of es [kPa] can be approximated as a function of air tem-
perature only through (Lin & Hubbard, 2004; World Meteorological
Organization, 2008):
es ¼ 0:6108exp 17:27T237:3þ T
 
: ðA:1Þ
If es is known, ea can be derived by measuring RH:
RH ¼ 100 ea
es
: ðA:2Þ
The gradient of saturation vapour pressure over temperature Δ is a
function of es and T (Murray, 1967; Tetens, 1930):
Δ ¼ des
dT
¼ 4098es
237:3þ Tð Þ2
: ðA:3Þ
Fig. 10.Monthly ET0 for all months at 6 randomly picked climate stations for MOD160 (red dots) and ground-based ET0 (black triangles).
Fig. 11.Mean annual MOD160 ET0 (2000–2014). Fig. 12.Mean annual σET0 of 2000–2014 MOD160 ET0.
111R.S. Westerhoff / Remote Sensing of Environment 169 (2015) 102–112
112 R.S. Westerhoff / Remote Sensing of Environment 169 (2015) 102–112Rn is the difference between the net incoming short-wave radiation
from the sun at the earth's surface Sn and outgoing long-wave radiation
(from the earth) Ln:
Rn ¼ Sn−Ln: ðA:4Þ
Both Ln and Sn can be estimated by empirical relations (Hendriks,
2010):
Ln ¼ 4:903 10−9 T þ 273:2ð Þ4 0:34−0:14
ﬃﬃﬃﬃﬃ
ea
pð Þ 0:25þ 0:75 n
N
 
; ðA:5Þ
Sn ¼ 1−αð Þ 0:25þ 0:50 nN
 
S0; ðA:6Þ
where: n/N is the ratio of bright sunshine hours per day n and the total
possible hours of sunshine per day N; α is the earth's albedo (solar
reﬂection coefﬁcient); and S0 is the short-wave radiation at the top of
the atmosphere. Sn relates tomeasured solar radiation Rad at the surface
as (Burman & Pochop, 1994; NIWA, 2014a, 2014b).
Sn ¼ 1−αð ÞRad ðA:7Þ
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