Abstract. Mittag-Leffler modules occur naturally in algebra, algebraic geometry, and model theory, [18] , [12] , [17] . If R is a non-right perfect ring, then it is known that in contrast with the classes of all projective and flat modules, the class of all flat Mittag-Leffler modules is not deconstructible [14] , and it does not provide for approximations when R has cardinality ≤ ℵ 0 , [6] . We remove the cardinality restriction on R in the latter result. We also prove an extension of the Countable Telescope Conjecture [21]: a cotorsion pair (A, B) is of countable type whenever the class B is closed under direct limits.
Introduction
The Mittag-Leffler condition for countable inverse systems was introduced by Grothendieck as a sufficient condition for the exactness of the inverse limit functor, [12] . Flat Mittag-Leffler modules then played an important role in the proof of the locality of the notion of a vector bundle in [18, Seconde partie] . The renewed interest in Mittag-Leffler conditions stems from their role in the study of roots of the Ext functor, see [1] , [2] , [5] , and [21] , as well as their connection to generalized vector bundles [8] , [10] . In [14] , it was shown that flat Mittag-Leffler modules coincide with the ℵ 1 -projective modules, studied already by Shelah et al. by means of set-theoretic homological algebra, [9] . A connection to model theory was discovered in [19] . The many facets of the notion of a Mittag-Leffler module, as well as its many applications, make it a key notion of contemporary algebra.
Though locally projective, flat Mittag-Leffler modules have a very complex global structure in the case when R is not right perfect. Similarly to the classes P 0 and F 0 of all projective and flat modules, the class F M of all flat Mittag-Leffler modules is closed under transfinite extensions. However, unlike P 0 and F 0 , it is not possible to obtain F M by transfinite extensions from any set of its elements. In other words, F M is not deconstructible, [14] . Moreover, unlike P 0 and F 0 , the class F M does not provide for approximations when R is countable, [6] . Further results of this kind have been proved in [23] . All these results, however, have the drawback of assuming that either the ring or the modules satisfy restrictive conditions on their size or structure.
Our goal here is to remove these restrictions. We succeed in doing so in the case of Mittag-Leffler modules by proving that F M is not precovering for an arbitrary non-right perfect ring (Theorem 3.3).
However, our key tool, Lemma 3.2, is much more general. It makes it possible to test for non-existence of approximations using certain small, countably presented modules, called the Bass modules. The terminology comes from the prototype example of a Bass module, namely the direct limit of the countable system
where f n is the left multiplication by a n in R, and Ra 0 ⊇ Ra 1 a 0 ⊇ . . . is a decreasing chain of principal left ideals in R. By a classic result of Bass, the direct limit is projective, if and only if the chain stabilizes. So non-right perfect rings are characterized by the existence of such Bass modules that are not projective. Recently, Lemma 3.2 has been applied to a number of diverse settings: e.g., to locally T -free modules in [4] , and locally very flat modules in [24] .
There are other general tools developed here that are of independent interest. We prove that every cotorsion pair (A, B) where B is closed under direct limits is a complete cotorsion pair of countable type with B actually being definable (Theorem 6.1). This is a non-hereditary version of the Countable Telescope Conjecture for module categories from [21, Theorem 3.5 ].
This paper is organized as follows. After some preliminaries in Section 2, we start out in Section 3 by discussing the case of flat Mittag-Leffler modules. Sections 4 and 5 are devoted to relative Mittag-Leffler conditions and their role in connections with vanishing of Ext and pure-injectivity. In Section 6 we consider cotorsion pairs (A, B) where B is closed under direct limits and prove that they are of countable type.
Preliminaries
Let R be an (associative unital) ring. We denote by Mod-R the category of all (right R-) modules.
2.1. Bass modules. Given a class C of countably presented modules, we call a module M a Bass module over C, provided that M is the direct limit of a countable direct system
where C n ∈ C for each n < ω. All Bass modules over C are countably presented; in fact, they are just the countable direct limits of the modules from C, cf. [23, §5].
2.2.
Pure-injective modules. For a (left, right) module M , we denote by M c = Hom Z (M, Q/Z) the character (right, left) module of M . A module M is pureinjective provided that the canonical embedding of M into M cc splits. The pureinjective hull of a module M will be denoted by P E(M ). 
and M is continuous-that is, α<β M α = M β for each limit ordinal β ≤ σ. Moreover, given a class of modules C, we call M a C-filtration of M , provided that each of the consecutive factors M α+1 /M α (α < σ) is isomorphic to a module from C. A module M is C-filtered, if it admits a C-filtration.
Given a class C and a cardinal κ, we use C ≤κ and C <κ to denote the subclass of C consisting of all ≤ κ-presented and < κ-presented modules, respectively.
Let κ be an infinite cardinal. A class of modules C is κ-deconstructible provided that each module M ∈ C is C <κ -filtered. For example, the class P 0 is ℵ 1 -deconstructible by a classic theorem of Kaplansky. A class C is deconstructible in case it is κ-deconstructible for some infinite cardinal κ.
Cotorsion pairs.
A pair of classes of modules C = (A, B) is a cotorsion pair provided that A = ⊥ B and B = A ⊥ . The class Ker C = A ∩ B is the kernel of C. Notice that the class A is always closed under arbitrary direct sums and contains P 0 . Dually, the class B is closed under direct products and it contains I 0 . If moreover Ext 2 R (A, B) = 0 for all A ∈ A and B ∈ B, then C is a hereditary cotorsion pair. The latter is equivalent to A being closed under kernels of epimorphisms.
For example, for each n < ω, there exist hereditary cotorsion pairs of the form (P n , P ⊥ n ) and ( ⊥ I n , I n ), where P n and I n denote the classes of all modules of projective and injective dimension ≤ n, respectively.
The cotorsion pair C is said to be generated by a class S provided that B = S ⊥ . In this case, if κ is an infinite regular cardinal such that each module in S is < κ-presented, then A is κ-deconstructible. If C is generated by a class S consisting of countably (finitely) generated modules with countably (finitely) presented first syzygies, then C is said to be of countable (finite) type 1 . If R is right coherent, then it is equivalent to the statement 'C is generated by a class consisting of countably (finitely) presented modules'. Dually, C is said to be cogenerated by a class C provided that A = ⊥ C.
2.6. Approximations. A class C of modules is precovering, if for each module M there exists a morphism f ∈ Hom R (C, M ) with C ∈ C, such that each morphism
A precovering class of modules C is called special precovering provided that each module M has a C-precover f : C → M which is surjective and satisfies Ker(f ) ∈ C ⊥ . Moreover, C is called covering provided that each module M has a Cprecover f : C → M with the following minimality property: g is an automorphism of C, whenever g : C → C is an endomorphism of C with f g = f . Such f is called a C-cover of M . Dually, we define preenveloping, special preenveloping, and enveloping classes of modules.
We will also deal with preenveloping and precovering classes in the category of all finitely presented modules -these classes are usually called covariantly finite and contravariantly finite, respectively.
A cotorsion pair C = (A, B) is called complete, provided that A is a special precovering class (or, equivalently, B a special preenveloping class). For example, each cotorsion pair generated by a set of modules is complete. Also, every deconstructible class of modules is precovering provided it is closed under transfinite extensions. 1 In the literature, the requirement is usually extended from the first one to all syzygies. However, this definition does not seem reasonable for non-hereditary cotorsion pairs, i.e. the ones we want to investigate. Our definition fits nicely into the crucial Theorem 6.1, while it still ensures that finite type of C implies definability of B. 2.7. Locally free modules. The following less well known notation from [14] and [23] will be convenient: Definition 2.1. Let R be a ring and λ an infinite regular cardinal.
A system S consisting of <λ-presented submodules of a module M satisfying the conditions (1) S is closed under unions of well-ordered ascending chains of length < λ, and (2) each subset X ⊆ M such that |X| < λ is contained in some N ∈ S, is called a λ-dense system of submodules of M . Of course, M is then the directed union of these submodules.
Let F be a set of countably presented modules. Denote by C the class of all modules possessing a countable F -filtration. A module M is locally F -free provided that M contains an ℵ 1 -dense system of submodules from C. Notice that if M is countably presented, then M is locally F -free, if and only if M ∈ C.
We will mainly be interested in the case when F = A ≤ω for a cotorsion pair C = (A, B). Then C = A ≤ω , and a module is locally A ≤ω -free if and only if it admits an ℵ 1 -dense system of countably presented submodules from A. For a different description of locally A ≤ω -free modules, see [4, Theorem 4.4] . We note that by [14] , the locally P 2.8. Filter-closed classes. For every directed set (I, ≤), there is an associated filter F I on (P(I), ⊆), namely the one with a basis consisting of the upper sets ↑ i = {j ∈ I | j ≥ i} for all i ∈ I, that is
Definition 2.2. Let F be a filter on the power set P(X) for some set X, and let
where for an element m = (m x | x ∈ X) ∈ M , we denote by z(m) its zero set {x ∈ X | m x = 0}.
For example, if
Note that for a, b ∈ M , we have the equalityā =b in the F-reduced product if and only if a and b agree on a set of indices from the filter F.
In the case that M x = M y for every pair of elements x, y ∈ X, we speak of an F-power and an F-reduced power (of the module M x ) instead of an F-product and an F-reduced product, respectively. If moreover F is an ultrafilter on X, then the F-reduced power is called an ultrapower of M x .
Finally, a nonempty class of modules G is called filter-closed, if it is closed under arbitrary F-products (for any set X and any arbitrary filter F on P(X)). Notice that a class of modules is filter-closed in case it is closed under direct products and direct limits (of direct systems consisting of monomorphisms), see [17, Lemma 3.3 .1].
Flat Mittag-Leffler modules and approximations
We start with the notion of a flat Mittag-Leffler module studied since the classic works of Grothendieck [12] and Raynaud-Gruson [18] . From its many facets, we choose the one involving tensor products for a definition: Definition 3.1. Let R be a ring. A module M is flat Mittag-Leffler provided that the functor M ⊗ R − : R-Mod → Mod-Z is exact, and the canonical group homomorphism ϕ :
The class of all flat Mittag-Leffler modules will be denoted by F M.
If R is a right perfect ring, then flat Mittag-Leffler modules coincide with the projective modules, and form a covering class of modules by a classic theorem by Bass. However, if R is not right perfect (e.g., if R is right noetherian, but not right artinian), then the class F M is not deconstructible [14, Corollary 7.3] .
In [22, Theorem 1.2(iv)], the Singular Cardinal Hypothesis (SCH) was used to prove that F M is not even precovering when R has cardinality ≤ ℵ 0 . The assumption of SCH was removed in [6] .
Our goal in this section is to remove the cardinality restriction on R as well, and thus to obtain a basic example of a non-precovering class of modules over an arbitrary non-right perfect ring R.
The following lemma is formulated for the more general setting of locally F -free modules (see Definition 2.1):
Lemma 3.2. Let F be a class of countably presented modules, and L the class of all locally F -free modules. Let N be a Bass module over F . Assume that N is not a direct summand in a module from L. Then N has no L-precover.
Proof. As the direct limit, N is an epimorphic image of a direct sum of modules from F . Since any direct sum of modules from F belongs to L (cf. [23, Lemma 4.2] ), all the potential L-precovers of N have to be surjective.
For the sake of contradiction, let us assume that
is a short exact sequence where f is an L-precover of N . Let κ be an infinite cardinal such that |R| ≤ κ and |M | ≤ 2 κ = κ ω . By [23, Lemma 5.6] , there exists a short exact sequence
such that L ∈ L and D is a direct sum of κ modules from F . Applying Hom R (−, m) to (1), we obtain the following commutative diagram with exact rows
Since L ∈ L and f is an L-precover, the map Ext R (N, m) has to be monic as well. The latter is equivalent to Hom R (N, f ) being onto. In particular, f splits-a contradiction. Now, we can easily prove our first main result: Theorem 3.3. Let R be an arbitrary ring. Then F M is precovering, if and only if R is right perfect.
Proof. The if part is well known: F M = P 0 whenever R is a right perfect ring.
Assume R is not right perfect. By a classic result of Bass, there exists a countably presented flat module (= a Bass module over P 
Stationarity and the vanishing of Ext
Next, we develop several technical tools involving Mittag-Leffler conditions and pure injectivity. It turns out that these tools are available in a rather general setting, but one has to work with relative Mittag-Leffler conditions rather than the 'absolute' ones. More precisely, we will use B-stationary modules, where B will be a class closed under direct products and direct limits.
In the present Section, we review this concept with a special emphasis on its relationship to the vanishing of Ext. In Section 5 we will see that the classes B as above admit a pure-injective cogenerator C, and we will thus focus on Cstationarity.
Let us first recall the classic notions related to inverse systems of modules (see [2] , [18] ): Definition 4.1. Let R be a ring and H = (H i , h ij | i ≤ j ∈ I) be an inverse system of modules, with the inverse limit (H, h i | i ∈ I).
Then H is a Mittag-Leffler inverse system, provided that for each k ∈ I there exists k ≤ j ∈ I such that Im(h kj ) = Im(h ki ) for each j ≤ i ∈ I, that is, the terms of the decreasing chain (Im(h ki ) | k ≤ i ∈ I) of submodules of H k stabilize. If moreover the stabilized term Im(h kj ) equals Im(h k ), then H is called strict MittagLeffler. Notice that the two notions coincide when I is countable.
Let B be a module and M = (M i , f ji | i ≤ j ∈ I) be a direct system of finitely presented modules, with the direct limit (M, f i | i ∈ I). Applying the contravariant functor Hom R (−, B) , we obtain the induced inverse system H = (H i , h ij | i ≤ j ∈ I), where H i = Hom R (M i , B) and h ij = Hom R (f ji , B) for all i ≤ j ∈ I.
Let B be a class of modules. A module M is B-stationary (strict B-stationary), provided that M can be expressed as the direct limit of a direct system M of finitely presented modules so that for each B ∈ B, the induced inverse system H is Mittag-Leffler (strict Mittag-Leffler).
If B = {B} for a module B, we will use the notation B-stationary instead of {B}-stationary, and similarly for the strict stationarity. Remark 1. Let B be a module. Then the strict B-stationarity of M can equivalently be expressed as follows: for each l ∈ I, there exists l ≤ i ∈ I such that Im(Hom R (f il , B)) ⊆ Im (Hom R (f l , B) ), see [2, §8] . Moreover, the notions of a Bstationary and strict B-stationary module coincide in the case when M is countably presented. They also coincide for B (locally) pure-injective by [13, Proposition 1.7] .
In fact, if M is B-stationary (strict B-stationary), then the induced inverse system H is Mittag-Leffler (strict Mittag-Leffler) for each presentation of M as the direct limit of a direct system M of finitely presented modules, see [2] .
Also, F M coincides with the class of all flat R-stationary modules, cf. [18] .
First, we will deal with the strict B-stationarity of the modules in ⊥ B. The following result is a mix of Lemmas 2.3 and 2.5 from [21] ; for the reader's convenience, we provide a detailed proof here: Lemma 4.2. Let B be a filter-closed class of modules. Then every module M ∈ ⊥ B is strict B-stationary.
Proof. We will prove the following: if (M, f i | i ∈ I) is the direct limit of a direct system M = (M i , f ji | i ≤ j ∈ I) consisting of finitely generated modules, then for each l ∈ I there exists l ≤ i ∈ I such that for each B ∈ B and g ∈ Hom R (M i , B), we have gf il ∈ Im(Hom R (f l , B) ).
Suppose that the claim is not true, so there exists l ∈ I such that for each l ≤ i ∈ I there exist B i ∈ B and g i : M i → B i , such that g i f il does not factor through f l . For i ∈ I such that l i, we let B i = 0 and g i = 0. Put B = i∈I B i .
We define a homomorphism h ji : M i → B j for each pair i, j ∈ I in the following way: h ji = g j f ji if i ≤ j and h ji = 0 otherwise. This family of maps gives rise to the canonical homomorphism h :
More precisely, if we denote by π j : B → B j the canonical projection and by ν i : M i → k∈I M k the canonical inclusion, h is the (unique) map such that π j hν i = h ji . Note that for every i, j ∈ I such that i ≤ j, the set {k ∈ I | h ki = h kj f ji } is in the associated filter F I since it contains each k ≥ j. Hence, if we denote by ϕ the canonical pure
So there is a well-defined homomorphism u from M to the F Ireduced product B/Σ FI B making the following diagram commutative (ρ denotes the canonical projection):
Since B is filter-closed, Σ FI B ∈ B, whence Ext 1 R (M, Σ FI B) = 0. It follows that there exists g ∈ Hom R (M, B) such that u = ρg.
For each i ∈ I, we have ρgf i = ρgϕν i = ρhν i ; so gf i − hν i maps M i into Σ FI B. Since M i is finitely generated, there exists i ≤ j ∈ I such that π k gf i = π k hν i for all j ≤ k ∈ I. However, π k hν i = h ki = g k f ki . In particular, for i = l and k = j, we infer that π j gf l = g j f jl . Thus, g j f jl factors through f l , a contradiction.
We will also need the following variant of [21, Proposition 2.7]. Proposition 4.3. Let G be a class of modules and M a countably presented module such that M ∈ ⊥ G. Then the following is equivalent:
(1) M ∈ ⊥ D for each module D isomorphic to a pure submodule of a product of modules from G; (2) M ∈ ⊥ D for each module D isomorphic to a countable direct sum of modules from G; (3) M is G-stationary.
Proof. Since direct sums are pure in the corresponding direct products, the implication (1) ⇒ (2) Proof. According to [2, Theorem 8.11 ] (see also [25] ), a necessary and sufficient condition for the strict B-stationarity of N is that for each set I, the canonical map
we infer that ν is injective, because α is injective by our assumption on A.
Stationarity and pure-injectivity
The classes of pure-injective modules especially relevant here are the Σ-pure injectives, and the elementary cogenerators. We will not deal with the model theoretic background of these notions; we just note that, by a classic theorem of Frayne, if two modules M and N are elementarily equivalent, then M is a pure submodule of an ultrapower of N . The pure-injective hull P E(M ) of a module M is elementarily equivalent to M by a theorem of Eklof and Sabbagh, and so is its double dual M cc , cf. [16] .
The relation between stationarity and -pure-injectivity goes back to work by Zimmermann [25] .
Lemma 5.1. For a module C, the following conditions are equivalent:
(1) C is Σ-pure-injective; (2) all modules are strict C-stationary; (3) all modules are C-stationary. , we get that all modules are B-stationary, where B is any pure submodule of a pure-epimorphic image of a direct product of copies of C. In particular, by [17, Lemma 3.3 .1], this holds for any pure-injective module B which is elementarily equivalent to C (e.g., for B = P E(C)). Since B is pureinjective, it follows from Remark 1 that all modules are even strict B-stationary, and B is Σ-pure-injective by the above. Thus C is Σ-pure-injective, because C is a pure submodule of B.
We now turn to elementary cogenerators. Definition 5.2. A pure-injective module E is called an elementary cogenerator, if every pure-injective direct summand of a module elementarily equivalent to E ℵ0 is a direct summand of a direct product of copies of E.
Notice that by [16, Corollary 9 .36], for each module M there exists an elementary cogenerator which is elementarily equivalent to M . This allows to prove the following result which will play an important role in the sequel.
Lemma 5.3. Let B be a class of modules closed under direct products and direct limits. Then B contains a pure-injective module C, such that each module B ∈ B is a pure submodule of a direct product of copies of C. Moreover, if B contains a cogenerator, then C is a cogenerator for Mod-R.
Proof. First, it is a well-known fact that B = lim − → B yields that B is closed under direct summands.
Now the closure properties of B imply that if B ∈ B is elementarily equivalent to a pure-injective module A, then also A ∈ B. In particular, B is closed under taking pure-injective hulls, and double duals.
Thus we can choose among the modules from B a representative set for elementary equivalence, S, consisting of elementary cogenerators. Let C = S. Then C ∈ B is pure-injective, and it has the property that every module B ∈ B is isomorphic to a pure submodule in a direct product of copies of C. Indeed, we have B cc ∈ B; moreover B cc is a pure-injective direct summand of (B cc ) ℵ0 which is a module elementarily equivalent to E ℵ0 for some E ∈ S. Hence B cc is a direct summand in a direct product, D, of copies of C (by Definition 5.2), and B is pure in B cc , and hence in D. Moreover, if B ∈ B is a cogenerator for Mod-R, then C cogenerates Mod-R as well.
Given a pure-injective cogenerator C as above, one can use the following lemma to find in any (strict) C-stationary module a rich supply of countably presented C-stationary submodules.
Lemma 5.4. Let C be a pure-injective module which cogenerates Mod-R, and M be a strict C-stationary module. Then there exists an ℵ 1 -dense system L of strict C-stationary submodules of M such that
for every directed union N of modules from L.
Proof. Let Q = C c . By [2, Proposition 8.14(2)], a module A is strict C-stationary if and only if it is Q-Mittag-Leffler. Repeatedly using [2, Theorem 5.1(4)] for M , we obtain a ⊆-directed set F of countably presented Q-Mittag-Leffler submodules of M satisfying (2) from Definition 2.1 for λ = ℵ 1 : observe that the map v in the statement of [2, Theorem 5.1(4)] is monic since the injectivity of v ⊗ R Q implies ( †) (we use that C is a direct summand in Q c ) and C is a cogenerator. We extend F gradually by adding countable directed unions, noticing along the way that each newly added countably presented module N has the property that N ⊆ M stays monic after applying − ⊗ R Q (as Tor R 1 (−, Q) commutes with direct limits), and it is Q-Mittag-Leffler by [2, Corollary 5.2] . In this way, we eventually arrive at the desired ℵ 1 -dense system L of strict C-stationary submodules of M . Note that any directed union of modules from L satisfies ( †) since ( †) is implied by the injectivity of the corresponding tensor map, which, in turn, is a property preserved by taking directed unions. 
Countable type
Let C = (A, B) be a hereditary cotorsion pair in Mod-R. The Telescope Conjecture for Module Categories asserts that C is of finite type whenever A and B are closed under direct limits. This statement is known to be true in some special cases [3] . On the other hand, the Countable Telescope Conjecture was proved in full generality in [21, Theorem 3.5] . It states that C is of countable type whenever B is closed under unions of well-ordered chains.
As an application of the tools developed above, we prove a version of the Countable Telescope Conjecture for not necessarily hereditary cotorsion pairs. Proof. Let C be the pure-injective module constructed for B in Lemma 5.3.
Let A 0 = A ≤ω . By induction on κ, we are going to prove that each κ-presented module M ∈ A is A 0 -filtered. There is nothing to prove for κ ≤ ℵ 0 , so let κ be uncountable.
In the κ-presented module M ∈ A, we will construct by induction, for each uncountable regular cardinal λ ≤ κ, a λ-dense system C λ of submodules of M such that M/N ∈ A for each N ∈ C λ , and
Our strategy is to start with a C λ given by Lemma 5.5 for G = B, and then select a suitable subfamily in A. Note that it is enough to ensure that for every N ∈ C λ there exists L ∈ C λ , such that N ⊆ L ∈ A. Then the family C λ ∩ A is the desired one, since each ascending chain in C λ ∩ A is actually an A-filtration and A is closed under filtrations. Indeed, for each B ∈ B, if N ∈ C λ and L ∈ A are such that N ⊆ L, then all homomorphisms from N to B extend to M , and hence to L; thus L/N ∈ ⊥ {B}.
We will distinguish the following four cases: Lemma 5.5 . After taking the intersection with the set of all images f (R (X) ) where X is a countable subset of κ, we can assume that C ℵ1 is compatible with this presentation, that is, each N ∈ C ℵ1 has the form f (R (XN ) ) for a countable subset X N of κ.
Since B is closed under coproducts and double duals, it follows from Lemma 4.4 that K is strict C-stationary. Thus we can use Lemma 5.4 to obtain another ℵ 1 -dense system, L, this time consisting of submodules of K. Clearly, the system K ∩ L is ℵ 1 -dense as well. Our new C ℵ1 is defined as {N ∈ C ℵ1 | Ker(f ↾ R (XN ) ) ∈ L}. Notice that C ℵ1 ⊆ ⊥ C. Indeed, given a module N ∈ C ℵ1 , each h : Ker(f ↾ R (XN ) ) → C can be extended to some h ′ : R (XN ) → C by the property ( †) from Lemma 5.4 and by the fact that M ∈ ⊥ C. Let N ∈ C ℵ1 . Since M/N ∈ A, N is the kernel of the epimorphism M → M/N between two modules from A. By Lemma 4.2, M is strict C-stationary, so using Lemma 4.4 again, we see that each N ∈ C ℵ1 is a countably presented C-stationary module from ⊥ C. Using Proposition 4.3 (for G = {C}) together with the properties of C guaranteed by Lemma 5.3, we conclude that C ℵ1 ⊆ A.
Case 2. λ weakly inaccessible: As in the previous step, we start with a family C λ provided by Lemma 5.5. Since each N 0 ∈ C λ is < µ-presented for some regular uncountable cardinal µ < λ, we simply choose N ′ 0 ∈ C µ ⊆ A containing N 0 as a submodule. Then there is N 1 ∈ C λ containing N ′ 0 , etc. The union, N , of the chain
Case 3. λ a successor of a regular cardinal : λ = ν + for a regular cardinal ν. For each N 0 from C λ (not necessarily satisfying condition (2) above), we easily build a continuous chain N 0 = (N 0 α | α < ν) of modules from C ν ⊆ A so that N 0 ⊆ N 0 . Again, the union is in A. We continue by choosing N 1 ∈ C λ containing this union, and a chain
α for all α < ν, and N 1 ⊆ N 1 . We proceed further by taking N 2 ∈ C λ , etc. Clearly, N = i<ω N i ∈ C λ . Furthermore, the ascending chain
Case 4. λ a successor of a singular cardinal : λ = ν + where µ = cf(ν) < ν. We choose a strictly increasing continuous chain (ν α | α < µ) of infinite cardinals which is cofinal in ν, such that ν 0 > µ. Let N 0 be arbitrary module from the family C λ given by Lemma 5.5. We will produce a similar ascending chain as in Case 3, however this time, we have to pick the modules from different classes C δ , hence we lose continuity. To overcome this problem, we use a well known singular compactness argument:
We gradually build the chains N i = (N i α | α < µ), for i < ω, and pick the modules N i ∈ C λ in an alternating way, so that the following conditions are satisfied for all i < ω: Then i<ω N i is in C λ , and it is equal to the union of the chain H = ( i<ω N i α | α < µ). However, this chain is continuous (by the condition (e)), and provides thus an A-filtration of H.
Having constructed the families C λ (λ ≤ κ), we can use them to build an Afiltration of M consisting of < κ-presented modules. If κ is regular, then it is easy to see that C κ already contains an A-filtration of M . For κ singular, we apply [21, Lemma 3.2] . By inductive hypothesis, we conclude that M is A 0 -filtered.
It remains to show that the modules in A 0 have countably presented first syzygies. We know from Lemma 4.4 that their first syzygies are strict B-stationary. In particular, the first syzygies are R R c -stationary. By [2, Proposition 8.14(1)], they are then R R-Mittag-Leffler, and the claim follows from [2, Corollary 5.3] . Finally, B is definable by [11, Theorem 13 .41].
We finish this section by examples of cotorsion pairs which satisfy the conditions of Theorem 6.1, but are not hereditary.
Recall that for n < ω, a module M is an FP n -module provided that M has a projective resolution · · · → P k+1 → P k → · · · → P 1 → P 0 → M → 0 such that P k is finitely generated for each k ≤ n, [7, §VIII.4] . Let F P n denote the class of all FP n -modules. (Notice that F P 0 is the class of all finitely generated modules, and F P 1 the class of all finitely presented ones.) The classes (F P n | n < ω) form a decreasing chain whose intersection is the class of all strongly finitely presented modules, that is, the modules possessing a projective resolution consisting of finitely generated modules, see [7, Proposition VII.4.5].
Example 6.2. Let n ≥ 2 and let R n be a ring such that there exists a module M ∈ F P n \ F P n+1 . Such rings were constructed by Bieri and Stuhler using integral representation theory, see [7, §VIII.5] and the references therein; in fact, R n can be taken as the integral group ring ZG n for a suitable finitely generated group G n , and M = Z. (For the particular case of n = 2, a different and simpler example of R 2 is constructed in [15, Example 1.4] .) Let C n = (A n , B n ) be the cotorsion pair generated by F P n . Since n ≥ 2, B n is closed under direct limits by [11, Lemma 6.6 ], so Theorem 6.1 applies.
In order to see that C n is not hereditary, we observe that A n is not closed under kernels of epimorphisms: indeed, the syzygy module Ω(M ) does not belong to F P n , and hence Ω(M ) / ∈ A n . To see the latter fact, notice that A n consists of direct summands of F P n -filtered modules by [11, 6.14] . Since Ω(M ) is finitely generated, if Ω(M ) ∈ A n then it is a direct summand of a finitely F P n -filtered module, by [11, Theorem 7 .10] used for ℵ 0 . However, F P n is closed under extensions and direct summands, whence Ω(M ) ∈ F P n , a contradiction.
