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Abstract
Inspired by constructions in complex geometry we introduce a thermo-
dynamic framework for Monge-Ampe`re equations on real tori. We show
convergence in law of the associated point processes and explain connec-
tions to complex Monge-Ampe`re equations and optimal transport.
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1 Introduction
In a series of papers culminating in [2] Berman introduce a thermodynamic
framework for complex Monge-Ampe`re equations. In particular, he shows how
the Monge-Ampe`re measures of solutions to complex Monge-Ampe`re equations
can be seen as limits of canonically defined (β-deformations of) determinantal
point processes. Inspired by this we will introduce a thermodynamic framework
for real Monge-Ampe`re equations on the real torus X = Rn/Zn. Using certain
families of functions analogous to theta functions on Abelian varieties we con-
struct permanental point processes on X . Our first result is that, as long as the
Monge-Ampe`re equation admits a unique solution, the point processes defined
by the statistic mechanical framework converges in law towards the Monge-
Ampe`re measure of this unique solution. Equivalently, and in the language of
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thermodynamics, under absence of first order phase transitions the microscopic
setting admits a macroscopic limit that is determined by the Monge-Ampe`re
equation.
The real torus should be seen as one of several settings where strong con-
nections between complex geometry, real Monge-Ampe`re equations and optimal
transport are manifested (the related case of toric manifolds is treated in [1]).
We will exploit these connections to produce semi-explicit approximations of
optimal transport maps on X (see Corollary 6). As such, this work ties in
with the seminal works by McCann [22] and Cordero-Erasquin [11] on optimal
transport on Riemannian manifolds.
Moreover, motivated by the difficult problem of singular Ka¨hler-Einstein
metrics of (almost everywhere) positive curvature on complex varieties we pro-
pose a corresponding real Monge-Ampe`re equation on X (see equation (3) be-
low). The assumption of no first order phase transition always holds for positive
temperature. However, a reflection of the fact that the related complex geomet-
ric problem is one of positive curvature is that the statistical mechanic setting
for (3) is of negative temperature. As a second result, by proving a uniqueness
theorem for Monge-Ampe`re equations of independent interest (see Theorem 2),
we rule out first order phase transitions down to the critical temperature of −1.
In a future paper we hope to address the question of uniqueness for tempera-
tures smaller than −1, which might be seen as the analog of the problem studied
in [18].
1.1 Setup
Let dx be the standard volume measure on X induced from Rn. Let β be a real
constant and µ0 a probability measure on X , absolutely continuous and with
smooth, strictly positive density with respect to dx. Given the data (µ0, β) we
will consider the real Monge-Ampe`re equation on X given by
MA(φ) = eβφdµ0. (1)
Here MA is the Monge-Ampe`re operator defined by
φ 7→ det(φij + δij)dx. (2)
where (φij) is the Hessian of φ with respect to the coordinates on X induced
from Rn and δij is the Kronecker delta. As usual we demand of a solution
φ : X → R that it is twice differentiable and quasi-convex in the sense that
(φij + δij) is a positive definite matrix.
We will pay specific attention to the case when µ0 is chosen as the measure
γ =
∑
m∈Zn
e−|x−m|
2/2dx.
We get the equation
MA(φ) = eβφγ. (3)
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As mentioned above this equation has an interpretation in terms of complex
geometry. For β = −1, (3) arises as the ”push forward” of a twisted Ka¨hler-
Einstein equation on the Abelian variety Cn/4πZn + iZn. A more detailed
exposition of this relation will follow in Section 6.1.
1.2 Construction of the Point Processes
The point processes we will study arise as the so called ”β-deformations” of
certain permanental point processes (see [19] for a survey). Let’s first recall the
general setup of a permanental point process with N particles. We begin by
fixing a set of N wave functions on X
S(N) = {Ψ(N)1 , . . . ,Ψ(N)N }.
This defines a matrix valued function on XN
(x1, . . . , xN )→ (Ψi(xj)).
Recall that the permanent of a matrix A = aij is the quantity∑
σ
∏
i
ai,σ(i)
where the sum is taken over all permutations of the set {1 . . . , N}. Together
with the background measure µ0 this defines a symmetric probability measure
on XN
perm(Ψ
(N)
i (xj))dµ
⊗N
0 /ZN , (4)
where ZN is a constant ensuring the total mass is one. This is a pure perma-
nental point process. We will define, for each k ∈ N, a set of N = Nk wave
functions and, for a given β ∈ R, study the so called β-deformations of (4)
µ
(N)
β = (perm(Ψi(xj))
β/k
dµ⊗N0 /Zβ,N (5)
where, as above, Zβ,N is a constant ensuring the total mass is one. We will now
define the sets of wave functions. Note that µ
(N)
β does not depend on the order
of the element in S(N). For each positive integer k, let
S(N) = {Ψ(N)p : p ∈
1
k
Zn/Zn}
where
Ψ(N)p (x) =
∑
m∈Zn+p
e−k|x−m|
2/2dx.
Before we move on we should make a comment on the notation. We get
N = Nk = k
n. Throughout the text, in formulas where both N and k occur,
the relation N = kn will always be assumed.
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Finally, we will make two remarks on the definitions. In [23] permanental
point processes are used to model a bosonian many particle system in quantum
mechanics. In that interpretation Ψ
(N)
i defines a 1-particle wave function and
the permanent above is the corresponding N -particle wave function defined by
Ψ
(N)
1 , . . . ,Ψ
(N)
N . Secondly, we will explain in Section 6.2 how the wave functions
arises as the ”push forward” of θ-functions on Cn/(4πZn + iZn).
1.3 Main Results
Denote the space of probability measures on X by M1(X) and consider the
map δ(N) : XN →M1(X)
δ(N)(x) = δ(N)(x1, . . . , xN ) =
1
N
N∑
i=1
δxi .
Let x = (x1, . . . , xN ) ∈ XN be the random variable with law µ(N)β . Its image
under δ(N), δ(N)(x), is the empirical measure. This is a random measure with
law given by the push-forward measure
Γ
(N)
β =
(
δ(N)
)
∗
µ
(N)
β ∈ M1(M1(X)) (6)
Our results concern the weak* limit of Γ
(N)
β as N → ∞. In particular we will
show, in some cases, that the limit is a dirac measure concentrated at a certain
µ∗ ∈ M1(X) related to (1) or (3). Loosely speaking, this means µ∗ can be
approximated by sampling larger and larger point sets on X according to µ
(N)
β .
Theorem 1. Let µ0 ∈ M1(X) be absolutely continuous and have smooth,
strictly positive density with respect to dx. Let Γ(N) be defined as above and
let β ∈ R. Assume also that (1) admits a unique solution, φ∗. Then
Γ
(N)
β → δµ∗ (7)
in the weak* topology of M1(M1(X)), where µ∗ =MA(φ∗).
Remark 1. The assumption that (1) admits a unique solutions is always sat-
isfied when β > 0. This follows from standard arguments (see Theorem 9).
However, the case β < 0 is a lot more subtle. In our second result we show that,
in the special case µ0 = γ, the assumption holds for certain negative values of
β as well.
Theorem 2. Assume µ0 = γ and β ∈ [−1, 0). Then equation (3) admits a
unique solution.
Note that if β 6= 0 and µ∗ = MA(φ∗)dx where φ∗ is a solution to (1), then
φ∗ can be recovered from µ∗ as φ∗ =
1
β log ρ where ρ is the density of µ∗ with
respect µ0. In fact we get the following corollary of Theorem 1.
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Corollary 1. Let µ0 ∈ M1(X) be absolutely continuous and have smooth,
strictly positive density with respect to dx. Let β 6= 0. Assume also that (1)
admits a unique solution, φ∗. Let φN : X → R be the function defined by
φN (x1) =
1
β
log
∫
XN−1
(
perm(Ψ(N)pi (xj)
)β/k
dµ⊗(N−1)(x2, . . . , xn)/Zβ,N .
Then φN converges uniformly to φ
∗.
If we put β = 0 in (1) we get the inhomogenous Monge-Ampe`re equation.
Solutions then determine Optimal Transport maps on X . Now, although Corol-
lary 1 doesn’t cover the case β = 0, by considering µ
(N)
βN
for the sequence of
constants βN = 1/N we will be able to produce explicit approximations of
optimal transport maps. However, when working with optimal transport it is
natural to consider a more general setting than the one proposed for equation
(1). Because of this we will not state this corollary here but postpone it to
Section 6.3.
1.4 Outline
Convergence in Theorem 1 and a Large Deviation Principle Theo-
rem 1 will follow from a large deviation principle for the sequence Γ(N) (see
Theorem 4). This large deviation principle provides a quantitative description
of the convergence in Theorem 1, recording the speed of convergence in a rate
function G : M1(X) → [0,∞), satisfying inf G = 0 and a rate {rN} ⊂ R such
that rN → ∞ as N → ∞. We will give a formal definition of large deviation
principles in Section 3. Roughly speaking, a large deviation principle with rate
function G and rate rN holds if, for U ⊂M1(X), the probability Γ(U) behaves
as
e−rN infU G
as N →∞. This means Γ(N), for large N , is concentrated where G is small. In
particular, if G admits a unique minimizer, µ∗, (where G = 0) then it follows
that Γ(N) converges in the weak* topology to δµ∗ .
Proof of the Large Deviation Principle It turns out that the rate function
above is related to the Wasserstein metric of optimal transport. In Section 2 we
will recall some basic facts about optimal transport. In particular, we explain
how Kantorovich’ duality principle gives an explicit formula for the Legendre
transform of the squared Wasserstein distance from a fixed measure. The proof
of Theorem 4 is given in Section 3 and it is divided into two parts of which
the first part uses this explicit formula. In the first part, given in Section 3.1,
we take a sequence of constants βN such that βN → ∞ and study the family
{Γ(N)βN }. In the thermodynamic interpretation this means we are studying the
zero temperature limit of the system. Using the formula given by Kantorovich
duality and the Ga¨rtner-Ellis theorem, relating the moment generating functions
of Γ
(N)
βN
to the Legendre transform of a rate function, we prove a large deviation
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principle for this family (see Theorem 6). In the second part of the proof we
show how the large deviation principle in Theorem 4 can be deduced from this.
This is based on essentially well known arguments. However, for completeness
we give a proof of this in Section 3.2. It turns out that the crucial point is the
equicontinuity and uniform boundedness of the (normalized) energy functions
− 1
kN
log perm(Ψ
(N)
i (xj)).
These properties will follow from equicontinuity properties and bounds on the
wave functions Ψ
(N)
i and we give a proof of these properties in Section 3.3.
Connection to the Monge-Ampe`re Equation The final ingredients in
the proof of Theorem 1 are given in Section 4.1 and Section 4.2 (essentially
by Lemma 11 and Theorem 13). These sections connect the large deviation
principle above with the Monge-Ampe`re equation (1). Note that, as inf G =
0, G admits a unique point where G = 0 if and only if G admits a unique
minimizer. We apply a variational approach to (1). Uniqueness and existence
of solutions is studied by means of a certain energy functional on C(X) whose
stationary points corresponds to weak solutions of (1). The rate function above,
G, is closely related to this energy functional. This relation encodes the fact
that minimizers of G arise as the Monge-Ampe`re measures of solutions to (1).
Moreover, it follows from this relation that G admits a unique minimizer if the
energy functional does, which is true if and only if (1) admits a unique solution.
Theorem 2 Existence of weak solutions will follow from the variational ap-
proach and compactness properties of the space of quasi convex functions on X
(see Section 5.1) and regularity will follow from results by Cafarelli explained
in Lemma 18. These type of existence results for Monge-Ampe`re equations on
affine manifolds was originally proven by Caffarelli and Viaclovsky [9] on the
one hand and Cheng and Yau [10] on the other. However, we will provide an
alternative proof based on the variational principle above. Uniqueness, which is
the main new contribution in this chapter is proved in Section 5.3. Here we look
at the space of quasi-convex functions equipped with an affine structure different
from the standard one. It will then follow from the Prekopa inequality that the
energy functional associated to (3) is strictly convex with respect to this affine
structure, hence admits no more than one minimizer. This is an extension of
an argument used in [3] to prove uniqueness of Ka¨hler-Einstein metrics on toric
Fano manifolds. Curiously, there doesn’t seem to be any direct argument for
this using the Prekopa theorem on Riemannian manifolds (see [12]). Instead,
we need to lift the problem to the covering space Rn and use that γ is the push
forward of a measure on Rn with strong log-concavity properties.
Geometric Motivation In Section 6 we explain the connections to the point
processes on compact Ka¨hler manifolds introduced by Berman in [2]. More
precisely, we explain the connection with a complex Monge-Ampe`re equations
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on Cn/4πZn+iZn and how the wave functions and permanental point processes
defined here are connected to theta-functions and determinantal point processes
onCn/4πZn+iZn. Finally, in Section 6.3 we show how the connection to optimal
transport can be used to get explicit approximations of optimal transport maps
on X .
We end this section with a comment. While some parts of Section 3 might
be well known to readers with a probabilistic background and, likewise, some
parts of Section 4 might be familiar to readers with a background in geometry
or optimal transport we nevertheless want to provide a paper that is accessible
to readers from all three of these fields. This should (at least partly) explain
the length of the paper.
2 Preliminaries: Optimal Transport on Real Tori
In this section we will recall some basic theory of optimal transport. The content
of the chapter is well known. Early contributors to the theory are Cordera-
Erasquin [11] who established a a theory of optimal transport on real tori and
McCann [22] who took it to the very general setting of Riemannian manifolds.
The reason for this is the close relation between optimal transport and real
Monge-Ampe`re equations. The most important part is Corollary 2. There we
explain how Kantorovich’ duality theorem give a variational approach to real
Monge-Ampe`re equations and an explicit formula for the Legendre transform
of the functional µ → W 2(µ, dx), where W 2(·, ·) is the Wasserstein metric, a
distance function on M1(X) defined in terms of optimal transport and which
turn up in the rate function describing the behaviour of the point process Γ(N)
as N →∞.
2.1 Kantorovich’ Problem of Optimal Transport
We will use Kantorovich’ formulation (as opposed to Monge’s formulation) of
the optimal transport problem. The given data is a smooth manifold Y , a
cost function c : Y × Y → [0,∞), a source measure, µ ∈ M1(Y ) and a target
measure, ν ∈M1(Y ). Kantorovich problem of optimal transport is the problem
of minimizing the functional
C(γ) =
∫
Y×Y
c(x, y)dγ(x, y)
over the set of transport plans, Π(µ, dx), consisting of measures γ ∈ M1(Y ×Y )
such that the first and second marginals of γ equal µ and ν respectively. The
optimal transport distance between µ and ν is the quantity
inf
γ∈Π(µ,dx)
C(γ). (8)
In our case Y = X , ν = dx and c = d(·, ·)2/2 where d is the distance function
on X induced from Rn. In other words, if x, y ∈ Rn and π : Rn → X is the
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quotient map, then
c(πx, πy) =
d(πx, πy)2
2
=
infm∈Zn |x− y −m|2
2
.
With this choice of cost function, (8) is often referred to as the (squared) Wasser-
stein distance, W 2(µ, dx), between µ and dx.
2.2 The c-Transform and c-Convex Functions
A cost function in optimal transport defines a c-transform, closely related to
Legendre transform on Rn. Let C(X) be the space of continuous functions on
X . For φ ∈ C(X) the c-transform of φ is
φc(y) = sup
x∈X
−c(x, y)− φ(x) = sup
x∈X
−d(x, y)
2
2
− φ(x) (9)
Note that if φ is a smooth function on X such that (φij+δij) is positive definite,
then there is a natural way of associating to φ a convex function on Rn, namely
Φ(x) = φ(πx) +
x2
2
. (10)
Let C(Rn) be the space of continuous functions on Rn and if Φ ∈ C(X) let Φ∗
denote the Legendre transform of Φ. The map from C(X) to C(Rn) given by
φ 7→ Φ, relates c-transform on X to Legendre transform on Rn in the sense that
Lemma 1. Let φ ∈ C(X) and
Φ(x) = φ(πx) +
x2
2
.
Then
Φ∗(y) = φc(πy) +
y2
2
.
Proof. Note that
sup
x∈Rn
−|x− y|
2
2
− φ(πx) = sup
x∈[0,1]n,m∈Zn
−|x− y −m|
2
2
− φ(πx)
= sup
x∈[0,1]n
− inf
m∈Zn
|x− y −m|2
2
− φ(πx)
= sup
x∈X
−d(x, πy)
2
2
− φ(x)
= φc(πy).
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This means
Φ∗(y) = sup
x∈Rn
〈x, y〉 − Φ(x)
= sup
x∈Rn
−|x− y|
2
2
− φ(πx) + y
2
2
= φc(πy) +
y2
2
.
which proves the lemma.
It follows that φ ∈ C(X) satisfies (φc)c = φ if and only if Φ is convex. The
property (φc)c = φ is often referred to as c-convexity and we will denote the
set of functions in C(X) that satisfy this P (X). Since Φ∗ is convex for any
Φ ∈ C(Rn) we get that φc ∈ P (X), for any φ ∈ C(X). Moreover, also from
the theory of convex functions on Rn, we get that the projection φ 7→ (φc)c of
C(X) onto P (X) is monotone in the sense that (φc)c(x) ≤ φ(x) for all x ∈ X .
Let P (Rn) be the set of convex functions on Rn. It is easy to verify that the
image of P (X) in P (Rn) under the map φ 7→ Φ (where Φ is given by (10)) is
given by the set
PZn(R
n) = {Φ ∈ P (Rn) : Φ(x+m)− |x+m|
2
2
= Φ(x) − x
2
2
∀m ∈ Zn}
= {Φ ∈ P (Rn) : Φ(x+m) = Φ(x) + 〈x,m〉+ m
2
2
∀m ∈ Zn}
(11)
Now, let φ ∈ P (X) and Φ be the image of φ in PZn(Rn). Then Φ is differen-
tiable at a point x ∈ Rn if and only if φ is differentiable at πx. Since a convex
function on Rn is differentiable almost everywhere we get that any φ ∈ P (X) is
differentiable almost everywhere (with respect to dx). Further, it follows from
(11) that Φ is differentiable at x and ∇Φ(x) = y if and only if Φ is differentiable
at x + m and ∇Φ(x + m) = y + m. This means the map ∇Φ : Rn → Rn,
where it is defined, factors through to a map X → X . This map is the so called
c-gradient map in optimal transport, denoted ∇cφ. It satisfies the formula
∇cφ(πx) = π∇Φ(x).
Further, Φ is differentiable at x and Φ(x) = y if and only if y is the unique point
in Rn such that
Φ(x) + Φ∗(y) = 〈x, y〉 . (12)
This holds if and only if
φ(πx) + φc(πy) = −d(πx, πy)
2
2
. (13)
We conclude that φ is differentiable and ∇cφ(πx) = πy if and only if πy is the
unique point in X such that (13) holds. In fact, this is the usual definition of
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the c-gradient and one of its strengths is that it becomes immediately apparent
that if φ is differentiable at x and φc is differentiable at y = ∇cφ(x), then
∇cφc(y) = x.
The definition of the Monge-Ampe`re operator in (2) makes sense for twice
differentiable functions. We will now provide an extension of this operator to
P (X).
Definition 1. Let φ ∈ P (X). We define the Monge-Ampe`re measure, MA(φ),
of φ as
MA(φ) = (∇cφc)∗dx.
Consequently, we refer to functions in P (X) satisfying
(∇cφc)∗dx = µ
as weak solutions to
MA(φ) = µ. (14)
Now, the following lemma will serve as a direct justification of Definition 1
and we will see in Theorem 3 that it fits nicely into the theory of optimal
transport. Moreover, weak solutions to (1) in terms of Definition 1 is the natural
analog of so called Alexandrov solutions to Monge-Ampe`re equations on Rn (see
Section 5.2). In fact, we will see in Lemma 17 that the map φ 7→ Φ where Φ is
given by (10) gives a direct link between these two types of solutions.
Lemma 2. Assume φ is smooth and (φij+δij) is strictly positive definite. Then
det(φij + δij)dx = (∇cφc)∗dx.
Proof. First of all, we claim that ∇cφc : X → X is one-to-one. To see this,
assume that ∇cφc(x1) = ∇cφc(x2) for x1, x2 ∈ X . Let x˜1, x˜2 ∈ Rn be lifts of
x1 and x2 respectively and Φ
∗ be the image of φ∗ in PZn(R
n). We get
∇Φ∗(x˜1) = ∇Φ∗(x˜2) +m.
By (11) we get ∇Φ∗(x˜1) = ∇Φ∗(x˜2 +m). But since φ, and hence Φ, is smooth
Φ∗ must be strictly convex. This means x˜1 = x˜2 +m and x1 = x2, proving the
claim.
The previous claim implies, since π◦∇Φ∗ = ∇cφc◦π, that πmaps∇Φ∗([0, 1)n)
diffeomorphically to X . Further,
det(φij + δij) ◦ π = det(Φij) = 1
det(Φ∗ij)
(15)
and the numerator of the right hand side of (15) is the Jacobian determinant of
the map ∇Φ∗ : Rn → Rn. Let h ∈ C(X). Then∫
X
h det(φij + δij)dx =
∫
∇Φ∗([0,1)n)
h ◦ π
det(Φ∗ij)
dx =
∫
[0,1)n
h ◦ π ◦ ∇Φ∗dx
=
∫
[0,1)n
h ◦ ∇cφc ◦ πdx =
∫
X
h ◦ ∇cφcdx. (16)
which proves the lemma.
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2.3 Kantorovich Duality
We now return to the problem of optimal transport. Although it has very
satisfactory solutions providing existence and characterization of minimizers
under great generality, we will only give part of that picture here. For us, the
important feature of the problem of optimal transport is its dual formulation.
Introducing the functional ξ on C(X) defined by
ξ(φ) =
∫
X
φcdx
we get a functional J on C(X)
J(φ) = −
∫
X
φdµ− ξ(φ).
This functional describes the dual formulation of the problem of optimal trans-
port in the sense that W 2(µ, dx) can be recovered as the supremum of J over
C(X). Moreover, the maximizers of J are weak solutions to a certain Monge-
Ampe`re equation. This is recorded in the following theorem.
Theorem 3 ([20],[21],[5]). Let µ ∈M1(X) be absolutely continuous with respect
to dx. Let c = d2/2 where d is the distance function on X induced from Rn.
Then
W 2(µ, dx) = inf
γ∈Π(µ,dx)
I(γ) = sup
φ∈C(X)
J(φ). (17)
and there is φµ ∈ P (X) such that
sup
φ∈C(X)
J(φ) = J(φµ). (18)
Moreover,
MA(φµ) = µ. (19)
Remark 2. Equation 17 is called Kantorovich’ duality [20] and property (19) is
the Knott-Smith criterion which, in the context of Monge’s problem of optimal
transport, was discovered independently by Knott and Smith in 1984 [21] and
by Brenier in 1987 [5].
Proof of Theorem 3. The theorem is essentially given by Theorem 5.10 in [27].
As X is a smooth manifold that can be endowed with a complete metric, X is
indeed a Polish space. Further, d is continuous and bounded on X . Putting
γ′ = µ× dx gives
inf
γ∈P(µ,dx)
I(γ) ≤ I(γ′) <∞
hence the assumptions in 5.10.i, 5.10.ii and 5.10.iii in [27] holds. In particular
we get that (17) holds and that there is an optimal transport plan γ ∈ Π(µ, dx)
and φγ ∈ P (X) such that γ is concentrated on the set
{(x, y) ∈ X ×X : φγ(x) + φcγ(y) = −c(x, y)}. (20)
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Let φµ = φγ . To see that (18) holds, note that, since the first and second
marginals of γ are µ and ν respectively,
W 2(µ, dx) =
∫
X×X
cγ = −
∫
X×X
(
φµ(x) + φ
c
µ(y)
)
γ
= −
∫
X
φµ(x)dµ −
∫
X
φcµ(y)dx.
To see that (19) holds note that φcµ ∈ P (X) is differentiable almost everywhere
with respect to dx. Let A ⊂ X be a measurable set and dom∇cφcµ ⊂ X be the
set where φcµ is differentiable. We have
γ(X × dom∇cφcµ) = dx(dom∇cφcµ) = 1.
As γ is concentrated on (20) we get that γ is concentrated on the set
{(x, y) : y ∈ dom∇cφcµ, x = ∇cφcµ(y)}.
This means∫
(∇cφcµ)
−1(A)
dx =
∫
X×(∇cφcµ)
−1(A)
dγ =
∫
A×(∇cφcµ)
−1(A)
dγ
=
∫
A×X
dγ =
∫
A
dµ,
in other words (∇cφcµ)∗dx = µ, which proves (19).
2.4 The Variational Approach to Real Monge-Ampe`re Equa-
tions
We will now reformulate the statement of Theorem 3 in terms of the Legendre
transform and Gateaux differentiability of the functional ξ. Recall that if A is
a functional on C(X), then the Legendre transform of A is a functional on the
dual vector space of C(X), the space of finite signed measures on X , M(X).
This functional is given by
B(µ) = sup
φ∈C(X)
∫
Y
φdµ−A(φ).
Recall also that if A is convex, then A is Gateaux differentiable at a point φ
and has Gateaux differential µ if µ is the unique point in M(X) such that
B(µ) =
∫
Y
φdµ−A(φ).
A prioryW 2(·, dx) is defined onM1(X). However, we may extend the definition
to all ofM(X) by putting W (µ, dx) = +∞ for any µ /∈M1(X). We begin with
the following lemma
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Lemma 3. The functional ξ is convex on C(X). Moreover, let φ0, φ1 ∈ C(X)
and
φt = tφ1 + (1− t)φ0.
Then, if ξ(φt) is affine in t,
∇cφc0 = ∇cφc1
almost everywhere with respect to dx.
Proof. First of all, for any y ∈ X , the quantity
φct(y) = sup
x∈X
−c(x, y)− φt(x) (21)
is a supremum of functions that are affine in t, hence it is convex in t. This
implies ξ(φt) is convex in t. Now, assume ξ(φt) is affine in t. This implies (21)
is affine in t for almost all y. Assume y is a point such that ∇cφc0(y), ∇cφc1/2(y)
and ∇cφc1(y) are defined and (21) is affine. Let x1/2 = ∇cφc1/2(y). This means
φc1/2(y) = −c(x1/2, y)− φ1/2(x1/2).
By construction
φct(y) ≥ −c(x1/2, y)− φt(x1/2)
for any t ∈ [0, 1]. As φct and −c(x1/2, y)−φt(x1/2) are affine functions (in t) that
coincide in one point in the interior of their domains, this inequality implies that
they coincide. This means ∇cφc0(y) = ∇cφc1/2(y) = ∇cφc1(y). As ∇cφc0, ∇cφc1/2
and ∇cφc1 are defined almost everywhere, this proves the lemma.
This allow us to draw the following conclusions from Theorem 3
Corollary 2. The functional on M(X) defined by µ 7→ W 2(−µ, dx) is the
Legendre transform of ξ. Moreover, for any µ ∈ M1(X) there is φ such that
W 2(µ, dx) + ξ(φ) = −
∫
X
φdµ.
Finally, ξ is Gateaux differentiable on C(X) and
dξ|φ = −MA(φ). (22)
Proof. The first statement is, as long as µ ∈ M1(X), a direct consequence of
(17). If µ /∈ M1(X) then putting φC = φ + C for some φ ∈ C(X) and C ∈ R
gives (φC)
c = φc − C and
−
∫
X
φCdµ− ξ(φC) = −
∫
X
φdµ− ξ(φ) + C(1− µ(X)).
Letting C →∞ if µ(X) < 1 and C → −∞ if µ(X) > 1 gives
sup
φ∈C(X)
φdµ− ξ(φ) = +∞,
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proving the first statement. The second statement is also a direct consequence
of Theorem 3. We will now prove that ξ is Gateaux differentiable and that (22)
holds. Let φ ∈ C(X). We claim that there is µ ∈ M(X) such that
ξ(φ) +W 2(µ, dx) = −
∫
φdµ, (23)
in other words µ is a supporting hyperplane of ξ at φ. To see this, note that
since W 2(−·, dx) is the Legendre transform of ξ we get that W 2(·, dx) is lower
semi-continuous and
ξ(φ) +W 2(µ, dx) ≥ −
∫
φdµ (24)
for all µ ∈M(X). By lemma 3, ξ is convex on C(X). By the involutive property
of Legendre transform
ξ(φ) = sup
µ∈M(X)
−
∫
X
φdµ−W 2(µ, dx).
Let {µi} ⊂ M(X) be a sequence such that
−
∫
X
φdµi −W 2(µi, dx)→ ξ(φ).
We may assume, since W 2(µi, dx) = ∞ if µi /∈ M1(X), that µi ∈ M1(X) for
all i. Since M1(X) is compact we may take a subsequence {µik} converging to
some µ ∈M1(X). By the lower semi-continuity of W 2(·, dx) we get
−
∫
X
φµ−W 2(µ, dx) ≥ lim inf
k→∞
−
∫
X
φ0µik −W 2(µik , dx) = ξ(φ0).
which, together with (24), proves the claim. We will now prove that this implies
(∇cφc)∗dx = µ. (25)
As this relation determines µ we get that µ must be the unique supporting
hyperplane at φ. This implies ξ is Gateaux differentiable at φ and dξφ = µ,
proving the second statement in the corollary.
Now, to see that (25) holds, note that (23) implies W 2(µ, dx) < ∞ and
hence µ ∈ M1(X). By Theorem 3 there is a function φµ ∈ P (X) such that
MA(φµ) = µ and
W 2(µ, dx) + ξ(φµ) = −
∫
φµdµ.
This means µ is a supporting hyperplane of ξ both at φ and at φµ. This
implies ξ(tφ+(1− t)φµ) is affine. By Lemma 3, ∇cφc and ∇cφcµ coincide almost
everywhere with respect to dx and hence (25) holds.
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3 A Large Deviation Principle
This section is devoted to Theorem 4 which will be the key part in the proof
of Theorem 1. Before we state Theorem 4 we will recall the definition of the
relative entropy function.
Definition 2. Assume µ, µ0 ∈ M(X) and, if µ is absolutely continuous with
respect to µ, let µ/µ0 denote the density of µ with respect to µ0. The relative
entropy of µ with respect to µ0 is
Entµ0(µ) =


∫
X µ log
µ
µ0
if µ is a probability measure and absolutely
continuous with respect to µ0
+∞ otherwise,
We recall the basic property that Entµ0(µ) ≥ 0 with equality if and only if
µ = µ0.
Theorem 4. Let µ0 ∈ M1(X) be absolutely continuous and have positive den-
sity with respect to dx. Let β ∈ R. Assume Γ(N)β is defined as in section 1.2.
Then {
Γ
(N)
β
}
satisfy a Large Deviation Principle with rate rN = N and rate function
G(µ) = βW 2(µ, dx) + Entµ0(µ) + Cµ0,β
where W 2(µ, dx) is the squared Wasserstein 2-distance between dx and µ0 (de-
fined in the previous section) and Cµ0,β is a constant ensuring infM1(X)G = 0.
Before we move on we will recall the definition of a Large Deviation Principle.
Definition 3. Let χ be a topological space, {ΓN} a sequence of probability mea-
sures on χ, G a lower semi continuous function on χ and rN a sequence of
numbers such that rN → ∞. Then {ΓN} satisfies a large deviation principle
with rate function G and rate rN if, for all measurable E ⊂ χ,
− inf
E◦
G ≤ lim inf
N→∞
1
rN
log ΓN (E) ≤ lim sup
N→∞
1
rN
log ΓN (E) ≤ − inf
E¯
G
where E◦ and E¯ are the interior and the closure of E.
In our case χ = M1(X). As we may endow M1(X) with the Wasserstein
1-metric, metricizing the topology of weak* convergence on χ, we may think of
M1(X) as a metric space. Further, by Prohorov’s Theorem,M1(X) is compact.
In this setting there is an alternative, and well known, criteria for when a large
deviation principle exist.
Lemma 4. Let χ be a compact metric space, {ΓN} a sequence of probability
measures on χ, G a function on χ and rN a sequence of numbers such that
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rN →∞. Let Bd(µ) denote the open ball in χ with center µ and radius d. Then
{ΓN} satisfies a large deviation principle with rate function G and rate rN if
and only if, for all µ ∈ χ
G(µ) = lim
δ→0
lim sup
N→∞
− 1
rN
log ΓN (Bδ(µ))
= lim
δ→0
lim inf
N→∞
− 1
rN
log ΓN (Bδ(µ))
Proof. Let B be the basis of the topology on χ given by
B = {Bd(µ) : d > 0, µ ∈ χ}.
By Theorem 4.1.11, Theorem 4.1.18 and Lemma 1.2.18 (recall that χ is com-
pact by assumption) in [13], {ΓN} satisfies a large deviation principle with rate
function G and rate rN if and only if
G(µ) = sup
B∈B:µ∈B
lim sup
N→∞
− 1
rN
log ΓN (Bδ(µ))
= sup
B∈B:µ∈B
lim inf
N→∞
− 1
rN
log ΓN (Bδ(µ)).
Now, if µ ∈ B ∈ B then Bd(µ) ⊂ B for d small enough. This means, since
lim
d→0
lim sup
N→∞
− 1
rN
log ΓN (Bδ(µ)) (26)
is increasing as d→ 0, that
(26) ≥ sup
B∈B:µ∈B
lim sup
N→∞
− 1
rN
log ΓN(Bδ(µ)). (27)
Since, for any d > 0, Bd(µ) is a candidate for the supremum in the right hand
side of (27) we get that equality must hold in (27). The same argument goes
through with lim sup replaced by lim inf. This proves the lemma.
Finally we recall the well known
Theorem 5 (Sanov’s theorem, see for example 6.2.10 in [13]). Let µ0 ∈ M1(X).
Then the family {(
δ(N)
)
∗
µ⊗N0
}
satisfies a large deviation principle with rate rN = N and rate function Entµ0 .
3.1 The Zero Temperature Case and the Ga¨rtner-Theorem
Recall that N = kn. For each β ∈ R we get a family of probability measures
{Γ(N)β }k∈N. Theorem 1 and Theorem 4 are both concerned with the behavior
of these families. In this section we will consider the family {Γ(N)k }k∈N. We
will prove a large deviation principle for this family (see Theorem 6) which, in
Section 3.2, will be used to prove Theorem 4.
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Theorem 6. Let µ0 ∈ M1(X) be absolutely continuous and have positive den-
sity with respect to dx. Assume Γ
(N)
β is defined as in section 1.2. Then
{Γ(N)k }
satisfies a large deviation principle with rate rN = kN and rate function
G(µ) =W 2(·, dx).
Recall that if Γ is a probability measure on a topological vector space χ,
then the moment generating function of Γ is the functional on the dual vector
space χ∗ given by
ZΓ(φ) =
∫
χ
e−〈φ,µ〉dΓ(µ)
where 〈·, ·〉 is the pairing of χ and χ∗. The significance of this for our purposes
lies in the Ga¨rtner-Ellis theorem. Before we state this theorem, recall that a
sequence of (Borel) probability measures {ΓN} on a space χ is exponentially
tight if for each ǫ ∈ R there is a compact Kǫ ⊆ χ such that for all N
lim sup
N→∞
1
N
log ΓN (χ \Kǫ) ≤ ǫ. (28)
In our case, when χ is compact, this is automatically satisfied since choosing
Kǫ = χ for any ǫ gives that the left hand side of (28) is −∞ for all N .
Theorem 7 (The Ga¨rtner-Ellis Theorem. See for example Corollary 4.5.27 in
[13]). Let χ be a locally convex topological vector space, {ΓN} an exponentially
tight sequence of probability measures on χ and rN a sequence such that rN →
∞. Let ZΓN be the moment generating function of ΓN and assume
F (φ) = lim
N→∞
1
rN
logZΓN (rNφ)
exist, is finite valued, lower semi continuous and Gateaux differentiable. Then
ΓN satisfies a large deviation principle with rate rN and rate function given by
the Legendre transform of F .
Theorem 6 will follow from the Ga¨rtner-Ellis theorem and the crucial point
will be the following lemma.
Lemma 5. Let µ0 ∈M1(X) be absolutely continuous and have positive density
with respect to dx. Assume Γ
(N)
β is defined as in section 1.2. Then
lim
N→∞
1
kN
logZΓ(N)(kNφ) = ξ(−φ).
Proof. Note that if µN is a measure on X
N and F is a function on M1(X),
then, since Γ(N) = (δ(N))∗µ
(N)
βN
,∫
M1(X)
F (µ)Γ(N) =
∫
XN
F
(
δ(N)(x)
)
dµ
(N)
βN
.
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Moreover, 〈
kNφ, δ(N)(x)
〉
= kN
∫
X
φ
1
N
∑
δxi = k
∑
φ(xi).
This means
ZΓ(N)(kNφ) =
∫
M1(X)
e〈rNφ,µ〉Γ(N) =
∫
XN
ek
∑
φ(xi)dµ
(N)
βN
.
Using the symmetries in the explicit form of µ
(N)
βN
we get
ZΓ(N)(kNφ) =
∫
XN
∑
σ
∏
i
Ψ(N)pi (xσ(i))e
kφ(xσ(i))dµ⊗N0
=
∑
σ
∫
σ−1(XN )
∏
i
Ψ(N)pi (xi)e
kφ(xi)dµ⊗N0
= N !
∫
XN
∏
i
Ψ(N)pi (xi)e
kφ(xi)dµ⊗N0
= N !
∏
i
∫
X
Ψ(N)pi (x)e
kφ(x)dµ0 (29)
Introducing the notation
c(N)p = −
1
k
log Ψ(N)p
we get
ZΓ(N)(kNφ) = N !
∏
p∈ 1
k
Zn/Zn
∫
X
ek(−c
(N)
p +φ)dµ0. (30)
Now, we claim that
c(N)p → d(x, p)2/2 (31)
uniformly in p and x. To see this, note first that
d(x, p)2 = inf
m∈Zn+p
|x−m|2
and
c(N)p (x) = −
1
k
log
∑
m∈Zn+p
e−k|x−m|
2/2
≤ − 1
k
log sup
m∈Zn+p
e−k|x−m|
2/2 = inf
m∈Zn+p
|x−m|2/2.
On the other hand, by the exponential decay of e−|x−m|
2
there is a large con-
stant, C, (independent of x and p) such that∑
m∈Zn+p
e−k|x−m|
2/2 ≤ C sup e−k|x−m|2/2
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and
c(N)p (x) = −
1
k
log
∑
m∈Zn+p
e−k|x−m|
2/2 ≥ − 1
k
log
(
C sup
m∈Zn+p
e−k|x−m|
2/2
)
= − logC
k
+ inf
m∈Zn+p
|x−m|2/2.
This proves the claim. We claim further that
1
k
log
∫
X
ek(−c
(N)
p +φ)dµ0 → (−φ)c(p) (32)
uniformly in p. To see this, note first that (31) together with the fact that the
family {d(·, p)2/2 : p ∈ X} is equi-continuous implies that
{c(N)p : k ∈ N, p ∈ X}
is equi-continuous. This means for any ǫ > 0 there is d > 0 such that for all
k ∈ N and p, x∗ ∈ X
|c(N)p (x) − φ(x) − (c(N)p (x∗)− φ(x∗))| ≤ ǫ (33)
as long as x ∈ Bd(x∗). Further, as µ0 has full support, is absolutely continuous
and has smooth density with respect to dx there is a large constant C such that
Cµ0(Bd(x∗)) ≥ 1 (34)
for all x∗ ∈ X . We get trivially
1
k
log
∫
X
ek(−c
(N)
p +φ)dµ0 ≤ 1
k
log sup
x∈X
ek(−c
(N)
p +φ)
= sup−c(N)p (x) + φ(x) (35)
For each N , let x
(N)
∗ satisfy
−c(N)p (x(N)∗ ) + φ(x(N)∗ ) = sup
x∈X
−c(N)p (x) + φ(x).
Using (33) and (34) gives
1
k
log
∫
X
ek(−c
(N)
p +φ)dµ0 ≥ 1
k
log
∫
Bδ(x
(N)
∗ )
ek(supx∈X −c
(N)
p +φ−ǫ)dµ0
=
1
k
log
∫
Bδ(x
(N)
∗ )
dµ0 + sup
x∈X
−c(N)p (x) + φ(x) − ǫ
≥ 1
k
log
1
C
∫
X
dµ0 + sup
x∈X
−c(N)p (x) + φ(x) − ǫ.(36)
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Finally, letting k,N → ∞ and ǫ → 0 in (35) and (36) proves (32). Recalling
equation (30), we have
1
kN
logZΓ(N)(kNφ) =
1
kN
logN !
∏
p∈ 1
k
Zn/Zn
∫
X
ek(−c
(N)
p +φ)dµ0
=
logN !
kN
+
1
N
∑
p∈ 1
k
Zn/Zn
1
k
log
∫
X
ek(−c
(N)
p +φ)dµ0(37)
By Sterling’s formula, logN ! ≤ N logN +O(logN). This means, since N = kn,
that the first term in (37) is bounded by (log kn)/k + O(log kn)/kn+1 which
vanishes as k → ∞. Finally, using (32) we get, since 1N
∑
p∈ 1
k
Zn/Zn δp → dx in
the weak* topology, that the second term converges to∫
(−φ)c(p)dx = ξ(−φ).
This proves the lemma.
When proving Theorem 6 we will also need the following lemma.
Lemma 6. The functional ξ is continuous on C(X).
Proof. We will prove that for any φ0, φ1 ∈ C(X)
sup
X
|φc0 − φc1| ≤ sup
X
|φ1 − φ0|. (38)
Once this is established the lemma follows from the dominated convergence
theorem. To see that (38) holds, let y ∈ X . By compactness and continuity
there is xy ∈ X such that
φc0(y) = sup
x∈X
−c(x, y) + φ0(x) = −c(xy, y)− φ0(xy).
By construction
φc1(y) = sup
x∈X
−c(x, y) + φ1(x) ≥ −c(xy, y)− φ1(xy).
We get
φc0(y)− φc1(y) ≤ φ1(xy)− φ0(xy) ≤ sup
X
|φ1 − φ0|.
By interchanging the roles of φ0 and φ1 we get
φc1(y)− φc0(y) ≤ sup
X
|φ1 − φ0|
and hence that (38) holds.
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Proof of Theorem 6. We want to apply the Ga¨rtner-Ellis theorem. As χ =
M1(X) is compact, tightness of Γ
(N) holds automatically. By Lemma 5
lim
N→∞
1
rN
log Λ
Γ
(N)
k
(rNφ) = ξ(−φ).
Further, ξ is finite valued since φc is continuous, and hence bounded, for any
φ ∈ C(X). By Lemma 6, ξ is continuous. Finally, by Corollary 2, ξ is
Gateaux differentiable. As W 2(−·, dx) is the Legendre transform of ξ, and
hence W 2(·, dx) is the Legendre transform of ξ(−·), the theorem follows from
the Ga¨rtner-Ellis theorem.
3.2 A Thermodynamic Interpretation and Reduction to
the Zero Temperature Case
The proof of Theorem 4 is based on a result on large deviation principles for
Gibbs measures. Because of this we explain in this section how {µ(N)β } can be
seen as the Gibbs measures of certain thermodynamic systems. If we introduce
the N -particle Hamiltonian
H(N)(x1, . . . , xN ) = − 1
k
log perm(Ψpi(xj))
we may write µ
(N)
β on the form
µ
(N)
β = e
−βH(N)dµ⊗N0 .
This means µ
(N)
β admits a thermodynamic interpretation as the Gibbs measure,
or canonical ensemble, of the system determined by the Hamiltonian H(N) and
the background measure µ0. In this interpretation µ
(N)
β is the equilibrium state
of the system when the temperature is assumed fixed at Temp = 1/β and
Theorem 6 is describing the zero-temperature limit. Theorem 4 will follow
from Theorem 6 and a theorem on equi-continuous and uniformly bounded
Hamiltonians. To state that theorem we need to define what it means for the
family {H(N)N } to be equi-continuous. Let d(·, ·) be the distance function induced
by the standard Riemannian metric on X . This defines distance functions,
d(N)(·, ·), on XN given by
d(N)(x, y) = d(N)(x1, . . . , xN , y1, . . . , yN) =
1
N
inf
σ
∑
i
d(xi, yσ(i)) (39)
where the infimum is taken over all permutations σ of the set {1, . . . , N}. We
will say that the family of functions H
(N)
N on X
N is (uniformly) equi-continuous
if for every ǫ > 0 there is d > 0 such that for all N∣∣∣∣ 1NH(N)(x)− 1NH(N)(y)
∣∣∣∣ ≤ ǫ (40)
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whenever d(N)(x, y) ≤ d. Before we move on to state the Theorem 8 we prove
the following well known lemma.
Lemma 7. Let x = (x1, . . . , xN ) ∈ XN and y = (y1, . . . , yN ) ∈ XN . Then
(39) is the optimal transport cost with respect to the cost function d(·, ·), of
transporting the measure δ(N)(x) = 1N
∑
δxi to the measure δ
(N)(y) = 1N
∑
δyi .
Proof. We need to prove that
(39) = inf
γ
∫
X×X
d(x, y)γ (41)
where the infimum is taken over all γ ∈ M1(X × X) with first and second
marginal given by δ(N)(x) and δ(N)(y) respectively. We will refer to any γ ∈
M1(X ×X) satisfying this as a feasible transport plan. The conditions on the
marginals imply that any feasible transport plan is supported on the intersection
of the sets {xi} ×X and X × {yi}, in other words on the set {xi} × {yi}. We
conclude that the set of feasible transport plans is given by

∑
i,j
aijδ(xi,yj) : aij ≥ 0,
∑
i
aij = 1/N,
∑
j
aij = 1/N

 , (42)
in other words a polytope in M1(X ×X). It follows that the infimum in (41)
is attained on one or more of the vertices of (42). Moreover, any permutation,
σ, of N elements induce a feasible transport plan
γσ =
1
N
∑
i
δ(xi,yσ(i))
with transport cost ∫
X×X
d(x, y)γσ =
1
N
∑
i
d(xi, yσ(i)).
It is easy to verify that any vertex of (42) occur as γσ for some permutation σ.
This proves the lemma.
Note that this lemma implies that if we equip M1(X) with the Wasserstein
1-metric, which metricizes the weak* topology on M1(X), then the distance
function defined in (39) makes the embeddings
δ(N) : XN →֒ M1(X)
isometric embeddings.
Theorem 8 ([16]). Assume X is a compact manifold, µ0 ∈ M1(X), {H(N)N } is
a uniformly bounded and equi-continuous family of functions on XN and βN is
a sequence of numbers tending to infinity. Assume also that(
δ(N)
)
∗
e−βNH
(N)
dµ⊗N0
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satisfies a Large Deviation Principle with rate NβN and rate function E. Then,
for any β ∈ R, (
δ(N)
)
∗
e−βH
(N)
dµ⊗N0
satisfies a Large Deviation Principle with rate N and rate function βE+Entµ0 .
For completeness, we will include a proof of Theorem 8 here. It will be based
on the following
Proposition 1 ([16]). Assume X is a compact manifold, µ0 ∈M1(X), β ∈ R,
{H(N)N } is a family of functions on XN . Assume also that there is a functional
E on M1(X) satisfying
sup
XN
∣∣∣∣H(N)N − E ◦ δ(N)
∣∣∣∣→ 0 (43)
as N →∞. Then (
δ(N)
)
∗
e−βH
(N)
µ⊗N0
satisfies a Large Deviation Principle with rate N and rate function βE+Entµ0 .
Proof. Let µ ∈ M1(X) and Bd(µ) be the ball of (Wasserstein-1) radius d centred
at µ and
B
(N)
d (µ) = (δ
(N))−1(Bd(µ)) ⊂ XN .
Using (43) we get
lim
d→0
lim inf
N→∞
− 1
N
(δ(N))∗e
−βH(N)µ⊗N0 (Bd(µ))
= lim
d→0
lim inf
N→∞
− 1
N
log
∫
B
(N)
d
(µ)
e−βH
N (x)dµ⊗N0
= lim
d→0
lim inf
N→∞
− 1
N
log
∫
B
(N)
d
(µ)
e−βN(E◦δ
(N)(x)+o(1))dµ⊗N0
= βE(µ) + lim
d→0
lim inf
N→∞
− 1
N
log
∫
B
(N)
d
(µ)
dµ⊗N0 . (44)
and similarily with lim inf replaced by lim sup (here o(1)→ 0 uniformly in x as
N → ∞). By Sanov’s theorem (δ(N))∗µ⊗N0 satisfies a large deviation principle
with rate N and rate function Entµ0 . Hence, by Lemma 4, the second term in
(44) is Entγ(µ). Using Lemma 4 again, this proves the proposition.
It turns out that in the compact setting, under the assumptions of uniform
boundedness and equi-continuity, the assumption of convergence in Proposition
1 always holds for some functional U on M1(X).
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Lemma 8. Assume X is a compact manifold, µ0 ∈ M1(X) and {H(N)N } is a
uniformly bounded and equi-continuous family of functions on XN . Then there
is a function U on M1(X) such that, after possibly passing to a subsequence,
sup
XN
|H
(N)(x)
N
− U ◦ δ(N)(x)| → 0 (45)
as N →∞.
Proof. Using the embeddings δ(N) : Xn →֒ M1(X) the functions H(N) define a
sequence of functionals, H(N), defined on the subspaces δ(N)(XN ) ⊂ M1(X).
By a standard procedure (we will explain it below) it is possible to define an
equi-continuous family of extensions, {U (N)}, of H(N)N on M1(X). By Arzela`-
Ascoli theorem U (N), after possibly passing to a subsequence, will converge to a
functional U satisfying (45). We may define the extensions U (N) in the following
way: Note that by assumption the functions H
(N)
N all satisfy the same modulus
of continuity, ω. We define U (N) :M1(X)→ R as
U (N)(µ) = inf
ν∈δ(N)(XN )
H(N)(ν)
N
+ ω(d(µ, ν))
where d(·, ·) is the Wasserstein 1-distance on M1(X). It follows from the def-
inition of moduli of continuity that U (N) = H
(N)
N on δ
(N)(XN). As M1(X)
is compact we may take ω to be sub-additive. It follows that the function
ω(d(µ, ·)) satisfies ω as modulus of continuity. This means U (N), being a supre-
mum of functions satisfying ω, also satisfy ω. In particular the family {U (N)}
is equi-continuous.
We can now prove Theorem 8.
Proof of Theorem 8. As above, let B
(N)
d (µ) = (δ
(N))−1(Bd(µ)) ⊂ XN , where
Bd(µ) is the ball in M1(X) centered at µ with radius d. By the assumed Large
Deviation Principle and Lemma 4, for any µ ∈M1(X),
E(µ) = lim
d→0
lim inf
N→∞
− 1
NβN
log
∫
B
(N)
d
(µ)
e−βNH
N
µ⊗N0 .
On the other hand, by Lemma 8 there is a function U on M1(X) such that,
after possibly passing to a subsequence, (45) holds. This means
E(µ) = lim
δ→0
lim inf
N→∞
− 1
NβN
log
∫
B
(N)
d
(µ)
e−NβN(U◦δ
(N)+o(1))dµ⊗N0
= U(µ) + lim
δ→0
lim inf
N→∞
− 1
NβN
log
∫
B
(N)
d
(µ)
dµ⊗N0 (46)
= U(µ).
where the second term in (46) is zero by Sanov’s theorem. This means E = U
and the theorem now follows from Proposition 1.
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3.3 Proof of Theorem 4
To use Theorem 8 we need to verify that the family {H(N)} is equi-continuous.
We will use the following two lemmas
Lemma 9. The functions in P (X) are Lipschitz with the Lipschitz constant
L = 1.
Proof. As the diameter of X is 1 we get that the set
{d(·, y)2/2 : y ∈ X}
is Lipschitz with the Lipschitz constant L = 1. Now, assume φ ∈ P (X) and
x1, x2 ∈ X . By definition
φ(x) = sup
y∈X
−d(x, y)2/2− φc(y).
for all x. By compactness and continuity there is y1 such that
φ(x1) = −d(x1, y1)2/2− φc(y1).
We have
φ(x2) ≥ −d(x2, y1)2/2− φc(y1) = φ(x1)− (d(x2, y1)2/2− d(x1, y1)2/2)
≥ φ(x1)− d(x1, x2).
By interchanging the roles of x1 and x2 we get
φ(x1) ≥ φ(x2)− d(x1, x2)
and hence
|φ(x1)− φ(x2)| ≤ d(x1, x2).
We say that a function, Φ, on Rn is λ-convex if Φ− λx22 is convex.
Lemma 10. Assume Φα is a family of functions on R
n parametrized over some
set A. Assume that for all α ∈ A, Φα is λ-convex. Let σ be a probability measure
on A. Then
log
∫
eΦαdσ(α)
is λ-convex.
Proof. Assume first λ = 0. By the convexity of Φα in x and Ho¨lder’s inequality
we get∫
A
eΦα(tx1+(1−t)x0)dσ(α) ≤
∫
A
etΦα(x1)+(1−t)Φα(x0)dσ(α)
≤
(∫
A
eΦα(x1)dσ(α)
)t (∫
A
eΦα(x0)dσ(α)
)(1−t)
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and hence, taking the logarithm of both sides of this inequality,
log
∫
A e
Φα(tx1+(1−t)x0)dσ(α)
≤ t log ∫
A
eΦα(x1)dσ(α) + (1− t) log ∫
X
eΦα(x0)dσ(α).
For the general case, note that
log
∫
A
eΦα(x)dσ(α) − λx
2
2
= log
∫
A
eΦα(x)−λx
2/2dσ(α)
which is convex by the case considered above.
We get
Corollary 3. The normalized energy functions
{H(N)/N : k ∈ N}
is an equi-continuous family (in the sense of (40)).
Proof. We claim that
c(N)p =
1
k
log
∑
m∈Zn+p
e−k|x−m|
2/2 ∈ P (X) (47)
for all p ∈ X and k ∈ N. To prove the claim it suffices to prove that (47) is
−1-convex. This follows from Lemma 10 as −|x −m|2/2 is −1-convex for all
m ∈ Rn. Further, fixing all but one variable we get a function on X given by
x 7→ H(N)(x1, . . . xi−1, x, xi+1, . . . , xn)
=
1
k
log
∑
σ
e
−kc(N)pσ(i)
(x)∏
j 6=i
e
−kc(N)pσ(j)
(xj)
By Lemma 10 this function is in P (X). By Lemma 9 it satisfies the Lipschitz
constant 1. This means, if x = (x1, . . . xN ) and y = (y1, . . . , yN) are points in
XN , that
| 1NH(N)(x1, . . . , xN )− 1NH(N)(y1, . . . , yN)|
≤ 1N
∑
i
∣∣H(N)(x1, . . . , xi−1, yi, . . . yN )−H(N)(x1, . . . , xi, yi+1, . . . yN )∣∣
≤ ∑i d(xi, yi). (48)
As H(N) is symmetric we may reorder {xi} so that∑
i
d(xi, yi) = inf
σ
∑
i
d(xi, yσ(i))
and hence the right hand side of (48) equals d(N)(x, y). This implies H(N)/N
is equi-continuous in the sense of (40).
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Proof of Theorem 4. By Theorem 6 and Theorem 8 we only need to verify that
the family {H(N)/N} is uniformly bounded and equi-continuous. The latter was
proved in Corollary 3. To see that {H(N)/N} is uniformly bounded recall that
in the proof of Theorem 6 we proved that − 1k logΨ
(N)
p (x)→ d(x, p)/2 uniformly
in x and p. Since d(·, ·) is bounded on X × X we get that there is constants
c, C ∈ R such that, for all but finitely many N ,
c ≤ 1
k
logΨ(N)p (x) ≤ C (49)
for all x, p. As the functions { 1k logΨ
(N)
p } are bounded on X and there is only
finitely many functions for each N , we may choose c and C such that (49) holds
for all N . We get
H(N)(x)/N =
1
kN
log
∑
σ
∏
i
elogΨpi (x) ≤ 1
kN
log
∑
σ
∏
i
ekC =
logN !
kN
+ C
and
H(N)(x)/N =
1
kN
log
∑
σ
∏
i
elogΨpi (x) ≥ 1
kN
log
∏
i
ekc = c
for all N and x ∈ XN . This proves the theorem.
4 The Rate Function and its relation to Monge
Ampe`re equations
In this section we will show how the rate function, G, in Theorem 4 is related
to Monge-Ampe`re equations. More precisely, we will establish a variational
approach to equation (1) and then show that, under a certain condition, the
minimizers of the G are the Monge-Ampe`re measures of solutions to (1) (see
Lemma 13). This will allow us to finish the proof of Theorem 1.
4.1 The Variational Approach to Equation (1)
In the variational approach to equation (1) it is convenient to consider its nor-
malized version:
MA(φ) =
eβφµ0∫
X e
βφdµ0
. (50)
We see that this equation is invariant under the action of R on P (X) given by
C 7→ (φ 7→ φ+ C). (51)
Now, we will say that an equation admits a unique solution modulo R if, for any
two solutions φ1, φ2 ∈ C(X), φ1 − φ2 is constant. It is easy to verify that (1)
admits a unique solution if and only if (50) admits a unique solution modulo R.
We will consider a certain energy functional (the analog of the Ding functional
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in complex geometry) whose stationary points correspond to weak solutions of
(1). For given data (µ0, β) this energy functional has the form
F (φ) = ξ(φ) +
1
β
Iµ0 (βφ).
where Iµ0 is defined as
Iµ0 (φ) = log
∫
X
eφµ0.
Lemma 11. Let β 6= 0. The functional Iµ0 is Gateaux differentiable and
dIµ0 |φ =
eφµ0∫
X
eφdµ0
.
Consequently, F is Gatueux differentiable and φ is a stationary point of F if
and only if φ is a weak solution (in the sense of Section 2.2) to (1).
Proof. Let v ∈ C(X). As v is bounded an application of the dominated conver-
gence theorem gives
d
dt
|t=0I(φ+ tv) =
d
dt |t=0
∫
X
eφ+tvdµ0∫
X
eφdµ0
=
∫
X
d
dt |t=0eφ+tvdµ0∫
X
eφdµ0
=
∫
X ve
φdµ0∫
X
eφdµ0
,
proving the first two statements of the lemma. By Corollary 2, ξ is differentiable
and dξ|φ = −MA(φ). This means F is Gateaux differentiable and
dF |φ = −MA(φ) + e
φµ0∫
X e
φdµ0
proving the last statements of the lemma.
4.2 The Minimizers of the Gibbs Free Energy
We will use the following well know property of the relative entropy function in
the proof of Lemma 13.
Lemma 12. Let µ ∈ M1(X) and φ ∈ C(X). Then
Iµ0 (φ) + Entµ0(µ) ≥
∫
X
φdµ (52)
with equality if and only if µ = dIµ0 |φ.
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Proof. Assume first that µ is absolutely continuous with respect to µ0 and µ0
is absolutely continuous with respect to µ. By Jensen’s inequality
Iµ0(φ) = log
∫
X
eφ
µ0
µ
dµ
≥
∫
X
φdµ−
∫
X
log
µ
µ0
dµ
=
∫
X
φdµ− Entµ0(µ)
with equality if and only if eφ µ0µ is constant, or, equivalently, µ is proportional
to eφµ0. As µ is a probability measure this means
µ =
eφµ0∫
X e
φdµ0
= dI|φ
proving the lemma in this special case. If µ is not absolutely continuous with
respect to µ0 then Entµ0(µ) = +∞ and the equality holds trivially. Finally,
when µ is absolutely continuous with respect to µ0 but µ0 is not absolutely
continuous with respect to µ, then replacing µ0 by χµ0, where χ is the charac-
teristic function of the support of µ doesn’t change the right hand side of (52).
Since
Iµ0 (φ) ≥ log
∫
eφχdµ0
this reduces this case to the case when µ0 is absolutely continuous with respect
to µ.
We can now prove Lemma 13.
Lemma 13. Assume β 6= 0, F admits a unique minimizer modulo R and φ∗ is
a minimizer of F . Then
µ∗ = MA(φ∗) (53)
is the unique minimizer of the rate function
G(µ) = βW 2(µ, dx) + Entµ0(µ) + Cµ0,β
defined in Theorem 4.
Remark 3. Note that φ1 − φ2 = C implies φc1 − φc2 = −C and hence
MA(φ1) = (∇cφc1)∗dx = (∇cφc2)∗dx = MA(φ2).
This means that, under the assumptions of Lemma 13, µ∗ is uniquely determined
by (53).
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Proof of Theorem 13. Note that by Corollary 2 and Lemma 12 we have, for all
µ ∈M1(X) and φ ∈ C(X), the two inequalities
W 2(µ, dx) + ξ(φ) ≥ −
∫
φdµ (54)
Entµ0(µ) + Iµ0 (φ) ≥
∫
φdµ (55)
where equality in (54) is characterized by
dξ|φ = −MA(φ) = −µ (56)
and equality in (55) is characterized by dI|φ = µ. We will start with the case
β > 0. Let µ ∈ M1(X) and φ∗ be the minimizer of F . Applying (54) to the
pair µ and φ∗ and (55) to the pair µ and βφ∗ we get
G(µ) = βW 2(µ, dx) + Ent(µ)
≥ −β
∫
φ∗dµ− βξ(φ∗) +
∫
βφ∗dµ− I(βφ∗)
= −β
(
ξ(φ∗) +
1
β
I(βφ∗)
)
= −βF (φ∗)
with equality if and only if dξ|φ∗ = −MA(φ∗) = −µ and µ = dI|φ∗ which, since
dξ|φ∗ + dI|φ∗ = 0, is true if and only if µ = MA(φ∗). For the case β < 0, let
µ ∈M1(X). By Corollary 2 we may take φ to satisfy equality in (54) and hence
(56). A similar application of (54) and (55) as above, keeping in mind that we
have equality in (54), give
G(µ) = βW 2(µ, dx) + Ent(µ)
≥ −β
∫
φdµ− βξ(φ) +
∫
βφdµ− I(βφ) (57)
= −β
(
ξ(φ) +
1
β
I(βφ)
)
= −βF (φ) ≥ −βF (φ∗). (58)
Moreover, equality in (58) holds if and only if φ = φ∗. But that means dI|φ =
−dξ|φ = µ, hence we have equality in (57) as well. This impliesG(µ) ≥ −βF (φ∗)
with equality if and only if µ = MA(φ∗).
4.3 Proof of Theorem 1 and Corollary 1
Proof of Theorem 1. Let φ∗ be the unique solution to (1). It follows that (50)
admits a unique solution modulo R and that φ∗ is a solution to (50). Now, we
will use two results from the next chapter. Namely that any stationary point
of F is a smooth solution to (50) (see Section 5.2) and that F always admit a
minimizer (see Section 5.1). Under our assumptions, this implies F admits a
unique minimizer modulo R and that φ∗ is a minimizer of F . Using Lemma 13
we get that G admits the unique minimizer µ∗ satisfying µ∗ = MA(φ∗).
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We want to prove that Γ(N) → δµ∗ in the weak* topology on M1(M1(X)).
By the Portmanteau Theorem it suffices to verify that
lim sup
N→∞
Γ(N)(F ) ≤ δµ∗(F ) (59)
for all closed F ⊂M1(X). If µ∗ ∈ F then (59) holds trivially. Assume µ∗ /∈ F .
Recall that M1(X) is compact. This means the closed subset F is compact.
Since G is lower semi-continuous there is µF ∈ F such that infF G = G(µF ). As
µ∗ /∈ F is the unique point where G = inf G = 0 we get that G(µF ) = infF G >
0. By the large deviation principle in Theorem 4
lim sup
N→∞
1
rN
log Γ(N)(F ) ≤ − inf
F
G < 0.
As rN → ∞ we get that lim sup log Γ(N)(F ) = −∞ and lim supΓ(N)(F ) = 0.
This proves the theorem.
Proof of Corollary 1. Equation (7) implies the first marginals of µ
(N)
β ,∫
XN−1
µ
(N)
β ,
converges to µ∗ in the weak* topology of M1(X) (see Proposition 2.2 in [25]).
Now, eβφN is the density with respect to µ0 of the first marginal of µ
(N)
β .
We claim that the collection {φ(N) : k ∈ N} is equi-continuous and uniformly
bounded. To see this, note that by Lemma 10, φ(N) is −1-convex and hence in
P (X). By Lemma 9 the functions {φ(N), k ∈ N} satisfy the Lipschitz constant
L = 1. As ∫
X
eβφNµ0 =
∫
XN
µ
(N)
β = 1
for all N , this means there are constants c, C ∈ R, independent of N , such that
c ≤ φN ≤ C. This proves the claim. By the Arzela`-Ascoli theorem there is
some function φ∞ ∈ C(X) such that
φN → φ∞
uniformly. As
eβφNµ0 =
∫
XN−1
µ
(N)
β → µ∗ = eβφ∗µ0
in the weak* topology of M1(X) we get that φ∞ = φ∗ almost everywhere
with respect to µ0. As µ0 has full support and φ∞, φ ∈ C(X), this means
φ∞ = φ∗.
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5 Existence and Uniqueness of Solutions
In this section we will treat questions of existence and uniqueness of solutions
to (1) for different data (µ0, β). First of all we will prove that, for any data
(µ0, β 6= 0), (1) admit a weak solution. We will then explain how to reduce
the problem of regularity to the case considered in [3], where the authors use
Caffarelli’s interior regularity theory for Monge-Ampe`re equations. In the last
part of the section we treat uniqueness. We first prove the claim made in
Remark 1, namely that as long as β > 0 equation (1) admits at most one
solution. Finally we prove Theorem 2 regarding β ∈ [−1, 0) and µ0 = γ.
5.1 Existence of Weak Solutions
First of all, Lemma 9 implies P (X) satisfies the following (relative) compactness
property:
Lemma 14. Let {φk} be a sequence of functions in P (X) such that infX φk = 0
for all k, then there is φ ∈ C(X) such that, after passing to a subsequence,
φk → φ uniformly.
Proof. By lemma 9, {φk} are Lipschitz with a uniform Lipschitz constant. As X
has finite diameter and infX φk = 0 for all k this means {φk} is also uniformly
bounded, hence the lemma follows from the Arzela`-Ascoli theorem.
Lemma 15. Let φ ∈ C(X) and
F (φ) = ξ(φ) +
1
β
Iµ0 (βφ).
Then
F ((φc)c) ≤ F (φ). (60)
Moreover, if µ0 has full support, then equality holds in (60) if and only if φ ∈
P (X).
Proof. Recall that φc ∈ P (X), and hence ((φc)c)c = φc for all φ ∈ C(X). Also,
(φc)c ≤ φ for all φ ∈ C(X). This means ξ(φ) = ξ((φc)c) and
Iµ0((φ
c)c) =
1
β
log
∫
X
eβ(φ
c)cdµ0 ≤ 1
β
log
∫
X
eβφdµ0 = Iµ0(φ). (61)
and hence
F ((φc)
c
) ≤ F (φ). (62)
Assume µ0 has full support. Then, if φ /∈ P (X) and hence (φc)c(x) < φ(x) for
some x ∈ X , then, as both (φc)c and φ are continuous and µ0 has full support,
strict inequality holds in (61) and (62). This proves the lemma.
Lemma 16. Let β ∈ R \ {0}. Then F admits a minimizer. In other words, (1)
admits a weak solution.
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Proof. Recall that
F (φ) = ξ(φ) +
1
β
I(βφ).
By the Dominated Convergence Theorem 1β I(βφ) is continuous in φ. By Lemma 6,
ξ is continuous. This means F is continuous. Let φk be a sequence such that
F (φk)→ inf F . By Lemma 15 we may assume φk ∈ P (X) for all k. As F is in-
variant under the action of R given in (51) we may assume φk satisfies inf φk = 0
for all k. By Lemma 14, after possibly passing to a subsequence, φk → φ for
some φ ∈ C(X). By continuity F (φ) = limk→∞ F (φk) = inf F , hence φ is a
minimizer of F .
5.2 Regularity
In a numbers of papers (see [6], [7], [8]) Caffarelli developed a regularity theory
for various types of weak solutions to Monge-Ampe`re equations. In particular,
Caffarelli’s theory applies to so called Alexandrov solutions. Recall that if f is
a smooth function on Rn, then a convex function Φ on Rn is an Alexandrov
solution to the equation
det(Φij) = f
if, for any borel measurable E ⊂ Ω,∫
E
fdx =
∫
∂Φ(E)
dx
where ∂Φ(E) is the image of E under the multivalued gradient mapping, in
other words
∂Φ(E) = {y ∈ Rn : Φ(x) + Φ∗(y) = 〈x, y〉 for some x ∈ E}.
We have the following lemma:
Lemma 17. Assume µ0 is absolutely continuous with density f with respect to
dx, β ∈ R and
MA(φ) = eβφµ0. (63)
in the sense of Definition 1. Then Φ = φ ◦ π + x2/2 is an Alexandrov solution
to the equation
det(Φij) = e
β(Φ−x2/2)f ◦ π (64)
on Rn. Moreover, Φ is proper.
Proof. Assume E is a Borel measurable subset of Rn. To prove the first point
in the lemma we need to prove∫
E
eβ(Φ−x
2/2)f ◦ πdx =
∫
∂Φ(E)
dx.
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Let C0 = [0, 1)
n ⊂ Rn and {Ci} be a collection of disjoint translates of C0 such
that E ⊂ ∪Ci. Let Ei = E ∩Ci. We have∫
E
eβ(Φ−x
2/2)f ◦ πdx =
∑
i
∫
Ei
eβ(Φ−x
2/2)f ◦ πdx =
∑
i
∫
π(Ei)
eβφfdx
and by (63) ∑
i
∫
π(Ei)
eβφfdx =
∑
i
∫
(∇cφc)−1(π(Ei))
dx.
Now, we claim that π maps (∇Φ∗)−1(Ei) bijectively onto
(∇cφc)−1(π(Ei))
for all i. To see this note that if y ∈ (∇Φ∗)−1(Ei), then
∇cφc ◦ π(y) = π ◦ ∇Φ∗(y) ∈ π(Ei),
hence π(y) ∈ (∇cφc)−1(π(Ei)). On the other hand, if y ∈ (∇cφc)−1(π(Ei)), let
x˜ be the unique lift of ∇cφc(y) in Ei. Moreover, let y˜ be a lift of y in Rn. Since
∇cφc(y) = x we have ∇Φ∗(y˜) = x˜+m0 for some m0 ∈ Zn. We have that
π−1(y) = {y˜ +m : m ∈ Zn}
and by (11)
∇Φ∗(y˜ +m) = ∇Φ∗(y˜) +m = x˜+m0 +m.
We conclude that ∇Φ∗(y˜+m) ∈ Ei if and only if m = −m0 and then ∇Φ∗(y˜+
m) = x˜. This means π maps (∇Φ∗)−1(Ei) bijectively onto (∇cφc)−1(π(Ei)) as
claimed. We get
∑
i
∫
(∇cφc)−1(π(Ei))
dx =
∑
i
∫
(∇Φ∗)−1(Ei)
dx =
∫
(∇Φ∗)−1(E)
dx
where the second inequality holds since the sets (∇Φ∗)−1(Ei) are disjoint. Now,
let dom∇Φ∗ be the set where ∇Φ∗ is defined. We have
dom∇Φ∗ ∩ ∂Φ(E) = {y ∈ Rn : ∇Φ∗(y) = x for some x ∈ E}
= (∇Φ∗)−1(E).
Since Ω \ dom∇Φ∗ is a zero-set with respect to dx we have∫
(∇Φ∗)−1(E)
dx =
∫
∂Φ(E)
dx
which proves the first part of the lemma.
To see that Φ is proper, note that since φ is continuous it is bounded on X .
Let C = infX φ. We get
Φ(x) = φ(πx) +
x2
2
≥ C − 1 + |x|.
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Lemma 18. Assume µ0 is absolutely continuous with smooth density with re-
spect to dx and φ ∈ P (X) satisfies (1) in the sense of Definition 1. Then φ is
smooth.
Proof. We refer to [3] (more precisely, step three in the proof of Theorem 1.1)
where the authors explain why, by Caffarelli’s regularity theory, proper Alexan-
drov solutions on Rn to the equation
det(Φij) = F (Φ, x), (65)
where F is smooth, are smooth. Strictly speaking the authors use an additional
assumption of ”finite energy”, but the only way this is used is to guarantee
properness of Φ. By Lemma 17, Φ = φ ◦ π+ x2/2 is proper and satisfies (64) in
the Alexandrov sense. As (64) is indeed a special case of (65) this proves the
lemma.
5.3 Uniqueness
We first prove the claim made in Remark 1.
Theorem 9. Let µ0 ∈ M1(X) be absolutely continuous with smooth density
with respect to dx and β > 0. Then (1) admits a unique solution.
Proof. By Lemma 16 and Lemma 18 there always exist a solution to (1). To
prove uniqueness it suffices to prove that the normalized equation (50) admits
a unique solution modulo R, in other words that F admits a unique minimizer
modulo R. Assume then φ0 and φ1 satisfies
F (φ0) = F (φ1) = inf
C(X)
F. (66)
Let φt = tφ1 + (1− t)φ0. Applying Lemma 10 with A = X and Φα(x) = φx(α)
gives that
Iµ0(φt) = log
∫
X
eφtdµ0
is convex in t. Now, ξ(φt) is convex in t by Lemma 3. This means F (φt) is
convex and hence, by (66), constant in t. It follows that Iµ0 (φt) is affine in t.
However, if we let v = ddtφt = φ1 − φ0, then
d2
dt2
Iµ0(φt) =
d
dt
(∫
X ve
φtdµ0∫
X
eφtdµ0
)
=
∫
X
v2eφtdµ0
∫
X
eφtdµ0 −
(∫
X
veφtdµ0
)2(∫
X
eφtdµ0
)2 (67)
Further, if we let νt be the probability measure
νt =
eφtdµ0∫
X
eφtdµ0
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and vˆ be the constant
vˆ =
∫
X
vνt
then
(67) =
∫
X
v2νt − vˆ2 =
∫
X
v2νt − 2vˆ
∫
X
vνt + vˆ
2 =
∫
X
(v − vˆ)2νt.
In particular, since Iµ0(φt) is affine in t we get that v = vˆ, hence that φ1 − φ0
is constant. This proves the theorem.
We now turn to the proof of Theorem 2. We will use
Theorem 10 (The Prekopa Inequality [4], [15],[24]). Let φ : [0, 1]×Rn → R be
a convex function. Define
φˆ(t) = − log
∫
Rn
e−φ(t,x)dx.
Then, for all t ∈ R
φˆ(t) ≤ tφˆ(1) + (1− t)φˆ(0)
with equality if and only if there is v ∈ Rn and C ∈ R such that
φ(t, x) = φ(0, x− tv) + tC.
Proof of Theorem 2. By Lemma 16 and Lemma 18 there always exist a solution
to (3). Similarily as in the proof of Theorem 9, to prove uniqueness it suffices to
prove that F admits a unique minimizer modulo R. Assume φ0 and φ1 satisfies
F (φ0) = F (φ1) = inf
C(X)
F.
By Lemma 15 any minimizer of F is in P (X), hence (φc0)
c = φ0 and (φ
c
1)
c = φ1.
This means the following equation defines a curve in C(X) connecting φ0 and
φ1:
φt = (t(φ1)
c + (1− t)(φ0)c)c . (68)
Note that, as P (X) is convex and φc0, φ
c
1 ∈ P (X) we get tφc1+(1− t)φc0 ∈ P (X)
and
F (φt) =
∫
X
tφc1 + (1− t)φc0dx+
1
β
log
∫
X
eβφtdγ. (69)
The first term of this is affine in t. The second term is given by
1
β
log
∫
X
eβφt
∑
m∈Zn
e|x−m|
2/2dx =
1
β
log
∫
Rn
eβφt◦π−x
2/2dx. (70)
Let Φt = φt ◦π+x2/2. By Lemma 1, since φt is the c-transform tφc1+(1− t)φc0,
we have
Φt(x) = sup
y∈Rn
〈x, y〉 − (tφc1 + (1− t)φc0) ◦ π(y)−
y2
2
. (71)
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As
〈x, y〉 − (tφc1 + (1− t)φc0) ◦ π(y)−
y2
2
is affine in (t, x) we get that (71) is convex in (t, x). It follows that, as long as
β ∈ [−1, 0), the exponent in (70),
βφt ◦ π(x)− x2/2 = β(φt ◦ π(x) + x2/2)− (β + 1)x2/2
= βΦt(x) − (β + 1)x2/2
is concave in (t, x). We may then apply the Prekopa inequality to deduce that
(70) and hence F (φt) is convex in t. In particular, as φ0 and φ1 are minimizers
of F , this means F (φt) = F (φ0) = F (φ1) for all t ∈ [0, 1]. This imples (70) is
affine in t. By the equality case in the Prekopa inequality
βφ1 ◦ π(x)− x2/2 = βφ0 ◦ π(x − v)− (x− v)2/2 + C
for some C ∈ R and v ∈ Rn. By noting that φ1 ◦ π and φ0 ◦ π(· − v), and hence
βφ1 ◦ π − βφ0 ◦ π(· − v) = 〈·, v〉+ v2/2 + C,
should descend to a function on X (in other words, they should be invariant
under the action of Zn), we get that v = 0. This means φ1 = φ0 + C which
proves Theorem 2.
6 Geometric Motivation
The original motivation for this project comes from the paper on statistical me-
chanics and birational geometry by Berman [2]. Berman introduces a thermo-
dynamic approach to produce solutions to the complex Monge-Ampe`re equation
MAC(u) = e
βuµ0 (72)
on a compact Ka¨hler manifold M . The Monge-Ampe`re operator in (72) is
defined as
(i∂∂¯u+ ω0)
n (73)
where n is the complex dimension of M and ω0 is a fixed Ka¨hler-form on M
representing the Chern class of a line bundle L over M . A solution, u, should
be a real valued twice differentiable function on M satisfying i∂∂¯u+ω0 > 0. As
Berman’s thermodynamic approach to this equation has served as an inspiration
for us, we outline it here.
The metric, ω0 determines, up to a constant, a metric on L. For each k > 0,
let N = Nk = H
0(M,L). By assumption on ω0, L is ample and hence Nk →∞
as k →∞. Let s1, . . . sN be a basis of H0(M,L). Locally we may identify this
basis with a collection of functions f1, . . . fN . The map
(x1, . . . , xN ) 7→ det(fi(xj))
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determines a section, det(s1, . . . , sN ), of the induced line bundle L
⊠Nk overMN .
The metric on L induces a metric, ‖·‖, on this line bundle and
‖det(s1, . . . , sN )‖2β/kµ0 (74)
determines a symmetric measure on MN . Note that changing the basis of
H0(M,L) will give the same result up to a multiplicative constant. As long as
this measure has finite volume we may normalize it to get a symmetric proba-
bility measure on MN .
Now, Berman shows that if β > 0 and the singularities of µC are controlled in
a certain way, then the point processes defined by (74) converge to the Monge-
Ampe`re measure of a solution to (72). However, it should be stressed that when
β < 0 there is no guarantee that (74) has finite volume and can be normalized to
a probability measure. This turns out to be a subtle property and in one of the
most famous versions of equation (72), whenM is a Fano manifold and ω0, µ and
β are chosen so that solutions to (72) define Ka¨hler-Einstein metrics of positive
curvature, this reduces to a property of the manifold M which is conjectured
to be equivalent to the existence of Ka¨hler-Einstein metrics on M (see [17] for
some progress on this). We will explain in Section 6.1 how equation (3) can
be seen as the ”push forward” to a real setting of a complex Monge-Ampe`re
equation whose solution define Ka¨hler-Einstein metrics of almost everywhere
positive curvature. In that sense, the present project can be seen as an attempt
to study one side of this complex geometric problem.
6.1 Equation (3) as the ”Push Forward” of a Complex
Monge-Ampe`re Equation
Let M = Cn/(4πZn + iZn) and θ be the function on Cn defined as
θ(z) =
∑
m∈Zn
e−m
2/4+izm/2.
This is the classical θ-function and it satisfies the following transformation prop-
erties:
θ(z + 4π) = θ(z)
θ(z + i) = θ(z)eiz/2−1/4.
In particular, the zero set of θ defines the theta divisor, D, on M and, using
certain trivializations of the line bundle associated to D, θ descends to a holo-
morphic section of this line bundle. This means τ = i∂∂¯ log |θ|2 is a well-defined
(1,1)-current on M and we may consider the twisted Ka¨hler-Einstein equation
Ric(ω) + τ = ω (75)
onM , where Ric(ω) denotes the Ricci curvature of ω. The current τ is supported
on D so away from D this equation define metrics of constant positive Ricci
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curvature. Now, there is a standard procedure to rewrite (75) into a scalar
equation of type (72). This process involves choosing a reference form ω0 in the
cohomology class of τ and fixing a Ricci-potential of ω0, F , such that
i∂∂¯F = Ric(ω0) + τ − ω0.
Choosing ω0 =
∑
i idzi ∧ dz¯i and F = −y2/2 + log |θ|2 gives the equation
MAC(u) = e
−u−y2/2|θ|2ωn0 . (76)
In other words, we arrive at equation (72) with the choices
µC = |θ2|e−y
2/2ωn0
and β = −1. Now, let z = x + iy be the standard coordinates on M induced
from Cn. Let ρ : M → X be the map z 7→ y. If φ is a twice differentiable
function on X such that (φij+δij) is strictly positive definite, then u(z) := φ(y)
defines a (rotationally invariant) twice differentiable function on M satisfying
i∂∂¯u+ ω0 > 0. Moreover,
ρ∗MAC(u) = MA(φ) (77)
where MA(u) is the complex Monge-Ampe`re measure on M defined in (73) and
MA(φ) is the real Monge-Ampe`re measure on X defined in (2). Further, at the
end of the next sextion we will prove
Lemma 19.
ρ∗
(
e−y
2/2|θ|2ωn0
)
= γ (78)
where dy is the uniform measure on X.
Since u is rotationally invariant we get that
ρ∗
(
MAC(u)− e−u−y
2/2|θ|2ωn0
)
= MA(φ) − e−φγ
and this is the relation that makes us refer to equation (3) as the ”push forward”
of equation (76).
6.2 Permanental Point Processes as the Push Forward of
Determinantal Point Processes
Here we will establish a connection between the permanental point processes
defined in Section 1.2 and the determinantal point processes defined in Bermans
framework. The connection is a consequence of a certain formula that relates
integrals of determinants to permanents. This formula might be of independent
interest and is given in the following lemma.
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Lemma 20. Let (E, µ) be a measure space. Let N ∈ N and
{Fjk : j = 1 . . .N, k = 1 . . .N}
be a collection of complex valued functions on E, square integrable with respect
to µ, such that, for each j ∫
E
FjkFjldµ = 0
if k 6= l. Then
perm
(∫
E
|Fjk|2dµ
)
=
∫
EN
| det(Fjk(xj))|2dµ⊗N .
Proof. Now,∫
EN
| det(Fjk(xj))|2dµ⊗N
=
∫
EN
det(Fjk(xj))det(Fjk(xj))dµ
⊗N
=
∫
EN

∑
σ
(−1)σ
∏
j
Fjσ(k)(xj)



∑
σ′
(−1)σ′
∏
j
Fjσ′(k)(xj)

dµ⊗N
=
∑
σ,σ′
(−1)σ+σ′
∏
j
∫
E
Fjσ(k)Fjσ′(k)dµ (79)
By the orthogonality assumption on {Fjk}k, the only contribution comes from
terms where σ = σ′. We get
(79) =
∑
σ
∏
j
∫
E
|Fjσ(k)|2dµ = perm
(∫
E
|Fjk |2dµ
)
.
Before we examine its consequences for permanental point processes we illus-
trate two other applications. The first is given by a quick proof of the following
well known formula related to Gram Determinants (see for example [14]):
Corollary 4. Let (E, µ) be a measure space and
f1, . . . , fN ∈ L2(µ).
Then
det
(∫
E
fjfkdµ
)
=
1
N !
∫
EN
|det (fk(xj))|2 dµ⊗N . (80)
Proof. Note that if A is an invertible N × N matrix with determinant 1, then
replacing {f1, . . . , fn} by {f˜1, . . . , f˜N} where f˜i is defined by
(f˜1, . . . , f˜N) = (f1, . . . , fN)A
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doesn’t affect the formula (80). This means we may assume f1, . . . , fN satisfy∫
E
fjfkdµ = 0
if j 6= k. For each j, k ∈ {1, . . . , N}, let Fjk = fk. We get that
det
(∫
E
fjfkdµ
)
=
∏
k
∫
E
|fk|2dµ = 1
N !
perm
(∫
E
|Fjk |2dµ
)
and, applying Lemma 20, that
det
(∫
E
fjfkdµ
)
=
1
N !
perm
(∫
E
|Fjk|2dµ
)
=
1
N !
∫
EN
|det (Fjk(xj))|2 dµ⊗N
=
1
N !
∫
EN
|det (fk(xj))|2 dµ⊗N
proving the corollary.
The second application of Lemma 20 is given by the following formula for
the permanent of a matrix of non-negative real numbers.
Corollary 5. Let (ajk) be an N×N -matrix of non-negative real numbers. Then
perm(ajk) =
1
(2π)N
∫
[0,2π]N
∣∣det (√ajkeikxj )∣∣2 dx1 · · · dxN .
Proof. Let Fjk =
√
ajke
ikx. Then, for each j,
∫
[0,2π]
FjkFjldx =
∫
[0,2π]
ajke
i(k−l)xdx =
{
2πajk if l = k
0 otherwise.
Applying Lemma 20 gives
perm(ajk) =
1
(2π)N
perm
∫
[0,2π]
|Fjk|2dx
=
1
(2π)N
∫
[0,2π]N
|det (Fjk(xj))|2 dx1 . . . dxN
=
1
(2π)N
∫
[0,2π]N
∣∣det (√ajkeikxj )∣∣2 dx1 · · · dxN .
which proves the corollary.
To see how Lemma 20 connects permanental point processes to determinan-
tal point processes, we will now look a bit closer on the point processes defined
by Bermans framework when applied to the complex Monge-Ampe`re equation
in Section 6.1. First of all, ω0 =
∑
i idzi ∧ dz¯i represents the curvature class
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of the theta divisor D on M . Elements in H0(M,kD) may be represented by
theta functions and a basis at level k ∈ N is given by the set
{θ(k)p : p ∈
1
k
Zn/Zn} (81)
where
θ(k)p =
∑
m∈Zn+p
e−km
2/4+izkm/2.
With respect to these trivializations the norm of θ
(k)
p with respect to the metric
on kD with curvature form kω0 may be written
‖θ(k)p ‖2 = |θ(k)p |2e−ky
2/2.
Enumeration the points in 1kZ
n/Zn, {p1, . . . , pN} and using the standard coor-
dinates (z1, . . . , zN) = (x1 + iy1, . . . , xN + iyN ) on M
N allow us to write the
determinant in (74) as
∣∣∣∣det(θ(k)pl (zj)e−y2j/4)jl
∣∣∣∣
2
.
Now, recall that the real Monge-Ampe`re measure on X may be recovered
as the push forward under the projection map, ρ : M → X , of the complex
Monge-Ampe`re measure on M (see equation (77)). Similarly, Lemma 20 will
allow us to explicitly calculate the push forward of the measure
| det(θ(k)pi (zj)e−y
2
j/4)|2ωn0
on MN under the map ρ×N : MN → XN . We get the following lemma, which
is the key point of this section. It shows that the permanental point processes
defined in Section 1.2 are the natural analog of the determinantal point processes
defined by Bermans framework for complex Monge-Ampe`re equations.
Lemma 21. Let dy be the uniform measure on X. Then
(
ρ×N
)
∗
| det(θ(k)pl (zj)e−y
2
j/4)|2ωn0 = perm
(
Ψ(N)pl (yj)
)
dy. (82)
Proof. Let y = (y1, . . . , yN ) ∈ XN . The point y ∈ XN defines a real torus, Ty,
in MN
Ty =
(
ρ×N
)−1
(y) =
{
x+ iy : x ∈ (Rn/4πZn)N} .
If we let dx be the measure on Ty induced by (R
n)N , then the density at y of
the left hand side of (82) with respect to dy is given by the integral∫
Ty
| det(θ(k)pl (zj))e−y
2
j /4|2dx. (83)
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For each j, l ∈ {1, . . . , N}, let Fjl : Ty → C be defined by
Fjl(x) = θpl(x+ iyj)e
−y2j/4
=
∑
m∈Zn+pl
e−km
2/4+i(x+iyj)km/2−y
2
j/4
=
∑
m∈Zn+pl
e−k(m−yj)
2/4+ikmx/2
Now, when computing the integral∫
Ty
FjlFjl′dx
=
∫
Ty
∑
m∈Zn+pl
m′∈Zn+pl′
e−k(m−yj)
2/4−k(m′−yj)
2/4+ik(m−m′)x/2dx (84)
the only contribution comes from the terms where m−m′ = 0. If l 6= l′, then
there are no such terms, in other words (84) = 0. If l = l′ we are left with
(84) = (4π)N
∑
m∈Z+pl
e−k|yj−m|
2/2 = (4π)NΨ(N)pl (yj).
Applying Lemma 20 gives
(83) =
∫
Ty
|det (Fjl(xj))|2 dx = perm
(∫
|Fjl|2dx
)
= perm (Ψpl(yj))
proving the lemma.
Finally, we show that Lemma 19 is a special case of this.
Proof of Lemma 19. Note that θ = θ
(1)
0 and
γ =
∑
m∈Zn
e−|y−m]
2/2dy = Ψ
(1)
0 dy.
This means (78) is the special case of (82) given by N = k = 1. Hence the
lemma follows from Lemma 21.
6.3 Approximations of Optimal Transport Maps
As mentioned in the introduction the point processes defined here can be used to
produce explicit approximations of optimal transport maps. In optimal trans-
port it is natural to consider a larger class of Monge-Ampe`re operators. Let
ν0 ∈ M1(X) be absolutely continuous with respect to dx. Then ν0 defines a
Monge-Ampe`re operator MAν0 on P (X) as
MAν0(φ) = (∇cφc)∗ν0.
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Solutions, φ∗, to the inhomogenous Monge-Ampe`re equation
MAν0(φ) = µ0 (85)
determine optimal transport maps on X in the sense that T = ∇cφ∗ is the
optimal transport map in the sense of Brenier (see [26]) from the source measure
µ0 to the target measure ν0.
The fact that the point processes defined in Section 1.2 are related to the
standard MA = MAdx is a consequence of the fact that
1
N
∑
p∈ 1
k
Zn/Zn
δp → dx
in the weak*-topology. Redefining S(N) in the following way will provide the
generalisation we want: Let P (N) be a collection of point sets with the property
that |P (N)| = N and
1
N
∑
p∈P (N)
δp → ν0.
As in the original definition, associate a wave function, Ψ
(N)
p , to each point
p ∈ ∪P (N)
Ψ(K)pi =
∑
m∈Zn+pi
e−|x−m|
2
and, for each N , enumerate the points in P (N)
P (N) = {p1, . . . , pN}.
We get
Corollary 6. Let µ0, ν0 ∈ M1(X) be absolutely continuous and have smooth,
strictly positive densities with respect to dx and Ψ
(N)
pi be defined as above. Then
φN :=
1
N
log
∫
XN−1
perm
(
Ψ(N)pi (xj)
)
dµ⊗N
converges uniformly to the unique, smooth, strictly convex solution of (85).
Consequently, the associated gradient maps ∇cφN converges uniformly to the
unique optimal transport map transporting µ0 to ν0.
Proof of Corollary 6. First of all, the fact that the optimal transport map is
smooth follow from Caffarelli’s regularity theory for Monge-Ampe`re equations.
We will not go through the argument as it is similar as in Section 5.2. Uniqueness
is a basic result from optimal transport (see for example Theorem 2.4.7 in [26]).
Now, to see that the convergence holds, consider the functionals, {H(N)}, on
M1(X) defined by
E(N)(µ) =
1
N
∫
XN
H(N)dµ⊗N .
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Direct calculations give that they are continuous, convex, Gateaux differentiable
and dE(N)|µ0 = Φ(N). We claim that
E(N)(µ)→ W 2(µ, dx) (86)
for all µ ∈ M1(X). To see this, note that by the proof of Theorem 8
sup
XN
∣∣∣∣ 1NH(N) −W 2(·, dx) ◦ δ(N)
∣∣∣∣→ 0
as N →∞. We get, since { 1NH(N)} are uniformly bounded,
E(N)(µ) =
∫
XN
W 2(·, dx) ◦ δ(N)dµ⊗N + o(1)
=
∫
M1(X)
W 2(·, dx)
(
δ(N)
)
∗
µ⊗N + o(1). (87)
where o(1) → 0 as N → ∞. Now, it follows from Sanov’s theorem that
(δ(N))∗µ
⊗N → δµ in the weak*-topology on M1(M1(X)). Now, since X has
finite diameter we get that the squared distance function on X can be bounded
by a a constant times the distance function. As the Wasserstein 1-metric metri-
cizes the weak* topology on M1(X) this implies that W 2(·, dx) is continuous
on M1(X). We get that (87) converges to W 2(µ, dx) as N →∞.
Further, W 2(·, dx) is convex. By standard properties of convex functions
dE(N)|µ0 converges to a subgradient of W 2(·, dx) at µ0. By standard properties
of the Legendre Transform this means
φ = lim
N→∞
φ(N) (88)
satisfies dξ|φ = MA(φ) = µ0. This means φ is smooth and ∇cφ defines the
optimal transport map transporting µ0 to ν0. Now, let ΦN and Φ be the images
in PZn(R
n) of φN and φ respectively. The convergence in (88) implies ΦN → Φ
and, by standard properties of convex functions, ∇Φ(N) → ∇Φ. This means
∇cφN → ∇cφ which proves the Corollary.
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