ABSTRACT Improving the development and utilization of renewable energy is one of the critical goals in the green industrial revolution of China. The energy efficiency measurement and the detection of influence factors are the very important issues to accomplish this task. In this paper, feature recognition is applied to determine the factors that affect the energy efficiency. Based on the feature recognition algorithm, data mining methods are used to derive knowledge from a dataset of 24 provinces or cities in China. In the process of data mining, the following three problems are addressed: 1) the optimal feature subset is selected from the original feature set that affects the energy efficiency; 2) the energy efficiency based on the optimal feature subset is evaluated; and 3) the energy efficiency in China is predicted by seven good-fitted classification models, whose accuracy rates are higher than 90%. Combining the results of feature selection and energy efficiency prediction, the strategy and policy to improve the energy efficiency in China is suggested. Green energy policies and prediction institutions of energy efficiency are really necessary in each province to improve their energy consumption structures, especially in coordinating the development between the traditional energy and renewable energy.
I. INTRODUCTION
In the last decades, the energy and environmental issues have become increasingly prominent to global economic growth. Energy efficiency prediction has been increasingly subjected to international attention. Many scholars have studied the improvement of energy utilization efficiency and potential energy-saving methods from different perspectives [1] - [3] . The improvement of energy utilization efficiency is an important way to reduce energy consumption intensity and to release the contradiction of energy supply-demand structure for present and future [4] . Obviously, the current utilization of resources and energy has the characteristics of high consumption, low efficiency and severe pollution in most provinces of China. The low efficiency is rather contradictory to the sustainable development of society. Two aspects are
The associate editor coordinating the review of this manuscript and approving it for publication was Kuan Chee. required for improving the energy utilization efficiency. The first one is to identify the critical factors which affect energy efficiency, and the second one is to quantify the influence degree.
The factors that influence energy efficiency have been researched by many scholars. The major factors responsible for the dramatic decline in China's energy-output ratio between 1978 and 1995 have been studied by Garbaccio et al. [5] . The decrease was mainly caused by the technical change within sectors and structural change. The energy efficiency can be improved from two aspects [6] . The first one is to raise the price of energy through economic instruments, and the second one is to introduce new technologies that can increase the productivity of each energy unit. According to the research of Sinton and Fridley in [7] , a combination of slowing economic growth, industrial restructuring, broader economic system reforms, environmental and energy-efficiency policies is effective for restraining the growth of energy utilization. Other incentive factors, such as cooking oil and bio-fuel, were also considered to promote the economy and energy efficiency [8] . Methods for eliminating the bad factors from total factors were also studied in some literatures. For example, persistent and transient energy efficiency for the overall economy of 49 states in the US were studied in [9] , [10] . The results showed that energy intensity was not a good indicator for evaluating energy efficiency.
Collected panel data are used to illuminate many scholars' findings in recent years. In [4] , a unique set of panel data for approximately 2500 of China's most energy intensive large or medium-sized industrial enterprises during 1997-1999 is employed for investigating the cause of the striking decline in China's absolute level of energy utilization. The results showed that the key factors leading to China's declining energy intensity are: raising relative energy prices, research and development expenditures, ownership reform in the enterprise sector, and shifts in China's industrial structure. Conflicting explanations for the decline in U.S. energy intensity over the last 40 years in the 20th century is reconciled in [11] . It showed that intra-industry efficiency improvements played a more important role in the post-1980 period. Comparative studies on the influential factors of provincial energy intensity in China are presented in [12] - [15] . The results showed that the provinces could be classified into different categories. Inspired by this idea, this paper classified the energy efficiencies of the provinces into high and low ones.
Two approaches are used to calculate the energy efficiency: non-parametric and parametric approaches [16] . Among nonparametric approaches, data envelopment analysis (DEA) is always applied for quantitatively estimating energy efficiency. In DEA, all input and output data are mapped as points into a space. The minimal input or the maximal output will be regarded as the space boundary. Then the distances between the boundary and other points can be measured. Boyd and Pang [17] early adopted DEA to calculate energy efficiency to estimate the linkage between energy efficiency and productivity. Hu and Wang [18] firstly proposed the index of total-factor energy efficiency (TFEE) in DEA method to maximize the productivity. Mukherjee [19] , [20] approached the measurement of energy efficiency from a production theoretic framework and used DEA to measure energy efficiency in the Indian manufacturing sector. Based on this DEA framework, many studies have been done to measure the energy efficiency. Energy consumption, capital stock, labor, energy consumption per unit of GDP and so on are taken as inputs [21] - [23] .
In recent years, parametric approaches have been applied to estimate the energy efficiency. Data-driven methods, such as principle component analysis (PCA), statistical frontier models were used to establish an energy efficiency evaluation model. An undesirable output case can be processed by the energy efficiency evaluation models [10] , [24] - [26] . In [27] , machine learning methods and extracted information from big raw data are used for modeling a system to improve the energy efficiency management. Some other data mining methods are also used to optimize the energy efficiency, such as regression analysis, artificial neural network [28] . The methods of decomposition analysis, like DEA, are used on comparable units of the same type data [16] , [24] . In this paper, we collect vary factors that are not comparable units. In principle, DEA cannot be used but machine learning methods can be operated on this data set.
Preliminary studies for recognizing and predicting the influence factors of China's energy efficiency have been done based on data mining algorithm [29] - [32] . It is noting that the feature selection process was simple and there was no comparison between each feature, which can affect the training accuracy and the final prediction result. In this paper, feature selection method is adopted to establish a feature set after comprehensively considering the factors of existing researches. After that, influence degrees of various factors can be quantitatively measured. Then an energy efficiency classification model for prediction is formed by classification algorithm. In this way, it is unnecessary to calculate energy efficiency value, the purpose of this paper is to estimate whether the energy efficiency of a certain province is high or not. Then, the energy efficiency problem is defined as a binary classification problem. Based on this aim, the more detailed feature selection and comparative analysis are carried out. Classification algorithms are adopted to build energy efficiency classification models. Well learned model is used to predict the energy efficiency of other provinces in future. In addition, clustering algorithms are used to identify the similar provinces with similar energy efficiency. Then, the trends of energy efficiency among provinces can be clearly observed. According to the findings, policies for improving energy efficiency are presented.
II. FEATURE EXTRACTION OF ENERGY EFFICIENCY A. FEATURES OF ENERGY EFFICIENCY
In general, energy efficiency refers to using less energy to produce the same amount of services or useful output [29] - [33] . It can be normally defined as
Energy efficiency =
Useful output of a process Energy input of a process
It is dimensionless and in a range of [0, 1]. Since energy efficiency is affected by various factors, the critical factor should be identified. Then, the energy efficiency of China's provinces and municipalities can be assessed by data mining methods. The particular values are not going to consider. The nominal value 0 (if the energy efficiency is less than 0.5) or 1 (if the energy efficiency is larger than 0.5) are used to embody the class labels for high energy efficiency and low energy efficiency respectively.
The factors influence energy efficiency are collected from previous researches [12] , [13] , [16] - [18] . Energy consumption, labor force, energy industry investment and capital input that are usually selected as input factors. Output factors are GDP and environmental pollutants. The energy efficiency VOLUME 7, 2019 is classified into two efficiency level-high and low energy efficiency. Factors extracted in this paper are list as follow.
Primary energy output (F1) is the production of eligible products exploited and processed from existing nature energy resources by enterprises during statistical reporting period. The primary energy includes raw coals from coal mines, crude oil from oilfields, natural gas from gas fields and electricity from hydropower plants, etc. In China, the coal account for more than 90% in Primary energy and the direct combustion of coal without processing and transformation makes low energy efficiency. The unit of (F1) is tce (ton of standard coal equivalent), 1 tce = 29270000kJ. Total energy consumption (F2) is the physical quantity of energy that energy-consuming units actually consumed in statistical reporting period. As can be seen from (2), the total energy consumption (F2) can reflects the useful output of a process. The unit of (F2) is also tce. Elasticity coefficient of energy consumption (F3) reflects the proportional relationship between energy consumption growth rate and national economy growth rate. The calculation formula is:
Average annual rate of energy consumption growth Average annual rate of national econmy growth (2)
Gross domestic product (F4) is an aggregate measure of production. It equals to the sum of all resident, institutional units engaged in production. The share of production outputs in GDP from the government investment are highly positive associated with the efficiency ratio. The usefulness of GDP had been pointed out by Peng et al. [37] . The study presented that the traditional analysis of energy efficiency indicators only treated energy as a single input. With the higher requirement of energy efficiency, GDP is prominent factor of evaluating outputs. The unit of (F4) is RMB 10,000 yuan. Energy industry investment (F5) is the total investment in energy industry. The unit of (F5) is RMB 10,000 yuan. Energy consumption per GDP (F6) is the energy consumption on each unit of GDP that a whole country or region products for a period. The calculation formula is expressed as:
The unit of (F6) is tce/ RMB 10,000 yuan. Capital stock of a corporation (F7) constitutes the equity stake of its owners. It represents the residual assets of the company after discharge of all senior claims. According to its status in the production process, it can be divided into two categories: stock of assets that involved in the reproduction and the stock of idle assets, including idle plant, machinery and equipment. The unit of (F7) is capital stock. Emission coefficient of sulfur dioxide (F8) is the emission of sulfur dioxide per unit in fuel combustion process. The unit of (F8) is mg/ m3. Environmental quality can be an important indicator for measuring energy efficiency. For example, capital cost per unit and energy consumption are involved in a model, and environmental indicators are the proxy. The higher energy efficiency needs, the more rigorous environmental factors should be. Emission coefficient of sulfur dioxide is a significant indicator for environmental indicator. Panel-data of 24 administrative regions in China from 2005 to 2013 are collected from Energy Statistical Yearbook of National Bureau Statistics and provincial Statistical Yearbook. All primary data of eight factors are carefully collected into feature set. Finally, 216 rows and 9 columns including class label constitute the data matrix that would be used in the following parts.
B. FEATURE SELECTION AND COMPARATIVE ANALYSIS
Let x i represents the i-th value in a dataset. The data set can be transformed into a same scale. When the dataset is a positive set, a simplified transformation function is expressed as
Supposing the values of dataset are positive, the simplified function is used to standardize the data to the interval [0, 1]. Then, the errors caused by different index ranges can be eliminated by the simplified function. The final feature sets are shown in Figure 1 . Feature selection is effective in improving the learning accuracy, efficiency and scalability of a classification task by removing irrelevant and redundant features [34] . Information gain is an effective and popular method for selecting features [35] , [36] . The process of information gain is described as follow.
F1-F8 are eight feature sets. The classified numbers when that feature is used as the classifier are shown in vertical axis in each grid; the function results are shown in lateral axis between 0 and 1. In grid 9, the class 0 is painted in blue and class 1 is painted in red.
Let C = {c 1 = high energy efficiency, c 2 = low energy efficiency} be the classification label set and F = {F 1 , F 2 , · · · , F m } be the feature set. In this paper, the information gain can be defined as
where IG(F j , C) is the information gain of F j ; H (C) is the entropy of class C; H (C F j ) is the conditional entropy of F j ; and FC ij represents the sample value belongs to F j , whose class is C i . According to existing researches, 0.0025 is typically used as the threshold of information gain value [37] . The information gain of each feature is calculated in WEKA, and six features whose IG higher than 0.0025 are selected. The six features are ranked in descending order and their values are rounded to two decimal places. The result is shown in Table 1 . As seen from Table 1 , F6, F8, F7, F4, F1 and F3 are relatively correlated with the class labels, which can be considered as the key influence factors of energy efficiency. The effect of F6 is the most significant. F8, F7, F4, F1 and F3 have similar effects on energy efficiency. Based on the information gain method, F5 and F2 have been filtered out. The feature selection and comparative analysis above are the main difference between this article and previous literature [31] .
III. METHODOLOGY
Based on the above classification algorithms, the influence factors of energy efficiency of 24 provinces and municipalities in China from 2005 to 2013, including 216 records are analyzed. The class label of each record is obtained after calculating the existing energy efficiency. A training set is used to construct classification model based on the classification results. Three good-fitted algorithms are applied to forecast the energy efficiency of another six provinces. In addition, four classical algorithms are introduced to verify the universality of this method.
Decision trees, rule learners and meta-learning have been used successfully for a wide range of classification problems in many diverse areas. All of them are applied to classify the instances in our experiments. The records of the instance dataset are classified into two classes: high energy efficiency and low energy efficiency. The values of class labels that represent high and low energy efficiency are defined as 1 and 0 respectively. In order to verify the effectiveness of this practice in feature selection and comparative analysis, the selected classification methods are list as follow.
A. DECISION TREE
Decision tree algorithm is an inductive learning algorithm based on instance data. A top-down strategy is employed to partition the given set of objects into smaller and smaller subsets in step with the growth of the tree. A decision tree is a recursive structure for expressing classification rules. Each leaf node contains a class label. Each internal node of the tree contains a test, the result of which is used to decide which branch would follow that node [38] . Among decision tree algorithms, C4.5 in WEKA is probably the most popular in the machine learning community. In C4.5, each node in a tree is associated with a set of instances.
Let T be the set of instances associated at the node and instances in it are those whose class is C j for j ∈ [1, m] . If A is a discrete attribute whose value is A i for i ∈ [1, s], and T 1 , T 2 , · · · , T s are the subsets of T consisting of instances with distinct known value for attribute A, then the information gain of A for T is calculated as follows
where,
is the entropy function. Different from ID3, C4.5 uses the information gain ratio to select attributes, which is the ratio of information gain to its split information:
Assume that the sequence of the ordered values is 
As T is parted into two subsets includes T v 1 and T v 2 , C4.5 considers the information gain of the splitting T v 1 , T v 2 . The information gain ratio of all the candidate attributes in the training set can be calculated by the way mentioned above.
B. RULE LEARNING
Rule learning is to learn the classification rule according to instances in dataset. Repeated incremental pruning to produce error reduction (RIPPER) is one of the successful rule learning algorithms. The process is described in the following part.
Consider a multi-class problem that involves m classes C = {c 1 , c 2 , · · · c m }. Let instances be denoted in terms of attribute A i , and D i be the corresponding domains, for i ∈ [1, 2, · · · n]. On the basis of above-mentioned assumption, an instance can be described as the following n-dimensional attribute vector.
A single RIPPER rule could be expressed as r = r a |r c , where r a represents an antecedent part and r c represents a consequent part. If there is an instance X = (x 1 , x 2 , · · · x n ) whose values satisfy all the selectors in r a , then the rule r = r a |r c is said to cover the instance X. RIPPER learns classification rules in a greedy manner. It applies a class-based sorting scheme when learning rules. The rules belong to the same class appear together and they are sorted by their class labels according to the corresponding class frequencies [39] . It learns rules for the first m − 1 classes, beginning from the smallest one. Once a rule has been created, the instances covered by the rule will be removed from the training data and this is repeated until all instances from the target class have been removed. Then, the above process proceeds with the next class. Finally, a default rule with empty antecedent is added for the last class when there are no more rules for the algorithm to learn.
C. META-LEARNING
Meta-learning is a technique that aims to compute higherlevel classifiers (or classification models), which is called meta-classifiers that integrates in some principled multiple classifiers computed separately over different databases [40] . Kim et al. [41] found that LogitBoost-based prediction model outperformed other classifiers under most conditions. Therefore, we apply LogitBoost to develop a classification model in our experiment.
The algorithm of LogitBoost assumes the training set is S = (x i , y i ) , i = 1, 2, · · · , N . x i is a vector valued feature and y i are class labels and y i ∈ {±1}. Firstly, let T represents the number of iterations. Secondly, initialize the weight w i = 1/n, (i = 1, 2, · · · , N ), logistic regression function F(x) = 0 and class probabilities P(x) = P(y = 1/x) = 1/2.
Then, for t from 1 to T , executive the following procedures iteratively:
1. Compute the weights and working response
2. Fit the function f t (x) by a weighted least-squares regression of z i to x i using weights w i .
Update F(x) = F(x) + f t (x) 2 and P(x) = e F(x) e F(x)
+ e −F(x) . Finally, the final LogitBoost classifier LF(x) = sign[F(x)] is defined to be a combination of the weak classifiers obtained from each iteration.
D. FOUR CLASSICAL ALGORITHMS
In order to verify the universality of feature extraction in different algorithms, four classical algorithms are introduced. They are Naive Bayes classifier, KNN, Adaboost M1 and Bagging.
1) NAIVE BAYES CLASSIFIER
In naive Bayes classifier, all attributes (i.e., features) of the examples are assumed to be independent of each other given the context of the class. In spite of the independence assumption, naive Bayes under zero-one loss was performed surprisingly well in many domains [43] .
Many classifiers can be viewed as computing a set of discriminant functions of the example, one for each class, and assigning the example to the class whose function is maximum. If E is the example, and P (C i |E ) is the discriminant function corresponding to the ith class, by Bayes' theorem,
Suppose an example is a vector of a attributes. Let υ jk be the value of attribute A j in the example. P (E) denotes the probability of E, and P (C i |E ) denotes the conditional probability of C i given E. If the attributes are independent given the class, P (C i |E ) can be decomposed into the product
Then one possible set of discriminant functions is
The classifier obtained by using this set of discriminant functions and estimating the relevant probabilities from the training set, is often called the naive Bayesian classifier.
2) KNN
The k-nearest neighbor algorithm is a powerful nonparametric classifier which assigns an unclassified pattern to the class represented by a majority of its k nearest neighbors [44] . In the general classification problem, let is the same as the class c and zero otherwise.
3) ADABOOST. M1
The AdaBoost. M1 algorithm takes as input a training set of m examples S = (x 1 , y 1 ) , . . . , (x m , y m ) , where x i is an instance drawn from some space X and represented in some manner,; y i ∈ Y is the class label associated with x i [45] . In addition, the boosting algorithm has access to another unspecified learning algorithm, called the weak learning algorithm, which is denoted generically as WeakLearn. 
D t (i).
If ϕ t > 1/2, then set T = t − 1 and abort loop.
where Z t is a normalization constant (chosen so that D t+1 will be a distribution).
Output the final hypothesis:
4) BAGGING
A learning set of consists of data {(y n , x n ) , n = 1, . . . , N } where y's are class labels and using this learning set a predictor ϕ (x, ) is formed. Now suppose a sequence of learning sets { k } each consisting of N independent observations from the same underlying distribution as . Then, use the { k } to get a better predictor than the single learning set predictor ϕ (x, ). If y is numerical, an obvious procedure is to replace ϕ (x, ) by the average of ϕ (x, k ) over k, i.e. by ϕ A (x) = E ϕ (x, ) where E denotes the expectation over , and the subscript in A denotes aggregation. If ϕ (x, ) predicts a class j ∈ {1, . . . , J }, then one method of aggregating the ϕ (x, k ) is by voting. If y is numerical, take ϕ B as
Be sure that the symbols in the equation have been defined before the equation appears or immediately following. If y is a class label, let the ϕ x, (B) vote to form ϕ B (x). We call this procedure ''bootstrap aggregating''. Bagging predictors is a method for generating multiple versions of a predictor and using these to get an aggregated predictor [46] .
IV. RESULTS AND DISCUSSION

A. CLASSIFICATION RESULTS
In order to ensure the accuracies of classification models established by the three classification algorithms, a 10-fold cross-validation strategy is applied for evaluating different algorithms. J48, JRip and LogitBoost are the WEKA implementation of C4.5, RIPPER and LogitBoost respectively. The decision tree construction applied by J48 is shown in Figure 2 . Precision, recall and F-measure are used to evaluate the performance of the three classifiers employed in our experiments. Four metrics are needed when calculating the first two metrics. They are True Positive(TP), False Positive(FP), True Negative [42] and False Negative(FN). The calculating formulas of precision and recall are expressed as follows.
F-measure is the harmonic mean of precision and recall. It is the key metric to evaluate classifier performance. A better VOLUME 7, 2019 classifier is one with larger F-measure. F-measure is defined as
1) COMPARISON TEST RESULTS FROM THREE CLASSIFICATION MODELS
The classification performance results operated by J48, JRip and LogitBoost are shown in Table 2 . As shown in Table 2 , results of three classification algorithms are better than 90% in F-mean. The result of LogitBoost is superior to the results of J48 and JRip, which means LogitBoost is the classifier that best fit our research on the basis of the key influence factors mentioned above. In addition, J48 is a little bit better than JRip. The three classification models can be applied to forecast the energy efficiency of the other six provinces which are not included in our panel data. The accuracy of model training has been improved significantly through detailed feature selection and comparative analysis. Performance results by the three classifiers without feature selection and comparison are shown in Table 3 . To contrast with linear methods, simple linear method and logistics regression method are also given. It can be seen that the results of linear methods with feature selection are much better (20% improvement) than that without feature selection from contrasting F-measure. But, if contrast those two different type of methods, the results of linear methods are worse, with 8%-10% gap, than the results of machine learning method, such as decision tree, rule leaning and metaleaning.
In this work, it illustrates that the classify results after feature selection are little or much better than original data set. Even the little better result is also important, because the data set are reduced a lot. It means that researchers do not need to collect so many factors and data in the future works. This is a profound impact of this paper when considering big data, which cannot be gained in the method of DEA.
2) MORE TEST VALIDATION OF OTHER FOUR CLASSIFICATION MODELS
More classification performance results operated by Naive Bayes classifier, KNN, Adaboost M1 and Bagging are shown in Table 4-Table 5 . From Table 4 , results of four classification algorithms are better than 90% in F-measure except Naive Bayes. The result of Bagging is superior to the results of the others. In addition, F-measure of KNN will decrease when the parameter k increases. Compare Table 4 with Table 5 , the accuracy of model training has been improved significantly through detailed feature selection and comparative analysis. The results above show that detailed feature selection and comparison is an universal approach, and it can be used in different classify algorithms.
B. PREDICTION BASED ON CLASSIFICATION MODELS
Based on the above analysis, J48, JRip, LogitBoost, Naive Bayes, KNN, Adaboost M1 and Bagging are performed well enough when constructing classification models on the panel data. In this section, J48, JRip, LogitBoost, Naive Bayes, KNN, Adaboost M1 and Bagging are applied to predict the energy efficiency of another six provinces which are not included in training model.
The collected data of six provinces without label are Jilin, Heilongjiang, Guizhou, Yunnan, Gansu and Qinghai in 2013. The feature space consists of primary energy output, elasticity coefficient of energy consumption, GDP, energy consumption per GDP, capital stock and emission coefficient of sulfur dioxide. J48, JRip, LogitBoost, Naive Bayes, KNN, Adaboost M1 and Bagging are applied to forecast the energy efficiency levels after standardizing the instance data. The prediction results are shown in Table 6 . As seen from Table 6 , the prediction results by the seven classifiers are consistent with each other. The class labels of the six provinces are all predicted to be 1 with a probability higher than 85%. Considering the prediction accuracies of the seven classifiers are all higher than 85%, the above prediction results can be adopted. The energy efficiencies of Jilin, Heilongjiang, Guizhou, Yunnan, Gansu and Qinghai are high energy efficiency in 2013. Jilin, Heilongjiang have the same result, while, Guizhou, Yunnan, Gansu and Qinghai have another same result. In the same way, the final effect is also improved obviously compared with the results in literature [31] .
As shown in Table 6 , when we apply the seven classifiers in prediction, the prediction accuracy of LogitBoost reaches 93.5% and it offers the best performance among the seven classifiers, consistent with its performance in constructing classification models using the training data; Bagging, JRip, whose prediction accuracy is 93%, 92.3% for Jilin, Heilongjiang and 93%, 91.5% for other four provinces, is somewhat inferior to LogitBoost; Though the prediction accuracy of other four classifiers are lower than the former two, they still get a good prediction result with accuracies respectively.
V. CONCLUSIONS
Based on data mining methods, a new direction is provided for improving the energy efficiency of China in this paper. The more detailed feature selection and comparative analysis than existing results are carried out. Six key influence factors are identified from various influence factors of energy efficiency with the feature selection method named information gain. Seven appropriate classification models with high classification accuracies are obtained by applying seven classifiers that best fit our research. Then seven classification models are applied to forecast the energy efficiencies of six provinces not included in our panel data. Conclusions are list as following:
1) Six key factors influencing the country's energy efficiency are identified by information gain feature selection method. In addition, the information gain method is able to not only identify the key influencing factors, but also quantitatively show the influence and importance of each factor.
2) Classification models are well developed to classify the energy efficiency with high accuracies by data mining method. Bagging, J48, JRip and LogitBoost is shown to be the four classifiers that best fit our research. LogitBoost, which is based on meta-learning, has the highest classification accuracy among the four classifiers.
In order to achieve a sustainable and stable economic growth with a low elasticity ratio of energy, the energy consumption structure should be optimized after comprehensively considering about current energy technologies and the situation of energy demand and supply. Moreover, the effect of a policy should be quickly and exactly measured if the policy is issued. Data mining techniques are good tools to tackle this problem. Data analysts should be recommended into predicting institutions in each province for better controlling the energy efficiency and providing better policy suggestions, especially, in the coordinated development of the traditional energy and renewable energy. In the future, the method of distribution between thermal and power for heating units will be explored. KAIWEN ZENG was born in 1986. He is currently pursuing the doctor's degree. He mainly involved in power system operation and control, power system security and stability analysis, power market trading mechanism design and analysis, demand response, and other related research. VOLUME 7, 2019 
