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Zusammenfassung
Ausgangspunkt dieser Arbeit ist eine einfache, (assoziative und unit

are,) endlich-dimensionale
Q-Algebra A = A
Q
, auf welche eine positive Involution J gegeben ist. Dieser Algebra kann man
eine symplektische Gruppe Sp(A
R
) zuordnen. Sie besteht aus allen (2 2)-Matrizen mit KoeÆzi-
enten aus der Tensorierung A
R
:= A
Q


Q
R, die die Eigenschaft
J(M)IM = I; mit I =

0
 1
A
1
A
0

; M =

a
c
b
d

und J(M) =

J(a)
J(b)
J(c)
J(d)

;
besitzen. Im Falle der Matrixalgebra A =M
n
(Q) und der Standardinvolution ist dies die gew

ohn-
liche reelle symplektische Gruppe. Wir zeichnen in A noch eine Ordnung O als
"
ganz\ aus, und
betrachten die Untergruppe der rationalen symplektischen Matrizen Sp(A
Q
), sowie die Untergrup-
pe   =  
O
aller symplektischer MatrizenM 2M
2
(O). Diese Gruppe stellt eine Verallgemeinerung
der klassischen Siegelschen Modulgruppe, sowie der in der Literatur behandelten weiteren F

alle
der Hilbert-Siegelschen, Hermiteschen und quatern

aren Modulgruppen, dar.
Im

ubrigen sind je zwei positive Involutionen auf der einfachen Algebra A
Q

ahnlich (vergleiche
Kapitel 1, Denition 1.2.3 und Satz 1.5.13). Die algebraische Gruppe Sp(A
C
) ist

uber Q deniert,
und diese Q-Struktur ist von der Wahl der Involution in der

Ahnlichkeitsklasse unabh

angig. Daher
ist das Gebilde der Kongruenzgruppen von der Wahl des Repr

asentanten der

Ahnlichkeitsklasse der
Involution, und auerdem noch von der der Ordnung, unabh

angig (vergleiche 4.2.13). Es gen

ugt
also, sich auf eine MatrixalgebraM
n
(D)

uber einem positiv deniten Schiefk

orper D = (D; J) zu
beschr

anken, deren Involution die Matrixausdehnung von J ist, und von einer maximalen Ordnung
O = J(O) in D, sowie der zugeh

origen maximalen Ordnung M
n
(O)  A
Q
, auszugehen.
Ziel der Abhandlung ist es, die Theorie der singul

aren Modulformen, im Sinne von [Fr1] und
[Fr2], in diesem Rahmen aufzubauen. Wir werden zu diesem Zweck den Begri der Thetareihe in
diesem allgemeinen Rahmen pr

agen, und wie

ublich zeigen, da Thetareihen Modulformen zu be-
stimmten Kongruenzgruppen sind. Das Hauptresultat wird sein, da umgekehrt jede Modulform
von hinreichend kleinem (singul

arem) Gewicht als endliche Linearkombination bestimmter The-
tareihen darstellbar ist, was das Theorem von E. Freitag aus dem Siegelschen Fall verallgemeinert.
Wie bei Freitag wird das Problem der Erzeugung der erw

ahnten Modulformen auf ein kom-
binatorisches Lemma zur

uckgef

uhrt. Dies ist ein algebraischer Hilfssatz kombinatorischer Natur

uber endlich erzeugte Moduln

uber endlichen kommutativen Hauptidealringen, der von ihm, unter
einer gewissen Bedingung an das Gewicht, in den erw

ahnten LNM bewiesen wurde. Den Beweis
dieses Lemmas kann man auch auf eine gr

oere Klasse von (auch nicht-kommutativen) Ringen
verallgemeinern, und kann so den Beweis des Darstellungssatzes durchf

uhren.
Die Schwierigkeiten des allgemeinen Falles im Vergleich zum Siegelschen stammen auf der
einen Seite von der Nicht-Kommutativit

at des Grundbereiches (eines Schiefk

orpers), und auf der
anderen von der Nicht-Trivialit

at der Klassenzahl. Die Behandlung der Nicht-Kommutativit

at
erfordert genaue Einsicht in die Strukturtheorie einfacher Algebren und ihrer Komplettierungen.
In einer Arbeit

uber Hilbert-Siegelsche Modulformen, [Fr3], hat Freitag gezeigt, wie man, f

ur total
reelle Zahlk

orper, das zweite Problem behandeln kann. Diese Arbeit benutzte ich auch immer
wieder, neben den LNM 1487 und meiner Diplomarbeit, als Leitfaden.
Das Erzeugendensystem, das man erh

alt, besteht im skalaren Fall aus Thetareihen der Form
#
L
(S; V ;Z) =
P
G=G
(r;n)
hGiL
e
ifS[G]Z+2V
0
Gg
:
Dabei ist , bis auf Normierung, die reduzierte Spur auf M
n
(D), S[G] = J(G)SG, S = S
(r)
=
J(S) > 0 eine, unter der Involution invariante, positive Matrix ausM
r
(D) und V = V
(r;n)
2 D
(r;n)
eine sogenannte isotrope Matrix. Z 2 T (A
R
)  A
C
= A
R


R
C variiert im kanonisch gebildeten
Tubengebiet zur Tensorierung A
R
von M
n
(D); L  D
r
ist ein rechts-O-Gitter und die Summe
2l

auft

uber alle G = G
(r;n)
2 D
(r;n)
, deren Spalten einen rechts-O-Untermodul von L aufspan-
nen. Der vektorwertige Fall ist nur wenig komplizierter, man benutzt noch gewisse vektorwertige
harmonische Polynome, zu deren Bildung man die ausgezeichnete euklidische Vektorraumstruktur
von A
R
ben

otigt.
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Kapitel 1
Gruppen von biholomorphen
Selbstabbildungen von
Tubengebieten

uber einfachen
rationalen Algebren mit positiv
deniter Involution, die ein ganzes
Gitter invariant lassen
In diesem vorbereitenden Kapitel werden die notwendigen Eigenschaften der Algebren zusammen-
gestellt,

uber denen dann Modulformen deniert werden sollen. Es werden die positiv deniten
involutiven Algebren

uber Q klassiziert, die uns interessieren, und die f

ur die Theorie notwen-
digen Begrie eingef

uhrt, insbesondere werden maximale Ordnungen studiert, die zur Denition
der ganzen Gitter ben

otigt werden. Ferner wird die symplektische Gruppe deniert und als Wir-
kungsgruppe untersucht. Schlielich werden Multiplikatorsysteme und vektorwertige Modulformen
gebildet.
5
6 KAPITEL 1. ORDNUNGEN IN EINFACHEN, INVOLUTIVEN ALGEBREN
1.1 Einfache Algebren

uber Q mit positiv deniter Involu-
tion
Es werden, mit Hilfe des Satzes von Wedderburn, grundlegende Eigenschaften von einfachen Al-
gebren mit positiver Involution,

uber dem K

orper der rationalen Zahlen, zusammengestellt, und
die uns interessierenden F

alle hervorgehoben. Die n

otigen S

atze ndet man z.B. in [Al], [Ja1] und
[Ma1].
1.1.1 Halb-einfache endliche Algebren, Zentrum und Rang
Wir werden unter Algebren immer assoziative, endlich-dimensionale Algebren mit Eins verstehen.
Wir werden Involutionen auf den Algebren einf

uhren, und fordern, da diese positiv (denit) sind.
1.1.1 Satz von Wedderburn : Sei K ein K

orper der Charakteristik 0. Dann ist jede endlich-
dimensionale halb-einfache K Algebra A zu einem endlichen Produkt von Matrixalgebren iso-
morph,
A

=
M
n
1
(D
1
)    M
n
k
(D
k
):
Dabei sind D
1
; : : : ; D
k
(endlich-dimensionale) Schiefk

orper

uber K, und diese Darstellung ist, in
naheliegender Weise, eindeutig bestimmt. 2
Der f

ur uns wichtigste Fall ist der des K

orpers der rationalen ZahlenK = Q, also einer rationa-
len Algebra A = A
Q
; diese wird auerdem einfach sein.
1
Wir m

ussen aber noch die Grundk

orperer-
weiterung A
R
= A
R = A
Q


Q
R, sowie deren Komplexizierung A
C
= A
R


R
C, betrachten,
und deswegen daneben noch K 2 fR;Cg benutzen. Wir werden gelegentlich auch den Begri
"
endlich\ f

ur
"
endlich-dimensional\ verwenden. Es gelten
1.1.2 Satz : Die einzigen endlichen, also endlich-dimensionalen, Schiefk

orper

uber den reellen
Zahlen sind, bis auf Isomorphie, R, C und H. 2
1.1.3 Satz :

Uber algebraisch abgeschlossenen K

orpern existieren keine (endlichen, echten) Schief-
k

orper, insbesondere ist jede einfache Komponente von A
C
eine komplexe Matrixalgebra M
n
i
(C).
2

Uber eine halb-einfache Algebra A von obiger Gestalt notieren wir
1.1.4 Bemerkung : Das Zentrum der halb-einfachen K-Algebra A kann komponentenweise ge-
bildet werden,
Z(A)

=
Z(M
n
1
(D
1
))     Z(M
n
k
(D
k
))

=
Z(D
1
)     Z(D
k
) = K
1
    K
k
:
Dabei sind die K
i
algebraische Erweiterungsk

orper von K, also Zahlk

orper im Falle K = Q, R
oder C im Falle K = R, und C selbst im Falle K = C. 2
Wir brauchen den Begri des Ranges eines Algebra. F

ur unsere Zwecke ist folgendes ausrei-
chend.
1.1.5 Denition : a) Der Rang einer (vollen) Matrixalgebra ist die Anzahl der Zeilen,
rank(M
n
(D)) :=n;
f

ur einen (rationalen oder reellen) Schiefk

orper D.
b) Der Rang eines direkten Produktes von Algebren ist die Summe der R

ange, also insbesondere
rank(A
R
) := n
1
+ : : :+ n
k
; f

ur A
R
=
Y
M
n
i
(K
i
); K
i
2 fR;C;Hg: 2
1
Die Bedingung der Einfachheit ist, wie man z.B. in [Ja2] nachlesen kann, f

ur endlich-dimensionale Jordan-
Algebren, sehr eng mit
"
formal-reell\ und
"
nicht-degeneriert\ verkn

upft. Dies sind sinnvolle Voraussetzungen, um
Modulformen

uber Jordan-Algebren zu bilden, wie in [Fr4] gezeigt.
1.1. INVOLUTIVE ALGEBREN 7
1.1.2 Positiv denite involutive Algebren und innere Automorphismen
Die wichtigste Zusatzstruktur unserer Algebra wird eine Involution sein.
1.2.1 Denition : a) Eine Involution J auf einer Algebra A ist ein Antiautomorphismus
J : A  ! A; d.h. J(M N) = J(N)  J(M);
mit der Eigenschaft J
2
= id = id
A
, also J(J(M)) =M , f

ur alle M 2A.
b) Seien (A
1
; J
1
) und (A
2
; J
2
) zwei involutive Algebren. Falls ein Algebren-Isomorphismus
 : A
1
 ! A
2
existiert, so da  Æ J
1
= J
2
Æ  gilt,
heien die (involutiven) Algebren isomorph, (A
1
; J
1
)

=
(A
2
; J
2
). Zwei Involutionen J
1
; J
2
auf
derselben Algebra A = A
1
= A
2
heien

aquivalent, J
1

=
J
2
, falls (A; J
1
)

=
(A; J
2
). 2
Auf jeder endlichen, halb-einfachen K-Algebra existiert eine ausgezeichnete Spurfunktion Tr :
A  ! K, die jedem Element M 2 A die Spur der Translation h
M
: A  ! A, h
M
(X) = M  X ,
zuordnet.
2
Wichtig ist
1.2.2 Denition und Bemerkung : a) Eine endliche Algebra A

uber Q oder R, ausgestattet
mit der Involution J , heit positiv denit,
falls Tr(MJ(M)) > 0; f

ur alle 0 6=M 2 A;
gilt. Man nennt dann auch die Involution selbst positiv. F

ur eine positive Involution J auf einer
rationalen Algebra A
Q
ist die R-lineare Ausdehnung J = J
R
auf die Tensorierung A
R
= A
Q


Q
R
ebenfalls positiv.
b) Wir bezeichnen die Menge der unter J invarianten Elemente mit
S(A) = S(A; J) := fM 2A ; J(M)=Mg;
bzw. mit S
n
(D; J) = S
n
(D) = S(n;D) f

ur Matrixalgebren (A; J) = A =M
n
(D). F

ur

aquivalente
Involutionen auf A, folgt aus J
1
(M) = M auch (M) = (J
1
(M)) = J
2
((M)), also S(A; J
2
) =
(S(A; J
1
))

=
S(A; J
1
). 2
Die

Aquivalenz von Involutionen ist eine starke Eigenschaft (bzw. Einschr

ankung). Wir kom-
men in dieser Arbeit mit folgendem, schw

acheren

Aquivalenzbegri aus (vergleiche auch 1.5.13
und 4.2.13).
1.2.3 Denition : a) Sei A = A
Q
eine rationale Algebra. Zwei Involutionen J und
e
J auf A heien

ahnlich, J 
e
J , falls ein M = J(M) 2 S(A; J) existiert, das in der Tensorierung S(A
R
; J) =
S(A
R
; J
R
) Quadrat eines invertierbaren Elementes
f
M ist, so da
e
J(X) = MJ(X)M
 1
, f

ur alle
X 2 A, gilt. Die

Ahnlichkeit ist nat

urlich eine

Aquivalenzrelation. Falls lediglich M = J(M) gilt,
also M nicht notwendig ein Quadrat in A
R
ist, nennen wir die Involutionen gelegentlich auch
schwach

ahnlich.
b) Ferner bezeichnen wir auch zwei involutive Algebren als

ahnlich, (A; J)  (
e
A;
e
J), falls eine
weitere Involution,
b
J , auf
e
A, sowie ein Algebren-Isomorphismus (A; J)

=
(
e
A;
b
J) existieren, so da
e
J 
b
J

ahnlich sind. 2
1.2.4 Bemerkung : Seien J 
e
J zwei

ahnliche Involutionen auf der rationalen Algebra A, und
M =
f
M
2
wie in der Denition.
a) Falls sogarM = N
2
, N 2 S(A; J), oder allgemeiner M = J(N)N , N 2 A

, gilt, so sind die
Involutionen

aquivalent, J

=
e
J .
b) Die Abbildungen S(A; J)  ! S(A;
e
J), gegeben durch X 7 ! M X und X 7 ! X M
 1
,
mit entsprechenden Umkehrabbildungen
e
X 7 !M
 1

e
X und
e
X 7 !
e
X M , sind Q-Vektorraum-
Isomorphismen.
2
Diese werden wir sp

ater, f

ur A = A
Q
, mit der gew

ohnlichen Matrixspur, mittels einer bestimmten Einbettung
in A
R
, in Verbindung bringen.
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c) Die Abbildung X 7 !
f
MX
f
M
 1
ist ein Isomorphismus involutiver Algebren (A
R
; J)  !
(A
R
;
e
J), insbesondere ist S(A
R
; J)

=
S(A
R
;
e
J).
Beweis : a) Aus J(M) =M folgt auch
e
J(M) =MJ(M)M
 1
=MMM
 1
=M (und umgekehrt).
Jedes N 2 A

liefert einen inneren Automorphismus (X) = J(N)
 1
XJ(N). Es gilt
(
e
J(X)) = J(N)
 1
(MJ(X)M
 1
)J(N) = J(N)
 1
(J(N)N)J(X)(N
 1
J(N)
 1
)J(N) =
= J(J(N)
 1
XJ(N)) = J((X)):
b) Es folgt aus J(X) = X ,
e
J(MX) =M(J(X)J(M))M
 1
=MXMM
 1
=MX; sowie
e
J(XM
 1
) =M(J(M)
 1
J(X))M
 1
=MM
 1
XM
 1
= XM
 1
:
Umgekehrt folgt aus
e
J(
e
X) =
e
X, J(M
 1
e
X) = (M
 1
e
J(
e
X)M)J(M)
 1
= M
 1
e
X und J(
e
XM) =
M(M
 1
e
J(
e
X)M) =
e
XM .
c) Es ist
e
J(
f
MX
f
M
 1
) =MJ(
f
M
 1
)J(X)J(
f
M)M
 1
=
f
MJ(X)
f
M
 1
. 2
Wir stellen die
1.2.5 Forderung : Im folgenden sei stets A
Q
= (A
Q
; J) eine einfache Algebra

uber Q, die mit
einer positiven Involution J ausgestattet ist. 2
Auf der Teilmenge der invarianten Elemente einer involutiven Algebra A, S(A; J)  (A; J),
kann man dann die sogenannte Jordan-Multiplikation a Æ b :=
1
2
(a J(b)+ b J(a)) =
1
2
(a  b+ b a)
einf

uhren, die S(A) = (S(A); Æ)  (A; Æ) zur Jordan-Algebra macht.
3
Wir wollen die Bedingung
der Positivit

at von A
Q
zuerst auf der Seite der Tensorierung A
R
untersuchen. Hier hat man
folgenden Begri.
1.2.6 Denition : Eine Jordan-Algebra A = (A; Æ)

uber R heit formal-reell, falls  1 (oder

aquivalent 0) keine Quadratsumme ist, d.h. wenn keine M
i
2 A mit
P
M
2
i
=
P
M
i
ÆM
i
=  1
existieren. 2
1.2.7 Lemma : Wenn A
Q
= (A
Q
; J), und damit A
R
, positiv denit ist, dann ist S(A
R
) =
S(A
R
; J) = (S(A
R
; J); Æ), aufgefat als Jordan-Algebra, formal-reell. 2
Wir werden sehen, da die Umkehrung davon im allgemeinen falsch ist. Ferner benutzen wir
folgendes wichtige Hilfsmittel zum Studium von Involutionen.
1.2.8 Denition : Eine einfache K-Algebra A heit zentraleinfach (oder zentral), falls Z(A) = K
gilt. 2
1.2.9 Satz von Skolem-Noether : Automorphismen von endlichen, zentraleinfachen Algebren
A sind innere Automorphismen (, siehe z.B. [Lo]). 2
Dann sind nat

urlich auch Automorphismen endlicher, einfacher Algebren, die das Zentrum Z =
Z(A) (elementweise) festlassen, innere Automorphismen, wobei man A als Z-Algebra auat. Wir
bemerken, da eine Involution J auf einer K-Algebra A, z.B. dem Schiefk

orper K, K 2 fR;C;Hg,
als R-Algebra aufgefat, auch eine auf dem Zentrum von A induziert.
1.2.10 Lemma : Die einzigen positiven Involutionen auf R, C und H sind die gew

ohnlichen,
n

amlich
id : R  ! R; : C  ! C ( (x
1
+ x
2
i) = x
1
  x
2
i ) und
: H  ! H ( (x
1
+ x
2
i+ x
3
j + x
4
k) = x
1
  x
2
i  x
3
j   x
4
k ):
3
Die Isomorphie zweier involutiver Algebren (A; J) und (
e
A;
e
J) erzwingt die Isomorphie der zugeh

origen Jordan-
Algebren, w

ahrend die schwache

Ahnlichkeit, im Falle A =
e
A, die Existenz einer sogenannten Mutation (S(A; J); Æ
x
)
der einen Jordan-Algebra bedeutet, so da letztere zu (S(A;
e
J); Æ) isomorph ist.
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Beweis : Im komplexen Fall ist die Involution durch die Wirkung auf i festgelegt. Aus der Ver-
tr

aglichkeit mit den Rechenoperationen folgert man sofort, da J(i) = i gelten mu. Von die-
sen zwei Involutionen ist aber nur die Standardinvolution J = positiv. Im quatern

aren Fall
ist J(x) = axa
 1
, mit einem invertierbaren a 2 H, und wegen J
2
= id
H
mu a = ra, mit
r 2 Z(H) = R, gelten. Es gen

ugt r = 1 zu betrachten. Der erste Fall liefert a = a
1
2 R, also die
Standardinvolution, im zweiten gen

ugt es jaj = 1 zu betrachten, und es ist dann
x = J(x) = axa
 1
= a  (x  a)

aquivalent zu ax = a
 1
x = (ax):
Auerdem mu a = a
2
i + a
3
j + a
4
k gelten, also ax =  ax, und es existiert ein 0 6= x = x
2
i +
x
3
j + x
4
k, mit (ax)
1
=  (a
2
x
2
+ a
3
x
3
+ a
4
x
4
) = 0. Dann ist aber, f

ur dieses x, (ax) =  ax, also
J(x) = x, und die Involution J ist nicht positiv. 2
1.1.3 Formal-reelle Involutionen auf vollen MatrixalgebrenM
n
(K)

uber
R; C und H, die Standardmatrixinvolution
Nun untersuchen wir die Matrixalgebren M
n
(K), K 2 fR;C;Hg, und zeigen, da jede positi-
ve Involution J auf diesen

aquivalent zur Standardmatrixinvolution J
Stan
(M) := M
0
ist, wobei
die Standardinvolution auf dem Schiefk

orper (die auf M elementweise wirkt) und
0
die Ma-
trixtransposition sind. Die Zusammensetzung der Involution mit dieser Standardmatrixinvolution
l

at das Zentrum elementweise fest, ist also, nach Skolem-Noether, ein innerer Automorphismus,
J(X) =MX
0
M
 1
. Die Bedingung
X = J
2
(X) = (MM
0
 1
)X(M
0
M
 1
)
ergibt M = M
0
, mit einem zentralen  vom Betrag 1, denn es mu auch M
0
= (M
0
)
0
= M =
M
0
gelten, also  = 1 im reellen und quatern

aren Fall. Anderseits liefert
f
M = xM , f

ur ein x
aus dem Zentrum, denselben inneren Automorphismus. Im komplexen Fall w

ahlt man x = 
1=2
,
und erh

alt
f
M =
f
M
0
. Es kann also stets M = M
0
angenommen werden. Umgekehrt liefert jedes
M = M
0
eine Involution J = J
M
, J
M
(X) =MX
0
M
 1
.
Die

Aquivalenz zweier Involutionen, J
M
1
und J
M
2
, bedeutet die Existenz einer (invertierbaren)
Matrix N mit M
2
= NM
1
N
0
=M
1
[N
0
], denn es mu
( Æ J
M
1
)(X) = NM
1
X
0
M
 1
1
N
 1
=M
2
N
0
 1
X
0
N
0
M
 1
2
= (J
M
2
Æ )(X);
f

ur alle X und einen inneren Automorphismus (X) = NXN
 1
, gelten, und das Element x aus
dem Zentrum inM
2
= xM
1
[N
0
] kann wieder ignoriert werden. Solche Transformationen kann man
also immer benutzen, um M zu vereinfachen. Damit erh

alt man
1.3.1 Bemerkung : Sei J eine Involution auf A =M
n
(R), so da S(A; J) formal-reell ist. Dann
ist J zu einer Involution J
M

aquivalent, J

=
J
M
, mit einem M , das entweder die Einheitsmatrix
ist, oder die Form M =
0
B
B
B
B
@
M
1
0    0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0
0    0 M
k
1
C
C
C
C
A
hat, wobei jedes der M
i
=

0
 1
1
0

ist, und
n = 2k.
Beweis : J selbst kommt von einer Matrix
f
M , J = J
f
M
. Da
f
M = 
f
M
0
gilt, besagt ein Satz aus
der linearen Algebra

uber die Normalform symmetrischer und alternierender Bilinearformen, da
man immer eine Matrix N ndet, so da M =
f
M [N ] die gew

unschte Form hat. Die zugeh

orige
Involution
e
J = J
M
ist zu J

aquivalent. 2
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Genauso erh

alt man im komplexen und quatern

aren Fall
1.3.2 Bemerkung : Sei J eine Involution auf A =M
n
(K), K 2 fC;Hg, so da S(A; J) formal-
reell ist. Dann ist J zu der Standardinvolution
0
= J
E

aquivalent.
Beweis : Im komplexen Fall kann man sowieso von M = M
0
ausgehen. Im quatern

aren liefert
M =  M
0
kein formal-reelles S(A; J), da die

aquivalente Involution
e
J aus der letzten Bemerkung
die Matrix X =
0
B
B
B
B
@
X
1
0    0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0
0    0 X
k
1
C
C
C
C
A
, n = 2k und X
i
=

i
0
0
 i

, invariant l

at, und X
2
=  E
ist. 2
Weiterhin zeigt man, da, falls im reellen Fall mehr als ein nicht-triviales K

astchen auftritt,
die Matrix
e
X =
0
B
B
@
0 0 1 0
0 0 0  1
 1 0 0 0
0 1 0 0
1
C
C
A
die Eigenschaft J(X) = X f

ur X =

E
(n 4)
0
0
e
X

erzwingt:
Da jedoch
e
X
2
=  E
(4)
gilt, ist S
n
(K) = S
n
(R) nicht formal-reell.
Schlielich rechnet man nach, da die Involution, deren Matrix nur ein (
0
 1
1
0
)-K

astchen enth

alt,
tats

achlich formal-reell und nicht

aquivalent zur Transposition ist (reeller Fall mit n = 2). Man
erh

alt also die folgende Klassikation der einfachen Komponenten der uns interessierenden tenso-
rierten involutiven Algebren A
R
, mit formal-reellem S(A
R
; J).
1.3.3 Satz : Sei A = A
R
= M
n
(K), K 2 fR;C;Hg, eine volle Matrixalgebra mit Involution J ,
so da S(A; J) formal-reell ist. Dann ist (A; J) isomorph zu einer der Algebren
M
n
(R); M
n
(C) oder M
n
(H); jeweils mit der Standardinvolution,
oder zu (M
2
(R); J), mit der Involution J = J
M
, die durch die Matrix M =

0
 1
1
0

gegeben wird.
2
Die Ausnahmeinvolution J = J

0
 1
1
0

wird in der Arbeit keine Rolle spielen. Man kann sie mit
Paaren von komplexen Einbettungen von Zahlk

orpern in Verbindung bringen. Sie ist nur deswegen
interessant, weil sie nicht positiv denit ist, obwohl S(A; J) formal-reell ist. Dazu folgende
1.3.4 Bemerkung : a) Es gilt S(M
2
(R); J) = f
 
a
0
0
a

; a 2 Rg = R  E
(2)

=
R, J = J

0
 1
1
0

.
Beweis : Es ist J(M) =

0
 1
1
0

a
c
b
d

0
 
0
1
 1
0

=

b
 a
d
 c

 
0
1
 1
0

=

d
 c
 b
a

, also folgt aus
J(M) =M , b = c = 0 und a = d. 2
1.1.4 Formal-reelle Involutionen auf halb-einfachen Algebren

uber R
Die bei uns auftretende, mit R tensorierte, Algebra zerf

allt in ein Produkt von einfachen Kompo-
nenten. Wir untersuchen erst
A
R
=
 
Y
i
M
n
i
(R)

i
!

0
@
Y
j
M
n
0
j
(C)

j
1
A

 
Y
k
M
n
00
k
(H)

k
!
:
(In Wirklichkeit tritt bei uns immer nur einer der drei geklammerten Faktoren auf.) Es mu noch
gesehen werden, wie die Involution diese Bestandteile (m

oglicherweise)
"
durcheinanderwirft\. Da
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das Zentrum unter der Involution invariant ist, k

onnen reelle, komplexe und quatern

are Bestand-
teile nur jeweils untereinander abgebildet werden. Idempotente Elemente werden auf solche abge-
bildet, da J(X
2
) = J(X)
2
.
Betrachte also die halb-einfache Algebra (A; J) =
Q
M
n
i
(K), K 2 fR;C;Hg. J induziert
eine Involution (ebenfalls mit J bezeichnet) auf dem Zentrum Z(A)

=
Z(K)
m
. Dessen einzige
minimale Idempotente sind die Basisvektoren v
i
= (0; : : : ; E
(n
i
)
; : : : ; 0). Aus 0 6= J(v
i
) =
P
c
ij
v
j
,
c
ij
2 f0; 1g, und J(1) = 1 =
P
v
i
, folgt, da zu jedem i ein j existiert mit J(v
i
) = v
j
. Falls also die
urspr

ungliche Involution nicht auf die einfachen Komponenten von A zerf

allt, ist sie nicht positiv,
da (0; : : : ; E
(n
i
)
; : : : ; 0)J((0; : : : ; E
(n
i
)
; : : : ; 0)) = (0; : : : ; E
(n
i
)
; : : : ; 0)(0; : : : ; E
(n
j
)
; : : : ; 0) = 0
(f

ur i 6= j) keine positive Spur hat.
Auerdem folgt allgemeiner aus J((0; : : : ; E
(n
i
)
; : : : ; 0)) = (0; : : : ; E
(n
j
)
; : : : ; 0)

uber ein Ran-
gargument auch leicht n
i
= n
j
.
Um die m

oglichen Randf

alle, also nicht-positive Involutionen mit formal-reellem S(A; J) zu
beschreiben, hat man also nur noch ein Matrixalgebren-Paar M
n
(K) M
n
(K), K 2 fR;C;Hg,
zu betrachten, und eine Involution mit J((E; 0)) = (0; E) und J((0; E)) = (E; 0). Dann hat aber
e
J((X
1
; X
2
)) = (X
0
2
; X
0
1
) dieselbe Wirkung wie J auf Z(A), also gilt J((X
1
; X
2
)) = ((X
0
2
; X
0
1
)),
wobei  ein innerer Automorphismus ist. Die Reduktion des letzen Abschnittes liefert daher
1.4.1 Bemerkung : Die Involution J auf A
R
ist zu einer

aquivalent, die, f

ur den komplexen und
quatern

aren Bestandteil, in die Standardinvolution auf den einfachen Komponenten zerf

allt, denn
sonst w

are f

ur ein Paar M
n
(K)
2
, K 2 fC;Hg,
J

(iE
(n)
; iE
(n)
)

= (iE
(n)
; iE
(n)
)
invariant und S(A
R
) nicht formal-reell. 2
F

ur reelle Paare mu man noch sehen, wann J((X
1
; X
2
)) = (X
0
2
; X
0
1
) = (X
0
2
; X
0
1
) einen formal-
reellen invarianten Anteil liefert. Man kann jedoch, falls n  2, f

ur eine solche Vertauschungsinvo-
lution,
X
1
=

0
 1
1
0
0
0
0

und X
2
=  X
1
betrachten, und J ((X
1
; X
2
)) = (X
1
; X
2
)
ausrechnen. Da (X
1
; X
2
)
2
=  

E
(2)
0
0
0

;

E
(2)
0
0
0

gilt, kann wiederum S(A
R
) nicht formal-reell
sein. Es kann also nur bei n = 1 solch eine Vertauschung vorkommen, dann ist S(R  R; J) =
f(a; a) ; a 2 Rg = R  (1; 1)

=
R. Insgesamt erh

alt man
1.4.2 Satz : a) Sei (A; J) eine halb-einfache Algebra

uber den reellen Zahlen mit Involution J , so
da S(A; J) formal-reell ist. Dann ist A ein kartesisches Produkt aus folgenden drei Grundtypen
involutiver Algebren:
i)
"
Regul

aren\ Matrixalgebren M
n
(K), K 2 fR;C;Hg, mit der Standardinvolution,
ii) Paaren RR mit der
"
Vertauschungsinvolution\ J
1
((a; b)) = (b; a) und
iii) Matrixalgebren M
2
(R) mit der
"
Ausnahmeinvolution\ J
2

a
c
b
d

=

d
 c
 b
a

.
b) Die (uninteressanten) exzeptionellen Komponenten ii) und iii) liefern als invarianten Teil
jeweils eine
"
aufgebl

ahte\ reelle Gerade R  (1; 1)  RR bzw. R  E
(2)
M
2
(R). 2
Nun sind die, den exzeptionellen Involutionen zugeordneten, Jordan-Algebren zwar formal-
reell, die halb-einfachen Algebren (R
2
; J
1
) und (M
2
(R); J
2
) selbst aber nicht positiv denit, wie
die Elemente (a; b) = (1; 1) bzw.

a
c
b
d

=
 
0
1
1
0

zeigen. Wir haben also folgendes erreicht
1.4.3 Satz : Sei A
R
eine halb-einfache, involutive, positiv denite Algebra

uber den reellen Zahlen.
Dann kann der Wedderburn-Isomorphismus involutiver Algebren
A
R

=
 
Y
i
M
n
i
(R)

i
!

0
@
Y
j
M
n
0
j
(C)

j
1
A

 
Y
k
M
n
00
k
(H)

k
!
so gew

ahlt werden, da sich auf der Seite der Matrixalgebren die Standardinvolution (auf den
einfachen Komponenten) ergibt. 2
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1.1.5 Positiv denite, involutive, endlich-dimensionale, einfache Alge-
bren

uber den rationalen Zahlen
Nun sei A = A
Q
eine endlich-dimensionale, einfache Algebra

uber Q, die mit einer positiven
Involution J ausgestattet ist. Unser Ziel ist es, den Repr

asentanten

Ahnlichkeitsklasse der Algebra,
so zu w

ahlen, da sich eine Matrixalgebra mit der Matrixausdehnung einer positiven Involution
auf einem Schiefk

orper ergibt. Die entscheidenten S

atze stammen von Mumford ([Mu]).
1.5.1 Bemerkung : Selbstverst

andlich ist jede, zu einer positiven Involution J

aquivalente, In-
volution
e
J , J

=
e
J , auf einer Algebra A ebenfalls positiv. 2
Wir studieren also positive Involutionen auf vollen MatrixalgebrenA = A
Q
=M
n
(D) = (A; J),

uber einem rationalen Schiefk

orper D und mit positiver Involution J , mit dem Ziel
1.5.2 Satz : Sei (A; J) eine einfache Algebra

uber Q mit positiver Involution. Dann existiert ein
Wedderburn-Isomorphismus A  ! M
n
(D), und eine positive Involution
e
J auf D, so da die
durch J induzierte, und genauso bezeichnete, (positive) Involution auf M
n
(D), zu der positiven
Matrixausdehnung von
e
J ,
e
J(M) = (
e
J(m
ji
))
(i;j)
,

ahnlich ist, J 
e
J . K

urzer ausgedr

uckt ist also
A

ahnlich zu einer Matrixalgebra mit positiver Matrixinvolution, (A; J)  (M
n
(D);
e
J). 2
Der Beweis erfolgt in mehreren Schritten.
1.5.3 Bemerkung : J induziert eine positive Involution
e
J auf dem Zentrum K von D.
Beweis : Man identiziert D mit D  E
(n)
mittels der Diagonaleinbettung, und damit auch die
Zentren,K = Z(A). J bildet das Zentrum Z(A) auf sich ab, also J(kE
(n)
) =
e
kE
(n)
, und
e
J(k) :=
e
k
liefert eine Involution auf K. 2
Den Zahlk

orper K fassen wir gelegentlich als in C gelegen auf, K  C. Nun ist die Menge
K
0
:= fx 2 K ;
e
J(x) = xg ein Unterk

orper vonK, und es k

onnen nur zwei F

alle auftreten, n

amlich
entweder K = K
0
, oder [K : K
0
] = 2. Solche Involutionen nennt man entsprechend erster, bzw.
zweiter Art. Die Einschr

ankung der (positiven) Involution auf K
0
ist also die Identit

at, daher mu
K
0
total reell sein. F

ur Involutionen zweiter Art ist also automatisch K = K
0
[
p
a], mit einem
total negativen Element a < 0 von K
0
. Albert bewies
1.5.4 Satz : Es gibt eine Involution
e
J auf D, die dieselbe Wirkung wie J auf das Zentrum
K = Z(D)

=
Z(M
n
(D)) hat. 2
Nun dehnt man die Involution
e
J auf D gem

a
e
J(M) = (
e
J(m
ji
))
(i;j)
auf A aus. Dann
1.5.5 Bemerkung : Es gilt
J(X) =M
e
J(X)M
 1
; mit M = J(M) = 
e
J(M); M 2 A =M
n
(D):
(M ist nat

urlich nur bis auf k 2 K bestimmt.)
Beweis : Nach Skolem-Noether unterscheiden sich J und
e
J nur um einen inneren Automorphis-
mus, also existiert M 2 A

, mit J(X) =M
e
J(X)M
 1
. Es mu aber J
2
= id gelten, also
M(
e
J(M
e
J(X)M
 1
))M
 1
=M
e
J(M)
 1
X
e
J(M)M
 1
= X;
f

ur alle X 2 A. Damit mu aber
e
J(M)M
 1
= kE
(n)
, mit k 2 K = Z(A), gelten. Auerdem folgt
aus
e
J(M) = kM auch
M =
e
J
2
(M) =
e
J(kM) =
e
J(k)kM; also
e
J(k)k = 1:
Im Falle einer Involution erster Art ist K = K
0
total reell, und
e
J j
K
= idj
K
, also k = 1. Falls die
Involution zweiter Art ist, so mu K = K
0
(i
p
a), mit einem (total) positiven 0 < a 2 K
0
, gelten,
und die positive Involution
e
J mu i
p
a 7!  i
p
a abbilden. Dann ist aber,
f

ur x 2 K und
f
M = xM;
e
J(
f
M) =
e
J(x)kM =
e
J(x)k
x
f
M =
e
J(x)
2
k
jxj
2
f
M;
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und dieser Bruch liegt, bei geeigneter Wahl von x, in K \R = K
0
. Es hat n

amlich k = cos(') +
i sin(') das Minimalpolynom (X k)(X k), es m

ussen also sogar cos(') und i sin(') in K liegen.
Es gilt nun x :=
q
1+cos(')
2
(cos(
'
2
) i sin(
'
2
)) =
=
r
1 + cos(')
2
 
r
1 + cos(')
2
 i
r
1  cos(')
2
!
=
1 + cos(')
2
 i
sin(')
2
2 K;
daher liefert eins dieser x das gew

unschte. Anders ausgedr

uckt ist also jedes Element von K
das Produkt eines Quadrates und eines Elementes aus K
0
, und man erh

alt auch in diesem Fall
e
J(M) = M . (Hier kann man sogar aus
e
J(M) =  M , mit
f
M = i
p
aM , immer
e
J(
f
M) =
f
M
erreichen.) Dann ist auch J(M) =M
e
J(M)M
 1
=M(M)M
 1
= M . 2
Die

Aquivalenz zweier Involutionen J
1
und J
2
ist wiederum gleichbedeutend mit der Existenz
einer invertierbaren Matrix N 2 M
n
(D), die die, den Involutionen zugeh

origen, Matrizen M
1
und M
2
verbindet, M
1
= k
e
J(N)M
2
N , k 2 K, letzteres kann man wieder in M
1
aufnehmen, also
M
1
=M
2
[N ] := J(N)M
2
N . Damit reduziert man auf
1.5.6 Lemma : M ist o.B.d.A. diagonal, M =
0
B
@
m
1
   0
.
.
.
.
.
.
.
.
.
0    m
n
1
C
A
, wobei m
i
2 D und entweder
m
i
=
e
J(m
i
), f

ur alle i, oder m
i
=  
e
J(m
i
), f

ur alle i, gilt.
Beweis : a) Die Reduktion durch Basiswechsel ergibt hier f

ur M zuerst die Blockform M =
0
B
@
M
1
   0
.
.
.
.
.
.
.
.
.
0    M
k
1
C
A
, wobei jedes M
i
entweder ein Element m
i
2 D, mit m
i
= 
e
J(m
i
), oder ein
K

astchen M
i
=

0
c
i
b
i
0

, mit c
i
= 
e
J(b
i
), ist. Nun ist jedoch

0

e
J(b
i
)
b
i
0

1
0
0
x

=

1
0
0
e
J(x)

0

e
J(b
i
)
b
i
x
0

=

0

e
J(b
i
x)
b
i
x
0

;
man erreicht also sogar b
i
= 1, c
i
= 1.
b) K

astchen der Form M
i
=
 
0
1
1
0

k

onnen jedoch nicht vorkommen, denn sonst h

atte man in
einer Unteralgebra
e
A = M
2
(D) das invariante Element J

0
 1
1
0

=

0
 1
1
0

, und

0
 1
1
0

2
=
 E
(2)
.
c) Wie im tensorierten Fall, darf auch h

ochstens ein nicht-triviales K

astchen auftreten. Die
Ausnahmeinvolution J(X) = J

a
c
b
d

=

d
 c
 b
a

liefert zwar ein formal-reelles S(A
R
; J), aber
 
0
1
1
0

J
  
0
1
1
0

=  E
(2)
hat keine positive Spur, also kann man auch diesen Fall ausschlieen. 2
Nun fahren wir nach der Methode von [Fr4], und den dort benutzten S

atzen von Mumford,
fort. Falls
e
J j
D
= idj
D
die Identit

at ist, so mu D kommutativ sein, also D = Z(D) = K. Es gilt
also
1.5.7 Bemerkung : Falls
e
J die Identit

at auf D = K ist, so kann man erreichen, da m
i
> 0, f

ur
alle i gilt, also die Aussage des Satzes.
Beweis : Es mu K = K
0
total reell sein, sonst w

are idj
K
keine positive Involution, und es ist
M = 
e
J(M) 6= 0. Es k

onnen jedoch nicht verschiedene Vorzeichen in M =
0
B
@
m
1
   0
.
.
.
.
.
.
.
.
.
0    m
n
1
C
A
,
m
i
< 0 < m
j
, auftreten, sonst w

are
XJ(X) =

0
x
j
x
i
0

m
i
0
0
m
j

0
x
i
x
j
0

m
 1
i
0
0
m
 1
j

=

0
x
j
m
i
x
i
m
j
0

0
x
i
m
 1
i
x
j
m
 1
j
0

=

m
j
m
i
x
2
i
0
0
m
i
m
j
x
2
j

;
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und dies w

urde, geeignet ausgedehnt, eine negative Spur liefern. Ein globales Vorzeichen kann
immer in M aufgenommen werden, also die Behauptung. 2
Es bleibt der Fall einer Diagonalmatrix M = 
e
J(M), mit
e
J j
D
6= idj
D
, zu untersuchen. Die
Einschr

ankung der Involution
e
J j
K
0
ist die Identit

at. Nun ist, im Falle einer Involution erster Art,D
entweder selbst der K

orper K = K
0
(, also doch
e
J j
D
= idj
D
,) oder ein Quaternionenschiefk

orper,
D =

a;b
K

= K  1
D
+K  i
a
+K  j
b
+K  k
ab
. Es gen

ugt, nach eventueller Umbenennung der
Basiselemente, die F

alle a; b < 0 und a; b > 0 zu betrachten, also
1.5.8 Lemma (Beweis von 1.5.2 im Falle von Involutionen erster Art) : F

ur Involutio-
nen erster Art kann man den Wedderburn-Isomorphismus immer so w

ahlen, da in M
n
(D) die
Involution zu der Matrixausdehnug einer positiven Involution auf D

ahnlich ist.
Beweis : a) Es ist D

K
R

=
H oderM
2
(R),

uber dem Zentrum K = K
0
, das als Teil der reellen
Zahlen aufgefat wird, K  R. Im ersten Fall, also a; b < 0, w

ahlt man als (positive) Involution
auf D die Standardinvolution
e
J(x) =
e
J(x
1
+ x
2
i
a
+ x
3
j
b
+ x
4
k
ab
) = x
1
  x
2
i
a
  x
3
j
b
  x
4
k
ab
= x
1
  x
2
i  x
3
j   x
4
k:
Aus m
i
=
e
J(m
i
) folgt dann m
i
2 K = K
0
, und man kann wieder auf eine reelle DiagonalmatrixM
mit positiven Eintr

agen reduzieren. Es gen

ugt aber M =
e
J(M) zu betrachten, da man sonst, wie
in H selbst, keine positive Involution J auf M
n
(D) erh

alt. Es ist n

amlich J(x) = m
e
J(x)m
 1
= x,
mit m =  
e
J(m) 2 D, also m = m
2
i+m
3
j +m
4
k,

aquivalent zu m
 1
x =
e
J(x)m
 1
, also, wegen
m
 1
=
e
J(m)
jmj
2
, zu  mx =
e
J(x)
e
J(m) =
e
J(mx). Es existiert aber 0 6= x = x
2
i + x
3
j + x
4
k, mit
(mx)
1
= 0, und es ist x
2
= ax
2
2
+ bx
2
3
  abx
2
4
< 0, also die Involution nicht positiv.
b) Im zweiten Fall, also a; b > 0, w

ahlt man auf D als Involution
e
J(x) =
e
J(x
1
+ x
2
i
a
+ x
3
j
b
+ x
4
k
ab
) = x
1
+ x
2
i+ x
3
j   x
4
k:
Man rechnet nach, da aus
e
J(m) =  m, also m = m
4
k, folgt, da J(x) = m
e
J(x)m
 1
keine
positive Involution auf D deniert. Danach erh

alt man, da in m = m
1
+ m
2
i + m
3
j, m
1
6= 0
gelten mu, und da man genau f

ur m
2
1
  am
2
2
  bm
2
3
> 0 tats

achlich eine positive Involution
erh

alt. (
"
>\ bedeutet hier total positiv als Element von K.) In der R-Tensorierung besitzt dieses
Element also eine Wurzel.
c) Auerdem rechnet man nach, da im ersten Falle a und b sogar total negativ, im zweiten
total positiv sein m

ussen, da also in D
R
= D 

Q
R

=
M
2
(R
k
)  H
l
, k + l = m = [K : Q],
entweder k = 0 oder l = 0 gilt, der Schiefk

orper also rein ist (, falls die Involution positiv ist). 2
Aus dem Beweis folgt auch
1.5.9 Zusatz : Bez

uglich der Einbettung  : D  !M
2
(L) M
2
(R), falls D

K
R

=
M
2
(R), bzw.
M
2
(C), falls D

K
R

=
H, L = K(
p
a;
p
b) ein algebraischer Erweiterungsk

orper von K, gegeben
durch
1 7 !
 
1
0
0
1

; i
a
7 !

p
a
0
0
 
p
a

; j
b
7 !

0
p
b
p
b
0

und k
ab
7 !

0
 
p
a
p
b
p
a
p
b
0

;
gehen diese Involutionen in die entsprechende Standardmatrixinvolution

uber. Dar

uber erh

alt man,
durch Zusammensetzung mit der auf L erweiterten Einbettung von K nach R
m

=
K
R
(, K ist ja
total reell), eine Einbettung D  ! (D)  ! M
2
(R
m
)

=
D
R
, bzw. M
2
(C
m
), falls D
R

=
H
m
, die
dies ebenfalls erf

ullt. Das Bild von D ist auf der Matrixseite unter der Involution invariant, und
das Bild von M ist ein m-Tupel von Quadraten invertierbarer hermitescher Matrizen. 2
Schlielich noch
1.5.10 Lemma (Beweis von 1.5.2 im Falle von Involutionen zweiter Art) : F

ur Involutio-
nen zweiter Art ist J

aquivalent zu einer weiteren Involution aufM
n
(D), die zur Matrixausdehnung
einer positiven Involution
e
J auf D

ahnlich ist.
Beweis : Es mu, f

ur Involutionen
e
J zweiter Art, ein Element k 2 K aus dem Zentrum existieren,
mit
e
J(k) =  k, also gen

ugt es
e
J(M) =M zu betrachten. Falls sichK reell einbetten l

at, so erh

alt
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man auf K 

K
0
R = R R die Vertauschungsinvolution, diese ist nicht positiv. Es mu also K
eine rein imagin

are Erweiterung des total reellen Zahlk

orpers K
0
sein. Dann besagt jedoch ein
Satz von Albert, da eine Involution zweiter Art auf D existiert (, mit derselben Wirkung auf dem
Zentrum K wie J), und eine Verfeinerung von Mumford, da man diese sogar positiv w

ahlen kann.
Wir k

onnen also davon ausgehen, da
e
J die Matrixausdehnung einer solchen ist. Man kann, nach
Mumford, sogar einen Isomorphismus von D 

Q
R

=
M
s
(C
m=2
), m = [K : Q], w

ahlen, so da
sich auf der Matrixseite die Standardinvolution ergibt, und das Bild von D darunter invariant ist.
Dieser liefert dann wieder eine Einbettung in die, zur Tensorierung isomorphen, Matrixalgebra,
D  ! M
s
(C
m=2
)

=
D
R
, mit dieser Eigenschaft, D mu wiederum rein sein. Zus

atzlich mu M ,
da J positiv ist, ein Quadrat in S(ns;C
m=2
)

=
S(n;D
R
) sein. 2
Man erh

alt also den erstrebten Satz. Die ganze Untersuchung liefert noch folgenden
1.5.11 Zusatz : a) Sei (A
Q
; J) eine einfache, positiv denite Algebra

uber Q, A = A
Q
=M
n
(D),
Z(D) = K. Dann ist das Zentrum K entweder total reell, oder eine rein imagin

are Erweiterung
eines total reellen Zahlk

orpers. Die Tensorierung A
R
= A
R ist isomorph zu einer Matrixalgebra
der Form
M
n
0
(K
m
0
); K 2 fR;C;Hg;
genauer tritt einer der F

alle A
R

=
M
n
(R
m
) (, also D = Z(D) = K total reell), M
2n
(R
m
),
M
n
(H
m
) oder M
ns
(C
m=2
) auf, mit dem sogenannten Schurindex s = s(D) und dem K

orpergrad
m = m(K) = [K : Q]. Ein positiv deniter rationaler Schiefk

orper D ist also stets rein. 2
Sei nun D ein Schiefk

orper mit positiver Involution J . Diese dehnen wir R-linear zu einer
Involution J auf D
R
aus, diese ist positiv. Wir wissen also, da ein Wedderburn-Isomorphismus
von D
R
= D 

Q
R in eine halb-einfache Algebra

uber R existiert, die die Standardinvolution
tr

agt (, und so da diese

aquivalent sind). Wir treen also folgende
1.5.12 Wahl des Wedderburn-Isomorphismus und des Repr

asentanten der

Ahnlich-
keitsklasse : Sei A = A
Q
eine einfache, involutive, positiv denite Algebra

uber den rationalen
Zahlen. Wir werden stets annehmen, da A eine volle Matrixalgebra A = A
Q
= M
n
(D) ist, und
da die Involution die Matrixausdehnung einer positiven Involution auf dem Schiefk

orper D ist,
und den Isomorphismus D
R

=
M
n
0
(K
m
0
), K 2 fR;C;Hg, so w

ahlen, da sich die Standardinvo-
lution ergibt. Diese dehnen wir dann auf A
R
= M
n
(D
R
) aus. Der Einfachheit halber werden wir
sogar gelegentlich A
R
=M
nn
0
(K
m
0
) daf

ur schreiben. 2
Als Folgerung aus dem jetzt bewiesenen Satz 1:5:2 erhalten wir auch
1.5.13 Satz : Je zwei positive Involutionen J und
e
J auf einer einfachen, endlich-dimensionalen,
rationalen Algebra A sind

ahnlich, J 
e
J . 2
Die Frage welche Schiefk

orper D eine positive Involution zulassen, l

at sich folgendermas-
sen beantworten: D mu rein sein; insbesondere mu sein Zentrum K entweder ein total reeller
Zahlk

orper sein, oder eine rein-imagin

are Erweiterung eines solchen. Im ersten Fall ist D Qua-
ternionenschiefk

orper, auf dem wir eine positive Involution angegeben haben. Im zweiten, geben
die benutzten S

atze von Mumford genaue Auskunft

uber die Struktur von D: D l

at genau dann
eine positive Involution zu, wenn seine sogenannten lokalen Hasse-Invarianten I
P
2 Q=Z, an jeder
Primstelle
I
P
+ I
P
= 0; und sogar I
P
= 0; falls P = P ;
erf

ullen.
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1.2 Total positiv denite symmetrische Matrizen in involu-
tiven Algebren, die verallgemeinerte obere Halbebene
und die Wurzelfunktion f

ur Matrizen
Nun werden die notwendigen Begrie der Positiv-Denitheit, sowie der oberen Halbebene, de-
niert, und die (eindeutige) Wurzelfunktion auf dieser Halbebene eingef

uhrt.
1.2.1 (Total) positiv denite Matrizen der tensorierten Algebra A
R
Als erstes f

uhren wir den Begri der (totalen) Positivit

at f

ur Elemente halb-einfacher reeller in-
volutiver Algebren ein.
2.1.1 Denition : Sei A = (A
R
; J) eine positiv denite Algebra

uberR. Ein Element S 2 A = A
R
der Algebra heit total positiv semi-denit, oder semi-positiv, falls es das Quadrat eines unter der
Involution invarianten Elementes ist, S = M
2
, M = J(M) 2 S(A; J), und total positiv denit,
oder einfach positiv, falls dieses M 2 A

eine Einheit ist. Man schreibt f

ur total semi-positive
Elemente S  0 und f

ur total positive S  0 (, und solche Elemente sind nach Denition invariant
unter der Involution). 2

Uber Matrixalgebren gibt es auch folgenden Begri.
2.1.2 Denition : Eine hermitesche (bzw. symmetrische) Matrix S = S
(r)
= S
0
2 M
r
(K); K 2
fR;C;Hg, heit positiv semi-denit, in Zeichen S  0, falls S[x] = x
0
Sx  0 f

ur alle x 2 K
r
gilt,
und positiv (denit), S > 0, falls zus

atzlich aus S[x] = 0 noch x = 0 folgt. 2
Wir wollen den abstrakten Begri der totalen Positivit

at, f

ur die uns interessierenden Algebren,
mit dem gew

ohnlichen Begri der Positivit

at von Matrizen in Verbindung bringen. Genauer wollen
wir folgendes sehen.
2.1.3 Satz : Sei A = (A
R
; J) die halb-einfache, involutive, positiv denite, reelle Algebra
A
R
=
Y
A
R;i
=

Y
M
n
i
(R)

i



Y
M
n
0
j
(C)

j



Y
M
n
00
k
(H)

k

;
ausgestattet mit der Standardinvolution J =
0
. Ein Element S 2 A
R
ist genau dann total positiv
semi-denit im Sinne von 2.1.1, S  0, wenn jede seiner Komponenten (als Matrix) positiv semi-
denit ist, und genau dann total positiv denit, S  0, wenn jede seiner Komponenten positiv
denit ist. (Da wir auf A = A
R
nur mit der Standardinvolution arbeiten, werden wir meistens
nicht zwischen den Schreibweisen
"
>\ und
"
\ unterscheiden.) 2
Dazu zitieren wir die ben

otigten Tatsachen

uber positiv denite reelle, komplexe und qua-
tern

are Matrizen. Es gilt im reellen, wie im komplexen bzw. quatern

aren, Fall folgende
2.1.4 Bemerkung : Hermitesche Matrizen S = S
(r)
= S
0
sind durch unit

are Transformationen
diagonalisierbar, es existiert also ein unit

ares U , mit
S[U ] = U
0
SU = D =
0
B
@
d
1
   0
.
.
.
.
.
.
.
.
.
0    d
r
1
C
A
;
wie man

uber die Zerlegung von K
r
, K 2 fR;C;Hg, in paarweise orthogonale Eigenr

aume
bez

uglich S zeigt. Dabei nennt man eine Matrix U unit

ar, falls UU
0
= E
(r)
gilt.
Dies ist in den F

allen K 2 fR;Cg wohlbekannt, K = H ndet man z.B. in [Kr]. (Man benutzt
die weiter unten folgende Einbettung H  ! M
2
(C), um letzteren Fall auf den komplexen zu
reduzieren, und um zu zeigen, da man S = S
0
2 M
r
(H) tats

achlich

uber M
r
(H), und nicht nur

uber M
2r
(C) diagonalisieren kann.) 2
Die Hermitizit

at von S liefert, angewandt auf <v; Sv>, auch d = d, f

ur alle Eigenwerte, diese
sind also s

amtlich reell. Falls S reell ist, ist U sogar (reell) orthogonal. Daraus folgt
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2.1.5 Bemerkung : Positive Matrizen S = S
(r)
> 0 besitzen eine, eindeutig bestimmte, positive
und hermitesche Quadratwurzel S
1=2
= (S
1=2
)
0
> 0, S = (S
1=2
)
2
, S
1=2
2M
r
(K), K 2 fR;C;Hg.
Beweis : Es existiert U mit UU
0
= E, so da S[U ] = D diagonal ist und positive Eintr

age
hat. Man kann stets D
1=2
bilden, und dann S
1=2
:= UD
1=2
U
0
denieren. (Da mit S auch S[X ],
X = X
(r;k)
, k beliebig, hermitesch ist, wird st

andig benutzt.) 2
Man erh

alt also die Charakterisierung der positiven Matrizen als Quadrate von invertierbaren
hermiteschen Matrizen, und damit den erstrebten Satz. Wir benutzen die folgende Bezeichnung
2.1.6 Denition : Die Menge der positiven Elemente
P(A
R
) = P(A
R
; J) := fM 2 A
R
; M = N
2
2 A

; N 2 S(A
R
; J)g
von A wird der (positive) Kegel genannt. 2
Nebenbei hat man somit auf jeder einfachen, endlich-dimensionalen, positiv deniten, involu-
tiven, rationalen Algebra A = (A
Q
; J) den nat

urlichen, abstrakten Positivit

ats-Begri mit positiv
deniten Matrizen in Verbindung gebracht.
1.2.2 Auszeichnung eines Isomorphismus zwischen der TensorierungD
R
und einer Matrixalgebra
Nun konkretisieren wir den Wedderburn-Isomprphismus zwischen der Tensorierung einer einfachen
rationalen Algebra, die mit der in 1.5.12 gew

ahlten positiven Involution ausger

ustet ist, und einer
Matrixalgebra. Wir gehen also von einer Matrixalgebra A = A
Q
=M
n
(D) aus, mit
D 

Q
R

=
M
s
(R
m
); H
m
oder M
s
(C
m=2
); bzw. allgemein D
R

=
M
n
0
(K
m
0
); K 2 fR;C;Hg;
also mit reinem Schiefk

orperD, und s = 1 oder 2 im reellen Fall, und w

ahlen diesen Isomorphismus.
Der Schiefk

orper D hat einen algebraischen Zahlk

orper K vom K

orpergrad m = [K : Q] als
Zentrum, Z(D) = K. Dieser besitzt m verschiedene Einbettungen

i
: K  ! C; i = 1; : : : ;m;
in den K

orper der komplexen Zahlen. Wir haben gesehen, da die Bedingung an die Involution,
positiv zu sein, erzwingt, da entweder K total reell ist, oder eine rein-imagin

are Erweiterung
eines solchen, es gilt also entweder K
R

=
R
m
oder K
R

=
C
m=2
. In letzterem Falle ist also m
gerade, und alle Einbettungen sind (echt) komplex, und bilden m=2 Paare zueinander komplex
konjugierter Abbildungen, von denen wir je einen Repr

asentanten w

ahlen. Trivialerweise hat man
also, durch R-lineare Ausdehnung der 
i
,
2.2.1 Bemerkung : Es ist

K
=  = (
i
)
(i)
: K
R
 ! R
m
; i = 1; : : : ;m;
f

ur K total reell, bzw.

K
=  = (
i
)
(i)
: K
R
 ! C
m=2
; i = 1; : : : ;m=2;
sonst, ein Isomorphismus, mittels welchem die von K stammende Involution die Standardinvolu-
tion induziert. Damit ist, im K

orperfall D = Z(D) = K, 
K
eine mit der Involution vertr

agliche
Einbettung nach R
m
bzw. C
m=2
. 2
Falls nun D ein (echter) Schiefk

orper

uber einem total reellen Zahlk

orper K ist, so mu der
Schurindex s(D) = 2 sein. F

ur Quaternionenschiefk

orper D =

a;b
K


uber solch einem K hatten
wir in beiden m

oglichen F

allen, n

amlich a; b > 0, D 

K
R

=
M
2
(R), D
R
= D 

Q
R

=
M
2
(R
m
)
(, also auch 
i
(a); 
i
(b) > 0, f

ur alle i), sowie a; b < 0, D 

K
R

=
H, D
R
= D 

Q
R

=
H
m
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(,also auch 
i
(a); 
i
(b) < 0, f

ur alle i), eine explizite Einbettung 
D
=  : D  ! M
2
(L), in eine
Matrixalgebra

uber dem Erweiterungsk

orper L = K(
p
a;
p
b) von K, angegeben, mit
(i) =

p
a
0
0
 
p
a

und (j) =

0
p
b
p
b
0

;
sowie eine ausgezeichnete (positive) Involution J , mit J(i) = sgn(a)i und J(j) = sgn(b)j, gew

ahlt.
Zusammen mit der weiter unten (2.3.4) folgenden Einbettung von H nach M
2
(C) erh

alt man
2.2.2 Bemerkung : Im Falle eines Quaternionenschiefk

orpers

uber einem total reellen Zahlk

orper,
ist die Zusammensetzung 
D
=  = (e
i
Æ )
(i)
, von  mit den auf R ausgedehnten Einbettungen

i
von K, ein Isomorphismus  : D
R
 ! M
2
(R
m
) bzw. H
m
, so da die gew

ahlte Involution von
D auf der Matrixseite die Standardinvolution ergibt. Ferner deniert  eine Matrixeinbettung von
D nach M
2
(R
m
) bzw. H
m
, die mit den Standardinvolutionen vertr

aglich ist.
Beweis : Im reellen Fall istM
2
(L) M
2
(R), dasselbe gilt f

ur die Zusammensetzung mit jedem e
i
.
Im quatern

aren Fall, also a; b < 0, sind
p
a und
p
b imagin

ar,
p
a 
p
b ist reell, und die Einbettung
 ist so gew

ahlt, da (D)  M
2
(C) sogar im Bild von H  M
2
(C) liegt. Ferner ist auch die
Involution so gew

ahlt, da sich die Standardmatrixinvolution auf M
2
(C) ergibt, dieselbe ergibt
sich auch durch die Standardinvolution auf H. Die Reinheit ergibt schlielich die Vertr

aglichkeit
mit den e
i
, woraus sich dann die Aussage

uber D
R
ergibt. 2
Es bleibt also der Fall (echter) reiner Schiefk

orper D, deren Zentrum K eine rein-imagin

are
Erweiterung eines total reellen Zahlk

orpers ist. Man hat
2.2.3 Denition : SeiD ein Schiefk

orper mit Zentrum Z(D) = K. Man nennt einen algebraischen
Erweiterungsk

orper L von K Zerf

allungsk

orper von D, falls D
L
:= D

K
L (isomorph zu) eine(r)
volle(n) Matrixalgebra

uber L ist. 2
Es gilt dann
2.2.4 Satz : a) Der Grad der Algebrenerweiterung (D : K) = s
2
ist ein Quadrat. (s = s(D) heit
der Schurindex von D.)
b) Zu jedem D existiert ein Zerf

allungsk

orper L=K, also ein Erweiterungsk

orper von K mit
der Eigenschaft D
L

=
M
s
(L). 2
Bei uns tritt der Fall eines reinen Schiefk

orpers D, mit D
R
= M
s
(C
m=2
), auf. Die benutzen
S

atze von Mumford besagen jedoch, da in diesem Fall der Zerf

allungsk

orper L  C, so gew

ahlt
werden kann, da er unter der gew

ohnlichen komplexen Konjugation invariant ist, L = L. Die
nat

urliche Einbettung von D, 
D
=  : D  !M
s
(L) M
s
(C), in eine Matrixalgebra

uber diesem
Zerf

allungsk

orper, liefert einen Isomorphismus  : D
L
 ! M
s
(L), so da sich auf der rechten
Seite die Standardinvolution ergibt. Man kann nun wieder die Repr

asentanten der m=2 Paare
zueinander komplex konjugierter Einbettungen von K zu Einbettungen e
i
: L  ! C von L und
dann R-linear ausdehnen, und erh

alt, wegen der Reinheit von D, durch Zusammensetzung (auch)
f

ur jeden (solchen) Schiefk

orper einen Isomorphismus

D
=  = (
i
)
(i)
= (e
i
Æ )
(i)
: D
R
 !M
n
0
(K
m
0
); K 2 fR;C;Hg;
der auf der Matrixseite die Standardinvolution induziert, sowie eine Einbettung
 : D  ! (D)  !M
ns
(C
m=2
);
die mit den Involutionen vertr

aglich ist.
Durch Matrixausdehnung (und unter der getroenen Wahl des Repr

asentanten der

Ahnlich-
keitsklasse) erh

alt man die
2.2.5 Auassung von A = A
Q
als Teil einer reellen Matrixalgebra : Zu jeder einfachen
rationalen Algebra A =M
n
(D), mit positiver Involution, die Matrixausdehnung einer (positiven)
Involution J auf D ist, existieren Einbettungen involutiver Algebren 
i
= e
i
Æ  : A  !M
n
0
(K) =
M
ns
(R), M
ns
(C) oder M
n
(H), i = 1; : : : ;m
0
=
m
dim
R
(Z(K))
, K 2 fR;C;Hg, wobei die Matrixal-
gebra mit der Standardinvolution ausgestattet sei. Deren Zusammenfassung ist ein Isomorphismus

A
=  = (
i
)
(i)
: A
R
=M
n
(D
R
)  !M
n
0
(K
m
0
) =M
ns
(R
m
); M
ns
(C
m=2
) oder M
n
(H
m
);
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der die Involution respektiert. Dieses  xieren wir. Ein Element von A, also eine Matrix

uber
D, werden wir gelegentlich als Matrixtupel M = (M
(i)
)
(i)
in der halb-einfachen reellen Algebra
A
R
=M
n
0
(K
m
0
) auassen. 2
1.2.3 Die Komplexizierung von A, die verallgemeinerte obere Halb-
ebene und die Wurzelfunktion auf dieser
Nun mu man ein sogenanntes (konvexes) Tubengebiet konstruieren, das den Begri der Sie-
gelschen oberen Halbebene verallgemeinert, also eine Teilmenge der Komplexizierung A
C
=
A
R


R
C = A
Q


Q
C der einfachen rationalen Algebra A = A
Q
. Dies liefert die
2.3.1 Denition : Wir setzen
T (A
R
) = T (A
R
; J) := S(A
R
; J) + iP(A
R
; J)  A
C
= A
R


R
C: 2
Anderseits kann man, f

ur ein Produkt von Matrixalgebren, auch komponentenweise eine ver-
allgemeinerte obere Halbebene wie

ublich erkl

aren.
2.3.2 Denition : Es bezeichne
H
m
n
= H
m
n
(K) := fZ 2 A
C
=M
n
(K
m
)

R
C ; Z = X + iY; X = X
0
; Y = Y
0
> 0g;
K 2 fR;C;Hg, die verallgemeinerte obere Halbebene. 2
Zu jeder einfachen rationalen Algebra A = A
Q
geh

ort also eine der Halbebenen H
m
ns
(R),
H
m=2
ns
(C) oder H
m
n
(H). Wir wollen folgendes sehen.
2.3.3 Bemerkung : Im Falle einer positiven Algebra A
R

=
M
n
(K
m
), K 2 fR;C;Hg, gilt
T (A
R
)

=
H
m
n
(K). 2
Wir werden die obere Halbebene stets durch ihren Grad, und gelegentlich auch den K

orper-
grad des Zentrums, um den Matrix-Tupelcharakter hervorzuheben, charakterisieren, und uns den
Schurindex, sowie den zugrunde liegenden Schiefk

orper dazudenken, und daf

ur einfach H
n
, bzw.
H
m
n
, schreiben. Um zu sehen, da man in jedem Fall durch beide Denitionen dasselbe erh

alt, ist
die Komplexizierung A
C
genauer zu untersuchen. Wir benutzen die expliziten
2.3.4 Standardeinbettungen : Wir betrachten die Schiefk

orper-Einbettungen 
C
=  : C  !
M
2
(R) und 
H
=  : H  !M
2
(C), gegeben durch
f1 7!
 
1
0
0
1

; i 7!

0
 1
1
0

g und f1 7!
 
1
0
0
1

; i 7!

i
0
0
 i

; j 7!

0
 1
1
0

; k 7!
 
0
i
i
0

g:
Diese respektieren auch die Involution. Wir identizieren die jeweiligen Mengen. 2
Man erh

alt also eine Einbettung H  !M
2
(M
2
(R)). Diese kann man auf zwei Weisen zu einer
Einbettung 
H
=  : H  ! M
4
(R) zusammensetzen, n

amlich
0
B
B
@

a
1
a
2
a
3
a
4
 
b
1
b
2
b
3
b
4


c
1
c
2
c
3
c
4
 
d
1
d
2
d
3
d
4

1
C
C
A
entweder als
0
B
B
@
a
1
a
2
b
1
b
2
a
3
a
4
b
3
b
4
c
1
c
2
d
1
d
2
c
3
c
4
d
3
d
4
1
C
C
A
oder aber als
0
B
B
@
a
1
b
1
a
2
b
2
c
1
d
1
c
2
d
2
a
3
b
3
a
4
b
4
c
3
d
3
c
4
d
4
1
C
C
A
auassen. Diese sind zueinander konjugiert, haben also dieselbe Determinante und Spur. Genauso
kann man alle diese Einbettungen auf zwei Arten (elementweise oder nach Bl

ocken) auf Matrizen
ausdehnen. Von diesen wird ab jetzt jeweils stillschweigend die benutzt, die zu jeder Stelle am
besten
"
pat\.
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Verwirrend ist allerdings, insbesondere im komplexen Fall, da durch die Komplexizierung
von A nun zwei verschiedene
"
i\'s auftreten. Wir bezeichnen deswegen ab jetzt die (jeweils auf-
tretenden) imagin

aren Einheiten des Grundk

orpers K mit
e
i,
e
j und
e
k, und schreiben in diesem
Abschnitt auch K =
e
C = R+R 
e
i im komplexen Fall. Zus

atzlich treen wir folgende Konvention:
Die imagin

are Einheit (
"
i\) der zus

atzlichen Komplexizierung steht stets vor Matrizen, die des
zugrunde liegenden Schiefk

orpers (
"
e
i\) stets dahinter. Es gilt nun
2.3.5 Lemma : a) Die Abbildung x
w = x
 (w
1
+ iw
2
) 7 ! z := xw
1
+ ixw
2
= xw liefert einen
Isomorphismus R

R
C

=
C.
b) Die Abbildung x
 w = (x
1
+ x
2
e
i)
 (w
1
+ iw
2
) 7 ! (z
1
; z
2
), (z
1
; z
2
) :=
:= (x
1
w
1
  x
2
w
2
+ i(x
1
w
2
+ x
2
w
1
); x
1
w
1
+ x
2
w
2
+ i(x
1
w
2
  x
2
w
1
)) = (x
1
+ ix
2
; x
1
  ix
2
)w
liefert einen Isomorphismus 
C
:
e
C 

R
C  ! C
2
, der sogar C-linear (im zweiten Faktor des
Tensorprodukts) ist.
c) Die C-lineare Ausdehnung der Einbettung 
H
: H  !M
2
(C),
x
 w = (x
1
+ x
2
e
i+ x
3
e
j + x
4
e
k)
 (w
1
+ iw
2
) 7 ! Z :=

x
1
+ix
2
 x
3
+ix
4
x
3
+ix
4
x
1
 ix
2

 (w
1
+ iw
2
);
liefert einen Isomorphismus H

R
C

=
M
2
(C). 2
Mittels dieser Isomorphismen ist H
n
in jedem Fall als Teilmenge von M
ns
(C
m
) aufzufassen.
Unter diesem
"
Dach\ besitzt ein Z 2 H
m
n
folgende
2.3.6 Zerlegungen : a) Reeller Fall: Z = Z
1
= X + iY = X
0
+ iY
0
, mit X;Y 2M
ns
(R
m
), s = 1
oder 2.
b) Komplexer Fall: Z = X + iY = Z
1
+ Z
2
e
i, X = X
1
+ X
2
e
i, Y = Y
1
+ Y
2
e
i, Z
1
= X
1
+ iY
1
,
Z
2
= X
2
+ iY
2
, mit X;Y 2M
ns
(
e
C
m=2
), Z
1
; Z
2
2M
ns
(C
m=2
).
c) Quatern

arer Fall: Z = X + iY = Z
1
+ Z
2
e
i + Z
3
e
j + Z
4
e
k, X = X
1
+ X
2
e
i + X
3
e
j + X
4
e
k,
Y = Y
1
+ Y
2
e
i + Y
3
e
j + Y
4
e
k, Z
l
= X
l
+ iY
l
, l = 1; 2; 3; 4, mit X;Y 2 M
n
(H
m
)  M
2n
(C
m
) und
Z
l
2M
2n
(C
m
), l = 1; 2; 3; 4. 2
Die Involution wird nun nat

urlich C-linear auf die Komplexizierung fortgesetzt, also
2.3.7 Bemerkung und Notation : Sei Z 2 H
n
. Wir setzen Z
0
:= X
0
+ iY
0
=
P
l
Z
0
l
e
l
, mit
den jeweils auftretenden Basiselementen e
l
2 f1;
e
i;
e
j;
e
kg von K, K 2 fR;
e
C;Hg, aufgefat als
R-Vektorraum. Aus Z = Z
0
folgt
X = X
0
; Y = Y
0
; X
1
= X
0
1
; Y
1
= Y
0
1
und X
l
=  X
0
l
; sowie Y
l
=  Y
0
l
; f

ur l 6= 1:
Gelegentlich werden wir auch den Homomorphismus
b
Z := X   iY benutzen. 2
Im komplexen Fall liefert die Identizierung von
e
C
C mit C
2
unter 
C
, 
C
(x
w) = (z
1
; z
2
),
folgende
2.3.8 Bemerkung : entspricht der Vertauschungsinvolution J((z
1
; z
2
)) = (z
2
; z
1
) auf C
2
, b Æ
der Standardinvolution J((z
1
; z
2
)) = (z
1
; z
2
). Es gilt j
e
C
= (b Æ )j
e
C
, und dies ist nat

urlich die
gew

ohnliche komplexe Konjugation. 2
Insgesamt erh

alt man also f

ur Matrizen
2.3.9 Bemerkung : a) Mittels der Gleichsetzung M
n
(R) 
C = M
n
(C), ergibt die Zusammen-
setzung b Æ
0
die Standardinvolution auf der Matrixseite; sie dehnt die Standardinvolution
0
=
0
von M
n
(R) auf die Komplexizierung aus.
b) Bei der Ausdehnung von  auf M
n
(
e
C)
C =M
n
(C)
2
, ergibt b Æ
0
die Standardinvolution
J((Z
1
; Z
2
)) = (Z
0
1
; Z
0
2
). F

ur Y = 0, also Z = X 2 (M
n
(
e
C)), fallen die Vertauschungs- und die
Standardinvolution zusammen, (b Æ
0
)j
M
n
(
e
C)
=
0
j
M
n
(
e
C)
.
c) Auch im quatern

aren Fall M
n
(H) 
 C = M
2n
(C), liefert b Æ
0
die Standardinvolution,
genauso wie
0
dies f

ur Y = 0, also Z = X 2M
n
(H) M
2n
(C) tut. 2
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Damit haben wir der Aussage T (A
R
; J)

=
H
m
n
 M
ns
(C
m
) einen Sinn gegeben. Nun ist
die obere Halbebene H
m
n
ein oener, konvexer Teil der Komplexizierung V 

R
C, des reellen
Vektorraumes V =M
n
0
(K
m
0
), und hat deswegen folgende wichtige Eigenschaft.
2.3.10 Satz : Es existiert eine eindeutig bestimmte holomorphe Wurzelfunktion,
Z 7 !
p
(Z=i) = (Z=i)
1=2
;
die f

ur Z = iY mit der bereits eingef

uhrten (2.1.5) Wurzelfunktion hermitescher Matrizen, Y 7 !
Y
1=2
,

ubereinstimmt.
Beweis : Wie im rationalen Fall, betrachtet man, f

ur ein festes Z, die Funktion (Kurve)
 : [0; 1]  ! S(ns;C
m
); (t) = E + t(Z=i E);
und deniert l(x) = l(x; Z) :=
x
R
0
_(t)=(t)dt, f

ur 0  x  1. Man erh

alt die gew

unschte Wurzel

uber die Exponentialfunktion,
p
(Z=i) := e
l(1;Z)
2
. 2
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1.3 Ordnungen, maximale Ordnungen und unter der Invo-
lution invariante Ordnungen von positiven Algebren
In diesem Abschnitt wird der Begri der Ordnung, als Verallgemeinerung der ganzen Zahlen, in
rationalen Schiefk

orpern eingef

uhrt. Es werden S

atze

uber Ordnungen in Matrixalgebren

uber
solchen Schiefk

orpern zitiert, und die f

ur die Theorie der Modulformen wichtigen Ordnungen
klassiziert.
1.3.1 Der Ring der ganzen Zahlen in einem algebraischen Zahlk

orper
K als maximale Ordnung
Nun mu der Begri der Ganzzahlichkeit auf unsere Algebren verallgemeinert werden. Dies lie-
fert die Theorie der Ordnungen. Uns interessiert der Fall einfacher, endlich-dimensionaler, positiv
deniter Algebren

uber Q. Wegen der speziellen Wahl des Repr

asentanten der

Ahnlichkeitsklasse
und des Wedderburn-Isomorphismus, die wir getroen haben, gen

ugt es sich darunter eine Matri-
xalgebra A = M
n
(D), D ein Schiefk

orper vom Schurindex s = s(D)

uber einem Zahlk

orper K,
(D : K) = s
2
, [K : Q] = m, vorzustellen.
3.1.1 Denition : Sei R ein Dedekindring, oder ein (in seinem Quotientenk

orper) ganz-abge-
schlossener Integrit

atsbereich, K = Quot(R) sein Quotientenk

orper und V ein endlich-dimensio-
naler K-Vektorraum. (Bei uns wird K also entweder Q selbst, oder ein algebraischer Zahlk

orper,
bzw. deren Lokalisierungen und Komplettierungen, sein.)
a) Ein R-GitterM in V ist ein endlich erzeugterR-Untermodul von V , der V alsK-Vektorraum
erzeugt, also
V = K M = f
X
a
i
m
i
(endliche Summe) ; a
i
2 K; m
i
2Mg:
(Genauer bezeichnet man solch ein Gitter meistens als
"
voll\, bei uns treten jedoch nur solche
auf.)
b) Eine R-Ordnung in einer endlich erzeugten K-Algebra A ist ein Unterring O von A, mit
derselben Einheit 1
O
= 1
A
, der gleichzeitig ein R-Gitter in A ist.
c) Eine R-Ordnung heit maximal, falls sie in keiner anderen echt enthalten ist. 2
Dieser Begri verallgemeinert bekannte Resultate aus dem K

orperfall, A = A
Q
= D = K. Der
Ring der ganzen Zahlen ist eine Ordnung, gem

a
3.1.2 Satz : Die Menge O = O
K
, aller x 2 K, die einer normierten polynomialen Gleichung
mit KoeÆzienten aus Z gen

ugen, also P (x) = 0 f

ur ein normiertes P 2 Z[X ], bildet f

ur jeden
algebraischen Zahlk

orper K eine endliche Ringerweiterung von Z. Sie wird der ganze Abschlu von
Z in K genannt. Weiterhin ist O ein freier Z-Modul, und hat als solcher den Rang m = [K : Q]
(, also gerade den K

orpergrad). Er besitzt eine Basis, die K als Q-Vektorraum erzeugt,
K = Q  O = Q

Z
O
K
:
(So eine Basis nennt man Ganzheitsbasis von K.) 2
Auf der anderen Seite gilt auch
3.1.3 Satz : O
K
ist eine abelsche Gruppe, also, nach obigem Satz, ein Z-Gitter in K. Die Ten-
sorierung K
R
= K 

Q
R dieses K

orpers ist ein reeller Vektorraum und der Rang des Gitters O
K
ist gerade die Dimension dim
R
(K
R
); in dieser Topologie ist O
K
diskret. 2
Bei uns treten, wegen der Positivit

at der Involution, und wie im ersten Abschnitt erl

autert,
nur K  K
R
= R
m
und K  K
R
= C
m=2
auf. Auf jeden Fall ist
3.1.4 Beispiel : O = O
K
ist ein Spezialfall einer Ordnung. 2
Aber sogar
3.1.5 Bemerkung : O
K
ist die einzige maximale Ordnung in K. 2
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3.1.6 Die Links- und Rechtsordnung eines Gitters : Sei M ein R-Gitter in der Algebra A.
Dann sind die Mengen
O
l
(M) := fx 2 A ; xM Mg; sowie
O
r
(M) := fx 2 A ; Mx Mg;
Beispiele f

ur Ordnungen in A. Sie werden entsprechend die dem Gitter M zugeordnete Links-
bzw. Rechtsordnung genannt. F

ur Ordnungen M = O, ist nat

urlich O
l
(O) = O
r
(O) = O, da
1
A
= 1
O
2 O gilt. 2
1.3.2 Ordnungen und maximale Ordnungen in einfachen involutiven Q-
Algebren, Teilbarkeitslehre
Nun stellen wir die notwendigen Resultate

uber maximale Z-Ordnungen O in einfachen rationalen
Algebren A = A
Q
= M
n
(D) mit Zentrum Z(D) = K zusammen. Es gilt dann immer O
K
 O,
denn mit O =
P
Z
i
ist auch
e
O =
P
O
K

i
eine Z-Ordnung in A, und aus der Maximalit

at folgt
dann O =
e
O. Wir d

urfen also O auch als O
K
-Ordnung auassen; dies werden wir gelegentlich tun.
Der Abschlu von Z in A ist i.a. weder endlich erzeugt als Z-Modul noch ein Ring, n

amlich nicht
abgeschlossen unter den Rechenoperationen. Es gelten folgende S

atze (, siehe z.B. [Re], vorwiegend
Abschnitte 8, 9, 19 und 21).
3.2.1 Theorem : Jedes Element a einer R-Ordnung O ist ganz

uber R. Falls R ganz-abgeschlossen
ist, so ist das normierte Minimalpolynom von a in R[X ] enthalten. 2
3.2.2 Theorem : Jeder Unterring O von A, der R enth

alt, und der die Eigenschaften hat, da
K  O = A und jedes Element a 2 O ganz

uber R ist, ist eine R-Ordnung in A. 2
Daraus erh

alt man, mit Hilfe des Zornschen Lemmas, folgendes
3.2.3 Korollar : Jede R-Ordnung O ist in einer maximalen enthalten, insbesondere existieren
maximale Ordnungen. 2

Uber Ordnungen kann man den Begri des Gitters verallgemeinern.
3.2.4 Denition : Sei V ein endlich-dimensionaler K-Vektorraum. Ein (links- bzw. rechts-)
O-Gitter L  V ist ein (links- bzw. rechts-) O-Modul, der gleichzeitig ein R-Gitter in V ist,
K = Quot(R), also ein torsionsfreier R-Modul endlichen Typs, und der zus

atzlich V als K-
Vektorraum erzeugt, also K  L = V . (Auch hier betont man h

aug diese letzte Eigenschaft durch
die Spezikation
"
voll\.) 2
Bei uns wird fast immer V = D
r
ein (links- bzw. rechts-) Vektorraum

uber einem Schiefk

orper

uber einem algebraischen Zahlk

orper sein. F

ur einen Dedekindring R (, z.B. R = O
K
, K algebrai-
scher Zahlk

orper,) hat man folgende Klassikation von maximalen Ordnungen.
3.2.5 Theorem : Sei A =M
n
(D) eine volle Matrixalgebra

uber dem Schiefk

orper D mit Zentrum
K, oder allgemeiner A = Hom
D
(V; V ), V ein rechts-D-Vektorraum,  eine maximale R-Ordnung
in D und L ein (rechts-) -Gitter in D
n
. Dann ist die Gruppe der (rechts-) -Homomorphismen
O = Hom

(L;L) eine maximale R-Ordnung in A. Umgekehrt kann man jede solche in dieser
Form darstellen. Entsprechendes gilt nat

urlich auch f

ur links-D-Vektorr

aume. 2
Insbesondere beschreibt dieses Theorem, mit n = 1, alle maximalen Ordnungen in D selbst,
und zwar in Abh

angigkeit von der beliebigen maximalen Ordnung . Man kann die Matrixalgebra
A = M
n
(D) mit Hom
D
(D
n
; D
n
) = End(D
n
) identizieren, dann wird auch die dem Gitter 
n
zugeh

orige Ordnung O = Hom

(
n
;
n
) = End(
n
) mit M
n
() identiziert. Es gilt dann
3.2.6 Bemerkung : a) Sei L  D
n
ein rechts--Gitter, das zu 
n
isomorph ist, es existiere
also eine invertierbare Matrix M 2 Gl(n;D), mit M  L = 
n
. Dann deniert X 7 ! M
 1
XM ,
X 2M
n
(), einen inneren IsomorphismusM
n
()  ! Hom

(L;L). Entsprechendes gilt f

ur links-
-Gitter, die zu 
n
isomorph sind.
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b) Allgemeiner existiert, f

ur ein beliebiges -Gitter L  D
n
, eine nat

urliche Zahl q, so da
q M
n
()  Hom

(L;L) 
1
q
M
n
(): 2
Wir werden im folgenden f

ur jeden rationalen Schiefk

orper D eine maximale Ordnung O -
xieren, und auerdem das Gitter L = O
n
w

ahlen, und damit die maximale Ordnung M
n
(O) in
A =M
n
(D). Wir d

urfen diese Ordnung sowohl als Z- wie auch als O
K
-Ordnung betrachten, im fol-
gendem erw

ahnen wir den Grundring nicht. Man mu allerdings noch eine

Anderung vornehmen:
Eine (maximale) Ordnung mu a priori nicht unter der Involution invariant sein, und es gibt sogar
positive Involutionen, die keine maximale invariante Ordnung zulassen. In manchen F

allen konnte
bewiesen werden, da man einen
"
guten\ Repr

asentanten der

Ahnlichkeitsklasse der Involution
nden kann, in den

ubrigen postulieren wir dies, vergleiche Annahme 3.3.7.
Da wir die maximale Ordnung in D jedoch frei w

ahlen durften, werden wir ab dem n

achsten
Abschnitt mit einer unter der Involution invarianten maximalen OrdnungO = O weiterarbeiten. In
Wirklichkeit ben

otigen wir die Maximalit

at von O erst f

ur den Beweis der Erzeugung des Raumes
aller singul

aren Modulformen durch Thetareihen, w

ahrend die Invarianz unter der Involution zum
Aufbau der Theorie notwendig ist.

Uber die maximale Ordnung O braucht man noch Resultate der Teilbarkeitslehre, um mit
den Primidealen des Zentrums K = Z(D) des Schiefk

orpers arbeiten zu k

onnen. Sei also R ein
Dedekindring, K = Quot(R) und O eine R-Ordnung in einer K-Algebra A. (F

ur uns ist, wie
immer, K = Q oder ein algebraischer Zahlk

orper wichtig, solche Algebren sind immer separabel,
was in manchen der folgenden Denitionen und Theoreme als Voraussetzung notwendig ist.)
3.2.7 Denition : Ein links- bzw. rechts-Ideal P in O ist ein links- bzw. rechts-O-Untermodul
von O, 0 6= P  O, der gleichzeitig ein R-Gitter in O ist. 2
Wir brauchen folgende Idealtypen.
3.2.8 Denition : a) Ein Ideal P in O heit zweiseitig, falls es sowohl links- wie auch rechts-Ideal
in O ist.
b) Ein Ideal P in O heit maximal, falls es zweiseitig ist, und aus P  Q, f

ur ein weiteres
zweiseitiges Ideal Q, sogar P = Q folgt.
c) Ein Ideal P in O heit zweiseitiges Hauptideal, falls es zweisetig und von der Form P =
Ox O, f

ur ein x 2 O, ist. Ein links- bzw. rechts-Ideal P in O heit links- bzw. rechts-Hauptideal,
falls P = O  x bzw P = x  O, x 2 O gilt. Ein Ring heit zweiseitiger Hauptidealring, falls
jedes zweiseitige Ideal (zweiseitiges) Hauptideal ist, und entsprechenden links- bzw. rechtsseitiger
Hauptidealring, falls jedes links- bzw. rechts-Ideal (links- bzw. rechts-) Hauptideal ist. 2
Uns interessieren Primideale. F

ur unsere Zwecke gen

ugt es folgende Denition zu treen.
3.2.9 Denition : Die Primideale von O sind genau die echten maximalen zweiseitigen Idealen
von O. 2
Es gilt
3.2.10 Satz : Ist P ein Primideal in O, so ist P = P \R ein (von Null verschiedenes) Primideal
von R und der Quotient O=P ist eine endlich-dimensionale einfache Algebra

uber dem K

orper
R=P . 2
1.3.3 Lokalisierungen und Komplettierungen von (unter der Involution
invarianten) Ordnungen
Die eingef

uhrten Ordnungen sind i.a. nicht kommutativ und keine (einseitige oder zweiseitige)
Hauptidealringe. Man mu auer O auch seine Lokalisierungen nach Primidealen, und deren Kom-
plettierungen, betrachten. Die zitierten Resultate ndet man z.B in [Re], Abschnitte 11, 12, 17,
18 und 22.
3.3.1 Denition : Seien R ein kommutativer, nullteilerfreier Ring,K sein Quotientenk

orper, P ein
Primideal von R, R
P
= S
 1
R seine Lokalisierung am Mengenkomplement S = R P ,
b
R
P
dessen
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Komplettierung und O eine Ordnung in einer K-Algebra A. Dann nennt man O
P
:= R
P


R
O
die Lokalisierung (von O) an P und
b
O
P
:=
b
R
P


R
O die entsprechende Komplettierung. 2
Diese Denition ist genauso auf beliebige (R- bzw. einseitige O-) Moduln zu verallgemeinern.
Dabei ist zu beachten, da bei uns R = O
K
stets im Zentrum von O enthalten ist, K = Z(D),
und da (O
K
)
P
und
d
(O
K
)
P
ebenfalls kommutativ sind, das Tensorprodukt also wohldeniert ist.
3.3.2 Lemma : a) Es gilt
b
O
P
\ A = O
P
f

ur jede Primstelle P .
b) Es gilt O =
T
P prim
O
P
. 2
F

ur maximale Ordnungen hat man eine genauere Beschreibung der Primideale.
3.3.3 Theorem : Sei O eine maximale R-Ordnung in der zentraleinfachen K-Algebra A. Es
existiert eine Bijektion zwischen den Primidealen P von R und P von O, gegeben durch
P = R \ P und P = O \ rad(O
P
):
Dabei ist rad(O
P
) = P  O
P
. Ferner ist rad(O
P
) das einzige Primideal von O
P
. 2
Uns interessieren ferner
3.3.4 Satz : Sei R ein Dedekindring und O eine R-Ordnung in A. Genau dann ist O maximal,
wenn alle Lokalisierungen O
P
maximale R
P
-Ordnungen in A
P
= A sind, oder wenn alle Komplet-
tierungen
b
O
P
maximale
b
R
P
-Ordnungen in der entsprechenden Komplettierung
b
A
P
von A l

angs P
sind. 2
3.3.5 Theorem : Sei R ein vollst

andiger diskreter Bewertungsring, K = Quot(R), und A =
M
n
(D) eine einfache K-Algebra, mit einem

uber K endlich-erzeugten Schiefk

orper D. Dann ist
der ganze Abschlu  von R in D die einzige maximale Ordnung in diesem Schiefk

orper, und
M
n
() ist, bis auf innere Automorphismen, die einzige maximale Ordnung in M
n
(D). Ferner sind
 und M
n
() Hauptidealringe. Genauer sind die zweiseitigen Ideale von  gerade die Potenzen
seines einzigen maximalen (Prim)ideals rad(), und links- bzw- rechts-Ideale sind automatisch
zweiseitig. Entsprechendes gilt f

ur M
n
(). 2
Auerdem hat man
3.3.6 Bemerkung : Unter der gew

ahlten Standardinvolution auf einem Quaternionenschiefk

orper
D mit D
R

=
H
m
(vergleiche 1.5.8) ist jede maximale Ordnung O invariant.
Beweis : Es ist J(x) = x
1
 x
2
i x
3
j x
4
k = 2x
1
 x. Anderseits ist tr
D=K
(x) = 2x
1
. Falls also
x 2 O ist, also insbesondere x ganz, folgt 2x
1
2 O
K
 O, also auch J(x) 2 O. 2
Im quatern

aren Fall kann man also trivialerweise eine maximale, unter der Involution invariante
Ordnung nden; in den

ubrigen F

allen konnte dies nicht bewiesen werden. Man kann jedoch
anderseits, zumindestens im reellen Fall, positive Involutionen konstruieren, die keine maximale
invariante Ordnung zulassen. Wir postulieren deshalb
3.3.7 Annahme : Es existiert stets ein Repr

asentant der

Ahnlichkeitsklasse der positiven Invo-
lution, der maximale invariante Ordnungen zul

at. 2
Damit treen wir folgende
3.3.8 Festlegung : a) In jeden rationalen, positiv deniten Schiefk

orper D = (D; J) w

ahlen wir
f

ur die gesamte Arbeit eine maximale Ordnung
O = O
D
; f

ur die O = J(O) = O gilt.
Dabei ist J die schon fest gew

ahlte positive Involution auf D. O ist die unter der Involution
invariante Ordnung, die wir der Theorie zugrunde legen.
b) In der einfachen Algebra A = A
Q
= M
n
(D) = (A; J), die die positive Involution tr

agt, die
die von D ausdehnt, w

ahlen wir M
n
(O) als maximale Ordnung (und diese ist ebenfalls invariant
unter J =
0
). 2
Ferner ist nat

urlich O
K
= (O
K
)  O, als einzige maximale Z-Ordnung in K. Mit Hilfe des
Theorems 3.3.5 gewinnt man auch das entsprechende Resultat

uber Lokalisierungen von maximalen
Ordnungen, n

amlich
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3.3.9 Theorem : Sei R ein diskreter Bewertungsring, A =M
n
(D) eine einfache K-Algebra

uber
seinem Quotientenk

orper und O eine maximale Ordnung in D. Dann istM
n
(O), bis auf innere Au-
tomorphismen, die einzige maximale Ordnung in M
n
(D), insbesondere sind maximale Ordnungen
in D stets zueinander konjugiert. Ferner ist O ein Hauptidealring. Genauer sind die zweiseitigen
Ideale von O gerade die Potenzen seines einzigen maximalen (Prim)ideals rad(O), und auch ein-
seitige Ideale sind Hauptideale. Das Radikal der Komplettierung von O ist die Komplettierung des
Radikals, rad(
b
O) =
d
(rad(O)), und rad(
b
O) \ O = rad(O). 2
Ferner sind dann O-Gitter L, K L = D
r
,

uber dieser maximalen Ordnung lokal frei, was heit
da jede Lokalisierung L
P
= (O
K
)
P

 L (einseitig) O
P
-isomorph zu O
r
P
ist. Schlielich hat man
folgende Aussage

uber Restalgebren.
3.3.10 Theorem : Sei O eine maximale Ordnung in einem Schiefk

orper D

uber einem diskre-
ten Bewertungsring R mit Quotientenk

orper K. Dann ist die Komplettierung
b
D =
b
K 
 D eine
Matrixalgebra M
s
(
e
D)

uber einem vollst

andigen, diskret bewerteten Schiefk

orper
e
D, und die Kom-
plettierung
b
O ist isomorph zu M
s
(), mit der einzigen maximalen Ordnung  von
b
D. Ferner
ist
d
rad(O)

=
rad(
b
O)

=
M
s
(rad());
und entsprechend gilt f

ur die Restalgebren
O=rad(O)

=
b
O=rad(
b
O)

=
M
s
(=rad());
wobei =rad() ein endlicher Schiefk

orper

uber
b
R=rad(
b
R), also ein K

orper ist. 2
Insgesamt geben diese Theoreme Auskunft

uber die algebraische Struktur der Lokalisierungen
und Komplettierungen unserer maximalen Ordnung:
b
O
P
ist eine volle Matrixalgebra

uber einem
(nicht-kommutativen) lokalen Ring, also einem, der ein einziges maximales links-Ideal besitzt, und
die zus

atzliche Eigenschaft hat, da einseitige Ideale automatisch zweiseitig sind.
b
O
P
selbst hat
zwar mehrere maximale links-Ideale, jedoch ein einziges zweiseitiges maximale Ideal, das Primideal
dessen Potenze alle zweiseitigen Ideale in
b
O
P
sind.
1.4. DIE SYMPLEKTISCHE GRUPPE UND DIE MODULGRUPPE 27
1.4 Die symplektische Gruppe einer involutiven Algebra
und die verallgemeinerte Modulgruppe
Es werden die symplektische Gruppe und gewisse arithmetische Untergruppen eingef

uhrt, und es
wird ihre Wirkung auf die obere Halbebene erkl

art. In Verbindung mit den Ergebnissen aus den
ersten drei Abschnitten, wird die in 1.5.12 getroene Wahl gerechtfertigt.
1.4.1 Biholomorphe Selbstabbildungen von positiven Kegeln und Tu-
bengebieten

uber positiv deniten involutiven Algebren
Sei A = A
Q
= M
n
(D) eine einfache, endlich-dimensionale Algebra

uber Q, ausgestattet mit
einer positiven Involution, und der Repr

asentant der

Ahnlichkeitsklasse, sowie der Wedderburn-
Isomorphismus der Tensorierung, seien so gew

ahlt, wie im ersten Abschnitt erkl

art, insbesondere
so, da sich auf der Matrixseite von A
R

=
M
n
0
(K
m
0
) die Standardinvolution ergibt. Wir f

uhren
gewisse spezielle Endomorphismen, genauer biholomorphe Automorphismen, des sogenannten Tu-
bengebietes unserer Algebren ein. F

ur unsere positiven Involutionen hatten wir einen positiven
Kegel deniert, n

amlich die Menge aller positiver Elemente; dieser ist additiv abgeschlossen. Mit
dessen Hilfe hatten wir das (konvexe) Tubengebiet erkl

art. Der topologische Abschlu des positiven
Kegels besteht genau aus den (total) semi-positiven Matrizen,
(P(A
R
))
A
R
= fS = S
0
= S
(n)
2M
n
(D
R
) ; S  0g:
Wir erinnern an
4.1.1 Bemerkung : Das Tubengebiet ist isomorph zu der verallgemeinerten oberen Halbebene,
also
T (A
R
)

=
H
m
n
= H
m
ns
(R); H
m=2
ns
(C) oder H
m
n
(H);
wobei s der Schurindex von D, also s = 1 oder 2 im reellen Fall, und m der K

orpergrad seines
Zentrums K sind. 2
Wir ben

otigen folgende Information

uber die Beziehung zwischen Tubegebieten zu

ahnlichen
Involutionen.
4.1.2 Bemerkung : Sind J 
e
J ,
e
J(X) =MJ(X)M
 1
, zwei

ahnliche Involutionen auf A = A
Q
,
also M =
f
M
2
2 S(A
R
; J)
2
\ S(A
R
;
e
J)
2
, so liefert
(Z) := ZM
 1
einen Isomorphismus T (A
R
; J)

=
T (A
R
;
e
J):
Beweis : Im ersten Abschnitt (1:2:4) wurde bemerkt, da durch  Elemente, die unter J invariant
sind, auf solche abgebildet werden, die unter
e
J invariant sind. Ist nun X positiv, so gilt X =
e
X
2
,
e
X 2 S(A
R
; J), und es ist
(X) = XM
 1
= (
e
X
f
M
 1
)(
f
M
e
XM
 1
):
Da
e
J(
e
X
f
M
 1
) =M(
f
M
 1
e
X)M
 1
=
f
M
e
XM
 1
gilt, ist auch (X) positiv (bez

uglich
e
J). 2
Da (Z +H)
0
= ((X +H) + iY )
0
= (X +H
0
) + iY ist, f

ur Elemente Z = X + iY des Tuben-
gebietes, liefert jede Translation um ein Element H 2 S(A
R
) eine biholomorphe Selbstabbildung
Z 7 ! Z + H von T (A
R
). Genauso ist Z[U ] = U
0
(X + iY )U = X [U ] + iY [U ], also ist, f

ur
invertierbares U 2 Gl(A
R
) = A

R
, wegen Y [U ]  0, auch Z 7 ! Z[U ] eine solche. Schlielich
4.1.3 Bemerkung : Die Abbildung Z 7 !  Z
 1
(die
"
Involution\) ist eine biholomorphe Selbst-
abbildung von T (A
R
).
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Beweis : Z ist nat

urlich als (A

Q
C)-Element invertierbar. Mit dem Homomorphismus
b
Z = X   iY gilt 2iY = Z  
b
Z = (
b
Z
b
Z
 1
)Z  
b
Z(Z
 1
Z) =
b
Z(
b
Z
 1
  Z
 1
)Z:
Man bezeichne Y mit IM(Z) = IM(X + iY ) und erhalte IM( Z
 1
) =
b
Z
 1
Y Z
 1
. Es ist nach
Denition
Y =
b
Y und IM( Z
 1
) =
d
(IM( Z
 1
));
also, wegen der linearen Ausdehnung der Involution,
IM( Z
 1
) = Y [[Z
 1
]] :=
b
Z
 1
Y Z
 1
= Z
 1
Y
b
Z
 1
; und Y [[Z
 1
]]
0
= Z
0
 1
Y
0
b
Z
 1
0
= Z
 1
Y
b
Z
 1
:
Dieselbe Gleichung zeigt, da mit Y  0 auch Y [[Z
 1
]]  0 gilt, denn man erh

alt die gew

ohnliche
Matrixinvolution auf (den einfachen Komponenten von) A
C
mittels Z 7 !
b
Z
0
, und es gilt (Z
 1
)
0
=
Z
 1
, sowie Z = Z
0
, also Y [[Z
 1
]] = (
b
Z
0
)
 1
Y Z
 1
b=(Y )[Z
 1
] in der Komplexizierung A
C
. 2
1.4.2 Die symplektische Gruppe als Untergruppe der biholomorphen
Endomorphismen des Tubengebiets, die Modulgruppe als Wir-
kungsgruppe
Nun k

onnen wir die symplektische Gruppe denieren. Wie immer ist I =

0
 E
E
0

. Dabei ist E die
Einheit(smatrix), also, je nach der Situation, E = 1
A
(in der Algebra A = A
Q
), also E
(n)
2M
n
(D)
(im auftretenden Fall einer einfachen Algebra), (E
(ns)
)
m
(im reellen eingebetteten Fall), usw.
4.2.1 Denition : Sei A = (A; J) eine involutive Algebra. Man nennt
Sp(A) = Sp(A; J) := fM =

a
c
b
d

2M
2
(A) ; I [M ] = J(M)IM = Ig
die symplektische Gruppe von A (zur Involution J), wobei J stets kanonisch aufM
2
(A) ausgedehnt
wird. 2
Um die getroene Wahl eines Repr

asentanten der

Ahnlichkeitsklasse unserer einfachen ratio-
nalen Algebra A = A
Q
zu rechtfertigen, brauchen wir
4.2.2 Lemma : Sei A = A
Q
eine rationale Algebra, und J sowie
e
J seien zwei

ahnliche In-
volutionen auf A, also
e
J(X) = MJ(X)M
 1
, mit M = J(M) =
e
J(M) 2 A

. Dann sind die
entsprechenden symplektischen Gruppen isomorph, Sp(A; J)

=
Sp(A;
e
J). Der Isomorphismus ist
durch
e(X) :=
 
1
A
0
0
M

X
 
1
A
0
0
M
 1

gegeben.
Beweis : Es gelte J(X)IX = I , f

ur X 2M
2
(A), und es sei
e
X :=
 
1
A
0
0
M

X
 
1
A
0
0
M
 1

. Dann ist
e
J(
e
X)I
e
X = (M  E
(2)
)

1
A
0
0
J(M)
 1

J(X)

1
A
0
0
J(M)

(M
 1
E
(2)
)

0
 1
A
1
A
0

 
1
A
0
0
M

X
 
1
A
0
0
M
 1

=
=

M
0
0
1
A

J(X)

M
 1
0
0
1
A

0
 1
A
M
0

X
 
1
A
0
0
M
 1

=

M
0
0
1
A

J(X)

0
 1
A
1
A
0

X
 
1
A
0
0
M
 1

=
=

M
0
0
1
A

0
 1
A
1
A
0

 
1
A
0
0
M
 1

=

0
 1
A
M
0

 
1
A
0
0
M
 1

=

0
 1
A
1
A
0

:
Es ist also
e
X symplektisch bez

uglich
e
J . 2
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Dieses Lemma wird es uns, in Verbindung mit der Isomorphie der zugeh

origen Tubengebiete,
f

ur

ahnliche Involutionen, J 
e
J , erm

oglichen auf der einfachen rationalen Algebra A = A
Q
, stets
den gew

ahlten Repr

asentanten der

Ahnlichkeitsklasse der Algebra, also A = A
Q
= M
n
(D), mit
der Standardinvolution J =
0
, zu betrachten, ohne die Isomorphieklasse des Kongruenzgruppen-
Gebildes zu beeinussen. Wir schreiben die symplektische Gruppe auch als
Sp(A
Q
) = Sp(n;D) := fM =

A
C
B
D

2M
2n
(D) ; I [M ] = J(M)IM =M
0
IM = Ig;
und fassen diese als Teil von Sp(A
R
) auf (, also
Sp(A
Q
)  Sp(ns;R)
m
; Sp(ns;C)
m=2
oder Sp(n;H)
m
;
mit s = 1 oder 2 im reellen Fall, f

ur unsere Algebren).
4.2.3 Bemerkung : Sei A
K
eine involutive Algebra (, also bei uns entweder die einfache rationale
Algebra A
Q
=M
n
(D), oder ihre Tensorierung A
R
). Dann gelten
a) Sp(A
K
) ist eine Gruppe f

ur deren Elemente M
 1
=

D
0
 C
0
 B
0
A
0

gilt. Mit M ist auch M
0
symplektisch.
b) F

ur symplektische Matrizen gelten die sogenannten symplektischen Relationen
A
0
C = C
0
A; B
0
D = D
0
B; A
0
D   C
0
B = E
(und auch AB
0
= BA
0
, CD
0
= DC
0
, AD
0
  BC
0
= E). Umgekehrt sind Matrizen, die diesen
Relationen gen

ugen, symplektisch.
c) Die Matrizen

E
0
H
E

, J(H) = H
0
= H ,

U
0
0
0
U
 1

, U 2 A

K
, und I =

0
 E
E
0

sind symplek-
tisch. 2
Die symplektische Gruppe(n) lassen wir, wie

ublich, auf das Tubengebiet wirken.
4.2.4 Denition und Bemerkung : a) Die Festlegung
MhZi := (AZ +B)(CZ +D)
 1
; M =

A
C
B
D

;
deniert eine Wirkung von Sp(n;D
R
) auf dem Tubengebiet T (A
R
). (Insbesondere ist (CZ +D)
stets invertierbar.)
b) Obige Exemplare symplektischer Matrizen wirken respektive gem

a
Z 7 ! Z +H; Z 7 ! Z[U ] und Z 7 !  Z
 1
;
und erzeugen Sp(A
K
), und zwar sowohl auf rationaler (A
K
= A
Q
), wie auch auf reeller (A
K
= A
R
)
Ebene. 2
Auerdem gilt
4.2.5 Lemma : Der Isomorphismus der symplektischen Gruppen zu

ahnlichen Involutionen J 
e
J
auf A, e : Sp(A
R
; J)  ! Sp(A
R
;
e
J), ist mit dem entsprechenden Isomorphismus  : T (A
R
; J)  !
T (A
R
;
e
J), (Z) = ZM
 1
, vertr

aglich, im Sinne von
(XhZi) = e (X)h(Z)i;
f

ur Z 2 T (A
R
; J).
Beweis : Mit X =

A
C
B
D

gilt e (X)h(Z)i =
 
1
A
0
0
M


A
C
B
D

 
1
A
0
0
M
 1

hZM
 1
i =
=
 
1
A
0
0
M

h

A
C
B
D

hZ M
 1
Mii =
 
1
A
0
0
M

h(AZ +B)(CZ +D)
 1
i = (AZ +B)(CZ +D)
 1
M
 1
;
also die Behauptung. 2
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In der Theorie der singul

aren Modulformen treten noch folgende symplektische Matrize (, auer
den Elementen von Sp(n;D) selbst,) auf.
4.2.6 Denition : Man nennt, wie

ublich, ein M =

A
C
B
D

2 Sp(A
R
) projektiv rational, falls ein
Vektor t = (t
1
; : : : ; t
m
0
) 2 Z(K)
m
0
, K 2 fR;C;Hg, bestehend aus Elementen aus dem Zentrum
des zugrunde liegenden Schiefk

orpers, existiert, so da
f
M = t M = (t
1
M
(1)
; : : : ; t
m
0
M
(m
0
)
) 2M
2n
(D) M
2n
(D
R
)
gilt. (Dabei ist, wie immer, m
0
der (halbe) K

orpergrad des Zentrums K von D.) 2
Eigentlich sollte man aus der (bzw. den) symplektischen Gruppe(n) noch die Untergruppe
herausdividieren, die trivial wirkt, also alle M =

A
C
B
D

die jedes Z in sich

uberf

uhren.
4.2.7 Bemerkung : Die trivial wirkenden M =

A
C
B
D

2 Sp(A
K
), A
K
= A
Q
oder A
R
, bilden
eine Untergruppe des Zentrums von M
2
(A
K
).
Beweis : Aus AZ + B = Z(CZ + D), f

ur alle Z, folgt B = C = 0 und dann, mit Hilfe der
symplektischen Relationen, wie im rationalen Fall, M =

U
0
0
0
U
 1

, mit U 2 Z(A
K
) und
1
i
Mhi  1
A
i = J(U)1
A
U = U
0
U = 1
A
K
;
also ist M ein (trivialer) Kegelautomorphismus. Da Z(A
K
) = K  E
(n)
f

ur die einfache Algebra
A
K
= A
Q
=M
n
(D) ist, und die Bedingungen an die Involution es uns erlauben, diese als Teil von
A
R
zu betrachten, sind dies lediglich 

E
0
0
E

in dem reellen und quatern

aren Fall (, sowohl f

ur
A
Q
selbst, wie auch f

ur die Tensorierung A
R
), sowie

E
0
0
E

=


1
E
(ns)
0
0

1
E
(ns)

; : : : ;


m=2
E
(ns)
0
0

m=2
E
(ns)

; j
i
j = 1;
f

ur A
R
im komplexen. In letzterem Fall liegt eine endliche Untergruppe von diesen Matrizen in
M
2
(A
Q
), und dann sogar in O
K
E
(2n)
. 2
Nun denieren wir, wie

ublich, die Modulgruppe und Kongruenzgruppen.
4.2.8 Denition : a) Man nennt
 
A
Q
=  
n;O
=  
n
= Sp(n;O) := fM =

A
C
B
D

2M
2n
(O) ; I [M ] = Ig
die Modulgruppe vom Grad n,

uber der einfachen Algebra A = A
Q
= M
n
(D) und zur Ordnung
O.
b) Man nennt ferner
 
n
[q] := kerf' :  
n
 ! Sp(n;O=qO)g = fM 2  
n
; M  E
(2n)
mod qg
die Hauptkongruenzgruppe der Stufe q. Jede solche ist ein Normalteiler in  
n
.
c) Schlielich nennt man eine Untergruppe    Sp(A
R
), die eine Hauptkongruenzgruppe  
n
[q]
als Untergruppe von endlichem Index enth

alt, Kongruenzgruppe. 2
Die Modulgruppe ist nat

urlich eng mit der Menge der ganzen Matrizen verbunden.
4.2.9 Bemerkung : a) Es gilt  
n
=  
n
[1]. Die Modulgruppe enth

alt die Translationen mit
H = H
0
2 M
n
(O), die Kegelautomorphismen mit U 2 Gl(n;O) und die Involution. Die zwei
ersten Typen f

uhren ganze Matrizen in solche

uber (, wobei nat

urlich die Eigenschaft O = O
notwendig ist).
b) Eine Translation, gegeben durch eine Matrix H 2 S(n;D), die das Gitter invariant l

at,
mu schon in S(n;O) liegen.
c) Die speziellen Translationen und Kegelautomorphismen mit H  0; U  E mod q, liegen
in  
n
[q] und lassen sogar die Menge T (A
R
) \ (M
n
(qO) + iM
n
(qO)) invariant. 2
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Auerdem brauchen wir die
4.2.10 Denition : Man nennt, f

ur eine Kongruenzgruppe   und eine symplektische Matrix
N 2 Sp(A
R
),  
N
:= N
 1
 N die konjugierte Gruppe. 2
4.2.11 Bemerkung : F

ur projektiv rationales N und eine Kongruenzgruppe   ist die konjugierte
Gruppe  
N
ebenfalls eine Kongruenzgruppe. 2
Ferner zeigt ein triviales Bewertungsargument, da die Wahl der (maximalen) Ordnung in
A = M
n
(D) zwar i.a. nicht dieselben Hauptkongruenzgruppen liefert, das gesamte Gebilde von
Kongruenzgruppen jedoch davon unbeeinut bleibt. Wir d

urfen also wegen dieser Komensurabi-
lit

atseigenschaft nicht nurM
n
(O) als (maximale) Ordnung in A w

ahlen, sondern auch

uber O  D
selbst verf

ugen, ohne die Theorie der Modulformen zu beeinuen. Von dieser M

oglichkeit haben
wir schon im letzten Abschnitt Gebrauch gemacht, und somit z.B O = J(O) = O als maximal
(und unter der Involtion invariant) gew

ahlt. Schlielich gilt
4.2.12 Lemma : Seien J 
e
J zwei

ahnliche positive Involutionen auf der einfachen rationalen
Algebra A, und O = J(O) sowie
e
O =
e
J(
e
O) zwei (maximale) Ordnungen in A, die unter den
entsprechenden Involutionen invariant sind. Der Isomorphismus e induziert dann eine Bijektion
zwischen den Kongruenzgruppen in Sp(A
R
; J) bez

uglich O und denen in Sp(A
R
;
e
J) bez

uglich
e
O.
2
Aus den S

atzen, Lemmata und Bemerkungen 1.5.2, 1.5.13, 2.1.3, 2.3.3, 4.2.2, 4.2.5 und 4.2.12,
sowie der Festlegung 3.3.8, erhalten wir zusammenfassend
4.2.13 Satz : Sei A eine positiv denite, endlich-dimensionale, rationale Algebra. Dann existiert
genau eine

Ahnlichkeitsklasse positiver Involutionen auf A. Diese entspricht, nach geeigneter Wahl
des Wedderburn-Isomorphismus, der

Ahnlichkeitsklasse der Standardinvolution
0
auf der Tenso-
rierung A
R
; letzere ist, nach der erw

ahnten Wahl, eine halb-einfache reelle Matrixalgebra der
Form M
n
0
(K
m
0
), K 2 fR;C;Hg. Total positive Elemente sind (genau die) Tupel gew

ohnlicher
positiver Matrizen, das Tubengebiet ist ein Produkt von verallgemeinerten oberen Halbebenen. Es
existiert stets eine, unter der Involution J invariante, maximale Ordnung O in A. Das Gebilde
der Kongruenzgruppen ist von der Wahl von O, sowie von der Wahl des Repr

asentanten der

Ahn-
lichkeitsklasse der Involution, unabh

angig. Ferner ist die Wirkung der symplektischen Gruppe mit
dieser Wahl vertr

aglich. 2
Dieser Satz berechtigt uns vollkommen, die Standardinvolution auf einer Matrixalgebra A =
M
n
(D), sowie eine feste (beliebige) maximale Ordnung O = J(O) unserer Theorie von Modulfor-
men zugrunde zu legen.
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1.5 Normen, Spuren und innere Matrixprodukte in involu-
tiven Algebren
Nun werden die, zur Handhabung von Thetareihen notwendigen, Rechenoperationen von Matrizen
auf positiv denite, involutive, rationale Algebren verallgemeinert.
1.5.1 Das skalare Produkt und die Spurfunktion auf einfachen, positiv
deniten, involutiven, rationalen Algebren und deren Tensorie-
rung
Hier soll die Spur (M) f

ur ElementeM einer rationalen Algebra A
Q
vom untersuchten Typ,M 2
A = A
Q
=M
n
(D), als abstrakte reduzierte Spurfunktion erkl

art werden, und ihr Zusammenhang
mit der gew

ohnlichen Matrixspur erl

autert werden.
5.1.1 Denition : Seien A = M
n
(D) eine endlich-dimensionale (reelle oder rationale) Ma-
trixalgebbra und L=K, K = Z(D)

=
Z(A), ein Zerf

allungsk

orper des Schiefk

orpers D, also
D 

K
L =M
s
(L). Setze, f

ur M 2 A,
tr
A=K
(M) := tr
M
ns
(L)=K
(M 
 1
L
);
wobei
"
tr
M
ns
(L)=K
\ die gew

ohnliche Matrixspur aufM
ns
(L) bedeute, und nenne dies die reduzierte
Spur von M . 2
Aus [Re], Abschnitt 9a, insbesondere Theorem (9.3), Formel (9.7) und Theorem (9.8), folgt
5.1.2 Lemma : a) tr
A=K
ist eine additive K-lineare Abbildung A  ! K, und von der Wahl des
Zerf

allungsk

orpers L unabh

angig.
b) Die abstrakte Algebraspur Tr aus dem ersten Abschnitt ist ein Vielfaches der reduzierten
Spur.
c) Die Abbildung AA  ! K, (M;N) 7 ! tr
A=K
(MN) ist symmetrisch und K-bilinear. 2
Die reduzierte Spur unserer involutiver Algebren ist (wegen b) positiv, im nat

urlichen Sinne
von tr
A=K
(MJ(M))  0, f

ur alle M 2 A. F

ur halb-einfache, nicht notwendigerweise zentrale
Algebren vereinbart man (siehe [Re] (9.22)) folgendes.
5.1.3 Denition : Sei A =
Q
A
i
=
Q
M
n
i
(D
i
), Z(D
i
) = K
i
eine K-Algebra. Dann nennt man
tr
A=K
:=
X
tr
K
i
=K
Æ tr
A
i
=K
i
die reduzierte Spur von A. 2
Das umfat insbesondere einfache rationale Algebren A, dessen Zentrum ein algebraischer
Zahlk

orper ist. Die reduzierte Spur ist mit Konstantenerweiterung vertr

aglich (siehe [Re] (9.27)),
im Sinne von
5.1.4 Lemma : F

ur eine beliebige K

orpererweiterung L=K des Zentrums K = Z(D) der Matri-
xalgebra A =M
n
(D), und f

ur A
L
:= A

K
L, kommutieren tr
A=K
und tr
A
L
=L
mit den Inklusionen
A  A
L
und K  L. 2
Dieses Lemma erlaubt es uns von der rationalen Algebra A in die Tensorierung A
R
, sowie
in die Komplexizierung A
C
,

uberzugehen; A
R
ist eine halb-einfache, endlich-dimensionale, aber
nicht notwendigerweise zentrale, reelle Algebra. Obige Denition ergibt folgende Spezialf

alle.
5.1.5 Bemerkung : a) Sei A = M
n
(R). Dann ist tr
A=R
(M) =
P
m
ii
, M = (m
ij
)
(i;j)
2 A, die
gew

ohnliche Matrixspur.
b) Sei A =M
n
(C). Dann ist tr
A=R
(M) = 2 
P
Re(m
ii
) der doppelte Realteil der gew

ohnlichen
Matrixspur.
c) Sei A =M
n
(H). Dann ist tr
A=R
(M) = 2 
P
m
ii;1
das doppelte der reellen Komponente der
gew

ohnlichen Matrixspur. 2
Dies setzt die reduzierte Spur unserer Algebren A =M
n
(D) mit einer gew

ohnlichen Matrixspur
in Verbindung. Wir f

uhren noch eine (f

ur uns g

unstige) Normierung ein.
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5.1.6 Normierung der reduzierten Spur : a) Sei A
R
= M
n
0
(K
m
0
), K 2 fR;C;Hg, eine
halb-einfache, involutive, positive, reelle Algebra. Normiere die reduzierte Spur gem

a
 = 
A
R
=R
:=
s(K)
dim
R
(K)
tr
A
R
=R
=
1
s(K)  dim
R
(Z(K))
tr
A
R
=R
;
wobei s(K) der Schurindex von K ist, und verstehe unter
"
Spur\ von A
R
ab jetzt diese Funktion.
b) Sei ferner A = A
Q
eine einfache, involutive, positive, rationale Algebra, mit A
R
=M
n
0
(K
m
0
),
K 2 fR;C;Hg. Da obiger Normierungsfaktor rational ist, hat man automatisch auch  = 
A
Q
=Q
deniert. Schlielich benutzt man selbstverst

andlich dieselbe Reskalierung und Bezeichnung f

ur die
reduzierte Spur von A
C
. 2
Wir denieren noch ein Skalarprodukt.
5.1.7 Denition : Sei A
R
wie oben. Bilde, f

ur M;N 2 A
R
, das Skalarprodukt
< M;N >:=
1
2
 
A
R
=R
((MJ(N) +NJ(M)): 2
Man beachte, da man so ein positiv denites Skalarprodukt erh

alt (, mit reellen Werten). Aus
der obigen Untersuchung folgt
5.1.8 Bemerkung : a) Es gilt, f

ur M = (M
(1)
; : : : ;M
(m
0
)
) 2 A
R
=M
n
0
(K
m
0
), K 2 fR;C;Hg,
(M) = Re(
X
i
tr(M
(i)
)); wobei tr(M
(i)
) =
X
j
m
(i)
jj
die gew

ohnliche Matrixspur ist. Die Denition der Spur  entspricht, im komplexen und qua-
tern

aren Fall, gerade der Spur der nach R eingebetteten Matrizen M , reduziert um den
"
Auf-
bl

ahungsfaktor\ der Einbettung.
b) Es ist (M) = (M) = (M
0
) 2 R.
c) F

ur zwei ElementeM;N 2 A
R
ist (MN
0
) =< M;N > das Skalarprodukt, und f

ur unter der
Involution invariante M 2 S(A
R
) ist (M), bis auf eine Konstante, die gew

ohnliche Matrixspur.
d) Es gilt (MN) = (NM), also auch allgemein (M
1
: : :M
k
) = (M
l
: : :M
k
M
1
: : :M
l 1
).
Beweis : Die Aussage b folgt aus a, denn die Einbettungen von C und H nachM
2
(R) undM
4
(R)
respektive sind mit der Involution vertr

aglich. 2
Ferner hat man f

ur das Skalarprodukt das
5.1.9 Lemma : Es gilt, f

ur M;N 2 A
R
,
< M;N >=
1
2
X
i
tr((MJ(N) +NJ(M))
(i)
):
Dabei ist
"
tr\ die Standardmatrixspur in einer einfachen Komponente von A
R
=M
n
0
(K
m
0
), K 2
fR;C;Hg, also die Summe der Diagonalelemente von MJ(N) +NJ(M). < ; > ist symmetrisch
und bilinear, und entspricht dem Standardskalarprodukt im reellen euklidischen Vektorraum A
R
.
2
Das Skalarprodukt hat auch folgende Eigenschaft.
5.1.10 Bemerkung : J ist ein unit

arer Operator (auf A
Q
bzw. A
R
bez

uglich des Skalarproduk-
tes).
Beweis : Man hat
< M;N >= (MJ(N)) = (MJ(N)) = (NJ(M)) = (J(M)J(J(N))) =< J(M); J(N) >;
wegen der Eigenschaften der Spur. 2
Die Spur  = 
A
C
=C
ist eine C-lineare Ausdehnug von 
A
R
=R
auf A
C
, es gilt also (Z) =
(X) + i(Y ), die Imagin

arteile von Spuren stammen insbesondere immer von der zus

atzlichen
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Komplexizierung. Dabei ergibt sich im reellen Fall die Summe der Standardspuren auf den ein-
fachen Komponenten von A
C
= M
ns
(C
m
), w

ahrend im quatern

aren Fall die H

alfte der ent-
sprechenden Summe in A
C
= M
2n
(C
m
) entsteht. Im komplexen Fall schlielich ergibt (Z) =
(W
1
;W
2
)b=
"
(Z;Z)\ wieder die H

alfte der Summe der Spuren der einfachen Komponenten der
W
i
2 M
ns
(C
m=2
). Auerdem haben wir eine Reskalierung der reduzierten Spur von A als Spur-
funktion auf A = A
Q
deniert. Es gilt insbesondere
5.1.11 Bemerkung : a) Im K

orperfall D = K erh

alt man (M) =
P
Re(tr(
i
(M))), wobei 
i
:
K  ! C verschiedene Einbettungen vonK durchl

auft, und zwar alle im total reellen Fall, aber nur
einen Repr

asentanten jedes Paares im komplexen Fall. Man erh

alt also die Standardk

orperspur, in
letzterem Fall jedoch mit 1=2 multipliziert (wegen 
i
+
i
= 2Re(
i
)). (Z.B. ist, f

ur x 2 K = Q(i),
(x) = (x
1
+ x
2
e
i) = x
1
und (xx) = Ref(x
1
+ x
2
e
i)(x
1
  x
2
e
i)g = x
2
1
+ x
2
2
.
4
)
b) Auch f

ur beliebige Schiefk

orper D erh

alt man die Zusammensetzung der gew

ohnlichen,
abstrakten, reduzierten Spurfunktion auf der Algebra M
n
(D)  M
ns
(L), L=K ein Zerf

allungs-
k

orper von D,

uber dem Zentrum K = Z(D) mit der Spur von K

uber Q (bzw. einem skalaren
Vielfachen dieser),  = c  tr
K=Q
Æ tr
M
n
(D)=K
. (Auch hier ist z.B., f

ur x 2 D =

 1; 1
Q

, (x) =
(x
1
+ x
2
e
i+ x
3
e
j + x
4
e
k) = x
1
und (xx) = jxj
2
, und allgemeiner, in D =

a;b
Q

, (xx) = jxj
2
=
x
2
1
  ax
2
2
  bx
2
3
+ abx
2
4
.) 2
Damit bilden wir die inverse Dierente unserer Ordnung.
5.1.12 Denition : Man deniert, wie

ublich, f

ur die ausgew

ahlte Ordnung O im Schiefk

orper
D, die inverse Dierente O
?
als die Menge aller x 2 D mit der Eigenschaft (xy) 2 Z, f

ur alle
y 2 O. Danach setzt man
T = T
n
:= fT = T
0
2 S(n;D) ; (TX)  0 mod 2; 8 X = X
0
2 S(n;O)g: 2
5.1.13 Bemerkung : Bei der Denition der inversen Dierente kann man, wegen O = O, anstelle
von
"
x\ auch
"
x\ schreiben. Das reziproke Gitter
O

= fx 2 D ; (xy) 2 Z; 8y 2 Og
f

allt also mit
O
?
= fx 2 D ; (xy) 2 Z; 8y 2 Og
zusammen. 2
Nun wollen wir noch T beschreiben. Setze dazu
O
S
:= O \ S(D) = fx 2 O ; x = xg  O:
5.1.14 Lemma : T
n
ist gerade die Menge aller T 2 S(n;O

), deren Diagonalelemente sogar in
T
1
= 2  fy = y 2 D ; (yx) 2 Z; 8x = x 2 O
S
g liegen.
Beweis : Jedes x 2 O besitzt eine Zerlegung x =
x+x
2
+
x x
2
=
1
2
x
0
+
1
2
x
00
, mit x
0
2 O
S
. Da
(yx
00
) = (yx
00
) = (x
00
y) =  (yx
00
), falls y = y, erh

alt man T
1
wie angegeben. Die Form von
T
n
folgt aus der Denition. 2
1.5.2 Die Normfunktion auf einfachen, positiv deniten, involutiven,
rationalen Algebren und deren Tensorierung als Determinante
Nun m

ussen die Determinanten der Elemente der zugrunde liegenden, sowie der tensorierten,
Algebra, A = A
Q
und A
R
, im reellen, komplexen und quatern

aren Fall erkl

art werden, und mit
4
Durch die Wahl der Normierung entstehen sp

ater, z.B. in der Inversionsformel f

ur Thetareihen, keine zus

atzli-
chen Faktoren.
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den abstrakten Normfunktionen in Verbindung gebracht werden.
"
det\ bedeutet dabei immer die
gew

ohnliche Determinante eine reellen oder komplexen Matrix. Wir fangen wieder auf der Seite
der reduzierten Norm an, und verfahren genauso wie bei der Spur (siehe wieder [Re]).
5.2.1 Denition : Seien (A; J) = A = M
n
(D) eine endlich-dimensionale (reelle oder rationale)
Matrixalgebbra und L=K, K = Z(D)

=
Z(A), ein Zerf

allungsk

orper des Schiefk

orpers D, also
D 

K
L =M
s
(L). Setze, f

ur M 2 A,
N
A=K
(M) := N
M
ns
(L)=K
(M 
 1
L
);
wobei
"
N
M
ns
(L)=K
\ die gew

ohnliche Matrixdeterminante auf M
ns
(L) bedeute, und nenne dies die
reduzierte Norm von M . 2
Nun folgt
5.2.2 Lemma : N
A=K
ist eine (multiplikative) K-Determinantenform A  ! K, und von der
Wahl des Zerf

allungsk

orpers L unabh

angig. 2
F

ur halb-einfache, nicht notwendigerweise zentrale Algebren vereinbart man entsprechend
5.2.3 Denition : Sei A =
Q
A
i
=
Q
M
n
i
(D
i
), Z(D
i
) = K
i
, eine K-Algebra. Dann nennt man
N
A=K
:=
Y
N
K
i
=K
ÆN
A
i
=K
i
die reduzierte Norm von A. 2
Das umfat wieder unsere einfachen rationalen Algebren A. Auch die reduzierte Norm ist mit
Konstantenerweiterung vertr

aglich.
5.2.4 Lemma : F

ur eine beliebige K

orpererweiterung L=K des Zentrums K = Z(D) der Matri-
xalgebra A =M
n
(D), und f

ur A
L
:= A

K
L, kommutieren N
A=K
und N
A
L
=L
mit den Inklusionen
A  A
L
und K  L. 2
Dieses Lemma erlaubt es uns erneut von der rationalen Algebra A in die Tensorierung A
R

uberzugehen. Obige Denition ergibt nun folgende Spezialf

alle.
5.2.5 Bemerkung : a) Sei A =M
n
(R). Dann ist N
A=R
(M) = det(M) die gew

ohnliche Determi-
nante.
b) Sei A = M
n
(C). Dann ist N
A=R
(M) = j det(M)j
2
das Betragsquadrat der gew

ohnlichen
Determinante.
c) Sei A = M
n
(H). Dann ist N
A=R
(M) = det((M)) die gew

ohnliche Determinante der kom-
plexen Einbettung von M , insbesondere ist letztere stets reell. 2
Dies setzt auch die reduzierte Norm unserer Algebren A = M
n
(D) mit einer gew

ohnlichen
Determinante in Verbindung. Im Gegensatz zur Spurfunktion, skalieren wir die reduzierte Norm
nicht um.
5.2.6 Notation : a) Sei A
R
= M
n
0
(K), K 2 fR;C;Hg, eine halb-einfache reelle Algebra, und
A
C
ihre Komplexizierung. Setze
Det := N
A
C
=C
: A
C
 ! C:
Damit erh

alt man automatisch Detj
A
R
= N
A
R
=R
: A
R
 ! R. Ist ferner A = A
Q
eine positiv
denite, einfache, rationale Algebra, so ist ihre R-Tensorierung von obiger Form, und die entspre-
chende Einschr

ankung von Det auf A ist gerade N
A
Q
=Q
. Diese Funktion werden wir gelegentlich
als Determinante bezeichnen.
b) Ferner bezeichnen wir N
A=K
, f

ur A = A
Q
und K = Z(A), mit det. 2
Damit gilt
5.2.7 Bemerkung : a) Mit dieser Denition erh

alt man eine reellwertige
"
Determinante\ auf
A
R
, die Det(M) = Det(M
0
) erf

ullt. Im komplexen Fall kann man Det(M) = det(M) det(M
0
)
schreiben.
b) Man rechnet nach, da man so im komplexen Fall gerade die Determinante des Bildes
unter der reellen Einbettung erh

alt, im quatern

aren dagegen die Wurzel daraus, zumindestens f

ur
36 KAPITEL 1. ORDNUNGEN IN EINFACHEN, INVOLUTIVEN ALGEBREN
positive Matrizen. Dies hat zum Vorteil, da, f

ur unit

ar diagonalisierbare, also z.B. hermitesche,
Matrizen M ,
Det(M)
s
= j det((M))j;
s = s(K) der Schurindex des (Schief)k

orpers K 2 fR;C;Hg, und 
K
=  die reelle Einbettung,
gilt. 2
Genauso kann man untersuchen, welche Determinante man auf der Komplexizierung der
MatrixalgebrenM
n
(K)
C, K 2 fR;C;Hg, und damit auf A
C
, erh

alt. Im reellen Fall erh

alt man
Det(M) = det(M), M 2 M
n
(R) 
C = M
n
(C), also die gew

ohnliche Determinante auf M
n
(C).
Im quatern

aren Fall ist nun
(M
0
) = ((M
x
+ iM
y
)
0
) =

M
0
x;1
 M
0
x;2
e
i+i(M
0
y;1
 M
0
y;2
e
i)
M
0
x;3
 M
0
x;4
e
i+i(M
0
y;3
 M
0
y;4
e
i)
 (M
0
x;3
+M
0
x;4
e
i) i(M
0
y;3
+M
0
y;4
e
i)
M
0
x;1
+M
0
x;2
e
i+i(M
0
y;1
+M
0
y;2
e
i)

;
wenn man i =
e
i setzt, nicht mehr gleich (M)
0
, geht jedoch durch Konjugation mit

0
 E
E
0

aus
(M)
0
=

M
0
x;1
+M
0
x;2
e
i+i(M
0
y;1
+M
0
y;2
e
i)
M
0
x;3
+M
0
x;4
e
i+i(M
0
y;3
+M
0
y;4
e
i)
 M
0
x;3
+M
0
x;4
e
i i(M
0
y;3
 M
0
y;4
e
i)
M
0
x;1
 M
0
x;2
e
i+i(M
0
y;1
 M
0
y;2
e
i)

hervor, also ergibt sich eine komplexe Zahl Det(M) = det((M)), und es gilt weiterhin Det(M
0
) =
Det(M).
Im komplexen Fall schlielich ergibt  : C 
C  ! C C wieder die gew

unschte Verbindung
zu gew

ohnlichen Determinanten. In M und M setzt man i =
e
i (im Sinne der Abbildung ), und
erh

alt Det(M) = det(
f
M) det

g
(M)

, (M) = (
f
M;
g
(M)), mit den so entstehenden Elementen aus
M
n
(C). Auch hier ist
g
(M) nicht mehr das komplex konjugierte von
f
M , aber (M) = (
g
(M);
f
M). Die
"
Determinante\ wurde damit in allen drei F

allen mit

ublichen Begrien in Verbindung gebracht;
die
"
Komplexwertigkeit\ der Determinante stammt nur von der zus

atzlichen Komplexizierung,
und zwar so, da stets Det(M
0
) = Det(M) = Det(M) gilt. Man erh

alt somit
5.2.8 Lemma : Die Determinantenfunktion ist eine holomorphe Funktion auf der oberen Halb-
ebene T (A
R
), die eine eindeutige (holomorphe) Wurzelfunktion
p
Det(Z) = Det(X + iY )
1=2
besitzt, und so, da Det(Z=i)
1=2
, f

ur Z = iY , das Produkt der gew

ohnlichen Wurzeln der Deter-
minanten der einfachen Komponenten von T (A
R
) ist.
5
2
Sei wie immer A = A
Q
=M
n
(D).
5.2.9 Bemerkung : a) Im K

orperfall D = K entspricht die erkl

arte Determinante der ausge-
zeichneten (reduzierten) K

orpernorm, N
K=Q
(x) =
Q

i
(x), ausgedehnt auf Matrizen.
b) Man hat insgesamt eine Determinante auf einfachen, involutiven, positiv deniten Algebren
A = (A
Q
; J)

uber den rationalen Zahlen erkl

art, die eine Zusammensetzung der (reduzierten)
Normen N
M
n
(D)=K
(gebildet mit Hilfe eines Zerf

allungsk

orpers L) und N
K=Q
ist. 2
Damit deniert man die uns interessierenden Gruppen.
5.2.10 Denition : Wie

ublich bildet man die spezielle(n) lineare(n) Gruppe(n) als die Menge
aller Elemente deren reduzierte Norm 1 ist, also
Sl(n;D) := fM 2M
n
(D) ; det(M) = det((M)) = 1g und
Sl(n;O) := fM 2M
n
(O) ; det(M) = det((M)) = 1g: 2
5
Man beachte, da man dabei, im komplexen Fall, auch
"
reelle\ Elemente Y 2 A
R
, als komplexiziert auat,
(Y ) 2 A
C
.
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Die spezielle lineare Gruppe hat die sogenannte Eigenschaft der starken Approximation (siehe
z.B. [Knes]). Bildet man entsprechend Sl(n;O
P
) und Sl(n;
b
O
P
)

uber den Lokalisierungen und
Komplettierungen von O, so gilt
5.2.11 Strarker Approximationssatz : Sei S eine endliche Menge von Primstellen in K =
Z(D), und zu jedem P 2 S seien U
P
2 Sl(n;
b
O
P
) und eine nat

urliche Zahl m
P
gegeben. Dann
existiert ein U 2 Sl(n;D), so da
U  U
P
mod P
m
p
; f

ur alle P 2 S; und U 2 Sl(n;O
P
) sonst;
gilt. 2
1.5.3 Eigenschaften der Determinante und der Spur von (total) positi-
ven, unter der Involution invarianten, Matrizen
Mit den getroenen Denitionen und Festlegungen lassen sich die f

ur die Entwicklung der Theorie
unentbehrlichen Eigenschaften total positiver Matrizen aus dem rationalen Fall

ubertragen. Neben
A = (A
Q
; J) = (M
n
(D); J) selbst, betrachten wir nun auch Matrixalgebren M
r
(D), r beliebig,

uber D, nat

urlich stets ausger

ustet mit der Matrixausdehnung der positiven Involution J auf D.
Die Einbettung  : D  ! D
R
liefert selbstverst

andlich auch f

ur jede solche Matrixalgebra eine
Einbettung nach M
r
(D
R
), die die Standardinvolution ergibt.
5.3.1 Lemma : a) Sei S 2M
r
(D).
Aus S = S
0
= S
(r)
> 0 folgt s
jj
> 0; j = 1; : : : ; r;
im Sinne von s
jj
 0, und genauso f

ur
"
\ (also
"
\). Die Bilder der Diagonalelemente, aufgefat
als Matrizen aus D
R
, sind also total positive Matrizen.
b) Seien S; T 2M
r
(D). Aus S; T > 0 folgt (ST ) > 0, entsprechend f

ur
"
\.
c) Seien S = S
(r)
> 0 und T = T
0
= T
(r)
. Dann existiert B 2 M
r
(D
R
), so da S[B] = D
S
und T [B] = D
T
beide diagonal sind.
Beweis : a) Die Diagonalelemente von S entsprechen m
0
-Tupeln von (s  s)-Bl

ocken im Bild
(S) = (S
(1)
; : : : ; S
(m
0
)
), jedes S
(i)
ist eine gew

ohnliche positive Matrix, woraus die Behauptung
folgt. Da S = S
0
gilt, und im komplexen Fall mit S auch S = S
0
positiv ist, kann man auerdem
stets noch das ganze in der Komplexizierung A
C
lesen.
b) Die Spur ist ja die Summe

uber die Spuren der Komponenten der Einbettungen, (ST ) =
P
i
(S
(i)
T
(i)
), nach dem entsprechenden wohlbekannten Hilfssatz aus dem rationalen Fall ist jeder
der Summanden positiv.
c) Es wird f

ur den Beweis nur die Existenz einer positiven Wurzel von S (bzw. jedem der S
(i)
)
ben

otigt. Diese wurde gezeigt. Alle S
(i)
haben auf jeden Fall reelle, positive Eigenwerte. 2
Man vereinbart, f

ur S; T  0, noch die Schreibweise
S > T (S  T ); falls S   T > 0 (S   T  0);
und erh

alt damit die Absch

atzung der Determinanten
5.3.2 Lemma : Seien S; T 2 S(r;D). Aus S   T > 0 folgt Det(S) > Det(T ), genauso f

ur
"
\.
Beweis : Man benutzt ein B wie oben, sowie
Det(B
0
)Det(B) = jDet(B)j
2
= (Det(B))
2
;
und sch

atzt
Det(S) Det(T ) =
1
Det(B)
2
(Det(S[B]) Det(T [B])) =
1
Det(B)
2
(Det(D
S
) Det(D
T
))
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ab. Die Voraussetzung liefert die gew

unschte Ungleichung f

ur jedes Paar von Diagonalelementen
((D
S
)
(i)
jj
; (D
T
)
(i)
jj
) und damit f

ur deren Produkte, also auch f

ur die Determinanten von S und T .
2
Somit erh

alt man die Absch

atzung, die bei der Konvergenz der Thetareihen ben

otigt wird.
5.3.3 Lemma : Sei S = S
0
> 0. Dann existiert ein Æ > 0, so da S  ÆE
(r)
. F

ur beliebiges t 2 C
ist die Anzahl der Darstellungen A(S; t) := jfg 2 O
r
; S[g] = tgj endlich.
Beweis : Man hat Æ als das minimale Diagonalelement (des Bildes) von S, also
Æ := minfS
(i)
jj
; i = 1; : : : ;m; j = 1; : : : ; nsg;
zu w

ahlen. Die Endlichkeit der Darstellungen von t ergibt sich aus der Tatsache, da (das Bild
von) O ein Gitter, also diskret ist. 2
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1.6 Multiplikatorsysteme und irreduzible rationale Darstel-
lungen der mit R tensorierten und komplexizierten
involutiven Algebren, vektorwertige Modulformen
In diesem Abschnitt werden sogenannte Multiplikatorsysteme eingef

uhrt, um auch Modulformen
von ungeradem Gewicht behandeln zu k

onnen. Auerdem werden auch ausgew

ahlte Darstellungen
von geeigneten, der Algebren zugeordneten, Gruppen studiert, die es erm

oglichen, den Fall von
vektorwertigen Modulformen zu erfassen. Danach werden letztere deniert.
1.6.1 Kanonische Automorphiefaktoren auf der Komplexizierung einer
maximalen kompakten Untergruppe von Sp(n;D
R
)
Im rationalen Fall Siegelscher Modulformen, h

angt das Transformationsverhalten unter einer sym-
plektischen Matrix M =

A
C
B
D

, und an der Stelle Z 2 H
n
der oberen Halbebene, von der inver-
tierbaren Matrix J(M;Z) := CZ +D 2 Gl(n;C) ab. Ferner deniert dieses
J : Sp(n;R)H
n
 ! Gl(n;C)
eine surjektive Abbildung. Diese verallgemeinern wir, in der allgemeineren Sprache der Automor-
phiefaktoren, auf die bei uns auftretenden symplektischen Gruppen, also
Sp(n;D
R
) = Sp(ns;R
m
); Sp(ns;C
m=2
) oder Sp(n;H
m
):
Dazu
6.1.1 Bemerkung : Der Stabilisator des Punktes Z = iE 2 H
n
ist eine maximale kompakte
Untergruppe K = K(K), K 2 fR;C;Hg, von Sp(n;K). Diese ist entsprechend isomorph zu
U(n;C); U(n;C) U(n;C) bzw. U(2n;C):
Beweis : a) Es gelte MhiEi = iE, f

ur M =

A
C
B
D

2 Sp(n;K). Dann ist iA+B =  C+ iD, also
M =

A
 B
B
A

. Wegen der symplektischen Relationen, mu
AA
0
+BB
0
= E; sowie A
0
B = B
0
A und AB
0
= BA
0
;
gelten.
b) Im reellen Fall kann man U := A+ iB 2M
n
(C) bilden. Es ist dann
UU
0
= (A+ iB)(A
0
  iB
0
) = (A+ iB)(A
0
  iB
0
) = E;
also ist U unit

ar. (Vorsicht: U bedeutet hier in allen F

allen die gew

ohnliche komplexe Matrixkon-
jugation, es wird nicht zwischen
"
i\ und
"
e
i\ unterschieden.) Umgekehrt kann man jede unit

are
Matrix U in Real- und Imagin

arteil zerlegen, U = A + iB, und erh

alt mit M :=

A
 B
B
A

eine
reelle symplektische Matrix.
c) Im komplexen Fall bildet man U
1
:= A+iB und U
2
:= A iB. (Das Paar (U
1
; U
2
) entspricht
gerade (U), wenn man U := A + iB 2 M
n
(C) 

R
C bildet, also i als neue imagin

are Einheit
auat.) Es ist sowohl U
1
U
0
1
= (A+ iB)(A
0
  iB
0
) = E, wie auch U
2
U
0
2
= (A  iB)(A
0
+ iB
0
) = E.
Beide Matrizen sind also unit

ar. Umgekehrt liefern zwei beliebige unit

are Matrizen U
1
und U
2
die
komplexen Matrizen A :=
U
1
+U
2
2
und B :=
U
1
 U
2
2i
. Es gilt dann
AB
0
=
(U
1
+ U
2
)(U
0
1
  U
0
2
)
2  ( 2i)
=  
U
1
U
0
1
  U
2
U
0
2
+ U
2
U
0
1
  U
1
U
0
2
4i
=
U
1
U
0
2
  U
2
U
0
1
4i
und
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BA
0
=
(U
1
  U
2
)(U
0
1
+ U
0
2
)
2i  2
=
U
1
U
0
1
  U
2
U
0
2
+ U
1
U
0
2
  U
2
U
0
1
4i
=
U
1
U
0
2
  U
2
U
0
1
4i
; sowie
AA
0
+BB
0
=
(U
1
+ U
2
)(U
0
1
+ U
0
2
)
2  2
+
(U
1
  U
2
)(U
0
1
  U
0
2
)
2i  ( 2i)
=
=
E + U
1
U
0
2
+ U
2
U
0
1
+E
4
+
E   U
2
U
0
1
  U
1
U
0
2
+E
4
=
4E
4
= E;
also erh

alt man M :=

A
 B
B
A

2 Sp(n;C).
d) Im quatern

aren Fall schlielich, identiziert man A und B mit den entsprechenden komple-
xen Bildern

A
1
 A
2
A
2
A
1

,

B
1
 B
2
B
2
B
1

2M
2n
(C). Es ist dann AB
0
=

A
1
B
0
1
+A
2
B
0
2
A
1
B
0
2
 A
2
B
0
1
A
2
B
0
1
 A
1
B
0
2
A
1
B
0
1
+A
2
B
0
2

, BA
0
=

B
1
A
0
1
+B
2
A
0
2
B
1
A
0
2
 B
2
A
0
1
B
2
A
0
1
 B
1
A
0
2
B
1
A
0
1
+B
2
A
0
2

und AA
0
+ BB
0
=

A
1
A
0
1
+A
2
A
0
2
+B
1
B
0
1
+B
2
B
0
2
A
1
A
0
2
 A
2
A
0
1
+B
1
B
0
2
 B
2
B
0
1
A
2
A
0
1
 A
1
A
0
2
+B
2
B
0
1
 B
1
B
0
2
A
1
A
0
1
+A
2
A
0
2
+B
1
B
0
1
+B
2
B
0
2

.
Bilde wieder U := A+ iB 2M
2n
(C). Die symplektischen Relationen liefern dann
UU
0
=

A
1
+iB
1
 A
2
 iB
2
A
2
+iB
2
A
1
+iB
1

A
0
1
 iB
0
1
A
0
2
 iB
0
2
 A
0
2
+iB
0
2
A
0
1
 iB
0
1

=
=
 
A
1
A
0
1
+ A
2
A
0
2
+B
1
B
0
1
+B
2
B
0
2
+ i(B
1
A
0
1
 A
1
B
0
1
+B
2
A
0
2
 A
2
B
0
2
)
A
1
A
0
2
 A
2
A
0
1
+B
1
B
0
2
 B
2
B
0
1
+ i(A
2
B
0
1
 B
2
A
0
1
+B
1
A
0
2
 A
1
B
0
2
)
A
2
A
0
1
 A
1
A
0
2
+B
2
B
0
1
 B
1
B
0
2
+ i(A
1
B
0
2
 B
1
A
0
2
+B
2
A
0
1
 A
2
B
0
1
)
A
1
A
0
1
+ A
2
A
0
2
+B
1
B
0
1
+B
2
B
0
2
+ i(B
2
A
0
2
 A
2
B
0
2
+B
1
A
0
1
 A
1
B
0
1
)
!
=
=

E+i0
0+i0
0+i0
E+i0

= E
(2n)
;
also ist U unit

ar. Umgekehrt besitzt aus Dimensionsgr

unden jedes U 2 M
2n
(C) eine Zerlegung
U = A+ iB mit A,B 2M
n
(H), ein unit

ares U liefert ein symplektisches M :=

A
 B
B
A

. 2
Wir haben also f

ur jeden positiv deniten Schiefk

orperD eine maximale kompakte Untergruppe
K = K(D) von Sp(n;D
R
) ausgezeichnet; diese h

angt nur vom Schiefk

orperK 2 fR;C;Hg ab, der
D
R
zugrunde liegt. Die Komplexizierung der (komplexen) unit

aren Gruppe ist die allgemeinen
lineare Gruppe. Es gilt also
6.1.2 Folgerung : Die Komplexizierung K
C
der maximalen kompakten Untergruppe K, der
symplektischen Gruppe Sp(n;D
R
)

uber der Tensorierung D
R
eines rationalen, positiv deniten
Schiefk

orpers D, ist isomorph zu einer der Gruppen
Gl(ns;C
m
); Gl(ns;C
m=2
)Gl(ns;C
m=2
) oder Gl(2n;C
m
);
also stets zu Gl(ns;C)
m
= Gl(n;D
C
). 2
Nun mu, f

ur jeden solchen Schiefk

orper, ein sogenannter (kanonischer) Automorphiefaktor
ausgezeichnet werden, also eine Abbildung J : Sp(n;D
R
)H
m
n
 ! K
C
, die, f

ur jede symplektische
Matrix M , holomorph in Z 2 H
n
ist, und die der Kozykel-Relation
J(MN;Z) = J(M;NhZi)J(N;Z)
gen

ugt.
6.1.3 Bemerkung : Die Festlegung J(M;Z) := (CZ +D), falls Z(D
R
) = R
m
, bzw. J(M;Z) :=
(CZ +D) = (W
1
;W
2
)b=
"
(CZ +D;CZ
0
+D)\, falls Z(D
R
) = C
m=2
, liefert, f

ur jeden rationalen
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Schiefk

orper, einen Automorphiefaktor J : Sp(n;D
R
)  H
m
n
 ! Gl(ns;C
m
). Dabei ist
"
\, im
komplexen Fall, nat

urlich der Isomorphismus aus 2:3:5. Man kann also auch
J(M;Z) = CZ +D; J : Sp(n;D
R
)H
m
n
 ! K
C
;
in allen F

allen f

ur den Automorphiefaktor schreiben; diese Matrix ist insbesondere im komplexen
Fall ein Element aus Gl(ns;C
m=2
)

R
C.
Beweis : Genauso wie f

ur CZ + D, ist auch, f

ur
e
J(M;Z) = CZ
0
+ D und M
12
= M
1
M
2
,
M
i
2 Sp(n;C),
e
J(M
1
M
2
; Z) = C
12
Z
0
+D
12
= (C
1
A
2
+D
1
C
2
)Z
0
+ (C
1
B
2
+D
1
D
2
);
und
e
J(M
1
;M
2
hZi)
e
J(M
2
; Z) = (C
1
((A
2
Z +B
2
)(C
2
Z +D
2
)
 1
)
0
+D
1
)(C
2
Z
0
+D
2
) =
= (C
1
(A
2
Z +B
2
) +D
1
(C
2
Z +D
2
))(C
2
Z +D
2
)
 1
(C
2
Z
0
+D
2
);
wegen Z = Z
0
und M
2
hZi = (M
2
hZi)
0
, also erf

ullt auch
e
J die Kozykel-Relation. 2
Es gilt
6.1.4 Bemerkung : Die Einschr

ankung von J auf den Unterraum Sp(n;D
R
)  fiEg, J( ; iE) :
Sp(n;D
R
)  ! Gl(n;D
C
), deniert ein Einbettung K  ! K
C
. Damit hat jede stetige Darstellung
von K = K(D) die Form (J( ; iE)), mit einer Darstellung  von Gl(n;D
C
). 2
1.6.2 Multiplikatorsysteme als komplexwertige Funktionen, die die ein-
geschr

ankte Kozykel-Relation erf

ullen
Nun soll die Kozykel-Relation
J(MN;Z) = J(M;NhZi)J(N;Z);
der der kanonische Automorphiefaktor J(M;Z) = CZ +D gen

ugt, verallgemeinert werden. F

ur
Matrizen(tupel) aus der oberen Halbebene hat man eine Determinantenfunktion deniert, diese
ist multiplikativ, also
6.2.1 Bemerkung : Die Abbildung J
2
(M;Z) := Det(CZ +D) erf

ullt die Kozykel-Relation. 2
Nun will man auch ungerade Gewichte betrachten. Sei also, wie immer, A = A
Q
= M
n
(D)
eine einfache Algebra und A
R
ihre Tensorierung. Die Wurzelfunktion f

ur Matrizen und deren
Determinanten wurde deniert. Sie enth

alt jedoch eine Vorzeichenkonvention, deswegen gilt nur
6.2.2 Bemerkung : Es gibt f

ur jedes r 2 Z eine Abbildung
! = !
r
: Sp(A
R
) Sp(A
R
)  ! f1g;
so da J
r
(M;Z) = (Det(CZ +D))
r=2
die eingeschr

ankte Kozykel-Relation
J
r
(MN;Z) = !(M;N)J
r
(M;NhZi)J
r
(N;Z)
erf

ullt (, f

ur alle Z 2 H
n
). 2
Dieses st

orende Vorzeichen soll von einem (konstanten) Transformationsfaktor absorbiert wer-
den. Dazu
6.2.3 Denition : Sei   eine Kongruenzgruppe. Ein Multiplikatorsystem vom Gewicht r 2 Z ist
eine Abbildung v :    ! C

, die die eingeschr

ankte Kozykel-Relation bez

uglich !
r
erf

ullt, und
auf v(M)J
r
(M;Z) = 1, falls M 2   und M =

E
0
0
E

trivial wirkt (vergleiche 4.2.8), normiert
ist. Dabei wird   als Teil von M
2
(A
C
) aufgefat. 2
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6.2.4 Bemerkung : a) Will man diese Multiplikatorsysteme mit den

ublichen (siehe z.B. [Fr2])
in Verbindung bringen, so hat man zu ber

ucksichtigen, da jedes M und Z schon ein Matrixtupel
darstellt. Eigentlich m

ute man als Gewicht einen Vektor r = (r
1
; : : : ; r
m
)
0
2 Z
m
zulassen. (Im
reellen und quatern

aren Fall stammen die m Komponenten r
i
von den einfachen Komponenten der
Tensorierung A
R
, im komplexen werden die
m
2
r
i
's durch die Komplexizierung verdoppelt.) Wir
wollen das Multiplikatorsystem v jedoch mit der Determinante in Verbindung setzten, deswegen
mu es in seinen Komponenten
"
homogen\ sein, r = r  (1; : : : ; 1)
0
. Ein Multiplikatorsystem l

at
sich als (Tensor)produkt von gew

ohnlichen Multiplikatorsystemen auf den einfachen Komponenten
von A
C
schreiben, v(M) =
N
i
v
(i)
(M
(i)
).
b) Zu einem Multiplikatorsystem v auf   und einer projektiv rationalen symplektischen Matrix
N erh

alt man eins (von demselben Gewicht) auf  
N
, mittels
v
N
(M
N
) = v
N
(N
 1
MN) := v(M)!
r
(M;N)!
r
(N;N
 1
MN); M 2  : 2
Es gilt auf jeden Fall
6.2.5 Bemerkung : Die Abbildung
J
r;v
:  H
n
 ! C

; J
r;v
(M;Z) = v(M)Det(CZ +D)
r=2
;
v ein Multiplikatorsystem vom Gewicht r auf  , erf

ullt die Kozykel-Relation. 2
1.6.3 Endlich-dimensionale, irreduzible, rationale, analytische Darstel-
lungen der Komplexizierung Gl(ns;C
m
) der maximalen kom-
pakten Untergruppe der symplektischen Gruppe
Nun sollen Darstellungen  der komplexizierten maximalen kompakten Untergruppe K
C
=
Gl(ns;C)
m
, also Gruppenhomomorphismen von Gl(A
C
) in die allgemeine lineare Gruppe eines
endlich-dimensionalen C-Vektorraumes Z studiert werden. Dabei benutzen wir Gl(A
C
) als kom-
pakte Schreibweise f

ur
Gl(ns;C)
m
= fM 2 A
C
; 0 6= Det(M) 2 C

g:
Entsprechen verwenden wir Gl(A
R
), Gl(n;D
C
) und Gl(n;D
R
). Wir verlangen, da diese Darstel-
lung rational ist, da also jede ihrer Matrixkomponenten (nach einer Basiswahl in Z) eine rationale
Funktion ist. Insbesondere ist  analytisch. Es gilt (siehe z.B. [NS])
6.3.1 Theorem : Jede endlich-dimensionale analytische Darstellung von G = Gl(n;C) ist voll-
st

andig reduzibel. Die Einschr

ankung einer irreduziblen, endlich-dimensionalen und analytischen
Darstellung von G auf die unit

are Gruppe U = U(n;C) ist irreduzibel. 2
Wir beschr

anken uns also auf irreduzible . Ein weiterer Satz besagt dann jedoch, da die
gesuchte Darstellung ein Tensorprodukt von irreduziblen Darstellungen auf den einfachen Kom-
ponenten ist,
 =
m
O
i=1

(i)
: G = Gl(ns;C)
m
 ! Gl(Z) = Gl
 
m
O
i=1
Z
(i)
!
; 
(i)
: Gl(ns;C)  ! Gl(Z
(i)
):
Wir untersuchen erst eine solche Komponente 
(i)
= .
Da die Darstellung rational ist, existiert eine gr

ote ganze Zahl l 2 Z, so da

0
(A) := det(A)
 l
(A)
noch polynomial ist. Man nennt eine solche polynomiale Darstellung 
0
, die also f

ur det(A) = 0
nicht verschwindet, reduziert. Wir xieren f

ur jede einfache Komponente von K
C
und f

ur die
gesamte Arbeit solch ein 
0
= 
(i)
0
. Damit k

onnen wir, f

ur jedes gerade r = r
(i)
2 Z, eine Abbildung
 = 
(i)
: Gl(ns;C)  ! Gl(Z
(i)
); (A) := 
0
(A) det(A)
r=2
;
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bilden. Dieses  ist dann wieder eine Darstellung (und ihr Gewicht ist r=2). Wir wollen aber
auch ungerade r zulassen. Wir bilden also, f

ur jedes r 2 Z, das Paar  = 
(i)
= (
(i)
0
; r
(i)
). Wir
nennen gelegentlich r das Gewicht von  = (
0
; r). Um durch das Tensorprodukt
N
i

(i)
einen
sinnvollen Zusammenhang mit Det(A) = Det(A
(1)
; : : : ; A
(m)
) zu erhalten, m

ussen die Gewichte
der 
(i)

ubereinstimmen. Insgesamt haben wir die
6.3.2 Festlegung : F

ur die gesamte Arbeit wird eine rationale Darstellung 
0
=
N
i

(i)
0
xiert,
deren m Tensorkomponenten 
(i)
0
polynomial und reduziert sind, also s

amtlich Gewicht 0 haben.
F

ur jedes r 2 Z bilden wir das Paar  = (
0
; r). Dieses deniert eine, f

ur jede symplektische
Matrix holomorphe, Abbildung  =
N
i

(i)
: Sp(n;D
R
)H
m
n
 ! Gl(Z);
(J(M;Z)) := 
0
(J(M;Z))J
r
(M;Z) = 
0
(CZ +D)Det(CZ +D)
r=2
:
Gelegentlich nennen wir r das Gewicht von . 2
F

ur gerades r ist, wie schon bemerkt, jede Tensorkomponente von  eine Darstellung, und r=2
ist das Gewicht jeder Komponente dieser Darstellung. Auf jeden Fall Fall erf

ullt 
0
=
N
i

(i)
0
, als
Gruppenhomomorphismus, die Kozykel-Relation

0
(J(MN;Z)) = 
0
(J(M;NhZi))
0
(J(N;Z)):
W

ahlt man ein Multiplikatorsystem vom selben Gewicht wie  = (
0
; r), so erh

alt man trivialer-
weise
6.3.3 Bemerkung :
v(M)(J(M;Z)) =
O
i
v
(i)
(M
(i)
)
(i)
0
(C
(i)
Z
(i)
+D
(i)
) det(C
(i)
Z
(i)
+D
(i)
)
r=2
erf

ullt die Kozykel-Relation, f

ur alle M = (M
(1)
; : : : ;M
(m)
) 2   und alle Z = (Z
(1)
; : : : ; Z
(m)
) 2
H
n
. 2
Wir brauchen noch ein Paar Resultate aus der Theorie der h

ochsten Gewichte. Seien also
G = G(n) := Gl(ns;C) eine Komponente der dem Schiefk

orper D zugeordneten allgemeinen
linearen Gruppe K
C
= Gl(ns;C)
m
, D = D(n) die Untergruppe der Diagonal- und T = T(n) die
Untergruppe der strikten oberen Dreiecksmatrizen, sowie  = 
(i)
0
wie oben.
6.3.4 Denition : Man nennt einen Vektor x 2 Z = Z
(i)
Vektor von h

ochstem Gewicht, falls
(D)x = (D)x und (T )x = x; f

ur alle D 2 D(n) und T 2 T(n);
mit einem stetigen Charakter  auf D, gilt. Dieser Charakter heit (das) h

ochste Gewicht von .
2
6.3.5 Theorem : a) Jedes irreduzible  besitzt genau einen eindimensionalen Unterraum von Vek-
toren h

ochsten Gewichtes, und genau ein h

ochstes Gewicht. Umgekehrt ist jede solche Darstellung,
mit einem induktiven , irreduzibel.
b) Genau dann sind zwei irreduzible Darstellungen

aquivalent, wenn ihre h

ochsten Gewichte

ubereinstimmen. 2
Unsere Darstellungen sind rational, also hat  die Form (D) =
ns
Q
i=1
d
r
i
i
. Es wird also jede
Tensorkomponente 
(i)
0
der Darstellung 
0
durch einen Vektor r = r
(i)
2 Z
ns
, r
1
 r
2
 : : :  r
ns
,
charakterisiert, und die r
j
sind nicht-negativ, da 
(i)
0
polynomial ist. Unser obiges Gewicht von

0
ist gerade dessen letzte Komponente r = r
ns
= 0, also ist, f

ur jedes i = 1; : : : ;m, das h

ochste
Gewicht r
(i)
= 0 2 Z
ns
der Nullvektor. Wir benutzen noch
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6.3.6 Satz : Sei  : Gl(n
0
;C)  ! Gl(Z) irreduzibel, vom h

ochsten Gewicht r = (r
1
; : : : ; r
n
0
)
0
,
und Z
0
:= fx 2 Z ; 

E
(m
0
)
0

E
(n
0
 m
0
)

x = xg. Angenommen es existiert ein 0 6= x 2 Z
0
, das
unter allen 

E
0
0
U

, U 2 Sl(n
0
 m
0
;Z), invariant ist. Dann ist die Darstellung
e : Gl(m
0
;C)  ! Gl(Z
0
); e(A) = 

A
0
0
E




Z
0
irreduzibel. Ihr h

ochstes Gewicht ist (r
1
; : : : ; r
m
0
)
0
und es gilt r
m
0
+1
= : : : = r
n
0
. 2
F

ur unser polynomiales und reduziertes 
0
ist, wie erw

ahnt, das h

ochste Gewicht der Null-
vektor. Obige Einschr

ankung auf einen Unterraum

andert daran nichts, und die Multiplikation
mit J
r
(M;Z), ebenfalls geeignet eingeschr

ankt auf Z =

e
Z
0
0
E
(n
0
 m
0
)

,
e
Z 2 H
m
0
, M =

A
C
B
D

,
A =

e
A
0
0
E
(n
0
 m
0
)

, B =

e
B
0
0
0

, C =

e
C
0
0
0

und D =

e
D
0
0
E
(n
0
 m
0
)

, liefert dasselbe Gewicht. Wir
erhalten also eine eingeschr

ankte Abbildung e = (e
0
; r), e(A) = e
0
(A)Det(A)
r=2
, A =
e
J(
f
M;
e
Z) 2
H
m
0
von derselben Form wie , also ein Paar e = (e
0
; r), mit einer reduzierten polynomialen
Darstellung e
0
und demselben Gewicht r.
1.6.4 Vektorwertige Modulformen

uber einfachen involutiven Algebren,
der verallgemeinerte -Operator
Damit k

onnen wir, wie

ublich, Modulformen denieren und das Koecher-Prinzip benutzen. Wie in
den vorangegangenen Abschnitten, behandeln wir den Fall einer einfachen Algebra A mit positiver
Involution.
6.4.1 Vorbemerkung : Periodische Funktionen lassen sich in Fourier-Reihen entwickeln. Da jede
Kongruenzgruppe (als Wirkungsgruppe) ein gewisses Gitter invariant l

at, werden Modulformen
eine Darstellung f(Z) =
P
T2T
a(T )e
i
q
fTZg
, mit einer geeigneten nat

urlichen Zahl q, besitzen.
b) Aus dem Transformationsverhalten
f(MhZi) = v(M)(J(M;Z))f(Z); M 2  ;
f

ur eine Funktion f folgt, da f
N
(Z) := (J(N;Z))
 1
f(NhZi), N 2 Sp(A
R
) projektiv rational,
das Transformationsverhalten
f
N
(M
N
hZi) = v
N
(M
N
)(J(M
N
; Z))f
N
(Z); f

ur M
N
= N
 1
MN 2  
N
= N
 1
 N;
besitzt, und insbesondere ebenfalls in eine Fourier-Reihe entwickelbar ist, in der, wegen der pro-
jektiven Rationalit

at von N , wieder nur

uber ein Gitter summiert werden mu.
c) Ist insbesondere   =  
n
[q] und N 2  
n
, so ist ( 
n
[q])
N
=  
n
[q] (, da die Hauptkongruenz-
gruppen Normalteiler in der Modulgruppe sind.) In der Fourier-Entwicklung von f
N
wird also

uber dasselbe Gitter summiert, und die KoeÆzienten k

onnen mit denen von f verglichen werden.
2
6.4.2 Denition : a) Eine vektorwertige Modulform f vom Gewicht r, zu der fest gew

ahlten
Darstellung 
0
, einer Kongruenzgruppe   und einem Multiplikatorsystem v vom Gewicht r auf  
ist eine holomorphe Funktion f : H
n
= H
m
n
 ! Z , mit dem Transformationsverhalten
f(MhZi) = v(M)(J(M;Z))f(Z) = v(M)
0
(CZ +D)Det(CZ +D)
r=2
f(Z);
und der Eigenschaft (a
N
(T ) 6= 0 =) T  0) f

ur die KoeÆzienten ihrer Fourier-Entwicklung(en) ,
N 2 Sp(A
R
) projektiv rational.
b) Wir bezeichnen den Raum der Modulformen zu  = (
0
; r), v und   mit [ ; ; v] bzw.
[ ; r; v].
c) Wir nennen eine Modulform singul

ar, falls zus

atzlich (a(T ) 6= 0 =) Det(T ) = 0) gilt, und
bezeichnen den entsprechenden Raum der singul

aren Modulformen mit [ ; ; v]
S
= [ ; r; v]
S
. 2
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Wie immer gilt
6.4.3 Satz (Koecher-Prinzip) : Die letzte Bedingung in der Denition von Modulformen ist
f

ur n > 1 automatisch erf

ullt. 2
An dieser Stelle erg

anzen wir die Rechtfertigung der Wahl (des Repr

asentanten der

Ahnlich-
keitsklasse) der Involution auf A (Satz 4.2.13).
6.4.4 Bemerkung : Seien
0
=
b
J 
e
J zwei

ahnliche (positive) Involutionen auf A, und O =
b
J(O)
sowie
e
O =
e
J(
e
O) zwei (maximale) Ordnungen in dieser Algebra. Dann induziert der Isomorphismus
e aus dem vierten Abschnitt eine Bijektion   7 !
e
  =

E
0
0
M

 

E
0
0
M
 1

(Lemma 4.2.12) zwischen
den Kongruenzgruppen in Sp(A
R
;
b
J) bez

uglich O und denen in Sp(A
R
;
e
J) bez

uglich
e
O, so da die
zugeh

origen R

aume von Modulformen isomorph sind, [ ; ; v]

=
[
e
 ; e; ev],
e
0
(J(
e
X;Z)) := 
0
(J(e
 1
(
e
X); 
 1
(Z))); ev(
e
X) := v(e
 1
(
e
X)) 
 
Det(J(e
 1
(
e
X); 
 1
(Z)))
Det(J(
e
X;Z))
!
r=2
:
Dazu hat man lediglich
e
f(Z) := f(
 1
(Z)), f 2 [ ; ; v], zu bilden, das Tansformationsverhal-
ten nachzurechnen, und zu beachten, da J(e
 1
(
e
X); 
 1
(Z)) = J

A
M
 1
C
BM
M
 1
DM

; ZM

=
M
 1
(CZ +D)M =M
 1
J(
e
X;Z)M ,
e
X =

A
C
B
D

, gilt, also ev ein Multiplikatorsystem ist. 2
Nun deniert man wieder den -Operator.
6.4.5 Denition : F

ur eine holomorphe Funktion f auf der verallgemeinerten oberen Halbebene
H
n
und Z 2 H
n 1
= H
m
n 1
= (H
(n 1)s
)
m
setzt man, im Falle der Existenz,
(f j)(Z) := lim
t!1
f

Z
0
0
it1
A

: 2
Dabei wurde nat

urlich 1
A
= (E
(s)
)
m
identiziert, und dieser Limes existiert, falls z.B. f 2
[ ; r; v] eine Modulform ist, da man ihn auf jeden Term der Fourier-Entwicklung von f anwenden
kann.
6.4.6 Bemerkung : Durch mehrfache Anwendung von  erh

alt man, f

ur Modulformen f 2
[ ; ; v],
(f j
j
) = lim
t!1
f

Z
0
0
itE
(j)

; Z 2 H
n j
; E
(j)
= (E
(js)
)
m
: 2
Wir benutzen folgende Verallgemeinerung eines aus dem Siegelschen Fall wohlbekannten Sach-
verhalts.
6.4.7 Bemerkung : Aus (e
ifTZg
j) 6 0, mit einer semi-positiven Matrix T = T
0
2 M
n
(D),
T  0, folgt T =

T
0
0
0
0

, T
0
2M
n 1
(D).
Beweis : Bei der Anwendung von  auf e
ifT
e
Zg
,
e
Z =

Z
0
0
it1
A

, T =

T
0
t
0
1
t
1
t
2

, t
2
2 D, t
2
= t
2
 0,
hat man die Einbettung von D zu benutzen, und mit den Eigenschaften positiver Matrizen zu
zeigen, da der Limes nur dann nicht verschwindet, wenn (t
2
) = 0 ist. Dann sind jedoch alle
Diagonalelemente (des Bildes) von t
2
, und damit t
2
selbst, gleich Null. Nun r

aumt man wie

ublich
die zu t
2
geh

orenden Zeilen und Spalten aus, und erh

alt, wie im rationalen Fall, T =

T
0
0
0
0

. 2
Es ist 
0
ein Tensorprodukt von irreduziblen Darstellungen. Sl(n;O)

ubernimmt hier als Un-
tergruppe von M
n
(D
C
) =M
n
(D
C) die Rolle, die Sl(n;Z) M
n
(C) in der klassischen Theorie
hat. Der Schlu von obigem Satz

uber die Einschr

ankung von irreduziblen Darstellungen auf Un-
terr

aume, basiert auf der Untersuchung einer rationalen Identit

at, kann also komponentenweise
auf Sl(j;O), oder auch Sl(j; qO), anstelle von Sl(js;Z)
m
, angewendet werden. Dieselbe

Uberlegung
wie in [Fr2] ergibt
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6.4.8 Lemma : Falls eine Modulform f 2 [ ; ; v] existiert, so da f j
j
nicht identisch ver-
schwindet, so ist
(
0
j
j
)(A) := 
0

A
(n j)
0
0
E
(j)




Z
0
eine irreduzible, polynomiale und reduzierte Darstellung von Gl(n  j;D
C
) in den Raum Z
0
der,
unter allen 
0

E
(n j)
0

E
(j)

, invarianten Vektoren. (Ihr h

ochstes Gewicht ist also wieder der
Nullvektor.) 2
Multipliziert man dies mit der entsprechenden Potenz der eingeschr

ankten Determinante, so
erh

alt man auch ein eingeschr

anktes  (zu demselben Gewicht). Schr

ankt man noch geeignet das
Multiplikatorsystem ein, so ergibt die Einbettung der Modulgruppe vom Grad n   j nach  
n
folgende Operation von  auf den Raum der Modulformen.
6.4.9 Lemma : Falls ein f 2 [ ; ; v] = [ ; r; v] existiert, so da f j
j
6= 0, so deniert der
-Operator eine Abbildung

j
: [ ; ; v]  ! [ j
j
; j
j
; vj
j
] = [ j
j
; rj
j
; vj
j
];
mit einer Abbildung j
j
des betrachteten Types zum Gewicht rj
j
= r, also dem Produkt einer
irreduziblen und reduzierten Darstellung 
0
und einer Potenz der Determinante. 2
Diese Modulformen werden nun im Hauptteil, nach der Methode von Freitag, untersucht. Wie
immer gilt
6.4.10 Lemma : Jede Modulform von negativem Gewicht verschwindet identisch. Jede Modulform
vom Gewicht 0 ist konstant. 2
Kapitel 2
Vektorwertige Thetareihen

uber
einfachen, involutiven, positiv
deniten Algebren als
Modulformen zu
Hauptkongruenzgruppen
In diesem Kapitel werden nun die f

ur uns wichtigsten Beispiele von Modulformen eingef

uhrt,
die Thetareihen. Nach ihrer Denition wird ihr Verhalten unter symplektischen Transformationen
untersucht. Es wird gezeigt, da Thetareihen Modulformen zu geeigneten Hauptkongruenzgruppen
sind, und ein endlich-dimensionaler Unterraum von Thetareihen deniert, von dem es das Ziel ist
zu zeigen, da er alle singul

are Modulformen enth

alt.
47
48 KAPITEL 2. THETAREIHEN

UBER EINFACHEN ALGEBREN
2.1 Vektorwertige Thetareihen, mit beliebiger Charakte-
ristik,

uber einem Gitter und zu einer harmonischen
Form
Es werden vektorwertige Thetareihen mit Charakteristik deniert, und zwar zu einem Gitter

uber
der Ordnung O, und deren Konvergenz gezeigt. Der Vektorcharakter wird dabei von speziellen
Polynomen, den sogenannten harmonischen Formen, getragen.
2.1.1 Gitter

uber Ordnungen, harmonische Formen zu der fest gew

ahl-
ten Darstellung 
0
Sei nun A = M
n
(D) eine einfache Algebra mit allen Zusatzeigenschaften und -strukturen aus
dem ersten Kapitel (, also, neben der Positivit

at und der speziellen Wahl des Wedderburn-
Isomorphismus, haupts

achlich die Spur und die Determinante). Wir hatten eine, unter der In-
volution invariante, maximale Ordnung O in dem Schiefk

orper D fest gew

ahlt.

Uber dieser hatten
wir Gitter gebildet. Wir erinnern an die Denition, im Spezialfall des Grundringes R = Z.
1.1.1 Denition und Bemerkung : Ein links- bzw. rechts-O-Gitter ist ein links- bzw. rechts-
O-Modul, der gleichzeitig ein Z-Gitter in einem endlich-dimensionalen Q-Vektorraum V ist, also
ein torsionsfreier Z-Modul endlichen Typs. Wir k

onnen nat

urlich jedes solche Gitter, auch als
O
K
-Modul und O
K
-Gitter auassen, also O-Gitter

uber dem Zentrum K = Z(D) der Algebra
untersuchen. Auerdem werden wir gelegentlich einfach von Gittern sprechen (ohne die Spezika-
tion
"
O\). 2
Bei uns werden haupts

achlich rechts-O-Gitter L  D
r
auftreten Die Schreibweise hGi bedeute,
f

ur G = G
(r;n)
2 D
(r;n)
, den von den Spalten von G erzeugten O-Modul. Damit meinen wir die
Menge G O
n
, also genauer ein rechts-O-Gitter. Dies wird z.B. als Bedingung der Form
"
hGi  L\
in Summen benutzt.
1.1.2 Denition : Die Menge
L

:= fx 2 D
r
; (x
0
y) 2 Z; 8y 2 Lg
heit das, zu dem O-Gitter L  D
r
, reziproke Gitter. 2
1.1.3 Bemerkung : a) Sei L ein links- bzw. rechts-O-Gitter. Dann ist L

automatisch ein O-
Gitter derselben Art wie L.
b) Sei A 2 Gl(n;D) und L ein rechts-O-Gitter. Dann ist auch
e
L := A  L = fAx ; x 2 Lg ein
Gitter und es gilt
e
L

= A
0
 1
 L

. F

ur das spezielle Gitter L = O
r
gilt L

= (O

)
r
.
Beweis : a) Es gilt fx
0
(y  r)g = f(r x
0
)yg = f(x  r)
0
yg, f

ur alle r 2 O = O, also die Aussage
f

ur rechts-O-Gitter, und entsprechend auch f

ur den anderen Fall.
b) Es gilt, f

ur ey 2
e
L, (x
0
ey) = (x
0
Ay) = 

(A
0
x)
0
y

, y 2 L, also ist A
0

e
L

= L

. 2
Unter dem Volumen eines Gitters L, L = vol(L) = jLj, werden wir stets das euklidische Vo-
lumen der Einbettung (L)  D
r
R
des Gitters verstehen, also in diesem Zusammenhang nur die
ausgezeichnete euklidische R-Vektorraum-Struktur von D
R
ber

ucksichtigen, die durch das Skalar-
produkt induziert wird (vergleiche Denition 5.1.7 und Lemma 5.1.9 aus dem ersten Kapitel).
Um vektorwertige Thetareihen zu denieren, brauchen wir geeignete Vorfaktoren. Dies sind
Funktionen
P : D
(r;n)
C
H
m
n
 ! Z ; dim
C
(Z) <1;
deren Komponenten P
i
, bez

uglich einer Basis des Vektorraumes Z , Polynome sind. Selbst wenn
diese im voraus nicht von Z 2 H
m
n
abh

angen, wird es beim Beweis der Transformationsformeln
notwendig sein, uns Z als zus

atzliches Argument vorzustellen, P (X) = P (X;Z), da es in X selbst
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implizitit enthalten sein wird, und nicht unber

ucksichtigt bleiben darf.

Uber dem reellen Vektor-
raum D
C
hat man den nat

urlichen Begri eines harmonischen Polynoms. Dieser basiert auf der
Tatsache, da D
R
, wie bemerkt, ein euklidischer Vektorraum ist, und da das euklidische Volu-
menelement dU in D
R
, sowie der Dierentialoperator
P
i
@
2
@x
2
i
, wobei x
i
die Koordinaten bez

uglich
einer euklidischen Basis sein, unter orthogonalen Transformationen invariant sind. Man erh

alt also
den gew

ohnlichen Begri aus dem Raum R
n
0
.
1.1.4 Denition : a) Sei P : D
(r;n)
C
 ! Z , D
C
= D
R


R
C, ein Polynom in X . Setze P (X) :=
P
i
@
2
@z
2
i
P (X), wobei z
i
die (komplexen) Koordinaten bez

uglich einer orthonormalen R-Basis des
euklidischen Vektorraumes D
(r;n)
R
, der das Skalarprodukt aus 5.1.9 im ersten Kapitel tr

agt, sein.
Nenne P harmonisch, falls P  0 identisch verschwindet.
b) Nenne, f

ur ein Polynom P ,
P

(X) :=
Z
(D
R
)
(r;n)
(D
C
)
(r;n)
P (X + U)e
 fU
0
Ug
dU;
dU das euklidische Volumenelement in diesem (reellen) euklidischen Vektorraum, seine Gau-
Transformierte. 2
Auf jeden Fall k

onnen wir unsere Standardeinbettung benutzen, um solche Integrale konkret
zu berechnen. Es gilt allgemein
1.1.5 Lemma : Die Gau-Transformierte eines Polynoms ist wieder ein Polynom, und es gilt
P

= e

4
P . 2
1.1.6 Korollar : a) Die Gau-Transformation ist invertierbar.
b) Ist P oder P

harmonisch, also P = 0 oder P

= 0, so gilt P = P

.
c) Sind P und P

homogen, so auch harmonisch. 2
Wir ben

otigen eine st

arkere Eigenschaft als die Harmonizit

at der Polynome.
1.1.7 Denition : a) Ein Polynom P auf D
(r;n)
C
heit pluriharmonisch, falls
P (XA) = 0; f

ur alle A 2M
n
(D
C
) =M
ns
(C
m
);
gilt.
b) Ein Polynom P : D
(r;n)
C
H
n
 ! Z heit (pluri)harmonisch, falls jede Vektorkomponente
P
i
( ; Z), bez

uglich einer Basis von Z und f

ur jedes feste Z 2 H
n
, (pluri)harmonisch ist. 2
Nun erhalten wir die gew

unschten Vorfaktoren f

ur die Thetareihen mittels
1.1.8 Denition : Ein harmonisches vektorwertiges Polynom P =
0
B
@
P
1
.
.
.
P
k
1
C
A
: D
(r;n)
C
 ! Z heit
harmonische Form bez

uglich der Darstellung , falls
P (XA) = (A
0
)P (X); f

ur alle A 2 Gl(n;D
C
) = Gl(ns;C)
m
gilt. Ein harmonisches Polynom P : D
(r;n)
C
H
n
 ! Z heit harmonische Form, falls P ( ; Z) f

ur
jedes feste Z 2 H
n
eine harmonische Form ist. 2
Eine harmonische Form ist nat

urlich pluriharmonisch. Bei uns wird die Darstellung immer
das fest gew

ahlte 
0
sein. Die harmonischen Formen bez

uglich 
0
bilden nat

urlich einen endlich-
dimensionalen (C-)Vektorraum. Wir ben

otigen noch
1.1.9 Lemma : Die Zuordnung P 7 ! P
(A)
, P
(A)
(X) := P (A
0
X), deniert eine Wirkung der
unit

aren (bzw. genauer orthogonalen, im reellen Fall,) Gruppe U(r;D
R
) = fA 2 Gl(r;D
R
) ; A
0
A =
Eg auf den Raum der harmonischen Formen.
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Beweis : Unit

are Matrizen entsprechen orthogonalen Transformationen bez

uglich der zugrun-
de liegenden euklidischen Vektorraumstruktur von D
C
. Solche Transformationen lassen aber das
(euklidische) Skalarprodukt invariant, P
(A)
ist also stets harmonisch.
Die Eigenschaft Form zu sein, bleibt nat

urlich auch f

ur P
(A)
erhalten, und
(P
(A
1
)
)
(A
2
)
(X) = P
(A
2
)
(A
0
1
X) = P

(A
1
A
2
)
0
X

= P
(A
1
A
2
)
(X): 2
2.1.2 Denition und Konvergenz von Thetareihen mit Charakteristik
Seien nun U; V 2 D
(r;n)
C
zwei beliebige komplexe Matrizen, L ein rechts-O-Gitter und P eine
vektorwertige Funktion auf D
(r;n)
C
 T (M
n
(D
R
)). Bei uns wird P fast ausschlielich eine har-
monische Form sein. Man mu auch eine Z-Abh

angigkeit von P zulassen, weil diese bei den
Transformationsformeln automatisch auftritt. Wir schreiben aber trotzdem P = P (X), anstelle
von P = P (X;Z), da dies die Schreibweise vereinfacht und durchsichtiger macht. Auerdem sei
S = S
0
2 S(r;D), S > 0, und Z 2 H
n
.
1.2.1 Denition : Wir setzen
#
L;P
h
U
V
i
(S;Z) :=
P
G=G
(r;n)
hGiL
P (S
1=2
(G+ U))e
ifS[G+U ]Z+2V
0
(G+U)g
und nennen das Paar (U; V ) die Charakteristik der Thetareihe. Falls U = 0 ist, schreiben wir auch
#
L;P
(S; V ;Z) =
P
G=G
(r;n)
hGiL
P (S
1=2
G)e
ifS[G]Z+2V
0
Gg
: 2
1.2.2 Lemma : Die Thetareihen konvergieren als Funktion von Z auf der verallgemeinerten
oberen Halbebene H
n
absolut, und in Bereichen der Art fY = IM(Z)  Æ > 0g sogar gleichm

aig.
#
L;P
h
U
V
i
(S;Z) ist eine holomorphe Funktion von Z auf H
n
, und eine holomorphe Funktion von
U und V , jeweils auf dem gesamten D
(r;n)
C
.
Beweis : Die, auf der fundamentalen Gleichung je
x+iy
j = e
x
basierende, Absch

atzung kann

ubert-
ragen werden, da die Spur auf der Algebra so deniert wurde, da der Imagin

arteil nur von der
zus

atzlichen Komplexizierung, und nicht von den komplexen bzw. quatern

aren Komponenten der
Algebra selbst, kommt. Auerdem wurde gezeigt, da man die fundamentalen Eigenschaften positi-
ver Matrizen

ubertragen kann. Man kann also den klassischen Beweis aus dem rationalen Fall (siehe
z.B. [Fr1])

ubernehmen. Die wesentliche Absch

atzung ist die von je
ifS[G]Zg
j = e
 fS[G]Y g

e
 ÆfS[G]g
. Hier mu man lediglich den Hilfsatz

uber Darstellungen von (reellen) Zahlen durch
S > 0 auf das Gitter L verallgemeinern, was jedoch trivial ist, da dessen Bild, genauso wie O
selbst, ein Z-Gitter ist, also diskret. 2
Damit haben wir das Hauptwerkzeug der Theorie der Modulformen, die Thetareihen, auf ein-
fache Algebren A = A
Q

ubertragen. In den n

achsten Abschnitten werden nun die Eigenschaften
von Thetareihen untersucht.
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2.2 Die Wirkung der Involution auf Thetareihen
Nun wird die Wirkung der Involution I =

0
 E
E
0

auf Thetareihen untersucht und die Inversi-
onsformel hergeleitet. Es werden auch gewisse Invarianzeigenschaften von Thetareihen gezeigt.
2.2.1 Die Wirkung der Involution auf vektorwertige Thetareihen mit
Charakteristik

uber einem Gitter
Als erstes mu das Verhalten der Thetareihen unter der (symplektischen) Involution I =

0
 E
E
0

untersucht werden. Dies geschieht, wie

ublich, mit Hilfe des Poissonschen Summationsverfahrens.
An der Stelle, an der wir ein Volumen (Funktionaldeterminante) konkret berechnen, benutzen wir
unsere Standardeinbettung, um D
R
 D
C
als Teil von M
s
(C
m
) aufzufassen. Es gilt genauer
2.1.1 Bemerkung : Seien W = W
(r;n)
2 D
(r;n)
R
, A 2 M
r
(D
R
) und B 2 M
n
(D
R
). Die lineare
Variablentransformation W 7! AWB hat die Funktionaldeterminante Det(A)
ns
Det(B)
rs
.
Beweis : Im reellen Fall fat man A und B als m-Tupel gew

ohnlicher Matrizen auf,
A = (A
(1)
; : : : ; A
(m)
) 2M
rs
(R
m
) und B = (B
(1)
; : : : ; B
(m)
) 2M
ns
(R
m
):
Es ist Det(A) =
Q
det(A
(i)
), Det(B) =
Q
det(B
(i)
). Die Funktionaldeterminante der zwei Teil-
transformationen ergibt sich jeweils als eine Potenz dieser Zahlen; man mu dazu die Spalten-
bzw. Zeilenanzahl der Komponenten von W 2 (R
m
)
(rs;ns)
ber

ucksichtigen. Im komplexen Fall
mu man entsprechend von jeder der m=2 Komponenten A
(i)
2 M
rs
(C) bzw. B
(i)
2 M
ns
(C) die
reelle Determinante
det((A
(i)
)) = j det(A
(i)
)j
2
= Det(A
(i)
) bzw. det((B
(i)
)) = j det(B
(i)
)j
2
= Det(B
(i)
)
bilden. Deren Produkt ergibt aber gerade wieder den richtigen Faktor Det(A) =
m=2
Q
i=1
Det(A
(i)
) =
m
Q
i=1
det(A
(i)
), bzw. entsprechend f

ur B. Im quatern

aren Fall schlielich, erh

alt man ein zus

atzliches
Quadrat durch die Einbettung ins reelle,
Det(A) =
Y
det((A
(i)
)); aber det(
H
(A
(i)
)) = det(
C
Æ (A
(i)
)) = det((A
(i)
))
2
;
und entsprechend f

ur B, die Komponenten der Matrizen A 2 M
r
(H
m
) und B 2 M
n
(H
m
) selbst
haben jedoch nur die Gr

oe r(s=2) = r, bzw. n(s=2) = n. 2
Damit erh

alt man
2.1.2 Satz : i) Sei P ein Polynom. Dann gilt
#
L;P
h
U
V
i
(S;Z) = vol(L)
 n
Det(S)
 
ns
2
Det

Z
i

 
rs
2
e
2ifV
0
Ug
#
L

;Q
h
V
 U
i
(S
 1
; Z
 1
);
wobei Q(X;Z) die Gau-Transformierte von
e
P (W ) = P (W ( iZ)
1=2
) an der StelleM = X(iZ)
1=2
ist. F

ur ein pluriharmonisches P ist dieses Q einfach
Q(X;Z) =
e
P

(M) =
e
P (X(iZ)
1=2
) = P (X( i
2
Z
2
)
1=2
) = P (XZ):
(Man beachte, da man in Q (

uberall) den Wert  Z
 1
einsetzen mu.)
ii) Ist insbesondere P eine harmonische Form, so gilt
#
L;P
(S; V ;Z) = vol(L)
 n
Det(S)
 
ns
2
Det

Z
i

 
rs
2

0
( Z
 1
)#
L

;P
h
V
0
i
(S
 1
; Z
 1
) =
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= v(I)(J( I; Z
 1
))#
L

;P
h
V
0
i
(S
 1
; Z
 1
);
mit einem Multiplikatorsystem v = v
#
vom Gewicht rs (und dem fest gew

ahlten Paar  = (
0
; rs)
zu diesem Gewicht).
Beweis : a) Wir benutzen die Holomorphie in U und denieren
f(W ) := #
L;P
h
U+W
V
i
(S;Z) =
=
P
G=G
(r;n)
hGiL
P (S
1=2
(G+ U +W ))e
ifS[G+U+W ]Z+2V
0
(G+U+W )g
:
Diese Funktion ist periodisch: f(W + H) = f(W ), f

ur H = H
(r;n)
2 D
(r;n)
mit hHi  L. Sie
besitzt also eine Fourier-Entwicklung
f(W ) =
X
hHiL

a(H)e
2ifH
0
Wg
:
Diese KoeÆzienten h

angen nicht vom
"
Imagin

arteil\ IM(W ) = W
y
ab, wir werden diesen in
W =W
x
+ iW
y
frei w

ahlen k

onnen.
b) Betrachte nun a(H) =
1
vol(L
n
)
R
L
n
f(W )e
 2ifH
0
Wg
dW
x
. Dabei ist dW
x
das euklidische
Volumenelement im euklidischen Vektorraum D
(r;n)
R
, induziert durch das Skalarprodukt. Es wird

uber eine Fundamentalmasche von L
n
= L      L integriert. Da (H
0
G)  0 mod 2, f

ur alle
hGi  L gilt, ist dies, nach Vertauschung von Summation und Integration,
a(H) = vol(L)
 n
Z
D
(r;n)
R
P (S
1=2
(U +W ))e
ifS[U+W ]Z+2(V  H)
0
(U+W )g
e
2ifH
0
Ug
dW
x
:
c) Nun liefern die Eigenschaften der Spur fS[U +W + S
 1
(V  H)Z
 1
]Zg =
= fS[U +W ]Z + 2(V  H)
0
(U +W )g   fS
 1
[V  H ]( Z)
 1
g:
Man erg

anzt also quadratisch, und erh

alt
a(H) = vol(L)
 n
e
2ifH
0
Ug
e
ifS
 1
[V H]( Z)
 1
g
Z
D
(r;n)
R
P (S
1=2
(U +W ))e
ifS[U+W+S
 1
(V H)Z
 1
]Zg
dW
x
:
d) Es gen

ugt die Inversionsformel f

ur Z = iY zu beweisen. Man verschiebt die Integration in
W
x
und w

ahlt W
y
, so da
a(H) = vol(L)
 n
e
2ifH
0
Ug
e
ifS
 1
[V H]( iY )
 1
g
Z
D
(r;n)
R
P (S
1=2
(W
x
+ iS
 1
(V  H)Y
 1
))e
ifS[W
x
](iY )g
dW
x
:
Wir lassen den Index
"
x\ weg, und transformieren W 7! S
 1=2
WY
 1=2
. Die Determinante wurde
so deniert, da sich dadurch der Faktor Det(S)
 
ns
2
Det(Y )
 
rs
2
ergibt.
2.2. DIE THETAINVOLUTION 53
e) Schlielich fat man die Fourier-KoeÆzienten zu #
L;P
h
U
V
i
(S;Z) = f(0) =
P
hHiL

a(H)
zusammen, und ersetzt noch H 7!  H in der Summe. 2
2.1.3 Bemerkung : Der Wert des Multiplikatorsystems v(I) = v
#
(I) h

angt von S und L ab. Man
mu also genauer von einem Multiplikatorsystem v = v
S;L
= v
#;S;L
f

ur jede Matrix S = S
0
> 0
und jedes Gitter L sprechen. Anderseits h

angt v
S
(I) z.B. f

ur L = O
r
nur von der unimodularen
Klasse von S ab. Dieses Thema wird in den n

achsten Abschnitten behandelt. 2
2.2.2 Stabilit

at gewisser Thetareihen unter ausgew

ahlten Modulsubsti-
tutionen
F

ur den Beweis der Erzeugung des Raumes der singul

aren Modulformen zu einer Hauptkon-
gruenzgruppe  
n
[q] durch Thetareihen #
L;P
(S; V ;Z), braucht man nicht zu wissen, da letztere
tats

achlich solche Modulformen sind. Es gen

ugt das Verhalten von
f(Z) = #
L;P
(S; V ;Z) und g(Z) = (Z)
 1
#
L;P
(S; V ; Z
 1
)
unter ausgew

ahlten Modulsubstitutionen zu kennen, und zwar der Translationen Z 7 ! Z + qH ,
H = H
0
2 M
n
(O), und der Kegelautomorphismen Z 7 ! Z[U ], U 2 Sl(n;O), U  E mod q.
Deren Untersuchung stellen wir dem allgemeinen Transformationsformalismus voran.
Ab jetzt sei stets S = S
(r)
> 0 eine positive Matrix, Z = Z
(n)
2 H
n
, P eine harmonische
Form bez

uglich 
0
und  das fest gew

ahlte Paar vom Gewicht rs. (Wir werden nur den Fall r < n
ben

otigen, damit ist dann n > 1 automatisch erf

ullt, was man an manchen Stellen braucht.)
2.2.1 Bemerkung : Die Thetareihe #
L;P
(S; V ;Z) ist unter allen M =

E
0
qH
E

2  
n
[q] invariant,
wenn qS[G] 2 T , f

ur alle G = G
(r;n)
mit hGi  L, gilt.
Beweis : Der durch die Translation entstehende Exponentialfaktor e
qifS[G]Hg
ist f

ur alle G
(und H) gleich 1. 2
2.2.2 Bemerkung : Es gilt dann #
L;P
(S; V ;MhZi) = (J(M;Z))#
L;P
(S; V ;Z), f

ur alle M =

U
0
0
0
U
 1

2  
n
[q], wenn qhV i  L

gilt.
Beweis : Es ist #
L;P
(S; V ;Z[U ]) =
P
G=G
(r;n)
hGiL
P (S
1=2
G)e
ifS[G](Z[U ])+2V
0
Gg
=
=
X
G=G
(r;n)
hGiL
P

S
1=2
(GU
0
)U
0
 1

e
ifS[GU
0
]Z+2(V U
 1
)
0
(GU
0
)g
= 
0
(U
 1
)#
L;P
(S; V U
 1
;Z);
also die Behauptung, da Det(U) = 1 und V U
 1
= V + qV
e
U ,
e
U 2M
n
(O). 2
2.2.3 Bemerkung : Die Funktion (Z)
 1
#
L;P
(S; V ; Z
 1
) ist unter obigen Translationen inva-
riant, wenn qS
 1
[G+ V ] 2 T , f

ur alle G = G
(r;n)
mit hGi  L

, gilt.
Beweis : Nun gen

ugt es, da der Exponentialfaktor e
qifS
 1
[G+V ]Hg
f

ur alle solche G (und H)
trivial ist, wie man an der rechten Seite der Inversionsformel abliest. 2
2.2.4 Bemerkung : Es gilt dann
(MhZi)
 1
#
L;P
(S; V ; (MhZi)
 1
) = (J(M;Z))(Z)
 1
#
L;P
(S; V ; Z
 1
);
f

ur alle M =

U
0
0
0
U
 1

2  
n
[q], wenn qhV i  L

gilt.
Beweis : Hier ist #
L;P
(S; V ; (Z[U ])
 1
) =
P
G=G
(r;n)
hGiL
P (S
1=2
G)e
ifS[G]( U
 1
Z
 1
U
0
 1
)+2V
0
Gg
=
=
X
G=G
(r;n)
hGiL
P (S
1=2
(GU
 1
)U)e
ifS[GU
 1
]( Z)
 1
+2(V U
0
)
0
(GU
 1
)g
= 
0
(U
0
)#
L;P
(S; V U
0
; Z
 1
):
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Man hat also (Z[U ])
 1
(U
0
) = (U
 1
)(Z)
 1
zu zeigen, also (U
0
)(Z) = (Z[U ])(U
 1
). Weil

0
die Kozykel-Relation erf

ullt und die auftretenden Determinanten gleich sind, steht auf beiden
Seiten 

J

0
U
0
 U
 1
0

; Z

. 2
Insgesamt erh

alt man also die
2.2.5 Invarianzeigenschaften von Thetareihen : Es habe S die Eigenschaften qS[G] 2 T ,
f

ur alle hGi  L, und qS
 1
[G + V ] 2 T , f

ur alle hGi  L

. Auerdem gelte qhV i  L

f

ur die
Charakteristik. Dann gilt, f

ur die in 2.2.1 und 2.2.2 angegebenen Modulsubstitutionen,
f(MhZi) = (J(M;Z))f(Z) und g(MhZi) = (J(M;Z))g(Z): 2
Diese Bedingungen an S kann man umschreiben.
2.2.6 Bemerkung : a) Die Bedingungen
qS[G] 2 T ; bzw. qS
 1
[H ] 2 T ; f

ur alle hGi  L und hHi  L

;
sind, falls n > 1, zu den Forderungen
qS[g] 2 T
1
und qSg 2 L

; bzw. qS
 1
[h] 2 T
1
und qS
 1
h 2 L; f

ur alle g 2 L und h 2 L

;
entsprechend

aquivalent. Im Falle n = 1 mu die zweite Forderung zu g
0
(qS)eg 2 O

S
, bzw.
h
0
(qS
 1
)
e
h 2 O

S
, f

ur alle g; eg 2 L und h;
e
h 2 L

abgeschw

acht werden. (Wir erinnern daran,
da O

 O

S
gilt.)
Beweis : Die erste Forderung ist gerade die Bedingung an die Diagonalelemente von qS[G] und
qS
 1
[H ]. Die Elemente auerhalb der Diagonale liefern (n > 1) die Forderungen
g
0
(qS)eg 2 O

; bzw. h
0
(qS
 1
)
e
h 2 O

;
f

ur alle g; eg 2 L und h;
e
h 2 L

. Da jedoch L und L

(rechts-) O-Moduln sind, und
(x  g
0
(qS)eg) = 

(gx)
0
(qS)eg

2 Z; bzw. (x  h
0
(qS
 1
)
e
h) = 

(hx)
0
(qS
 1
)
e
h

2 Z;
f

ur alle x 2 O gelten mu, folgt die Behauptung.
Falls n = 1 ist, variiert man (die einzige Bedingung), qS[g + eg] 2 T
1
, bzw. qS
 1
[h +
e
h] 2 T
1
.
Durch Subtraktion erh

alt man g
0
(qS)eg+ eg
0
(qS)g 2 T
1
, bzw. h
0
(qS
 1
)
e
h+
e
h
0
(qS
 1
)h 2 T
1
. Da aber
(g
0
(qS)egx) = (xeg
0
(qS)g) = 

eg
0
(qS)gx

; f

ur x 2 O
S
;
(und entsprechend f

ur S
 1
,) kann man die Summanden trennen. Es ist jedoch lediglich qSg 2
1
2
L

,
qS
 1
h 2
1
2
L. 2
Aus dem Beweis erh

alt man auch
2.2.7 Folgerung : Seien G,
e
G,H und
e
H Matrizen aus D
(r;n)
. Falls n > 1 und B = B
(r;n)

0 mod q ist, so gilt
2(G
0
S
e
GB)  2(H
0
S
 1
e
HB)  0 mod 2; falls hGi; h
e
Gi  L und hHi; h
e
Hi  L

gelten:
Falls n = 1, sind diese Spuren lediglich ganz. 2
Schon bei obiger Untersuchung von Thetareihen erschien V in der nat

urlichen Bedingung an
S
 1
. Beim allgemeinen Transformationsformalismus wird auch U vollkommen symmetrisch in der
Bedingung an S auftauchen.
2.2.8 Bemerkung : F

ur Matrizen U; V 2 D
(r;n)
, und n > 1, kann man auch die (versch

arften)
Bedingungen
qS[G+ U ] 2 T ; bzw. qS
 1
[H + V ] 2 T ; f

ur alle hGi  L und hHi  L

;
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umschreiben auf die Forderungen
qS[G]; qS[U ] 2 T und qSU 2 (L

)
n
; bzw. qS
 1
[H ]; qS
 1
[V ] 2 T und qS
 1
V 2 L
n
:
Beweis : Wir behandeln S, S
 1
geht vollkommen analog. Mit G = 0 erh

alt man die zweite
Forderung und damit qS[G]+U
0
(qS)G+G
0
(qS)U 2 T . Nun betrachtet man die speziellen Matrizen
G = (g 0    0) und G = (0 g 0    0), g 2 L, und erh

alt g
0
(qSU)
i
2 O

, i = 1; : : : ; n, f

ur die Spalten
von qSU = ((qSU)
1
   (qSU)
n
), und f

ur alle g 2 L. Daraus folgt wiederum qSU 2 (L

)
n
. Damit
ergibt dann obige Aufspaltung der urspr

unglichen Bedingung in Summanden auch qS[G] 2 T .
(Also ist qS[G+ U ] 2 T tats

achlich eine Versch

arfung letzterer Bedingung.) 2
2.2.9 Folgerung : Mit einer Matrix S und einem U = (u
1
  u
r
) bzw. V = (v
1
   v
r
), die
obige versch

arfte Bedingung erf

ullen, erf

ullen sie auch S und jede Matrix
e
U = (eu
1
   eu
r
0
) bzw.
e
V = (ev
1
   ev
r
0
), deren Spaltenvektoren eu
i
=
P
j
u
j
a
ij
bzw. ev
i
=
P
j
v
j
a
ij
, a
ij
2 O, endliche Li-
nearkombinationen der Spaltenvektoren von U bzw. V sind. Insbesondere spannen letztere einen
rechts-O-Modul auf, dessen Elemente s

amtlich die Bedingung bez

uglich S erf

ullen. 2
Wir wollen in dieser Arbeit singul

are Modulformen f behandeln. Wie sich ergibt, mu dann,
falls f nicht konstant ist, 0 < r < n gelten, nur diese Gewichte werden wir behandeln. Wir
brauchen also den Fall n = 1 nicht f

ur die Thetareihen und ihr Transformationsverhalten.
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2.3 Der allgemeine Transformationsformalismus f

ur The-
tareihen
In diesem Abschnitt wird nun das Verhalten von Thetareihen unter allgemeinen Substitutionen
aus einer geeigneten Hauptkongruenzgruppe untersucht, und gezeigt, da diese tats

achlich Modul-
formen sind.
2.3.1 Die Wirkung von symplektischen Matrizen auf Polynome und
Charakteristiken von Thetareihen
Als erstes f

uhren wir die Wirkung von symplektischen Matrizen auf vektorwertige Polynome P
und beliebige Charakteristiken
h
U
V
i
ein, und auerdem noch, wie bei [Kr], eine Funktion , die
bei der allgemeinen Transformationsformel als Faktor auftritt. Sei wie immer S = S
0
= S
(r)
> 0
eine positive Matrix in M
r
(D).
3.1.1 Denition und Lemma : Seien M =

A
C
B
D

2 Sp(A
R
) und U = U
(r;n)
; V = V
(r;n)
2
D
(r;n)
C
. Wir setzen
M 

U
V

:=
"
UD
0
  S
 1
V C
0
V A
0
  SUB
0
#
:
Dies deniert eine Wirkung von Sp(A
R
) auf D
(r;n)
C
D
(r;n)
C
.
Beweis : Es ist M
1
 (M
2

h
U
V
i
) =M
1

h
UD
0
2
 S
 1
V C
0
2
V A
0
2
 SUB
0
2
i
=
=
"
(UD
0
2
  S
 1
V C
0
2
)D
0
1
  S
 1
(V A
0
2
  SUB
0
2
)C
0
1
(V A
0
2
  SUB
0
2
)A
0
1
  S(UD
0
2
  S
 1
V C
0
2
)B
0
1
#
=
=
"
U(D
1
D
2
+ C
1
B
2
)
0
  S
 1
V (D
1
C
2
+ C
1
A
2
)
0
V (A
1
A
2
+B
1
C
2
)
0
  SU(A
1
B
2
+B
1
D
2
)
0
#
= (M
1
M
2
) 

U
V

: 2
3.1.2 Bemerkung : F

ur Translationen, Kegelautomorphismen und die Involution gilt respektive

E
0
H
E


h
U
V
i
=
h
U
V SUH
i
,

e
U
0
0
0
e
U
 1


h
U
V
i
=

U
e
U
0
 1
V
e
U

und

0
 E
E
0


h
U
V
i
=
h
S
 1
V
 SU
i
. 2
3.1.3 Denition und Lemma : Wir setzen ferner
(M;

U
V

) := e
ifS[U ]D
0
B+S
 1
[V ]A
0
C 2V
0
UB
0
Cg
:
Die so denierte komplexwertige Funktion hat die Eigenschaft (M
1
M
2
;
h
U
V
i
) = (M
1
;M
2

h
U
V
i
)(M
2
;
h
U
V
i
).
Beweis : Man hat die zwei Spuren
a = fS[U ](C
1
B
2
+D
1
D
2
)
0
(A
1
B
2
+B
1
D
2
) + S
 1
[V ](A
1
A
2
+B
1
C
2
)
0
(C
1
A
2
+D
1
C
2
) 
 2V
0
U(A
1
B
2
+B
1
D
2
)
0
(C
1
A
2
+D
1
C
2
)g
und
b = fS[UD
0
2
  S
 1
V C
0
2
]D
0
1
B
1
+ S
 1
[V A
0
2
  SUB
0
2
]A
0
1
C
1
 
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 2(V A
0
2
  SUB
0
2
)
0
(UD
0
2
  S
 1
V C
0
2
)B
0
1
C
1
g+ fS[U ]D
0
2
B
2
+ S
 1
[V ]A
0
2
C
2
  2V
0
UB
0
2
C
2
g
zu vergleichen. Nach ausmultiplizieren sammelt man in b jeweils die Terme, die S[U ], S
 1
[V ]
oder V
0
U enthalten, und wendet mehrmals die Eigenschaften der Spur und die symplektischen
Relationen an. 2
3.1.4 Bemerkung : F

ur Translationen, Kegelautomorphismen und die Involution gilt respektive


E
0
H
E

;
h
U
V
i
= e
ifS[U ]Hg
, 

e
U
0
0
0
e
U
 1

;
h
U
V
i

= 1 und 

0
 E
E
0

;
h
U
V
i
= e
2ifV
0
Ug
. 2
3.1.5 Denition und Lemma : Schlielich setzen wir, f

ur eine Funktion f = f(X;Z), X =
X
(r;n)
2 D
(r;n)
C
, Z 2 H
n
,
f
M
(X;Z) := f(XJ(M
 1
; Z)
0
;M
 1
hZi):
Dies deniert eine Wirkung von Sp(A
R
) auf die Menge dieser Funktionen.
Beweis : Es ist (f
M
1
)
M
2
(X;Z) = f
M
2
(XJ(M
 1
1
; Z)
0
;M
 1
1
hZi) =
= f(XJ(M
 1
1
; Z)
0
J(M
 1
2
;M
 1
1
hZi)
0
;M
 1
2
hM
 1
1
hZii) =
= f(XJ(M
 1
2
M
 1
1
; Z)
0
; (M
1
M
2
)
 1
hZi): 2
3.1.6 Bemerkung : F

ur harmonische Formen P (X) = f(X;Z) gilt
P
M
(X;Z) = 
0
(J(M
 1
; Z))P (X);
also, weil 
0
die Kozykel-Relation erf

ullt, P
M
(X;MhZi) = 
0
(J(M;Z))
 1
P (X). 2
Diese Lemmata werden nat

urlich dazu benutzt, das Transformationsverhalten der Thetareihen
unter Modulsubstitutionen als eine Wirkung zu erkennen.
2.3.2 Umsummieren in Gittern, das Transformationsverhalten von The-
tareihen unter der von Translationen, Kegelautomorphismen und
der Involution erzeugten Kongruenzgruppe
Bei dem Beweis der allgemeinen Transformationsformel, sowie bei der Fourier-Jacobi-Entwick-
lung, werden wir gelegentlich Summationen

andern. Im ersten Fall z.B. werden wir anstelle von
G = G
(r;n)
2 D
(r;n)
, hGi  L,

uber
e
G und
e
H , G =
e
G +
e
HA und h
e
Hi  L summieren. Nun gilt
bekanntlich
3.2.1 Lemma : Sind L und
e
L zwei (Z-) Gitter mit
e
L  L, so existiert eine nat

urliche Zahl k mit
k  L 
e
L. Insbesondere hat
e
L als Untergruppe von L endlichen Index. 2
Wenn also insbesondere A 2M
n
(O) invertierbar (als Element vonM
n
(D)) ist, so hat das Gitter
L
n
A  D
(r;n)
endlichen Index in L
n
, und wir werden unter der Schreibweise
"
e
G mod L
n
A\ (oder
auch einfach
"
e
G mod A\) verstehen, da
e
G ein Repr

asentantensystem von L
n
=(L
n
A) durchl

auft.
Entsprechende Notation wird auch in den anderen F

allen benutzt, und die Umsummierungen sind
immer sinnvoll, da wir es nur mit absolut konvergenten Reihen zu tun haben. Wir benutzen noch
3.2.2 Bemerkung : Ist M =

A
C
B
D

2  
n
[q] eine symplektische Matrix, und q > 1, so ist
A 2 Gl(n;D) invertierbar.
Beweis : Wenn nicht, so h

atte A die reduzierte Norm Det(A) = 0, wie sich aus den allgemeinen
Eigenschaften einer Normfunktion

uber dem Schiefk

orper D ergibt. Die symplektische Relation
A
0
D   C
0
B = E ergibt aber Det(A)  1 mod q. 2
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Der Fall der vollen Modulgruppe nimmt also eine besondere Stellung ein, und wir ziehen ihn,
bzw. seinen einfachen
"
Sonderteil\, vor.  
n
mu zwar i.a. nicht von Translationen, Kegelautomor-
phismen und der Involution erzeugt werden, wir untersuchen aber erst, wann sich eine Thetareihe
unter allen diesen symplektischen Matrizen wie eine Modulform verh

alt.

Ahnlich wie bei den In-
varianzbedingungen aus dem letzten Abschnitt erhalten wir die
3.2.3 Erste Bedingung : Sei P eine harmonische Form. Die Thetareihe #
L;P
h
U
V
i
(S;Z) trans-
formiert sich, unter allen Translationen und Kegelautomorphismen, gem

a
#
L;P
h
U
V
i
(S;Z) = (M;

U
V

)(J(M;Z))
 1
#
L;P

M 

U
V

(S;MhZi);
stets dann, wenn S[G] 2 T ist, f

ur alle G = G
(r;n)
mit hGi  L (auch f

ur n = 1).
Beweis : a) Sei M =

E
0
H
E

eine Translation. U bleibt unter M invariant, w

ahrend V in V  
SUH

ubergef

uhrt wird. Im Exponenten der Thetareihe auf der rechten Seite erh

alt man also den
Zusatzterm
ifS[G+ U ]H   2(SUH)
0
(G+ U)g =
= ifS[G]H + 2G
0
(SUH) + S[U ]H   2(SUH)
0
G  2S[U ]Hg   ifS[U ]Hg mod 2:
Dieser hebt sich aber gegen den Exponenten des -Faktor weg.
b) Sei M =

e
U
0
0
0
e
U
 1

ein Kegelautomorphismus. Es ist #
L;P

U
e
U
0
 1
V
e
U

(S;Z[
e
U ]) =
=
X
G=G
(r;n)
hGiL
P

S
1=2

G+ U
e
U
0
 1

e
i

S

G+U
e
U
0
 1

Z[
e
U ]+2(V
e
U)
0

G+U
e
U
0
 1

=
X
G=G
(r;n)
hGiL
P

S
1=2

G
e
U
0
+ U

e
U
0
 1

e
i

S

G
e
U
0
+U

Z+2V
0

G
e
U
0
+U

= 
0
(
e
U
 1
)#
L;P
h
U
V
i
(S;Z):
Da Det(
e
U) = 1, mu man dies gerade mit (J(M;Z))
 1
multiplizieren. 2
Nun benutzen wir die Inversionsformel f

ur die
3.2.4 Zweite Bedingung : Sei n > 1 und P weiterhin eine harmonische Form. Es gilt dann
#
L;P
h
U
V
i
(S;Z) = v(I)
 1
e
2ifV
0
Ug
( Z)
 1
#
L;P
h
S
 1
V
 SU
i
(S; Z
 1
);
wenn zus

atzlich S
 1
[G] 2 T ist, f

ur alle G = G
(r;n)
mit hGi  L

.
Beweis : Es ist nach der Involutionsformel 2.1.2
#
L;P
h
S
 1
V
 SU
i
(S; Z
 1
) = e
2if( SU)
0
(S
 1
V )g
v(I)(Z)#
L

;P
h
 SU
 S
 1
V
i
(S
 1
;Z) =
= e
 2ifV
0
Ug
v(I)( Z)
P
G=G
(r;n)
hGiL

P ((S
 1
)
1=2
(G+ (SU)))e
if(S
 1
)[G+(SU)]Z+2(S
 1
V )
0
(G+(SU))g
=
= e
 2ifV
0
Ug
v(I)( Z)
X
G=G
(r;n)
hGiL

P (S
1=2
(S
 1
G+ U))e
ifS[S
 1
G+U ]Z+2V
0
(S
 1
G+U)g
:
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Wegen der Bedingung(en) an S gilt jedoch S  L
n
 (L

)
n
und auch S
 1
 (L

)
n
 L
n
, also sogar

uberall Gleichheit. Dann durchl

auft aber mit G auch S
 1
G gerade L
n
, und man erh

alt die Reihe
#
L;P
h
U
V
i
(S;Z). 2
Diese Bedingungen kann man als eine Verallgemeinerung des Begries
"
gerade\, in Bezug auf
das Gitter, betrachten. Im Siegelschen Fall kann man aus diesen zwei Bedingungen ablesen, wann
eine Thetareihe Modulform zur vollen Kongruenzgruppe ist. Hier mu zuerst noch der allgemeine
Transformationsformalismus entwickelt werden.
2.3.3 Der allgemeine Transformationsformalismus f

ur Thetareihen, spe-
zielle Thetareihen als Modulformen zu Hauptkongruenzgruppen
und zur vollen Modulgruppe
Nun wenden wir uns Hauptkongruenzgruppen  
n
[q] (mit q > 1) zu. Wir modizieren eine Me-
thode von Krieg. Um die Transformationsformel zu beweisen, vergleichen wir erst die Fourier-
Entwicklungen von zwei Transformierten einer Thetareihe mit pluriharmonischen KoeÆzienten
P . Dabei nehmen wir stets n > 1 an. Dort wo Integrale explizit berechnet werden, benutzen wir
unsere Standardeinbettung von D
R
nach M
s
(C
m
).
3.3.1 Denition : Sei M =

A
C
B
D

2  
n
[q] fest, und
h
U
0
V
0
i
:=M 
h
U
V
i
. Setze
'(W ) := #
L;P
M

W + U
0
V
0

(S;MhZi) und
 (W ) := e
ifS[W ](AZ+B)A
0
+2(V A
0
 SUB
0
)
0
Wg
#
L;P
W
h
U
V+SW (AZ+B)
i
(S;Z);
wobei P
W
(X) := P (X + S
1=2
WA) sei. 2
3.3.2 Bemerkung : Es gilt '(0) = #
L;P
M
h
M 
h
U
V
ii
(S;MhZi) und  (0) = #
L;P
h
U
V
i
(S;Z). 2
3.3.3 Lemma : ' ist L
n
-periodisch mit den Fourier-KoeÆzienten
a(H) = vol(L)
 n
Det(S)
 
ns
2
Det

MhZi
i

 
rs
2
e
if2H
0
U
0
 S
 1
[V
0
 H](MhZi)
 1
g
P

S
 1=2
(H   V
0
)(AZ +B)
0
 1

; hHi  L

:
Beweis : a) Die Periodizit

at '(W +H) = '(W ), hHi  L ist klar. Es ist
a(H) = vol(L)
 n
Z
'(W )e
 2ifH
0
Wg
dW
x
; hHi  L

:
b) Wir ersetzen wieder die Integration

uber die Fundamentalmasche durch die

uber den ganzen
Raum, und benutzen 2(H
0
G)  0 mod 2, also
a(H) = vol(L)
 n
Z
P

S
1=2
(W + U
0
)(CZ +D)
0
 1

e
ifS[W+U
0
]MhZi+2V
0
0
(W+U
0
) 2H
0
Wg
dW
x
a(H) = vol(L)
 n
Z
P

S
1=2
W (CZ +D)
0
 1

e
ifS[W ]MhZi+2(V
0
 H)
0
Wg
e
2ifH
0
U
0
g
dW
x
:
c) Nun erg

anzen wir wieder quadratisch, w

ahlen (erneut) W
y
, und transformieren die Variable.
a(H) = vol(L)
 n
e
if2H
0
U
0
 S
 1
[V
0
 H](MhZi)
 1
g
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Z
P

S
1=2
W (CZ +D)
0
 1

e
ifS[W+S
 1
(V
0
 H)(MhZi)
 1
]MhZig
dW
x
a(H) = vol(L)
 n
e
if2H
0
U
0
 S
 1
[V
0
 H](MhZi)
 1
g
Z
P

S
1=2
(W
x
  S
 1
(V
0
 H)(MhZi)
 1
)(CZ +D)
0
 1

e
ifS[W
x
]MhZig
dW
x
a(H) = vol(L)
 n
Det(S)
 
ns
2
Det

MhZi
i

 
rs
2
e
if2H
0
U
0
 S
 1
[V
0
 H](MhZi)
 1
g
Z
P
  
W

MhZi
i

 1=2
  S
 1=2
(V
0
 H)(MhZi)
 1
!
(CZ +D)
0
 1
!
e
 fW
0
Wg
dW:
d) Da P pluriharmonisch ist, kann der Wert des Integrals angegeben werden. Ferner ist
(MhZi)
0
=MhZi und (N
1
N
2
)
0
 1
= (N
0
1
)
 1
(N
0
2
)
 1
, also ist dieser gerade
a(H) = vol(L)
 n
Det(S)
 
ns
2
Det

MhZi
i

 
rs
2
e
if2H
0
U
0
 S
 1
[V
0
 H](MhZi)
 1
g
P

S
 1=2
(H   V
0
)(AZ +B)
0
 1
(CZ +D)
0

(CZ +D)
0
 1

: 2
Genauso arbeiten wir mit  .
3.3.4 Lemma : Es gelte qS[G] 2 T , f

ur alle hGi  L, sowie qS
 1
[H ] 2 T , f

ur alle hHi  L

.
Dann ist  L
n
-periodisch mit Fourier-KoeÆzienten
b(H) = vol(L)
 n
X
G mod A
Det(A)
 
rs
2
e
 ifS[G]A
 1
Bg
Det(S)
 
ns
2
Det

AZ +B
i

 
rs
2
e
if2H
0
U
0
 S
 1
[V
0
 H](MhZi)
 1
+S[U ]D
0
B+S
 1
[V ]A
0
C 2V
0
UB
0
Cg
P

S
 1=2
(H   V
0
)(AZ +B)
0
 1

;
hHi  L

. (Wenn man den Fall n = 1 mitbehandeln will, so mu man die Nebenbedingungen
(vergleiche 2.2.6) an qS und qS
 1
zus

atzlich fordern, um z.B. in den Punkten a und e des Beweises
die Spuren in den Gri zu bekommen.)
Beweis : a) Wir ordnen erst die Spur im Exponenten um:
fS[W ](AZ +B)A
0
+ 2(V A
0
  SUB
0
)
0
W + S[U +G]Z + 2(V + SW (AZ +B))
0
(G+ U)g =
= fS[W ](AZ)A
0
+ S[W ]BA
0
+ 2(V A
0
)
0
W   2(SUB
0
)
0
W + S[(U +G)A
 1
](AZ)A
0
+
+2(V A
0
)
0
(G+ U)A
 1
+ 2((G+ U)A
 1
)
0
SW (AZ)A
0
+ 2((G+ U)A
 1
)
0
SWBA
0
g =
= fS[(U +G)A
 1
+W ](AZ)A
0
+ S[(U +G)A
 1
+W ]BA
0
  S[U +G]A
 1
B+
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+2(V A
0
)
0
((G+ U)A
 1
+W )  2(SUB
0
)
0
Wg =
= fS[(U +G)A
 1
+W ](AZ +B)A
0
+ 2(V A
0
  SUB
0
)
0
((G+ U)A
 1
+W )+
+S[U ]A
 1
B   S[G]A
 1
Bg:
Damit ist die Periodizit

at  (W + H) =  (W ) klar, da die Umsummierung G 7! G + HA den
Faktor e
if S[H]BA
0
 2G
0
SHBg
= 1 erzeugt.
b) Nun ist b(H) = vol(L)
 n
R
L
n
 (W )e
 2ifH
0
Wg
dW
x
b(H) = vol(L)
 n
Z
L
n
X
G=G
(r;n)
hGiL
P (S
1=2
((G + U)A
 1
+W )A)e
ifS[(G+U)A
 1
+W ](AZ+B)A
0
g
e
if2(V
0
 H)
0
((G+U)A
 1
+W )+2H
0
(G+U)A
 1
+S[U ]A
 1
B S[G]A
 1
Bg
dW
x
b(H) = vol(L)
 n
Z
L
n
X
G=
e
G+
f
HA
hGiL
P (S
1=2
((
e
G+
e
HA+ U)A
 1
+W )A)e
ifS[(
e
G+
e
HA+U)A
 1
+W ](AZ+B)A
0
g
e
if2(V
0
 H)
0
((
e
G+
e
HA+U)A
 1
+W )+2H
0
(
e
G+U)A
 1
+S[U ]A
 1
B S[
e
G]A
 1
Bg
dW
x
:
c) Ersetze wieder die Summation durch Integration

uber den gesamten Raum, erg

anze qua-
dratisch und erhalte
b(H) = vol(L)
 n
Z
X
G mod A
P (S
1=2
((G+ U)A
 1
+W )A)e
ifS[(G+U)A
 1
+W ](AZ+B)A
0
g
e
if2(V
0
 H)
0
((G+U)A
 1
+W )+2H
0
(G+U)A
 1
+S[U ]A
 1
B S[G]A
 1
Bg
dW
x
b(H) = vol(L)
 n
X
G mod A
Z
P (S
1=2
WA)e
ifS[W ](AZ+B)A
0
+2(V
0
 H)
0
W+2H
0
(G+U)A
 1
g
e
ifS[U ]A
 1
B S[G]A
 1
Bg
dW
x
b(H) = vol(L)
 n
X
G mod A
e
if2H
0
GA
 1
 S[G]A
 1
Bg
Z
P (S
1=2
WA)
e
ifS[W+S
 1
(V
0
 H)A
0
 1
(AZ+B)
 1
](AZ+B)A
0
 S
 1
[V
0
 H]A
0
 1
(AZ+B)
 1
+2H
0
UA
 1
+S[U ]A
 1
Bg
dW
x
:
d) Das ist wiederum, nach geeigneter Wahl vonW
y
, und wegen der symplektischen Relationen,
b(H) = vol(L)
 n
X
G mod A
e
if2H
0
GA
 1
 S[G]A
 1
Bg
Z
P (S
1=2
(W
x
  S
 1
(V
0
 H)A
0
 1
(AZ +B)
 1
)A)
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e
ifS[W
x
](AZ+B)A
0
 S
 1
[V
0
 H]A
0
 1
(AZ+B)
 1
+2H
0
UA
 1
+S[U ]A
 1
Bg
dW
x
b(H) = vol(L)
 n
X
G mod A
e
if2H
0
GA
 1
 S[G]A
 1
Bg
Det(S)
 
ns
2
Det

AZ +B
i

 
rs
2
Det(A
0
)
 
rs
2
P

 S
 1=2
(V
0
 H)(AZ +B)
0
 1

e
if S
 1
[V
0
 H]A
0
 1
(AZ+B)
 1
+2H
0
UA
 1
+S[U ]A
 1
Bg
:
e) Nun ist A
0
 1
= A
0
 1
(A
0
D   C
0
B + A
0
CZ   C
0
AZ) = (CZ + D)   CA
 1
(AZ + B), also
A
0
 1
(AZ +B)
 1
= (MhZi)
 1
  CA
 1
. Der Term in Z im Exponenten liefert also einen Faktor
e
 ifS
 1
[V
0
 H](MhZi)
 1
g
e
ifS
 1
[V
0
]CA
 1
 2H
0
S
 1
V
0
CA
 1
g
e
ifS
 1
[H]CA
 1
g
:
Behandle erst c(G;H) := e
ifS
 1
[H]CA
 1
+2H
0
GA
 1
 S[G]A
 1
Bg
. Der erste Summand der Spur ist
fS
 1
[H ]CD
0
  S
 1
[H ]CB
0
CA
 1
g   fS[S
 1
HC]A
 1
Bg mod 2;
und der zweite
2fH
0
GD
0
 H
0
GB
0
CA
 1
g   2f(S
 1
HC)
0
SG(A
 1
B)g mod 2:
Es ist also
P
c(G;H) =
P
e
 ifS[G+S
 1
HC]A
 1
Bg
. Wegen der Voraussetzung an S ist dies jedoch
von H unabh

angig und gleich
P
e
 ifS[G]A
 1
Bg
.
f) Setze schlielich noch V
0
= V A
0
  SUB
0
ein. Es ist 2f H
0
S
 1
V
0
CA
 1
+H
0
UA
 1
g =
= 2f H
0
S
 1
V C
0
+H
0
S
 1
SUB
0
CA
 1
+H
0
U(D
0
A B
0
C)A
 1
g = 2fH
0
U
0
g:
Genauso ist
fS
 1
[V
0
]CA
 1
g = fS
 1
[V ]A
0
C   2V
0
UB
0
Cg+ fS[U ](B
0
C)(A
 1
B)g:
Der letzte Term ergibt, zusammen mit fS[U ]A
 1
Bg, fS[U ](D
0
A)(A
 1
B)g. 2
Nun kann man die FourierkoeÆzienten vergleichen. Fat man das, durch die Determinanten
enstehende, Vorzeichen, die Determinante von A, und die Summe

uber G in den KoeÆzienten
b(H) zu einem KoeÆzienten zusammen, so erh

alt man, durch Vergleich der zwei Fourier-Reihen
an der Stelle W = 0,
3.3.5 Satz : Unter den getroenen Voraussetzungen an S gilt, f

ur pluriharmonisches P und
M 2  
n
[q],
#
L;P
h
U
V
i
(S;Z) = v(M)
 1
(M;

U
V

)Det(J(M;Z))
 
rs
2
#
L;P
M

M 

U
V

(S;MhZi);
mit einem Multiplikatorsystem v = v
#
vom Gewicht rs. 2
3.3.6 Zusatz : Das Multiplikatorsystem ist f

ur Translationen und Kegelautomorphismen trivial.
Beweis : F

ur A = E oder U
0
(unimodular) durchl

auft HA (genau) das gesamte Gitter, es gen

ugt
in b(H)

uber G = 0 zu summieren, auerdem ist Det(E) = Det(U
0
) = 1. 2
3.3.7 Satz : F

ur eine harmonische Form P , eine Charakteristik
h
U
V
i
, die qhUi  L und qhV i  L

erf

ullt, und eine positive Matrix S, mit qS[U + G]; qS
 1
[V + H ] 2 T , f

ur alle hGi  L und
hHi  L

, ist
#
L;P
h
U
V
i
(S;Z) 2 [ 
n
[q]; ; v]
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eine Modulform vom Gewicht rs. (Wir erinnern daran, da stets n > 1 gilt. F

ur n = 1 mu man
zus

atzlich noch qS  L
n
 (L

)
n
und qS
 1
 (L

)
n
 L
n
fordern, um eine Modulform zu erhalten.)
Beweis : In diesem Fall verschwinden alle drei Spursummanden in (M;
h
U
V
i
) modulo 2, und es
ist sowohl hU   U
0
i  L, wie auch hV   V
0
i  L

. Da auerdem P eine harmonische Form ist,
erh

alt man P
M
(X) = 
0
(J(M;Z))
 1
P (X). 2
Insbesondere sind die Thetareihen #
L;P
(S; V ;Z), die die nat

urlichen Invarianzeigenschaften
letzten Abschnittes besitzen, tats

achlich Modulformen. Der Fall q = 1, also der der vollen Modul-
gruppe ist bis jetzt ausgeschlossen, da  
n
Matrizen M =

A
C
B
D

enth

alt, mit nicht-invertierbarem
A. Nun sei jedoch M =

A
C
B
D

2  
n
eine symplektische Matrix. Dann ist

E
0
H
E

A
C
B
D

=

A+HC
C
B+HD
D

. Da M =

A
C
B
D

2 Gl(2; A
R
) invertierbar ist, ndet man H 2 M
n
(O), so da
(A + HC)
 1
existiert. Damit schliet man, in Verbindung mit 3.2.3 und 3.2.4, die L

ucke, und
erh

alt, unter den getroenen Bedingungen an S, das gew

unschte Transformationsverhalten f

ur die
Thetareihe, und damit die S

atze 3.3.5 und 3.3.7 auch f

ur q = 1, also eine Verallgemeinerung des
klassischen Satzes

uber gerade unimodulare Matrizen.
3.3.8 Satz : Seien n > 1, S = S
(r)
> 0, so da S[G]; S
 1
[H ] 2 T , f

ur alle hGi  L und
hHi  L

, und P pluriharmonisch. Dann gilt, f

ur alle M 2  
n
,
#
L;P
h
U
V
i
(S;Z) = v(M)
 1
(M;

U
V

)Det(J(M;Z))
 
rs
2
#
L;P
M

M 

U
V

(S;MhZi);
mit einem gewissen Multiplikatorsystem v = v
#
vom Gewicht rs. Insbesondere ist, f

ur eine har-
monische Form P , #
L;P

0
0

(S;Z) = #
L;P
(S; 0;Z) eine Modulform, vom Gewicht rs, zur vollen
Modulgruppe. 2
Will man auch f

ur n = 1 Modulformen zur vollen Modulgruppe  
n
konstruieren, so mu man
zus

atzlich S  L
n
 (L

)
n
und S
 1
 (L

)
n
 L
n
fordern.
3.3.9 Bemerkung : Eigentlich h

angt das Multiplikatorsystem v = v
#
von der Matrix S und dem
Gitter L ab. Da jedoch, f

ur unimodulares
e
U 2 Gl(r;O), sowohl Det(S) = Det(S[
e
U ]), wie auch
L =
e
U  L gilt, falls z.B L = O
r
, zeigt die Denition von v, da es gen

ugt, f

ur jede unimodulare
Klasse S[Gl(r;O)], ein v = v
S;O
r
= v
#;S;O
r
zu betrachten. Im n

achsten Abschnitt wird diese Wahl
noch weiter verfolgt und auf beliebige Gitter verallgemeinert. 2
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2.4 Denition eines n

utzlichen endlich-dimensionalen Vek-
torraumes von Thetareihen
Es wird ein Vektorraum  von speziellen Thetareihen gebildet, und, mittels der Reduktionstheorie,
gezeigt, da dieser endlich erzeugt ist. Ziel der Arbeit ist es, zu zeigen, da  schon
"
alle\ singul

are
Modulformen enth

alt.
2.4.1 Denition eines Vektorraumes von Thetareihen mit harmonischen
Formen als vektorwertigen KoeÆzienten
4.1.1 Denition : Seien q eine nat

urliche Zahl, und r; n 2 Z ganz. Wir bezeichnen mit  = (q) =

O
(q; r; n) die Menge aller Thetareihen #
L;P
(S; V ;Z), zu einer positiven Matrix S = S
(r)
> 0, mit
beliebiger Charakteristik V = V
(r;n)
2 D
(r;n)
C
und einer harmonischen Form P , zu einem Gitter L

uber der Ordnung O, die die Invarianzbedingungen qhV i  L

, sowie qS[G]; qS
 1
[H + V ] 2 T ,
f

ur alle hGi  L und hHi  L

, erf

ullen. (Wir gehen wiederum

uberall von n > 1 aus, was auch
nat

urlich ist, da uns r < n interessiert.) 2
4.1.2 Bemerkung : a)  ist ein C-Vektorraum. Es gilt #
L;P
(S; V ;Z) 2 [ 
n
[q]; ; v], mit einem
Multiplikatorsystem v = v
#
= v
#;S;L
vom Gewicht rs, f

ur jedes Element #
L;P
(S; V ;Z) 2 , wie
im letzten Abschnitt gezeigt wurde, also  
P
v=v
#;S;L
[ 
n
[q]; ; v].
b) Da #
L;P
(S; V ;Z) =
P
G=G
(r;n)
hGiL
P (S
1=2
G)e
ifS[G]Z+2V
0
Gg
schon Fourier-entwickelt ist, liest
man ab, da, genau f

ur r < n, diese Thetareihen singul

ar sind, also 
O
(q; r; n) 
P
v
[ 
n
[q]; rs; v]
S
.
Das Hauptresultat dieser Arbeit ist, da hier sogar Gleichheit gilt. 2
Nun wollen wir untersuchen, ob  auch endlich-dimensional ist. Dazu benutzen wir folgende
Reduktion.
4.1.3 Lemma : Es sei #
L;P
(S; V ;Z) 2 (q). Dann gelten
#
ML;P
(S; V ;Z) = #
L;P
((S[M])
 1=2
M
0
S
1=2
)
(S[M ];M
0
V ;Z) und
#
L;P
(S[U ]; V ;Z) = #
L;P
(S
 1=2
U
0
 1
(S[U])
1=2
)
(S;U
0
 1
V ;Z):
Beweis : a) Es ist #
ML;P
(S; V ;Z) =
P
G=G
(r;n)
hGiL
P (S
1=2
MG)e
ifS[MG]Z+2V
0
MGg
=
=
X
G=G
(r;n)
hGiL
P

((S[M ])
 1=2
M
0
S
1=2
)
0
(S[M ])
1=2
G

e
if(S[M ])[G]Z+2(M
0
V )
0
Gg
=
= #
L;P
((S[M])
 1=2
M
0
S
1=2
)
(S[M ];M
0
V ;Z).
b) Genauso ist #
L;P
(S[U ]; V ;Z) =
P
G=G
(r;n)
hGiL
P ((S[U ])
1=2
G)e
if(S[U ])[G]Z+2V
0
Gg
=
=
X
G=G
(r;n)
hGiL
P

(S
 1=2
U
0
 1
(S[U ])
1=2
)
0
S
1=2
(UG)

e
ifS[UG]Z+2(U
0
 1
V )
0
(UG)g
=
= #
L;P
(S
 1=2
U
0
 1
(S[U])
1=2
)
(S;U
0
 1
V ;Z), da U  L = L gilt. 2
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Ferner m

ussen wir nat

urlich V nur modulo L
n
, also Repr

asentanten der endlich vielen Klas-
sen (L=qL)
n
, betrachten, und da die pluriharmonischen Polynome einen endlich-dimensionalen
Vektorraum bilden hatten wir schon erw

ahnt. Umgekehrt zeigt der Beweis, da mit #
L;P
(S; V ;Z)
auch
#
ML;P
(S[M
 1
];M
0
 1
V ;Z); M 2 Gl(r;D) und #
L;P
(S[U ]; U
0
V ;Z); U 2 Aut
O
(L;L);
in (q) liegen, denn man sieht sofort, da die auf P wirkende Matrizen unit

ar sind, z.B. ist
((S[M ])
 1=2
M
0
S
1=2
)
0
((S[M ])
 1=2
M
0
S
1=2
) = S
1=2
M(S[M ])
 1
M
0
S
1=2
= E:
Damit sind aber, nach Lemma 1.1.9, die transformierten Polynome ebenfalls harmonische Formen.
Die Bedingungen an S aus der Denition von (q) liefern jeweils eine, nur von q abh

angige,
untere bzw. obere Schranke f

ur Det(S). (Man hat dabei zu benutzen, da eine nat

urliche Zahl l
existiert, mit O
r
 l  L. Im klassischen Spezialfall D = K = Q, O = Z, bedeutet
"
qS und qS
 1
gerade\ z.B., da
1
q
 Det(S)  q gilt.) Ferner ist die Menge der Determinanten aller solcher S
diskret, denn es gilt Det(S) 2 Q, und es existieren nat

urliche Zahlen l
1
und l
2
, so da l
1
 O
r
 L
und O


1
l
2
 O, also existiert auch ein l
3
mit S 2
1
l
3
M
r
(O), und damit Det(S) 2
1
l
4
 Z, f

ur ein
weiteres l
4
2 N.
Es mu also die Anzahl der Klassen isomorpher Gitter, Gl(r;D) L, sowie die der unimodularen
Klassen hermitescher (bzw. symmetrischer) Matrizen, S[Gl(r;O)], mit gegebener Determinante,
untersucht werden. Gl(r;O) besteht gerade aus den invertierbaren Elementen von Hom
O
(O
r
;O
r
).
Da man ferner jedes rechts-O-Gitter L  D
r

uber eine nat

urliche Zahl mit O
r
vergleichen kann,
lO
r
 L 
1
l
O
r
, ist, falls die zweite dieser Anzahlen endlich ist, auch die der Klassen [S]
L
= S[G],
mit G = Aut
O
(L)  M
r
(D), f

ur jedes auftretende L, endlich. Es gilt (siehe z.B. [Ro], VI.4.1 im
Spezialfall A = D)
4.1.4 Satz : F

ur eine O
K
-Ordnung O in einem Schiefk

orper D, mit Z(D) = K, und einen
festen, endlich erzeugten D-Modul M , existieren nur endlich viele nicht-isomorphe O-Gitter L
i
,
i = 1; : : : ; k, mit D  L
i
=M . 2
4.1.5 Folgerung : Die Anzahl der Isomorphie-Klassen Gl(r;D)  L von rechts-O-Gittern L  D
r
ist endlich.
Beweis : Wir wissen, da wir unsere Ordnungen und Gitter immer als O
K
-Ordnungen auassen
k

onnen. Wir w

ahlen speziell M = D
r
. Wir arbeiten mit O-Gittern L, also D  L = D
r
. 2
Die notwendige Aussage

uber unimodulare Klasse von Matrizen kann man z.B. aus der Re-
duktionstheorie von Koecher erhalten. Sie folgen aber auch aus der allgemeinen Reduktionstheorie
von Borel, deren Resultate sehr viel allgemeiner sind. Wir geben lediglich das gew

unschte Ergebnis
an.
4.1.6 Lemma : Die Anzahl der unimodularen Klassen von positiven Matrizen, S[Gl(r;O)] mit
S > 0, von vorgegebener Determinante Det(S), ist endlich. 2
Aus allen hergeleiteten und zitierten Endlichkeitsaussagen ergibt sich
4.1.7 Satz : F

ur r < n und eine beliebige Stufe q, ist  = (q) = 
O
(q; r; n) 
P
[ 
n
[q]; rs; v]
S
ein endlich-dimensionaler Vektorraum von Modulformen. 2
Auerdem erhalten wir aus diesen

Uberlegungen den
4.1.8 Zusatz : Die Thetareihen in (q) h

angen von nur endlich vielen (m

oglicherweise verschie-
denen) Thetamultiplikatorsystemen v
i;j
= v
S
i
;L
j
= v
#;S
i
;L
j
ab, also  
P
i;j
[ 
n
[q]; ; v
i;j
]
S
. 2
F

ur die folgende Untersuchung treen wir die
4.1.9 Festlegung : Zu jeder Stufe q xieren wir ein Multiplikatorsystem v = v
q
. 2
Kapitel 3
Eigenschaften von singul

aren
Modulformen, die
Fourier-Jacobi-Entwicklung und
die Umkehrrelation
Nachdem Thetareihen, als Beispiele von Modulformen, studiert wurden, werden nun alle (sin-
gul

aren) Modulformen betrachtet. Mit Hilfe der Resultate des letzten Kapitels, wird die algebrai-
sche Struktur dieses Vektorraumes untersucht, indem seine Elemente als Fourier-Reihen betrachtet
werden. Es werden Beziehungen zwischen den KoeÆzienten dieser Reihen hergeleitet, und das Pro-
blem der Erzeugung des singul

aren Raumes allm

ahlich algebraisiert.
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3.1 Die Fourier-Jacobi-Entwicklung von singul

aren Modul-
formen

uber einfachen Algebren
In diesem Abschnitt werden die FourierkoeÆzienten einer singul

aren Modulform studiert. Die
betrachtete besondere Zusammenfassung dieser KoeÆzienten heit Fourier-Jacobi-Entwicklung.
Es treten auf nat

urliche Art und Weise Thetareihen auf, deren Transformationsformalismus den
Beweis der wichtigen S

atze erm

oglicht, die den Rang und das Gewicht einer Modulform mit der
Eigenschaft singul

ar zu sein, in Verbindung bringen.
3.1.1 Die Fourier-Jacobi-Entwicklung einer Modulform
Ein sehr wichtiges Hilfsmittel zum Studium von Modulformen, insbesondere der singul

aren ist,
wie

ublich, die sogenannte
1.1.1 Fourier-Jacobi-Entwicklung : Sei f 2 [ 
n
[q]; r; v] eine nicht-konstante Modulform und
 < n eine nat

urliche Zahl. Wir zerlegen die Variable Z (genauer jede Komponente Z
(i)
von
Z = (Z
(1)
; : : : ; Z
(m)
) ) in Bl

ocke, Z =

Z
0
Z
0
1
Z
1
Z
2

, Z
0
= Z
(n )
0
,Z
1
= Z
(n ;)
1
,Z
2
= Z
()
2
. Genauso
zerlegen wir die Elemente von T = T
n
in T =

T
0
T
0
1
T
1
T
2

und nennen die Umordnung der Fourier-
Entwicklung
f(Z) =
X
T2T
a(T )e
i
q
fTZg
=
X
T
2
2T

'
T
2
(Z
0
; Z
1
)e
i
q
fT
2
Z
2
g
von f Fourier-Jacobi-Entwicklung, und die Funktionen
'(Z
0
; Z
1
) = '
T
2
(Z
0
; Z
1
) =
X
T=

T
0
T
0
1
T
1
T
2

a(T )e
i
q
fT
0
Z
0
+2T
0
1
Z
1
g
Fourier-Jacobi-KoeÆzienten, der Stufe , von f . 2
1.1.2 Bemerkung : Jedes ' l

at sich in eine Fourier-Reihe
'(Z
0
; Z
1
) =
X
H2(O

)
(n ;)
b
H
(Z
0
)e
2i
q
fH
0
Z
1
g
entwickeln.
Beweis : f ist unter der Translation Z 7 ! Z + S, S =

0
qG
0
qG
0

, G = G
(n ;)
2 O
(n ;)
,
invariant, also ist '(Z
0
; Z
1
), als Funktion von Z
1
, qO
(n ;)
-periodisch. 2
Nun betrachten wir U =

E
0
G
E

2 Sl(n;O), G  0 mod q. Es ist
Z[U ] =

E
G
0
0
E

Z
0
Z
0
1
Z
0
G+Z
1
Z
0
1
G+Z
2

=

Z
0
(Z
0
G+Z
1
)
0
Z
0
G+Z
1
Z
0
[G]+G
0
Z
1
+Z
0
1
G+Z
2

;
und f(Z[U ]) = 
0
(U)
 1
f(Z). Wir erhalten also
1.1.3 Bemerkung : a) Es gilt '(Z
0
; Z
1
+Z
0
G) = 
0

E
0
 G
E

e
 
i
q
fT
2
(Z
0
[G]+2G
0
Z
1
)g
'(Z
0
; Z
1
),
f

ur G  0 mod q.
b) Sei G = G
(n ;)
, hGi  O
n 
. Dann gilt
b
H+qGT
2
(Z
0
) = 
0

E
0
qG
E

e
ifqT
2
(Z
0
[G])+2H
0
Z
0
Gg
b
H
(Z
0
):
Beweis : a) Die Behauptung folgt aus dem Transformationsverhalten der Modulform.
b) Man

andert in der Fourier-Entwicklung von '(Z
0
; Z
1
 qZ
0
G) die SummationH 7! H+qGT
2
und vergleicht mit '(Z
0
; Z
1
). 2
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Ab jetzt nehmen wir an, da T
2
invertierbar ist.
1.1.4 Lemma : Es gilt '
T
2
(Z
0
; Z
1
) =
P
H mod qT
2
#
O

;P
h
(qT
2
)
 1
H
0
T
2
Z
0
1
i
(qT
2
;Z
0
)c
H
(Z
0
). Dabei ist
P (X) = 
0

E
0
q
1=2
X
0
T
 1=2
2
E

, X = X
(;n )
, und
c
H
(Z
0
) = 
0

E
0
 HT
 1
2
E

e
 if(qT
2
)
 1
(Z
0
[H])g
b
H
(Z
0
):
Beweis : Es ist P ((qT
2
)
1=2
(G+(qT
2
)
 1
H
0
)) = 
0

E
0
q
1=2
(G
0
+
1
q
HT
 1
2
)q
1=2
E

= 
0

E
0
qG
0
+HT
 1
2
E

,
G = G
(;n )
, hGi  O

. Im Exponenten der Thetareihe steht die Spur
fqT
2
[G+ (qT
2
)
 1
H
0
]Z
0
+ 2Z
1
T
2
G+
2
q
Z
1
H
0
g =
= fqT
2
(Z
0
[G
0
]) + 2H
0
Z
0
G
0
+ (qT
2
)
 1
[H
0
]Z
0
+
2
q
(qG
0
T
2
)
0
Z
1
+
2
q
H
0
Z
1
g:
Diesen vergleicht man mit dem in '(Z
0
; Z
1
) =
=
X
H mod qT
2
X
hGiO
n 

0

E
0
qG
E

e
ifqT
2
(Z
0
[G])+2H
0
Z
0
Gg
e
2i
q
f(H+qGT
2
)
0
Z
1
g
b
H
(Z
0
): 2
1.1.5 Bemerkung : Sei M
0
=

A
0
C
0
B
0
D
0

2  
n 
[l]. Dann wirkt das Bild M =

A
C
B
D

von M
0
in
 
n
[l], A =

A
0
0
0
E

, B =

B
0
0
0
0

, C =

C
0
0
0
0

, D =

D
0
0
0
E

, gem

a
MhZi =

A
0
Z
0
+B
0
Z
0
1
A
0
Z
1
Z
2

C
0
Z
0
+D
0
0
C
0
Z
1
E

 1
=

M
0
hZ
0
i
Z
0
1
(C
0
Z
0
+D
0
)
 1
(C
0
Z
0
+D
0
)
0
 1
Z
1
Z
2
 Z
0
1
(C
0
Z
0
+D
0
)
 1
C
0
Z
1

;
weil aus den symplektischen Relationen folgt, da  (A
0
Z
0
+ B
0
)(C
0
Z
0
+D
0
)
 1
C
0
Z
1
+ A
0
Z
1
=
(C
0
Z
0
+D
0
)
0
 1
Z
1
gilt. 2
1.1.6 Folgerung : F

ur jedes l  q, qjl, gilt '(M
0
hZ
0
i; (C
0
Z
0
+D
0
)
0
 1
Z
1
) =
v(M)
0

C
0
Z
0
+D
0
0
C
0
Z
1
E

Det

C
0
Z
0
+D
0
0
C
0
Z
1
E

r=2
e
i
q
fT
2
[Z
0
1
](C
0
Z
0
+D
0
)
 1
C
0
g
'(Z
0
; Z
1
): 2
Anderseits wollen wir untersuchen, wie sich die zu obigem P gebildete Thetareihe, jedoch mit
beliebiger Charakteristik, unterM transformiert. (Diese ist zwar keine Funktion, sondern ein Ope-
rator, das st

ort jedoch nicht.) Dazu w

ahlen wir l, qjl, so gro, da l(qT
2
)[G]; l(qT
2
)
 1
[H ] 2 T
(n )
,
f

ur alle hGi  O

und hHi  (O

)

, gilt. Dann kann man wie im Beweis der allgemeinen Trans-
formationsformel von Thetareihen verfahren, denn dort wird noch keine Bedingung an die Cha-
rakteristik
h
U
V
i
gestellt. Die verwackelten Operatoren (W ) (um Verwechslung mit '(Z
0
; Z
1
) zu
vermeiden) und  (W ), oder genauer die Funktionen, die durch ihre Anwendung auf den konstan-
ten Vektor c
H
(Z
0
) 2 Z entstehen, lassen sich wieder in Fourier-Reihen entwickeln. Der ganze
Vergleich der KoeÆzienten bleibt identisch, bis auf die Ausf

uhrung der Gau-Transformation.
(
h
U
0
V
0
i
ist wieder M 
h
U
V
i
.)
1.1.7 Bemerkung : Unter den getroenen Voraussetzungen an l, erh

alt man f

ur die, gem

a Kapi-
tel 2, Denition 3.3.1, gebildeten,
"
Verwacklungen\ und  von #
O

;P
h
(qT
2
)
 1
H
0
T
2
Z
0
1
i
(qT
2
;Z
0
)c
H
(Z
0
),
und wie in den dort folgenden Lemmata 3.3.3 und 3.3.4, die folgenden Aussagen.
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a) Hier erscheint in den Fourier-KoeÆzienten d(K) = d

(K) das Integral
Z
P
  
W

M
0
hZ
0
i
i

 1=2
  (qT
2
)
 1=2
(V
0
 K)(M
0
hZ
0
i)
 1
!
(C
0
Z
0
+D
0
)
0
 1
!
e
 fW
0
Wg
dW:
Nun kann man die Denition von P einsetzen. Die Eigenschaft

0

E
0
X
1
+X
2
E

= 
0

E
0
X
1
E


0

E
0
X
2
E

liefert dann das Produkt
P

(qT
2
)
 1=2
(K   V
0
)(A
0
Z
0
+B
0
)
0
 1

Z

0

E
0
q
1=2
(C
0
Z
0
+D
0
)
 1=2
(
A
0
Z
0
+B
0
i
)
 1=2
W
0
T
 1=2
2
E

e
 fW
0
Wg
dW:
b) In e(K) = e
 
(K) erscheint entsprechend das Integral
Z
P

(qT
2
)
1=2
(W
x
  (qT
2
)
 1
(V
0
 K)A
0
0
 1
(A
0
Z
0
+B
0
)
 1
)A
0

e
if(qT
2
)[W
x
](A
0
Z
0
+B
0
)A
0
0
g
dW
x
:
Trennt man P wie oben, so ist der erste Faktor, wegen den symplektischen Relationen, wieder
P

(qT
2
)
 1=2
(K   V
0
)(A
0
Z
0
+B
0
)
0
 1

:
Das

ubrigbleibende Integral ist nun
Z
P (WA
0
0
 1=2

A
0
Z
0
+B
0
i

 1=2
A
0
)e
 fW
0
Wg
dW =
=
Z

0

E
0
q
1=2
A
0
0
+1=2
(
A
0
Z
0
+B
0
i
)
 1=2
W
0
T
 1=2
2
E

e
 fW
0
Wg
dW;
wobei sich, durch die vorgenommene Vertauschung zwei der Faktoren des Produktes in 
0
und wie
angedeutet, (h

ochstens) ein Vorzeichen ergibt. 2
Nun gilt allgemein

0

E
0
XG
E

= 
0

X
0
0
E


0

X
 1
0
G
E

= 
0

X
0
0
E


0

E
0
G
E


0

X
 1
0
0
E

:
Diese Zerlegung benutzt man, um, nach der Argumentation von [Fr2], III.2.5-III.2.8, die Trivia-
lit

at (jeder Tensorkomponente) dieser Operatorintegrale zu erhalten. Genauer zeigt Freitag im
rationalen Fall, da die Anwendung der unter den Integralen stehenden Operatoren auf c
H
(Z
0
)
jeweils ein pluriharmonisches Polynom ergibt, jedes der beiden auf c
H
(Z
0
) angewandten Integrale
ist jedoch der Wert der Gau-Transformierten des entsprechenden Polynoms an der Stelle 0, also
beidesmal 
0
(E)c
H
(Z
0
) = c
H
(Z
0
).
Im reellen und quatern

aren Fall kann man diesen Beweis

ubernehmen, im komplexen mu
man noch bemerken, da eine polynomiale Darstellung  : C

 C

 ! Gl(Z), so da die
Einschr

ankung e(t) := (t; t) auf einem Unterraum Z
0
 Z trivial wirkt (e.g die Elemente von
Z
0
konstant l

at), auf diesem Unterraum ebenfalls trivial wirkt, (t
1
; t
2
)a = a, fr alle a 2 Z
0
.
Wir lassen Einzelheiten weg, und verweisen auf Lemma 3.2.5, wo eine fast identische Situation
detailiert behandelt wird. Damit gilt
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1.1.8 Satz : Sei Z
0
der von allen c
H
(Z
0
) erzeugte Unterraum von Z, und a 2 Z
0
beliebig. Es
existiert ein l 2 N, so da #
O

;P
h
U
V
i
(qT
2
;Z
0
)a =
= v(M
0
)
 1
(M
0
;

U
V

)Det(J(M
0
; Z
0
))
 
s
2
#
O

;P
M
0

M
0


U
V

(qT
2
;M
0
hZ
0
i)a;
f

ur alle M
0
2  
n 
[l], gilt. 2
W

ahle nun
h
U
V
i
:=
h
(qT
2
)
 1
H
0
T
2
Z
0
1
(C
0
Z
0
+D
0
)
 1
i
. Dann gilt
1.1.9 Bemerkung : a)
h
U
0
V
0
i
:=M
 1
0

h
U
V
i
=

D
0
0
 C
0
0
 B
0
0
A
0
0


h
U
V
i
=
=

UA
0
+ (qT
2
)
 1
V C
0
V D
0
+ (qT
2
)UB
0

=
"
(qT
2
)
 1
H
0
A
0
+
1
q
Z
0
1
(C
0
Z
0
+D
0
)
 1
C
0
T
2
Z
0
1
(C
0
Z
0
+D
0
)
 1
D
0
+H
0
B
0
#
:
b) (M
0
;M
 1
0

h
U
V
i
) = (M
 1
0
;
h
U
V
i
)
 1
= e
if(qT
2
)[U ]A
0
B
0
0
+(qT
2
)
 1
[V ]D
0
C
0
0
+2V
0
UB
0
C
0
0
g
=
= e
i
q
fT
 1
2
[H
0
]A
0
B
0
0
+T
2
[Z
0
1
(C
0
Z
0
+D
0
)
 1
]D
0
C
0
0
+2HZ
0
1
(C
0
Z
0
+D
0
)
 1
C
0
B
0
0
g
: 2
Nun folgt, durch Verwendung des Satzes f

ur M
 1
0
und an der Stelle M
0
hZ
0
i, anstatt f

ur M
0
an der Stelle Z
0
, sowie f

ur a = c
H
(M
0
hZ
0
i),
1.1.10 Lemma : Es gilt #
O

;P
h
U
V
i
(qT
2
;M
0
hZ
0
i)c
H
(M
0
hZ
0
i) =
= v(M
0
)Det(J(M
0
; Z
0
))
s
2
e
i
q
fT
2
[Z
0
1
](C
0
Z
0
+D
0
)
 1
C
0
g

0

C
0
Z
0
+D
0
0
C
0
Z
1
E

#
O

;P
h
(qT
2
)
 1
H
0
T
2
Z
0
1
i
(qT
2
;Z
0
)
0

(C
0
Z
0
+D
0
)
 1
0
0
E

c
H
(M
0
hZ
0
i);
f

ur l hinreichend gro, qjl.
Beweis : a) Der Exponentialfaktor auf der rechten Seite der Transformationsformel ist
(M
 1
0
;

U
V

)e
ifqT
2
[G+U
0
]Z
0
+2V
0
0
(G+U
0
)g
;
die Spur also


qT
2
[G+ (qT
2
)
 1
H
0
A
0
]Z
0
+
1
q
T
2
[Z
0
1
(C
0
Z
0
+D
0
)
 1
]C
0
Z
0
C
0
0
+
+2(G+ (qT
2
)
 1
H
0
A
0
)
0
T
2
Z
0
1
(C
0
Z
0
+D
0
)
 1
C
0
Z
0
+
+2(G+ (qT
2
)
 1
H
0
A
0
)
0
T
2
Z
0
1
(C
0
Z
0
+D
0
)
 1
D
0
+
2
q
T
2
[Z
0
1
(C
0
Z
0
+D
0
)
 1
]D
0
C
0
0
+
+2G
0
H
0
B
0
+ 2A
0
0
H(qT
2
)
 1
H
0
B
0
+
2
q
C
0
0
(C
0
Z
0
+D
0
)
0
 1
Z
1
H
0
B
0
  (qT
2
)
 1
[H
0
]A
0
B
0
0
 
 
1
q
T
2
[Z
0
1
(C
0
Z
0
+D
0
)
 1
]D
0
C
0
0
 
2
q
HZ
0
1
(C
0
Z
0
+D
0
)
 1
C
0
B
0
0
	
:
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b) Der zweite, f

unfte und zehnte Summand lassen sich zu der Spur des gew

unschten Vorfaktors
e
i
q
fT
2
[Z
0
1
](C
0
Z
0
+D
0
)
 1
C
0
g
zusammenfassen. Der dritte und vierte ergeben


2(G+ (qT
2
)
 1
H
0
A
0
)
0
T
2
Z
0
1

;
w

ahrend der sechste modulo 2 verschwindet. Der siebte und neunte addieren sich zu
f(qT
2
)
 1
[H
0
]A
0
B
0
0
g  0 mod 2;
nach Wahl von l, und der achte und elfte schlielich heben sich gegenseitig auf.
c) Der vektorwertige KoeÆzient in der im Satz auftretenden Thetareihe ist P
M
 1
0
(X;Z) =
P (X(C
0
Z
0
+D
0
)
0
;M
 1
0
M
0
hZ
0
i), also
P
M
 1
0
((qT
2
)
1=2
(G+ U
0
)) = 
0

E
0
q(C
0
Z
0
+D
0
)((G+(qT
2
)
 1
H
0
A
0
)
0
+
1
q
C
0
0
(C
0
Z
0
+D
0
)
0
 1
Z
1
)
E

=
= 
0

E
0
C
0
Z
1
E


0

C
0
Z
0
+D
0
0
0
E


0

E
0
q(G+(qT
2
)
 1
H
0
A
0
)
0
E


0

(C
0
Z
0
+D
0
)
 1
0
0
E

:
d) Nun ist (qT
2
)
 1
H
0
A
0
 (qT
2
)
 1
H
0
mod O
(;n )
, und man kann die Summation G 7!
G + (qT
2
)
 1
H
0
(A
0
  E)

andern. Die Spur entspricht gerade der Thetareihe mit der richtigen
Charakteristik. 2
Durch Vergleich der beiden Transformationsformeln 1.1.6 von '(Z
0
; Z
1
) und 1.1.10 der The-
tareihe in ' erh

alt man
1.1.11 Satz : Die KoeÆzienten c
H
(Z
0
) sind (f

ur invertierbares T
2
) Modulformen vom Gewicht
r   s zu einer geeigneten Hauptkongruenzgruppe.
Beweis : Das richtige Transformationverhalten wurde gezeigt. Die auftretende Darstellung
e
0
(
e
J(M
0
; Z
0
)) = 
0

C
0
Z
0
+D
0
0
0
E

;
e
J : Sp(n  ;D
R
)H
n 
 ! Gl(n  ;D
C
);
ist zwar nicht mehr zwangsweise irreduzibel, die, bei der Einf

uhrung von Darstellungen erw

ahnte,
Einschr

ankungseigenschaft, und die Argumentation von Freitag (S. 87 in [Fr2]), zeigen jedoch, da
sie auf einem geeigneten Unterraum Z
0
irreduzibel ist, in dem die c
H
(Z
0
) liegen. 2
3.1.2 Der Rang von Modulformen zu Hauptkongruenzgruppen, die sin-
gul

aren Gewichte und der Zusammenhang mit singul

aren Modul-
formen
Wir benutzen nun die Fourier-Jacobi-Entwicklung, um singul

are Modulformen zu studieren. Wir
f

uhren zwei Begrie ein.
1.2.1 Denition : Sei f 2 [ 
n
; ; v] eine Modulform.
a) Wir setzen Rang(f) := maxfrank(T ) ; T 2 T und a(T ) 6= 0g, wobei der Rang einer Matrix
T

uber D die maximale Anzahl linear unabh

angiger Spaltenvektoren ist.
b) Wir nennen das Gewicht r von f singul

ar, wenn r = ers, mit 0  er < n und dem Schurindex
s = s(D) von D, gilt. 2
Genau dann ist eine Modulform singul

ar, wenn ihr Rang kleiner als n ist, der Rang einer
Konjugierten f
M
einer Modulform f stimmt mit dem von f

uberein. Wir wollen den Rang einer
Modulform mit ihrem Gewicht in Verbindung bringen. Die Thetareihen nehmen nur die speziellen
Werte rs, r 2 Z, als Gewichte an. Die singul

aren unter ihnen haben also singul

are Gewichte.
Wir wollen sehen, da dies f

ur beliebige singul

are Modulformen gilt, und das umgekehrt singul

are
Modulformen singul

ares Gewicht haben. Wir beginnen mit
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1.2.2 Satz : Ist f 2 [ 
n
[q]; ; v] eine nicht-konstante Modulform von Gewicht 0 < r  (n   1)s,
so ist f singul

ar.
Beweis : a) Die Fourier-Jacobi-Entwicklung der Stufe  = n   1, ergibt, da alle c
H
(z
0
), zu
jedem invertierbarem T
2
, konstant sind, und, falls r < (n  1)s gilt, sogar identisch verschwinden.
In letzterem Fall ist dann '
T
2
(z
0
; Z
1
) = 0, also f(Z) =
P
T=

t
0
T
0
1
T
1
T
2

; Det(T
2
)=0
a(T )e
i
q
fTZg
. Da
jedoch (das Bild von) T
2
diagonalisierbar ist,
T
h
E
0
0
U
2
i
=




T
2
[U
2
]

=




D
2

;
folgt aus Det(T
2
) = 0, da mindestens ein Diagonalelement von D
2
verschwindet. Dann mu
jedoch die ganze zugeh

orige Zeile und Spalte in (der hermiteschen Matrix) T [U ] gleich 0 sein, also
Det(T ) = 0. Damit ist f singul

ar.
b) F

ur konstante c
H
= c
H
(z
0
) und a(T ) 6= 0 haben wir zwei Darstellungen '(z
0
; Z
1
) =
X
H=H
(1;n 1)
; hHiO


0

E
0
HT
 1
2
E

c
H
e
i
q
fz
0
(T
 1
2
[H
0
])+2H
0
Z
1
g
=
X
T=

t
0
T
0
1
T
1
T
2

a(T )e
i
q
ft
0
z
0
+2T
0
1
Z
1
g
:
Die erste entsteht einfach durch Einsetzen der Denition von c
H
(Z
0
) aus 1.2.4 in die Fourier-
Entwicklung von ' nach Z
1
, die zweite ist die Denition von '. T hat also, falls a(T ) 6= 0,
die Form T =

T
 1
2
[h]
h
h
0
T
2

. Da aber h
0
T
 1
2
(h; T
2
) = (T
 1
2
[h]; h
0
), hat T nicht vollen Rang, also
Det(T ) = 0. Danach verf

ahrt man wie oben. 2
Das gewonnene Resultat mu noch verfeinert werden. Dazu
1.2.3 Bemerkung : Sei f 2 [ 
n
[q]; r; v], 0 < r < s. Dann verschwindet f  0 identisch.
Beweis : Die Fourier-Jacobi-Entwicklung der Stufe  = 1 ergibt wie eben
f(Z) =
X
T=

T
0
t
0
1
t
1
t
2

; Det(t
2
)=0
a(T )e
i
q
fTZg
:
Da aber D ein Schiefk

orper ist, folgt aus Det(t
2
) = 0, t
2
= 0, und daraus t
1
= 0 2 D
n 1
. Nun
kann man die Fourier-Jacobi-Entwicklung derselben Stufe  = 1 von f auch nach den anderen
Diagonalelementen von T durchf

uhren, und erh

alt f(Z) = a(0) = 0 (, da ja das Gewicht von f
verschieden Null ist). 2
Man erh

alt die Fourier-Jacobi-Entwicklung von f nach den anderen Diagonalelementen, als
die Entwicklung der konjugierten Modulform f
U
, mit geeigneten Permutationsmatrizen U . Damit
kann man sich jetzt hocharbeiten zu
1.2.4 Satz : Sei f 2 [ 
n
[q]; ; v] eine nicht-konstante Modulform vom Gewicht 0 < er < ns. Dann
ist das Gewicht er = rs  0 mod s singul

ar, und f ist singul

ar.
Beweis : Die Bemerkung erlaubt es, obiges Resultat 1.2.2

uber die Singularit

at von f auf den Fall
(n  1)s < er < ns zu erweitern. Falls nun s < er < 2s gilt, so f

uhrt man wieder die Fourier-Jacobi-
Entwicklung(en) der Stufe  = 1 durch. Die auftretenden c
H
(Z
0
) sind (f

ur invertierbares t
2
2 D)
nun Modulformen vom Gewicht 0 < br < s, und verschwinden, woraus sich, wie in der Bemerkung,
ergibt, da, falls T  0 ein Diagonalelement t
2
6= 0 besitzt, der KoeÆzient a(T ) = 0 verschwindet,
und dann f = 0. Wenn allgemeiner er nicht durch s teilbar ist, ndet man immer ein 0 <  < n, so
da 0 < er   s < s gilt. Die Entwicklung(en) der Stufe 1 von f , ergeben dann sukzessive f = 0.
(Man kann annehmen, da Modulformen vom Gewicht (   1)s < br < s verschwinden.) 2
Eine Variation dieser Methode, die auf der Theorie der h

ochsten Gewichte basiert, ergibt (siehe
[Fr2], III.4.5-III.4.7), da das Gewicht auch keine gebrochenen rationale Werte annehmen kann.
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Herr Freitag teilte mir eine Idee mit, die umgekehrt zeigt, da singul

are Modulformen nur
singul

are Gewichte annehmen. Diese benutzt sehr elegant die Fourier-Jacobi-Entwicklung, und
vermeidet die komplizierte Verwendung von Dierentialoperatoren (vergleiche dazu z.B. [Fr1]).
1.2.5 Satz : Sei f 2 [ 
n
[q]; r
0
; v]
S
eine nicht-konstante singul

are Modulform. Dann ist ihre Gewicht
singul

ar, also r
0
= rs, f

ur eine ganze Zahl 0 < r < n.
Beweis : a) Sei f =
P
a(T )e
i
q
fTZg
die Fourier-Entwicklung von f , und T 2 T eine Matrix,
mit a(T ) 6= 0 und rank(T ) = Rang(f) = r. Es ist 0 < r < n, weil f als singul

ar angenommen
wurde. Indem man eventuell eine geeignete konjugierte Modulform f
M
= f
U
, M =

U
0
0
0
U
 1

,
mit unimodularen U 2 Sl(n;D), betrachtet (vergleiche dazu auch Bemerkung 3.2.8), die nat

urlich
dasselbe Gewicht wie f hat und ebenfalls singul

ar ist, kann man annehmen, da T =
 
0
0
0
S

,
S = S
(r)
= S
0
> 0, gilt.
b) Nun f

uhrt man die Fourier-Jacobi-Entwicklung (siehe 1.1.1) der Stufe r durch. Wir unter-
suchen den KoeÆzienten '
S
. Dieser besitzt nach 1.1.4 eine Entwicklung
'
S
(Z
0
; Z
1
) =
X
H mod qS
#
O
r
;P
"
(qS)
 1
H
0
SZ
0
1
#
(qS;Z
0
)c
H
(Z
0
):
Die Faktoren c
H
(Z
0
) sind nach Satz 1.1.11 Modulformen vom Gewicht r
0
  rs.
c) Anderseits kann man genau angeben welche a(
e
T ) in '
S
zusammengefat werden. Solch ein
e
T =
 



S

2 T hat den Rang er  r = Rang(f); es kann also nur dann der zugeh

orige Fourier-
KoeÆzient von Null verschieden sein, wenn Gleichheit gilt, er = r. Dann hat aber (vergleiche
Lemma 3.1.3)
e
T die Gestalt
e
T =

S
 1
[H
0
]
H
0
H
S

, H = H
(n r;r)
2 (O

)
(n r;r)
. Direkter Vergleich
mit der Fourier-Entwicklung 1.1.2 von '
S
ergibt b
H
(Z
0
) = a

S
 1
[H
0
]
H
0
H
S

e
i
q
f(S
 1
[H
0
])Z
0
g
, also,
nach Bildung (1.1.4) der c
H
(Z
0
),
c
H
(Z
0
) = 
0

E
0
 HS
 1
E

a

S
 1
[H
0
]
H
0
H
S

:
Es ist also jedes c
H
(Z
0
) konstant.
d) Falls nun r
0
6= rs w

are, so m

uten diese KoeÆzienten identisch verschwinden, c
H
(Z
0
)  0,
insbesondere w

are, mit H = 0, a(T ) = a
  
0
0
0
S

= 0, im Widerspruch zur Annahme. Es ist also
r
0
= rs singul

ares Gewicht, wie behauptet, und es ergibt sich automatisch auch, da Rang(f)  s
das Gewicht von f ist. 2
Wir erhalten aus dem Beweis also auch den
1.2.6 Zusatz : Sei f eine nicht-konstante singul

are Modulform vom Gewicht rs. Dann ist
Rang(f) = r: 2
Damit wurde das Gewicht einer singul

aren Modulform mit ihrem Rang in Zusammenhang
gebracht. Insgesamt erhalten wir also
1.2.7 Theorem : Sei f 2 [ 
n
[q]; ; v] eine Modulform. Genau dann ist f eine singul

are Modulform,
wenn ihr Gewicht kleiner als ns ist. Falls f nicht identisch verschwindet ist dieses sogar singul

ar,
also von der Form rs, 0  r < n. Dann ist auch Rang(f) = r. 2
1.2.8 Folgerung : Es gilt [ 
n
[q]; rs; v] = [ 
n
[q]; rs; v]
S
, r < n. Mit f ist auch f
M
, M projektiv
rational, singul

ar. 2
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3.2 Denition der R

aume P (r) und des sogenannten groen
singul

aren Raums M(1)
Es wird die Teilbarkeitslehre in Ordnungen weiter verfolgt. Mit deren Hilfe werden singul

are Mo-
dulformen, als Fourier-Reihen betrachtet, klassiziert, und zu bestimmten R

aumen zusammenge-
fat. Diese sind dann algebraisch beschrieben, und werden auch so weiteruntersucht.
3.2.1 Ein Raum von Fourier-Reihen, der die singul

aren Modulformen
enth

alt,
"
lokale Ganzheit\
Die bewiesenen Resultate erlauben es uns, nun einen speziellen Raum von Fourier-Reihen, genannt
P, wie Freitag zu bilden.
2.1.1 Denition : a) Es sei q eine nat

urliche Zahl, und 0 < r < n. Dann bezeichnen wir
mit P(q) = P
O
(q; r; n) den Vektorraum aller in H
m
n
konvergenter vektorwertiger Fourier-Reihen
f : H
m
n
 ! Z , der Form f(Z) =
P
T=T
0
a(T )e
ifTZg
, mit folgenden Eigenschaften:
1) Aus a(T ) 6= 0 folgt qT 2 T = T
n
 M
n
(D) (, es wird also nur

uber ein Z-Gitter
summiert).
2) Aus a(T ) 6= 0 folgt T  0.
3) Aus a(T ) 6= 0 folgt rank(T )  r (, aufgefat als (n n)-Matrix

uber D).
4) Es gilt a(T [U ]) = 
0
(U
0
)a(T ), f

ur alle U 2 Sl(n;O) mit U  E mod q.
b) Es gilt P
O
(q; r   1; n)  P
O
(q; r; n). Wir setzen
P(q) = P
O
(q) :=
P
O
(q; r; n)
P
O
(q; r   1; n)
: 2
2.1.2 Bemerkung : Es gilt

O
(q; r; n) 
X
v
[ 
n
[q]; rs; v]
S
=
X
v
[ 
n
[q]; rs; v]  P
O
(q; r; n):
Auerdem sind die nat

urlichen Projektionen (q) ,! P(q) und [ 
n
[q]; rs; v] ,! P(q) injektiv.
Beweis : Das ist gerade der Inhalt der Transformationsformel f

ur Thetareihen, der Denition
von  (vergleiche Kapitel 2, Denition 4.1.1 und Bemerkung 4.1.2), und des Theorems 1.2.7

uber
singul

are Modulformen. 2
Wir m

ussen die Komplettierungen der Lokalisierungen von O und P(q) betrachten. Unsere
Ordnung O ist maximal und unter der Involution invariant, O = O. Wir wissen, da deren
Primideale in Bijektion mit denen von O
K
, K = Z(D), stehen.
2.1.3 Bemerkung : Es gilt O
K
nP = (O
K
nP ), also ((O
K
)
P
) = (O
K
)
P
, und damit
(O
P
) =
 
O

P
= O
P
:
Lokalisierungen von O
K
-Moduln M sind nat

urlich stets als Tensorierungen zu verstehen, M
P
=
(O
K
)
P

M also insbesondere
O
P
= (O
K
)
P


O
K
O; O
P
= (O
K
)
P


O
K
O;
usw. Entsprechend sind Komplettierungen von solchen Moduln zu bilden,
c
M
P
=
d
(O
K
)
P

M. Da
O
K
 Z(D) gilt, sind diese Tensorprodukte stets wohldeniert. 2
Die zwei Lokalisierungen O
P
und O
P
der maximalen Ordnung O liegen zwar beide in D, die

Uberg

ange zur Komplettierung l

angs P bzw. P sind jedoch verschieden. Es entstehen also dadurch
Probleme, da K nicht total reell zu sein braucht. Wir erhalten zwei verschiedene, a priori nicht
vergleichbare Objekte.
3.2. DER SINGUL

ARE RAUM 75
2.1.4 Bezeichnung :Wir bezeichnen die Komplettierungen von O
P
und O
P
entsprechend mit
b
O
P
und
b
O
P
. Dies sind maximale Ordnungen in den entsprechenden Komplettierungen
b
D
P
=
b
K
P

D
bzw.
b
D
P
=
b
K
P

D von D,
b
K
P
und
b
K
P
die Komplettierungen des Zentrums K. 2
Wir wissen, da
b
D
P

=
M
s
P
(
e
D
P
) ist, mit einem
"
inneren\ Shiefk

orper vom (lokalen) Schurindex
es
P
. Insbesondere ist
b
O
P

=
M
s
P
(
e

P
);
mit der einzigen maximalen Ordnung
e

P
von
e
D
P
; unter allen m

oglichen solchen Isomorphismen
w

ahlen wir weiter unten einen aus. Auerdem werden wir noch Schnitte der Lokalisierungen der
maximalen Ordnungen brauchen.
2.1.5 Denition : Sei S eine Menge von Primstellen. Wir setzen O
S
:=
T
P2S
O
P
. 2
2.1.6 Bemerkung : Falls P = P gilt, so ist O
fP;Pg
= O
P
. Falls also das Zentrum K = Z(D) des
zugrunde liegenden Schiefk

orpers total reell ist, ist dies an jeder Primstelle der Fall. 2
Die Involution J induziert nun an jeder Primstelle P  O
K
eine bijektive Abbildung, genauer
einen Antiisomorphismus, zwischen den Komplettierungen,
J
P
:
b
D
P
 !
b
D
P
:
Diesen kann man auch als Isomorphismus
b
D
opp
P
 !
b
D
P
auasen. Es gilt trivialerweise
M
s
P
(
e
D
P
)
opp

=
M
s
P
(
e
D
opp
P
):
Wir erhalten
2.1.7 Lemma : a) F

ur die Komplettierungen
b
D
P
und
b
D
P
gilt s
P
= s
P
:
Man kann die Isomorphismen
b
D
P

=
M
s
P
(
e
D
P
) so w

ahlen, da J
P
auf der Matrixseite auf
e
D
P
wirkt, im Sinne, da f

ur die Einschr

ankung auf die Diagonaleinbettung dieses Schiefk

orpers
J
P
(
e
D
P
) =
e
D
P
und J
P
(
e

P
) =
e

P
gilt; diese Isomorphismen xieren wir.
b) Falls P = P gilt, deniert J
P
= J
P
eine Involution auf
b
D
P
=
b
D
P
, die, mittels der gew

ahlten
Isomorphismen, der Matixausdehnung der durch J induzierten Involution auf
e
D
P
entspricht, es
existiert also M
P
2M
s
P
(
e
D
P
), so da
J
P
(X) =M
P
X
0
M
 1
P
; X 2M
s
P
(
e
D
P
);
gilt. Diese l

at nat

urlich
b
O
P
invariant. In jedem Fall (also f

ur beliebiges P ) l

at die Abbildung J
P
den Schnitt O
fP;Pg
 D invariant.
Beweis : i) Es ist erst s
P
= s
P
im komplexen Fall zu begr

unden. Der Klassikationssatz von
Mumford

uber positive Involutionen, den wir ganz am Anfang f

ur die Wahl des Repr

asentanten
der

Ahnlichkeitsklasse unserer involutiven Algebra benutzten, besagt sogar, da in diesem Fall die
lokalen Hasse-Invarianten I
P
= I
P
(D) 2 Q=Z von D den Gleichungen
I
P
+ I
P
= 0; sowie I
P
= 0; falls P = P ;
gen

ugen. Dabei ist I
P
=
r
P
es
P
, es
P
der lokale Index von D an der Stelle P , also der Schurindex
von
e
D
P
, und 1  r
P
 es
p
, (r
P
; es
P
) = 1 (, siehe auch [Re], Theorem (14.5) und anschlieende
Bemerkung). Es gilt s
P
es
P
= s = s(D), f

ur alle P . Aus
r
P
es
P
+
r
P
es
P
 0 mod 1 folgt aber damit
es
P
= es
P
, also s
P
= s
P
.
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ii) Sei nun P 6= P , und weiterhin D
R

=
M
s
(C
m
0
). Da die lokalen Schurindizes der inneren
Schiefk

orper der Komplettierungen
b
D
P
und
b
D
P
von D an P und P gleich sind, es
P
= es
P
, existiert
ein Antiisomorphismus
e
J
P
:
e
D
P
 !
e
D
P
:
Man kann also die Isomorphismen
b
D
P

=
M
s
P
(
e
D
P
) und
b
D
P

=
M
s
P
(
e
D
P
) so w

ahlen, da sie mit
J
P
und
e
J
P
kommutieren. Da
e
J
P
den Ring der ganzen Zahlen
e

P
antiisomorph auf
e

P
abbildet,
kann man zus

atzlich erreichen, da diese Isomorphismen
b
O
P
mit M
s
P
(
e

P
) (und entsprechend an
P ) identizieren.
iii) Sei nun, weiterhin im komplexen Fall, P = P . Wegen der zweiten Bedingung an die lokalen
Hasse-Invarianten mu ein solches D an jeder Stelle P = P voll zerfallen: r
P
= es
P
,
e
D
P
ist
ein Schiefk

orper vom Schurindex 1

uber dem Zentrum
b
K
P
, also
b
D
P

=
M
s
(
b
K
P
), K = Z(D). J
induziert wegen P = P eine Involution auf dem K

orper
b
K
P
=
e
D
P
, und aus dem Satz von Skolem-
Noether folgt, da J anderseits f

ur jede Wahl des Isomorphismus
b
D
P

=
M
s
(
b
K
P
) eine Involution
J
P
(X) =M
P
X
0
M
 1
P
auf M
s
(
b
K
P
) induziert, mit geeignetem M
P
= J
P
(M
P
) 2 Gl(s;
b
K
P
). Wegen
unserer Annahme aus dem ersten Kapitel, die die Existenz der maximalen Ordnung O = J(O)
sichert, kann man erreichen, da der gew

ahlte Isomorphismus
b
O
P
mit M
s
(O
b
K
P
) identiziert, und
da J
P
letzteren Ring invariant l

at.
iv) Im reellen und quatern

aren Fall ist K total reell, also P = P , f

ur alle P , der Schurindex
ist s(D) = 2. Es ist also entweder
b
D
P

=
M
2
(
b
K
P
) eine Matrixalgebra

uber einem K

orper, oder ein
Schiefk

orper. Im ersten Fall argumentiert man wie in iii, im zweiten ist nichts zu w

ahlen, und es
gilt zwangsweise J
P
(
b
O
P
) = J
P
(
e

P
) =
b
O
P
. 2
Hier mu noch kurz erl

autert werden, wie sich reziproke Gitter bei Lokalisierung verhalten.
F

ur Lokalisierungen von O
K
-Moduln M, also (O
K
)
P
-Moduln M
P
 D
r
ist es nat

urlich
(M
P
)

:= fx 2 D
r
; (x
0
y) 2 Z
(p)
; 8y 2M
P
g
zu setzen, mit (p) = Z \ P . Anderseits kann man M

lokalisieren. Wegen (p) = Z \ P und
Tr
D=Q
= Tr
K=Q
ÆTr
D=K
folgt
2.1.8 Bemerkung : Es gilt (M
P
)

= (M

)
P
. 2
Insbesondere gilt dies f

ur O-Gitter L. Mit den erkl

arten Ausdehnungen der Involution, die wir
kanonisch auf Vektoren wirken lassen, kann man entsprechend
(
c
M
P
)

:= fx 2
b
D
r
P
; (J
P
(x)
0
y) 2
b
Z
p
; 8y 2
c
M
P
g
setzen, mit
b
Z
p
=
d
 
Z
(p)

, und erh

alt wieder (
c
M
P
)

=
d
(M

)
P
. Allerdings mu man immer beachten,
da man dabei die Komplettierung wechselt. Genauso bilden wir, f

ur eine Menge S von Primstellen
P aus O
K
,
(O
S
)

:= fx 2 D ; (xy) 2
\
(p)=P\Z ; P2S
Z
(p)
; 8y 2 O
S
g 
\
P2S
(O
P
)

=
\
P2S
(O

)
P
= (O

)
S
:
Im Spezialfall S = fP; Pg erhalten wir sogar
(O
P
)

[ (O
P
)

 (O
P
)

+ (O
P
)

 (O
fP;Pg
)

= fx 2 D ; (xy) 2 Z
(p)
; 8y 2 O
fP;Pg
g:
Jetzt k

onnen wir die
"
lokale Ganzheit\ erkl

aren.
2.1.9 Denition : a) Ein Element x 2 D heit O-ganz (oder einfach ganz) an der Stelle P , wobei
P  O
K
ein Primideal des Zentrums K von D ist, falls x 2 O
P
gilt. Eine Matrix M heit O-ganz
an P , falls dies f

ur alle ihre Elemente zutrit, und O-unimodular an P , falls M 2 Gl(n;O
P
) gilt.
Ferner nennen wir x O-ganz an einer Menge S von Primstellen, wenn x O-ganz an allen P 2 S
ist; entsprechend verfahren wir mit Matrizen.
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b) Wir setzen J
P
auf Matrizen kanonisch fort, und denieren, im Falle S = S,
Sp(n;O
S
) := fM 2M
2n
(O
S
) ; I [M ] = J(M)IM = Ig: 2
2.1.10 Bemerkung : a) Falls S = S gilt, so ist x genau dann ganz an S, wenn es x ist. Im reellen
und quatern

aren Fall, wenn also das Zentrum total reell ist, ist dies stets so.
b) Die Sp(n;O
S
) sind Gruppen, denn es istM
 1
=

J(D)
 J(C)
 J(B)
J(A)

, fallsM =

A
C
B
D

, und mit
x ist auch J(x) 2 O
S
.
c) Es gilt
T
PO
K
O
fP;Pg
= (
T
PO
K
O
P
) \ (
T
PO
K
O
P
) = O \ O = O und
\
PO
K
Sp(n;O
fP;Pg
) = Sp(n;O) =  
n
: 2
Man braucht auch die entsprechenden Bewertungen. Wir benutzen Resultate aus [Re], Ab-
schnitte 12 und 13. Es sei, wie schon weiter oben, es
P
= es
P
(
e
D
P
) der Schurindex des Schiefk

orpers
in
b
D
P
=M
s
P
(
e
D
P
), der sogenannte lokale Index von D an der Stelle P .
Es existiert eine diskrete Bewertung v
P
= v
e
D
P
auf
e
D
P
, die die Bewertung v
b
K
P
erweitert, und
bez

uglich welcher
e
D
P
vollst

andig ist. Sie ist durch
v
e
D
P
(x) =
es
P
(
e
D
P
:
b
K
P
)
 v
b
K
P
(N
e
D
P
=
b
K
P
(x)) =
1
es
P
 v
b
K
P
(N
e
D
P
=
b
K
P
(x));
N
e
D
P
=
b
K
P
wie immer die reduzierte Norm, gegeben, und durch die Normierung eindeutig bestimmt.
Wir erhalten, f

ur jedes x 2
e
D
P
, eindeutige Darstellungen x = 
v
P
(x)
u
0
= u
00

v
P
(x)
, mit Einheiten
u
0
; u
00
2
e


P
und einem Primelement  von
e

P
.
e

P
enth

alt genau die Elemente von
e
D
P
mit
nicht-negativer Bewertung.
Genauso wird
b
D
P
, und damit nat

urlich auch
b
O
P
sowie O
P
, mit Hilfe des gew

ahlten Isomor-
phismus
b
D
P

=
M
s
P
(
e
D
P
), diskret bewertet,
v
P
(x) := v
b
K
P
(N
b
D
P
=
b
K
P
(x)) = v
b
K
P
(N
M
s
P
(
e
D
P
)=
b
K
P
(x)):
Die so gewonnene Bewertung v
P
h

angt nicht von der Wahl des Isomorphismus ab. Die Normierung
wurde hier so gew

ahlt, da v
P
(x) = s  v
b
K
P
(x) = s  v
e
D
P
(x), s = s(D), f

ur x 2
b
K
P
, gilt. Dies ist
sinnvoll, da auch global N
D=K
(x) = x
s
, x 2 K = Z(D), gilt.
Der Durchschnitt P \ Z = P \ Z = (p) liefert ein Primideal in Z. Der K

orpergrad von O
K
=P

uber Z=(p) sei m
P
, dann ist die Ordnung (M

achtigkeit) von O
K
=P die Primzahlpotenz p
m
P
. Mit
dem Verzweigungsindex e
P
, pO
K
= P
e
P
Q, (p;Q) = 1, gilt m = [K : Q] = m
P
e
P
. Uns interessiert
2.1.11 Satz : Der P -adische Betrag von x 2
b
D
P
sei jxj
P
:= p
 m
P
v
P
(x)
. Es gilt, f

ur x 2 D, die
Geschlossenheitsrelation
jN
D=Q
(x)j = jDet(x)j =
Y
PO
K
jxj
 1
P
: 2
Die Geschlossenheitsrelation besagt, da man bei Bewertungsfragen jede reelle Stelle im un-
endlichen einfach, jede komplexe jedoch doppelt z

ahlen mu.
2.1.12 Bemerkung : a) F

ur jedes x 2 D sind nur endlich viele P -adische Betr

age von 1 verschie-
den. Ist ein x 2 D O-ganz an P , dann ist seine Bewertung an P nicht-negativ, v
P
(x)  0. Die
Umkehrung gilt nur an Stellen mit s
P
= 1, falls also
b
D
P
=
e
D
P
ein Schiefk

oprer ist. Die Involution
erh

alt Bewertungen v
P
(x) = v
P
(x), x 2 D.
b) Man kann die Geschlossenheitsrelation auch auf der Ebene der (reduzierten) NormN
M
n
(D)=Q
lesen, und erh

alt
Det(S) =
Y
P
j det(S)j
 1
P
; f

ur S = S
0
> 0:
(Wir erinnern daran, da wir mit
"
det\ die (reduzierte) Norm N
M
n
(D)=K
bezeichnen, also die
Determinante des Bildes von S in einem Zerf

alllungsk

orper.) 2
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3.2.2 Die Lokalisierungen von P (q) und der groe singul

are Raum
Nach diesen Vorbereitungen k

onnen wir nun P(q) nach Primidealen P  O
K
und auch nach
Mengen von solchen lokalisieren. Dazu
2.2.1 Denition : a) Eine nat

urliche Zahl l heit teilerfremd zu P , in Zeichen (l; P ) = 1, falls
v
P
(l) = 0 gilt. 2
Man beachte, da dann, wegen l = l 2 O
K
 O
fP;Pg
, also
v
P
(l)  0 und v
P
(l)  0;
diese zwei Bewertungen beide gleich 0, die entsprechenden Betr

age gleich 1 sind. Es gilt also
2.2.2 Bemerkung : a) Es ist (l; P ) = 1 genau dann wenn (l; P ) = 1. Dies ist

aquivalent dazu,
da P nicht in der Zerlegung (l) = l  O
K
=
Q
P
e
i
i
von l in Primideale

uber O
K
erscheint.
b) Sei q eine nat

urliche Zahl, N 2 Sp(n;D) eine symplektische Matrix, und S eine endliche
Menge von Primstellen, so da N und N
 1
O-ganz an allen P 2 S sind. Dann existiert ein, zu
allen P 2 S teilerfremdes, nat

urliches l mit
 
n;O
[ql]   
N
n;O
[q] = N
 1
 
n;O
[q]N:
Dasselbe gilt dann nat

urlich auch, wegen der speziellen Form der Inversen einer symplektischen
Matrix, wenn N O-ganz an S [ S ist.
Beweis : Es gibt jeweils nur endlich viele Stellen an denen die Bewertungen von N bzw. N
 1
echt
negativ sind. Davon ist keine in S enthalten. Es existieren daher l
0
; l
00
2 N, mit (l
0
; P ) = (l
00
; P ) = 1
f

ur alle P 2 S, so da l
0
N; l
00
N
 1
2M
n
(O). F

ur l = l
0
l
00
, ist mit M  E mod ql auch
NMN
 1
= E + q(l
0
N)
f
M(l
00
N
 1
)  E mod q: 2
2.2.3 Folgerung : N erf

ulle obige Bedingung. Die Zuordnung
f 7 ! f
N
; f
N
(Z) = (J(N;Z))
 1
f(NhZi);
deniert dann eine lineare Abbildung [ 
n
[q]; ; v]  ! [ 
n
[ql]; 
N
; v
N
], 
N
(J(M;Z)) = (J(M
N
; Z)),
M
N
= N
 1
MN , f

ur eine geeignete nat

urliche Zahl l. 2
Nun lokalisieren wir P(q).
2.2.4 Denition : Die Lokalisierung von P(q) an einer Primstelle P von K = Z(D), bzw. einer
Menge S von solchen, ist
P(q)
P
:=
[
(l;P )=1
P(ql); bzw. P(q)
S
:=
\
P2S
P(q)
P
: 2
Da fl 2 N ; (l; P ) = 1; 8P  O
K
g = fl 2 N ; v
P
(l) = 0; 8P  O
K
g = f1g, gilt
\
P
P(q)
P
= P(q): Auerdem ist P(q)
P
= P(q)
P
= P(q)
fP;Pg
:
Man mu noch T lokalisieren. Falls K total reell ist, so ist T
1
und damit auch T ein O
K
-Modul.
Es gilt allgemein
2.2.5 Bemerkung : Die Lokalisierungen M
P
= (O
K
)
P

M und die Komplettierungen
c
M
P
=
d
(O
K
)
P

M eines O
K
-ModulsM D
r
, erf

ullen M =
T
P
M
P
=
T
P
(
c
M
P
\D
r
). Das gilt insbeson-
dere f

ur O-Gitter L. 2
Im reellen und quatern

aren Fall kann man also T an jeder Primstelle lokalisieren und auch
komplettieren. Im komplexen Fall kann man nur an Primstellenpaaren fP; Pg, bzw. allgemeiner
Mengen von Primstellen der Form S = S lokalisieren. Wir ber

ucksichtigen die (m

ogliche) Aufspal-
tung der Primstellen in P 6= P folgendermaen.
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2.2.6 Denition : Setze (O
fP;Pg
)
S
:= fx 2 O
fP;Pg
; x = xg, sowie
T
P
= (T
n
)
P
:= fX = X
0
2M
n
(D) ; (XY ) 2 2Z
(p)
; 8Y = Y
0
2M
n
(O
fP;Pg
)g;
und damit T
S
:=
T
P2S
T
P
, f

ur S = S. 2
Es ist klar, da man so f

ur P = P , wegen O
P
= O
P
, tats

achlich die Lokalisierungen erh

alt. Es
ist auch T
P
= T
P
; eigentlich m

ute man T
P
mit T
fP;Pg
bezeichnen, das w

urde die Notation jedoch
weiter belasten. Man hat
2.2.7 Lemma : Es gilt O

=
T
P
(O
fP;Pg
)

. Es ist
T
P
= fX = X
0
2M
n
((O
fP;Pg
)

); x
ii
= x
ii
2 2(O
fP;Pg
)

S
g
die Umschreibung von T
P
auf Matrixform. Ferner gilt
T
P
T
P
= T .
Beweis : a) Liegt x 2 D in allen (O
fP;Pg
)

und ist y 2 O =
T
O
P
, so ist (xy) 2 Z
(p)
, f

ur alle
(p) = P \ Z, also (xy) 2 Z, und damit x 2 O

. Umgekehrt sei x 2 O

und y 2 O
fP;Pg
. Dann
existiert l 2 Z, (l; P ) = 1, mit ly 2 O, also ist (xy) =
1
l
 (xly) 2 Z
(p)
, also O

 (O
fP;Pg
)

, f

ur
alle P .
b) Die Beschreibung der Matrixelemente von T
P
, also T
P
 M
n
((O
fP;Pg
)

), sowie die Form
der Diagonalelemente, folgt aus der Denition, genau wie die Beschreibung von T selbst aus dem
ersten Kapitel (5.1.14). Aus letzerer ergibt sich auch, zusammen mit dem folgenden Resultat

uber
die Diagonalelemente, die Formel

uber den Durchschnitt der Lokalisierungen.
c) Liegt x 2 D in allen (O
fP;Pg
)

S
, und ist y = y 2 O, so liegt y in allen (O
fP;Pg
)
S
, also ist
(xy) 2
T
P
Z
(p)
= Z, und daher
T
P
(O
fP;Pg
)

S
 O

S
. Umgekehrt sei x 2 O

S
und y = y 2 O
fP;Pg
.
Dann existiert ein l, (l; P ) = (l; P ) = 1, so da ly 2 O gilt, also ist (xy) 2
1
l
 Z  Z
(p)
,
und damit O

S
 (O
fP;Pg
)

S
. Durch Symmetrisierung ergibt sich damit die Ausssage

uber die
Diagonalelemente. 2
Man entnimmt dem Beweis, da der Versuch, in der Denition von T
P
die Bedingung durch
"
8Y = Y
0
2 M
n
(O
P
[ O
P
)\ zu ersetzen, was n

aher an
"
T
P
\ T
P
\ liegt, nicht zu was sinnvollem
f

uhrt. Damit erhalten wir
2.2.8 Bemerkung : Die Elemente f von P(q)
P
sind Fourier-Reihen, mit der Eigenschaft
a(T ) 6= 0 =) qT 2 T
P
;
denn es existiert l, (l; P ) = 1, so da f 2 P(ql) gilt, also qlT 2 T , falls a(T ) 6= 0. Zu X = X
0
2
M
n
(O
fP;Pg
) existiert weiterhin l
0
, (l
0
; P ) = 1, so da l
0
X 2 M
n
(O) ganz ist, also ist insgesamt
(TX) 2 2 
1
q

1
ll
0
 Z  2 
1
q
 Z
(p)
, also T 2
1
q
 T
P
. 2
Jetzt denieren wir den Unterraum der uns eigentlich interessiert.
2.2.9 Denition : Der singul

are Raum M(q) besteht aus allen (vektorwertigen) holomorphen
Funktionen f auf der oberen Halbebene H
m
n
, mit der Eigenschaft, da, f

ur eine beliebige endliche
Menge S = S von Primstellen P aus K und jede Matrix M 2 Sp(n;O
S
), f
M
2 P(q)
S
gilt. 2
Insbesondere gilt, f

ur solche f , f = f
E
2 P(q)
P
, f

ur alle P , also f 2 P(q). Anderseits zeigt
obige Folgerung

uber konjugierte Kongruenzgruppen, da Modulformen die Eigenschaft in der
Denition des singul

aren Raumes besitzen. Es gilt also
2.2.10 Lemma : (q) 
P
v=v
#;S;L
[ 
n
[q]; ; v] =
P
v
i;j
[ 
n
[q]; rs; v
i;j
] M(q)  P(q), 0 < r < n. 2
Nun betrachten wir noch M(q), das Bild von M(q) in P(q), und bilden
2.2.11 Denition : Es ist P(1) :=
S
q2N
P(q). Entsprechend werden P(1), M(1) und M(1)
gebildet. M(1) heit der groe singul

are Raum. 2
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Letzterer enth

alt alle singul

aren Modulformen (zu beliebigen Hauptkongruenzgruppen) eines
gegebenen Gewichtes. Ziel ist es zu zeigen, da er doch nicht zu gro ist, im Sinne von (q) =M(q),
f

ur beliebiges q.
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3.3 Die eingebettete Involution und deren Wirkung auf die
Fourier-KoeÆzienten einer singul

aren Modulform
Nun werden die Elemente der oberen Halbebene wieder in Bl

ocke gespaltet, und eine
"
Teilinvo-
lution\ auf solch einen Block betrachtet. Das Verhalten einer singul

aren Modulform, unter dieser
Wirkung, wird untersucht. Die Fourier-Jacobi-Entwicklung liefert einen wichtigen Zusammenhang
zwischen den KoeÆzienten der urspr

unglichen und der daraus entstehenden Modulform, die Um-
kehrrelation.
3.3.1 Die eingebettete Involution und ihre Wirkung auf Fourier-Reihen
Wir unterteilen, f

ur 0 < r < n, (n n)-Matrizen

uber D bzw. D
C
wieder in Bl

ocke
Z =

Z
0
Z
0
1
Z
1
Z
2

; mit Z
0
= Z
(r)
0
; Z
1
= Z
(r;n r)
1
; Z
2
= Z
(n r)
2
; und entsprechend T =

T
0
T
0
1
T
1
T
2

;
f

ur Z 2 H
n
und T = T
0
2M
n
(D) M
n
(D
R
).
3.1.1 Denition : Die Matrix
I
r
= I
(n)
r
=

E
r
E
r
 E
E E
r
E
r

; E
r
= E
(n)
r
=

E
(r)
0
0
0

;
heit die eingebettete Involution der Stufe r (, vom Grad n). 2
3.1.2 Bemerkung : I
r
ist eine symplektische Matrix, und wirkt gem

a
I
r
hZi =

Z
0
0
Z
1
E

E
 Z
0
1
0
 Z
2

 1
=

Z
0
 Z
 1
2
[Z
0
1
]
 Z
 1
2
Z
0
1
 Z
1
Z
 1
2
 Z
 1
2

: 2
Man kann I
r
auf Elemente f von P(1) =
S
q
P(q; r; n), f(Z) =
P
a(T )e
ifTZg
, anwenden.
Falls auch g 2 P(1), f

ur
g(Z) := (J(I
r
; Z))
 1
f(I
r
hZi) = c Det(Z
2
)
 
rs
2

0

E
 Z
 1
2
Z
0
1
0
 Z
 1
2

f(I
r
hZi);
gilt, so besitzt g ebenfalls eine Entwicklung g(Z) =
P
b(T )e
ifTZg
. In beiden Summen durchl

auft
T in Wahrheit nur ein Gitter inM
n
(D). Diese beiden Fourier-Reihen wollen wir vergleichen. Dazu
3.1.3 Lemma : Sei S = S
0
> 0, S = S
(r
0
)
2 M
r
0
(D), 0 < r
0
< n. Dann besteht eine Bijektion
zwischen der Menge aller T = T
(n)
=

S




2 M
n
(D), T = T
0
 0, rank(T ) = r
0
, und der der
Matrizen G = G
(r
0
;n r
0
)
2 D
(r
0
;n r
0
)
, gegeben durch T = S[E
(r
0
)
; S
 1
G] =

S
G
0
G
S
 1
[G]

.
Beweis : Wir w

ahlen eine Einbettung von D in eine Matrixalgebra

uber einem algebraisch
abgeschlossenen K

orper, z.B. unsere Standardeinbettung  : D  ! M
s
(L)  M
s
(C), L ein
Zerf

allungsk

orper von K = Z(D). Da das Bild (T ) von T hermitesch ist, existiert ein unit

ares U ,
so da (T )[U ] = D diagonal ist, und D den Rang er = r
0
s hat. Insbesondere ist, nach eventueller
Anwendung einer Permutationsmatrix,
(T )[U ] = D =

e
D
(er)
0
0
0

=

e
D
0
0
0

in M
rs
(C):
Zerlegen wir U
 1
=

A
C
B
D

, so folgt 

S
G
0
G


= (T ) =

D[A]
B
0
DA
A
0
DB
D[B]

. Es ist also (S) = D[A]
(insbesondere ist diese Matrix invertierbar), sowie (G) = A
0
DB, und auerdem
D[B] = (B
0
DA)  (D[A])
 1
 (A
0
DB) = (G
0
)(S)
 1
(G);
also die Behauptung. 2
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3.3.2 Eine weitere Form der Fourier-Jacobi-Entwicklung und die Um-
kehrrelation zwischen die Fourier-KoeÆzienten von f und g
Wir fassen nun die Fourier-KoeÆzienten von f erneut zu Funktionen zusammen.
3.2.1 Lemma : Sei f 2 P(1). Die Fourier-Reihe f(Z) =
P
a(T )e
ifTZg
besitzt eine Entwick-
lung
f(Z) =
X
T=

T
0
T
0
1
T
1
T
2

'
T
0
(Z
1
; Z
2
)e
ifT
0
Z
0
g
:
Ist T
0
= S > 0 invertierbar, so gilt '
S
(Z
1
; Z
2
) =
P
G=G
(r;n r)
a(S[E; S
 1
G])e
ifS
 1
[G]Z
2
+2G
0
Z
1
g
.
(In beiden Summen summiert man nur

uber ein Gitter, genauer gilt qT 2 T , f

ur f 2 P(q) =
P(q; r; n). Dies bedeutet wiederum qhGi  (O

)
r
, sowie qS
 1
[G] 2 T
n r
.)
Beweis : Da Rang(f) = r gilt, mu man obige Korrespondenz f

ur 0 < r
0
 r (und zus

atzlich
T = 0) benutzen, es gibt n

amlich kein T =

T
0
T
0
1
T
1
T
2

mit rank(T ) > r und a(T ) 6= 0. 2
Da, f

ur U 2 Sl(n;O) mit U  E mod q, a(T [U ]) = 
0
(U
0
)a(T ) gilt, ist speziell mit U =

E
0
qH
E

, hHi  O
r
, a(S[E; S
 1
G+ qH ]) = 
0

E
qH
0
0
E

a(S[E; S
 1
G]). Es gilt daher
3.2.2 Bemerkung : '
S
(Z
1
; Z
2
) =
P
G mod qS

0

E
 G
0
S
 1
0
E

X
qSH=(qSH)
0
2qSO
(r;n r)

0

E
(qSH+G)
0
S
 1
0
E

a(S[E; S
 1
G])e
ifS
 1
[qSH+G]Z
2
+2(qSH+G)
0
Z
1
g
=
P
G mod qS
#
L;P
h
G
Z
1
i
(S
 1
;Z
2
). Dabei ist die erste Summe endlich, L
n r
= L  L = qS O
(r;n r)
und
P (X) = 
0

E
X
0
S
 1=2
0
E


0

E
 G
0
S
 1
0
E

a(S[E; S
 1
G]): 2
3.2.3 Folgerung : Es gilt f(I
r
hZi) =

P
S=S
(r)
>0
G mod L
#
L;P
h
G
 Z
1
Z
 1
2
i
(S
 1
; Z
 1
2
)+
+
X
rank(T )r
Det(T
0
)=0
'
T
0
( Z
1
Z
 1
2
; Z
 1
2
)

e
ifSZ
0
 S[Z
1
]Z
 1
2
g
: 2
Uns interessiert die erste Summe. Jetzt m

ussen wir die aufgetauchte Thetareihe invertieren,
wobei P , zumindestens noch an dieser Stelle, nicht als pluriharmonisch vorausgesetzt werden kann.
Wir machen die
3.2.4 Annahme : Es gilt g 2 P(1). (Diese ist z.B. f

ur Modulformen f 2 [ 
n
[q]; ; v] erf

ullt, aber
auch allgemeiner f

ur f 2M(q), nach Denition von M(q).) 2
Dann folgt
3.2.5 Lemma : Es gilt #
L;P
h
G
 Z
1
Z
 1
2
i
(S
 1
; Z
 1
2
) =
= c Det(Z
2
)
rs
2
e
 2ifG
0
Z
1
Z
 1
2
g
#
L

;
e
P
h
Z
1
Z
 1
2
G
i
(S;Z
2
);
e
P (X) = P (X( Z
2
));
mit einer Konstanten c.
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Beweis : a) Die Beweisidee der Inversionsformel (vergleiche Kapitel 2, Satz 2.1.2) liefert, mit
 (W ) := #
L;P
h
G+W
 Z
1
Z
 1
2
i
(S
 1
; Z
 1
2
),  (0) = #
L;P
h
G
 Z
1
Z
 1
2
i
(S
 1
; Z
 1
2
) =
P
c(K), wobei
c(K) = vol(L)
 (n r)
Z
 (W )e
 2ifK
0
Wg
dW
x
die Fourier-KoeÆzienten sind. Diese sind hier
c(K) = vol(L)
(r n)
Det(S)
(n r)s
2
Det

 
Z
2
i

rs
2
e
2ifK
0
Gg
e
ifS[ Z
1
Z
 1
2
 K]Z
2
g
Z
D
(r;n)
R
P

S
 1=2

S
1=2
W (
Z
2
i
)
1=2
  S( Z
1
Z
 1
2
 K)( Z
2
)

e
 fW
0
Wg
dW:
Dabei ist P (X) = P
a
(X) = 
0

E
X
0
S
 1=2
0
E

a, mit einem Vektor a 2 Z , und es ist zu zeigen,
da der Wert des Integrals P (S
1=2
(Z
1
Z
 1
2
+ K)( Z
2
)) ist. Dazu gen

ugt es zu zeigen, da P
pluriharmonisch ist; tats

achlich zeigt man sogar, da P konstant ist.
b) Nun ist der Wert des Polynoms als die Anwendung eines Operators L auf einen konstanten
Vektor gegeben, dieser Operator hat die Eigenschaft L(X
1
+X
2
) = L(X
1
)L(X
2
), es gilt also
P (X
1
+X
2
) = 
0

E
X
0
1
S
 1=2
0
E

P (X
2
);
und man kann den Faktor 
0

E
 Z
0
2
(Z
1
Z
 1
2
+K)
0
0
E

abspalten und vor das Integral ziehen. F

ur das

ubrigbleibende Integral zeigt Freitag ([Fr2], S. 103) im rationalen Fall, da es gleich dem Vektor
a ist. Im reellen und quatern

aren Fall kann dieser Beweis

ubernommen werden. Genauer wird
dabei gezeigt, da das Polynom P = P
a
f

ur jedes a aus dem Unterraum, der durch die Fourier-
KoeÆnzienten der Modulform aufgespannt wird, konstant, also insbesondere pluriharmonisch ist.
Daher ist auch
e
P (X) := P (X(
Z
2
i
)
1=2
) mit seiner Gau-Transformierten identisch, das Integral ist
jedoch gerade deren Wert an der Stelle 0, also
e
P

(0) =
e
P (0) = P (0) = a = 
0

E
 G
0
S
 1
0
E

a(S[E; S
 1
G]):
Es ist sogar so, da 
0

E
X
0
S
 1=2
0
E

trivial auf den erw

ahnten Unterraum Z
0
wirkt.
c) Im komplexen Fall ist eine
"
komplexe Stelle\, also eine Darstellung 
0
= 
(1)
0

 
(2)
0
auf
einem Paar Gl(n
0
;C)
2

=
Gl(n
0
;C
C) zu untersuchen, und ein Polynom P (X) = P (X
(1)
; X
(2)
) =

0

E
X
0
S
 1=2
0
E

a, a 2 Z fest. Hier erh

alt man, nach der Argumentation von Freitag, P

t
(tX) =

0

E
0
0
t
2
E

P

(X), und daraus wieder
lim
t!0

0

E
0
0
t
2
E

P

(t
 2
X) = P (X):
Dabei ist tE = (t
1
E; t
2
E) = (Z), mit einem Z = Z
0
2M
n
(C
C), woraus t
1
= t
2
folgt, und der
Vektor a ist in einem gewissen Unterraum Z
0
enthalten, der durch alle a(T ) aufgespannt wird, und
ist fest aber beliebig. Daraus ist zu folgern, da, nach geeigneter Basiswahl, die Komponenten von
P und P

kostant(e Polynome) sind. Man kann nun wieder eine Basis von Z
0
w

ahlen, bez

uglich
welcher die eingeschr

ankte Darstellung e
0
: C

 ! Gl(Z), e
0
(t) = 
0

E
0
0
tE

, diagonal ist. In
dieser Basis werden die Komponenten von P und P

homogene Polynome, also P = P

.
d) Dann ist aber e
0
konstant auf Z
0
. Betrachtet man nun die Darstellung
b
0
: C

C

 ! Gl(Z); b
0
(t
1
; t
2
) = 
(1)
0

E
0
0
t
1


 
(2)
0

E
0
0
t
2

;
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so ist b
0
(t; t) = e
0
(t) auf Z
0
konstant. Da man aber b
0
diagonalisieren kann, und es sich um eine
polynomiale Darstellung handelt, wirkt auch b
0
(t
1
; t
2
) trivial auf Z
0
, und man erh

alt wieder, da

0

E
X
0
S
 1=2
0
E

trivial auf Z
0
wirkt. 2
Der Beweis ergibt auch den
3.2.6 Zusatz : F

ur alle t = (t
1
; : : : ; t
m
) 2 R
m
und f

ur alle P = P
a
, a 2 Z
0
, gilt
P (tX) = 
0

E
0
0
tE

P (X) = 
0

E
0
0
t
1
E

; : : : ;

E
0
0
t
m
E

P
a
(X); f

ur alle X: 2
Nun folgt
3.2.7 Satz : Sei f 2 P(1), f(z) =
P
a(T )e
ifTZg
, eine Fourier-Reihe. Falls die Transfor-
mierte g von f ebenfalls in P(1) liegt, so gilt f

ur die Fourier-KoeÆzienten b(T ) von g(Z) die
Umkehrrelation

S
(H) = c 
X

S
(G)e
2ifH
0
SGg
;
mit 
S
(G) := 
0

E
 G
0
0
E

a(S[E;G]), 
S
(H) := 
0

E
 H
0
0
E

b(S[E;H ]) und einer Konstan-
ten c 6= 0. Die KoeÆzienten 
S
(H) sind nur f

ur H = H
(r;n r)
2 D
(r;n r)
aus einem Gitter
von Null verschieden. In der Summe, die

uber D
(r;n r)
=(qO
(r;n r)
) l

auft, sind nur endlich viele
Summanden nicht-trivial.
Beweis : a) Wir setzen f

ur invertierbares S obige Inversionsformel 3.2.5 in die Summendarstellung
3.2.3 von g(Z) = c  (J(I
r
; Z))
 1
f(I
r
hZi) ein. Es gilt f

ur die uns interessierenden Summanden

0

E
 Z
 1
2
Z
0
1
0
 Z
 1
2

X
G mod L
c  e
 2ifG
0
Z
1
Z
 1
2
g
#
L

;
e
P
h
Z
1
Z
 1
2
G
i
(S;Z
2
)e
ifSZ
0
 S[Z
1
]Z
 1
2
g
=
= c 
X
G;H

0

E
 Z
 1
2
Z
0
1
0
 Z
 1
2


0

E
 Z
2
(Z
 1
2
Z
0
1
+H
0
)
0
E

e
 2ifG
0
Z
1
Z
 1
2
g
e
ifS[H]Z
2
+S[Z
1
]Z
 1
2
g
e
2ifH
0
SZ
1
g
e
2if(H+Z
1
Z
 1
2
)
0
Gg
e
ifSZ
0
 S[Z
1
]Z
 1
2
g

0

E
 G
0
S
 1
0
E

a(S[E; S
 1
G]):
Die Spur im Exponenten ist gerade (SZ
0
+2SHZ
0
1
+S[H ]Z
2
+2G
0
H) = (S[E;H ]Z)+2(G
0
H),
die zwei ersten Faktoren ergeben 
0

E
H
0
0
E


0

E
0
0
Z
 1
2

. Der zweite dieser Operatoren l

at
jedoch den Rest des Produktes invariant, wie aus dem Zusatz 3.2.6 und der anschlieenden Be-
merkung 3.2.9 folgt.
b) Nun ersetzt man S
 1
G 7! G, bringt den obigen 
0
-Faktor auf die linke Seite, multipliziert
also
g(Z) =
X
b(T )e
ifTZg
mit 
0

E
H
0
0
E

 1
;
wobei ein Minuszeichen vor H
0
entsteht, und schreibt auf dieser Seite der Gleichung wieder alle
T =

S




, mit rank(T ) = r, als T =

S
H
0
H
S[H]

. Danach vergleicht man die Teilsummen

uber die
Fourier-KoeÆzienten dieser Form auf beiden Seiten der Identit

at.
c) Man mu noch darauf achten, da man nicht
"
Information\ verliert, da man also nicht
etwa b(T
i
) und b(T
j
), mit gleichem S = S(T
i
) = S(T
j
), aber verschiedenen G
i
6= G
j
, auf der Seite
von f zusammenfat. Es ist jedoch
I
2
r
=

2E
r
 E
0
0
2E
r
 E

; I
2
r
hZi =

Z
0
 Z
0
1
 Z
1
Z
2

:
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I
r
wirkt also (fast) involutiv, f(Z) und f(I
2
r
hZi) k

onnen sich nur um eine Konstante unterscheiden,
wie der Vergleich der Fourier-Reihen ergibt. Dann m

ussen aber auch die Fourier-KoeÆzienten
dieser beiden Funktionen, und damit auch die von f und g, da wir schon g 2 P(1) angenommen
haben, aus demselben Gitter
1
q
T stammen, woraus die Behauptung folgt. 2
Diese wichtige, rein algebraische Beziehung zwischen den Fourier-Reihen f und g ist die Ba-
sis der weiteren Untersuchung. Wir wollen noch obige Thetareihen als solche mit harmonischen
Formen als KoeÆzienten erkennen. Dazu verallgemeinern wir erst eine schon benutzte
3.2.8 Bemerkung : Sei U 2 Gl(n;D), N =

U
0
0
0
U
 1

. Dann gilt a
U
(T [U
0
]) = 
0
(U)a(T ),
qT 2 T . Dabei sind a
N
(
e
T ) = a
U
(
e
T ) die Fourier-KoeÆzienten der konjugierten Fourier-Reihe f
N
.
(Wir hatten bei der Fourier-Jacobi-Entwicklung den Fall U 2 Gl(n;O) Permutationsmatrix schon
benutzt.)
Beweis : F

ur TranslationenM =

E
0
H
E

, ist N
 1
MN =

E
0
H[U
 1
]
E

wieder eine Translation und
umgekehrt, die Perioden von f
U
liegen gerade in S(n;O)
U
:= S(n;O)[U
 1
]. Nun ist M
n
(O)
U
:=
M
n
(O)[U
 1
] ein Z-Gitter in M
n
(D). Es ist, f

ur
T
U
:= f
e
X 2 S(n;D) ; (
e
X
e
Y )  0 mod 2; 8
e
Y 2 S(n;O)
U
g;
T
U
= f
e
X = X [U
0
]; X 2 S(n;D) ; (UXU
0
U
0
 1
Y U
 1
)  0 mod 2; 8 Y 2 S(n;O)g = T [U
0
]:
Nun liefert der Vergleich von f
U
(Z) =
P
q
e
T2T
U
a
U
(
e
T )e
if
e
TZg
und f(Z) =
P
qT2T
a(T )e
ifTZg
das gew

unschte. 2
Damit erh

alt man
3.2.9 Bemerkung : a) Es ist 
S
(G) = a
U
(S[E; 0]), U =

E
 G
0
0
E

. F

ur
e
U 2 Sl(n;D),
e
U  E mod q  UM
n
(O)U
 1
; ist 
0
(
e
U
0
)a
U
(T ) = a
U
(T [
e
U ]):
b) P (X) = 
0

E
X
0
S
 1=2
0
E


S
(G) ist eine harmonische Form bez

uglich der Darstellung
A = A
(n r)
7 ! 
0

E
0
0
A

.
Beweis : a) Es handelt sich bei der ersten Aussage um einen Spezialfall obiger Bemerkung

uber
konjugierte Fourier-Reihen. Es ist, f

ur
e
U 2 Sl(n;O),
e
U  E mod q, f
U
(Z[U
e
UU
 1
]) = f(Z[U
e
U ]) =

0
(
e
U
 1
)f
U
(Z), und Vergleich der zwei Fourier-Reihen ergibt das richtige Verhalten der Fourier-
KoeÆzienten.
b) Sei zuerst A 2 Sl(n  r;D), A  E mod q  UM
n
(O)U
 1
. Dann ist P (XA) =
= 
0

E
(XA)
0
S
 1=2
0
E


S
(G) = 
0

E
0
0
A
0


0

E
X
0
S
 1=2
0
E


0

E
0
0
A
0
 1

a
U
(S[E; 0]) =
= 
0

E
0
0
A
0

P (X), da, mit
e
U :=

E
0
0
A
0
 1

2 Sl(n;D),

0
(
e
U)a
U
(S[E; 0]) = a
U
((S[E; 0])[
e
U
0
]) = a
U

S
h
(E; 0)

E
0
0
A
 1
i
= a
U
(S[E; 0])
gilt. Da dies jedoch eine polynomiale Identit

at ist, gilt sie allgemein f

ur A 2 Sl(n   r;D). Nun
liefert der Zusatz 3.2.6 die Behauptung 2
Nach derselben Argumentation ist aber auch allgemeiner 
0

E
0
A
2
A
4


S
(G) = 
S
(G). Dehnt
man nun P zu einem Polynom in X
(r;n)
aus, und normiert man es auf
P (X) = P
S;G
(X) = 
0

X
0
1
S
 1=2
X
0
2
S
 1=2
0
E

E(S)
 1

S
(G);
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X = (X
1
; X
2
), E(S) = E(S;L) = jE(S;L)j = jfU 2 Gl(r;D) ; S[U ] = S; U  L = Lgj, so erh

alt
man
3.2.10 Bemerkung : Die Polynome P = P
S;G
sind harmonische Formen, charakterisiert durch
P
S;G
(S
1=2
; 0) = E(S)
 1

S
(G). (Die sogenannte Einheitengruppe von S bez

uglich L, E(S;L),
enth

alt z.B. f

ur L = O
r
alle unimodularen U mit S[U ] = S, und ist nat

urlich eine endliche
Gruppe.)
Beweis :Mit geeigneten Permutationen folgert man die Harmonizit

at f

ur die

ubrigen Koordinaten.
Es ist P
S;G
(XA) = P
S;G
(X
1
A
1
+X
2
A
3
; X
1
A
2
+X
2
A
4
) =
= 
0
(A
0
)
0

X
0
1
S
 1=2
X
0
2
S
 1=2
0
E


0

E
0
B
2
B
4

E(S)
 1

S
(G);
mit geeignetem B
2
= B
(r;n r)
2
und invertierbarem B
4
= B
(n r)
4
. Unter dem letzten 
0
-Faktor ist

S
(G) jedoch invariant. 2
Somit haben wir einen Operator gewonnen, der auf die (konstanten) Vektoren 
S
(G) ange-
wendet, harmonische Formen liefert. Die daraus resultierenden Thetareihen werden wir in der
Fourier-Reihe f aufsp

uren und sukzessive davon abziehen.
Kapitel 4
Modulformen als Fourier-Reihen,
algebraische Beziehungen
zwischen deren KoeÆzienten und
ein endliches kombinatorisches
Problem
Ausgehend von der Umkehrrelation werden nun Modulformen, als Fourier-Reihen, rein algebra-
isch untersucht. Mit Hilfe von Komplettierungen werden Eigenschaften spezieller Darstellungen
von semi-positiven Matrizen gewonnen, die es erlauben, algebraische Relationen zwischen den
Fourier-KoeÆzienten herzuleiten. Genau dazu ist es notwendig von einer maximalen Ordnung O
auszugehen, wie wir sie im ersten Kapitel w

ahlten. Damit wird das Problem der Erzeugung von
singul

aren Modulformen durch Thetareihen schlielich auf das
"
fundamental lemma\ von Freitag
zur

uckgef

uhrt.
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4.1 Die reduzierte Determinante und spezielle Darstellun-
gen von semi-positiven Matrizen
In diesem Abschnitt werden semi-positive Matrizen untersucht. Ziel ist es, solche in einer einfachen,
ausgezeichneten Normalform darzustellen. Im Siegelschen (rationalen) Fall ist dies trivial. In userer
Verallgemeinerung m

ussen wir die Methode von Freitag aus [Fr3] teilweise auf Komplettierungen
erweitern, und dabei unbedingt von einer maximalen Ordnung O = O in D ausgehen, wie wir sie
fest gew

ahlt haben.
4.1.1 Die reduzierte Determinante einer semi-positiven Matrix und Fol-
gerungen

uber deren Darstellungen
In der rationalen Theorie singul

arer Modulformen stellt man an dieser Stelle jede rationale sym-
metrische Matrix T = T
0
= T
(n)
 0 vom Rang r, 0 < r < n, als T =

S
0
0
0

[U ], S = S
(r)
> 0,
U 2 Sl(n;Z), dar. Dies ist hier nicht m

oglich. Man kann jedoch das Lemma 3:1:3 aus dem dritten
Kapitel verbessern, und T rational diagonalisieren. Es gilt genauer
1.1.1 Lemma : Zu jeder hermiteschen semi-positiven Matrix T = T
(n)
2 M
n
(D), mit 0 <
rank(T ) = r < n, existieren
U 2 Sl(n;D) und S = S
0
> 0; so da T =

S
0
0
0

[U ]
gilt. Ist S = S eine endliche Menge von Primstellen von K (und O = O wie immer maximal), so
kann man U 2 Sl(n;O
S
) erreichen. Insbesondere existiert zu jedem P  O
K
eine Darstellung
T =

S
P
0
0
0

[U
P
]; U
P
2 Sl(n;O
fP;Pg
); S
P
= J
P
(S
P
) = J(S
P
) > 0; S
P
2M
r
(D):
Beweis : a) Die Aussage

uber D selbst ist klar, und allgemein gen

ugt es nat

urlich r + 1 = n zu
behandeln. Da dann ein 0 6= g 2 D
n
existiert, mit Tg = 0, und Z
 1
O = D gilt, ndet man sogar
ein solches g 2 O
n
. Erg

anzt man dieses zu einem U = (     g) 2M
n
(D), so ist
T [U ] = (     0) und T [U ] = (T [U ])
0
; also T [U ] =
 

0
0
0

:
Es gen

ugt also, f

ur eine Primstelle P ein unimodulare Erg

anzung U 2 Sl(n;O
fP;Pg
) = Sl(n;O
P
\
O
P
) zu nden. Dann ist dies auch f

ur endlich viele Stellen gleichzeitig m

oglich.
b)

Uber der maximalen OrdnungO
P
existiert stets eine Erg

anzung U 2 Sl(n;O
S
), S := fP; Pg,
da wir es hier mit Hauptidealringen zu tun haben. Um dies zu zeigen, benutzen wir den Kern eines
Lemmas von Gau, zeigen also, da ein U 2 Sl(n;O
S
) = Sl(n;O
P
\O
P
) existiert mit Ug =
0
B
B
B
@

0
.
.
.
0
1
C
C
C
A
.
Es gen

ugt den Fall n = 2 zu behandeln. Da Permutationsmatrizen in Sl(n;O
S
) liegen, k

onnen wir
g
1
6= 0 annehmen, und w

ahlen U so, da der Betrag jx
1
j
P
minimal unter allen Ug = x =

x
1
x
2

wird. Danach wenden wir
 
1
0
r
1

auf x an, und erhalten y =

x
1
+rx
2
x
2

. Es ist daraus, durch geeignete
Wahl von r 2 O
S
, x
2
= 0 zu folgern, indem man aus der Annahme x
2
6= 0 einen Widerspruch zur
Maximalit

at der Bewertung v
p
(x
1
) konstruiert. Es gen

ugt dazu zu zeigen, da man immer ein r
ndet, so da v
P
(x
1
+ rx
2
) > v
P
(x
1
) gilt.
c) Die Frage reduziert sich also, nach abspalten der Potenz 
v
P
(x
2
)
, v
P
(x
2
)  v
P
(x
1
), auf die
Au

osung von z
1
+ r
0
z
2
= 0 nach r
0
in der zugeh

origen Restalgebra. In (O
P
)
P

=
M
s
P
((
e

P
)
P
) ist
diese aber stets m

oglich, falls z
2
6= 0 (, wobei
"
( )
P
\ die Restalgebra bedeute), da es sich um eine
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Matrixalgebra

uber einem endlichen K

orper handelt. Man erh

alt also r
0
2 O
P
mit jx
1
+ r
0
x
2
j
P
<
jx
1
j
P
. Nach dem schwachen Approximationssatz gibt es dann aber auch r 2 D, r  r
0
mod P und
r 2 O
P
, f

ur dieses Element von D gilt also
jx
1
+ rx
2
j
P
< jx
1
j
P
und r 2 O
S
;
im Widerspruch zur Minimalit

at von jx
1
j
P
. Es mu also bereits x
2
= 0 gelten. 2
Es sei noch bemerkt, da wir bis jetzt st

andig die Invarianz der OrdnungO unter der Involution,
nicht aber deren Maximalit

at benutzt haben. Hier wurde zum erstemMal tats

achlich angenommen,
da O = O bereits maximal ist. Kann man umgekehrt f

ur jedes T = T
(n)
2M
n
(D), mit rank(T ) =
r  n, und jede Primstelle P ein U 2 Gl(n;O
P
) nden, so da TU = (
e
T
(n;r)
; 0
(n;n r)
) gilt, so
betrachte man ein beliebiges rechts-O-Gitter L  D
r
. Dieses ist endlich erzeugt, also existieren
n  r und X = X
(r;n)
2 D
(r;n)
; mit hXi = L:
Erg

anze X irgendwie zu T = T
(n)
=

X


, rank(T ) = r, und nde dazu ein geeignetes unimo-
dulares U , mit TU = (; 0). Dann folgt, da L
P
= (O
K
)
P

 L

=
O
r
P
ist, also ist, da P beliebig
war, jedes solche Gitter lokal frei, also, nach allgemeinen S

atzen

uber Dedekindringe, projektiv.
Damit ist aber O erblich, und dann sogar maximal (, siehe z.B. [Re], Abschnitt 40). Nun f

uhren
wir folgende Hilfsgr

oe ein.
1.1.2 Denition : Wir setzen, f

ur eine Darstellung T =

S
P
0
0
0

[U
P
], U
P
2 Sl(n;O
fP;Pg
), wie
oben,
Æ
P
(T ) := j det(S
P
)j
 1
P
; und dann Æ(T ) :=
Y
P
Æ
P
(T ):
Diese Gr

oe nennen wir die reduzierte Determinante von T . 2
Wir erinnern daran, da
"
det(S
P
)\ die Determinante des Bildes von S
P
inM
r
(D
L
) =M
r
(D)

L bedeutet, L ein Zerf

alllungsk

orper von D, also die reduzierte Norm N
M
r
(D)=K
(S
P
), Æ
P
(T ) ist
das inverse deren P -Betrages.
1.1.3 Bemerkung : Die Æ
P
(T ) h

angen nicht von der Wahl der Darstellung ab. Die reduzierte
Determinante ist eine wohldenierte positive rationale Zahl, und sogar ganz, falls T 2M
n
(O) gilt.
Beweis : a) Sind T =

S
P
0
0
0

[U
P
] =

e
S
P
0
0
0

[
e
U
P
] zwei solche Darstellungen, so folgt

e
S
P
0
0
0

=

S
P
0
0
0
h
A
P
C
P
B
P
D
P
i
=

J
P
(A
P
)
J
P
(B
P
)
J
P
(C
P
)
J
P
(D
P
)

S
P
A
P
0
S
P
B
P
0

=

S
P
[A
P
]
J
P
(B
P
)S
P
A
P
J
P
(A
P
)S
P
B
P
S
P
[B
P
]

;
also B
P
= 0, wegen S
P
> 0, und
e
S
P
= S
P
[A
P
]. Die Elemente von A
P
; J
P
(A
P
) 2M
r
(O
P
) haben
aber s

amtlich nicht-negative P -Bewertungen, v
P
(a
ij
)  0, also gilt
j det(
e
S
P
)j
P
 j det(S
P
)j
P
;
und damit, aus Symmetriegr

unden, die Gleichheit.
b) Die P -adischen Betr

age der Normen der S
P
sind positive rationale Zahlen (, und nur endlich
viele sind von 1 verschieden). Dann ist auch, wegen

S
P
0
0
0

= T [U
 1
P
] 2M
n
(O
fP;Pg
); falls T 2M
n
(O) gilt;
Æ
P
(T ) 2 Z
(p)
, (p) = Z \ P , f

ur alle P . Nun kann man U
P
(O-) ganz an der Menge S aller Stellen
w

ahlen, an denen

uberhaupt Æ
P
(T ) 6= 1 ist. Da aber dann alle auftretenden Elemente positive
Bewertung an allen diesen Stellen haben, und v
P
(1) = 0 f

ur alle P =2 S gilt, liegt Æ(T ) =
Q
P2S
Æ
P
(T )
sogar in
Z =
\
(p)Z
fx 2 Q ; v
(p)
 0g: 2
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Die Geschlossenheitsrelation 2.1.12 zeigt uns, da Æ(T ) eine sinnvolle Verallgemeinerung der
Determinante ist. Falls man n

amlich sogar eine unimodulare Darstellung T =

S
0
0
0

[U ], U 2
Sl(n;O), von T hat, so ist Æ(T ) gerade die Determinante von S. Die reduzierte Determinante mit
T in folgendem Sinne.
1.1.4 Bemerkung : Seien T
1
; T
2
 0 zwei (n  n)-Matrizen

uber D vom selben Rang r, und
es existiere, f

ur jede Primstelle P , eine Matrix G
P
2 M
n
(O
fP;Pg
) mit T
2
= T
1
[G
P
]. Dann gilt
Æ(T
2
)  Æ(T
1
). Gleichheit gilt genau dann, wenn man sogar an allen Stellen eine unimodulare
"

Ubergangsmatrix\ G
P
= U
P
2 Sl(n;O
fP;Pg
) ndet.
Beweis : a) Der obige Beweis liefert die Ungleichung Æ
P
(T
2
)  Æ
P
(T
1
) an jeder Primstelle, daraus
folgt sie f

ur das Produkt, da es sich um positive Zahlen handelt. Wenn Gleichheit gilt, mu also
Æ
P
(T
1
) = Æ
P
(T
2
), f

ur alle P , gelten. Aus den Darstellungen T
i
=

S
i;P
0
0
0

[U
i;P
], i = 1; 2, folgt

S
2;P
0
0
0

=

S
1;P
0
0
0

[U
1;P
G
P
U
 1
2;P
];
und man erh

alt wieder die spezielle Gestalt U
1;P
G
P
U
 1
2;P
=

A
P

0


f

ur die

Ubergangsmatrix. Da
S
1;P
; S
2;P
> 0 beide positiv sind, mu A
P
invertierbar sein, und die Gleichheit der P -adischen
Determinanten liefert dann sogar A
P
2 Gl(r;O
S
), S := fP; Pg, also insbesondere
x = N
M
r
(D)=K
(A
P
) = det(A
P
) 2 (O
K
)

P
\ (O
K
)

P
 O

S
:
"
x 2 O

S
\ soll bedeuten, da die Determinante von A
P
sowohl in O
P
, wie auch in O
P
invertierbar
ist.
b) Nun mu ein x
P
2 O
S
gefunden werden mit det(x
P
) = det(A
P
). Es gibt jedoch ein sehr
viel st

arkeres Theorem von Eichler, das besagt, da man zu einem beliebigen x 2 O
K
, das Norm
eines Elementes x
1
aus D ist, sogar ein

uber O
K
ganzes Element x
2
mit derselben Norm ndet,
also dieses Problem global l

ost ([Re], Abschnitt 34, insbesondere (34.8)). Dieses liegt in einer
maximalen Ordnung. Da im lokalen Fall je zwei maximale Ordnungen konjugiert sind, ndet man
ein x
P
2 O
P
mit der richtigen Determinante. Nach dem schwachen Approximationssatz kann man
gleichzeitig x
P
2 O
P
erreichen, also x
P
2 O
S
.
c) Bilde nun B
P
:=

E
(n r 1)
0
0
x
P

 1
=

E
0
0
x
 1
P

. Dann ist j det

A
P
0
0
B
P

j
P
= 1, und
U
P
:= U
 1
1;P

A
P
0
0
B
P

U
2;P
2 Sl(n;O
S
)
liefert T
1
[U
P
] =

S
P
[A
P
]
0
0
0

[U
2;P
] = T
2
. Man beachte noch, da man f

ur n  2r trivialerweise
B
P
=

E
(n 2r)
0
0
A
 1
P

w

ahlen kann, das ist der f

ur uns wichtigste Fall. 2
Um, unter Umst

anden, aus diesen U
P
ein unimodulares U erhalten zu k

onnen, brauchen wir
1.1.5 Lemma : Seien W = W
(r;n)
; Q = Q
(r;n)
2 D
(r;n)
, 0 < r < n, zwei Matrizen vom selben
Rang r, mit
L = hW i = hQi; sowie W  Q 2 q  L
n
;
f

ur eine nat

urliche Zahl q. Dann existiert ein unimodulares U 2 Sl(n;O), U  E mod q, so da
WU = Q gilt.
Beweis : a) Der rechts-O-Modul L =
P
w
i
 O =
P
q
i
 O, W = (w
1
  w
n
), Q = (q
1
   q
n
), ist
endlich erzeugt und torsionsfrei. Die zwei linearen Abbildungen O
n
 ! L,
x = (x
1
; : : : ; x
n
) 7 !W (x) :=
X
w
i
x
i
=Wx und x = (x
1
; : : : ; x
n
) 7 ! Q(x) :=
X
q
i
x
i
= Qx
haben dasselbe Bild. (Die jeweils rechte Seite dieser Gleichungen ist als Matrixmultiplikation zu
lesen, und x = x
(n;1)
als Spaltenvektor aufzufassen.) Bezeichnet man die entsprechenden Kerne
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mit K
1
und K
2
, so erh

alt man zwei kurze exakte Sequenzen
0  ! K
i
 ! O
n
 ! L  ! 0; i = 1; 2:
Nun ist L, als O-Gitter

uber einer maximalen Ordnung projektiv, (siehe z.B. [Re], (40.1)-(40.6),)
und die Sequenzen zerfallen. Man hat also zwei Zerlegungen
O
n
= L
1
K
1
= L
2
K
2
; L
1

=
L
2

=
L:
b) Nun sind L
1
, L
2
, K
1
und K
2
O-Gitter. Nach einem Korollar zum K

urzungstheorem von
Jacobinski ([Ro], VIII.5.8, die sogenannte Eichler-Bedingung ist f

ur n > 1 stets erf

ullt,) gilt jedoch
dann die K

urzungsregel, weil jede Lokalisierung O
P
ein Hauptidealring ist, und daher jedes Gitter
lokal frei ist, also K
1

=
K
2
. Man erh

alt dann einen Automorphismus ' : O
n
 ! O
n
, der obige
Abbildungen verbindet, also
Q(x) =W ('(x)) f

ur alle x 2 O
n
:
Dieser entspricht gerade einer unimodularen Matrix U 2 Sl(n;O), mit WU = Q. (F

ur r = n
k

onnte man i.a. nur U 2 Gl(n;O) erreichen.)
c) Falls nun ein
e
U 2 Sl(n;O) existiert, mit
e
U  U mod q und W
e
U =W , so ist
W (
e
U
 1
U) =WU = Q und
e
U
 1
U  E mod q:
Man betrachte also die arithmetische Gruppe G(O) =
= G
W
(O) := fA 2 Sl(n;O) ; WA =Wg  G
W
:= fA 2M
n
(D
C
) =M
ns
(C
m
) ; WA =Wg:
Die Voraussetzung besagt, da WU = Q W mod q gilt.
d) Man kann annehmen, da W = (E; 0) gilt. Man kann n

amlich W von links und rechts mit
U
1
2 Gl(r;D) und U
2
2
T
(q;P )6=1
Sl(n;O
P
) multiplizieren, und
c
W := U
1
WU
2
betrachten. Ist nun
b
A 2 G
c
W
, so ist
c
W
b
A =
c
W , also auch WU
2
b
A =WU
2
, und damit A := U
2
b
AU
 1
2
2 G
W
. Es gilt also
G
W
= U
2
G
c
W
U
 1
2
. Beweist man daher, da G
c
W
(O) starke Approximation hat, so hat sie G
W
(O)
ebenfalls.
e) Wir zerlegen nun U =

A
C
B
D

, also Q = (E; 0)U = (A;B). Falls ein
e
U =

e
A
e
C
e
B
e
D

2 G(O)
wie gew

unscht existiert, so ist
(E; 0) =W =W
e
U = (
e
A;
e
B); also
e
U =

E
e
C
0
e
D

:
Die Bedingung W  Q = W (E   U) 2 q  L
n
liefert aber auch A  E mod q und B  0 mod q.
Man kann immer
e
C  C mod q w

ahlen, und braucht noch ein Urbild
e
D 2 Sl(n  r;O) vom Bild
von D unter der Restriktion modulo q, D 2 Sl(n   r;O=qO). In [BM] (S. 101) ndet man eine
Bemerkung von Matsumoto, die dies liefert, da O=qO semilokal ist. Man kann aber auch mit
dem starken Approximationssatz (aus demselben Band, S. 187-8) argumentieren: q hat endlich
viele Primteiler P in O
K
, fasse diese zu S zusammen. Man betrachtet die Bilder D
P
von D in
M
(n r)
(O
P
) modulo P . (F

ur (q; P ) = 1 sind diese trivial.) Da S endlich ist, ndet man ein
e
D 2 Sl(n   r;D), mit
e
D 2 Sl(n   r;O
P
), P =2 S, und sogar
e
D  D
P
mod P , P 2 S, also das
gesuchte. 2
Damit k

onnen wir nun obige Bemerkung erweitern, bzw. umkehren.
1.1.6 Lemma : Seien T
1
; T
2
 0 zwei semi-positive (n  n)-Matrizen

uber D vom selben Rang
r, 0 < r < n, und es gelte Æ(T
1
) = Æ(T
2
). Ferner existiere G 2 M
n
(O) mit T
2
= T
1
[G]. Dann
existiert sogar eine unimodulare Matrix U 2 Sl(n;O) mit derselben Eigenschaft. Falls zus

atzlich
G  E mod q gilt, so kann man auch U  E mod q erreichen.
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Beweis : a) Es existiert eine Darstellung T
1
=

S
0
0
0

[
e
U ] =

S
0
0
0
h
A
C
B
D
i
= S[A;B], mit
e
U 2 Sl(n;D) und S = S
(r)
> 0. Setze W := (A;B), und erhalte
T
2
= T
1
[G] = S[WG] = S[Q]; mit Q =WG;
also hQi  hW i. Falls hier sogar Gleichheit gilt, so existiert U 2 Sl(n;O) mit WU = Q, also
T
2
= S[Q] = S[WU ] = T
1
[U ]:
Auerdem folgt aus G  E mod q auch Q =WG W mod q  L
n
, L = hW i, also der Zusatz. Es
ist also, f

ur jede Primstelle P (einschlielich der unendlichen), hW i
P
= hQi
P
zu zeigen.
b) Nach obiger Bemerkung

uber die Gleichheit von reduzierten Determinanten existiert f

ur
jedes P ein U
P
2 Sl(n;O
fP;Pg
), mit T
2
= T
1
[U
P
], also S[Q] = S[WU
P
]. Finde nun wieder ein
invertierbares
e
U
1
und ein an P und P unimodulares
e
U
2
, mit
e
U
1
Q
e
U
2
= (E; 0) (beachte rank(Q) =
r), und arbeite mit diesem weiter, sowie mit
e
U
1
W
e
U
2
U
P
anstelle von W , wodurch die fragliche
Gleichheit der Erzeugnisse unbeeinut bleibt,
h
e
U
1
Q
e
U
2
i
P
=
e
U
1
 hQi
P
und h
e
U
1
W
e
U
2
U
P
i
P
=
e
U
1
 hW i
P
:
Dann ist S[Q] =

S
0
0
0

= S[W
1
;W
2
], also W = (W
1
; 0), W
1
2 Gl(r;D).
c) Jetzt gilt
hQi
P
= hEi
P
= O
r
P
 hW i
P
= hW
1
i
P
;
also hW
 1
1
i
P
 O
r
P
, und damitW
 1
1
2M
r
(O
P
). Genauso giltW
 1
1
2M
n
(O
P
). Wegen S[W
1
] = S,
also

aquivalent S[W
 1
1
] = S, mu dann aber sogar W
1
2 Gl(n;
P
) gelten, also auch hW i
P
=
hW
1
i
P
= O
r
P
. Nat

urlich gilt auch hW i
1
= hQi
1
, da rank(W ) = rank(Q) = r, also W D
(n;1)
=
D
r
= Q D
(n;1)
. 2
4.1.2 Die kanonische Darstellung einer semi-positiven Matrix von ge-
gebenem Rang
Wir werden semi-positive Matrizen T 2M
n
(D) h

aug als T = S[Q] darstellen, mit S = S
(r)
> 0,
wobei r der Rang von T ist, rank(T ) = r. Es gilt folgende relative aber doch weitgehende
1.2.1 Eindeutigkeit der Darstellung : Seien S = S
(r)
> 0,
e
S =
e
S
(r)
> 0, Q = Q
(r;n)
und
e
Q =
e
Q
(r;n)
Matrizen

uber D, s

amtlich vom Rang r, und es gelte S[Q] =
e
S[
e
Q]. Dann existiert eine
Matrix A 2 Gl(r;D), mit
e
S = S[A] und Q = A
e
Q.
Beweis : Es existieren Erg

anzungen U =

Q


;
e
U =

e
Q


2 Sl(n;D). Es gilt dann

S
0
0
0

[U ] =

e
S
0
0
0

[
e
U ];
also hat U
e
U
 1
wieder die Form

A

0


. Wegen der Bedingungen an die R

ange ist dann aber A
invertierbar und
e
S = S[A]. Auerdem ist

Q


= U =

A

0


e
U =

A
e
Q


. 2
Im Gegensatz zu D, ist

uber O nicht jede Matrix erg

anzbar.
1.2.2 Denition : Eine Matrix Q = Q
(r;n)
2 D
(r;n)
vom Rang r heit primitiv, falls sie ganz
ist, und zu einer invertierbaren Matrix U =

Q


2 Sl(n;O) erg

anzbar ist. Sie heit primitiv an
der Primstelle P , falls die entsprechende Aussage

uber O
P
gilt, und primitiv an der Menge S von
Primstellen, falls sie dies an jedem P 2 S ist. 2
Wir w

ahlen nun eine ausgezeichnete, in gewissem Sinne
"
minimale\, Erg

anzung aus. Diese
werden wir bei der Darstellung von semi-positiven Matrizen T = S[Q] benutzen.
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1.2.3 Lemma : Sei Q = Q
(r;n)
2 D
(r;n)
, 0 < rank(Q) = r < n. Es existiert dann eine Erg

anzung
U 2 Sl(n;D), Q = (E; 0)U , so da, f

ur jedes X = X
(r;n r)
2 D
(r;n r)
und
Q
X
:= (E;X)U; hQi  hQ
X
i
gilt. Man kann erreichen, da U an den Primstellen unimodular ist, an denen Q primitiv ist.
Beweis : a) Wir zeigen, da ein geeignetes U existiert, so da hQi
P
 hQ
X
i
P
, f

ur jedes X und jede
Primstelle P , gilt. Man ndet, f

ur jedes P , ein A
P
2 Gl(r;D) und ein U
P
2 Sl(n;O
P
), mit Q =
(A
P
; 0)U
P
. W

ahle wieder ein x
P
2 O
P
mit der Norm det(A
P
), und bilde B
P
=

E
(n r 1)
0
0
x
 1
P

.
Dann ist Q = (E; 0)

A
P
0
0
B
P

U
P
, mit

A
P
0
0
B
P

U
P
2 Sl(n;D).
b) Die Menge S aller Primstellen, an denen ein Element von Q eine nicht-triviale O-P -
Bewertung hat, ist endlich. An allen weiteren Stellen P liegt Q in (O

P
)
(r;n)
, besteht also nur
aus Einheiten von O
P
. Nach dem starken Approximationssatz existiert ein U
1
2 Sl(n;D), mit
U
1


A
P
0
0
B
P

U
P
mod P; P 2 S; und U
1
2 Sl(n;O
P
) sonst:
Es existiert also, zu jedem P , ein V
P
2 Sl(n;O
P
), so da

A
P
0
0
B
P

U
P
= U
1
V
P
gilt, also Q =
(E; 0)U
1
V
P
.
c) Setze nunW := (E; 0)U
1
. Es gilt hQi
P
= hW i
P
, f

ur alle P . Dann existiert aber, nach obigem
Lemma, ein unimodulares
e
U 2 Sl(n;O), mit Q = W
e
U , also Q = (E; 0)U , U := U
1
e
U 2 Sl(n;D),
und U sogar ganz an den Stellen, an denen Q primitiv ist. Sei nun Q
X
= (E;X)U . Dann gilt
hQi
P
= h(E; 0)

A
P
0
0
B
P

U
P
i
P
=
D
(E; 0)

A
P
0
0
B
P
E
P
= h(A
P
; 0)i
P

 h(A
P
; XB
P
)i
P
=
D
(E;X)

A
P
0
0
B
P

U
P
E
P
= h(E;X)U
1
i
P
= h(E;X)Ui
P
= hQ
X
i
P
: 2
Diese Minimalit

atseigenschaft ist n

utzlich in Verbindung mit
1.2.4 Lemma : Seien S = S
(r)
> 0, Q = Q
(r;n)
und W = W
(r;n)
Matrizen vom selbem Rang
0 < r < n, mit S[Q] = S[W ] und hQi  hW i. Dann gilt sogar hQi = hW i.
Beweis : Es existiert, wegen obiger Eindeutigkeitseigenschaft, ein A 2 Gl(r;D) mit S = S[A] und
Q = AW , und auerdem, zu einer beliebigen Primstelle P ,
U
1
2 Gl(r;D); U
2
2 Gl(n;O
P
); mit U
1
QU
2
= (E; 0):
Nehme also wieder Q = (E; 0) an. Dann ist W = (W
1
; 0), und O
r
P
= hQi
P
 hW
1
i
P
liefert wieder
W
1
2 Gl(r;O
P
), und damit hQi
P
= hW i
P
. Da P beliebig war, folgt die Behauptung. 2
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4.2 Der Begri der (potentiellen) Kernform einer Modul-
form, Folgerungen aus der Umkehrrelation
Es wird der wichtige Begri der Kernform einer (singul

aren) Modulform eingef

uhrt. Das sind
spezielle Matrizen, deren zugeh

orige Fourier-KoeÆzienten nicht verschwinden. Die Umkehrrelati-
on erlaubt es, Aussagen

uber solche zu machen. Um diese herum aufbauend, werden sp

ater die
Thetareihen konstruiert, die die Modulform erzeugen.
4.2.1 Der Begri der Kernform, Eigenschaften von solchen
Nun denieren wir, genau wie Freitag in [Fr3], die
"
Keime\ unser Thetareihen.
2.1.1 Denition : Sei f 2 P(1), f(Z) =
P
a(T )e
ifTZg
, eine Fourier-Reihe. Eine Matrix
T = T
(n)
= T
0
 0, mit 0 < rank(T ) = r < n, heit Kernform von f , oder f -Kernform (bzw.
einfach Kernform), falls a(T ) 6= 0 gilt, und folgende Eigenschaft erf

ullt ist: Zu jedem weiteren
e
T
vom selben Rang r, mit a(
e
T ) 6= 0, das eine Darstellung T =
e
T [G], G 2 M
n
(O), erlaubt, existiert
sogar ein unimodulares U 2 Sl(n;O), so da T =
e
T [U ] gilt. 2
Wir erinnern daran, da Matrizen T , mit a(T ) 6= 0, h

ochstens den Rang r haben, dieser wird
genau dann angenommen, wenn 0 6= f 2 P(1) gilt. Es gilt
2.1.2 Bemerkung : Sei f 2 P(1), Rang(f) = r. Dann besitzt f eine (f -) Kernform.
Beweis : Es existiert ein q, so da f 2 P(q) gilt. Alle nicht-verschwindenden Fourier-KoeÆzienten
a(T ) 6= 0 geh

oren dann zu einem Gitter, qT 2 T , also existiert
0 < Æ := minfÆ(T ) ; a(T ) 6= 0; rank(T ) = rg:
Ein T = T
1
mit dieser reduzierten Determinante erf

ullt jedoch die Bedingungen des Hilfssatzes
1.1.6, falls
e
T = T
2
eine Darstellung T
1
= T
2
[G] erlaubt, da ja dann Æ  Æ(T
2
) gelten mu, also
Gleichheit. 2
Damit kommen wir zu Darstellungen, die wir dann mit der ausgezeichneten Minimaldarstellung
aus dem letzten Abschnitt vergleichen werden, um Einschr

ankungen an die f -Kernformen zu
gewinnen.
2.1.3 Lemma : Seien f 2 P(q), T eine Kernform, T =

S
0
0
0

[U ] eine Darstellung von T ,
mit U 2 Sl(n;D) (so eine mu ja existieren) und Q = Q
(r;n)
die zugeh

orige Einschr

ankung von
U =

Q


, also T = S[Q]. Falls W = W
(r;n)
existiert, mit a(S[W ]) 6= 0 und hQi  hW i, so sind
diese Moduln sogar gleich.
Beweis : Die Bedingung hQi  hW i liefert die Existenz einer Matrix A 2 M
n
(O) mit Q = WA,
also, f

ur
e
T := S[W ];
e
T [A] = S[WA] = S[Q] = T:
Da aber T Kernform ist, gilt sogar T =
e
T [
e
U ], mit unimodularem
e
U . Dann ist jedoch hQi  hW i =
hW
e
Ui, und S[Q] = S[W
e
U ], also die Behauptung, nach Lemma 1.2.4. 2
2.1.4 Satz : Seien T = S[Q] eine Kernform von f 2M(q), L = hQi und 0 < r < n. Dann gilt
qS
 1
[H ] 2 T
n r
; f

ur alle H = H
(r;n r)
2 (L

)
n r
;
falls n   r > 1 ist, und dann folgt sogar qS
 1
[H ] 2 T
n
0
, f

ur H = H
(r;n
0
)
mit hHi  L

und
beliebigem n
0
. Dies wird stets angenommen.
Beweis : a) Die Bedingung qS
 1
[H ] 2 T , f

ur alle hHi  L

ist dazu

aquivalent, da qS
 1
[h] 2 T
1
und h
0
(qS
 1
)
e
h 2 O

, f

ur alle h;
e
h 2 L

. Es gen

ugt also qS
 1
[H
(r;n r)
] 2 T
n r
, f

ur H 2 (L

)
n r
,
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zu zeigen, um die entsprechende Aussage f

ur beliebige n
0
zu erhalten, f

ur alle n bis auf den
ausgeschlossenen Grenzfall n = r + 1.
b) Die Bemerkung

uber die Eindeutigkeit der Darstellung (1.2.1) liefert, zusammen mit
e
L =
h
e
Qi = hA
 1
Qi = A
 1
L und
e
L

= A
0
L

, sowie q
e
S
 1
[A
0
H ] = qS
 1
[H ], da es gen

ugt, die Aussage
f

ur eine Darstellung zu zeigen, sie gilt dann f

ur jede. Ferner mu diese nur lokal nachgewiesen
werden, im Sinne von
qS
 1
[H ] 2 (T
n r
)
P
; f

ur alle hHi 2 L

 O
S
 (L  O
S
)

; S := fP; Pg:
Dabei ist L  O
S
der O
S
-Modul = L
P
\ L
P
, und unter (L  O
S
)

ist
(L  O
S
)

= fx 2 D
r
; (x
0
y) 2 Z
(p)
; 8y 2 L  O
S
g;
(p) = Z \ P = Z \ P , zu verstehen. Das umfat aber (L
P
)

[ (L
P
)

und damit L

 O
S
. Ein
x 2 L

liegt n

amlich in jedem L

 O
S
, aus den lokalen Aussagen und hHi  L

folgt also
qS
 1
[H ] 2
T
P
(T
n r
)
P
. Auerdem ist der Durchschnitt aller T
P
gerade T , wie im dritten Kapitel
(Lemma 2.2.7) gezeigt. Die Bedingung an der unendlichen Stelle, also qS
 1
[H ] 2 S(n  r;D), f

ur
alle H 2 D
(r;n r)
, ist selbstverst

andlich.
c) Sei also P eine Primstelle, und die Darstellung T = S[Q] =

S
0
0
0

[U ] sei so gew

ahlt, da
U 2 Sl(n;O
S
) unimodular an S, also insbesondere Q primitiv an P und P ist. Dieses U kann man
dann aber nach Lemma 1.2.3 sogar so w

ahlen, da es die Minimalit

atseigenschaft h(E; 0)Ui 
h(E;X)Ui, f

ur alle X = X
(r;n)
2 D
(r;n)
, besitzt. Betrachte nun, auer f , auch
e
f := f
U
0
 1
und
eg := g(
e
f), also
e
f(Z) = 
0
(U
0
 1
)f(Z[U
0
 1
]) =
X
ea(T )e
ifTZg
und
eg(Z) = c Det(Z
2
)
 
rs
2

0

E
 Z
 1
2
Z
0
1
0
 Z
 1
2

e
f(I
r
hZi) =
X
e
b(T )e
ifTZg
:
Da, nach Denition von M(q),
e
f; eg 2 P(q)
P
gilt, durchlaufen die KoeÆzienten dieser Fourier-
Reihen
1
q
T
P
. Genauer durchlaufen die KoeÆzienten von
e
f das Gitter
1
q
 T
U
0
 1
=
1
q
 T [U
 1
]
(vergleiche Bemerkung 3.2.8 aus dem dritten Kapitel), und da U 2 Sl(n;O
S
) ist, ist tats

achlich
T [U
 1
]  T
P
 S(n;D) (und Gitter). Deswegen kann man
e
f mit f(Z) =
P
a(T )e
ifTZg
,
qT 2 T , vergleichen, und es gilt ea(T ) = 
0
(U
0
 1
)a(T [U ]), qT 2 T
P
.
d) Die Umkehrrelation (Kapitel 3, Satz 3.2.7) lautet
e

S
(G) = c 
X
e
S
(X)e
2ifG
0
SXg
= c 
X

0

E
 X
0
0
E


0
(U
0
 1
)a(S[(E;X)U ])e
2ifG
0
SXg
:
Nach Voraussetzung ist a(S[(E; 0)U ]) = a(T ) 6= 0, also existiert, nach Vertauschung der Rollen
e
f $ eg (und weil I
r
quasi-involutiv wirkt), auch ein G mit
e

S
(G) 6= 0. Nun ist T Kernform, also
folgt, nach obigem Lemma und aus der Minimalit

atseigenschaft von (E; 0)U , aus
a(S[(E;X)U ]) 6= 0 auch h(E;X)Ui = h(E; 0)Ui:
Damit mu aber X = X
(r;n r)
2 D
(r;n r)
sogar O-ganz an P und P sein, x 2 O
(r;n r)
S
. Aus der
Gittereigenschaft von T [U
 1
], in dem die Fourier-KoeÆzienten a(S[(E;X)U ]) ja liegen, hatten
wir, beim Beweis der Umkehrrelation und von 3.2.3 ausgehend, schon gefolgert, da diese nur
f

ur endlich viele X von 0 verschieden sind, also existiert ein l 2 N, (l; P ) = 1, so da sogar
l X 2 O
(r;n r)
(f

ur alle solche X) gilt.
e) Sei nun H 2 (O

)
(r;n r)
. Dann gilt e
2if(lS
 1
H)
0
SXg
= 1, f

ur alle X , also
e

S
(G+ lS
 1
H) =
e

S
(G):
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Da aber aus
e
b(T ) 6= 0 auch qT 2 T
P
folgt, mu qS[E;G+ lS
 1
H ] 2 T
P
, f

ur alle solche H gelten,
also
ql
2
S
 1
[H ] + ql(H
0
G+G
0
H) 2 (T
n r
)
P
:
Da n   r > 1 ist, betrachtet man (vergleiche auch Kapitel 2, Bemerkung 2.2.6) die speziellen
H = (h 0    0) und H = (0h 0    0), h 2 (O

)
r
, spaltet so die linearen Terme ab, und erh

alt
qS
 1
[H ] 2 (T
n r
)
P
.
f) Nun kann man jedoch

uberall auch H 2 ((O

)
P
\ (O

)
P
)
(r;n r)
zulassen, da man dann
immernoch ein geeignetes l, (l; P ) = 1 ndet, wie in e gefordert, und erh

alt dann auch
qS
 1
[H ] 2 (T
n r
)
P
; f

ur H 2 ((O
P
)

\ (O
P
)

)
(r;n r)
:
Es folgt also die Behauptung, da ja die Darstellung primitiv an P und P gew

ahlt wurde, also
L  L
P
\ L
P
= hQi  O
S
= O
r
S
und damit auch
L

 O
S
= (L

)
P
\ (L

)
P
= (L
P
)

\ (L
P
)

= (O
r
P
)

\ (O
r
P
)

:
(Man k

onnte in e auch gleich mit dem allgemeinerenH arbeiten, w

urde dann im Exponenten jedoch
nur ein Element aus Z
(p)
, (p) = Z \ P , erhalten, und m

ute wieder ein geeignetes l einf

ugen und
lokalisieren.) 2
4.2.2 Potentielle Kernformen einer Fourier-Reihe aus dem singul

aren
Raum
Diese starke Einschr

ankung an Kernformen benutzt man nun als notwendige Voraussetzung f

ur
deren Existenz. Man hat die folgenden Kandidaten.
2.2.1 Denition : Sei f 2 P(1). Eine hermitesche semi-positive Matrix T = T
(n)
= T
0
 0,
vom Rang 0 < r < n, heit potentielle Kernform, der Stufe q, von f , falls qT 2 T im zugeh

origen
Gitter liegt, und f

ur eine Darstellung T = S[Q], S = S
(r)
= S
0
> 0, und das Gitter L = hQi,
qS
 1
[G] 2 T ; f

ur alle hGi  L

;
gilt. 2
2.2.2 Bemerkung : Die zweite Bedingung in der Denition gilt dann automatisch auch f

ur jede
weitere Darstellung T =
e
S[
e
Q] von T , wie im Beweis des Satzes unter b gezeigt. Kernformen von
Elementen aus M(q) sind nach dem eben bewiesen Satz potentielle Kernformen. Mit T ist, f

ur
U 2 Gl(n;O), auch T [U ] eine potentielle Kernform, denn T ist zwar kein O-Modul, aber unter
solchen Kegelautomorphismen invariant, und es gilt hQUi = hQi = L. 2
Man kann also unimodulare Klassen T [Gl(n;O)] potentieller Kernformen betrachten.
2.2.3 Bemerkung : Es existieren nur endlich viele unimodulare Klassen T [Gl(n;O)] potentieller
Kernformen einer festen Stufe q.
Beweis : Alle Repr

asentanten einer Klasse haben dieselbe reduzierte Determinante Æ(T ). Bei
festem q ist diese, wegen qT 2 T , global f

ur alle Klassen, nach unten beschr

ankt. Die zweite
Bedingung in der Denition potentieller Kernformen liefert jedoch eine untere Schranke f

ur (den
Nenner von) Det(S)
 1
. Damit sind aber die Æ(T ) auch nach oben beschr

ankt. Insgesamt sind
die reduzierten Determinanten also beschr

ankt. Weil T ein Gitter ist, k

onnen dann nur endlich
viele verschiedene reduzierte Determinanten Æ
1
; : : : ; Æ
k
2 Q von potentiellen Kernformen T 2
1
q
T
angenommen werden. Wegen der Eindeutigkeit der Darstellung von T , ist die Isomorphieklasse des
der Kernform zugeordneten Gitters L eindeutig bestimmt. Es gibt aber nur endlich viele solcher
Klassen.
Die Bedingung qS
 1
[G] 2 T , hGi  L

, ergibt aber auch eine obere Schranke f

ur Det(S), es
werden also auch nur endlich viele verschiedene solche Determinanten angenommen. F

ur jedes U 2
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M
r
(D), das ein Element 
U
aus der Menge der Gitter-Automorphismen deniert, 
U
2 Aut
O
(L),
ist hUQi = 
U
(hQi) = L, also existiert
e
U 2 Sl(n;O), mit
(S[U ])[Q] = S[UQ] = (S[Q])[
e
U ] 2 T [Gl(n;O)]:
Es gibt aber, nach der Reduktionstheorie, nur endlich viele solche Klassen, f

ur jede feste gegebene
Determinante Det(S) und jedes Gitter L. 2
2.2.4 Folgerung : Es existieren nur endlich viele Klassen [T ] von potentiellen Kernformen einer
festen Stufe q,
[T ] := T [Sl(n;O)]:
Aus
e
T = T [U ], U 2 Gl(n;O), folgt Æ(
e
T ) = Æ(T ), und damit existiert sogar
e
U 2 Sl(n;O) mit
e
T = T [
e
U ], also gilt [T ] = T [Gl(n;O)]. 2
Wir w

ahlen ein Repr

asentantensystem T
1
; : : : ; T
k
der unimodularen Klassen von potentiellen
Kernformen und denken es uns nach aufsteigender reduzierten Determinante geordnet, Æ(T
1
) 
: : :  Æ(T
k
).
Damit istM(q) endlich-dimensional. Man k

onnte jetzt schon versuchen ein Erzeugendensystem
so zu konstruieren, da man eine Modulform (z.B. eine Thetareihe) f
1
, mit a
1
(T
1
) 6= 0, von einem
beliebigen f abzieht (, falls a(T
1
) 6= 0 gilt). Man mu dabei sichern, da alle zu dieser Klasse
geh

orenden KoeÆzienten verschwinden. Danach will man induktiv fortfahren. Im folgenden wird
gezeigt, wie man diese

Uberlegungen pr

azisieren kann.
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4.3 Algebraische Relationen zwischen den Fourier-Koefzi-
enten zu Kernformen und duale Moduln
Nun werden Relationen zwischen den Fourier-KoeÆzienten zu Kernformen hergeleitet, und das
Problem der Erzeugung der singul

aren Modulformen in die Sprache der endlichen Moduln

uber-
setzt.
4.3.1 Der Begri der isotropen Matrix und die algebraischen Relationen
zwischen Kernformen
Sei f 2M(q) und T eine Kernform der Stufe q von f . Wir wollen die Elemente der unimodularen
Klasse von T untersuchen. Wir stellen dazu T als T = S[Q] dar, mit S = S
(r)
> 0 und Q primitiv
an allen Stellen P mit (q; P ) 6= 1, was nach 1.1.1 m

oglich ist, und bilden L := hQi. Dadurch haben
wir folgendes erzwungen
3.1.1 Bemerkung : Es ist L
P
= O
r
P
, f

ur alle P 2 S := fP
0
 O
K
; (q; P
0
) 6= 1g, f

ur das der
Kernform zugeordnete Gitter. 2
Nun betrachten wir Matrizen der Form
e
T = S[W ], W = W
(r;n)
. Wir wissen (Lemma 1.1.5),
da aus hQi = hW i die Existenz eines U 2 Sl(n;O)  Gl(n;O) folgt, mit W = QU , also liegt
in diesem Fall
e
T = T [U ] in der unimodularen Klasse von T . Umgekehrt liefern solche Matrizen
W = QU , U 2 Gl(n;O), denselben Modul L. Dasselbe Lemma liefert aber sogar den Zusatz
U  E mod q, falls Q  W 2 q  L
n
(und auch hier ist die Umkehrung trivial). Alle W = QU ,
U 2 Sl(n;O), sind nat

urlich primitiv an allen Stellen aus S. Wir halten fest
3.1.2 Bemerkung : a) Sei T = S[Q] obige Darstellung einer Kernform und L = hQi. Die Matrizen
S[W ], W =W
(r;n)
2 D
(r;n)
mit hW i  L, umfassen die volle unimodulare Klasse von T .
b) Der Wert der Abbildung
(W ) = 
T
(W ) := 
0
(U
0
 1
)a(S[W ]); W =W
(r;n)
; hW i  L;
S[W ] =

S
0
0
0

[U ], U =

W


eine S-unimodulare Erg

anzung von W , ist nur f

ur W verschieden 0,
die primitiv an S sind. Er h

angt ferner nur von dem Bild W von W in (L=qL)
n
ab.
Beweis : Die erste Behauptung folgt, nach dem eben bemerkten, aus der Denition einer Kern-
form. Zwei Erg

anzungen U
1
und U
2
von W unterscheiden sich nur durch Multiplikation von links
mit einem
e
U =

E

0


, und

S
0
0
0
h
E

0

i
=

S
0
0
0

, also ist (W ) wohldeniert.
Die Fourier-KoeÆzienten von f haben die Transformationseigenschaft a(T [
e
U ]) = 
0
(
e
U
0
)a(T ),
f

ur unimodulares
e
U  E mod q. Es unterscheiden sich jedoch, nach dem zitierten Lemma 1.1.5,
zwei verschiedene Matrizen W und
c
W , mit T =

S
0
0
0

[U ] =

b
S
0
0
0

[
b
U ], U =

W


,
b
U =

c
W


,
die dasselbe Bild W =
c
W modulo q  L besitzen, nur durch Multiplikation von rechts mit einem
solchen
e
U , und es ist auch

0
(
b
U
0
 1
) = 
0
((U
e
U)
0
 1
) = 
0
(U
0
 1
)
0
(
e
U
0
)
 1
; also (W ) = (
c
W ): 2
Falls a(S[W ]) 6= 0 gilt, und die urspr

ungliche Darstellung von T so gew

ahlt werden konnte, da
Q von der Form Q = (E; 0) ist, also insbesondere L = O
r
, und W die spezielle Form W = (E;G)
hat, dann ist 
T
(W ) = 
S
(G), mit den schon fr

uher denierten (Kapitel 3, Satz 3.2.7) 
S
(G) und
U =

E
0
G
E

. Die 
T
(W ) stellen also eine Verallgemeinerung der 
S
(G) dar.
Wir betrachten nun den O- und O=qO-Modul M := L=qL, nennen n-Tupel von Elementen
aus M primitiv, falls sie M erzeugen, und bezeichnen mit P = P
n
= (M
n
)
prim
die Menge aller
solcher Tupel. (Diese ist nicht leer, da ja Q = (q
1
   q
n
) so ein Tupel liefert.) Auerdem bilden
wir M

= L

=qL

. (Vorsicht: (qL)

=
1
q
 L

6= qL

.)
4.3. DAS RELATIONENSYSTEM UND DUALE MODULN 99
3.1.3 Bemerkung : a) 
T
=  : P  ! C, (W ) := (W ), ist wohldeniert.
b) In der Sprache der Moduln bedeutet der oben erl

auterte Sachverhalt, da Sl(n;O) transitiv
auf der Menge aller W = W
(r;n)
, mit hW i = L, operiert. Wir haben jedoch schon gezeigt (und
benutzt), da die nat

urliche Restriktionsabbildung Sl(n;O)  ! Sl(n;O=qO) surjektiv ist, damit
operiert auch Sl(n;O=qO) transitiv auf P = P
n
. 2
3.1.4 Denition : Sei L  D
r
ein rechts-O-Gitter, z.B. L = hQi, Q = Q
(r;n)
2 D
(r;n)
. Eine
Matrix V = V
(r;k)
, mit hV i  L

, heit isotrop bez

uglich S, L und q, falls, f

ur jede Matrix
X = X
(r;k)
mit hXi  L

; (qS)
 1
[V + qX ] 2 T
k
gilt. Diese Bedingung h

angt nur von dem Bild V der Matrix in (M

)
k
ab, wir bezeichnen also
auch dieses als isotrop. 2
3.1.5 Bemerkung : Die Thetareihen #
L;P
(S; V ;Z) aus (q) zum Gitter L enthalten Charakte-
ristiken V . F

ur jede solche ist qV eine isotrope Matrix bez

uglich S, L und q. 2
Da wir zwischen k = n und k = n r umschalten werden m

ussen, schlieen wir ab jetzt (erneut)
den Randfall n = r + 1 aus. Wir k

onnen nun das angek

undigte Relationensystem erhalten. Dabei
halten wir q fest, benutzen groe Buchstaben f

ur Matrizen und kleine f

ur Modulelemente, und
bilden folgende Paarung.
3.1.6 Denition : Seien L ein rechts-O-Gitter in D
r
, M := L=qL, x 2 M
n r
, w 2 (M

)
n r
,
und X , W Urbilder von x und w in L
n r
bzw. (L

)
n r
. Dann setzt man (x;w) = (w; x) :=
e
2i
q
fX
0
Wg
. Dies ist wohldeniert, nach Denition des reziproken Gitters L

. 2
3.1.7 Satz : Seien e = (e
1
; : : : ; e
r
) 2 M
r
, mit hei =M, und w 2 (M

)
n r
anisotrop, im Sinne
von
"
nicht isotrop\. Dann gilt, f

ur jedes u 2 Gl(n;O=qO),
X
x2M
n r
((e; x)u)(x;w) = 0:
Beweis : a) Sei die Behauptung f

ur ein e (und alle w und u) bewiesen, und f = (f
1
; : : : ; f
r
) ein
weiteres Erzeugendensystem. Dann existiert ein a 2 Gl(r;O=qO) mit f = ea. Erg

anze dieses zu
ea 2 Gl(n;O=qO), mittels der Erweiterung A 7 !
e
A =

A
0
0
E
(n r)

eines Urbildes A 2 M
r
(O) von
a. Es ist
(f; x)u = (ea; x)u = (e; x)(eau);
also gilt die Behauptung f

ur beliebiges f .
b) Sei nun b 2 Gl(n   r;O=qO) beliebig, w anisotrop, also entweder w =2 (M

)
n r
, oder
die Bedingung in der Denition der Isotropie ist verletzt. Da aber M

ein O=qO-Modul ist, ist
wb 2 (M

)
n r
() w 2 (M

)
n r
. Es existiere also, falls letzteres eintritt, ein
x 2 (M

)
n r
mit M := (qS)
 1
[W + qX ] =2 T
n r
;
f

ur Urbilder X undW von x und w. Dann gilt, f

ur
e
X = XB (, wieder f

ur ein Urbild B 2M
n r
(O)
von b),
f
M := (qS)
 1
[WB + q
e
X ] = ((qS)
 1
[W + qX ])[B] =2 T
n r
;
da B 2 Gl(n   r;D), und aus (MY ) =2 2  Z auch (
f
M
e
Y ) =2 2  Z,
e
Y := Y [B
0
 1
], folgt, also ist
auch wb anisotrop. Ferner gilt (x;wb) = (xb
0
; w) (immer

uber Urbilder), sowie
((e; x)u) = 


e; xb
0



e
b
0
 1
u

;
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mit der Erweiterung
e
B =

E
(r)
0
0
B

. Es gen

ugt also u 2 Sl(n;O=qO) (und alle anisotropen w) zu
betrachten, dann existiert aber ein unimodulares Urbild U 2 Sl(n;O) von u.
c) Sl(n;O) wirkt jedoch auf M(q), und der Vergleich der Fourier-KoeÆzienten zeigt, da, mit
einer f -Kernform T , T [U
0
] eine f
U
-Kernform ist, f
U
= f
M
, M =

U
0
0
0
U
 1

. Da der Satz f

ur
beliebige Kernformen gelten soll, gen

ugt es ein festes e und ein festes u, sowie beliebiges w, zu
untersuchen. Die Eindeutigkeitsaussage (1.2.1)

uber die Darstellung T = S[Q] erlaubt es wieder,
diese frei zu w

ahlen, ohne die Aussage des Satzes zu

andern. Bilde also S = fP  O
K
; (q; P ) 6= 1g,
und w

ahle Q primitiv an allen Stellen aus S. (Die Existenz solch einer Darstellung wurde in
1.1.1 gezeigt.) Da P genau dann in S liegt, wenn P 2 S, ist dies gleichbedeutend damit, da Q
ganz an allen P 2 S = S und sogar unimodular erg

anzbar an diesen Stellen ist. Damit sind die
Lokalisierungen L
P
= O
r
P
, P 2 S, also L
P
=qL
P
= (O
P
=qO
P
)
r
und damit
M = L=qL

=
Y
P2S
L=P
v
P
L

=
Y
P2S
L
P
=qL
P
=
Y
P2S
(O
P
=qO
P
)
r
:
d) Nun erg

anzt man Q gem

a 1.2.3 minimal, also zu U 2 Sl(n;D) \ Sl(n;O
S
), Q = (E; 0)U ,
mit der Eigenschaft hQi  hQ
X
i, f

ur Q
X
= (E;X)U und alle X 2 D
(r;n r)
. Es ist
O=qO

=
Y
P2S
O=P
v
P
O

=
Y
P2S
O
P
=qO
P
;
nach Denition von S. Der Isomorphismus ist durch die nat

urlichen Projektionen gegeben: Mit-
tels diesem kanonischen Isomorphismus w

ahlt man nun u als das Bild von U in
Q
Sl(n;O
P
=qO
P
),
sowie e als das Bild der Einheitsmatrix E
(r)
in M
r
. (Dies zeigt auch, da

uberhaupt ein Erzeu-
gendensystem e von M der L

ange r existiert.)
e) Die Summe l

auft

uber die Elemente x 2 M
n r
, diese wollen wir als Bilder von Matrizen
X 2 D
(r;n r)
auassen; es m

ussen insbesondere alle X 2
T
P2S
O
(r;n r)
P
ganz an allen P 2 S, nach
Wahl von Q sein. Sei dazu N := fX 2 D
(r;n r)
; hQi = hQ
X
ig. Dies ist ein O
K
-Modul, denn aus
X;Y 2 N folgt
hQi  hQ
X+Y
i  hQ
X
i+ hQ
Y
i = hQi;
alsoX+Y 2 N . Er ist endlich erzeugt, da dieX , f

ur die der -KoeÆzient nicht verschwindet, in ei-
nem Gitter liegen. Unter seinem reziproken versteht man nat

urlichN

= fX 2 D
(r;n r)
; (XY ) 2
Z; 8Y 2 Ng. Man erh

alt wieder eine diagonale Einbettung in die Lokalisierungen
N=qN

=
Y
P2S
N
P
=qN
P
; N
P
= (O
K
)
P

N = (O
K
)
P
 N :
Nun ist jedoch hQi  hQ
X
i, f

ur alleX 2 D
(r;n)
, nach Wahl der Erg

anzung U von Q. Gleichheit gilt
genau f

ur X 2 O
(r;n)
S
, also N
P
= O
(r;n r)
P
, P 2 S. Man erh

alt damit einen (O
P
)
P
=q(O
K
)
P
-Modul
Isomorphismus N=qN

=
M
n r
und jedes x kann als Bild eines X 2 N aufgefat werden. Wegen
S = S und (L

)
P
= (L
P
)

, sowie (N

)
P
= (N
P
)

, erh

alt man auch N

=qN


=
(M

)
n r
, wieder
als (O
K
)
P
=q(O
K
)
P
-Modul.
f) Man kann auch die Paarung (x;w) = e
2i
q
fX
0
1
W
1
g
, X
1
, W
1
Urbilder von x und w in L
n r
bzw. (L

)
n r
, l

angsN liften. Sind n

amlichX undW Urbilder inN bzw.N

, so ist e
2i
q
fX
0
Wg
von
der Wahl dieser Repr

asentanten (unter den kanonischen Restriktionen modulo q) unabh

angig, und
die Gleichheit der Bilder mit denen von X
1
und W
1
bedeutet gerade die der lokalen Spuren an den
fraglichen Stellen, also denen mit (q; P ) 6= 1. Nach Denition von S ist also (x;w) = e
2i
q
fX
0
Wg
.
Damit ist
X
X2N
((E;X)U)e
2i
q
fX
0
Wg
= 0
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zu zeigen.
g) Was bedeutet nun die Anisotropie f

ur das geliftete W ? Wir wissen, da ein X
1
, hX
1
i  L

existiert, mit (qS)
 1
[W
1
+ qX
1
] =2 T
n r
, also existiert eine Primstelle P
0
, an der
(qS)
 1
[W
1
+ qX
1
] =2 (T
n r
)
P
0
= (T
n r
)
P
0
gilt. Sei nun X
2
:=
1
q
(W
1
 W ) +X
1
. Dann ist
X
2
2 (L

)
n r
P
= (O

)
(r;n r)
P
= (N

)
P
;
f

ur alle P 2 S. Wegen S = S, ist auchX
2
2 (N

)
P
, und damit X
2
2 (O
K
)
fP;Pg
N

 ((O
K
)
fP;Pg

N )

. Daher existiert eine nat

urliche Zahl l, (q; l) = 1, so da lX
2
2 N

gilt. Zus

atzlich kann man
(durch Multiplikation mit k, l 7! k  l,) noch qj(l   1) erreichen. F

ur (q; P ) = 1 ist h
1
q
W
1
+X
1
i 2
L

 O
fP;Pg
 (L  O
fP;Pg
)

, also, wie beim Beweis des Hauptsatzes

uber Kernformen gezeigt,
(qS)
 1
[W
1
+ qX
1
] 2 (T
n r
)
P
;
also mu P
0
2 S sein. Dann ist aber l 2 O

fP
0
;P
0
g
, und
(qS)
 1
[lW
1
+ qlX
1
] = (qS)
 1
[lW + qlX
2
] =2 (T
n r
)
P
0
:
Mit X :=
l 1
q
W + lX
2
gilt dann W + qX =W + (l   1)W + qlX
2
= lW + qlX
2
und damit
(qS)
 1
[W + qX ] =2 (T
n r
)
P
0
:
Auerdem ist X =
l
q
(W
1
+ qX
1
) 
1
q
W =
1
q
(lW
1
 W ) + lX
1
=
l 1
q
W
1
+
1
q
(W
1
 W ) + lX
1
2 N

.
h) Umgekehrt seien W;X 2 N

mit (qS)
 1
[W + qX ] =2 (T
n r
)
P
0
, f

ur ein P
0
, gegeben, sowie
ein W
1
2 (L

)
n r
mit demselben Bild w wie W . Deniere X
2
:=
1
q
(W  W
1
) + X . Das obige
Argument zeigt wieder, angewandt auf
1
q
W + X , da P
0
2 S gilt. Da hX
2
i  (L

)
P
, P 2 S,
gilt, existiert wieder ein l, (q; l) = 1 und qj(l   1), so da hlX
2
i  L

. Deniere nun X
1
:=
l 1
q
W
1
+ lX
2
=
l 1
q
W
1
+
l
q
(W  W
1
) + lX , und erhalte W + qX
1
= l(W + qX), und damit die
Verletzung der Isotropiebedingung an P
0
f

ur hX
1
i  L

. Damit ist auch die Anisotropie mit der
Liftung vertr

aglich.
i) Da e
2i
q
fY
0
(qX)g
= 1, f

ur Y 2 N und X 2 N

, gilt, kann man in der Anisotropiebedingung
W + qX 7!W ersetzen, und hat
X
X2N
((E;X)U)e
2i
q
fX
0
Wg
= 0; f

ur W 2 N

mit (qS)
 1
[W ] =2 T
n r
;
zu beweisen. Die Isotropie mu dann wieder an (mindestens) einer Primstelle P
0
verletzt sein,
diese mu aber dann in S liegen. Betrachte
e
T = S[E; (qS)
 1
W ] =

S
W
0
(qS)
 1
S
S(qS)
 1
W
S[(qS)
 1
W ]

=

S
1
q
W
0
1
q
W
1
q
(qS)
 1
[W ]

;
und die konjugierten Funktionen
e
f = f
U
0
 1
, eg = g(
e
f) (vergleiche den Beweis zum Satz 2.1.4,
Punkt c). Diese sind Elemente aus
T
P2S
P(q)
P
= P(q)
S
, und es gilt
e
b(
e
T ) = 0, da q
e
T =2
T
P
T
P
.
j) Die Umkehrrelation (Kapitel 3, Satz 3.2.7) liefert also 0 =
P
X
e
S
(X)e
2ifW
0
(qS)
 1
SXg
=
=
X

0

E
 X
0
0
E

ea(S[E;X ])e
2i
q
fX
0
Wg
= 
0

E
 X
0
0
E


0
(U
0
 1
)a(S[E;X ]U)e
2i
q
fX
0
Wg
:
Es ist aber

E
0
X
E

U eine Erg

anzung der Matrix (E;X)U , und

E
0
X
E
0
 1
=

E
 X
0
0
E

, also die
Behauptung, nach Denition von ((E;X)U) = 
T
((E;X)U). 2
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4.3.2 Der Zusammenhang zwischen reziproken Gittern und dualen Mo-
duln
Das Relationensystem wurde schon in Modulsprache ausgedr

uckt. Um, wie angestrebt, Anschlu
an das
"
fundamental lemma\ von Freitag zu erhalten, mu man noch R := O=qO als Ring
betrachten. Wir haben schon den R-Modul M = L=qL eingef

uhrt, und sein reziprokes (Gitter)
M

= L

=qL

benutzt. Als erstes
3.2.1 Bemerkung : Jeder rechts-O-Modul N kann auch, mittels (r; x) 7 ! x  r, r 2 O und
"
\
nat

urlich die gew

ohnliche Multiplikation in D, als links-O-Modul aufgefat werden. 2
Auerdem haben wir
3.2.2 Bemerkung : Sei N weiterhin ein rechts-O-Modul. Es ist Hom
O
(N ;O) ein links-O-Modul.
Dabei bedeute
"
Hom
O
\ die abelsche Gruppe aller rechts-O-Homomorphismen Entsprechendes gilt

uber R.
Beweis : F

ur einen rechts-O-Homomorphismus  gilt (x  r) = (x)  r, x 2 N und r 2 O. Setzt
man nun (r  )(x) := r  ((x)) f

ur ein  2 Hom
O
(N ;O), so ist r   oensichtlich wieder ein
rechts-O-Homomorphismus. 2
Man beachte jedoch, da man f

ur einen beliebigen rechts-O-Modul N
0
keine O-Modulstruktur
f

ur die Homomorphismengruppe Hom
O
(N ;N
0
) erh

alt: (  r)(x) = (x)  r liefert, wegen der
nicht-Kommutativit

at, keinen Homomorphismus, und auch die Involution hilft dabei nicht weiter.
Allerdings tragen diese Gruppen nat

urlich immer eine O
K
-Struktur. Auf lokaler Ebene ist die
entgegengesetzte Algebra von O
P
nun isomorph zu (O
P
) = O
P
. Hier gilt also
3.2.3 Bemerkung : Jeder rechts-O
P
-Modul N tr

agt auch eine links-O
P
-Struktur. Die abel-
sche Gruppe Hom
O
P
(N ;O
P
) ist ein links-O
P
- und rechts-O
P
-Modul. Entsprechendes gilt

uber
O
P
=qO
P
. 2
Wichtig ist noch das Doppelduale eines rechts-O- bzw. rechts-O
P
-Moduls. Es gilt
3.2.4 Bemerkung : Sei N ein rechts-O-Modul. Dann ist Hom
O
(Hom
O
(N ;O);O) ein rechts-O-
Modul. Genauer k

onnte man daf

ur Hom
l O
(Hom
r O
(N ;O);O) schreiben, da es sich bei der

aue-
ren Homomorphismengruppe um links-, bei der inneren hingegen um rechts-O-Homomorphismen
handelt. Die Zuordnung
x 7 ! 
x
2 Hom
O
(Hom
O
(N ;O);O); 
x
() := (x); x 2 N ;  2 Hom
O
(N ;O);
ist ein rechts-O-Homomorphismus. Entsprechendes gilt nat

urlich lokal, also f

ur rechts-O
P
-Moduln
N , sowie

uber R und O
P
=qO
P
.
Beweis : a) Man setzt (  r)() := ()  r, r 2 O. Es ist
(  r)(r
0
 ) = (r
0
 )  r = r
0
()  r = r
0
 (  r)();
da ja  die links-O-Struktur von Hom
O
(N ;O) respektiert, also ist auch das so denierte Produkt
  r 2 Hom
O
(Hom
O
(N ;O);O).
b) Nun ist 
x
(r  ) = (r  )(x) = r  (x) = r  
x
(), nach Denition der links-O-Struktur
der Homomorphismengruppe Hom
O
(N ;O). Ferner ist

xr
() = (x  r) = (x)  r = 
x
()  r = (
x
 r)();
f

ur alle , also 
xr
= 
x
 r. 2
Allen diesen Strukturen unterliegen selbstverst

andlich entsprechende O
K
- bzw. (O
K
)
P
-Modul-
Strukturen, auf dieser Ebene ist nicht mehr zwischen
"
links-\ und
"
rechts-\ zu unterscheiden. Wir
wissen, da das reziproke eines rechts-O-Gitters L ebenfalls ein rechts-O-Modul ist. Das reziproke
einer seiner LokalisierungenL
P
, also (L
P
)

= (L

)
P
, ist ein rechts-O
P
-Modul. In unserer speziellen
Situation werden die Gitter L durch S-primitive Matrizen Q = Q
(r;n)
erzeugt, L = hQi, es ist also
L
P
= O
r
P
, P 2 S = fP
0
; (q; P
0
) 6= 1g. Wir brauchen
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3.2.5 Lemma : Sei L  D
r
ein rechts-O-Gitter, dessen Lokalisierungen L
P
, f

ur alle Primstellen
P mit (q; P ) 6= 1, frei und sogar L
P
= O
r
P
sind, undM = L=qL. Dann existiert ein Isomorphismus
abelscher Gruppen
	 :M

 ! Hom
R
(M;R); mit 	(a  r) = r 	(a); r 2 R; a 2 M:
Er setzt sich aus lokalen Isomorphismen 	
P
zwischen
(L
P
)

=q(L
P
)

= (L

)
P
=q(L

)
P
und Hom
O
P
=qO
P
(L
P
=qL
P
;O
P
=qO
P
); (q; P ) 6= 1;
zusammen.
Ferner ist die kanonische Einbettung von M in sein Doppelduales Hom
R
(Hom
R
(M;R);R)
ein rechts-R-Isomorphismus. M und Hom
R
(M;R) sind als abelsche Gruppen und sogar als O
K
-
Moduln isomorph, haben also insbesondere dieselbe Ordnung.
Beweis : a) Wir benutzen die nat

urlichen rechts-O
P
-Isomorphismen

P
: (O

)
P
 ! O
P
; 
P
(x
P
) = 
es
P
 1
O;P
 x
P
;
die durch die Multiplikation mit einer geeigneten Potenz eines Prielementes gegeben sind, an den
Primstellen, die q teilen. Ferner benutzen wir die nat

urliche Paarung
 : L

L  ! O

; (x; y) = x
0
y:
Es M


=
Q
(q;P )6=1
(L

)
P
=q(L

)
P
=
Q
(q;P )6=1
((O

)
P
)
r
=q((O

)
P
)
r
, sowie
M = L=qL

=
Y
P2S
L=P
v
P
L =
Y
P2S
(O
P
=qO
P
)
r
; S = fP ; (q; P ) 6= 1g;
und auch R

=
Q
P2S
O
P
=qO
P
.
b) Die Abbildungen 
P
und  dr

ucken auf Quotienten durch. Wir erhalten also, f

ur jedes
P mit (q; P ) 6= 1, einen Isomorphismus 
P
: (O

)
P
=q(O

)
P
 ! O
P
=qO
P
, sowie eine Paarung

P
: (L
P
)

=q(L
P
)

L
P
=qL
P
 ! (O

)
P
=q(O

)
P
, und daraus eine lokale Paarung
	
P
: (L
P
)

=q(L
P
)

L
P
=qL
P
 ! O
P
=qO
P
:
c) Die Zusammensetzung dieser Paarungen liefert ein 	 : M

M  ! R, also auch einen
Isomorphismus 	 :M

 ! Hom
R
(M;R). Dieser hat die angegebenen Eigenschaften.
d) Nun haben wir auf der einen Seite M

=
M

, i.a. allerdings nur als abelsche Gruppe und
O
K
-Modul. Auf der anderen ist
Hom
O
P
=qO
P
(L
P
=qL
P
;O
P
=qO
P
) = Hom
O
P
=qO
P
((O
P
=qO
P
)
r
;O
P
=qO
P
)

=
(O
P
=qO
P
)
r
:
Damit ist aber auch
Hom
R
(Hom
R
(M;R);R)

=
Hom
R
(
Y
(q;P )6=1
(O
P
=qO
P
)
r
;R)

=
Hom
R
(M;R)

=
Y
(q;P )6=1
(O
P
=qO
P
)
r
;
zun

achst als O
K
-Modul. Es wurde jedoch gezeigt, da die nat

urliche Abbildung,
x 7 ! 
x
; 
x
() := (x); x 2M;  2 Hom
R
(M;R);

x
2 Hom
R
(Hom
R
(M;R);R), ein (injektiver) rechts-R-Homomorphismus ist, also ist sie sogar
ein Isomorphismus. 2
Schlielich wollen wir noch ein Analogon der Paarung
(X;Y ) = e
2i
q
fX
0
Y g
; X 2 (M

)
k
; Y 2 M
k
;
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f

ur X 2 Hom
R
(M
k
;R) bilden.
3.2.6 Bemerkung : Es existiert ein additiver Charakter  : R  ! C

, der fundamental ist in
folgendem Sinne: Er ist auf keinem (nicht-trivialen) Ideal von R ausgeartet, also trivial, man kann
jeden weiteren Charakter 
0
auf R als dessen (Rechts-) Translat darstellen,

0
(x) = (xa); f

ur alle x 2 R und ein a 2 R:
Dieser ist ein Produkt lokaler fundamentaler Charaktere 
P
: O
P
=qO
P
 ! C

, P 2 S = fP
0

O
K
; (q; P
0
) 6= 1g. Ferner existieren lokale Automorphismen 
P
2 Aut(O
P
=qO
P
), so da

P
(x
P
r
P
) = 
P
(
P
(r
P
)x
P
); und damit (xr) = ((r)x);  = (
P
); x = (x
P
); r = (r
P
) 2 R;
gilt.
Beweis : a) Wir wollen  lokal denieren, also erst 
P
(x
P
) f

ur x
P
2 O
P
=qO
P
bilden, und dann
(x) :=
Q
P2S

P
(x
P
), x = (x
P
) setzen. Sei also P 2 S. Um sicherzustellen, da der Charakter 
P
fundamental wird, m

ussen wir x
P
geeignet in die (lokale) inverse Dierente abbilden. Nun ist
O
P
=qO
P

=
b
O
P
=q
b
O
P

=
M
s
P
(
e

P
=q
e

P
):
Nach der allgemeinen Theorie (siehe [Re], Abschnitt 14), entsteht
e

P
aus dem Ring O
b
K
P
der
ganzen Zahlen

uber der Komplettierung
b
K
P
durch Adjunktion eines Primelementes  = 
e

P
und
einer Einheitswurzel !. Die inverse Dierente von
e

P
ist
e

?
P
= ()
1 es
P
, und die Algebraordnung
(
e
D
P
:
b
K
P
) = es
2
P
. Konjugation mit  liefert einen Automorphismus von
e

P
.
b) Die Erweiterung
b
L
P
=
b
K
P
(!) des Zentrums ist ein Zerf

allungsk

orper von
e
D
P
, es existiert
also ein Isomorphismus zwischen der entsprechenden Tensorierung und einer vollen Matrixalgebra,
e
D
P;
b
L
P
=
e
D
P


b
K
P
b
L
P

=
M
es
P
(
b
L
P
). Man erh

alt (siehe Kapitel 1, 5.1.1) die reduzierte Spur von
e
D
P
als eine gew

ohnliche Matrixspur, tr
e
D
P
=
b
K
P
(ex
P
) := tr
b
L
P
=
b
K
P
(ex
P

 1
b
L
P
). Die (reduzierte) Spur von
b
D
P
=M
s
P
(
e
D
P
)

uber dem Zentrum
b
K
P
ist nat

urlich die Matrixausdehnung von tr
e
D
P
=
b
K
P
. Davor
schalten wir noch tr
b
K
P
=
b
Z
p
, wobei (p) = P \ Z ist, und erhalten die (lokale) Spur

uber
b
Z
p
,
 = 
P
= tr
b
K
P
=
b
Z
p
Æ tr
b
D
P
=
b
K
P
:
b
D
P
 !
b
Z
p
:
c) Wir denieren nun

P
((x
P
)
O
P
=qO
P
) := e
2i
p
m
f
1 es
P
x
P
g
;
wobei x
P
= (x
P
)
O
P=qO
P
das Bild von x
P
2
b
O
P
in O
P
=qO
P
ist, q = p
m
q
0
, mit (p; q
0
) = 1,  das
Bild der Spur in
b
Z
p
=q
b
Z
p

=
Z=p
m
Z, und letzterer Isomorphismus benutzt wird, um das ganze zu
einem Charakter zu machen. (Man beachte, da der durch q teilbare Teil von x
P
f

ur den Wert
des Charakters unwichtig ist). Das ist der gew

unschte fundamentale lokale Charakter, denn die
(links-) Multiplikation mit 
1 es
P
liefert einen (einseitigen) Isomorphismus
e

P
 !
e

?
P
, und alle
Charaktere auf
e

P
haben die Form

0
P
((x
P
)
O
P
=qO
P
) = e
2i
p
m
fax
P
g
; a 2
e

?
P
:
d) Da trivialerweise (
1 es
P
O;P
x
P
r
P
) = (r
P

1 es
P
O;P
x
P
) gilt, ergibt die Konjugation von r
P
mit
dem Primelement den gew

unschten lokalen Automorphismus 
P
, der

P
(x
P
r
P
) = 
P
(
P
(r
P
)x
P
); f

ur alle r
P
; x
P
2 O
P
=qO
P
;
erf

ullt. 2
Aus dem Beweis bzw. der Konstruktion von  ergibt sich noch der
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3.2.7 Zusatz : Der fundamentale Charakter 
P
und der lokale Automorphismus 
P
sind schon
auf der Ebene des
"
inneren\ Ringes
e

P
=q
e

P
deniert. 2
Damit k

onnen wir nun eine nat

urliche Paarung zwischen Homomorphismen und Modulelemen-
ten bilden, die eine bestimmte schwache
"
Verschiebungseigenschaft\ hat.
3.2.8 Denition : Wir setzen
(; x) := 

(x) := ((x)); x 2 M;  2 Hom
R
(M;R):
Dies dehnen wir dann auf Tupel aus, setzen also
(V;X) := 
V
(X) :=
Y
(v
i
; x
i
); X = (x
1
; : : : ; x
k
) 2M
k
; V = (v
1
; : : : ; v
k
) 2 (M

)
k
: 2
Es gilt
3.2.9 Bemerkung : a) Der gegebene ein Automorphismus  von R, erf

ullt, f

ur jedes r 2 R
und er := (r) 2 R, (; xr) = (er; x), f

ur alle Homomorphismen  und alle x 2 M, gilt.
Dazu ist lediglich zu beachten, da die Modulstruktur der Homomorphismengruppe gerade durch
(er  )(x) = er  (x) gegeben ist.
b) Entsprechend existiert zu jedem U 2 Gl(k;R) ein
e
U 2 Gl(k;R), so da
(V;XU) = (
e
UV;X); f

ur alle V 2 (M

)
k
und X 2M
k
:
Dabei m

ussen Elemente der Homomorphismengruppe als Zeilenvektoren aufgefat werden, V =
V
(k;r)
. Mittels der entgegengesetzten Algebra, kann man V auch als V
(r;k)
auassen, und daf

ur
(V;XU) = (V J(
e
U); X) = (V
e
U
0
; X) schreiben. 2
Da der konstruierte Charakter fundamental ist, ist die im Relationensystem erscheinende Paa-
rung ein Translat der eben denierten, und hat sowieso die uns interessierende schwache Ver-
schiebungseigenschaft. Allerdings mu man f

ur jedes a 2M

eine andere Translation w

ahlen, um
(a; ) mit (	(a); ) zu vergleichen, da ist jedoch im folgenden nicht wichtig. Die Konstruktion des
fundamentalen Charakters  erfolgte zun

achst auf lokaler Ebene, auf diese wollen wir uns zur

uck-
ziehen. Unser Grundring hat folgende Eigenschaften ([Re], Abschnitte 21 und 22, sowie (25.7) und
(32.1)).
3.2.10 Bemerkung : a) R = O=qO ist ein endliches Produkt nicht notwendig kommutativer
endlicher Hauptidealringe R
P
= O
P
=qO
P
; jedes zweiseitige Ideal in R
P
ist von der Form R
P
 x 
R
P
. Genauer hat R nur endlich viele (zweiseitige) Primideale und auch jedes einseitige Ideal ist
Hauptideal.
b) Jede Komponente
O
P
=qO
P

=
b
O
P
=q
b
O
P

=
M
s
P
(
e

P
=(rad(
e

P
))
v
P
)
von R ist eine volle Matrixalgebra

uber einem lokalen Hauptidealring
e
R
P
, also einem nicht not-
wendig kommutativen Ring, der ein einziges maximales links-Ideal
e
R
P
 
P
besitzt. Ferner sind
einseitige Ideale in
e
R
P
automatisch zweiseitig, und s

amtlich Potenzen des einzigen Primideals
(
P
). Der Restring
e
R
P
=(
P
)

=
e

P
=rad(
e

P
) ist ein endlicher Schiefk

orper, also ein K

orper. 2
Wir haben somit alle Voraussetzungen f

ur den Anschlu an das
"
fundamental lemma\ von
Freitag zusammengestellt.
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4.4 Die Beweisstrategie, isotrope Strukturen und das
"
fun-
damental lemma\ von Freitag
In diesem Abschnitt wird nun gezeigt, wie man, durch sukzessives Abziehen von Thetareihen zu
Kernformen, das Problem der Summendarstellung einer Modulform auf ein endliches kombina-
torisches Problem zur

uckf

uhrt. Diese Aussage

uber sogenannte isotrope Strukturen von endlich
erzeugten Moduln behandelt das fundamentale Lemma von Freitag ([Fr2]), allerdings nur unter
der Einschr

ankung 2r  n, f

ur kommutative lokale Ringe. Wir imitieren den Beweis in unserem
Fall.
4.4.1 Die Beweisstrategie des Erzeugungstheorems und isotrope Struk-
turen
Wir betrachten nun wieder ein f = f
0
2 M(q), dessen Bild f 2 M(q) nicht verschwindet, und
das endliche Repr

asentantensystem T
1
; : : : ; T
k
unimodularer Klassen von potentiellen Kernformen,
geordnet nach steigender reduzierter Determinante, Æ(T
1
)  : : :  Æ(T
k
). Es gibt dann ein kleinstes
i = i
0
und ein zugeh

origes unimodulares U
i
2 Gl(n;O), so da der Fourier-KoeÆzient a(T
i
[U
i
]) 6= 0
nicht verschwindet.
4.1.1 Problem : Existiert eine Linearkombination von Thetareihen
g(Z) = g
1
(Z) =
X
b(T )e
ifTZg
2 (q);
mit der Eigenschaft, da nur die Fourier-KoeÆzienten b(T ) zu Matrizen der Form T = T
i
[G],
G 2 M
n
(O), verschieden von Null sind, und so, da a(T
i
[U ]) = b(T
i
[U ]), f

ur unimodulares U ,
gilt? 2
Aus T = T
i
[G] folgt Æ(T )  Æ(T
i
). Falls sogar Gleichheit gilt, so existiert, wie in Lemma 1.1.6
bewiesen, sogar ein unimodulares U , mit T = T
i
[U ]. Aus b(T ) 6= 0 folgt also, f

ur solch ein g = g
1
,
da entweder T 2 T
i
[Gl(n;O)], oder Æ(T ) > Æ(T
i
) gilt. Man hat also folgende
4.1.2 Beweisstrategie : Bilde f
1
:= f   g = f
0
  g
1
. F

ur Æ(T ) < Æ(T
i
) ist dann a
1
(T ) = 0, aber,
f

ur unimodulares U , auch
a
1
(T
i
[U ]) = a
0
(T
i
[U ])  b
1
(T
i
[U ]) = a(T
i
[U ])  b(T
i
[U ]) = 0:
Falls ferner Æ(T )  Æ(T
i
), aber T =2 T
i
[Gl(n;O)], so ist a
1
(T ) = a
0
(T ). Man kann also induktiv
mit i
1
= i
1
(f
1
) > i = i
0
(f
0
) fortfahren, bis man f
k
0
= 0 2M(q) erreicht. 2
Um geeignete Thetareihen zu erhalten, w

ahlt man eine Darstellung T
i
= S
i
[Q
i
] = S[Q], mit
S = S
(r)
> 0, Q = Q
(r;n)
primitiv an S := fP  O
K
; (q; P ) 6= 1g, also zu einem U = (
Q

)
S-unimodular erg

anzbar, und bildet das Gitter L = hQi. Aus b(S[G]) 6= 0 folgt, f

ur das noch zu
konstruierende g, qS[G] 2 T , da g 2 M(q)  P(q) gelten soll, also die erste Invarianzbedingung
f

ur Thetareihen in (q). Wenn V = V
(r;n)
isotrop ist, so erf

ullt
e
V :=
1
q
V sowohl qh
e
V i  L

,
wie auch qS
 1
[G +
e
V ] 2 T , hGi  L

. Man kann also zu diesen Daten Thetareihen bilden, die
in (q) liegen. Wir hatten (Kapitel 3, 3.2.9 und 3.2.10), f

ur jedes
e
f 2M(q), Polynome P
S;G
(X)
konstruiert, die zu den e
S
(G) = e
T
(E;G), also zu den Fourier-KoeÆzienten von
e
f , geh

oren.
4.1.3 Denition : Man betrachtet allgemeiner als in Kapitel 3, zu jedem an allen Primstellen
aus S primitiven W das Polynom
P
T;W
(X) := 
0

X
0
1
S
 1=2
X
0
2
S
 1=2
0
E

E(S)
 1

T
(W ):
Dabei ist X = X
(r;n)
= (X
1
; X
2
) und E(S) die M

achtigkeit der S-Einheiten bez

uglich L, also
E(S) = jE(S;L)j = jfU 2 Gl(r;D) ; S[U ] = S; U  L = Lgj:
Die so denierten Polynome umfassen die P
S;G
= P
T;(E;G)
. 2
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4.1.4 Bemerkung : Sei W primitiv. Dann ist das Polynom P
T;W
ein harmonische Form, und
durch P
T;W
(S
1=2
(E; 0)) = E(S)
 1

T
(W ) charakterisiert. (Der Beweis aus dem dritten Kapitel
kann

ubernommen werden.) 2
Nun betrachten wir
Z
0
:= hf
T
(W ) = 
0
(U
0
 1
)a(S[W ]) ; U =

W


; W primitiv an Sg  Z ;
den von allen solchen KoeÆzienten unseres f =
P
a(T )e
ifTZg
2 M(q) aufgespannten Unter-
raum, und eine Basis e
1
; : : : ; e
l
von Z
0
. Wir bilden die harmonischen Formen
P
i
(X) := 
0

X
0
1
S
 1=2
X
0
2
S
 1=2
0
E

E(S)
 1
e
i
:
Die Fourier-KoeÆzienten von #
L;P
i
(S;
V
q
;Z) sind gerade
b(S[G]) =
X
e
U2E(S;L)
P
i
(S
1=2
(
e
UG))e
2i
q
fV
0
(
e
UG)g
:
Man erh

alt
4.1.5 Bemerkung : Es gilt,
f

ur 
T
(G) = (U
0
G
 1
)b(S[G]); 
T
(G) =
X
e
U2E(S;L)

0

e
U
0
0
0
E

E(S)
 1
e
2i
q
fV
0
e
UGg
e
i
;
falls G = (G
1
; G
2
) =W primitiv ist, und mit einer S-unimodularen Erg

anzung U
G
von G.
Beweis : Falls G primitiv ist, so auch jedes
e
UG,
e
U 2 E(S;L), und U
e
UG
=

e
U
0
0
E

U
G
ist eine
Erg

anzung von
e
UG. Da P eine harmonische Form ist, gilt P (S
1=2
e
UG) = 
0
(U
0
e
UG
)P (S
1=2
(E; 0)),
woraus die Behauptung folgt. 2
Anderseits kann man trivialerweise jeden Fourier-KoeÆzienten a(T ) = a(S[G]) von f auch als
a(T ) =
P
e
U
E(S)
 1
a(S[
e
UG]) schreiben. Man rechnet sofort nach, da (
e
UG) = 
0

e
U
0
0
0
E

(G)
gilt, und damit, da
aus (G) =
X
i;j
c
i;j
e
2ifV
0
i;j
Gg
e
i
auch (G) =
X
e
U
E(S)
 1
(G) =
X
i;j
c
i;j

i;j
(G) folgt;
mit den entsprechenden zu den P
i
und V
i;j
geh

orenden 
i;j
. Damit hat man
4.1.6 Zweite Formulierung des Problems : Kann man jedes vorgegebene KoeÆzientensystem

i
(W ) = (W ) : P  ! C, das das Relationensystem erf

ullt, als (endliche) Linearkombination
(W ) =
P
j
c
j
e
2i
q
fV
0
j
Wg
, mit isotropen V
j
, darstellen? 2
Dieses System entspricht einer Vektorkomponente 
i
(W ) vom urspr

unglichen 
T
(W ), somit
wurde der Vektorcharakter vollst

andig eliminiert. Auerdem bedeutet das Relationensystem ge-
rade, da sich jedes der KoeÆzientensysteme 
U
(W
0
) = ((E;W
0
)U), W
0
2M
n r
, U 2 Gl(n;R)
und E = (e
1
; : : : ; e
r
) ein minimales Erzeugendensystem vonM
r
, als eine solche Linearkombinati-
on darstellen l

at, mit isotropen V
j
= V
(r;n r)
j
. Bevor wir das fundamentale Lemma formulieren,
wollen wir das Problem lokalisieren. Dazu geben wir folgende vorl

auge Denition von isotropen
Strukturen.
4.1.7 Denition : Eine isotrope Struktur L auf dem rechts-R-Modul M, R = O=qO, ist eine
Menge sogenannter isotroper links-Untermoduln L
0
 Hom
R
(M;R), die den 0-Modul, sowie jeden
Untermodul eines isotropen Moduls enth

alt, und auerdem noch die Summe, L
0
= L
0
1
+ : : :+L
0
k
,
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jedes Systems von isotropen Moduln L
0
1
; : : : ;L
0
k
, deren Annihilatoren a
i
= fx 2 R ; x  L
0
i
= 0g
paarweise teilerfremd sind, also den Grundring erzeugen, R = a
i
+ a
j
, i 6= j. 2
4.1.8 Bemerkung : Die von den Bilder modulo q der Spaltenvektoren aller bez

uglich S;L und
q isotroper Matrizen erzeugten rechts-R-Untermoduln von M

bilden eine isotrope Struktur auf
M = L=qL. Dies ist so zu verstehen, da man die Existenz eines Isomorphismus 	 : M

 !
Hom
R
(M;R), mit 	(ar) = r	(a), benutzt (vergleiche 3.2.5), um diese rechts-R-Moduln als
links-R-Untermoduln von Hom
R
(M;R) aufzufassen.
Beweis : Es gilt hV i  M


=
Hom
R
(M;R), f

ur isotrope V nach Denition. V = 0 ist isotrop,
denn
(qS)
 1
[0 + qX ] = qS
 1
[X ] 2 T ;
wie Satz 2.1.4 gezeigt. Mit V = (v
1
   v
(n r)
) ist auch jede Matrix
e
V =
e
V
(r;k)
, deren Spaltenvek-
toren Linearkombinationen der v
i
sind, isotrop, wie wir wissen (vergleiche Kapitel 2, Folgerung
2.2.9). Insbesondere sind Linearkombinationen der Spaltenvektoren ev =
P
v
i
a
i
isotrop. (Man
beachte nochmals, da der Randfall n = r + 1 ausgeschlossen wurde.)
Ob mit V
1
und V
2
auch V
1
+ V
2
isotrop ist, h

angt von den gemischten Termen in
(qS)
 1
[V
1
+ V
2
+ qX ] ab, also von V
0
1
(qS)
 1
V
2
+ V
0
2
(qS)
 1
V
1
:
Die Bedingung an die Annihilatoren bedeutet jedoch gerade, falls sie erf

ullt ist, f

ur jede Stelle
P mit (q; P ) 6= 1, also v
P
(q)  1, da falls z.B. P den Annihilator a
1
teilt, dann auch P
v
P
(q)
alle Elemente von V
2
teilt. Insgesamt hat also das Bild von V
0
1
(qS)
 1
V
2
+ V
0
2
(qS)
 1
V
1
, f

ur jedes
P 2 S, bis auf Einheiten, die Gestalt
V
0
1
(qS)
 1
(qX) + (qX)
0
(qS)
 1
V
1
; hXi  (L

)
P
(bzw. entsprechend mit V
2
anstelle von V
1
), und liegt damit in T
P
. Die

ubrigen Primstellen P =2 S
sind jedoch unwichtig, da mit qhV
2
i  L

auch
1
q
 hV
2
i  (L

)
P
gilt, und die fragliche Summe
immer die gew

unschte Gestalt hat. 2
Damit k

onnen wir, wie Freitag, das Problem lokalisieren, uns also auf die Komponenten
O
P
=qO
P

=
M
s
P
(
e

P
=(rad(
e

P
))
v
P
), (q; P ) 6= 1, von R beschr

anken, und die zu beweisende Aus-
sage rein algebraisch formulieren. (Das uns interessierende Hauptresultat

uber Moduln bezieht
sich auf die
"
inneren\ Ringe
e
R
P
=
e

P
=(rad(
e

P
))
v
P
, dieses werden wir auch zuerst herleiten.)
4.4.2 Ein kombinatorisches Problem und das fundamentale Lemma
Sei also R ein endlicher, nicht notwendig kommutativer Ring mit Eins. R habe genau ein (zwei-
seitiges) Primideal. Es existiere ein fundamentaler Charakter  : R  ! C

. Diesen w

ahlen wir
ab jetzt fest.
"
Fundamental\ bedeutet dabei, da  auf keinem (nicht-trivialen) zweiseitigen Ide-
al ausgeartet ist (e.g. verschwindet), man erh

alt dann alle weiteren Charaktere als Translate 
0
,

0
(x) = (xa), von . Sei ferner M ein rechts-R-Modul. F

ur jeden Homomorphismus  2 M

,
setzen wir
(; x) := 

(x) := ((x)); x 2M:
(M

)
n
ist kanonisch isomorph zum dualen von M
n
. Wir dehnen den Charakter linear auf Tupel
aus, und benutzen die Schreibweise
(V;X) := 
V
(X) := (V (X)); f

ur X 2M
n
; V 2 (M

)
n
:
Damit k

onnen wir den Begrisapparat von Freitag

ubernehmen.
4.2.1 Denition : a) eine isotrope Struktur L auf dem rechts-R-Modul M ist eine Menge von
links-R-Untermoduln L  M

, die den Null-Modul, sowie jeden Untermodul L
0
 L eines belie-
bigen L 2 L enth

alt. Die Elemente von L heien isotrope Moduln.
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b) Ein Tupel V = (v
1
   v
n
) 2 (M

)
n
heit isotrop, falls L := Rv
1
+    + Rv
n
2 L isotrop
ist, und primitiv, falls L =M

gilt.
c) Ein Tupel P = (p
1
   p
n
) 2M
n
heit primitiv, fallsM = p
1
R+   + p
n
R gilt. Die Menge
aller primitiver Tupel wird mit P
n
= P(M; n) bezeichnet.
d) Eine Funktion f : N  ! C, auf einer Untermenge N  M
m
, degeneriert (bez

uglich der
isotropen Struktur L), falls sie sich als Linearkombination von 
V
i
j
N
, mit isotropen V
i
, i = 1; : : : ; j,
schreiben l

at.
e) Ein Tripel (M; n; L) heit erlaubt, falls eine Funktion f : P
n
 ! C schon dann degeneriert,
wenn f

ur jedes Erzeugendensystem E = (e
1
   e
r
) von M mit r  n, und f

ur jedes unimodulares
U 2 Gl(n;R), alle f
U
:M
n r
 ! C, f
U
(Y ) := f((E; Y )U), degenerieren. 2
In den uns interessierenden F

allen wird man in e

aquivalent die Existenz eines minimalen
Erzeugendensystems fordern k

onnen bez

uglich welchem die Hilfsfunktionen f
U
degenerieren. Man
hat also folgende algebraische Frage zu untersuchen.
4.2.2 Kombinatorisches Problem : Unter welchen Voraussetzungen an (R, ,) M, n und L,
ist das Tripel (M; n; L) erlaubt? 2
Diese Frage werden wir unter einschr

ankenden Bedingungen an den endlichen Ring R und
den fundamentalen Charakter  untersuchen. Wie werden also in gewissen F

allen erlaubte Tripel
angeben. Genauer werden wir folgendes beweisen
4.2.3
"
fundamental lemma\ :a) Sei R zus

atzlich ein Hauptidealring, in dem auerdem die
Begrie
"
einseitiges\ und
"
zweiseitiges\ Ideal zusammenfallen; es existiere ferner ein Automor-
phismus  von R, so da f

ur den Charakter  die Gleichung (xx
0
) = ((x
0
)x), f

ur alle x; x
0
2 R,
gilt. Dann ist das Tripel (M; n; L), f

ur n > r = rank(M) (e.g. die L

ange eines minimalen Erzeu-
gendensystems) und ein L das ein maximales Element L enth

alt, also L = fL
0
M

; L
0
 Lg,
erlaubt. F

ur n  2r ist das Tripel (M; n; L) sogar f

ur jede isotrope Struktur L erlaubt.
b) Sei allgemeiner R eine volle Matrixalgebra

uber einem Ring R
0
mit einem Charakter, die
die Voraussetzungen von a erf

ullen; der Charakter von R entstehe mit Hilfe der kanonischen
Spurfunktion aus dem von R
0
. Dann ist das Tripel (R
r
; n; L), f

ur n > r und ein L das ein
maximales Element enth

alt, erlaubt. F

ur n  2r ist sogar jedes Tripel (M; n; L) erlaubt. 2
Dieses fundamentale Lemma wird insbesondere die uns interessierenden F

allen umfassen, wobei
R einer der inneren Ringe
e
R
P
=
e

P
=q
e

P
ist (und die Voraussetzungen aus a erf

ullt), und man
b auf die Lokalisierung O
P
=qO
P
, also die Matrixalgebra vom Rang s
P
dar

uber, anwenden kann.
4.4.3 Das kombinatorische Problem

uber Ringen die fast kommutativ
sind
Sei nun R ein endlicher, nicht notwendig kommutativer, lokaler Hauptidealring mit Eins, in dem
die Begrie
"
einseitiges\ und
"
zweiseitiges\ Ideal zusammenfallen. Das einzige maximale links-
Ideal m = R   von R sei also sogar das einzige (zweiseitige) Primideal  = (), alle weiteren
Ideale sind Potenzen von diesem. Ferner ist der Restring k := R= ein endlicher Schiefk

orper, also
kommutativ.
4.3.1 Bemerkung : Sei M ein (endlich erzeugter) rechts-R-Modul vom Rang r, im Sinne der
Dimension des Vektorraumes M

R
k. M ist als abelsche Gruppe (nicht-kanonisch) isomorph
zu M

:= Hom
R
(M;R), insbesondere haben M und M

dieselbe Ordnung. Auerdem ist die
kanonische Einbettung von M in sein Doppelduales
M

:= Hom
R
(Hom
R
(M;R);R); x 7 ! 
x
; 
x
() := (x)
ein Isomorphismus von rechts-R-Moduln. Der Hom-Funktor, M 7 ! Hom
R
(M;R), ist exakt,
liefert also insbesondere eine Bijektion zwischen den Untermoduln vonM

und den Faktormoduln
von M selbst, sowie eine zwischen den Faktormoduln von M

und den Untermoduln von M.
Beweis : F

ur endlich erzeugte Moduln

uber lokalen Ringen gilt das Krull-Schmidt-Theorem ([Re],
Abschnitt 6b, in Verbindung mit Ideen aus den Aufgaben dazu). M besitzt also eine, bis auf die
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Reihenfolge der Summanden und R-Isomorphie eindeutige, direkte Zerlegung M

=
L
i
M
i
in
unzerlegbare Komponenten. Man kann diese jedoch genauer beschreiben. Es ist n

amlich M ein
Faktormodul des freien Moduls R
l
, l der Rang vonM. Es existiert also ein Untermodul N vonR
l
,
und eine diagonale Zerlegung N

=
L
N
i
([Re], (2.44)), mit Idealen N
i
, da R Hauptidealring, also
erblich ist. Die Ideale von R sind aber bekannt, es gilt N
i

=
()
j
0
i
, und damitM

=
l
L
i=1
R=
j
0
i
R

=
l
L
i=1
()
j
i
, mit j
i
= j   j
0
i
und der Ordnung j von , also der kleinsten nat

urlichen Zahl mit
()
j
= (0). Damit ist aber
Hom
R
(M;R)

=
l
M
i=1
Hom
R
(()
j
i
;R)

=
l
M
i=1
R=ann(()
j
i
)

=
l
M
i=1
R=()
j j
i

=
M:
Auch die Aussage

uber das Doppelduale ist somit klar. Auerdem ist der R-Modul R frei,
insgesamt ergibt sich auch die Exaktheit des Hom-Funktors. 2
In dieser Situation ist der Rang r eines Moduls M also wohldeniert, jedes minimale Erzeu-
gendensystem von M hat die L

ange r und zwei solche werden durch Multiplikation mit einer
unimodularen Matrix ineinander

ubergef

uhrt. Falls r < n gen

ugt es also zu zeigen, da f

ur belie-
bige f aus der Degeneriertheit der Hilfsfunktionen f
U
(vergleiche die Denition 4.2.1.e) bez

uglich
eines festen minimalen Erzeugendensystems die Degeneriertheit von f folgt, um zu beweisen, da
ein Tripel erlaubt ist, und umgekehrt folgt aus der Erlaubtheit, da jedes f schon dann degeneriert,
wenn es die f
U
zu diesem Erzeugendensystem tun.
Wir nehmen ab jetzt ferner an, da zu dem fest gew

ahlten fundamentalen additiven Charakter
 : R  ! C

ein Ringautomorphismus  von R mit der Eigenschaft
(xr) = ((r)x); f

ur alle x; r 2 R;
existiert. Die allgemein denierte Paarung (; x) = ((x)), zwischen Homomorphismen  2M

und Elementen x 2 R, hat nun die uns interessierende Verschiebungseigenschaft


(x  r) = 
er
(x); er := (r); f

ur alle  2 M

und x 2M:
Es ist also insbesondere er eine Einheit, falls r eine ist. Wir hatten den Charakter schon linear auf
Tupel ausgedehnt, und die Schreibweise (V;X) := 
V
(X) := (V (X)), f

ur X 2 M
n
, V 2 (M

)
n
benutzt. Wir erhalten somit, f

ur U 2 Gl(n;R),
(V;XU) = (
e
UV;X); f

ur alle V 2 (M

)
n
und X 2M
n
;
und ein geeignetes invertierbares
e
U . Dabei mu V allerdings als (n r)-Matrix aufgefat werden
Wir k

onnen aber auch V als V
(r;n)
betrachten, und (V;XU) = (V
e
U
0
; X) schreiben, wobei
e
U
0
=
e
U
0
als Element der entgegengesetzen Matrixalgebra aufgefat wird.
Wir erinnern an unseres
4.3.2 Kombinatorisches Problem : Unter welchen Voraussetzungen an M, n und L, ist das
Tripel (M; n; L) erlaubt? 2
Als erstes untersuchen wir den einfachsten Fall, n

amlich den in welchem L mit zwei Untermo-
duln L
1
und L
2
von M

auch deren Summe enth

alt. Da dieser nur von geringer Bedeutung f

ur
uns ist, geben wir stichwortartig den Beweis aus [Fr2], V.3, f

ur folgendes wieder.
4.3.3 Satz : Sei M ein rechts-R-Modul, L eine isotrope Struktur auf M, die ein L 2 L enth

alt,
so da jedes Element L
0
2 L Untermodul von L ist, und n > r. Dann ist das Tripel (M; n; L)
erlaubt.
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Beweis : a) Die Eigenschaft einer Funktion f auf N  M
m
zu degenerieren, ist in diesem Fall

aquivalent zur Periodizit

at bez

uglich des orthogonalen Komplements von L, also des rechts-R-
Moduls
L
?
:= fx 2M ; (x) = 0; 8 2 Lg M:
Man kann daher o.B.d.A. L = 0 annehmen, indem man die Bijektion zwischen den Untermoduln
von M und den Faktormoduln von M

benutzt, um M durch L
?
zu ersetzen: Es ist n

amlich
L gerade der zu N := M=L
?
geh

orenden Untermodul von M

, und damit M

=L der zu L
?
geh

orende Faktormodul. Es ist dann also L = ff0gg, und man man kann fernerM durch den freien
ModulR
r
0
, r
0
 r, also o.E. r
0
= r, ersetzen. Dann ist zu zeigen, da, falls alle f
U
(Y ) = f((E; Y )U)
konstant sind, auch f(X) selbst konstant ist.
b) F

ur jedes invertierbare A 2 Gl(r;R) sei also f((A; Y )) = f

(E; Y )

A
0
0
E
(n r)

konstant,
setze F (A) := f((A; 0)). Nun existiert zu jedem U 2 Gl(n;R) ein Y 2 M
n r
, so da (E; Y )U =
(
e
A; ) gilt, mit invertierbarem
e
A
(r)
. Um dies zu sehen, mu man sich auf den K

orper k beschr

anken
k

onnen, was aber m

oglich ist, da

uber dem lokalen RingR ein Element genau dann eine Einheit ist,
wenn es nicht in () liegt. Damit kann man das Argument von Freitag benutzen: Man zerlegt U =

A
C
B
D

in Bl

ocke. Da man die Matrix ((E; Y )U)
1
= A+Y C von links und rechts mit invertierbaren
U
1
= U
(r)
1
und U
2
= U
(r)
2
multiplizieren kann, ohne an der Aussage was zu

andern, gen

ugt es den
Fall U =
0
@
E
(r
0
)
0
0 0
B
C
1
C
2
D
1
A
, r
0
 r, zu behandeln, und nach Y =

0
Y
2

, Y
2
= Y
(r r
0
;n r)
2
zu
suchen. Dann ist zu erreichen, da A+ Y C =

E
Y
2
C
1
0
Y
2
C
2

invertierbar ist, und da U vollen Rang
hat, also auch rank(C
2
) = r   r
0
gilt, C
2
= C
(n r;r r
0
)
2
, mu r   r
0
 n  r sein, und damit ist es
stets m

oglich ein geeignetes Y
2
zu nden.
c) Es gen

ugt also die Funktion F zu untersuchen. Seien A, B 2 Gl(r;R). Falls X = X
(n r;r)
und Y = Y
(r;n r)
existieren, so da B   A = Y X gilt, so betrachte die konstante Funktion
e
f(
e
Y ) := f

(E;
e
Y )

A
X
0
E

. Es ist dann
e
f(
e
Y ) =
e
f(0) = f

(E; 0)

A
X
0
E

= f((A; 0)) = F (A)
anderseits aber auch
e
f(
e
Y ) =
e
f(Y ) = f

(E; Y )

A
X
0
E

= f((B; Y )) = f((B; 0)) = F (B);
also F (A) = F (B).
d) Man kann aber stets solche X und Y nden, falls rank(B   A)  1 gilt, und stets zwei
invertierbare A und B durch eine Kette A
i
2 Gl(r;R), i = 0; : : : ; j, A
0
= A und A
j
= B, mit
rank(A
i+1
 A
i
)  1, i = 0; : : : ; j   1, verbinden. 2
Sei M weiterhin ein beliebiger rechts-R-Modul. Wir f

uhren folgende ausgezeichnete isotrope
Struktur auf M ein.
4.3.4 Denition : Wir bilden die isotrope Struktur der echten links-Untermoduln vonM

,
L
e
:= fL M

; L 6=M

g;
und nennen diese die exzeptionelle isotrope Struktur von M. 2
Wir k

onnen nun unver

andert das Resultat (V.5) von Freitag

ubernehmen.
4.3.5 Lemma : Falls R = k schon ein K

orper ist, und n  2r gilt, so ist das Tripel (M; n; L
e
)
erlaubt. 2
Als n

achstes

uberzeugen wir uns, das im Beweis der Verallgemeinerung (V.6) nur Eigenschaften
benutzt werden, die unser Ring besitzt.
4.3.6 Lemma : Falls n  2r gilt, so ist das Tripel (M; n; L
e
) stets erlaubt.
Beweis : a) F

ur diese isotrope Struktur ist die Isotropie von V dazu

aquivalent, da V nicht
primitiv ist. Das Lemma von Nakayama zeigt (auch im nicht-kommutativen Fall), da diese Be-
dingung nur modulo dem maximalen Ideal () zu betrachten ist. Man zerlegt dann ein gegebenes
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f : P
n
 ! C, von dessen System von Hilfsfunktionen f
U
, f
U
(Y ) = f((E; Y )U), bekannt ist, da
diese s

amtlich degenerieren, in Eigenfunktionen bez

uglich des maximalen Ideals, f =
P
f
i
, und
benutzt die Exaktheit des Hom-Funktors, um jeweils einen geeigneten Charakter 
i
:M
n
 ! C

zu nden, so da 
i
(P ) := 
i
( P )f
i
(P ) die Periodizit

atseigenschaft

i
(P +X) = 
i
(P ); P 2 P
n
; X 2 M
n
 ;
besitzt. Wir untersuchen eins der 
i
und lassen den Index
"
i\ weg.
b) Man will das Bild  von  modulo dem maximalen Ideal betrachten, und schreibt dazu den
Charakter als (X) = (A;X), A 2 (M

)
n
. Die Bedingung an die f
U
ergibt dann

U
(Y ) := ((E; Y )U) = ( A; (E; Y )U) 
X
V nicht primitiv
C
U
(V )(V; Y ):
Es ist aber ( A; (E; Y )U) = (( (A
e
U
0
)
1
; (A
e
U
0
)
2
); (E; Y )) = C  ( (A
e
U
0
)
2
; Y ), mit einem
(eindeutig bestimmten)
e
U 2 Gl(n;R), also
((E; Y )U) = C 
X
C
0
U
(W )(W;Y ):
Die Summe l

auft

uber alle W , f

ur die V =W + (A
e
U
0
)
2
nicht primitiv ist.
c) Die Periodizit

at von  erlaubt es dann, das maximale Ideal herauszudividieren, und die
restringierte Abbildung  : (k)
(r;n)
 ! C zu erhalten.

Uber dem K

orper k erh

alt man orthogonale
Komplemente als duale Vektorr

aume. In den Zerlegungen der Funktionen 
U
: (k)
(r;n r)
 ! C,
die von den degenerierenden Funktionen f
U
stammen,

U
(Y ) = ((E; Y )U) =
X
D
U
(V )(V; Y );
sind also nur KoeÆzienten zu solchen V verschieden Null, die ein Urbild W 2 (M

)
n r
besitzen,
so da W + (A
e
U
0
)
2
nicht primitiv ist, und die Einschr

ankung W j
M
n r

= 0 trivial ist. Auf der
anderen Seite bedeutet die zu beweisende Degeneriertheit von  selbst (und damit auch von f),
da (X) =
P
D(V )(V;X) gilt, und da in der Summe wieder nur V auftreten, die ein Urbild
W 2M
n
besitzen, mit nicht-primitivem W +A und trivialer Einschr

ankung W j
M
n

= 0.
d) Nun besagt das Krull-Schmidt-Theorem in Verbindung mit obiger Strukturtheorie (4.3.1)
M

=
j
L
i=1
R=
m
i
R. Falls m
i
= 1 f

ur alle i gilt, so existiert kein nicht-triviales Ideal, () = (0), und
man kann A = 0, also (X) = (A;X) = 1 trivial, w

ahlen. Damit erh

alt man aber den K

orperfall
(mit der exzeptionellen isotropen Struktur), f

ur diesen wurde bereits bewiesen, da  degeneriert,
es treten nur D(V ) 6= 0 zu isotropen, also nicht-primitiven, V =W =W +A auf.
e) Falls m
i
> 1, f

ur alle i, gilt, so folgt, f

ur beliebiges m und W 2 (M

)
m
, aus W j
M
m

=
0 auch W 2   (M

)
m
. Um dies zu sehen, gen

ugt es den Fall m = 1, M = R=
m
i
R, zu
behandeln. Wir hatten schon M

=
M

(als abelsche Gruppe) gesehen. Beschreibt man also
einen Homomorphismus  = 
a
2 M

, a 2 M, als x 7 ! a
0
x, so bedeutet j
M
= 0, da
a
0
x  0 mod ()
m
i
, f

ur alle x  0 mod (), also auch a  0 mod ()
m
i
 1
, und da m
i
  1 > 0, ist
dann  2 () M

.
f) Dies bedeutet aber, da f

ur so ein W , W +B genau dann primitiv ist, wenn es B selbst ist.
Die Anwendung auf den Fall m = n   r liefert dann aber 
U
= 0, also ((E; Y )U) = 0 f

ur alle
Y , falls (A
e
U
0
)
2
primitiv ist, denn dann m

ussen alle KoeÆzienten D
U
(V ) verschwinden. Genauso
bedeutet die Degeneriertheit von f , da  = 0 dann die Nullfunktion ist, wenn A primitiv ist.
Da wir sonst eine leere Bedingung erhalten, k

onnen wir also annehmen, da A primitiv ist, sogar
A = (E; 0), und m

ussen das Verschwinden von (P ), P 2 P
n
, aus dem von geeigneten 
U
(Y ),
Y 2M
n r
, herleiten. Wenn man eine Darstellung
P = (E; Y )U = (E; Y )

U
1
U
3
U
2
U
4

;
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mit primitiven U und U
3
nden kann, so hat U
3
den Rang r, nach Denition der isotropen Struk-
tur, also hat auch
e
U
0
3
=
e
U
0
3
den Rang r (man beachte, da im K

orperfall ein Antiautomorphismus
auch Isomorphismus ist, k ist gleich seiner entgegengesetzten Algebra), da U 7 !
e
U die Matrix-
ausdehnung einen Automorphismus von R ist, und ist damit primitiv. Es ist aber auch A
e
U
0
=
A
e
U
0
= (E; 0)

e
U
0
1
e
U
0
2
e
U
0
3
e
U
0
4

= (
e
U
0
1
;
e
U
0
3
), also ist dann (A
e
U
0
)
2
primitiv, und damit (P ) = 
U
(Y ) = 0.
g) Man kann aber stets sogar eine Darstellung P = (E; 0; Y )U = (E
(r)
; 0
(r;n 2r)
; Y
(r)
)U , mit
primitiven U , U
3
und invertierbarem Y = Y
(r)
nden. Es existiert n

amlich ein V =

V
1
V
3
V
2
V
4

=

V
1
V
3;1
V
3;2
V
2
V
4;1
V
4;2

2 Gl(n; k), mit P = (0; 0; E
(r)
)V , da P primitiv ist. Nun ist auch
(E; 0; Y )
0
@
 Y 0 0
0 E 0
E 0 Y
 1
1
A
= ( Y + Y; 0; Y Y
 1
) = (0; 0; E
(r)
);
also P = (E; 0; Y )
0
@
 Y 0 0
0 E 0
E 0 Y
 1
1
A

V
1
V
3
V
2
V
4

= (E; 0; Y )

 Y V
1
V
3;1
V
1
+Y
 1
V
3;2
 Y V
2
V
4;1
V
2
+Y
 1
V
4;2

=: (E; 0; Y )U ,
und man ndet ein geeignetes Y , so da die so denierte Matrix U primitiv, und auch V
1
+Y
 1
V
3;2
invertierbar ist, und daher vollen Rang hat. Damit ist auch der Fall m
i
> 1, f

ur alle i, bewiesen.
h) Im gemischten Fall trennt man die Komponenten vonM =M
1
M
2
so, da inM
1
genau
diem
i
= 1 auftreten. P = (P
(1)
; P
(2)
) ist genau dann primitiv, wenn es seine Komponenten sind, in
A = (A
(1)
; A
(2)
) kann man A
(1)
= 0 annehmen. Falls A
(2)
nicht primitiv ist, so auch W
(2)
+A
(2)
,
also auch W + A, dann ist die zu beweisende Bedingung leer, im Sinne, da die zugeh

origen
KoeÆzienten in der Darstellung von f zu isotropen Elementen geh

oren, und damit auftreten
d

urfen. Sei also A
(2)
primitiv. Dann ist aber W
(2)
+A
(2)
stets primitiv, und die Primitivit

at von
W + A wird durch die von W
(1)
+ A
(1)
bestimmt, W
(2)
kann frei gew

ahlt werden. Die Funktion

(1)
(P
(1)
) := (P
(1)
; P
(2)
) degeneriert aber f

ur jedes feste P
(2)
. Man kann n

amlich, nach g,
P
(2)
= (E
(2)
; Y
(2)
)U
(2)
mit invertierbarem U
(2)
und primitivem (U
(2)
)
3
darstellen. Dann ist U :=
(U
(1)
; U
(2)
) f

ur jedes primitive U
(1)
primitiv, also degeneriert 
(1)
U
,

(1)
U
(Y
(1)
) := 
U
((E
(1)
; Y
(1)
)U
(1)
; (E
(2)
; Y
(2)
)U
(2)
):
Aus dem K

orperfall folgt die Degeneriertheit von (jedem) 
(1)
, und damit von , da jedes W
(2)
als Komponente eines KoeÆzienten W = (W
(1)
;W
(2)
) erscheinen darf. 2
Durch Reduktion auf die exzeptionelle isotrope Struktur, erhalten wir nun das wichtige Resul-
tat. Die Einschr

ankung an n ergibt sich dabei aus der f

ur obige Beweise notwendige. Der Wider-
spruchsbeweis von Freitag kann

ubernommen werden. Wir fassen uns deshalb kurz, und weisen
nur auf die Stellen hin, wo die Exaktheit des Hom-Funktors und die Verschiebungseigenschaft
(V;XU) = (V
e
U
0
; X) verwendet werden.
4.3.7 Satz : Sei n  2r. Dann ist jedes Tripel (M; n; L) erlaubt.
Beweis : a) Wir nehmen an, da jede m

ogliche Darstellung von f als Linearkombination von Cha-
rakteren f(X) =
P
C(V )(V;X) auch (nicht-triviale) KoeÆzienten zu nicht-isotropen V enth

alt,
w

ahrend jedes f
U
degeneriert. Wir denieren
r
0
= maxfrank(hV i) ; V nicht isotrop und C(V ) 6= 0g
f

ur solch ein Darstellung von f und
A := fV M

; V nicht isotrop; C(V ) 6= 0 und rank(hV i) = r
0
g:
Wir w

ahlen die Darstellung so, da r
0
minimal und, unter dieser Nebenbedingung, auch jAj mini-
mal werden, und xieren ein V
0
2 A.
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b) Die Exaktheit des Hom-Funktors liefert einen Faktormodul N vonM, mit N

= hV
0
i. Mit
der Menge
B := fV 2 A ; hV i  N

= hV
0
ig
aller nicht-isotroper Untermoduln von N

vom selben Rang wie N

selbst, deren KoeÆzienten
C(V ) 6= 0 nicht verschwinden, bildet man die Teilsumme g(X) =
P
V 2B
C(V )(V;X) von f , und
betrachtet sie als Funktion auf N
n
.
c) Die Verschiebungseigenschaft des Charakters liefert nun
f((E; Y )U) =
X
V=(V
1
;W )
e
U
0
 1
C(V )((V
1
;W )
e
U
0
 1
; (E; Y )U) =
X
V=(V
1
;W )
e
U
0
 1
C(V )(V
1
; E)(W;Y );
also C
U
(W ) =
P
V
1
2M
r
C((V
1
;W )
e
U
0
 1
)(V
1
; E), f

ur ein geeignetes
e
U 2 Gl(n;R). Genauso liefert
die Teilsumme g die Gleichung
C
0
U
(W ) =
X
V
1
2M
r
; V=(V
1
;W )
e
U
0
 1
2B
C(V )(V
1
; E);
f

ur die KoeÆzienten von g
U
(Y ) = g((E; Y )U) =
P
C
0
U
(W;Y ). Es gilt also
C
0
U
(W ) = C
U
(W ) 
X
V=(V
1
;W )
e
U
0
 1
62B
C(V )(V
1
; E):
d) Damit folgt, da stets hW i 6= N

ist, falls C
0
U
(W ) nicht verschwindet: FallsW isotrop ist, so
ist dies ja sowieso erf

ullt (unabh

angig von C
0
U
(W )), und falls W nicht isotrop ist, so verschwindet
C
U
(W ) = 0. In diesem Fall existiert ein V
1
2 M
n r
mit V = (V
1
;W )
e
U
0
 1
=2 B. Aus der Annahme
hW i = N

, erh

alt man dann

uber ein Rangargument V 2 B, was nicht sein kann. Betrachtet man
nun wieder g als Funktion von X 2 M
n
, so ist man in der Lage obiges Lemma anzuwenden, g
degeneriert bez

uglich der exzeptionellen isotropen Struktur L
e
, und man ersetzt diese Teilsumme
von f durch eine, in der nur Charaktere zu isotropen (bez

uglich der exzeptionellen Struktur) V
auftreten, also
f(X) =
X
rank(hV i)<r
0
C
0
(V )(V;X) +
X
V 62B
C(V )(V;X):
e) Nun k

onnen nicht alle C(V ) f

ur nicht-isotrope V 62 B verschwinden, sonst h

atte man eine
Darstellung von f , die der Minimalit

at von r
0
widersprechen w

urde. Dann existiert ein nicht-
isotropes V 62 B vom Rang r
0
, so da C(V ) 6= 0, und es kann auch kein nicht-isotropes V von
echt gr

oerem Rang mit dieser Eigenschaft existieren. Auf der anderen Seite geh

ort N

selbst zu
A, aber auch zu B, und da rank(N

) = r
0
gilt, kann es in keiner der zwei Teilsummen dieser
Summendarstellung von f auftreten, im Widerspruch zur Minimalit

at von jAj. Das beweist aber
den Satz. 2
Damit hat man auch das Problem der Erzeugung von M(q) gel

ost, sofern D an allen Stellen
P mit (q; P ) 6= 1 ein Schiefk

orper bleibt,
b
D
P
=
e
D
P
=M
1
(
e
D
P
) (, was zwar sehr unwahscheinlich,
aber dennoch m

oglich ist).
4.4.4 Der Fall von Matrixalgebren, die Anwendung des fundamentalen
Lemmas auf die Komponenten von O=qO und die Erzeugung des
singul

aren Raumes
Nun m

ussen wir noch den uns interessierenden Fall, n

amlich den eines Ringes R
0
= M
s
(R) und
des ModulsM
0
= (R
0
)
r
behandeln, wobei R die Voraussetzungen des letzten Paragraphen erf

ullt.
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Wir haben den Begri der isotropen Struktur auf rechts-R
0
-ModulnM
0
, sowie die der Primitivit

at
und Degeneriertheit, und auch den der Erlaubheit (eines Tripels) erkl

art. Auf R
0
w

ahlen wir als
fundamentalen Charakter

0
(x
0
) := (Tr
R
0
=R
(x
0
)) =
s
Y
i=1
(x
ii
);
mit dem fundamentalen Charakter  von R, und damit die Paarung 
0
(
0
; x
0
) := 
0

0
(x
0
) :=

0
(
0
(x
0
)), f

ur Homomorphismen 
0
2 Hom
R
0
(M
0
;R
0
) eines rechts-R
0
-Moduls M
0
, und x
0
2 M
0
.
Wir beweisen
4.4.1 Satz : Sei M
0
= (R
0
)
r
. Falls n  2r gilt, so ist jedes Tripel (M
0
; n; L) erlaubt. Falls n > r
und L ein maximales Element L enth

alt, also L = fL
0
 (M
0
)

; L
0
 Lg, so ist das Tripel
(M
0
; n; L) erlaubt.
Beweis : a) Wir fassenM
0
= (R
0
)
r
als R
(rs;s)
auf, also (M
0
)
n
=M
0
  M
0
alsM
ns
, mit dem
(freien) rechts-R-Modul M = R
rs
. Es gilt somit M
0
=M
s
. Ein Tupel X = (x
1
  x
n
) 2 (M
0
)
n
ist genau dann R
0
-primitiv, wenn X , aufgefat als X
(rs;ns)
2 R
(rs;ns)
, R-primitiv ist, denn die
allgemeinen linearen Gruppen Gl(n;R
0
) = Gl(n;M
s
(R)) und Gl(ns;R) fallen zusammen.
b) Die Elemente der Homomorphismengruppen fassen wir als Zeilenvektoren auf,
M

= Hom
R
(M;R)

=
R
(1;rs)
und (M
0
)

= Hom
R
0
(M
0
;R
0
)

=
(R
0
)
(1;r)

=
R
(s;rs)

=
(M

)
s
:
Sei L
0
eine isotrope Struktur auf M
0
, und L
0
2 L
0
. Die Zeilen aller V
0
2 L
0
erzeugen einen links-
R-Untermodul L von M

. Man erh

alt also ein System L = fL = L(L
0
)  M

; L
0
2 L
0
g von
solchen Untermoduln.
c) Sei jetzt ein L = L(L
0
) xiert, und
e
L  L ein links-R-Untermodul von L. L
0
wird von
(h

ochstens) r Elementen X
i
2 (R
0
)
(1;r)
erzeugt, L also von rs Zeilenvektoren x
j
i
2 R
(1;rs)
. Aus
Ranggr

unden wird dann auch
e
L von (h

ochstens) rs Zeilenvektoren y
j
i
, i = 1; : : : ; r, j = 1; : : : ; s,
minimal erzeugt, diese sind Linearkombinationen der x
j
i
. W

ahle nun, f

ur jedes i = 1; : : : ; r, Ma-
trizen
Y
ik
2M
s
(R) = R
0
; k = 1; : : : ; r; so da
r
X
k=1
Y
ik
X
j
= (y
j
i
)
(j)
=
0
B
@
y
1
i
.
.
.
y
s
i
1
C
A
=: Y
i
gilt:
Es ist dann aber Y
i
2 L
0
, f

ur alle i, also ist
e
L
0
:= R
0
 Y
1
+   +R
0
 Y
r
 L
0
ein Untermodul von L
0
, also
e
L
0
2 L
0
. Oensichtlich ist aber
e
L =
e
L(
e
L
0
), also gilt
e
L 2 L, nach
Denition von L. Damit ist L eine isotrope Struktur auf M.
d) Nun sei f : P(M
0
; n)  ! C gegeben, alle f
U
: (M
0
)
n r
 ! C seien degeneriert. Betrachte f
als Funktion auf P(M; ns), und jedes f
U
als Funktion aufM
(n r)s
. Da ns  2rs (, bzw. ns > rs
und L ein maximales Element enth

alt), ist jedes Tripel (M; ns; L) (, bzw. das spezielle Tripel
(M; ns; L),) erlaubt, und f degeneriert. Die isotropen V
i
2 (M

)
ns
, die in der Summendarstellung
von f auftreten, fat man wieder als V
0
i
2 ((M
0
)

)
n
auf, diese sind ebenfalls isotrop. 2
Dies benutzen wir insbesondere im Falle R =
e
R
P
, R
0
= M
s
P
(
e
R
P
)

=
O
P
=qO
P
. In Verbin-
dung mit dem angegebenen Lokalisierungsargument (4.1.7 und 4.1.8), erhalten wir die gew

unschte
Aussage

uber das urspr

ungliche R = O=qO, n

amlich
4.4.2 Folgerung : Falls n  2r gilt, so l

at sich jedes KoeÆzientensystem (W ), das das Rela-
tionensystem erf

ullt, mit Hilfe von isotropen Matrizen V
i
erzeugen. 2
Das
"
fundamental lemma\ hat also unser kombinatorisches Problem positiv beantwortet. Al-
lerdings gen

ugt es nicht n > r zu fordern. Der Beweis funktioniert nur im Falle n  2r in voller
Allgemeinheit. In diesem Fall ist M(q) endlich erzeugt. Genauer gilt M(q) = (q) = (q; r; n),
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n  2r. Die benutzten Thetareihen geh

oren zu den Gittern L
i
= hQ
i
i, die durch die primitiven
Darstellungen T
i
= S
i
[Q
i
] eines Repr

asentantensystems der unimodularen Klassen potentieller
Kernformen entstehen.
Der untersuchte Spezialfall isotroper Strukturen, die ein maximales Element enthalten, gilt
allgemein f

ur n > r. Es kann nun vorkommen, da eine Matrix S so beschaen ist, da die daraus
resultierende isotrope Struktur diese Eigenschaft hat. Der Unterraum vom singul

aren Raum, des-
sen Elemente nur Kernformen T besitzen, f

ur die man die Darstellung T = S[Q] so w

ahlen kann,
da dies gilt, wird also f

ur alle n > r + 1 durch Thetareihen endlich erzeugt, was nat

urlich nicht
besonders aussagekr

aftig ist. Ob man das fundamentale Lemma allgemein f

ur diese R

ange n und
Gewichte r beweisen kann, ist unklar. Herr Freitag teilte mir mit, da er gewisse Schritte in diese
Richtung tat, den Beweis jedoch nie vervollst

andigte.
Kapitel 5
Die Thetarelationen und das
Hauptresultat
Es wird das Hauptresultat

uber singul

are Modulformen zu Hauptkongruenzgruppen formuliert,
und die sogenannten Thetarelationen hergeleitet.
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5.1 Nicht-triviale algebraische Relationen zwischen Theta-
reihen
In diesem Abschnitt werden die, durch die Wirkung der S-Einheitengruppe entstehenden, nicht-
trivialen algebraischen Relationen zwischen den Elementen aus (q), die sogenannten Thetarela-
tionen, untersucht.
5.1.1 Eine Zerlegung von (q) und die Wirkung von Einheiten auf The-
tareihen
Wir wollen aus dem gewonnenen Erzeugendensystem f

ur singul

are Modulformen eine Basis kon-
struieren. Dazu m

ussen wir die algebraischen Relationen zwischen den Elementen dieses Systems
untersuchen. Wir betrachten eine potentielle Kernform T und eine primitive Darstellung T = S[Q],
also mit einem Q, da an allen Stellen aus S := fP  O
K
; (q; P ) 6= 1g unimodular erg

anzbar
ist. Wir benennen den Raum aller Thetareihen zu dem Gitter L = hQi und allen (bez

uglich S)
isotropen Matrizen V mit (T; q). Dies ist ein Unterraum von (q). Es gilt
1.1.1 Bemerkung : (T; q) h

angt nicht von der Wahl der Darstellung ab.
Beweis : Wir wissen, da sich zwei Darstellungen T = S[Q] =
e
S[
e
Q] nur um ein invertierbares
A 2 Gl(n;D) mit L = A 
e
L und
e
S = S[A] unterscheiden. Ist V isotrop bez

uglich S, L und q, so
ist
e
V = A
0
V isotrop bez

uglich
e
S,
e
L und q. Es gilt auch
#
L;P
(S;
V
q
;Z) =
X
G=G
(r;n)
hGiL
P (S
1=2
G)e
i
q
fqS[G]Z+2V
0
Gg
=
=
X
G=G
(r;n)
hGiL
P (U
e
S
1=2
(A
 1
G))e
i
q
fq(S[A])[A
 1
G]Z+2(A
0
V )
0
(A
 1
G)g
= #
e
L;
e
P
(
e
S;
e
V
q
;Z);
mit der unit

aren Matrix U = S
1=2
A(S[A])
 1=2
und der harmonischen Form
e
P (X) = P (UX). 2
Wir haben also zu jeder unimodularen Klasse von potentiellen Kernformen einen Raum
(T
i
; q)  (q):
Das fundamentale Lemma liefert
1.1.2 Theorem : Falls n  2r gilt, so ist
k
P
i=1
(T
i
; q) = (q) =M(q). 2
Wir haben bestimmte Funktionen  : M
n
 ! C, M = L=qL degeneriert genannt. Speziell
haben wir ein endliches System von isotropen Matrizen V
i
erhalten, so da der Raum aller solchen
Funktionen durch die 
i
= 
V
i
= 
v
i
erzeugt wird, wobei der Wert 
i
(x) = (v
i
; x)

uber die
Paarung gegeben ist, und v
i
das Bild von V
i
in M

ist. (Diese speziellen Abbildungen waren
urspr

unglich nur auf der Menge P
n
 M
n
der primitiven Tupel deniert, man kann sie aber
nat

urlich zu Funktionen auf ganz M
n
fortsetzten.) Wir betrachten also
1.1.3 Denition : A = A(S;L) := f : M
n
 ! C ;  =
P
c
i

i
g ist der Raum aller endlicher
Summen der ausgezeichneten Abbildungen 
i
= 
v
i
. Ferner setzen wir
B = B(S;L) := fj
P
n
;  2 Ag;
die Einschr

ankung der  auf primitive Tupel. 2
Uns interessieren nat

urlich nur die Elemente aus B und deren Erzeugung. Wir wissen, da die
Gruppe der S-Einheiten,
E = E(S;L) = fU 2 Sl(r;D) ; S[U ] = S; U  L = Lg;
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auf (T; q) wirkt: Mit V ist auch U
0
V isotrop,G = G
(r;n)
und UG durchlaufen dasselbe Gitter, und
aus P wird wieder eine harmonische Form, wobei die Wirkung in obiger Bemerkung beschrieben
wurde. Die entsprechende Wirkung in A k

onnen wir

uber die Paarung beschreiben, n

amlich

U
0
V
i
(x) = (x; u
0
v
i
) = (eux; v
i
) = 
v
i
(eux):
Durch lineare Ausdehnung erh

alt man also zu jedem  2 A ein e = 
u
, e(x) = (ux).
Auerdem kann man jedem  2 A ein KoeÆzientensystem
(G) := (g)e
i
; hGi  L; g = G 2M
n
und e
i
2 Z
0
ein Basiselement;
zuordnen. Daraus bildet man ein System von Fourier-KoeÆzienten
a(S[G]) := 
0

G
0
1
G
0
2
U
0
3
U
4

(G);
U =

G
1
U
3
G
2
U
4

eine Erg

anzung von G = (G
1
; G
2
), und erh

alt so ein Element aus (T; q), n

amlich
P
hGiL
a(S[G])e
ifS[G]Zg
. Man hat also eine, nach dem Theorem bzw. dem fundamentalen Lemma
surjektive, Abbildung A  ! (T; q) (, wenn man i = 1; : : : ; l die Basis von Z
0
durchlaufen l

at).
Man kann jedoch auch allgemeiner, mit einer beliebigen harmonischen Form P 2 H = H(
0
)
(H(
0
) der Vektorraum der harmonischen Formen bez

uglich 
0
), das Element
#
;P
(Z) :=
X
hGiL
(g)P (S
1=2
G)e
ifS[G]Zg
2 (T; q)
bilden. Jede solche Thetareihe ist eine endliche Linearkombination von den urspr

unglich denier-
ten #
L;P
(S; V ;Z). Sie mu sich nat

urlich wieder als solche schreiben lassen. Die so gewonnene
Abbildung
A
H  ! (T; q)
ist (auch) surjektiv, die Wirkung von E ist mit dieser vertr

aglich.
5.1.2 Ein System von Thetarelationen
Nun treten erstmal triviale Relationen (Invarianzen) von Thetareihen, durch die Wirkung von E
auf ein Paar  
 P , auf. Wenn man den unter den S-Einheiten invarianten Teilraum (A 
 H)
E
betrachtet, und obige Abbildung auf diesen einschr

ankt, so ist auch die Einschr

ankung surjektiv.
Die echten Thetarelationen ergeben sich jetzt dadurch, da nur die Einschr

ankung jedes Paares
auf B
H, also auf primitive n-Tupel inM
n
bzw. primitive Matrizen G = G
(r;n)
, wichtig ist. Die
nat

urliche Einschr

ankung
(A
H)
E
 ! (B 
H)
E
ist jedoch zwar surjektiv, aber nicht injektiv. Man mu also einen Unterraum
C = C(S;L)  (A(S;L) 
H(
0
))
E(S;L)
w

ahlen, mit C

=
(B(S;L)
H(
0
))
E(S;L)
:
1.2.1 Bemerkung : Nach Konstruktion ist C  ! (T; q) injektiv. Die Einschr

ankung des Ziel-
bereiches auf das Bild 
0
(T; q) ist also ein Isomorphismus. Diese Einschr

ankung beschreibt also
(wenigstens prinzipiell) alle nicht-trivialen Thetarelationen, allerdings nicht mehr in (T; q) selbst,
sondern in der Summe (q) =
P
(T; q). 2
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5.2 Das Resultat: Erzeugung der singul

aren Modulformen
gegebenen Gewichtes zu Hauptkongruenzgruppen
Es wird das bewiesene Theorem formuliert, also eine (endliche) Basis von Thetareihen f

ur M(q)
angegeben.
5.2.1 Der Hauptsatz

uber singul

are Modulformen zu Hauptkongruenz-
gruppen
Wir fassen die gewonnenen Resultate zusammen.
2.1.1 Voraussetzungen : Seien A = M
n
(D) eine einfache, involutive, endliche, positiv denite
Q-Algebra, D ein Schiefk

orper vom Schurindex s = s(D) =
p
(D : K)

uber seinem Zentrum K,
K=Q ein algebraischer Zahlk

orper vom K

orpergrad [K : Q] = m, O eine maximale Ordnung in
D, die unter der Involution invariant ist, O = O. Seien ferner q, r und n nat

urliche Zahlen, so
da 0 < 2r  n (und auch r + 1 < n, der Grenzfall r = 1 und n = 2 wird ausgeschlossen,),
und T
1
; : : : ; T
k
ein Vertretersystem der unimodularen Klassen potentieller Kernformen der Stufe
q (vergleiche Kapitel 4, Bemerkung 2.2.3 und Folgerung 2.2.4), mit den entsprechenden Darstel-
lungen T
i
= S
i
[Q
i
] und den Gittern L
i
= hQ
i
i. Insbesondere umfassen die unimodularen Klassen
der T
i
die Kernformen aller Elemente ausM(q) (vergleiche Kapitel 3, Denition 2.2.9 und Kapitel
4, Bemerkung 2.2.2). Sei schlielich  das Paar  = (
0
; rs), bestehend aus der fest gew

ahlten ir-
reduziblen und reduzierten Darstellung 
0
: Gl(A
C
)  ! GL(Z), mit einem endlich-dimensionalen
C-Vektorraum Z , und dem Gewicht rs, sowie v ein Multiplikatorsystem vom selben Gewicht.
Dann gilt
2.1.2 Theorem :
M(q) = (q) =
k
X
i=1
(T
i
; q) =
k
M
i=1

0
(T
i
; q);
also insbesondere
dimM(q) = dim(q) =
k
X
i=1
dim
0
(T
i
; q) =
k
X
i=1
dim C(S
i
;L
i
): 2
Wie im zweiten Kapitel, S

atze 3.3.7 und 3.3.8, sowie Bemerkung 4.1.2, gezeigt, besteht (q)
aus Modulformen. Es gilt sogar
2.1.3 Theorem :
[ 
n
[q]; ; v] = [ 
n
[q]; rs; v] =
X
v
#;S
i
;L
i
=v
(T
i
; q) =
M
v
#;S
i
;L
i
=v

0
(T
i
; q);
also insbesondere
dim[ 
n
[q]; ; v] = dim[ 
n
[q]; rs; v] =
X
v
#;S
i
;L
i
=v
dim
0
(T
i
; q) =
X
v
#;S
i
;L
i
=v
dim C(S
i
;L
i
): 2
Das zeigt auch, da das Multiplikatorsystem einer nicht-verschwindenten Modulform automa-
tisch auf einer geeigneten Hauptkongruenzgruppe mit einem Thetamultiplikatorsystem

uberein-
stimmt.
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