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IRREDUCIBILITY OF RANDOM POLYNOMIALS OF BOUNDED DEGREE
HUY TUAN PHAM AND MAX WENQIANG XU
Abstract. It is known that random monic integral polynomials of bounded degree d and integral
coefficients distributed uniformly and independently in [−H,H ] are irreducible over Z with probability
tending to 1 as H → ∞. In this paper, we prove that the same conclusion holds under much more
general distributions of the coefficients, allowing them to be dependently and nonuniformly distributed.
1. Introduction
A lot of research has been done in studying the irreducibility and other arithmetic properties of
random integral polynomials. In general, there are two different models often considered, namely, the
bounded degree model, e.g., see [14], [11], [8], [1], [9], [3], [7]; and the bounded height model, e.g.,
see [5], [2], [15], [10], [6]. An excellent survey of this active research area can be found in [4]. In the
bounded height model, the polynomial f(x) = xd + ad−1x
d−1 + · · · + a0 has growing degree d → ∞
while the coefficients ai’s are chosen independently and uniformly at random from a set of fixed size.
In the bounded degree model, the polynomial has fixed degree d while the integral coefficients ai’s are
chosen independently and uniformly at random from [−H,H] with H → ∞. Most of the previous
results in the bounded degree model applied only to this specific distribution of the coefficients. In
this paper we focus on studying irreducibility over Z of random polynomials in a wide class of bounded
degree models.
1.1. Background. van der Waerden [14] proved that the probability of irreducibility over Z of a
random polynomial where all integral coefficients are distributed independently and uniformly at
random in [−H,H] tends to 1. Chela [11] found the tight bound (1 + o(1))Cd/H (where Cd is a
constant only depending on degree d) for the probability that such a polynomial is reducible.
It would be interesting to know if this phenomenon of irreducibility over Z of random polynomials is
more general, as the previous proofs depend heavily on the fact that the integral coefficients are drawn
uniformly and independently at random from the interval [−H,H]. However, it does not seem to be
the case that irreducibility over Z depends heavily on the exact distributions of the coefficients. In fact,
it is intuitive that for a generic distribution of random integral polynomials, the random polynomial
is irreducible with high probability. Some numerical evidence that supports this can be found in [4].
Indeed, in this paper, we show that under much more general distributions of the coefficients, the
polynomial is reducible with small probability.
The methods used in [14] and [11] heavily used the multiplicative property of the Mahler measure,
which leads to the multiplicative property of the height of polynomials, where the height of an integral
polynomial is the largest absolute value of the coefficients. When the integral coefficients are uniformly
and independently distributed in an interval, this multiplicative property of the height allows us to
efficiently constrain the possible factors of the polynomial (if there exists one), from which we can
count the number of polynomials that admit a nontrivial factorization over Z. However, when the
integral coefficients are not uniformly distributed in an interval, for example, when they are distributed
on a sparse subset of a big interval, then the height is much larger than the size of the support of the
coefficients, and the above argument does not give good bounds. In this paper, we will introduce new
methods to cover such cases.
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In [9], Rivin introduced a method to show that random polynomials are irreducible over Z with high
probability by exploiting the cases where the constant coefficient have few divisors. This method can
be used to quickly obtain van der Waerden’s result. If the constant integral coefficient is distributed
uniformly in [−H,H], then it is not hard to show it has very few divisors on average. This can be used
to prove an upper bound O(logH/H) on the probability that the polynomial is reducible. A version
of this method was utilized by Bary-Soboker and Kozma [1] and Chern [7] to prove irreducibility of
random integral polynomials generalizing the uniform distribution over [−H,H] to other distributions
of random polynomials which satisfy certain conditions. In particular, both papers consider the case
where the coefficients are chosen independently and uniformly from a set S of integers such that there
is some small prime p (not much larger than |S|) for which the elements of S are distinct modulo p.
They then combine the factorization of the constant coefficient over Z together with the factorization
of the polynomial over Z/pZ to deduce the bounds on the probability of reducibility.
It is crucial in [1] and [7] that the coefficients are distributed independently and further satisfied
strong congruence relations modulo a small prime. Thus, these results do not apply to the case of
coefficients distributed over sets that are not well-behaved modulo p, such as the set of polynomial
values of an integral polynomial, or more importantly, to the case of dependent coefficients.
Our main contribution in this paper is to address the above restrictions of the previous methods.
Besides allowing for nontrivial dependency between the coefficients, we also relax the congruence
condition of the set of coefficients by working directly in a field of characteristic 0 instead of mapping
to a finite field. Our technique is also based on the surprising observations of [9]. However, we adapt
the argument to work directly over a field of characteristic 0 and crucially make explicit some objects
in the argument.
1.2. Main Result. We consider random polynomials with random coefficients taking values in a set
of integers with size growing to infinity, and the degree d of the polynomial is fixed. We show that
the probability that the random polynomial is irreducible over Z tends to 1 as the size of the supports
of distributions of the coefficients tend to infinity under mild assumptions on the uniformity of the
distributions and the dependence between different coefficients. Moreover, we allow the support to
be arbitrary subsets of integers with size tending to infinity instead of the interval [−H,H]. These
generalize previous results in the literature. In fact, we do not need the degree d of the polynomial
to be fixed, but our bounds are meaningful only when d is quite small compared to the size of the
support of the coefficient distributions.
Our method considers separately the distribution of the constant coefficient and the distributions of
the higher-degree coefficients. For the constant coefficient, we require its expected number of divisors
to be small. For higher-degree coefficients, we allow ai’s to be a polynomial change of variable from
a product distribution that is not too far from the uniform distribution, satisfying a certain non-
degeneracy condition. This relaxes both the uniformity and the independence of the coefficients.
We next give a prototypical example of the type of model that we can analyze for which previous
results cannot be directly applied. Let a0 be distributed according to a distribution for which the av-
erage number of divisors of a0 is small (for example, the uniform distribution on the set of polynomial
values of an integral polynomial P (n) with |n| ≤ H, or an arbitrary distribution supported on numbers
with few divisors). Let ai = Fi(a0, . . . , ai−1; ti) where Fi is a deterministic polynomial with bounded
degree and the degree of ti is positive. Here, ti is distributed according to a distribution that is close
to the uniform distribution on a set of size at least H, and ti’s are independent. We refer to this as
the forward dependency structure. It generalizes models in which the coefficients have a Markovian
structure, i.e., ai depends polynomially on ai−1 and a new source of randomness ti. In Theorem 1.3,
we show that under such models of the coefficients ai’s, the polynomial f(x) with coefficients ai’s is
irreducible with probability tending to 1 as H →∞.
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Before we state the theorem, we introduce several useful definitions.
Definition 1.1. We call a positive integer n is s-simple if τ(n) ≤ s.
In particular, any integer with bounded number of prime factors (counted with repeat, that is,
Ω(n)), is s-simple for s being a constant. Even for s = 2, infinitely many integers (primes) are s-
simple. All sufficiently large integers n are nε-simple and n is s-simple if Ω(n) ≤ log s.
We also quantify the notion of being close to the uniform distribution.
Definition 1.2. Let D be a distribution supported on a finite subset of C of size k. We say that D
is (C, t)-uniform if for any subset T of C of size at most t, D(T ) ≤ C|T |
k
.
Thus, the uniform distribution over k points is (1, k)-uniform. In general, it is easy to see that any
distribution on k points whose largest probability of a point is p is (pk, k)-uniform.
We can next state a simplified version of the main result.
Theorem 1.3. Let f(x) = xd+ad−1x
d−1+ · · ·+a1x+a0 in Z[x], where for each integer 0 ≤ i ≤ d−2,
ai+1 = gi(ai, . . . , a0; ti+1).
Here, each gi is a deterministic polynomial of degree upper bounded by L, and ti’s are distributed inde-
pendently according to a (C, (2L)d)-uniform distribution over a set Hi with size at least H. Moreover,
the degree of ti+1 in gi is strictly positive. Then the following conclusions hold.
(1) If a0 is distributed uniformly on values of an integral polynomial {P (n) : −H ≤ n ≤ H}, then
there exists a constant C(P ) only depending on P (x) such that
P(f(x) is irreducible over Z) ≥ 1−
deg(P )
2H + 1
−
2d2C(2L)d(logH)C(P )
H
.
(2) If a0 is supported on s-simple integers, then
P(f(x) is irreducible over Z) ≥ 1−
2d2C(2L)ds
H
.
As we mentioned before, for the constant coefficient, our method only requires it to have a small
number of divisors on average. This is true for uniform distribution over polynomial values of any
given integral polynomial or any distribution over s-simple integers.
In (1) of Theorem 1.3, if we choose P (x) = x, then we recover the classical model. However, by
relaxing congruence conditions, we can also address distributions over polynomial values of any given
integral polynomial. This relaxation also allows us to consider a0 having an arbitrary distribution over
s-simple integers in (2) of Theorem 1.3.
Theorem 1.3 also covers the case where the distributions of ti’s are not uniform. For example, the
binomial distribution B(n, p) where np ∈ Z is ((1 + opn(1))
√
n/(2pip(1 − p)), n)-uniform. Using this,
in both of the above models of the constant coefficient (over the polynomial values of an integral
polynomial or s-simple integers), we can show that the probability that the polynomial with binomial
coefficients is reducible over Z tends to 0. The next corollary gives several prototypical cases of the
models covered by Theorem 1.3 that are not covered by previous techniques.
Corollary 1.4. Let f(x) = xd + ad−1x
d−1 + · · ·+ a1x+ a0 ∈ Z[x], where a0, . . . , ad−1 are distributed
randomly according to one of the following distributions.
(1) For i ≥ 1, ai is uniformly distributed in an arbitrary set of size at least H, a0 is uniformly
distributed over the set of polynomial values P (n) for n ∈ [−H,H], and a0, a1, . . . , ad−1 are
independent.
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(2) a0 is uniformly distributed over the set of polynomial values P (n) for n ∈ [−H,H], and for
i ∈ [1, d− 1], ai = ai−1+ ti where t1, . . . , td−1 are independently and uniformly chosen from an
arbitrary set of size H.
Then there exists a constant C(P ) only depending on P (x) such that
P(f(x) is irreducible over Z) ≥ 1−
deg(P )
2H + 1
−
2d22d(logH)C(P )
H
.
We remark that in fact the most general result we can prove is slightly stronger than Theorem 1.3.
As evident from the proof later given, we actually show that the probability that there exists a
factorization f = gh, where g, h are polynomials with complex coefficients whose constant coefficients
are integral, is small. Since a polynomial is reducible over Z only if such a decomposition exists, this
gives an upper bound on the probability that the polynomial is reducible over Z. The most general
version of our result is Theorem 2.3. Notably, the non-degeneracy condition in Theorem 2.3 essentially
captures cases when the probability of having a factorization into complex polynomials with integral
constant coefficients is small. However, this also suggests that significant new insights would be needed
in order to deal with models where the non-degeneracy condition fails to hold, since considering the
factorization of the constant coefficient alone would not suffice to provide a nontrivial bound on the
probability of being reducible. See Remark 3.4 for more details.
1.3. Strategy. The proof of Theorem 2.3 consists of two parts. Firstly, we transfer the question about
studying irreducibility of the random polynomial f to studying the number of zeros of the polynomials
Pd,k,a0,b0 defined in Definition 2.1. This idea was first used by Rivin in [9]. Here we provide an explicit
construction of P in Lemma 2.2, instead of using an elimination process in [9], which is crucial to
our verification of the non-degeneracy condition that a certain transformation of P remains nonzero.
More discussions about this non-degeneracy condition can be found in Remark 3.4. We complete the
proof by using a version of Schwartz-Zippel Lemma, Lemma 2.4, to bound the number of zeros over
C of multivariate polynomials.
Theorem 1.3 is a straightforward application of Theorem 2.3. In the proof of Theorem 1.3, we need
to check the non-degeneracy condition of a transformation of Pd,k,a0,b0 , which is studied in Theorem 3.3
via tools from complex analysis.
1.4. Organization of the Paper. We organize the paper as following. We prove Theorem 2.3
in Section 2. Then, in Section 3, we prove Theorem 1.3 which gives an explicit and interesting
application of the main theorem. To prove Theorem 1.3, we first verify the non-degeneracy condition
in Theorem 3.3 in Section 3.
1.5. Notation. We adopt the usual asymptotic notation of X ≪ Y or X = O(Y ) to denote the
assertion that there exists a constant C > 0 such that |X| ≤ CY. We denote by a subscript k, for
example, X ≪k Y
Ok(1), if the constants depend on the parameter k.
Throughout this paper, N is the set of positive integers. We define [n] := {1, 2, . . . , n}. The divisor
function τ(n) counts the number of divisors of an integer n. For a random variable a = (a1, a2, . . . , ad),
we write a ∼ D to denote that a has distribution D. We also denote by PD,ED the probability or
expectation with respect to the distribution D. When it is clear form the context, we often omit D
from the notations. We use I to denote the characteristic function.
Acknowledgement. Max Wenqiang Xu got introduced to this topic by his Part III essay advisor
Professor Pe´ter Varju´ when he was a student at Trinity College, University of Cambridge. The su-
pervision is gratefully acknowledged. We would like to thank him for many helpful conversations and
suggestions on this topic. We would like to thank Professor Melanie Matchett Wood for helpful discus-
sions and careful readings on earlier drafts. We would like to thank Professor Kannan Soundararajan
for valuable comments on earlier drafts.
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2. A general criterion for irreducibility of random polynomials
In this section, we prove Theorem 2.3, which is a general sufficient criterion for irreducibility over
Z of random polynomials. Before stating the theorem, we need some preparations.
Let f(x) = xd + ad−1x
d−1 + · · · + a1x + a0 in C[X]. We will introduce some explicit polynomials
which can decode some information about the factorization of f(x).
Definition 2.1. For any positive integers d, k, and integers a0, b0, define
Pd,k,a0,b0(a1, . . . , ad−1) :=
∏
1≤i1<i2<···<ik≤d
(b0 − αi1αi2 · · ·αik),
where α1, α2, . . . , αd are the (complex) roots of f(x) = x
d + ad−1x
d−1 + · · ·+ a1x+ a0 in C[X].
We remark that the polynomial Pd,k,a0,b0 defined above depends only on d, k, a0, b0, since the product
in the definition of Pd,k,a0,b0 is a symmetric polynomial in the roots. Furthermore, the degree of Pd,k,a0,b0
is at most
(
d
k
)
< 2d.
The following lemma relates the polynomial P defined above to the reducibility over Z of the
polynomial f .
Lemma 2.2. Fix complex numbers a0, b0 6= 0. The polynomial f(x) in C[x] with degree d can be
factorized as a product of polynomials g(x) and h(x) in C[x] such that deg(g) = k and the constant
coefficient of g is b0 if and only if Pd,k,a0,b0(a1, . . . , ad−1) = 0. Here k is a positive integer smaller than
d.
Proof. Let α1, α2, · · · , αd be the roots of polynomial f(x). Then f(x) = g(x)h(x) with fixed a0, b0 is
equivalent to there is a product of k roots of f which is equal to b0, i.e.,∏
1≤i1<i2<···<ik≤d
(b0 − αi1αi2 · · ·αik) = 0.
By definition, Pd,k,a0,b0(a1, . . . , ad−1) = 0.

Now we can state our main theorem which gives sufficient conditions for a random polynomial to
be irreducible over Z with high probability.
Theorem 2.3. Let L be a positive integer. Let f(x) = xd + ad−1x
d−1 + · · ·+ a0 in Z[x] with positive
degree d > 1. Let Dt be a product distribution on T0 × · · · × Td−1 ⊂ Z
d such that the distribution on
each Ti is (C, 2
dL)-uniform, where C is a positive real number and |Ti| = ki ≥ 0. Suppose that the
following two conditions hold:
(1) There is a deterministic polynomial function F : Rd → Rd−1 of degree at most L such that the
distribution Da is the push-forward of Dt under the map (t0, t1, . . . , td−1) 7→ (a0, a1, · · · , ad−1) :=
(t0, F (t0, . . . , td−1)).
(2) For all fixed positive integers k < d, and a0 6= 0 and b0|a0, all the polynomials
Pd,k,a0,b0(F (a0, t1, . . . , td−1))
are not identically zero, where Pd,k,a0,b0 is defined explicitly as in Definition 2.1.
Then the probability that f(x) = xd + ad−1x
d−1 + · · ·+ a0 is irreducible over Z is at least
1− PD0(a0 = 0)− 2Cd2
dLτ(D0)
d−1∑
i=1
1
ki
,
where D0 is the distribution of a0, and τ(D0) := ED0 [τ(a0)I(a0 6= 0)].
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Comparing to Theorem 1.3, Theorem 2.3 applies more generally to distributions of coefficients which
are a polynomial change of variables from a product and close-to-uniform distribution that satisfies a
further mild non-degeneracy condition.
To prove Theorem 2.3, we use Lemma 2.4, which is a version of the Schwartz-Zippel Lemma which
bounds the number of zeros of a multivariate polynomial on a grid over C. The proof is a straightfor-
ward generalization of the original proof of the Schwartz-Zippel Lemma, see [12] and [16].
For a polynomial P (x1, x2, . . . , xn), we let dn be the degree of xn in P . We can then write P as
P (x1, x2, . . . , xn) = x
dn
n Pn(x1, . . . , xn−1) +Qn(x1, . . . , xn),
where the degree of xn in Qn is at most dn − 1. Having defined dn and Pn, for 2 ≤ i ≤ n, we then
recursively define di−1 to be the degree of xi−1 in Pi, and define Pi−1 so that
Pi(x1, . . . , xi−1) = x
di−1
i−1 Pi−1(x1, . . . , xi−2) +Qi−1(x1, . . . , xi−1),
where the degree of xi−1 in Qi−1 is at most di−1 − 1.
Lemma 2.4. Let P (x1, x2, . . . , xn) be a polynomial of degree d which is not identically 0 and define di
as above for i ∈ [n]. Let T1, T2, . . . , Tn be n subsets of C such that |Ti| = ki. Let Di be a distribution
on Ti which is (C, di)-uniform. Let D =
∏n
i=1Di. Then
P(x1,...,xn)∼D(P (x1, . . . , xn) = 0) ≤
n∑
i=1
Cdi
ki
.
Proof. We prove this by induction on n. The result is clearly true when n = 1, as a nonzero univariate
polynomial of degree d has at most d roots.
Assuming the result is true for all n ≤ h, and consider n = h+ 1. Write
P (x1, . . . , xh+1) = Ph+1(x1, . . . , xh)x
dh+1
h+1 +
∑
i<dh+1
Qh+1,i(x1, . . . , xh)x
i
h+1,
where Ph+1 and Qh+1,i are polynomials in x1, . . . , xh, and Ph+1 is not identically 0. If (x1, . . . , xh) is
so that Ph+1(x1, . . . , xh) 6= 0, then there are at most dh+1 values of xh+1 so that P (x1, . . . , xh+1) = 0.
Thus, conditioned on Ph+1(x1, . . . , xh) 6= 0, the probability that P (x1, . . . , xh+1) = 0 is at most
Cdh+1
kh+1
.
Hence,
P(x1,...,xh+1)∼D(P (x1, . . . , xh+1) = 0) ≤ P(x1,...,xh+1)∼D(Ph+1(x1, . . . , xh) = 0) +
Cdh+1
kh+1
.
By the inductive hypothesis,
P(x1,...,xh+1)∼D(Ph+1(x1, . . . , xh) = 0) ≤
h∑
i=1
Cdi
ki
,
which gives
P(x1,...,xh+1)∼D(P (x1, . . . , xh+1) = 0) ≤
h+1∑
i=1
Cdi
ki
.
Thus the conclusion is true for n = h+ 1 as well, and we complete the proof. 
Observe that
∑n
i=1 di ≤ deg(P ). Hence, in the special case where ki = k for all i ∈ [n], we obtain
P(x1,...,xn)∼D(P (x1, . . . , xn) = 0) ≤
Cdeg(P )
k
.
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Also, if the degree of P is small, we can bound di ≤ deg(P ) and obtain the more convenient bound
P(x1,...,xn)∼D(P (x1, . . . , xn) = 0) ≤
n∑
i=1
Cdeg(P )
ki
.
Next we give the proof of Theorem 2.3.
Proof of Theorem 2.3. If a0 = 0 then f(x) is reducible over Z.
Consider a0 6= 0. Suppose f(x) is reducible, then there exists a positive integer 1 ≤ k ≤ d− 1 such
f(x) = g(x)h(x),
where
g(x) =
k∑
j=0
bjx
j and h(x) =
d−k∑
j=0
cjx
j in Z[X].
This gives a factorization a0 = b0c0, and there are at most τ(a0) choices of b0 and c0. We fix a
choice of b0. By Lemma 2.2, since f(x) admits a factorization into g(x)h(x) with g having degree
k and constant coefficient b0, we must have Pd,k,a0,b0(a1, . . . , ad−1) = 0 for some polynomial Pd,k,a0,b0
depending on d, k, a0, b0 of degree at most 2
d (Note that we even allow the coefficients of g except
the constant coefficient to be any complex number). This gives a polynomial Q(t1, . . . , td−1) = 0 via
assumption (1), where Q has degree at most deg(P )deg(F ) ≤ 2ddeg(F ) and Q is not identically zero
by assumption (2). By Lemma 2.4, the probability that f admits such a factorization is at most∑d−1
i=1
C2ddeg(F )
ki
. Finally, by taking the union bound over b0 and k, we get for nonzero a0,
P(f is reducible | a0) ≤ 2τ(a0)
d−1∑
i=1
Cd2ddeg(F )
ki
≤ 2τ(a0)
d−1∑
i=1
Cd2dL
ki
.
Hence, we conclude that
P(f is irreducible) ≥ 1− PD0(a0 = 0)− 2ED0
[
τ(a0)I(a0 6= 0)
d−1∑
i=1
Cd2dL
ki
]
= 1− PD0(a0 = 0)− 2Cd2
dLτ(Da)
d−1∑
i=1
1
ki
.

3. Models of random polynomials
3.1. Models of the constant coefficient. In this subsection, we discuss various models of the
distribution D0 of the constant coefficient a0 such that τ(D0) = ED0 [τ(a0)I(a0 6= 0)] is not large.
Model 1: Uniform distribution on integral polynomial values. We use the following result
due to van der Corput [13].
Lemma 3.1 (van der Corput). Suppose that P (x) is a polynomial with integral coefficients, then∑
−H≤n≤H:P (n)6=0
τ(P (n)) ≤ H(logH)C(P ).
Here C(P ) is a constant which only depends on the polynomial P (x).
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In other words, if D0 is the uniform distribution on the polynomial values {P (n) : −H ≤ n ≤ H},
then there exists a constant C(P ) depending on P such that
τ(D0) = ED0 [τ(a0)I(a0 6= 0)] ≤ (logH)
C(P ).
Notice that when P (x) = x, this is the same as the classical model where the coefficient a0 is chosen
uniformly at random from [−H,H].
Model 2: Arbitrary distributions supported on integers with few divisors. By our definition
of s-simple integers, we immediately obtain the following result.
Lemma 3.2. For any distribution D0 supported on s-simple integers,
τ(D0) = ED0 [τ(a0)I(a0 6= 0)] ≤ s.
3.2. Models of random polynomials. In this section, we apply our Theorem 2.3 to various models
of random polynomials and give several concrete applications of our main theorem. In particular, we
will prove Theorem 1.3.
In order to apply Theorem 2.3 to specific models, the main condition to verify is that
Pd,k,a0,b0(F (a0, t1, . . . , td−1))
is not identically zero. We show that this is the case when the dependent coefficients have the forward
dependency structure described in the introduction. In particular, this is true when F has the form
(a1, . . . , ad−2) = F1(t0, t1, . . . , td−2),
ad−1 = F2(t0, t1, . . . , td−1).
Here, F1 is a polynomial mapping R
d−1 to Rd−2, and F2 is a polynomial mapping R
d to R such that
F2(t0, t1, . . . , td−1) =
deg(td−1)∑
i=0
Pi(t0, t1, . . . , td−2)t
i
d−1,
and not all Pi(t0, t1, . . . , td−2) for i ≥ 1 are polynomials only in t0.
Theorem 3.3 (Checking non-degeneracy). Assume that a0, a1, · · · , ad−1, t0, t1, · · · , td−1 are variables
taking values in R such that a0 = t0. Let F1 and F2 be two fixed polynomials from R
d−1 to Rd−2 and
R
d to R respectively, such that (a1, a2, . . . , ad−2) = F1(t0, t1, . . . , td−2) and ad−1 = F2(t0, t1, . . . , td−1),
where
F2(t0, t1, . . . , td−1) =
deg(td−1)∑
i=0
Pi(t0, t1, . . . , td−2)t
i
d−1,
and not all Pi(t0, t1, . . . , td−2) for i ≥ 1 are polynomials only in t0.
Then the polynomial Pd,k,a0,b0((F1(a0, t1, . . . , td−2), F2(a0, t1, . . . , td−1))) in the variables t1, . . . , td−1
defined as in Definition 2.1 is not identically zero for all integers 1 ≤ k < d, and nonzero a0 and b0.
Proof. By the definition of Pd,k,a0,b0 , it suffices to show that there exists a fixed choice of t1 = s1, t2 =
s2, . . . , td−2 = sd−2, such that for some td−1 the polynomial f(x) = x
d + ad−1x
d−1 + · · · a1x+ a0 does
not have k roots whose product is b0.
Since F2(t0, t1, . . . , td−1) =
∑deg(td−1)
i=0 Pi(t0, t1, . . . , td−2)t
i
d−1 and not all Pi(t0, t1, . . . , td−2) for i ≥ 1
is a polynomial in t0, there exists a choice of t1 = s1, . . . , td−2 = sd−2 such that F2(a0, s1, . . . , sd−2, td−1)
is not identically zero as a polynomial in td−1. Fix such choice of t1, . . . , td−2. Since we fixed
a0, t1, . . . , td−2, the coefficients a0, a1, . . . , ad−2 are fixed constants. Since F2(a0, s1, . . . , sd−2, td−1) is
not identically zero, it is a univariate polynomial in td−1, hence ad−1 tends to infinity as td−1 tends to
infinity.
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We prove that for fixed a0, a1, . . . , ad−2 and k, b0, for all |ad−1| sufficiently large, the polynomial
f(x) = xd + ad−1x
d−1 + · · · a1x+ a0 does not have k roots whose product is b0. In fact, we prove that
for all ε > 0, if |ad−1| is large enough, f has one root α1 such that |α1| ≥ |ad−1|/2, and for all the
remaining roots, |α2|, . . . , |αd| are smaller than ε. By the argument principle, the number of roots of
the polynomial f in a circle C in the complex plane is given by
1
2pii
∫
C
f ′(z)
f(z)
dz =
1
2pii
∫
C
dxd−1 + (d− 1)ad−1x
d−2 + · · · + a1
xd + ad−1xd−1 + · · ·+ a1x+ a0
dz
=
1
2pii
∫
C
(d− 1)xd−2 + 1
ad−1
(dxd−1 + (d− 2)ad−2x
d−3 + · · ·+ a1)
xd−1 + 1
ad−1
(xd + ad−2xd−2 + · · ·+ a0)
dz.
Let δ > 0 be arbitrary. Letting C = {z : |z| = ε}, if |ad−1| is large enough (in ε and δ), we have for
all x ∈ C, ∣∣∣∣∣
(d− 1)xd−2 + 1
ad−1
(dxd−1 + (d− 2)ad−2x
d−3 + · · ·+ a1)
xd−1 + 1
ad−1
(xd + ad−2xd−2 + · · ·+ a0)
−
d− 1
x
∣∣∣∣∣ < δ.
Thus, ∣∣∣∣ 12pii
∫
C
f ′(z)
f(z)
dz −
1
2pii
∫
C
d− 1
z
dz
∣∣∣∣ < δ.
Notice that
1
2pii
∫
C
d− 1
z
dz = d− 1,
and 12pii
∫
C
f ′(z)
f(z) dz is an integer, we have
1
2pii
∫
C
f ′(z)
f(z)
dz = d− 1.
Hence f has d− 1 roots |α2|, . . . , |αd| < ε.
Finally α1 = −ad−1 −
∑d
i=2 αi implies |α1| ≥ |ad−1|/2.
Now, consider any k roots of f . If the k roots do not contain α1, then the product has norm
smaller than εk which is smaller than b0 if ε is chosen small enough. If the k roots contain α1, then its
complement has norm smaller than εd−k, hence, the product of the k roots has norm at least |a0|/ε
d−k,
which is larger than b0 if ε is chosen small enough.
Thus, there exists a choice of t1, . . . , td−1 so that f does not have k roots whose product is b0. 
Remark 3.4. We remark that while the nondegeneracy condition of
Pd,k,a0,b0((F1(a0, t1, . . . , td−2), F2(a0, t1, . . . , td−1)))
being not identically 0 is likely generically true, it is important to verify this condition carefully. Indeed,
there are some interesting families of random polynomials where it turns out that this condition fails
to hold. In such cases, the technique of this paper breaks down and cannot give nontrivial bounds
on the probability that the random polynomial is reducible over Z. Hence, in such cases, considering
only the factorization of the constant coefficient over Z is not sufficient to show that the polynomial
is irreducible over Z with high probability. We next highlight one such case.
Let f(x) = xd + ad−1x
d−1 + · · · a1x + a0 where each integer ai ∈ [−H,H]. Let α1, α2, · · · , αd be
the (complex) roots of f . A famous conjecture of van der Waerden from 1936 states that the Galois
group Gf of polynomial f is equal to symmetric group Sd with probability 1−O(1/H).
Consider the following polynomial
f6(x) =
∏
1≤i1<i2<···<i6≤d
(x− αi1αi2 · · ·αi6).
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This is polynomial of degree
(
d
6
)
in x with constant coefficient a
(d−15 )
0 . We denote each of its roots βi.
For d ≥ 12, it turns out that Galois Group of f is transitive (i.e., equals to Sd or Ad) if and only if
f6(x) is irreducible over Z.
Thus, to resolve van der Waerden’s conjecture, it would be interesting to first show that f6 is irre-
ducible with probability 1−O(1/H). This was discovered by Rivin in [9], and motivated us to consider
the irreducibility of random polynomials with more general coefficient distributions. Unfortunately, if
one wants to directly use the method in this paper, then it would fail since
P
(d6),6d,a
(d−15 )
0
,a6
0
((F1(a0, t1, . . . , td−2), F2(a0, t1, . . . , td−1)))
is identically 0. This is because there always exists a subset of tuples of 6 roots of f of size d whose
product is a60. Thus the probability that there exists a factorization of f = gh as complex polynomials
where the constant coefficients of g and h are integers is 1. This is a particular example where
considering only the factorization of the constant coefficient is not sufficient to get nontrivial bounds
on the probability of reducibility.
We next prove Theorem 1.3.
Proof of Theorem 1.3. Observe that there is a deterministic polynomial F satisfying the condition in
Theorem 3.3 such that (a0, a1, . . . , ad−1) = F (a0, t1, . . . , td−1), where the degree of F is at most L
d.
The theorem then follows directly from Theorem 2.3 and Lemmas 3.1 and 3.2. 
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