We show that a high-frequency field may resonantly decrease the activation energy of escape from a potential well. For systems in spatially periodic potentials, the effect is different for the transitions in opposite directions, which gives rise to resonantly directed diffusion (DD). DD arises in both asymmetric and symmetric periodic potentials. It depends exponentially strongly on the field magnitude, and its direction can be controlled by varying the field spectrum.
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[ S0031-9007(97) Much attention has been given recently to the occurrence of unidirectional motion of systems which fluctuate in a periodic potential. This motion is superimposed on diffusion and arises if the system is away from thermal equilibrium. It is substantially due to fluctuations and can be viewed as a directed diffusion (DD). The effect was initially considered for potentials asymmetric within the period (ratchets) [1, 2] . It then became clear that DD may arise also in symmetric potentials [3] . The interest in DD is stimulated by its relevance to a broad class of processes, from atomic diffusion in crystals, solid surfaces, and optical lattices to phase diffusion in Josephson junctions and the motion of proteins along biopolymers. For the most part, the analysis of DD has been limited to systems driven by nonequilibrium noise or by thermal noise and an adiabatically slow driving field where the diffusion rate is determined by the instantaneous value of the field [1] [2] [3] . The adiabatic picture does not apply if the field period t F is less than the characteristic relaxation time of the system t rel . One might expect that DD will be "averaged out" with the decreasing t F . We show that, on the contrary, the rate of DD may display resonant peaks as a function of the field frequency.
For small fluctuation intensity, the rate of directed diffusion j in a periodic potential U͑q͒ with period l is determined by the difference between the probabilities W 1 , W 2 of the transitions from a potential minimum to the right and to the left,
The analysis of resonant DD requires general nonadiabatic theory of escape rates W 6 . It should differ qualitatively from the theories where the effect of a high-frequency field is described in terms of fieldenhanced diffusion over energy [4] . Such diffusion gives rise to the correction to the distribution over energy which is quadratic in the field amplitude, whereas the rates W 1 and W 2 would still coincide with each other. In the present paper we provide a nonadiabatic theory of directed diffusion for the nontrivial and important case of moderately strong driving fields. We show that, even for the amplitude of forced vibrations about the minima of the potential U͑q͒ being small compared to the period l, the probabilities of transitions between potential wells depend on the field magnitude exponentially strongly. We also show that both the direction and speed of DD depend on spectral characteristics of the driving field.
Interwell transitions require large fluctuations and happen occasionally, for small fluctuation intensity. The probability densities for the system to move in a transition along different paths are very different, and with overwhelming probability it moves along the most probable escape path (MPEP); see [5] [6] [7] .
Qualitatively, the effect of a moderately strong driving field on the escape rates can be thought of in terms of the work the field does while the system is moving along the MPEP. This work changes the activation energy of escape S a . Clearly, the change dS 6 a may be resonantly large, for the appropriate field frequencies. Since the MPEPs for the escape to the right and to the left are different so may also be the changes dS 6 a . This happens if a periodically driven system lacks the spatiotemporal symmetry q ! 2q, t ! t 1 t F ͞2 considered earlier in the context of quasienergy states of driven quantum systems [8] ; for DD induced by an additive driving force the criterion was earlier found in [3] . We note that the quantities dS 6 a are time independent in the nonadiabatic theory, in contrast to periodic modulation of the activation energies that occurs in the adiabatic theory [1, 3] .
The analysis of MPEPs in classical systems driven by Gaussian noise has much in common with the instanton theory [9] . Both types of trajectories provide the minima to certain functionals which can be associated with mechanical action S͓q͑t͔͒. The minimum of the action S gives the logarithm of the escape probability W. In the problem of activated escape of thermal nonequilibrium systems, the form of the functional S͓q͔ depends on the system dynamics and the properties of the noise [5, 6] .
To illustrate the occurrence of DD and the possibility of controlling it we will consider the simplest but nontrivial case of a Brownian particle with a unit mass, which is moving in a periodic potential U͑q͒ and is additionally driven by a time-dependent force F͑t͒:
By generalizing the results known for stationary systems [5] [6] [7] one can show that, for small noise intensities, i.e., for low temperatures T , the escape probabilities W 6 are described by the activation law W 6~e xp͑2S 6 a ͞kT ͒. The activation energies S 6 a are given by the solution of the following variational problem:
q͑t͒ ! q 6 u ͑t͒ for t !`. Here, q st ͑t͒ is the stable state of forced vibrations about a given minimum of U͑q͒ in the absence of noise, and q 1 u ͑t͒, q 2 u ͑t͒ are the unstable periodic states of the vibrations about the local maxima of U͑q͒ to the right and to the left from this minimum, respectively.
The variational problem (3) defines the most probable paths q 6 ͑t͒ for escape over the nearest right or left potential maximum. These paths start in the vicinity of the stable periodic state for t ! 2`and approach the appropriate unstable periodic state as t !`.
In the absence of periodic force, i.e., for F͑t͒ 0, fluctuations of the Brownian particle satisfy detailed balance conditions. In this case the MPEPs are time-reversed paths from the corresponding maxima to the minimum of the potential in the absence of noise [10] . They satisfy the equation
with appropriate boundary conditions. One can see from Eq. (3) that, for the solution (4), the activation energies S 1 a S 2 a are given by the difference DU of the periodic potential U͑q͒ in its maximum and minimum, DU U͑q 6 u ͒ 2 U͑q st ͒. The characteristic duration of motion along the paths Q 6 ͑t͒ is of the order of the characteristic relaxation time of the system t rel max͕G 21 , G͞U 00 ͑q st ͖͒. The effect of the periodic field on the escape rates depends substantially on the interrelation between t rel and the field period t F . For t F ¿ t rel the transitions can be considered as occurring for a given instantaneous value of the field F͑t͒ in a biased potential U͑q͒ 2 F͑t͒q, and the activation energies S 6 a periodically depend on time.
In the opposite case of nonadiabatic driving, t F , t rel , once the system has approached the vicinity of an unstable periodic state q 6 u ͑t͒ as a result of a large fluctuation, it will stay there for a time that exceeds t F and perform small fluctuations with an amplitude~͑kT ͒ 1͞2 . Eventually it will either come back to the stable state from which the large fluctuation started or make a transition to another stable state, with a probability ϳ1͞2. Therefore the transition probability is not synchronized with the field and does not depend on time, to logarithmic accuracy. In contrast to the transition probabilities, the MPEPs are synchronized with the field. It is clear from the variational problem (3) that, for a periodic field F͑t͒, there is a set of the MPEPs q 6 ͑t 2 nt F ͒ which repeat each other with the period t F . This set is discrete, in contrast to the set of the MPEPs in the absence of driving Q 6 ͑t 2 t c ͒ (4) which is continuous (t c can be arbitrary). For a moderately strong driving field, the leading-order correction to S a is linear in F. It can be found from Eq. (3) by integrating along the unperturbed trajectory Q 6 ͑t 2 t c ͒ (4) the term in P 2 which is linear in F͑t͒.
It is clear from the above arguments that, since for a driven system there is generically only one MPEP per period of F͑t͒, the value of t c should be such that the trajectory Q 6 ͑t 2 t c ͒ was close to it. Therefore generically there is only one t c ͓mod t F ͔ that gives the "right" escape trajectory Q 6 ͑t 2 t c ͒. It was shown in [11] that the corresponding t c is the one that provides the minimum to the field-dependent correction dS 6 ͑t c ͒ to the activation energy evaluated along the path Q 6 ͑t 2 t c ͒. To first order in F we have 
The quantities x 6 ͑t͒ describe changes of the logarithms of the field-dependent escape rates W 6 ͑F͒, which are linear in the driving field F, and can be called logarithmic susceptibilities [11] . Logarithmic susceptibilities are expressed in terms of the characteristics of the system in the absence of driving, as are also "conventional" susceptibilities. It is seen from Eq. (5) that the linear correction to the escape rate corresponds to the maximal work done by the force F͑t͒ on the escaping particle.
For a monochromatic field F͑t͒ F 1 cos Vt the corrections dS 6 a take the form dS 6 a 2jx 6 ͑V͒jF 1 ,x 6 ͑V͒ Z dt e iVt x 6 ͑t͒ .
In the static limit V ! 0 the spectral densitiesx 6 ͑V͒ approach jq 6 u 2 q st j (cf. Fig. 1 ), and Eqs. (5) and (7) give the minimal adiabatic activation energies over the period. In general, the shape of jx 6 ͑V͒j depends on interrelation between the friction coefficient G and the characteristic frequencies of intrawell vibrations of the Brownian particle in the absence of noise. For small damping, the function 
jx
6 ͑V͒j displays sharp peaks, and in fact it may have multiple-peak structure as shown in Fig. 1 . This structure can be understood if one writes the velocity on the MPEP in the form
where v͑E͒ is the eigenfrequency of the vibrations with an energy E in the absence of dissipation, I͑E͒ is the action for these vibrations, and P n ͑E͒ is the amplitude of the nth overtone of the momentum P. We dropped the terms~G in the equation for the phase and fast-oscillating terms in the equation for the energy. Resonant contributions tox 6 ͑V͒ come from vibrations with energies E n ͑V͒ for which nv͑E n ͒ V. In the range of V where the contribution from an overtone with a given n is much larger than from other overtones, we may approximatex 6 ͑V͒ by the functionx n ͑V͒ calculated from Eqs. (7) taking into account in (8) the term with one n only. Evaluating the integral over time in (7) by the steepest descent method, we obtain
The amplitude jP n ͑E͒j is usually largest for the fundamental mode n 1, and the peak of jx 1 ͑V͒j should be dominating in the spectrum. In a general case where, for E close to its minimal value E m U͑q st ͒ the frequency v͑E͒ decreases and jv 0 ͑E͒j increases with the increasing energy E, this peak is sharp and strongly asymmetric,
(here, the derivatives over E are evaluated for E E m ). For G 0.1, such a toothlike peak is seen in Fig. 1 . Its shape near the maximum is well described by Eq. (10) . Similar peaks arise also from the overtones with n . 1, but their widths are larger and the heights are much smaller; cf. the spectrum for V . v͑E m ͒ in Fig. 1 . It follows from (9) that jx n ͑V͒j may also display peaks near the frequencies nv͑E͒ for which jv 0 ͑E͒j 21͞2 has a narrow maximum (see inset in Fig. 1) ; the occurrence of the peaks in conventional susceptibility due to vanishing of v 0 ͑E͒ was considered in [12] . In the range where the contributions from several overtones are substantial it is necessary to allow for their interference. The phase shifts between resonating overtones with nv͑E n ͒ V are different for jx 1 ͑V͒j and jx 2 ͑V͒j in the case of an asymmetric potential U͑q͒. The phases of the MPEPs for the escape to the right and to the left differ by p, and in particular the cross-terms from the overtones n 1 and n 2 in jx 1 ͑V͒j, jx 2 ͑V͒j have opposite signs. For the potential in Fig. 1 we have v͑E m ͒ ഠ 2v e . This gives rise to strong interference of the peak ofx 1 ͑V͒ near v͑E m ͒ and the peak ofx 2 ͑V͒ near 2v e . As a result, the peak of jx 1 ͑V͒j near v͑E m ͒ is enhanced, and there occurs a dip in jx 2 ͑V͒j near 2v e . Detailed results on the spectroscopy of the exponential modulation of escape rates will be given elsewhere. The structure of the spectrum is smeared with the increasing dissipation.
It is seen from Fig. 1 and from Eqs. (5) and (7) that the field-induced modulation of the transition rates W 6 in an asymmetric potential is most effective if the system is underdamped and the field is resonantly tuned. Since the direction of the diffusion (1) depends on which of the rates is larger, it is possible to change it just by varying the field frequency.
In the case of a symmetric potential U͑q͒ the MPEPs Q 6 ͑t͒ are mirror symmetrical, ᠨ Q 1 ͑t͒ 2 ᠨ Q 2 ͑t͒, and DD does not arise for a monochromatic field. This is a consequence of the spatiotemporal symmetry of the driven system. If F͑t 1 t F ͞2͒ 2F͑t͒, which is true for a monochromatic field, it follows from Eq. (6) In general, for a periodic nonmonochromatic field with Fourier components F n we have from (6) and (7) dS 6 ͑t c ͒ X nx 6 ͑nV͒F 2n exp͑inVt c ͒ .
For a symmetric potential we have are determined by the absolute minima of the respective dS 6 ͑t c ͒. Therefore, with the varying spectrum of the field F͑t͒, the field dependence of dS 6 a will change discontinuously from that for one local minimum of dS 6 ͑t c ͒ to that for another. This is similar to what happens at a first-order phase transition, with dS 6 a and t c being analogs of the free energy and the order parameter.
In Fig. 2 we illustrate the activation energies dS 6 a and the onset of DD in a symmetric potential for a field with two harmonics, F͑t͒ F 1 exp͑iVt͒ 1 F 2 exp͑2iVt͒ 1 cc. It follows from Eqs. (5) and (11) that the quantities dS 6 a ϵ dS 6 a ͑f͒ are periodic in the phase shift between the field harmonics f arg͑F 2 ͞F 1 ͒, and also that dS . We note that, for the chosen frequency V ϳ v͑E m ͒͞2, the maximal values of jdS 6 a j in Fig. 2 exceed those in the adiabatic approximation by a factor of 3. Equations (5) and (6) make it possible to optimize the shape of the periodic field for control purposes.
In conclusion, we have shown that, even for comparatively weak driving fields, the rate of activated escape from a potential well, and, consequently, the rate of directed diffusion in a spatially periodic potential, depend exponentially on the field amplitude. The rates display resonant behavior as functions of the period of the field. This behavior is determined by the system dynamics far from equilibrium positions in the absence of driving and can be used to investigate this dynamics. The direction of DD can be controlled by varying the field spectrum.
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