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The ﬁeld of nanophotonics has had numerous great achievements in the past few
years (for a brief overview, see [1]). The scaling down of optical devices has created
a need for active, light emitting materials whose properties need to be controlled
for usage at such small scales. This dissertation presents results on the control
of the emission of diﬀerent light emitting materials. Chapter one presents a brief
discussion of active materials for on-chip applications, what they are and their
uses.
Chapter two deals with the enhancement of CdSe quantum dots embedded in
a microcavity. After a brief overview of the density of photon modes and how
enhancement can be achieved, the experimental details and results are presented,
showing enhancement of the photoluminescence of the quantum dots by a factor
of 2.7.
The third chapter discusses experiments with CdSe dots and resonant energy
transfer. This eﬀect involves a donor and an acceptor in close proximity, with the
former ”giving” its energy to the latter. The emission of the acceptor is further
enhanced by making use of a microcavity, with a total enhancement by a factor of
13.
Experimental results on rare earth doped GaN in the form of a powder arepresented in chapter four. This type of material presents highly luminescent prop-
erties, and oﬀers the ﬂexibility of being used in a hybrid manner (on silicon for
example). Cathodoluminescence, photoluminescence and lifetime properties of var-
ious concentrations of RE dopants are discussed and presented, as well as a visi-
ble waveguide application of Eu doped GaN powder. Two temperature-sensitive
changes in the lifetime behavior of Eu doped GaN occur at 104 and 195 K. The
lifetime dynamics are studied in greater detail using a model with corresponding
rate equations.
The last chapter shows applications of another class of a light emitting material:
silica clad organic dyes. These particles have a promising future in applications
such as labeling and sensing.
Even though the materials studied here emit light in the visible portion of
the spectrum, all of the experiments herein contained can be realized with their
infrared counterparts.BIOGRAPHICAL SKETCH
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xiiiCHAPTER 1
ACTIVE MATERIALS FOR ON-CHIP APPLICATIONS
The ﬁeld of nanophotonics has but ﬂourished in the past few years. The need
for faster ways to transmit data has led to making use of light signals at a much
smaller scale than the successful applications of ﬁber optics, which has resulted in
the development of cutting-edge photonic devices (for an overview, see [1]). In so
doing, a need for active materials at such small scales has led to studying various
light emitting materials and the control of the emission properties.
In order to use light emitting materials at a nanoscale, control must be ex-
erted over their emission, whether it is spatial control and/or control over the
luminescence. A light emitter in its simplest form can be modeled as an electric
dipole, with its characteristic donut shaped emission pattern into free space. Light
emitting materials can be composed of a huge number of these dipole emitters,
and the overall emission from an enormous number these light emitters is uniform
radiation over a solid angle of 4π steradians. The small scale (from a few nanome-
ters to possibly tens or hundreds of micrometers) nature of photonics is such that
control over the uniform emission pattern just described must be exercised so that
this radiation can be put to use for photonic applications in waveguides, splitters,
resonators, etc.
Another important point has to do with the photoluminescence characteristics
of the light emitting material. It would be greatly desirable to control these char-
acteristics for the purpose of enhancing or inhibiting the emission of the light, and
possibly get lasing. In fact, the importance of exerting control over the emission
of light emitting materials is such that, at the time of the publication of this dis-
sertation, a large-scale DoD funded collaboration between several universities in
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the United States was initiated to develop a silicon laser for all-optical on-chip
integrated systems.
As will be seen in the following chapters, much has been accomplished in order
to exert control over all sorts of light emitters. This dissertation is on this very
topic, where several types of light emitters are analyzed and whose luminescence
characteristics are enhanced and suppressed. One key component at the heart of
this exercise of the control of the emission properties is a microcavity, which can
be engineered to enhance the emission of radiation at given wavelengths while sup-
pressing such emission at other wavelengths. Various light emitting materials are
considered here: colloidal CdSe visible light emitting nanocrystals, whose emission
is enhanced and suppressed as shown in the following two chapters, with chapter
2 describing light emission enhancement and inhibition, and chapter 3 present-
ing results on F¨ orster resonant energy transfer between two sizes of nanocrystals;
chapter 4 discusses emission and lifetime studies on rare earth doped GaN that
comes in the form of a powder; and chapter 5 presents results on dye-rich core-shell
silica nanoparticles.CHAPTER 2
PHOTOLUMINESCENCE ENHANCEMENT AND INHIBITION
COLLOIDAL QUANTUM DOTS
2.1 Introduction
Semiconductor quantum dots (QDs), or nanocrystals, have sparked a tremendous
amount of interest in both the research community and industry. These intensely
ﬂuorescent particles have a high absorption cross section compared to other visible
ﬂuorophores such as organic dyes [2,3]. The size dependence of the optical and
electronic properties of QDs render them promising materials for photonic applica-
tions such as organic-inorganic hybrid solar cells [4], white light lasers and energy
converters [5–8], and tunable sources of infrared radiation [9].
This work focuses on colloidal nanocrystals (NCs). The NCs come in a liquid
solution, usually consisting of a solvent as light as toluene or heavier like octane.
This necessarily and obviously leads to an easy control of the surface density of
the NCs when they are used to coat a substrate by a spin-on process for example.
Another advantage of using NCs is that their surface can be easily chemically
functionalized, allowing for their use in conjunction with various materials and in
various environments. For a nice overview of such applications, see [10].
There have been several successful attempts to incorporate NCs into light con-
trolling photonic structures. Examples include NCs embedded in microspheres
[11–15]. Most demonstrations of enhancement and inhibition of spontaneous emis-
sion (at the time that we conducted the experiments) have relied on the construc-
tion of the photonic structure on the substrate of the active layer itself. This
obviously limits such applications to speciﬁc sets of materials: one is limited to
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materials that are compatible with the substrate. Examples include self-assembled
QDs in photonic crystals [16,17], single QDs embedded in pillar microcavities [18],
and epitaxially grown quantum wells in planar microcavities [19]. In the case of
self-assembled QDs, the nature of the growth technique also makes it diﬃcult to
control the number of QDs interacting with the optical ﬁeld.
The NCs that were used for our experiments were fabricated in the laborato-
ries of Professor Todd D. Krauss at the University of Rochester. The CdSe NCs
were synthesized in coordinating solvents using variations of methods previously
published [20,21]. The core diameter of the NCs was 2.8 nm as determined from
optical absorption spectroscopy. In order to passivate the outer surface of the
(smaller bandgap) NCs, they were capped with a (larger bandgap) layer of ZnS
according to literature methods [22,23]. This capping presents several advantages,
namely to improve the luminescence of the NCs and to render the NCs more stable
by protecting them from their surroundings.
The goal of our experiments was to show that control over the spontaneous
emission of NCs was possible by demonstrating photoluminescence enhancement
and inhibition [24,25]. The control of the emission properties of NCs if greatly
desirable for several reasons. Enhancing or suppressing the photoluminescence can
be desirable in order to control when the emitted light is to be made available.
Spatial control over the luminescence of NCs is most desirable in order to direct
this emission in certain directions. As is shown in the next sections, such control
can be realized by controlling the photon density of modes.
Several techniques for the calculation of conduction and valence band states in
NCs have been used. Examples include the pseudopotential approach by Zunger
et al. [26–28], a tight binding method was also used to calculate the energy levels5
of the NCs [29], and the eﬀective mass approximation [30].
2.2 Photoluminescence Enhancement
In free space, excited NCs can photoluminesce in all directions, i.e. without any
restrictions as to where this emitted radiation can go. In fact, it was recently
shown that the radiation pattern of single CdSe NCs is that of three perpendicular
dipoles [31]. The use of NCs for integrated (on-chip) applications therefore requires
that their emission be controlled so that it can be used in an eﬀective manner.
2.2.1 Density of Photon Modes
This section deals with the control of the emission properties of the NCs. In the
present case, this is achieved using periodic photonic structures in one dimension
(1D). Such structures are known to conﬁne and enhance the electromagnetic ﬁeld
by orders of magnitude [32].
Fermi’s Golden Rule dictates the spontaneous emission rate of an excited atom
starting in its initial (excited) state and dropping into its ﬁnal (relaxed) state by
spontaneously emitting a photon of momentum ¯ hk is given by
WSpont =
2π
¯ h
2c
X
k
|< φf |ed · E|φi >|
2 ρ(k), (2.1)
where φf and φi are the ﬁnal and initial states, respectively, of the atom (or atom-
photon) system, the matrix element ed · E is the manifestation of the interaction
between the atom and the electromagnetic ﬁeld (here, the electric dipole interaction
is considered), and ρ is the mode density of the optical ﬁeld at frequency ω = c|k|
in the k direction. It is clear from equation 2.1 that the spontaneous emission rate6
of an atom, or in our case a NC, can be aﬀected by changing the density of modes
ρ.
The work presented here shows control over the density of modes (DOM) in
1D by using a one dimensional microcavity formed between two distributed Bragg
mirrors. Such a microcavity, which is essentially a Fabry-P´ erot resonator, drasti-
cally alters the DOM into which the NCs can emit radiation. It is interesting to
compare the DOM in free space to that of the Fabry-P´ erot microcavity. Since the
type of Fabry-P´ erot resonator that is used here is 1D, let us compare the DOM in
free space (in 1D) to that of the resonator.
In the case of a 1D (homogeneous) medium, the DOM is calculated by con-
sidering an electromagnetic wave conﬁned in the 1D medium of length a. This
wave, which must satisfy the boundary conditions in the 1D medium, follows the
equation
E
0
l sin(klx), (2.2)
where E0
l is the amplitude of the lth optical mode. Then, since kl = lπ/a, each
discrete mode in k-space is separated by a value π/a. Noting that there is 1 mode
per interval π/a, this means that there will be N modes in an interval between 0
and, say, kmax. In other words,
N =
kmax
π/a
=
2πnν/c
π/a
=
2nνa
c
, (2.3)
where n is the index of refraction of the medium. The ﬁnal quantity of interest,
the DOM in free (1D) space, in units of number of modes per unit frequency per
unit length (of the medium), is given by
ρ(ν) =
1
a
∂N
∂ν
=
2n
c
. (2.4)7
We now need to compare the DOM in 1D in ”free space”, equation 2.4, to the
DOM in 1D for a conﬁned system, i.e. for our planar microcavity.
In order to fabricate a dielectric 1D microcavity that will be suitable for the
task at hand, computer simulations must be undertaken in order to determine
the exact parameters of the structure, i.e. the thicknesses of all the layers that
will comprise the distributed Bragg reﬂectors between which a microcavity will be
formed. The results from these calculations give us the DOM that we are seeking.
The book by Hecht [33] gives an excellent description of how to calculate the
reﬂection and transmission coeﬃcients of multilayered ﬁlms. These calculations
are so fundamental, however, that it is worthwhile recalling the main steps. In
keeping with the nomenclature of Hecht for simplicity, consider ﬁgure 2.1 which
shows the electromagnetic ﬁelds of a linearly polarized light propagating across the
boundaries of three thin ﬁlms, with the central ﬁlm of thickness d.
Each ﬁlm which comprises a multilayered stack is assigned a characteristic
matrix of the form
M =




cos(k0h) i
Y1 sin(k0h)
Y1i sin(k0h) cos(k0h)



, (2.5)
where k0h = k0n1 d cos(θIncII) and Y1 =
q
ε0/µ0 n1 cos(θIncII) for the case where
E is normal to the plane of incidence1. For the case where E is in the plane
of incidence, then Y1 =
q
ε0/µ0n1/cos(θIncII). If there are p ﬁlms in the multi-
layered stack, then the entirety of the stack is represented by the product of the
1Figure 2.1 is actually a cross section in the plane of incidence. Therefore, the electric
ﬁeld components E as drawn are perpendicular to the plane of incidence.8
Figure 2.1. Electromagnetic ﬁelds of a linearly polarized wave propagating across
the boundaries between three thin ﬁlms.
characteristic matrix M. The resulting matrix can then be written as
M = MIMIIMIII ...Mp =




m11 m12
m21 m22



. (2.6)
Noting that each characteristic matrix relates the incident and transmitted elec-
tromagnetic ﬁelds at the boundaries of its corresponding ﬁlm, it is now possible
to obtain the reﬂection and transmission coeﬃcients from the ﬁnal characteristic
matrix in equation 2.6. The results are given by
r =
Y0m11 + Y0Ysm12 − m21 − Ysm22
Y0m11 + Y0Ysm12 + m21 + Ysm22
, and (2.7)
t =
2Y0
Y0m11 + Y0Ysm12 + m21 + Ysm22
, (2.8)
where now Y0 =
q
ε0/µ0n0 cos(θIncI) , and Ys =
q
ε0/µ0ns cos(θTranII), with the9
subscript s representing the last ﬁlm in the stack.
Equations 2.7 and 2.8 now allow us to calculate the reﬂection and transmission
spectra, hence the DOM, of our 1D microcavity formed between two DBRs. For
example, the reﬂection spectrum (i.e. the power reﬂection coeﬃcient) will be given
by R = rr∗. Another useful calculation which can be derived from the transfer
matrix method is the electric ﬁeld distribution throughout a given stack. Indeed,
the resulting matrix for a given stack, as described by equation 2.6, relates the
electric and magnetic ﬁelds E0 and H0 that are incident onto the stack to the
electric and magnetic ﬁelds En and Hn that are exiting the stack via




E0
Y0H0



 = M




En
YsHn



. (2.9)
A few calculations reveal that




1 + r
Y0(1 − r)



 = M




En
YsHn



. (2.10)
Now, M has an inverse since
det(M) = det(MIMIIMIII ...Mp)
= det(MI)det(MII)det(MIII)...det(Mp)
= 1, (2.11)
because the determinant of a transfer matrix M for any ﬁlm is unity, which satisﬁes
the necessary and suﬃcient condition for an inverse of a matrix to exist.2 This
therefore means that the electric (and magnetic) ﬁeld inside and throughout any
ith ﬁlm can be calculated using
M
−1
0→i

 

1 + r
Y0(1 − r)

 
 =

 

Ei
YiHi

 
. (2.12)
2A matrix A will have an inverse if and only if detA6= 0.10
As a direct application of equation 2.12, it is instructive to visualize how the
electric ﬁeld (or |E|2) is distributed throughout a low index microcavity formed
between two DBRs. Figure 2.2 below shows (qualitatively) the distribution of the
intensity (|E|2) throughout a structure consisting of a λ/2n microcavity formed
between two DBRs of six pairs of λ/4n layers of alternating indices of refraction.
The intensity is strongest at the center of the device, which suggests that the active
material should be placed as close as possible to that region inside the microcavity.
If the microcavity had a thickness of 3λ/2n, there would be two (longitudinal)
modes throughout the device, and two equal peaks of equal intensity would be
observed inside the microcavity as opposed to a single peak.
Figure 2.2. Intensity (|E|2) of the ﬁeld throughout a microcavity with six pairs
of λ/4n layers of alternating indices of refraction with a λ/2n microcavity. The
light grey regions represent a material with higher index of refraction than the
dark grey regions.11
Before calculating the transmission of the microcavity, it is instructive to start
with the calculation of the reﬂection spectrum of a DBR made of quarter wave-
length thick slabs, i.e. each slab having a thickness of λ0/4n, where λ0 is the
wavelength about which the reﬂectivity of the DBR will be highest.
Consider the case where six pairs (in anticipation of section 2.2.2) of dielectric
layers are stacked on a glass substrate (n = 1.46), where each layer in a pair has a
high and low index of refraction (nH = 2.1 and nL = 1.46). Figure 2.3(a) shows the
calculated transmission spectrum of this (lossless) stack, where each layer measures
λ0/4n with λ0 = 552.7 nm, again in anticipation of the following section. The ﬁgure
shows a distinct decrease in transmission (or increase in reﬂection) at and about
λ0. Now, if a microcavity is formed between two DBRs whose spectra are as that
of ﬁgure 2.3(a), the result is as shown in ﬁgure 2.3(b) where a resonance appears
exactly at λ0. In this case, a layer of thickness λ0/2nL exists between the two
six-layer DBR stacks.
Figure 2.3(b) shows the sharp contrast between the DOM that was calculated in
equation 2.4, which is qualitatively shown as the dotted line (and whose position on
the graph does not correspond to the transmission abscissa but is merely plotted
as a visual aid). The eﬀect of the microcavity is to alter the density of modes
from a constant value that an emitter sees in free space (equation 2.4) to allowed
emission only at certain wavelengths (or frequencies) with a deﬁnite weight which
is determined by the microcavity. It is by this alteration of the DOM via the
microcavity that the spontaneous emission rate for the emitter, equation 2.1, can
be altered.12
Figure 2.3. Calculated transmission spectra, for λ0 = 552.7 nm, of stacks of
quarter wavelength (λ0/4n) ﬁlms of alternating indices of refraction (nH = 2.1 and
nL = 1.46) in the case of (a), a six pair DBR of nH-nL layers; and (b), a λ0/2nL
microcavity formed between two DBRs with reﬂection spectra as shown in (a).
The dotted line represents qualitatively the DOM in 1D free space.13
2.2.2 Experiment and Results
Using the tools derived in the previous section, a microcavity can be tailored to
have its resonance at the emission peak of the NCs in order to show photolumi-
nescence enhancement.
The CdSe NCs that were used in the experiment had a free space photolumi-
nescence spectrum as shown in ﬁgure 2.4. The 457.9 nm line of an argon laser
was used to excite the NCs at an intensity of 0.14 W/cm2. The same (standard)
optical setup was used for all photoluminescence measurements in this experiment.
It consisted of a ﬁrst lens to collimate the emission from the sample and a second
lens to focus the collimated beam onto the monochromator’s input slit. The sec-
ond lens’s focal length (more precisely its f#) is such that it is equal or less than
the monochromator’s f#, the latter being. The output of the monochromator
was equipped with a Hamamatsu photomultiplier tube 1P28. The peak emission
wavelength of the NCs is at λ0 = 552.7 nm.
The microcavity was fabricated in the Cornell NanoScale Science and Tech-
nology Facility (CNF). The materials of interest, i.e. materials that present good
optical properties in the wavelength range of interest (low absorption and high in-
dex contrast), that were used for the DBR layers were SiO2 and TiO2. Sputtering
(CVC Magnetron Sputter system) was used to deposit the thin ﬁlms. The SiO2
ﬁlms were deposited using an SiO2 target of 99.99% purity in an argon ambient
under a pressure of 4 mTorrs. 1.5 kW of RF power was used. The deposition rate
of the SiO2 ﬁlms was of 5 nm/min. The TiO2 ﬁlms were deposited using a Ti
target of 99.99% purity in an oxygen ambient under a pressure of 5 mTorrs. 2 kW
of DC power was used. The deposition rate of the TiO2 ﬁlms was of 1 nm/min.
The deposition rates were determined (and conﬁrmed) in two ways, by ellipsome-14
Figure 2.4. Free space photoluminescence of the CdSe NCs used in the experiment
under the 457.9 nm laser line of an argon laser.
try and by physical measurement. While ellipsometry was performed using CNF
equipment, physical measurements of the thickness of the deposited layers was
evaluated by doing a test run for a given amount of time on a witness sample
consisting of a small (∼ 1 cm × 1 cm) piece of silicon on which lines of photore-
sist were ”drawn”. The photoresist was removed (using acetone under sonication)
from the sample after the layer deposition and a measurement of the thickness of
the layer was performed using a proﬁlometer like the Tencor P10. This thickness
is obtained from the diﬀerence in height between the substrate (Si) and the ﬁlm.
The deposition rate is then calculated (ﬁlm thickness divided by deposition time).
The indices of refraction of the materials were determined by ellipsometry. The
index of SiO2 was determined to be nL = 1.46 after a test run of 30 minutes, and15
the index of TiO2 was determined to be nH = 2.3 after a test run of 30 minutes.
These are the values that were used to determine the required thickness of the
layers involved in the DBRs.
A distinct advantage of the sputtering system that was used is the fact that
variations in the thickness of the ﬁlm layers are possible. The CVC system consists
of a large circular platter (the rotostrate) on which the samples are placed, and
which rotates under the sputtering targets. The layer deposition in the chamber is
such that the thickness of the layers varies uniformly, from thinner to thicker, as a
function of the radial distance (i.e. the distance from the center of the rotostrate).
This therefore allows for the formation of DBRs that are ”tunable” in the sense
that their frequency response will depend on the position where the measurements
are made on the sample.
The fabrication process for the entire structure went as follows. A microscope
glass slide was subjected to an oxygen plasma. The purpose of the oxygen plasma
was to remove any organic material on the surface of the glass slide. The Glen
1000P Plasma Cleaning System was used for ﬁve minutes in an oxygen ambient
at 42 standard cubic centimeters (SCCM) of O2 ﬂow and 400 Watts of power. Six
pairs of high index (TiO2) and low index (SiO2) thin ﬁlms were then deposited
in the sputtering system. The target thickness of all but the last SiO2 layer was
λ0/(4 × 1.46) = 94.6 nm, and the target thickness of the TiO2 ﬁlms was λ0/(4 ×
2.3) = 60.1 nm. The last layer of SiO2, which formed the ﬁrst half of the λ/2n
microcavity, had to be thinner in order to account for the thickness of the NCs
The durations of the depositions of the SiO2 and TiO2 ﬁlms were therefore 18.9
and 60.1 minutes respectively. The NCs were then spin coated onto the sample
to form a thin layer. The spin coating process was eﬀected at 2000 RPM for 6016
seconds. Ellipsometric measurements on previously spin coated microscope slides
revealed a thickness of about 95 nm for the NCs with an index of about 2.8. Note
that these values were obtained from an average of several measurements. The rest
of the DBR layers were then deposited on the sample, starting with SiO2, which
formed the second half od the microcavity, followed by the other layers.
A reference sample was also needed in order to compare the eﬀect of the micro-
cavity on the photoluminescence to the free space photoluminescence. NCs were
therefore spin coated onto a cleaned microscope slide (see previous paragraph) and
coated with a 75 nm layer of sputtered SiO2.
The maximum temperature on the rotostrate was determined to be about 140
C. A non-reversible Omegalabel temperature label was aﬃxed under a silicon wafer
which rests on the rotostrate. It was found that this temperature, even maintained
for several hours, was not detrimental to the (CW) photoluminescence character-
istics of the NCs. It is possible that the initial high vacuum in the sputtering
chamber (before the gases necessary for the sputtering are pumped into the cham-
ber), on the order of 10−7 Torrs, combined with the fact that the ﬁrst gas to which
the NCs are exposed is argon, a noble gas, prevent the NCs from oxidizing (see for
example [34]).
Figure 2.5 below shows a schematic representation of the ﬁnished structure.
The 3D schematic shows the wedged aspect of the structure, where the thickness
of the sputtered ﬁlms is thicker in certain regions and thinner in others. The top
portion of the ﬁgure shows two measured transmittance spectra on regions on the
sample where the ﬁlms are thicker (top spectrum) and thinner (bottom spectrum).
The clear eﬀect of the variations of the ﬁlm thicknesses is evident in the shift of the
position of the microcavity’s resonance. Note that the variation in the thickness of17
the ﬁlms is smooth and continuous, and that therefore the corresponding spectra
show resonances which vary accordingly.
Figure 2.5. 3D schematic representation of the ﬁnal structure, with its wedged
characteristic. Thicker ﬁlm regions have a correspondingly higher wavelength reso-
nance (top spectrum), while thinner ﬁlm regions have a lower wavelength resonance
(bottom spectrum).
The transmittance spectra were obtained with a conventional setup, where a
white light source (halogen bulb) is collimated and an aperture (of about 1 mm
in diameter) limits the amount of light impinging onto the sample. This spectrum
(the transmission spectrum) is normalized to the white light’s spectrum to obtain18
the transmittance. A lock-in ampliﬁer system was used for all photoluminescence
(not lifetime) and reﬂection/transmission measurements. An optical chopper set
at a chopping frequency of a few hundred Hertz results in good measurements,
where the chopper is inserted in the optical path of the excitation (i.e. the white
light source for reﬂection/transmission measurements, or the laser in the case of
photoluminescence measurements).
In order to measure the eﬀect of the microcavity on the photoluminescence
of the NCs, the spectrum of the emission of the NCs from the microcavity was
measured and compared to the spectrum of the NCs in the reference spectrum.
In order to show enhancement of the photoluminescence, the microcavity’s reso-
nance has to be the same as the NCs emission peak, i.e. 552.7 nm. Figure 2.6
below shows the transmission spectrum of the microcavity (solid line) with its
resonance matching exactly that of the emission peak of the NCs (dashed line).
The microcavity’s resonance has a full width at half maximum (FWHM) of 4.1
nm, and its corresponding quality factor (Q) is λ/∆λ = 135. The FWHM of the
photoluminescence of the NCs in free space is 22.1 nm. From ﬁgure 2.6, it is clear
that the microcavity’s resonance does not reach (near) unity as predicted by the
theoretical calculations (see ﬁgure 2.3(b)). This is caused by absorption. In fact,
as was reported in [24], the absorption of the NCs at the emission wavelength is
enhanced due to the cavity eﬀect. The magnitude of this absorption enhancement
was obtained by ﬁtting calculated transmission spectra to the measured spectra for
diﬀerent cavity resonances using the transfer matrix method as described on page
7. From the curve ﬁts of the theoretical spectra and the experimental transmission
spectra (for resonances between 530 nm and 580 nm), the cavity thickness and the
NCs layer extinction ratio as a function of wavelength were determined. This re-19
Figure 2.6. Measured transmission of the monolithic Fabry-P´ erot microcavity
embedded with NCs. Superimposed is the free space photoluminescence spectrum
of the reference sample.
sulted in using indices of refraction of 1.46 and 2.1 for SiO2 and TiO2 respectively.
It is worth noting that the value for the index of refraction for TiO2 is slightly
diﬀerent than the previous value measured by ellipsometry (2.3) on page 14. The
reason for this is attributed to the fact that since the deposition time for the thin
ﬁlms is of several hours (about 18 hours total for the entire structure), residual,
unreacted O2 remains in the sputtering chamber between the reactive Ti + O2
runs, resulting in oxygen rich TiO2 (TixOy) ﬁlms with a lower index of refraction.
Figure 2.7(a) below shows the transmission spectra of three cavity resonances
along with the ﬁtted theoretical data. In ﬁgure 2.7(b), the absorption obtained
from the ﬁtted spectra is shown together with the absorption of the reference20
sample. The absorption at the emission wavelength is ampliﬁed by an order of
magnitude. Similar eﬀects have been previously shown (see for example [35] for
the enhancement for absorption in the case of embedded quantum wells in mi-
crocavities). This is attributed to the light conﬁnement in the microcavity. In
the case of NCs, this eﬀect is especially strong due to the fact their free space
absorption is signiﬁcant at and near the emission wavelength. This signiﬁcant en-
hancement of the absorption does limit the eﬀective Q that can be achieved since
the electric ﬁeld in a strongly absorbing system is weaker compared to a system
with less absorption. This limitation on the Q is therefore important in systems
when the emission linewidth approached that of the cavity linewidth, where the
coupling to the cavity is strongly dependent on the cavity Q. Figure 2.8 shows
the photoluminescence spectra measured at two diﬀerent positions on the sam-
ple, with these positions corresponding to microcavities in and out (dotted and
dashed lines, respectively) of resonance with the free space emission peak of the
NCs, 552.7 nm. For comparison, the photoluminescence spectrum of the reference
sample is shown on the same scale. It is clear from the ﬁgure that the cavity
has an enhancement eﬀect on the photoluminescence of the NCs. The spectrally
integrated photoluminescence from the cavity structure which is in resonance with
the emission peak wavelength of the free space emission is enhanced by a factor of
2.7 ± 0.6 compared to the integrated photoluminescence of the reference sample.
The FWHM of the NCs emission is also considerably narrowed from a free space
value of 22.1 nm to 6.6 nm. The spectra in ﬁgure 2.8 also show a background
which corresponds to the photoluminescence spectrum of the NCs in free space.
These emissions which do not correspond to the cavity resonance indicates that
some of the NCs are not exclusively in the microcavity. It is possible that, as a21
Figure 2.7. (a) Experimental and theoretical transmission spectra for three dif-
ferent cavity resonances. (b) Calculated absorption of the cavity and reference
samples as a function of wavelength.
result of the sputtering process, some of the NCs may end up being embedded in
the top DBR. We can compare the experimental photoluminescence enhancement
to the theoretical value. Indeed, in a 1D microcavity, the integrated photolumines-
cence enhancement (perpendicular to the lay plane of the layers) can be calculated
using [36]
Γ
Γ0
=
2F
√
2π
ξ, (2.13)
where ξ = |Edots|2/|Emax|2 represents the eﬀective intensity of the electric ﬁeld at
the NCs layer relative to the peak value of that electric ﬁeld intensity in the cavity
region. The ﬁnesse F is given by λ0Q/2nd. However, when calculating the ﬁnesse
F, when ∆λPL ￿ ∆λcav, which can be assumed is the case here (see ﬁgure 2.6), the22
Figure 2.8. Photoluminescence of the NCs from within the microcavity on and
oﬀ resonance (dotted and dashed lines respectively) with the emission peak of the
NCs in the reference sample (solid line).
Q that must be used [37] is that of the emitting material, i.e. Q = λ0/∆λPL = 25.
From this, F = 27.6. Lastly, ξ is evaluated using the transfer matrix method as
previously described on page 7, more precisely equation 2.12. A value of ξ = 0.34
was obtained. This leads to a value for the enhancement of Γ/Γ0 = 4.5. The small
discrepancy between the theoretical value for the photoluminescence enhancement
of 4.5 and the experimental value of 2.7 ± 0.6 is attributed to inhomogeneities in
the spin-coated NC layer.
Another interesting eﬀect that can be observed is the shift to higher energy
(shorter wavelength) of the position of the cavity’s resonance as a function of the
collection angle, this angle being measured with respect to the normal to the surface23
of the sample. Figure 2.9 shows this change in the cavity’s resonance as a function
of the collection angle. The inset in the ﬁgure shows how the angle θ is measured
with respect to the sample’s surface. Note that the inset, which is a scaled down
version of ﬁgure 2.5, shows a greatly exaggerated diﬀerence in the wedge aspect
of the structure. The change of the cavity’s resonance is approximately 4nm for
every mm change in the position where the emission is collected on the sample.
Eﬀectively, this results in a slope in the ﬁlms of the structure of less than 2×10−5.
Figure 2.9. Position of the cavity’s resonance as a function of the collection angle
θ. The square symbols represent the experimental measurements, while the other
two are theoretical: the triangles represent the transfer matrix method simulations,
and the dashed line the formula derived below (see equation 2.18). The inset shows
how the angle θ is measured with respect to the sample.
Also shown in ﬁgure 2.9 are the theoretical calculations of the position of the24
cavity’s resonance. The triangles in the ﬁgure are obtained from the transfer
matrix method as described on page 7. The dashed line in ﬁgure 2.9 is obtained
by a somewhat more intuitive and simple calculation. For its derivation, consider
ﬁgure 2.10 which is a simpliﬁed version of the microcavity conﬁned between two
DBRs. The resonance condition, at normal incidence (i.e. for θ = θcav = 0) is
given by
2k0ncavd = m2π =
4πncavd
λ0
⇒ λ0 =
2ncavd
m
, (2.14)
where m is an integer. For light propagating at a given angle θcav from the cavity,
the resonance condition is then given by
2k1ncavdcosθcav = m2π =
4πncavdcosθcav
λ0
⇒ λ1 =
2ncavdcosθcav
m
. (2.15)
The last two equations can be combined to give
λ1 = λ0 cosθcav. (2.16)
Figure 2.10. Simple schematic for the calculation of the blue shift of the cavity’s
resonance as a function of the collection angle θ.25
The equation that relates the angle θcav to the angle at which the measurement
is taken outside the cavity θair is obtained by using Snell’s law
θcav = sin
−1
 
sinθair
ncav
!
. (2.17)
Finally, combining now the last two equations, we get
λ1 = λ0 cos
 
sin
−1
 
sinθair
ncav
!!
. (2.18)
Both the transfer matrix method and the formula of equation 2.18 give excellent
agreement with the experimental results as shown in ﬁgure 2.9. It does appear
that at higher collection angles the experimental curve does not show a cavity
peak moving as quickly with an increasing collection angle. This is due to the
experimental setup which was used to measure the emission. Although objective
lenses were used both for the excitation (to focus the Ar laser to a small spot)
and the collection (to acquire a small solid angle of the emission), the collection
of the emission is such that an averaging over its solid angle collection occurs,
which aﬀects the results more greatly at higher angles since the emission becomes
weaker. The result of this is as seen in the experimental curve in ﬁgure 2.9 where,
at higher angles, the position of the resonance peak does not shift as steeply to
shorter wavelengths as the theoretical curves.
A quick note with regard to the longevity of the CdSe NCs that were used is
worthwhile. The sample used for the experiments herein described was fabricated
in August 2002, and the measurements as shown in ﬁgures 2.5, 2.6, 2.7 and 2.8 were
performed within the following few months. The results discussed in the previous
three pages with regard to the angle measurements were performed in April 2006.
The emission CdSe photoluminescence from the almost 4 year old sample, which
was stored at room temperature in ambient air in a non-hermetic, opaque but not26
light blocking plastic microscope slide holder (of the UniMailer type as sold from
Ted Pella), appeared to remain bright and stable.
The fact that the photoluminescence of the embedded NCs is enhanced is in-
dicative that there is coupling of the NCs to the cavity mode. What is particular
to this case is that it is coupling of a colloidal NC system. This therefore allows for
the possibility of endowing light properties to optically inactive systems. This sort
of coupling permits control over the intensity and lifetime of NCs. For example,
modiﬁcation of light emission and radiative lifetime has been shown for CdSe NCs
in hollow microspheres [38]. Recently, cavity quantum electrodynamic eﬀects of
strong coupling between a CdSe NC (a CdSe nanorod was in fact used, with minor
and major axes of 2.5 nm and 25 nm respectively) and a polymer microsphere has
been shown [39].CHAPTER 3
F¨ ORSTER ENERGY TRANSFER IN COLLOIDAL QUANTUM
DOTS
3.1 Introduction
The process of F¨ orster resonant energy transfer (FRET) involves a donor D (atom,
molecule, etc.) and an acceptor A (atom, molecule, etc.), where the emission
spectrum of the donor overlaps with the absorption spectrum of the acceptor.
An excited donor can transfer its energy resonantly to a non-excited acceptor.
This results in the donor losing its energy and going into a relaxed state, and the
acceptor going from a relaxed state to an excited state.
Such a process is indeed important and has promising applications for devices.
In nature, it has a key role in photosynthesis [40,41]. With regard to organic light
emitting diodes for example, it can enhance the eﬃciency of the emission [42,43].
Taking advantage of FRET allows for the possibility of exciting a donor at a
given (available to the user) wavelength and having the acceptor, which will be
emitting at a diﬀerent wavelength than the excitation wavelength available to the
user, emit at another wavelength. The latter can be relatively distant from the
excitation wavelength.
Nonradiative energy transfer (i.e. FRET) using semiconductor quantum dots
has been previously shown in nanocrystal assemblies (close packed quantum dot
solids) [44] and in an organic dye - CdSe quantum dots bilayer inside a microcavity
[45]. Applications of systems that take advantage of FRET include biological
sensing [46] and nanophotonics [47].
The work here involves studies of FRET of NCs placed in a 1D Fabry-P´ erot
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microcavity. The next section deals with the theoretical description of FRET.
Section 3.3 discusses the experiment that was undertaken, with fabrication details
and measurements. The eﬀect of the microcavity is to prevent the donor from
emitting radiation into its surrounding, thus enhancing the energy transfer to the
acceptor which will be emitting into the resonant mode of the microcavity.
3.2 Quantum Electrodynamic Description of F¨ orster Res-
onant Energy Transfer
F¨ orster elegantly predicted the process of resonant energy transfer in 1948 [48].
The rate of transfer of energy between a donor D and an acceptor A separated by
a distance r is given by [49]
kT(r) =
QDκ2
τDr6
 
9000 ln10
128π5Nn4
! Z ∞
0
FD(λ)εA(λ)λ
4dλ, (3.1)
where QD is the quantum yield of the donor in the absence of the acceptor, κ2
describes the relative orientation in space of the transition dipoles of the donor
and the acceptor (usually assumed to be 2/3 for dynamic random averaging of
the donor and the acceptor), τD is the lifetime of the donor in the absence of the
acceptor, N is Avogadro’s number, n is the index of refraction of the medium,
FD(λ) is the corrected ﬂuorescence intensity of the donor (with the total intensity,
i.e. the area under the curve, normalized to unity), and εA(λ) is the extinction
coeﬃcient of the acceptor.
It is however more useful to rewrite equation 3.1 in terms of the F¨ orster distance
R0 at which the transfer rate kT(r) is equal to the decay rate 1/τD:
R
6
0 =
9000 ln10QDκ2
128π5Nn4
Z ∞
0
FD(λ)εA(λ)λ
4dλ. (3.2)29
Given the value for R0, the rate of energy transfer can be easily calculated
using
kT(r) =
1
τD
￿R0
r
￿6
. (3.3)
The transfer rate kT can be compared to the decay rate of the donor 1/τD to
determine whether the transfer of energy is eﬃcient (kT > 1/τD) or not (kT <
1/τD). The latter case simply means that little transfer of energy will occur (via
FRET) during the lifetime of the excited state.
Lastly, the eﬃciency E of the transfer of energy can be calculated, which is
simply the fraction of absorbed photons by the donor which are transferred to the
acceptor,
E ≡
kT
τ
−1
d + kT
=
R6
0
R6
0 + r6 = 1 −
τDA
τD
, (3.4)
where τDA is the lifetime of the donor in the presence of the acceptor. Clearly,
from equation 3.4, the higher the eﬃciency (0 ≤ E ≤ 1), the less the emission
from the donor is observable as the donor’s energy is eﬃciently transferred to the
acceptor.
Quantum electrodynamics (QED) provides an excellent framework for the un-
derstanding and description of FRET. Not only does it actually give a designation
to ”real” and ”virtual” photons, appropriate calculations, as shown below, actually
provide the same result, i.e. the R−6 dependence of the energy transfer rate. The
following QED derivations are the result of a summarization of several articles that
have been published to date on the subject [50–57]. Some notations used in the
following are in fact similar to and sometimes exactly like that used in some of
those references. /clearpage FRET is a (electric) dipole-dipole (E1-E1) coupling,1
1This notation is standard, where E1 represents the electric dipole, E2 the electric
quadrupole, M1 the magnetic dipole, M2 the magnetic quadrupole, etc.30
i.e. it is dipole transitions in both the donor and acceptor that are involved in the
exchange of energy. While an energy transfer via the magnetic dipole (E1-M1) is
possible and is directly obtainable via QED (see for example [55]), it will not be
considered here, although it can become the main transfer mechanism where the
donor (or the acceptor) has an electric dipole transition which is not allowed [58].
Examples of where E1-M1 transitions exist involve, for example, lanthanide (ter-
bium and europium) chelates where some spectral lines are attributed to magnetic
dipole transitions.
The Hamiltonian of our system consisting of NCs each labeled σ, can be written
as
H =
X
σ
Hmaterial(σ) +
X
σ
Hinteraction(σ) + Hradiation, (3.5)
where Hmaterial and Hradiation are the Hamiltonians for the material and radiation
ﬁeld respectively, and Hinteraction is the interaction Hamiltonian of the electric
ﬁeld with atom σ. This Hamiltonian H is exact. In our current electric dipole
approximation, we can write Hinteraction as
Hinteraction(σ) = −
X
σ
µ(σ) · E⊥(rσ). (3.6)
It is clear that in the previous equation, the electric dipole operator µ(σ) acts on
the material states |matni (it is, after all, a property of the material), and the
transverse electric ﬁeld operator E⊥(rσ) acts on the radiation ﬁeld states |radni,
where the subscript n denotes the nth eigenstate of the basis Hamiltonian as deﬁned
in equation 3.5 without the interaction term Hint. In other words,
|ni = |matni|radni = |matn;radni. (3.7)
In this last equation, |matni is essentially a product of state vectors for each atom
(molecule or, in our case, NC), and |radni is the radiation (number or Fock) state.31
It is well known that the transverse electric ﬁeld operator E⊥(rσ) can be written
as, in our QED scheme (see for example [59]),
E⊥(rσ) = i
X
p,λ
 
¯ hcp
2ε0V
!
n
E
(λ)(p)a
(λ)(p)e
i(p·rσ) − E
∗(λ)(p)a
†(λ)(p)e
−i(p·rσ)
o
, (3.8)
where E
(λ)(p) is the usual polarization unit vector, V is an arbitrary quantization
volume, and a(λ)(p) and a†(λ)(p) are the usual anihilitation and creation operators,
respectively, for a given mode identiﬁed by its momentum p and polarization λ.
The raising and lowering operators have the usual eﬀect on the (radiation) states
a
(λ)(p)|m(p,λ)i =
√
m|(m − 1)(p,λ)i (3.9)
a
†(λ)(p)|m(p,λ)i =
√
m + 1|(m + 1)(p,λ)i. (3.10)
Now that we have adequately described the Hamiltonian and the quantized
ﬁeld, we can proceed to calculate the quantum probability amplitude M which
will ultimately give us the E1-E1 coupling tensor and therefore the transfer rate
for resonant energy transfer. The probability amplitude M appears, for example,
in Fermi’s Golden Rule (see for example equation2.1 on page 5).
In order to calculate M, we need to describe what is happening with initial
and ﬁnal states from which M will be obtained. In keeping with the notation
established in equation 3.7, consider our system2 where the donor is labeled D and
the acceptor is labeled A. The ground (relaxed, unexcited) state of the donor and
the acceptor is denoted by 0, and the excited states of the donor D and acceptor
A are denoted by α and β respectively. In this fashion, the initial state |ii can be
written as |Dα;A0;0i, and the ﬁnal state |fi can be also written as
￿
￿
￿D0;Aβ;0
E
.
2The energy transfer process here is assumed to operate between two and only two
atoms/molecules/NCs, i.e. there is one Donor and one Acceptor.32
Clearly, the process of energy transfer will necessarily require the action of (at
least) one anihilitation operator and one creation operator.
What was explained in the previous paragraph can be more easily understood
by looking at ﬁgure 3.1. The Feynman diagrams represent the two time orderings
which must be considered here for the E1-E1 energy transfer process. Figure 3.1(a)
shows explicitly how the system starts with D in an excited state α, and a virtual
photon (of momentum p and polarization λ) is created at D and is anihilated at
A, promoting the acceptor state A to its excited state β. Figure 3.1(b) represents
the other time ordering which must be included in the analysis, where a virtual
photon propagates from A to D. Field theory processes in general must include all
time ordered components in order to correctly represent the underlying process(s).
Although the process in ﬁgure 3.1(b) appears to be counter-intuitive at ﬁrst glance,
it must be considered in the calculations that follow where, by virtue of the time-
energy uncertainty principle (see below) a virtual photon is involved in the transfer
of energy.3
The term ”virtual” photon must be understood as energy that is borrowed from
the vacuum as predicted by quantum theory. Indeed, the uncertainty principle is
most known in the form ∆x∆p ≥ ¯ h. This last equation can be rewritten as
m∆x
p
p∆p
m
≥ ¯ h. (3.11)
Since E = p2/2m, then ∆E = p∆p/m. Therefore,
∆t∆E ≥ ¯ h. (3.12)
3Any Feynman diagram for any process must include all time orderings for a correct
representation of the process. See for example the excellent book by Peskin and Schroeder
[60].33
Figure 3.1. Feynman diagrams showing the two time orderings involved in res-
onant energy transfer (dipole-dipole), where 0 is the ground state level, α and β
are the excited state levels for the Acceptor and Donor respectively. The virtual
photon has momentum p and polarization λ. Time ﬂows from left to right. (a)
Case where the Donor is ﬁrst excited and energy is subsequently transferred to the
Acceptor. (b) Case where the Acceptor is ﬁrst excited (see text).
This last equation is the time-energy uncertainty principle. Applied to our theory,
a virtual photon of a given energy can be created from vacuum as long as the time
during which it exists respects the above equation. In other words, in the present
case of resonant energy transfer, the virtual photon will exist for a time (its ”time
of ﬂight”) determined by the distance between D and A.
Quantum theory, for time dependent perturbations, tells us that the probability
amplitude for any process can be written as
M = hf |Hinteraction |ii +
X
s
hf |Hinteraction |sihs|Hinteraction |ii
Ei − Es
+ ···, (3.13)
where the summation is over intermediate states |si and the energies E are those
of the state identiﬁed by the subscript. These intermediate states represent the
sequences of the transitions (there are obviously two here) that the donor and
acceptor experience.34
In the present case, since the probability amplitude M involves virtual photons
and that their interaction is represented via the second term in equation 3.13,4 then
M can be written the following way, taking into consideration both time orderings
as shown in ﬁgure 3.1
M =
hf |Hinteraction |aiha|Hinteraction |ii
Ei − Ea
+
hf |Hinteraction |bihb|Hinteraction |ii
Ei − Eb
. (3.14)
From the notation used, the ﬁrst and second terms in equation 3.14 correspond
to the processes shown in ﬁgures 3.1(a) and (b) respectively. Referring to ﬁgure
3.1, the energies E can be written as Ei = ED
α + EA
0 , Ea = ED
0 + EA
0 + ¯ hcp, and
Eb = ED
α +EA
β +¯ hcp. ¯ hcp is the energy of the virtual photon. It is possible to rewrite
these last equations, using energy conservation, as ED
α − ED
0 = EA
β − EA
0 = ¯ hck,
where ¯ hck is the physical, measurable transferred energy.
By combining the deﬁnitions of |ii and |fi of page 31 along with the deﬁnitions
of the various energies as deﬁned in the previous paragraph, substituting them into
equation 3.14, and using the quantum electric ﬁeld operator of equation 3.8 and
applying the relevant actions of the creation and annihilation operators we get
M =
1
2ε0V
X
p,λ
pE
∗(λ)
i (p)E
(λ)
j (p)
×



µ0α
i µ
β0
j ei(p·R)
k − p
+
µ0α
j µ
β0
i e−i(p·R)
−k − p


. (3.15)
In this last equation, the Einstein convention of summation over repeated indices is
obvious, and a shorthand notation is used for the electric dipole transition moments
where, for example, µ0α = hA0|µ(D)|Dαi. The position vector R = RA − RD is
simply the vector representing the distance between acceptor and donor.
4The ﬁrst order term in equation 3.13 represents a direct interaction between the
donor and acceptor via a direct photon.35
We will now modify equation 3.15 by doing a few substitutions. First, by doing
V → ∞, the summation can be converted into an integral by invoking a well known
identity5
lim
V →∞
1
V
X
p
=
Z dp
8π3. (3.16)
Secondly, since that there are terms in equation 3.15 that involve the product of
two unit polarization vectors, we can rewrite these products (and the summation
over their products) the following way [62]. For clarity, let us consider the following
wave vector p in spherical coordinates
p = p(sinθ,sinθsinφ,cosθ). (3.17)
A possible set of unit polarization vectors are (recall that the polarization vectors
must be orthogonal to each other and to p, i.e. E(λ1)(p) · E(λ2)(p) = δλ1,λ2 and
E(λ) · p = 0)
E
∗(λ1)(p) = (sinφ,−cosφ,0) (3.18)
and
E
∗(λ2)(p) = (cosθcosφ,cosθsinφ,−sinθ). (3.19)
It is easy to show that the following holds
E
(λ1)
i (p)E
∗(λ1)
j (p) · E
(λ2)
i (p)E
∗(λ2)
j (p) = δij − p
2. (3.20)
Note that this last equation will hold for any choice of proper polarization vectors.
We can now address the sum over the polarizations
X
λ
E
(λ)
i (p)E
∗(λ)
j (p) = δij − ˆ piˆ pj, (3.21)
5See for example [61], Chapter 2.36
where p2 was written as ˆ piˆ pj by assuming that p (for example equation 3.17) is a
unit vector. We can combine equation 3.16 and the above equation into equation
3.15 to get
M =
µ0α
i µ
β0
j
2ε0
Z
p(δij − ˆ piˆ pj)
(
ei(p·r)
k − p
+
e−i(p·r)
−k − p
)
d3p
8π3. (3.22)
The above integral can be performed, but two more tricks must be used. First,
the integral is converted to spherical coordinates (i.e. d3p → p2dpdΩ). Second,
by use of the gradient operator, we can write
Z
ˆ piˆ pj e
±i(p·R)dΩ = −
1
p2∇i∇j
Z
e
±i(p·R)dΩ. (3.23)
The integral can now be evaluated. Changing variables and performing the inte-
grals over the angles gives
M =
µ0α
i µ
β0
j
4π2ε0
￿
−∇
2δij + ∇i∇j
￿Z ∞
−∞
sinpR
2R
(
1
k − p
+
1
−k − p
)
dp. (3.24)
The integral in the last equation is in fact a Green function which must be evaluated
by a proper choice of the contour in the complex plane. In fact, care must be taken
in order to make the correct choice of the contour.6 The result is given by
−
π
R
e
±ikR. (3.25)
Applying the Laplacian and the gradient operators of equation 3.24 onto the above
result yields
M =
eikR
4πε0R3
n
(δij − 3 ˆ Ri ˆ Rj) − ikR(δij − 3 ˆ Ri ˆ Rj) − (kR)
2(δij − ˆ Ri ˆ Rj)
o
×µ
0α
i µ
β0
j
= µ
0α
i Vij(k,R)µ
β0
j , (3.26)
6See Appendix A on page 76 for a discussion on how the integral is evaluated.37
where Vij(k,R) is deﬁned as the coupling tensor and is in fact the ﬁnal result from
which the interesting FRET eﬀect is deduced.
Going over many interesting physical discussions arising from the coupling ten-
sor Vij(k,R) [55], the E1-E1 transfer rate coupling is now derived. We start with
Fermi’s golden rule
Γ =
2π
¯ h
|M|
2ρFinalStates, (3.27)
which must be rewritten to account for the fact that in our interacting electric
dipole system, a rotational averaging must be performed [63], yielding
Γ =
2π|µ0α| 2|µβ0| 2ρFinalStates
9¯ h
A(k,R), (3.28)
where A(k,R) is our quantity of interest, the excitation transfer function [57]
A(k,R) = Vij(k,R)V
∗
ij(k,r)
=
2
(4πε0R3)2
n
3 + (kR)
2 + (kR)
4
o
. (3.29)
This last equation is the ﬁnal result of the calculations of the past ﬁve pages.
There are three terms in equation 3.29. The ﬁrst term dominates in the short
range limit, i.e. when kR ￿ 1. This ﬁrst term leads to the R−6 dependence of
the energy transfer rate ﬁrst proposed by F¨ orster [48]. It is this ﬁrst term that
represents the transfer of energy of a virtual photon since the limit in which this
term is valid (kR ￿ 1) corresponds to the close proximity of the donor D and
acceptor A where energy transfer follows the time energy uncertainty principle
stated in equation 3.12. From a physical point of view, the other two terms in
equation 3.29 are also interesting. The last term corresponds to the long range
limit (i.e. when kR ￿ 1), which corresponds to the classical case of the R−2
dependence of transfer of radiation (via a ”real” photon).38
The second term in equation 3.29 is the ”intermediate” term. If the excitation
transfer function A(k,R) were to be plotted, the two distinct near and far regions
(i.e. for kR ￿ 1 and kR ￿ 1) would be obvious for small and large separation
distances between respectively. The transition of the curve between the near and
far regions is where the second term of equation 3.29 shows more importance.
Applied to the our speciﬁc case of FRET, we can write the expression for the
energy transfer rate in the near zone (kR ￿ 1)
ΓNearZone =
|µ0α| 2|µβ0| 2
12π¯ hε2
0R6 ρFinalStates. (3.30)
The excitation transfer function A(k,R) in equation 3.29 is in actuality a rela-
tivistically correct result for the type of dipolar coupling that was considered here
(E1-E1) and that the F¨ orster result is in fact a near zone approximation [51].
Equation 3.29 is the correct result for the transfer of energy between molecules in
vacuum. It is possible however, by explicit inclusion of the vibrational structure
for the molecular state vectors of the donor and acceptor, to obtain the same result
for the energy transfer rate as that of equation 3.1 [64,65]. What becomes clearer
is that when obtaining the F¨ orster result (equation 3.1) from QED calculations, as
expected, the electric dipole transition moments of equation 3.30 simply become
part of the term εA(λ) in the F¨ orster result.
We have shown a summary of calculations based on ﬁrst principles that have
led to a clearer description of FRET. We now move onto experimental result which
show an application of such FRET.39
3.3 Experiment and Results
The experiment that was conducted has allowed FRET between NCs of two diﬀer-
ent sizes placed in a 1D Fabry-P´ erot microcavity. The latter is in fact quite similar
to the one described in the previous chapter. ZnS capped CdSe NCs of 3.6 nm and
4.6 nm were used, with emission and absorption spectra as shown in ﬁgure 3.2.
Figure 3.2. Photoluminescence and absorption spectra of the two diﬀerent sized
NCs that were used in the FRET experiment (from [66]).
In anticipation of the eﬀect of the microcavity on the emissions of the NCs and
as preparatory work on FRET, measurements using an argon laser at 514.5 nm
were performed on samples which did not involve a microcavity. The solid line in
ﬁgure 3.3 shows the photoluminescence spectrum of the mixed NCs in a colloidal
suspension, where the emission from the smaller dots is much stronger than the
emission of the larger dots. In sharp contrast to this, the line of triangle symbols in40
the same ﬁgure shows the photoluminescence spectrum of the mixed NCs formed
into a monolayer using the Langmuir-Blodgett technique. Clear evidence of energy
transfer is apparent from the obvious change in the heights of the emission of the
small and large dots from the ﬁlm.
Figure 3.3. Free space photoluminescence spectra of: a colloidal suspension of
mixed NCs (solid line), a monolayer of mixed NCs (open circles), and a monolayer
of the larger (4.6 nm) NCs only (triangles) (from [66]).
In view of the eﬀect of mixing NCs of two diﬀerent sizes (ﬁgure 3.3), NCs were
incorporated in a microcavity to further enhance the luminescence of the large
NCs. The microcavity was formed between two DBR’s of alternating layers of
SiO2 and TiO2 deposited as described on page 14, with a target thickness of the
quarter wavelength layers using λ=620 nm. After the ﬁrst half of the SiO2 cavity
was deposited, a monolayer of NCs using standard Langmuir-Blodgett techniques41
followed. Two types of samples were prepared in this fashion, one consisting on
NCs of 4.6 nm only, and the other consisting of a mix of the 3.6 nm and 4.6
nm NCs with a molar ratio of 4:3. After drying of the solvents, the rest of the
SiO2 microcavity was deposited and the rest of the layers to form the second
DBR. Reference samples were also prepared (with only the 4.6 nm NCs and with
the mixed NCs) by covering a glass substrate using the same Langmuir-Blodgett
technique and capping the samples with 75 nm of SiO2.
Figure 3.4 shows the photoluminescence measurements that were performed on
the microcavity, where direct evidence of FRET is clear. The circles in ﬁgure 3.4 is
the photoluminescence of a monolayer of the large dots in free space. The solid line
in the ﬁgure shows the eﬀect of the microcavity on the emission of the monolayer
of large dots, while the dashed line shows the emission of the mixed dots inside the
microcavity, with the cavity’s resonance tuned to the emission peak of the large
dots. Note that the quality of the NC coating process using the Langmuir-Blodgett
technique is such that the microcavity suppresses emission at wavelengths that are
not in tune with its resonance.
It is possible to calculate the expected energy transfer eﬃciency between the
small and large NCs using the following equation [49]
E =
R6
0
R6
0 + R6
DA
, (3.31)
where RDA is the distance separating the donor and acceptor, and R0 is the critical
donor-acceptor distance, which is deﬁned as the distance when the rate of energy
transfer is equal to the sum of all radiative and nonradiative energy transfers rates.
To this end, R0 can be obtained with the following formula [49]
R0 = 9.78 × 10
3
"
κ2
n4 QDJ(λ)
#1
6
, (3.32)42
Figure 3.4. Normalized ﬂuorescence spectra from monolayers of NCs. The open
circles represent the photoluminescence of large dots in free space. The solid line is
the photoluminescence from the large NCs only inside a microcavity. The dashed
line represents the photoluminescence from the mixed NCs inside a microcavity
(from [66]).
where κ2 is the relative orientation of the donor and acceptor and equals 2/3 in the
present case, n is the index of refraction of the NC monolayer and equals 2.8 [24],
QD is the luminescence quantum yield of the donor, and J(λ) is the spectral overlap
between the emission spectra of the donor and acceptor. QD, after ZnS capping,
was evaluated to be of 27% (relative to rhodamine 590) [66], and J(λ) is easily
obtained from ﬁgure 3.2. With these values, this gives a value for R0 of 5.8 nm,
which agrees well with the value of 4.7 nm in previous work on CdSe quantum dot
solids [44].43
The last value that is needed to calculate the energy transfer eﬃciency E in
equation 3.31 is RDA. Taking into consideration the diameters of the CdSe NC
cores (3.6 and 4.6 nm), the thickness of the ZnS capping layer (0.45 nm [67]) and
including an additional separation between the NCs of 1.1 nm due to the organic
surface capping molecule (trioctylphosphine oxide - TOPO) [44], this results in a
value of 6.1 nm for RDA. Using the above values in equation 3.31 gives a result of
23% for the energy transfer eﬃciency.
Returning to ﬁgure 3.3, where a clear increase in the photoluminescence of the
large NCs in the mixed NC monolayer is obvious, it is possible to calculate the in-
tegrated emission enhancement of the large NCs. Note that the photoluminescence
spectrum of the monolayer of purely large NCs is normalized so that it represents
emission from the same number of large NCs as the spectrum from the mixed NCs
monolayer (molar ratio of small to large NCs of 4:3). Gaussian ﬁts of the spectra,
centered at the emission peak of the small and large NCs, allows for the calculation
of the contribution of both sizes of NCs to the mixed NC emission spectrum in
order to determine the relative increase in the emission (per large NC) of the large
NCs in the mixed NC monolayer. The relative integrated emission of the mixed
NC monolayer is increased by a factor of 2±0.3 over that of the purely large NC
monolayer.
The photoluminescence enhancement can be calculated from ﬁgure 3.4. The
integrated emission from the sample with only large NCs inside the microcavity
is enhanced by a factor of 4.8 ±0.6 with respect to the reference sample (also
consisting of purely large NCs). The FWHM of the emission is also considerably
narrowed from 33 nm to 5.5 nm. From the same ﬁgure, the photoluminescence
enhancement can also be obtained by once again comparing the emission in free44
space (reference sample) and in the microcavity of the mixed NC monolayer. The
integrated emission for the mixed NCs inside the microcavity is enhanced by a
factor of 2.7±0.4 when compared to the emission of the purely large NCs inside the
microcavity. This enhancement factor is the result of FRET. In all, the increase in
the integrated photoluminescence as a result of placing the large NCs in the cavity
(4.8) combined with the increase of the integrated photoluminescence resulting
from FRET (2.7) results in a total enhancement of a factor of 4.8×2.7 = 13. In
other words, this last value reﬂects the total integrated emission enhancement
which results from placing the large NCs (acceptors) in close proximity to the
small NCs (donors) inside a microcavity.
We can compare the experimental enhancement results to theoretical calcula-
tions. The value for the enhancement due to FRET was already calculated on the
previous page. The theoretical value of the enhancement due to the cavity need to
be calculated. As was shown in the previous chapter, the integrated emission en-
hancement in a 1D microcavity Γ/Γ0 can be calculated using equation 2.13 on page
21. The ﬁnesse F = λ0Q/2nd = 13.7 using Q = λ0/∆λPL. The ﬁeld enhancement
factor is estimated to be ξ = 1 since the NCs monolayer was placed at the center
of the microcavity. This results in a value for the eﬀect of the microcavity on the
photoluminescence of an enhancement of Γ/Γ0 = 10.9. This value combined with
the calculated value of 2 for the eﬀect of the energy transfer enhancement (ne-
glecting the eﬀect of the cavity on the energy transfer rate) gives a ﬁnal expected
theoretical enhancement value of 22. This value agrees reasonably well with the
experimental enhancement value of 10.9. The slight theoretical overestimation of
the enhancement is attributed in the assumption that ξ = 1, meaning that the NC
layer may not be exactly at the center of the microcavity but rather experiences a45
spreading around the center of the microcavity. There could be also an additional
contribution to this small discrepancy which arises from the fact that, for emitters
which have high (∼1) quantum yield, as is almost the case for the NCs studied
here, the enhancement that is due to the microcavity is predicted to be relatively
independent of the local optical mode density [68].
These experiences on FRET are exciting in that they allow for the excitation
of a given species of emitter via a donor, with the latter’s emission spectrum coin-
ciding with the absorption spectrum of the former. The sensitivity of the eﬃciency
of the transfer rate of energy between the donor and the acceptor is such (see for
example equation 3.31 on page 41) that precise control of the distance separating
both species must be exercised. The Langmuir-Blodgett technique for the obten-
tion of monolayers in conjunction with microcavities allow for such control. It
would be possible to further increase the output of the device by optimizing the
ratio of the small (donor) to large (acceptor) NCs in order to maximize the transfer
of energy. The sizes as well as the number of the diﬀerent species of NCs can also
be tuned and/or optimized in order to obtain good spectral overlap between the
donor(s) and acceptor(s). It would be possible also to use multiple layers of mixed
NCs of diﬀerent/several sizes.CHAPTER 4
RARE EARTH DOPED GAN IN THE FORM OF A POWDER
4.1 Introduction
Group III nitrides have wide applications in optoelectronic devices, such as light-
emitting diodes, ultraviolet or blue lasers, and full color displays [69–71]. The
recent demonstration of visible (blue, green, red) and infrared (1.54 µm) electro-
luminescence from rare earth (RE)-doped GaN brings signiﬁcant interest to this
class of materials for possible applications in optical communications and full color
displays [71–73]. RE ions have higher luminescence eﬃciency as compared to other
semiconductors such as Si or GaAs [74]. Er, Eu, Tm and other RE elements have
been doped into GaN by several research groups [73].
The GaN-based semiconductor structures are of great interest because they
appear to be optically robust, and chemically and thermally stable. The band
gaps of III nitrides range from the ultraviolet to the near infrared. Wide band gap
semiconductors, like gallium nitride (GaN), doped with rare earth RE elements are
especially interesting because of the decreased quenching eﬀects of the luminescence
at room temperature [75]. The wide band gap of GaN leads to a reduced RE
quenching of emission and thus to the observation of strong RE emission at room
temperature [75].
The doping of GaN with RE elements allows the possibility for light emission
in the red (Eu) [76], green (Er) [77] and blue Tm) [78] portions of the visible
spectrum. Electroluminescent devices using these materials have been shown (see
the references in the previous sentence), and color integration for the eventual
purpose of large ﬂat panel displays.
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In the works cited in the previous paragraphs, the incorporation of Er atoms
into GaN is achieved either in situ by epitaxial growth with the GaN layer or ion
implantation after the layer growth step.In most of cases, GaN is in the form of
an epilayer on top of diﬀerent substrates sapphire, Si, or SiC. Among the methods
reported for the fabrication of the material are metalorganic chemical vapor deposi-
tion MOCVD [79,80], molecular beam epitaxy MBE [73,78,81–85], sputtering [86]
and hybride vapor phase epitaxy [87]. The RE elements can be incorporated into
the GaN ﬁlm either in situ or they can be implanted after the growth of the ﬁlm.
To date, RE doping in GaN powder has been rarely investigated. The incor-
poration of RE materials in GaN powder could enable hybrid integration with a
variety of optically inactive materials. There are, however, few reports that focus
on RE doped GaN in the form of a powder. GaN:RE powder enables the possibil-
ity of hybrid integration with a variety of optically inactive materials because of
the ﬂexible powder form. Hirata et al. used a combustion system to make GaN:Eu
and Ga2O3:Eu powder [88]. GaN powder doped with Eu also has been prepared
by El-Himri et al. using ammonolysis of the freeze-dried precursors [89].
Here experimental results are presented on RE (Er and Eu) doped GaN in the
form of a powder [90–94]. In both cases, the main fabrication steps of the GaN:RE
powders involve heating at 830 C for several hours and cooling a mixture of gallium
(99.9999%), bismuth shot (99.999%) and RE (99.9%) ingot in an ammonia ambient
to initially obtain chunks of the desired material. The cooled chunks are then
manually ground into a ﬁne powder using a mortar and pestle, and the bismuth is
removed by evaporating it from the material by heating it for several hours at 1030
C under ﬂowing NH3. More details on the fabrication of the materials can be found
in [90,91,93–95]. A great advantage of the powder form of this type of material is48
that it can, for example, be combined with cellulose to obtain a m´ elange which is
easily spun into a thin ﬁlm onto any substrate. After the spin coating process, the
cellulose can be easily baked oﬀ with a moderate temperature anneal [96].
4.2 Er doped GaN Powder - Experiment and Results
In both cases for the Er and Eu doped GaN powders, x-ray diﬀraction (XRD)
analyses were performed and showed that no elemental Er or Eu, Ga, Bi or EuN
or ErN were detected, and all of the peaks in the XRD patterns matched the GaN
peaks as reported in the American Society for Testing and Materials. As shown
in ﬁgure 4.1, the diﬀraction pattern shows clear evidence of the wurtzite structure
for the Er doped GaN (1at.%). The (0002) peak is much stronger than the 1011)
peak although the latter should be the strongest peak.
Figure 4.1. Representative X-ray diﬀraction pattern for the case of the GaN:Er
powder after the removal of Bi. All of the peaks match with the wurtzite GaN
structure, and no traces of Ga, Bi or Er is detected (from [91]).49
From the last ﬁgure, this shows that there is a preferred orientation in the
powder sample, as is explained with the scanning electron microscope (SEM) im-
ages below. Figure 4.2 shows that the particles have a size distribution that varies
between approximately 1 and 10 µm with an average around 5 µm. Several mor-
phologies are observed, namely plates, polyhedra, needles and, mostly, platelets.
The aspect ratio of the plates is estimated to vary between 5 and 10. From this,
the dominant (0002) orientation in the XRD pattern is assigned to the alignment
of the plates during sample preparation.
Figure 4.2. Scanning electron microscopy image of the morphology of the syn-
thesized GaN:Er powder; particle sizes range from 1 to 5 µm and platelet particles
are the majority (from [91]).
Photoluminescence measurements were performed on the GaN:Er powder using
an argon laser tuned at 496.5 nm (2.5 eV), an excitation energy below the bandgap
of GaN at 3.4 eV. Room temperature visible photoluminescence from the sample
is shown in ﬁgure 4.3. Two major emission lines are obvious at 537 and 558 nm,50
with the former corresponding to a transition between the 2H11/2 and the ground
level 4I15/2, and the latter corresponding to a transition between 4S3/2 and 4I15/2 of
the 4f inner shell of the Er3+ ions.1 The FWHM of the peaks are 2.6 and 3.1 nm
respectively, which correspond to energy widths of 11 and 13 meV. The emission
peaks in this spectrum are similar to already reported data from MOCVD [80] or
MBE GaN:Er ﬁlms [77,97].
Figure 4.3. Room temperature photoluminescence spectrum of the Er doped
GaN powder. The emissions at 537 and 558 nm are characteristic of 4f inner shell
transitions in the Er3+ ions (from [91]).
1An excellent diagram showing the various energy levels of the Erbium 4f inner shell
transitions is shown in [77].51
4.3 Eu doped GaN Powder - Experiment and Results
In a similar way to how the Er doped GaN powder was fabricated, Eu was used as
a dopant. In contrast to the Er doped GaN powder (see ﬁgure 4.3), the emission
from the Eu3+ ions in the GaN show marked, sharp, strong emission peaks as
shown below.
The SEM images shown in ﬁgure 4.4, especially the zoom on the right, reveal
the many layers in the particles which are a result of the fact that the particles
grows in successive layers.
Figure 4.4. SEM images of the Eu doped GaN powder (2 at.%). The top picture
shows the overall morphology of the powder, while the lower picture is a zoom
showing the highly faceted and hexagonal structure of the particles (from [90]).
Photoluminescence characterizations were performed both below and above
the host material’s bandgap at room temperature. An argon laser at 457.9 nm
was used for the below bandgap measurements, and a HeCd laser at 325 nm was
used for the above bandgap measurements. The size of the excitation spot was
1 mm in both cases. The photoluminescence setups involve the excitation of the
sample, the collection and collimation of the emission with a lens and the ﬁltering52
of the excitation wavelength from the collimated, non focused beam. The ﬁltering
was eﬀected using a Corning 3-70 sharp cut yellow ﬁlter to block out the below
bandgap excitation, while a 0-52 UV blocking ﬁlter was used to ﬁlter out the
above bandgap excitation. Measurements were performed using a 0.64 m ISA
Instruments spectrometer (in monochromator mode) with input and output slits
were set at 500 µm. The output of the monochromator was sent to a Hamamatsu
R920 photomultiplier tube.
Figure 4.5 shows the resulting spectra from the above and below bandgap
excitations. In passing, the eﬃcient removal of the excitation wavelengths from
the spectra is obvious (in the case of the HeCd excitation, there would have been a
second order diﬀraction appearing from the HeCd excitation at 2 × 325 = 650 nm).
Strong red light is visible to the naked eye from the sample whether it is excited
above or below bandgap. The red color is mostly due to the 621 nm peak which
is the strongest of the Eu emissions. The FWHM of this peak are 2.2 and 8.1 nm
for the above and below bandgap excitations respectively. It is interesting to note
that the peak intensity for the emission from the above bandgap excited sample
is much stronger than its counterpart. This indicates an eﬃcient electro-optical
transfer process in which the excitation energy is absorbed by the host material
(GaN) and is quickly transferred to the Eu3+ ions [98]. More on this matter in the
next section.
The main emission line of the Eu3+ ions at 621 nm corresponds to the 5D0 →7F2
transition within the 4f shell of the ions. The bandedge emission from the GaN
is weak and broad compared to the emission lines of the Eu3+. There are also
obvious emission peaks on ﬁgure 4.5 at 542, 601 and 663 nm, which are respectively
attributed to the 5D1 →7F1, 5D0 →7F1 and 5D0 →7F3 transitions in the 4f level53
Figure 4.5. Room temperature photoluminescence spectra of the GaN powder
doped with Eu (1 at.%). The dark line corresponds to the emission from the above
bandgap excitation (325 nm), while the gray line is the emission from the below
bandgap excitation (457.9 nm) (from [90]).
of the Eu3+ ions. The spectra in ﬁgure 4.5 agree well with the majority of the
referenced literature [73,76,79].
In order to see the eﬀect of the doping concentration of the Eu3+ ions in the GaN
powder, samples were prepared with diﬀerent concentrations of the ions, varying
from 0 to 3 at. % of Eu3+. Figure 4.6 shows the photoluminescence spectra of the
various samples under HeCd excitation (above bandgap). For comparison, a pure
sample of GaN without any doping was also measured. For this last sample, the
bandedge emission is strong (scaled to 1/3 of its peak in order to ﬁt it on the same
graph). This bandedge emission decreases dramatically as the concentration of the54
Eu3+ ions is increased. This in fact is a direct consequence of energy transfer (not
the type of transfer described in chapter 2 of this dissertation) between the host
material and the Eu3+ ions (see the next section).
Figure 4.6. Room temperature photoluminescence spectra of the GaN powder
doped with diﬀerent concentrations of Eu3+ (from [90]).
The emission peaks in ﬁgure 4.6 intensify with increasing concentration of Eu3+
ions, up to 1.25 %, and then weaken for higher doping concentrations. This is due
to cross relaxation between neighboring Eu3+ ions which, because of their higher
concentration, they become closer to each other and/or form clusters. Concentra-
tion quenching is a well documented phenomenon where, as has been shown before,
the emission from the Eu3+ ions in GaN was increasingly quenched in samples that
contained Eu3+ concentrations of more than 2 at. % [99]. Note that in this last
cited paper, the research team compared samples with 0.1, 2, 5 and 16 at.% of
Eu3+ ions.55
The FWHM of the 621 nm peaks in ﬁgure 4.6 is about 2.2 nm and presents
constancy for the various Eu3+ concentrations. The data shown here is consis-
tent with energy transfer processes (not the type of transfer described in chapter
2), and is further investigated in the following section. Nevertheless, the photo-
luminescence spectra shown in ﬁgure 4.6 agrees well with published literature on
the subject where, for example, the energy transfer was conﬁrmed by techniques
such as photoluminescence excitation (PLE) [100] and Fourier transform infrared
spectroscopy [101].
Cathodoluminescence measurements were also performed on the 1 at.% sample
at room temperature. The excitation source used was a 3 keV electron beam
focused to a spot of about 5 mm in diameter. The emission was measured using
an Acton Research Corporation monochromator (model VM504) with both the
input and output slits set at 500 µm. A Hamamatsu F2763 photomultiplier tube
was used. Figure 4.7 shows the resulting spectrum. The bandedge emission and
the 621 nm line are clearly visible. The FWHM of the 621 and 366 peaks are 1.6
and 14.2 nm respectively. The ﬁgure also shows many sharp transitions which were
repeatable in samples that had diﬀerent Eu3+ concentrations. Some of the peaks
are attributed to known transitions as indicated on the graph. Other smaller non
identiﬁed peaks on the spectrum are believed to be transitions from other 5Dj to
7Fj levels. Further studies on these peaks can provide much information on the
energy transfer processes that go on between the host material (GaN) and the RE
ions.56
Figure 4.7. Room temperature cathodoluminescence of the GaN powder doped
with a concentration of Eu3+ ions of 1 at.% (from [90]).
4.3.1 Lifetime Dynamics and Waveguide Application
Lifetime Dynamics of the Eu Doped GaN Powder
In order to compare the photoluminescence dynamics of our europium doped pow-
der to other known dynamics of the same material obtained by more conventional
methods (MBE), and to provide more insight into the quality of the material time
resolved photoluminescence (TRPL) analyses were performed, as reported in [93].
A sample was prepared using a cellulose mixed with 1 at.% europium doped GaN
powder which was spin coated onto a silicon substrate, resulting in a ﬁlm of a
few µm thick. As described before, the cellulose was baked oﬀ with a moderate
temperature (450 C) anneal. The points of performing (temperature dependent)57
lifetime measurements on the Eu doped GaN powder is to quantify the eﬃciency
of the emission of the powder and to compare the lifetime parameters to existing
values for the MBE grown GaN powder [98].
The TRPL measurements were performed on the 621 nm emission line of the
1 at.% europium doped powder. A pulsed N2 laser (337.1 nm) with <4 ns pulse
width, at a repetition rate of 29 Hz and pulse energy of approximately 2 µJ/cm2 was
used to measure the lifetime decays of the sample. The signals were measured with
a spectral window of 4.5 meV centered on the 621 nm line using a photomultiplier
tube. For temperature characterizations, a liquid nitrogen cooled cryostat was
used for the measurements, from 80 K to room temperature.
Figure 4.8 shows one such lifetime decay curve of the sample. The lifetime
decay curves all ﬁt extremely well to a double exponential model of the form
ASe
−t/τS + AFe
−t/τF, (4.1)
where the subscripts S and F refer to the slow and fast components of the decay.
The logarithmic scale of the ordinate in ﬁgure 4.8 enhances the fact that the emitter
initially undergoes a fast decay on the order of a few tens of microseconds, followed
by a slower decay on the order of a few hundred microseconds. The faster decay
component is associated with additional nonradiative decays to those of the slower
component, the latter involving temperature insensitive radiative and temperature
sensitive nonradiative decays [98,100].
Figure 4.9 shows the temperature dependence of the slow (top of ﬁgure) and
fast (bottom of ﬁgure) lifetime components of the best double exponential ﬁts (see
equation 4.1) to the TRPL decay curves of the europium doped GaN powder. A
clear increase of both of the lifetime components as the temperature is reduced is
obvious, indicating that at higher temperatures, nonradiative decay mechanisms58
Figure 4.8. Lifetime decay curve (solid line) and double exponential ﬁt (circles)
of the 621 nm line of the Eu doped GaN powder (from [93]).
clearly aﬀect the decay of the Eu3+ ions. When compared to previously published
TRPL data of MBE grown Eu doped GaN [98], the present results have room
temperature slow and fast lifetime components of approximately ∼253 µs and 18
µs respectively, while the reference [98] has results of ∼200 µs and 35 µs respec-
tively. It is possible that there could be slight RE ion concentration diﬀerences
between our GaN:Eu powder and the material used in reference [98]. Such small
variations certainly aﬀect the strength of the emission of the RE ions [90] through
cross relaxation mechanisms, and it is expected that this would directly aﬀect the
lifetimes.
Close inspection of ﬁgure 4.9 reveals that there are two temperatures at which
the behavior of the lifetime components changes, one at 185 K (corresponding59
Figure 4.9. Temperature dependence of the lifetimes as a function of temperature
obtained from best ﬁts of equation 4.1 to the time decay curves from TRPL of the
europium doped GaN powder. The two arrows indicate the temperatures at which
the lifetime components undergo a change, one at 185 K and the other at 104 K
(from [93]).
activation energy of 16 meV) and the other at 104 K (activation energy of 9 meV).
Logarithmic ordinates were used in order to better reveal those two transition
points. These changes signify that there may be two impurity levels below the
GaN bandgap which contribute to the emission of the Eu ions, each positioned at
16 meV and 9 meV above 5D0. The role of these trap levels becomes clearer in
the following pages with a better model to simulate the underlying excitation and
relaxation processes.
A. J. Steckl, J. M Zavada et al. reported not too long ago on the modeling of60
the energy transfer and relaxation (i.e. emission from the RE ions) mechanisms of
Eu doped GaN [98]. This model was developed in order to characterize the various
processes that go on between the host material (GaN), the RE ions (Eu) and an
impurity/trap present in the host. The reason for the existence of the latter is the
fact that the double exponential modeling such as that used in equation 4.1 means
that the RE ions must be exchanging excitation energy via nonradiative paths. It
is possible that this impurity/trap be an internal state of the Eu ions for example,
such as multipolar interactions between the RE ions [98].
Several models were considered in [98] and the one which best ﬁtted the ex-
perimental data was kept. That same model is used here, and is shown in ﬁgure
4.10. For simplicity, the same nomenclature for identifying the various lifetime
parameters is used as that found in [98]. The model shows the various excitation
pathways between the host material (GaN), the Eu ions and the impurity/trap.
The energy transfer between the host and the RE ions is characterized by a rate
constant τHE. The interaction between the Eu ions and the impurity is modeled
by two constants τIE and τEI, and the decay (emission) of the excited RE ions
happens at a constant τDecay.2
The rate equations which describe the model shown in ﬁgure 4.10 are as follows
dNhost
dt
= g −
1
τHE
Nhost,
dNtrap
dt
= −
1
τIE
Ntrap +
1
τEI
NEu, (4.2)
dNEu
dt
=
1
τHE
Nhost +
1
τIE
Ntrap −
 
1
τdecay
+
1
τEI
!
NEu,
where g is the exciton generation rate, Nhost is the number of excitons in the host
2For a more thorough discussion of the various excitation and relaxation time con-
stants and their origins, a nice overview is presented in [98].61
Figure 4.10. Schematic of the excitation and energy transfer processes model
used for GaN:Eu (from [98]).
material (GaN), Ntrap is the number of excitons in the impurity, and NEu is the
number of excited Eu ions.
The diﬀerential equations shown in equations 4.2 were solved numerically by
ﬁtting them to the experimental data taken at various temperatures as described
on page 57. Minimization of the χ2 function was accomplished in order to get
best ﬁttings. An implementation of an explicit Runge-Kutta method was used in
MATLAB to solve the diﬀerential equations.3 Since pulsed excitation was used
for the measurements, g was set to 0, and the initial conditions (at t = 0) were
Nhost = 1, Ntrap = NEu = 0. In other words, the instant t = 0 is when the pulse
is assumed to have excited the host material (GaN), and the other processes with
time constants τHE, τIE, τEI and τdecay evolve from that instant.
Figure 4.11 shows the four lifetime parameters as a function of temperature.
The ﬁrst parameter, shown in ﬁgure 4.11(a), shows little variation with tempera-
ture except at the higher temperatures and is much slower than the recombination
rate of excitons in GaN [102]. The rapidity of the transfer of energy between host
3The function ode23 was used. For more information, see the MATLAB online help.62
and RE ions is attributed to the fact that the Auger processes by which the exci-
tons are transferred to the Eu ions are fast. The small variation with temperature
of τHE would be the result of the fact that the transfer of energy to the RE ions
easily excites the RE ions within the 5DJ manifold, and that there would be a
”bottleneck” above the 5D0 level (possibly a forbidden transition) which prevents
τHE from being temperature sensitive [98]. Figure 4.11(b) shows the lifetime decay
constant for the emission of the Eu at 621 nm. The logarithmic scale on the or-
dinate render the two clear transition points where the behavior of τdecay changes
easier to see, as was shown in ﬁgure 4.9, one at 185 K and the other at 104 K. It
is interesting to note here that values for τdecay are much diﬀerent than the values
shown in ﬁgure 4.9. The values for τS and τF in equation 4.1 represent some sort
of composite of the underlying mechanisms of the decay of the excited Eu ions, on
which more light is shed with the model adopted here. This will be discussed in
more detail below in relation to the equations 4.2.
Lastly, ﬁgure 4.11(c) shows the two lifetime components responsible for transfer
of energy between the Eu ions and the trap level. Clearly, the transfer of energy
from the impurity to the Eu ions is relatively temperature independent, while the
transfer of energy from the Eu ions to the impurity accelerates with increasing tem-
perature. τIE, which models the backtransfer process from the impurity to the RE
ions, is associated with nonresonant Auger scattering in conjunction with multi-
phonon emission and/or absorption [103]. Again on ﬁgure 4.11(c), the logarithmic
y scale shows the two transition points where the behavior of both of the lifetime
parameters changes, revealing again activation energies of 16 meV (185 K) and 9
meV (104 K). Note that the curve for τEI shows a much more pronounced increase
with lower temperatures than τIE; the logarithmic y scale appears to reduce that63
eﬀect.
In appears that, according to the previous model, the emission of the Eu ions
in the GaN powder is more complex than a double exponential as that of equation
4.1. It turns out that the equations 4.2 can indeed be solved analytically. The
interest here lies in the fact that for the decay of the Eu ions we will obtain a sum
of three exponentials, with one of them having a fast time component, essentially
leaving two exponentials. These two exponentials will have much complicated time
arguments.
The equation for Nhost in 4.2 is easily solved in our case. Using the initial
condition that Nhost(t = 0) = 1, we get that
Nhost(t) = e
−t/τHE. (4.3)
The time derivative of the equation for NEu can be calculated, revealing a
second order diﬀerential equation in which the equation for Ntrap in 4.2 can be
inserted. This gives the following
d2NEu
dt2 +
 
1
τdecay
+
1
τEI
+
1
τIE
!
dNEu
dt
+
NEu
τIEτdecay
=
 
1
τIEτHE
−
1
τ2
HE
!
e
−t/τHE.
(4.4)
In order to simplify things, we use the following substitutions
A =
1
τdecay
+
1
τEI
+
1
τIE
B =
1
τIEτdecay
(4.5)
C =
1
τIEτHE
−
1
tau2
HE
.
The homogenous solution to the second order equation 4.4 is of the following
form
NEuh(t) = C1e
r1t + C2e
r2t, (4.6)64
where
r1,2 =
−A ±
√
A2 − 4B
2
. (4.7)
Combining equation 4.6 with the particular solution to equation 4.4, we get
NEu(t) = C1e
r1t + C2e
r2t + De
−t/τHE, (4.8)
where
D =
C
1
τ2
HE − A
τHE + B
. (4.9)
As can be seen in equation 4.8, the decay of the excited Eu ions follows in fact
three exponentials. However, the last exponential contains only a relatively fast
component (τHE) with respect to the other two exponentials which have relatively
slower components. Explicitly, the terms r1 and r2 can be written as
r1,2 =
1
2τDecayτEIτIE
 
τEIτIE + τDecay(τEI + τIE) ± ··· (4.10)
q
τ2
DecayτEI2 + 2τDecayτIEτEI(τDecay − τEI) + (τDecay + τ2
EIτ2
IE)
!
.
Clearly, even though a double exponential ﬁt as that used in equation 4.1 does
provide good results, the two lifetime parameters τS and τF of that same equation
actually reﬂect a rather complicated mix of the various lifetime parameters of our
model. There is good agreement when comparing the parameters r1,2 in equation
4.8 to the parameters τS and τF of equation 4.1 albeit with some error. This
is attributed to the fact that the diﬀerential equations 4.2 were solved using a
diﬀerential equation solver in MATLAB which has some level of uncertainty (see
page 61).
Waveguide Application of the Eu Doped GaN Powder
A distinct advantage of the powder form of RE doped GaN compared to a substrate
dependent MBE grown (for example) similar material is that it can be easily used65
as a coating material. This results in eﬀectively rendering optical properties using
the active material to optically inert materials. The recent demonstration of a laser
in silicon waveguides using a vertically oﬀset active layer of AlGaInAs quantum
wells shows the promise of the heterogenous combination [104].
We used a cellulose GaN:Eu dispersion to spin-coat a thin layer of the powder
material onto SiON waveguides which guide visible light. The waveguides were
fabricated on a silicon wafer on which a 5 µm SiO2 optical buﬀer layer was deposited
using a plasma enhanced chemical vapor deposition (PECVD) tool. The GSI
PECVD tool in the CNF cleanroom was used with the following speciﬁcations
for the SiO2 ﬁlm: N2, SiH4 and N2O gas ﬂows at 1800, 18 and 1800 SCCM’s
respectively, 50W of RF power and a substrate temperature of 400 C. On top of
the SiO2 layer, a 700 nm layer of PECVD SiON was deposited also using the GSI
PECVD tool. The speciﬁcations for the SiON layer were as follows: N2, SiH4,
NH3 and N2O gas ﬂows at 400, 40, 1900 and 700 SCCM’s respectively, 250 W
of RF power and a substrate temperature of 400 C. The waveguides were then
patterned into this SiON layer using standard photolithography techniques, where
OIR-620-7i photoresist was spun coated onto the wafer and exposed using a 5X
GCA-6300 stepper tool. Reactive ion etching (RIE) was then used to etch away
the unwanted SiON to leave behind the waveguides. The leftover photoresist is
then removed using an oxygen plasma.
Figure 4.12 shows a cross-section of an SiON waveguide along with the sim-
ulated transverse electric (TE) fundamental modes at 621 nm (TE: electric ﬁeld
aligned in the left-right direction). The mode proﬁles in ﬁgure 4.12 were obtained
using BeamPROPTM with the Correlation Method option [105]. An index of re-
fraction of n = 1.53 was used for the SiON material. In ﬁgure 4.12(a), the mode66
shown is that for the SiON waveguide only. Figure 4.12(b) shows the fundamental
mode of the waveguide with a thin layer (100 nm) of the GaN:Eu powder, here
assumed uniformly coating the waveguide.67
Figure 4.11. Time decay parameters obtained by best ﬁts of the diﬀerential
equations 4.2 to the lifetime measurements on the 621 nm line of the Eu doped
GaN powder. (a) Energy transfer constant from the host (GaN) to the Eu ions.
(b) Decay constant of the Eu ions at 621 nm. (c) Decay constants from the Eu
ions to the trap (τEI) and from the trap to the Eu ions (τIE).68
Figure 4.12. Schematic cross-section of an SiON waveguide along with the simu-
lated TE fundamental mode at 621 nm. (a) TE mode of the SiON waveguide only,
assuming n = 1.53. (b) TE mode in the GaN ﬁlm which coats the waveguides,
assuming n = 1.53 for the SiON and n = 2.3 for the GaN powder (from [93]).69
Measurements of several SiON waveguides (without the Gan:Eu powder) with
lengths varying from 3.9 mm to 7.7 mm resulted in propagation losses on the order
of 26 dB/cm. The measurements were performed using the 457.9 nm line from
an argon laser coupled into a single mode visible optical ﬁber. 300 µW of power
was measured at the tapered end of the optical ﬁber. This tapered end of the
ﬁber was used to couple the laser light into the waveguides of the polished sample.
The output of the waveguides was collected using an objective lens (0.55 NA)
and sent onto a visible detector (Newport 818-SL). The presence of the GaN:Eu
powder resulted in an increase of the propagation losses by approximately 8±2
dB/cm. An improvement of the performance of this type of structure involves a
post fabrication anneal performed on the SiON waveguides which is expected to
greatly reduce propagation losses in the structure [106]. With reduced losses in
the waveguides and improved coating processes with a powder consisting of small
particulates, it is expected it would be possible to couple light emitted from the
Eu (RE) doped GaN material into the waveguides.CHAPTER 5
APPLICATIONS OF FLUORESCING CORE-SHELL SILICA
NANOPARTICLES (CU DOTS)
5.1 Introduction
Integrated optics requires the use of light emitters (active materials), and the
possibility of hybrid type structures, as outlined throughout this dissertation, is
important so that their use on multiples platforms is achievable. Bright light emit-
ters make them easier to work with, and ﬂuorescing core-shell silica nanoparticles
fall into this category.
As was recently reported, a class of highly ﬂuorescent nanoparticles consisting
of a ﬂuorophore-rich ”nucleus” surrounded with silica was developed [107]. These
particles are essentially composed of a dye-rich center which is chemically reacted
to be attached to silica to form the core, and this core is further encapsulated by
doing a co-condensation with sol-gel precursor [107]. In the case of tetramethyl-
rhodamine isothiocyanate (TRITC) dyes and 15 nm CU dots, the latter exhibit a
brightness increased by a factor of 30 compared to the former. Photobleaching is
also improved in the case of CU dots.
5.2 Experiments and Results
Two sets of experiments were performed on the CU dots [108]. The ﬁrst one in-
volved their insertion into a 1D microcavity, in a similar manner as was discussed
in chapter 1, in order to control the emission of the CU dots. Figure 5.1 shows the
photoluminescence spectrum of the CU dots that were used in the experiments.
The 457.9 nm laser line of an argon laser was used as excitation. The central
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wavelength of the emission spectrum is at 575 nm, which determines the thick-
nesses of the layers that will comprise the DBRs used for the microcavity. The
microcavity structure was formed as described on page 15, with the exception that
the thicknesses of the layers were 575/4n nm.
Figure 5.1. Photoluminescence spectrum of the TRITC CU Dots used in the
experiments. The 457.9 nm laser line of an Argon laser was used for the excitation.
Figure 5.2 shows PL spectra of the CU dots from within the microcavity mea-
sured at three diﬀerent positions on the sample. The measurements were per-
formed using approximately 50 mW of CW laser light at 457.9 nm. Several points
are worth noting here. The ﬁrst one is the fact that the CU dots survived the fab-
rication processing involved in making the microcavity (i.e. the sputtering, which
reaches temperatures of about 140 C as previously noted on page 16. This is quite
interesting since the CU dots are comprised of an organic dye, which are usually72
sensitive to temperature increases.
The second point worth mentioning with regard to ﬁgure 5.2 is the fact that,
even though the FWHM of the emission from within the microcavity is reduced by
a factor of about 4, the FWHM of the spectra are relatively larger then the expected
FWHM for a comparable cavity (see page 18). This is attributed to the possibility
that the absorption of the CU dots is altered due to the microcavity. Although
no quantitative analyses have been performed (partly because of the third point
discussed in the following paragraph), it is believed that, as discussed on page 18),
the cavity enhances the absorption of the CU dots, possibly more signiﬁcantly than
the CdSe quantum dots. Further experiments would help understand the origin of
this possible increase in absorption.
The last point, maybe the most important one, with regard to ﬁgure 5.2 has
to do with the eﬀect that the strong ﬁeld inside the microcavity has on the life
of the CU dots embedded in it. The spectra in ﬁgure 5.2 were measured using a
monochromator with a scanning speed of 300 ˚ A/min, which means that the about
3 minutes were necessary in order to measure an entire spectrum. Within this
time, since the ﬁeld inside the cavity is much stronger than the incident light that
is impinging on it (for example, in a simple model of two mirrors with reﬂectivities
of 99% that form a microcavity, the intensity upon one of the mirrors inside the
microcavity is 100 times larger than the intensity that is impinging on the system
[109], p. 149), the CU dots actually ”die”, gradually losing their intensity with
time.
Figure 5.3 below shows the decay of the luminescence signal emitted from the
CU dots from within the microcavity when 34 mW of CW laser light at 457.9
nm impinges on the microcavity to excite the CU dots. A double exponential73
Figure 5.2. Photoluminescence spectra of the TRITC CU Dots from within the
microcavity. Three spectra are shown as taken from three diﬀerent positions on
the sample.
ﬁts well the decay of the signal, giving the following two values for the fast and
slow ”regimes” of the decay of the photoluminescence of the CU dots: 11.7 ±0.3
and 112.8 ±2.1 seconds. Within 21 seconds of exciting the sample with the Ar
laser light, the intensity of the emission coming out of the microcavity is already
reduced by half. In light of this, the PL spectra as shown in ﬁgure 5.2 are actually
averages over 3 minutes of relatively rapidly decaying intensities. For this reason,
it is diﬃcult to quantify using CW excitation whether or not enhancement of
the luminescence of the CU dots is present. The fact that the time decay of
the luminescence signals of the CU dots from within the microcavity does not
necessarily mean that the mechanisms responsible for this decay and the intensity74
of the resulting signal coming out of the microcavity are simple. Several eﬀects
are at work such as the actual destruction of the CU dots (photobleaching, deeper
changes in the chemistry of the dyes) and the ensuing changes in the absorption
and emission properties of the material inside the microcavity.
Figure 5.3. Time decay of the photoluminescence of the CU dots from within
the microcavity (on resonance) The graph shows the experimental measurements
(solid line) as well as a double exponential ﬁt (open circles).
The second experiment which was performed using the CU dots was done using
SiON waveguides similar to those described on page 66. Although qualitative at
this stage, this experiment shows the promise of using a light emitter such as
the CU dots for display applications. Visible light guiding SiON waveguides were
fabricated and CU dots were placed on the surface of the die. A small drop of
the CU dots solution (in ethanol) placed on a small portion of one of the SiON75
waveguides was simply allowed to dry so that only the CU dots remained once the
solvent was evaporated. The 457.9 nm laser light of an argon laser was coupled
into the waveguide using a tapered visible optical ﬁber. The light propagating in
the waveguide excited the CU dots in the region where the latter were in contact
with the waveguide. Figure 5.4(a) shows a photograph of the chip mounted in the
optical setup used in the laboratory. To the right of the chip is an optical ﬁber
which guides the Ar laser light and couples this light into one of the waveguides on
the chip. The guiding of this light by the waveguide is apparent on the photograph.
Figure 5.4(b) is a picture taken of the same optical setup as shown in ﬁgure 5.4(a)
but with a ﬁlter to prevent the laser light from entering the camera. The excitation
of the CU dots is apparent from ﬁgure 5.4(b) where only the portion where the
CU dots were deposited is visible from their glow as a result of the laser light
being guided in the waveguide. This shows the promise of using CU dots as light
emitters for displays and possibly as phosphors.
Applications of CU dots appear to be most promising for labeling and sensing
(as is already done with uncapped dyes). The silica cladding, which encapsulates
the dye core, renders the CU dots ideal candidates for biological applications since
conjugation chemistry can be easily performed on them. Their ease of use make
them appealing candidates since a simple spin coating technique can be used.
Placing CU dots in a microcavity and exciting them optically has resulted in their
degradation, as shown in ﬁgure 5.3, as a result of the more intense radiation ﬁeld
where the CU dots are located.76
Figure 5.4. Pictures of Ar laser light at 457.9 nm guided in an SiON waveguide
with CU dots on top of the waveguide. The pictures were taken (a) without any
ﬁltering, showing the guiding of the laser light, and (b) with ﬁltering in order to
prevent the Ar light from entering the camera, revealing the glowing CU dots.APPENDIX A
EVALUATION OF THE GREEN FUNCTION IN THE QED
TREATMENT OF FRET
This appendix discusses the evaluation of the Green function integral obtained in
equation 3.24
G(k,R) =
Z ∞
−∞
sinpR
2R
(
1
k − p
+
1
−k − p
)
dp. (A.1)
While the result (and not the actual calculations) of this last integral is pre-
sented in published articles (see for example [54,55]), the intent of the present
discussion is to underline the fact mathematical calculations, even though correct,
do not necessarily lead to the ﬁnal correct result.
Although equation A.1 is reminiscent of the Helmoltz equation (the Green
function does, after all, satisfy the Helmoltz equation, −(∇2 + k2)G = δ(R) - see
for example [110]), the same reasonings of classical electrodynamics, for example,
to solve the Helmoltz equation, i.e. that the solution (a harmonic solution) be
the result of a localized source in a ﬁnite region of space, does not apply to QED.
Indeed, the classical picture (even in semi-classical modeling) easily allows for the
”visualization” of an outgoing wavefront as in ﬁgure 3.1(a) on page 33, where
the path of energy transfer is shown for the initially excited donor ﬁrst losing its
energy which is then transferred over to the acceptor. However, for the case as
shown in ﬁgure 3.1(b), which must be included in the QED description, this same
type of ”visualization” does not apply. It is for this reason that equation A.1 must
be solved by keeping in mind the above discussion. Ultimately, this must lead a
solution for the Green function which agrees with the well-proven F¨ orster result
for energy transfer.
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Equation A.1 can be rewritten as
G(k,R) =
i
2R
Z ∞
−∞
eipR − e−ipR
(p − k)(p + k)
p dp. (A.2)
This last equation can be evaluated by contour integration, but care must be taken
with regard to which contour is to be used. There are in fact several contours in
the complex plane that can be used to solve equation A.2, and the appropriate one
is shown in ﬁgure A.1 (for the eipR term). A similar contour is used to solve for the
e−ipR term with the exception that the semicircle will close to −∞. Other contours
will lead to unreasonable solutions that go against the discussion presented in the
previous paragraph, as shown in [54] for example.
Figure A.1. Adequate contour for the integration of equation A.1 (for the eipR
term).
We will ﬁrst solve the eipR integral in equation A.2. This integral can be written
as the sum of four integrals
I1 =
i
2R
Z ∞
−∞
eipR
(p − k)(p + k)
p dp
= −
Z
Semicircle
−
Z
Pole p=-k
−
Z
Pole p=k
+ Residue Integral
= −IA − IB − IC + ID. (A.3)79
The ﬁrst integral in equation A.3 is for the semicircle going to inﬁnity. To solve
it, we can make the substitution p = reiθ → dp = iθreiθdθ, giving
IA =
i
2R
lim
r→∞
Z π
0
ir2e2iθeiRr cosθe−Rr sinθ
(reiθ − k)(reiθ + k)
dθ
∼
i
2R
lim
r→∞
Z π
0
e
−Rr sinθ, (A.4)
where the last is simply the result of Jordan’s lemma.1 The purpose of doing
this integral is to ensure that the integral over the semicircle going to inﬁnity has
a ﬁnite value, and this is clearly the case as shown in the last equation, which is
equal to 0. Care must be taken though since R does vary in our problem. Recalling
that R represents the distance between the donor and acceptor, the last equation
obviously converges to 0 as R → ∞. However, if R → 0, this signiﬁes that there is
no separation between donor and acceptor, and there is no longer ”physicality” to
our problem. Therefore, the case where R → 0 is of no concern (as is also obvious
in the ﬁnal answer for G(k,R) which diverges for R → 0).
The second integral IB in equation A.3 is solved by making the substitution
p + k = ￿eiθ → dp = i￿eiθdθ, giving
IB =
i
2R
lim
￿→0
Z 0
π
i
eiR(￿eiθ−k)(￿eiθ − k)
￿eiθ(￿eiθ − 2k)
dθ
=
i
2R
Z 0
π
i
e−ikr
2
dθ
=
π
4R
e
−ikr (A.5)
The third integral IC in equation A.3 is solved in a similar way to IB with the
exception that the substitution p − k = ￿eiθ → dp = i￿eiθdθ is used, and that the
1Jordan’s lemma in complex analysis is simply the result of the fact that the integral
over the inﬁnite semicircle of a deﬁnite integral of the type considered here goes to zero.
See for example [111].80
limits of integration now range from π → 2π, giving the ﬁnal result
IC = −
π
4R
e
ikr (A.6)
Lastly, the fourth integral ID is simply the integral using the residue theorem.
Figure A.1 shows that since only the pole at p = k is included in the contour, we
have that
ID =
i
2R
I eipR
(p − k)(p + k)
p dp
= 2πi
X
Residues
= −
π
R
 
eipRp
p + k
!
p=k
= −
π
2R
e
ikR. (A.7)
Putting all of the values together, we get that
I1 =
i
2R
Z ∞
−∞
eipR
(p − k)(p + k)
p dp = −
π
2R
e
ikr. (A.8)
Similar calculations can be done to solve the eipR integral in equation A.2. With
the semicircle in ﬁgure A.1 extending in the lower half plane, we also obtain
i
2R
Z ∞
−∞
e−ipR
(p − k)(p + k)
p dp = −
π
2R
e
ikr. (A.9)
With the values of the last two equations, we ﬁnally obtain
G(k,R) = −
π
R
e
ikR. (A.10)
Other contours than the one shown in ﬁgure A.1 are obviously possible, but
their results are erroneous, giving a Green function that is ∼ (coskR)/R. In the
radiative limit of such an equation (i.e. for kR ￿ 1), this results in value for the
rate of energy transfer which goes as cos2 kR, i.e. an oscillating regime. Equation
A.10 is indeed the correct result and, interestingly enough, is strikingly similar to81
the classical electrodynamic result of a spherical wave (as solution to the Helmoltz
equation).
In reference [54], the evaluation of the Green function is also performed a
diﬀerent way by rewriting the Green function and obtaining intermediary results
of a cosine and a shifted sine integrals before getting the ﬁnal result, equation
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