Abstract. In this paper we consider Dirichlet series absolutely converging for σ > 1 with an Euler product, natural bounds on the coefficients and satisfying orthogonality relations of Selberg type. Let N ≥ 1, F 1 (s), ..., F N (s) be as above and P (X 1 , ..., X N ) be a non-monomial polynomial with coefficients in the ring of p-finite Dirichlet series absolutely converging for σ ≥ 1; then P (F 1 (s) , . . . , F N (s)) has infinitely many zeros for σ > 1. Our result in particular applies to Artin L-functions, automorphic L-functions under the Ramanujan conjecture, and the elements of the Selberg class with polynomial Euler product under the Selberg orthonormality conjecture. This extends the work of Booker and Thorne [5], who proved the same result for automorphic L-functions under the Ramanujan conjecture. Our proof avoids to use the properties of twists by Dirichlet characters, a key point in Booker and Thorne's proof, replacing them by results on the Dirichlet density of non-zero coefficients of L-functions of the above type.
Introduction
It is well known that linear combinations of L-functions may not satisfy the Riemann Hypothesis. For example, in 1936 Davenport and Heilbronn [7] proved that the Hurwitz zeta function ζ(s, a) = ∞ n=0 1 (n + a) s has infinitely many zeros for σ > 1 when 0 < a < 1 is transcendental or rational with a = 1 2 . Note that, when a = l/k is rational, k −s ζ(s, l/k) may be written as a linear combination of Dirichlet L-functions L(s, χ), with χ varying among the Dirichlet characters mod k. The case a irrational algebraic was settled successively by Cassels [6] .
The idea of Davenport and Heilbronn, as pointed out by Bombieri and Ghosh [3] , was to apply Bohr's equivalence theorem to ζ(s, a). For a complete and general treatment of Bohr's equivalence theorem we refer to Chapter 8 of Apostol [2] . Note that in [2] , Bohr's equivalence theorem is stated for half-planes, but from the proof it is clear that the same holds for vertical strips. Theorem 1.1 (Bohr's equivalence theorem, [2] ). Let F (s) = n a(n)e −sλn and G(s) = n b(n)e −sλn be equivalent (see [2, §8.7] ) general Dirichlet series (see [2, §8.2] ) with abscissa of absolute convergence σ a . Then in any vertical strip σ a ≤ σ 1 < σ < σ 2 the functions F (s) and G(s) take the same set of values.
In [7] , Davenport and Heilbronn explicitly find a Dirichlet series which is equivalent to ζ(s, a) and has a zero for σ > 1, then by Bohr's equivalence theorem also ζ(s, a) has a zero for σ > 1. Moreover, if we denote s 0 = σ 0 + it 0 this zero, by almost periodicity and Rouché's theorem, it is easy to verify that for any ε > 0 #{s = σ + it | ζ(s, a) = 0, σ 0 − ε < σ < σ 0 + ε, A < t < A + T } ≫ T, uniformly for A ∈ R.
1
For example, when a = l/k is rational, we have to deal with the ordinary Dirichlet series k −s ζ(s, l/k), for which we have the following statement.
Theorem 1.2 ([2, Theorem 8.12]). Two ordinary Dirichlet series F (s) =
∞ n=1 a(n)n −s and G(s) = ∞ n=1 b(n)n −s are equivalent if and only if there exists a completely multiplicative function ϕ(n) such that (a) |ϕ(p)| = 1 if p is a prime dividing n and a(n) = 0; (b) b(n) = a(n)ϕ(n). Remark 1.3. Let be given a Dirichlet series F (s) = ∞ n=1 a(n)n −s absolutely convergent for σ > 1, and a completely multiplicative function ϕ(n) with |ϕ(n)| = 1 for every n; then, by Theorem 1.2 and Bohr's equivalence theorem, for any 1 ≤ σ 1 < σ 2 , the Dirichlet series
a(n)ϕ(n) n s takes the same set of values of F (s) in σ 1 < σ < σ 2 . In particular, if F ϕ (s) has a zero in this vertical strip, so does F (s). Moreover, as before, by Rouché's theorem and almost periodicity, in such a case one has #{s = σ + it ∈ C | F (s) = 0, σ 1 < σ < σ 2 , A < t < A + T } ≫ T, uniformly for A ∈ R.
When a = l/k is rational, Davenport and Heilbronn [7] take ϕ(n) defined at the primes p as ϕ(p) = i if the quadratic character p k = −1 and ϕ(p) = 1 otherwise, and show that ζ ϕ (s, l/k) has a zero for σ > 1 (see [7, Lemma 2] ), then by Remark 1.3, it follows that ζ(s, l/k) has infinitely many zeros for σ > 1.
Recently, Kaczorowski and Kulas [11] showed that, given N ≥ 2 pairwise nonequivalent Dirichlet characters χ 1 , . . . , χ N and P 1 , . . . , P N non-zero Dirichlet polynomials, the Dirichlet series
has infinitely many zeros for 1 2 < σ < 1, by using a strong joint universality property of Dirichlet L-functions.
Inspired by this work, Saias and Weingartner [21] proved that the same holds also for σ > 1, by proving, through Brower fixed point theorem, a sort of "weak joint universality property" of Dirichlet L-functions for σ > 1, i.e.
given R > 1 there exists η > 0 such that for any 1 < σ ≤ 1 + η and any (z 1 , . . . , z N ), with R −1 ≤ |z j | ≤ R for all j, there exists ϕ(n), completely multiplicative with |ϕ(n)
In fact, writing ϕ(p) = p −itp , for some t p ∈ R, Brower fixed point theorem allows Saias and Weingartner to pass from trying to solve the Euler product system with N equations and infinitely many variables
to the "linear" system with N equations and infinitely many variables
with the additional condition that t p must be continuous in the variables (z 1 , . . . , z N ). Partitioning the primes into a finite number of (residue) classes, the system (1) is reduced so to have a finite number of variables of modulus 1, which can be solved geometrically. It is worth noting that this allows to generalize Davenport and Heilbronn method. Indeed, for any Dirichlet series F (s) of the type studied by Kaczorowski and Kulas [11] , Saias and Weingartner always find ϕ(n) completely multiplicative with |ϕ(n)| = 1 such that F ϕ (s) has a zero for σ > 1. Then, as explained above, F (s) has infinitely many zeros for σ > 1.
Very recently, Booker and Thorne [5] refined Saias and Weingartner's technique and showed that all L-functions coming from unitary cuspidal automorphic representations of GL r (A Q ), r ≥ 1, share the same property, conditionally to the generalized Ramanujan conjecture at every finite place. Actually, the Ramanujan conjecture may be replaced with milder hypothesis, so that Booker and Thorne's result is unconditional for r ≤ 2 [5, Remark (3)]. Moreover, by cleverly using Hilbert's Nullstellensatz, they deduce from this property that not just linear, but also non-linear combinations of these L-functions, with Dirichlet polynomials as coefficients, have infinitely many zeros for σ > 1, provided that there are at least two distinct non-zero terms. As a downside, Booker and Thorne's proof still relies on the use of residue classes, limiting the sets of functions for which the proof of such a property is valid to those that are closed with respect to twists by Dirichlet characters. Although it is conjectured that this property holds for every L-function, for the moment being it may be of some interest to remove such an assumption. Moreover, for degree-two L-functions it is well known, by Weil's converse theorem, that the L-functions closed with respect to twists by Dirichlet characters are those coming from automorphic forms, hence a result which would not depend on such an assumption would have, in principle, a wider range of application. However, it must be said that Booker and Thorne [5, Remark (4) ] claim that, at the expense of making the proof more complicated, the use of residue classes could be avoided and that a similar result could be proven for an axiomatically-defined class of L-functions, such as the Selberg class.
In this paper we want to refine this technique by removing the use of residue classes, so that we can operate in a more general setting. Hence, let E be a class of complex functions F (s) such that
n s , absolutely convergent for σ > 1;
Definition 1.5. We say that two functions F, G ∈ E are orthogonal if m F,G = 0.
In this setting we are able to prove the following "weak joint universality property", whose proof will be presented in Section 3. Proposition 1.6. Let be given an integer N ≥ 1, distinct functions F j (s) = n a j (n)n −s ∈ E, and real numbers R, y ≥ 1. If F 1 , . . . , F N are pairwise orthogonal, then there exists η > 0 such that for every σ ∈ (1, 1 + η] we have
Let P be the set of primes of Z. For Q ⊆ P, we write Q = {n ∈ N | every prime factor of n is in Q}, then with F we denote the ring of p-finite Dirichlet series (see [12] ) absolutely convergent for σ ≥ 1, i.e. Fix an integer N ≥ 1. For j = 1, . . . , N , let be given distinct functions F j (s) = n a j (n)n −s ∈ E. Suppose that F 1 , . . . , F N are pairwise orthogonal, then any polynomial P ∈ F [X 1 , . . . , X N ] either is a monomial or P (F 1 (s), . . . , F N (s)) has infinitely many zeros for Re(s) > 1. In the latter case there exists η > 0 such that for any 1 < σ 1 < σ 2 ≤ 1 + η, we have
In Section 4 we will give a proof of this theorem which is slightly different from a simple adaptation of Booker and Thorne's one [5, §4] in order to clear the underlying structure as presented in this introduction. Remark 1.8. Note that the assumption F 1 (s), . . . , F N (s) pairwise orthogonal is necessary for Theorem 1.7 to hold for any polynomial P . In fact, take for example two orthogonal elements F, G ∈ E, and consider N = 3,
3 which never vanishes for σ > 1 by Remark 1.4, although P is not a monomial. Thus, apparently Theorem 1.2 of [5] requires the further assumption that π 1 , . . . , π n are irreducible.
As a consequence of Theorem 1.7 we have a partial result toward the following conjecture (see Bombieri and Ghosh [3, p. 230 ])
The real parts of the zeros of a linear combination of two or more L-functions are dense in the interval (1, σ * ), where σ * > 1 is the least upper bound of the real parts of such zeros.
Indeed we have the following result. Corollary 1.9. Let be given an integer N ≥ 2, pairwise orthogonal functions F 1 , . . . , F N ∈ E, and non-zero constants c 1 , . . . , c N ∈ C. Then there existsσ such that {σ ∈ (1,σ] | ∃t ∈ R s.t.
Proof. Apply Theorem 1.7 to P = N j=1 c j X j , which clearly is not a monomial. Then, setting σ = 1 + η, the statement follows by the second part of Theorem 1.7 taking, for any σ ∈ (1,σ] and any ε > 0, σ 1 = σ − ε and σ 2 = σ + ε.
Applications.
Here we show that Theorem 1.7 may be applied in many cases.
Artin L-functions. For an introduction on Artin's L-functions we refer to Chapter V of Neukirch [17] . Let L(s, ρ, L/K) be the Artin L-function associated to the Galois extension of number fields L/K with Galois group G = Gal(L/K), and to the representation ρ of G. Note that (E1), (E2), (E3) and (E4) hold as an immediate result following from the definition, while (E5) follows from Chebotarev's Density Theorem (see [17, Theorem 6.4] ). In particular, by the orthogonality of characters, if ρ 1 and ρ 2 are both irreducible, the corresponding L-functions are orthogonal (see, for example, [13, Fact 3] ). Corollary 1.10. Fix an integer N ≥ 1. For j = 1, . . . , N , let be given Galois extensions K j over Q with Galois group G j , and representations (ρ j , V j ) of G j . Denote with G the Galois group of K 1 · · · K N and suppose that the representations are all distinct and irreducible representations of G, then, if
Automorphic L-functions. For an introduction on L-series attached to unitary cuspidal automorphic representations of GL r (A Q ) we refer to Rudnick and Sarnak [20] , and Iwaniec and Sarnak [8] . Let π = ⊗ p π p be a unitary cuspidal automorphic representation of GL r (A Q ), for some integer r ≥ 1, and L(s, π) be the associated L-function. It is an easy consequence of the definition that (E1) and (E2) hold for L(s, π). On the other hand (E3), (E4) and (E5) have not been yet proved in full generality, but they are known to hold under the Ramanujan conjecture: (E3) and (E4) follow immediately, while (E5), as pointed out by Bombieri and Hejhal in [4] and by Kaczorowski, Molteni and Perelli in [13], follows from the properties of the Rankin-Selberg convolution (cf. Liu and Ye [16] for a detailed proof of this fact).
We hence have the following, which is similar to Theorem 1.2 of Booker and Thorne [5] . Corollary 1.11. Fix an integer N ≥ 1. For any j = 1, . . . , N , let be given a positive integer r j and an irreducible unitary cuspidal automorphic representation of
Suppose that π 1 , . . . , π N satisfy the generalized Ramanujan conjecture at all finite places (so that, in particular, |a j (p)| ≤ r j for all primes p and j = 1, . . . , N ) and are pairwise non-isomorphic. Then, if P ∈ F [X 1 , . . . , X N ] is not a monomial, P (L(s, π 1 ), . . . , L(s, π N )) has infinitely many zeros for σ > 1.
Selberg class. For an introduction on the Selberg class we refer to the original paper of Selberg [22] , and the surveys of Kaczorowski [10] , Kaczorowski and Perelli [14] , and Perelli [19, 18] . The Selberg class S is an axiomatically defined class of complex functions, introduced by Selberg [22] , and we have that F ∈ S satisfies (E1), (E2) and (E4) as an easy consequence of the definition. However, in this setting (E3) and (E5) are not known, but they are expected to be true. For instance, (E5) corresponds to a deep conjectures for S, that is Selberg orthonormality conjecture (SOC) for primitive elements (see for example [19] for an account on some of the interesting consequences which would follow). On the other hand, if we restrict to the subsemigroup S poly of S consisting of elements of S with polynomial Euler product (see [15] for an introduction on S poly ), then (E3) follows immediately from the hypotheses. Hence, if we assume SOC we have the following result for S poly . (F 1 (s) , . . . , F N (s)) has infinitely many zeros for σ > 1.
As a final remark of this section we note that the elements of E are neither required to satisfy any functional equation nor to have a meromorphic continuation to the whole complex plane, thus Theorem 1.7 may actually have a wider range of application than the examples given here (which conjecturally cover all L-functions), even though the author is not aware of any example of such a class of Euler products.
Densities of sets of primes
The aim of this section is to show a result on the Dirichlet density of non-zero coefficients of L-functions. To this end we need some basic facts about densities of subsets of integers, but we weren't able to find any precise reference for them, although most of the followings may be easily deduced from Chapter III.1 of Tenenbaum [23] .
where A(x) = #{n ∈ A | n ≤ x} is the counting function. Moreover we say that A has lower natural density (resp. upper natural density)
Lemma 2.2. Given any infinite subset Q ⊆ N and any 0 ≤ α ≤ 1, there exists a subset A ⊆ Q,
Proof. If α = 0, then we can take A as any finite subset of Q. If 0 < α ≤ 1, let p n indicate the n-th element of Q, then take
. Therefore the result follows from the squeeze theorem. n∈B n −σ = δ B (A) (resp. lim sup = δ B (A)). Remark 2.4. Since it is well known that
then for any Q ⊆ P, we have
Analogously for δ P (A) and δ P (A).
There is a relation between natural density and Dirichlet density, that is Lemma 2.5. Let A ⊆ B ⊆ N and suppose that n∈B n −1 diverges, then
In particular, it follows that if A has natural density d B (A) in B, then it has Dirichlet density
Proof. We first observe that by partial summation we have
On the other hand, by definition we have that for any ε > 0 there exists x 0 such that
for any x > x 0 . Actually, there exists M > 0 such that
for any x > 0. Hence, inserting these inequalities in (2), we have
Dividing by n∈B n −σ and taking the lim inf or the lim sup as σ → 1 + , we get
For the arbitrariness of ε, we can make ε → 0 + and we obtain the result.
We now state some basic and general properties about lim sup and lim inf (see for example [1, §II.5 Exercise 2]). Lemma 2.6. Given f, g : R → [0, 1] and a point x 0 ∈ R ∪ {±∞}, the following hold:
, and
, and lim sup
We will need the following lemma. Lemma 2.7. Let {a(p)} p∈P ⊂ C be such that
with κ > 0. Then
Proof. By (9) we have that for any arbitrarily fixed η > 0 there exists x 0 such that for any
Then, for any σ > 1, by partial summation we get
Hence, by (8), we have lim inf
Analogously we obtain lim sup
Since the lim sup and the lim inf do not depend on η, which was arbitrarily chosen, we can take the limit for η → 0 + and we obtain (10).
We can now formulate the key lemma for the main result. Lemma 2.8. Let {a(p)} p∈P ⊂ C be such that it satisfies (9) with κ > 0. Suppose furthermore that there exists M ≥ √ κ such that |a(p)| ≤ M for every prime p. Then, for any κ − √ κ < γ ≤ κ the set P γ = {p ∈ P | |a(p)| ≥ κ − γ} has positive lower Dirichlet density
Proof. Fix κ − √ κ < γ ≤ κ. Then, by hypothesis and Lemma 2.7 we have
≤ lim inf
From this (11) follows immediately, and it is easy to check that it is always positive.
Corollary 2.9. Let be given an integer N ≥ 1 and, for j = 1, . . . , N , distinct functions F j (s) = n a j (n)n −s ∈ E. If F 1 , . . . , F N are pairwise orthogonal, then there exists a positive constant δ such that for any vector u = (u 1 , . . . , u N ) with |u| = 1, the subset
has positive lower Dirichlet density in P greater or equal than δ.
Proof. By (E5) and orthogonality, we have that
satisfies (9) with κ = 1. Moreover by Cauchy-Schwarz and the triangle inequality we have that
for every prime p. Since Q u coincides with the set P 1 2 of Lemma 2.8 applied to the sequence
Remark 2.10. For any fixed y > 0, denote with P y = {p ∈ P | p > y}. Since y is fixed, P y has density 1 in P, thus all of the above still hold if we replace P with P y .
Proof of Proposition 1.6
Fixed an integer N ≥ 1, we denote with GL N (C) the topological group of invertible matrices N × N with complex coefficients. For any R > 0 we further set
and we recall Proposition 3.2 of Booker and Thorne [5] . 
This is a fundamental ingredient for the proof of Proposition 1.6, together with the results of the previous section, as it is fundamental for Proposition 3.1 of [5] . However, we will also need the following version of the above proposition, which is actually the second step in the proof of Proposition 3.2 of [5] . 
2 . We will also need a result on the conditional convergence of series, so let be {ω n } n∈N be a sequence with values in {±1}. Note that on the space of such sequences it is possible to put a probability measure (see for example [9, §1.2-1.6]). In this setting, the following result is due to Rademacher, Paley and Zigmund (see [9, §2.5-2.6]). Theorem 3.3 (Rademacher-Paley-Zygmund). Let {a n } n∈N ⊂ R. The following are equivalent:
a) The probability that n ω n a n converges is 1. b) n |a n | 2 < ∞.
Remark 3.4. This theorem clearly may be extended to the case {a n } ⊂ C taking the real and imaginary parts, and in general to the case {a n } ⊆ R N or C N , N ≥ 1, since a finite intersection of measure 1 sets still has measure 1. Actually with an analogous argument it can be proven for {a n } belonging to any separable Hilbert space.
Therefore we have the following. Corollary 3.5. Let be given an integer N ≥ 1, for j = 1, . . . , N distinct elements F j (s) = n a j (n)n −s ∈ E, and suppose that they are pairwise orthogonal. Then, for any infinite subset Q ⊆ P there exist {ω p } p∈Q ⊆ {±1} such that the vectors
, with {ω p } still to be chosen. Note that by partial summation we have
Therefore, by the previous theorem and remark, we can surely find {ω p } p∈Q ⊆ {±1} such that v(1) is convergent. Moreover, again by partial summation, for any σ ≥ 1 and any j = 1, . . . , N , we have
which is finite for the above choice of ω p since the series converges. Hence, for any σ ≥ 1, we have the uniform bound
We can now state and prove the key result of this section. Proposition 3.6. Let be given a positive integer N , real numbers ρ ≥ 1 and y > 0, and for j = 1, . . . , N , distinct elements F j (s) = n a j (n)n −s ∈ E. Suppose that F 1 , . . . , F N are pairwise orthogonal, then there exists η > 0 such that for any σ ∈ (1, 1 + η] we can find continuous functions t p : D N (ρ) → R for each prime p > y such that
Proof. The proof is an adaptation of that of Proposition 3.3 of Booker and Thorne [5] : as in [5] we want to construct inductively matrices belonging to a compact of GL N (C); the main difference is in the construction of these matrices and the fact that we take twice the matrices because we have a "remainder" term which we have to deal with. Hence, let be m the integer m 0 obtained by Proposition 3.1 for the compact
δ is given by Corollary 2.9, K Fj by (E3), and m Fj ,Fj by (E5). Now we want to construct inductively 2m matrices, namely g 1 , . . . , g 2m , all belonging to K. For any fixed i ∈ {1, . . . , 2m}, take u to be any vector in C N with |u| = 1, and S i1 a subset of
with density δQ
, where Q u is the set of primes defined in Corollary 2.9. We know that S i1 exists by Lemma 2.2 since δ Py (Q u ) is greater or equal than
Note that we have used the fact δ Py (S j1 ) = δQ
By induction, for i ∈ {1, . . . , 2m} and k ∈ {2, . . . , N }, we define the subset of primes S ik and the column vectors v i,k as follows. Take u such that |u| = 1 and u is orthogonal to the vector space generated by v i,1 , . . . , v i,k−1 . Then take S ik to be a subset of
As before we know that S ik exists by Lemma 2.2 since δ Py (Q u ) is greater or equal than
Then we define v i,k as
where
> 0. Finally we set for every i ∈ {1, . . . , 2m}
We need to show that the matrices g i , i = 1, . . . , 2m, belong to K. To this end we follow Booker and Thorne's method (see the proof of Proposition 3.3 of [5] ), using the results of the previous section on densities of sets of primes.
To bound g i , we note that every coefficient of g i satisfies
Fj , i = 1, . . . , 2m. To bound |det g i |, observe that, for any k ∈ {1, . . . , N }, we have
p>y p −σ , where u is the norm-one vector used to construct S ik and, for the last step, we have used the fact that S ik ⊆ Q u . Reducing η if necessary, we have that
for any σ ∈ (1, 1 + η]. Hence for any σ ∈ (1, 1 + η] we have
and, by Gram-Schmidt orthogonalization, we obtain
N k=1 S ik and we call w σ the "remainder" term, i.e. the column vector
where {ε p } p∈S ⊆ {±1} ⊆ T 1 are chosen so that w σ is uniformly bounded by a constant C ≥ 1 for σ ∈ [1, 1 + η]: we know that these exist by Corollary 3.5.
In the following, we adapt Booker and Thorne's idea of applying Proposition 3.1 to the matrices just constructed. Actually, since we have the "remainder" term w σ , we apply Proposition 3.1 only to the first m matrices, while we apply Proposition 3.2 to the remaining m matrices to deal with w σ . Reducing again η if necessary, we may suppose that p>y p −σ ≥ ρC(2mN ) 2 for any σ ∈ (1, 1+η]. We fix such a σ and we apply Proposition 3.1 to (g 1 , . . . , g m ) ∈ K m , i.e. there exist continuous functions 
We adapt Lemma 2 of [21] and Proposition 3.1 of [5] for the class E as follows. Proposition 3.7 (Saias-Weingartner-Booker-Thorne). Let be given a positive integer N , for j = 1, . . . , N , distinct functions F j (s) = n a j (n)n −s ∈ E, and real numbers R, y ≥ 1. Moreover, suppose that for any given ρ ≥ 1 there exists η > 0 such that for any σ ∈ (1, 1 + η] there are continuous functions t p : D N (ρ) → R, for any prime p > y, satisfying
It is clear that, by Proposition 3.6, if F j ∈ E, j = 1, . . . , N , are pairwise orthogonal, then they satisfy the hypotheses of Proposition 3.7. We have thus proven Proposition 1.6.
Proof of Theorem 1.7
By hypothesis we have a polynomial
with D i (s) = n∈ Qi c i (n)n −s ∈ F not identically zero and α ij ∈ N ∪ {0}. If we write F (s) = P (F 1 (s) , . . . , F N (s); s), then clearly F (s) is a Dirichlet series absolutely convergent for σ > 1; thus, by Remark 1.3, we just need to prove that there exist σ > 1 and ϕ(n), completely multiplicative with |ϕ(n)| = 1, such that F ϕ (σ) = 0. Since ϕ must be completely multiplicative, it is sufficient to define its values only on the primes. Moreover, since we must have |ϕ(p)| = 1, we write ϕ(p) = e −itp , with t p ∈ R (yet to be determined), for every prime p.
Let y be a fixed (non-integral) real number such that Note that the coefficientsD i (s) belong to F , indeed they are clearly p-finite, while the absolute convergence for σ = 1 comes from (E4) and the fact that the sum is over a finite number of primes.
To study the zeros of the polynomial Q we use the following two lemmas of Booker and Thorne [5] . Lemma 4.1 ([5, Lemma 2.4]). Let P ∈ C[x 1 , . . . , x n ]. Suppose that every solution to the equation P (x 1 , . . . , x n ) = 0 satisfies x 1 · · · x n = 0, then P is a monomial. . Let P ∈ C[x 1 , . . . , x n ] and suppose that y ∈ C n is a zero of P . Then, for any ε > 0 there exists δ > 0 such that any polynomial Q ∈ C[x 1 , . . . , x n ], obtained by changing the non-zero coefficients of P of at most δ each, has a zero z ∈ C n with |y − z| < ε.
Since the p-finite Dirichlet seriesD 1 (s), . . . ,D N (s) are absolutely convergent for σ ≥ 1, they are also holomorphic in this half-plane. Hence there exists t 0 ∈ R such thatD 1 (1 + it 0 ) , . . . , D N (1 + it 0 ) are all non-zero. Therefore, applying Lemma 4.1 to Q(X 1 , . . . , X N ; 1 + it 0 ), we have that either M = 1 or there exist x 1 , . . . , x N ∈ C, all non-zero, such that Q(x 1 , . . . , x N ; 1+it 0 ) = 0. Since in the first case we would have that P is a monomial, we suppose that we are in the second case and we take t p = t 0 for every prime p ≤ y.
Let be R ≥ 2 such that 2 R ≤ |x j | ≤ R 2 , then, applying Lemma 4.2 with ε = 1 R , we obtain that there exists η > 0 such that for any σ ∈ (1, 1 + η] there exists (z 1 (σ) , . . . , z N (σ)) ∈ C N such that Q (z 1 (σ) , . . . , z N (σ); σ + it 0 ) = 0 and 1 R ≤ |z j (σ)| ≤ R for every j. By Proposition 1.6 for R and y, we have that, possibly reducing η, for any σ ∈ (1, 1 + η] there exist t p ∈ R for every prime p > y such that z j (σ) = p>y F j,p (σ + it p ) = p>y F ϕ j,p (σ), j = 1, . . . , N.
Hence, for any σ ∈ (1, 1 + η] we have found ϕ(n) (which depends on σ) such that
The last part of the theorem follows, as we already said in Remark 1.3, by Rouché's theorem and almost periodicity.
