Abstract-The Cohen-Posch-Zaparovanny class of positive time-frequency distributions is restricted to a Fourier subclass, and it is shown that besides invariance of the marginals, all members of this class exhibit the same entropy.
I. INTRODUCTION
T he Cohen-Posch-Zaparovanny (CPZ) class of positive time-frequency distributions (TFDs) defined in [1] , [2] has been proved to contain all the bivariate probability densities with given marginals in [3] .
In [4] , it was claimed that these TFDs do not satisfactorily predict time-frequency behavior for certain signals of the FM type, except for Cohen-Posch-Zaparovanny TFDs exhibiting so-called "strong signal dependence." In his reply [5] , Cohen gently rebuked this claim, pointing out that the CPZ class is rather too large than too narrow, as it contains all positive TFDs for all possible signals with bounded energy.
As a consequence, Cohen pointed out that it might be necessary to restrict the CPZ class in order to obtain only "physically relevant" TFDs. Cohen's indications led to research, most often in terms of variational Lagrange cross-entropy minimization procedures [6] - [8] with known constraints in order to obtain CPZ TFDs with nice properties.
In this letter, we restrict the CPZ class to a Fourier subclass and show that besides invariance of the marginals, all members of this class have the same entropy. Examples of Fourier positive isentropic TFDs of lowest harmonic complexity are given for the complex exponential and complex Gaussian signals.
II. PROBLEM STATEMENT
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Hence (3) respectively represent the marginal time and frequency probability distribution functions (PDFs) and cumulative distribution functions (CDF). The Cohen-Posch-Zaparovanny [1] , [2] TFD with respect to a kernel function defined over the unit square is defined as (4) The TFD is positive and satisfies the marginals, i.e.,
provided is zero-marginal, i.e.,
and . In [3] , it has been proved that all positive TFDs satisfying the marginals are of the form (4). We can equivalently define the TFD with respect to a PDF over the unit square as (7) where , provided is one-marginal, i.e. (8) It is straightforward to show that the entropy of the TFD (9) is given by the additive law (10) It is important to note that , or equivalently by virtue of the nonnegativeness of the crossentropy [9] , is also called Kullback-Leibler information number , since Proof: Follows from the concavity of the entropy functional.
Definition: A PDF , satisfying the premises of the theorem, is of harmonic complexity if its 1-periodic extension is a trigonometric polynomial of order precisely , i.e. With the substitutions and , we readily obtain (24) with and . The entropy is not dependent on the phase shift and is therefore given by (25) It is easily seen that the minimal entropy occurs for . Corollary 3: The entropy of the positive TFD satisfying the marginals (26) is given by (27) Proof: Obvious. The simplest choice in this isentropic TFD class of harmonic complexity 1 should also be the one with lowest harmonic complexity, say . The most logical choice is therefore
(18)
since it contains a comparison term between the two CDFs and derives from , which vanishes at the endpoints of . Note also that vanishes on the line . 
IV. EXAMPLES
In the following two pertinent examples, we compare with the simple rectangular-window based spectrogram (29) where we take .
• Complex exponential signal.
We have Note that the line , where is simply the straight line , which, for a small damping factor , corresponds approximately with the instantaneous frequency . Fig. 2 consists of a plot of the real part of the signal for , , and a contourplot of and in the time-frequency rectangle .
