Solving linear systems of equations is central to many engineering and scientific fields. Several quantum algorithms have been proposed for linear systems, where the goal is to prepare |x such that A|x ∝ |b . While these algorithms are promising, the time horizon for their implementation is long due to the required quantum circuit depth. In this work, we propose a variational hybrid quantumclassical algorithm for solving linear systems, with the aim of reducing the circuit depth and doing much of the computation classically. We propose a cost function based on the overlap between |b and A|x , and we derive an operational meaning for this cost in terms of the solution precision . We also introduce a quantum circuit to estimate this cost, while showing that this cost cannot be efficiently estimated classically. Using Rigetti's quantum computer, we successfully implement our algorithm up to a problem size of 32 × 32. Furthermore, we numerically find that the complexity of our algorithm scales efficiently in both 1/ and κ, with κ the condition number of A. Our algorithm provides a heuristic for quantum linear systems that could make this application more near term.
I. INTRODUCTION
Linear systems of equations play an important role in many areas of science and technology, including machine learning [1, 2] , solving partial differential equations [3] , fitting polynomial curves [4] , and analyzing electrical circuits [5] . In the past decade, significant attention has been given to the possibility of solving linear systems on quantum computers. Classically solving an N × N linear system (N equations for N unknowns) scales polynomially in N . In contrast, Harrow-Hassidim-Lloyd (HHL) introduced a quantum algorithm that scales logarithmically in N , suggesting that quantum computers may provide an exponential speedup for certain linear system problems [6] . More precisely, the HHL algorithm treats the Quantum Linear Systems Problem (QLSP), where the goal is to prepare a quantum state |x that is proportional to a vector x that satisfies the equation Ax = b. If both A and b are sparse, then for a fixed precision in the solution, the complexity of HHL scales polynomially in log N and κ, where κ is the condition number of A, i.e, the ratio of the largest to the smallest singular values. Improvements to HHL have been made both in terms of the scaling in κ and [7] [8] [9] [10] , as well as in terms of sparsity requirements [11] .
The aforementioned quantum algorithms hold promise for the future, when large-scale quantum computers exist with enough qubits for quantum error correction. The timescale for such computers remains an open question, but is typically estimated to be on the order of two decades. On the other hand, commercial quantum computers currently exist with ∼ 50 noisy qubits, with the number of qubits rapidly increasing. A crucial question is how to make use of such noisy intermediate-scale quantum (NISQ) computers [12] . In principle, one can implement the aforementioned quantum algorithms on NISQ devices, however noise limits the problem size to be extremely small. For example, the HHL algorithm has been implemented with superconducting qubits [13, 14] , nuclear magnetic resonance (NMR) [15] , and photonic devices [16, 17] , but these experiments were limited to a problem size of 2 × 2. More recently, an alternative approach based on an adiabatic-inspired quantum algorithm [10] was implemented with NMR for an 8 × 8 problem, and this appears to be the current record for the largest linear system solved with a gate-based quantum computer [18] .
An interesting strategy to make use of NISQ devices is to employ variational hybrid quantum-classical algorithms (VHQCAs). VHQCAs manage to reduce quantum circuit depth at the expense of additional classical optimization. Specifically, VHQCAs employ a shortdepth quantum circuit to efficiently evaluate a cost function, which depends on the parameters of a quantum gate sequence, and then leverage well-established classical optimizers to minimize this cost function. For example, while Shor's algorithm for factoring is not a near-term algorithm, recently a VHQCA for factoring was introduced potentially making factoring nearer term [19] . Other VHQCAs have been proposed for chemistry [20] [21] [22] [23] , simulation [24] [25] [26] , data compression [27, 28] , state diagonalization [29, 30] , compiling [31, 32] , quantum foundations [33] , and fidelity estimation [34] .
In this work, we propose a VHQCA for solving the QLSP. Our algorithm, called the Variational Quantum Linear Solver (VQLS), defines the cost function in terms of the overlap between the quantum states |b and A|x / x|A † A|x , which are respectively normal-
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Classical computer Input Output and FIG. 1 . Schematic diagram for the VQLS algorithm. The input to VQLS is a matrix A written as a linear combination of unitaries A l and a short-depth quantum circuit U which prepares the state |b . The output of VQLS is a quantum state |x that is approximately proportional to the solution of the linear system Ax = b. Parameters α in the ansatz V (α) are adjusted in a hybrid quantum-classical optimization loop until the cost C(α) (local or global) is below a user-specified threshold. When this loop terminates, the resulting gate sequence V (αopt) prepares the state |x = x/||x||2, from which observable quantities can be computed. Furthermore, the final value of the cost C(αopt) provides an upper bound on the deviation of observables measured on |x from observables measured on the exact solution.
ized versions of b and Ax. We provide an efficient quantum circuit to estimate this cost, show that it cannot be efficiently estimated classically, and discuss several approaches to optimize it. Furthermore, we derive an operational meaning for our cost function, as an upper bound on 2 /κ 2 . This is crucial since it gives a termination criterion for VQLS that guarantees a desired precision .
It is important to emphasize that all VHQCAs are heuristic algorithms, making rigorous complexity analysis of these algorithms difficult. Nevertheless, our numerical simulations indicate that the run time of VQLS scales efficiently in both κ and in 1/ .
We employ Rigetti's Quantum Cloud Services [35] to implement VQLS. With their quantum hardware, we were able to successfully solve a particular linear system of size 32 × 32. We are therefore optimistic that VQLS could provide a near-term approach to the QLSP. Figure 1 shows a schematic diagram of the VQLS algorithm. The input to VQLS is: (1) an efficient gate sequence U that prepares a quantum state |b that is proportional to the vector b, and (2) a decomposition of the matrix A into a linear combination of L unitaries of the form
II. RESULTS

A. VQLS Algorithm
Overview
where the A l are unitaries, and the c l are complex numbers. The assumption that A is given in this form is analogous to the assumption that the Hamiltonian H in the variational quantum eigensolver [20] is given as a linear combination of Pauli operators H = L l=1 c l σ l , where naturally one makes the assumption that L is only a polynomial function of the number of qubits, n. Additionally, we assume κ < ∞ and ||A|| 1, and that the A l unitaries can be implemented with efficient quantum circuits.
With this input, the Quantum Linear Systems Problem (QLSP) is to prepare a state |x such that A|x is proportional to |b . To solve this problem, VQLS employs an ansatz for the gate sequence V (α) that prepares a potential solution |x(α) = V (α)|0 . The parameters α are input to a quantum computer, which prepares |x(α) and runs an efficient quantum circuit that estimates a cost function C(α). The precise details of the cost function and its estimation are discussed below. We simply remark here that C(α) quantifies how much component A|x has orthogonal to |b . The value of C(α) from the quantum computer is returned to the classical computer which then adjusts α (via a classical optimization algorithm) in an attempt to reduce the cost. This process is iterated many times until one reaches a termination condition of the form C(α) γ, at which point we say that α = α opt .
VQLS outputs the parameters α opt , which can then be used to prepare the quantum state |x(α opt ) = V (α opt )|0 . One can then measure observables of interest on the state |x(α opt ) in order to characterize the solution vector. Due to the operational meaning of our cost function (discussed below), one can upper bound the deviation of observable expectation values for |x(α opt ) from those of the true solution, based on the value of the cost function. Hence, before running VQLS, one can decide on a desired error tolerance , where
is the trace distance between exact solution |x 0 and the approximate solution |x(α opt ) . This then translates into a threshold value γ that the final cost C(α opt ) must
Comparison of the global unnormalized cost CG and the global normalized cost CG. As a function of κ, we plot the runs-per-success, i.e., the mean number of VQLS runs needed to obtain the result to a desired precision . In this example, we choose = 0.1 with the matrix A2 in (22) and |b in (24) , and the classical training method employed is the L-BFGS-B.
We observe that CG performs better than CG, requiring less VQLS runs to achieve success. Below the dashed horizontal line (runs-per-success 1.25 ) is the region where runs-persuccess is not a good measure of algorithm run time since success is almost always achieved.
achieve (see (9) below for the relation between and γ).
Cost functions
For simplicity, we write |x(α) as |x henceforth. Here we discuss several reasonable cost functions. A simple, intuitive cost function involves the overlap between the (unnormalized) projector |ψ ψ|, with |ψ = A|x , and the subspace orthogonal to |b , as follows:
We note that one can view this cost function as the expectation value of an effective Hamiltonian
which is similar to the final Hamiltonian in Ref. [10] . The C G function is small if |ψ is proportional to |b or if the norm of |ψ is small. The latter does not represent a true solution, and hence to deal with this, one can divide C G by the norm of |ψ to obtain
where |Ψ = |ψ / ψ|ψ is a normalized state. As shown in Fig. 2 , C G performs significantly better than C G . Hence, we believe that normalizing the cost C G is important for the performance of the VQLS algorithm.
Global cost functions such as those in (3) and (5) can have gradients that vanish exponentially in the number of qubits n, as noted previously [29, 31] . To improve trainability for large n, one can introduce local versions of these costs, as follows:
where the effective Hamiltonian is
with |0 j the zero state on qubit j and 1 1 j the identity on all qubits except qubit j. One can show that (see Methods)
which implies that
We assume that κ is not infinite (i.e., that A is full rank) and hence that ψ|ψ = 0. This implies that all four cost functions vanish under precisely the same conditions, namely, when |ψ ∝ |b , which is the case when |x is a solution to the QLSP.
Operational meaning of cost functions
Here we provide operational meanings for the aforementioned cost functions. These operational meanings are crucial since they allow one to define termination conditions for VQLS in order to achieve a desired precision. In particular, we find that the following bounds hold in general:
Note that one can take the right-hand-sides of these inequalities as the γ quantity shown in Fig. 1 .
We remark that, for C G and C L , the bounds in (9) can be tightened (by using the bounds on C G and C L in (9)) as follows:
Here, ψ |ψ is experimentally computable (see (14) below) and satisfies ψ | ψ 1. Hence, when training C G or C L , one can employ the right-hand-sides of (10) as opposed to those of (9) as the termination condition γ.
Furthermore, one can employ the operational meaning of the trace distance [36] to note that, for any POVM element M , we have D(M ), where
measures the difference between expectation values on |x and |x 0 . Relaxing to the general case where M is any Hermitian observable gives D(M )/(2 M ), and hence (9) is a bound on observable differences.
Let us now provide a proof for (9) . Consider first that C G = H G , with the eigenstates and eigenvalues of H G denoted by {|x i } and {E i }, respectively for i = 0, 1, . . . . By construction |x 0 is the ground state of H G with E 0 = 0. In what follows we assume for simplicity that |x 1 is non-degenerate, although the same proof approach works for the degenerate case.
It is clear that for a given , the smallest energy H G (hence cost) is achieved if the state |x is a superposition of |x 0 and |x 1 only. One can see this by expanding an arbitrary state |x in the energy eigenbasis, |x = i χ i |x i , and noting that depends only on the magnitude of χ 0 . Hence for a fixed , one is free to vary the set of coefficients {χ i } i =0 , and the set that minimizes the energy corresponds to choosing χ i = 0 for all i > 1.
So we take:
and the associated energy is given by
where we used the fact that E 0 = 0, and that the first excited state energy satisfies E 1 1/κ 2 (which was shown in Ref. [10] ). The trace distance between |x and |x 0 can be easily computed as 1 − | x|x 0 | 2 , which results in = | sin(θ/2)|. Inserting this into (13) yields C G 2 /κ 2 . The remaining inequalities in (9) follow from (8) and from the fact that ψ|ψ 1, which implies C G C G .
Classical hardness of computing the cost functions
Here we state that computing the cost functions in (3), (5), and (6) is classically hard under typical complexity assumptions. As shown in Appendix A, the following proposition holds:
Recall that the complexity class Deterministic Quantum Computing with 1 Clean Qubit (DQC1) consists of all problems that can be efficiently solved with bounded error in the one-clean-qubit model of computation [37] . Moreover, classically simulating DQC1 is impossible unless the polynomial hierarchy collapses to the second level [38, 39] , which is not believed to be the case. Hence, Proposition 1 implies that a classical algorithm cannot efficiently estimate the VQLS cost functions, and hence VQLS cannot be efficiently simulated classically.
Cost evaluation
In principle, all the aforementioned cost functions can be efficiently evaluated using the Hadamard Test circuit and simple classical post-processing. However, in practice, care must be taken to minimize the number of controlled operations in these circuits. Consider evaluating the term ψ|ψ , which can be written as
with
There are L(L − 1)/2 different β ll terms that one needs to estimate, and which can be measured with Hadamard Tests. The Hadamard Test involves acting with V on |0 , and then using an ancilla as the control qubit, applying
, where C W denotes controlled-W (see Methods for precise circuits).
In addition, for C G and C G , one needs to evaluate
The γ ll terms are easily estimated by applying U † A l V to |0 and then measuring the probability of the all-zeros outcome. For the L(L − 1)/2 terms with l = l , there are various strategies to estimate γ ll . For example, one could estimate the L terms of the form 0|U † A l V |0 with a Hadamard Test, but one would have to control all of the unitaries: V , A l , and U † . Instead, we introduce a novel circuit called the Hadamard-Overlap Test that directly computes γ ll without having to control V or U at the expense of doubling the number of qubits. This circuit is schematically shown in Fig. 1 and explained in detail in Sec. IV. Finally, for C L and C L , one needs to estimate terms of the form
These terms can either be estimated with the HadamardOverlap Test or with the Hadamard Test, which are discussed in Sec. IV.
Ansatz
In the VQLS algorithm, |x is prepared by acting on the |0 state with a trainable gate sequence V (α). Without loss of generality, V (α) can be expressed in terms of L gates from a gate alphabet A = {G k (θ)} as
Here, α = (k, θ), where k are discrete parameters that identify the types of gates and their placement in the circuit (i.e., on which qubit they act), while θ are continuous parameters.
When working with a specific quantum hardware, it is convenient to choose a Hardware-Efficient Ansatz [40] , where A is composed of the gates native to that hardware. This reduces the gate overhead that arises when implementing the algorithm in the actual device. We use the term variable-structure ansatz to refer to the case when one allows changes to the gate structure by optimizing over the discrete parameters k. On the other hand, a fixed-structure ansatz corresponds to the case when the k parameters are fixed and one only optimizes over continuous gate parameters θ. As discussed below in the Methods Section, in this work we apply both types of ansatz to prepare the states |x .
In addition to the Hardware-Efficient Ansatz, we also employ the Quantum Alternating Operator Ansatz (QAOA) [41, 42] 
where X i denotes Pauli X acting on the ith qubit. Accordingly, evolving with H M for a time α j yields the unitary operator U M (α j ) := e −iH M αj . The trainable ansatz V (α) is then obtain by alternating the unitary operators U D (α i ) and U M (α j ) p times:
In this ansatz, each α i is a trainable continuous parameter. We note that QAOA is known to be universal as the number of layers p tends to infinity [41, 43] , and that finite values of p have obtained good results for several problems [44] [45] [46] . Let us remark that Ref. [6] showed that it is possible to efficiently generate an accurate approximation to the true solution |x 0 , i.e., with a number of gates that is polynomial in n, assuming certain constraints on A and b. Therefore, in principle, one may efficiently approximate these sort of solutions with a universal variational ansatz, such as the ones that we discussed above.
Training algorithm
There are several classical optimizers that may be employed to train the gate sequence V (α) and minimize the cost functions of VQLS. For the fixed and variable Hardware-Efficient Ansatzes one can use gradient free optimization methods (e.g., the COBYLA algorithm [47] ), as well as gradient-based optimization methods (such as the L-BFGS-B algorithm [48] ). There has been an increasing interest in gradient-based methods in VHQCAs as it has been shown that the first-order gradient information can be directly accessed by measuring observables [49] and can lead to faster rates of convergences to the optimum [50] . In order to employ gradient descent optimization strategies, in Sec. IV we derive explicit formulas to compute the gradients of the cost functions, and show that the same circuits used to calculate the cost functions can be used to compute their gradients. Finally, when employing the QAOA ansatz we leverage literature on QAOA-specific training (for instance, Ref. [45] ).
B. Heuristic Scaling
Dependence on κ with Hardware-Efficient Ansatz
In this section we study the scaling of the VQLS algorithm with the condition number κ. For this purpose we have numerically implemented VQLS to solve three different QLSPs. In all cases we compute the local normalized cost function C L of Eq. (6). Specifically, we considered the following 8 × 8 matrices with different degeneracy g in the minimum eigenvalue:
where Z j denotes acting with the Z operator on qubit j and acting with identity on all other qubits. The degeneracy of each matrix is g = 1, 2, 4, respectively. We remark that we considered different values of g since we noticed that this parameter appeared to affect the VQLS performance. The state |b is Figure 3 shows our results, plotting runs-per-success versus κ for the aforementioned A matrices. Runs-persuccess refers to the mean number of VQLS runs needed to obtain a given error tolerance for |x . For each matrix we implemented 200 runs of VQLS without noise or finite sampling. In each optimization routine we employed a fixed-structure ansatz (see Section IV C for more details), and the initial parameters were randomly set.
In all cases there is a region for small κ (below the horizontal dashed lines in Fig. 3) where success is almost always achieved. Hence runs-per-success is not a good measure of run time in this region, and this region can be ignored. Then, as the condition number κ is increased, the number of runs-per-success needed to achieve a given begins to increase with a scaling that appears to be sub-linear. Under the assumption that the FIG. 3 . Runs-per-success versus condition number κ. The runs-per-success is the mean number of executions needed to obtain a desired precision . The QLSP is determined by |b of (24)
For each matrix we ran 200 instances of the VQLS algorithm. In all cases we trained the gate sequence by minimizing the normalized local cost function of (6) and we employed the L-BFGS-B algorithm as the classical optimizer. Below the dashed horizontal line (runs-per-success 1.25 ) is the region where runs-per-success is not a good measure of algorithm run time since success is almost always achieved. As can be seen, the scaling in terms of the condition number κ appears to be sub-linear.
examples that we considered are representative of the general case, these results suggest that VQLS scales efficiently (linearly or sub-linearly) with κ when employing a Hardware-Efficient Ansatz.
Dependence on κ with QAOA Ansatz
Let us now numerically analyze the VQLS scaling with κ when employing the QAOA ansatz. Since poorly conditioned matrices (i.e., large κ) are more difficult to invert, we expect that for fixed the number of layers p must increase with κ. While this is generally true, we can also alleviate this issue by evolving with the driver Hamiltonian H D for a longer time. This corresponds to scaling the parameters α i for odd i in (20) by some value that grows with κ. As shown in Fig. 4(a) and (b), this scaling can indeed transform the cost landscape such that it contains more regions of low cost and thus makes optimization more likely to be successful.
In Fig. 4(c) , we show the number of runs-per-success versus the condition number. Here, we consider the same QLSP on three qubits defined in (22) with |b given by (24) . The condition number was varied from κ = 10 0 to κ = 10 3 . For each κ, VQLS was implemented 100 times with the parameters randomly initialized. For each of the three values of considered, the scaling with κ is sub-exponential. Hence, these results indicate that VQLS with QAOA also scales efficiently in the condition number κ. Finally, we emphasize that these results were obtained with only p = 1 round of QAOA, and remark that additional rounds p > 1 may lead to better performance.
Dependence on
In order to determine scaling with of VQLS we have performed numerical simulations to solve the QLSP with A and |b given by Eqs. (22) and (24) respectively, and with κ = 5. In this case we employed variable structure ansatz where the training of gate parameters was performed with the C G cost function and the gradientdescent algorithm detailed in Sec. IV D. The VQLS algorithm was implemented 150 times with randomly initialized parameters. Figure 5 shows the runs-per-success versus 1/ . These results show that as 1/ grows, the number of runs-persuccess exhibit a logarithmic grow. Such results suggest that VQLS is efficient in 1/ and hence is comparable to the scaling in previous quantum linear systems algorithms [7] . It remains to be seen how the scaling of VQLS is affected by finite sampling, which is not accounted for in Fig. 5 .
C. Implementation on quantum hardware
In this section we present the results of a 32×32 (i.e., 5-qubit) implementation of VQLS using Rigetti's quantum chip 16Q Aspen-4 [35] . Additional implementations were performed as well (see Appendix B for further details).
For the implementation here presented, we have considered the following A matrix
and |b = H 1 H 3 H 4 H 5 |0 ⊗5 . We remark that this particular choice of A and |b is motivated from the fact that they lead to simplified ansatz and cost evaluation circuits. In particular, the ansatz considered consists of R y (α i ) gates acting on each qubit.
FIG. 4. (a)
Landscape for CG with a QAOA ansatz of p = 1 layer and unscaled parameters α1 and α2. Here, α1 (α2) corresponds the the parameter in the driver (mixer) Hamiltonian. (b) Landscape for CG with a QAOA ansatz of p = 1 layer where α1 was scaled by the condition number κ. In both cases the QLSP is defined by a randomly generated 4 × 4 matrix with condition number κ ≈ 11, and with |b given by (24) . The scaled landscape contains more regions of low cost and thus makes optimization more likely to be successful. (c) Runs-per-success versus condition number κ. Three curves are shown for 2 = 0.10, 0.02, and 0.01. The inset depicts same data on a log scale. As can be seen from the inset, the scaling in κ is sub-exponential for each considered.
The results of the VQLS implementations are shown in Figure 6 . At each run of the algorithm the parameters were initialized to random angles. It is shown that for every implementation of VQLS the local normalized cost function C L of (6) achieved a value of ∼ 7 × 10 −2 . Moreover, once the optimal parameters in V (α) were determined, we proceeded to measure the expectation value of different Hermitian observables M . According to Eq. (11), we can use D(M ) 2 as a figure of merit to quantify how good our solution is. As shown in Table VII of Appendix B, the results have a good agreement with the exact solution.
III. DISCUSSION
In this work, we presented a variational quantumclassical algorithm called VQLS for solving the quantum linear systems problem. On the analytical side, we presented four different faithful cost functions, we derived efficient quantum circuits to estimate them while showing that they are difficult to estimate classically, and we FIG. 5 . Runs-per-success versus 1/ for the QLSP given by (22) and (24) with κ = 5. The classical training method employed a gradient-descent algorithm. The inset depicts the same data in a logarithmic scale. The dependence on 1/ appears to be logarithmic, suggesting that VQLS scales efficiently in 1/ .
proved operational meanings for them as upper bounds on 2 /κ 2 . On the numerical side, we studied the scaling of the VQLS run time and found it to be efficient with respect to κ and 1/ . Furthermore, we utilized Rigetti's Quantum Cloud Services to implement VQLS for particular problems up to a size of 32 × 32, which to our knowledge is the largest implementation of a linear system on quantum hardware.
Interestingly, with our implementation on Rigetti's hardware, we noticed some preliminary evidence of noise resilience, along the same lines as those discussed in Ref. [51] for a different variational algorithm. Namely, we noticed optimal parameter resilience, where VQLS learned the correct optimal parameters despite various noise sources (e.g., measurement noise, decoherence, gate infidelity) acting during the cost evaluation circuit. We will explore this in more detail in future work.
Finally, we discuss how VQLS fits into the larger literature on quantum algorithms for linear systems. Most prior algorithms rely on time evolutions with the matrix A [6] [7] [8] or a simple function of it [10] . In these algorithms, the duration of the time evolution is O(κ) in order to prepare a state |x that is -close to the correct answer. In general, this can only be achieved with a quantum circuit of size linear in κ as per the "no fastforwarding theorem" [52, 53] . This is even true if there exists a very short quantum circuit that prepares the desired state |x . The non-variational algorithms simply cannot exploit this fact. On the other hand, a variational algorithm with a short-depth ansatz might be used to prepare such a state.
This does not mean, however, that the overall complexity of the variational algorithm does not depend on the condition number. This dependence enters through the stopping criteria given in (9) . As the condition number increases, the cost has to be lowered further in order FIG. 6 . Cost function CL versus number of optimization steps, where A is given by (25) . The classical optimization was performed with the Powell method [54] . We can observe that for every run the cost function is reduced to a value of ∼ 7 × 10 −2 . Due to noise present in the quantum device the cost does not go to zero.
to guarantee an error of . This will undoubtedly require more rounds of the variational algorithm to achieve. In effect, our variational approach trades the gate complexity of non-variational algorithms with the number of rounds for a fixed circuit depth. This trade-off can be useful in utilizing NISQ devices without error correction.
IV. METHODS
A. Faithfulness of the cost functions
We now prove (8) , which is restated here:
For the lower bound, let
For the upper bound, note that Π G = z =0 |z z|. Let S j denote the set of all bitstrings that have a one at position j, and let S = j S j denote the union of all of these sets. Then
Equation (8) implies the faithfulness of the cost functions as follows. Because Π G 0 and Π L 0, we have that all four cost functions are non-negative. Furthermore, it is clear that if A|x = |b , then we have
Conversely, assuming that A|x = |b implies that C G > 0 and hence that all four cost functions are positive. Therefore, all four cost functions are faithful, vanishing if and only if A|x = |b .
B. Cost evaluation circuits
In this section we present short-depth circuits for computing the cost functions of Eqs. (3), (5) and (6). In particular, we introduce the Hadamard-Overlap Test circuit, which should be of interest on its own as it is likely to have applications outside of the scope of VQLS. Figure 7 (a) shows a Hadamard Test which can be used to measure the coefficients β ll defined in (15) , and used to compute ψ|ψ as in (14) . When the phase gate is excluded, the probability of measuring the ancilla qubit in the |0 a state is P (0) = (1 + Re[β ll ])/2, while the probability of measuring it in the |1 a state is P (1) = (1 − Re[β ll ])/2. Hence, by means of the Hadamard Test we can compute the real part of β ll as
Hadamard Test
With a similar argument it can be easily shown that by including the phase gate one can compute Im[β ll ].
As we now show, in order to compute the coefficients δ ll in (18) we can use the previous result combined with those obtained by means of the Hadamard test of Figure 7(c) . In particular, since |0 j 0 j | = (1 1 j + Z j )/2, then we can express
Hence, in order to calculate δ ll one only needs to measure the real and imaginary parts of the matrix elements
, which can be accomplished by means of the circuit in Fig. 7(c) .
Hadamard-Overlap Test
Consider the circuit in Fig. 7(b) , which we refer to as the Hadamard-Overlap Test. A nice feature of the Hadamard-Overlap Test is that it only requires one application of both U and V , and these unitaries do not need to be controlled, in contrast to the Hadamard Test. As explained below, the circuit for the Hadamard-Overlap Test can be obtained by combining the Hadamard Test with the Overlap circuit of Refs. [55, 56] . This circuit requires 2n + 1 qubits and classical post-processing (which scales linearly with n) similar to that of the Overlap circuit, except that here we add a conditional statement.
When the R z gate in Fig. 7(b) is excluded, and conditioning the measurement on the ancilla qubit to yield the FIG. 7. a) Circuit for the Hadamard Test used to compute the coefficients β ll = 0|V † A † l A l V |0 and calculate the inner product ψ|ψ of (14) . The phase gate in the colored box is excluded when calculating the real part of β ll and included when calculating its imaginary part. b) Hadamard-Overlap Test used to compute the coefficients γ ll defined in (17) . The Overlap circuit of Refs. [55, 56] is indicated in the dashed box. Here, the Rz gate in the colored box denotes a rotation about the z axis of an angle −π/2. Excluding (including) this rotation allows one to calculate the real (imaginary) part of γ ll . As explained in the text, additional post-processing is required. c) Hadamard Test circuit for computing δ ll as defined in (29) . Shown here is case when j = 1.
|0
a state, we can perform the depth-two Overlap circuit between registers S 1 and S 2 to get
On the other hand, by conditioning the ancilla qubit being measured in the state |1 a , we perform the Overlap circuit between subsystems S 1 and S 2 to obtain
Then, combining (30) and (31) yields
Following a similar procedure, it can be shown that including the R z gate allows us to calculate Im[γ ll ].
Note that the Hadamard-Overlap test can also be used to compute the real and imaginary parts of δ ll in (18) . In this case an additional random unitary R j must be initially applied to the qubits in register S 2 in order to generate the input state |0 j 0 j | ⊗ 1 1 j . Specifically, R j randomly applies a bit-flips to all qubits except qubit j:
with r = r 1 , r 2 . . . , r n a random bitstring of length n.
C. Ansatz
Let us now discuss the Hardware-Efficient Ansatzes used in the numerical simulations of Section II B. In the top panel of Fig. 8 we show the fixed structure ansatz employed to solve the linear systems with the A matrices presented in Eqs. (21)- (23) and with |b given by (24) . In this specific case, both A and |b have real coefficients, and hence the ansatz can contain only rotations about the y axis. Figure 8 (b) depicts the building block of our variablestructure ansatz: the dressed CNOT. The dressed CNOT is a two qubit gate composed of a CNOT preceded and followed by general single-qubit gates G ki (α i ) acting on each qubit. For the specific cases considered in Section II B 1, the gates G k in each dressed CNOT can be R y rotations. Figure 8(c) shows an example of a variablestructure ansatz, where the placement of the dressed CNOTs is also optimized.
D. Gradient-based optimization
While many gradient-based optimization algorithms exist, in this work we use the gradient descent approach outlined in [31, Appendix 4] and based on Ref. [49] . In this section we derive analytical expressions for the gradient of the normalized and the unnormalized cost functions and we show that these gradients can be computed with the circuits introduced in Section IV B.
For simplicity, let us first consider the global cost functions. Let us recall from (19) that the trainable unitary V (α) can be expressed as a sequence of gates G(α i ), where here we fix the structure k and hence we drop the subscripts on G. In turn, each gate G(α i ) can always be parametrized by a single-qubit rotation angle of the form e −iαiσi/2 . The gradient of V (α) with respect to α is then given by
and each partial derivative is The dressed CNOT is composed of a CNOT preceded and followed by single-qubit gates G k i (αi). In the special case considered when A and |b are real then we can take G k (α k ) to be rotations around the y axis. In the general case these gates will correspond to general one-qubit rotations. c) In the variable-structure ansatz the placement of the dressed CNOTs are variables that must be optimized. Here we show a specific dressed CNOT configuration for three qubits.
As we now show, the gradient of β ll and γ ll can be computed with the Hadamard-Overlap test and the Hadamard test, respectively. Let us consider the partial derivatives
By means of the identity i[
† , which is valid for any matrix A, we combine Eqs. (35)- (37) to obtain
where we have defined
Each term in (38) can be computed by means of the Hadamard-Overlap test, while the terms in (39) can be determined via the Hadamard test. These results entail that the gradient with respect of α of C G and C G are determined by
and
and hence that they can be computed by means of the Hadamard-Overlap test and the Hadamard test. A similar derivation can be used to show that
and hence the gradient of the local cost functions can also be computed by means of the circuits of Section IV B.
Proposition 1. The problem of estimating the VQLS cost functions
Proof. Let us first show that estimating C G and C G is DQC1-hard. Our proof is a reduction from the problem of estimating the Hilbert-Schmidt inner-product magnitude ∆ HS between two quantum circuitsŨ andṼ acting on n-qubits [31] , where we have defined
with d = 2 n . In particular, let us consider the following specific case of estimating ∆ HS , which in turn can be identified as a specific instance of approximating the cost functions C G or C G . Let A = 1 1, and let |x and |b be 2n-qubit states given by
where E is an efficient unitary gate that produces a maximally entangled state (e.g., a depth-two circuit composed of Hadamard and CNOT gates). Note that here |x and |b correspond to the Choi states ofṼ andŨ , respectively. The global cost function is given by
Moreover, it is known that approximating ∆ HS (U, V ) to within inverse polynomial precision is DQC1-hard [31] , and hence the result follows. We additionally remark that estimating Eq. (A4) can also be interpreted as estimating the Fidelity between two pure states, which was also shown to be DQC1-hard [34] .
We now show that estimating C L and C L is also DQC1-hard. In this case our proof is reduced to the problem of approximating the trace of a unitary matrix W . Let |x = V |0 and |b = U |0 be 2n + 1-qubit states and let A = 1 1. Moreover, as depicted in Figure 9 , let us denote the first qubit as S 1 , while qubits 2, . . . , n + 1 compose system S 2 , and qubits n + 2, . . . , 2n + 1 compose S 3 . Let
where H S1 is a Hadamard gate acting on S 1 , C S1S2 W denotes a controlled-W gate with S 1 the control and S 2 the target, and E is a maximally-entangling gate on S 2 and S 3 . FIG. 9 . Schematic representation of the circuit used to compute CL for the specific case when A = 1 1, and |x = V |0 , |b = U |0 are 2n + 1-qubit states such that U † V is given by (A6). Shown is the measurement of the qubit in S1. The dashed box indicates the entangling gate E. The phase gate in the colored box is excluded when calculating the real part of Tr W and included when calculating the imaginary part.
The local cost is then
Consider first the case when j = 1 and we measure the qubit in S 1 . It is straightforward to see that the probability of measuring this qubit in the |0 state is P (0) = (1 + Re(Tr W ))/2. On the other hand, the probability P (0) = 1/2 for all qubits in S 2 or S 3 . Hence, we find
which implies that the real part of Tr W can be computed as
Similarly, by adding a phase gate on S 1 (as indicated in Fig. 9 ) we can compute the imaginary part of Tr W . By choosing U and V according to (A6) one finds that the problem of estimating the local cost function up to inverse polynomial precision is equivalent to approximating the real (or imaginary) part of Tr W . Hence, computing C L or C L is hard for DQC1, since all problems in DQC1 can be seen as estimating the real part of a trace of a unitary matrix [31] .
Appendix B: Additional implementations on
Rigetti's computer
In this section we present additional implementations performed on Rigetti's quantum device 16Q Aspen-4. We have considered different problem sizes, from 2 × 2 up to 32 × 32. We additionally recall that the matrices A and states |b in these QLSP are such that the ansatz and the cost computing circuits are simplified. Figure 10 shows the value of the cost function versus the number of optimization steps for different linear systems and for several runs. It is worth mentioning that the cost function is reduced to values 0.1 for every example, except for the case depicted in panel (b). In this particular case, the solution of the 2 × 2 linear system is |x 0 = |1 . Therefore, one may note the effect of relaxation to the state |0 in the quantum device, which likely significantly affected the result quality. The Tables  I, II, III, IV, V and VI correspond to the examples above,  while Table VII 
