This study empirically examines the influence of shocks in the US federal funds rate on the Republic of South Africa's output gap, consumer prices, 91-day T Bill rate and the Rand-US Dollar exchange rate from the first quarter of 1981 to the last quarter of 2014 with the use of a structural vector autoregressive (SVAR) model. Shocks in the US federal funds rate are found to have more of an impact on the South African inflation rate relative to other domestic macro variables. Domestic developments were found to play the most significant role in explaining the fluctuations of South Africa's macro-variables. In light of the SARB's inflation targeting monetary policy regime, it is recommended that it remains mindful of domestic developments as well as movements in the US federal funds rate in order to determine their upside risks to inflation before deciding on a policy stance.
Introduction
The ever increasing pace of globalisation has resulted in a profound level of interconnectedness among the world's countries. This development has led to economies being vulnerable to external shocks 1 that translate into enhanced vo-tems has deepened over the years is hardly refutable. Reference [3] pointed out that economic discussion around the interdependence of national economies is nothing new and has occupied economic thinking from as far back as the 1960s
and 1970s when models of open economies such as those developed by Robert
Mundell and Marcus Fleming interrogated the effects of shocks in one economy on its trading partners. Reference [4] [5] [6] [7] along with [8] noted the importance of evaluating how globally integrated monetary policy and monetary policy shocks, especially those from the developed world are transmitted internationally to the least developed and developing worlds. They advanced that a key advantage in this endeavour is that investors and policy makers from the developing world are provided with a clear understanding of the implications of monetary policy decisions from developed countries, especially on capital flows between the developed and developing world. Reference [4] [9] and [10] posited that empirical investigations into the impact of monetary policy from large economies on other economies more often than not focuses on the role of the United States (US) in international transmission of monetary shocks with the key focus being changes in the US federal funds rate. Interestingly, in the case of the Republic of South Africa (South Africa), [11] noted that the US is one of the country's top five export trading partners and was the second most important destination for its exports in 2015 after China. It is against this backdrop that this paper investigates the impact of a shock in the US policy rate (the federal funds rate) on a set of macroeconomic variables from South Africa, a country with a floating exchange and an inflation targeting monetary policy regime.
Over the years, there have been a number of studies dedicated to assessing the influence of shocks in US monetary policy on other economies. These include [6] [7] [9] [10] [12] and [13] . While these studies undeniably provide insightful information into the impact of US monetary policy shocks on other countries; they seldom focus on the effect of shocks in US monetary policy on developing countries from the sub-Saharan African (SSA) region, or South Africa in particular.
Moreover, the impact of external monetary policy shocks on domestic economies depends on the specific set of macro-variables included in various research models. Reference [14] noted that currently, a standard list of variables for inclusion into macroeconomic monetary policy analysis does not exist. Reference [15] underscored that selection of variables can be formal or informal. The choice of macro variables in this research paper does not follow any formal selection process but is guided by the work of [8] [13] [16] as well as [17] . The aim of this paper is two-fold. First, to evaluate the response of South African macroeconomic variables, specifically, consumer prices, output gap, 91-day Treasury bill rate and the Rand-US Dollar exchange rate to a shock in the US federal funds rate by using quarterly time series data spanning the first quarter of 1981
to the last quarter of 2014. Second, determine the importance of US monetary policy shocks in explaining changes to South African macroeconomic variables.
The rest of the paper is organised as follows: Section 2 provides a brief back- 
Brief Background of the South African Reserve Bank Monetary Policy Framework since the 1980s
Reference [18] together with [19] noted that in the 1980s, SARB's monetary policy implementation strategy was chiefly concerned with maintaining a stable financial environment. This was seen as a crucial precondition towards the containment of inflation, the promotion of high and sustainable economic growth, increased levels of employment and the overall improvement in the living standards of the country's residents. As pointed out by [18] coupled with [20] , SARB strategy [18] .
With the ever increasing inadequacy of monetary targeting in informing credible monetary policy decisions SARB had to shift to a monetary policy strategy that was more in tune with the dynamics of the world South Africa found itself in. Reference [21] highlighted that in the 1990s, SARB's monetary policy framework eventually moved away from monetary targeting and adopted what is known as the eclectic approach to monetary policy decision making.
Under this approach, a handful of indicators 3 were studied and their movements determined the SARB's monetary policy stance. The ultimate intention was for SARB to move towards an explicit inflation targeting regime as this framework was widely adopted across the world by various central banks [18] . According to [19] [20] as well as [22] , the SARB formally adopted an inflation targeting framework on 6 April 2000. The adoption of an explicit inflation targeting framework signalled that SARB would no longer solely rely on monetary aggregates (the growth in money supply and bank credit extension) to guide determi- 2 Following the general election of 27 April 1994, South Africa transitioned from an Apartheid regime to a system of majority rule. The year 1994 marked 3 years after the US lifted economic sanctions on South Africa.
nation of short-term interest rates. Reference [19] explained that under an explicit inflation targeting regime the SARB would have to undertake a detailed assessment of a number of domestic 4 and foreign 5 indicators when deciding on an appropriate monetary policy stance. Reference [20] and [23] discussed that the SARB's inflation target aims at achieving a rate of increase in headline consumer price index 6 (CPI) of between 3 and 6 per cent per year. Reference [22] pointed out that the repo rate 7 , which is the rate that the SARB charges commercial banks for borrowed cash reserves, is the main instrument used to target inflation. From Figure 1 , the SARB's monetary policy transmission channels are nominal exchange rate, commercial bank rates, asset prices (bond, equity and real estate prices) as well as expectations. The ultimate target is the inflation rate.
Consider a contractionary monetary policy stance (a rise in the repo rate) whose aim The domestic indicators include, but are not limited to; growth in money supply, growth in bank credit extension, the changes in nominal and real salaries and wages, the nominal unit labour costs, the gap between potential and actual domestic output, exchange rate developments, producer prices and import prices. 5 The foreign indicators include, but are not limited to; oil prices, food prices and administered prices. 6 The Consumer Price Index excludes mortgages interest cost for metropolitan and urban areas, known as the CPIX. 7 The repo rate was introduced on 9 March 1998 to ensure greater response of interest rates to financial market developments [18] . economy under the assumption that such an economy is a price taker in the import and export markets. Reference [13] acknowledged that the single country MFD and later its two-country version are widely considered to have led the way in international macroeconomic modelling. Reference [1] and [9] explained that under a floating exchange rate regime and perfectly mobile capital, the intrinsic results of the two-country MFD given an expansionary monetary policy depict a "beggar-thy-neighbour" policy framework such that the domestic economy (where the expansionary policy is enacted) benefits while the foreign country suffers. Specifically: 1) After a monetary expansion, the nominal interest rate falls in the expanding country;
2) This leads to a capital outflow, which then leads to a depreciation of the currency of the expanding country;
3) This will mean the other country has experienced a currency appreciation;
4) The currency depreciation in the expanding country is incentive for an increase in exports, a reduction in imports and a subsequent improvement in the 5) The currency appreciation in the other country means a decrease in exports and an increase in imports and a resultant deterioration in the trade balance;
6) The improved trade balance and depressed interest rate in the expanding country translate into a rise in its output;
7) The output in the other country experiences a fall due to the deterioration in its trade balance with the expanding country.
According to [9] , under perfect capital mobility and a fixed exchange rate re- 
The Intertemporal Model
Reference [28] and [29] explained that intertemporal models of the current account gained prominence in the 1980s when researchers sort to understand the implications of modelling the current account by taking into consideration the assumptions of forward looking economic agents whose forecasts of relevant variables hinged on rational expectations. Reference [30] pointed out that [28] bridged the gap in open economy model building by developing a series of extended models that incorporated relative prices, complex demographic structures, consumer durables, asset-market incompleteness, and asymmetric information. Spurred on by the Lucas critique of economic policy evaluation, the intertemporal approach was therefore developed to replace the MFD model. • Aggregate consumption dynamics (and thus asset holdings);
• Relative demand for different goods (composition of aggregate demand); and
• Production effort for own good.
According to [30] , analysis in the intertemporal model covers three periods; the initial steady state (time t − 1), the period when the shock hits (time t), and the period after the shock, when the economy adjusts to the new steady state (time t + 1). Moreover, the main transmission channel of a shock in the short run is the nominal exchange rate while the transmission of a shock in the long run is through wealth redistribution between countries. Reference [27] and [30] noted that the intertemporal model conforms to the basic predictions of the MFD model in the initial stages of a monetary shock. That is, given a positive shock in monetary policy in a foreign country, this will lead to a fall in interest rates in the domestic economy and domestic economy currency depreciation coupled with a temporary increase in domestic income. However, due to consumption smoothing by economic agents, the level of domestic consumption rises by a magnitude less than that of domestic income. This means an improvement in the domestic economy's current account.
Empirical Literature
Reference [31] Reference [7] investigated the impact of monetary policy shocks emanating from the Euro Area (EU) and the US on a group of eleven sub-Saharan African (SSA) countries. The countries included those following a fixed exchange rate regime and those with a floating exchange rate regime like South Africa. Using an SVAR methodology, the results of the study were found to depend on whether the shock in monetary policy emanated from the EU or the US. Moreover, the results depended on whether the SSA country under consideration operated un- ital from flowing out. This result is similar to the one observed under [6] . However, in the SSA case, the process led to depressed output growth. Reference [7] also noted that SSA countries operating under a fixed exchange rate regime depicted mixed output responses in the earlier periods but showed expansionary effects in the medium and long term. For these countries, the interest rate and trade channels acted as transmission mechanisms. US shocks were found to not be significant in SSA countries operating under a fixed exchange rate regime. Be that as it may, output in such SSA countries continued to expand, implying that some other factor, such as aid from the US was responsible for curbing the output contractions.
Materials and Methods

Materials
The study uses quarterly time series data from the first quarter of 1981 to the last quarter of 2014. From Table 1 South Africa's 91 day T Bill rate is taken to proxy monetary policy innovations in the country since the SARB Repo rate data starts from 2001. In addition, [17] argue that innovations in the US federal funds rate are better indicators of mon- 
Model Specification
The study estimates a VAR model to assess the response of South African output gap (Ygap), consumer prices (SAp), 91-day Treasury bill rate (R) and Rand-US Dollar exchange rate (ZARx) to shocks in the US federal funds rate (FedR). Reference [5] [32] and [33] posited that one of the most ideal tools for macroeconomic analysis is the VAR model pioneered by Christopher Sims in 1980. The VAR is arguably superior in its ability to navigate through dynamic effects of shocks to monetary policy on such macroeconomic variables as inflation, output and the exchange rate. They are also well suited for purposes of presenting the degree of influence of monetary policy shocks on developments in key macroeconomic variables.
The reduced form of the VAR is represented in Equation (1):
where t X is a (5 × 1) vector of endogenous macroeconomic variables (FedR, Ygap, SAp, R and ZARx) observed at time t. 0 G is a vector of constants,
is a (5 × 5) matrix of coefficient estimates, ε is a (5 × 1) vector of serially uncorrelated system innovations and s is the optimal lag length of each variable.
When unpacked, Equation (1) is a system of five equations as follows: 
Equation (1) can be estimated using the ordinary least squares (OLS) method.
The choice of optimal lag order will be made with due consideration of information criterion such as the Schwarz Information Criterion (SIC) and or Akaike Information Criterion (AIC). The smallest information criterion between is the most preferred. Once the appropriate lag order has been selected, the stationari- 
Unit Root Tests
Reference [33] explained that VAR models are designed for stationary variables.
To ascertain the order of integration of the variables, the study uses Augmented Dickey and Fuller (ADF) test as explained in [34] and [35] as well as the Phillips-Perron (PP) test as explained in [36] . The PP test complements the ADF in that it is non-parametric and corrects for any serial correlation and heteroskedasticity in the errors. The two tests are utilized to establish whether the series are either I(0) or I(1).
Model Checking
Reference [33] pointed out that inadequacy of the reduced form VAR in the data generation process translates into an unavoidable inadequacy of the structural form model as well. Therefore, after the model specification and estimation process, the adequacy of the estimated reduced form VAR has to be checked.
The study focuses on tests for residual autocorrelation 9 , non-normality, although as [33] noted, normality is not a necessary condition for the validity of statistical procedures related to VAR models, heteroskedasticity and structural stability.
SVAR Identification
Provided that Equation (1) passes the residual and structural stability tests, the next step is to specify and estimate the structural VAR (SVAR). The SVAR is necessary since it isolates the structural shocks and allows for the development of impulse response functions (IRFs) and the forecast error variance decompositions. The IRFs reflect responses of each variable to innovations in another variable while holding the other shocks at zero. The variance decomposition tells how much of a change in a specific endogenous variable is due to its own shock and how much is due to shocks to other variables in the system. The SVAR is represented in Equation (7)
Where; A is a (5 × 5) matrix of contemporaneous relations among the endogenous variables where the diagonal elements are normalized to equal one but the off diagonal elements may be arbitrary. To test for autocorrelation in the residuals, the study proposes the Breusch-Godfrey LM test. According to [33] , this is the most suitable test for checking autocorrelation in low order VARs.
matrix A that are correlated with the structural errors. Therefore, to estimate the SVAR and develop IRFs and forecast error variance decompositions, Equation (7) needs to be identified. This is done by imposing restrictions on elements of matrix A in Equation (7) . Imposing restrictions to matrix A in Equation (7) 
In addition, the relationship between the forecast errors and structural shocks is represented by Equation (9)
In the study, the SVAR identification follows a strictly recursive Cholesky decomposition technique where rate. This ordering is aligned to economic intuition and is supported by [37] who explained that since the US is a big economy that is relatively closed, its monetary policy stance responds more to domestic shocks than foreign shocks. Table 2 presents the results of the ADF and PP unit root tests performed before Reference [16] [39] and [40] advocated for estimation of the VAR model in levels when the variables are mixed (stationary and non-stationary at levels). However, [41] coupled with [42] highlighted that in the presence of non-stationary time series data, econometric analysis runs the risk of being spurious. Reference [43] advised testing the variables that are non-stationary but stationary of the same order of integration (in this case, ZARx and R) for the presence of cointegration. If the variables are found to be cointegrated, the VAR should be estimated as a Vector Error Correction Model (VECM). If the variables are found not to be cointegrated, the VAR should be estimated in first differences. Appendix 7 shows that cointegration does not exist between ZARx and R. Given that the non-stationary variables are not cointegrated, the study follows the recommendation of [44] and estimates Equation (1) in first differences with appropriate lag length to ensure the absence of serial correlation. Table 4 are considered, a lag order of 1 fails to reject the null hypothesis of autocorrelation. However, when a lag order of 5 is chosen, the null hypothesis of autocorrelation is rejected. For this reason, Equation (1) was estimated with an optimal lag order of 5. In addition, under the lag order of 5, the model is stable as shown by the results in Appendix 1 since Table 3 . VAR lag order selection criteria. no root lies outside the unit circle. This means that the lag order of 5 is sufficient to explain the dynamics in the model and the system is stationary.
Empirical Results
Results of the Unit Root Tests
Optimal Lag Selection
Endogenous variables: D(FEDR) D(YGAP) D(SAP) D(R) D(ZARX)
Results of the Residual Diagnostic Tests
From Table 4 , the estimated reduced from VAR of lag order 5 shows no evidence of serial correlation. In addition, there is no heteroskedasticity in the residuals as seen from Appendix 3. The results of the normality test are presented in Appendix 2. The joint normality test shows that the variables are not jointly normally distributed. However, these results are disregarded on the basis of the assertion by [33] that normality is not a necessary condition for the validity of many of the statistical procedures related to VAR models.
Impulse Responses
The impulse responses are presented in Figure 2 . The dotted lines are one standard error bands computed by Cholesky simulations. Reference [37] 
Response of D(ZARX) to D(FEDR)
Response to Cholesky One S.D. Innovations ± 2 S.E.
Figure 2. Impulse responses to US federal funds rate shock under Cholesky ordering: D(FEDR) D(YGAP) D(SAP) D(R) D(ZARX).
could be understood as an attempt to keep the real cost of the foreign debt from rising following an appreciation of the US Dollar. Figure 2 shows that South African inflation responds negatively to a positive shock in the US federal funds rate from period 3 to period 6, after which the impact becomes statistically insignificant. According to [4] , this can be reflective of a direct deflationary effect that corresponds to deflation in the US and in world commodity prices coupled with a domestic tightening of monetary policy.
The response of the Rand-US Dollar exchange rate to a positive shock in the US [31] . Last, the impulse response of the South African output gap to a positive shock in the US federal funds rate is positive in period 5, meaning an increase in actual output over expected levels. These findings align well with the positive interest rate response seen in period 3 as well as the Rand appreciation seen in period 1 given that [6] and [31] discovered that an inflow of foreign capital, which raises the demand for domestic currency, was found to boost domestic production.
Forecast Error Variance Decomposition
Forecast error variance decompositions are another way of investigating the effect of nonzero residuals (or shocks) in a VAR system. Reference [32] pointed out that variance decompositions can be used as tools to determine the importance of monetary policy shocks in explaining particular developments in macroeconomic history. Table 5 presents the forecast error variance decompositions 11 extracted for the tenth and twentieth quarters. The percentage of variation in the row variables, labelled 1 through 5, is explained by shocks to the column variables, labelled a through e. change rate depicts that the greatest variation in the short run and long run is explained by own innovations, followed by shocks to the US federal funds rate, domestic inflation, the 91 day T Bill rate and the domestic output gap, respectively.
Robustness Checks
In order to check the robustness of our results, [46] espoused that the first sta- The third test for robustness undertaken is to estimate Equation (1) From the impulse responses the results of the study remain broadly unchanged, adding further credibility to the model the robustness of the model used.
Conclusions
This paper investigated the impact of shocks to the US federal funds rate (FedR) on South African output gap (Ygap), consumer prices (SAp), 91-day Treasury bill rate (R) and Rand-US Dollar exchange rate over the first quarter of 1981 to the last quarter of 2014 using an SVAR model. Positive innovations in the US federal funds rate are found to negatively affect domestic inflation between period 3 and period 6 after the initial shock. This could be interpreted as a complementary reaction to corresponding deflation in the US and in world commodity prices. The decline in domestic prices also corresponds to a tightening of domestic monetary policy especially since a positive shock to the US federal funds rate was found to result in a rise of the 91-day T Bill rate by 0.21 per cent in period 3. The rise in the 91-day T Bill rate in this instance testifies to a decision taken by the South African Reserve Bank to quell capital outflows in the 12 The ordering began with the FedR followed by Ygap, then, SAp, R, and ZARx. Using the Cholesky decomposition, this ordering assumed that the US federal funds rate is not contemporaneously affected by changes in South African macroeconomic variables. Moreover, shocks in US monetary policy contemporaneously affect South African macro variables and are first transmitted through the output channel.
short-term and prevent the rise of US Dollar denominated foreign debt given a rise in US interest rates and an appreciation of the US Dollar. Positive innovations in the US federal funds rate were discovered to lead to an appreciation in the South African Rand against the US Dollar in the first quarter after the shock.
This reaction results in increased capital inflows and an improvement in central bank reserves. Furthermore, similar to [6] Response of FEDR to FEDR 
Appendix 2. Normality Test
