Abstract-We first describe an approximation method for fitting a two-state MMBP to the departure process of a two-state MMBP /Geo/l/K queue. The fitted MMBP is shown to have a good accuracy. The model for fitting a two-state MMBP is then used in a simple decomposition algorithm to analyze a tandem conflguration of finite capacity queues with customer 108s. The decomposition algorithm is validated by comparing it against simulation and it is shown to have a good accuracy.
Introduction
Discrete-time single server queues with or without finite capacity have been extensively analyzed. For a review of relevant results see Pujolle and Perros [1] . However, little has been done for the analysis of networks of discrete-time finite capacity queues.
In this paper, we analyze a tandem queueing network of discrete-time finite capacity queues with customer loss. The arrival process to the first queue is assumed to be a twostate Markov Modulated Bernoulli Process (MMBP) and the service times at each queue are assumed to be geometrically distributed. Queueing networks of discrete-time finite capacity queues with customer loss do not lend themselves to an exact analysis. However, they can be analyzed approximately using the notion of decomposition. That is, the network is decomposed into individual queues, and each queue is then analyzed separately. The most important aspect of such a decomposition is the characterization of the arrival process to an intermediate queue. In continuous-time queueing networks, typically, such as a.n arrival process is characterized approximately by a two-phased Coxian distribution, or by a more general phased-type distribution. Also, it has been characterized by a general distribution defined by the mean and squared coefficient of variation. In this paper, we first describe an approximate model for fitting a two-state MMBP to the departure process of a twostate MMBP /Geo/l/K queue. The fitted MMBP is shown to have a good accuracy. This fitting model is then used in a simple decomposition algorithm to analyze a tandem queueing network with discrete-time finite capacity queues with customer loss. Validation tests showed that the decomposition algorithm has a good accuracy.
The problem of fitting a discrete-time distribution to the departure process of a discretetime queue is relatively unexplored. Park and Perras [2] approximated the departure process of an IBP /Geo/l/K queue by an IBP. Meier-HelIstern [3] developed an iterative algorithm for fitting two-state MMPP to observational data using maximum likelihood estimation. The interdeparture distribution of a discrete-time GI/G/l queue has been obtained by TranGia [4] using the Fast Fourier Transform. Ohba, Murata and Miyahara [5] analyzed a discrete-time single-server queue with three different arrival streams and they obtained the departure process. Discrete-time queueing networks have been analyzed by Morrison [6] , Hsu and Burke [7] , Ohba, Murata, and Miyahara [5] and Pujolle [8] assuming infinite capacity queues. Bhargava et al [9] and Bocharov and Albores [10] ion with a specific probability a. This period is followed by another geometrically distributed period (known as state 2) during which arrivals also occur in a Bernoulli fashion but with a different probability {3. These periods alternate continuously. Given that the process is in the state 1 (or state 2) at slot i, it will remain in the same state in the next slot i + 1 with probability p (or q), or will change to the state 2 (or state 1) with probability p (or q).
Let t n be the time interval between the (n -1)st and nth arrival. It can be shown that the average arrival rate, i.e. the probability that any slot contains a cell, p and the squared coefficient of variation of the interarrival time between successive arrivals, C 2 are as follows:
Let 7r be the stationary probability vector satisfying 1r P == 7r. Then, it can be shown that (see [12] 
Of interest is also the autocorrelation coefficient of the number of arrivals of a two-state .MMBP for lag i, ¢(i). This is given by (see [13] ):
The Departure Process ofa two-state MMBP /Geo/l/K Queue We consider a two-state MMBP /Geo/l/K queue, where the service time is defined over a slotted time axis. A service always starts at the beginning of a service slot, and the service time is assumed to be a geometrically distributed number of service slots with parameter (7'. Service completion is assumed to take place just before the end of a service slot. The arrival process is also defined over a slotted time axis with the same slot size, and it is assumed to be a two-state MMBP with parameters PA, qA, aA, and {3A. The boundaries of the slots of the arrival process are assumed to be in-between the boundaries of the service slots. An arriving customer to an empty queue cannot start its service until the beginning of the next service slot, even though the server is free at the instant of its arrival. We examine this queue at the boundary of each service slot. The state of this queue can be described by the variables (s, n). Variable s represents the state of the arrival process and it takes the values:
1 if the arrival process is in the state 1, 2 if the arrival process is in the state 2. Variable n indicates the number of customers in the system including the customer in service. We have n=O,l, .. ,K, where K is the capacity of the system. Let P d be the transition probability matrix of the queue. We can see that P d = P wd + P wad, where P wd, P woo, is a matrix that contains transitions with a departure respectively without a departure. Below, we first compute the generating function of the probability distribution of the interdeparture time, and then we obtain two different types of autocorrelation related to the departure process.
The Generating Function of the Interdeparture Time Distribution
Let I be a random variable representing the time elapsing from the moment a departure occurs to the end of a service slot during which an arrival occurs. Also, let S and D be random variables representing the service time and the interdeparture time, respectively.
The server idle period, 1 can be expressed by
where 1 1 , 1 2 , is a random variable indicating the time elapsing from the moment the system is in state (1,0), respectively (2,0), to the end of the service slot during which an arrival occurs. P+( s, n) is the probability that immediately after a departure the system is in the state (s,n). Therefore, 11, 1 2 , and P+(s,n) are given as follows:
, and x is the steady state probability vector satisfying xPd = x. The generating function of the server idle period, l(z), is then given by
where I 1 (z) and 1 2 (z) are the z-transforms of 1 1 and 1 2 , respectively. 
By differentiating the generating function given by (1), we can obtain the moments of the time between successive departures, the squared coefficient of variation of the interdeparture time CJ, and the throughput Pd.
Autocorrelation of the Departure Process
In this section, we obtain the autocorrelation of the interdeparture time, and the autocorrelation of the number of departures per slot. Define
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A,,vA , u, an U1Ler capaci y 0 t e queue under study are given in Table 1 , and the resulting Pd, CJ, tPd(l), and <Pd(l) for each case are given in <Pe.t(i) is the estimated autocorrelation coefficient of the number of departures for lag i, Pezaet{D = i} is the exact probability that the interdeparture time is i slot(s), and Pe.t{D = i} is the estimated probability that the interdeparture time is i slot(s). In Table 2, we give the observed values for f1,b(5000), f tP (5000), and fD(5000) for each of the 9 cases.
From Table 2 , we see that the fitted MMBP tracks well the interdeparture time distribution and two autocorrelation functions.
Analysis of a Tandem Configuration with Customer Loss
In this section, we analyze approximately a tandem configuration of discrete-time finite capacity queues using the model for fitting a two-state MMBP described in the previous section. Let us consider an open queueing network consisting of N nodes linked in tandem as shown in figure 1 . We assume that each node has a finite capacity. Let K, be the maximum cap~city of node i, i == 1,2,···, N. A customer enters a node if it arrives at a time when the node is not full. Otherwise, it gets lost. The arrival process to the first node is assumed to be a two-state MMBP. For each node i, the service time is assumed to be geometrically distributed with probability ai. We note that the N servers are not synchronized. That is, the service slots of a server begin at a different time than the service slots of the other servers. However, all service slots of all servers are equal. Finally, we assume that customers in a node are served in a FIFO manner.
The approximation algorithm decomposes the queueing network into individual nodes, and each node is analyzed in isolation. Let us consider node i. We can obtain the generating function and autocorrelation coefficients of the departure process of node i using equations (1) , and the results in section 3. The accuracy of the approximation algorithm was tested by comparing the approximate results against simulation data. We present two different examples involving a 10 node tandem configuration. The first example corresponds to a case of a strongly correlated input traffic to the first node and the second example to a case of a less correlated input traffic. The input traffic for both examples has the same PI. and C1. Figure 2 we give the queue length distribution for nodes 2, 5, and 10, the Pr{empty}, Pr{full}, and customer loss for each queue. In Figure 3 we 
