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ABSTRACT
The breakout of a supernova blast wave from its progenitor star provides strong constraints on the star and
its immediate surroundings. These surroundings are shaped by mass loss from the star and can include a wide
variety of inhomogeneities. Here we present results of multi-dimensional radiation-hydrodynamics calculations
of the interactions of the supernova blast wave with inhomogeneities in the immediate surroundings of a massive
Wolf-Rayet star, calculating the effect these interactions have on the shock breakout signal from supernovae.
Keywords: stars: supernovae: general, radiative transfer, methods: numerical
1. INTRODUCTION
In core-collapse supernovae, the blastwave launched from
the collapsed core of a massive star powers through and
breaks out of the collapsing star. Until this blast breaks out
of the star, the radiation in the shock is trapped in the flow.
After breakout, the radiation is able to leak out of the blast-
wave, producing an early burst of high-energy (ultraviolet
and X-ray) photons. Initially proposed as a mechanism to
produce gamma-ray bursts (Colgate 1968), the properties of
these radiation-driven shocks have been probed extensively
in both analytic and simulation studies (for a review, see
Waxman & Katz 2017).
Despite a continuous stream of theoretical studies, undis-
puted observations of this phenomenon have remained elu-
sive. To date, one of the best potential observations of
shock breakout has been the serendipitous SWIFT observa-
tion of SN 2008D (Soderberg et al. 2008). The transient
community has developed a number of wide-field survey
telescopes that are discovering supernovae at an unprece-
dented rate and these telescopes will allow both a higher
rate of discovery but the ability to follow the cooling of
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the shock breakout (again, see the review by Waxman &
Katz 2017). Proposed wide-field ultraviolet detectors [e.g.
http://space.gov.il/en/node/1129, Sagiv et al. (2014) or the
Astrophysical Transient Observatory, Roming et al. (2012)]
could dramatically increase what we will learn from shock
breakout observations.
Simple analytic estimates of shock breakout provide direct
relations between the energy/duration of the shock breakout
and the stellar radius. Simulations of shock breakout have
shown that the picture is much more complex than these an-
alytic estimates predict. For example, many of the analytic
studies focus on the energy loss from shock breakout. How-
ever, during shock breakout, momentum deposition from the
radiation can also alter the flows, changing the breakout sig-
nal (for a review, see Blinnikov & Tolstov 2011; Tolstov et al.
2013). To capture this physics, astronomers must include the
interaction of radiation with matter.
The complex opacity structure also alters the nature of
shock breakout. Frey et al. (2013a) found that the duration
of the shock breakout signal was dramatically broadened be-
cause the opacity (and hence photosphere) varies with pho-
ton energy and different wavelength photons break out of
the shock at different times. These calculations assumed the
emission was in local thermodynamic equilibrium. But, in
many cases, this is not the case. Non local thermodynamic
ar
X
iv
:2
00
5.
12
17
7v
1 
 [a
str
o-
ph
.H
E]
  2
5 M
ay
 20
20
2 FRYER ET AL.
equilibrium conditions can also alter the emission (Klein
& Chevalier 1978; Wang et al. 2007; Suzuki & Shigeyama
2010).
Another suite of studies studied the dependence of the
shock breakout emission on the nature of the star and its
immediate surroundings. Bayless et al. (2015) found that
the mass (and density) of the stellar envelope can alter the
shock breakout signal. Lovegrove et al. (2017) argued that
the structure of the transition profile connecting the star to
the stellar wind can also alter the signal. Interactions with
the circumstellar medium can alter the shock breakout emis-
sion significantly (e.g. De La Rosa et al. 2017).
All of this work assumed a smooth density profile connect-
ing the the massive star to its circumstellar medium. How-
ever, there is strong evidence that stellar mass-loss is very dif-
ferent than the constant or slowly varying mass loss rates as-
sumed in producing the simple r−2 density profiles in many of
the shock breakout studies. Explosive shell burning, opacity-
driven instabilities and pressure waves can all produce bursts
of mass ejection in a star, producing inhomogeneities in the
circumstellar medium including both shells or clumpy me-
dia (Fryer et al. 2006; Herwig et al. 2014; Quataert et al.
2016). Studies of line-driven winds also indicate that even
these, relatively quiescent outflows, can produce large inho-
mogeneities in the circumstellar medium (Owocki & Rybicki
1984; Puls et al. 2008; Jiang et al. 2018; Owocki et al. 2019).
In this paper, we study the effect these inhomogeneities on
the shock breakout emission. Section 2 describes our simu-
lation methods and Section 3 describes the basic physics be-
hind our calculations. The blastwave evolution as it shocks
against these inhomogeneities is described in Section 4 and
the spectra and light-curves of the breakout emission is de-
scribed in Section 5.
2. SIMULATION TOOLS
In these calculations, we use a higher order radiation-
transport code to model the radiation flow coupled with
shock interactions. This calculation uses a coarse, 24-energy
group resolution for the photons to model energy transport.
We post-process these calculations with a 1500-energy group
ray-trace code. Both calculations use opacities from the
LANL dataset. We describe these methods in further detail
below.
2.1. Radiation Hydrodynamics Simulations
The hydrodynamics method used in our simulations lever-
ages the adaptive mesh refinement framework developed for
the RAGE code (Gittings et al. 2008). The hydrodynam-
ics package is a cell-based adaptive mesh refinement scheme
using a two-shock approximate Riemann solver. The code
has been verified against a variety of analytic test prob-
lems, the most relevant for this problem being the Sedov
blast wave (Gittings et al. 2008). It has been used ex-
tensively in the laboratory experimental community and its
results have been compared to a number of other codes
in this community (e.g. Fatenejad et al. 2013; Falk et al.
2014). Many of these comparisons included validation tests
against laboratory experiments and we will discuss the spe-
cific tests of radiation-hydrodynamics with our current trans-
port scheme in Section 3. It has also been compared to
a wide variety of astrophysics codes (e.g. Joggerst et al.
2014). This hydrodynamics scheme, coupled with flux-
limited diffusion, has modeled a number of astrophysical
transients (Fryer et al. 2009, 2010a,b; Whalen et al. 2013a;
Frey et al. 2013a; Whalen et al. 2013b; Frey et al. 2013b;
Whalen et al. 2013d,c,e,f, 2014a,b; Smidt et al. 2014, 2015).
In this paper, we instead use a higher-order, multigroup,
SN (discrete ordinates) radiation transport method (Chan-
drasekhar 1950). The angular dependence of the radiation
intensity is discretized via a collocation method for a set
of directions that correspond to the nodes and weights of a
quadrature set that integrates a function over the surface of
a sphere. The multigroup SN radiation equations are solved
separately from the hydrodynamics equations in a time step.
The radiation equations are coupled to expressions for the en-
ergy balance in the material, taking into account the energy
of both the electron and the ions. The hydrodynamic equa-
tions are coupled to the radiation field through the energy and
momentum deposited by the field into the material. Because
the radiation-hydrodynamics equations are being calculated
in the Eulerian reference frame, care must be taken to account
for the motion of the fluid in the radiation equations, includ-
ing relativistic effects and to ensure the equilibrium and dif-
fusion limits (Morel 2006). Local thermodynamic equilib-
rium is usually assumed in these simulations such that the
emissivity and absorptivity is Planckian.
The key unknowns in the radiation equations are the ra-
diation intensity I(r,ν), and the temperatures, Te = Te(r) and
Ti = Ti(r). The total, scattering, and absorption opacities, κt
κs and κa, respectively, specific heatsCve andCvi, sources Qe,
Qi, Qi, electron-ion coupling coefficient α, and density ρ are
implicitly functions of time, t.
1
c
∂I
∂t
+ Ωˆ ·∇I +κt(Te,ν)I(r, Ωˆ,ν) = κs(Te,ν)4pi φ(r,ν)
+κa(Te,ν)B(Te,ν)+Q(r, Ωˆ,ν),
(1a)
ρCve(Te)
∂Te
∂t
=
∫ ∞
0
dνκa(Te,ν) [φ(r,ν)−4piB(Te,ν)]
+α (Ti −Te)+Qe(r,ν),
(1b)
ρCvi(Ti)
∂Ti
∂t
= α (Te −Ti)+Qi(r,ν), (1c)
where
φ(r,ν) =
∫
4pi
dΩ I(r, Ωˆ,ν), (1d)
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B(Te,ν) =
2hν3
c2
(
ehν/kTe −1
)−1
, (1e)
and ∫ ∞
0
dνB(Te,ν) = acT 4e . (1f)
The dependence on the spatial location r will now be sup-
pressed. Introduce a time discretization index n and use
backward–Euler differencing for the time derivatives with
time step ∆tn, the multigroup approximation in frequency
with index g, and angular quadrature index m. Let Cnve =
Cve(T ne ), C
n
vi = Cvi(T
n
i ), κ
n
t,g = κt,g(T
n
e ), κ
n
s,g = κs,g(T
n
e ), κ
n
a,g =
κa,g(T ne ), and ρ
n be the density at time step n. in (1)
1
c
In+1m,g − Inm,g
∆tn
+ Ωˆ ·∇In+1m,g +κnt,gIn+1m,g =
κns,g
4pi
φn+1g
+κna,gBg(T
n+1
e )+Q
n+1
m,g ,
(2a)
ρnCnve
δTe
∆tn
=
∑
g
κna,g
[
φn+1g −4piBg(T
n+1
e )
]
+α
(
T n+1i −T
n+1
e
)
+Qn+1e ,
(2b)
ρnCnvi
δTi
∆t
= α
(
T n+1e −T
n+1
i
)
+Qn+1i , (2c)
where
φn+1g =
∑
m
wmIn+1m,g ,
∑
m
wm = 4pi, (2d)
and
Bg(Te) =
∫ νg
νg−1
dνB(Te,ν). (2e)
Letting T n+1e = T
n
e + δTe, linearize
Bn+1g = B
n
g +b
n
gδTe, (3)
where
Bn+1g = Bg(T
n+1
e ), B
n
g = Bg(T
n
e ), and b
n
g =
∂Bg
∂Te
∣∣∣∣
T ne
.
Solve (2) by reducing the system as follows. First, use (2c)
to find
T n+1i = γT
n
i + (1−γ)T
n+1
e +
(
1−γ
α
)
Qn+1i , (4a)
where
γ =
ρnCnvi
ρnCnvi +α∆tn
. (4b)
Substitute this and (3) into (2b)[
ρnCnve
∆tn
+4pi
∑
k
κna,kb
n
k +αγ
]
∆tne =
∑
k
κna,k
(
φn+1k −4piB
n
k
)
+αγ
(
T ni −T
n
e
)
+ (1−γ)Qn+1i +Q
n+1
e .
(5)
Solve for δTe and substitute into (3), then substitute the re-
sult of that in the right hand side of the radiation transport
equation (2a),
Ωˆ ·∇In+1m,g +
(
κnt,g + τ
)
In+1m,g =
κns,g
4pi
φn+1g +
χg
4pi
∑
k
νκna,kφ
n+1
k +qg,
(6a)
where τ =
1
c∆tn
,
ν =
4pi
∑
k
κna,kb
n
k
ρnCnve
∆tn
+4pi
∑
k
κna,kb
n
k +αγ
, (6b)
χg =
κna,gb
n
g∑
k
κna,kb
n
k
, (6c)
and
qg =
νχg
4pi
[
αγ
(
T ni −T
n
e
)
−4pi
∑
k
κna,kB
n
k + (1−γ)Q
n+1
i +Q
n+1
e
]
+κna,gB
n
g +Q
n+1
m,g + τ I
n
m,g
(6d)
The expressions in (6a) are discretized in space with a
linear-discontinuous, or dG(1), finite element method. An
important consideration is that the discrete equations pre-
serve the asymptotic thick-diffusion limit. The dG(1) method
used for the simulations described in this paper preserve that
limit; for a 1-dimensional example see (Morel et al. 1996).
The discretized equations are solved for the In+1m,g at every spa-
tial degree of freedom in the problem, then used to com-
pute φn+1g , and stored for the next time step. A Krylov it-
erative method preconditioned with linear multi-frequency
gray acceleration (Till et al. 2018) is used to calculate the
solution. This in turn is substituted into (5) to find ∆tne
and then T n+1e = T
n
e + δTe. The last operation is to use the
newly computed value for T n+1e in (4a) to find T
n+1
i . Note
that all of these expressions are computed for every degree-
of-freedom associated the spatial discretization. The (cell-
average) radiation energy density and momentum (correct to
O(v/c), Lowrie et al. 1999) are calculated from In+1m,g and used
in the (cell-centered) hydrodynamics equations for the next
time step. A second-order projection/interpolation scheme
is combined with the RAGE adaptive mesh refinement capa-
bility to spatially adapt the discontinuous radiation field and
temperatures.
This SN scheme has been compared in a radiation-
hydrodynamics setting to an implicit Monte Carlo transport
scheme coupled to our same hydrodynamics package. In
general, there is good agreement between these two meth-
ods (Fryer et al. 2020), with only mild differences when
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modeling energy transport across material boundaries. These
differences are minimal and believed to be due to artificial
transport caused by the simplified re-emission term in the
implicit Monte Carlo package.
It is worth comparing this transport scheme to others
used in the supernova light-curve and stellar wind com-
munities. A number of codes exist that run typically in
pure transport mode (assuming that the material is homol-
ogously expanding). These schemes include Monte-Carlo
solutions (Kasen et al. 2006; Wollaeger et al. 2013), dis-
crete ordinate (Hauschildt & Wehrse 1991), and a variety
of moment closure techniques (integrating over angle) like
flux-limited diffusion or variable Eddington factor meth-
ods (Eastman & Pinto 1993). To date, the bulk of the
radiation-hydrodynamics calculations have used these mo-
ment closure techniques (Tolstov et al. 2013; Frey et al.
2013a). These full transport schemes are necessary in con-
ditions where the optical depth is greater than one. In some
wind calculations, the conditions are such that a ray-by-ray
approach with a flux-weighted opacity sufficient to capture
the physics (Sander et al. 2017, 2018, 2020). Our conditions
are sufficiently optically thick that a full transport scheme is
more appropriate, but we use a ray trace to calculate the de-
tailed spectra using the temperatures set by our full transport
method (see Section 2.2).
The radiation couples with the hydrodynamics both in the
energy and momentum equations through the photon absorp-
tion and emission terms. For these calculations, we use an
ideal gas equation of state. At the low densities of the stellar
wind material, electrons dominate the material pressure and
this ideal-gas approximation is very accurate. In addition,
for these calculations, radiation pressure often dominates the
total pressure and small errors in the exact pressure are neg-
ligible compared to this total pressure.
2.2. Post-process for Spectra
Our radiation-hydrodynamics calculations resolve the pho-
ton energy with 24 groups (we performed a convergence
study of groups to confirm this coarse group structure cap-
tured the energy and momentum deposition). Although this
coarse group structure is sufficient to calculate the energy
transport, it does not produce detailed spectra. In our post-
process, we are able to model a much more resolved spec-
trum. The post-process assumes the temperatures and den-
sities from the radiation-hydrodynamics calculations are ac-
curate and uses a ray trace to calculate the emission and ab-
sorption from ejecta. The contribution from each zone in the
calculation to the emission (Li) is set by:
Li(ν) = rpir2i κ(ν,ρ
n
i ,Ti)B(ν,Ti)e
−τi (7)
where ri is the radius of the zone i, κ(ν,ρi,Ti) is the opacity at
frequency ν for a zone density ρi and temperature Ti, B(ν,Ti),
is the blackbody emission and τi is calculated by numerically
integrating inward from the observer:
τi =
i∑
router
κ(ν,ρi,Ti)ρidri (8)
where dri is the zone size. We use the full opacities described
in Section 2.3. From this, we can calculate detailed spectra
and light-curves.
2.3. Opacities and Opacity Implementation
For the present calculations, we use multigroup opacities
generated with the TOPS code1 from monochromatic data
contained in the tabular OPLIB database (Colgan et al. 2016;
Hakel & Kilcrease 2004; Hakel et al. 2006; Kilcrease et al.
2015). This database was produced with the Los Alamos
suite of atomic physics codes (see Fontes et al. 2017, for an
overview), which has been used to calculate spectral quanti-
ties for a variety of astrophysical applications, e.g. Walczak
et al. (2015); Fontes et al. (2015); Wollaeger et al. (2018);
Fontes et al. (2020); Wollaeger et al. (2019). For the cur-
rent radiation-hydrodynamics calculations, we assume a so-
lar metallicity distribution of elements (Grevesse & Sauval
1998) and consider this mixture down to very low densi-
ties (Frey et al. 2013a).
Implementing opacities into a radiation-hydrodynamics
code also requires approximations. Many calculations use
a single opacity for the entire frequency space. How the
opacity is weighted to create this opacity is important and
depends on the problem Castor (2007). In many applica-
tions, the Rosseland approximation is used:
κ−1 =
∫
ν
κ−1ν ∂Bν(T )/∂T∫
ν
∂Bν(T )/∂T
(9)
where κν is the energy/frequency dependent opacity from our
atomic physics calculations and Bν is the blackbody photon
distribution. For a single gray (frequency-independent) opac-
ity, this prescription highlights the low-opacity regimes (val-
leys) where radiation can leak out. Another extreme is the
Planck prescription:
κ =
∫
ν
κνBν(T )∫
ν
Bν(T )
. (10)
This weights the opacity in the lines where the opacity is
largest. In a free-streaming environment where the radiation
is described by a flux at a photosphere (Fν), the Planck de-
scription can be further simplified by using a single flux. For
line-driven effects of optically-thin stellar winds, these flux-
weighted opacities can be used (Sander et al. 2020):
κ =
∫
ν
κνFν∫
ν
Fν
. (11)
1 http://aphysics2.lanl.gov/opacity/lanl
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Rosseland tends to underestimate the opacity and Planck
or Flux-weighted methods overestimate the opacity. Multi-
group approaches capture both the high- and low-opacity re-
gions in energy space. The differences between the approx-
imate (Rosseland, Planck, flux-weighted) methods decrease
with higher group number. With our multi-group prescrip-
tion, we varied the number of groups to find a convergence
in our answer, but found reasonable convergence with our
24-group scheme and use that for the simulation in this pa-
per. To produce detailed spectra, our post-process calcula-
tions employ the full 14900-point, monochromatic opacities
contained in the OPLIB tables.
This opacity implementation does not include a couple
physics issue studied in the supernova literature: NLTE opac-
ities and the expansion opacity corrections. NLTE opacity ef-
fects are strongest as the density decreases and electron colli-
sions no longer dominate the distribution of excited states in
an atom. During shock breakout, electron collisions remain
rapid and the errors introduced by our LTE assumption are
still minimal. In addition, while including line-broadening
from Doppler effects, our binned approach does not include
the full physics required to do a full expansion opacity (Cas-
tor 2007). At high optical depths, the corrections derived
from expansion opacity approaches can be very important.
However, at low optical depths, expansion opacity recipes
all converge to the line-binned approach (Fontes et al. 2020).
Different expansion opacity recipes converge differently and
it is difficult to determine which convergence is most accu-
rate. At modest to low optical depths, the best implemen-
tation of the opacity has yet to be determined. However,
tests of these different implementations show that the line-
binned approach does give very similar answers to expansion
opacity approaches in kilonva and type Ia supernova applica-
tions Fontes et al. (2020).
3. PHYSICS BEHIND SHOCK HEATING IN SHOCK
BREAKOUT
As the supernova shock propagates through the star, the
shock velocity (vshock) and position (rshock) are well-fit by as-
suming the Sedov-Taylor similarity solution:
rshock ∝ t2/(5−ω)shock (ESN/ρ0)1/(5−ω) (12)
where ESN is the explosion energy, the density of the circum-
stellar medium is given by ρ0r−ω , and tshock is the propagation
time. The corresponding shock velocity is:
vshock ∝ t(ω−3)/(5−ω)shock (ESN/ρ0)1/(5−ω) (13)
For a simple wind profile (ρ ∝ r−2), then shock velocity is
simply given as a function of time (vshock ∝ t−1/3shock) and ra-
dius (vshock ∝ r−1/2shock). This deceleration will produce a reverse
shock that heats the material, increasing the temperature. As
long as the radiation is trapped in the flow, this Sedov-Taylor
solution is a good approximation of the shock evolution.
However, as the shock first becomes optically thin, the ra-
diation begins to lead the shock. In the extreme limit, one
can assume that the radiation is just an energy sink (the be-
ginning of the snowplow phase where the shock propagation
is simply determined by momentum conservation). However,
at shock breakout, although the radiation is streaming out of
the star, it still couples to the circumstellar medium. This
coupling deposits momentum into this medium ahead of the
shock. The acceleration (dvradiation/dt) of this material is the
same as the assumptions made in the derivation of the Ed-
dington limit:
dvradiation/dt = κLbreakout/(4pir2c) (14)
where κ is the opacity (for hydrogen, κ ≈ 0.4cm2 g−1),
Lbreakout is the luminosity of the breakout emission, r is the
radius and c is the speed of light. For our shock breakout, we
can estimate the acceleration caused by the radiation:
dvradiation
dt
= 290
( rBreakout
r
)2( Tshock
40 eV
)4(
κ
0.4cm2 g−1
)
kms−2
(15)
where Tshock is the temperature at the photosphere where the
photons are breaking out of the supernova shock, rBreakout is
the radius of this photosphere, and r is the position of the
material being accelerated. Material just ahead of breakout
could easily be accelerated above the shock velocity just due
to this photon momentum deposition (e.g., for rBreakout/r =
1/3, the shock can accelerate to 104 kms−1 in roughly 300 s).
The relative velocity of the supernova blast wave to its
circumstellar medium dictates the amount of heating in the
shock. As the radiation-driven shock of the supernova hits
a clump or shell, it shocks, both compressing the material
and heating it. The corresponding density (ρshock) and pres-
sure (Pshock) at the shock in the strong shock limit where
the shock velocity is much greater than the speed of sound
(vshock >∼ 100csound in our supernova calculations) are:
ρshock =
γ +1
γ −1
ρclump (16)
and
Pshock =
γ +1
2
ρclumpv2shock (17)
where ρclump is the density of the clump and vshock is the shock
velocity. In shock breakout where the radiation is still reason-
ably coupled to matter, γ ≈ 4/3 and the pressure is roughly
the radiation pressure: Pshock = (a/3)T 4shock where a is the radi-
ation constant. In this scenario, the temperature of the shock
depends on the shock velocity and the clump density:
Tshock = 35 eV (ρclump/10−10 gcm−3)1/4(vshock/109 cms−2)1/2
(18)
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The strong shock limit is an oversimplification of the
physics in this problem. For example, the energy in the su-
pernova blastwave can, in some instances, be on par with the
energy injected in the shock. In such a scenario, the shock
pressure is closer to:
Pshock =
γ +1
2
ρclumpv2shock + (a/3)T
4
Blastwave (19)
where TBlastwave is the temperature of this blastwave. For a
40-eV blastwave, ρ = 3× 1010 gcm−3 density shell, we ex-
pect a jump in temperature of ≈ 10eV up to roughly 50eV.
If the density is 10 times lower, the jump should be 1–2 eV.
For an equivalent 10eV blastwave, we expect a jump in tem-
perature of ≈ 15eV up to roughly 25–30 eV. In addition, the
supernova shock can flow around clumpy material rather than
produce the strong shock conditions assumed in equation 18.
Radiative acceleration of the circumstellar medium can limit
the amount of shock heating because it is the relative veloc-
ity of the shock and the circumstellar medium that dictates
the heating. Simulations are required to move beyond simple
analytic estimates of shocks in shock breakout.
A number of laboratory experiments have been developed
to test radiation flow physics in conditions are relevant to su-
pernova breakout conditions (e.g., Moore et al. 2015; Fryer
et al. 2016; Kuranz et al. 2018). In particular, the Radishock
experiment (Wood, S., et al. in preparation) is designed to
mimic the conditions of shocks in shock breakout conditions.
This experiment drives a target on two sides, a radiation-
driven shock on one end and a matter driven shock on the
other. The impact of these two shocks mimics the shock in-
teractions in shock breakout and these experiments can be
used to understand this physics. These experiments have
been used to test the codes used in the calculations presented
here.
4. RADIATION HYDRODYNAMICS SIMULATIONS
For this paper, we have developed a simplified shock
breakout scenario, focusing on the role inhomogeneities can
play on the emission from shock breakout. Our supernova
shock is implemented using an inflow boundary condition
driving a radiative shock through a wind density profile. This
inflow boundary condition is characterized by a shock tem-
perature (which we vary), a shock velocity, and density. The
temperature is held fixed for 500 s2 and then is allowed to
decrease.
In many stars, shock breakout occurs within the transi-
tion between the "stellar edge" and a constant-velocity wind
profile. In this region, the wind velocity increases outward.
2 This dictates the structure behind our shock and although it is arbitrary,
the shock interactions play a much bigger role in dictating both the evolution
of the blastwave and the breakout emission.
This transition region is dictated by the radiative acceleration.
Typically, the velocity of the wind reaches an asymptotic
limit and, beyond this limit, the velocity can be assumed to
be constant. This constant-velocity limit is not fully reached
in the transport regime modeled in this study but, for the pur-
poses of studying the role of inhomogeneities in the shock
breakout region, a simple wind profile assuming a constant
velocity, constant mass-loss wind provides a background to
compare smooth and inhomogeneous density distributions.
These assumptions produce a r−2 density (ρwind) profile:
ρwind = M˙wind/(4pir2vwind) (20)
where M˙wind is the wind mass-loss rate, vwind is the wind
velocity (we use a constant 108 cms−1 for this paper) and r
is the radius from the star. These outbursts include a wide
range of instabilities. For example, non-spherical oscilla-
tions in convective shell burning can cause explosive burn-
ing that drives mass ejection in a stellar model (Herwig et al.
2014). The ejecta from these outbursts is highly asymmetric.
Alternatively, binary systems can undergo a common enve-
lope phase that both ejects matter and alters the structure of
the star (Passy et al. 2012; Ivanova et al. 2013; Iaconi et al.
2020). These systems also have highly asymmetric outflows
as well. A final example is the inhomogeneous outflows from
line-driven winds (Owocki & Rybicki 1984; Puls et al. 2008;
Jiang et al. 2018; Owocki et al. 2019). We study two suites of
simplified instantiations of inhomogeneities in shock break-
out: spherical clumps mimicking turbulent instabilities in the
wind and dynamic ejecta mimicking stellar outbursts prior to
the launch of the supernova explosion. A summary of the set
of calculations are listed in table 1.
Our 2-dimensional calculations model a long, narrow (8×
1011 cm) slice of the circumstellar medium, modeling from
the edge of a Wolf-Rayet star at 1011cm out to 6.4×1013 cm.
Our base resolution is 2×1010 cm and we only allow for one
additional level of refinement (fine resolution of 1010 cm).
4.1. Shock Interactions with Shells
We mimic the case where activity on the surface of the star
ejects a shell of material by introducing a constant density
slab of material. We vary the position of this shell and give
it a thickness equal to its position, i.e. a shell of material at
5×1011 cm extends to 1012 cm, a shell starting at 1012 cm ex-
tends to 2×1012 cm. The shell is assumed to have a constant
density that is 10 times that of the wind density at the inner
position of the shell.
Figure 1 shows the velocity profile of the supernova blast-
wave for 2 different wind densities (assuming mass loss
rates of 3×10−5,3×10−4 Ms−1 for shell models at 1012 cm.
These two models show both extremes of our velocity evo-
lution. For our high-density wind model where the radiation
is initially trapped, the velocity evolution is very close to the
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Model TSN M˙wind Vshock
(eV) (3× 10−4Ms−1) (104km s−1)
NCT40 40 1 1
NCT20 40 1 1
NCT10 40 1 1
CT40M1 40 1 1
CT40M1v2 40 1 2
CT40M1ext 40 1 1
CT40M1extv2 40 1 2
CT20M1 20 1 1
CT10M1 10 1 1
CT40M0.1 40 0.1 1
CT40M0.1v2 40 0.1 2
CT40M0.1extv2 40 0.1 2
CT20M0.1 20 0.1 1
Model TSN M˙wind rshell
(eV) (3× 10−4Ms−1) 1012 cm
sh0.1r5T40 40 0.1 0.5
sh0.1r1T40 40 0.1 1
sh0.1r2T40 40 0.1 2
sh1r5T40 40 1 0.5
sh1r1T40 40 1 1
sh1r2T40 40 1 2
sh1r5T10 10 1 0.5
Table 1. Models: smooth winds, clumps and shells. The ’NC’
models are smooth wind profiles. The ‘ext’ models have clumps
that extend to 5×1013cm.
Figure 1. Velocity versus radius for 2 supernova models, both with
shells placed at 1012 cm at a few times. The solid lines correspond
to a model with a wind mass loss of 3×10−4 Ms−1 and the dotted
lines correspond to a model with a mass loss of 3× 10−5 Ms−1.
Radiation-driven shocks become important for the low mass-loss
case at roughly 500 s and at roughly 2000 s for the high mass-loss
case. The radiation-trapped flow is well matched by a Sedov-Taylor
solution (equation 13) and the radiatively-driven flow is matched by
our radiative solution (equation 15).
Sedov-Taylor solution. For example, the blastwave veloc-
ity drops by nearly 30% (our simple solution predicts a 40%
decrease) between 700 to 1700s. At later times, the radia-
tion begins to lead the blastwave, accelerating the material
ahead of it. If we assume the accelerating region is 3 times
the shock position, using our radiative formula (equation 15),
we’d expect the shock to reach velocities of 15,000kms−1
after 500 s. This is an upper limit on the acceleration be-
cause, once the radiatively-accelerated shock forms, it moves
away from the initial blastwave, reducing its acceleration. It
will also lose momentum by emitting photons itself. The ve-
locity of the radiatively-driven shock for this model rises to
12,000kms−1 in less than a 800 s timescale. The radiation
escapes from the low-density wind model in the first 700 s,
producing a strong radiatively-driven shock.
Figure 2. Shell density (top) and temperature (bottom) as a func-
tion of time for the same 2 basic models in Figure 1. Although our
simple shock-heating model fits well the trends and rough values
of the peak temperatures, radiative acceleration and heating make it
difficult to produce exact analytic fits.
Because of this radiatively-driven shock both contributing
to the acceleration and heating of the shock, it is much more
difficult to make accurate analytic temperature and density
estimates of the supernova blast. Figure 2 shows the den-
sity and temperature profiles of our shell models from Fig-
ure 1. If the radiation is trapped, our shock heating derivation
predicts a peak temperature that increases by a few to 5 eV
higher than our 40 eV drive, in agreement with our simula-
tions. However, once the radiation is no longer trapped, the
shock front cools considerably. Even for the situation where
the radiation is not trapped, there is a jump in the shock den-
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sity (on par with the strong shock estimate) and temperature
(of 3–10 eV) as the blastwave hits the shell. These values are
within the order of magnitude expectations from our analytic
derivation.
Figure 3. Density (top) and temperature (bottom) comparisons of
many of our shell models at peak temperature. Although our sim-
ple shock-heating model fits well the trends and rough values of the
peak temperatures, radiative acceleration and heating make it diffi-
cult to produce exact analytic fits.
The peak temperatures for all of our models after shock
interactions, along with the densities at those peak tempera-
tures are shown in Figure 3. Here we see the broad range of
results that we can expect from different shell positions (Fig-
ure 3). The peak temperature depends on the position of the
shock and the density of the wind as well as the wind den-
sity and the position of the shells. Shell interactions raise the
temperature from a few to 20 eV. The further out the shell is,
the later the peak temperature as it takes longer for the shock
interaction with the shell to occur.
4.2. Shock Interactions with a Clumpy Wind Medium
For our clumpy wind medium, we introduce 40 randomly-
located spheres lying between 1011 cm and 5.1× 1012 cm3.
The density of these spheres is randomly set between 1 and
50 of the wind density at the position of the clump (The value
of 1-50 is the multiplicative factor that the clump’s density is
altered to be more dense than the ambient medium). The
radius of the sphere is randomly set to a value between 2×
1010 − 5× 1010 cm. With these "clumps", we can conduct a
preliminary study of the shocks produced as the supernova
front passes through an inhomogeneous medium.
To understand the effects of these inhomogeneities, we first
zoom into a single clump to better understand its initial evo-
lution. Figure 4 shows the density and temperature of this
clump shortly after the supernova shock has passed over it.
The shock flows around the clump shocking its sides. The
clump initially shields the region behind it from the shock,
producing a low density region that, when forced together,
also shocks. With time, this entire clump is shredded by the
flow. How quickly such a shell is shredded in simulations can
depend upon the transport scheme used in a code4. For ex-
ample, a flux-limited diffusion calculation will quickly heat
the clump, causing it to dissipate rapidly. With higher-order
transport schemes, the heating of the clump takes longer. We
have compared (Fryer et al., submitted to HEDP) our SN
method to an implicit Monte Carlo transport method imple-
mented in the same RAGE code framework and, although
there are differences, the effect is minimal. In addition, it is
believed that the SN is more accurate (Fryer et al., submitted
to HEDP). However, continued testing of this physics will
ultimately play a role in producing precision results.
Figure 5 shows the progression of our supernova shock
(temperature) through the inner region of our simulation
(from 1011 to 1013 cm). The supernova shock ultimately
shreds the clumps, producing hot tendrils that continue to
shock, producing hot, emitting ejecta. These hot tendrils will
emit long-lived UV and X-ray spectra during the breakout
signal.
Figure 6 compares the density and temperature profiles as
a function of time between the clumpy and simple wind mod-
els. The variable shocks in the clumpy models produce much
more variable densities and temperatures, leading to higher
peak temperatures that will dramatically alter the emission
from these models. The higher temperatures will produce
brighter breakout signals that peak at higher photon energies.
We will study this effect in detail in Section 5.
5. SPECTRA AND LIGHT-CURVES
3 We have also included models where the extent of the spheres is out to
5×1013 cm. These models have an ‘ext’ in their name.
4 The clumps are not really spheres, but the rapidity at which the clumps
are shredded argues that the exact nature of the clumps is not too important.
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Figure 4. Density and temperature of our supernova blastwave
passing across just one of our clumps. The box is 2× 1012cm by
2.5× 1012cm and the times from top to bottom are 400, 800, and
1200s after the launch of the shock (this particular clump is near
the launch of the shock). This shows the typical initial behavior of
the shock progression. Material flows around the clump, but the
clump shields the downwind material, producing a slightly lower
density region. The front of the clump is shocked, with tempera-
tures slightly lower than that predicted by a strong shock. But there
is also heating behind the clump where the flow interacts. The lower
density in this downwind region allows higher temperatures.
The shock heating in these models can signifcantly alter
the spectra and light-curves from shock breakout. Here we
review the spectra and light-curves from a few of the models.
Figure 7 shows a time sequence of spectra for models
sh1r1t40, sh1r5t10, and sh0.1r1t40 before peak, at peak and
past peak flux. The low density wind model peaks much
Figure 5. Temperature image (eV) of our CT40M1 at 2500 and
5000 s showing the evolution of the initially spherical clumps. The
plot extends from our inner boundary at 1011 cm to 1013 cm. As the
shock progresses, the clumps are shredded, but they leave behind
hot spots in the ejecta that will dominate the shock breakout emis-
sion.
more quickly than the two high density models (compare
sh0.1r1t40 to sh1r1t40). Even at peak, it is slightly brighter
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Figure 6. Single line-outs of the density (top) and temperature (bot-
tom) of the CT40M1 clump and NCT40 no-clump models at two
different times, comparing the simple wind results (solid lines) to
the clump results (dotted lines) at two different times. The clumps
lead to structure in both the density and temperature profiles that
differ significantly from the simple wind model. These differences
grow with time and will dramatically effect the shock breakout
emission in these models.
than the high wind model with the same shell position and
drive temperature. But, at late times, these two models look
very similar. The low temperature drive rises the slowest (the
slower drive means that it expands slightly slower) and peaks
at a lower temperature, with a lower flux above∼ 40eV. The
differences are even greater at late times, clearly showing its
peak at lower photon energies.
The corresponding light curves for these 3 models are
shown in Figure 8. As expected due to its lower optical depth,
the low-density wind model peaks much earlier (∼ 2000s)
than our high-density models (∼ 3500s). It is also expected
that the low temperature drive model should have a much
lower X-ray flux than the other models as its temperature is
too low to produce large amounts of X-rays. What is some-
what surprising is the slow decay for this model. This occurs
both because of the lower drive temperature and the closer
shell position. The high mass of this shell decreases the ve-
locity, producing a slower-moving shock that has a plateau
phase before ultimately decaying. Table 2 shows the peak
Figure 7. Spectra at 1000s (top), peak emission (middle) and at
9000s (bottom) of shell models: sh1r1t40, sh1r5t10, and sh0.1r1t40.
The lower-density wind model rises and peaks earlier than the high-
density wind models. The lower temperature drive model peaks
at lower energies. Nonetheless, the shock heating dominates the
temperature of this low density drive, allowing it to produce high
energy photons.
UV and X-ray luminosities, peak luminosity timescale and
width of the light-curves for all of our models.
The effects of shocks is even more dramatic in our clumpy
wind medium. Figure 9 shows the spectra comparing a sim-
ple r−2 wind medium to that of a clumpy wind medium. The
additional shock heating in the clumps leads to considerably
higher high-energy emission. These spectra were calculated
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Figure 8. Bolometric, UV, extreme UV, and X-ray luminosities as
a function of time for 3 of our shell explosion models: sh11r1t40,
sh11r5t10, and sh12r1t40. The low-density wind case peaks early
(∼ 2000s) versus the roughly 3500 s peak in our higher-density
wind models. The slower shock in the low temperature drive, close
shell model leads to a much slower decay in the emission. But this
low-temperature model produces much less thermal X-ray emis-
sion.
Figure 9. Spectra at two different times for a pure wind profile ver-
sus our standard clumpy wind profile: CT40M1. The shock heating
against the clumps produces much hotter material that dramatically
increases the high energy emission. Above 100 eV, a number of line
features appear in the spectrum.
by using a single ray trace through our simulations. When
we compared different ray traces, the results were compa-
rable (but with some variability due to variability in the hot
spots) and the sum of the ray traces would produce spectra
similar to that presented here. Above 100 eV, a number of
line features appear in our solar abundance wind.
The effect of these hot spots is readily observed in the
light-curves with the differences being greatest in the X-
rays. Whereas the light-curve of the simple wind model is
strongest in the Extreme UV, it is dominated by the X-rays
in the clumpy model. The X-rays in the clumpy model peak
2 orders of magnitude higher than than the simple r−2 wind
(Fig. 11). The strong X-ray emission lasts for nearly 4000 s
Figure 10. Bolometric, UV, extreme UV, and X-ray luminosities as
a function of time comparing our r−2 wind to our standard clump
(CT40M1) simulation. Although the UV emission is these models
are very similar, the Extreme UV emission in our clumpy wind sim-
ulation is slightly higher. The X-ray emission in our clumpy wind
simulation is nearly 2 orders of magnitude higher and persists for
nearly 4000 s (versus less than 1000 s in the pure wind case). The
noise in the late-time emission occurs because of hot clumps falling
in and out of the ray trace.
Figure 11. X-ray fluxes versus time for our 20 and 40 eV drive
temperatures: CT40M1, CT40M1, NCT40, CT20M1, CT20M1,
NCT20. Variability in the clumps and clump interactions leads to
large variability in the X-ray fluxes.
in the clumpy model versus the 1000 s in the pure wind. As
with the shell models, the peak UV and X-ray luminosities,
peak luminosity timescale and width of the light-curves for
all of our clumpy models is shown in Table 2. It is clear
that the nature of shock breakout will depend sensitively on
the nature of the circumstellar medium. Models that assume
a simple r−2 wind profile can drastically underestimate the
breakout emission.
With our concentrated clump distributions (out to 5.1×
1012 cm) and velocities (10,000 kms−1), the spectral fluxes
drop off precipitously at 300 eV. But if we increase the ve-
locity or extend the clumps further into the wind, we produce
higher X-ray energies (easily above 1 keV). The fluxes of
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Figure 12. Spectra from clumpy models with both increased shock
velocities and more extended clump distributions to compare to our
standard models. With higher velocities and more extended clumps,
the emission can extend above a keV.
some of these extended and high velocity models is shown in
Figure 12. The X-ray flux, especially, is very sensitive to the
clump distribution and supernova blast wave velocity.
6. CONCLUSIONS
In this paper, we show how inhomogeneities in the circum-
stellar medium can drastically alter the shock heating in su-
pernova shock breakout and produce a wide range of emis-
sion models. These models give a hint at the wide range
of emission spectra and light-curves we can expect as we
increase the number of shock breakout observations. Al-
though this implies that shock breakout observations are ide-
ally suited to probe the immediate surroundings of supernova
progenitors, the ability of shock breakout signal to measure
the stellar radius is limited by these effects.
The X-ray fluxes from our set of models range from 1043 −
1045 ergs−1, appearing to match the XRT observations of
SN2008D. Many of our models do not produce the high-
energies observed in SN2008D. However, the results depend
sensitively on the nature of the clumps and harder X-rays are
definitely possible, even with the same properties of the su-
pernova blastwave (velocities and temperatures). In addition,
if the blastwave is even just 2 times faster than our canonical
value of 10,000kms−1, we can produce much higher fluxes
at higher photon energies. This paper touches just the tip of
the iceberg of the importance of an inhomogeneous medium
on the shock breakout signal. More detailed studies are in
needed to systematically study the full extent of inhomo-
geneites and comparing the effects of the inhomogeneities to
other quantities scientists would like to constrain with shock
breakout observations: stellar radii, mass-loss, and super-
nova blastwave properties. But it is clear from this work that
it may be possible for clumpy media to explain some of the
extreme "shock breakout" observations.
It is also worth mentioning the deficiencies in the simula-
tions. Our simulations did not model a complete supernova
explosion, using instead a boundary source drive to mimic
the evolution of the supernova blastwave. Because of shock
interactions within the star, the exact nature of the supernova
blastwave is not fully understood and our simple boundary
conditions are well within the uncertainties of realistic cal-
culations. However, leveraging detailed calculations of su-
pernova blastwave calculations and systematic studies of the
sensitivity to these boundary conditions to these blastwave
conditions is important. We also defer this study to later stud-
ies.
Although state-of-the-art, the models used here made a
number of simplifying assumptions. Although the radiation
transport is done using a higher-order-scheme with multi-
group opacities, the opacities themselves were calculated as-
suming a single temperature for the electrons (that dominate
collisional excitation) and radiation (driving radiative excita-
tion). Out of equilibrium effects may well change the atomic
level states and the resultant atomic opacities. This physics
must be studied and its effects constrained to produce accu-
rate models. All of our calculations and results assume the
emission is thermal (Kirchoff’s law applies). Non-thermal
emission (e.g. synchrotron) could dominate the emission and
will likely produce higher-energy emission than our thermal
sources. Finally, we focused on a pencil-beam (Cartesian-
grid), 2-dimensional simulation. Spherical grid calculations
in 3-dimensions are ultimately necessary to model the shock
break-out signal at high precision.
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