This paper presents a method for reducing the tracking errors of articulated systems
Introduction
An important class of robotic applications, such as laser cutting of thin films, arc welding, and glue dispensing, consists of motions along specified paths at desired speeds. Typical to these applications are the high speeds required for improved productivity and reduced cycle times. The highest speeds at which a manipulator can accurately track the specified path are the optimal speeds, computed by minimizing the motion time along the specified path (Shiller and Lu, 1992) . Hence, true high-speed trajectories would coincide with at least part of the time optimal trajectory. The problem of tracking high-speed trajectories is, therefore, similar to that of tracking time optimal trajectories, which are characterized by actuator saturation and discontinuous controls.
Time optimal trajectories can be tracked using model-based feedforward controllers, which feed the control effort, required to follow a desired trajectory, forward to drive the known open loop system (An et al., 1988) . In the absence of unmodeled dynamics and disturbances, this control strategy is guaranteed to produce zero tracking errors along any trajectory that is dynamically feasible. The only drawback of this control scheme is the need to access the controller, which is out of reach for most users of commercial robotic systems.
Another form of feedforward control, which can be implemented at the user level, is trajectory preshaping. It consists of preshaping the reference trajectory to cancel the known dynamics of the closed-loop system (Koren and Lo, 1992; Tomizuka, 1987) . This control structure requires no access to the controller, since the preshaping can be done in software at the trajectory planning level. To date, trajectory preshaping has been used to account for the feedback controller and the rigid body dynamics of high speed machine tools (Suzuki and Tomizuka, 1991) , and to account for the fundamental vibrational modes of flexible manipulators (Pfeiffer, 1989; Singer and Seering, 1990) .
The problem of unmodeled dynamics has been addressed for repetitive tasks with learning controllers, which iteratively modify the input trajectory based on the tracking errors of the previous trials. Such control strategies eventually achieve desired transient response in the presence of unmodeled dynamics (Moore et al., 1992; Horowitz, 1993) . Their main drawback, however, is that they are task specific and, thus, require repetition of the learning process for every new task.
In this paper, we combine trajectory preshaping with some aspect of learning control. The reference trajectory is preshaped to account for the dynamics of the feedback controller. This is done by adding a correction term, which is computed by filtering the nominal control input through the inverse of the feedback controller, to the reference trajectory. The reference trajectory is assumed to be feasible, i.e., satisfying manipulator dynamics and actuator constraints. The controller is assumed to be improper to avoid differentiating (when inverted) the potentially discontinuous controls.
To account for the unknown parameters of the feedback controller, we propose a learning procedure, based on a parameter optimization, that minimizes the actual tracking errors at each joint. Essential to this procedure is the selection of the initial guess for the unknown parameters. A simple analysis of the error transfer function allows for the selection of an initial guess that yields smaller errors than no preshaping. It is shown that for a PD controller, it is safer to overestimate the unknown gains, whereas underestimating these gains may result in an unstable error transfer function, and hence excessive tracking errors. The differences between this and other learning controllers are that, here, the open loop system is assumed to be known, and the parameters learned along one trajectory can be used to reduce the tracking errors along other trajectories.
The method is demonstrated experimentally for the UCLA Direct Drive Arm (DDA) and the AdeptOne industrial robot. For the UCLA DDA, the mean geometric error (error normal to the path) was reduced to 0.07 mm at top speeds of 1.8 m/s, which is eight percent of the error achieved with high gains and no preshaping. The mean tracking error was reduced to 0.11 mm, 5 percent of the error with no preshaping. This is comparable to (if not better than) the accuracy reported in (Youcef-Toumi and Kuo, 1993) , except that here no effort was made to decouple the manipulator dynamics. The experimental results for the AdeptOne robot demonstrate impressive improvements of 95 percent in the tracking errors, with no knowledge of the feedback controller and only partial knowledge of the robot dynamics.
The paper is organized as follows. The trajectory preshaping procedure is presented in Section 2, followed, in Section 3, by the learning procedure for estimating the feedback controller. The preshaping procedure is then derived for a PD controller in Section 4, and demonstrated experimentally in Section 5 for the UCLA DDA and the AdeptOne robot. 
Trajectory Preshaping
The tracking problem treated in this paper is to follow a trajectory Oa(t) 6 "R" in the joint space, while minimizing the tracking error e(t)
where 0(t) is the actual trajectory in the joint space. It is assumed that the desired trajectory, Odit), satisfies the known system dynamics Mioye + e^c{e)b + G(0) + x/e, e) = T (2) and the actuator constraints
where M(0) is the inertia matrix, C (0) is an array of the coefficients of the centrifugal and Coriolis forces, G(0) is the vector of the gravity forces, T/(0, 0) is a vector of joint friction torques, and T is the vector of actuator efforts. The control system used to track the desired trajectory is assumed to consist of independent SISO joint controllers. Clearly, error-driven state feedback controllers cannot guarantee perfect tracking of time optimal trajectories because of their finite bandwidth and hence their inability to generate discontinuous controls. The only way to accurately track time optimal trajectories is to either feedforward the nominal (optimal) control input, or to preshape the nominal trajectory (position as a function of time), as shown in Fig. 1 . This would produce a unity transfer function between the input and output and, hence, perfect tracking of the reference trajectory. The error, E{s) = Z(s), introduced by the preshaped trajectory, Y{s), produces the nominal control input, Ui{s), when passed through the controller, Gds).
Although the end result of applying the exact control input to the open loop system is similar to a traditional feedforward controller, trajectory preshaping has the advantage that it requires no access to the control loop, and, therefore, can be implemented outside of the controller. This would benefit endusers of existing motion control systems who have no access to the controllers, but can specify the reference trajectories, as in the case of most commercial robots.
Assuming, without loss of generality, zero initial conditions, we compute the preshaped trajectory, Y{s), by inverting the transfer function of the closed loop system:
Rewriting (4), we get
where Z(5) is the correction term added to the reference trajectory:
The closed loop error, £(i), between the input Y(s) and output X(i)is
It reduces to the correction term Z{s) 'ifX{s) = X^s).
Noting that the exact control effort, U^s), required to perfectly track the desired trajectory, X^is), is we rewrite (6) as
The correction term (9) is thus computed by filtering the nominal control input, f/d(s), by the inverse of the feedback controller. This can be done in the frequency domain, as in (6), or in the time domain by convoluting u^t) with the impulse response of Gc'(.s), assuming zero initial conditions. Alternatively, we can solve the differential equation expressing the control law in terms of the closed loop error, as demonstrated later for a PD controller.
It is important to note that although we derive the preshaping term for a linear system, the approach is applicable to general nonlinear systems for which we can compute the nominal control effort, u,i{t), along a desired trajectory x^i^t). Plant inversion (8) raises the issues of feasibility and causality of the given trajectory x^t). Feasibility concerns the existence of a bounded control that satisfies system dynamics (2) and actuator constraints (3), whereas causality concerns the starting time of the input (an input is noncausal if it exists before time zero (Proakis and Manolakis, 1992) ). Here, feasibihty and causality are ensured by selecting trajectories that are time optimal (or are bounded by the time optimal trajectory) and start at r = 0.
The inversion of the controller (9), however, does represent a problem since the control u^it) is generally discontinuous. To avoid differentiating the discontinuous control signal and to ensure invertibility, the controllers considered by this approach should, therefore, be improper (their inverse should be proper, having no free differentiator) and have no unstable zeros. Later, we demonstrate the approach for a PD controller which satisfies these requirements. Preshaping inputs of non-invertible systems (systems whose inverse is unstable) is treated in (Tomizuka, 1987) .
So far, we have assumed perfect knowledge of the controller. If the structure of the controller is known, but its specific parameters are unknown, we propose the following learning procedure to select the controller parameters that minimize the tracking errors.
Learning the Controller Parameters
To select the parameters of the controller, Gds), used in (9), we solve the following niinimization problem
where e(K, 0 ^ ^^" is the tracking error along the path, defined in (1), K G ''R"'" is a vector of the parameters, with m parameters for each joint, and
a time, we can treat this problem as a sum of n smaller problems of the form 
is the tracking error of the ith joint in the frequency domain (the negative sign is consistent with the tracking error defined later). Solving problem (10) is thus equivalent to minimizing I AX, (i) P for each joint. The solution to this optimization problem represents the optimal parameters of the controller used to preshape the reference trajectory. If the open-loop system is perfectly known, then those parameters would equal to the parameters of the actual controller. Otherwise, the parameters selected by this optimization might differ significantly from the actual controller parameters. The purpose of this learning process is, therefore, not to identify the controller but to minimize the tracking errors.
To determine the relations between the tracking error and the variations in the controller parameters, we derive the transfer function between the tracking error and the desired trajectory.
The Error Transfer Function. In this section we derive the transfer function between AX(s) and Xa(s) (henceforth, we consider a single joint, and thus omit the subscript i). Without loss of generality, we assume a linear open-loop system. For nonlinear systems, G(s) and its inverse should be replaced by the nonlinear mapping between Xj(s) and U^(,s).
Considering the controller shown in Fig. 1 , let
be the estimated controller used in (9) to compute the estimated correction term Z(s)
Z(s) = Z*(s) + AZ(s)
and X(s) be the actual trajectory
where G*(s) is the exact controller and Z *{s) is the correction term producing zero tracking errors. The preshaped trajectory is then
Y(s) = XAs) + Z*{s) + AZ(s)
and the error between the preshaped and the actual trajectories is
Multiplying the error (19) by the open loop transfer function yields the actual trajectory, X(s):
Note that the controller used in the open loop system is the exact controller G*(s). The estimated controller Gc(.s) is used only to compute the correction term Z{s) (9):
Subtracting from (21) the exact correction term, Z*(s), defined as
and following simple algebraic manipulations, we solve for AZ(s) as a function of the estimation error AGc(s):
The reference trajectory, Xii(s), is obtained by passing the exact correction term Z*(s) through the open-loop system
Subtracting X^is) from (20), yields
Rewriting (25), we obtain the transfer function between A X (i) and AZ{s)
Substituting (23) into (26) and using (8) yields
where
is the transfer function between the error and the input of the closed loop system, and
is a transfer function determined by the estimation of the actual controller. Clearly, the tracking error vanishes as the estimation error, AGc(5'), approaches zero, for an arbitrary trajectory X^is) and an arbitrary open loop system G(s). On the other hand, Gi(s) approaches unity as AGc('5) approaches infinity. This means that overestimating the controller would result in tracking errors that asymptotically approach the error of the closed loop system obtained with no preshaping, provided the error transfer function does not become unstable. One interpretation of this result is that it is safe to assume a controller of a higher bandwidth than the actual controller, since the higher bandwidth controller generally produces smaller tracking errors, and thus requires a smaller correction term. A smaller correction term, in turn, would generally result in better, not worse, tracking errors than with no preshaping, as is demonstrated next for a PD controller.
Trajectory Preshaping for a PD Controller
Assuming a PD controller of the form Gds) = Kp + Kys, we can compute z(t) by solving the following inverse Laplace transformation for each joint
which is equivalent to solving the following first order differential equation for zero initial conditions
derived directly from the control law. Assuming z(0) = 0, the preshaped trajectory y{t) is then
Av VO Ay
For trajectories starting at x^(0) * 0, we can translate the origin 
where Kf and K* represent the exact (positive) gains of the controller. Clearly, the error transfer function, 0,(5), approaches unity for large positive deviations, AKp or AKy. This agrees with (32), which shows that the correction term diminishes for large Ky and Kp. It also agrees with our previous observation that overestimating the controller can do no worse than doing nothing.
Examples
The trajectory preshaping method was implemented experimentally for the UCLA Direct Drive Arm and the AdeptOne industrial robot.
S.l Experimental Setup.
The UCLA Direct Drive Arm, shown in Fig. 2 , consists of a five-bar mechanism, actuated by two Yokogawa brushless DC motors with rated peak torques of ±30 Nm. Each motor is driven by a Dynaserv driver, operating in a velocity servo mode with an internal sampling rate of 1 kHz. Each motor is equipped with an integrated incremental position encoder with a resolution of 655,360 counts per revolution. For an even binary representation, the position counts are divided by 10 to produce a 16-bit binary signal. The resolution of the encoder is thus 2" = 65,536 counts per revolution, or 0.0055 degrees per count. These motors have significant dynamics, modeled empirically as a viscous friction torque (Chang, Shiller et al., 1995) 7>= -(1 -I-0.39861) sign (^)
The control system of this manipulator is depicted in Fig. 3 Table 1 . The gains were selected manually for the highest possible bandwidth that does not excite the structural resonance modes of the base frame. The nominal trajectory consists of the time optimal trajectory along a specified path, computed off-line using the method presented in (Shiller and Lu, 1992) . The optimal trajectory specifies the time histories of the joint positions, 9ji{t), and the nominal actuator torques, u^it), for each joint (. The nominal actuator torques are computed from (2), assuming knowledge of the rigid body system. The actuator limits were set in the optimization to ± 10 Nm, lower than the actual limits, in order to limit the tip speeds to about 2 m/s.
The control system shown in Fig. 3 is slightly different from the simple PD controller treated in Section 4. For this system, we first preshape the input to the velocity loop of each joint, U/(0, using the nominal actuator torques, Uji{t), the nominal joint velocity, 6ji(t), and the constants in the forward and feedback loops:
The reference input to the outer loop is then preshaped to account for the PD controller by numerically integrating (31), except that the control Uj{t) is replaced by i;,(f). For simplicity, the motor in the velocity loop is modeled as a current driven DC motor. This allows us to use the control signal generated by the velocity loop (indicated in Fig. 3 as Torque monitor) to indicate the applied actuator torques, in lieu of a better measurement.
Example 1: No Preshaping.
For this and the following examples, the task for the manipulator was to follow the path shown in Fig. 4 at the minimum time. The minimum motion time for this path, with both actuator limits at ±10 Nm, Using the nominal trajectory as the position input to the joint controller, with no preshaping, resulted in the nominal and actual velocity profiles shown in Fig, 5 , and the actuator torques, shown in Fig. 6 . Here, the nominal actuator torques represent the signal Uji(t) in (36) for each joint. The actual actuator torques represent measurements at the Torque monitor indicated in Fig. 3 , scaled by K, from Table 1 . Due to the delay introduced by the feedback controller, the actual torques trailed behind the nominal torques. The controller compensated for these delays by overshooting the nominal torques after each discontinuity in the control, as is evident in Fig. 6 for joint 1 (the actuator limits were set computationally for the nominal trajectory but were not enforced during the execution of the actual trajectory). The visible bias of the actual torques is due to the uncompensated motor dynamics.
The delays in the switching times of the actual torques resulted in large deviations of the actual velocity from the nominal velocity profile, after each switch from maximum acceleration to maximum deceleration, as shown in Fig. 5 . The maximum geometric error for this trajectory was 2.35 mm, with a mean of 0.88 mm. The maximum tracking error was 5.70 mm, with a mean of 2.16 mm.
Example 2: Preshaping With Nominal Gains.
Preshaping the trajectory with the nominal gains of the PD controller in the forward loop, given in Table 1 , resulted in the actuator torques shown in Fig. 7 . As a result of the preshaped trajectory, the actual actuator torques now follow the sharp edges of the nominal torques quite closely. The remaining errors are due to the yet uncompensated motor dynamics. The nominal velocity profile (not shown) is now followed much closer than before, resulting in significantly reduced geometric errors, with a maximum of 0.87 mm, and a mean of 0.37 mm, 37 and 42 percent of the original errors, respectively. 
Example 3: Learning the Preshaping Gains.
In this example, we assume no a priori knowledge of the gains of the position controller. The gains used for computing the correction term are learned using the optimization procedure discussed in Section 3. The gains of the velocity loop are assumed known and are given in Table 1 .
Using the same nominal trajectory as for the previous examples, we selected the initial gains to be Kp = 0.085 and Ky = 0.006, which are overestimates of the actual gains given in Table 1 . Starting with higher gains than the ones selected was met with numerical difficulties due to the flatness of the cost function at high gains. Without compensating for motor dynamics, the optimization converged to the gains given in Table 2 , with the optimal mean geometric error of 0.23 mm, 63 percent of the error obtained for the nominal gains (Example 2), and 27 percent of the error obtained with no preshaping (Example 1). Since the optimal gains compensated for the unmodeled motor dynamics, they are slightly different from the nominal gains given in Table 1 . The gradient search is shown in Figure  8 over a contour map of the mean tracking errors of joint 1. The contour map was generated by computing the error for various gains of the first joint, while keeping the gains of joint 2 fixed at their nominal values (Table 1) . From this map, it is clear that the cost function is very steep for low Kp, and relatively flat for large Kp. The sensitivity to Kv is not as apparent.
Example 4: Preshaping With the Friction Model.
In this example, the friction model (35) was added to the nominal actuator torques, used to compute the preshaped trajectory, to account for the significant motor dynamics (static friction and back EMF). This compensated for the added control input to the motor driver required to generate the desired torque, which was previously generated by the closed loop error. As a result, the maximum geometric error was reduced to 0.49 mm, with a mean of 0.13 mm, 21 and 15 percent of the original errors, respectively.
Optimizing the gains with the friction model resulted in the actuator torques shown in Fig. 9 . Now, the actuator torques follow the nominal torques almost perfectly. The overshoots after each switch indicate the delays due to the remaining unmodeled motor dynamics. The velocity profile (not shown) also followed the nominal profile accurately, resulting in a mean The experimental results for the UCLA DDA using the path shown in Fig. 4 are summarized in Figure 10 . The different cases shown in Fig. 10 refer to NO PS = no preshaping, PS = preshaping, OPT = preshaping with optimal gains, PS/FRIC = preshaping with the friction model, OPT/FRIC = preshaping with optimal gains and the friction model.
Example 5:
AdeptOne. This example demonstrates the use of the preshaping technique to reduce the tracking errors of the AdeptOne industrial robot driven by the MC controller. We know very Uttle about this robot, except some approximate values of its link masses and inertias, and have no access to its joint controllers. The trajectory was computed on a host computer and sent via a serial line to the AdeptOne controller. Using the V+ programming language, this trajectory was then used as the reference command at 16 ms intervals.
The path selected for this task (not shown) consists of a planar curve, not involving the prismatic joint, between the points (0.25, -0.5) and (0.5, 0.5) in the robot workspace. Assuming a PD controller for each of the first two joints, we optimized the gains to reduce the tracking error in the task space. With no preshaping, the maximum tracking error was 86.9 mm, whereas using the optimal gains, given in Table 3 , to preshape the trajectory reduced the error to 4.25 mm, a reduction of 95 percent. The tracking error was dominated by the tangential component, indicating a significant delay between the nominal and actual trajectories. The error normal to the path (geometric error) was on the order of 2 mm. Using the optimal gains to preshape the reference trajectory resulted in a velocity profile that followed the nominal profile much closer, as shown in Fig. 11 . Also shown in Fig. 11 is the velocity profile of the preshaped trajectory which compensated for the delays of the joint controller. It is important to note that, in this case, we did not identify the actual controller used in the AdeptOne, since we have no knowledge of the structure of this controller. Instead, we selected the optimal parameters of a PD controller for the preshaping of the reference trajectory.
Conclusions
A method for reducing tracking errors of high-speed articulated systems has been presented. It consists of preshaping the nominal trajectory by a correction term, obtained by filtering the nominal control effort through the inverse of the feedback controller. The nominal trajectory is assumed to be feasible and causal, satisfying system dynamics and actuator constraints.
The controller parameters used to preshape the trajectory are learned using a gradient search that minimizes the tracking error at each joint. It is shown that overestimating the controller resulted in tracking errors better than doing nothing (no preshaping), whereas underestimating the control may result in excessive tracking errors.
The method was demonstrated experimentally for the UCLA Direct Drive Arm, and for the AdeptOne industrial robot. For the UCLA DDA, the mean geometric error was reduced to 0.07 mm, with mean tracking errors of 0.11 mm. The remaining error can be attributed in part to the unmodeled motor and driver dynamics. The method was also demonstrated for the AdeptOne robot, showing significant reductions in the tracking errors. This was done at the programming level, outside of the joint controller, with no knowledge of the feedback controller and only partial knowledge of the manipulator dynamics.
The main advantage of this approach over traditional feedforward controllers is that it is implemented outside of the control loop, requiring no access to the control system. This represents a significant advantage to the end-user since it allows for performance improvements of existing industrial systems without modifying their controllers. In addition, the parameters learned from one trajectory can be used to reduce the errors for other tasks.
