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1. Introducció
La projecció d’imatges estereoscòpiques és un requeriment fonamental dels sistemes
de realitat virtual. A causa de la naturalesa de les imatges estereoscòpiques, aquests
sistemes necessiten conèixer la posició —i d’altres paràmetres— de l’usuari que visu-
alitza l’escena per poder composar les imatges correctament i garantir així les millors
condicions per a què l’usuari percebi l’escena tal i com nosaltres volem.
Per exemple, si ens trobem en un simulador de conducció de realitat virtual i volem
mostrar a l’usuari que hi ha un cotxe a 3 metres per davant seu, és indispensable conèix-
er la posició exacta d’aquest usuari que està visualitzant l’escena.
En un entorn multi-usuari, on només es disposa d’una única pantalla de projecció per
a tots els usuaris, únicament un d’ells es pren com a referència per a la composició
de les imatges estereoscòpiques i, com a conseqüència, la resta d’usuaris poden estar
percebent una escena lleugerament diferent de la que s’havia intencionat.
Per tant, conèixer quines són les distorsions produïdes al visualitzar una imatge estere-




Figura 1.1.: CAVE [1] Entorn estereoscòpic multi-usuari. Les imatges es projecten a la
pantalla prenen com a referència a un dels usuaris, per tant, l’altre pot estar
percebent l’escena lleugerament distorsionada.
La imatge correspon a la CAVE instal·lada en el Centre de Realitat Virtual de
Barelona [2].
Imatge cedida per MOVING Research Group [3]
1.1. Descripció del projecte
L’objectiu del projecte és aprofundir en l’estudi de la percepció estereoscòpica, centrant-
se principalment en com varia aquesta percepció en funció de quina és la posició, dins
de l’entorn estereoscòpic, des de la que s’està visualitzant l’escena.
El treball a realitzar s’ha dividit en dues parts ben diferenciades:
1. Implementar una aplicació que permeti simular la percepció teòrica d’un usuari
qualsevol, per poder fer-nos una idea de quines són les deformacions produïdes
en l’escena i quins paràmetres les ocasionen.
2. Realitzar un estudi d’usuari que permeti verificar que les deformacions obtin-
gudes en les simulacions, realment es produeixen. A més a més, si el resultat és




1.2. Estructura de la memòria
En primer lloc es fa una petita introducció al món de la visió estereoscòpica: què és
i com funciona, quines característiques aporta enfront de les imatges convencionals,
quines aplicacions té, i quins són els sistemes més habituals de visualització.
Tot seguit es fa una altra introducció a la realitat virtual i quin ús en fa de la visió
estereoscòpica.
Aquestes dues introduccions tenen com a objectiu assentar els conceptes bàsics que són
necessaris per al correcte seguiment de la resta de la memòria.
El dos següents capítols desenvolupen les dues parts en què s’ha dividit el projecte.
En el primer, es detalla la construcció de l’aplicació StereoSpaceDeformation, que permet
realitzar la simulació de l’escena percebuda per un usuari qualsevol d’un entorn es-
tereoscòpic multi-usuari. En el segon, es descriu i s’analitza l’estudi d’usuari que s’ha
realitzat per avaluar la validesa de les deformacions simulades en l’aplicació.
Finalment, es detalla la planificació del treball realitzat durant tot el projecte, així com
els costs teòrics associats a la seva realització.
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L’objectiu de la visió estereoscòpica és proporcionar una visió el més real possible de
l’escena presentada, de manera que s’aconsegueixi fer creure a l’usuari que està obser-
vant el món real. El seu funcionament es basa en proporcionar dues visions de l’escena:
la de l’ull esquerre i la de l’ull dret; tal i com passa a la vida real. Amb aquests dos
punts de vista diferents, el cervell és capaç de fusionar les dues imatges en una de sola
amb profunditat.
Figura 2.1.: Imatge anàglif d’un dofí. La imatge blava és la destinada a l’ull esquerre i
la vermella a l’ull dret.
L’obtenció d’una imatge estereoscòpica no difereix gaire de l’obtenció d’una imatge
convencional, l’únic requeriment és obtenir les imatges des de dues perspectives difer-
ents. En una fotografia o pel·lícula s’aconsegueix fent servir dues càmeres en comptes
d’una —o una càmera amb dos objectius —. Quan l’escena és generada per ordinador,
únicament cal renderitzar-la tota un altre cop però des d’una nova perspectiva.
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La visió estereoscòpica es troba actualment en plena expansió de cara al públic en gen-
eral gràcies a la seva recent introducció al cinema i a la comercialització de les primeres
pantalles estereoscòpiques domèstiques.
En els següents apartats d’aquest capítol s’explica amb més detall com funciona la visió
estereoscòpica i quins són els diferents sistemes de visualització més utilitzats. També
s’incideix en la importància de la visió estereoscòpica dins de la realitat virtual.
2.1. Percepció de profunditat en les imatges
Tal i com s’ha constatat anteriorment, una imatge estereoscòpica està formada per dues
imatges planes de la mateixa escena. Per a garantir una alta qualitat de la imatge estere-
oscòpica és imprescindible garantir també una alta qualitat en cadascuna de les dues
imatges individuals.
En una imatge 2D, podem apreciar perfectament la profunditat dels elements que la
composen gràcies a una sèrie de característiques visuals anomenades indicadors monoc-
ulars [4][5, p. 3-4].
A continuació es detallen els principals indicadors monoculars:
Il·luminació i ombres: ens donen informació de la forma d’un objecte. La projecció de
l’ombra pot indicar-nos la posició de l’objecte respecte d’una superfície.
Figura 2.2.: Indicadors de profunditat monoculars. Il·luminació i ombres
Imatge extreta de [4]
Mida Relativa: un objecte el veiem més gran quan és a prop i més petit quan és lluny.
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Figura 2.3.: Indicadors de profunditat monoculars. Mida relativa.
Imatge extreta de [4] (modificada)
Interposició: un objecte que tapa a un altre es troba més a prop.
Gradient de textura: una textura perd detall a mida que s’allunya de l’observador.
Figura 2.4.: Indicadors de profunditat monoculars. Interposició i gradient de textura
Imatge extreta de [4]
Perspectiva aèria: la visibilitat dels objectes llunyans disminueix a causa de la boirina.
Motion Parallax: és aplicable només a imatges no estàtiques. Per exemple, al desplaçar-
nos en cotxe els objectes distants es mouen més a poc a poc que els propers.
Perspectiva linial: ens informa de la proporció entre els objectes propers i distants jun-
tament amb la visualització de les línies de fuga.
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Figura 2.5.: Indicadors de profunditat monoculars. Perspectiva aèria i perspectiva linial
Imatges extretes de http://www.geograph.org.uk/photo/200554 i
http://www.vascoplanet.com/world/russia/moscow/
En la visió estereoscòpica, a més a més dels indicadors monoculars aplicats a cadascu-
na de les imatges, es fa servir un indicador binocular que afegeix molta informació de
profunditat a l’escena: la stereopsis.
2.2. Com funciona: stereopsis
La visió estereoscòpica es basa en el fenomen de la stereopsis. Aquest fenomen es pro-
dueix gràcies a què quan visualitzem en el nostre ull dret una imatge lleugerament
diferent a la que visualitzem en el nostre ull esquerre —com passa a la vida real a causa
dels pocs centímetres que separen els nostres ulls—, el cervell té l’habilitat de fusionar-
les i obtenir una única imatge amb informació addicional de profunditat. Aquesta habil-
itat del cervell s’anomena fusió.
Per a què es produeixi la stereopsis, les imatges captades a cadascun dels nostres ulls
han de ser de la mateixa escena, però visualitzada des de dos punts de vista diferents.
Això fa que un mateix punt de l’escena es projecti en un punt de la retina esquerra, i
un altre de diferent en la retina dreta —punts homòlegs—. La diferència entre aquests
dos punts, anomenada disparitat retinal, és interpretada pel nostre cervell obtenint la
profunditat del punt dins de l’espai.
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Per exemple, en la figura 2.6 tenim una escena molt senzilla formada únicament pel
punt A. La projecció d’aquest punt en la retina de l’ull esquerre és diferent de la seva
projecció en la retina de l’ull dret, a causa de la separació interocular. Les dues projeccions
del punt —punts homòlegs —poden trobar-se a diferents distàncies del centre de la retina
—angles a i b de la imatge . La suma d’aquestes angles, tenint en compte el signe
indicat a la imatge, és la disparitat retinal [6].
Figura 2.6.: Disparitat retinal
En resum, la stereopsis és el resultat obtingut quan el nostre cervell fusiona dues imatges
amb disparitat retinal en una de sola amb informació de profunditat.
2.3. Creant stereopsis en 2D: el parallax
A diferència de la vida real, en un sistema de visió estereoscòpica, l’observador no
visualitza l’escena 3D directament sinó que veu una projecció d’aquesta a través d’un
—o més —dispositiu 2D com, per exemple, un monitor convencional. Això vol dir que
tots els punts de l’escena visualitzada es troben a la mateixa distància de l’observador:
la pantalla de visualització.
La missió d’un sistema de visió estereoscòpica és proporcionar a l’observador, a partir
d’un dispositiu 2D, la mateixa disparitat retinal que si estigués veient l’escena real, cre-
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ant així la stereopsis. Per aconseguir-ho, s’ha de proporcionar a cadascun dels ulls de
l’observador una imatge que es correspongui a la projecció de l’escena des del punt de
vista de l’ull en qüestió.
En la figura 2.7 podem veure que el punt A de l’escena real es projecta en pantalla en el
punt 1 per a l’ull esquerre i en el punt 2 per a l’ull dret. Si ignorem l’acomodació —es
a dir, l’enfocament—, per a l’observador és indiferent visualitzar directament el punt
A o visualitzar la pantalla amb les dues projeccions, ja que, les imatges obtingudes a
cadascun dels ulls són les mateixes en els dos casos i, en conseqüència, s’obté la mateixa
disparitat retinal. Aquest és el mecanisme que es fa servir en la visió estereoscòpica.
Els punts 1 i 2 de la figura 2.7 s’anomenen punts homòlegs i la separació que hi ha entre
ells a la pantalla rep el nom de parallax.
Figura 2.7.: Parallax generat pel punt A en la pantalla
El parallax és l’element més important dins de la visió estereoscòpica, ja que està rela-
cionat directament amb la disparitat retinal. Es pot mesurar sobre la pantalla en mil·límetres,
però normalment es mesura en angles, tenint en compte la distància a l’observador. És
en aquesta segona mesura quan tenim la relació amb la disparitat retinal:
• Si mantenim el parallax i variem la distància de l’observador a la pantalla, varia la
disparitat retinal.
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• I, si mantenim la distància de l’observador a la pantalla i variem el parallax, també
varia la disparitat retinal. [5, p.8-9]
Existeixen dos tipus de parallax: el parallax positiu i el parallax negatiu.
Parallax positiu: es produeix quan els punts homòlegs estan a una distància més gran
de 0 i el punt destinat a l’ull esquerre es troba a l’esquerra del punt destinat a l’ull
dret. En aquest cas, el ulls convergeixen en un punt situat més enllà del pla de la
pantalla i es diu que es troba en espai de pantalla —CRT space—.
Quan la distància del parallax és superior a la separació interocular tenim par-
allax divergent. Per aconseguir fusionar aquest punt, s’han de divergir els eixos
oculars, fet que no es produeix mai a la vida real. En conseqüència, al no estar
acostumats a la divergència ocular, visualitzar imatges amb aquest tipus de par-
allax sol provocar malestar i fatiga visual.
Parallax negatiu: es produeix quan els punts homòlegs estan a una distància més gran
de 0 i el punt destinat a l’ull esquerre es troba a la dreta del punt destinat a l’ull
dret —estan creuats—. En aquest cas, els ulls convergeixen en un punt situat entre
el pla de la pantalla i l’observador. Es diu que el punt es troba en espai d’usuari
—viewer space—.
Figura 2.8.: Els diferents tipus de parallax
Per tant, el parallax és el mecanisme del que disposem per apropar o allunyar els ob-
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jectes de l’usuari: com més gran sigui el parallax —sempre tenint el compte el signe—,
més lluny es trobarà l’objecte i, com més petit sigui, més a prop es trobarà l’objecte.
2.4. Problemes de la visió estereoscòpica
La visió estereoscòpica té diversos inconvenients que cal conèixer per tal de minimitzar-
los al construir les imatges estereoscòpiques. Si no es tenen en compte, no estarem
oferint les millors condicions per a què l’usuari observi l’escena sense cap tipus de
problema.
2.4.1. Visió binocular
La visió estereoscòpica es basa en la visualització de dues imatges des de diferent per-
spectiva. Si la visualització d’aquestes dues imatges no és possible, no hi ha visió es-
tereoscòpica. Les persones amb visibilitat limitada o nul·la en alguns dels seus ulls no
aprecien l’efecte de la stereopsis i, per tant, no veuen en “3D”.
2.4.2. Desacoblament entre acomodació-convergència
Quan mirem un objecte en la vida real, els nostres ulls convergeixen i s’acomoden —en-
foquen —en el mateix punt. L’acomodació i la convergència són dos mecanismes que
van naturalment lligats. En una imatge estereoscòpica, aquest lligament natural es tren-
ca, ja que els nostres ulls estan sempre enfocant en el pla de la pantalla —que és on es
troben les imatges —però convergeixen a la posició on percebem l’objecte. Un excessiu
trencament de la relació acomodació-convergència pot provocar malestar i fatiga visual
[7].
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2.4.3. Excessiva disparitat retinal
El cervell humà té un límit en la capacitat de fusionar dues imatges amb disparitat
retinal [7, 8]. Excessiva disparitat retinal en les imatges pot provocar fatiga visual o
impossibilitat per fusionar les dues imatges, amb el que es perd l’efecte estereoscòpic.
Com hem comentat anteriorment, la disparitat retinal s’aconsegueix mitjançant el paral-
lax, que està relacionat directament amb la quantitat de profunditat que es pot arribar
a presentar a l’usuari.
Figura 2.9.: Gràfic que mostra, per a 10 usuaris, el grau de parallax on van perdre la
fusió de la imatge.
Gràfic extret de [8]
21
2. Introducció a la visió estereoscòpica
2.5. Sistemes de visualització estereoscòpica
Com hem vist, un sistema de visualització estereoscòpica afegeix la sensació de stere-
opsis mitjançant el parallax. Però, per aconseguir-ho, és indispensable que l’usuari vegi
únicament amb l’ull esquerre la imatge projectada a la pantalla destinada a l’ull es-
querre, i el mateix amb l’ull dret. Un sistema estereoscòpic ha de disposar d’un mecan-
isme per a la separació del parell d’imatges estereoscòpiques.
2.5.1. Dues pantalles: Head-Mounted Display
Un sistema HMD [9, 10] està format bàsicament per dues petites pantalles LCD: una
destinada a l’ull esquerre i l’altra a l’ull dret. Aquestes pantalles estan integrades a dins
d’un casc que l’usuari porta posat en tot moment, de manera que, cadascun dels ulls
visualitza únicament una de les pantalles.
Normalment, aquests dispositius també incorporen un mecanisme de posicionat —head
tracking , de manera que, quan l’usuari es desplaça, l’aplicació software és capaç de
presentar l’escena des del nou punt de vista, donant total llibertat de moviment a
l’usuari per a què explori l’escena virtual.
Figura 2.10.: Casc HMD . Fabricat per Virtual Research Systems, Inc.
Cal destacar que en un entorn multi-usuari és necessari disposar d’un dispositiu HMD
per a cadascun d’ells.
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2.5.2. Una pantalla: stereoscopic display
A més a més dels dispositius HMD vistos anteriorment, existeix un altre tipus de sis-
temes que estan formats, bàsicament, per una pantalla —stereoscopic display— on es
projecten els dos parells d’imatges estereoscòpiques i un dispositiu de separació per a
què cadascun dels ulls de l’usuari visualitzi únicament una de les imatges.
Existeixen varis mecanismes de separació de les imatges, però els dos més utilitzats
són els que fan servir ulleres d’obturació i els que utilitzen ulleres polaritzades. Altres
mecanismes existents són els d’ulleres anaglíptiques, i les més recents pantalles autoestere-
ocòpiques [11], que no requereixen que l’usuari porti cap tipus de dispositiu durant la
visualització.
Si a més a més, un dels usuaris porta un dispositiu de seguiment, estem parlant d’un
sistema Head-Tracked Display.
2.5.2.1. Ulleres d'obturació
Les ulleres d’obturació —shutter glasses —tenen una petita electrònica que va tancant,
alternativament, el pas de la llum en cadascun dels ulls de l’usuari que les porta. Pro-
jectant amb la mateixa alternança les imatges en la pantalla, s’aconsegueix la separació
del parell estereoscòpic. És doncs, un mecanisme basat en l’alternança de les imatges
en el temps.
Aquest sistema s’anomena estèreo actiu [5, 12], i requereix d’una pantalla amb un alt
refresc —120 Hz— i d’un mecanisme de sincronització entre la pantalla i les ulleres,
que normalment funciona per infrarojos.
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Figura 2.11.: ELSA Revelator IR LCD Shutter Glasses
2.5.2.2. Ulleres polaritzades
Les ulleres polaritzades disposen d’un mecanisme de separació que es basa en la propietat
de la polarització de la llum. La llum es pot polaritzar de moltes maneres, i a la vegada
es pot bloquejar el seu pas fent servir el filtre adient en cada cas.
Figura 2.12.: Filtre que només deixa passar la llum polaritzada verticalment
Imatge extreta de http://es.wikipedia.org/wiki/Archivo:Wire-grid-polarizer.svg
(modificada)
En aquest sistema, anomenat estèreo passiu[12], la pantalla mostra simultàniament el
parell d’imatges estereoscòpiques, però cadascuna amb una polarització diferent i com-
plementària entre si. En aquest cas, l’usuari porta unes ulleres amb un filtre polar-
itzador diferent a cada ull, de manera que només es deixa passar a cada ull la llum
polaritzada de la imatge corresponent.
És el mecanisme utilitzat en projeccions de gran format, com el cinema, imax3d... a
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causa del baix cost de les ulleres.
Figura 2.13.: Ulleres polaritzades REALD utilitzades en les projeccions de cinema
Imatge extreta de http://virtualgeneration.net/bosh.php?id=2227&page=features
2.6. Obtenció d'imatges estereoscòpiques
Construir una imatge estereoscòpica amb efecte 3D és senzill, ja que, únicament s’ha
d’obtenir una segona imatge de l’escena presentada des d’un punt de vista diferent.
En el cas d’una fotografia o d’una pel·lícula, s’aconsegueix fent servir dues càmeres
en comptes d’una —o una càmera amb dos objectius —. Quan l’escena és generada
per ordinador, únicament s’ha de renderitzar un altre cop tota l’escena des d’una nova
perspectiva. Aquest segon renderitzat pot estar implementat directament en el software
en qüestió o, depenent del software, pot afegir-se a posteriori fent servir una llibreria
externa [13].
Aquest segon renderitzat és senzill gràcies a com funcionen les aplicacions 3D actuals.
Per exemple, quan es fa servir una llibreria de renderitzat com OpenGL [14], el que
es fa és modelar una escena i col·locar una càmera en aquesta escena, igual que quan
col·loquem una càmera per a fotografiar en el món real. A partir d’aquest modelat,
OpenGL renderitza l’escena visualitzada des de la càmera, obtenint la imatge 2D.
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Figura 2.14.: Escena modelada en OpenGL i renderització obtinguda.
Imatge extreta de [15]
Per obtenir la segona imatge, únicament s’ha de tornar a posar la càmera i tornar a
renderitzar l’escena.
Existeixen dues maneres diferents [8] de posar el parell de càmeres per a generar les
imatges estereoscòpiques: el mètode toed-in —eixos creuats —i el mètode de càmeres
paral·leles.
2.6.1. Mètode toed-in
El mètode toed-in —eixos creuats —consisteix en situar les dues càmeres, de forma que
els eixos focals de cadascuna apunten cap al centre de l’escena que volem captar. El
problema d’aquest mètode és que els plans de renderització de cadascuna de les imat-
ges no són paral·lels, de manera que quan es visualitzen tots dos en la pantalla, es
produeix l’efecte conegut com keystone distortion [8], que produeix parallax vertical. El
parallax vertical s’ha d’evitar al màxim perquè a la vida real no es dóna i, visualitzar
imatges amb parallax vertical ens produeix molta fatiga visual. Aquest és el principal
motiu pel que el mètode toed-in ja no es fa servir gairebé mai.
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Figura 2.15.: Mètode toed-in. Parallax vertical produït per keystone distortion.
Imatge dreta extreta de [8]
2.6.2. Mètode de càmeres paral·leles
El mètode de càmeres paral·leles consisteix en situar les dues càmeres de manera que
els eixos focals es mantinguin paral·lels entre si. En aquest mètode no es produeix el
fenomen de keystone i, per tant, no apareix parallax vertical. Per contra, a no ser que es
faci servir una piràmide de visió asimètrica —assymetric frustum— en cadascuna de les
càmeres, la imatge final s’haurà de retallar per a mostrar a la pantalla únicament el tros
d’imatge renderitzat completament en les dues càmeres.
Figura 2.16.: Càmeres paral·leles sense frustum asimètric i amb frustum asimètric.
El mètode de càmeres paral·leles amb piràmide de visió asimètrica és el més utilitzat
actualment per a l’obtenció del parell estereoscòpic.
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La visió estereoscòpica és un requisit imprescindible en els sistemes de realitat virtual.
Amb ella, podem submergir a l’usuari completament dins del món artificial.
Un altre requisit és la interacció que té l’usuari amb el món virtual. Com més possi-
bilitats d’interacció tingui l’usuari, és a dir, com més accions realitzades per ell tinguin
resposta en el sistema virtual, més fàcil li serà aïllar-se del món real.
Una de les interaccions més bàsiques que pot realitzar un usuari és l’exploració de
l’escena virtual. Quan l’usuari realitza l’exploració de l’escena, el sistema virtual s’ha
d’encarregar d’actualitzar-la en conseqüència al desplaçament realitzat per aquest, i
presentar la seva projecció estereoscòpica des de el nou punt de vista.
La navegació per l’escena pot estar controlada directament per l’usuari, mitjançant un
dispositiu de head tracking —o algun altre dispositiu que li permeti interaccionar amb
aquesta —o pot estar controlada per un usuari guia. Aquest últim, normalment està sit-
uat a fora de l’entorn virtual i s’encarrega d’anar navegant i guiant l’escena projectada.
Aquest sistema és força utilitzat en entorns multi-usuari, on varies persones es troben
en l’espai virtual. Un possible exemple seria la CAVE[1] —Cave Automatic Virtual
Environment , mostrat en la figura 3.1.
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Figura 3.1.: Varis usuaris dins d’un entorn virtual CAVE
Imatge extreta de http://www.christiedigital.com/AMEN/Corporate/MediaCent
er/PressRelease/Christies3DImmersiveCaveAtDiscoveryWorld.htm
3.1. Obtenció d'imatges estereoscòpiques per a realitat
virtual
Construir una imatge estereoscòpica per a realitat virtual, on presentem a l’usuari un
objecte exactament a 3 metres de distància seu, o un objecte que mesuri exactament
3x2x5 metres, requereix que el software conegui perfectament la informació del sistema
on es realitzarà la projecció. Aquesta informació és:
• Mida i posició de la pantalla de projecció
• Posició de l’usuari respecte a la pantalla de projecció
• Separació interocular de l’usuari
• Mida i posició real de l’escena virtual que volem visualitzar
Amb totes aquestes dades, el sistema software pot modelar l’usuari dins de l’escena i




Però, per a poder modelitzar l’usuari i la pantalla de visualització dins de l’escena, és
imprescindible conèixer la relació d’escala que hi ha entre el món real —del que tenim
les mides de la pantalla i la posició de l’usuari— i el món virtual que estem modelant,
ja que, estranyament coincidiran les escales dels dos mons. Aquesta relació d’escala la
podem calcular de diferents maneres, segons ens convingui.
Per exemple, per a modelar l’entorn mostrat en la figura 3.2 s’ha fet servir la següent
informació:
Mida de la pantalla: 346cm d’amplada i 194cm d’alçada.
Posició de l'usuari: centrat respecte de la pantalla i a 195cm de distància de la pantalla.
Separació interocular de l'usuari: 6,5cm.
Mida real de l'escena virtual: el dofí te unes mides de 234x300x890 unitats virtuals. Si
volem que l’usuari el vegi com si tingués una llargada de 2 metres, necessitem
una escala de 890unitatats virtuals/200cm = 4, 45unitats virtuals/cm
Un cop obtinguda l’escala entre món virtual i real, podem calcular fàcilment les dimen-
sions de l’usuari i la pantalla dins del món virtual, i representar-los.
Mida de la pantalla: 346cm ∗ 4, 45unitat virtuals/cm = 1539, 7unitats virtuals d’amplada i 194 ∗
4, 45unitat virtuals/cm = 863, 3unitats virtuals d’alçada.
Posició de l'usuari: centrat respecte de la pantalla i a 195cm ∗ 4, 45unitat virtuals/cm = 867, 75unitats virtuals
de distància de la pantalla.
Separació interocular de l'usuari: 6, 5cm ∗ 4, 45unitat virtuals/cm = 28, 925unitats virtuals
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Figura 3.2.: Modelització de l’usuari, l’escena i la pantalla de visualització. Conèixer
l’escala entre el món real i el virtual és imprescindible per a poder modelar
amb les dimensions correctes l’usuari i la pantalla de visualització.
El seguiment de l’usuari normalment es fa a través d’un dispositiu de head tracking in-
corporat en les ulleres. A mesura que l’usuari es desplaça, el software actualitza la
posició de les càmeres modelades per a presentar l’escena des del nou punt de vista. La
forma d’actualitzar les càmeres varia molt depenent de si estem en un sistema estere-
oscòpic Head-mounted display o Head-tracked display.
3.1.1. Head-Mounted display. Camera view paradigm
En un sistema Head-mounted display, les pantalles on es projecten les imatges estere-
oscòpiques estan en les ulleres que porta l’usuari i, per tant, estan lligades al moviment
d’aquest. Així, les càmeres modelades s’han de moure exactament igual —en desplaça-
ment i rotació— que l’usuari. Aquest mecanisme s’anomena camera view paradigm i és
el que s’utilitza habitualment en qualsevol aplicació de software 3D.
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Figura 3.3.: Quan l’usuari es desplaça cap a la dreta, les càmeres modelades es mouen
exactament igual per a mostrar el nou punt de vista.
3.1.2. Head-tracked display. Window projection paradigm
En un sistema Head-tracked display, la pantalla de visualització està físicament fixada.
Per tant, quan l’usuari es desplaça, s’ha de tenir en compte la posició de la pantalla per a
calcular correctament les piràmides de visió des de la nova posició. Aquest mecanisme
s’anomena window projection paradigm [1] i és l’utilitzat en entorns com la CAVE.
Figura 3.4.: Quan l’usuari es desplaça cap a la dreta, les càmeres modelades ajusten la
seva piràmide de visió tenint en compte la posició de la pantalla.
Com es pot apreciar en la figura 3.4, en un sistema HTD els desplaçaments de l’usuari
estan limitats per les dimensions de la pantalla de visualització.
3.2. Entorns Head-Tracked display multi-usuari




Quan es tracta d’un sistema virtual Head-mounted display és necessari tenir un casc HMD
per a cadascun dels usuaris. En aquest cas, com que cadascun d’ells té el seu propi
dispositiu de projecció i de head-tracking, el software pot presentar l’escena correcta a
cadascun d’aquests.
En canvi, quan es tracta d’un sistema virtual Head-tracked display, la pantalla de projec-
ció es comparteix entre tots els usuaris i, per tant, no es pot fer la projecció correcta per
a tots ells. En aquest cas, el més habitual és prendre únicament un dels usuaris com a
referència —el tracked user— i la resta d’usuaris —els non-traked users— no es tenen en
compte, com si no hi fossin. Aquest fet provoca que l’escena que estan veient els non-
traked users pugui patir algunes deformacions respecte a la que està veient el tracked
user. Per exemple, en la figura 3.5 es pot veure que el punt percebut pel tracked user, a
partir dels punts homòlegs 1 i 2, és el punt A. En canvi, el punt percebut pel non-tracked
user és el B.
Aquestes deformacions són produïdes per la diferència de posició i separació interocu-
lar que hi ha entre els dos usuaris.
Figura 3.5.: Diferents percepcions dels punts homòlegs 1 i 2 per a cadascun del usuaris
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4.1. Introducció
Com s’ha pogut veure en l’apartat anterior, en un sistema multi-usuari HTD, el non-
tracked user pot estar percebent una escena diferent de la que percep el tracked user,
tot i estar visualitzant la mateixa imatge estereoscòpica. Aquestes deformacions venen
produïdes per la diferència de posició i separació interocular que hi ha entre els dos
usuaris.
Per poder-nos fer una idea del grau de “diferència” entre una percepció i l’altra, s’ha
decidit desenvolupar un software que visualitzi les dues escenes percebudes: la del
tracked user i la del non-tracked user. Aquesta aplicació ens permetrà avaluar visualment
les deformacions produïdes en l’escena en funció de la diferència de posició i separació
interocular dels usuaris. D’aquesta manera podrem, per exemple, determinar si un
objecte esfèric és visualitzat com una esfera per tots els usuaris o, pel contrari, si alguns
l’estan veient com si fos una el·lipsoide.
Conèixer que existeixen aquestes deformacions i quins paràmetres les ocasionen pot
ser important en determinades aplicacions. Per exemple, en un sistema mèdic de visu-
alització estereoscòpica on el metge està visualitzant un esquelet, és important poder
garantir que no s’està tenint una percepció distorsionada de la forma i mida dels ossos.
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En aquest apartat s’explica com s’ha dut a terme la construcció del software Stereo Space
Deformation, que permet realitzar la simulació de l’escena percebuda pel non-tracked
user.
4.2. Elecció de la metodologia de desenvolupament
L’Enginyeria del software és la disciplina que s’encarrega de l’estudi i l’especificació de
mètodes que permetin dissenyar i desenvolupar software de qualitat. Existeixen moltes
metodologies, les quals seran més o menys adequades en funció del tipus de software i
del volum de gent involucrada en el seu desenvolupament.
En el nostre cas, al tractar-se d’un software amb una funcionalitat molt concreta i de-
terminada, en el que la major complexitat està en la implementació, una metodologia
àgil —Agile Development— s’ha considerat la més indicada. Aquesta metodologia es
focalitza principalment en l’obtenció d’un producte implementat i funcional a base de
successives iteracions, sense invertir temps excessiu en la presa i especificació de requi-
sits.
És important tenir en compte que un metodologia ofereix únicament unes recomana-
cions molt genèriques de quins són els passos, mètodes i artefactes —documents a
generar— per a obtenir un software de qualitat. En funció de cada software i les condi-
cions donades, s’han d’avaluar quines de les recomanacions és necessari aplicar.
Així doncs, les fases que s’han aplicat en el desenvolupament de l’aplicació són les
habituals: anàlisi de requisits, especificació, anàlisi, disseny, implementació i testeig.
Però, tal i com correspon a una metodologia àgil, s’han dedicat més recursos a les tres
últimes fases.
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4.3. Anàlisi de requisits
L’anàlisi de requisits té com a objectiu obtenir les necessitats que haurà de cobrir el
software a desenvolupar. Els requisits, principalment s’obtenen realitzant entrevistes a
l’usuari que sol·licita el desenvolupament de l’aplicació i als que la faran servir. Una
gran part del treball d’aquesta etapa és alinear les necessitats de tots els usuaris i obtenir
així una llista clara i completa que compleixi totes les condicions.
Els requisits normalment es divideixen en dues categories:
Funcionals: són els que indiquen “què ha de fer” el software. Per exemple: l’usuari ha
de poder navegar per l’escena.
No funcionals: són els que aporten restriccions o condicions al software. Per exem-
ple: l’aplicació s’ha de poder executar en windows i linux, ha de disposar d’una
interfície accessible per a persones cegues, etc.
Els requisits han de ser concisos i clars, permetent que un cop finalitzada l’aplicació es
pugui verificar fàcilment que s’han assolit.
A continuació, es llisten els requisits de l’aplicació desenvolupada. Cadascun d’ells està
documentat mitjançant una breu descripció de 2-3 línies que en detalla l’objectiu.
4.3.1. Requisits funcionals
• L’aplicació haurà de permetre modelar un entorn virtual compost per: una esce-
na, una pantalla de projecció, un tracked user i un non-tracked user. A més a més,
haurà de permetre indicar quina es la relació d’escala entre el món virtual i el món
real que s’està modelant.
• L’aplicació haurà de permetre visualitzar dues escenes: la percebuda pel tracked
user i la percebuda pel non-traked user. Per exemple, en la figura 4.1 hi ha una
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escena formada per una línia recta —els punts A1 i A2 , que serà percebuda pel
non-tracked user com la línia formada pels punts B1 i B2.
Figura 4.1.: El tracked user percep l’escena formada per A1 i A2. El non-tracked user per-
cep l’escena formada per B1 i B2.
• L’aplicació haurà de permetre modificar els paràmetres que modelen el tracked
user i el non-traked user: la posició respecte a la pantalla de projecció i la separació
interocular.
• L’aplicació haurà de permetre modificar els paràmetres que modelen la pantalla
de visualització: l’alçada i l’amplada.
• L’aplicació haurà de permetre carregar una escena 3D a partir d’un fitxer extern
que contingui tota la informació de l’escena: objectes 3D, materials i textures.
• L’aplicació haurà de permetre modificar la posició, la rotació i l’escala de l’escena.
• L’aplicació haurà de permetre visualitzar l’entorn virtual des de qualsevol punt
de vista. És a dir, l’usuari podrà navegar a voluntat pel món virtual modelat.
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• L’aplicació haurà de permetre guardar els paràmetres que modelen el món vir-
tual així com recuperar-los. D’aquesta manera, en tot moment es podrà tornar a
reproduir una modelització guardada anteriorment.*
• L’aplicació haurà de permetre augmentar el detall de la malla de l’escena 3D. És
a dir, s’haurà de poder augmentar el nombre de vèrtexs que conformen la malla
3D de l’escena, mitjançant un tessel·lat —subdivisió dels triangles de la malla—.*
* Aquests requisits no estaven pensats inicialment però, com a procés iteratiu que és
el desenvolupament d’un software, s’han anat afegint a mida que s’han requerit noves
funcionalitats.
4.3.2. Requisits no funcionals
• Totes les modelitzacions de mides —posició dels usuaris, mides de la pantalla—
s’hauran de presentar en centímetres a l’usuari.
• L’aplicació ha de poder executar-se tant en windows com en linux o, en el seu de-
fecte, ha de ser relativament fàcil realitzar la portabilitat a l’altre sistema operatiu.
• L’aplicació haurà de ser implementada amb el llenguatge de programació C++.
• L’aplicació ha de desenvolupar-se amb la llibreria de gràfics OpenGL [14].
• Tots els paràmetres de modelització s’han de poder modificar fàcilment a través
de la interfície d’usuari del programa.
4.4. Especiﬁcació
L’objectiu de la fase d’especificació és documentar el comportament del sistema soft-
ware: quines accions podrà dur a terme cadascun dels diferents usuaris i quina serà la
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resposta proporcionada per l’aplicació. Tota aquesta informació s’extreu del requisits
funcionals recopilats anteriorment.
La forma més habitual de documentar les accions que podrà realitzar un usuari és mit-
jançant els casos d’us. En la figura 4.2 es mostra el diagrama de casos d’us de l’aplicació.
Figura 4.2.: Diagrama de casos d’ús de l’aplicació.
El comportament de cadascun dels casos d’ús que podrà dur a terme l’Usuari es descriu
a continuació:
Navegar per l'escena: l’usuari modifica els valors que determinen la posició de la càmera
amb la que s’està visualitzant tot el món modelat. El sistema visualitza el món
modelat des del nou punt de vista.
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Carregar model 3D: l’usuari indica un model 3D a carregar, contingut en un fitxer ex-
tern a l’aplicació. L’aplicació carrega el model 3D i el visualitza. Tots els paràme-
tres que intervenen en la visualització s’inicialitzen a uns valors adequats per a la
correcta visualització de la nova escena.
Modiﬁcar relació d'escala: l’usuari indica quina és la nova relació d’escala que hi ha
entre el món real i el món virtual. El sistema aplica els canvis i mostra la vista
actualitzada del món modelat.
Modiﬁcar paràmetre escena: l’usuari modifica els valors que determinen la posició,
rotació i/o escalat de l’escena. El sistema aplica els canvis i mostra la vista actu-
alitzada del món modelat.
Modiﬁcar paràmetre tracked user : l’usuari modifica els valors que determinen la posi-
ció i/o separació interocular del tracked user. El sistema aplica els canvis i mostra
la vista actualitzada del món modelat.
Modiﬁcar paràmetre non-tracked user : l’usuari modifica els valors que determinen la
posició i/o separació interocular del non-tracked user. El sistema aplica els canvis
i mostra la vista actualitzada del món modelat.
Modiﬁca paràmetre pantalla projecció: l’usuari modifica els valors que determinen
l’amplada i/o l’alçada de la pantalla de projecció modelada. El sistema aplica
els canvis i mostra la vista actualitzada del món modelat.
Modiﬁca nivell de tessel·lat: l’usuari indica el nivell de tessel·lat que s’ha d’aplicar a
l’escena. El sistema aplica els canvis i mostra la vista actualitzada del món mode-
lat.
Guardar paràmetres: l’usuari crea un fitxer extern on guardar els paràmetres actuals
de modelat. El sistema guarda els paràmetres en el fitxer indicat.
Carregar paràmetres: l’usuari indica un fitxer extern on prèviament s’han guardat els
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paràmetres de modelat. El sistema carrega els paràmetres del fitxer indicat i
mostra la vista actualitzada del món modelat.
4.4.1. Descripció de la interfície d'usuari
Al tractar-se d’una aplicació orientada principalment a la visualització, és important
definir de quines vistes s’haurà de disposar per a poder observar clarament tota la
informació que s’intenta representar.
La vista principal serà la que visualitza tot l’entorn modelat des d’una perspectiva en
tercera persona. En ella es visualitzarà: la posició dels ulls del tracked user i del non-
tracked user, la pantalla de visualització, l’escena percebuda pel tacked user, i l’escena
percebuda pel non-tracked user. A més a més, es disposarà de dues vistes secundàries on
es projectaran les imatges estereoscòpiques de l’escena visualitzades per cadascun dels
dos usuaris. Aquestes vistes ens permetran fer-nos una millor idea de la visualització
que estaria tenint cadascun dels usuaris en les òptimes condicions.
En la figura 4.3 es mostra el prototip d’una possible distribució de les diferents vistes.
També s’inclou l’espai Modeled World Parameters, destinat als controls que permetran
modificar els paràmetres de l’entorn modelat.
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Figura 4.3.: Prototip del layout de les diferents vistes de l’aplicació.
4.5. Anàlisi
L’objectiu de la fase d’anàlisi és construir un primer esquema de les entitats software
que seran necessàries per a què l’aplicació pugui dur a terme tots els casos d’ús indicats
en l’especificació.
Les entitats es classifiquen en tres categories:
Entity Class: una classe entity modela informació imprescindible per al sistema. Per
exemple, la posició de l’escena dins del món virtual.
Boundary Class: una classe boundary modela la interacció del sistema amb els agents
externs a ell. Per exemple, pot representar una finestra gràfica o un servei de
connexió a un altre sistema.
Control Class: una classe control modela una o vàries de les accions que es realitzen en
els casos d’ús. Per exemple, una classe control pot ser l’encarregada de gestionar
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el guardat i càrrega dels paràmetres.
En la figura 4.4 es mostra el diagrama de les entitats necessàries per a l’elaboració de
la nostra aplicació. Com podem observar, aquest està format per una única boundary
MainView, que representa la finestra gràfica que permetrà a l’usuari interaccionar amb
el sistema. I, totes les interaccions relacionades amb la modificació del món modelat o la
navegació estaran gestionades per un únic controlador: ControlModeledWorld. Aquest,
s’encarregarà d’actualitzar les classes entity per a reflexar el nou estat del sistema. D’al-
tra banda, la càrrega d’una nova escena estarà gestionada per ControlScene, i la càrrega
i guardat dels paràmetres estaran gestionats pel controlador ControlParameters.
A continuació es detallen les principals classes entity del sistema:
ModeledWorld: representa el món modelat. Està compost per una ProjectionScreen, dos
User i una Scene. Conté la informació de quina és la relació d’escala que hi ha entre
el món modelat i el món real.
ProjectionScreen: representa la pantalla de projecció que es vol modelar. Està definida
per la seva alçada, la seva amplada i la seva posició.
User: representa un dels usuaris. Un usuari està definit per la seva posició i per la
separació interocular dels seus ulls.
Scene: representa l’escena visualitzada. Està definida per la seva posició, rotació i es-
cala. Una escena està formada per diversos Object3D, Texture i Material.
Object3D, texture i material: elements que composen l’escena. No s’ha entrat a es-
pecificar en detall quins paràmetres els defineixen, ja que es tracta d’elements
molt habituals en les aplicacions 3D i, per ara, no és important conèixer-ne els
detalls.
Navigation camera: modela la càmera de visualització que permet a l’usuari navegar
per l’escena.
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Figura 4.4.: Diagrama conceptual del model d’anàlisi.
4.6. Disseny
En la fase de disseny es defineixen els components finals de la solució software. Les
classes conceptuals entity, control i boundary del model d’anàlisi es transformen en una
o més classes de disseny. Per a cada classe es detalla quina informació conté i quines
accions té disponibles, així com les relacions amb la resta de classes.
Si la naturalesa de l’aplicació ho permet, el disseny pot ser genèric i no estar condi-
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cionat a una tecnologia d’implementació concreta. En d’altres casos , però, això no es
possible, ja que la tecnologia escollida pot condicionar en la decisió de quins són els
components que s’acabaran creant. En el nostre cas, la tecnologia d’implementació sí
que és important, tal i com es justifica en el següent apartat i ,per tant, el disseny estarà
directament condicionat a les llibreries utilitzades.
4.6.1. Calculant l'escena percebuda
L’objectiu principal de l’aplicació és mostrar l’escena percebuda pel non-tracked user. Al
tractar-se del principal objectiu, abans d’abordar el disseny de l’aplicació, s’ha de tenir
molt clar com es realitzarà aquesta tasca.
Tal i com s’ha mostrat en l’apartat 3.2, l’escena teòrica percebuda pel non-tracked user
s’obté quan aquest visualitza la projecció de l’escena del tracked user —veure figura 3.5 .
Parlant en termes de visualització per ordinador, l’escena percebuda pel non-tracked user
es podria calcular de la següent manera:
1. Per a tot vèrtex A de l’escena visualitzada:
a) Es projecta el punt A en la pantalla de projecció per a l’ull esquerre del tracked
user. S’obté el punt 1.
b) Es projecta el punt A en la pantalla de projecció per a l’ull dret del tracked
user. S’obté el punt 2.
c) S’obté la recta definida pel punt 1 i l’ull esquerre del non-tracked user.
d) S’obté la recta definida pel punt 2 i l’ull dret del non-tracked user.
e) La intersecció de les dues rectes dóna el punt B, que és el percebut pel non-
tracked user.
Obtenir tots els punts B de l’escena percebuda pel non-tracked user requereix a l’aplicació
realitzar moltes operacions de caire matemàtic —projeccions, desprojeccions, intersec-
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ció entre rectes— per a cadascun dels vèrtexs que conformen l’escena. Realitzar aque-
stes operacions en software és possible, però resultaria molt costós i seria desaprofitar
la potència de les targetes gràfiques actuals. Per això, la implementació del càlcul de
l’escena percebuda pel non-tracked user es realitzarà per hardware, concretament imple-
mentat amb el llenguatge GLSL [16].
Per tant, el disseny de l’aplicació estarà condicionat a que el software s’acabarà imple-
mentant en OpenGL i GLSL.
4.6.2. Tecnologies utilitzades
Tal i com s’ha posat de manifest en l’apartat anterior i en els requisits funcionals, les
tecnologies que condicionaran el disseny de l’aplicació són: OpenGL i GLSL.
OpenGL no proporciona cap tipus de component per a la construcció d’interfícies d’usuari,
tot i que tota aplicació en requereix un mínim: la finestra de renderització. Per això,
al desenvolupar una aplicació amb OpenGL, és imprescindible la utilització d’alguna
altra llibreria que permeti la construcció d’interfícies d’usuari i que proporcioni la fun-
cionalitat necessària per a interaccionar amb els events del sistema operatiu.
A causa d’aquesta dependència entre OpenGL i la llibreria per a la interfície d’usuari,
és aconsellable tenir present, ja en l’etapa de disseny, quina llibreria es farà servir. En el
nostre cas, s’ha optat per la llibreria Qt4 [17] perquè proporciona una gran varietat de
controls visuals, està disponible per a C++ i és multi-plataforma.
A continuació s’expliquen breument dos conceptes importants de l’arquitectura de Qt
que s’han utilitzat en el disseny de l’aplicació.
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4.6.2.1. Mecanisme de Signals/Slots
Qt està fortament basat en el mecanisme que s’anomena de Signals/Slots. Aquest
mecanisme és una implementació del patró de disseny Observador, en el que, bàsica-
ment, varis objectes Observador estan a l’espera de rebre un avís per part d’un Subjecte.
Quan el Subjecte genera l’avís, tots els Observadors executen l’acció realitzada. Per exem-
ple, varis objectes Atleta —Observadors— poden estar esperant a que un objecte Arbitre
—Subjecte— enviï un avís de inici_de_cursa per a executar l’acció començar_a_correr.
4.6.2.2. Arquitectura Model/View
Basant-se en el mecanisme de Signals/Slots, Qt implementa l’arquitectura Model/View.
Aquesta arquitectura permet enllaçar fàcilment un model de domini amb les diverses
vistes que el representen, podent així actualitzar la vista cada vegada que la informació
del model es modifica. Dins del patró Observador esmentat anteriorment, les vistes són
els Observadors i el model el Subjecte.
En l’aplicació desenvolupada, es farà ús d’aquesta arquitectura perquè el mateix model
de dades es mostrarà, total o parcialment, en diverses vistes.
4.6.3. Disseny de l'aplicació
En la figura 4.5 es mostra el diagrama de classes amb els principals components de
l’aplicació. Per a fer-lo més llegible, no s’han inclòs ni les propietats ni els mètodes de
les classes. S’ha utilitzat un codi de colors per a indicar a quina capa de l’arquitectura en
3 capes pertany cadascuna de les classes:
blau: capa de presentació
groc: capa de domini
verd: capa de dades
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Les classes que deriven de components de Qt es mostren en el diagrama fent ús de la
notació d’estereotips d’UML. El nom del component de Qt apareix entre els símbols « ».
Durant el disseny de l’aplicació es va veure que molts dels elements del domini obtinguts
en l’anàlisi corresponien a elements bastant habituals en les aplicacions 3d: càmeres, ob-
jectes3d, textures, etc. Vist això, es va decidir crear una llibreria externa amb tots aque-
sts elements comuns amb l’objectiu de poder-los reaprofitar en d’altres aplicacions. La
llibreria s’anomena utils3d i es pot consultar la seva especificació en l’apèndix A. Els ob-
jectes d’aquesta llibreria que apareixen en el diagrama es mostren amb el text (utils3d).
Figura 4.5.: Diagrama de classes del model de disseny.
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A continuació es descriuen les responsabilitats més importants de cadascun dels com-
ponents que formen part del disseny de l’aplicació:
SceneModel
És la classe que modela l’escena 3D a visualitzar. Realment, la classe que modela
l’escena és utils3d::Scene, i SceneModel és una classe que fa de pont entre el domini
utils3d::Scene i les diferents vistes que interactuen amb aquest. La classe utils3d::Scene
correspon a la classe Scene del model d’anàlisi, que s’ha mostrat simplificada en el dia-
grama. En l’apèndix A es pot consultar la seva estructura completa.
StereoCameraModel
És la classe que representa un dels usuaris del món modelat: el tracked user o el non-
tracked user. Igual que en el cas anterior, la classe que realment conté la informació és
utils3d::StereoCamera.
La classe utils3d::StereoCamera també conté les mides de la pantalla de projecció, per
tant, aquesta classe correspon a les classes User i ProjectionScreen del model d’anàlisi.
GLDeformationView
És el component gràfic encarregat de visualitzar l’entorn modelat al complet, incloent
l’escena percebuda pel non-tracked user. La informació de domini que necessita per a la
visualització de l’entorn és: les dues StereoCameraModel que representen el tracked-user i
el non-tracked user, la pantalla de projecció —que està implícita en StereoCameraModel—,
l’escena SceneModel a visualitzar, i la utils3d::Camera de navegació que determina des
de quin punt de vista s’ha de renderitzar tot plegat. Per a la visualització de l’escena
percebuda pel non-tracked user fa ús de la classe ShaderDeformation, juntament amb la
classe auxiliar utils3d::SceneRender.
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GLStereoViewControlWidget
És el component gràfic encarregat de proporcionar a l’usuari el control d’una de les
dues càmeres modelades. Concretament, permet modificar la posició i la separació in-
terocular de l’objecte StereoCameraModel associat. A més a més, també mostra la imatge
estereoscòpica que visualitzaria l’usuari, utilitzant el component GLStereoView.
Correspon a part de la funcionalitat que tenien assignades les classes de disseny Main-
View i ControlModeledWorld.
En l’aplicació hi ha dues instàncies d’aquesta classe: una pel tracked user i una altra pel
non-tracked user.
Figura 4.6.: Aspecte visual de la classe GLStereoViewControlWidget. La visualització es-
tereoscòpica del dofí està realitzada per la classe GLStereoView.
GLStereoView
És la classe derivada de QGLWidget, que implementa la renderització de les imatges
estereoscòpiques d’un dels dos usuaris modelats. Les imatges estereoscòpiques es
mostren amb el mètode anaglíptic. Per a poder realitzar la renderització, necessita la
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informació de l’escena a visualitzar —SceneModel— i de la càmera que modela a l’usuari
—StereoCameraModel—. Per a realitzar la renderització fa ús de la classe utils3d::SceneRender.
ShaderDeformation
És la classe encarregada de calcular l’escena percebuda pel non-tracked user i derivada
de utils3d::Shader, que facilita el treball amb programes GLSL. Com ja s’ha comentat,
la implementació del càlcul de l’escena percebuda es realitzarà amb GLSL. En l’apartat
4.7.5 de la implementació es detalla el mecanisme utilitzat.
MainWindow
És la finestra principal de l’aplicació. S’encarrega de les funcionalitats de les classes
d’anàlisi: MainView, ControlScene, ControlParameters i ControlModeledWorld.
A nivell d’interfície gràfica, està formada per dues instàncies de GLStereoViewControl-
Widget —que mostren les imatges estereoscòpiques de cadascun dels usuaris—, una
instància de GLDeformationView —que mostra el món modelat —, i tots els controls vi-
suals que permeten a l’usuari realitzar les accions indicades en l’especificació. En la
figura es mostra una imatge de la interfície final. A l’esquerra (part 1) es poden veure
tots els controls que permeten realitzar la manipulació dels elements del model. A la
dreta (part 2) és on es visualitza l’entorn modelat i la deformació de l’escena —classe
GLDeformationView . Finalment, a la part inferior (3), es mostren les dues imatges
estereoscòpiques i els controls per modificar cadascun dels usuaris modelats —classe
GLStereoViewControlWidget —.
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Figura 4.7.: Principals components de la interfície gràfica de l’aplicació.
A nivell de controlador, la classe MainWindow s’encarrega de la càrrega d’una nova
escena 3D amb l’ajuda de la classe utils3d::SceneFactory, i delega la càrrega i guardat
dels paràmetres a la classe TestCaseModelManager.
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TestCaseModel
És una classe auxiliar que conté tota la informació del món modelat: paràmetres de
les càmeres que modelen els dos usuaris, nom del fitxer del que s’ha carregat l’esce-
na, mides de la pantalla, i escala entre món virtual i real. Aquesta informació és la
necessària per a poder reproduir un món modelat en concret.
Aquesta classe s’utilitza, juntament amb TestCaseModelManager per al guardat i càrrega
d’el món modelat a partir d’un fitxer extern.
TestCaseModelManager
És la classe encarregada de guardar o carregar d’un fitxer extern un objecte TestCase-
Model.
4.7. Implementació
En la fase d’implementació es construeix el software especificat en totes les fases ante-
riors.
Com que el disseny ja s’ha fet enfocat a la tecnologia concreta, no entrarem a detal-
lar cadascuna de les classes realitzades un altre cop, ja que les diferències del model
d’implementació al model de disseny explicat anteriorment són mínimes.
Aquest apartat es centra principalment en com s’ha implementat finalment el càlcul de
l’escena percebuda pel non-tracked user, i el tessel·lat de l’escena 3D. Abans de tot, però,
s’expliquen totes les tecnologies que s’han acabat utilitzant, l’entorn de desenvolupa-
ment i alguns aspectes més de la interfície d’usuari.
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4.7.1. Tecnologies i llibreries utilitzades
A continuació es detallen totes les tecnologies i llibreries de tercers utilitzades en la
implementació de l’aplicació. Per a cadascuna d’elles s’explica breument per a què s’ha
utilitzat.
Cal remarcar que totes les llibreries utilitzades són multi-plataforma —tal i com s’exigia
en els requisits no funcionals — i estan disponibles per a C++, que és el llenguatge de
programació que s’ha utilitzat per a la implementació de l’aplicació.
OpenGL [14]: és una llibreria per a la gestió de gràfics 2D i 3D. Implementa totes les
tasques feixugues habituals en aquestes aplicacions: transformacions geomètriques,
projecció de l’escena a partir d’una càmera definida, càlcul del color dels elements
a partir de la il·luminació i les textures, rasterització, etc. És multi-plataforma i es-
tà disponible per a C++. A més a més, fa ús de l’acceleració proporcionada per
les targetes gràfiques.
GLSL [16]: és el llenguatge d’OpenGL per a la programació en targetes gràfiques. Per-
met modificar el pipeline [18] de renderització d’OpenGL. Al tractar-se d’un llen-
guatge de programació de targetes gràfiques, es requerirà que la targeta gràfica
sigui programable.
Glew [19]: és una llibreria que facilita treballar amb extensions d’OpenGL. Una exten-
sió d’OpenGL és una funcionalitat afegida per alguns proveïdors a l’especificació
estàndard.
Qt4 [17]: és una llibreria que permet desenvolupar interfícies d’usuari complexes. És
multi-plataforma i està integrada amb OpenGL.
FreeImage [20]: és una llibreria multi-plataforma que permet treballar amb varis for-
mats d’imatges de forma transparent al programador. S’ha utilitzat per a la càrre-
ga de les textures dels models 3d.
54
4. Software de simulació de la deformació de l’espai
lib3ds [21]: és una llibreria multi-plataforma que permet carregar la informació contin-
guda en fitxers 3ds. Els fitxers 3ds conten informació d’una escena: objectes que la
composen, materials, textures, il·luminació, càmeres, etc. És un format propietari
d’Autodesk [22].
utils3d: és una llibreria que proporciona diferents utilitats per a treballar amb objectes
3d, textures, càmeres, shaders, etc. També proporciona utilitats per a implementar
la projecció d’imatges estereoscòpiques segons el model window paradigm. És una
llibreria de disseny propi i implementada exclusivament per a aquest projecte. La
seva especificació es pot trobar en l’apèndix A.
4.7.2. Entorn de desenvolupament
L’entorn de desenvolupament el conformen els components software i hardware que
permeten i faciliten la realització de la implementació.
El software utilitzat ha estat:
• WindowsXP com a sistema operatiu.
• El framework de desenvolupament Eclipse [23] per a:
– Codificació del programa en C++, fent servir el plugin CDT. Aquest plug-
in incorpora tot el cicle complet de desenvolupament en C++: codificació,
compilació, linkatge, depuració i execució.
– Codificació dels programes GLSL.
– Disseny visual de la interfície gràfica fent servir el plugin QtDesigner.
– Control de versions fent servir el plugin Subversive i el repositori SVN de la
FIB.
• ShaderMaker [24] per al testeig dels programes GLSL.
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Pel que fa al hardware, l’únic requisit necessari és disposar d’una targeta gràfica pro-
gramable que suporti l’especificació GLSL 1.3 i l’extensió per a GeometryShaders.
4.7.3. Interfície d'usuari
La interfície d’usuari s’ha dissenyat i implementat quasi íntegrament utilitzant el plu-
gin d’Eclipse QtDesigner. El QtDesigner és una eina de Qt que permet dissenyar la
distribució dels components visuals —finestres, botons, camps de text, vistes OpenGL,
etc.— gràficament, i agilitza enormement la construcció d’interfícies d’usuari complex-
es.
Figura 4.8.: Edició de la interfície d’usuari de la principal finestra de l’aplicació, util-
itzant el plugin QTDesigner.
Al realitzar el disseny de la interfície de l’aplicació, es tenia molt clar que un dels ob-
jectius era que l’usuari tingués flexibilitat a l’hora de poder organitzar les diferents
finestres de l’aplicació. Per això es va optar per utilitzar el mecanisme de DockWidgets
proporcionat per Qt. Aquest mecanisme permet a l’usuari tenir petites finestres, in-
dependents les unes de les altres, i organitzar-les com vulgui al voltant d’una finestra
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central. Aquest mecanisme també és ideal per a entorns on es disposa de més d’una
pantalla, ja que, permet distribuir les finestres entre les diferents pantalles de l’escrip-
tori.
En la figura 4.9 es mostren les diferents finestres que conformen l’aplicació. En aquest
exemple, Modelling and camera options i Mouse control options estan desacoblades de la
finestra principal. Si una de les finestres es tanca, es pot tornar a visualitzar seleccionant
l’opció corresponent del menú View.
Figura 4.9.: L’aplicació consta d’una finestra principal i de 4 finestres Dockedwidget:
Modelling and camera options, Mouse control options, Tracked user view i Non-
tracked user view.
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4.7.4. Càlcul de les càmeres de projecció per a cada usuari
Un dels elements claus en l’aplicació és la modelització de les dues càmeres de pro-
jecció: una pel tracked user i una altra pel non-tracked user. A partir d’una d’aquestes
modelitzacions, s’han de calcular les càmeres OpenGL corresponents a un model win-
dow projection paradigm (veure apartat 3.1.2), tant per a l’ull esquerre com per a l’ull
dret.
En OpenGL, una càmera de visualització està determinada per un frustum de visió. Tot
el que estigui dins del frustum de visió serà renderitzat per OpenGL. El frustum es pot
definir a partir de 6 paràmetres que es passen a la funció glFrustum(left, right, bottom,
top, znear, zfar). La imatge mostra a què correspon cadascun dels paràmetres.
Figura 4.10.: Frustum de visualització perspectiva d’OpenGL
Imatge extreta de http://www.songho.ca/opengl/gl_transform.html (modificada)
Els valors de znear i zfar normalment es calculen de forma que tota l’escena que s’està
visualitzant estigui dins d’aquests valors. La millor manera per fer-ho és a partir de
l’esfera que conté la caixa englobant de l’escena.
La resta de valors, s’han de calcular tenint en compte la posició de l’usuari i les mides
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de la pantalla de projecció. En la figura 4.11 es pot veure un esquema de quins són
els valors left i right que s’han de calcular. Per a top i bottom es realitzaria igual però
canviant la coordenada x per la y. Els valors de left i right s’han de donar tenint en
compte l’eix de coordenades d’usuari.
Figura 4.11.: Frustum de visualització d’OpenGL per una càmera window paradigm
Els càlculs per als valors left i right del frustum de la figura 4.11 són:
lscreen = −(sw/2)− eye.x
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rscreen = (sw/2)− eye.x
project = znear/eye.z
le f t = lscreen ∗ project
right = rscreen ∗ project
on eye.x i eye.z és la posició x i z de l’ull per al que estem calculant el frustum, i sw és
l’amplada de la pantalla de projecció. Totes les dades estan en unitats de món virtual.
Els valors top i bottom es calculen de forma semblant:
bscreen = −(sw/2)− eye.y
tscreen = (sw/2)− eye.y
project = znear/eye.z
bottom = bscreen ∗ project
60
4. Software de simulació de la deformació de l’espai
top = tscreen ∗ project
En les equacions anteriors, el valor eye.x dependrà de quin sigui l’ull per al que estem
realitzant els càlculs. En canvi, els valors eye.y i eye.z seran els mateixos per als dos ulls
ja que, per simplificar, es considera que l’usuari està situat sempre paral·lelament a la
pantalla de projecció. Així doncs, per al frustum de l’ull esquerre de l’usuari el valor de
eye.x serà:
eye.x = x − (iod/2)
i per a l’ull dret:
eye.x = x + (iod/2)
on x és la posició x de l’usuari, i iod es la separació interocular de l’usuari. Ambdues
dades estan en unitats de món virtual.
Aquest càlcul del frustum es troba implementat en la classe Utils3dGL de la llibreria
utils3d A.
En la figura 4.12 es poden veure els 4 frustums de visió que es calculen en l’aplicació
utilitzant el mètode explicat. Els cons vermells corresponen als ulls del tracked user i els
cons blaus als del non-tracked user. Per a cada usuari es mostra el frustum de visió de
l’ull esquerre —vermell— i el de l’ull dret —blau—. La pantalla de projecció es mostra
en verd i l’escena en vermell.
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Figura 4.12.: Els 4 frustums que calcula l’aplicació. Els cons vermells corresponen al
ulls del tracked user i els cons blaus als del non-tracked user.
A més a més, l’aplicació mostra en tot moment les imatges estereoscòpiques que s’obte-
nen de cadascun dels usuaris, segons els frustums definits. En la figura 4.13 es poden
veure les imatges estereoscòpiques anaglíptiques corresponents a la modelització de la
figura 4.12.
Figura 4.13.: Imatges estereoscòpiques anaglíptiques que visualitza cadascun dels
usuaris modelats.
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4.7.5. Implementació de la deformació de l'escena
Com ja s’ha comentat en l’apartat de disseny 4.6.1, la implementació de la deforma-
ció de l’escena s’ha realitzat fent servir el llenguatge GLSL. Aquest llenguatge permet
realitzar programes que modifiquen el Pipeline [18] estàndard d’OpenGL.
El Pipeline d’OpenGL té com a objectiu transformar la geometria proporcionada per
l’aplicació en la seva visualització en pantalla. Per aconseguir-ho, la geometria inicial
va passant per varies etapes, cadascuna d’elles encarregada d’una funció específica.
De totes aquestes etapes, n’hi ha dues que es poden substituir completament per un
programa GLSL: el vèrtex processor i el fragment processor.
Figura 4.14.: Pipeline programable d’OpenGL Imatge extreta de [25]
Vertex processor: es pot substituir per un VertexShader. Rep com a entrada un vèrtex
de la geometria i, simplificant, ha de retornar el fragment corresponent al vèr-
tex. La implementació estàndard realitza la transformació geomètrica del vèrtex
aplicant les matrius de modelat i projecció definides en el programa OpenGL.
Fragment processor: es pot substituir per un FragmentShader. Rep com a entrada un
fragment i , simplificant, ha de retornar el color corresponent al fragment.
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Per tant, en un VertexShader és on es té el control de quin és el fragment que s’obtindrà
a partir d’un vèrtex donat. Aprofitant aquesta llibertat de càlcul, la implementació de
l’escena percebuda pel non-tracked user, que s’ha explicat en l’apartat 4.6.1, s’ha realitzat
en un VertexShader. El VertexShader realitza els següents passos per a cadascun dels
vèrtex de l’escena original:
1. Obté el punt prLeft, que correspon a la projecció del vèrtex original fent servir la
càmera esquerra del tracked user.
2. Obté el punt prRight, que correspon a la projecció del vèrtex original fent servir la
càmera dreta del tracked user.
3. Obté el punt unprLeft, que correspon a la desprojecció de prLeft fent servir la
càmera esquerra del non-tracked user.
4. Obté el punt unprRight, que correspon a la desprojecció de prRight fent servir la
càmera dreta del non-tracked user.
5. Obté el punt v, que correspon a la intersecció entre les rectes formades per [prLeft,
unprLeft] i [prRight, unprRight]. Aquest punt v és el vèrtex que teòricament percep
el non-tracked user.
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Figura 4.15.: Passos realitzats per a l’obtenció del punt v a partir del vèrtex original
Un cop finalitzat el punt 5, tenim un vèrtex v que pot ser tractat pel Pipeline d’OpenGL
exactament igual que el vèrtex original. Per tant, aplicant la transformació estàndard
al vèrtex, utilitzant una càmera diferent a la del tracked user i a la del non-tracked user,
obtenim una visió en perspectiva de l’escena percebuda pel non-tracked user. És a dir,
finalment no s’està renderitzant l’escena original sinó que s’està renderitzant l’escena
percebuda pel non-tracked user.
En la imatge 4.16 es poden veure dues escenes: la de diversos colors correspon a l’esce-
na original, i la de color vermell correspon a la l’escena teòricament percebuda pel non-
tracked user. L’escena vermella ha sigut obtinguda mitjançant el VertexShader descrit
anteriorment.
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Figura 4.16.: Escena original i escena teòricament percebuda pel non-tracked user —cons
blaus—
4.7.5.1. Altres possibles implementacions
La implementació explicada anteriorment no és ni la única possible ni tampoc la primera
que es tenia intenció de realitzar. La primera implementació que es volia fer de la defor-
mació de l’escena, es basava en la desprojecció de cadascun dels fragments de la imatge
projectada en comptes de cadascun dels vèrtexs de l’escena. Aquest mètode s’apropa
més al que passa realment quan una persona visualitza una imatge estereoscòpica, ja
que, la imatge que visualitza està formada per píxels —obtinguts directament pels frag-
ments—, i no per vèrtexs.
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El principal problema per implementar aquest mètode és que OpenGL no dóna la pos-
sibilitat de modificar la posició d’un fragment en un FragmentShader —que és precisa-
ment el que ens interessa—, de manera que és impossible implementar directament
aquesta solució únicament amb FragmentShaders. Així doncs, es va intentar optar per
una solució mixta, implementant una part en el FragmentShader i una altra en l’aplicació
OpenGL. La solució que es va intentar va ser calcular en el FragmentShader la posició que
hauria de tenir el nou fragment —que es calcula quasi exactament igual que en el cas
del vèrtex, però treballant amb fragments— i codificar aquesta nova posició en el color
del fragment. D’aquesta manera, realitzant una renderització de l’escena en una tex-
tura —i no en pantalla—, tindríem en cada píxel de la textura la posició codificada de
cadascun dels fragments. Restaria recórrer, en el programa OpenGL, tota la informació
de la textura i mostrar en pantalla cada fragment en la posició codificada.
Però, la solució no va acabar de funcionar perquè es produïen molts errors de precisió
que no es podien controlar. Tal com s’ha dit, la posició (x,y) del fragment s’havia de
codificar en el color del fragment. Com que GLSL especifica que el color del fragment
ha de ser un valor real entre 0 i 1, codificar la posició dins d’aquest rang de valors
produïa valors molt petits que, a causa de les limitacions de les implementacions en
coma flotant, alguns fossin arrodonits, provocant un resultat erroni.
Es van provar d’utilitzar altres tipus de formats de color suportats per OpenGL, com
les textures de coma flotant, però no es va poder eliminar del tot els errors de precisió.
Un altre inconvenient d’aquesta implementació és que, en l’escena resultant obtinguda,
s’haurien observat zones “buides”, sense informació d’imatge, a causa de què més d’un
fragment d’origen hauria anat a parar al mateix fragment final —no és una operació
bijectiva—. En el mètode que s’ha implementat finalment, això no passa perquè el
procés de rasterització es realitza una vegada ja s’ha calculat la transformació del vèrtex.
Cal remarcar que, si la densitat de vèrtexs de l’escena és suficientment gran com per a
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què una primitiva —triangle — de la malla correspongui a molts pocs fragments, no
hi hauria diferència entre la implementació realitzada a nivell de vèrtexs o la realitza-
da amb fragments. Minimitzar el nombre de fragments per primitiva és precisament
l’objectiu del següent apartat.
4.7.5.2. Tessel·lat de l'escena
Com s’ha fet notar en l’apartat anterior, la implementació finalment realitzada treballa
a nivell de vèrtex i no a nivell de fragment. Això pot ser un problema en models on la
densitat de vèrtexs sigui petita, ja que, aleshores, la deformació de l’escena s’està real-
itzant sobre molts pocs punts de la imatge renderitzada. Per reduir aquest problema,
s’ha implementat el tessel·lat de l’escena amb l’objectiu de poder augmentar la densitat
de vèrtexs de la malla de forma uniforme i així calcular la deformació sobre el màxim
possible de punts.
El tessel·lat ha estat implementat en un GeometryShader. Un GeometryShader és un shad-
er disponible en les últimes versions de GLSL que s’executa abans del VertexShader. Un
GeometryShader rep com a entrada els vèrtexs d’una primitiva —els tres vèrtex d’un tri-
angle, per exemple— i té com a sortida un número indefinit de vèrtexs. Per tant, un
GeometryShader permet generar nous vèrtexs i primitives.
El tessel·lat implementat és un 1:4, és a dir, cada vegada que un triangle de la malla s’ha
de subdividir, aquest es subdivideix en 4 triangles iguals. La decisió de si un triangle
s’ha de subdividir o no ve donada per la llargada de les seves arestes. En l’aplicació,
l’usuari especifica quina és la llargada màxima d’aresta permesa en un triangle de la
malla. Cada vegada que el GeometryShader tingui com a entrada un triangle amb alguna
aresta més gran que la indicada, el subdivideix. Els triangles obtinguts de la subdivisió
poden, a la vegada, tornar a ser subdividits.
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Figura 4.17.: La mateixa escena. A l’esquerra amb una longitud màxima d’aresta de 46
i a la dreta de 13.
Cal destacar que, a causa de les limitacions tècniques dels Shaders, no es permeten tenir
crides a funcions recursives. Per tant, la implementació de les múltiples subdivisions
d’un mateix trinagle inicial s’ha realitzat mitjançant una pila.
4.7.5.3. Implementació ﬁnal
Com s’ha pogut anar veient en els apartats anteriors, en el càlcul de l’escena perce-
buda pel non-tracked user hi intervenen molt elements: càlcul de les càmeres en l’apli-
cació OpenGL, tessel·lat dels triangles —mitjançant un GeometryShader— per obtenir
més densitat de vèrtexs i, finalment, el càlcul del vèrtex percebut pel non-tracked user
—en un VertexShader—.
Tot i això, cal explicar que encara hi ha un element més que és necessari que intervin-
gui per tal de què tot funcioni: el càlcul del color del nou vèrtex. A causa de què s’ha
modificat el pipeline estàndard d’OpenGL, el càlcul del color del nou vèrtex és respon-
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sabilitat del programador, i no es pot fer servir el càlcul estàndard que proporciona
OpenGL.
Per al càlcul del color del nou vèrtex s’ha implementat el model d’il·luminació Phong
tenint en compte una única font de llum. La implementació s’ha basat en un dels exem-
ples que venen en el programa ShaderMaker [24]. Com que aquest tipus d’il·luminació
requereix càlculs a nivell de vèrtex, s’ha implementat en el VertexShader.
Finalment, per tal de no barrejar parts del programa que són específiques del càlcul
de la deformació amb parts del programa que no ho són, s’ha optat per traspassar
el càlcul del vèrtex percebut al GeometryShader i deixar el VertexShader exclusivament
per al càlcul de la il·luminació. En la figura 4.18 es mostra quins són els components
software que conformen la implementació final.
Figura 4.18.: Diagrama resumit dels components software que intervenen en el càlcul
de l’escena percebuda pel non-tracked user.
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GLDeformationView es la vista OpenGL encarregada de mostrar l’escena percebuda pel
non-tracked user. Per a fer-ho, activa primerament una instància de ShaderDeformation.
En activar-se, aquest realitza les següents tasques:
1. Carrega els programes GLSL deformation.vert, deformation.geom i deformation.frag, i
els envia a la targeta gràfica, mitjançant les comandes proporcionades per l’API
d’OpenGL.
2. Obté les matrius modelview i projection de les instàncies trackedUser i nonTrackedUs-
er i calcula les seves inverses. Envia totes aquestes matrius als shaders, utilitzant
variables Uniform de GLSL.
3. Envia al shader el valor màxim d’aresta permès —per al tessel·lat—.
Un cop activada la instància de ShaderDeformation, GLDeformationView envia a render-
itzar la geometria de l’escena SceneModel. Per a cada primitiva de l’escena, OpenGL
executa el shader deformation.geom, que realitza el tessel·lat (veure 4.7.5.2) i el càlcul del
vèrtex percebut pel non-tracked user (veure 4.7.5). A continuació, per a cada vèrtex, el
shader deformation.vert calcula el color del vèrtex utilitzant el mètode Phong, i realitza
la seva projecció, obtenint el fragment resultant. Finalment, el shader deformation.frag
envia el color calculat directament a la següent etapa del pipeline d’OpenGL.
Després, GLDeformationView desactiva el ShaderDeformation i torna a enviar a render-
itzar l’escena SceneModel. D’aquesta manera, en una sola vista tenim renderitzades
l’escena percebuda pel tracked user i l’escena percebuda pel non-tracked user (veure figu-
ra 4.16).
4.7.5.4. El problema de la divergència
Segons quins siguin els paràmetres del tracked user i els del non-tracked user, es pot arrib-
ar a donar el cas de què el non-tracked user estigui visualitzant una escena amb parallax
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divergent (veure 2.3). Per exemple, si el non-tracked user té una separació interocular
més petita, és molt probable que es produeixi la divergència. En la figura 4.19 s’en
mostra un exemple.
Figura 4.19.: Exemple de divergència. La nostra implementació, basada en la intersec-
ció de les rectes, donaria com a resultat el punt v.
Com ja s’ha comentat en l’apartat 2.3, la divergència s’ha d’evitar el màxim possible
perquè és una situació anòmala per a les persones i produeix fatiga visual. Per tant, és
important que l’aplicació mostri clarament si s’està produint algun tipus de divergèn-
cia.
Ja que la divergència només es pot detectar en el GeometryShader, l’únic mecanisme
del que disposem per informar que s’ha produït divergència és modificar el color del
vèrtex. Tot i això, com que la intersecció de les rectes es produeix igualment, però en
una ubicació totalment errònia, l’aparició de divergència també provoca que l’escena
es deformi completament, mostrant encara més clarament la divergència.
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Figura 4.20.: En la imatge de l’esquerra no es produeix divergència. Si disminuïm la
separació interocular del non-tracked user, en la imatge de la dreta es visu-
alitza clarament que en alguns vèrtexs —els de color blau— s’ha produït
divergència. Com que el càlcul del vèrtex és completament erroni, es pro-
dueixen aquestes “tires” blaves.
4.7.6. Càrrega de ﬁtxers 3ds
L’aplicació permet carregar l’escena a visualitzar a partir d’un fitxer en format 3ds [22].
Aquest format conté informació dels objectes de l’escena, els seus materials, quines
textures utilitza, les fonts de llum, les càmeres, elements d’animació, etc. En l’aplicació,
però, només es fan servir les dades referents als objectes de l’escena, els materials i les
textures.
La càrrega de l’escena està implementada en la classe utils3d::SceneFactory A. Aquesta
classe té el mètode load3ds(...) que retorna un Scene amb tota la informació comentada.
Aquest mètode fa ús de la llibreria lib3ds [21]per a poder obtenir la informació del fitxer
3ds indicat. Un cop obtinguda la informació, construeix l’objecte Scene corresponent i
el retorna.
Com que la classe Scene no està orientada a cap tipus de format en concret, per a supor-
tar un altre tipus de format, com per exemple el OBJ , només s’hauria d’implementar
un mètode loadObj(...) que retornés un objecte Scene correctament construït. La resta de
l’aplicació no faria falta modificar-la.
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Si algun dels materials de l’escena conté una textura, l’aplicació la carrega mitjançant
la classe utils3d:Texture A. La càrrega està implementada amb la llibreria FreeImage [20],
que suporta gran varietat de formats d’imatges 2D: jpg, png, gif, bmp, tiff, psd, etc.
4.7.7. Guardat i càrrega dels paràmetres
L’aplicació permet a l’usuari guardar els paràmetres que modelen l’escena en un fitxer.
En qualsevol moment, aquests paràmetres es poden carregar per tornar a tenir l’escena
tal i com l’havíem guardat.
Els paràmetres que es guarden són:
• Posició i separació interocular del tracked user i del non-tracked user
• Alçada i amplada de la pantalla de projecció
• Posició, rotació i escalat de l’escena
• Relació d’escala entre el món virtual i el món real
• Nom del fitxer del que s’ha carregat l’escena
El format del fitxer on es guarden els paràmetres és CSV —valors separats per punt
i coma—. S’ha escollit aquest format perquè és senzill d’implementar i té l’avantatge
de què és fàcil modificar el fitxer directament amb un editor de text. Això dóna la
possibilitat de què els fitxers puguin ser modificats directament per ajustar alguna dada
que ens interessi.
4.8. Testing
El testing és l’etapa de l’enginyeria del software en què s’intenta verificar que el soft-
ware desenvolupat realitza totes les seves funcions i que està lliure d’errors. El testing
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es pot realitzar a molts nivells, però normalment se n’avaluen dos: verificar que la fun-
cionalitat és l’esperada, i minimitzar els bugs que puguin haver-hi en la implementació.
Durant el desenvolupament de l’aplicació, s’ha anat fent el testing manual de les difer-
ents funcionalitats a mida que s’anava codificant el programa. Aquest nivell de prova
ha estat suficient per al 90% de l’aplicació.
On s’han dedicat més esforços ha estat en verificar que el càlcul de l’escena percebuda
pel non-tracked user és correcte, i en què l’aplicació estigués lliure de bugs, principalment
relacionats amb els programes GLSL i la seva compatibilitat amb les diferents targetes
gràfiques.
4.8.1. Veriﬁcació de la correctesa del càlcul de l'escena deformada
Com ja s’ha explicat anteriorment, el càlcul de l’escena percebuda pel non-tracked us-
er es calcula a partir de la intersecció de les rectes formades per la desprojecció dels
dos punt homòlegs en pantalla. Verificar que aquest càlcul es realitzava correctament
ha estat més complicat de l’esperat, a causa de, com ja s’ha comentat anteriorment, la
limitada informació de sortida que es pot generar en un programa GLSL, i la impossi-
bilitat de depurar el programa (existeixen debuggers de GLSL però no s’han aconseguit
fer funcionar juntament amb l’aplicació).
Així doncs, la verificació de la correctesa del càlcul de l’escena deformada s’ha realitzat
visualment, i es corretgia a base de “prova i error” quan la verificació visual no era
satisfactòria. En la figura 4.21 es mostra quina és la verificació visual que s’ha anat
realitzant durant el testeig:
1. S’escull un punt de l’escena original —mostrada de color blau— i es dibuixen
les rectes formades per aquest punt i cadascun dels ulls del tracked user —són les
línies roses de la figura—.
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2. Es dibuixa una línia formada per l’ull dret del non-tracked user i la intersecció de
la pantalla amb la línia rosa corresponent.
3. Es dibuixa una línia formada per l’ull esquerre del non-tracked user i la intersecció
de la pantalla amb la línia rosa corresponent.
4. La intersecció d’aquestes dues línies —són les línies blaves de la figura— és el
punt teòricament percebut pel non-tracked user.
En la figura 4.21 es pot veure com dos dels punts —el morro i la cua del dofí vermell—
corresponen , exactament, a la intersecció de les rectes realitzades seguint el mètode
explicat a partir dels mateixos punts de l’escena original —el morro i la cua del dofí
blau—.
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Figura 4.21.: Verificació visual de la correctesa en el càlcul de la deformació de l’escena.
4.9. Resultats
L’aplicació creada ens permet jugar amb els diferents paràmetres que controlen el tracked
user i el non-tracked user, oferint-nos la possibilitat d’observar en temps real quines de-
formacions pateix l’escena percebuda pel non-tracked user. En aquest apartat es mostren
diversos exemples d’aquestes deformacions.
Les imatges dels exemples mostrats a continuació contenen els següents elements co-
muns:
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• Pantalla de projecció, representada per una línia verda.
• Ulls del tracked user, representats per dos petits cons vermells.
• Ulls del non-tracked user, representants per dos petits cons blaus.
• Escena visualitzada pel tracked user, mostrada en diversos colors.
• Escena visualitzada pel non-tracked user, mostrada en color vermell.
• Totes les imatges estan formades per tres captures —A, B i C— de la mateixa
escena. En la captura A els paràmetres del tracked user i els del non-tracked user són
els mateixos. En les captures B i C es varia progressivament un dels paràmetres
del non-tracked user. En cada captura es mostra una fletxa que indica la variació
produïda.
4.9.1. Exemple 1
En la figura 4.22es mostra la deformació produïda en l’escena quan el non-tracked user
s’allunya del tracked-user, en direcció contrària a la pantalla. L’escena “s’allarga”, és
a dir, s’exagera la profunditat dels objectes. L’escena situada per davant de la pantalla
—parallax negatiu— s’allarga cap a l’usuari, i l’escena situada per darrera de la pantalla
—parallax positiu— s’allarga en direcció contrària.
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Figura 4.22.: Deformació produïda quan el non-tracked user s’allunya del tracked user en
direcció contrària a la pantalla.
4.9.2. Exemple 2
En la figura 4.23es mostra la deformació produïda en l’escena quan el non-tracked user
s’allunya del tracked-user, en direcció a la pantalla. L’escena es comprimeix, és a dir,
disminueix la profunditat dels objectes. Tota l’escena es comprimeix en direcció a la
pantalla de projecció.
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Figura 4.23.: Deformació produïda quan el non-tracked user s’allunya del tracked user en
direcció a la pantalla.
4.9.3. Exemple 3
En la figura 4.24es mostra la deformació produïda en l’escena quan el non-tracked user
s’allunya del tracked-user, en direcció paral·lela a la pantalla. L’escena pateix una defor-
mació en l’eix horitzontal, on la pantalla actua com a punt d’inflexió pel que fa al sentit:
mateix sentit que el moviment realitzat pel non-tracked user per a l’escena per davant de
la pantalla, i sentit contrari per a l’escena per darrera de la pantalla.
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Figura 4.24.: Deformació produïda quan el non-tracked user s’allunya del tracked user en
direcció paral·lela a la pantalla.
4.9.4. Exemple 4
En la figura 4.25es mostra la deformació produïda en l’escena quan el non-tracked user
té una separació interocular superior a la del tracked user. En aquest cas, l’escena pateix
dues deformacions:
La primera consisteix en una compressió de la profunditat, en direcció a la pantalla.
La segona és en l’eix horitzontal, comprimint els objectes situats per darrera de la pan-
talla i expandint els situats per davant. La deformació està més accentuada en els ob-
jectes més allunyats de la pantalla, produint una deformació trapezoïdal a l’escena.
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Figura 4.25.: Deformació produïda quan el non-tracked user té una separació interocular
superior a la del tracked user.
4.9.5. Exemple 5
En la figura 4.26es mostra la deformació produïda en l’escena quan el non-tracked user
té una separació interocular inferior a la del tracked user. En aquest cas, l’escena també
pateix dues deformacions:
La primera consisteix en una expansió de la profunditat, en sentit contrari a la pantalla.
L’expansió és molt més exagerada en els objectes situats per darrera de la pantalla.
La segona és en l’eix horitzontal, expandint els objectes situats per darrera de la pantalla
i comprimint els situats per davant. La deformació està més accentuada en els objectes
més allunyats de la pantalla, produint una deformació trapezoïdal a l’escena.
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Figura 4.26.: Deformació produïda quan el non-tracked user té una separació interocular
inferior a la del tracked user.
4.9.6. Conclusions
En general, totes les deformacions tenen en la pantalla de projecció un eix d’inflexió
comú. Això és a causa de què, per molt acusada que sigui la deformació produïda,
l’escena situada per darrera de la pantalla no creuarà mai al davant de la pantalla i
viceversa, ja que el parallax —que és qui controla si un objecte es percep per davant o
per darrera la pantalla, tal i com s’ha vist en l’apartat 2.3— no varia quan es modifica el
non-tracked user.
A més a més, sembla que les deformacions produïdes són més exagerades en els ob-
jectes amb parallax positiu —situats per darrera de la pantalla— que no en els objectes
amb parallax negatiu —situats per davant—, sobretot en les deformacions produïdes
per la diferència de separació interocular.
Totes les variacions dels paràmetres del non-tracked user, excepte la posició horitzontal
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—com s’ha vist en l’exemple 3—, produeixen una variació en la profunditat del punt
percebut. Aquestes variacions són les que ens interessa estudiar, perquè precisament
l’obtenció de profunditat en les imatges és l’objectiu per al que utilitzem la visió estere-
oscòpica. El següent apartat està destinat a aquest estudi.
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L’aplicació de deformació de l’espai desenvolupada en l’apartat 4 permet realitzar una
simulació teòrica de quines deformacions es produeixen en l’escena percebuda pel non-
tracked user, tenint en compte únicament el factor estereoscòpic. Per avaluar si aquestes
deformacions es produeixen realment en la vida real, s’ha dissenyat i realitzat un estudi
d’usuari en el que s’han posat a prova, en un entorn estereoscòpic real, algunes de les
deformacions simulades.
S’ha de tenir en compte que, a més a més del factor estereoscòpic utilitzat en la simu-
lació, en la vida real existeixen altres factors que influeixen en la percepció de la pro-
funditat de l’escena, com els indicadors monoculars vistos en l’apartat 2.1, o d’altres
factors cognitius més complexes. Si alguns d’aquests factors entra en conflicte amb el
factor estereoscòpic, el nostre cervell ha de decidir quin dels dos predomina, i és prob-
able que s’acabi descartant la informació obtinguda pel factor estereoscòpic i s’imposi
l’altre. Per exemple, si s’està visualitzant una escena on apareix un animal, com pot ser
un gat, encara que forcem el factor estereoscòpic per a què sembli que el gat fa 10 metres
de llarg, el nostre coneixement subjectiu de la mida real d’un gat pot fer que el nostre
cervell el percebi realment com si tingués únicament 1 metre de llargada, descartant en
aquest cas la informació estereoscòpica.
Així doncs, per avaluar correctament si la simulació calculada en l’aplicació s’ajusta a
la realitat, les proves realitzades en l’estudi s’han dissenyat de manera que el factor es-




5.1. Disseny de les proves d'usuari
L’objectiu de les proves d’usuari és obtenir informació de la percepció obtinguda per
un non-tracked user real, i així poder avaluar com afecten les teòriques deformacions de
l’escena a la seva percepció.
Aquestes proves consistiran en reproduir, en un entorn estereoscòpic real, les condi-
cions d’algunes de les deformacions realitzades en les simulacions. Per a cadascuna de
les reproduccions, es col·locarà una persona —subjecte— en la posició del non-tracked
user i se li faran unes senzilles preguntes, amb l’objectiu de poder avaluar quina per-
cepció de profunditat està tenint de l’escena presentada. S’intentarà que la prova la
realitzin el màxim nombre de subjectes per tal de poder obtenir dades estadísticament
significatives.
En total es realitzaran 5 reproduccions diferents, on cadascuna servirà per avaluar una
de les deformacions mostrades en els exemples de l’apartat 4.9. Per tal d’obtenir el
màxim de mostres, cada subjecte que realitzi la prova visualitzarà dues vegades les 5
reproduccions, sense que ell tingui coneixement de què estan repetides.
A més a més de les reproduccions que permetran avaluar la deformació percebuda pel
subjecte, es realitzaran 4 reproduccions orientades a avaluar si el subjecte és capaç de
visualitzar correctament imatges estereoscòpiques. Si es detectés que algun del sub-
jectes mostra símptomes de no poder visualitzar correctament les imatges, les dades
obtingudes per aquest subjecte es descartarien per a l’anàlisi estadístic.
Així doncs, cada subjecte que realitzi la prova visualitzarà un total de 14 reproduccions:
10 per avaluar el grau de percepció de profunditat de l’escena presentada —proves de
tipus “deformació”— , i 4 per avaluar la seva fiabilitat en quant a la visió estereoscòpica
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—proves de tipus “posició”—.
5.2. Entorn estereoscòpic
Les proves es realitzaran en un entorn head-tracked display amb una pantalla de projecció
PowerWall de 270 x 200 cm, situat en el Centre de Realitat Virtual de Barcelona [2].
Com que en totes les proves el subjecte participarà en qualitat de non-tracked user, les
representacions realitzades s’han dissenyat de manera que el non-tracked user estigui
sempre en la mateixa posició, concretament a 460 cm de la pantalla. Així no farà falta
que el subjecte es desplaci per l’entorn a cada reproducció, simplificant l’execució de
les proves.
Per a la construcció de les imatges estereoscòpiques, s’ha implementat una aplicació
que renderitza, a partir d’una modelització de l’entorn —pantalla de projecció, escena,
tracked user, i non-tracked user a 460cm—, la imatge estereoscòpica destinada al tracked
user. Així, el nostre subjecte, estarà visualitzant des de la posició del non-tracked user
la imatge estereoscòpica projectada per al tracked user. Aquesta aplicació permet car-
regar les dades del mon modelat des d’un fitxer extern, amb el mateix format que l’u-
tilitzat per a l’aplicació StereoSpaceDeformation. D’aquesta manera, les diferents repro-
duccions utilitzades durant les proves es podran dissenyar i modelar amb l’aplicació
StereoSpaceDeformation.
5.3. Maximitzant el factor estereoscòpic
Com s’ha comentat en la introducció d’aquest apartat, és important minimitzar els pos-
sibles efectes que poden produir els indicadors monoculars en la percepció final de la




perspectiva: com a model de l’escena s’ha utilitzat un objecte amorf, amb absència de
línies rectes, disminuint d’aquesta manera la possibilitat d’inferir de la profundi-
tat a partir de possibles línies de fuga.
il·luminació i ombres: s’ha dissenyat la il·luminació de l’escena per a què hi hagi una
predominància clara de la llum ambient sobre la llum difusa, i no es realitzen la
representació d’ombres.
motion parallax: la imatge estereoscòpica no estarà subjecta a head-tracking. Per tant,
encara que el subjecte es mogui la visualització en pantalla no s’alterarà.
interposició i mida relativa: cap d’aquests indicadors tindrà influència perquè l’esce-
na estarà formada per un únic objecte.
A més a més, l’escena utilitzada estarà texturada. D’aquesta manera serà més fàcil
per al sistema visual del subjecte establir la correspondència entre els punt homòlegs
de la imatge, reforçant així l’efecte estereoscòpic. En una escena sense textura aquesta
correspondència seria més complicada i, per tant, la stereopsis tindria un paper menys
important.
5.4. Proves de tipus deformació
En aquestes proves, el subjecte visualitzarà un objecte des d’una perspectiva frontal
pero lleugerament inclinada —com una perspectiva isomètrica, pero no tant eleva-
da—, per tal de maximitzar el rang de profunditat observada. A continuació, se li
mostrarà una imatge impresa en paper —veure figura 5.1— amb 6 versions diferents
de la mateixa escena, però visualitzades des d’una perspectiva en planta. Les 6 versions
de l’escena es diferencien únicament per tenir més o menys profunditat.




Figura 5.1.: Les diferents escenes entre les que el subjecte ha d’escollir













1 (0, 460) 8 4 Augment de la
profunditat
2 (0, 230) 6,5 1 Augment de la
profunditat
3 (0, 690) 6,5 6 Disminució de la
profunditat
4 (100, 460) 6,5 5 Sense variació de la
profunditat
5 (0, 460) 5 3 Disminució de la
profunditat
En totes elles, el non-tracked user s’ha situat en la posició (0, 460) i s’ha modelat amb una
separació interocular estàndard de 6,5 cm.
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En les següents figures es mostra gràficament la modelització que s’ha realitzat de
cadascuna de les representacions:
Figura 5.2.: Representació 1, de les proves de tipus “deformació”
Figura 5.3.: Representació 2, de les proves de tipus “deformació”
Figura 5.4.: Representació 3, de les proves de tipus “deformació”
90
5. Estudi d’usuari
Figura 5.5.: Representació 4, de les proves de tipus “deformació”
Figura 5.6.: Representació 5, de les proves de tipus “deformació”
5.5. Proves de tipus posició
En aquestes proves, el subjecte visualitzarà varis objectes de formes geomètriques di-
verses i haurà d’indicar quants d’aquestos objectes estan per davant d’un objecte de-
terminat. Com s’ha comentat anteriorment, aquesta prova té per objectiu detectar si
el subjecte és capaç de visualitzar correctament imatges estereoscòpiques, avaluant si
es percep correctament la profunditat dels objectes respecte als altres. A més a més,
ens permetrà avaluar si les deformacions en la profunditat afecten a la percepció de la
distància entre els objectes.













1 (0, 690) 6,5 Disminució de la
profunditat
2 (0, 460) 8 Augment de la
profunditat
3 (0, 230) 6,5 Augment de la
profunditat
4 (0, 460) 5 Disminució de la
profunditat
En totes les representacions, el non-tracked user s’ha situat en la posició (0, 460) i s’ha
modelat amb una separació interocular estàndard de 6,5 cm.
En les següents figures es mostra gràficament la modelització que s’ha realitzat de
cadascuna de les representacions:
Figura 5.7.: Representació 1, de les proves de tipus “posició”
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Figura 5.8.: Representació 2, de les proves de tipus “posició”
Figura 5.9.: Representació 3, de les proves de tipus “posició”
Figura 5.10.: Representació 4, de les proves de tipus “posició”
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5.6. Software per a les proves d'usuari
El software utilitzat per a l’execució de les proves d’usuari s’ha dissenyat i implementat
amb les mateixes eines i tecnologies utilitzades en l’aplicació StereoSpaceDeformation
—exceptuant el llenguatge GLSL, el qual no ha estat necessari utilitzar—.
Els principals requisits de l’aplicació eren:
• Visualitzar la imatge estereoscòpica del món virtual modelat des del punt de vista
del non-tracked user. És a dir, reproduir exactament la vista Tracked user view que
es mostra en l’aplicació StereoSpaceDeformation —es pot veure en la imatge 4.13
del capítol anterior—, amb la diferència de què el mètode de representació no ha
de ser anaglíptic, sinó side-by-side [5], i que la imatge estereoscòpica s’haurà de
poder visualitzar a pantalla completa —aquests dos requisits venen imposats per
l’entorn estereoscòpic on es realitzaran les proves—.
• Poder canviar fàcilment d’una prova a una altra —mitjançant una tecla, per ex-
emple—. D’aquesta manera, es disminuirà el temps necessari per a realitzar totes
les proves de cadascun dels subjectes.
• Poder controlar la llum ambient i difusa de l’escena amb l’objectiu de minimitzar
l’indicador monocular d’il·luminació.
Com ja s’ha comentat al principi d’aquest capítol, l’aplicació StereoSpaceDeformation ja
permet modelar un món virtual i guardar-lo en un fitxer extern. Així doncs, aprofitant
aquest format, l’aplicació de les proves d’usuari és únicament un visualitzador estere-
oscòpic d’un món virtual modelat amb l’aplicació StereoSpaceDeformation.
En la imatge 5.11 es mostren les dues finestres de les que disposa l’aplicació Perception
User Test. En la finestra StereoWindowView es visualitza, des del punt de vista del tracked
user, la prova seleccionada en la finestra Perception User Test —la 2 en l’exemple—. Util-
itzant el teclat o el ratolí, es pot anar canviant de prova. A més a més, en la finestra
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Perception User Test hi ha els controls per a: carregar o guardar les proves en un fitxer
—la taula és editable, permetent fer alguna modificació directa en els paràmetres del
món modelat—, controlar el nivell de llum ambient o difusa de la visualització, activar
el mode de pantalla completa en la finestra StereoViewWindow i canviar la visualització
estereoscòpica entre els mètodes side-by-side o anaglíptic.
Figura 5.11.: Aplicació Perception User Test utilitzada per a la realització de les proves
d’usuari
5.7. Realització de les proves d'usuari
Les proves d’usuari s’han dut a terme en el Centre de Realitat Virtual de Barcelona. Per
a cadascun dels subjectes que han participat, s’ha seguit la mateixa metodologia:
1. El subjecte que realitzava la prova es situava en la posició corresponent al non-
tracked user, a 460 cm de distància de la pantalla.
2. El guia de la prova iniciava l’aplicació, mostrant en la pantalla la primera repro-
ducció.
3. El subjecte donava la seva resposta i el guia l’anotava en un full de càlcul.
4. El guia indicava a l’aplicació que mostrés la següent reproducció.
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5. Es repetien el passos 3 i 4 fins a finalitzar les 14 reproduccions de les que constava
la prova.
Durant la realització de les proves només estaven presents el subjecte i el guia, evi-
tant d’aquesta manera que les respostes del subjecte estiguessin condicionades a les
respostes dels subjectes anteriors.
En la figura es mostra el full de càlcul amb les preguntes realitzades durant la prova.
Figura 5.12.: Full de càlcul utilitzat per a la realització de les proves d’usuari
Les preguntes de l’1 al 10 es corresponen amb les proves de tipus “deformació”, i les
de l’11 al 14 a les de tipus “posició”. En la següent taula es mostra la correspondència




Pregunta 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Tipus de prova deformació posició
Representació 1 2 3 4 5 3 2 5 4 1 1 2 3 4
Taula 5.1.: Correspondència entre les preguntes realitzades en les proves i les repre-
sentacions explicades en els apartats 5.4 i 5.5.
Les proves han estat realitzades per un total de 10 subjectes. Les respostes obtingudes
es mostren en la taula següent:
Usuari 1 2 3 4 5 6 7 8 9 10
Edat 34 27 26 27 24 24 26 29 39







si si no si si si si no no no
Prova 1 4 2 1 2 3 1 3 3 3 3
Prova 2 1 1 1 4 2 4 2 2 4 2
Prova 3 3 2 2 3 2 1 3 3 3 3
Prova 4 5 2 3 4 3 6 4 1 5 4
Prova 5 1 1 3 2 1 2 3 3 3 4
Prova 6 3 1 3 5 3 2 3 4 3 2
Prova 7 1 2 1 1 4 3 3 2 4 3
Prova 8 3 1 2 5 1 1 3 1 2 3
Prova 9 4 3 1 6 3 6 4 4 4 4
Prova 10 2 3 2 6 3 2 4 5 2 4
Prova 11 3 4 2 3 3 3 3 3 3 4
Prova 12 4 4 1 4 4 4 4 4 4 4
Prova 13 5 5 3 5 5 5 5 5 5 5
Prova 14 6 5 7 6 6 6 5 6 6 5
Taula 5.2.: Respostes obtingudes en les proves d’usuari.
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5.8. Anàlisi dels resultats
5.8.1. Anàlisi de les proves tipus posició
Abans de procedir a analitzar els resultats de les proves de tipus “deformació”, s’han
analitzat els resultats de les proves de tipus “posició” per avaluar si algun dels subjectes
té algun problema en la visualització d’imatges estereoscòpiques. En la taula 5.3 es
mostren les respostes corresponents a les proves 11 a 14. S’han marcat de color verd les
respostes correctes i de color vermell les incorrectes.
Subjecte 1 2 3 4 5 6 7 8 9 10
Prova 11 3 4 2 3 3 3 3 3 3 4
Prova 12 4 4 1 4 4 4 4 4 4 4
Prova 13 5 5 3 5 5 5 5 5 5 5
Prova 14 6 5 7 6 6 6 5 6 6 5
Taula 5.3.: Resultats de les proves de tipus “posició”
El 60% dels subjectes ha respost correctament totes les preguntes. El 30% ha respost
incorrectament alguna de les preguntes, però dins del marge d’error tolerable —ja que
en les proves 12 i 14 alguns dels els objectes es trobaven una mica solapats en profundi-
tat—. El 10% restant —l’usuari 3—, ha respost incorrectament totes les preguntes i fora
del marge d’error tolerable. Per tant, per a l’anàlisi de les proves de tipus “deformació”
no s’han tingut en compte les respostes de l’usuari 3.
5.8.2. Anàlisi de les proves tipus deformació
Per analitzar les dades corresponents a les proves de tipus “deformació”, s’ha procedit
a classificar les respostes en 3 categories:
correcta: una resposta es considera correcta si s’ha contestat exactament el número
d’escena que s’ha fet servir en la prova.
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incorrecta però esperada: una resposta es considera incorrecta però esperada si s’ha con-
testat un número d’escena que està dins del rang esperat en funció de la deforma-
ció aplicada a l’escena utilitzada.
incorrecta: una resposta es considera incorrecta si s’ha contestat un número d’escena
que està fora del rang esperat en funció de la deformació aplicada a l’escena util-
itzada.
En la taula 5.4 es mostra, per a cada prova, quins són els valors corresponents a les tres
categories —en la taula apareixen agrupades, per parelles, les proves que representaven




























Taula 5.4.: Respostes corresponents a cadascuna de les categories: correcta, incorrecta
però esperada i incorrecta.
Tenint en compte aquests criteris, en la taula 5.5 es mostren categoritzades les respostes
de les proves de tipus “deformació”. Les respostes correctes es mostren de color verd,
les incorrectes però esperades de color groc, i les incorrectes de color vermell.
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Usuari 1 2 4 5 6 7 8 9 10
Proves 1 i 10 4 2 2 3 2 6 3 3 1 2 3 4 3 5 3 2 3 4
Proves 2 i 7 1 1 1 2 4 1 2 4 4 3 2 3 2 2 4 4 2 3
Proves 3 i 6 3 3 2 1 3 5 2 3 1 2 3 3 3 4 3 3 3 2
Proves 4 i 9 5 4 2 3 4 6 3 3 6 6 4 4 1 4 5 4 4 4
Proves 5 i 8 1 3 1 1 2 5 1 1 2 1 3 3 3 1 3 2 4 3
Taula 5.5.: Respostes de les proves de tipus “deformació”, classificades en: correctes,
incorrectes però esperades i incorrectes .
En la taula 5.6 es mostren diferents valors estadístics per a cada grup de proves:
%correcta: tant per cent de respostes correcta.
%incorrecta però esperada: tant per cent de respostes incorrecta però esperada.
%incorrecta: tant per cent de respostes incorrecta.
%incorrecta + %incorrecta però esperada: suma dels estadístics %correcta i %incor-
recta però esperada.
%correcta si fos resposta aleatòria: indica el tant per cent teòric de respostes correcta
que es produirien si tots els subjectes haguessin respost aleatòriament a la pre-
gunta.
%incorrecta però esperada si fos resposta aleatòria: indica el tant per cent teòric de
respostes incorrecta però esperada que es produirien si tots els subjectes haguessin
respost aleatòriament a la pregunta.
%incorrecta si fos resposta aleatòria: indica el tant per cent teòric de respostes incor-
recta que es produirien si tots els subjectes haguessin respost aleatòriament a la
pregunta.
%correcta + incorrecta però esperada si fos resposta aleatòria: suma dels estadístics
%correcta si fos resposta aleatòria i %incorrecta però esperada si fos resposta aleatòria.
mitjana: mitja aritmètica de les respostes.
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mediana: mediana de les respostes. La mediana correspon al valor central de les re-
spostes, és a dir, el 50% de les respostes són inferiors a la mitjana, i el 50% són
superiors.
desviació estàndard: desviació estàndard de les respostes. La desviació estàndard mesura
el grau de dispersió de les respostes respecte a la mitja.
Proves 1 i
10
Proves 2 i 7 Proves 3 i 6 Proves 4 i 9 Proves 5 i 8
%correcta 16,67 22,22 0,00 11,11 33,33
%incorrecta però
esperada
11,11 77,78 100,00 - 55,56




27,78 100,00 100,00 11,11 88,89
%correcta si fos
resposta aleatòria




33,33 83,33 83,33 0,00 33,33
%incorrecta si fos
resposta aleatòria





50,00 100,00 100,00 16,67 50,00
mitjana 3,06 2,50 2,72 4,00 2,22
mediana 3,00 2,00 3,00 4,00 2,00
desviació
estàndard
1,21 1,15 0,96 1,33 1,22
Taula 5.6.: Valors estadístics de les proves de tipus “deformació”, classificades en: cor-
rectes, incorrectes però esperades i incorrectes .
En els següents apartats s’analitzen un per un els resultats de les diferents proves.
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5.8.2.1. Anàlisi proves 1 i 10
En aquesta prova, els subjectes havien de percebre una escena amb més profunditat que
la utilitzada en la visualització. Les dades, però, indiquen que ha passat exactament al
contrari: el %incorrecta (72,22) és molt més gran que el %incorrecta si fos resposta aleatòria
(16,67) . A més a més, la mitjana és de 3,06 que està just dins del rang de incorrecta
d’aquesta prova.
Per tant, la majoria dels subjectes han percebut una escena amb menys profunditat de
la simulada.
5.8.2.2. Anàlisi proves 2 i 7
En aquesta prova, els subjectes havien de percebre una escena amb més profunditat
que la utilitzada en la visualització. I en general ha sigut així, ja que el %incorrecta però
esperada és molt elevat (77,78), però si el comparem amb el %incorrecta però esperada si fos
resposta aleatòria (83,33), hauria d’haver estat encara més elevat. A més a més, la mitjana
és de 2,5, i si tenim en compte el grau de deformació que s’ha aplicat a l’escena —veure
figura 5.3— la mitja de les respostes hauria d’estar entre 3 i 4.
Per tant, la majoria de subjectes han percebut una escena amb més profunditat de la
simulada, però no tant com s’esperava.
5.8.2.3. Anàlisi proves 3 i 6
En aquesta prova, els subjectes havien de percebre una escena amb menys profunditat
que la utilitzada en la visualització. Efectivament ha sigut així, ja que el 100% de les
respostes són incorrecta però esperada. En canvi, la mitjana és de 2,72, i si tenim en compte
el grau de deformació que s’ha aplicat a l’escena —veure figura 5.4— la mitjana de les
respostes hauria d’estar entre 3 i 4.
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Per tant, la majoria dels subjectes han percebut una escena amb menys profunditat de
la simulada, però amb una mica més de compressió del que s’esperava.
5.8.2.4. Anàlisi proves 4 i 9
En aquesta prova, els subjectes havien de percebre una escena amb la mateixa profun-
ditat que la utilitzada en la visualització, ja que la deformació aplicada només produïa
una deformació en horitzontal, i no en profunditat. Per tant, les respostes només tenien
dues classificacions possibles: correcta o incorrecta. El %incorrecta es més elevat del %in-
correcta si fos resposta aleatòria, per tant, els subjectes si que han percebut una deformació
en la profunditat. De totes maneres, la mitjana és de 4,00, indicant que les respostes no
s’han allunyat massa de la resposta correcta (5), i que s’ha percebut majoritàriament
una escena amb menys profunditat de la simulada.
5.8.2.5. Anàlisi proves 5 i 8
En aquesta prova, els subjectes havien de percebre una escena amb menys profunditat
que la utilitzada en la visualització. Efectivament ha estat així, ja que el %incorrecta
(11,11) és molt inferior al %incorrecta si fos resposta aleatòria (33,33). A més a més, si tenim
en compte la deformació que s’ha aplicat a l’escena —veure figura 5.6—, la resposta
esperada seria al voltant de 2, que coincideix exactament amb la mitjana.
Per tant, la majoria de subjectes han percebut una escena amb menys profunditat de la
simulada, exactament tal i com s’esperava.
5.8.3. Conclusions
Es pot observar que, en totes les proves realitzades, les respostes tendeixen a corre-
spondre a una escena amb menys profunditat del que s’esperava. Això queda palès,
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sobretot, si comparem els resultats de les proves 2-7 amb els de les proves 3-6.
En els dos grups de proves, la probabilitat de %correcta era la mateixa, però en les
proves 2-7 s’ha obtingut un total de 22,22%, enfront del 0% de les proves 3-6. Si anal-
itzem aquests resultats juntament amb el tipus de deformació que es produeix a cadas-
cuna de les proves, es pot observar la tendència a respondre una escena amb menys
profunditat de l’esperada:
• En les proves 2-7, l’escena utilitzada era la 1 i els valors de resposta esperats eren
{2,3,4,5,6}, ja que s’aplicava una deformació que augmentava la profunditat. Tot
i això, un 22,22% dels subjectes no han notat aquest augment de profunditat i han
respost un 1.
• En les proves 3-6, l’escena utilitzada era la 6, i els valors de resposta esperats
eren {1,2,3,4,5}, ja que s’aplicava una deformació que disminueix la profunditat.
Efectivament, el 100% dels subjectes han notat aquesta disminució i han respost dins
del rang esperat.
Per tant, es pot afirmar que els subjectes han percebut una compressió de l’espai en
totes les proves que han realitzat.
Existeixen alguns estudis [26, 27, 28] que confirmen l’existència d’aquesta compressió,
tot i que no se sap del cert quins factors la provoquen. Inclús la quantifiquen al voltant
del 50%. En el nostre cas, no podem verificar aquesta quantitat perquè les proves no
s’han orientat a obtenir resultats medibles de les distàncies observades —cosa que hau-
ria complicat enormement la realització de les proves—, sinó que ens hem centrat úni-
cament en la percepció general del subjecte.
Un altre aspecte interessant d’observar és la diferencia de resultats entre la primera
ronda de proves —de la 1 a la 5— i la segona —de la 6 a la 10—. Com ja s’ha ex-
plicat anteriorment, en la segona ronda de proves es repetien les representacions de
la primera ronda, però en un altre ordre i sense que el subjecte sapigués que eren les
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mateixes. En les taules es mostren els estadístics per a cadascuna de les rondes:
Prova 1 Prova 2 Prova 3 Prova 4 Prova 5
%correcta 11,11 22,22 0,00 22,22 33,33
%incorrecta però
esperada
0,00 77,78 100,00 - 55,56




11,11 100,00 100,00 22,22 88,89
mitjana 2,67 2,44 2,56 3,78 2,22
mediana 3,00 2,00 3,00 4,00 2,00
desviació
estàndard
0,87 1,24 0,73 1,56 1,09
Taula 5.7.: Valors estadístics de les proves 1 a 5 de tipus “deformació”.
Prova 10 Prova 7 Prova 6 Prova 9 Prova 8
%correcta 22,22 22,22 0,00 0,00 33,33
%incorrecta però
esperada
22,22 77,78 100,00 - 55,56




44,44 100,00 100,00 0,00 88,89
mitjana 3,44 2,56 2,89 4,22 2,22
mediana 3,00 3,00 3,00 4,00 2,00
desviació
estàndard
1,42 1,13 1,17 1,09 1,39
Taula 5.8.: Valors estadístics de les proves 6 a 10 de tipus “deformació”.
Excepte en les proves 1-10 i 4-9, el tant per cent de les classificacions —correcta, incor-
recta però esperada i incorrecta— són exactament els mateixos, indicant que, aparent-
ment, no hi ha hagut grans diferències entre l’execució d’una prova i l’altra. Però, si
comparem les mitjanes —veure figura 5.13— es pot observar un lleuger augment en
totes les respostes de la segona ronda. Aquest resultat indicaria que en la segona ron-
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da, la compressió de l’espai —que hem posat de manifest abans— hauria estat menys
exagerada. S’hauria de realitzar un estudi més detallat per justificar quins factors han
causat aquesta millora de la percepció, però una possible resposta seria el fet que, en
la segona ronda, el subjecte ja hauria tingut un temps per acomodar el seu sistema vi-
sual al tipus d’escenes presentades, i, per tant, aquest fet d’habituar-se, hauria pogut
repercutir en una millor percepció de les escenes.
També existeixen alguns estudis [29] que demostren la importància del feedback —és
a dir, que el subjecte disposi d’algun tipus d’informació de referència que li permeti
ajustar la percepció obtinguda— per a què el subjecte avaluï correctament la profun-
ditat percebuda, però tal i com s’han dissenyat les proves, no hi ha cap tipus d’indici
que pugui indicar que s’ha produït algun tipus de feedback que expliqui les millores de
percepció obtingudes en la segona ronda.
Figura 5.13.: Mitjana dels resultats de les proves 1-5 i 6-10
A la vista dels resultats obtinguts en els anàlisis de les proves de tipus “deformació”,
es pot afirmar que la diferencia de posició o separació interocular del non-tracked us-
er respecte al tracked user, sí que provoca una variació en la profunditat de l’escena
percebuda. Ara bé, per justificar que les deformacions mostrades en les simulacions
de l’aplicació StereoSpaceDeformation corresponen exactament en grau i mesura a les
percebudes en un entorn estereoscòpic real, es necessitarien més estudis d’usuari que
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tinguessin en compte tots els problemes que s’han presentat en aquest estudi —tenir
en compte o eliminar la compressió de l’espai, i reduir al màxim el possible feedback
(utilitzant diferents escenes o repetint les proves als mateixos subjectes però en dies
diferents)— i possiblement centrar-se en analitzar un tipus de deformació en concret
—la produïda a causa de la diferència de separació interocular, per exemple—.
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Com a resultat de tot el treball realitzat, en aquest capítol es fa un petit resum d’aquells
aspectes que creiem que s’haurien de tenir en compte quan es vol realitzar una projecció
estereosòpica:
• Utilitzar el mètode de càmeres paral·leles —veure apartat 2.6— per a la construcció
de les imatges estereoscòpiques.
• Tenir present que, per als objectes situats a més de 180 metres de distància, l’estere-
opsis no ens aporta informació de profunditat [30].
• Utilitzar tots els indicadors de profunditat possibles —veure apartat 2.1— per re-
forçar l’efecte estereoscòpic, sempre i quan no es contradiguin entre ells.
• Evitar que un objecte situat en parallax negatiu —per davant de la pantalla—
estigui retallat pels límits de la pantalla de projecció [5]. Si aquest cas es dóna,
s’estaran contradient dos indicadors: l’estereopsis ens intenta dir que l’objecte es-
tà davant de la pantalla, però, en canvi, l’indicador d’interposició ens indica que
l’objecte està per darrera.
• S’ha d’intentar minimitzar al màxim el parallax —és recomanable que no superi
els 1,5º [5]— per evitar un excessiu trencament de l’acomodació / convergència
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—veure apartat 2.4.2—. Si l’escena ho permet, un bon mètode consisteix en man-
tenir la meitat de l’escena en parallax positiu i l’altra meitat en parallax negatiu.
• Si en l’escena es produeixen parallaxs superiors als 1,5º, s’ha d’intentar que la part
de l’escena corresponent a aquest parallax no sigui el principal punt d’atenció de
l’usuari [30].
Les següents recomanacions serien aplicables únicament en entorns multi-usuari:
• Si el sistema estereoscòpic ho permet, s’hauria d’utilitzar una separació interocu-
lar per a la càmera virtual igual a la separació interocular més petita d’entre la de
tots els usuaris. D’aquesta manera s’evitarà que es produeixin casos de divergèn-
cia, a expenses d’obtenir una compressió en l’espai.
En el cas de què s’estigués fent, per exemple, una simulació a diferents grups de
persones, seria recomanable formar els grups de manera que tinguessin una sep-
aració inteocular semblant —els nens per una banda i els adults per una altra, per
exemple—.
• Intentar mantenir els principals punts d’atenció de l’escena el més a prop possible
de la pantalla, ja que, les deformacions són menys significatives en aquesta zona.
• Intentar mantenir el tracked user sempre per davant de la resta d’usuaris, d’aques-
ta manera s’evitarà que aquests pateixin algun problema de divergència. A més a
més, també obtindran una percepció més clara de la profunditat perquè, en aque-
sta zona, la deformació produïda exagera la sensació de profunditat.
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En aquest apartat s’explica la planificació que s’ha seguit per a la realització del projecte.
En la figura 7.1 es mostra el Diagrama de Gantt, que conté les diferents tasques en què
s’ha dividit el projecte així com l’esforç dedicat a cadascuna d’elles. A continuació es
comenten les dades més rellevants.
La previsió inicial contemplava realitzar el projecte en dos quadrimestres, dedicant-hi
un esforç diari de 4 hores. Finalment, però, a causa de què en alguna època no s’hi ha
pogut dedicar tot l’esforç que s’havia estimat, s’ha acabat realitzant en tres.
Al voltant d’un 20% del temps s’ha destinat a l’estudi del funcionament de la visió es-
tereoscòpica, així com la investigació i recopil·lació de les seves característiques i prob-
lemàtiques en els entorns multi-usuari —tasques 2 i 3 de la planificació—.
D’altra banda, el segon gruix important del temps s’ha dedicat a la realització de l’apli-
cació StereoSpaceDeformation —i la llibreria utils3D que se n’ha derivat—, sobretot en
la part d’implementació. Inicialment no s’havia previst que aquesta tasca portés tant
de temps, però les dificultats trobades en la implementació del Shader del càlcul de la
deformació de l’escena —com s’ha explica en l’apartat 4.7.5— i el disseny de la llibreria
utils3d, orientada a ser reutilitzable en varies aplicacions, han provocat un increment de
fins al 50% en la duració d’aquesta tasca enfront de l’estimació inicial. Per contra, haver
dedicat aquest temps no previst inicialment al disseny de la llibreria utils3d, ha fet que
el temps que s’havia reservat per a l’aplicació de les proves d’usuari s’hagi vist bastant
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reduït sobre la previsió inicial —al voltant d’un 30%—.
Cal remarcar que, tant en l’elaboració de l’aplicació StereoSpaceDeformation com en l’apli-
cació de les proves d’usuari, les sub-tasques —presa de requisits, anàlisi, disseny, im-
plementació i proves— no s’han realitzat en cascada tal i com es mostra en el Diagrama
de Gantt, sinó que s’han realitzat successives iteracions de totes les tasques, tal i com s’ha
posat de manifest en l’apartat 4.2. En el diagrama, però, no s’han desglossat les itera-
cions amb l’objectiu de què fos més senzill visualitzar l’esforç total dedicat a cadascuna
de les tasques.
Finalment, comentar que ja des d’un bon principi i paral·lelament a totes les tasques,




Figura 7.1.: Diagrama de Gantt de la planificació del projecte
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Per a calcular el cost del projecte, s’ha identificat per a cadascuna de les etapes de la
planificació el rol encarregat de la seva gestió. En funció del preu/hora assignat a
cadascun dels rols i de la duració de cada etapa —recordem que la càrrega era de 4
hores diàries—, s’ha calculat el cost total tal i com es mostra en la taula 8.1.
Tasca Hores Rol Cost Hora Total
Aplicació StereoSpaceDeformation
Presa de requisits i especificació 60 Analista 45 2700
Anàlisi 40 Analista 45 1800
Disseny 120 Analista 45 5400
Implementació 520 Programador 30 15600
Proves 56 Programador 30 1680
Anàlisi dels resultats obtinguts de les simulacions 40 Analista 45 1800
Proves d’usuari
Disseny de les proves d’usuari 60 Analista 45 2700
Aplicació per a les proves d’usuari
Presa de requisits i especificació 12 Analista 45 540
Anàlisi 16 Analista 45 720
Disseny 20 Analista 45 900
Implementació 40 Programador 30 1200
Proves 8 Programador 30 240
Realització de les proves 56 Analista 45 2520
Anàlisi dels resultats de les proves 40 Analista 45 1800
Redacció de suggeriments i recomanacions 8 Analista 45 360
Total 39960
Taula 8.1.: Cost total del projecte.
Cal notar que, en el cost total del projecte, no s’han inclòs les etapes inicials d’estudi
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de la visió estereoscòpica ni la corresponent a la redacció de la memòria, ja que, en el
cas d’haver sol·licitat el desenvolupament d’aquest projecte a una empresa externa, es
pressuposa que aquestes dues etapes no haurien format part de la planificació real de
projecte —hauríem buscat una empresa que fos experta en la disciplina—.
Tampoc s’han inclòs directament els costos derivats del hardware i software utilitzat,
sinó que ja s’han tingut en compte en el preu per hora associat a cada tasca.
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Com ja s’ha anat veient al llarg de tots els capítols de la memòria, podem afirmar que
els objectius inicials del projecte s’han assolit:
1. Implementar una aplicació que permeti simular la percepció teòrica d’un usuari
qualsevol en un entorn estereoscòpic multi-usuari.
2. Realitzar un estudi d’usuari per avaluar i confirmar els resultats obtinguts en les
simulacions.
Si bé és cert que, a partir de l’estudi d’usuari realitzat, s’han pogut enumerar una sèrie
de recomanacions —veure el capítol 6— destinades a millorar l’experiència visual de les
projeccions fetes en un entorn estereoscòpic multi-usuari, aquestes han acabat sent més
genèriques del que ens hauria agradat. Així doncs, una possible continuació d’aquest
projecte consistiria en realitzar més estudis d’usuari per a poder acabar de verificar la
exactitud de les simulacions realitzades amb l’aplicació desenvolupada.
Un cop verificades les simulacions —o ajustades en el que fos necessari—, una al-
tra ampliació molt interessant consistiria en desenvolupar una llibreria de “qualitat”.
Aquesta llibreria proporcionaria les eines necessàries per a que altres aplicacions es-
tereoscòpiques poguessin verificar si les imatges estereoscòpiques generades estan dins
d’uns paràmetres de qualitat donats. Per exemple, una aplicació podria utilitzar la lli-
breria per verificar si en la posició en què es troba un non-tracked user concret s’està
produint algun tipus de parallax divergent.
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A nivell personal, la realització d’aquest projecte ha significat un aprenentatge continu,
començant per l’especialització en el funcionament dels sistemes de visió estereoscòpi-
ca —que, tot i que a la facultat se’n donen quatre pinzellades en algunes assignatures
optatives, ha requerit d’un estudi molt més aprofundit d’aquesta disciplina—, continu-
ant pels reptes tecnològics que han sorgit —sobretot els corresponents a la programació
amb GLSL—, i finalitzant per l’experiència, tan necessària, que s’obté al realitzar la
gestió d’un projecte d’enginyeria del software des de el seu inici al seu acabament.
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A. Llibreria utils3d
La llibreria utils3d proporciona diferents classes que implementen els elements més
tipics de tota aplicació 3D: escenes, càmeres, textures, caixes englobants,etc. També dis-
posa de varies classes que proporcionen la funcionalitat bàsica per a gestionar aquests
elements en OpenGL, així com la càrrega d’escenes i textures des de fitxers externs.
Es va decidir implementar totes aquestes utilitats en una llibreria externa amb l’objectiu
de poder reutilitzar-la en les diferents aplicacions realitzades en el projecte. En aquest
apèndix es mostren les classes que la conformen.
Tots els atributs indicats com a públics en el diagrama UML disposen dels seus corre-
sponents getters i setters ,que no s’han inclòs en el diagrama.
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Conté la informació d’una escena 3D. L’escena pot estar formada per varis objectes 3D,
cadascun d’ells representat per un objecte Mesh. També conté tots els Material utilitzats
per renderitzar els objectes 3D. D’una Scene se’n pot obtenir la caixa englobant i la
mínima o màxima longitud d’aresta.
Mesh
Conté la informació d’un objecte 3D. Està format per un conjunt d’objectes Vertex i Face
—que determinen la geometria de l’objecte 3D— i per un objecte Material. Si el material
conté una textura, també és poden definir les coordenades de textura —TextureCoords—
per cada vèrtex. D’una Mesh se’n pot obtenir la caixa englobant i la mínima o màxima
longitud d’aresta.
Face
Conté la informació d’una cara de la geometria d’un Mesh. Està format per tres índexs
als vèrtexs que formen la cara. Els índexs fan referència als Vertex continguts en el Mesh.
Material
Conté la informació de color i textura amb la que s’ha de renderitzar un Mesh. Està
format per tres colors, un per a cada tipus d’emissió: ambient, difusa i especular. Op-
cionalment, pot tenir també una textura associada.
Point
Representa un punt de l’espai 3D. Està format per les tres coordenades x, y, z. Estan





Representa un vèrtex d’una Mesh. Hereta totes les propietats de Point.
Texture
Representa una textura 2D en format RGB. Disposa d’un mètode load per a carregar la
informació de color des d’un fitxer. La implementació de la càrrega està feta amb la
llibreria FreeImage [20].
Color
Representa un color en format RGB.
BoundingBox
Representa una caixa englobant, alineada amb l’exi de coordenades. S’en pot consultar
l’amplada, l’alçada, la profunditat, el centre, el radi de l’esfera englobant, i els vèrtexs
dels seus extrems. Se li pot afegir un Vertex o una altra BoundingBox per obtenir la unió
de les dues.
TextureCoords




Representa una càmera dins del món 3D. Conté informació de tots els paràmetres nec-
essaris per a definir-la. Disposa del mètode optimalCamera, que calcula automàticament
els paràmetres de la càmera per tal de visualtzar completament la caixa englobant in-
dicada, en la direcció proporcionada.
StereoCamera
Representa una càmera estereoscòpica dins del món 3D. Hereta totes les propietats de
Camera però disposa d’informació de separació interocular i zero point screen. També dis-
posa d’una constant per indicar si és una càmera que utilitza el WINDOW_PARADIGM
o el CAMERA_PARADIGM. En cas de ser WINDOW_PARADIGM, també conté infor-
mació de l’amplada i l’alçada de la pantalla virtual, així com del mètode optimalScreen-
Size per a calcular la mida mínima de pantalla necessària per a visualitzar completa-
ment la caixa englobant indicada, amb el ratio proporcionat.
Shader
És una classe wrapper que facilita l’us de shaders GLSL. Pot contenir un shader de ca-
da tipus: vèrtex, fragment i geometry. S’encarrega de la càrrega dels shaders des d’un
fitxer, la seva inicialització i compilat. Disposa d’una sèrie de mètodes virtuals on* que
poden ser sobrecarregats en una subclasse per tal d’executar codi just abans o després
de certs moments de l’execució del cicle de vida dels shaders. Aquest cicle de vida està
gestionat per la classe SceneRender. Per exemple, es pot fer servir el mètode onRender-




És una classe que implementa el renderitzat d’una Scene utilitzant una Camera i, op-
cionalment, un Shader. La imlpementació està feta amb OpenGL.
SceneFactory
És una classe que implementa la contrucció d’objectes Scene a partir de diverses fonts
diferents. Actualment, només està implementada la càrrega a partir d’un fitxer 3ds [22].
Aquesta càrrega està implementada amb la llibreria lib3ds [21].
Utils3dGL
És una classe que implementa alguns algorismes i procediments habituals en les aplica-
cions 3D, orientats a OpenGL. El més destacat és el càlcul dels valors necessaris per a la
funció glFrustum, quan s’està utilitzant una StereoCamera en mode WINDOW_PARADIGM.
L’algorisme implementat s’ha explicat en l’apartat 4.7.4.
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