We propose an accurate method for counting states of close to zero and positive cosmological constant in the Bousso-Polchinski Landscape. This method is based on simple geometrical considerations on the high-dimensional lattice of quantized fluxes and on a probabilistic model (the "random hyperplane" model) which provides a distribution of the values of the cosmological constant. Justification of the assumptions made in this model are offered by means of numerical experiments.
Introduction
One of the recent proposals to solve the cosmological constant problem in cosmology is provided by string theory. By dimensional reduction from M-theory to 3+1 dimensions, vacua of the effective theory are classified by means of a big number of quantized fluxes leading to an enormous amount of metastable vacua, the Bousso-Polchinski (BP) Landscape [1] . The cosmological constant problem, namely the smallness of the observed vacuum energy density in the universe [2, 3] , can be solved by the presence in this model of a huge number of states of very small, positive cosmological constant, together with a dynamical mechanism given by eternal inflation [4] which allows to visit all the vacua. An anthropic selection is then advocated to explain the smallness of the observed cosmological constant [5, 6] .
In order to quantify this selection a counting of accesible states in the Landscape is needed. Two ways of counting have been introduced so far:
• The simplest Bousso-Polchinski count, which computes the volume of a spherical shell of small thickness in flux space and divides it by the volume of a cell.
• The entropy count of Bousso-Yang, which computes the entropy of the occupation number of each flux assuming that they are independent.
In the following subsection we will briefly review these two counting methods, and drawing on them we will propose an alternative one.
The Bousso-Polchinski count
The first estimate of this number is given by the BP count. We will now review this argument (see [1] ). A vacuum of the BP Landscape is a node in a J-dimensional lattice L generated by J charges q 1 , · · · , q J determined by the sizes of the three-cycles in the compactification manifold. The lattice L is
The j-th coordinate of a point in the lattice is an integer multiple of the charge q j , and therefore a vacuum is characterized by the integer J-tuple n = (n 1 , · · · , n J ). A fundamental cell (also called Voronoi cell 1 ) Q n around a node n in a lattice L is the subset of R J which contains the points which are closer to n than to any other node of L. Thanks to the discrete translational symmetry of our lattice (1) , all fundamental cells in L are translates of the fundamental cell around the origin Q O ≡ Q, which we can parametrize in Cartesian coordinates as a product of symmetric intervals x ∈ Q ⇐⇒ x = (x 1 , · · · , x J ) with x j ∈ − q j 2 , q j 2 ,
i.e.
The cosmological constant of vacuum n in the BP model is 
In (4), Λ 0 is an a priori cosmological constant or order −1. Each value of Λ > Λ 0 defines a spherical ball on the J-dimensional flux space of radius R Λ = 2(Λ − Λ 0 ). We call this ball B J (Λ). We take small values of the charges q j (natural values expected by BP are of order 1 6 ) in such a way that the ball can contain a huge number of fundamental cells. The number of states in the Weinberg Window, that is the range of values of the cosmological constant allowing the formation of structures (like galaxies) needed for the formation of life as we know it [6] , is obtained by computing the volume of a thin spherical 1 Also called Wigner-Seitz cell in solid state physics, the Voronoi cell of a point P in a discrete set S of a metric space M is the set of points of M which are closer to P than to any other point of S. 2 We use reduced Planck units in which 8πG = = c = 1.
.
This method can be naively expected to yield a good estimate when the linear dimensions of the cell are small when compared to the thickness of the shell; but this condition is not satisfied in the BP Landscape. Nevertheless, the result of this counting formula is very good when compared with actual numerical experiments. We will derive the true condition of validity of the BP count in our own framework in section 2 below.
The Bousso-Yang count
The second estimate is given by the Monte Carlo numerical simulation by Bousso-Yang (BY) in ref. [7] . They compute the number of states by means of the Shannon entropy of the occupation number distribution of each flux in a sample of states obtained in two ways:
• Drawing the states from a canonical ensemble distribution with spherical symmetry.
• Drawing the states as the output of a decay chain using a dynamical relaxation mechanism.
This method has an advantage: it incorporates the dynamical relaxation mechanism of Brown-Teitelboim (BT) [8, 9] , thus quantifying the dynamical selection effect, but two drawbacks should be mentioned:
• It makes it necessary to choose particular values for the charges, thereby providing no explicit dependence of the computed number of states with the charges or the dimension, and
• They assume that the states of low positive cosmological constant (referred to as penultimate states) have fluxes which are considered independent random variables. A hypothesis which they accept as not true but which they suggest how to correct.
We will briefly review their use of the Shannon entropy for counting.
For any subset Σ having N Σ nodes in the Landscape (Σ can be the set of penultimate states, for example), we can define the uniform probability over Σ as follows:
where n is a random variable which can take values over the whole Landscape L viewed as a subset of Z J , that is, n can be any integer J-tuple n = (n 1 , · · · , n J ) ∈ L ⊂ Z J with equal probability, namely
as can be seen by subtituting (7) into (8) . If P Σ were not constant over Σ, then it must have support larger than Σ in order to satisfy eq. (8) .
If the fluxes were independent, this joint probability would split:
and therefore the correspondent Shannon entropy would be simplified to
Unlike P Σ , the distributions P j ( n j = n) are much simpler to estimate by sampling a small portion of Σ. But, as long as they are not constant, its support covers a much larger region than Σ, and furthermore this region has the symmetry of the cell Q rather than the symmetry of Σ, so we can expect the simplified entropy S indep Σ of eq. (10) to be much larger than the true entropy S Σ .
A numerical experiment can be illustrative. Needless to say, the only way to compute the correct uniform probability P Σ is to exhaustively compile all the elements of the set Σ, and this is not possible over a realistic Landscape. So we have taken a very simple model of J = 3 fluxes with Λ 0 = −1 and charges q 1 = 0.02988, q 2 = 0.04988, q 3 = 0.06988, and as the set Σ we have considered the secant states (see next subsection). A brute-force count of this set is easily carried out by enumerating all states in it, resulting in S Σ = 9.79222 or N Σ = 17, 894 states.
The same enumeration of all states allows us to compute the three probability distributions P j ( n j = n j ), and from these we obtain the additive entropy S 
which, indeed, means an enormous difference. It must be stressed that the goal of the BY work is to quantify the dynamical selection effect of the BT decay chain, and they do this by computing the quotient of the number of states with and without dynamics. While both numbers are affected by the independency error, their quotient may be free of errors. We are interested in studying this point in our future research.
Our counting method
Our proposal is based on the following kinds of states one may encounter near the null cosmological constant surface in flux space:
• Boundary (or penultimate after BY) are those states in which a BT decay chain can end before jumping into the negative cosmological constant sea. So we define a boundary state as one having
(1) positive cosmological constant, and (2) at least one neighbor of negative cosmological constant.
• Secant states have the property that their Voronoi cell in flux space has non-empty intersection with the null cosmological constant surface in flux space. Note that a secant state may have negative cosmological constant.
These two categories are not equivalent; a boundary state may not be secant if it is far enough from the null cosmological constant surface, and a secant state may not be boundary if it has negative cosmological constant. So we are interested mainly in the states which are both secant and boundary, because all the states in the Weinberg Window are in this category. Figure 1 illustrates the differences between these two kinds of cell. Our strategy would be as follows. We will count the states in the Weinberg Window using the following elementary formula:
where
• N WW is the number of states in the Weinberg Window,
• N S is the total number of secant states,
factor is the (first-order) approximate fraction of positive cosmological constant secant states,
• P (Λ ∈ WW) is the probability that a random secant state has a positive cosmological constant in the Weinberg Window. If we call a number of the size of 10 where the probability must be computed using the distribution of the cosmological constant as a random variable over all the secant states.
In section 2 we first compute the number N S and check it with simple models with two or three fluxes, where brute-force counting is feasible. In the following section we propose a probabilistic model (and check it against numerical data) which leads to the distribution of the values of the cosmological constant restricted to the secant states (section 3). We use this distribution to compute the probability (14) in section 4. Surprisingly, our results show that this more precise counting method yields the same result as the BP count. Finally, we summarize the conclusions in section 5.
Counting secant states
We start with the observation that the number of secant states which we can find by looking from the origin in a given direction is not a constant, as can be seen in the histogram shown in figure 2 . In this figure, we can also see the theoretical density of states which we now derive for the J = 2 case. Let N (θ) be the number of secant states on the first quadrant of a BP Landscape which are between the 1-axis and a straight line drawn at an angle θ, as in figure 3 . The number of states along the arc between the 1-axis and the θ-angle line can be accurately approximated by the length of the segments which the states along the Λ = 0 circle are (16). All plots in this paper regarding statistical analysis were done using R [10] . covering. These lengths can be straightened as shown in figure 3 , to yield (here we call
Its derivative is the directional density of states:
In equation (16), vol Q = q 1 q 2 , υ = (cos θ, sin θ) and q = (q 1 , q 2 ). Only the first quadrant is considered here and the absolute value on the components of υ must be taken if we want to extend equation (16) to all quadrants. The formula thus obtained is plotted in figure  2 over the numerical data, giving an accurately approximated density. Of course we can estimate the total number of secant states by 
The two results clearly agree. For a model with J = 3, we can see that the Voronoi cells of the secant states on the first octant project their faces over the first quadrants of planes 1-2, 1-3 and 2-3. The area of these quadrants is π 4 R 2 and the number of states needed to cover this total area is
Let us now take the density (16) and extend it to J = 3. The correct scaling will be
where υ is a norm-one vector on the S 2 sphere. Let us integrate this function on the first octant:
The φ-integrals have the values 1, 1,
, and the θ-integrals have the values
, so that all integrals coincide and the result is (19).
Using the values q 1 = 0.01494, q 2 = 0.02494, q 3 = 0.03494, Λ 0 = −1 for the J = 3 model, we have an 8-octant total number of secant states of
A brute-force search of the secant states gives 9205 states on the first octant. But 3 are on the axes, 96+135+152 = 383 on the coordinate planes and the rest (9205−383−6 = 8819) outside, so the total number of secant states found in this model is
The agreement in this case is not complete but it is satisfactory. The discrepancy may be caused for the sampling method of the secant states in the brute-force search. It consists on uniformly sampling the S 2 0 sphere of radius 2|Λ 0 | correspondent to Λ = 0; each point thus sampled hits on the intersection between the sphere S 2 0 and the Voronoi cell Q n of certain secant state n. Therefore, the probability for this secant state n to be selected by this method is proportional to the area ((J −1)-volume) of the intersection:
If we call the set of secant states S, the complete and disjoint partition (tessellation) which the Voronoi cells induce on the sphere guarantees that this probability is normalized:
Thus, only the states with bigger intersection area will be selected in a sample taken by this method. In addition, the intersection volume is positive but it does not have a positive lower bound, so in principle there can be arbitrarily small intersections which will not be detected by this method. In the J = 2 case, 10 4 points were needed to find the existing 143 secant states (see figure 1 ), but using 10 8 points on the J = 3 case yielded 9134 states of the 9205 revealed in the 10 9 sample. If the set S contains states with a probability below 10 −9 , these will not be found using this method. So the agreement may increase by taking a sample size greater than 10 9 . Let us extend the directional density of states (20) to an arbitrary dimension J and to all "quadrants":
The number of secant states is
The integration measure on the sphere dΩ J−1 (υ) is invariant under SO(J) rotations, and there is a rotation which can transform a given coordinate υ i in the simplest of them, υ J , in the following choice of coordinates for the sphere:
where e J is the last vector in a R J basis. The integration measure reduces to
so that
We have then
In a somewhat nonstandard way, we have defined the quantity
Equations (22) and (17) are special cases of (31). A more explicit form of (31), using R = 2|Λ 0 | and vol S J−2 = 2π
Let us now derive the condition of validity of formulae (31, 33). Note that we are summing the number of times that a fundamental cell fits in a (J − 1)-quadrant; in order for this number to represent the actual number of secant states, the excess (J − 1)-volume of the cells trying to fit the boundary must be very small when compared with the (J − 1)-volume of the (J − 1)-quadrant. The (J − 1)-volume of the cell projection is different in each direction, so we can compute a kind of mean value of the projection volume as
where q and q H are respectively the geometric and harmonic means of the charges. This mean projection volume must be much less than the (J − 1)-volume of a single (J − 1)-quadrant, that is,
After substituting R = 2|Λ 0 | and vol S J−2 = 2π
3 The random hyperplane model
We assume two basic features of the secant states in a BP Landscape:
• The Voronoi cells of the secant states are small enough to replace the Λ = 0 sphere which intersects the cell by its tangent hyperplane.
• The orientations of the hyperplane intersecting the cell are random if one picks a secant state at random.
In this way, we propose to study the set of secant states by choosing a probability measure on the secant hyperplane set. In this section we first parametrize the hyperplane space, and then we choose a probability measure on it.
The hyperplane space
We define H as the set of all hyperplanes in R J and H Q as the set of all hyperplanes with non-empty intersection with Q:
In order to specify a hyperplane h ∈ H Q we must choose, first of all, a normal vector of unit norm, υ ∈ S J−1 . A point in h must also be given; but there is an infinity of possible choices here, and we must provide a unique prescription, for example the point z ∈ h closest to the origin O (chosen here as the center of Q). Note that this point z may lie inside or outside Q.
The pair (z, υ) has a lot of redundant information, because the directions of the vector Oz = (z 1 , · · · , z J ) and υ = (υ 1 , · · · , υ J ) coincide, that is, Oz = ±|Oz|υ. Therefore, we must retain only the norm of Oz and the whole υ; letting ρ = |Oz|, we can identify h with the pair (ρ, υ). Also, we must take into account the fact that υ and −υ represent different hyperplanes if ρ = 0, but the same hyperplane if ρ = 0, so the vector υ is defined up to a sign in the case ρ = 0.
An alternative equivalent prescription is to consider directions up to a sign for all ρ (the point υ is on S J−1 with antipodal points identified, i.e. a point on the projective space P J−1 ). In this case, ρ represents not only the minimum distance from the hyperplane to the origin O, but also the position of the hyperplane "above" or "below" the origin. We find the former point of view more adequate. The domain of definition of ρ is a direction-dependent positive interval I υ = [0, σ(υ)], and is determined by the restriction that the hyperplane it represents has non-empty intersection with Q. In particular, the point z of minimum distance can lie outside Q; thus, the "hyperplane space", when compared with "physical" space, comprises a larger region than Q.
We now compute σ(υ), defined as the maximum distance to the origin of the closest point to the origin of a hyperplane with non-empty intersection with the cell Q. Clearly, the corners of the cell are the most far away points in Q, so for each direction υ, the last (most distant) hyperplane orthogonal to υ and with non-empty intersection with Q must contain one of the 2 J corners of the cell. The equation of such a hyperplane is
is the unique corner out of 2 J which belongs to the same Jquadrant as υ, and the s j are signs ±1, indeed the same signs of the components of υ, that is, υ = (s 1 |υ 1 |, · · · , s J |υ J |). This hyperplane is already in normal form, so its minimum distance to the origin is
Given a direction υ, the closest point can be found as the intersection of the line x = υt with the hyperplane (38). This method is used to construct the hyperplane space for the J = 2 case in figure 4 , where it is compared with formula (39). The function σ(υ) can be plotted for J = 2 and q 1 = 0.01494, q 2 = 0.02994, versus a polar angle θ defined as υ = (cos θ, sin θ), see figure 5.
A probability measure in the hyperplane space
Now we need to define a probability measure on the hyperplane space just parametrized. The simplest choice is the uniform probability on H Q :
where χ H Q (h) is the characteristic function on H Q , whose effect is simply to restrict the integration domain to H Q , and dΩ J−1 (υ) is the volume measure in S J−1 . K is a normalization constant:
We can compute K by first integrating out the ρ variable in (41): The cell boundary is also displayed. The corner is at θ 0 = arctan
, and is the maximum of σ.
By comparing equations (26) and (39) we observe the following relation between the maximum distance of a hyperplane in a given direction σ(υ) and the directional density of states ν(υ):
so that using the definition of the density of states
we have
In the last formula we have substituted the expression for N S found in equation (31).
The main reason for choosing the uniform probability measure is its simplicity. The physical reason is that among all measures in a given compact space, the uniform one has maximum Shannon entropy. In the following, we will justify our choice by more quantitative means.
First of all, the marginal probability in the υ variable associated to the uniform measure is proportional to the directional density of states ν(υ), with a normalization-to-one factor:
(46) Therefore, the uniform probability reproduces the correct directional density of states as observed in the numerical experiments.
On the other hand, we can plot instances of the set of secant hyperplanes and compare them with simulated uniform points in hyperplane space. The simplest of such plots is for J = 2; with Λ 0 = −1 and charges q 1 = 0.001494, q 2 = 0.002994, we show the (θ, ρ) points from the actual secant hyperplanes versus a simulated set of uniform points of equal sample size in figure 6 .
The geometrical nature of the secant hyperplane sample is revealed in the structures shown in fig. 6 (left), which introduces correlations in the spatial sequence. In contrast, a uniform sample in hyperplane space ( fig. 6, right) shows no correlations, and the only structures which we can see are voids and clusters bigger than the ones present in the former case.
Both samples thus obtained (the secant hyperplane set, or geometric sample, and the uniformly distributed points, or simulated sample) cover the hyperplane space, so we can approximate the distribution of the former set of points by a uniform probability, thus neglecting the spatial correlations.
But the efficiency of the covering is not equal in both cases: the geometrical sample shows smaller voids and clusters than the simulated one. This can be seen by counting the number of points inside a circle of random position and given radius inside the hyperplane space in both cases ( fig. 7 illustrates this "circle method"). When this is done for a big number of such circles, the voids and clusters induce a fluctuation in the number of "inner" points, which will be greater if the inhomogeneities are bigger. Fig. 8 shows the result presented as two histograms of the number of inner points for 10 3 circles. These can be well approximated by Gaussians, and we can see that the variance of the simulated sample is bigger than the variance of the geometric one: that is, the geometric points cover hyperplane space with a more regular (less random) pattern, in such a way that each point tries to avoid the clusters and tends to fill the gaps, a characteristic behavior of the so-called quasi Monte Carlo (qMC) sequences [11] .
Putting the comparison in more a quantitative fashion, the mean and standard deviation of the geometric and simulated samples are µ Geo = 6.69697 , σ Geo = 2.185198 ,
The different mean values with the same number of points indicate that the density of points is not the same in both samples. This happens because the spatial correlations in the geometric case make the left and right sides underpopulated (see fig. 6 ), so that the effective volume covered in this case is smaller. We can take this into account by considering the quotient between the standard deviation and the mean as a measure of the clustering of the data, which is an effective scaling of the data to have mean value 1. This leads to
This means that the fluctuation in the point density is greater for the simulated sample.
The relative difference is considerable ( 0.4275798−0.3262966 0.3262966 = 0.3104023, that is, 31%). This indicates that the covering of the hyperplane space by the geometric sample is much more efficient than the covering made by the simulated one, and thus its randomness is much smaller.
Summarizing, the approximation made by assuming uniformity in the distribution of secant hyperplanes is equivalent to neglecting the spatial correlations present in the geometric case, and we can expect this approximation to work well because of the more efficient covering of hyperplane space in this case.
Number of states in the Weinberg Window
The next step in our calculation is to compute the distribution of values of the cosmological constant. The random hyperplane model allows us to do this by means of the marginal probability distribution in the ρ variable, whose density will be called ω(ρ):
Using the following relation between ρ (the minimum distance from a tangent hyperplane to their secant state), R = 2|Λ 0 | (the radius of the Λ = 0 sphere) and the Euclidean norm of the secant state in flux space (which in turn is related to the cosmological constant)
the Λ distribution can be found once the function ω(ρ) is computed:
The ω function is easily computed once the integration of the characteristic function in the (ρ, υ) variables is reversed. The ρ variable takes a maximum value
, and the υ variable can range across S J−1 . So we define the integral of an arbitrary test function φ(h) on the hyperplane space H Q against the probability measure dP (h) as
For the iterated integrals, we have the following identity 4 (Fubini's theorem):
where the sets I υ ⊂ [0, σ max ] and J ρ ⊂ S J−1 appear owing to χ H Q , and are defined as
Note that the restrictions in both sets are the same, ρ ≤ σ(υ), but in I υ the direction υ remains fixed, and in J ρ the distance ρ remains fixed. So, I υ is simply the interval [0, σ(υ)] used in the integral (46), and J ρ is a set which is the whole sphere when ρ ≤ max{q j }. If we carry out the υ integration of dP (ρ, υ) but we stop before the ρ integration, we have
To compute the integral in (55) in closed form is not an easy task, and even if it were, it would be useless, because the function ω is built by gluing polynomial functions in a J-dependent number of intervals. Let us compute ω for the simplest J = 2 case. The set J ρ is here an interval, which can be computed from the σ function which represents the upper boundary of hyperplane space, see fig. 5 . A horizontal line at height ρ has two, one or no intersection with σ(υ) in the first quadrant depending on ρ. Taking q 1 < q 2 , there are no intersection points if ρ <
, there is a single intersection point if
and there are two intersection points if q 2 2 < ρ < σ max . The equation to be solved for the intersection points in the first quadrant is (remember that in J = 2 we have υ = (cos θ, sin θ))
Setting x = cos θ, we have a quadratic equation whose solution has two branches:
These branches only make sense for ρ ≥ (for x + ) and for ρ ≥ (for x − ). We define θ ± = cos −1 x ± , so we have, in the first quadrant only,
The ω function is, then,With J = 2, K = 2(q 1 +q 2 ), and taking Λ 0 = −1 and charges q 1 = 0.001494, q 2 = 0.002994, we can plot this function and compare it with the true ρ histogram of the secant states; this is done in figure 9 (left), where we see big fluctuations of the number of states versus the theoretical ω function. This strong fluctuation is a consequence of the relative sparsity of this Landscape. The small sample size makes the histogram oscillate around the theoretical curve; we believe that this effect is only present in J = 2, as can be seen in the subsequent figures. In figure 9 (right) we can see the relative error between the exact formula (59) and the Monte Carlo evaluation explained below (eq. (61)). They agree in the constant region, and the error remains smaller than 10 −3 for all values. We can compute the values of the ω function numerically by rewriting it in the following way, using the unit step function θ(x) for restricting the integrand to J ρ and the formula (45) for the normalization constant K:
Thus, the formula splits in a constant times the mean value of the step function with respect to the uniform probability measure on the sphere. This mean value is easily computed using a simple Monte Carlo technique, that is, sampling the unit sphere with a large number N of points υ (i) , we have
The Monte Carlo evaluation is well suited for this task, because the integrand is bounded and the integration domain is compact.
In fig. 10 we can see the MC-computed ω distribution for Landscapes with J = 3 and J = 4, where brute-force data are available. The J = 3 oscillates much more than the J = 4 one, due in part to the bin width, which contributes to make the histogram smoother with a bigger sample size. But the mean value in the constant region (as well as the global fit to the entire theoretical curve) seems to be better adjusted in the J = 3 case. The reason for this apparent disagreement between the brute-force data in J = 4 and the theoretical MC-computed ω curve is the sampling method used to find the secant states in this case. This sampling method, described above (see section 2), has the disadvantage of missing the states with very small area of the intersection polytope between the Λ = 0 sphere and the Voronoi cell of the secant state. Using eq. 
The brute force calculation yielded 406,715 states in the first 4-quadrant; taking into account degeneracies (the degeneracy of each state is g = 2 4−z , being z ∈ {0, 1, 2, 3} the number of zero-flux components), we obtain 
These states amount to 5.4% of the total, and they lie completely in the high-ρ region. This is the reason why the theoretical curve disagrees with the histogram in the J = 4 case: the histogram is normalized to have total area one and it misses 5% of states of higher ρ, so we must conclude that the data range of the histogram must be shorter and its constant region must be higher, as shown in fig. 10 . But we don't need the numerical evaluation to analyze the ω function. From eq. (59) we can see that when ρ ≤ 1 2 min{q i }, the value of the step function is always 1, so we have the exact result
that is, the distribution of ρ values is exactly constant at small ρ, ρ ≤ 1 2 min{q i }. Beyond this value, the step function finds regions where σ(υ) < ρ, and the mean value begins to decrease monotonically. When ρ ≥ σ max , no point in the sphere is captured by the step function, and ω vanishes. We have checked this general behavior on high-dimensional BP models before and after performing the BT decay chain and this qualitative profile is quite robust [12] .Figure 10 : Histograms of brute-force search for secant states compared with the MCcomputed ω curve for Landscapes with J = 3 (left) and J = 4 (right). See text for an explanation of the differences.
As the authors of [13] point out, actual histograms of Λ on particular BP Landscapes show a "staggered" behavior which gets smoothed when the bin width increases, but the mean value of these oscillations is given by ω. Note that Λ is really a discrete variable, and ω is the density of a continuous one. Furthermore, note that in [13] the authors compile statistics on entire Landscape instances, while our statistics refer to the positive Λ secant state sector only.
So we find that ω behaves as a Fermi-like distribution on the ρ values, with a medium filling level and a decreasing interval which depend on the values of the charges. Further quantitative analysis must be done trough the numerical estimation procedure described above. Now, we can compute the probability for the cosmological constant to lie in the Weinberg Window, using the properties of ω and formula (51):
(66)
After inserting this in formula (13) , together with eq. (31), we have This result exactly coincides with the BP count (eq. (5)). One may wonder if the approximations made by the random hyperplane model are too crude to achieve a better result than the BP count, or if the BP count is a better result than expected. In order to clarify this point, we have again performed a numerical experiment to compare the number of states predicted by the BP (and our) count with a brute-force search of states in a shell of variable width (that is, varying Λ WW ) in a J = 3 Landscape with 2,333 secant states in the first octant. In our opinion, the nature of the example chosen would render the approximations made too crude, but we find a remarkable agreement, as shown in fig. 11 , and in a range of shell widths much wider than expected.
We are forced to conclude that the BP count has proved to be a succesful way of counting states in the BP Landscape, in fact better than expected. The geometric interpretation is curious; if we sum up the volume of the Voronoi cells of the secant states whose center are inside a shell of prescribed width, we obtain the volume of the shell with very good approximation. In figure 12 we illustrate the spatial location of the states inside the shell for chosen shell widths in the J = 3 Landscape of the previous example. These locations are uncorrelated for low values of the shell width. 
Conclusions and future directions
We have modeled the BP Landscape by means of the random hyperplane model (RHM), validated by several numerical experiments like brute-force search and precise state counting. The RHM provides us with a distribution of values of the cosmological constant and reproduces the BP count in a very different way. The numerical experiments performed suggest that the BP count is much more precise than expected, far better than the BY count, for example, and applicable to a wide range of parameters of the Landscape.
Further corrections to this formula can take into account the asymmetry of the Λ > 0 and Λ < 0 states due to the curvature of the Λ = 0 sphere (neglected here), which is a second order effect which depends on the precise values for the charges. For us, it is certainly more difficult to take into account the spatial correlations, which would require a completely different approach.
All these considerations lie in the context of finding an a priori distribution of the cosmological constant, without any reference to the dynamics of the BT decay chain. In our future research we will try to incorporate the dynamical effects as well, in order to count also the states selected by dynamics and to quantify the dynamical selection effect within this framework. In this respect, we have checked by extensive numerical simulations that the Fermi-like profile of the ω ditribution on the secant states persists even on a subset selected by the BT decay chain [12] . If this effect reveal a feature of the dynamical selection or is caused by the geometric structure of the set of secant states is a point which is worth of further investigation.
sphere will be secant; of course many states outside the sphere will be secant also, and a huge fraction of them will be in the corners of a parallelotope enclosing the sphere. But the vast majority of these states will not have neighbors of negative cosmological constant, and therefore the typical value of Λ in these states will be large, hence the peak in the ρ distribution mentioned above.
We see that once the validity condition is violated, the majority of the secant states are no more boundary states, and thus the secant states in this regime have no special relation with the Weinberg Window. But the secant state set S is simply a tool to study the boundary state set P, which comprises the states selected by dynamics, and we can use S instead of P only when they significantly overlap. We believe that this is the case when the validity conditions are satisfied.
