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ABSTRACT
The BRST quantization of strings is revisited and the derivation of the
path integral measure for scattering amplitudes is streamlined. Gauge in-
variances due to zero modes in the ghost sector are taken into account by
using the Batalin-Vilkovisky formalism. This involves promoting the mod-
uli of Riemann surfaces to quantum mechanical variables on which BRST
transformations act. The familiar ghost and antighost zero mode insertions
are recovered upon integrating out auxiliary fields. In contrast to the usual
treatment, the gauge-fixed action including all zero mode insertions is BRST
invariant. Possible anomalous contributions to BRST Ward identities due to
boundaries of moduli space are reproduced in a novel way. Two models are
discussed explicitly: bosonic string theory and topological gravity coupled to
the topological A-model.
bcraps,skenderi@science.uva.nl
1 Introduction
The BRST quantization of strings is a well studied subject, see [1, 2, 3] for
textbook expositions and reviews. In most works however global issues are
either ignored or dealt with afterwards. For instance, a naive application
of BRST quantization leads to amplitudes that all vanish due to ghost zero
modes. To deal with these zero modes, one inserts a number of ghost fields
in the path integral measure. Historically, these insertions were first derived
by a careful Fadeev-Popov analysis [4, 5, 6, 7, 8]. One could then show
that the path integral in the presence of insertions is BRST invariant up
to total derivatives in moduli space. This may look satisfactory, but one
should contrast this situation with the BRST quantization of quantum field
theories, where the BRST method leads to an action and measure that are
both BRST invariant (in the absence of BRST anomalies).
We will show in this paper that one can incorporate global issues in the
BRST quantization, leading to a straightforward derivation of the ghost in-
sertions in the path integral. The main observation is that the existence of
ghost zero modes implies that the gauge fixed action has additional gauge
invariances, namely it is invariant under a variation of the ghosts propor-
tional to their zero modes. The proper way to quantize the theory in such
circumstances is to use the BV or antifield formalism [9, 10]. Essentially
one introduces a new set of fields and following a well-established procedure
arrives at the gauge fixed action.
In the case at hand, we will find that the new fields include the moduli.
Furthermore, upon integrating out a set of auxiliary fields one arrives at the
usual ghost insertions in the path integral. In other words, the BRST-BV
quantization automatically leads to an integral over the moduli space with
the correct measure. The resulting gauge-fixed action (which incorporates
all ghost insertions) is by construction BRST invariant, so this treatment is
exactly analogous to the QFT treatment. One should note that the BRST-
BV transformations differ from the ones appearing in most of the literature
in that they also act on moduli (by a shift). The treatment of the moduli as
quantum mechanical degrees of freedom on which BRST transformations act
appeared before in, for example, [11, 12, 13, 14]. Our point of view is that
the standard rules of quantization require such a treatment and this leads to
an automatic and simple derivation of the path integral measure.
The current treatment also simplifies and streamlines the derivation of
BRST Ward identities [8, 15, 16]. Since our formulation exactly parallels
the BRST quantization of quantum field theories, one may just borrow the
derivation of Ward identities in QFT where the identities are simply derived
by a change of variables in the path integral that amounts to a BRST shift,
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as in [13]. In the usual treatment one finds that the BRST trivial states
decouple only if there is no contribution from the boundary of moduli space.
This is so because (in the usual treatment) the path integral measure is
BRST invariant only up to total derivatives. In our case, we find the same
result but the derivation is somewhat different. In our discussion, the action
and measure are BRST invariant. However, BRST transformations shift the
boundaries of the integral over moduli; in the derivation of the Ward identity
(which involves shifts of fields by their BRST variation) this leads to potential
contributions from boundaries of moduli space (which may be “at infinity”).
These contributions from boundaries of the integration domain of some
of the “fields” in the path integral is the main difference with usual quan-
tum field theories. While in quantum field theory the only source of BRST
anomalies is the Jacobian of the BRST transformations, in string theory
anomalies may also originate from boundary terms. Actually the discussion
of anomalies in string theory usually involves the discussion of the boundary
terms rather than the computation of Jacobians, see for example [17, 18] for
discussions of type I gauge anomalies.
Our considerations apply in general, but for concreteness we present our
discussion by means of two examples: the bosonic string and topological
strings. The emphasis in both cases is in new features and the derivation of
the measure. The latter model illustrates the issue of boundary contributions
to Ward identities: the model exhibits the so-called holomorphic anomaly.
We will see that the anomaly implies that the theory is gauge dependent.
This paper is organized as follow. In section 2, we briefly review the basics
of the BV formalism. In sections 3 and 4, we discuss bosonic and topological
strings, respectively. Section 5 contains our conclusions.
2 BV quantization
In this section we review the basics of Batalin-Vilkovisky (BV) or antifield
quantization [9, 10]. In the BV formalism one constructs a BV action from
which both the gauge-fixed action and the BRST transformations can be
obtained.
The first step is the introduction of an appropriate number of ghosts: for
each local symmetry of the action one introduces a set of ghost fields. Let φi
be the fields that a gauge invariant classical action S depends on. The gauge
transformations are given by
δφi = Riα0ǫ
α0 , (1)
where ǫα0 is the parameter of the transformation and we use De Witt’s con-
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densed notation, i.e. the indices can be discrete or continuous; a repeated
continuous index includes an integration. Corresponding to these transfor-
mations, one introduces ghost fields Cα00 . If R
i
α0 are linearly independent in
a neighborhood of a stationary point φi0 of the action S, then the theory is
“irreducible” and Cα00 are all the ghosts we need (apart from possible ex-
traghosts in the non-minimal sector, which we will discuss later). This will
be the case for the systems discussed in this paper. If Riα0 is not of maximal
rank, i.e. if there are non-zero solutions of Riα0Z
α0
1α1 |φ0 = 0 (A|φ0 denotes that
A is evaluated at the stationary point φ0 of the action S), the theory is “re-
ducible” and one needs an additional set of ghosts. Specifically, reducibility
implies that the action for the ghosts Cα00 has a new gauge invariance given
by δCα00 = Z
α0
1α1ǫ
α1
1 . This leads to the introduction of ghosts-for-ghosts C
α1
1 .
Similarly, if Zα01α1 is not of maximal rank the action for the ghosts-for-ghosts
will have a gauge invariance and we need a new set of ghosts Cα22 , and so on.
Let φA denote the collection of the fields φi and of all ghosts Cα00 , C
α1
1 , ....
We introduce an antifield φ∗A for each field φ
A. The antifield φ∗A has opposite
statistics compared to the corresponding field φA, and its ghost number is
gh(φ∗A) = −gh(φA)− 1. (2)
We then define an odd graded Lie bracket, the antibracket:
(A,B) =
δRA
δφA
δLB
δφ∗A
− δ
RA
δφ∗A
δLB
δφA
, (3)
where right and left derivatives are defined by δF = (δRF/δz)δz = δz(δLF/δz).
The minimal action Smin[φ
A, φ∗A] is given by the solution to the master equa-
tion,
(S, S) = 0, (4)
with the boundary condition that S[φA, 0] = S[φi]. If the gauge algebra
closes off-shell (as in our examples) S is linear in the antifields.
To gauge fix the theory, we need to introduce additional fields, the so-
called non-minimal sector: for each set of ghosts Cαii we introduce a set
of antighosts bβii ,
1 a set of auxiliary fields πβii and corresponding antifields.
Finally, if the gauge fixing condition is such that the ghost action has a
new gauge invariance with the antighosts being the gauge fields, extraghosts,
corresponding auxiliary fields and antifields are required. We will not review
1In general, the ghost field transforms in the adjoint representation of the gauge algebra
and the antighost in the co-adjoint. For finite dimensional Lie algebras corresponding to
compact Lie groups the adjoint and co-adjoint representations are the same. In general,
however, the indices βi are different from the indices αi.
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the general case here; the interested reader may consult the original literature
and the reviews. If the system is irreducible, as are the systems discussed
in this paper, one only needs antighosts bβ00 , auxiliary fields π
β0
0 , extraghosts
Ck0
′, auxiliary fields πk0
′, and antifields for all these fields.
The minimal solution to the master equation is now extended to incor-
porate the non-minimal sector,
S = Smin + b
0∗
β0π
β0
0 + C
∗
0k
′πk0
′, (5)
where we only included a single set of antighosts and extraghosts. Gauge fix-
ing is achieved by first performing a canonical transformation, i.e. a transfor-
mation φA → φA′(φB, φ∗B), φ∗A → φ∗A′(φB, φ∗B) that preserves the antibracket,
and then setting the antifields to zero, as we now explain.
Canonical transformations are always generated by a fermionic generator
Ψ, the so-called gauge fixing fermion,
φA′ = eΨφA ≡ φA + (Ψ, φA) + 1
2
(Ψ, (Ψ, φA)) + · · · (6)
and similarly for φ∗A
′. We define the BV action
SBV [φ
A, φ∗A] = S[φ
A′, φ∗A
′]. (7)
If, as will be the case in this paper, Ψ depends only on the fields, not on the
antifields, we obtain
SBV [φ
A, φ∗A] = S[φ
A, φ∗A +
∂Ψ
∂φA
]. (8)
This action is invariant under the following BRST transformation acting on
both the fields and the antifields,
δBRSTφ
A = (φA, SBVΛ), δBRSTφ
∗
A = (φ
∗
A, SBVΛ), (9)
where we introduced a constant anticommuting variable Λ such that δBRST is
a derivation rather than an antiderivation. This transformation is nilpotent
off-shell.
The gauge-fixed action is obtained from the BV action by simply setting
the antifields to zero,
Sgf [φ
A] = SBV [φ
A, 0]. (10)
This action is invariant under the BRST transformations in (9) with the
antifields set to zero, δBRSTφ
A = (φA, SBVΛ)|φ∗
A
=0.
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We now specialize to irreducible theories, the case of interest in this paper.
The gauge fixing fermion is usually taken to be of the form
Ψ = bβ00 χβ0(φ
i) + bβ00 σβ0k′C
k
0
′. (11)
In the absence of the last term this gauge fixing fermion will lead to a δ-
function gauge fixing that sets χβ0(φ
i) = 0. The term with the extraghost
is necessary if the gauge fixing condition leads to a ghost action with a new
gauge invariance acting on the antighost, as we now explain. Following the
steps we outlined above and ignoring for the moment the last term in Ψ one
arrives at the ghost action
bβ00
∂χβ0
∂φi
Riα0C
α0 . (12)
If the matrix Aβ0α0 = ∂φiχβ0R
i
α0
has a left zero eigenvalues, Z¯β0k Aβ0α0=0,
then the ghost action is invariant under the symmetry δbβ00 = Z¯
β0
k ǫ
k
0
′. The
extraghost Ck0
′ is introduced in order to deal with this gauge invariance, and
the last term in (11) is the corresponding gauge fixing condition. The matrix
σβ0k′ is any convenient matrix of maximal rank.
Notice that in many cases studied in the literature the number of right
zero eigenvalues of Riα0 is the same as the number of left zero eigenvalues of
Aβ0α0 = ∂φiχβ0R
i
α0
and as result extra-ghosts and ghosts-for-ghosts appear
simultaneously. In general, however, the two need not coincide and this
is what happens in the case of interest to us. In such cases one can have
extra-ghosts without ghosts-for-ghosts (or vice versa).
3 BRST symmetry of the bosonic string
3.1 Gauge invariant action
We now apply the BV formalism to the sigma model describing bosonic closed
string theory. The fields φi include the worldsheet metric gab(σ) and the
scalar fields Xµ(σ) corresponding to spacetime coordinates. If the spacetime
is flat, the worldsheet action is [1]
S[gab, Xµ] = 1
4πα′
∫
M
d2σg1/2gab∂aX
µ∂bXµ +
λ
4π
∫
M
d2σg1/2R, (13)
where M is a Riemann surface.
The gauge symmetry of the action (13) consists of Weyl rescalings of the
worldsheet metric and diffeomorphisms of the worldsheet. The infinitesimal
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gauge variation is given by
δgab = 2ωgab +∇aǫb +∇bǫa, δXµ = ǫa∂aXµ, (14)
where ω(σ) and ǫa(σ) parametrize the infinitesimal Weyl transformation and
diffeomorphism, respectively (they were denoted ǫα0 in the previous section).
In fact, we will really be interested in computing correlation functions of
vertex operators, corresponding to string scattering amplitudes. We proceed
by introducing sources ρi with Weyl weight one that couple to the vertex
operators Vi, which are scalar functionals with Weyl weight minus one. The
worldsheet action is then modified as follows,
S0[gab, X
µ, σai ; ρ
i] = S +
n∑
i=1
ρiVi(σi). (15)
This way, (15) is invariant under diffeomorphisms and Weyl transformations
if we accompany the usual action of those transformations with an explicit
shift of σi,
δσai = −ǫa(σi), (16)
and we take the sources to be invariant under diffeomorphisms. Differentiat-
ing with respect to the sources leads to an insertion of the vertex operators in
the path integral.2 One of our tasks below will be to show that this insertion
is accompanied by either a ghost insertion or an integration over σi.
In (15) we consider the σai to be fields on the same footing as the fields
gab and X
µ, except that σai are constant fields, i.e. they do not depend on
the coordinates σa. In other words, in the path integral we integrate over
σai , gab, X
µ (and ghosts, antighosts and auxiliary fields introduced during the
gauge fixing procedure, as we explain below). This may seem unusual, but we
will see that it leads to an elegant derivation of the gauge-fixed path integral.
The role of the index i of the fields φi in the previous section (not to
be confused with the index i used in the present section) is now played by
((ab), σ) (the indices and argument of gab(σ)), (a, i) (the indices of σ
a
i ) and
(µ, σ) (the index and argument of Xµ(σ)). Similarly, the index α0 in the
previous section is now replaced by σ′ (the argument of ω(σ′)) and (c, σ′)
(the index and argument of ǫc(σ′)). The matrix R is then given by
R
(ab),σ
σ′ = 2gabδ(σ − σ′), (17)
R
(ab),σ
c,σ′ = (∇aδcb +∇bδca)δ(σ − σ′), (18)
2Note that for an n-point function we introduce n sources even when some of the
operators are the same and the sources are always treated infinitesimally, i.e. we only
differentiate once with respect to each source and then set all sources to zero.
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Ra,iσ′ = 0, (19)
Ra,ic,σ′ = −δac δ(σi − σ′), (20)
Rµ,σσ′ = 0, (21)
Rµ,σc,σ′ = ∂cX
µδ(σ − σ′). (22)
3.2 Gauge fixed action
The first step in the BV procedure is to introduce ghost and auxiliary fields.
In our case we have fermionic ghost fields Cω(σ) (for the Weyl transforma-
tions) and ca(σ) (for the diffeomorphisms); these ghost fields were denoted
Cα00 in the previous section. We also introduce several pairs of auxiliary
fields. A first pair corresponds to b˜ab(σ) (a fermionic antighost) and πab(σ)
(a boson with ghost number zero). A second pair is formed by constant
fermionic antighosts bja and ghost number zero bosons p
a
j for a set of values
(a, j) ∈ f, (23)
where f will correspond to the set of fixed vertex operator coordinates. In
particular, (a, j) = 1, . . . , κ and κ is the number of conformal Killing vectors:
κ = 6 for a Riemann surface of genus zero, κ = 2 for genus one and κ = 0
for higher genus. A third pair consists of constant extraghosts τk (bosons of
ghost number zero) and corresponding fermionic fields ξk of ghost number
one. Here k = 1, . . . , µ, with µ the number of metric moduli: µ = 0 for
genus zero, µ = 2 for genus one and µ = 6g− 6 for higher genus. In fact, the
extraghosts τk will be interpreted as metric moduli.
In the antifield formalism, the action takes the form
S = S0 +
∫
d2σ
(
gab∗ [2Cω(σ)gab(σ) +∇acb(σ) +∇bca(σ)] + b˜∗ab(σ)πab(σ)
−c∗a(σ)cb∂bca(σ)− C∗w(σ)cb∂bCw(σ) +X∗µ(σ)ca∂aXµ
)
−
n∑
i=1
σi∗a c
a(σi) +
∑
(a,j)∈f
bj∗a p
a
j +
µ∑
k=1
τ ∗k ξ
k, (24)
where the fields in the last line are constant fields. (The summation over the
repeated vector indices is implicit throughout this paper.) Notice that the
antifields in (24) transform as densities. One could have introduced instead
explicit factors of g1/2, but the present convention simplifies some of the
computations below.
We now discuss gauge fixing. Equivalence classes of metrics under dif-
feomorphisms and Weyl transformations are labelled by coordinates τk. We
choose a smooth set of reference metrics gˆab(τ
k; σ) (which can be and are
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chosen to have constant curvature). Further, we choose a collection σˆai of
reference values for those fields σai with (a, i) ∈ f . We can then gauge fix the
action as follows. For the gauge fermion we make the following choice:
Ψ =
1
4π
∫
d2σ b˜ab(σ)(gab(σ)− gˆab(τk; σ)) +
∑
(a,j)∈f
bja(σ
a
j − σˆaj ). (25)
The first term imposes the gauge condition
χab(σ) = gab(σ)− gˆab(τk; σ) = 0. (26)
Let us now motivate why we introduced the moduli τk as (constant) fields in
the action. If we had not done so, but merely considered τk as parameters
instead of fields, the gauge fixing fermion (25) would have led (following the
steps we discuss below) to the usual ghost action3
Sgh =
1
2π
∫
d2σb˜ab(P1c)ab, (27)
where the operator P1 maps vectors to symmetric traceless tensors, (P1c)ab =
1
2
(∇acb +∇bca − gab∇ccc). This ghost action has additional invariances be-
cause of the zero modes of P1 and P
†
1 : the action is invariant under a shift of
ca by a conformal Killing vector as well as under a shift of b˜ab by a holomor-
phic quadratic differential. The symmetry due to ghost zero modes is gauge
fixed by fixing the positions of κ vertex operators. This is the origin of the
last term in (25) which enforces the gauge condition,
χaj = σ
a
j − σˆaj = 0, (a, j) ∈ f. (28)
In the absence of vertex operators in (15), the presence of ghost zero modes
would imply that the gauge algebra is reducible and one would proceed
by introducing ghosts-for-ghosts, as described in the previous section. The
antighost zero modes also lead to an invariance of the action, as discussed be-
low (11). To deal with this invariance we interpret the moduli as extraghost
fields, playing the role of Ck0
′
in (11). Compared with the previous section,
∂k gˆab(τ
k; σ) is what we called σβ0k′. Recall that the tangent space to the mod-
uli space at gˆab(τ
k; σ) (which is a metric of constant curvature) is spanned by
the quadratic differentials KerP †1 , so ∂kgˆab(τ
k; σ) has indeed maximal rank.
3Note that b˜ab transforms as a density (in addition to the transformation implied by
its indices). In the literature one often uses a tensor field bab related to our b˜
ab by b˜ab =√
ggacgbdbcd.
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The gauge fixing fermion in (25) leads to the gauge fixed action
Sgf = S0 (29)
+
1
4π
∫
d2σ b˜ab(σ)
[
2Cω(σ)gab(σ) +∇acb(σ) +∇bca(σ)− ξk∂kgˆab(τ ; σ)
]
+
1
4π
∫
d2σ πab(σ) [gab(σ)− gˆab(t0; σ)]
+
∑
(a,j)∈f
[
−bjaca(σj) + pja(σaj − σˆaj )
]
.
This concludes the construction of the gauged fixed action. The gauged
fixed action one often finds in the literature does not contain the last line
and the last term in the first line. In addition, Cω and π
ab have usually been
integrated out.
We thus arrive at the following generating functional of string amplitudes,
Z[ρi] =
∫
dµe−Sgf (30)
where
dµ =
n∏
i=1
d2σi
√
g(σi)
κ∏
j=1
(dbjdpj)
µ∏
k=1
(dτkdξk)[dXµ][dgab][dπab][db˜
ab][dCw][dc
a].
(31)
Many of the fields are auxiliary and can be integrated out, as we discuss in
subsection 3.4.
3.3 BRST transformations
The action (29) is designed to satisfy the master equation and is thus BRST
invariant by construction. One can verify this almost by inspection as we
now discuss. Recall that the BRST transformation of a field φA appearing
in the action can be read off from the BV action:
δBRSTφ
A =
δLS
δφ∗A
Λ, (32)
where Λ is an anticommuting parameter. In particular,
δBRSTX = c
a∂aXΛ, (33)
δBRST gab = (c
c∂cgab + ∂ac
cgcb + ∂bc
cgac + 2Cωgab)Λ,
δBRST c
b = −ca∂acbΛ,
δBRSTCω = −ca∂aCωΛ,
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δBRST τ
k = ξkΛ,
δBRST b˜
ab(σ) = πab(σ)Λ,
δBRSTσ
a
i = −ca(σi)Λ,
δBRST b
j
a = p
j
aΛ,
and πab, ξk, pja, c
a(σi) are BRST invariant4.
Defining the BRST charge QB by
δBRSTΦ = {QB,Φ}Λ, (34)
the gauge fixed action (29) can be written as
Sgf = S0 +
{
QB,
1
4π
∫
d2σ bab[gab − gˆab(τ)] +
∑
bja(σ
a
j − σˆaj )
}
. (35)
This equation is familiar in BRST quantization: to gauge fix, one adds a
BRST exact term to the original action. The reason we went through the
more elaborate BV formalism is to motivate the fact that that the moduli
τk transform under the BRST symmetry. From (35) and the nilpotency of
δBRST , it is clear that the full gauge fixed action is invariant under our BRST
transformations.
3.4 Integrating out auxiliary fields
To make contact with the textbook expressions for the gauge fixed action
and of string amplitudes, we now integrate out a number of auxiliary fields
from the action (29).
We will integrate out the fields Cω, b˜
a
a = gabb˜
ab, bia, π
ab, pia, gab, ξ
k,
ξai and ρ
a. Performing the functional over the fermionic field Cω produces
insertions of the various modes of b˜aa(σ) in the path integral. These insertions
effectively set b˜aa equal to zero in the action; they disappear upon performing
the functional integral over b˜aa(σ). As mentioned before, integrating out the
bosonic field πab(σ) enforces
gab = gˆab(τ
k). (36)
Similarly, integrating out the bosonic fields pia sets
σai = σˆ
a
i if (a, i) ∈ f. (37)
4Nilpotency of the BRST transformation requires δBRST c
a(σi) = 0, and one can verify
that this holds, δBRST c
a(σi) = −cb∂bca(σi)Λ + ∂bca(σi)[−cb(σi)Λ] = 0.
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Finally, integrating out ξk, pai and b
i
a and differentiating with respect to ρi
and setting ρi = 0, leads to the familiar path integral
〈V1(k1) · · ·Vn(kn)〉 =
∞∑
g=0
∫
dµτ
∫
[dX db˜ dc] exp(−S − Sgh)
× ∏
(a,i)∈f
√
gˆ(σˆi)c
a(σˆi)Vi(ki, σˆi)
µ∏
k=1
1
4π
(b˜, ∂kgˆ)
× ∏
(a,i)6∈f
∫
dσai
√
gˆ(σi)Vi(ki, σi), (38)
where (b˜, ∂kgˆ) =
∫
d2σ b˜ab∂kgˆab. The ghost and antighost insertions in the
path integral are explained as follows. Starting from (29) and integrating
out pia and b
i
a introduces κ delta functions that fix the positions of κ vertex
operators and inserts the ghost ca(σˆi) in the path integral. This is the famil-
iar ghost insertion that accompanies fixed vertex operators. The antighost
insertions come from the integral over ξk.
3.5 Do BRST exact states decouple?
Since the full gauge fixed action (29) is BRST invariant, one might think that
if the path integral measure is invariant, BRST exact states should decouple.
The formal argument, familiar from the derivation of BRST Ward identities
in gauge theories, goes as follows. Let V [φA] be an arbitrary function of all
fields and consider
〈V [φA]〉ρi ≡
∫
dµV [φA]e−Sgf [φ
A;ρi], (39)
where φA denotes collectively all fields we integrate over in the path integral
(see (31)) and 〈V [φA]〉ρi indicate the 1-point function of V [φA] in the present
of sources, i.e. this expression encompasses arbitrary n-point functions of
V [φA] with other vertex operators (obtained by differentiating the 1-point
function with respect to the sources and then setting the sources to zero).
We now change variables
φA′ = φA + δBRSTφ
A. (40)
Provided that the measure is invariant, i.e. that there are no BRST anomalies,
one finds∫
dµ′V [φA′]e−Sgf [φ
A′;ρi] =
∫
dµV [φA]e−Sgf [φ
A;ρi]+
∫
dµ(δBRSTV [φ
A])e−Sgf [φ
A;ρi],
(41)
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which implies
〈δBRSTV [φA]〉ρi = 0. (42)
In other words, BRST exact states seem to decouple from the correlation
functions of arbitrary number of BRST invariant vertex operators.
However, there is a loophole in this argument. For the moduli fields, the
transformation (40) reads
τk ′ = τk + ξkΛ, (43)
that is, the change of variables shifts the moduli. Now if the integral over
moduli gets contributions from boundaries of the integration domain (which
may be at infinity), i.e. from boundaries of moduli space, the shift gives rise
to extra boundary terms on the right hand side of (41). So BRST exact
states only decouple if the boundary terms vanish.
To see this more explicitly, single out a modulus τ 0 and assume that the
moduli space has a boundary at τ 0 = τ 0(f): τ 0 ≤ τ 0(f). The boundary may
be at infinity or at finite value. (One may similarly incorporate a boundary
located at the lower end of the integration domain of τ 0.) Let us write the
path integral measure as dµ = dτ 0dµ˜, and similarly V [φA] = V [τ 0, φ˜A], where
a tilde denotes that τ 0 is excluded. Running the previous argument, noting
that δτ 0 = ξ0Λ and keeping track of contributions from the boundary of the
τ 0 integration domain, one finds
∫ τ0(f)
dτ 0′
∫
dµ˜′V [τ 0′, φ˜A′]e−Sgf [τ
0′,φ˜A′;ρi] (44)
=
∫ τ0(f)−ξ0Λ
dτ 0
∫
dµ˜V [τ 0 + ξ0Λ, φ˜A + δφ˜A]e−Sgf [τ
0+ξ0Λ,φ˜A+δφ˜A;ρi]
=
∫ τ0(f)
dτ 0
∫
dµ˜V [τ 0, φ˜A]e−Sgf [τ
0,φ˜A;ρi]
+
∫ τ0(f)
dτ 0
∫
dµ˜
(
δBRSTV [τ
0, φ˜A]
)
e−Sgf [τ
0,φ˜A;ρi]
−
∫
dµ˜ξ0ΛV [τ 0(f), φ˜A]e−Sgf [τ
0(f),φ˜A;ρi]
which implies
〈δBRSTV [φA]〉ρi = 〈∂τ0
(
ξ0ΛV [φA]
)
〉ρi (45)
Now because of the ξ0 insertion in the right hand side of (45), the integral over
ξ0 will not bring down the usual (b˜, ∂0gˆ) antighost insertion: the boundary
term has one less antighost insertion compared to the bulk terms.
In the textbook treatment of BRST quantization of strings, these bound-
ary terms arise in a different way. There the BRST transformations do not
act on moduli, and it is the gauge fixed action excluding terms giving rise
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to antighost insertions that is BRST invariant. The antighost insertions
themselves are not invariant because the antighosts transform into the stress
tensor. To see this, use (33), combined with the equation of motion for gab:
πab = −4π δS2
δgab
= g1/2Θab, (46)
where Θab is the stress tensor of the action (29) with the term involving πab
omitted. The resulting stress tensor insertion in turn gives rise to a total
derivative on moduli space, which upon integration over moduli space leads
to boundary terms.
3.6 Summary
In this section, we have used the Batalin-Vilkovisky formalism to derive a
manifestly BRST invariant action for the bosonic string. This action includes
terms that give rise to ghost and antighost insertions upon integrating out
auxiliary fields. In the path integral, the integrals over moduli and vertex
operator positions are automatically present, because moduli and vertex op-
erator positions are considered to be (constant) fields in the action. A notable
feature of this formalism is that BRST transformations act on moduli; this
leads to potential non-decoupling of BRST exact states due to contributions
from boundaries of moduli space.
4 Topological strings
In this section we consider topological gravity coupled to the topological
sigma A-model. This model exhibits the so-called holomorphic anomaly [19]:
certain BRST exact terms do not decouple because of contributions from
boundary terms. One of the motivations for this work was to understand the
implications of the anomaly. Usually breaking of BRST invariance in QFT
implies lack of renormalizability and unitarity, but these do not seem to be an
issue for topological theories. Another implication of the non-decoupling of
BRST exact states is that the quantum theory is gauge dependent: shifting
the gauge fixing term by the BRST exact term corresponding to the state that
does not decouple leads to an inequivalent theory. Thus, the holomorphic
anomaly implies that topological string theory is gauge dependent. It is
unclear to us what is the proper worldsheet interpretation of this fact, but
we note that the holomorphic anomaly has also been linked to a quantum
version of background independence [20] (see also [21]).
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4.1 The topological sigma model
In this subsection, we briefly review the A-model topological sigma model
[22] as constructed in [23]. We restrict our attention to target spaces that
are Calabi-Yau manifolds.
The starting point is the action
I[X ] =
∫
M
(ωµν + iBµν)dX
µ ∧ dXν =
∫
M
dzdz¯(ωµν + iBµν)∂X
µ∂¯Xν , (47)
where the worldsheet M is a Riemann surface, ω the Ka¨hler form of the
Ka¨hler metric Gµν on the target space N ,
ωij¯ = −iGij¯ , ωj¯i = iGij¯, (48)
B an antisymmetric tensor potential with zero field strength, andX a smooth
map from M to N . (The B-field was not present in [23], but will play a
role when we discuss the holomorphic anomaly. Its inclusion complexifies
the space of Ka¨hler deformations of N .) The action is independent of the
worldsheet metric and only depends on the cohomology class of the Ka¨hler
form and the homotopy class of the map X . As a consequence, it has a gauge
symmetry corresponding to arbitrary small deformations of X :
δXµ = ǫµ. (49)
This gives rise to the BRST symmetry
δSX
µ = ψµ, (50)
δSψ
µ = 0,
δSψ¯
µ = bµ,
δSb
µ = 0,
where ψµ is a ghost field, ψ¯µ an antighost field and bµ an auxiliary field.
In terms of the complex structure J of the target space (given by Jµν =
Gµρωρν), define
X˙ = (1− iJ)∂¯X + (1 + iJ)∂X, (51)
or in other words
X˙ i = 2∂¯X i, X˙ j¯ = 2∂X j¯ . (52)
In [23] the following gauge fixing was chosen:
Igf =
∫
dzdz¯(ωµν + iBµν)∂X
µ∂¯Xν
− i
2
∫
dzdz¯ δS
{
ψ¯µ(GµνX˙
ν − 1
2
Gµνb
ν +
1
2
Γµσρψ¯
σψρ)
}
, (53)
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where Γµσρ =
1
2
(∂σGµρ + ∂ρGµσ − ∂µGσρ) is the Christoffel symbol. Using
(50), the gauge fixed action can be written as
Igf =
∫
dzdz¯(ωµν + iBµν)∂X
µ∂¯Xν
− i
2
∫
dzdz¯ {−1
2
Gµνb
µbν + bµ(GµνX˙
ν + Γµσρψ¯
σψρ)
−ψ¯µ(Gµνψ˙ν + ∂ρGµνX˙νψρ) + 1
2
ψ¯µψρψ¯σψτ∂τΓµσρ}. (54)
We now eliminate the auxiliary field bµ using its equation of motion
bµ = X˙µ + Γµσρψ¯
σψρ (55)
and obtain
Igf = −i
∫
dzdz¯ {(Gµν −Bµν)∂Xµ∂¯Xν − 1
2
Gµνψ¯
µψ˙ν
−1
2
Γµσρψ¯
µX˙σψρ − 1
8
Rµσρτ ψ¯
µψρψ¯σψτ}. (56)
This corresponds precisely to Witten’s topological sigma model5 (with a B-
field included).6
4.2 Coupling to topological gravity
Topological string theory is obtained by coupling the topological sigma model
to topological gravity [22, 12]; for a review see [25]. The total BRST charge
is the sum of two terms,
QBRST = QS +QV , Q
2
S = Q
2
V = {QS, QV } = 0. (57)
Here QV corresponds to the “usual” BRST charge QB we constructed in
section 3 for the bosonic string, whileQS corresponds to the charge associated
with the symmetry δS of the topological sigma model.
As in section 3, the action of QV includes
δV gab = 2Cωgab +∇acb +∇bca, (58)
δV τ
k = ξk,
δV b˜
ab = πab.
5Our variables ψ, ψ¯ and X are identified with the variables iχ,−2ψ and φ of [24],
respectively.
6We note that the gauge-fixing part of the action can be rewritten as {Q+S , [Q−S ,W ]}
with W ∼ ∫ d2σGij¯ ψ¯iψ¯j¯ , where Q+S and Q−S correspond to the α and α˜ part of the
transformations in (3.1) of [24], respectively. Notice that QS = Q
+
S +Q
−
S .
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We already know the action ofQS on the fields of the topological sigma model.
Its action on the fields in the gravitational sector is defined by introducing
superpartners for the fields in the gravitational sector, including the two-
dimensional metric gab, the moduli τ
k, the auxiliary fields ξk and πab, and
the antighost field b˜ab:
δSgab = ψab, (59)
δSτ
k = τˆk,
δSξ
k = ξˆk,
δSp
ab = πab,
δSβ
ab = b˜ab.
The ghost fields Cω and c
a are invariant under QS. The QV transformation
rules of the new fields follow from the anticommutation relations between
QV and QS,
δV ψab = (c
c∂cψab + ∂ac
cψcb + ∂bc
cψac + 2Cωψab),
δV τˆ
k = −ξˆk,
δV β
ab = −pab. (60)
The topological string worldsheet action is the sum of a gravitational
term and a sigma model term,
L = Lgrav + Lσ. (61)
The gravitational term is given by
Lgrav =
1
4π
δV δS
{
βab[gab − gˆab(τ)]
}
=
1
4π
δV
{
b˜ab[gab − gˆab(τ)] + βab[ψab − τˆk∂kgˆab(τ)]
}
. (62)
and is manifestly invariant under both QV and QS. The sigma model term
is manifestly invariant under QS. To ensure invariance under QV we only
need to covariantize the gauge fixing fermion in (53). To do this, we note
that ψ¯i is a (0, 1) form on M with values in X∗(T 1,0) and ψ¯ i¯ is a (1, 0) form
on M with values in X∗(T 0,1); making explicit the worldsheet index we have
ψ¯iz¯ and ψ¯
i¯
z, respectively. In other words, the worldsheet holomorphic index
is correlated with target space antiholomorphic index and vice versa. This
constraint can be imposed covariantly using the projection operator
P µbνa =
1
2
(δµν δ
b
a − jabJµν), (63)
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where a, b are worldsheet indices and ja
b is the worldsheet complex structure
(given by7 ja
b = −√gǫacgcb, ǫ12 = 1). We now define
ψ¯′µa = P
µb
νa ψ¯
ν
b , b
′µ
a = P
µb
νa b
ν
b , X˙
µ
a = 2P
µb
νa∂bX
ν , (64)
in terms of which the sigma model part of the action is given by
∫
Lσ =
∫
(ωµν + iBµν)dX
µ ∧ dXν
− i
2
∫
d2σ δS
{√
ggabψ¯′µa(GµνX˙
ν
b −
1
2
Gµνb
′ν
b +
1
2
Γµσρψ¯
′σ
bψ
ρ)
}
.(65)
When we work out the action of δS in (65), we find two contributions. The
first comes from δS acting on
√
ggab and on the projection operators; it has
the form
ψabGabσ , (66)
where Gσ is the supercurrent of the sigma model. The second contribution
comes from δS acting on the sigma model fields; it is the familiar sigma model
gauge fixing action.
Let us now discuss the insertions in the path integral measure. The
terms resulting from the b˜-dependent term in (62) are the same as in the
bosonic string, so the analysis of the previous section applies. These lead to
the usual (b˜, ∂kgˆ) insertions in the path integral. As for the remaining terms,
integrating out ψab sets the auxiliary field p
ab equal to the total supercurrent,
pab = Gab. (67)
Integrating out τˆk then leads to supercurrent insertions (G, ∂kgˆ). Finally,
integrating out ξˆk leads to insertions δ((β, ∂kgˆ)).
4.3 Gauge dependence and the holomorphic anomaly
We would now like to see what happens if we change the gauge for the sigma
model part of the action. To that end, we consider a change of the target
space metric, keeping the first line of (65) fixed. This clearly changes the
gauge fixing condition (as follows from the second line in (65)). In terms
of complexified Ka¨hler moduli, this corresponds to varying the action with
respect to the anti-holomorphic Ka¨hler moduli. To see this, expand ωµν and
Bµν in a basis of harmonic two-forms ΩIµν ,
ωµν = ω
IΩIµν , Bµν = B
IΩIµν , (68)
7With these conventions, jzz = i and j
z¯
z¯ = −i.
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and define the complexified Ka¨hler moduli
tI = ωI + iBI , t¯I = ωI − iBI . (69)
The original action (47) then depends only on the holomorphic moduli tI ,
while the gauge fixing term in (53) depends on the combination tI + t¯I .
Varying the metric in the gauge fixing term of the action while keeping the
original action fixed thus corresponds to antiholomorphic deformations.
It follows that antiholomorphic dependence of correlation functions is
linked to gauge dependence. In the sigma model there is no such dependence
since the usual argument leading to (42) holds. When coupling to topo-
logical gravity, however, the correct Ward identity is (45). The boundary
contributions in (45) have been computed in [19] and do not vanish.8 Thus
we conclude that the theory is gauge dependent due to the holomorphic
anomaly.
From the target space point of view, gauge independence of the path inte-
gral (with respect to these specific deformations of the gauge fixing condition)
would have the interpretation of background independence. The gauge de-
pendence due to holomorphic anomaly has been argued to be a manifestation
of a quantum version of background independence [20] (see also [21]). Given
that the anomaly originates from boundary terms, it would seem attractive
to try and cancel it via a Fischler-Susskind mechanism. In such a scenario
the Fischler-Susskind vertex operators would shift the background and this
could perhaps realize explicitly the quantum version of background indepen-
dence. Unfortunately, we have been unable to find appropriate FS vertex
operators.
The fact that certain BRST exact states do not decouple due to boundary
contributions indicates that that there are degrees of freedom localized at the
boundary of moduli space; these are the would-be gauge degrees of freedom
that cannot be gauged away because of the anomaly. It would be interesting
to understand the physics associated with these degrees of freedom. Similar
issues arise when one formulates a QFT on a spacetime with boundaries. To
state two examples, a Chern-Simons theory on a 3-manifold with a bound-
ary is not gauge invariant (due to the boundary) and induces a WZW model
at the boundary [26]. The second example is AdS gravity: the bulk diffeo-
morphisms that induce Weyl transformations on the conformal boundary are
broken by the holographic Weyl anomaly [27]. In this case the trace of the
boundary metric cannot be gauged away and in the AdS/CFT correspon-
dence acts as a source for the trace of the boundary stress energy tensor.
8To adapt the BRST Ward identity (45) to the situation in [19] one should covariantize
the sigma model part as given in footnote 6 and extend Q+S and Q
−
S to the gravitational
sector.
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The anomalous dependence of the theory on a chosen representative of the
boundary conformal structure is readily captured by the anomalous Ward
identity similarly to the way the antiholomorphic dependence is captured by
the holomorphic anomaly.
5 Conclusions
We have revisited in this paper the BRST quantization of strings. The main
difference with previous treatments is that we use the Batalin-Vilkovisky
formalism to quantize the worldsheet theory. This treatment automatically
incorporates the effects of zero modes. The extraghosts of the BV formalism
are identified with the moduli and a measure in moduli space (ghost inser-
tions) uniquely follows from this procedure upon integrating out auxiliary
fields. The gauge-fixed action including the ghost insertions is BRST invari-
ant. The BRST transformations however also act on moduli. BRST Ward
identities are easily derived (by adapting the QFT derivation of Ward iden-
tities) and they incorporate terms due to contributions from the boundary
of moduli space (anomalies). These terms arise from the fact that BRST
transformation act by a shift on moduli, so they do not leave the integration
domain of moduli invariant. We have explicitly discussed bosonic as well as
topological strings. In the latter example, the BRST Ward identities give
rise to the holomorphic anomaly.
The procedure discussed here is very efficient in determining the path
integral measure. We should note however that additional steps may be
required when several patches are needed in order to cover the moduli space.
In particular, one would need to pass from local to global data. This may
be done by utilizing the Cˇech-De Rham cohomology, as is discussed in the
context of topological gravity in [14].9
It would be interesting to apply the method discussed here to quantize the
Ramond-Neveu-Schwarz (RNS) superstring. Note that a naive integration
over moduli space leads to gauge dependent results at two loops [30]. The
measure at genus 2 was recently constructed in a series of paper by D’Hoker
and Phong, see [29] for a review. It would also be interesting to apply our
formalism to derive the measure of superstring in the pure spinor formalism
[31]. In this respect, we note that it is straightforward [32] to use the methods
here to derive the path integral measure for a related model [33].
9The relevance of the Cˇech-De Rham cohomology for superstrings is discussed in [28]
(as cited in [29, 14]).
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