Abstract. These notes give an introduction to the theory of reproducing kernel Hilbert spaces and their multipliers. We begin with the material that is contained in Aronszajn's classic paper on the subject.
Problem 2.6. Show that if H is a RKHS on X and H 0 ⊆ H is a closed, subspace, then H 0 is also a RKHS on X. Prove that the reproducing kernel for H 0 for a point y is the function P 0 (k y ) where k y is the reproducing kernel function for H and P 0 : H → H 0 denotes the orthogonal projection of H onto H 0 .
Thus, there is a reproducing kernel, K 0 (x, y), for the subspace H 0 . One of the problems that we shall study later is determining the relationship between K 0 (x, y) and the reproducing kernel K(x, y) for the whole space. We will see that although it is fairly easy to write down some general theorems about this relationship, computing specific examples is much trickier.
Sometimes to fix ideas it helps to look at a non-example. Suppose that we take the continuous functions on [0,1], C([0, 1]), define the usual 2-norm on this space, i.e., f 2 = 1 0 |f (t)| 2 dt, and complete to get the Hilbert space, L 2 [0, 1]. Given any point x ∈ [0, 1] it is easy to construct a sequence, f n ∈ C([0, 1]), such that lim n f n = 0, and lim n f n (x) = +∞. Thus, there is no way to extend the values of functions at points in C([0, 1]) to regard functions in L 2 [0, 1] as having values at points. This is just another way to see that we can't think of elements of L 2 [0, 1] as functions, in particular, it is not a RKHS on [0, 1] . One of the remarkable successes of measure theory is showing that this completion can be regarded as equivalences of functions, modulo sets of measure 0.
Thus, reproducing kernel Hilbert spaces are quite different from L 2 -spaces.
We now look at a few key examples.
The Hardy Space of the Unit Disk, H 2 (D).
This space plays a key role in function theoretic operator theory.
To construct H 2 (D), we first consider formal complex power series, f ∼ ∞ n=0 a n z n , g ∼ ∞ n=0 b n z n and endow them with the inner product, f, g = ∞ n=0 a nbn . Thus, we have that f 2 = ∞ n=0 |a n | 2 . The map L : H 2 (D) → 2 (N) defined by L(f ) = (a 0 , a 1 , . . .) is a linear inner product preserving isomorphism and hence we see that H 2 (D) can be identified with the Hilbert space, 2 (Z + ), where Z + = {0, 1, 2, . . .} the natural numbers, N, together with 0, and hence is itself a Hilbert space. Thus, we see that (ii) of the above definition is met.
Next we show that every power series in H 2 (D), converges to define a function on the disk. To see this note that if z ∈ D, then
Thus, each power series defines a function on D and the vector space operations on formal power series, clearly agrees with their vector space operations as functions on D, and so (i) is met. The above inequality also shows that the map, E z is bounded with
and so H 2 (D) is a RKHS on D.
To compute the kernel, for a point w ∈ D, note that g(z) = ∞ n=0w n z n ∈ H 2 (D) and for any f (z) = ∞ n=0 a n z n ∈ H 2 (D), we have that f, g = ∞ n=0 a n w n = f (w). Thus, g is the reproducing kernel for w and so This last inequality shows that f = 0 if and only if f = 0. Thus, , is an inner product on H and that for every x ∈ [0, 1], E x is bounded with E x ≤ √ x. All that remains to show that H is a RKHS is to show that it is complete. If {f n } is a Cauchy sequence in this norm, then {f n } is Cauchy in L 2 [0, 1] and hence there exists g ∈ L 2 [0, 1] that this sequence converges to. By the above inequality, {f n } must be pointwise Cauchy and hence we may define a function by setting f (x) = lim n f n (x). Since, f (x) = lim n f n (x) = lim n x 0 f n (t)dt = x 0 g(t)dt, it follows that f is absolutely continuous and that f = g, a.e. and hence, f ∈ L 2 [0, 1]. Finally, f (0) = lim n f n (0) = 0 = lim n f n (1) = f (1), and so f ∈ H.
Thus, H is a RKHS on [0, 1] . It remains to find the kernel function. To do this we first formally solve a differential equation and then show that the function we obtain by this formal solution, belongs to H. To find k y (t), we apply integration by parts to see that, f (y) = f, k y = 1 0 f (t)k y (t)dt = f (t)k y (t) − 1 0 f (t)k y (t)dt = − 1 0 f (t)k y (t)dt. If we let, δ y denote the formal Dirac-delta function, then f (y) = 1 0 f (t)δ y (t)dt. Thus, we need to solve the boundary-value problem, −k y (t) = δ y (t), k y (0) = k y (1) = 0. The solution to this system of equations is called the Green's function for the differential equation. Solving formally, by integrating twice and checking the boundary conditions, we find K(x, y) = k y (x) = (1 − y)x, x ≤ y (1 − x)y x ≥ y .
After formally obtaining this solution, it can now be checked that it indeed satisfies the necessary equations to be the reproducing kernel for H. Note that, E y 2 = k y 2 = K(y, y) = y(1−y), which is a better estimate than obtained above.
Problem 2.8. Let H be the same set of functions as in the above problem, but define a new inner product by f, g = 1 0 f (t)g(t) + f (t)g (t)dt. Prove that H is still a Hilbert space in this new inner product, show that the kernel function is the formal solution to −k y + k y = δ y , k y (0) = k y (1) = 0 and find K(x, y). Problem 2.9. Let H 1 = {f : [0, 1] → R : f is absolutely continuous,f ∈ L 2 [0, 1], f (0) = f (1)} and set f, g = f (0)g(0) + 1 0 f (t)g (t)dt. Prove that H 1 is a RKHS, show that the kernel function is the formal solution to −k y = δ y , k y (1) − k y (0) + k y (0) = 0, k y (0) = k y (1) and that the kernel, K(x, y) = K 0 (x, y) + 1, where K 0 (x, y) denotes the kernel of the last example. Note that H 1 is equal to the span of H and the constant functions.
Bergman Spaces on Complex Domains
Let G ⊂ C be open and connected. We let B 2 (G) = {f : G → C|f is analytic on G and
where dxdy denotes area measure. We define an inner product on B 2 (G) by f, g = G f (x + iy)g(x + iy)dxdy. We shall not prove the fact that B 2 (G) is a Hilbert space in the induced norm. For a proof see [2] .
If we fix w ∈ G and choose R > 0 such that the closed ball of radius R centered at w, B(w; R) − , is contained in G, then by Cauchy's integral formula for any 0 ≤ r ≤ R, we have f (w) = 1 2π 2π 0 f (w + re iθ )dθ. Therefore,
Thus, by Cauchy-Schwartz, it follows that |f (w)| ≤
f . This proves that the evaluation functional is bounded and so B 2 (G) is a RKHS. The reproducing kernel for this domain is called the Bergman kernel for the domain and is studied in many books on complex analysis.
Note also that the above inequality shows that if we attempted to define, B 2 (C), then since R could be taken arbitrarily large, then the norm of the evaluation functionals would necessarily be 0 and hence, B 2 (C) = (0), i.e., the only analytic function defined on the whole complex plane that is square-integrable over the whole complex plane is the 0 function. Problem 2.10. Let U = {x + iy : 0 < x < +∞, 0 < y < 1}. Give an example of a non-zero function in B 2 (U ).
When A = area(G) < +∞, then the constant function 1 is in B 2 (G) and 1 = √ A. In this case it is natural to re-normalize so that 1 = 1, to do this we just re-define the inner product to be,
Often when books refer to the Bergman space on such a domain they mean this normalized Bergman space. We shall adopt this convention too. So, in particular, by the space, B 2 (D), we mean the space of square-integrable analytic functions on D, with inner-product,
Problem 2.11. Show that the Bergman kernel for B 2 (D) is given by K(z, w) =
1
(1−zw) 2 .
Weighted Hardy Spaces
We now look at another application of the above result. Given a sequence β = {β n }, with β n > 0, consider the space of all formal power series, f (z) = ∞ n=0 a n z n , such that the norm,
is finite. This is a Hilbert space with inner product, f, g = ∞ n=0 β 2 n a nbn , where f (z) is as above and g(z) = ∞ n=0 b n z n . This Hilbert space is denoted H 2 β and is called a weighted Hardy space. A power series in H 2 β will have radius of convergence,
Thus, provided R > 0, these functions all converge to define analytic functions on the disk of radius R. It is easy to see that for any |w| < R, f (w) = f, k w where
Thus, given the constraint on the sequence β that R > 0, we see that H 2 β is a RKHS on the disk of radius R, with reproducing kernel,
Problem 2.12. Show that B 2 (D) is a weighted Hardy space.
Multi-Variable Examples
Given a natural number n, by a multi-index we mean a point,
n . By a power series in n variables, we mean a formal expression of the form f (z) = I∈(Z + ) n a I z I , where a I ∈ C are called the coefficients of f .
We define the n-variable Hardy space, H 2 (D n ) to be the set of all power series, f ∼ I∈(Z + ) n a I z I , such that f 2 = I∈(Z + ) n |a I | 2 < +∞.
Reasoning as for the one-variable Hardy space one can see that for each z ∈ D n the power series converges and defines an analytic function, f (z) and that H 2 (D n ) is a RKHS on D n with kernel given by
Similarly, we can define multi-variable Bergman spaces, B 2 (G) for G ⊂ C n an open connected subset by using 2n-dimensional Lebesgue measure.
Problem 2.13. Find the reproducing kernel for the space B 2 (D 2 ).
The Complexification of a RKHS of Real-Valued Functions.
Let H be a RKHS of real-valued functions on the set X with reproducing kernel, K(x, y). Let W = {f 1 + if 2 : f 1 , f 2 ∈ H}, which is a vector space of complex-valued functions on X. If we set,
then it is easily checked that this defines an inner product on W, with corresponding norm,
Hence, W is a Hilbert space and since,
we have that W equipped with this inner product is a RKHS of complexvalued functions on X with reproducing kernel, K(x, y).
We call W the complexification of H. Since every real-valued RKHS can be complexified in a way that still preserves the reproducing kernel, we shall from this point on, only consider the case of complex-valued reproducing kernel Hilbert spaces.
General Theory
Let X be any set and let H be a RKHS on X with kernel K. In this section we will show that K completely determines the space H and characterize the functions that are the kernel functions of some RKHS.
Proposition 3.1. Let H be a RKHS on the set X with kernel K. Then the linear span of the functions, k y (·) = K(·, y) is dense in H.
Proof. A function f ∈ H is orthogonal to the span of the functions {k y : y ∈ X} if and only if f, k y = f (y) = 0 for every y ∈ X, which is if and only if f = 0.
Lemma 3.2. Let H be a RKHS on X and let {f n } ⊆ H. If lim n f n −f = 0, then f (x) = lim n f n (x) for every x ∈ X.
Proposition 3.3. Let H i , i = 1, 2 be RKHS's on X with kernels, K i (x, y), i = 1, 2. If K 1 (x, y) = K 2 (x, y) for all x, y ∈ X, then H 1 = H 2 and f 1 = f 2 for every f.
Proof. Let K(x, y) = K 1 (x, y) = K 2 (x, y) and let W i = span{k x ∈ H i : x ∈ X}, i = 1, 2. By the above result, W i is dense in H i , i = 1, 2. Note that for any f ∈ W i , we have that f (x) = j α j k x j (x) and so it's values as a function are independent of whether we regard it as in W 1 or W 2 .
Also, for such an f, f 2
, then there exists a sequence of functions, {f n } ⊆ W 1 with f − f n 1 → 0. Since, {f n } is Cauchy in W 1 it is also Cauchy in W 2 , so there exists g ∈ H 2 with g − f n 2 → 0. By the above Lemma, f (x) = lim n f n (x) = g(x). Thus, every f ∈ H 1 is also in H 2 , and by an analogous argument, every g ∈ H 2 is in H 1 . Hence,
Finally, since f 1 = f 2 for every f in a dense subset, we have that the norms are equal for every f.
We now look at another consequence of the above Lemma. This result gives another means of calculating the kernel for a RKHS that is very useful.
Recall that given vectors {h s : s ∈ S} in a normed space H, indexed by an arbitrary set S. We say that h = s∈S h s provided that for every > 0, there exists a finite subset F 0 ⊆ S, such that for any finite set F, F 0 ⊆ F ⊆ S, we have that h − s∈F h s < . Two examples of this type of convergence are given by the two Parseval identities. When {e s : s ∈ S} is an orthonormal basis for a Hilbert space, H, then for any h ∈ H, we have that
Note that these types of sums do not need S to be an ordered set to be defined. Perhaps, the key example to keep in mind is that if we set a n = (−1) n n , n ∈ N then the series, ∞ n=1 a n converges, but n∈N a n does not converge. In fact, for complex numbers, one can show that n∈N z n converges if and only if ∞ n=1 |z n | converges. Thus, this convergence is equivalent to absolute convergence in the complex case.
Theorem 3.4. Let H be a RKHS on X with reproducing kernel, K(x, y). If {e s : s ∈ S} is an orthonormal basis for H, then K(x, y) = s∈S e s (y)e s (x) where this series converges pointwise.
Proof. For any y ∈ X, we have that k y , e s = e s , k y = e s (y). Hence, k y = s∈S e s (y)e s , where these sums converge in the norm on H.
But since they converge in the norm, they converge at every point. Hence, K(x, y) = k y (x) = s∈S e s (y)e s (x).
Returning to our earlier example of a Sobolev space on[0,1],
is easily checked that for n = 0, the functions e n (t) = e 2πint − 1 2πn
belong to H and are orthonormal. If f ∈ H and 0 = f, e n = −i 1 0 f (t)e 2πint dt = 0 for all n ∈ N, then since the functions, {e 2πint } n =0 together with the constants span L 2 [0, 1], we see that f (t) is constant and hence that f (t) is a first degree polynomial. But the boundary conditions, f (0) = f (1) = 0 are easily seen to imply that this polynomial is 0.
Hence, we have shown that these functions are an orthonormal basis for H. Applying the above theorem we have that,
Problem 3.5. Let H be a RKHS on a disk of radius R > 0. Prove that H = H 2 β for some sequence β if and only if z n ∈ H for all n ≥ 0, the set {z n : n ≥ 0} is total and z n ⊥ z m , m = n. Give a formula for the weight sequence β in this case.
If a set of functions sums to the kernel as in the above theorem, it need not be an orthonormal basis for the RKHS, but such sets do have a very nice and useful characterization. The following definition is motivated by the first Parseval identity. Definition 3.6. Let H be a Hilbert space with inner product, ·, · . A set of vectors {f s : s ∈ S} ⊆ H is called a Parseval frame for H provided that
For example, if {u s : s ∈ S} and {v t : t ∈ T } are two orthonormal bases for H, then the sets, {u s : s ∈ S}∪{0} and {u s / √ 2 : s ∈ S}∪{v t / √ 2 : t ∈ T } are both Parseval frames for H.
Problem 3.7. Show that the set of three vectors, {(
)} is a Parseval frame for C 2 . Thus, in particular, we see that Parseval frames do not need to be linearly independent sets.
The following result shows one of the most common ways that Parseval frames arise.
Proposition 3.9. Let H be a Hilbert space, let H 0 ⊆ H be a closed subspace and let P 0 denote the orthogonal projection of H onto H 0 . If {e s : s ∈ S} is an orthonormal basis for H, then {P 0 (e s ) : s ∈ S} is a Parseval frame for H 0 .
Proof. Let h ∈ H 0 , then h = P 0 (h) and hence, h, e s = P 0 (h), e s = h, P 0 (e s ) . Thus, h 2 = s∈S | h, P 0 (e s ) | 2 and the result follows.
The following result shows that either of the Parseval identities could have been used to define Parseval frames.
Proposition 3.10. Let H be a Hilbert space and let {f s : s ∈ S} ⊆ H. Then {f s : s ∈ S} is a Parseval frame if and only if h = s∈S h, f s f s for every h ∈ H.
Proof. Let 2 (S) = {g : S → C : s∈S |g(s)| 2 < ∞} denote the Hilbert space of square-summable functions and let e t : S → C, e t (s) = 1 t = s 0 t = s , be the canonical orthonormal basis. Define, V : H → 2 (S), by (V h)(s) = h, f s , so that in terms of the basis, V h = s∈S h, f s e s . Note that {f s : s ∈ S} is a Parseval frame if and only if V is an isometry. Note that h, V * e t = V h, e t = h, f t , and hence, V * e t = f t .
Recall from the general theory of Hilbert spaces that V is an isometry if and only if V * V = I H . But V * V = I H if and only if,
for every h ∈ H. Thus, we have that {f s : s ∈ S} is a Parseval frame if and only if V is an isometry if and only if V * V = I H if and only if
The following result gives us a more general way to compute reproducing kernels than 3.4. It was first pointed out to us by M. Papadakis. Proof. Assuming that the set is a Parseval frame we have that,
Conversely, assume that the functions sum to give K as above. If α j are scalars and h = j α j k y j is any finite linear combination of kernel functions, then
By Proposition 3.1, the set of such vectors, h, is dense in H. Now it is easily seen that if we take a limit of a norm convergent sequence of vectors on both sides of this identity, then we obtain the identity for the limit vector, too. Thus, the condition to be a Parseval frame is met by the set {f s : s ∈ S}.
3.1. Characterization of Reproducing Kernels. We now turn our attention to obtaining necessary and sufficient conditions for a function K(x, y) to be the reproducing kernel for some RKHS. We first recall some facts about matrices.
Let A = (a i,j ) be a n × n complex matrix. Then A is positive(written: A ≥ 0) if and only if for every α 1 , . . . , α n ∈ C we have that
Some remarks are in order. If we let , denote the usual inner product on C n , then in terms of the inner product, A ≥ 0 if and only if Ax, x ≥ 0 for every x ∈ C n . In fact the sum in the definition is Ax, x for the vector x whose i-th component is the number α i .
Also, A ≥ 0 if and only if A = A * and every eigenvalue, λ, of A, satisfies λ ≥ 0. For this reason, some authors might prefer to call such matrices positive semidefinite or non-negative, but we stick to the notation most common in operator theory and C*-algebras. In the case that A = A * and every eigenvalue, λ, of A, satisfies λ > 0 then we will call A strictly positive(written: A > 0). Since A is a matrix, we see that A > 0 is equivalent to A ≥ 0 and A invertible.
Definition 3.12. Let X be a set and let K : X ×X → C be a function of two variables. Then K is called a kernel function(written: K ≥ 0) provided that for every n and for every choice of n distinct points, {x 1 , . . . , x n } ⊆ X, the matrix, (K(x i , x j )) ≥ 0.
Problem 3.13. Prove that sums of kernel functions are kernel functions and that, if K is a kernel function and f : X → C is any function, then
Many other authors refer to such functions as positive definite functions, or occassionally, positive semidefinite functions. The following two results explain our terminology.
Proposition 3.14. Let X be a set and let H be a RKHS on X with reproducing kernel K. Then K is a kernel function.
Proof. Fix {x 1 , . . . , x n } ⊆ X and α 1 , . . . , α n ∈ C. Then we have that
, and the result follows.
We remark that, generally, for a reproducing kernel, (K(x i , x j )) > 0. For if not, then the above calculation shows that there must exist some non-zero vector such that j α j k x j = 0. Hence, for every f ∈ H we have that
Thus, in this case there is an equation of linear dependence between the values of every function in H at some finite set of points.
Such examples do naturally exist. Recall that in the Sobolev spaces on [0,1], we were interested in spaces with boundary conditions, like,
Alternatively, many spaces of analytic functions, such as the Hardy or Bergman spaces, contain all polynomials. Note that there is no equation of the form, j β j p(x j ) = 0 that is satisfied by all polynomials. Consequently, the reproducing kernels for these spaces always define matrices that are strictly positive and invertible! Thus, for example, recalling the Szego kernel for the Hardy space, we see that for any choice of points in the disk, the matrix, (
For one glimpse into how powerful the theory of RKHS can be, try to show this matrix is invertible by standard linear algebraic methods.
Although the above proposition is quite elementary, it has a converse that is quite deep and this gives us characterization of reproducing kernel functions.
Theorem 3.15. (Moore) Let X be a set and let K : X × X → C be a function. If K is a kernel function, then there exists a reproducing kernel Hilbert space of functions on X such that K is the reproducing kernel of H.
Proof. For each y ∈ X, set k y (x) = K(x, y) and let W ⊆ F(X) be the space spanned by the set, {k y : y ∈ X}, of these functions.
We claim that there is a well-defined sesquilinear map, B :
, where α j and β i are scalars.
To see that B is well-defined on W , we must show that if f (x) = j α j k y j (x) is identically zero as a function on X, then B(f, w) = B(w, f ) = 0 for any w ∈ W. Since W is spanned by the functions, k y it is enough to show that
Conversely, if B(f, w) = 0 for every w ∈ W , then taking w = k y , we see that f (y) = 0. Thus, B(f, w) = 0 for all w ∈ W if and only if f is identically zero as a function on X.
Thus, B is well-defined and it is easily checked that it is sesquilinear. Moreover,for any f ∈ W we have that f (x) = B(f, k x ).
Next since K is positive, for any f = j α j k y j , we have that
Thus, we have that B defines a semi-definite inner product on W . Hence, by the same proof as for the Cauchy-Schwarz inequality, one sees that B(f, f ) = 0 if and only if B(w, f ) = B(f, w) = 0 for all w ∈ W. Hence we see that B(f, f ) = 0 if and only if f is the function that is identically 0.
Therefore, B is an inner product on W . Now given any inner product on a vector space, we may complete the space, by taking equivalence classes of Cauchy sequences from W to obtain a Hilbert space, H.
We must show that every element of H is actually a function on X(unlike, say, the case of completing the continuous functions on
To this end, let h ∈ H and let {f n } ⊆ W be a Cauchy sequence that converges to h. By the Cauchy-Schwartz inequality,
Hence, the sequence is pointwise Cauchy and we may define, h(x) = lim n f n (x). The usual argument shows that this value is independent of the particular Cauchy sequence chosen.
Finally, if we let ·, · denote the inner product on H, then for h as above,
Thus, H is a RKHS on X and since k y is the reproducing kernel for the point y, we have that K(x, y) = k y (x) is the reproducing kernel for H.
Moore's theorem, together with Proposition 3.3 shows that there is a oneto-one correspondence between RKHS's on a set and positive functions on the set. Definition 3.16. Given a kernel function K : X × X → C, we let H(K) denote the unique RKHS with reproducing kernel K.
A reproducing kernel Hilbert space, H, on X is said to separate points, provided that for every x 1 = x 2 there exists f ∈ H with f (x 1 ) = f (x 2 ).
Problem 3.17. Let K : X × X → C be a kernel function. Prove that for
is strictly positive if and only if k x 1 and k x 2 are linearly independent. Deduce that if for every x 1 = x 2 , this 2 ×2 matrix is strictly positive, then H(K) separates points on X.
One of the more difficult problems in the theory of RKHS's is starting with a positive definite function, K, to give a concrete description of the space, H(K). We shall refer to this as the reconstruction problem. For example, if we started with the Szego kernel on the disk, K(z, w) = 1/(1 − wz), then the space W that we obtain in the proof of Moore's theorem consists of linear combinations of the functions, k w (z), which are rational functions with a single pole of order one outside the disk. Thus, the space W will contain no polynomials. Yet the space H(K) = H 2 (D), which contains the polynomials as a dense subset. In later chapters we will prove theorems that, at least in the analytic case, will allow us to determine when H(K) contains polynomials.
We close this chapter with a simple application of Moore's Theorem.
Proposition 3.18. Let X be a set, let f be a non-zero function on X and set K(x, y) = f (x)f (y). Then K is positive, H(K) is the span of f and f = 1.
Proof. To see that K is positive, we compute,
To find, H(K), note that every function k y = f (y)f and hence, W is just the one-dimensional space spanned by f . Since finite dimensional spaces are automatically complete, H is just the span of f .
Finally, we compute the norm of f . Fix any point y such that f (y) = 0.
and it follows that f = 1.
Interpolation and Approximation
One of the primary applications of the theory of reproducing kernel Hilbert spaces is to problems of interpolation and approximation. It turns out that it is quite easy to give concrete formulas for interpolation and approximation in these spaces.
Definition 4.1. Let X and Y be sets and let {x 1 , . . . , x n } ⊆ X and {y 1 , . . . , y n } ⊆ Y be subsets, with the x i 's distinct points. We say that a function g : X → Y interpolates these points, provided that g(x i ) = y i , i = 1, . . . , n.
Let H be a RKHS on X with reproducing kernel, K. Assume that {x 1 , . . . , x n } ⊆ X is a set of distinct points and that {λ 1 , . . . , λ n } ⊆ C is a collection of possibly non-distinct numbers. We will give necessary and sufficient conditions for there to exist a function g ∈ H that interpolates these values and then we will give a concrete formula for the unique such function of minimum norm. We will then use this same technique to give a solution to the reconstruction problem.
Before proceeding, we adopt the following notation. Given a finite set F = {x 1 , . . . , x n } ⊆ X of distinct points, we will let H F ⊆ H denote the subspace spanned by the functions, {k x 1 , . . . , k xn }. Note that dim(H F ) ≤ n and its dimension could be strictly less, because as we've seen it is possible for there to be equations of linear dependence between the kernel functions. We shall let P F denote the orthogonal projection of H onto H F .
Note that g ∈ H ⊥
F if and only if g(x i ) = g, k x i = 0, i = 1, . . . , n. Hence, for any h ∈ H, we have that
Proposition 4.2. Let {x 1 , . . . , x n } be a set of distinct points in X and let {λ 1 , . . . , λ n } ⊆ C. If there exists g ∈ H that interpolates these values, then P F (g) is the unique function of minimum norm that interpolates these values.
Proof. By the remarks, if g 1 and g 2 are any two functions that interpolate these points, then (g 1 − g 2 ) ∈ H ⊥ F . Thus, all possible solutions of the interpolation problem are of the form g + h, h ∈ H ⊥ F and the unique vector of minimum norm from this set is P F (g).
We now give necessary and sufficient conditions for the existence of any solution to this interpolation problem.
Some comments on matrices and vectors are in order. If A = (a i,j ) is an n × n matrix and we wish to write a matrix vector equation, v = Aw, then we need to regard v and w as column vectors. For typographical reasons it is easier to consider row vectors, so we will write a typical column vector as v = (v 1 , . . . , v n ) t , where, "t", denotes the transpose.
We begin by recalling a calculation from the last section.
Proposition 4.3. Let X be a set, let H be a RKHS on X with kernel K and let {x 1 , ..., x n } ⊆ X be a finite set of distinct points. If w = (α 1 , ..., α n ) t is a vector in the kernel of (K(x i , x j )), then the function, f = j α j k x j is identically 0.
Proof. We have that f = 0 if and only if f = 0. Now we compute,
w, w C n = 0, and the result follows.
Theorem 4.4. (Interpolation in RKHS) Let H be a RKHS on X with reproducing kernel, K, let F = {x 1 , . . . , x n } ⊆ X be distinct and let {λ 1 , . . . , λ n } ⊆ C. Then there exists g ∈ H that interpolates these values if and only if v = (λ 1 , . . . , λ n ) t is in the range of the matrix (K(x i , x j )). Moreover, in this case if we choose w = (α 1 , ..., α n ) t to be any vector whose image is v, then h = i α i k x i is the unique function of minimal norm in H that interpolates these points and h 2 = v, w .
Proof. First assume that there exists, g ∈ H such that g(x i ) = λ i , i = 1, ..., n. Then the solution of minimal norm is P F (g) = j β j k x j for some scalars, β 1 , ..., β n .
Conversely, if w = (α 1 , ..., α n ) t is any solution of the matrix vector equation, v = (K(x i , x j ))w and we set h = j α j k x j , then h will be an interpolating function.
Note that w − w 1 is in the kernel of the matrix (K(x i , x j )) and hence by the above proposition, P F (g) = h. Hence, h is the function of minimal norm that interpolates these points. Finally,
Corollary 4.5. Let H be a RKHS on X with reproducing kernel, K, and let F = {x 1 , . . . , x n } ⊆ X be distinct. If the matrix (K(x i , x j )) is invertible, then for any {λ 1 , . . . , λ n } ⊆ C there exists a function interpolating these values and the unique interpolating function of minimum norm is given by the formula, g = j α j k x j where w = (α 1 , ..., α n ) t is given by
Assume that F = {x 1 , ..., x n }, that P = (K(x i , x j )) is invertible as in the above corollary and write P −1 = (b i,j ) = B. Let e j , j = 1, ..., n denote the canonical basis vectors for C n . The columns of B are the unique vectors w j , j = 1, ..., n that are solutions to e j = P w j . Thus, if we set
Definition 4.6. Let X be a set, K : X × X → C a positive function, and F = {x 1 , ..., x n } a finite set of distinct points and assume that (K(x i , x j )) is invertible. We call the collection of functions, g j F , j = 1, ...n, a partition of unity for H F .
Problem 4.7. Let X be a set, K : X × X → C a positive function, and F = {x 1 , ..., x n } a finite set of distinct points. Prove that (K(x i , x j )) is invertible if and only if k x 1 , ..., k xn are linearly independent.
Problem 4.8. Let K : X × X → C be a kernel function and let x 1 , ..., x n be a set of n distinct points in X. Prove that the dimension of the span of {k x 1 , ..., k xn } is equal to the rank of the matrix n × n matrix, (K(x i , x j )).
Problem 4.9. Let X be a set, K : X × X → C a positive function, and F = {x 1 , ..., x n } a finite set of distinct points and assume that (K(x i , x j )) is invertible. Assume that the constant function 1, belongs to span{k x 1 , . . . , k xn }. Prove that j g j F (x) = 1 for all x ∈ X. Problem 4.10. Let K denote the Szego kernel and let z 1 = z 2 be points in the unit disk. Compute, explicitly the functions g 1 F , g 2 F for F = {z 1 , z 2 }. What happens to these functions as z 1 → z 2 ?
Problem 4.11. Repeat the above problem with the Szego kernel on the disk replaced by the Bergman kernel on the disk.
Given a set X, we let F(X) denote the collection of all finite subsets of X. The set, F(X) is a directed set with respect to inclusion. That is, inclusion, F 1 ⊆ F 2 defines a partial order on F(X) and given any two finite sets, F 1 , F 2 there is always a third finite set, G, that is larger than both, in particular, we could take, G = F 1 ∪ F 2 . Also, recall that a net is a generalization of the concept of a sequence, but it is indexed by an arbitrary directed set. We will also use the concept of convergence of nets, which is defined by analogy with convergence of sequences. These concepts are used in a fairly self-explanatory manner in the following results. If the reader is still uncomfortable with these notions after reading the proofs of the following results, a good reference for further reading on nets is ???
Proposition 4.12. Let H be a RKHS on the set X, let g ∈ H and for each finite set F ⊆ X, let g F = P F (g), where P F denotes the orthogonal projection of H onto H F . Then the net {g F } F ∈F (X) converges in norm to g.
Proof.
Let K(x, y) denote the reproducing kernel for H and let k y (·) = K(·, y). Given > 0, by Proposition 3.1, there exists a finite collection of points, F 0 = {x 1 , ..., x n } and scalars, {α 1 , ..., α n } such that g − i α i k x i < . Since g F 0 is the closest point in H F 0 to g, we have that g − g F 0 < . Now let F be any finite set, with F 0 ⊆ F . Since, g F is the closest point in H F to g and g F 0 ∈ H F , we have that g − g F < , for every F 0 ⊆ F , and the result follows.
Before proving the next result we will need a result about finite matrices. Recall that if A and B are self-adjoint matrices, then we write, A ≤ B or B ≥ A to mean that B − A ≥ 0.
Proposition 4.13. Let P ≥ 0 be an n × n matrix, and let x = (x 1 , ..., x n ) t be a vector in C n . If xx * = (x i x j ) ≤ cP, for some scalar, c > 0, then x is in the range of P . Moreover, if y is any vector such that x = P y, then 0 ≤ x, y ≤ c.
Proof. Let R(P ) denote the range of P and N (P ) denote the kernel of P . We have that N (P ) = R(P ) ⊥ . Thus, we may write x = v +w with v ∈ R(P ) and w ∈ N (P ).
Now, x, w = w, w , and hence, w 4 = w, x x, w = i,j x j w j x i w i = (x i x j )w, w ≤ cP w, w = 0, since P w = 0.
This inequality shows that w = 0 and hence, x = v ∈ R(P ). Now if we write x = P y, then x, y = P y, y ≥ 0. As above, we have that x, y 2 = y, x x, y = (x i x j )y, y ≤ cP y, y = c x, y . Cancelling one factor of x, y from this inequality, yields the result.
Problem 4.14. Let P ≥ 0 be an n × n matrix. Prove that x ∈ R(P ) if and only if there exists a constant c > 0 such that (x i x j ) ≤ cP.
We are now able to prove a theorem that characterizes the functions that belong to a RKHS in terms of the reproducing kernel.
Theorem 4.15. Let H be a RKHS on X with reproducing kernel K and let f : X → C be a function. Then the following are equivalent:
(1) f ∈ H, (2) there exists a constant, c > 0, such that for every finite subset,
Proof. (1) implies (3) . Let F = {x 1 , ..., x n } ⊆ X, let α 1 , ..., α n be scalars and set
Since the choice of the scalars was arbitrary, we have that (f (x i )f (x j )) ≤ f 2 (K(x i , x j )) and so (3) follows with c = f .
(3) implies (2) Let F = {x 1 , ..., x n } ⊆ X be a finite set. Apply Proposition 4.13 to deduce that the vector v whose entries are λ i = f (x i ) is in the range of (K(x i , x j )). Then use the Interpolation Theorem to deduce that there exists h = i α i k x i in H F with h(x i ) = f (x i ). Let w denote the vector whose components are the α i 's and it follows that h 2 = v, w ≤ c 2 by applying Proposition 4.13 again.
(2) implies (1) By assumption, for every finite set F there exsits h F ∈ H such that h F ≤ c and h
We claim that the net {g F } F ∈F (X) is Cauchy and converges to f . To see that the net is Cauchy, let M = sup g F ≤ c and fix > 0. Choose
, and we have that
. Thus, h F − h F 0 < 2 and so for any F 1 , F 2 ∈ F(X) with F 0 ⊆ F 1 , F 0 ⊆ F 2 , it follows that h F 1 − h F 2 < and we have proven that the net is Cauchy.
Thus, there is a function h ∈ H that is the limit of this net and hence, h ≤ M ≤ c. But since any norm convergent net also converges pointwise, we have that h(x) = f (x) for any x. Thus, the proof that (2) implies (1) is complete.
Finally, given that f ∈ H, we have that the conditions of (2) and (3) are met for c = f . So the least c that meets these conditions is less than f . Conversely, in the proof that (3) implies (2), we saw that any c that satisfies (3) satisfies (2) . But in the proof that (2) implies (1), we saw that f ≤ c. Hence any c that meets the inequalities in (2) or (3) must be greater than f . 
. Is this inequality sharp?
Operations on Kernels
In this section we consider how various algebraic operations on kernels effect the corresponding Hilbert spaces. The idea of examining and exploiting such relations, along with many of the results of this section can be traced back to the seminal work of Aronszajn. The first result characterizes when differences of reproducing kernels is positive.
Theorem 5.1 (Aronszajn). Let X be a set and let K i : X × X → C, i = 1, 2 be positive with corresponding reproducing kernel Hilbert spaces, H(K i ) and norms, · i , i = 1, 2. Then H(K 1 ) ⊆ H(K 2 ) if and only if there exists a constant, c > 0 such that,
Proof. First, assume that such a constant c > 0 exists. We have that if f ∈ H(K 1 ) with f 1 = 1, then f (x)f (y) ≤ K 1 (x, y) ≤ c 2 K 2 (x, y), which implies that f ∈ H(K 2 ) and f 2 ≤ c. Hence, H(K 1 ) ⊆ H(K 2 ) and f 2 ≤ c f 1 . We now prove the converse. Assume that H(K 1 ) ⊆ H(K 2 ) and let T :
. Thus, g = T (f ) and by the closed graph theorem, T is closed and hence bounded. Let T = c so that, f 2 ≤ c f 1 for all f ∈ H(K 1 ). We claim that, K 1 ≤ c 2 K 2 . To this end fix, {x 1 , ..., x n } ⊆ X, and scalars, α 1 , ..., α n ∈ C. We set k 1
Squaring the first and last terms of this inequality, we have that, B 2 ≤ c 2 B( i,j α i α j K 2 (x i , x j )). Upon cancelling a factor of B from each side, the result follows.
Definition 5.2. Given two Hilbert spaces, H i , i = 1, 2, with norms, · i , i = 1, 2, respectively, we say that H 1 is contractively contained in H 2 provided that H 1 is a subset of H 2 that is also a linear subspace and for every h ∈ H 1 , h 2 ≤ h 1 .
Corollary 5.3. Let H i , i = 1, 2 be RKHS's on the set X with reproducing kernels, K i , i = 1, 2, respectively. Then H 1 is contractively contained in H 2 if and only if K 2 − K 1 is positive definite. If A and B are positive matrices, then so is there sum. Thus, if K i , i = 1, 2 are positive functions on a set X, then so is the function
The next result examines the relationship between the three corresponding RKHS's.
Theorem 5.5 (Aronszajn). Let H i , i = 1, 2 be RKHS's on X with reproducing kernels, K i , i = 1, 2, and norms, · i , i = 1, 2. If K = K 1 + K 2 and H(K) denotes the corresponding RKHS with norm, · , then
and for f ∈ H(K), we have
Proof. Consider the orthogonal direct sum of the two Hilbert spaces,
where ·, · i denotes the inner product in the Hilbert space, H i , i = 1, 2. Since H i , i = 1, 2 are both subspaces of the vector space of all functions on X, the intersection, F 0 = H 1 ∩ H 2 , is a well-defined vector space of functions on X.
Note that N is a closed subspace, since if (f n , −f n ) − (f, g) → 0, then f n −f 1 → 0 and −f n −g 2 → 0, and hence, at each point, f (x) = −g(x).
Therefore, decomposing H 1 ⊕ H 2 = N + N ⊥ , we see that every pair, (f 1 , f 2 ) = (f, −f ) + (h 1 , h 2 ) with f ∈ F 0 and (h 1 , h 2 ) ⊥ N .
Let H denote the vector space of functions of the form {f 1 + f 2 : f i ∈ H i , i = 1, 2} and define Γ :
The map Γ is a linear surjection with kernel, N and hence, Γ : N ⊥ → H is a vector space isomorphism. If we endow H with the norm that comes from this identification, then H will be a Hilbert space. If we let P : H 1 ⊕ H 2 → N ⊥ denote the orthogonal projection, then for every f = g 1 + g 2 ∈ H, we will have that , g 2 )) . It remains to see that H is a RKHS of functions on X with reproducing kernel K. Let k i y (x) = K i (x, y), so that k i y ∈ H i is the kernel function.
y , k 2 y ) ∈ N ⊥ , for every y ∈ X. Thus, for any , y) , and the proof is complete.
Corollary 5.6. Let H i , i = 1, 2 be RKHS's on X with reproducing kernels,
2 is a reproducing kernel Hilbert space with kernel, K(x, y) = K 1 (x, y) + K 2 (x, y) and H i , i = 1, 2 are orthogonal subspaces of H. 
Finite Dimensional RKHS's
We illustrate some applications of Aronzajn's theorem by examining finite dimensional RKHS's.
Let H be a finite dimensional RKHS on X with reproducing kernel, K. If we choose an orthonormal basis for H, f 1 , ..., f n , then by Proposition ??, K(x, y) = n i=1 f i (x)f i (y) and necessarily these functions will be linearly independent.
Conversely, let f i : X → C, i = 1, ..., n be linearly independent functions and set K(x, y) = i f i (x)f i (y). We shall use the above theorem to describe the space, H(K). If we let K i (x, y) = f i (x)f i (y), then by Proposition 3.18, H(K i ) = span{f i } and f i i = 1, where the norm is taken in H(K i ). Now, since these functions are linearly independent, by the above corollary, these will be orthogonal subspaces of H(K). Thus, these functions are an orthonormal basis for H(K).
By contrast, consider the kernel,
, where f 1 and f 2 are linearly independent. By Papadakis' theorem, these functions will be a Parseval frame for H(K) and, hence, H(K) will be the 2-dimensional space spanned by, f 1 and f 2 . But since the three functions are not linearly independent, they can not be an orthonormal basis. We now use Aronszajn's theorem to figure out the precise relationship between these functions.
Set L 1 (x, y) = f 1 (x)f 1 (y) + f 2 (x)f 2 (y) and let L 2 (x, y) = (f 1 (x) + f 2 (x))(f 1 (y) + f 2 (y)). By the above reasoning, f 1 , f 2 will be an orthonormal basis for H(L 1 ) and H(L 2 ) will be the span of the unit vector f 1 + f 2 . Thus, by Aronszajn's theorem, f 1 2 
Pull-Backs, Restrictions and Composition Operators
Let X be a set, let S ⊆ X be a subset and let K : X × X → C be positive definite. Then the restriction of K to S × S is also positive definite. Thus, we can use K to form a RKHS of functions on X or on the subset, S and it is natural to ask about the relationship between these two RKHS's.
More generally, if S is any set and ϕ : S → X is a function, then we let,
When ϕ is one-to-one it is easily seen that K • ϕ is positive definite on S. We will show below that this is true for a genreal function ϕ. Thus, it is natural to ask about the relationship between the RKHS H(K) of functions on X and the RKHS H(K • ϕ) of functions on S. When S is a subset of X, then the case discussed in the first paragraph is the special case of this latter construction where we take ϕ to be the inclusion of S into X.
Proposition 5.11. Let ϕ : S → X and let K be a kernel function on X. Then K • ϕ is a kernel function on S.
Proof. Fix s 1 , ..., s n ∈ S, scalars, α 1 , ..., α n and let {x 1 , ...,
Hence, K • ϕ is a kernel function on S.
Theorem 5.12. Let X and S be sets, let K : X ×X → C be positive definite and let ϕ : S → X be a function. Then
in the positive definite order. Since this is an inequality of matrices over all finite sets, we see that
This calculation shows that there exists a contractive, linear map, ϕ * :
Set h t (·) = K(ϕ(·), ϕ(t)), so that these are the kernel functions for H(K • ϕ). Note that for any finite set of points and scalars, if u = i α i h t i , then
We have that ϕ * • γ is the identity on H(K • ϕ) and the result follows.
Definition 5.13. Given sets, X and S, a function ϕ : S → X, and a positive definite function, K : X × X → C, we call H(K • ϕ) the pull-back of H(K) along ϕ and we call the linear map, ϕ * : H(K) → H(K • ϕ) the pull-back map.
Note that since, γ is an isometry it's range is a closed subspace of H(K). Also since, ϕ * is a contraction with ϕ * • γ the identity, it follows that ϕ * is an isometry on the range of γ and is 0 on the orthocomplement of the range. Such a map is called a partial isometry. Moreover, in this case it can be seen that γ is the adjoint of the map ϕ * .
Thus, in the case that S ⊆ X and ϕ is just the inclusion map, so that K •ϕ = K Y , we see that ϕ * is the partial isometry that identifies the closure of the subspace of H(K) spanned by {k y : y ∈ Y } which are functions on X, with the same set of functions regarded as functions on Y .
The theory of composition operators is a special case of the pull-back construction.
Given sets X i , i = 1, 2 and kernel functions K i : X i × X i → C, i = 1, 2, we wish to identify those functions, ϕ : X 1 → X 2 such that there is a well-defined, bounded map,
Theorem 5.14. Let X i , i = 1, 2 be sets, ϕ : X 1 → X 2 a function and K i : X i × X i → C, i = 1, 2 kernel functions. Then the following are equivalent:
(
Moreover, in this case, C ϕ is the least such constant c.
Proof. Clearly, (2) implies (1). To see that (
Finally, by the previous theorem, (1) , is equivalent to the statement that
, which is equivalent to the kernel inequality, (3), by Aronszajn's Theorem 5.1.
The statement in Aronszajn's Theorem regarding the norms of inclusion maps proves the last statement. 
An Application to the Theory of Group Representations
The theory of composition operators is an important tool in the study of unitary representations of groups. Given a group, G, with identity, e, and a Hilbert space, H, a homomorphism, π : G → B(H), such that π(e) = I H and π(g −1 ) = π(g)
We will show that there is a one-to-one correspondence between cyclic unitary representations of a group and certain functions on the group.
Definition 5.17. Let G be a group and let p : G → C be a function. Then p is called a positive definite function on G provided that for every n and every g 1 , ..., g n ∈ G, the matrix (p(g
Note that saying that p is positive definite is the same as requiring that
) is a kernel function. Thus, to every positive definite function on G there is associated a RKHS, H(K p ). Note that in this space, the kernel function for evaluation at the identity element is k e (g) = p(g −1 ). Now fix, g ∈ G and consider the function, ϕ : g 2 ) . Thus, by the above Theorem there is a well-defined contractive linear map, U g :
, and so the map π : G → B(H(K p )), is a homomorphism. Since U g −1 • U g = I H(Kp) , and both of these maps are contractions, it follows that they must both be invertible isometries and hence, unitaries.
Thus, to every positive definite function on p on G, we have associated a unitary representation, π : G → H(K p ), by setting π(g) = U g .
We claim that this representation is cyclic, with cycic vector, k e . To see this note that (
. Thus, U g k e = k g , and hence, the span of π(G)k e is equal to the span of {k g : g ∈ G} which is always dense in the RKHS.
Conversely, assume that we have a unitary representation γ of G on the Hilbert space H, which has a cyclic vector v 0 . Define p(g) = γ(g)v 0 , v 0 .  For any g 1 , . .., g n ∈ G and any scalars, α 1 , ..., α n , we have that
and hence, p is positive definite. Now consider the Hilbert space, H(K p ) and unitary representation π of G. We claim that there is a Hilbert space isomorphism, W :
To define W we set, W k g = γ(g)v 0 , and extend linearly. Note that
This equality shows that W is well-defined and an isometry. Thus, W can be extended by continuity to an isometry from all of H(K p ) onto H. Finally,
and since these vectors span the space, W π(g) = γ(g)W.
Thus, the representation γ is unitarily equivalent to the representation π, via a map that carries the cyclic vector v 0 to the vector, k e .
Products of Kernels and Tensor Products of Spaces
Recall that if H i , i = 1, 2 are Hilbert spaces, then we can form their tensor product, H 1 ⊗ H 2 , which is a new Hilbert space. If ·, · i , i = 1, 2, denotes the respective inner products on the spaces, then to form this new space, we first endow the algebraic tensor product with the inner product obtained by setting, f ⊗ g, h ⊗ k = f, h 1 g, k 2 and extending linearly and then completing the algebraic tensor product in the induced norm. One of the key facts about this completed tensor product is that it contains the algebraic tensor product faithfully, that is, the inner product satisfies, u, u > 0, for any u = 0 in the algebraic tensor product.
Now if H and F are RKHS's on sets X and S, respectively, then it is natural to want to identify an element of the algebraic tensor product,
The following theorem shows that not only is this identification well-defined, but that it also extends to the completed tensor product.
Theorem 5.18. Let H and F be RKHS's on set X and S, respectively, with reproducing kernels, K 1 (x, y) and K 2 (s, t), respectively. Then the map Γ extends to a well-defined, one-to-one map from H ⊗ F into the set of functions on X ×S, and the range of Γ is a RKHS on X ×S with reproducing kernel, K((x, s), (y, t)) = K 1 (x, y)K 2 (s, t).
Thus, the value of the function Γ(u) at the point, (y, t), is well-defined, independent of the particular representation of u as a sum of elementary tensors.
Since the value u(y, t) is given by the inner product with a fixed vector in H ⊗ F, we also have that if {u n } is any Cauchy sequence in the algebraic tensor, then {u n (y, t)} will be a Cauchy sequence of numbers. Hence, for every element u of the completed tensor product, there is a well-defined function, Γ(u) on X × S.
Moreover, we see that the range Γ(H⊗F) is a RKHS on X ×S with reproducing kernel,
To complete the proof of the theorem, it remains to show that Γ is oneto-one on the completed tensor product. Assume that u is in the completed tensor product and Γ(u) is identically 0. Then u is orthogonal to every vector of the form k 1 y ⊗ k 2 t and hence to the linear span of such functions. But since the linear span of the k 1 y 's is dense in H and the linear span of the k 2 t 's is dense in F, the linear span of their tensor products will be dense in H ⊗ F.
Corollary 5.19. If X and S are sets and
Definition 5.20. We call the 4 variable function K((x, s), (y, t)) = K 1 (x, y)K 2 (s, t) the tensor product of the kernels K 1 and K 2 .
A slightly more subtle corollary is given by the following.
Corollary 5.21. Let X be a set and let K i : X × X → C, i = 1, 2 be positive definite, then their product, P : X × X → C given by P (x, y) = K 1 (x, y)K 2 (x, y) is positive definite.
Proof. Given any points, {x 1 , ..., x n }, set w i = (x i , x i ), and then we have that the n × n matrix, (P (x i , x j )) = (K(w i , w j )) ≥ 0.
Definition 5.22. We call the 2 variable kernel, P (x, y) = K 1 (x, y)K 2 (x, y) the product of the kernels.
Given K i : X × X → C, i = 1, 2 we have two positive definite kernels and two RKHS's. The first is the tensor product, K : (X × X) × (X × X) → C which gives a RKHS of functions on X × X. The second is the product, P : X×X → C which gives a RKHS of functions on X. The relationship between these two spaces can be seen by using the results of the last subsection.
Let ∆ : X → X ×X denote the diagonal map, defined by ∆(x) = (x, x).
The last corollary can be used to prove a familiar fact from matrix theory.
Definition 5.23. Let A = (a i,j ) and B = (b i,j ) be two n × n matrices. Then their Schur product is the n × n matrix,
Corollary 5.24 (Schur). Let P = (p i,j ) and Q = (q i,j ) be n × n matrices. If P ≥ 0 and Q ≥ 0, then P * Q ≥ 0.
Proof. Consider the n point set, X = {1, ..., n}. If we regard the matrices P and Q as functions on X × X, then they are positive definite functions. Apply the last corollary.
Conversely, if one knows the Schur product result, then one can deduce directly that products of positive definite functions are positive definite. The following problem shows how to give a matrix theoretic proof of Schur's result.
Problem 5.25.
(i) Prove that an n × n matrix is rank 1 if and only if it is of the form, (α i β j ) for some choice of scalars.
(ii) Prove that an n × n rank 1 matrix is positive if and only if it is of the form (α i α j ), for some choice of scalars. 
Push-Outs of RKHS's
Given a RKHS H(K) on X and a function ψ : X → S we would also like to induce a RKHS on S. To carry out this construction, we first consider the subspace, H = {f ∈ H(K) : f (x 1 ) = f (x 2 )wheneverψ(x 1 ) = ψ(x 2 )}. IfK(x, y) denotes the reproducing kernel for this subspace and we set, k y (x) =K(x, y), then it readily follows that, whenever ψ(x 1 ) = ψ(x 2 ) and ψ(y 1 ) = ψ(y 2 ), we have that,k y (x 1 ) =k y (x 2 ) andk y 1 =k y 2 . Thus, for any such pair of points,K(x 1 , y 1 ) =K(x 2 , y 2 ). It follows that there is a well-defined positive definite function on
We call the RKHS, H(K ψ ) on S, the push-out of H(K) along ψ.
As an example, we consider the Bergman space on the disk, B 2 (D). This space has a reproducing kernel given by the formula,
If we let ψ : D → D, be defined by ψ(z) = z 2 , then we can pull B 2 (D) back along ψ and we can push B 2 (D) forward along ψ. We compute the kernels in each of these cases. The kernel for the pull-back is simply,
For the push-out, we first compute, H. Note that ψ(z 1 ) = ψ(z 2 ) if and only if z 2 = ±z 1 . Thus, H = {f ∈ B 2 (D) : f (z) = f (−z)}, i.e., the subspace of even functions. This subspace is spanned by the even powers of z, and consequently, it has kernel,
2n .
Since, ψ −1 (z) = ± √ z, we see that the push-out of B 2 (D), is the new RKHS of functions on the disk with reproducing kernel,
Thus, the pull-back and the push-out of B 2 (D) are both spaces of analytic functions on D spanned by z n , n = 0, 1, ..., which are orthogonal functions but with different norms. Thus, both of these spaces are weighted Hardy spaces, but with different weights.
Problem 5.27. Let ψ : D → D, be defined by ψ(z) = z 2 , as above, and compute the pull-back and push-out of H 2 (D) along ψ.
Multipliers of Reproducing Kernel Hilbert Spaces
In this section we develop the theory of functions that multiply a reproducing kernel Hilbert space back into itself.
Definition 6.1. Let H be a RKHS on X with kernel function, K. A function f : X → C is called a multiplier of H provided that f H ≡ {f h : h ∈ H} ⊆ H. We let M(H) or M(K) denote the set of multipliers of H.
More generally, if H i , i = 1, 2 are RKHS's on X with reproducing kernels, K i , i = 1, 2, then a function, f : X → C, such that f H 1 ⊆ H 2 , is called a multiplier of H 1 into H 2 and we let M(H 1 , H 2 ) denote the set of multipliers of
Clearly, the set of multipliers, M(H 1 , H 2 ) is a vector space and the set of multipliers, M(H), is an algebra. Proposition 6.2. Let H be a RKHS on X with kernel K and let f : X → C be a function, let H 0 = {h ∈ H : f h = 0} and let
Proof. By definition, H f is a vector space of functions on X and the linear map, h → f h is a surjective, linear isometry from H 1 onto H f . Thus, H f is a Hilbert space.
To see that H f is a RKHS, note that for any fixed y ∈ X and h ∈ H 1 , f (y)h(y) = f (y) h, k y = f (y) f h, f k y f = f h, f (y)f k 1 y f , which shows that evaluation at y is a bounded linear functional in · f , and that K f (x, y) = f (y)f (x)k 1 y (x). However, f k 0 y = 0, and hence, f (x)K 0 (x, y)f (y) = 0, from which the result follows.
We are now in a position to characterize multipliers. Theorem 6.3. Let H i , i = 1, 2 be a RKHS's on X with kernels, K i , i = 1, 2 and let f : X → C. The following are equivalent:
Moreover, in these cases, M f is the least constant, c satisfying the inequality in (iii).
Proof. Clearly, (ii) implies (i).
(i) ⇒ (iii). By the above Proposition, H f = f H 1 with the norm and inner product defined as above is a RKHS with kernel,
(iii) ⇒ (ii). Since the kernel of the space,
, where f H 1,0 = (0), and given any h ∈ H 1 , write h = h 0 + h 1 with , y) and the result follows.
Corollary 6.4. Let H i , i = 1, 2 be RKHS's on X with reproducing kernels,
so that every multiplier is a bounded function on X.
Proof. For any h ∈ H 1 , we have that
, and the last inequality follows. These problems outline an alternate proof of the above theorem, by showing instead that (i) ⇒ (ii) ⇒ (iii) ⇒ (i).
Problem 6.5. Use the closed graph theorem, to give a direct proof that (i) implies (ii).
Problem 6.6. Note that M f is bounded if and only if M * f is bounded,
= c, and for any points, x 1 , ..., x n ∈ X and any choice of scalars, α 1 , ..., α n , compute
Thus, proving that (ii) implies (iii).
Finally, note that in the above proof that (iii) implies (ii), we first proved that (iii) implies (i).
By the above results, we see that f ∈ M(H), then for any point y ∈ X, such that k y = 0, we can recover the values of f by the formula,
This motivates the following definition.
Definition 6.7. Let H be a RKHS on X with kernel K(x, y), and let T ∈ B(H). Then the function
defined at any point where K(y, y) = 0, is called the Berezin transform of T.
We present one application of the Berezin transform concept. For every Hilbert space, H, there is a topology on B(H) called the weak operator topology. This topology is characterized by the fact that a net {T λ } ⊆ B(H) converges to an operator T ∈ B(H) if and only if for every pair of vectors, h, k ∈ H, lim λ T λ (h), k = T (h), k . Note that if {T λ } converges in the weak topology to T , then {T * λ } converges in the weak topology to T * . Corollary 6.8. Let H be a RKHS on X. Then {M f : f ∈ M(H)} is a unital subalgebra of B(H) that is closed in the weak operator topology.
Proof. It is easy to see that the identity operator is the multiplier corresponding to the constant function, 1, and that products and linear combinations of multipliers are multipliers. Thus, this set is a unital subalgebra of B(H).
To see that it is closed in the weak operator topology, we must show that the limit of a net of multipliers is again a multiplier. Let {M f λ } be a net of multipliers that converges in the weak operator topology to T . Then for every point y where it is defined, lim λ f λ (y) = B T (y).
Set f (y) = B T (y), whenever k y = 0, and f (y) = 0, when k y = 0. We
Problem 6.9. Show that B T * = B T .
Problem 6.10.
Definition 6.12. Let G ⊆ C be an open connected set, then H ∞ (G) denotes the functions that are analytic on G and satisfy,
It is not hard to see that H ∞ (G) is an algebra of functions on G that is norm complete and satisfies,
Proof. Since the constant function, 1 ∈ B 2 (G), we have that if f ∈ M(B 2 (G)), then f = f · 1 ∈ B 2 (G). Thus, M(B 2 (G)) ⊆ B 2 (G), and so every function in M(B 2 (G)) is analytic on G.
Moreover, by the above Corollary, f ∞ ≤ M f , and hence, M(B 2 (G)) ⊆ H ∞ (G). Conversely, if f ∈ H ∞ (G) and h ∈ B 2 (G), then Thus, f ∈ M(B 2 (G)) with M f ≤ f ∞ and the result follows.
Problem 6.14. Let G ⊆ C be an open set and assume that there are enough functions in B 2 (G) to separate points on G. Prove that M(B 2 (G)) = H ∞ (G), and that f ∞ = M f .
We now turn our attention to determining the multipliers of H 2 (D). For this we will need the identification of the Hardy space of the disk with the Hardy space of the unit circle. Recall that if we endow the unit circle in the complex plane, T, with normalized arc length measure, then and that with respect to this measure, the functions, e n (e it ) = e int , n ∈ Z, form an orthonormal basis for L 2 (T). Given any function in f ∈ L p (T), 1 ≤ p ≤ +∞, we can define its Fourier coefficients by the formula,
f (e it )e −int dt.
The maps, ψ n : L p (T) → C defined by ψ n (f ) =f (n), are bounded linear functionals, and hence, the set H p (T) ≡ {f ∈ L p (T) :f (n) = 0, for all n ≤ 0}, is a norm closed subspace for 1 ≤ p ≤ +∞ which is also weak*-closed in the case when 1 < p ≤ +∞. These spaces are called the Hardy spaces of the circle. Note that H 2 (T) is the Hilbert space with orthonormal basis, e n , n ≥ 0. If f ∈ H p (T), then its Cauchy transform defined by the formula,
f (e it ) 1 − ze −it dt is easily seen to be an analytic function on the disk. By comparing orthonormal bases, we can see that the Cauchy transform defines a Hilbert space isomorphism, i.e., an onto isometry, between H 2 (T) and the space H 2 (D). One other fact about the Hardy spaces that we shall need is that if for f ∈ H p (T) and 0 ≤ r < 1, we define f r (e it ) =f (re it ), then f r ∈ H p (T), 1 ≤ p ≤ +∞, with f r p ≤ f p , and for 1 ≤ p < +∞, lim r→1 f − f r p = 0. In the case p = +∞, the functions, f r , converge to f in the weak*-topology, but not necessarily the norm topology. In fact, they converge in the norm topology to f if and only if f is equal almost everywhere to a continuous function.
With these preliminaries out of the way we can now characterize the multipliers of H 2 (D). Proof. Let f ∈ M(H 2 (D)), then f = f · 1 ∈ H 2 (D) and hence, f is analytic on D. Moreover, since, f ∞ ≤ M f , we see that f ∈ H ∞ (D). Now let, f ∈ H ∞ (D), so that f =g, for some function, g ∈ H ∞ (T) and f ∞ = g ∞ , where the first norm is the supremum over the disk and the second is the essential supremum over the unit circle. Since g is essentialy bounded, we see that M g : H 2 (T) → L 2 (T) is bounded and M g ≤ g ∞ . By computing Fourier coefficients of ge n , one sees that ge n ∈ H 2 (T), for all n ≥ 0, and hence that g · H 2 (T) ⊆ H 2 (T). Also, by comparing Fourier coefficients, one sees that ge n (z) = f (z)z n , and thus for any h ∈ H 2 (T), f (z)h(z) = gh(z) ∈ H 2 (D). Thus, f ∈ M(H 2 (D)) and M f = M g ≤ g ∞ = f ∞ , and the result follows.
We now take a look at some special multipliers of H 2 (D). Proof. Let f =g, then for any h ∈ H 2 (T), we have that, and so M g is an isometry. By Proposition ??, the kernel function for the range space is as given.
We now wish to concretely identify the subspace of H 2 (D) that is the range of a Blaschke product. We first need a preliminary result.
Given an integer, m ≥ 1, we let f (m) denote the m − th derivative of a function f . which can be seen to be square-summable. Given any f (z) = ∞ n=0 a n z n , we have that f, z m (1 −wz) −m−1 = ∞ n=m a n n(n − 1) · · · (n − (m − 1))w n−m = f (m) (w), and the result follows.
Theorem 6.19. Let α 1 , . . . , α n ∈ D, be distinct points, let m i ≥ 1, be integers, and let B(z) be the corresponding Blaschke product. Then
and consequently, the reproducing kernel for this subspace is 
