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This paper is concerned with nonoscillation criteria nd asymptotic behaviour for 
forced second order nonlinear differential equations. These results improve and 
include several well-known results. 
1. INTRODUCTION 
Consider the second order nonlinear equation 
(p(t) Y’)’ + 4w f(Y) = r(t), (1.1) 
where p,q,rE C([t,, co).R), p> 0, fE C(R,R), R =(-co, a). Our 
primary concern here is to obtain criteria under which all continuable 
solutions of (1.1) are nonoscillatory. and also to study the asymptotic 
behaviour of solutions. We recall that a solution y(t) of (1.1) is said to be 
nonoscillatory on [to, co) in case there exists t, > t, such that y(t) # 0 on 
[tr, co). The solution y(t) is said to be oscillatory if for each t, > t, there 
exist t,, 1, with t, < t, < t, and y(tJ < 0, y(t3) > 0. Finally, a solution y(t) is 
said to be a Z-type solution if it has arbitrarily arge zeros but is ultimately 
nonnegative or nonpositive. Equation (1.1) (with r(t) = 0) has been studied 
extensively, in particular for the Casey(y) = yy, y > 0 is the quotient of odd 
positive integers, with much of the impetus stemming from the well-known 
paper of Atkinson [ 11. We refer to the survey papers of Wong ] 13, 14 ] and 
Kartsatos [9] for detailed discussion of (1.1) and its generalizations. The 
nonoscillation problem for (1.1) has received much less attention, in 
particular for the case r(t) f 0. That is, criteria which guarantee that all 
solutions of (1.1) are nonoscillatory, are much more scarce in the literature 
than those which guarantee that all solutions are oscillatory. For the former, 
we refer to the recent papers of Graef and Spikes [4-6 and the references 
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therein]. Additional references to the latter and to other qualitative properties 
may be found in [9]. 
This paper is organized as follows. In Section 2, we present some 
nonoscillation results for Eq. (1.1) and also several results on the asymptotic 
behaviour of solutions of (l.l), some of which are generalizations of results 
of Graef and Spikes [4-61, Hammett [7], Londen [ 101, and others. In 
Section 3, a few examples are presented to illustrate he results obtained. 
2 
As remarked in Section 1, we shall be concerned with continuable 
solutions of (1. l), that is with solutions which exist on [to, co). Iff(y) = y! 
is sublinear, 0 < y ( 1, then all solutions of (1.1) will exist on [t,, 00) (cf. 
[S]). If f(y) = yy, y > 1, then the continuability of solutions depends on the 
coefficients. We refer the reader to [6] for a discussion of this and for further 
references. 
If g E C(R, R), we use the notation g+(t) = max{g(t), O}, g-(t) = 
max(-g(t),O) and if g’ exists, s’(t)+ = max{g’(t), 01, g’(t)- = 
max{-g’(t), 0) so that g(t) = g+(t) - g-(t), g’(l) = g’(t)+ - g’(t). We 
define for K > 0, 
y,(t) = K j-’ p-‘(s) ds, 
fo 
F(y) = 1’ f(s) ds. 
‘0 
At various times we shall assume one or more of the following conditions 
in our subsequent discussions: 
W,) q(t) > 0, fE Ito, ~0); 
(Hl) jaI+>I ds <~0; 
(Ha,) j;(v) >0; Yf0; 
(H,) there exists a constant M > 0 such that 0 < / y, 1 < / y, 1 implies 
(HJ there exists a constant D > 0 such that F(y) + D > 0 for all 
YER; 
W,) F(Y)+ 03 as Iv++ ~0; 
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(H,) there exists a continuous function H such that 
if Iv11 < 1.d; 
Wd lim,+, f(Y)/Y = A = f’(O); 
O-4,) (m)‘/m < I4 t > t, 2 to. 
Our first result is a nonoscillation theorem which says that if r(t) is not 
too “small” compared to p(t), q(t), then Eq. (1.1) is nonoscillatory. 
THEOREM 2.1. Assume that (H,), (H,), (H3), (HJ, and (H5) hold and in 
addition for any K > 0 we suppose that J? f(~~(s)) q(s) ds exists with 
JI” 0) ds 
,‘i% I‘~f(~,+(s)) q(s) ds = co* 
Then all solutions of (1.1) are nonoscillatory. 
Proof: For any solution y(t) of (1.1) we define 
qt> = (p(t) v’(t))’ 
2 + p(t) q(t) F(y(t)) > 03 t > to. 
After differentiation and some manipulations we have 
WI < 4 I r(t)1 + f I r(t)1 (p(t) y’(O)’ + (Pd; (4 KW3 
so that 
w’(t) < -JJ I r(t)1 + (1 r(t)1 + +$$$I Wt). 
(2-l) 
v-2) 
(2.3) 
(2.4) 
Therefore, integrating (2.4) and using (H,), (H3), and Gronwall’s inequality 
we conclude that W(t) is bounded on [to, 00). Thus, there exists K > 0 and 
To > to such that 
I YWI G Vf&)~ t> To. (2.5) 
Suppose that y(t) is oscillatory, if possible. Choose t, > To such that 
y’(tl) > 0 and a sequence {r,}, r, --) co, t, > t, with ~'(7,) = 0. Integrating 
(1.1) on [t1,5n] we get 
-At,) y’(t,> = I*” r(s) ds - 1” q(s)f(y(s)) ds < 0, 
11 11 
V-6) 
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and hence 
i =” r(s) ds < j’” q(s) f(y(s)) ds < j’” q(s) If(~(s)>l ds.fl fl fl 
From (H5), (2.5), and (2.7) we see that 
(2.7) 
(2.8) 
and hence letting n + co, we get 
I‘,“p r(s) ds 
J‘: q(s) If(w,(s>)l ds ‘ii’ 
But since t, > r, can be chosen arbitrarily arge, we have a contradiction to 
(2.1). This proves the theorem. 
Remark 2.2. Theorem 2.1 clearly does not apply to the homogeneous 
case r(t) = 0 of (1.1) (cf. Example 3.1). However, the following results do 
apply to the case r(t) = 0 and can therefore be thought of as “maintenance- 
type” results, which preserve the nature of the solutions of the homogeneous 
equation when subjected to a forcing term. 
We shall a!so consider the linear comparison equations 
and 
(P,@)Y’)’ + h,WY = r(t) (2.9) 
(P*(t) Y’)’ + MO Y = 02 (2.10) 
where h,,h,,p,,p,: [t,, co) + R with p,, pz > 0. The next result is a 
comparison lemma for Eqs. (2.9) and (2.10). 
LEMMA 2.3. Assume that there exists t, > t, such that either r(t) > 0, 
t > t, or r(t) < 0, t > t, and that 0 < p2(t) < pi(t) and either h,(t) < h2(t) or 
J”;“h,(W<J-,“h,(Ws, tat,. Assume further that Eq. (2.10) is 
nonoscillatory. Then (2.9) is also nonoscillatory. 
ProojI The Sturm comparison theorem (cf. IS]) or the Hille-Wintner 
comparison theorem (cf. [3]) implies that the equation 
(P,(~)Y’)’ + h,(t)y = 0 (2.11) 
is nonoscillatory. Hence by Theorem l(iii) of [ 51, Eq. (2.9) cannot have 
oscillatory of Z-type solutions. That is, (2.9) is nonoscillatory. 
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THEOREM 2.4. Let the conditions (H,), (HA), (H,), (H,), (H,), and (H,,) 
hold and assume r(t) > 0, t > t, or r(t) < 0, t > t,. Assume further that the 
equation 
(PW Y’)’ + 40) H(VK(f))Y = 0 (2.12) 
(where H is as given in condition (H,)), is nonoscillatory forall K > 0. Then 
Eq. (1.1) is nonoscillatory. 
Proof: For a solution y(t) of (1.1) we define 
E(t) = (P(oY’w)2 
2 + PO> dW(YW) + 0) > 0 
so that we have (by (H,,)) 
E’(t) = (p(4.W) r(t) + (p(t) qW(NHtN + 0) 
G I rWl c 
(pw ;‘(f))2 + +) + (p(t) q(t))‘(qY(t)) + 0) 
< ly’l I MO Y’W)” + w> s(t)>’ E(t) 
2 c 
, +), _ (P(t) 40))’ 
p(t) q(t) i p(t) q(t) 
< I WI 2 + c I r@>l -
(p(t) q(t))’ E(t) + 
1 
(p(t) q(t))’ 
p(t) q(t) p(t) q(t) 
E(t) 
I ml = 2 + I r(t)l E(t). 
An integration and Gronwall’s inequality implies that E(t) and hence 
Ip(t) y’(t)1 are bounded above, say ip(t) y’(t)1 < K,, t > t,, for some K, > 0. 
Therefore, we conclude the existence of t, > t, and K > 0 such that 1 y(t)/ <
y,(t), t>t,>t,. Now define h: [t,,a)+R by 
h(t)=q(t)w, y(t)#O, 
= MO, Y(f) = 0, 
so that h is continuous by (H,) and y(t) is a solution of 
(p(t) v’>’ + h(t) y = r(t), t>t,. (2.13) 
By (HB) and using the fact that (2.12) is nonoscillatory for all K > 0 it 
follows from Lemma 2.3 that (2.13) is also nonoscillatory. This completes 
the proof. 
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The next result gives conditions under which all solutions of (1.1) are 
bounded. We refer to [ 1 l] for some additional related results. 
LEMMA 2.5. Let (H,), (H& and (H,) hold and assume there exists a 
positive continuous function 4: [t,, a) -+ (0, co) such that 
6) 1 
co r*(s) 
to 4s) 4(s) ds < 03, 
(ii) 0 < y(t) -P% - (:F)“,‘(::” and irn y(s) ds < 00. 
10 
Then all solutions of 1.1) are bounded. 
Proof For a solution y(t) of (1. l), define 
E(t) = (p(t) y’(t))’ +j.Yf(s)ds+D, 
2p(t) 4(t) 0 
t>t,, (2.14) 
so that 0 <E(t) and 
E,(t) = r(t) y’(t) (pWW>’ MO 4(O)’ 
40) - 2 ((P(l) Cw’)~ t a to. 
(2.15) 
Since 4 > 0, we have r(t) y’(t) < Ir(t) y’(t)1 < 1/2(r*(t)/#(t) + #(t)(y’(t))‘), 
so from an integration of (2.15), we obtain 
-’ _ (p@) y’@))’ (p(s) q(s))’ ds 
1” 2(p(s) q(s))* 
2 
= Wb) + rl’, 2q;s;;cs, ds + J 
4(s) (p(s) 4(s))’ ds -- 
p(s) p(s) 4(s) I 
< E(t,) + K, + j’ w(s) E(s) ds, 
fo 
where K, = j,T [r*(s)/2q(s) 4(s)] ds. Therefore, Gronwall’s inequality implies 
that E(t) < K, < co for all t > to, so by (H,) we conclude that 
Iv(t)1 <A4 < co. Th is completes the proof. 
If we combine the previous lemma with the assumption that a related 
linear equation is nonoscillatory, we may obtain 
409/97/l 14 
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THEOREM 2.6. Let the assumptions of Lemma 2.5 hold and in addition 
assume that r(t) > 0 (GO), t > t, and that (H,) holds. Further, assume 
(PWY’Y + MOY = 0 (2.16,) 
is nonoscillatory for all A > 0. Then Eq. (1.1) is also nonoscillatory. 
Proof: If y(t) is a solution of (l.l), then we may suppose that 
lYWl<M< a3 f or all t > to and hence by (H,) and continuity of f( y)/y 
there exists I,, > 0 such that 
I I f(Y@)) <L YW ’ O for all t > to. 
Therefore, y(t) is a solution of (2.13) and since h(t) = [f(y(t))/y(t)] q(t) < 
A,q(t), it follows from Lemma 2.3 that (1.1) is nonoscillatory. This 
completes the proof. 
We conclude this section with two theorems which give conditions under 
which all nonoscillatory or Z-type solutions tend to zero as t + co (or all 
bounded nonoscillatory or Z-type solutions tend to zero as t + 00). They 
both extend and improve results of [7] and [lo]. We first introduce the 
following conditions: 
(H,,) there exist wo positive constants CI and E such that 
I 
t+a 
lim inf 
t+m f 
q+(s)ds>E > 0; 
tH,J J-2 4-b) ds < 00; 
(H,3) p(t) is either bounded above by a positive constant or is 
bounded below by a positive constant and IT p-‘(s) ds = co; 
0-L) Is: r(s) dsl < ~0; 
(H,,) lim inff(y) > 0 and ll;msEpf(y) < 0. 
Y+m 
THEOREM 2.7. Let (H,), (H,,), (H,,), (H,,), and (HIJ hold and let y(t) 
be a bounded nonoscillatory or Z-type solution of (1.1). Then 
lim t+m YW = 0. 
Proof. Let y(t) be a nonoscillatory orZ-type solution of (1.1). Without 
loss of generality, assume y(t) > 0 on [T, a)). Let N > 0 be such that 
O< y(t)<N on [T, a) and let M=maxoC,CNf(y). Integrating (1.1) on 
[T, t] we have 
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(2.17) 
GM ‘q-(s)ds+f f 
r(s) ds. 
T 7 
From (Hi*) and (HL4) the right-hand side of (2.17) is bounded above and 
this implies that 
I 
4, 
s+(s)f(v(s>> ds < ~0. 
T 
(2.18) 
For in the contrary case, if i$ q+(s) f(y(s)) ds + co as f --t co, then (2.17) 
implies that p(t) y’(t) -+ --co as t + CL) and hence 
y’(t) < -P-‘(t) for all large t. (2.19) 
But then an integration of (2.19) shown that y(t) + -03, and by (HL3) this is 
contradiction. Therefore, (2.18) holds and so we conclude 
f, inf,,J(y(t)) = 0 by (Hi,) (since l,“K q+(s) ds = co). That is, we 
conclude that lim inff+, y(t) = 0, from (H,). We claim that 
lim su~,+~ Y (t) = 0. Notice first that from (2.17) and (H,,) we have 
lim ,,p(t) y’(t) = 0 since y(t) is bounded and nonnegative. If possible, 
suppose that 
liy s,up y(t) > r7 > 0 for some q > 0. (2.20) * 
Then there must exist a sequence {bk}FEO, b, -+ co and y(bJ > rj and such 
that for each k > 1, there exists 6, with b,- I < 8, < b, and y(gk) < q/2. Let 
uk be the largest number less than bk such that y(a,J = q/2 and let ck be the 
smallest number greater than b, such that y(c,J = r]/2. Next let dk E (uk, bk), 
such that 
p(d,J y’(d,J = p(d,) y(bt I;@‘) > 2;@+j ) . (2.21) 
k k k k 
Since p(d,) y’(d,) -+ 0 as k -+ 00, we conclude from (2.21) that 
(2.22) 
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Since p(t) is either bounded above by a positive constant or below by a 
positive constant we see that 
ck-ak+ 00 as k-co, (2.23) 
so that 
ak < ck < ak+ I and ak-$ co. 
But now with m = min,,,, ,,<,, f (y) > 0, we have 
(2.24) 
(2.25) 
by (H,,). This contradicts (2.18) and proves the theorem. 
We next show that if q(t) > 0 and (H4), (H,,), (Hi3), (H,4), (H,,) hold, 
then all nonoscillatory solutions of (1.1) tend to zero. This is an 
improvement of a theorem of [7] and Theorem 2 of [ lo]. 
THEOREM 2.8. Let q(t) > 0, (HJ, (H,,), (H,3), (HI,,), (H,,) hold and let 
y(t) be a nonoscillatory or Z-type solution of (1.1). Then lim,,, y(t) = 0. 
Proof: Let y(t) be a nonoscillatory or Z-type solution of (1.1) with 
y(t)> 0 on [T, a). In view of Theorem 2.7, we may assume 
lim sup 1+m y(t) = co. From (1.1) we have 
P(l) v’(t) -P(T) Y’(T) + f q(s)f(y(s)) ds =Jf r(s) ds GM < =J, (2.26) 
T T 
for all t > T. Thus, it follows as in Theorem 2.7 that 
1 
00 
ds)fMs)) ds < ~3 
T 
and so we conclude from (H,,) that lim infi+, f(y(t)) = 0. Therefore, by 
(H,,) it follows that lim infi+, y(t) = 0. Thus, we may find sequences (a,}, 
{b,}, {c,} (similar to the proof of Theorem 2.7) such that a, < b, < c,, 
lim,+, a, = co, and with 
v&J = 1 = Y(c,,>~ .@,I > n 
and 
1 < ~(6 < YW on (a,, cn>. 
(2.27) 
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Then for some d, E (a,, b,) we have 
y,(d 
n 
) = ycb”) - da,> > ’ - ’ 
4, - an c,-aa,’ 
(2.28) 
Now it follows from (2.26) that lim,,, p(t) y’(t) exists and hence there 
exists N > 0 such that (p(t) y’(t)] < N on [T, 00). Then from (2.28) it follows 
that 
0 < p(dn) < N + 0 ~ - as n-t 00, 
cn - an n-l 
(2.29) 
and as in Theorem 2.7 we have from (H,3) that a, < c, < a,+, and 
c, - a, + co as n + co. Thus, the conclusion of the theorem follows as in 
Theorem 2.7. 
Remark 2.9. Theorem 2.8 improves a theorem of Hammett 171, who 
showed that the conclusion holds if (H3) and (H4) hold along with the 
assumptions that f’( y) > 0 and q(t) > k > 0; p(t) > k > 0 for some k > 0 and 
S;KP -I(s) ds = co. Londen [ 10, Theorem 21 has shown that if (HJ, (H,), 
(H,,) hold and if q(f) > 0 with j,qP q(s) ds = sc p-‘(s) ds = 00 and if there 
exists E > 0 such that with P, E (t: t, < t < a, p(t) q(t) < E} we have 
.fpe LE/P(~) - s@>l dt < ~0, then lim,,, Y (t) = 0, for every nonoscillatory 
solution y(t) of (1.1). It is not difficult to show that if p(t) is bounded above 
and the condition of Londen’s theorem hold, then the conditions of 
Theorem 2.8 are satisfied. Further, if we define q(t) to be the continuous 
function given by 
q(t) = l/f, 2n < t < 2n + 1, 
= 1, t=2n+:, 
= linear function on [2n + 1, 2n + $) U (2n + i3 2n + 213 
for n = 1, 2,..., then with p(t) E 1, it follows that for any E > 0, 
j,, (E - q(f)) dt = co and lim inf,+, iit2 q(t) dt >, f > 0 so that Londen’s 
theorem does not apply but Theorem 2.8 does. 
3. EXAMPLES AND APPLICATIONS 
In this section we illustrate some of the results of Section 2. 
EXAMPLE 3.1. Let p(t)= t-“, q(c) = trp+6, r(t) = t-O, t > 1, f(y) = 
yy( 1 + p sin y), where y > 0 is the ratio of odd integers, 0 < /3 < 1. Then it is 
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straightforward to verify that the hypotheses of Theorem 2.1. hold if u > 1, 
6 > -1. and 
6+(1+6)y-p<-0 (3.1) 
w= (1 -/Ml +P) in condition (HS)). Moreover, to illustrate that 
Theorem 2.1 may not be regarded as a “perturbation result” for the 
homogeneous case r(t) E 0, we may let ,fI = 0, 0 < y < 1, 6 = 0, p = (y + 3)/2. 
That is, we consider the sublinear equation 
y” + q(t) yy = r(t). (3.2) 
If r(t) = 0 in Eq. (3.2), then since q(t) t (y+3)‘2 = 1, there exist both oscillatory 
and nonoscillatory solutions for the equation (cf. [2, Theorem 1 I). However, 
with r(t) = t-O and if 3 > y + 20, u > 1, Theorem 2.1. implies that all 
solutions of (3.2) are nonoscillatory. This example also illustrates that the 
perturbation type results in References 14-71 and [9- 121 do not include 
Theorem 2.1. 
EXAMPLE 3.2. Let p(t) = t-‘, q(t) = t-“+‘, r(t) = t-“, f(y) = y! y > 1, 
p 2 0, 6 > 0, u > 1 with H(y) = y Y-l. If follows from a result of Leighton 
(cf. [ 12, p. 711) that the equation 
CPU’>’ + 4(t) H(VI&))Y = 0 (3.3 1
is nonoscillatory for all K > 0 in case p(t) q(t) H(y/,(t)) is positive monotone 
and 
I 
l/2 
dr< 03. (3.4) 
It is easy to verify therefore, that the hypotheses of Theorem 2.4 hold if in 
addition 6 + 1 < p/(1 + y) and hence all solutions of (1.1) are nonoscillatory 
under the above conditions on 6, p, y, a. Moreover, the results of 14, 51 do 
not apply to the above example (e.g., Theorem 3 of [5] requires p’(t)-/p(t) E 
~l[hl~ co>)- 
Similar examples may also be given to illustrate he other theorems of 
Section 2. We leave this to the interested reader. 
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