We introduce a series of new polynomially computable implicit operations on the class of all finite semigroups. These new operations enable us to construct a finite pro-identity basis for the pseudovariety H of all finite semigroups whose subgroups belong to a given finitely based pseudovariety H of finite groups.
Introduction
For each pseudovariety H of finite groups, let H denote the class of all finite semigroups whose subgroups belong to H. It is known (cf. [15, Proposition B.V. 10.4] ) and easy to see that H is a pseudovariety. The pseudovarieties of the form H constitute a large and important family that includes, as the two extremes, the pseudovariety A of all finite aperiodic semigroups and the pseudovariety S of all finite semigroups (clearly, A = I and S = G where I stands for the trivial pseudovariety and G denotes the pseudovariety of all finite groups). This family of pseudovarieties was (according to a remark in Pin's thesis [23] ) first introduced by Schützenberger in the early 1970s; its appearance in the literature traces back to Volume B of Eilenberg's famous treatise [15] . Various further properties of the pseudovarieties of the form H have been investigated by the first author and Weil [7] , Koryakov [19] , Margolis, Sapir and Weil [21] , Rhodes and Steinberg [29] , to mention a few recent papers only.
In the present paper we are concerned with the question (proposed to the authors by Stuart Margolis) of how to describe H syntactically, given a good syntactic description of the pseudovariety H. Recall that there are two different ways to characterize semigroup pseudovarieties syntactically, that is, by means of certain equations. The historically first approach, suggested by Eilenberg and Schützenberger [16] , deals with sequences of usual identities. Within this framework, Schützenberger was able to master a relatively easy procedure to transform any sequence of identities which ultimately defines a given group pseudovariety H into a sequence of identities which ultimately defines H, see [23, Proposition III. 4.12] . Nowadays, however, another way for a syntactic description of pseudovarieties seems to become more popular, namely, the approach which is due to Reiterman [27] and which is based on an extension of the notion of an identity to that of a pseudoidentity or, as we shall call it in this paper, pro-identity, that is, an equality between two elements of the free profinite semigroup rather than of the usual free semigroup. Surprisingly enough, and in a strong contrast with the transparent structural definition of H, the natural question of how to transform a pro-identity basis of H into a pro-identity basis of H turns out to be non-trivial even for very simple pseudovarieties H (for H = Ab, the pseudovariety of all finite abelian groups, say). To answer this question in a satisfactory way has required both clarifying the structure of the free profinite semigroup and inventing some essentially new syntactical tools. We strongly believe that the importance of these developments (which were hardly predictable a priori) goes far beyond the particular problem that gave initial rise to them.
The paper consists of 4 sections. Section 1 recalls a few necessary facts about free profinite semigroups and implicit operations. In Section 2 we prove a negative result which, to some extent, explains why it is hard to expect an easy answer to Margolis's question even for pseudovarieties like Ab. Namely, we show that, apart from a very specific family of pseudovarieties, no pseudovariety of the form H can be defined by pro-identities that use only implicit operations studied in the literature so far. On the other hand, we observe in Section 3 that the initial problem easily reduces to constructing an idempotent in the least closed ideal of the free profinite semigroup with a suitable number of generators. Then we present such a construction along with a construction that has been independently found by Reilly and Zhang [26] . In Section 4 we describe a polynomial time algorithm calculating the values of the operation induced by the Reilly-Zhang idempotent in any given finite semigroup. Thus, the results of Sections 3 and 4 allows to transform any [finite] pro-identity basis of H into a [finite] basis of H preserving the level of computational complexity.
An alternative treatment of the original problem is obtained by using the Symbolic Dynamics approach which was started in the first author's paper [3] . In a separate paper [6] , we report on work resulting from this approach, including a general study of retract subgroups of a free profinite semigroup which are themselves free profinite groups on the same number of generators. The generators of any such subgroup provide implicit operations which allow to solve the initial problem of constructing a pro-identity basis for H from a given pro-identity basis for H.
Free profinite semigroups and implicit operations
In our treatment of free profinite semigroups and implicit operations we follow the well established approach presented in all detail in [8, Sections 1.1- 1.5] or [2, . For the reader's convenience, we briefly recall some basic definitions in the form appropriate for future use in the paper. Let A be a finite set, A + the free semigroup over A. Since A + is known to be residually finite, for each pair of distinct words u, v ∈ A + , there exists a finite semigroup S such that a homomorphism ϕ : A + → S separates u and v , that is, uϕ = vϕ. We denote by r(u, v) the minimum cardinality of a finite semigroup with this property and let d(u, v) = 2 −r(u,v) . We also let d(u, u) = 0 for all u ∈ A + . Then it is known (and pretty easy to verify) that d(u, v) is an ultrametric distance on A + , the term "ultrametric" meaning that d(u, v) satisfies not only the usual triangle axiom but also the stronger inequality
for all u, v, w ∈ A + . The completion Ω A of the metric space A + , d is a compact totally disconnected topological semigroup which is called the free profinite semigroup over A. An element of Ω A (which may be called a profinite word ) may be conveniently thought of as the limit lim n→∞ u n of a Cauchy sequence {u n } of words in A + . We note that, in view of the inequality (1), a sequence {u n } is a Cauchy sequence whenever lim n→∞ d(u n , u n+1 ) = 0 (cf. [9, Chapitre 9, §2]). A transparent example of such a sequence is provided by the sequence {x n! }; the profinite word which is the limit of this sequence is denoted by x ω .
Take a finite semigroup S and a Cauchy sequence {u n }. From the definition of the distance d(u, v), it follows that, for every homomorphism ϕ : A + → S , all but finitely many images u n ϕ ∈ S are equal; more precisely, there exists an index N (depending on S but being independent of the homomorphism ϕ) such that
This allows us to extend ϕ to a homomorphism ϕ : Ω A → S -if π = lim n→∞ u n , then we let πϕ = u N ϕ. It is easy to check that the value of πϕ does not depend on the choice of a particular Cauchy sequence converging to π ; thus, the mapping ϕ is indeed well defined.
Let |A| = m and denote by x 1 , . . . , x m the elements of A. Then for every m-tuple s = (s 1 , . . . , s m ) ∈ S m , there is a unique homomorphism ϕ s : A + → S such that x i ϕ s = s i for all i = 1, . . . , m. Using this fact, we can associate with each profinite word π ∈ Ω A the following m-ary function π S : S m → S :
Then it is easy to verify that the familyπ = {π S } where S runs over the class S of all finite semigroups constitutes an m-ary implicit operation in S which means thatπ commutes with homomorphisms between finite semigroups in the sense that, for every homomorphism ψ : S → T with S and T being finite,
for all s 1 , . . . , s m ∈ S . Conversely, it may be shown (see [2, Section 3.4] ) that every m-ary implicit operation in the class of all finite semigroups arises this way. Therefore, we shall in the sequel identify the profinite word π with the implicit operationπ to which it gives rise. For example, the profinite word x ω defines a unary implicit operation whose value at an arbitrary element s of an arbitrary finite semigroup S is denoted by s ω (it is well known and easy to see that s ω is nothing but the unique idempotent of the cyclic subsemigroup s generated by s). We also note that, with this convention, the product of two profinite words π, ρ ∈ Ω A identifies with the natural point-wise product of the corresponding implicit operations, the latter being defined by letting
for each finite semigroup S .
Thinking of profinite words as implicit operations is, for example, convenient when speaking about the composition of profinite words. Suppose that π ∈ Ω A , and ρ (1) , ρ (2) , . . . , ρ (m) are implicit operations with arities k 1 , k 2 , . . . , k m , respectively. Then we can construct a new n-ary implicit operation τ = π(ρ (1) , ρ (2) , . . . , ρ (m) ) where
A profinite identity or, shortly, a pro-identity is a formal identity of profinite words, say, π = ρ, and a finite semigroup S is said to satisfy this pro-identity if π S = ρ S . We say that a class C of finite semigroups satisfies π = ρ if so does every member of C.
Reiterman [27] , see also [2, Section 3.5], showed that every semigroup pseudovariety is defined by some set Σ of pro-identities as the class of all finite semigroups which satisfy all pro-identities from Σ. In particular, a finite semigroup S belongs to a pseudovariety V if and only if S satisfies all pro-identities which hold in V .
Pseudovarieties of the form H that can be defined by means of unary implicit operations
In order to formulate the main result of this section, we need the notion of the exponent of a group pseudovariety. Recall that the exponent exp(G) of a group G satisfying an identity of the form x n = 1 is the least positive integer n with this property. By the exponent of a class of groups C one usually understands the largest number in the set {exp(G) | G ∈ C} if such a number exists; otherwise one merely says that the exponent of C is infinite. Though being sufficient in the varietal setting, this classification is far too rough for our purposes. A more appropriate classification, however, requires distinguishing between pseudovarieties of infinite exponents, and therefore, it forces us to use some kind of infinite (more precisely, profinite) "numbers" along with usual positive integers. Let P denote the set of all prime numbers. In our generalization of positive integers we depart from their usual canonical representation as products of primes:
with ν p being non-negative integers only finitely many of which are positive. Now we define the set N as the set of all expressions of the form (2) in which no restriction on the number of the positive ν p 's is imposed anymore, and furthermore, we allow each ν p to take also an "infinite" value which we denote by ω p . Thus where the sum ν p + µ p equals ω p whenever at least one of the summands does. The relation "ν divides µ" in the semigroup N is then defined in the usual way.
We denote the expression p∈P p ωp by ω ; this is in fact quite coherent with the use of the symbol ω in the notation x ω = lim n→∞ x n! introduced in the previous section. Observe that ω is the zero of the semigroup N, thus every ν ∈ N divides ω . Now, given a group pseudovariety H, its exponent exp H is defined as p∈P p νp where p νp is the cardinality of the largest cyclic p-group in H if such a group exists and ν p = ω p otherwise (in which case H contains all cyclic p-groups). Note that if exp H is finite, it coincides with the exponent of H understood in the standard sense. For ν ∈ N, let B ν (respectively Ab ν ) denote the pseudovariety of all finite (respectively finite abelian) groups whose exponent divides ν . Of course, B ω = G, the pseudovariety of all finite groups, Ab ω = Ab, the pseudovariety of all finite abelian groups, while B 1 = Ab 1 = I, the trivial pseudovariety. The following lemma immediately follows from the definitions and from the fundamental theorem about finite abelian groups: Lemma 2. 1 . If H is a group pseudovariety and exp H = ν , then
In this section we are going to prove that the only semigroup pseudovarieties of the form H which can be defined by pro-identities involving only unary implicit operations and multiplication are the pseudovarieties B ν , ν ∈ N. Although this family of pseudovarieties has the cardinality of the continuum, it certainly is very specific in comparison with the whole range of pseudovarieties of the form H. For example, if H consists of abelian groups, then only 2 among the uncountably many pseudovarieties of the form H can be defined by pro-identities of the aforementioned type: the pseudovariety Ab 1 = A and the pseudovariety Ab 2 = B 2 .
In order to prove the "positive" part of the claimed result, it suffices to exhibit, for every pseudovariety B ν , a basis of pro-identities involving only unary implicit operations and multiplication. In fact, we shall show that each such pseudovariety can be defined by a single one-variable pro-identity in which at most two unary implicit operations appear. However, to prove the "negative" part of the result, one should first specify more precisely the meaning of the notions in use. Thus, we proceed with an exact definition of what a pro-identity involving only unary implicit operations and multiplication is and with some formal machinery we need for our proof. Since a good part of this machinery does not depend on the arity of implicit operations in question, we shall present it in a general setting.
Let Π be any set of implicit operations. To each π ∈ Π of the arity k(π), we assign a functional symbol f π of the same arity. An algebra of the type 2, k(π) (π ∈ Π) whose distinguished binary operation · is associative will be called a Π-semigroup. Now to each finite semigroup S , a Π-semigroup (denoted by S Π ) on the same carrier set can be associated in a natural way: preserving the interpretation of multiplication, we define for each π ∈ Π a new operation f π S Π :
for every
By a Π-term we mean an element of the free Π-semigroup T (Π) with a countable set X ∞ = {x 1 , x 2 , . . . } of free generators. As it is easy to check, any Π-term may be obtained as a result of finitely many applications of the following rules: T1) each of the variables x 1 , x 2 , . . . is a Π-term; T2) if t 1 , . . . , t m are Π-terms, then the product t 1 · · · t m is again a Π-term; T3) if π ∈ Π and t 1 , . . . , t k(π) are Π-terms, then f π (t 1 , . . . , t k(π) ) is again a Π-term.
We may visualize the process of constructing a given Π-term by drawing a tree whose leaves are labeled by variables while each other node either bears no label (if it refers to an application of T2) or, if it refers to an application of T3, is labeled by the corresponding f π .
In a similar fashion, we define a pro-Π-word as a result of finitely many applications of the following rules: P1) each of the variables x 1 , x 2 , . . . is a pro-Π-word; P2) if τ 1 , . . . , τ m are pro-Π-words, then the product τ 1 · · · τ m within the free profinite semigroup Ω A over a suitable finite subset A ⊂ X ∞ is again a pro-Π-word; P3) if π ∈ Π and τ 1 , . . . , τ k(π) are pro-Π-words, then their composition π(τ 1 , . . . , τ k(π) ) within the free profinite semigroup Ω A over a suitable finite subset A ⊂ X ∞ is again a pro-Π-word.
Obviously, the process of constructing a pro-Π-word may also be illustrated by a suitable labeled tree. Let C(Π) denote the collection of all pro-Π-words. We can endow the set C(Π) with a Π-semigroup structure by defining, for each π ∈ Π,
Clearly, as a Π-semigroup, C(Π) is generated by the set X ∞ . (In fact, it can be proved that C(Π) is the free Π-semigroup over X ∞ in the variety generated by the class {S Π } where S runs over the pseudovariety S of all finite semigroups, but we will not need this result in the sequel.) Therefore, the identical map X ∞ → X ∞ uniquely extends to a homomorphism α : T (Π) → C(Π). It is very easy to describe the action of α in the language of labeled trees mentioned above: applying α just transforms every label of the form f π into the label π without changing anything else.
We follow a common convention to write a Π-term t as t(x 1 , . . . , x n ) to indicate that the variables occurring in t are among the variables x 1 , . . . , x n . Given a Π-semigroup R, any Π-term t(x 1 , . . . , x n ) induces the term function t R : R n → R (see [11, §10] ). If R happens to be a finite Π-semigroup of the form S Π , then the values of the term function can be calculated through the values of the implicit operation tα:
Proof consists of a straightforward induction on the construction of the term t(x 1 , . . . , x n ) with the obvious basis and the induction step ensured by (3).
By a Π-identity we understand a usual identity of Π-terms. We recall that such an identity t = t is said to hold in a Π-semigroup R if the term functions t R and t R are equal. By a pro-Π-identity we mean a pro-identity whose parts are pro-Π-words. Lemma 2.2 immediately implies Corollary 2. 3 . Let S be a finite semigroup, Π a set of implicit operations. The Π-semigroup S Π satisfies a Π-identity t = t if and only if S satisfies the pro-Π-identity tα = t α.
We denote by Ω 1 the set of all unary implicit operations. Then we have the notion of a pro-Ω 1 -identity in hand, and this notion yields quite a satisfactory formalization for the intuitively clear, but slightly fuzzy idea of a pro-identity involving only unary implicit operations and the multiplication. We are now in a position to precisely formulate the main result of the section: Theorem 2. 4 . Let H be a pseudovariety of finite groups. The pseudovariety H can be defined by a system of pro-Ω 1 -identities if and only if H = B ν for some ν ∈ N.
Proof. To prove the "if" part, we need the following observation:
. For each pseudovariety H of abelian groups, there exists a unary implicit operation π such that H is defined by the pro-identities π(x) = 1, xy = yx.
Applying this lemma to the pseudovariety Ab ν , we find the corresponding unary implicit operation π . Now take an arbitrary semigroup S ∈ B ν and pick up an element s ∈ S . Then e = s ω is the idempotent of the cyclic subsemigroup s generated by s, and the product es lies in the maximal subgroup H of this subsemigroup. Since H is an abelian group from B ν , it belongs to the pseudovariety Ab ν and thus satisfies the pro-identity π(x) = 1. Therefore π S (es) = e. We have thus shown that an arbitrary semigroup S ∈ B ν satisfies the pro-identity
Conversely, suppose that a semigroup S satisfies the pro-identity (4); we want to show that S belongs to the pseudovariety B ν . For this, we have to verify that the exponent of each subgroup of S divides ν . Clearly, it suffices to consider the cyclic subgroups of S , so let H be such a subgroup. Since finite groups satisfy x ω = 1, the pro-identity (4) is equivalent in H to the pro-identity π(x) = 1. Being cyclic, H satisfies xy = yx as well, whence H belongs to the pseudovariety Ab ν . Therefore exp H divides ν , as required.
Thus, we have proved that the pseudovariety B ν is defined by the proidentity (4) which obviously is a pro-Ω 1 -identity.
In contrast with the relatively elementary proof of the "if" part, the proof of the "only if" statement of our theorem depends on the profound results of McCammond [22] , de Luca and Varricchio [13] , Guba [17, 18] , and do Lago [14] on the word problem and the structure of the free Burnside semigroups, that is, the free semigroups in the variety defined by the identity
for some positive integers n and m. Let us summarize the properties of the free Burnside semigroups which we shall use: Proposition 2. 6 . Let F be a free semigroup over a finite set of generators in the variety defined by the identity (5) with n ≥ 3. Then:
(1) F is finite J -above, that is, for each s ∈ F , the set of all elements s ∈ F such that s belongs to the ideal generated by s is finite [14, Proposition 8.17 ];
(2) each subgroup of F is cyclic and its exponent divides m [14, Theorem 8.16 ]. Now suppose that the pseudovariety H is defined by a system Σ of pro-Ω 1 -identities and let ν = exp H. Arguing by contradiction, we assume that H = B ν , that is, H ⊂ B ν . We fix a group G ∈ B ν \ H and denote its exponent by m; m is then a positive integer dividing ν . Consider the free semigroup F with |G| generators in the variety of semigroups defined by the identity
Clearly, each cyclic subsemigroup of F is finite. This allows us to equip F with a structure of an Ω 1 -semigroup by defining, for each π ∈ Ω 1 and for each
where s stands for the subsemigroup generated by s. We denote the Ω 1 -semigroup obtained this way by F Ω 1 . For each s ∈ F , consider the set I s of elements s ∈ F such that s does not belong to the ideal generated by s . It is easy to verify that I s is an ideal of F . Clearly, s / ∈ I s . Let s be an element of F which is different from s. Then the images of s and s under the natural homomorphism F onto the Rees quotient semigroup F/I s are different too. Thus, any two distinct elements of F can be separated by a homomorphism onto a Rees quotient of the form F/I s whence F is a subdirect product of the semigroups F/I s , s ∈ F . By Proposition 2.6(1), each of the semigroups F/I s is finite. We can therefore treat them as Ω 1 -semigroups. Now observe that every semigroup homomorphism ψ from F to a finite semigroup S respects their Ω 1 -semigroup structure. Indeed, for each π ∈ Ω 1 and for each s ∈ F , we have
by (7), since π commutes with homomorphisms = π S (sψ) between the finite semigroups s and S,
This means in particular that F Ω 1 is a subdirect product of the Ω 1 -semigroups (F/I s ) Ω 1 , and hence, F Ω 1 belongs to the variety of Ω 1 -semigroups generated by all (F/I s ) Ω 1 , s ∈ F . Since the finite group G satisfies the identity (6) , it belongs to the semigroup variety in which F is a free object with |G| generators. Clearly, G is then a homomorphic image of the semigroup F . As we have just observed, this implies that G Ω 1 is also a homomorphic image of the Ω 1 -semigroup F Ω 1 . Combining this fact with the conclusion of the preceding paragraph, we obtain that G Ω 1 belongs to the variety of Ω 1 -semigroups generated by (F/I s ) Ω 1 , s ∈ F , and therefore, G Ω 1 satisfies each Ω 1 -identity holding in all (F/I s ) Ω 1 , s ∈ F . By Corollary 2.3, this means that the group G satisfies every pro-Ω 1 -identity which holds in all semigroups F/I s .
Recall that by Proposition 2.6(2), each subgroup of the semigroup F is cyclic and its exponent divides m. Clearly, any subgroup of an arbitrary Rees quotient of F is isomorphic to a subgroup of F , and therefore, for each s ∈ F , the subgroups of F/I s are cyclic and their exponent divides m. This means that the subgroups belong to the pseudovariety Ab m which is contained in the pseudovariety Ab ν (since m divides ν ) which, in turn, is contained in the pseudovariety H by Lemma 2. 1 . Then, by the definition of H, the semigroups F/I s belong to this pseudovariety which, we recall, is defined by a system Σ of pro-Ω 1 -identities. Then the group G must satisfy all pro-Ω 1 -identities in Σ whence G is in H. Since G is a group, the latter conclusion means nothing but G ∈ H yielding a contradiction with the choice of G.
Let us add a few comments to the above result and to its proof.
Remark 2.1. The unary implicit operations are relatively well understood ( [4] , see also [2, Section 3.7] and [34] ), and almost all concrete pro-identities that have appeared in the literature so far have been-in our terminology-pro-Ω 1 -identities. The existence of an implicit operation beyond C(Ω 1 ) has been proved in [4] by means of a compactness argument which does not lead to any construction for such an operation. We note that Theorem 2.4 gives an alternative proof for this existence result. Indeed, it shows that there are pseudovarieties which cannot be defined by pro-Ω 1 -identities. However, by Reiterman's theorem, these pseudovarieties still should be defined by some pro-identities, and therefore, the pro-identities should involve some implicit operations beyond C(Ω 1 ). In the next sections we shall exhibit concrete examples of such implicit operations.
Remark 2.2. Our somewhat formal treatment of the exponent of a group pseudovariety is in fact equivalent to a more conceptual approach in [5] where the exponents appear as certain elements of the completion of the semiring N ∪ {0}, +, · with respect to a specific metric. This approach, though a bit more involved, has the advantage that it allows to assign a unary implicit operation (denoted x → x ν ) to each ν ∈ N in such a way that the group pseudovariety B ν is defined exactly by the pro-identity x ν = 1, thus, in a perfect analogy with the case of finite exponent. The pro-identity defining the pseudovariety B ν can then be written as x ω+ν = x ω .
Remark 2. 3 . The most frequently used implicit operation is, doubtless, the ω -operation x → x ω . A straightforward specialization of our proof of Theorem 2.4 allows to give a complete description of all pseudovarieties of the form H which can be defined by ω -identities, that is, pro-identities involving only the ω -operation and the multiplication: Corollary 2. 7 . Let H is a pseudovariety of finite groups. The pseudovariety H can be defined by a system of ω -identities if and only if H = B n for some n ∈ N or H = G.
Remark 2. 4 . For each positive integer n, denote by V n the variety of semigroups defined by the identity
Using Adian's famous solution to the Burnside problem [1] , Rhodes [28, Result 1.21a ] proved that for odd n ≥ 665 the pseudovariety Ab∩V n is not equational, that is, definable via a system of usual semigroup identities. In the same paper he asked for a "short or different proof (of this proposition) not using the Burnside problem results" and conjectured that the pseudovariety Ab ∩ V n is not equational for all sufficiently large n (see Problem 1.23a and Conjecture 1.22 in [28] ). Our proof of Theorem 2.4 immediately implies the following corollary confirming the Rhodes conjecture and in fact yielding a much stronger result: Corollary 2. 8 . For all n ≥ 3, the pseudovariety Ab ∩ V n cannot be defined by a system of pro-Ω 1 -identities, in particular, it is not equational.
Proof. We may merely repeat the proof of the "only if" part of Theorem 2.4 taking as G any non-abelian finite group of exponent n (such a group exists since n ≥ 3) and as F the free semigroup with |G| generators in the variety V n .
We conclude with observing that, for the two remaining values of n (n = 1 and n = 2), the pseudovariety Ab ∩ V n is obviously equational: Ab ∩ V 1 is defined by x = x 2 and Ab ∩ V 2 is defined by x 2 = x 4 .
3 Idempotents in the kernel of the free profinite semigroup
By a kernel of a finite (respectively topological) semigroup we mean its least (respectively least closed) ideal. It is well known and easy to verify that each compact semigroup has a completely simple kernel. Let K A denote the kernel of the free profinite semigroup Ω A . If π is a profinite word in K A , so is also its ω -power π ω which is an idempotent. Thus, K A always contains an idempotent. If |A| = 1, then K A is a group, and its unique idempotent is nothing but the ω -operation whose great importance for the theory of semigroup pseudovarieties was already mentioned in this paper. We think that idempotents of K A with |A| > 1 may also play a distinguished role in the theory. Here we shall prove that such idempotents are useful for constructing pro-identity bases for pseudovarieties of the form H and for studying identities of finite full transformation semigroups; further applications may be found in [26] .
Lemma 3.1. Suppose that A = {x 1 , . . . , x n }, π, ρ ∈ Ω A , and ε is an arbitrary idempotent in K A . Let S be a finite semigroup. Then S satisfies the proidentity π(εx 1 ε, . . . , εx n ε) = ρ(εx 1 ε, . . . , εx n ε)
if and only if every subgroup of S satisfies the pro-identity
Proof. First suppose that S satisfies (8), and let H be a subgroup of S . Since for all h 1 , . . . , h n ∈ H , ε(h 1 , . . . , h n ) is an idempotent in H , ε(h 1 , . . . , h n ) = e, the identity element of H . Therefore
. . , eh n e) = π(εh 1 ε, . . . , εh n ε) = (in view of (8)) ρ(εh 1 ε, . . . , εh n ε) = ρ(eh 1 e, . . . , eh n e) = ρ(h 1 , . . . , h n ).
Conversely, suppose that every subgroup of S satisfies (9), and let s 1 , . . . , s n be arbitrary elements of S . Then e = ε(s 1 , . . . , s n ) is an idempotent in the kernel K of the subsemigroup generated by s 1 , . . . , s n . Since the kernel of a finite semigroup is a completely simple semigroup, eKe is a subgroup in S . Therefore π(es 1 e, . . . , es n e) = ρ(es 1 e, . . . , es n e)
in view of (9) holding in eKe.
Lemma 3.1 immediately leads to a transparent method to convert any given pro-identity basis of a group pseudovariety H into a pro-identity basis for the corresponding pseudovariety H. Proposition 3.2. If a group pseudovariety H is defined by the pro-identities
then the pseudovariety H can be defined by the pro-identities
where ε i is an idempotent in the kernel of the free profinite semigroup over the set {x 1 , . . . , x n i }.
Though very simple, Proposition 3.2 has some interesting consequences concerning the finite basis problem for semigroup pseudovarieties and the structure of free profinite semigroups. First of all, we register Corollary 3.3. If a group pseudovariety H has a finite pro-identity basis, then so does the pseudovariety H.
Let us illustrate this corollary by exhibiting a couple of concrete examples of finite pro-identity bases for certain natural pseudovarieties of the form H. 
where ε is an idempotent in the kernel of Ω {x,y} .
In our next example, we make use of the unary implicit operation x → x ω−1 which, to each element s of a finite semigroup S , associates the inverse of s ω s in the maximal subgroup of S having the idempotent s ω as the identity element. (Alternatively, the profinite word x ω−1 may be defined as the limit of the Cauchy sequence {x 2n!−1 }.) Now we define the following sequence of implicit operations:
It can then be verified in a straightforward way that its subsequence {[x, y] n! } converges in Ω {x,y} ; we denote the limit of this subsequence by [x, y] ω .
We note that the function representing the implicit operation [x, y] 1 in a finite group is nothing but the usual group commutator. Using this and a wellknown result by Zorn that finite Engel groups are nilpotent ( [35] , see also [30] ), one easily concludes that the pro-identity [x, y] ω = 1 defines the pseudovariety G nil of all finite nilpotent groups. Hence we have In a similar manner, one can construct finite pro-identity bases in two variables for pseudovarieties of finite semigroups whose subgroups have nilpotent commutator subgroup or are supersolvable using the pro-identity bases for the corresponding pseudovarieties of groups which can be extracted from Brandl's paper [10] . Recently E. Plotkin has announced an explicit construction of a pro-identity in two variables defining the pseudovariety G solv of finite solvable groups; it then allows to write down a single pro-identity in two variables defining the pseudovariety G solv of all finite semigroups with solvable subgroupsthis pseudovariety plays a distinguished role in logical characterizations of regular languages ( [33] , see also [32] ). Now we make an observation of a different kind. Recall that C(Ω 1 ) denotes the set of all implicit operations which one can obtain from variables and unary implicit operations by a finite sequence of multiplications and compositions. Proof. Arguing by contradiction, suppose that there is an implicit operation π ∈ C(Ω 1 ) ∩ K A . Then the implicit operation π ω also belongs to C(Ω 1 ) and represents an idempotent in K A . If we project the free profinite semigroup Ω A onto the free profinite semigroup Ω {x,y} by sending an element of the set A to x and all other elements of A to y , then the image ε of the idempotent π ω is easily seen to belong to C(Ω 1 ) ∩ K {x,y} . Using the idempotent ε in the proidentity (10) (see Example 3.1), we thus get a pro-Ω 1 -identity which defines the pseudovariety Ab. This, however, contradicts Theorem 2.4 according to which Ab cannot be defined by pro-Ω 1 -identities. This corollary will be essentially generalized in [6] .
In contrast with the above "profinite" applications of idempotents in K A , we also want to exhibit a "finite" application. Namely, we shall deduce from Lemma 3.1 an easy proof for the main result from [24] : Proposition 3.5. Let T n be the full transformation semigroup over an nelement set. There exists an identity which fails in T n but holds in each proper subsemigroup of T n .
Proof. Clearly, we may assume that n ≥ 2. Let κ(n) denote the least common multiple of the numbers 1, 2, . . . , n and let S n denote the group of all permutations of an n-element set. We make use of the following observation from [24] : Lemma 3.6. [24, Theorem 3.2] Suppose that, for some words u and v , the group S n satisfies the identity u = 1 but does not satisfy the identity v = 1, and any subsemigroup of T n which does not contain S n satisfies the identity u = v . Let y be a variable which does not occur in u and v . Then the identity (uy) n−2 vy(uy) n−2+κ(n) = (uy) n−2+κ(n) vy(uy) n−2 (11) holds in every proper subsemigroup of T n but not in T n .
Thus, the proof reduces to finding a pair of words u and v verifying the properties listed in the formulation of Lemma 3. 6 . In [24, Section 3], two constructions of such a pair have been suggested but the authors of [24] seemed to be not completely satisfied with those constructions since they have concluded the paper with an open problem: find further words satisfying the condition of Lemma 3. 6 . The reader will see in a moment that such words are fairly easy to construct given a word sequence which converges to an idempotent in the kernel of the free profinite semigroup.
We start with a word w = w(x 1 , . . . , x ) such that the identity w = 1 fails in the group S n but holds in any proper subgroup of S n (cf. [24, p.585 ] for an explicit construction of such a word). Now take a sequence {e k } of words over {x 1 , . . . , x } converging to an idempotent ε in the kernel of the corresponding free profinite semigroup, and let the number N be such that e N = e N +1 = . . . in the semigroup T n , that is, the word e N represents the profinite word ε in T n (and in any subsemigroup of T n ). Then we may define the words u and v by letting u = e N and v = w(e N x 1 e N , . . . , e N x e N ). Indeed, the group S n satisfies the identity u = 1 because u = e N represents an idempotent. On the other hand, S n does not satisfy the identity v = 1 since this identity is equivalent to the identity w = 1 in any subgroup of T n . Finally, let S be an arbitrary subsemigroup of T n which does not contain S n . It follows from a well-known description of the D -structure of the full transformation semigroup (cf. [12, §2.2] ) that any subgroup of S is then isomorphic to a proper subgroup of S n and therefore satisfies the identity w = 1. Now repeating the argument in the proof of the "if" part of Lemma 3.1, we conclude that S satisfies the identity u = v .
We think that the applications listed above justify the main goal of this section: to construct, in an explicit way, an idempotent in the kernel of the free profinite semigroup over an arbitrary finite set. First of all, we should clarify what is to be understood under an explicit construction for an implicit operation. In fact, here one may distinguish between several versions of being "constructive".
On one hand, we recall that, as mentioned in Section 1, each element of Ω A arises as the limit of a Cauchy sequence of words in A + . From this point of view, constructing a profinite word on m letters amounts to specifying a constructive Cauchy sequence {u n } of usual words on those letters. This means that there exists an algorithmic procedure which produces the words u n and guarantees that d(u n , u n+1 ) < 2 −n . We then say that the profinite word π = lim n→∞ u n is constructible.
On the other hand, in most applications profinite words are treated as implicit operations and are used to build pro-identities. In order to check whether a pro-identity holds in a given finite semigroup S , we should be able to effectively evaluate in S the implicit operations involved in the pro-identity in question. This requirement is reflected by the following definition: an m-ary implicit operation π is said to be computable if there exists an algorithm which, given a finite semigroup S , calculates the operation π S : S m → S .
It can be shown that every computable profinite word is constructible and vice versa; the proof relies on the fact that for each positive integer n, there are only finitely many (up to isomorphism) semigroups of order n. Rather than going into a detailed discussion of the interdependence between these two notions, we want to emphasize that the algorithmic aspects they capture are so to speak complementary. For instance, if we think of the ω -operation x → x ω in terms of constructibility, it arises as the limit of the Cauchy sequence x n! , while in terms of computability it is most conveniently thought of as the family of mappings assigning to an arbitrary element s of a given finite semigroup its unique idempotent power s ω .
According to the presently accepted paradigm, we consider "polynomial time" as a mathematical equivalent for the idea of being "practically feasible". Thus, a polynomially computable profinite word π is such that there is an algorithm which calculates the operation π S : S m → S in every given finite semigroup S and requires polynomial time as a function of |S|. The natural measure for the time here is the number of calls of the multiplication subroutine (which inputs two elements of S and returns their product). For example, the ω -operation is polynomially computable: indeed, in order to find the idempotent power of an arbitrary element s ∈ S , one can successively calculate s 2 , s 3 , . . . , s |S| each time checking if the result is an idempotent-altogether this requires less than 2|S| multiplications in S . On the other hand, it is easy to check that the shortest word whose value in every semigroup with n elements coincides with the value of x ω is the word x n! . This shows that we should not expect any polynomial (of n) bound on the length of the words u n in a sequence converging to a polynomially computable profinite word: the words u n themselves may be exponentially and even overexponentially long, while their values in finite semigroups may be calculated in polynomial time.
Now we are in a position to describe how the results of the present paper relate to the previously known results due to Reilly and Zhang [26] and to the authors (unpublished).
Reilly and Zhang proved that a Cauchy sequence {u n } ⊆ A + converges to an element in the kernel K A of the free profinite semigroup over A if and only if for all w ∈ A + , there exists an integer n w such that w is a factor of u k for all k ≥ n w [26, Theorem 3.1]. This characterization allows to construct a concrete example of an idempotent in K A as follows. Let A = {x 1 , . . . , x m } be totally ordered as x 1 < x 2 < · · · < x m and let this be extended to a total order of A + (called the short-lex order ) by declaring that u < v (u, v ∈ A + ) if either u is shorter than v or u and v are of equal length and u precedes v in the increasing alphabetical ordering. Let the elements of A + listed according to the short-lex order be v 1 < v 2 < . . . . Now define the sequence w 1 , w 2 , . . . inductively by
Then it is easy to see that the sequence converges and that ρ = lim n→∞ w n is an idempotent, and by the characterization above ρ ∈ K A [26, Corollary 3.2]. The Reilly-Zhang idempotent ρ is computable -this was mentioned in [26] though no algorithm to compute ρ was described in that paper. We reproduce here such an algorithm following a private communication by Norman Reilly.
Proposition 3. 7 . There exists an algorithm computing the operation ρ S in an arbitrary finite semigroup S .
Proof. Suppose S has k elements and let s 1 , . . . , s m ∈ S . Define a sequence of subsets in S inductively by letting
the sequence stabilizes after at most k steps and T = T k is the subsemigroup generated by s 1 , . . . , s m . In particular, some product of length at most k in the generators s 1 , . . . , s m represents an element in the kernel K of the subsemigroup T . Now let N = m + m 2 + · · · + m k and consider the word w N in the sequence (12) . By construction, it contains all words of length at most k as factors. Therefore its value e N = w N (s 1 , . . . , s m ) has a factor which belongs to K , and since K is an ideal in T , we have e N ∈ K . Furthermore, since N ≥ k , the construction of the sequence (12) ensures that e N is an idempotent (as all values of every word w n with n ≥ k in a semigroup with k elements are). Similarly, e N +1 = w N +1 (s 1 , . . . , s m ) must be an idempotent in K . By construction, e N +1 = e N e N +1 e N , whence e N +1 = e N as K is a finite simple semigroup. Repeating the same argument shows that the whole sequence w n (s 1 , . . . , s m ) is constant from that point on. Therefore the operation ρ S coincides with the operation (w N ) S and can be effectively computed.
We note that, as it was not clear if one can evaluate each of the words w n in polynomial time, the paper [26] left open the question of whether or not a polynomially computable idempotent in K A exists.
Let us briefly describe an alternative construction that we found independently from and simultaneously with Reilly and Zhang and that was presented in the second author's talk at the International Conference on Algorithmic Problems in Groups & Semigroups, University of Nebraska-Lincoln, May 1998. It is based on a combinatorial notion due to Sauer and Stone [31] . Given a positive integer n and a finite alphabet A, a word u n ∈ A + is said to guarantee minimal image in the full transformation semigroup T n if, for every homomorphism ϕ : A + → T n , the range of the transformation u n ϕ has the minimum cardinality among the ranges of all transformations of the form vϕ where v runs over A + . The following observation establishes a tight connection between sequences of words guaranteeing minimal image and sequences converging to idempotents in K A : Proposition 3. 8 . Let {u n } ⊆ A + be an arbitrary sequence of words guaranteeing minimal image in T n . Then the sequence w 1 , w 2 , . . . defined inductively by w 1 = u 1 , w i+1 = (w i u i+1 w i ) (i+1)! converges to an idempotent ε ∈ K A and, in each semigroup S with k elements, the operation ε S coincides with the operation (w k ) S . Conversely, if {v n } ⊆ A + is a Cauchy sequence such that its limit π = lim n→∞ v n is an idempotent in K A and, in every semigroup S with k elements, π S = (v k ) S , then for each n the word v n! guarantees minimal image in T n .
Proof. Fix a k -element semigroup S , consider an arbitrary homomorphism ψ : A + → S and denote by T the range of ψ , in other words, the subsemigroup of S generated by the elements x 1 ψ, . . . , x m ψ . Being composed with the right regular representation of the semigroup T , ψ gives rise to a homomorphism ϕ : A + → T n where n = |T | ≤ k . Since u n guarantees minimal image in T n , so does every word having u n as a factor, in particular, the word w k . Thus, the range of the transformation w k ϕ has the minimum cardinality among the ranges of all transformations vϕ where v ∈ A + ; this clearly implies that the left ideal T (w k ψ) has the minimum cardinality among all left ideals of T . The same argument applies to the word w k+1 , and since w k+1 ψ lies in the left ideal T (w k ψ), we conclude that T (w k ψ) = T (w k+1 ψ). We note that by construction w k ψ and w k+1 ψ are commuting idempotents, and it is well-known (and easy to verify) that if two commuting idempotents generate the same left ideal, they must be equal. Since ψ and k were arbitrary, we may conclude that lim k→∞ d(w k , w k+1 ) = 0 and therefore {w n } is a Cauchy sequence (cf. Section 1).
Moreover, we have proved that if ε = lim n→∞ w n , then in each semigroup S with k elements, the operation ε S coincides with the operation (w k ) S . Since for every homomorphism ψ : A + → S , the idempotent w k ψ lies in the minimal left ideal of the semigroup T generated by x 1 ψ, . . . , x m ψ and thus in the kernel of T (being known to be the union of all minimal left ideals of T ), the idempotent ε belongs to the kernel K A of the free profinite semigroup Ω A . Indeed, take an arbitrary profinite word π ∈ K A . Then for each finite semigroup S and for each m-tuple (s 1 , . . . , s m ) of elements in S we have (s 1 , . . . , s m ) is an idempotent in the kernel of the subsemigroup generated by s 1 , . . . , s m and this kernel is a finite simple semigroup. Hence ε = (επε) ω in Ω A and then π ∈ K A implies ε ∈ K A . Now suppose that {v n } ⊆ A + is a Cauchy sequence such that π = lim n→∞ v n is an idempotent in K A and, in every semigroup S with k elements,
Then, for every homomorphism ϕ : A + → T n , the transformation v n! ϕ is an idempotent in the kernel K of the subsemigroup S generated by the transformations x 1 ϕ, . . . , x m ϕ. There is a transformation t ∈ S whose range has the minimum cardinality among all transformations in S . Since the composition of transformations cannot increase the image size, the transformation (v n! ϕtv n! ϕ) ω also has the range of the minimum cardinality, and since K is a finite simple semigroup, (v n! ϕtv n! ϕ) ω = v n! ϕ. Therefore the word v n! guarantees minimum image in T n .
By Proposition 3.8, finding a sequence of words converging to an idempotent in K A is basically equivalent to constructing a sequence of words guaranteeing minimum image in each finite full transformation semigroup. We refer to [20] for several explicit constructions of word sequences with the latter property: these constructions are based on an interesting interplay between words, finite automata and combinatorics of finite sets. However, similarly to the ReillyZhang sequence discussed above, it was not clear if any of the constructions from [20] led to words whose values in finite semigroups would be polynomially computable. Thus, so far this approach has also yielded no polynomially computable element in the kernel of the free profinite semigroup over a non-singleton alphabet.
In the next section we shall present an algorithm (called PI -Polynomial Idempotent) that calculates the values of the Reilly-Zhang idempotent ρ in any finite semigroup S in polynomial of |S| time. We note that a similar polynomial algorithm can be developed in order to calculate in polynomial time the values of the kernel idempotent arising from a certain sequence of words guaranteeing minimum image as in Proposition 3.8.
A polynomial time algorithm to compute a kernel idempotent
The inputs of our algorithm PI are m elements s 1 , . . . , s m (m ≥ 2) of a finite semigroup S and the cardinality k of S . Its output is the element ρ S (s 1 , . . . , s m ) where ρ = lim n→∞ w n and the words w n are defined inductively via (12) . The algorithm repeatedly passes a pair of elements (s, t) ∈ S×S to the multiplication subroutine which returns the product st, and it is the number of such "elementary multiplications" that determines the running time of PI. For the purpose of time analysis, it is necessary to present the algorithm PI on a more formal level than that used in the above discussions. On the other hand, describing PI in a kind of pseudocode would perhaps be too technical and would create unnecessary difficulties for those readers who rather want to understand how the algorithm works than to calculate how many steps it takes. As a compromise, we have chosen to present PI as a collection of precisely specified procedures whose descriptions are interwoven with estimations of their running time and less formal comments.
The algorithm starts with two preparatory steps.
PI1
Calculate the element w k (s 1 , . . . , s m ).
Lemma 4.1.
Step PI1 requires O(k 3 ) multiplications. can be calculated in at most i + 1 steps, and raising this element to the power (i + 1)! can be done in
steps according to the formula
Altogether we need at most We note that for n ≥ k the elements e n = w n (s 1 , . . . , s m ) are idempotents. By the construction (12) e i+1 = (e i v i+1 (s 1 , . . . , s m )e i ) (i+1)! , whence e i+1 = e i e i+1 = e i+1 e i for all i ≥ k . This means that with respect to the usual ordering of idempotents in a semigroup (e ≤ f if and only if e = ef = f e) we have a non-increasing chain of idempotents e k ≥ e k+1 ≥ e k+2 ≥ . . .
in the subsemigroup T generated by the elements s 1 , . . . , s m . We know from the proof of Proposition 3.7 that the chain stabilizes after reaching the idempotent e N where N = m + m 2 + · · · + m k and that this idempotent is exactly the value ρ S (s 1 , . . . , s m ) which we are looking for. The problem is that the word w N is far too long and has a complicated structure (as it contains every word of length ≤ k over A as a factor), and therefore, computing e N from its definition e N = w N (s 1 , . . . , s m ) would require an exponential in k number of multiplications. On the other hand, since T as a subsemigroup of S has at most k elements, at most k − 1 inequalities in (13) can be strict. Thus, if one can locate all these strict inequalities, then one could prove by induction that all idempotents e n with k ≤ n ≤ N might be found in polynomial time. Indeed, Lemma 4.1 would serve as the induction basis, while the formula e i+1 = (e i v i+1 (s 1 , . . . , s m )e i ) (i+1)! would ensure the induction step: the length of the word v i+1 does not exceed k so computing e i+1 from the known value of e i requires only O(k) multiplications. This is the idea behind the algorithm PI.
Before we proceed with our solution of the problem of locating strict inequalities in (13), we give a simple example which reveals where the hidden difficulties of the problem lay. Let S be the subsemigroup in T 3 generated by the transformations a = ( 1 2 3 2 3 1 ) and b = ( 1 2 3 2 2 3 ). It is easy to calculate that S consists of 24 elements and in fact it is obtained from T 3 by omitting the three transpositions of {1, 2, 3}. We are going to evaluate at the generators a and b of S the two profinite words obtained as the limits of the sequences (12) corresponding to the two possible total orderings of the set A = {x, y}.
First suppose that x < y whence the short-lex order listing of the set A + starts as follows:
Then w 1 (a, b) = a and w 2 (a, b) = (a · b · a) 2 which is an idempotent in the kernel of S , namely, ( 1 2 3 3 3 3 ). Thus, we have immediately reached the value of the corresponding kernel idempotent of Ω A . Now suppose that y < x which makes the beginning of the short-lex order listing of A + look as follows: y < x < y 2 < yx < xy < x 2 < y 3 < . . . .
Then we have
and only w 6 (a, b) = (b · a 2 · b) 720 is an idempotent in the kernel of S , namely, ( 1 2 3 2 2 2 ). This is the value of the corresponding kernel idempotent of Ω A . The reader sees from these calculations that what we need is a procedure which in the first case should force us to calculate the value of the word w 2 while in the second case the same procedure should result in skipping 4 intermediate steps and in calculating the value of w 6 directly from the value of w 1 . It appears that mastering such a procedure is not an obvious task.
We shall reduce the problem of locating strict inequalities in (13) to an attainability problem in a deterministic finite automaton which is a sort of "squared" Cayley graph of the semigroup T . Recall that the [right] Cayley graph of T with respect to the generating set {s 1 , . . . , s m } is the finite automaton A(T ) = (T, A, δ) with the state set T , the input alphabet A = {x 1 , . . . , x m } and the transition function δ : T × A → T defined by δ R (t, x i ) = ts i . A straightforward breadth-first-search procedure starting from the generating set of T produces the Cayley graph of T using m|T | ≤ mk multiplications and O(k) enqueuing-dequeuing operations. Further, given an arbitrary finite automaton A = (Q, A, δ), we denote by A [2] the automaton (Q [2] , A, δ [2] ) with the state set Q [2] being the set of all 1-and 2-element subsets of Q and the transition function δ [2] : Q [2] × A → Q [2] being defined by
Clearly, the automaton A [2] can be built from A in O(|Q| 2 ) operations. Therefore the running time of our next preparatory step is O(k 2 ):
PI2 Construct the automaton A [2] (T ).
The main loop of the algorithm PI repeatedly calls a subroutine performing a version of breadth-first-search in a given deterministic finite automaton A = (Q, A, δ). We name this core subroutine RA (Restricted Attainability). Its inputs are:
• two non-empty subsets I and F of the state set Q;
• a positive integer k ;
• a word v ∈ A + of length ≤ k .
If there is a word w ∈ A + of length ≤ k such that δ(I, w) ∩ F = ∅ and v < w in the short-lex order, then RA returns the least (in the short-lex order) word with these properties; if no such word exists, the subroutine returns an error code (the empty word, say). Proof. The idea of our algorithm is that we first try to find the desired word w among words of length by successively checking words having with v a common prefix of length − 1, − 2, . . . , 1, 0. If this fails, we simply search for the least word w of length between + 1 and k such that δ(I, w) ∩ F = ∅.
In the following more formal description of the algorithm we use queues (first-in, first-out dynamic sets). We always assume that our queues admit no repetitions: while forming a queue, we mark every enqueued object and never add marked objects to the same queue. This convention implies in particular that each queue of states appearing below contains at most |Q| elements.
Write the word
Let us analyze the running time of the proposed implementation of RA. The initialization (step RA1) requires creating queues, and since every queue contains at most |Q| states, we need at most m|Q| operations in order to build each queue. Therefore the initialization time is O(|Q| ). The loop RA3.1-RA3. 6 repeats at most times and on each repetition we build at most queues. The total time devoted to the loop is therefore O(|Q| 2 ). Similarly, at most k queues are built on steps RA5 and RA6, and therefore, O(|Q|k) time is spent in total performing these steps. Altogether, we see that the total running time of RA is O(|Q|k 2 ). Now we are ready to describe the main loop of our algorithm PI. It calculates two objects: e (an idempotent in T , the subsemigroup generated by s 1 , . . . , s m ) and v (a word in A + ).
PI3 Let e = e k (the idempotent found on step PI1) and v = v k (the k th word in the short-lex order listing of A + ).
PI4 Form two sets of states of the automaton A [2] (T ): I is the set of all 2-element subsets of the left ideal T e, while F is the set of all 1-and 2-element subsets {t 1 , t 2 } ⊆ T such that t 1 e = t 2 e.
PI5
Call the subroutine RA(I, F, k, v).
PI6
If RA(I, F, k, v) returns the empty word, then stop; otherwise let v be the word returned by RA(I, F, k, v).
PI7 Let e = (ev(s 1 , . . . , s m )e) ω and go to PI4. Proof. Thinking of the chain (13) as a staircase, consider an arbitrary "step"
here either e i = e k or i > k and e i−1 > e i . Since (13) contains at most k − 1 such stairs and the last idempotent of the last stair is precisely ρ S (s 1 , . . . , s m ) (see the proof of Proposition 3.7), it suffices to show that if, during the course of PI, the parameters e and v get equal to respectively e i and v i , then after performing steps PI4-PI7 e and v become respectively e j and v j . We shall deduce this claim from the following easy lemma:
Lemma 4. 4 . Let e be an idempotent of a finite semigroup T , t ∈ T . Then e = (ete) ω if and only if ate = bte implies a = b for all a, b ∈ T e.
Proof. We first observe that e = (ete) ω if and only if T e = T ete. Indeed, it is clear that T e ⊇ T ete, and if e = (ete) ω then e ∈ T ete yielding the reverse inclusion T e ⊆ T ete. Conversely, if T e = T ete then multiplying on the right by te we get T e = T ete = T (ete) 2 = . . . whence T e = T (ete) ω . Since the commuting idempotents e and (ete) ω generate the same left ideal, they must be equal. The right multiplication by te maps the finite set T e onto its subset T ete. Therefore T e = T ete if and only if this mapping is injective, that is, if and only if ate = bte implies a = b for any a, b ∈ T e.
Let t = v (s 1 , . . . , s m ) for all = i + 1, . . . , j . By Lemma 4.4 , at e i = bt e i for any 2-element subset {a, b} ⊆ T e i and for any < j , but there is a 2-element subset {a, b} ⊆ T e i such that at j e i = bt j e i . Rephrased in terms used in the above description of the algorithm PI, this means that v j is the least (with respect to the short-lex order) word such that v i < v j and, in the automaton A [2] (T ), δ [2] (q, v j ) ∈ F for some state q ∈ I . Therefore the subroutine RA(I, F, k, v) with v = v i will return the word v j as the next value of v . Hence e j = (e j−1 t j e j ) j! = (e i t j e i ) j! is the next value of e, as required. Proof. In view of Proposition 4.3, it remains to estimate the running time of PI. Let |S| = k . The main loop PI4-PI7 of the algorithm iterates at most k − 1 times. Building the subsets I and F on step PI4 requires checking all 2-element subsets of the subsemigroup T generated by s 1 , . . . , s m and thus takes O(k 2 ) time. On step PI5 the subroutine RA for the automaton A [2] (T ) is called. Taking into account that A [2] (T ) has at most k(k+1) 2 states, we conclude from Lemma 4.2 that at most O(k 4 ) time is spent in total at this step. We see that the running time of the main loop is O(k 5 ), and the overhead for initialization (steps PI1-PI3) is negligible (cf. Lemma 4.1 and the discussion preceding the description of step PI2). Thus, the total running time of PI is O(k 5 ).
We conclude this section with some applications of Theorem 4.5 to the theory of implicit operations and to the membership problem for pseudovarieties. The first of these applications immediately follows from the theorem and Corollary 3.4. Corollary 4. 6 . There exists a polynomially computable implicit operation ρ beyond C(Ω 1 ), in other words, ρ cannot be obtained by multiplying and iterating unary implicit operation.
Our next result answers Margolis's question that has given rise to the present paper (see the introduction). To prove it, one merely combines Theorem 4.5 with Proposition 3.2.
Corollary 4.7. If a group pseudovariety H has a finite pro-identity basis involving only polynomially computable implicit operations, then so does the pseudovariety H.
Of course, if one knows a polynomial algorithm for testing membership in a group pseudovariety H, then a polynomial algorithm for testing membership in H can be easily obtained from the very definition of the latter pseudovariety. Thus, Corollary 4.7 is to be treated rather as a confirmation of the language of pro-identities being adequate from the computational complexity point of view than as a proper way towards an efficient solution of the membership problem for H. It is worth noting, however, that there is a natural class of pseudovarieties for which polynomial algorithms obtained via Theorem 4.5 are so far the only known tool for efficient membership testing. Namely, as it follows from a result by Reilly and Zhang [25] , for every pseudovariety V of finite bands, there exists a greatest pseudovariety V f of finite semigroups such that V f ∩B = V , where B stands for the pseudovariety of all finite bands. One may observe a certain analogy between the pseudovarieties V f and H because the latter can be defined in a similar fashion as a greatest pseudovariety of finite semigroups such that H ∩ G = H, where G is the pseudovariety of all finite groups. A structural description of V f (which unlike that of H is highly non-trivial) has been found in another paper by Reilly and Zhang [26, Theorem 5.3] . Though it allows to test whether or not a given finite semigroup S lies in V f , the corresponding algorithm is not polynomial in time as it requires inspecting all completely regular subsemigroups T of S for which T /J is a chain and, generally speaking, the number of such T is not bounded by any polynomial of |S|. On the other hand, Reilly and Zhang have found for each pseudovariety V f a finite pro-identity basis involving, besides the "standard" unary implicit operations x → x ω and x → x ω−1 and the multiplication, the kernel idempotents ρ(x 1 , . . . , x m ) [26, Theorem 6.2] . Combining this result with Theorem 4.5, we immediately obtain Corollary 4.8. For every pseudovariety V of finite bands, there exists an algorithm to test whether or not a given finite semigroup S lies in the pseudovariety V f in polynomial (as a function of |S|) time.
