For the Poisson problem in two dimensions, posed on a domain partitioned into axis-aligned rectangles with up to one hanging node per edge, we envision an efficient error reduction step in an instance-optimal hp-adaptive finite element method. Central to this is the problem: Which increase in local polynomial degree ensures p-robust contraction of the error in energy norm? We reduce this problem to a small number of saturation problems on the reference square, and provide strong numerical evidence for their solution.
Introduction
We consider the Poisson model problem of finding u : Ω → ℝ that satisfies −∆u = f in Ω, u = 0 on ∂Ω, (1.1) where Ω ⊂ ℝ 2 is a connected union of a finite number of essentially disjoint axis-aligned rectangles, and f ∈ L 2 (Ω). Given a 1-irregular quadrangulation T of the domain into essentially disjoint axis-aligned rectangles, let U T be the space of continuous piecewise polynomials of variable degree with respect to T that vanish on the domain boundary, and let u T ∈ U T be the best approximation of u in energy norm. We are interested in the following contraction problem: Problem. Which (hp-)refinement T of T ensures contraction of the energy error, in that
for some fixed α < 1 independent of T and its local polynomial degrees?
It is well known that this problem is equivalent to the saturation problem of finding T for which
for some ρ > 1; in this work, we will study the saturation problem, posed locally on a patch of rectangles around a given vertex. The idea of hp-adaptive finite element methods started gaining momentum in the eighties with the seminal works of Babuška and colleagues [12, 13] . They showed that for certain elliptic boundary value problems, careful a priori decisions between h-refinement and p-enrichment can yield a sequence of finite element solutions that exhibit an exponential convergence rate with respect to the number of degrees of freedom (DoFs).
Since then, a lot of research has been done on hp-adaptive refinement driven by a posteriori error estimates, but despite the interest, it was not until 2015 that Canuto, Nochetto, Stevenson and Verani [5] proved the instance optimality -and with it, exponential convergence -of one such method. The method alternates between (i) a module that refines the triangulation to reduce the energy error with a sufficiently large fixed factor, and (ii) an hp-coarsening strategy developed by Binev [1] that essentially removes near-redundant degrees of freedom to yield an instance optimal triangulation. The sequence of triangulations found after each hp-coarsening step then exhibits the desired exponential decay.
In [5] , the error reducer of step (i) was a typical h-adaptive loop driven by an element-based Dörfler marking, using the a posteriori error estimator of Melenk and Wohlmuth [15] . The efficiency of this error estimator is known to be sensitive to polynomial degrees, which can lead to a runtime that grows exponentially in the number of DoFs.
In [6] , Canuto, Nochetto, Stevenson and Verani explore a different error reduction strategy. It is an adaptive p-enrichment loop driven by a vertex-based Dörfler marking using the equilibrated flux estimator, which was shown to be p-robust in [2] . They show that solving a number of local saturation problems, posed on patches around a vertex in terms of dual norms of residuals, leads to an efficient error reducer. They were able to reduce the problem, stated on triangulations without hanging nodes, to three problems on a reference triangle, and provided numerical results indicating that uniform saturation holds when increasing the local degree p to p + ⌈λp⌉ for any constant λ > 0, but that an additive quantity of the form p + n is insufficient.
Finally, in [4] , Canuto, Nochetto, Stevenson and Verani present a theoretical result solving a slightly ill-fitted variant of one of the reference problems. Whereas the former two works discuss partitions of the domain into triangles, the latter proves a result on the reference square instead. As a first step towards repairing this inconsistency, the present work considers quadrangulations. Our goal of adaptive approximation requires us to consider partitions with hanging nodes, which introduce complications. A key contribution in this regard has been made by Dolejší, Ern and Vohralík in [9] .
Contributions of this Work
This work has two related goals. In a larger context, we aim to take a step in the direction of a polynomial-time hp-adaptive FEM with exponential convergence rates. In particular, we are interested in finding an efficient error reducer. To this end, we reduce the saturation problem to a small number of problems on the reference square, and provide numerical results suggesting these problems may be solvable theoretically. We detail the computational aspect as well, so that the numerical results are easily reproducible.
On a lower level, this work aims to extend the reduction to reference problems of [6] from regular triangulations equipped with polynomials of certain total degree to the situation of 1-irregular quadrangulations with polynomials of certain degree in each variable separately. Allowing 1-irregularity makes for a rather involved adaptation of the original result, as the refined regular patches are not necessarily composed of elements containing the original vertex.
Organisation of this Work
In Section 2, we will establish our notation. In Section 3, we show a contractive property within (hp-)adaptive finite element context, under a local patch-based saturation assumption. In Section 4, we reduce the local saturation assumption to boundedness of a small number of reference saturation coefficients. In Section 5, we discuss the computation of these coefficients, and in Section 6 we show numerical results suggesting that these quantities are in fact bounded.
Notation and Setup
In this work, A ≲ B will mean that A is bounded by at most a multiple of B, independently of the parameters of A and B, and A ≂ B means that A ≲ B and B ≲ A. 
Quadrangulations
We consider partitions T of the domain into closed axis-aligned rectangles. We impose that T ∘ 1 ∩ T ∘ 2 = ⌀ for T 1 , T 2 ∈ T distinct, and allow irregularity along shared edges, meaning that T 1 ∩ T 2 may be empty, a shared vertex, or part of a shared edge. Irregularity allows for highly adaptive quadrangulations, but to ensure p-robustness of our main result, we restrict ourselves to 1-irregularity: every element edge may contain up to one hanging node -a vertex in the interior of a neighbor's edge.
To avoid pathological situations, we lastly assume that every T is found from a regular initial quadrangulation (i.e., without hanging nodes) by means of repeated red-refinement (subdivision into four similar rectangles), thus automatically ensuring uniform shape regularity. We collect the family of such quadrangulations in the set . See Figure 1 for a few examples.
The set of nonhanging vertices of a quadrangulation T ∈ form the set V T , and V ext T (resp. V int T ) is its subset of boundary (resp. interior) vertices. The edges of T form the set E T .
Polynomials on Quadrangulations
For T ∈ T ∈ , write ℚ p,p (T) for the space of polynomials on T of degree at most p and p in the two canonical coordinates. Define ℚ p (T) := ℚ p,p (T). Equip each T with a local polynomial degree p T = p T,T for which p T ≥ 1, and write p T := (p T ) T∈T for the collection of these local degrees. Then with ℚ −1 p T (T) := ∏ T∈T ℚ p T (T) the space of broken piecewise polynomials over T of degree at most p T on every element, we introduce the finite-dimensional subspace U T of H 1 0 (Ω) as
Denote with u ∈ H 1 0 (Ω) the weak solution to (1.1), and its Galerkin approximation as u T ∈ U T .
Patches
Let ψ a be the hat function characterized by ψ a ∈ C(Ω) ∩ ℚ −1 1 (T) and ψ a (b) = δ ab for all b ∈ V T . Let ω a = ω T,a be its support, and denote with T a ⊂ T the quadrangulation restricted to ω a ; we call this set a patch. For each nonhanging vertex a ∈ V T , write p a := p T a = (p T ) T∈T a , p a := max p a .
It will prove meaningful to decompose the patch edges E 
Remark. Our definition of H 1 * (ω a ) coincides withH 1 * (ω a ) in [10, p. 1021], but differs from its definition in, e.g., [6, 9] when a ∈ V ext T . Nonetheless, relevant dual norm properties of the residual in [6, Sections 3-4] carry over to our case.
Refined Patches
Given T a , define the refined patchŤ a as the smallest regular red-refinement of T a , and let eachŤ ∈Ť a inherit its local degree pŤ from its parent in T a . The key insight of considering the regular refinementŤ a instead of T a was proposed in [9] and allows us to write the discrete residual below as a sum of inner products with local polynomials.
For the four edge sets
, define theiř-variants as the set of children edges; e.g., E int a := {ě ∈ EŤ a : there exists e ∈ E int a such thatě ⊂ e}. See Figure 2 for a few examples. 
Reducing the Contraction Problem to Local Saturation Problems
This section will follow the same general structure of [6, ; proofs are omitted for brevity but follow analogously to their counterpart in [6] .
For ω a proper subset of Ω, let ⟨ ⋅ , ⋅ ⟩ ω denote the L 2 (ω)or [L 2 (ω)] 2 -inner product, and ‖ ⋅ ‖ ω its norm. Unless mentioned otherwise, closed subspaces of
Residual
Forě ∈Ě int a , we denote with [[ ⋅ ]] the jump operator and with ně a unit normal vector ofě . We then define the global and localized residuals as
and observe that after integration by parts, the localized residual satisfies
The following result, first discovered in [7] in a slightly different formulation, shows that the residual dual norms ‖r a ‖ H 1 * (ω a ) may be used as a posteriori error indicators.
Proposition 3.1 (Reliability and Efficiency [6, Proposition 3.1]). There is a constant C
eff > 0 with |‖u − u T |‖ 2 Ω ≤ 3 ∑ a∈V T ‖r a ‖ 2 H 1 * (ω a ) , ‖r a ‖ H 1 * (ω a ) ≤ C eff |‖u − u T |‖ ω a (a ∈ V T ).
Data Oscillation and Discrete Residual
For a rectangle T, define Π T p as the L 2 (T)-orthogonal projection onto ℚ p (T). The approximation ΠŤ a f to f is then piecewise defined through (ΠŤ a f)|Ť := ΠŤ pŤ f|Ť. The difference between f and its approximation is quantified by the data oscillation, defined as
We will study the discrete residual, computed on discrete data ΠŤ a f instead of f :
A Theoretical AFEM
We envision an abstract adaptive FEM that loops SOLVE -ESTIMATE -MARK -REFINE, driven by the vertex-based a posteriori error indicators ‖r a ‖ H 1 * (ω a ) . The following result provides sufficient conditions for p-robust contraction of the error in energy norm. This AFEM can serve as an efficient error reducer in an instance-optimal hp-AFEM through a coarsening step; cf. [1] . Proposition 3.3 (Contraction of AFEM [6, Proposition 4.1]). Let θ ∈ (0, 1] and ρ ∈ [1, ∞) be constants. Suppose that for some λ ∈ (0, θ C osc ρ ), we have: (a) small data oscillation:
Then, with u ∈ U the Galerkin approximation of the solution u of (1.1), we have contraction,
meaning that the error is reduced by a factor α, uniformly bounded away from 1.
Remark. Assumption (a) is usually satisfied [6, Remark 4.2] , and the Dörfler marking for (b) can be constructed by ordering vertices by ‖r a ‖ H 1 * (ω a ) , so we will focus on (c). Given a function q : ℕ → ℕ such that
In Theorem 4.2 below, we reduce existence of q to a small number of saturation problems on the reference square. Under this assumption, U can then be constructed as UŤ, whereŤ is found through the following REFINE step: (i) for each a ∈ M, replace T a by its smallest regular red-refinementŤ a , (ii) for each a ∈ M, for eachŤ ∈Ť a , increase pŤ to q(p a + 1) + 1, (iii) takeŤ as the smallest 1-irregular red-refinement of the resulting quadrangulation.
The numerical results of Section 6 suggest that the aforementioned reference problems are solved for q(p) := p+⌈λp⌉ for any λ > 0. Each REFINE step multiplies the number of elements by not more than a factor 4, and the local degrees by (up to) a constant factor 1 + ⌈λ⌉. Therefore, the dimension of the local finite element space is multiplied by not more than a factor 4(1 + ⌈λ⌉) 2 ; since the number of REFINE steps necessary for a fixed error reduction factor δ ∈ (0, 1) is bounded by M ≤ ⌈ log δ log α ⌉, this leads to an efficient error reducer.
Equivalent Computable Error Quantities
The localized discrete residualsr a provide, through their dual norms ‖r a ‖ H 1 * (ω a ) , reliable and efficient error indicators which can drive an AFEM. These dual norms are, however, not computable.
For p ≥ 0 and a rectangle T, the Raviart-Thomas space of degree p is defined as
The following two results underline the importance of this space for p-robust analysis. 
Lemma 3.5 (p-Robust Raviart-Thomas Extension). Let T be a rectangle with edges {e
1 , e 2 , e 3 , e 4 }, and let γ be the union of one or more such edges. Suppose we have a ϕ ∈ L 2 (γ) such that ϕ| e ∈ ℙ p (e) for all edges e ⊂ γ, and when γ = ∂T, additionally ⟨ϕ,
Remark. Lemma 3.5 follows from a careful reading of [8, Sections 3.3-3.4], where we sum over only those polynomial lifts U j that correspond with an edge in γ. Admittedly, their result is on tangential derivatives and H(curl; T), but a rotation over 90 degrees recovers our result for the normal derivatives and H(div; T).
In [9] , Dolejší, Ern and Vohralík use these two lemmas (stated on triangles) to find a Raviart-Thomas flux σ a ∈ ∏Ť ∈Ť a RT p a (Ť) with p-robust norm equivalence ‖σ a ‖ ω a ≂ ‖r a ‖ H 1 * (ω a ) , and present an efficient algorithm for its construction. The error indicators ‖σ a ‖ ω a can be computed, and can therefore drive an AFEM.
Reduction to Reference Saturation Problems
In this section, we prove the main theorem of the present work, reducing the local p-robust saturation problem to a small number of saturation problems on the reference square.
Saturation Coefficients
LetT := [−1, 1] 2 be the reference square. Given a closed linear subspaceĤ ⊂ H 1 (T) on which the H 1 (T)-seminorm is a norm, a finite-dimensional linear subspaceV ⊂Ĥ , and a set of functionalsF ⊂Ĥ , define the saturation coefficient
which, if bounded, shows thatV is a large enough subspace to saturateĤ over the setF . Lemma 4.1 (Saturation Extends to Rectangles). When T ∈ , then for any T ∈ T, 
Enumerating the Interior Edges of a Refined Patch
Refined patches will play an integral role in the proof of the forthcoming Theorem. Take a ∈ V T , and letŤ a be its refined patch. We will construct an enumeration of the interior edgesĚ int a ofŤ a as (ě i ) n a i=1 , where n a := #Ě int a , and for each interior edge, choose a specific squareŤ i ∈Ť a adjacent toě i .
Because every patch T a is a 1-irregular collection of axis-aligned rectangles, there is only a finite number of different refined patch types. In fact, it can be shown that up to rotation/flipping ofŤ a , all patches fall in one of the thirteen types on the right of Figure 3 .
Overlay the vertex a with theâ in the 4 × 4 grid to the left of Figure 3 . Then everyě ∈Ě int a inherits a number 1 ≤ k(i) ≤ 24 from the grid. We then enumerate (ě i ) n a i=1 in increasing order of the values k(i), and we choosě T i as the square above or to the left ofě i (whichever is applicable). . We enumerate interior edges of a patch by overlaying its vertex a withâ in the left grid, and numbering them in increasing order.
Main Theorem
Let T be a rectangle. When γ ⊂ ∂T with meas(γ) > 0, the space H 1 0,γ (T) denotes the closure in H 1 (T) of the smooth functions on T that vanish on γ. By abuse of notation, when E = {γ} is a collection of such parts of the boundary, H 1 0,E (T) will denote the closure of smooth functions that vanish on every γ separately.
For brevity purposes, write the restriction of H 1 * (ω a ) to piecewise polynomials as
We enumerate the edges of the reference squareT as ET = (ê 1 ,ê 2 ,ê 3 ,ê 4 ), in counterclockwise fashion, starting from the rightmost edge. Theorem 4.2 (Reduction of p-Robust Saturation). Given the following sets of subsets of ET,
1) define the following reference saturation coefficients:
then we have p-robust saturation, in that
dependent onŜ , but independent of the quadrangulation T and its local degrees.
Outline of Proof
Our proof is similar in taste to [2, Theorem 7] and [6, Theorem 7.1], with some details requiring a more involved approach. We will perform three steps. Write, as in (3.1),
for some ϕŤ ∈ ℚ pŤ +1 (Ť) and ϕě ∈ ℙ p a +1 (ě ). In Step (A) below, we bound the dual norm of the set of element terms; in Steps (B) and (C), we do the same for the set of edge terms. Throughout the proof, we will use the assumption pŤ ≥ 1 to find that, for interior vertices a ∈ V int T , the residual vanishes on constants (ψ a ∈ U T sõ r a (1) =r (ψ a 1) =r (ψ a ) = 0).
In
Step (A), we employ sup p max E∈ (A) S (A) E,p,q(p) < ∞ to find, on every rectangleŤ ∈Ť a , a functional
that removes theŤ-contribution fromr a , in the sense that the residual r 
that removes theě i -contribution fromr (i−1) a while not re-introducing contributions on edgesě j for j < i, in the sense that the residualr (i) a :=r
(4.6)
Lastly, in Step (C), the final iteration i = n a , we make a distinction. When a ∈ V ext T is a boundary vertex, we construct arě na ∈ H 1 * (ω a ) for which (4.5) and (4.6) hold once more. Then through the triangle inequality, #Ť a ≤ 16, and #Ě int a ≤ 24 we find
When a ∈ V int T is an interior vertex, we use sup p S
which implies that
In either case, we conclude that (4.2) must hold.
Extension Lemma
Proving, in particular, inequality (4.5) requires some creativity. Assume for now that a is a boundary vertex (the other case is handled in the main proof). We will require the intermediate result that for some specific finite-dimensional subspace of polynomials
Our approach is the following. Note that ⟨ϕ and for v that vanishes on all local Dirichlet edges, Ev then vanishes on all patch Dirichlet edgesě ∈Ě D a,i . Existence of this Ev depends on the enumeration (ě i ) n a i=1 of interior edges. The following lemma shows that with our particular construction, we can build a suitable E. Lemma 4.3 (Bounded Polynomial Extension). LetŤ a be one of the thirteen refined patch types of Figure 3 . Let n a , (ě i ) n a i=1 , and (Ť i ) n a i=1 be as defined in Section 4.2. For each squareŤ i , we enumerate its edges as (e 1 , e 2 , e 3 , e 4 ), in counterclockwise fashion, starting from the rightmost edge. For 1 ≤ i ≤ n a − 1, and i = n a when a is an external vertex, the following holds:
(1) The setĚ loc,D a,i is nonempty. In fact, one of five situations occurs: 
so that for all v, its extension Ev vanishes on patch Dirichlet edges; specifically, or equal to someě j for j > i, or (situations (d)-(e)) whenŤ i is in the topmost row or leftmost column, either e 2 or e 3 is inĚ ext,N a , but never both. By the first result of this lemma, there are essentially five cases to look at. See Figure 4 . Denote with T the union of squares in the appropriate case. Let v ∈ H 1 0,Ě loc,D a,i (Ť i ) ∩ ℚ q(p a +1) (Ť i ). We will use multiple reflections of v to find a piecewise polynomial v ∈ H 1 (T ) (of degree q(p a + 1) + 1) that vanishes on the part of ∂T denoted by the thick line. Restricting v to T ∩ ω a (because T may contain squares outsideŤ a ) yields a function that vanishes on the edgesě ∈Ě int a withě ⊂ ∂T , so that we can easily zero-extend v| T ∩ω a to
The choice ofŤ i ensures thatě i is its right or bottom edge. Moreover, the enumeration is bottom-right to top-left, so that every patch Dirichlet edge is positioned either above or to the left ofŤ i . On the other hand, the support of our extension Ev is -as we will shortly see -to the right or bottom ofŤ i . Therefore, Ev necessarily vanishes on all ofĚ D a,i . It remains to construct v with the desired properties above, for each situation. 
Proof of Theorem 4.2
We proceed in several steps.
Step (A0). For everyŤ ∈Ť a , we will find our functionalrŤ ∈ H 1 * (ω a ) by constructing a Raviart-Thomas flux σŤ ∈ RT p a +1 (Ť), and writerŤ(v) = ⟨σŤ , ∇v⟩Ť. LetŤ ∈Ť a .
Step (A1). Let us constructrŤ. Lemma 3.4 guarantees that there is a σ 
Now, integration by parts tells us that
Then, through (4.8) and (for the final inequality) H 1 0 (Ť) ⊂ HŤ, we have
so that |‖wŤ|‖Ť ≲ ‖⟨ϕŤ , ⋅ ⟩Ť‖ HŤ .
We invoke Lemma 3.5 with γ := ⋃ě ∈Ě exť Tě , ϕ ∈ L 2 (γ) piecewise defined as ϕ|ě := −σ (1) T ⋅ nŤ, and take τ := ∇wŤ, yielding a σ Step (A2). We will verify (4.4). Integration by parts yields that for v ∈ H 1 * (ω a ),
Therefore,r
a removes all element contributions fromr a ; it follows that indeedr a −r (0) a is a sum of contributions over (interior) edges:
e is a sum of polynomials ϕ
Step (A3). We verify (4.3). By definition,rŤ(1) = 0. Cauchy-Schwarz, (4.8), and (4.9) imply
Moreover, we haveĚ inť T ̸ = ⌀, hence it can be identified with a set E ∈ (A) from (4.1). By assumption, sup p S (A) E,p+1,q(p+1) ≤Ŝ , so that through Lemma 4.1, we find ‖⟨ϕŤ , ⋅ ⟩Ť‖ HŤ ≲ ‖⟨ϕŤ , ⋅ ⟩Ť‖ VŤ , where VŤ := HŤ ∩ ℚ q(p a +1) (Ť). Every v ∈ VŤ vanishes on interior edges; write its zero-extension to ω a as v ∈ H 1 (ω a ). Then
Byr a (1) = 0 for a ∈ V int T , we have ⟨ϕŤ , v⟩Ť =r a (v) =r a (v); moreover, |‖v|‖Ť = |‖v|‖ ω a , so
|r a (w)| |‖w|‖ ω a =: ‖r a ‖ H 1 * ,q(pa +1) (Ť a ) .
Chaining the dual norm inequalities in this step yields (4.3).
Step (B0). In this step, we traverse the interior edgesĚ int a in the order (ě j ) n a j=1 constructed in Section 4.2. Let (Ť j ) n a j=1 be the sequence of squares for eachě j . At each iteration of the traversal, we use result (1) of Lemma 4.3 to remove theě i -contribution from the previous residual by -in a fashion similar to Step (A1) -solving a local Galerkin problem and constructing a Raviart-Thomas flux σ i with specific properties. The resulting functionalrě i ∈ H 1 * (ω a ) will be found as ⟨σ i , ∇v⟩Ť i . We then use result (2) of the Lemma to establish the dual norm bound of (4.5), similar to Step (A3).
We will continue by induction. Let i = 1.
Step (B1). We constructrě i . By result (1) of Lemma 4.3, we haveĚ loc,D a,i ̸ = ⌀, so the problem
has a unique solution w (i) ∈ H i for which it holds that
By Lemma 3.5, there is a σ i ∈ RT p a +1 (Ť i ) with the same normal components onĚŤ i \Ě loc,D a,i as ∇w (i) such that
We then definerě i ∈ H 1 * (ω a ) andr
Step (B2). Let us look at (4.6) . In light of (4.4) when i = 1, or (4.6) for i ≥ 2, suppose we havẽ
Using that v ∈ H 1 * (ω a ) vanishes along edges inĚ ext,Ď T i , and considering the normal components of σ i , integration by parts yields (4.6):
Step (B3). We verify (4.5). By definition,rě i (1) = 0. Moreover, by result (1) 
To establish (4.5), it suffices to show 
We proceed as in Step (A3). Take v ∈ V i . Result (2) of Lemma 4.3 guarantees a bounded extension from v to a Ev ∈ H 1 (ω a ) ∩ ℚ −1 q(p a +1)+1 (Ť a ) that vanishes on interior edgesě j with j > i. Moreover, Ev is zero on edgeš e ∈Ě ext,D a whenever a ∈ V ext T , so that in fact
Computation of Reference Saturation Coefficients
In this section, we detail on the numerical computation of the saturation coefficient S(Ĥ ,V ,F ). To allow computation of this coefficient, we first write it as the solution to a generalized Eigenvalue problem. We then discuss the construction of bases for the spacesĤ ,V , andF involved in the specific saturation coefficients of Theorem 4.2.
An Equivalent Problem
In our applications,F is a finite-dimensional subspace ofĤ rather than just a subset, allowing us to write S(Ĥ ,V ,F ) as sup {F ∈F : ‖F ‖V =1} ‖F ‖Ĥ . SinceF is finite-dimensional, this supremum is attained, so we may equivalently solve the following: Then problem (5.1) is equivalent to finding the largest generalized Eigenvalue μ 2 of the system
Proof. Let, forÛ ∈ {Ĥ ,V } andF ∈F , the function uÛ = uÛ(F ) be the unique solution to ⟨∇uÛ , ∇vÛ⟩T =F (vÛ) (vÛ ∈Û).
Recalling that we equipÛ with |‖ ⋅ |‖T := ‖∇ ⋅ ‖T, and thusÛ with the corresponding dual norm, we have ‖F ‖Û = |‖uÛ|‖T. WriteF as F ⊤ ΣF and uÛ as uÛ = u ⊤Û ΞÛ; then
reducing problem (5.1) to the following:
Find largest μ > 0 such that, for some F ̸ = 0,
This, by virtue of both RĤ and RV being symmetric positive-definite, is a Rayleigh quotient for the generalized Eigenvalue problem of (5.2) (cf. [14] ).
Discrete Saturation Coefficients
In all of the cases of Theorem 4.2, the spaceĤ is an infinite-dimensional closed subspace of H 1 (T), so computing S(Ĥ ,V ,F ) by means of (5.2) will likely not be possible. However, the following result shows that we may restrict ourselves to a finite-dimensional subspace that is large enough. Lemma 5.2. SinceF is a finite-dimensional subspace ofĤ , a compactness argument shows that the discrete saturation coefficient S(Ĥ ∩ ℚ r (T),V ,F ) tends to S(Ĥ ,V ,F ) for r → ∞.
Bases for the Subspaces
Solving (5.2) hinges on computing the stiffness matrix AĤ and load matrix LĤ , which depend on the choice of basis. In practice, we are able to choose these bases with tensor-product structure. For instance, when ΞĤ =: 
constitute an orthonormal basis with respect to the H 1 (Î )-seminorm which we call the Babuška-Shen basis. With respect to the L 2 (Î )-inner product, this basis is quasi-orthogonal in that ⟨ξ k , ξ m ⟩̂I = 0 ⇐⇒ k − m ̸ ∈ {−2, 0, 2}, and ⟨ϕ k , ξ m ⟩̂I = 0 ⇐⇒ k − m ̸ ∈ {0, 2}.
We can supplement the Babuška-Shen basis with ξ 1 (x) = 1 2 √ 2(1−x) to find an orthonormal basis for H 1 0,{1} (Î ), and withξ 1 (x) := ξ 1 (−x) for a basis for H 1 0,{−1} (Î ). These supplemented functions are L 2 (Î )-orthogonal to ξ m for m ≥ 4.
Recall the saturation coefficients from Theorem 4.2. The spaceV is in every case justĤ restricted to polynomials of lower degree, so we will focus on building bases forĤ andF . forĤ is readily constructed through the Babuška-Shen basis, supplemented to account for boundary conditions, up to degree r in each coordinate.
First Discrete Coefficient
Choosing Φ := Φ 1 ⊗ Φ 2 with Φ 1 := Φ 2 the Legendre basis up to degree p, we set ΣF := ⟨Φ, ⋅ ⟩T. Then the load matrix can be computed from LĤ = ⟨Φ, ΞĤ ⟩T = ⟨Φ 1 , Ξ 1 ⟩̂I ⊗ ⟨Φ 2 , Ξ 2 ⟩̂I.
Second Discrete Coefficient S (B) E,p,q,r
The spaceĤ is the same as in S (A) E,p,q,r so its basis ΞĤ = Ξ 1 ⊗ Ξ 2 is readily constructed. For F := {h → ⟨ϕ, h⟩ê 1 : ϕ ∈ ℙ p (ê 1 )}, we choose the basis ΣF := ⟨Φ, ⋅ ⟩ê 1 with Φ the Legendre basis for ℙ p (ê 1 ). Then LĤ = ⟨Φ, ΞĤ ⟩ê 1 = Ξ 1 (1) ⊗ ⟨Φ, Ξ 2 ⟩̂I , where Ξ 1 (x) := (ξ(x)) ξ ∈Ξ 1 .
(5.
3)
The polynomials ξ ∈ Ξ 1 with deg ξ ≥ 2 have ξ(1) = 0, so L H is sparse with entire zero rows. Table 1 : Discrete saturation coefficients for different p, q, and r. We discern three "bands" of columns, one for each function q, and within each band, different values of p, one per column. We moreover see a number of different 'bands' of rows, one for each reference problem; within each band, a number of different discrete saturation coefficients are shown, one for each (p, q, r)-tuple.
See Table 1 for the computed results. First we study the r-stabilization by means of the three "hardest" problems (ordered by saturation coefficient for p = 4, q = 8, r = 16). There is little difference between r = 2q, r = 4q, and r = 8q, indicating that r = 2q is sufficient.
Choosing q = p + 4 is insufficient for p-robust saturation: for every problem, the discrete saturation coefficients increase as a function of p. For the two strategies q = p + ⌈ p 7 ⌉ and q = 2p, we see that these coefficients decrease as a function of p, strongly suggesting p-robust saturation for p → ∞. For q = 2p, these values even tend to 1, indicating full saturation.
