We consider weighted Reed-Muller codes over point ensemble S1 × · · · × Sm where Si needs not be of the same size as Sj. For m = 2 we determine optimal weights and analyze in detail what is the impact of the ratio |S1|/|S2| on the minimum distance. In conclusion the weighted Reed-Muller code construction is much better than its reputation. For a class of affine variety codes that contains the weighted Reed-Muller codes we then present two list decoding algorithms. With a small modification one of these algorithms is able to correct up to 31 errors of the [49, 11, 28] Joyner code.
Introduction
Weighted Reed-Muller codes were introduced by Sørensen in [28] . In his paper he demonstrates that they are subcodes of q-ary Reed-Muller codes of the same minimum distance and it is therefore not surprising that not much attention has been given to them since. In the present paper we consider the above two code constructions in a slightly more general setting as we allow any point ensemble S = S 1 × · · · × S m , S 1 , . . . , S m ⊆ F q . Other authors have considered q-ary Reed-Muller codes in this setting, but nobody seems to have recognized that for such point ensembles weighted Reed-Muller codes are often superior. We shall derive a number of results regarding their efficiency and define what we call optimal weighted Reed-Muller codes in two variables. We argue that the dual codes are exactly as efficient and that they can be decoded up to half the designed minimum distance by known decoding algorithms. We then turn to the decoding of weighted Reed-Muller codes. The first decoding algorithm that we present utilizes the fact that the codes under consideration can be viewed as subfield subcodes of certain Reed-Solomon codes. This algorithm is a straightforward generalization of Pellikaan and Wu's list decoding algorithm [21] . The second decoding algorithm that we present is a more direct interpretation of the Guruswami-Sudan list decoding algorithm. We are by no means the first authors to consider such an approach for multivariate codes (see [21] , [1] , [2] ). Our contribution is that we develop a method for deriving improved information on how many zeros of prescribed multiplicity a multivariate polynomial can have given information about its leading monomial with respect to the lexicographic ordering. Using such information and allowing the decoding algorithm to perform a preparation step we develop an improved algorithm. For some optimal weighted Reed-Muller codes the first decoding algorithm of the paper is quite good, for others the latter is the best. Weighted Reed-Muller codes are examples of a particular class of affine variety codes. Whenever possible we state our findings for this more general class of codes. As a bonus we find that when equipped with a small trick the subfield subcode decoding algorithm can decode the Joyner codes [15, Ex. 3.9] beyond its minimum distance even though till now this code has resisted even minimum distance decoding. Throughout the paper we use the notation s i = |S i | for i = 1, . . . , m. If not explicitly stated we shall always assume that the enumeration is made such that s 1 ≥ · · · ≥ s m holds. In the special case that S 1 = · · · = S m we write S = S × · · · × S and s = |S|. We first show how to find the dimension of the code.
A class of affine variety codes

Proposition 1. The dimension of E(M, S) equals |M|.
Proof. We only need to show that {ev S (X i1 1 , . . . , X im m ) | 0 ≤ i j < s j , j = 1, . . . , m} constitutes a basis for F n q as a vectorspace over F q . For this purpose it is sufficient to show that the restriction of ev S to {G(X 1 , . . . , X m ) | deg Xi G < s i , i = 1, . . . , m}
is surjective. Given (a 1 , . . . , a n ) ∈ F Here, we have used the notation P v = (P
1 , . . . , P
n ), v = 1, . . . , n. It is clear that ev S (F ) = (a 1 , . . . , a n ) and therefore ev S : F q [X 1 , . . . , X m ] → F n q is surjective. Consider an arbitrary monomial ordering. Let R(X 1 , . . . , X m ) be the remainder of F (X 1 , . . . , X m ) after division with { a∈S1 (X 1 − a), . . . , a∈Sm (X m − a)}.
Clearly, F (P i ) = R(P i ) = a i , i = 1, . . . , n. Hence, the restriction of ev S to (1) is indeed surjective.
We next show how to estimate the minimum distance of E(M, S). The Schwartz-Zippel bound [26, 30, 5] is as follows:
Theorem 2. Given a lexicographic ordering let the leading monomial of F (X 1 , . . . , X m ) be X The proof of this result is purely combinatorial. Using the inclusion-exclusion principle it can actually be strengthened to the following result which is a special case of the footprint bound from Gröbner basis theory:
Theorem 3. Given a lexicographic ordering let the leading monomial of F (X 1 , . . . , X m ) be X The bound is sharp if for every M ∈ M all divisors of M also belong to M.
Proof. The first part follows from Theorem 3. To see the last part write for i = 1, . . . , m, S i = {b
m with respect to any monomial ordering and evaluates to zero in exactly n − (
Finally, any monomial that occurs in the support of F is a factor of X 
Weighted Reed-Muller codes
The first example of codes E(M, S) that comes to mind are the q-ary ReedMuller codes RM q (u, m). They are defined by choosing
Sørensen in [28] modified the above construction by instead letting
where w 1 , . . . , w m are fixed positive numbers. The resulting codes are called weighted Reed-Muller codes. In the same paper Sørensen argues that there is actually no point in considering (3) rather than (2) as every weighted ReedMuller code is contained in a code RM q (u, m) which has the same minimum distance. In the present paper we allow S 1 , . . . , S m to be any subsets of F q . As we shall demonstrate, in such a general setting replacing (2) with (3) may result in much better codes. In other words, the concept of weighted Reed-Muller codes actually makes a lot of sense. We start with a motivating example.
Example 5. In this example we construct codes over F 16 of length n = 64.
The code E(M, S) is of dimension 36 and minimum distance 8. Letting instead S = S 1 × S 2 where | S 1 | = 16 and | S 2 | = 4 we consider the following two sets of monomials
The code E(M , S) is of dimension 42 and minimum distance 8 whereas the code E(M , S) is of dimension 48 and minimum distance 8.
The above example illustrates two facts. Firstly, choosing the S i 's to be of different sizes may be an advantage. Secondly, using a weighted degree rather than the total degree when choosing monomials may result in better codes. It is time for a definition.
Definition 6. Let S 1 , . . . , S m ⊆ F q and consider positive numbers w 1 , . . . , w m , u. Let
The corresponding code E(M, S) is called a weighted Reed-Muller code and we denote it by RM(S 1 , . . . , S m , u, w 1 , . . . , w m ). As is often done we shall refer to weighted Reed-Muller codes with S 1 = · · · = S m and w 1 = · · · = w m as q-ary Reed-Muller codes.
We start by taking a closer look at the case of two variables. According to Theorem 4 the minimum distance of RM(S 1 , S 2 , u, w 1 , w 2 ) equals
we get a concave function (a parabola). Hence, the minimal value of (s 1 − i 1 )(s 2 − i 2 ) under the condition in (4) is either attained for i 1 as small as possible or for i 1 as large as possible. Given a weight w 1 and a positive number u we seek w 2 such that (s 1 −i 1 )(s 2 −i 2 ) is the same for i 1 minimal and maximal under the condition in (4).
s 1 − 1 Figure 1 : The situation in the proof of Proposition 7.
Proposition 7. Let s 2 ≤ s 1 be positive integers. Given fixed positive numbers w 1 and u assume w 2 is chosen to be the positive number such that (s 1 −i 1 )(s 2 −i 2 ) attains the same value whenever i 1 is minimal or is maximal under the condition
We have
Proof. The proposition is illustrated in Figure 1 for the case of s 1 = 18 and s 2 = 6. We concentrate on the situation where
and leave the other two simpler cases for the reader. Write u/w 1 = s 1 − δ with s 1 /s 2 ≥ δ ≥ 1. The maximal value of i 1 is u/w 1 in which case i 2 = 0. So for i 1 maximal (s 1 − i 1 )(s 2 − i 2 ) = δs 2 . We seek i 1 minimal such that with i 2 = s 2 − 1 we get (s 1 − i 1 )(s 2 − i 2 ) = δs 2 . We find i 1 = s 1 − δs 2 which is indeed a non-negative number. Hence, w 2 must satisfy
Proposition 7 justifies the following definition.
Definition 8. If s 1 , s 2 , u, w 1 , w 2 satisfy (5) then the code RM(S 1 , S 2 , u, w 1 , w 2 ) is called an optimal weighted Reed-Muller code (in two variables).
The next proposition estimates the minimum distance of any weighted ReedMuller code RM(S 1 , S 2 , u, w 1 , w 2 ) (optimal or not).
Proposition 9. Consider RM(S 1 , S 2 , u, w 1 , w 2 ) with s 2 ≤ s 1 . Write ρ = w 1 /w 2 and let d be the minimum distance.
Equality holds in (7), (9), (11) , and (13), respectively, if the expression is an integer. Equality holds in (6) and (10) if u/w 1 is an integer. Finally, equality holds in (8) and (12) if u/w 2 is an integer.
Proof. The task is to determine under the various conditions of the proposition whether (s 1 − i 1 )(s 1 − i 2 ) is minimized for i 1 minimal or maximal. The corresponding values of i 1 and i 2 are then plugged in to give (6),· · · ,(13). To find out if i 1 should be chosen minimal or maximal we use the information from Proposition 7. If ρ ≤ s 2 /s 1 the minimum is always attained for i 1 maximal. If 1 ≤ ρ then the minimum is always attained for i 1 minimal. In the case s 2 /s 1 < ρ < 1 the minimal is attained for i 1 minimal when u ≤ u and is attained for i 1 maximal when u ≥ u . Here, u is a number that we determine below. It is clear that
and therefore u is the number such that
Solving for u gives
Proposition 9 also allows us to state general bounds for the minimum distance of RM(S 1 , . . . , S m , u, w 1 , . . . , w m ) in two important cases. Observe, that in particular the following proposition can be applied when w i = i =j s j . 
holds then write
with equality if a t is an integer.
If
Proof. We only prove the first part. Assume (14) holds. Let i 1 , . . . , i m ∈ Q be chosen such that (
is minimal under the conditions 
The result now follows by induction.
In the remaining part of this section we restrict solely to the case of two variables. As shall be demonstrated in this situation almost all weighted ReedMuller codes outperform the corresponding q-ary Reed-Muller codes. Before getting to the analysis let us consider an example. gives five different classes of codes all of length n = 1024. Observe that the first class of codes is similar to q-ary Reed-Muller codes as the optimal choice of w 1 , w 2 is w 1 = w 2 whenever s 1 = s 2 . The codes are defined whenever the field under consideration contains at least s 1 elements. Hence, the first class of codes is defined over any field F q with q ≥ 32, the second class over any field F q with q ≥ 64, ..., the last class of codes over any field F q with q ≥ 512. In particular all classes of codes are defined over F 512 . In Figure 11 we compare their performance. It is clear that the second class of codes outperforms the first class for higher dimensions, whereas the last three classes of codes outperform the first class for any dimension.
Below we investigate in detail how well general optimal weighted ReedMuller codes RM(S 1 , S 2 , u, w 1 , w 2 ) perform in comparison with q-ary ReedMuller codes RM(S, S, u , 1, 1). Here, we assume that s 1 s 2 = s 2 . Recall, from Proposition 7 that the description of the weights used in the optimal weighted Reed-Muller codes involves three cases depending on the value of u. Choosing in the following without loss of generality w 1 = 1 we shall refer to
as region II, and finally
as region III. Proposition 12, Proposition 13, and Proposition 14, respectively, takes care of region I, region II, and region III, respectively. In Proposition 12 we will to ease the analysis make the small restriction that s 2 | s 1 and that s 1 | us 2 . Furthermore, in all three propositions we assume that u is an integer. We stress that when such assumptions do not hold then the formulas to be presented are still very close to be true. What we will learn is that the codes RM(S 1 , S 2 , u, w 1 = 1, w 2 ) always outperform the codes RM(S, S, u , 1, 1) provided that s 1 ≥ 4s 2 . Furthermore, for s 1 − s/s 2 ≤ u such a result holds in the general situation s 1 > s 2 .
Proposition 12. Consider integers s 1 , s 2 with 1 < s 2 < s 1 . Let u be an integer with u ≤ s 1 − (s 1 /s 2 ). Assume s 1 /s 2 and us 2 /s 1 are integers and that s 1 s 2 = s 2 for some integer s. Let w 1 = 1 and w 2 = s 1 /s 2 (that is, w 1 and w 2 are chosen as in Proposition 7). The code RM(S 1 , S 2 , u, w 1 , w 2 ) is of dimension
and any RM(S, S, u , 1, 1) of the same or larger minimum distance is of dimension at most
For s 1 ≥ 4s 2 the code RM(S 1 , S 2 , u, w 1 , w 2 ) is the better one.
and the minimum distance is
Proposition 13. Consider integers s 1 and s 2 with s 2 < s 1 . Let u be an integer with
Assume s 1 s 2 = s 2 for some integer s. Let w 1 = 1 and w 2 = s 1 − u (that is, w 1 and w 2 are chosen as in Proposition 7). The dimension of RM(S 1 , S 2 , u, w 1 , w 2 ) equals
If u ≥ s 1 − s/s 2 then any code RM(S, S, u , 1, 1) of the same or larger minimum distance is of dimension at most
which is less than (15) for s 2 < s 1 . If u < s 1 −s/s 2 then any code RM(S, S, u , 1, 1) of the same or larger minimum distance is of dimension at most 1 2
This number is smaller than the value of (15) for s 1 > 4s 2 and equal if s 1 = 4s 2 .
Proof. Consider the first code which is of minimum distance (
Therefore the dimension equals
is of the same minimum distance. This code is of dimension
The dimension of the first code exceed the dimension of the latter code by
which is a positive number for u < s 1 − 1 and equals zero for u = s 1 − 1.
is of the same minimum distance as RM(S 1 , S 2 , u, w 1 , w 2 ). The dimension equals
Subtracting this expression from (15) one gets a concave function (a parabola) in u. Therefore the smallest value of the difference is attained either for u =
Plugging in the first value and substituting s 1 = xs, s 2 = s/x one finds that the resulting function is zero for x = 2 and positive for x ∈]2; s[. Plugging in the latter value is not needed as we already know from the first part of the theorem that here the difference is positive.
Proposition 14.
Consider integers s 1 and s 2 with 1 < s 2 < s 1 and
where s is an integer. Let u be an integer with
. Let w 1 = w 2 = 1 (that is, w 1 and w 2 are chosen as in Proposition 7). There is a Reed-Muller code over S × S of the same minimum distance and the same dimension.
Example 15. This is a continuation of Example 11. Consider the graph in Figure 11 . First we take a look at the optimal weighted Reed-Muller codes corresponding to (s 1 , s 2 ) = (64, 16). For these codes region I (Proposition 12) corresponds to rates k/n below approximately 0.5. As 64 = 4 · 16 we expect the optimal weighted Reed-Muller codes to behave very much like the corresponding Reed-Muller codes in this region, which is indeed what the graph reveals. Considering values of (s 1 , s 2 ) with s 1 > 4s 2 , when s 1 /s 2 increases the rates corresponding to region I defines a smaller and smaller interval (starting of course still with rate equal to 0). The improvements in region I increases, but a more important contribution for the codes to become better and better is that region II takes over at smaller rates. Similarly, the interval of rates corresponding to region III (Proposition 14) becomes smaller and smaller. This is the interval where the optimal weighted Reed-Muller codes are (again) as bad as the q-ary Proposition 12, Proposition 13 and Proposition 14 tell us that whenever s 1 ≥ 4s 2 then the optimal weighted Reed-Muller codes outperform the ReedMuller codes coming from S × S. Example 11 further suggests that from that point further increasing s 1 and decreasing s 2 can only help. The following three propositions together confirm this observation. As in previous propositions we will need to make a few assumptions on the codes that we consider. Again we stress that when such assumptions do not hold then the formulas to be presented are still very close to be true. 
If for an integer u with s 1 |u s 2 RM(S 1 , S 2 , u , w 1 , w 2 ) is an optimal weighted Reed-Muller code of the same or smaller minimum distance as that of (16) then the latter code is of dimension at least that of the first one.
Proof. If the latter code is of minimum distance close to that of (16) then it belongs to region I or II. The codes are of minimum distance
If the latter code is in region I the improvement in dimension is at least
which is positive when
The left side is a convex parabola with roots µ = 1 and µ = 2s 2 /s 1 . The assumption s 1 /s 2 ≥ 2 therefore guarantees that (17) holds for all µ > 1. Assume next that the latter code in the proposition is in region II. The improvement can be calculated to be
which is a concave function in u. Our assumptions give 
is positive. 
which is positive for µ > 1. 
If for an integer u RM(S 1 , S 2 , u , w 1 , w 2 ) is an optimal weighted Reed-Muller code of the same or smaller minimum distance as that of (20) then the latter code is of dimension at least that of the first one.
Proof. If the latter code is of minimum distance close to that of (20) then it belongs to region II. As in the proof of the preceding proposition we have u ≥ us 2 /s 2 . The improvement in dimension can be calculated to be at least
which takes on its minimal value s 2 /2 − 1 for u = s 1 − 1. Combining this with the assumption s 2 > s 2 ≥ 1 proves the proposition.
be an integer and consider the optimal weighted Reed-Muller code
If for an integer u RM(S 1 , S 2 , u , w 1 = 1, w 2 ) is an optimal weighted ReedMuller code of the same or smaller minimum distance as that of (21) then the latter code is of dimension at least that of the first one.
Proof. The latter code either belongs to region II or III. For those in region III the result is pretty obvious so we consider only codes in region II. Let d be the minimum distance of the code in (21) . We have u ≥ (s 1 s 2 − d)/s 2 . The improvement in dimension can be calculated to be at least
We may assume d > s 2 as we are in region II and the result follows.
The construction of weighted Reed-Muller codes is very concrete, but for completeness we should mention that it is not the most optimal. Consider instead the codes E(M, S) with S = S 1 × · · · × S m and
Among the codes with designed distance δ (Theorem 4) these are the codes of highest possible dimension. When S 1 = · · · = S m = F q holds the construction simply is that of Massey-Costello-Justesen codes (see [20] and [16] ).
Dual codes
As is well-known, for the special case of S = F q × · · · × F q the duals of q-ary Reed-Muller codes, weighted Reed-Muller codes, and Massey-Costello-Justesen codes, respectively, are q-ary Reed-Muller codes, weighted Reed-Muller codes, and hyperbolic codes, respectively [28] , [9] (for the definition of hyperbolic codes we refer to (24) below). More examples of codes E(M, S) where similar neat correspondences hold can be found in [4] . Turning to a general point ensemble S = S 1 × · · · × S m , however, it does not in general hold that the dual of a weighted Reed-Muller code is again a weighted Reed-Muller code. Nor does it hold in general that the dual of a Massey-Costello-Justesen code is a hyperbolic code. For a simple counter example which fits the description of a weighted Reed-Muller code as well as the description of a Massey-Costello-Justesen code consider the ordinary Reed-Solomon code over S = F * q and recall that ev S (1) is not a parity check for this particular code. Fortunately, for the class of codes
we have a technique similar to that of Section 2 to estimate the minimum distance. This technique is known as the Feng-Rao bound ( [7] , [8] ). We now recall this bound following the description of Shibuya and Sakaniwa in [27] . Consider the following definition of a linear code.
The Feng-Rao bound calls for the following set of spaces.
We obviously have a chain of spaces
Hence, we can define a function as follows.
2 is said to be well-behaving ifρ( b u * b v ) <ρ( b i * b j ) for all u and v with 1 ≤ u ≤ i, 1 ≤ v ≤ j and (u, v) = (i, j). Here, * is the componentwise product.
The Feng-Rao bound now is ([27, Prop. 1]):
Turning to the codes E(M, S) we enumerate the basis
according to a total degree lexicographic ordering on the monomials
Hence, by the Feng-Rao bound the minimum distance of E ⊥ (M, S) is at least
Consider the code
where is a very small positive number. The bound (23) tells us that the minimum distance is at least that of the weighted Reed-Muller code RM(S 1 , . . . , S m , u, w 1 , . . . , w m ). Observe that the codes are of the same dimension. Similarly, the hyperbolic code E ⊥ (M, S)
has designed minimum distance equal to δ just as the Massey-Costello-Justesen code in (22) . Again, the two codes are of the same dimension. The Feng-Rao bound comes with a decoding algorithm that corrects up to half the designed minimum distance [8, 14] . This algorithm of course applies in particular to the above dual codes. The remaining part of the paper is concerned with decoding algorithms for the codes E(M, S) including the codes from Section 3.
Subfield subcode decoding
As already noted by Kasami et al. in [17] , any ordinary q-ary Reed-Muller code (in the terminology of the present paper this means a q-ary Reed-Muller code from S = F q × · · · × F q ) can be seen as a subfield subcode of a Reed-Solomon code. The Reed-Solomon code will be over the field F q m and is constructed by evaluating polynomials of degree at most uq m−1 in the q m different elements of F q m . The above observation guarantees that codes E(M, S) in general can be seen as subcodes of subfield subcodes of certain Reed-Solomon codes over F q m , but it is not straightforward which elements of F q m to use. This problem, however, is easy to overcome if we use the approach by Santhi [25] . Let { b 1 , . . . , b n } be a basis for F q m as a vectorspace over F q . Following Santhi we now define a map ϕ :
and note that ϕ(a 1 , . . . , a m ) (a 1 , . . . , a m ) under consideration. From this observation one deduces that F (P ) = F (F 1 (ϕ(P )), . . . , F m (ϕ(P ))) for all P ∈ F m q . Theorem 25. Write S = {P 1 , . . . , P n }. The code E(M, S) is a subcode of a subfield subcode of the Reed-Solomon code over F q m which is constructed by evaluating polynomials of degree at most
in the elements ϕ(P 1 ), . . . , ϕ(P n ). Here ϕ is the function in (25) .
Following the Pellikaan-Wu approach [21] we can now decode E(M, S) by applying the Guruswami-Sudan list decoding algorithm to the corresponding Reed-Solomon code [12] and by performing a few additional steps. The complexity of the Guruswami-Sudan list decoding algorithm is in the literature often claimed to be O(n 3 ). For more precise statements of the decoding complexity which takes the multiplicity into account we refer to [3] . The Guruswami-Sudan algorithm corrects up to n(1− √ R) errors of the Reed-Solomon code. It is therefore clear that the above approach can decode up to
errors of E(M, S) (Here, t is as in (26)). This is indeed a fine result for many codes E(M, S). However, it is also clear that for other choices of E(M, S) (27) may be close to zero or even negative. For the particular case of an optimal weighted Reed-Muller code RM(S 1 , S 2 , u, w 1 = 1, w 2 ) (27) becomes
(recall from Proposition 7 that w 1 ≤ w 2 always holds). If s 1 s 2 is close to q 2 and u is not too large then this bound guarantees list decoding. If s 2 is much smaller than s 1 then the bound may not even guarantee that the algorithm can correct a single error. This is the reason why we in the present paper consider also a second decoding algorithm. Before getting to the second algorithm, we apply the first one to the Joyner code.
The Joyner code
Toric codes were introduced by Hansen in [13] and further generalized by Joyner in [15] , by Ruano in [23, 24] and by Little et al. in [18] . Among the most famous toric codes is the [49, 11, 28] code over F 8 presented in [15, Ex. 3.9] . This code is known as the Joyner code. Attempts have been made to decode it, but without much luck so far. We now demonstrate how to decode it even beyond its minimum distance by applying the method of this section in combination with a small trick. The Joyner code originally was introduced in the language of polytopes. Alternatively, one can define it [24] as a code E(M, S) where
Let the polynomial corresponding to a given code word c be
Let r = c + e be the received word. Assume for a moment that we know F 0,0 . We then subtract (F 0,0 , . . . , F 0,0 ) from r to get a word r that in the error free 
For i = 1, . . . , 49 we now divide the ith entry of r with x i y i to produce a word r . Observe, that this is doable because x i , y i = 0 holds. The word r in the error free positions corresponds to
We have r = c + e where c ∈ E(M , S), M = {X i Y j | i + j ≤ 3} and e is non-zero in exactly the same positions as e. The Reed-Muller code E(M , S) is a subfield subcode of a [49, 25, 25] Reed-Solomon code over F 64 . The exact form of the Reed-Solomon code is described by Theorem 25. Given a code word from the output of the Reed-Solomon list decoder we multiply for i = 1, . . . , 49 the ith entry with x i y i and add F 0,0 . Of course we do not as assumed above know F 0,0 in advance. Therefore we must try out all 8 possible values of this number. The error correction capability of the corresponding algorithm is described in Table 1 . We see that we can correct up to 31 errors even though the minimum distance of the Joyner code is only 28.
An interpretation of the Guruswami-Sudan list decoding algorithm
The second decoding algorithm of the present paper is a direct interpretation of the Guruswami-Sudan list decoding algorithm. We build on works by Pellikaan et al. [21] , and Augot et al. [1] , [2] who concentrated on q-ary Reed-Muller codes and Reed-Solomon product codes. We consider general code E(M, S) and improve on the above mentioned work by establishing new information on how many zeros of prescribed multiplicity a polynomial can have when given information about its leading monomial with respect to the lexicographic ordering. In combination with a preparation step this will allow us to correct more errors. The idea of a preparation step comes from [10] . The improved information regarding the zeros is derived by strengthening results reported by Dvir et al. in [6] . This is done in Subsection 6.1. In Subsection 6.2 we present the algorithm and elaborate on its decoding radius.
Bounding the number of zeros of multiplicity r
The definition of multiplicity that we will use relies on the Hasse derivative. Before recalling the definition of the Hasse derivative let us fix some notation. Assume we have a vector of variables X = (X 1 , . . . , X m ) and a vector k = (k 1 , . . . , k m ) ∈ N m 0 then we will write
In the following F is any field.
In other words
The concept of multiplicity for univariate polynomials is generalized to multivariate polynomials in the following way.
Definition 27. For F ( X) ∈ F[ X]\{0} and a ∈ F m we define the multiplicity of F at a denoted by mult(F, a) as follows: Let M be an integer such that for
The Schwartz-Zippel bound with multiplicity was reported already in [1] , [2] but was only recently proved, [6] . It goes as follows: We have the following useful corollary:
be a non-zero polynomial of total degree u and let S ⊆ F be finite. The number of zeros of F of multiplicity at least r from S m is at most u r |S| m−1 .
For the q-ary Reed-Muller codes 
Augot and Stepanov [1] gave an improved estimate on the decoding radius of the latter algorithm (the direct interpretation of the Gurswami-Sudan algorithm) by using instead Corollary 29. We here present a direct proof that indeed, Corollary 29 is stronger than Proposition 30.
Proposition 31. For all u ∈ [0, rq − 1] it hold that (29) is smaller than or equal to (30) .
Proof. We consider the two expressions as functions in u on the interval [0, rq]. Our first observation is that (30) is a continuously piecewise linear function, each piece corresponding to a particular value of w. The corresponding r slopes constitute a decreasing sequence. Combining this observation with the fact that (29) is linear in u and with the fact that the two expressions are the same at each of the end points of the interval proves the result.
As a preparation step to improve upon Theorem 28 and Corollary 29 we start by generalizing them. We will need a couple of results from [6, Sec. 2] . The first corresponds to [6, Lem. 5] .
The next result that we recall corresponds to the last part of [6, Proposition 6] .
We get the following Corollary, which is closely related to [6, Corollary 7] .
Let ≺ be the lexicographic ordering on the set of monomials in variables X 1 , . . . , X m such that X m ≺ · · · ≺ X 1 holds. We now write 
We are now ready to generalize Theorem 28. Let in the remaining part of this subsection S 1 , . . . , S m be finite subsets of arbitrary field F. Also we will relax from the assumption that
be a non-zero polynomial and let lm(F ) = X i1 1 · · · X im m be its leading monomial with respect to a lexicographic ordering. Then for any finite sets
Proof. We prove the theorem for the monomial ordering ≺. Dealing with general lexicographic orderings is simply a question of relabeling the variables. Clearly the theorem holds for m = 1. For m > 1 we consider (33). Assuming the theorem holds when the number of variables is smaller than m we get by applying (31) and (32) the following estimate a∈S1×···×Sm mult(F, a)
as required.
We have the following immediate generalization of Corollary 29.
Corollary 36. Let F ( X) ∈ F[ X] be a non-zero polynomial and let lm(F ) = X i1 1 · · · X im m be its leading monomial with respect to a lexicographic ordering. Assume S 1 , . . . , S m ⊆ F are finite sets. Then over S 1 × · · · × S m the number of zeros of multiplicity at least r is less than or equal to
The analysis leading to Theorem 28 suggests the following function to more accurately estimate the number of zeros of multiplicity at most r of a polynomial with leading monomial X 
where Example 40. In a number of experiments listed in [11] we calculated the value D(i 1 , . . . , i m , r, q, . . . , q) for various choices of m, q and r and for all values of (i 1 , . . . , i m ) such that X im 1 · · · X im m ∈ ∆(r, q, . . . , q). Here we list the mean improvement in comparison with the situation where Corollary 29 is applied. More formally, we list in Table 2 for various fixed q, r, m the mean value of
Despite the significant mean improvement, according to our experiments in [11] 
if s 1 (r − 1) ≤ i 1 < s 1 r and 0 ≤ i 2 < s 2 . The above numbers are at most equal to min{(i 1 s 2 + s 1 i 2 )/r, s 1 s 2 }.
Proof. First we consider the values of i 1 , i 2 , r, s 1 , s 2 corresponding to one of the cases (C.1), (C.2), (C.3). Let k be the largest number (as in Proposition 41) such that i 1 < (r − k)s 1 . Indeed k ∈ {1, . . . , r − 1}. We have
..,ur)∈B(i2,r,s2)
where
We observe, that
holds for l ≤ k. Furthermore, we have the biimplication
Therefore, if the conditions in (C.1) are satisfied then (36) takes on its maximum when u k = 
over B(i 2 , r, s 2 ). The maximum is attained for u 1 = i 2 and all other u i 's equal 0. The proof of the last result follows the proof of the last part of Theorem 38.
Remark 42. Experiments show (see [11] ) that the numbers produced by Proposition 41 are often much smaller than min{(i 1 s 2 +s 1 i 2 )/r, s 1 s 2 }. However, there are cases where they are identical. This happens for example when i 1 = s 1 (r −1) and r divides s 1 and s 2 . In the proof of (C.1), (C.2), (C.3) we allowed u 1 , . . . , u r to be rational numbers rather than integers. Therefore we cannot expect the upper bounds in Proposition 41 to equal the true value of D(i 1 , i 2 , r, s 1 , s 2 ) in general. Our experiments show that the bounds in (C.1), (C.2), (C.3) are sometimes close to D(i 1 , i 2 , r, s 1 , s 2 ) but not always. Hence the best information is found by actually applying the function D(i 1 , i 2 , r, s 1 , s 2 ) directly.
The decoding algorithm
The main ingredient of the decoding algorithm is to find an interpolation polynomial
. . , X m )) cannot have more than n−E different zeros of multiplicity at least r whenever Supp(F ) ⊆ M. The integer E above is the number of errors to be corrected by our list decoding algorithm. In [21] , [1] , [2] this requirement is described in terms of bounds on the total degree of the polynomials Q i . As we will use improved information that depends not on total degree but on the leading monomial with respect to a lexicographic ordering the situation becomes more complicated. To fulfill the above requirement we will define appropriate sets of monomials B(i, E, r), i = 1, . . . , t and then require Q i (X 1 , . . . , X m ) to be chosen such that Supp(Q i ) ⊆ B(i, E, r).
Rather than using the results from the previous section on all possible choices of F (X 1 , . . . , X m ) with Supp(F ) ⊆ M we need only consider the worst cases where the leading monomial of F is contained in the following set:
Definition 43.
Hence, M is so to speak the border of M.
Definition 44. Given positive integers i, E, r with E < n let
Here D r (X The decoding algorithm calls for positive integers t, E, r such that
where N (m, r) = m+r m+1 is the number of linear equations to be satisfied for a point in F m+1 q to be a zero of Q(X 1 , . . . , X m , Z) of multiplicity at least r. As we will see condition (37) ensures that we can correct E errors. We say that (t, E, r) satisfies the initial condition if given the pair (E, r), t is the smallest integer such that (37) is satisfied. Whenever this is the case we define B (t, E, r) to be any subset of B(t, E, r) such that
Replacing B(t, E, r) with B (t, E, r) will lower the run-time of the algorithm. Algorithm 1. Input: Received word r = (r 1 , . . . , r n ) ∈ F n q . Set of integers (t, E, r) that satisfies the initial condition. Corresponding sets B (1, E, r) . . . , B(t − 1, E, r), B (t, E, r).
Step 1 Find non-zero polynomial zero of Q(X 1 , . . . , X m , Z) of multiplicity at least r for i = 1, . . . , n.
Step 2 Find all
Output: A list containing (F (P 1 ), . . . , F (P n )) for all F satisfying (38).
Theorem 45. The output of Algorithm 1 contains all words in E(M, S) within distance E from the received word r. Once the preparation step has been performed the algorithm runs in time O(n 3 ) wheren = n m+r m+1 . For given multiplicity r the maximal number of correctable errors E and the corresponding sets B(1, E, r), . . . , B(t−1, E, r), B (t, E, r) can be found in time O(n log(n)r m s |M|/σ) assuming that the values of the function D r are known. Here σ = max{deg M | M ∈ M} and s = max{s 1 , . . . , s m }.
Proof. The interpolation problem corresponds ton homogeneous linear equations inn + 1 unknowns. Hence, indeed a suitable Q can be found in time O(n 3 ). Now assume Supp(F ) ⊆ M and that dist H (ev S (F ), r) ≤ E. Then P j is a zero of Q(X 1 , . . . , X m , F (X 1 , . . . , X m )) of multiplicity at least r for at least n − E choices of j. By the definition of B(i, E, r) this can, however, only be the case if Q(X 1 , . . . , X m , F (X 1 , . . . , X m )) = 0. Therefore, Z − F (X 1 , . . . , X m ) is a factor in Q(X 1 , . . . , X m , Z). Finding linear factors of polynomials in (F q [X 1 , . . . , X m ])[Z] can be done in time O(n 3 ) by applying Wu's algorithm in [29] (see [22, p. 20] ). Algorithm 1 works for general codes E(M, S) and for any of the three possible choices of D r (X i1 1 · · · X im m ) as described prior to the algorithm. In such a general setting it is impossible to say anything reasonable regarding the decoding radius. The algorithm apparently works best for not too large code dimensions. With this in mind we restrict the analysis to optimal weighted Reed-Muller codes RM(S 1 , S 2 , u, w 1 , w 2 ) in region I. That is, we assume w 1 = 1, w 2 = s 1 /s 2 and u ≤ s 1 − s 1 /s 2 . As the function D(i 1 , i 2 , r, s 1 , s 2 ) is highly irregular and Proposition 41 contains four quite different cases it seems impossible to perform the analysis for other choices than D(i 1 , i 2 ) = (i 1 s 2 + i 2 s 1 )/r which corresponds to the weakest version of the decoding algorithm.
Proposition 46. Consider an optimal weighted Reed-Muller code RM(S 1 , S 2 , u, w 1 = 1, w 2 = s 1 /s 2 ) with s 2 |s 1 and u ≤ s 1 − s 1 /s 2 a positive integer. When equipped with D(i 1 , i 2 ) = (i 1 s 2 + i 2 s 1 )/r the decoding radius of Algorithm 1 is at least
Proof. Let v be divisible by u. The number of variables in the interpolation polynomial when t = deg Z Q is chosen to be v/u is lower bounded by
The number of equations is s 1 s 2 r(r + 1)(r + 2)/6 and therefore
is a sufficient condition for the existence of an interpolation polynomial. Assume
Substituting v = 3 ur(r + 1)(r + 2)s 2 1 we get r(s 1 s 2 − E) > vs 2 which ensures that Q(X 1 , X 2 (F (X 1 , X 2 )) = 0 for any codeword c = ev S (F ) within distance E from r. Letting r go to infinity finishes the proof.
Comparing the decoding radii (28) and (39) we conclude that when s 2 is close to q then the subfield subcode decoder is superior. On the other hand when s 2 is much smaller than q then the decoding algorithm of the present section performs best.
Example 47. In this example we investigate the performance of Algorithm 1 when applied to optimal weighted Reed-Muller codes and Massey-Costello-Justesen codes coming from the point ensembles S = S 1 × S 2 with s 1 = 64, s 2 = 8, and s 1 = 256, s 2 = 16, respectively. Our findings are presented in Table 3 and Table 4 , respectively. The decoding capability is calculated for different choices of D r (X i1 1 X i2 2 ) and different multiplicities r. The symbol S, C, and D, respectively, corresponds to D r (X i1 1 X i2 2 ) being chosen as the SchwartzZippel bound (34), the closed formulas of Proposition 41, and the function D(i 2 , i 1 , r, s 2 , s 1 ), respectively. The letter W stands for optimal weighted ReedMuller code and I means the Massey-Costello-Justesen code of the same minimum distance. Further u is the third argument in the notion RM(S 1 , S 2 , u, w 1 = 1, w 2 = s 1 /s 2 ) and d is the minimum distance. Sub stands for the estimated decoding radius (27) of the algorithm in Section 5 and Dim is the dimension of the code. For large values of r the calculations regarding D(i 1 , i 2 , r, s 1 , s 2 ) become quite heavy and have therefore not been made. We can see from the tables that for the considered codes Algorithm 1 outperforms the subfield subcode approach from Section 5. In some cases it decodes much more than half the minimum distance. It is apparent that the function D(i 1 , i 2 , r, s 1 , s 2 ) as well as the closed formula expressions of Proposition 41 help bringing up the error correction capability in comparison with the situation where the Schwartz-Zippel bound (34) is used. It is clear that the small gain in dimension by considering Massey-Costello-Justesen codes rather than optimal weighted Reed-Muller codes comes with a heavy price as Algorithm 1 corrects much fewer errors. By inspection the estimation of decoding radius from Proposition 46 seems to be quite close to what is found by our computer experiments.
Conclusion remarks
In this paper we have shown that weighted Reed-Muller codes are much better than their reputation when defined over general point ensembles S = S 1 × · · · × S m . We treated in detail the case m = 2 and gave some results for m > 2. It is a subject of future studies to also establish detailed information for the case m > 2. We derived two decoding algorithms that work well for different classes of weighted Reed-Muller codes and affine variety codes E(M, S) in general. For not too high dimensions these algorithms perform list decoding. For higher dimensions it is a subject of future research to design list decoding algorithms. Using the first algorithm in combination with some extra operations we decoded the [49, 11, 28] Joyner code beyond its minimum distance. It is apparent that such an approach would work for other toric codes coming from polytopes of the same shape. 
