Abstract. We introduce a new type of generalized Turing machines (GTMs), which are intended as a tool for the mathematician who studies computability in Analysis. In a single tape cell a GTM can store a symbol, a real number, a continuous real function or a probability measure, for example. The model is based on TTE, the representation approach for computable analysis. As a main result we prove that the functions that are computable via given representations are closed under GTM programming. This generalizes the well known fact that these functions are closed under composition. The theorem allows to speak about objects themselves instead of names in algorithms and proofs. By using GTMs for specifying algorithms, many proofs become more rigorous and also simpler and more transparent since the GTM model is very simple and allows to apply well-known techniques from Turing machine theory. We also show how finite or infinite sequences as names can be replaced by sets (generalized representations) on which computability is already defined via representations. This allows further simplification of proofs. All of this is done for multi-functions, which are essential in Computable Analysis, and multirepresentations, which often allow more elegant formulations. As a byproduct we show that the computable functions on finite and infinite sequences of symbols are closed under programming with GTMs. We conclude with examples of application.
Introduction
In 1955 A. Grzegorczyk and D. Lacombe [12, 13, 16] proposed a new definition of computable real functions. Their idea became the basis of a general approach to computability in Analysis, TTE (Type-2 Theory of Effectivity), also called the "representation approach to computable analysis" [15, 20, 18, 9] . TTE supplies a uniform method for defining natural computability on a variety of spaces considered in Analysis such as Euclidean space, spaces of continuous real functions, open, closed or compact subsets of Euclidean space, computable metric spaces, spaces of integrable functions, spaces of probability measures, Sobolev spaces and spaces of distributions. There are various other approaches for studying computability in Analysis [20, Chapter 9] , but for this purpose, still TTE seems to be the most useful one.
generalized Turing machines can be considered also as a generalization of the BSS-machine [4, 3, 2] . In the BSS-model for the real numbers the algebraic operations and the test "x < y" are allowed. But in Computable Analysis the test "x < y" is and should not be computable [20, Chapter 9] [6, 10] .
In Section 2 we summarize some mathematical preliminaries, in particular realization of multi-functions by multi-functions via generalized multi-representations. Generalized multi-representations allow simpler but still abstract data as names instead of sequences of symbols. This generalizes [1] where domains are allowed as sets of names.
The new model of generalized Turing machines and their semantics are defined in Section 3. In Section 4 we generalize the concept of multi-representation from sets to machines and prove that realization is not only closed under composition but under programming with generalized Turing machines. In Section 5 we prove that for a generalized Turing machine M such that Y i ∈ {Σ * , Σ ω } for all i that contains only computable functions on Σ * and Σ ω , the function f M on Σ * and Σ ω is computable (accordingly for continuity) (Theorem 5.7 and Corollary 5.8 cf. [21, Theorem 15] ).
The main results are proved in Section 6. If P is a generalized Turing machine where for every tape i the set Z i is equipped with a multi-representation δ i : Σ ω ⇉ Z i and every function on the Z i used in the machine is relatively computable via the corresponding multi-representations, then the function f P computed by the machine is relatively computable via the corresponding multi-representations (Theorem 6.2, cf. [21, Theorem 30] ). Roughly speaking, the relatively computable functions are closed under programming. The theorem holds accordingly for continuous instead of computable functions. The theorem holds accordingly if the δ i : Y i ⇉ Z i are generalized multi-representations and the functions on the realizing sets Y i used in the machine are computable w.r.t. a family (γ i : Σ ω ⇉ Y i ) i of multi-representations (Theorem 6.6, cf. [21, Theorem 31] ). This theorem allows to use the concept of realization rigorously in a more abstract and often simpler way. Both theorems allow to formulate and argue about algorithms in terms of ordinary analysis and almost no mentioning of concrete representations. In Section 7 some examples illustrate the main results. In particular, we present a method for proving the relation ≤ W introduced in [7] for comparing the non-computability theorems in analysis. As an addendum to this introduction the reader is referred to [21, Section 1].
Preliminaries
In this section we summarize some mathematical preliminaries. For more details see [20, 21] . Let Σ be a non-empty finite set which is called alpahabet. We assume 0, 1 ∈ Σ. Classically, computability is introduced for functions f : ⊆ (Σ * ) n → Σ * on the set Σ * of finite words over Σ, for example by means of Turing machines. For computing functions on other sets M such as natural numbers, rational numbers and finite graphs, words are used as codes or names of elements of M . Under this view a machine transforms words to words without understanding the meaning given to them by the user. We can extend this concept by using infinite sequences of symbols of Σ as names and by defining computability for functions which transform such infinite sequences. The set Σ ω of infinite sequences of symbols from Σ has the same cardinality as the set of real numbers, therefore it can be used as a set of names for every set with at most continuum cardinality such as real numbers, the set of open subsets of R and the set C[0, 1] of real continuous functions on the interval [0, 1].
A multi-function from A to B is a triple f = (A, B, R f ) such that R f ⊆ A × B (the graph of f). We will denote it by f : A ⇉ B. (The concept of multi-function can be considered as a generalization of the concept of partial function. There is no need for a separate notation for "total" multi-functions.) For a ∈ A, let f (a) := {b ∈ B|(a, b) ∈ R f }. For X ⊆ A let f [X] := {b ∈ B|(∃a ∈ X)(a, b) ∈ R f }, dom(f ) := {a ∈ A|f (a) = ∅}, and range(f ) := f [A]. If, for every a ∈ A, f (a) contains at most one element, f is a usual partial function denoted by f : ⊆ A → B. We write "f (a) ↓" (f (a) exists) if a ∈ dom(f ) and "f (a) ↑" (f (a) diverges) if a ∈ dom(f ) .
In the intended applications, for a multi-function f : A ⇉ B, f (a) is interpreted as the set of all results which are "acceptable" on input a ∈ A. Any concrete computation, a realization of f , will produce on input a ∈ dom(f ) some element b ∈ f (a), but often there is no method to select a specific one (see [17, 5, 20] and the examples in [21, Section 3] ). The following definition of composition g • f : A ⇉ C of multi-functions f : A ⇉ B and g : B ⇉ C is in accordance with this interpretation:
. For the composition of multi-representations we will use the "relational" or "non-deterministic" composition ⊙, see (6.1) in Section 6.
For
Computable functions on Σ * can be defined by Turing machines [14] . Computable functions on Σ * and Σ ω can be defined by Type-2 machines [20] . A Type-2 machine M is a multi-tape Turing machine with k input tapes (for some k ≥ 0), finitely many work tapes and a single one-way output tape together with a type specification ( The function
. . , p k ) with w ∈ Σ * on the output tape;
. . , p k ) and writes p 0 ∈ Σ ω on the output tape. We call a function f : On Σ * we consider the discrete topology and on Σ ω the Cantor topology defined by the basis {uΣ ω | u ∈ Σ * } of open sets. As a fundamental result, every computable function on Σ * and Σ ω is continuous.
A representation of a set M is a surjective function δ : ⊆ Y → M where Y = Σ * or Y = Σ ω . (Often the word "representation" is reserved for the case δ : ⊆ Σ ω → M and surjective functions ν : ⊆ Σ * → M are called "notations" [20] .) We will use multirepresentations δ : Y ⇉ M where M = range(δ) (Y ∈ {Σ * , Σ ω }). Here, a name w ∈ y may be a name of many x ∈ M . Finally we use generalized multi-representations λ : U ⇉ M such that range(λ) = M where an arbitrary set U is considered as the set of "names".
If for a generalized multi-representation δ : U ⇉ X, x ∈ δ(u) then we say "u realizes x (via δ)" or "u is a name of x". The realization of functions by functions is a central concept in TTE. We define the most general case: the realization of a multi-function by a multi-function via generalized multi-representations.
Figure 2: f realizes g via (γ 1 , . . . , γ n , γ 0 ). Figure 2 illustrates the realization of g by f . Roughly speaking, provided x is a γ-name of y ∈ dom(g) then
if f is single-v. and g is single-v. , f (x) is a name of some y 0 ∈ g(y) if f is single-v. and g is multi-v. , every x 0 ∈ f (x) is a name of some y 0 ∈ g(y) if f is multi-v. and g is multi-v. .
For further technical details see [20] and [21, Sections 1,2,3,6,8 (until Lemma 28) and 9].
Generalized Turing machines
We generalize multi-tape Turing machines [14] to generalized Turing machines as follows. A generalized Turing machine (GTM) has L + 1 tapes where Tapes 1, . . . , k are the input tapes, Tapes k + 1, . . . , L are work tapes and Tape 0 is the output tape. There is a finite work alphabet Γ and the blank symbol b ∈ Γ. For an ordinary Turing machine, there is a finite input/output alphabet Σ such that Σ ∩ Γ = ∅ and at any time every cell of every tape contains exactly one element ("symbol") a ∈ Σ ∪ Γ. We generalize the definition by assigning to every tape i a set X i (which may be empty) such that at any time every cell of Tape i contains exactly one element a ∈ X i ∪ Γ.
As for an ordinary Turing machine every tape has a read/write head that scans exactly one cell and there is a finite set L of labels (usually called states) with an initial label l 0 ∈ L and a final label l f ∈ L. For every label l = l f there is a statement defining some action on some tape and the next label. As for an ordinary Turing machine in one step on some tape the head can be moved one position to the right or to the left, and for every symbol a ∈ Γ, a can be written on the cell scanned by the head and it can be tested whether a is scanned by the head (branching). Figure 3 shows the tapes and heads of a generalized Turing machine. cell number tape number Generalized Turing machines may have a further kind of assignments and a further kind of branchings. Let x i be the content of the cell scanned by the head on Tape
. . x in ) on the cell scanned by the head on Tape i and then go to
. . x in ) = 1 then go to Label l ′′ (and loop otherwise).
(1) L is a finite set ("labels"), l 0 , l f ∈ L ("initial" and "final" label); (2) Γ ("work alphabet") is a finite set, Σ ∩ Γ = ∅ and b ∈ Γ ("blank" symbol);
. . , L: numbers of the tapes; 1, . . . , k: numbers of the input tapes; 0: number of the output tape); (4) X i is a set such that
Stm is a function assigning to every label l ∈ L \ {l f } a statement from the following list ( where {i, i 1 , . . . , i n }⊆{0, 1, . . . , L} and
Notice that for assignments (5e) we allow multi-valued functions while for tests (5f) the functions must be single-valued but may still be partial. For defining the semantics we formalize the tape i with inscription by a function α i : Z → X i ∪ Γ and the head position by a number m i ∈ Z. In the branching (5f) we will interpret 0 ∈ Σ * as true and 1 ∈ Σ * as false.
The successors of κ are determined by the statement Stm(l) as follows:
Define the multi-function f M : 
For input (x 1 , . . . , x k ) ∈ X 1 × . . . × X k , the initial configuration has the label l 0 , on every tape the head is on position 0, on the input tape i (1 ≤ i ≤ k) the cell 0 contains the value x i , and all other tape cells contain the blank symbol b ∈ Γ. In every assignment step (2e) every x ∈ f (x i 1 , . . . , x in ) can be chosen. The result of an accepting computation is the inscription of the cell 0 on Tape 0, which must be in X 0 . A value x ∈ X 0 is in f (x 1 , . . . , x n ), if there is an accepting computation with result x and every maximal computation on the same input is accepting.
Realization is Closed Under Programming
For multi-functions on multi-represented sets realization is closed under composition, that is, the composition of realizations realizes the composition [20, Theorem 3. 
We generalize the concept of realization (Definition 2.1) from functions to generalized Turing machines as follows:
First we prove a lemma that considers all the details of the generalized Turing machines. It extends the concept of realization for multi-functions in Definition 2.1 to the successor relations
) of N we say "κ realizes λ" iff (4.2) and (4.3) are satisfied:
Proof. Suppose κ realizes λ. By (4.2) and (4.3) κ and λ can be written as
) for all i, j. By assumption, λ has a successor λ ′′ . Then l = l f . We study successively the 6 cases for Stm N (l) from Definition 3.2.2. In the last two cases below let x := (α i 1 (m i 1 ) , . . . , α in (m in )) and y := (α i 1 (m i 1 ) , . . . , α in (m in )).
Then κ ⊢ M κ ′′ and κ ′′ realizes λ ′′ . This proves Condition (1) for this case. Since κ ′′ is the only ⊢ M -successor of κ, Lemma 4.3.2 is satisfied for κ ′ = κ ′′ and λ ′ = λ ′′ .
In these cases the argument is the same as in the first case.
Since λ has a successor, g( y) = ∅. Since f realizes g and κ realizes λ, x realizes y, hence f ( x) = ∅ by (2.1). Since f ( x) = ∅, κ has a successor by Definition 3.2.2e. This proves Condition (1) for this case lemma.
Let κ ′ be a successor of κ. Then by Definition 3.2.2e,
Since f realizes g, x realizes y and f ( x) = ∅, there is some y 0 ∈ γ i (x 0 )∩g( y) by (2.1). Let
. Since x 0 realizes y 0 , κ ′ realizes λ ′ . And since y 0 ∈ g( y), λ ⊢ N λ ′ by Definition 3.2.2e. This proves Condition (2) for this case.
Since λ has a successor, either g( y) = 0 or g( y) = 1. Since f is a (γ i 1 , . . . , γ in , id * )-realization of g and κ realizes λ, x realizes y and either f ( x) = 0 or f ( x) = 1. By Definition 3.2.2f κ has a successor. This proves Condition (1) for this case.
Let Since f is a (γ i 1 , . . . , γ in , id *
there is an accepting computation (λ 0 , . . . , λ n ) and (4.5) every maximal computation with first configuration λ 0 is accepting.
(4.6) By Definitions 2.1 and 3.2.4 it suffices to prove: (1) there is an accepting computation on M with first configuration κ 0 , and (2) every maximal computation on M with first configuration κ 0 is an accepting computation (κ 0 , . . . , κ n ) such that there is an accepting computation (λ 0 , . . . , λ n ) such that κ n realizes λ n . Proof of (1): We know that κ 0 realizes λ 0 . For induction suppose (κ 0 , . . . , κ m ) is a computation on M and (λ 0 , . . . , λ m ) is a computation on N such that κ m realizes λ m . Suppose λ m has a successor. By Lemma 4.3.1 κ m has a successor κ m+1 and by Lemma 4.3.2 there is some successor λ m+1 of λ m such that κ m+1 realizes λ m+1 . Then (κ 0 , . . . , κ m+1 ) and (λ 0 , . . . , λ m+1 ) are computations such that κ m+1 realizes λ m+1 . By (4.6) this inductive process must end with an accepting computation (λ 0 , . . . , λ n ). For the corresponding computation (κ 0 , . . . , κ n ) on M, κ n realizes λ n . By (4.4), this computation is accepting.
Proof of (2): Let (κ 0 , κ 1 , . . .) be a maximal computation on M . Then κ 0 realizes λ 0 . Assume, for the computation (κ 0 , . . . , κ m ) we have determined a computation (λ 0 , . . . , λ m ) on N such that κ m realizes λ m . Suppose, λ m has a successor. Then, by Lemma 4.3, κ m has a successor as well. Therefore, (κ 0 , . . . , κ m ) is not maximal, hence κ m+1 exists. By Lemma 4.3.2, λ m has a successor λ m+1 such that κ m+1 realizes λ m+1 .
By (4.6) this process must stop at some n such that (κ 0 , . . . , κ n ) is an initial part of our maximal computation and (λ 0 , . . . , λ n ) is accepting. Since κ n realizes λ n , κ n is accepting by (4.4). This proves 2.
Computable Functions on Σ * and Σ ω are Closed Under Programming
Suppose, in Definition 3.1, X i = Σ ω for all i and all the functions f in Definitions 3.1.5e and 3.1.5f are computable. We want to show that f M : ⊆ (Σ ω ) k → Σ ω is computable. We solve the problem by reduction to generating functions and sets on Σ * . 
Computable functions
f : ⊆ (Σ ω ) k → Σ * or f : ⊆ (Σ ω ) k → Σ ω can
For a monotone-constant function
h define T * (h) : ⊆ (Σ ω ) k → Σ * by T * (h)(x) = w : ⇐⇒ (∃y ∈ (Σ * ) k ) (y ⊑ x ∧ h(y) = w). (5.1) (2) Call a function h : ⊆ (Σ * ) k → Σ * monotone, iff (h(y) ↓ and y ⊑ y ′ ) =⇒ (h(y ′ ) ↓ and h(y) ⊑ h(y ′ )) .
For a monotone function
Notice that T * (h) and T ω (h) are well-defined by the "generating function" h. By Lemma 5.2, Turing computable functions f :
can be generated by computable word functions h : ⊆ (Σ * ) k → Σ * which are monotone-constant or monotone, respectively. We include the continuous versions.
Properties 2 and 4 are (essentially) [20, Lemma 2.1.11]. The proofs show how Type-2 machines can be converted to "generating" Turing machines and conversely. For proving the continuous versions we can use machines with an oracle B⊆Σ * . For the next proofs we extend the prefix relation ⊑ on Σ * ∪Σ ω straightforwardly to Σ * ∪Σ ω ∪Γ and to configurations of machines operating on the sets Σ * or Σ ω . For u, v ∈ Σ * ∪ Σ ω ∪ Γ and configurations
) of generalized Turing machines M and N, respectively, define:
Proof. Since all the functions used in M are single-valued, the successor relation on configurations is a partial function, which we denote by S. First, we prove that for all configurations κ, κ ′ of M:
If κ ⊑ 2 κ ′ then κ and κ ′ have the same labels and the same head positions. Therefore, they can be written as
The successor function S changes κ and κ ′ only locally. We consider the six alternatives from Definition 3.2.
The statement can change only the label and the inscription under the head of Tape i. Since S(κ) exists, x := f (x i 1 , . . . , x in ) exists, where
The statement changes only the labels (or cannot be applied). Since S(κ) exists by assumption, f (x i 1 , . . . , x in ) ∈ {0, 1}⊆Σ * exists, where
, . . . , x ′ in ). By Definition 3.2, also the labels of S(κ) and S(κ ′ ) are the same, hence S(κ) ⊑ 2 S(κ ′ ).
This proves (5.3).
Now suppose w = (w 1 , . . . ,
. Suppose f M (w) exists. Then for some n, S n • IC M (w) exists and is an accepting configuration such that f M (w) = α 0 (0). From (5.3) by induction for all k ≤ n,
Let M be a generalized Turing machine on generating word functions and let N be the corresponding generalized Turing machine on generated functions on Σ ω . Then
be generalized Turing machines such that X i = Σ * and Y i = Σ ω for 0 ≤ i ≤ L and all functions occurring in M or N are single-valued. Assume that for all labels l ∈ L, (if f (i 1 , . . . , i n ) then l ′ , else l ′′ ) then f is monotone-constant and
Proof. We must prove that for all q ∈ dom(f N ),
Since all the functions used in M and N are single-valued, the successor relations on configurations are functions, which we denote by S for both machines. For a word w ∈ Σ * let |w| denote its length. For a configuration κ for M define the precision by
For q = (q 1 , . . . , q k ) ∈ (Σ ω ) k and e ∈ N let q <e := (w 1 , . . . , w k ) where w i is the prefix of q i of length e.
(where d, e, e ∈ N). This means that for sufficiently precise input, κ exists and approximates λ with at least precision d. 
m =⇒ m + 1: Assume that the statement has been proved for m and assume that S m+1 • IC N (q) exists. Then S m • IC N (q) exists and can be written as
We consider the 6 alternatives for Stm N (l) from Definition 3.2. Notice that the successor functions S of M and N change configurations only locally. Stm N (l) = (i, right, l ′ ): By assumption, there is some e ∈ N such that for all e ≥ e, κ := S m • IC M (q <e ) exists, κ ⊑ 2 λ and P (κ) ≥ d. We show that we can choose this number e for m + 1 and d as well. Since κ ⊑ 2 λ, κ can be written as
such that for all i and j, α i (j) = β i (j) ∈ Γ or α i (j) ⊑ β i (j) (where α i (j) ∈ Σ * and β i (j) ∈ Σ ω ). By the condition in Theorem 5.
Since on λ and κ the successors S operate in the same way depending at most on tape cells containing elements of Γ and changing at most such tape cells, κ
The arguments in these cases are the same as in the first case.
is the content of the cell under the head of Tape i j of the configuration λ (see (5.6)). Since S m+1 • IC N (q) = S(λ) exists, s ∈ dom(g). Since T ω (f ) extends g, by the sup-condition in Definition 5.1.2
By induction as a special case of (5.5), for max(b, d) there is some e such that
We show that this constant e is appropriate for m + 1 and d in (5.5) . Let e ≥ e, κ := S m • IC M (q <e ) and κ ′ := S m+1 • IC M (q <e ) = S(κ). Since κ ⊑ 2 λ, κ can be written as (see (5.6 
where v = f (u) and q ′ = g(s). By (5.5) we must prove:
and f is monotone, f (u) exists. Therefore, κ ′ = S(κ) exists. Then S(κ) and S(λ) can be written as
S(κ) differs from κ only on Cell i, the cell under the head of Tape i, and S(λ) differs from λ only on Cell i, the cell under the head of Tape i. Since u ⊑ s and
This proves (5.10) and finishes the case Stm N (l) = (i := g(i 1 , . . . , i n ), l ′ ).
The proof can be obtained by straightforward modification of the proof of the previous case. 
Since for all u ∈ (Σ * ) k with u ⊑ q there is some e such that u ⊑ q <e , sup
If all functions on Σ * used in the machine M from Theorem 5.4 are computable, then f M is a computable word function.
be a generalized Turing machine such that X i = Σ * for 0 ≤ i ≤ L and all functions on Σ * used in the machine are
Proof. From the generalized Turing machine M an ordinary Turing machine N computing f M can be constructed by standard techniques.
By the next theorem the continuous as well as the computable functions on Σ ω are closed under programming. The generalization from Σ ω to Σ * and Σ ω is straightforward.
Proof. Define a standard representation β : ⊆ Σ ω → Σ * of Σ * by β(ι(w)0 ω ) := w (where ι(a 1 . . . a n ) := 110a 1 0 . . . 0a n 011,[20, Definition 2. (δ i 1 , . . . , δ in , δ i 0 )-computable by a realization on Σ ω . Let M be a machine obtained from N by replacing every function f on Σ ω and Σ * by a computable realizing function on Σ ω . Then M realizes N, hence f M realizes f N by Theorem 4.2. Since f M is computable by Theorem 5.7, f N is computable. For "continuous" the argument is the same.
Machines on Represented Sets, the Main Results
After the preparations in Sections 4 and 5 we can easily prove our main results, Theorems 6.2 and 6.6. Since the computable functions on Σ ω are closed under composition, the composition of computable functions on represented sets is computable [20, Theorem 3.1.6]. The following main result of this article generalizes this observation from single-valued to multi-valued functions and representations and from composition to generalized Turing machines.
, Stm P ) be a generalized Turing machine and for each i, 0 ≤ i ≤ L, let δ i : Σ ω ⇉ Z i be a multi-representation. The machine is called (δ i ) 0≤i≤L -computable, iff (1) for every statement "(i := f (i 1 , . . . , i n ), l ′ )" in P the multi-function f is (δ i 1 , . . . , δ in , δ i )-computable and (2) for every statement " (if f (i 1 , . . . , i n ) then l ′ , else l ′′ )" in P the partial function f is (δ i 1 , . . . , δ in , id * )-computable. "(δ i ) 0≤i≤L -continuous" is defined in the same way with "continuous" replacing "computable". Theorem 6.2. Let P be a generalized Turing machine with k input tapes and for 0 ≤ i ≤ L let δ i be a multi-representation of Z i such that the machine is (δ i ) 0≤i≤L -computable. Then the function f P computed by the machine is (δ 1 , . . . , δ k , δ 0 )-computable.
Correspondingly with "continuous" instead of "computable".
Proof. Case "continuous": There is a generalized Turing machine M on Σ ω containing only continuous functions that realizes P via (δ i ) 0≤i≤L (replace every function in P by a realizing function on Σ ω ). By Theorem 4.2,
The case "computable" can be proved in the same way. Proof. For every multi-notation ν : Σ * ⇉ X there is a multi-representation δ : Σ ω ⇉ X such that ν ≡ δ, and equivalent multi-notations/representations of a set X induce the same computability and continuity on X [21, Section 8]. Replace every multi-notation by an equivalent multi-representation and apply Theorem 6.2. In the final result return to the multi-notations.
In applications, generalized representations are already used informally, whenever defining explicitly Type-2 Turing machines for realizing functions on Σ ω is too cumbersome. 
.).
The experienced reader knows that the function f + is (γ, γ, γ)-computable and a simple proof shows that f + is a (δ, δ, δ)-realization of addition. By the next lemma from [21] we may conclude that addition is computable via δ • γ.
For multi-functions γ : X ⇉ Y and δ : Y ⇉ Z the "relational" composition δ ⊙ γ is defined by z ∈ δ ⊙ γ(x) ⇐⇒ (∃ y) (y ∈ γ(x) ∧ z ∈ δ(y)), (6.1) see [21, Sections 3 and 6] . If γ and δ are multi-representations, an element x ∈ X should be considered as a name of z via the combination of γ and δ, if there is some y ∈ Y such that x is a γ-name of y and y is a δ-name of z, that is, y ∈ γ(x) and z ∈ δ(y), hence z ∈ (δ ⊙ γ)(x). Therefore, we use relational composition for multi-representations. Notice that for single-valued γ (as in Example 6.4), δ ⊙ γ = δ • γ. Realization is downwards transitive. If h realizes g and g realizes f then h realizes f w.r.t. the composed representations ( Figure 5 ). Theorem 7.2 holds accordingly for continuous reducibility instead of computable reducibility.
Conclusion
We have introduced the Generalized Turing machine as a simple general model of computation. This model is not intended for implementation on computers but as a mathematical tool for proving computability in Analysis. Although the three main theorems 5.7, 6.2 and 6.6 seem to be obvious and hence have already been applied informally without proofs, this article shows that even for our very meagre model of computation the proofs require some care.
