Laser cooling of the vibrational motion of a molecule is investigated. The scheme is demonstrated for cooling the vibrational motion on the ground electronic surface of HBr. The radiation drives the excess energy into the excited electronic surface serving as a heat sink. Thermodynamic analysis shows that this cooling mechanism is analogous to a synchronous heat pump where the radiation supplies the power required to extract the heat out of the system. In the demonstration the flow of energy and population from one surface to the other is analyzed and compared to the power consumption from the radiation field. The analysis of the flows shows that the phase of the radiation becomes the active control parameter which promotes the transfer of one quantity and stops the transfer of another. In the cooling process the transfer of energy is promoted simultaneously with the stopping population transfer. The cooling process is defined by the entropy reduction of the ensemble. An analysis based on the second law of thermodynamics shows that the entropy reduction on the ground surface is more than compensated for by the increase in the entropy in the excited surface. It is found that the rate of cooling reduces to zero when the state of the system approaches an energy eigenstate and is therefore a generalization of the third law of thermodynamics. The cooling process is modeled numerically for the HBr molecule by a direct solution of the Liouville von Neuman equation. The density operator is expanded using a Fourier basis. The propagation is done by a polynomial approximation of the evolution operator. A study of the influence of dissipation on the cooling process concludes that the loss of phase coherence between the ground and excited surface will stop the process.
INTRODUCTION
In cooling a molecular system, heat can be extracted either by an evaporative process or by a heat pump. Cooling means that a reduction of a system's entropy takes place, leading eventually to a completely ordered system at the absolute zero temperature. In an evaporative process this entropy reduction is more than compensated for by the entropy increase in evaporation. If a heat pump system is used on the other hand, the external work is used to drive a pump which disposes of the entropy in a heat sink.
The cooling of molecular ensembles is an important part of the experimental elucidation of molecular encounters. Entropy reduction is equivalent to a reduction of dispersion in molecular ensembles which will bring about a well defined initial state for the experiment. Cooling by seeded supersonic beams, for example, has revolutionized molecular spectroscopy of large molecules, as well as the study of van der Waals complexes. ' The development of monochromatic polarized laser light sources has created new possibilities for cooling processes. Since this ideal beam of light carries no entropy, in an evaporative process it can be anticipated that the beam is scattered, thus increasing its entropy while cooling the radiative coupled matter. This process is the basis of the Doppler laser cooling of the translational degrees of freedom demonstrated for sodium and other atoms. 2'3 Radiative cooling of a molecular ensemble by an evaporative procedure can also be considered. Cooling is obtained by removing the excited vibrational population from the ground surface by transferring them to the excited surface, thus leaving a cooler ensemble downstairs. A possible procedure is to tune the laser light to one of the hot band transitions of the molecules. Then by adjusting the intensity and duration of the radiation, v pulse conditions can be obtained which will transfer all the population of the hot ground surface vibration to the excited surface. Such conditions can also be obtained by the adiabatic passage technique.5
The present study investigates a different cooling process driven by a synchronous heat pump which extracts power from the radiation. It is based on the thermodynamic pure work property of coherent light. The setup is designed to cool molecules on their ground electronic surface with the excess entropy dissipated on to the excited surface. The system to be cooled consists of the vibrational manifold of the ground electronic surface of a molecule. This surface is radiatively coupled to the excited electronic surface which serves as the heat sink. The phase of the radiation is controlled, maintaining a constant population on the ground surface. The cooling process of an ensemble of molecules reduces the vibrational dispersion of the molecules residing on the ground electronic surface. At the same time, the molecules residing on the excited electronic surface become vibrationally hot.
The processes of cooling an ensemble of molecules with laser beams are first demonstrated on an ideal ensemble of noninteracting molecules. Ultimately, however, a more realistic approach must consider the possibility of interactions between the molecules. Such interaction which leads to dissipation is analyzed in this work in relation to its influence on the performance of the heat pump.
The cooling method developed in the present study is an offspring of research devoted to active control of molecular processes."' Again, one can identify two basic approaches applied to chemical control. The first is an adiabatic approach where the control mechanisms are applied on a time scale which is slow in relation to the molecular motion.5*6 The evaporative process is of this class since it is based on the ability to tune frequency, amplitude and duration of a laser pulse to be slow or adiabatic on the time scale of vibrational motion but fast on the time scale of molecular collisions. The other approach is an impulsive intervention which is fast on the molecular time scale.7-9 In the heat pump method the cooling is impulsive and can be made faster than the competing parasitic heating processes. A general formulation of the control of chemical encounters has been dealt with in the theory of optimal control. 7"0 The present study is a development of a method" originally intended to excite the ground surface vibration of a molecule impulsively while minimizing radiative damage.13 A description of cooling requires a statistical ensemble approach, and therefore, the previous study, which was formulated in a wave function description cannot address the problem. In the present research, the process is formulated within a Liouville space descriptiont4 allowing a full statistical approach including the calculation of entropy and temperature. This description is used to draw analogs to the laws of thermodynamics.
Abstract thermodynamics consists of objects or systems with membranelike partitions separating them. The transport properties of the membranes define the interaction between the systems. The membranes are permeable to certain quantities and nonpermeable to others. For example, a membrane can allow transport of heat but be impermeable to mass transport of a specific chemical substance. Biological membranes have an additional quality of being selective in that they can actively promote the transport of a specific quantity at the expense of energy. In the heat pump model under investigation an analogy is drawn between this type of active transport and a quantum mechanical model of two subsystems which are radiatively coupled. The correspondence between quantum mechanics and thermodynamics is followed, by investigating the quantum versions of the three laws of thermodynamics. The dynamical model developed in this section allows the study of the interplay between the motion generated by the internal Hamiltonian, the radiative coupling, and the dissipation. 
II. THE RADIATIVE QUANTUM MECHANICAL MODEL
The basic model consists of an ensemble of identical molecules classified according to their possession of a quantity. For example, the quantity can be defined by the number of molecules with position to the right or to the left of a membrane. Quantum mechanicallyAsuch a quantity is represented by a projection operator Ps and its inverse &=f -Ps so that P,+ Q,=i. The specific form of the projection operator, used in this study, is realized by considering two distinct electronic surfaces. The molecules either reside on the ground electronic surface or on the excited electronic surface. As an explicit example the electronic potential surfaces of the HBr molecule are shown in Fig. 1 . The internal state of the molecule is defined by the density operators pl, log, e which are the indexes of the ground and excited surfaces, respectively.'4 The combined density operator describing the state of the combined ensemble can be written as li=Bg~li)B+Be~i)e+Pi~8++Br~~- (2.1) where the tensor product of the internal space and the surface designation is used. Where P, are projection operators on the surface, 1 and $, are the raising and lowering operators from one surface to the other. The algebraic relations of the operators P, and $+ can be calculated from the equivalent relations of the 2x2 Pauli matrixes. This combined state function takes into consideration the nonlocal character of quantum mechanics by introducing nondiagonal correlations between the ground and excited surfaces represented by the operator p,.
The Hamiltonian of the system consists of the sum of internal Hamiltonians and an interaction term B=Ci,+ir,, (2.2) where the zero order Hamiltonian is the sum of the two separate parts, &=8,e@,+iiec91ie (2.3) and the surface Hamiltonians I$ are functions of internal coordinates. The interaction part controls the transport Considering the population balance conditions, the total population is conserved, therefore dN,+dN,=O. (3.5) The flow of population across the membrane from one electronic surface to the other can be calculated using Eq. (2.6) properties of the membrane separating the systems. In this study, it contains only radiatively coupling terms $= -p 8 (iG+E-l-iLE*) (2.4) where p is the transition dipole operator and e(t) represents a semiclassical time dependent radiation field.
The evolution is described by the Liouville von Neumann equation14 ag . .! LGI +-Y&g at=--ti (2.5) where the first term represents dynamics generated by the Hamiltonian, and the second term represents the dynamics generated by the dissipation. -;ir=-i (fle (g+,-g_~))=~Imag~(~,~+),).
-&=x+z [%Q +Yg(h, (2.6) where the first term represents the explicit time dependence of the operator, the second term the Hamiltonian evolution, and the third term the dissipation which is the Hiesenberg version of the dissipative superoperator in Eq. (2.5).
The flow of energy from the ground state can be calculated underAthe assumptions of small electronic dephasing, i.e., J?'%(P) = 0 and also pure vibrational dephasing, i.e., Ys(Hs) = 0. Physically these conditions apply when the rate of relaxation to equilibrium is slow compared to the loss of phase (T,) T,). Under these conditions
Ill. THE TRANSPORT EQUATIONS AND THE FIRST LAW Thermodynamic insight can be gained by studying the total change in energy representing the first law of Thermodynamics. Additional insight is gained by considering the population and energy currents from one system to the other. These currents flowing through the membrane, represent the balance equations. Within the model of Sec. II, the total energy change becomes When the total energy balance is considered, the power uptake can be distributed into the "bulk" of ground and excited surfaces as well as into a membrane entity which is equivalent to energy stored by the interaction. Since the interaction term is proportional to the field E, for a pulsed field for which E=O at f = i 03, one can consider the energy flow into the bulk by integrating Eq. The term (fi 8 g+) will reappear in many of the derivations and will be called the instantaneous dipole expectation. (3.10) Equation (3.10) can also be obtained within the limit of weak fields. Such balance equations represent one of the main tools of thermodynamic investigation. A schematic view of the thermodynamic currents can be seen in Fig. 2 .
The spatial derivative of the loading term represents the internal force which the electromagnetic field exerts on the molecule where V, is the gradient with respect to the internal coordinates. Combined with the conditions imposed in the next section in Eq. (4.8); one can apply a directional force on the molecule. The study of these possibilities will be described in future work. Equations (3.4), (3.7), and (3.8) constitute the transport equations from one surface to the other. The next section, describes the control of the transport by manipulating the phase of the transient field E.
IV. CONTROL OF TRANSPORT
The cooling process, as well as other molecular transport processes can be promoted either by controlling the field E or its time derivative P. This possibility stems from the fact that the transport equations Eq. (3.7) and Eq. (3.8) have a similar structure consisting of the real part of a product of a molecular expectation value (X) by the field E. A similar structure is found in Eq. (3.4) where the transport is controlled by the real part of the product of a molecular expectation and the time derivative of the field. This structure can be expressed for Eq. (3.7) as
where 4P is the phase angle of the instantaneous dipole and 4, is the phase angle of the radiation field. The physical interpretation of this angle is the sum of the angle of the induced polarization of the molecule and the angle of the polarization of the light. In a similar way P=-2[&3S,>I I+os(9,+4i) and
where I$,,~ is the phase angle of (I;&& 8 $+ ). From this description, it is clear that the control parameter of the transport quantities is the phase angle $=4i+#j. The most simple example is a monochromatic circularly polarized pulse for which e(t) =Ae-'Of, where A is a slowly varying envelope function. For this pulse the phase angle of 1 is 90" rotated from the direction of E, c$&= ~$~-rr/2. Examining Eqs. (4.1) and (4.2) one obtains the relation This means that the system behaves as an effective twolevel system where the power absorbed is linearly proportional to the population transfer. For more general pulse shapes, using the above analy sis, the control of the transport can be classified as being active or passive. On examining the passive control conditions in Eqs. (4.8), (4.9), and (4.10) it can be noticed that there are two values of C# i+4 j for which zero transport conditions apply. This fact can be utilized to simultaneously block the transport of one quantity and to select the direction of the transport of another quantity. A note of caution is needed at this point because naively it would seem that there is a meaning to the absolute phase of the field and to the phase of the molecular expectation values. But as will be seen in Sec. V, all phases have to be related to a previous synchronization pulse which synchronized the molecular clock with the field clock. Figure 3 shows the phase angle conditions leading to different transport quantities. Figure 3 (a) shows the phase angles for which the total power absorption is zero. Since no energy is absorbed or emitted from the field these conditions define laser catalysis.21 Figure 2 recting energy out of the ground surface. These are the conditions of laser cooling studied in the next section.
V. LASER COOLING WITH ZERO MASS TRANSPORT
An active partition which is opaque to population transfer is obtained when the radiation field has the form E=C(t)<P((/hG-)I, (5.1) where C(t) is a real function of time and @(X> =X/(X I =e'& is the phase factor. Equation (5.1) is another formulation of the conditions in I%+ (4.9). Active control require: the expectation value of the instantaneous dipole (p B S,) to be nonzero. Starting when all the population is on the ground surface will lead to a zero value instantaneous dipole. The procedure adopted in this study in order to create a nonzero term, is to apply a strong short pulse which transfers a small amount of population to the excited surface accompanied by a nonzero instantaneous dipole. This process serves to synchronize the molecular motion and the radiative field. Once these conditions are established the control process can proceed. Under the conditions of Eq. (5.1) the total change in energy has two components one of which is
the power associated with loading the system. The second component is
which is the power required to drive the heat pump. Under the conditions of zero mass transport, the change of the energy on the ground state becomes (5.4) The condition on the function C(t) that will lead to a monotonic decrease in energy becomes 
(5.5)
In Fig. 4 , a monotonic decrease in energy is observed as a result of a pulse shape calculated according to Bq. (5.5). The resulting pulse shape is shown in Figs. 9, 10, and 11. In Sec. VI it will be shown that the energy decrease in the ground surface is accompanied by an entropy reduction ( Fig. 7) which therefore meets the thermodynamic criteria of cooling. The strategy of cooling using the pulse shape of Eq. (5.5), is only one of many possibilities. Therefore, it can be asked what is the optimal strategy for minimizing the ground surface energy with minimum power consumption under the restriction of zero mass transport? An optimization solution local in time to the question can be obtained by minimizing the functional 4% @ @,) J= dt +wt4*, (5.6) where W is a penalty function imposed by the power consumption. The variation of J, SJ is with respect to SC(t), since the phase is restricted by the zero population transfer condition Eq. (5.1). Carrying out the calculation leads to Eq. (5.5) with the proportionality constant equal to l/2 W. This local solution can be replaced with a global one, minimizing the ground surface energy J=E, at a specific final time tf with the minimal cost of external pumping energy j-rP dt.
The objective is to minimize the ground surface energy EJtf).
The constraints are (a) evolution governed by the Liouville von Neumann equation dfddt=Y(lj); (b) zero mass transport dNg=O; restricted B ==(y$,2dt.
total power consumption
The initial state of the system is set as p(0). By de&r-ing the Lagrange multipliers, the objective functional can be minimized subject to the constraints. This leads to the modified objective functional y In dissipative dynamics, the backwards propagating target operator decays into a stationary operator and therefore, its change in time becomes zero 3'*[B( -CO)]=O. This leads to loss of control, as can be seen in Bq. (5.10).
In the cooling proc$ss, the target operator is the ground surface operator H,(tf).-In general for weak field excitation, the target operator B(t) can be expanded in powers of the field 8. For the cooling scheme under these conditions the target function becomes timeindependent and is just the Schrodinger picture operator Hs. Inserting the target function into Bq. (5.10) one obtains the result of Bq. (5.5) with the proportionality constant becoming l/U. As a conclusion the phase and amplitude conditions for cooling suggested in Eq. (5.5) are the optimal control solutions for weak fields. They can be used also as a first guess for the optimal field in an iterative solution for strong fields.23 VI. THE SECOND LAW Einstein, in a discussion in 1914,24 realized that a quantum system which possesses a measurable quantity Ei from a discrete spectrum, can be considered a separate chemical entity. This means that the mixing entropy associated with the dispersion of this quantity becomes whereS&=-xlogx-(l-x)log(l-x) andx=(Ps),is the mole fraction in the ground surface. The individual surface entropy S(&) is define-d by Eq. (6.1). The zero order Hamiltonian observable Ha is just such a separable operator and it is of particular interest. Subject to the constraints of separability, the minimum dispersion operator can be nconsidered which will commute with p =fis 8 P, +p, o P,. This partition means that in each surface the minimum dispersion entropy is found separately leading to Comparing the different types of entropy, the following inequality is obtained:*' where k, is the Boltz-man constant (k,= 1 in the rest of this paper) and Pi= (Pi) is the expectation value of the ith projection operator of the observable 2. This is equivalent to the mole fraction of the molecules possessing the measurable quantity. Such an identification is in accordance with the concept of Van Hoff that a filter or a semiimpermeable membrane can be constructed to separate the molecules possessing the quantity ei from the rest of the ensemble. In quantum mechanics, since not all observables can be measured simultaneously, a different mixing entropy can be associated with each observable. A special role is played by the energy observable. In nondissipative evolution the entropy associated with the energy is conserved. For the entropy associated with other observables 2; (6.1) in general is not conserved and may even oscil- (6.6) where SR-vN is the restricted minimum dispersion entropy. These entropies are now used to analyze the cooling process. The system to be cooled at t=O is in a thermal state on the ground surface von Neumann introduced the concept that a statistical ensemble of molecules defined by the state B is classified by an observable B which has the minimum dispersion while generating a full resolution of the state of the system.14*25 This observable can be de$ed as the one which minimizes Eq. (6.1). The operator B associated with this observable B also commutes with 5, therefore its spectral resolution has the same set of projection operators. This observable is used to define the von Neumann entropy e-&s p*---z ' (6.7) where 2 = tr(e-@%) is the partition function and fl is the reciprocal temperature. Since 6s in this case commutes with I%, the entropy associated with energy S(E) is identical to the von Neumann entropy. If a short impulsive pulse is applied, according to the Franck-Condon principle, a portion of the ground surface density is lifted to the excited surface without a change in the state. The entropy analysis at this point is restricted to the choice of observables which can distinguish the two surfaces. For simplicity, an infinitely short first pulse is considered which creates an image of the ground surface state on the excited surface. The restricted minimum dispersion operator will have the entropy SvN= -tr(b log /3). For a unitary evolution which is generated by the Hamiltonian part of Eq. (2.5) the von Neumann entropy is a constant of motion as are all traces of analytic functions of *.26 In thermal equilibrium the von Neuman entropy is Gentical to the energy entropy S(g) =SVN since the density operator commutes with the Hamiltonian.
The entropy analysis of the process is related to the observable by which the analysis is carried out.25,27 In the radiative system under study an additional restriction of separability is imposed on the observables. These observables are associated with the separation to ground and excited subsystems. For a restricted observable the corresponding operator has the form 6=li,ci3cs+ii,e~, (6.3) with the entropy s,-,=S [E,(t=O) 1 +s,,, (6.8) where 1 -x is the mole fraction transferred to the upper surface by the first pulse. Since the ground and excited state Hamiltonians do not commute, the state created on the excited surface is nonstationary. This means that the entropy associated with the zero order Hamiltonian observable S(Eo) is larger than Eq. (6.8). An examination of the entropy of the ground surface immediately after the first pulse shows that it is identical to the von Neumann entropy. Since the initial state was in thermal equilibrium its entropy is also identical to S( Es). The time derivative of the entropy at t=O can be calculated, since it is in a thermal state, as N&J ---=8~~*(~,>~ dt and has the same direction as the change in the ground surface energy. In the model calculation, the direction of change in the ground surface energy was chosen to be negative. If the ground surface would stay in a thermal state at all times, this would assure entropy reduction. The change of entropy with time is demonstrated in Fig. 7 . The S(ij)=xS(~~)+(l-x)S(ij,)+S~,, (6.4) initial slope corresponds to the rate of Eq. (6.9). As the cooling process proceeds the entropy of the ground state decreases further. Initially after an infinitely impulsive first pulse the ground state energy entropy S(&) is identical to the minimum dispersion entropy. As the cooling proceeds, however these two entropies depart meaning that the cooling process creates a state which is not stationary under the field free Hamiltonian evolution. The mixing entropy under the condition of zero mass transport is stationary and therefore can be omitted from the analysis. Although Eq. (6.9) cannot assure monotonic decrease of entropy for later times nevertheless the numerical calculation shows that these conditions still apply.
Since the system is not in equilibrium, the definition of temperature is ambiguous. A dynamical reciprocal temperature p(t) of the cooling ensemble can be defined by the relation
(6.10) cooled in a similar way. The computation procedure can be divided into three
For a thermal ensemble this reproduces Eq. (6.9). Since the cooling process can be pulsed, numerical evaluation of Eq. (6.10) is troublesome whenever dE$dt goes to zero. The dynamical temperature can be compared to the temperature of a thermal ensemble which shares the same average energy ,!?e. This comparison is shown in Fig. 18 . Since large differences are found between the two definitions of temperature it seems that entropy is a superior tool for analysis of the cooling process.
VII. THE THIRD LAW
The choice of phase in Eq. (4.9) leads to a monotonic decrease in the ground surface energy. This decrease is accompanied by a decrease in entropy and temperature. As the ground surface system approaches the absolute zero, it should obey the third law of thermodynamics so that the rate of cooling will also decrease to zero. Using a zero temperature representation of the state on the ground surface ?)e= ~II1,(&))($&!$,) I, where r&,(&J is the ground surface zero eigenfunction and EJ 0) is the zero eigenfunction energy. The correlation term of the state fi becomes then /3f=rCg(Eo) c cjq, i
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VIII. COOLING SCENARIO AND COMPUTATIONAL DETAILS
The scenario presented in this section has many possibilities. The purpose is to demonstrate a cooling strategy for a particular molecule in different environments, such as collision free conditions or dissipative conditions. In particular the realization the thermodynamic currents presented in Fig. 2 is attempted. The ground and excited surfaces of HBr have been chosen for the demonstration. The potential energy surfaces are shown in Fig. 1 . The choice of molecules with a mass which is not heavy is to facilitate the computation effort. Heavier molecules such as I2 have been tried out and qualitatively it has been found that they are steps: ( 1) calculation of the initial thermal state on the ground surface, (2) application of a short impulsive pulse which transfers a small fraction of the population to the excited surface, (3) simulation of the cooling procedure. The first step of calculating the thermal state is done by assemblying it from the set of low lying eigenfunctions of the ground surface Hamiltonian Hz. These are calculated on a grid by the relaxation method.29 From these eigenfunctions projection operators are created which are combined with Boltzmann weights to produce a thermal density operator (6.7). The initial density operator fi, is shown as a Wigner phase space distribution3' in Fig. 13 . An initial temperature of 5000 K on the ground surface state was chosen. which proves that the cooling strategy obeys the third law of thermodynamics. Equation (7.2) can be understood by the observation that once the ground state is approached the flow of mass and energy from this state is stopped effectively isolating this state. Morever this result is also true for any ground surface stat: that is an eigenvalue of the ground surface Hamiltonian H, , and it becomes a gen-
The numerical procedure calculates these commutation relations locally. Each surface Hamiltonjan is divided into a kinetic and a potential term: Hi = K, + V, (1 E g,e> . Since the commutation relation is linear, each term is calculated separately and locally. For the commutation relation of the potential with the diagonal blocks of $,, one obtains
For the off-diagonal blocks pi Q $+ , a typical term of the commutation relation becomes A similar expression is used for @/' 8 S-. The operation of the kinetic energy commutation is the same for all blocks of b (lIt9i2),=(E~-*)ij=& (/Cf-$)j;ii, (8.4) where 6 designates the Fourier transformed operator (coordinate to momentum), which is also the momentum representation of Jhe operator. For the interaction part of the Hamiltonian V, presented in Eq. (2.4) the commutation relation with i, becomes
For the following calculations, a linear dipole function was used. For the calculation which includes dissipation, a pure dephasing Liouville superoperator was introduced 20(B) =r [fqfi,,lil I, (8.6) where the parmeter y is adjusted. The formalism allows more elaborate dissipative terms than Eq. (8.6) but for the purpose of studying the influence of dissipation this term which does not change the ground state energy emphasizes the role of pure dephasing on the cooling process. By summing up these basic operations the evaluation of the Liouville operator -Y'(p) is obtained. The time propagation is done in small segments At in order to overcome the problem of the time dependence of Liouville operator through e(t). The propagator in each segment is expanded by an interpolation polynomial in the Newton form +d2(~-x2~)(~-x1~)+..., (8.7) where xi are sampling points and di are the divided difference coefficients3' which are determined by the value of the function e"" at the sampling points. These sampling points xi have to span the spectral range of the Liouville superoperator. For nondissipative propagation the sampling points were either the zeros of the Chebychev polynomials adjusted to the estimated spectral range of 2 or were calculated by a short iterative Lanczos (SIL) procedure. This procedure becomes a Liouville space generalization of the procedure developed for wave fi.mctions.33'34 For dissipative propagation since the spectral range of 9' is complex, the sampling points were chosen evenly spaced on a semicircle in the negative side of the complex plane.32 Equation (8.7) is then applied recursively on to the density operator b(t) to obtain P(t+Ar). Table I summarizes the parameters used in the calculation. The second step in the calculation is to apply a short impulsive pulse in order to transfer a small amount of population from the ground to the excited potential. A pulse duration of 3 fs was used and the amount of population transfer was 11%. This pulse is impulsive on the time scale of vibrational motion of HBr but is not impulsive on the time scale of electronic motion. As a result not all parts of the ground surface density are in resonance with the electronic transition and this causes heating of the ground surface state from 5000 to 6400 K. The preheating effect can be seen by comparing the initial thermal state, displayed in Fig. 13 to the state after the first pulse displayed in Fig. 14 . It is apparent from the figures that the latter is much broader. This excitation mechanism has been analyzed previously35 and verified experimentally.36P37 A shorter initial pulse will reduce this effect.
The first pulse also establishes a nonzero instantaneous transition dipole expectation value which is the starting point for the cooling pulses. This pulse also synchronizes the molecular motion with the radiation field.
Once a transition dipole has been induced, the cooling cycle of the ground surface can begin. The calculation of the field E for the cooling process by Eq. (5.1) and Eq. (5.5)-requires then calculation of the expectation values (,G GXI S-) and (fiHs8 S,). As these terms in turn also depend on E, a predictor corrector procedure is used where the state is propagated for a time step At calculating the field E by using the expectation values at the beginning of the time step. The expectation values at the end of the step are calculated and averaged with the ones at the beginning of the step. A new field E is then calculated and used to repropagate p another time step. This procedure is equivalent to a first order Magnus approximation.38 Since the propagation includes a feedback term it is sensitive to small numerical errors and therefore presents a major challenge to the numerical procedure. As a result the calculation was executed using double precision arithmetic and very small time steps. The condition of zero mass transport was used to check the accuracy. The ground surface norm was kept constant typically to within lo-'. The calculation of the state fi(t) as a function of time enables the study of the evolution of relevant expectation values. Figure 4 shows the energy on the ground surface as a function of time demdstrating the monotonic decrease, under the conditions of norm conservation. Figure 5 shows the accompanying increase in the excited surface energy and decrease in the energy in the ground surface is more than compensated by the increase in the energy in the excited surface. This figure emphasizes the heat pump character of the cooling process. The cyclic action of the pump can be seen in Fig. 5 by the fact the interaction energy goes to zero periodically. The cooling action is shown in Fig. 7 which displays the entropy on the ground surface as a function of time. Both the energy entropy, and the von Neuman entropy on the ground surface decrease monotonically where the energy entropy S(&) is larger than S'eFVN in accordance with Bq. (6.6). The entropy on the excited surface is shown in Fig. 8 . It increases as it should to compensate the decrease in entropy on the ground surface. One should also notice the oscillations in the energy entropy S(&,) due to the fact that the excited surface Hamiltonian is no longer stationary. The decrease in dispersion in the cooling process can also be observed by comparing the state after the first pulse, Fig. 14 , to the final state Fig. 15 , which is less dispersed in phase space.
The radiative field of the cooling pulse sequence is shown in Figs. 9, 10, and 11. Figure 9 shows the radiation field leading to cooling in the time domain. One should notice that the field can be decomposed to a series of pulses with a well defined phase relation. Figure 10 shows the radiation field in the frequency domain. Figure 11 displays the field in the time energy phase space as a Wigner distribution function.30 From Fig. 11 it is apparent that the pulse looses intensity as time progresses. Since the pulse is determined by the instantaneous dipole this fact reflects the loss of overlap between the ground and excited energy surfaces reducing the ability to cool as time progresses. The decomposition of the field into individual pulses is due to the oscillation of the instantaneous dipole driven by the ground surface and excited surface vibrational motion. This effect can also be seen in the spectrum of the pulse, Fig. 10 which is centered around the electronic transition but is modulated by the vibrational frequencies. The Wigner distribution shows that the pulse becomes weaker as time proceeds reflecting a decrease in the instantaneous dipole. The next step is to study the influence of dissipation on the energy reduction process. Figure 12 goes to zero are clearly seen. Figure 19 shows that the relation between the ground surface energy and the entropy is well behaved which emphasizes that entropy is a better variable than temperature in analyzing the cooling action.
IX. DISCUSSION
The numerical model presented in Sec. VIII is sufficient to show that a thermodynamic analysis and the phase control mechanism can be used to promote cooling in a realistic molecule. Nevertheless, it is premature to apply directly the demonstrated scenario since it is far from optimal. Experimental verification therefore, will require further study of optimization schemes. For example, a cooling strategy based on maximizing the time derivative of the energy difference d/dt (E,-E,) has been found to be superior to the strategy based on maximizing the energy flow -(dEj/dt) . A comparison of the energy reduction of these two strategies is shown in Fig. 20 . Another possibility is to tune the radiation to maximize the entropy flow -(d/dt)S, which is a strategy to reduce the dispersion directly. An important issue is the optimization of the first synchronizing pulse. A short pulse which has a frequency bandwidth larger than the thermal absorption spectra causes no preheating of the molecular ensemble. This is in contrast to the 3 fs pulse used in the demonstration which caused significant preheating. This heating effect could have been reduced by detuning the pulse frequency below the vertical transition frequency leading to some initial evaporative cooling.39 Finally an effective optimal cooling strategy should merge the role of the synchronization pulse and the cooling pulse leading to a combination of an evaporative and pumping cooling mechanisms. This strategy relaxes the strict zero mass transport condition replacing it with an asymptotic restriction on the total amount of population left on the ground surface. An ultimate global optimal cooling strategy is beyond the scope of this paper aimed at gaining insight into thermodynamical analogies based on a local-in-time approach. Another angle on the optimization problem can be obtained by employing the field of fmite time thermodynamics. This discipline studies the performance of thermodynamic processes restricted to taking place in a finite time. The analysis goes beyond the traditional adiabatic thermodynamic description.@ Most of the work in finite time thermodynamics has been devoted to the optimization of heat engines,41 including quantum mechanical models of such engines. 19P20V42 The generic picture that emerges from these studies is that the power output of the engines goes through a maximum as a result of a balance between maximizing the flow and minimizing the loss mechanisms. As a result, at maximum power operation conditions, engine efficiency is reduced from the Camot adiabatic value. Applications of finite time thermodynamics to cooling are limited none of which include a quantum mechanical analysis. These analogies with finite time thermodynamics require further persuit since the impulsive nature of the process leads to the breakdown of the adiabatic theorem which is also the source of irreversibility in finite time thermodynamics."
One of the difficulties of the thermodynamical analysis stems from the fact that entropy and temperature seem to be ambiguous. Even the energy is an ambiguous quantum mechanically for a nonstationary state. For that matter, there is a problem in classical thermodynamics defining temperature and entropy if equilibrium conditions do not apply. For example, at equilibrium one can define temperature as that quantity which becomes equal for bodies in thermal contact. Here there is no analog of heat transfer. There is another quantum source of irreversibility which stems from the local partition to the ground and excited surfaces. This partition restricts the class of observables which can be used to analyze the state leading to the loss of information in the nondiagonal blocks of the density operator. An analysis by Lindblad4 of the quantum mechanical measurement process has identified a similar source of irreversibility due to the partition of the system into a measured part and a measuring apparatus.
Experimental realization of laser cooling is closely linked to the technology of ultrafast pulse shaping. This technology is undergoing rapid development where the light pulses have become shorter and more powerful. Pulse shaping techniques able to control the amplitude and phase of the pulse are becoming available.8*4'-47 Specifically the experimental setup used by Sherer et al., ' for the I, system, is closely related to the control conditions on the phase angle of Sec. IV. In this experiment the flow of population from the ground X state to the excited B state was controlled by manipulating the time delay and the relative phase between two pulses experimentally confirming Eq. (4.6). A small modification of this experiment which amounts to shifting the relative phase angle by *7r/2, could, in principle, lead to zero mass transport conditions of Eq. (4.9) which is the prerequisite for cooling conditions. The experimental progress leads to an optimistic forecast for future heat pump cooling of molecular matter.
At this point, a comparison of laser translational cooling with laser internal cooling is in place. As was stated in the introduction, translational cooling is driven by the entropy increase of the radiation which initially was a coherent geometrically well-defined beam of light. Due to its interaction with the atoms it scattered into a nonisotropic state with increased entropy. For this reason this process can be defined as evaporative. In this study the radiation is used as pure work under the assumption that on the time scale of the cooling process spontaneous emission with entropy increase can be neglected. Also in the heat pump the cooling mechanism requires synchronization between the radiation and the molecular motion. Another distinction between the two processes is that in the translational cooling the frictional force is external and acts on the spatial coordinate of the atom confining it in space. On the other hand, the force in Eq. (3.11) operates on internal degrees of freedom. Finally, an important similarity exists between the translational evaporative cooling and the heat transfer cooling in that the radiation is manipulated in such a way that when the system approaches the target state it stops to absorb the light. As analyzed in Ref. 48 and shown in Eq. (7. 2) the state becomes stationary. These conditions are responsible for the compliance with the third law of thermodynamics.
The analysis of the control of transport in Sec. IV shows that a crucial condition for control is the maintenance of well defined phase relation between the ground and excited surfaces. This phase relation appears as a nonvanishing instantaneous dipole expectation (fi o s + ) . Any degradation of this phase relation will reduce the control options. One reason for loss of control is anharmonic motion which can cause dephasing of a compact excited state. In the HBr molecule this effect has been found to be nonsignificant. Another dephasing mechanism is the result of strong radation fields.49 It was found that strong radiation tends to scatter the excited surface state. The third and most important dephasing mechanism is the result of dissipation. Equation (5.9) demonstrates how the control possibilities are influenced by the backward propagation of the target function. If this backward propagation is dissipative the ability to control the process is degraded. Specifically, the dissipative mechanism used in the calculation commutes with the target function. This means that the loss of control is a second order process, but nevertheless, the calculation shows significant loss of control. Quantitatively the dephasing that was used in the calculation is quite strong. This means that even under strong collision environment cooling is possible. The relative importance of different dissipative mechanisms such as direct energy relaxation and electronic relaxation is under study.
X. SUMMARY
( 1) The interaction of light with a two electronic surface system, bears close analogies to the thermodynamics of two coupled systems which can transfer mass and energy via external work Fig. 2 . A version of the first, second, and third law of thermodynamics was presented. Moreover, various processes which transfer energy without mass and mass without energy were identified.
e (2) The paper focuses then on a particular process: transferring energy without mass to the excited electronic surface. This is laser cooling. First, a local in time procedure to find the field to accomplish this was given; then an optimal control formulation was sketched.
(3) Numerical results were presented for laser cooling by solving the quantum Liouville equation, with and without dissipation. Starting with a Boltzmann distribution characterized by temperature T, the cooling field reduced the dispersion, narrowing the phase space distribution. Vibrational dephasing reduced the ability to cool the system by the heat pump mechanism.
Finally, this paper is on one hand a continuation of effort devoted to laser selective chemistry but on the other hand, it opens a new field of radiative cooling and as such raises more questions than answers.
