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:\este trabalho, estudamos a geometria das estruturas-f invariantes e curvas f-
holomorfas em variedades bandeira, a construção de toros equiharmõnicos em varie-
dades bandeira complexas não-degeneradas que não são f-holomorfos para qualquer 
estrutura-f inYa.riante. 
Calculamos a segunda variação da energia para superfícies harmõnicas rieman-
nianas fechadas em variedades bandeira munidas com métricas do tipo Borel daí 
discutimos a estabilidade para o referencial de Frenet de aplicações holomorfas com 
respeito a uma grande classe de métricas invariantes em F(N) obtidas via pertur-
bação de métricas Kãhler. Além disso relacionamos a teoria de torneios com as 
estruturas quase complexas de uma variedade bandeira. 
Finalmente mostramos que a métrica Killing em F(N) é (1,2)-simplética se e 
somente se ;V ::; 3. 
1 
Abstract 
In thís work we study the geornetry of ínvaríant f-structures and f-holornorphíc 
curves on flag rnanífolds, and the constructíon of the equíharrnonic tori on full 
cornplex f!ag rnanifolds which are not f-holomophic for invariant f-estructure. 
Moreover we relate the tournament theory with the almost-complex on a flag ma-
nifolds. 
\V e compute the second variation of energy for harmonic closed Ríemann surfa-
ces ínto flag manifolds equipped with the Borel type metrícs then we discuss stability 
for Frenet frames of holomorphícs maps with respect to a very large class de invarí-
ants metrics F(N) obtained via perturbation of the Kahler ones. 
Finally we proof that the metric Killing on F(N) is (L2)-sirnplétic if and only 
if N ::; :3. 
2 
Introdução 
uma aplicação dJ : (1'v1, g) --+ (N, h) onde (J'vf, g) e (N, h) são variedades 
Riemannianas é harmônica se ela é um ponto crítico do funcional energia 
onde !iddJII é a norma de Hilbert-Schmidt (ou da soma) da aplicação linear ddJ. 




dt I t=O 
para toda variação (cp,), t E (-E ,c) de cp. Uma referência para um estudo mais 
detalhado de aplicações harmônicas é o livro de Eells e Lemaire [5]. 
Definição 0.0.1 Usando as estruturas quase hermitianas de 11!1 e N, definimos a 
densidade de energia parcial de 4;, como os seguintes quadrados de normas comple-
xas, e' e e": C(l\11, i'-i) --+<C 
e'(9) = 113911 2 
"( ') I'"''"" e 1' = ju911-
Definição 0.0.2 Considerando 1v1 uma variedade compacta definimos: 
E'(ó) = r e'(9)v9 e E"(o) = r e"(lj;)v9 
J}vf };H 
então obtemos E(lj;) = E'(9) + E"(9). 
3 
COSTE('DO 4 
Um importante resultado de Lichnerowicz que será demonstrado no capítulo 1 é : 
Teorema 0.0.3 Se ;'vf e são variedades quase-Kiilher então K(ó) é um invariante 
homotópico, isto é. constante sobre componentes conexas de ); onde K(o) = 
E' - E" ( dJ). 
Este teorema continua válido no caso em que a variedade é (1,2)-símplética. 
Definição 0.0.4 Fma variedade bandeira é um espaço homogeneo G /T onde G é 
um grupo de Lie compacto e T é qualquer toro maximal. Denotamos por F(N) a 
variedade bandeíra com G = U(N) e T = U(1) x · · · x U(1). 
i\' -·vezes 
O estudo das métricas invariantes sobre envolve as estruturas quase-
complexas. Burstall e Salamon [4] mostraram que existe uma identificação natural 
entre estruturas quase-complexas invariantes sobre F(N) e torneios com vértices 
(ver cap 3, seção 3.1). O resultado de Borel e Hirzerbruch [3] mostra que existem 
(f) estruturas quase complexas U(N)-invariantes na variedade complexa F(N). 
Quando as variedades alvo são variedades bandeira complexas, um método é 
estudar as estruturas quase complexas horizontais mais geralmente, estruturas-f ho-
rizontais, já que as aplicações holomorfas horizontais são harmônicas para toda 
métrica invariante [1]. 
Este trabalho esta organizado como segue: 
O capítulo 1 contém conceitos básicos e, alguns resultados importantes sobre 
aplicações harmônicas e holomorfas entre duas variedades riemannianas que preci-
saremos nos capítulos posteriores. 
"\o capítulo 2 estudamos a geometria das estruturas-f invariantes, curvas ho-
lomorfas em variedades bandeira e a construção de um exemplo de uma aplicação 
equiharmônica que não é f-holomorfa. 
"\o capítulo 3 calculamos a fórmula da segunda Yariação da energia para su-
perfícies harmônicas riemannianas fechadas em variedades bandeira munidas com 
métricas do tipo Borel e as condições de estabilidade para o referencial de Frenet de 
aplicações holomorfas . 
'io capítulo 4 relacionamos o estudo da geometria complexa das Yariedades 
bandeira não degeneradas F(N), aplicações harmônicas e a teoria de torneios. Fi-
nalmente mostramos o resultado: 
Teorema 0.0.5 A métrica de Killing sobre F(N) é (1,2)-simplética se e somente 
se !V :':: 3. 
Capítulo 1 
Aplicações Harmônicas e 
Holomorfas entre Variedades 
Quase Kãhler 
'i este capítulo introduziremos os conceitos de aplicações harmônicas, holomorfas 
e variedades quase Kãhler e desmonstraremos um importante teorema devido a 
Lichnerowicz. 
1.1 Aplicações Harmônicas 
Sejam (Af, g) e (N, h) duas variedades riemannianas diferenciáveis, as quais supomos 
conexas, compactas, orientadas e sem bordo, de dimensão m e n respectivamente. 
Seja rjJ : :Vf --7 N uma aplicação diferenciável (ou seja C00 ) e T) : W --7 N um 
fi brado vetorial, denotamos por 9- 1 TV o fi brado pull-back, cuja fibra sobre x E 1\!I 
é W 0 (x), a fibra de n· SObre c/J(x). 
Portanto, a diferencial dcjJ de uma aplicação diferenciável 9: (JVJ, g) --7 (N, h), 
pode considerar-se como uma seção do fibrado, 
6 
Aplicações Harmônicas .~ I 
Denotamos lldóx como a norma de Hilbert-Schmidt da diferencial de cjJ no 
ponto x de AI. Isto é a norma induzida pelas métricas g e h da seguinte forma: 
onde {e1 , ... en} é uma base ortonormal de TxNI com respeito à métrica g. 
Se ) e são coordenadas locais ao redor de x e respectivamente, 
temos que: 
00° 
onde o? = 3xi é a representação local de do. 
Definição 1.1.1 A. densidade de energia de o é a função diferenciável 
definida por: 
Definição 1.1.2 A. energia de ó é o número 
E(o) = f e(ó)(x)v9 , IM 
onde v9 é a medida de volume em AI. 
Definição 1.1.3 A aplicação ó : (I'vf, g) -+ ( N, h) é harmônica se e somente se 0 
é um ponto crítico do funcional energia. 
Seja v E C(Ç- 1TV) definimos a derivada da energia, D,,E(9) como segue: 
3cj;, 
consideremos uma família de aplicações ot tal que cp0 =o e at =v (tomando por 
exemplo a família ó,(x) = exp9(x)tv). Então, 
D,E(o) = dE(o,)l 
dt t=O 
assim 9 é harmônica se e somente se DvE(9) = O, para todo v E C(0- 1TN). 
Denotamos por <P: l\11 x lR-+ a aplicação definida por <í>(x, t) = ó,(x). 
Proposição 1.1.4 {5} Uma aplicação 9 : (11!1, g) -+ (JV, h) é harmônica se e so-
mente se esta satisfaz a equação de Euler-Lagrange r( 9) = O, onde r( 9) = tr(v do) 
é chamado o campo de tensão de 6. 
Demonstração: 













s._dc/Jt) l Vg 
àt i/ t=O 
onde do, é a diferencial de if> ao longo de l'vf e com t fixo (i.e dó, = di!> 
a derivada covariante no fibrado r x lH:. ® cr 1TJV) sobre x R 
8 
t)_);v 2._ é 
ât 
Agora considerando os campos independentes E e :t, e usando a fórmula 
página 5) obtemos que: 
(v s._ d0,)x 
Bt 
Logo observando que v e d (operador diferencial exterior) coincidem sobre A 0 ( ó-1TN) = 
C(o- 1TN) e integrando por partes, temos que: 
!!:_E(ót)l = 
dt t=O 
Portanto o é harmônica se e só se IH (v, T;p) Vg = O se e só se T9 = O. 111 
Aplicações Holomorfas 9 
1.2 Aplicações Holomorfas 
Definição 1.2.1 Uma estrutura quase complexa sobre uma variedade diferenciável 
real é um campo tensorial J, o qual em cada ponto x de IV!, é associado um endo-
morfismo do espaço tangente 
identidade de TxM . 
tal que 1; =-I, onde I denota a transformação 
Uma variedade com uma estrutura quase complexa é chamada uma variedade 
quase complexa. 
Observação 1.2.2 Se JVI é uma variedade quase complexa de dimensão K, então 
K é par, 
efeito, seja x E como dim;;o; (Tx1H) é finita temos: 
é representado por um elemento de !'vl (K x K, JR) donde O < ( detlx? = detlx.detlx = 
det(Jx? = (-l)K Logo K é paL 
Seja Tr; M o fi brado tangente complexificado, cuja fibra em x é Txkf@ C (L e 
Txivf@ J -lTxM). Dada uma estrutura quase complexa sobre M, estendemos sua 
definição linearmente para ] 0 definindo: 
{ 
TC'\,f , J~ x· ~~: -u+Hv --+ 
T 0 M X • 
lxu+Hlxv 
onde u, v E Txlvf. 
A partir de agora identificaremos J com J0 Seja À E C um autovalor de J, 
i.e., J(z) = Àz. Logo J2(z) = Uz =? À]z = -z =? À(Àz) = -z => À2 z = -z => 
V= -1 então À= ±R; denotemos por T'lvf e T"i\1 os auto-espaços associados 
a estes autovalores. 
T~IVI ={v- HJv:v E Txl\!I} e T~'J'vf ={v+ v'-lJv;v E TxlVJ}, 
Então T 0 AI = T' J'vf tfJ T" 1\!I. T'l'vf é chamado fi brado tangente holomorfo e 
T" l'vf é chamado fi brado tangente anti-holomorfo. 
Observação 1.2.3 T" l'vf = T' M o conjugado complexo. Esta decomposição induz 
uma decomposição no espaço dual T*c M = T*' M tfJ T*" lvi, com T; ]'vf = (T~lVI)* e 
I'vf = (T;NI)*. 
Aplicações Holomorfas 
Definição 1.2.4 Uma métrica g sobre (Tlvf, J) é dita métrica quase hermitiana se 
g(u,>)=g(Ju,J>). Uma variedade quase complexa J'vf com métrica quase hermitiana 
g. é dita uma variedade quase hermitiana e a denotamos por 
Podemos estender g a uma forma biíinear complexa em 
denotada por g: 
g:T::; X -tC 
Proposição 1.2.5 1. é C-linear: 
2 g(z, w) = g(z, w) 
3 g , >O, \;fz E 
que será também 
Além disso, g induz uma forma hermitiana em T' !VI dada por: g(x, Y) = (x, y) , 
x,yET':VJ 
Considere 9j"k = (zj, zk), onde {z1, z2 , ... , Zm} é base de T'M sobre C e considere 
{ gr, 02 ... , gm} base dual para T*' AI. 
Proposição 1.2.6 Sejam g uma métrica quase hermitiana sobre (LU, J) e (01 )}=1 
uma base de campos coordenados locais em T*' ;H, podemos escrever g = Lj,k9iJJPOk. 
Demonstração: 
Dados z e w E y::. M temos que: 
z = 'f.:J(01(z)zJ+ !P (z)zJ) e w= :Lk(ek(w)zk+it(w)zk) 
Portanto, 
g(z,w) ( ;;=(e1(z)z1 + lP(z)zJ), ~(Ok(w)zk + rf(w)zk)) 
"L_,eJ(zW(w)gJk + "L_,eJ(z)7l(w)gJk 
j.k j.k 






g = 9J7JPO 
pms 
_E(IP(z)Ok(w) + 01(w)t(z))9fii 
j,k 




9jk = (z1 , Zk) = (Xj - iJ Xj, Xk - iJxk) 
g1k = (xj,Xk)- i (x1 , Jxk)- i (Jxj,xk)- (xj,Xk) 





Definição 1.2.7 A forma Kalher S1 é definida em TJvf por O(x, y) = (x, Jy). Ela é 
uma 2-forma que nos campos coordenados acima tem componentes 0 1k = -igjk' A 
variedade quase hermitiana (Af, J, g) é chamada quase Kalher se dst =O. 
Seja dJ : ( Af. J, g) ----t ( N, J, h) uma aplicação diferenciável entre variedades 
quase hermitianas. Estendendo linearmente a definição de dc/> : T NI ----t T N obte-
mos a diferencial complexificada 
----t Tc;N 
----t d9(u) + HddJ(v) 
a qual determina \'árias diferenciais parciais pela composição com as inclusões de 
T'M e T"c"vf em Tc1\!I e as projecões de Te v em T'V e T"I1i. Deste modo definimos: 
89:T'M ----t T'N 
C!o:T"l\I ______. r N 
87f:T' M ----t T" N 
fJ 9:T" Jvf ----t T" N 
Verifica-se que àq, = D ãí. Por construção, dc;9lr• !'vi= à9 + 8'0 e dc9lr• ;VI 
De>+ àç; 
12 
Definição 1.2.8 Uma aplicação cjJ é chamada holomorfa se e somente se J o drp = 
dó o J. 
Proposição 1.2.9 o é holomorfa se e somente se Bo 
equações de Cauchy-Riemann) 
O (ou seja, satisfaz as 
Supondo primeiro que ó, é holomorfa, logo z E T' 1'v1, isto é, z = x - HJ x 
como x E TJ\!I, obtemos dcó(x - HJx) = drj;(x) - Hdrf;(Jx) = dtjy(x) -
HJdq;(x) donde dcólr~ .M C T~rx 1 N, como dc9lr• M = 89+Eicp. Assim 3(? =O y\X! , ' J 9\X} 
e portanto Btjy = O. 
Inversamente, assumimos que Bo =O, logo para z E T'1v1 resulta que ddF:(x-
- E T' Assim J x) = a -
para a E donde dó(x) =a e dó(Jx) = J(a). Portanto, d.p(Jx) = Jd.p(x). 111 
Definição 1.2.10 Usando as estruturas quase hermitianas de 1v1 e N, definimos a 
densidade de energia parcial de tjJ, como os seguintes quadrados de normas comple-
xas, e' e e": C ( J\!1, N) --+ rC 
Proposição 1.2.11 
'(') i)h a--;;3 e cp = g afí'Pi 'Pj 
"( ') i)h •a -;;i e 9 = 9 0 fí9j9-; 
onde 9r (respectü·amente 9J) é a matriz que representa 39 (respectivamente aq;) 
numa base local de campos coordenados. 
Demonstração: 
Sejam { &~z, ... , a~m} base complexa de campos coordenados para T' l'vf e 
{ ... , 8~.} base complexa de campos coordenados para T' N. 




Seja { gz ... , } base complexa de campos coordenados para T" i'vf. 
ao: ---+ 
e"= '11801] 2 = 
... (89, &?}) h 
- (~ & 2::-:-a a ) kL . 9'--- g &v.:'' . L fJw.B 
L,,3 
k,L,a,/3 
Temos: e(ó) = e'(0) + e"(0), pois : 
'(')' "(') e ÇJ! 1 e /P 
k,L.o:.,8 
13 
Assim temos: I:n,B h na = 2 I: a a hnf3 + I: na (i ( iJ~" , 8~") - i (á~" , b)) 
Logo: hn,B = 2 I:n.8 hn.S 
Analogamente, I:k,L gkL = 2 I:k,L gkL 
- ao3 ao'' . adJ8 ao" . aO'" ao3 ao3 ao" 0: '3 - ' ' I ' ' · ' ' • ' if;-9 y;- -----r- 1-----Z---- -r----k éJxL éJxk éJyL éJxk éJyk éJxL éJyL éJyk 
Logo 
e' + e" (O) = 2 l:k,Ln,B gkL hn(30~9~ 
Por outro lado 
2m 2n 
lld911 2 = L L gkLhn8~~9i 
k,L=l <>,3=1 
Então: 
'') "(') li'd'l'2 (') e(9 +e 9 =2:i 91 =eÇJ 
m n 
Definição 1.2.12 Considerando J\1[ uma variedade compacta definimos: 
E'(cp) = r e'(~)v9 e E"(o) = r e"(cp)v9 frvi J 1v1 
então obtemos E( o)= E'(9) +E"(~). 
14 
111 
Observe que 9 é holomorfa se e somente se E" ( cjy) 
somente se E' (o) = O. 
O e antiholomorfa se e 
Definição 1.2.13 Definimos as aplicações k(~) = e'(ejy)- e"(o) e K(ó) = E'(ó)-
E" 
Aplicações Holomorfas 15 
Demonstraremos agora o teorema de Lichnerowicz, que é muito importante no estudo 
das aplicações harmônicas. Vamos precisar de dois lemas. 
Lema 1.2.14 Se 
'o*fi') . 
e fi'' representam as formas de Kiilher em e então 
Sejam { z1 ... , zm} uma base de campos coordenados para T' M e {E1, ... , sm} a 
base dual de campos coordenados para T*. 
0.M (zk, z1) = g(zk, zj) = igjk =>-fiM (z1 , zk) = igJk =? (fi"'1)Jk = -ig17i. 




çtN = L(íti\')aaE" i\ 
Ct.,3 




(f2M,rj;*f2") = e'(o) + e"(rj;) = k(6) 111 
Aplíc:ctçÕI.êS Holomorfas 16 
Lema 1.2.15 Seja o, : :vf--+ uma família de aplicações diferenciáveis e 
parametrizada pelo número real t e seja íl uma dois forma fechada em N. Então, 
onde íl denota o produto interior do vetor x, com a 2-forma ít 
Como díl = O em J1 segue que d(r!>;íl) = 91(d<J) = 9!(0) = O para todo t. 
Considere <li : lR x M --+ M definida por <li(t, x) = q;,(x). Denotando por Q a 
diferencial exterior em lR x }vf obtemos 4(9;'J) = <li*(d<J) =O. 
Agora, 
(a:t·.t) o.) i!>* ( íl) + Qt A 0; u . 
pois para todo X Y E C(TM), temos: 
<I>*<J(X Y) 
ax 
e (dt)(X) =-;';-=O 
- · · ut 
<J(d<!>.X, d<I>.Y) 
'J( drf;,X, d9tY) 
- 9; ('J(X, Y)) 
""*0 (~ v) -O (()<!> d"" v) 
'±" • - 8t' .-1. - " 8t ' '±" ··" -
pO!S 
8t * ( . ( 89, ) ) 
8t .9, 1 8t 'J (X) 
Qt( X) A 9; (i ( 8~') 'J)] ( :t, X) 
:• (· (89,) o) (v) o, 7 8t "' *"' 
Finalmente temos: 
o= g( <j)*Q) = 
Portanto. 
- o 
= dt 1\-ot 
- gt /\ 
3 ( '*")\ d ( .* (· (39,) ")) OtOtHJ=_ 'Pt l Ot". 
17 
Teorema 1.2.16 (Lichnerowicz) Se IV! e são variedades quase Kãlher, então 
K ( ó) é um invariante homotópico, isto é, K ( 9) é constante ao longo das componentes 
conexas de C(M, N). 
Demonstração: 
Denotemos * pelo operador de Hodge sob formas então temos: 
pois por definição: a 1\ *P = (a, p) . 
Seja c/Jo e 91 duas aplicações de NI em N homotópicas, pela família rp,, tE [O, 1]. 
C ma vez que fl é fechada, o teorema fundamental do cálculo e o lema 1.2.13 dá: 
onde a é uma l-forma em !'vf. 
Aplicações Holomorfas 18 
Consequentemente, 
=O já que 
Ktcb, l- Kfo01 = \ ~" \ . I 
pelo teorema de Stokes pois J\Jm é uma variedade compacta e orientáveL 111 
Corolário 1.2.17 (i)Toda aplicação holomorfa ou antiholomorfa entre variedades 
quase-Kiilher é uma aplicação de energia mínima na classe de homotopia a que 
pertence. 
ii)Segundo as mesmas hipóteses do teorema 1.2.16 temos que cb é harmônica se 
e só se 6 é um ponto crítico de E' e se e só se é ponto crítico de E". 
Capítulo 2 
Toros Equiharmônicos em 
Variedades Bandeira 
2.1 Estruturas-f em variedades bandeira comple-
xas 
!\esta seção estabelecemos uma correspondência um a um entre estruturas-f invari-
antes e matrizes anti-simétricas com valores {-L O, 1}. 
Definição 2.1.1 Uma variedade bandeira é um espaço homogêneo G /T onde G é 
um grupo de Lie compacto e T é qualquer toro maximal. Denotamos por F(N) a 
variedade bandeira com G = U(N) e H= U(1) x · · · x U(1). 
J\' -vezes 
Considere a variedade bandeira complexa 
F( . '" U(N) r1 , ... ,r.rv,n) = '( \ ··( Ú\Tl) X ... X Ú Tl.;) 
onde r 1 + ... + r.rv = N. 
Proposição 2.1.2 F(N) é um espaço homogêneo completamente redutível com 
redução, 




onde mi1 ={A= (akz) E u(N)Iakl =O se (k,l) =/= (i,j) e (j,i)}. 
Demonstração: 
Sabemos que U( - {A E Gl C) = I} e a sua álgebra de Lie é 
E = 0}. Seja H= U(l) x ... x U(l). Temos que 
A= 




o o o 
o 








"'í·a cTD> ; 'L-;~ jy '- Jl'\),_ 
E ; a11 E 
E u(!V); a1J E lR 
o Ql2 
-0:12 o 
==? u!V) = -'-,-
o 




u(!V) = h EB m onde m = : Gij E C, V i =/= j 
=:::::.?- m. = EBi<J miJ. 
Agora é fácil Yer que cada miJ é H-invariante, isto é, [h, mi1 ] C miJ e miJ é 
irredutível. 11 
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. ~) E u(3),a2j E IR) 
W33 o 
De fato, dados A E h e B E m 12 , temos: 
(': o : ) ( -~ .. Ct12 :) B] la22 o o iU33 0 o (+ 0:12 :) o ilJ o o la22 o o o ( -·"~"" Wne>12 :) (-i":'"" za22o:12 :) o o o o 
( -""'"'" :+ '"""" 
la 11 a12 - za.22et12 
:) o o 
E m 12 pois 
- ( -ian Ci12 + ia22Ci12) 
-ia22et12 + ian et12 
Analogamente para m 13 e m23 . Mas cada m1j é irredutível, pms os únicos 
subespaços de m12 , invariantes por H, são {O} e m11 • 
Vamos considerar a versão complexificada de u(N) temos: 
u(N)-c = u(N) + Hu(]V) "õ' gt(N, C) 
De fato, sabemos que u(cV)'C Ç gt(N, C), provemos então que gt(N, C) C 
( 
"') A A- A* r-:;- A+ A* d 
u(Y C). Se A E g[ N. "-' tomamos h= . +v -1 r-:>. on e 
· · · 2 2v -1 · 
---+ - + =Ü A-A' (A-A*)* A-A* A'-A 2 2 2 2 
A+ (A+A*)' A+A' + A*+A =O 
2A+ 2A 2A 
A- A* A+ A* , . . . C' 
Então, e r-:> E u(l\). Portanto, A E u(Tv )~ e me rn11· + 2 2y-l. ~J 
Rm,1 c u(N)c 
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m 11 = {A= (au) E gi(lY, C): au =O. se (k, I)# j) e i)}= E 11 $ E'(y 
onde 
={A= (akl) E gl(N, q aki =O, se (k, I)# j)}. 
Observe que e E1j é H-invariante e irredutível. 
então: 
Proposição 2.1.4 A= (Akt) E E,j temos A.= (Akt) + H(A.%1) onde 
~{ -A~. 2 ' ~ j)= l) { se (i,j) = (~,l) (Aktl = 
caso contrano 
se j) = 
se j) = 
li I 
o. o, caso contrário 
Demonstração: Segue das definições acima. 111 
Exemplo 2.1.5 Para N = 3 temos u(3)c = gl(3, tC): mf2 = m 12 + Hm12 . Sejam 
A, B E m12, então 
A+HB 
m 12 ={A= (akt) E gi(3, tC); akt =O, se (k, I)# (1, 2) e (2, 1)} = E 12 $ E21 
onde 
E 12 ={A= (ak1) E gi(3, C): aki =O, se (k, l) #(L 2)}. 
E 12 é H-invariante e irredutível. 
(
O ia22c12 - ian c12 O) 
:VIas O O O E E12 
o o o 
Analogamente para mf, e m~3 . 
Definição 2.1.6 Uma estrutura-f invariante sobre 
END(T(F(!V))) tal que f 3 +f= O. 
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F(N) é uma seção f de 
Definição 2.1. 7 Uma E-matriz, denotada por ( Eiy) é uma matriz anti-simétrica com 
valores { -1, O, 1 }. 
Exemplo 2.1.8 (E;j) = (~1 ~ ~) 
-1 -1 o 
Urna estrutura-f sobre F(N) pode ser indentificada com um endomorfismo H-
equivariante f de m = EBi<j mij, tal que r+ f= O, onde H= U(1) X ... X U(l). 
,v -vezes 
Usando o lema de Schur ([1],pag 15), todas as estruturas-f U(N)-invariantes, podem 
ser construídas como segue : 
Se x E me é um autovetor associado a um autovalor À de f, temos 
como x f' O então À(À2 + l)x =O=? À= O ou À= ±v=I. Seja (E;1 ) umas-matriz 
então definimos: 





=[H auto-espaço de f] ={x E EBiC"JEiJ;J(x) = Hx} = EB,,J=1Eij 
m0•1 = r-A auto-espaço de f] ={X E ffi-' Eiy: f(x) = -Hx} = ffi ' --' Eiy' 
, Wz,J ' WEtj- "' 
m0·0=[0 auto-espaço de f] = { x E EBiciJ :f = O} = EB,,=0 EiJ 
E consequentemente me = m 1•0 8 m 0•1 e m 0•0 
LE;rna 2.1.9 (Schur) Seja m espaço completamente redutível sobre um corpo 
algebricamente fechado cujos somandos irredutíveis são distintos. Seja rp um endo-
morfismo H-equivariante de m, com autovalores em . Então, 
0 = L c/JoPo" Ó0 E K, \f o: E A, 
oEA 
onde Pa : m --+ mo é a projeção sobre o somando irredutível m 0 de m. 
2.1.10 Para u(3):: temos: 
(~' UJ2 "") ( -<~n zal2 '"") A= o a23 --+ o za23 
a31 a32 o -za31 -za32 o 
logo f(A) = if12(A) + ifl3(A)- if2,(A) + if23(A)- ih1(A)- ih2 (A) tal que 









= E2l EB E31 e E32 = EB,,,=-1 Eij 
'i 
mo,o ={O} 
Determinando os auto-espaços desta maneira, podemos definir um endomorfis-
mo H-equivariante f : EBih Ez1 --+ EBi#J E;1 que é visto como uma extensão C-
linear de um endomorfismo H-equivariante de EBi<y mij, pois EB"
1
=1 Eiy e EB,,,=-l EiJ 
são conjugados e [EB,,;=l Eiy] n[EB,ij=-1 Eij] = {0}. 
Exemplo 2.1.11 Tomando a é-matriz (Ei1 ) = (~1 ~ ~) temos: 
-1 -1 o 
ml.0 = E12 8 E13 e E23 
m0 ,1 ::::::: E21 8 E31 EB E32 
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mo,o = {0}, 
Portanto m = m 1•0 e m 0' 1 e m 0·0 Defina f: m--+ m, como segue 
' ·(f 
.t = 2-\_ 12 e e ho)-
onde : m--+ E1j é a projeção sobre Eii· 
Definição 2.1.12 A dimensão complexa do auto-espaço de f associado ao autovalor 
é chamada o posto de f. 




"\."' dim~E L_., "..- lJ 
/ij=l 
L rirj 
pois Eij ={A= (akl) E gl(N,<C);akl =O se (k,l) f. (i,j), onde akl E g[(rk xr1:<C)}. 
Então dimF(rL ... , rN: N) = N 2 -ri- ... - r'fv. Por outro lado, 
Portanto, dímF(r1 , ... , rN; N) = 2posto(f) + dímc;m0•0 
Se dimF(r1 , ... , rN: N) = 2posto(f), temos que m0'0 
estrutura quase complexa vejamos isto: 
{O} e que f é uma 
x E m0·1 => f(x) = -ix => f 2 (x) = -if(x) => F(x) = -i(-ix) => j2(x) = -x 
Se x E m1•0 => f(x) = ix => P(x) = if(x) => f 2(x) = i(ix) => F(x) = -x 
Se x E m0•0 => f(x) =O=> f 2 (x) =O pois m0•0 = Kerf ={O} 
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Logo, "dx E me, temos que x = x- + x+, onde x-E m0•1 ex+ E m 1•0 e, como 
f é C-linear, temos: 
'(fi -) fi +•) 
-L \X - \X.) 
-(x- + x+) = -x 
Assim =-I em me, isto é, f é uma estrutura quase complexa em me Recipro-
camente, se f: me ---7 me é urna estrutura quase complexa, temos que f 2 =-I=? 
f o f= =?f o (-f)= I=? f é inversíveL Logo kerf ={O}=? m 0•0 = {0}. Então 
posto(!)= ~ LJ,J=orirj. Isto nos leva ao: 
Teorema 2.1.13 Existe uma correspondência um a um entre as estruturas-fU(N)-
invariantes sobre F(r1 , ... , rN: N) e E-matrizes s(f) = (f1j), tais que 
posto(!) = L r 1rj = L r 1rj = ~ L r 1rj 
/ij=l /;j=-1 ...., /;J:f:O 
e f é quase complexa se e só se f 1j f O, Vi f j. 
Corolário 2.1.14 Existem 3\f"> estruturas-f U(N)-invariante sobre uma variedade 
bandeira complexa F(r1 , ... , TN; N), obtida pela escolha dos ~'ij, para cada (i< j). 
Demonstração: 
Dada uma matriz ANxJV, temos que acima (ou abaixo) da diagonal principal 
existem (i) elementos pois: (i)+ (i)= 2(i) = 2 I( Nl ) = N 2 - N = {número 2. !\ - 1 I 
de elementos da matriz}- {número de elementos da diagonal principal}. 
Como cada E-matriz é uma matriz anti-simétrica, para determinarmos uma 
E-matriz, basta escolhermos os G') elementos que aparecem acima da diagonal prin-
cipaL isto é, basta escolher os Eij para i< j. l\1as E1y E {-1,0, 1}, logo temos três 
possibilidades de escolha de um ~'iy para cada uma da (i) entradas da matriz . Então 
temos 3!:i )f-matriz e consequentemente, temos 3(2') estruturas-f U(!V)-invariantes.!ll 
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2.2 c-matriz e curvas f-holomorfas 
:\esta seção vamos considerar o conceito de f-holomorficidade para uma aplicação 
diferenciável de uma superfície Rimanniana em uma variedade bandeira complexa, 
em termos de e-matriz. 
Seja uma superfície Riemanniana, vamos considerar o fi brado vetorial trivial 
{ 
JJ2 X. CY' 
= + t cuja fibra C' continua sendo munida 
1\P X 
sobre 
com o produto interno hermitiano canônico. 
Considere uma coleção (Eih<i<J de subfibrados dois a dois ortogonais de Cv 
COm fibras cr,, tais que Tr + ... + Ty = 
Consequentemente, C>' = e~:, E i e temos simplesmente definida uma apli-
cação 6 : 111 --+ F(r1 , ... ,r v: , pois cada subfibrado (si) de cs, determina uma 
aplicação dJi : A!--+ G(ri, C') em uma grassmanniana complexa de maneira tau-
tológica, isto é, fazemos c/Ji ( x) igual a fibra E i ( x), a qual é um ri-plano passando 
pela origem em C'. 
c/Ji : J\!l --+ G(ri, C') 
X--+ c/Ji(x) = Ei(x) ""cN 
Para cada i E {1, ... , n}, seja 11i : CIV --+ Ei a projeção ortogonal sobre o 
subfibrado ei, isto é, 
onde 
e 
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Demonstração: 
Sabemos que cs = EB~: 1 Ei 
Pois 
u.( =g 
Portanto temos que: 




... 8 En) (E1 8 ... 
[(E1 0 ) q:, o (E o E· \i , ~ ... '-'..! n '.J n) J 









Definição 2.2.2 Uma aplicação ó : 1\!J --t F(r1 , ... , rN; N) é dita subordinada a 
uma E-matriz se êij =/1, e i =I j =? A.;j =O. 
Observação 2.2.3 J : T lvt= --t Tl'vfc é a estrutura complexa dada por z = x + iy 
- 8 8 . 8 
a coordenada complexa de J'vf, entao fJz = 8x - 1 8y. 
Defina J (!!__) = !!__ e J (!!__) = _!!__ então J (!!__) = !!__-i (-!!__) = 
8x 8y fJy 8x 8z 8y 8x 
8 f) ·(8 .8) f) 
3y +i 8x = 7 3x - 1 8y = 7 3z · 
Proposição 2.2.4 Uma aplicação rp: J\!J --t F(r1 , ... , rN: N) é f-holomorfa relativa 
a uma estrutura-f inFariante f se e somente se é subordinada a E( f). 
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Demonstração: 
Uma aplicação ó: JVI ---+ F(r1 , ... ,r.~·: N) é f-holomorfa se e somente se dóoJ = 
f o onde J é a estrutnra quase complexa canônica sobre 
'elas dóJ = fdq; {o} dó (J :J = fdq; (:J {o} dó (i:J = f(~:) {o} 
. ( fJrjJ) , ( f}rjJ ') . [}rp LO OÓ ffi • _ _ · · · J , f}z = ' EJz {o} EJz E m · {o} EJz E W Hom\~ 1 , ~j), po1s a cada matnz 
.4 E , está associada a uma única transformação linear T : s1 ---+ 
Portanto, 9 é hoiomorfa com relação a f {o} ~: E EB Hom(s1, {o} 2:.: A.;1 E 
fiJ=1 i#-j 
EB Hom(s1, Ej) {o} fiJ f. 1, i f. j {o} A;j =O {o} ó é subordinada a E(.f). 111 
D<3fini:çao 2.2.5 Dizemos que uma estrutura-f f é horizontal se satisfaz 
f t:::I:::l l I \ ' , ) h, onde . = = wô,J=xl e n = U\TI) + ... -r- u(rx . 
Um resultado básico que será utilizado é: 
Teorema 2.2.6 (Black{l}) Se ó: Af---+ F h, ... , rx; N) é f-holomorfa com relação 
a uma f- estrutura horizontal, então ó é equiharmônica, isto é, dJ é harmônica para 
todas as métricas invariantes. 
Como consequência temos: 
Corolário 2.2.7 Suponha que dJ : j\,f ---+ F(r1 , ... , rx; N) é subordinada a uma 
estrutura-f horizontal . Então, 1> = (II1 , ... , Ilx) é uma aplicação equiharmôníca e 
cada II1 : M 2 ---+ G(rj, C") é uma aplicação harmônica, para j = 1, ... , N. 
Vamos agora aplicar este teorema em conexão com o estudo de Eells-Wood [6]. 
Seja f : IVP ---+ cpN-I uma curva holomorfa não-degenerada, isto é, Vp E 
M,3 U C ;v! e :lu: U---+ C';f(z) = [u0 (z), ... ,ux_1 (z)]. Umfamosoteoremadevi-
do a Eells-Wood diz que 1> = TI, = f ;'-_ 1 n f r é uma aplicação harmônica não degene-
N-1 , , . { !Vf2 ---+ G(o + 1, C''') 
radaemCP ,VrE{O.L ... ,!\}ondef". 
· · z ---+ u(z) 1\ u'(z) 1\ ... 1\ u"(z) 
é a o-ésima curva associada a f e z é a coordenada complexa local sobre 1\P. Assim 
TI, IIo, II1 , ... , llN e 1> = (TI, II0 , ll1 , ... , Ilx) são chamadas aplicações ísotrópicas de 
Eells-\:Vood respectivamente ou referencial de Frenet. 
E-rnatriz e curvas f-holomorfas 31 
àf' (à"·) Observação 2.2.8 3~ = àz 
onde v E 
az 8z 
Por outro lado 
àt 3 
-àz àz 
Então (:) = ~ [ ~~ - ~~ - R ( ~~ + ~~)] 111 
Usando o resultado de Black [1] iremos dar uma nova prova do seguinte fato: 
Teorema 2.2.9 íJ6} O referencial de Frenet (aplicações de Eells-VFood) 
é equiharmônico. 
Demonstração: 
Seja 1> = (il1 ..... il1v) : 1\P -----> F(N) um referencial de FreneL então vemos 
o 1 o o 
-1 o 1 o o 
o -1 o 1 o o 
que <I' é subordinada a c-matriz 
o o 1 
o o -1 o 
De fato: 
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Sabemos que se f : l'>P ----+ CP1Y-l é holomorfa e não-degenerada então 
3 u: lJ C IVI ----7 C": f(z) = [u1 , ... , uv(z)1 
logo { z G(r~ CN) 1\ 1./ 1\ ... 1\ v,(r-l) onde r= {L ... , 
é a r-ésima cur\·-a associada a Í. Portanto: 
n, == u E h= 
I12 :=f; n h=? I12 Eu I\ u' e I12_Lu 
I13 :=f f n h=? I13 Eu f\ u' /\ U 11 e TI3_L{u, u'} 
I1, := .f/_1 n .f, =? TI, E u f\ u' f\ u" f\ ... f\ u\r-:) e I1,_L{ u, u', ... , u(r- 2)} =;:. 
} são ortogonais. 
Então ternos que provar: 
=O V r E {L .. , 
2)A.~(r-i-2) =A.~( H) = ... = A.~,y = O V r E {1, ... ,:V} 
1)Provernos então que A.~J = IIj(TI~), V r E {1, ... , - 1}, basta provar que 
II2 _LII~, V j E {1, 2, ... ,r- 1 }, ou seja, basta que II~_L {II1 , ... , IIr- 1}. 
Csando o processo de ortogonalização de Grarn Schirndt temos: 
j-l j-1 . 
II _ J-1 """' (u , TI,) II . { ''} 1 -u -L- IITII. 2 i:)E L2 .... ,"v. 
i=l , ' I 
E nl { J I I1 II' II TI' II . TI' } . ' I1' ' b' - !' m J aparece u , u, u, 2, 2 , 3, 3 , ... , y-1: 1 _ 1 1sto e, J e com maçao mear 
de {u, u', ui, II2, ... , IIJ_,, I1~, ... , IIj_ 1}. 
Sabemos que II,_L{u,u', ... ,uCr-2)} =;:. (II,,u(kl) = O,k E {l, ... ,r-2} =;:. 
o (k)\- u < (k)\- oTI, (k) ou - ou' J -" ( ) ( (k)) ( 'k') oz (II, u 1 -O mas, oz II,, u 1 - oz , u + II,, oz entao TI, oz -
O pois ué holomorfa logo u, u', ... , u(kltambém serão, portanto u(k)_LII~. 
Mas II2 E u f\ u' f\ ... f\ ui-l e j ::; r - 1 =;:. j - 1 < r- 2 =;:. u, u', .... ui-l E 
{ u, u' . ... , u'-2 } =? I1,_LIIj, V j E {1, ... ,r- 1 }. 
Agora mostremos que IIk_LII;, V k :;=: i+ 2, onde i E {1, 2, ... , N- 2}. Assim 
para: 
i= 1 =? k- 2 2': 1 =? IIk_L{u, u'} =? Tik_L{u, u', II2} 
i= 2 =;:. k- 2 2': 2 =;:. IIk_L{ u, u', u"} =;:. IIk_L{ u, u', u", II2 , rr;} 
. 3 k 2 > 3 ~ II j_' { I 11 111} II ' { I 11 111 I1 II' II I1'} 1 = =? - - k u, u 'u : u =? k-'- u, u 'u 'u ' 2: 2: 3: 3 
=> v k 2: i+ 2 => Tikj_{u,u', ... ,u(il,TI2 , ... ,Tii,TI;, .,.,TI:}=> Tikj_TI; 
Portanto temos que mostrar que (TI~) =O, j E {2, ... , -r} 
De fato: 
-r} pois r+ j = r+ 2 + - 2) 2: r+ 2 e 
fazendo k =r+ j, i= T => k 2: i+ 2 por 2)Tir+jj_I1~, V j E {2, .. ., -r} 
Por outro usando um cálculo direto temos 
O, se i, j, k, l são distintos on j #I 
sej=k,i fel 
Eii Eij, j=k,i=l 
Segue de que a c-matriz é associada a f-estrutura horizontaL e <Pé equiharmônica. 
2.3 Equações Harmônicas de Superfícies Fecha-
das em Variedades Bandeira Não-degeneradas 
:"i esta seção, nós restrigiremos a variedades bandeira não degeneradas, isto é. F ( N) = 
F(L 1, ... , 1, !V). Seja c/;: AJ --+ F(N) uma aplicação diferenciável de uma superfície 
Riemanniana M com bandeira móvel (Ei) e cj;: M --+ U(N) sua aplicação levanta-
mento, i.é , cj; =r: o;;; onde r: : U(JV) --+ F(N) é a projeção naturaL 
Seja {e1,e2 .... ,eN} uma base ortogonal em cv,i.e, ei = (O, ... ,O,LO, . .,,O)' de-
notamos I1j : iVJ --+ gi(!V, :C) a matriz da projeção ortogonal sobre Ej com respeito 
} éiiij .. a {e1, e2 , ... , eN . Então Tii oz , denotado por Ai, são as matrizes da segunda forma 
fundamental A;1 , i.é , 
(2.2) 
Para V E C(cj;*TF(!V)) consideremos q = q:,*p(V), c/;*3: F(!V)--+ Jvf x u(!V) é o 
pull-back da forma de Maurer-Cartan Defina a variação cj; por: 
c/;1(x) = 7í(exp(-tq)cj;) 
Denote os objetos associado por Tij(t), A~ (t),etc. Defina 
Tij(t) = 6,E16,', 
(2.3) 
(2.4) 
onde E1 denota a matriz que tem 1 na posição (j, j) e zero nas outras posições. 
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Proposição 2.3.1 1. m = I1r 
2. rr1rr, = o, i i j 
3. =I. 
Demonstração: l)ITT = ;f;EJ,·óEiÓ* = ;f;E[Ó* = 
=O: i f-j 
~ ~ ~ 
3)I1* = (oEi9*t = oE;o· = = ITi e 
~ ~ ~ -(I1r + I12 + ··· + I1s) 9Errf/ + ... + r!JEnrf/ 
~ ~ 
rp(Er + ··· + En)if/ 
oU/ = I 
Lema 2.3.2 
à I . . _ . . • àq 2.-1 A~(t)=lA~,qj-I1r-;:;-I1J. àt.t=O uz 
Demonstração: 
1) Sabemos que ifJ(x) ="o ;f(x), V x E J'vf e a variação <P1(x) = 1e(exp(-tq);f) 





e-'qiT e'" J 
Consequentemente: ~I rrj ( t) = -qllj + ITjq = [I1j' q] 
ut1 t=O 
. à , 1 [àrrj J , [ àq] 2) à Z[ITJ,q = àz ,q T rrj, àz . 
De fato: 
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Combinando com (1) temos: 
Ei (t) Ôt t=O 
" q'-; J 
Eiq I1 
Eiz J 
O produto interno em gl(!Y q é definido por: 
Proposição 2.3.3 
Demonstração: 
B) := tr(AB*) \:1 B E 
1) (A. B) = (B, A) 
2) (A,[B,C]) =([E*, A]. C) 
3) (A, B) + (B, A) = 2Re (.4., B) 
1) (A. B) = tr(AB*) tr((B)'(A')') 
tr((A'B)') 
= tr(A'B) = (B, A) 
2) (A. [B, C]) tr A[B, C]* = trA(BC- CB)' 
tr(A(C*B*- B'C*)) 
tr(AC* B*) - tr(AB*C*) 
tr(B*AC- AB*C*) 
tr((B*A- AB*)C') 
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Sejam A_= 
a:Yl 
3) (A, B) + (B, A) 
eB= 
(A B) + (A, B) 
2Re (A B) 
-t a21 a22 







-t. N -Como (A, B) = trAB temos (A, B) = Li,J=t aijbi1- Seja 
o ).12 ÀrN 
Àr2 o À2N 
A= ; Àij 
À(N-l)(N-1) 





>O, >.iJ = À J'· 
Então definimos ds~(A, B) := (AA, B) fazendo aqui o produto de Hadamard, ou 
seja, coeficiente por coeficiente. Temos assim as métricas do tipo Borel: 
N 
(AA., B) = I: ÀiJaiJbiJ· 
i,j=l 
Observe que o conjunto C={:\= (>.i1 ); Ài; >O .se i f j e ÀiJ =O se i= j} com 
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e a inversa de cada elemento de C é 
o I Àl2 
o 
o 
A partir de agora vamos supor que i'vf é uma superfície Riemanniana fechada e 
g a sua métrica. Então, com respeito a ds~ a energia de Ót é definida por: 
onde = ,J=Idz r, dz 
Proposição 2.3.4 
Demonstração: 
d! . ) 
-:-j E( q,, = dLt=O 
(2.9) 
111 
Então temos que: -2
1 
ddti E( ó,)= I + II onde I =Re J,1 I: Àij (A~, [A~, q]) v9 e 
f 
; .. a~=O) · 
II=-Re MLÀij \A.Ç,Fiàz V9 
Proposição 2.3.5 l. ( ani J, = ani àz · àz 
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3. (A~')* = t t , AJi 4iJ!* _ r 4Ji 4iJ] e consequen emen e 1-"z,- z J - L- z,, z 
Demonstração: 
ani 1 1 ani) an; ' 




+ l1; 8I1; = o =? 8I1i l1 = - 8l1; 




Lema 2.3.6 1. Re([A~\A~],q) =O 
2 (A~, I1;BI1ú = (A~, B) 
Demonstração: 
Usando 2.3.7 e proposição 2.3.5 temos: 
1)2Re ( , A1J. q) - ([A~i. A1J. q) + (q, A~\ A1]) 
tr([ll~\ A1Jq* + q[/1.~\ A1J*) 
-tr([A~', A1Jq) + tr(q[A~', A1]) =O 
• 
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2) Usando a proposição 2.3.1 temos : 
(A~,TiiBTI1 ) - tr(A~ITjB*TI;) 
aiTJ TI B*IT) ôz J z 
'TI arr1 TI B* 
- tr\ i-a J 1 z . 
( arri rr B \ -tr -~-- J '; 
ôz 
(TI arrJ B*' B' tr i az ) = , ; 
Agora é fácil ver que da equação 2.7, proposição 2.3.4 e lema 2.3.5 que 
I= -2Re . \ ,q)vg=O. 
Csando lema 2.3.5 e o Teorema de Stokes é fácil ver que: 
Onde A:( =Li,] Ãw4.~ e a~; : ,'\;f ---+ u(N). Daí temos: 
Proposição 2.3. 7 9: (M, g) ---+ (F(N), ds7\) é harmônica se e somente se 
aAA aA•\ 
__ X -L __ Y _o 
ax ' ay -
i\ __ " arrj . A ·- "' arrJ 
onde Ax .- ~ ÀiJITi ax . A.v .-L... ÀiJTii ay . 
Demonstração: 
111 
Sabemos que ~ dd E( 9) = li pois I = o. Onde II = Re ;· I aaA.~· \ q) Vg, 
- t t=O A1 \ Z 
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a 1 (a ~a) ~ 1 ~ ~ ,, _ 
como-=- -a -v-1-a eA~=-(A~+v-Vi~)entao az2x y ~2 
Portanto:4Re(aa"~\)= ~+a 
~ CJX y 
Suponha primeiro que ax + a~; =O, como ( aa4/) E u(N):; => ( aÊJ;) = 
(
nA'\\ a 4\ ak' 
A+v-lB, onde B E u(N) então Re CJB~) =A. tome A= âxx + a: e como 
q E u(N) então Re(q) = q. Logo Re ( aB~;, q) = ( aB; + a~;, q) =O. Portanto 
~~·~; E(cf;,) = O=> 9 é harmônica. Por outro lado suponha que 0 é harmônica, 
- dt t=O 
1 d' . . . . 1 (a A' a A" ) . . . i.e, :--1 E(0,) =O 1sto e Re -a x +-a 9 ,q v9 =O, para todo q E u(N) 2 dt t=O M X Y 
a·"' a A" 
.-cx. Yp 
tome q = OX T oy . ortanto: 
111 
2.4 Toros Equiharmônicos Não-f-holomorfos 
Somos leYados a pensar que equiharmonicidade e subordinação a uma estrutura-f 
horizontal são conceitos equivalentes. Mas os exemplos abaixo mostram que isto 
não é Yerdadeiro. 
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Nesta seção nosso objetivo é construir?};: T 2 --+ F(N) tal que 1fJ é equiharmônica 
mas não f-holomorfa para nenhum estrutura-f (em particular as estruturas-f hori-
zontais). 
Suponha que 0 : IR:2 --+ é definida por: 
O= 
onde B E 
Demonstração: 
[A,B]=O. Então Ó(x, y) = e3 YeAx e daí temos: 
~ . - ~· . ~ 
-· = eAx,By 4 = o: 4 -·- = - 4e-Ax-By = - 4o·' 
ax . . • : ax . . . 






c!JE1AE;rj;' - ifJE1 EiAcb' 
rpEJAEi9': i# j 
Similarmente temos que Ati = 9E1BE;c/J'. 
(2.10) 
• 
Consequentemente a matriz da segunda forma fundamental de 9 satisfaz: 
A~i = ÓE1 XEiÓ* onde X= ~(A- HB) (2.11) 
De fato: aii; 1 ( ani ;--;-ani) _ -- =- ---v -1-- entao: i)z 2 ax i)y 
n ani _ ~ (n eni _ Rnani) 
J az 2 J i)x J oy 
- ~(o7EIJ.EÓ'- Clo-:E BEÓ*) 
2 . ;- 2. V -L- J L 
cbEj [~(A- HB)] EiÓ' = 'J;EyXEJJ· 
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Agora seja F uma estrutura-f invariante com o:-matriz associada (Fi1 ). Colocando 
A= (ai1 ) e B = (bi1 ). l:sando as equações 2.2, 2.11 e a proposição 2.2.9 é claro que 
6 é f-holomorfa com respeito a F se e somente se 
12) 
Desse fato temos uma forte condição como segue: 
Proposição 2.4.2 Uma condição equivalente para que 9 seja f-holomorfa com res-
peito a estrutura- f F é: 
1. a;j = biJ = O se Fi1 = O, i -f j 
3. se = -1 
Demonstração: 
Suponha rp f-holomorfa 
Se Fij =O=? F1; =O=? A;1 = A~i =O. Pela equação 2.11 como 9 é inversível 
EjAEi = AEyBEi =? c~j ~) =A c~i ~) e C;i ~) =A c~i ~) 
{ 
ai1 = Abij { aij = Abi1 Portanto _ ~ = ;--c;- =? ai1 = bij = aji = b1i = O 
a1i = v -lbji -aji = v -1bji 
2) Se Fij = 1 =? Fji = -1 =? A~i = O =? A~ = O =? aij = AbiJ =? biJ -
-Aaij 
3)Se Fij -l =? A.;j =O=? A.{i =O=? aji = Abji =? aji = (A)bji =? 
Lema 2.4.3 
3A~ _ ..,.r . . ,..,., 3A~ ..,., . _* 
3x - rpJL EiAEyjO e 3y = olB, EiBEj]c/> 
Demonstração: 
3Ai 
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- - -(oBEiBE1 r/J')- (9EiBE1 Bo') 
Ó[R E1BEXi/ 
111 
Substituindo as equações (2.13) na proposição (2.3. 7) temos: 
Proposição 2.4.4 Suponha que tjJ : JR.2 --+ F(N) definida em 2.10 tem duplo 
período. Então L. : T 2 --+ F(N) é harmônica com respeito a ds~ se e somente se: 
=0 
Observação 2.4.5 Observe que o precisa ser duplamente periódica para garantir 
que o domínio de 1;; é 
Iremos agora generalizar os exemplos obtidos em [13] para o nosso estudo. Va-
mos construir duas classes de toros equiharmônicos não-f-holomorfos em variedades 
bandeiras complexas não-degeneradas. Sejam o:1 , ... , o:k, ;31 .... , .ek E IQI\ {O} (onde iQI 
denota o conjunto dos números racionais) j = 1, .... k :0:: ~ consideremos: 
( O 1) (o:jX . O ) . (;31X .O ) X= 4= 8= 1 o ,- 1 o ex ' 1 o o:x 
. J J 
(2.15) 
A.= Hdiag(A 1 , .. , A.k, O, ... , 0), B = Hdiag(Br . .. , Bk, O, ... , O) (2.16) 
Daí temos o seguinte: 
Teorema 2.4.6 
período. 
1. 9 : iR2 --+ F(N) dada por rp(x, y) = 7T(eAx+By) tem duplo 
2. v : T 2 --+ F(N) dada 1!1 o p = o é equiharmônica mas não é f-holomorfa 
com respeito a cada estrutura-f invariante em F(N), onde p : iR2 --+ T 2 é a 
projeção natural. 
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Demonstração: 
.41 = v -1diag(a\Xl 3( X 1, .•. , a~X 1 , 3iX1, O, ... , O) para l E {1, 2, ... } onde X 1 = 
{ 
se l = impar h = ~) 
h se l = par ~ 
eAx I+ 
- diag(L 1, ... , 1) + idiag(a1xX, , ... , akxX, ,BkxX. O, .... O) 
~d-. ( 2 21 p2 21 2 21 3. 2~2 1 0 0, 21 Lag QlX 2,.J1X 2,···:QkX 2:. k.L- 2' ;···~ ) 
1 d ( .3 3 )(3 33 3 x3 3 3x·3 33 3 v3 ) 
31 wg a 1x" , 1 x , ... ,akx •. kx -'' ,0, ... ,0 
~d· ( 4 4! 34 4! .4 4! 3· 4 4! O OI + 41 wg a,x 2 •. 1 x 2, ... ,akx 2. kx 2 , , ... , ; 
], ~ -
.:...diag(a'x' 5 ~ 1 
Assim: 
4 . ( 1_22 ,144 122,144 e· x - dwg 1- 21 a 1x h -r 41 a 1x h- ... , 1- 21 ;31 x h -r 41 ;31 x !2- ... ,0, ... ,0) 
.1.. idiag(a,xX- ~1 a{x3X3 + i 1a{x5X 5 .... 31xX- ~3fx3X3 + i,3fx5X 5 . 3. 5. . . . 31 • 5. . 
... , O, ... , O) 
diag( cos a,xi2 , cos ,31xh, ... , cos akxh, cos .Bkxh, O, ... , O) 
+ idiag(sin O:] XX, sin s,xX, ... , sin QkXX, sin 3kxX, o, ... , O) 
Combinando com [A,B]=O, e a 1 , ... , o:k, 31, ... , 3k E Q\ {0}, existe um r E Z\ {O} tal 
que cf;(x + 2Fnr, y + 2Fmr) = ó(x, y), m, n E Z. De fato: 
• 
. . PJ B Pj , , \{ } , , , SeJam O:J = -e. J = -,-onde pj, %: Pj• qj E Z O , defina r := q1 ... qj ... qkq1 ... qjqk 
q] qj 
E Z\{O},j E {1,2, ... ,k}. Então: 
9( x + 2Fnr, y + 2Fmr) 
• 
cos P; (y + q1 ..... qkq; ..... q~ ..... q~2Fm) 
qj 
- cospj(q1 .... . íjj ..... qkq; ..... q~)o:x2Fn 
cosp~(q1 ... qkq; .... qj ... . q~)By2Fm 
o(x. y). 
------... ·-· 
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Consequenternente temos 
Para qualquer métrica invariante a esquerda ds~ em , de 2.15 e 2.16 ternos: 
1 
Então: 
.-L 2::: ÀiJEiAE1 diag(afÀ12X 2 , 3~ À34X2, ... , a~À4k-3,4k-2X 2 , 3~À4k-r,4kX2 O, ... , O) 
- 2::: ÀijEiAE]'A 
Daí segue que: 
Similarmente temos: 
Assim. 
e 1j; é equiharrnônica. 
3) Suponha que 6 é f-holornorfa para a estrutura-f F, e (Fi1 ) é a ê-rnatriz de F 
Da proposição 2.4.2 urna das seguintes afirmativas é verdadeira: 
2. N3r =ar 
3. NBr = -o:r. 
Entretanto isto é impossh·eL pois o:1 , ;31 E Q\ {0}. 111 
Capítulo 3 
Estabilidade do Referencial de 
Frenet das aplicações holomorfas 
É muito natural de considerar o seguinte problema: 
Encontrar para cada métrica do tipo Borel quando uma aplicação 
é estáveL ou pelo menos para um grande número delas e neste caso o resultado é 
melhor ainda. 
Veremos que esta é uma questão muito difícil e nós somente teremos uma res-
posta interessante no caso que i!'> = (TI1 , ... , TIH) : ( I\11 2 , g) ----7 (F ( N),], ds~) é um 
referencial de Frenet de uma aplicação holomorfa, o qual será harmônico para toda 
métrica ds;. 
3.1 Segunda variação de Energia para aplicações 
em F(N) 
:\esta seção vamos calcular a segunda variação da energia e combinando com um 
lema técnico, obteremos famílias de métricas do tipo Borel em que os referenciais 




Segunda v8r1auw de Energia para aplicações em F(:_V) 
•)) I ·' ij I1 3q I1· ) - - I A ij I1 àq I1 ') ~ \'ctz 1 ., àz Jq - \·"'z q1 'àz J 
Demonstração: 
3 I 4'' n àq ) \. ~ 1 q i àz 
Csando a equação 2.7 temos: 
1) 
) =- (qA'l1 \ " 




- ([q 1 A~], [q 1 A~]) 
t=O 
= [[I1,1 q], q]. 
Demonstração: 









Teorema 3.1.3 (segunda mriação de energia) 
Seja é!? = (ll 0 , ... , ll,y) : , q) ---7 ), ds~) uma aplicação harmônica 
arbitrária. Então: 
d') ' i 
--E( o,)! = J~(q) = 4Re dt2 . i t=O ( 4A àq \ .. , ?R "\:"" q. z, ) 09 ..,. ~ e L--I •,J 
Demonstração: 
Csando a definição 2.9 vemos que : 
Então: 
Consequentemente: 
"\:"" 1\dl .. dl ··) 
- 2Re L-, ÀiJ -d i Ai, -d i!.;' v9 
M ti t=O t t=O 
+ 2Rei:Àt1 { jA.1(t),~22 i A1(t))v9 =I+II. JM \ ut • t=O 




Por outro lado: 
e 
B 





2 . . . . 2 a 2 oq oq ~ 2qA':lq + A'}q + n;"(ª )n, ~ 2n,"n1q ~ 2niq"n1 
"' '- uz J uz uz 
) naª ~ _q '8z 
lq, 
8q2 8q 8a 8q 
+ n·-n. ~ ?fl.-n ·q ~ ?fl.q-· f!.·+ 0qn -n 
· ' 8z 1 -· '8z 1 - ' 8z ·J ' - '8:: 1 
Finalmente 
1I 2Re"L 
+ 2qH; ~~ D1 ) v9 
oq2 n ~ ?D oq 
az ) ... z az 
Então aplicando o lema 3.1.1 obtemos: 
I .r 2R~'f.;· [ Ai):',+4R~'··1\[ 4'i]nfJq __ _ - . e .t:__, /''J \[q, , q. '"'z ;) Vg , e .t:__, A:y q,. z _, , '"-
JM M ~ 
~ 1 \ . ' 8q2 ) ~ 1 \ . ' fJq ) 
+ -2Re L.... Àij A;'' "· Vg ~ 4Re L.... Àij A;'' ll;q "7 nj Vg 
A1 Uw .!.VI U,._. 
Mas como 9 é harmônica, podemos usar a proposição 2.3.7 e consequentemente: 
ReLÀ;1 L\A1,~~)v9 = ReL(A;,~~)v9 
~Re L À;j L\ 83;\, q2 ) v9 =O 
Logo: 
·R ~À f (' Ai]: [ 4i1·) . R ~À-1 (' 4iJ: n 8ªn) I I = -2 e L.... ') 'ª' -'iz ,, q,' z j Vg + 4 e L.... ÍJ lq,' z ;, ':::., j Vg 
• .M 1\1 U-:.,. 
4Re L À;1 L \A1, ll;q ~~ D1 ) v9 
Por outro lado usando novamente lema 2.3.2 temos: 
I = ~ 1 \di .. di \ 2Re L.... À;1 _ -d A;', -d A;') v9 
'>f t t=O t t=O 
~ 1 I . . fJq . . . oq ) 2Re L.... Àij M \[A;'' q] ~ n; 8z nj. [.4.:;'' qj - ni 8z n) Vg 
. ~À 1 t· ij ''4.·i' l' ·R ~À ·1 \['i] 'n aªn·). 2Re L.... ij JAz , qj, l· j, q ) v 9 ~ 4 e L.... ;1 ."1,, qJ, i C) 1 'i:g M M uz 
~ j. \ aq aª) 2Re L.....\;) n; "'- ' "- Vg 
:11 U4 U4 
Estabilidade em 
Finalmente: 
d2 E . . 'I 
--;; ·( Ot; t=O dt-
I~(q) =I+ II 
, éJa \ 
-4Re L ( , q "~ ) v9 + 2Re L 
\ u"' r 
( "\ 8ª \ · · ?R ""'. In 8ª 4Re \ q.-,z, éJz j t 9 7- e L.., Àij \ i éJz 
3.2 Estabilidade em F(N) 
ól 
111 
Borel em provou que as métricas de Kiilher invariantes ds~, salvo permutações 
são dadas pela matriz simétrica: 
o Àr2 Àr2 + À23 Àr2 + À23 + À34 ..\12 À23 ..L .. ·+ -1).11' 
Àr2 o À23 ,\23 + ..\34 À23 + À43 + + À(1\~~l)1V 
Àr2 + À23 À23 o À34 
* * * 
o À(N-2)(;\~-1) 
-\1\i-l)N 
* * * * 
À(S-l)N 
* * * * 
o 
Definição 3.2.1 A' = (À;j) é dita uma perturbação de A= (Àij) associada a uma 
aplicação Cí> = (nr, · · · , ns) : !vJ2--+ F(N) se: 
1. À;.J = Àt1 se (i,j) # (i;,Jr), (Jr, ir),···, (i,,j,) e (jr, i,) 
3. A~u· = .4~111 = ... = AiJ• = A~· 1• = O, onde ds~ são métricas do tipo Borel. 
Agora deduziremos a propriedade chave da fórmula da segunda variação de energia. 
Lema 3.2.2 Seja 0 = (II;, ... ,Ih) : 1'vf2 --+ F(N) uma aplicação equiharmônica. 
Então, 
I~, (q) I~( ) r 2- (·n 8ºn '2 :n. 8ªn 12 ) •. A q + }Ivf CJ I i1 éJz J1l + 1 11 éJz i, 1 ?og 7 • • · 
· · · + 2Re ;· ç (1n 8ªn ·.' 2 + 1n 8ªn /2 ) v 
'-T Zr~ ]ri Jr.c::t
7 
Z,, g 
M uz u_ 
Estabílidade em F ( Y) 
Demonstração: 
pOlS = O. Consequentemente: 
4Re +2ReL L 
k=l 
11 
Definição 3.2.3 Uma aplicação harmônica 6 : (lvf2 q) -+ (F(JV), J, ds~) é dita 
estável se IX(q) 2 O para qualquer variação q: J\!12 -+ u(N). 
Teorema 3.2.4 Seja 9 : (i\P, ] 1 , q) -+ (F(N), J, ds7\) uma aplicação holomorfa 
onde a Fariedade de chegada é Kalher. Então 6 é harmonica e estável. 
Agora estudaremos a estabilidade das aplicações de Eells-\Vood com respeito a 
um conjunto muito grande de métricas do tipo BoreL 
Teorema 3.2.5 Seja 1f) = (il1, · ·- , ilx) : N1 2 -+ (F(N), J, ds~\') um referencial de 
Frenet de uma aplicação holomorfa. Consideremos A' = C><JJ a seguinte perturbação 
da métrica Kalher (\ = ( À;J): 
, ... { . À;jSe(i,j);i(iJ,jl),(jJ.il)----,(iro)r)e.(jroir) 
Àij(?<J): (N-l)(N-2) . 
À;j + Ek, se Ek 2: O para 1 :S k :S ·
2 
• caso contrario 
Então. 1;; é estável. 
Demonstração: 
Seja .] uma estrutura quase complexa na qual 1l: : (:'\11, .J1 ) -+ (F( V), .J) é 
holomorfa. Então de acordo com o Lema 3.2.2 ternos: 
I~. (q) = 
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Portanto, de acordo com o teorema de Lichnerowicz 3.2.4 I,~(q) :.:0: O, e todo 
, (N- 1) 
s k :.:0: O. para 1 :S: k :S: (~ ) - (7\í - 1) = 
2 
111 
DEofil1icão 3.2.6 Uma métrica quase-hermitiana sobre é dita (1.2)-simplética 
se (dst)L2 =O, onde 1•2 denota a componente (1,2) de dO. 
Observação 3.2. 7 Foi provado por Paredes em {8} que a métrica dada pela matriz 
simétrica: 
o 1 2vÍ2 + 1 2vÍ2+3 8 -
1 2 2 2 17 
- o V2 vÍ2+1 2 2 
2vÍ2+ 1 V2 o 1 1+ - 2 
2vÍ2+3 
vÍ2+1 1 o 2 íf 
8 17 l+K Ti o 2 
é (1,2)-simplética em F(5). 
Observemos que esta métrica é uma perturbação de métrica Kãlher 
1 2vÍ2+ 1 2vÍ2+3 2vÍ2+3 o - +TI 
1 2 2 2 2 
- o V2 vÍ2+1 vÍ2+l+7i 
') 
:\= 2v2+ 1 V2 o 1 l+rt 2 
2vÍ2+3 
vÍ2+ 1 1 o 7( 2 
2vÍ2+3 
vÍ2+1+1f 2 +1T l+íi " o 
?yÍ2- 3 F 
na qual s,s = 8- (- ; + 1r), E25 = 2' - (vÍ2 + 1 +r;) e os Eij restantes são 
nulos. 
Capítulo 4 
Torneios e Geometria das 
Variedades Bandeira 
Não-Degeneradas 
'\este capítulo vamos relacionar o estudo da geometria complexa das variedades ban-
deira não-degeneradas F(N), aplicações harmônicas em F(N) e a teoria de torneios. 
4.1 Torneios e Estruturas Quase-complexas 
Definição 4.1.1 Um torneio ou n-torneio T, consiste de um conjunto finito p1, ····Pn 
de c-értices ou jogadores distintos tal que cada par de vértices estão unidos por 
exatamente um arco Pi -+ p1 . 
Definição 4.1.2 Sejam T 1 um torneio com n jogadores {L ... , u} e T 2 um torneio 
com m jogadores { 1, ... , m}. Um homomorfismo entre T 1 e T2 é uma aplicação 0 : 
{1, ... , n} ~ {1, ... , m} tal que 
i -+ j {=} <P( i) -+ ó(j) 
ou 
<P(i) = dJ(j). 
Quando o é bijetiva dizemos que T1 e 12 são isomorfos. 
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Cada torneio determina um vetor placar (s1 , ... , sn) :O::; s1 ::; ... ::; sn; tal que 
2.:.:7=1 Si = (2) 
i -+ j <=? i < j, 
é chamado de torneio canônico. O seu vetor placar é 1, ... , 
Por exemplo para F(3) e F(4) temos respectivamente 
~\ / \ 
Figura 4.1: são torneios canônicos 
Proposição 4.1.4 Os torneios gozam das duas seguintes propriedades básicas: 
1) Se dois torneios T1 e T 2 são isomorfos, então eles têm o mesmo vetor placar. 
2) Se um torneio T tem um circuito í 1 -+ i 2 -+ · · · -+ ir -+ i 1 então ele tem um 
3-ciclo. 
A recíproca da propriedade 1) não é verdadeira como mostra o exemplo abaixo,(ver 





Figura 4.2: Torneios não isomorfos mas com mesmo vetor placar 
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Dada uma estrutura quase complexa invariante J, podemos fazer-lhe corres-
ponder naturalmente um torneio Tj com I\ jogadores {L ... , N} da seguinte maneira 
se ) então Tj é tal que para i < j 
e 
Exemplo 4.1.5 Consideremos 
F( ) _ U(3) 3 
- U(l) X U(l) X U(l) 
~:te{ c(>M:: • '";'. ':::) : a12. ar3· a23 E c} 
-a13 -a23 O 
Se J é uma estrutura quase complexa invariante definida por: 




Figura 4.3: torneio associado 
Definição 4.1.6 L"ma variedade quase complexa (F(N), J) é dita uma variedade 
complexa se J é integráveL :Veste caso cada aplicação entre sistemas de coordenadas 
complexas locais é holomorfa. 
O seguinte resultado é devido a Burstall e Salamon [ 4]. 
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Teorema 4.1. 7 {4} Existe uma correspondência um a um entre estruturas quase 
complexas invariantes J em F(N) e n-torneios Tj tal que J é integrável se e somente 
se T1 não contém 3-ciclos. 
'""--------" k 
Figura 4.4: É um 3-ciclo 
4.2 As formas de Maurer-Cartan de U (N) 
Sejam V, VV E C', V= (v,, ... , VN) e lV = (w1, ... , WN ). Munimos cs com o produto 
interno hermitíano usual. 
(v, w) =L viwi 
i=l 
A seguinte proposição contém algumas propriedades deste produto interno. cuJa 
prova é simples: 
Proposição 4.2.1 Se V liV, Z E C' e a, b E C então 
1 (F, W) = (H~, V) 
2. (a V+ bZ, W) =a (V. W) + b (Z, VV) 
3. (F. a W + bZ) =a (Y Hl) + b (Z, TV) 
Definição 4.2.2 Um referencial consiste de um conjunto ordenado de :\· v·etores 
linearmente independentes (z1 , ... , ZN) tais que z1 1\ · · · 1\ ZN f O. 
L~saremos a convenção 
= ví e f;J = h1 
O referencial é chamado unitário se 
( 4.1) 
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onde r5- = { 
0 
'J 1 
se i i j 
se ? = J 




onde são as l-formas, conhecidas como as formas de Maurer-Cartan. 




Derivando 4.1 temos 
(dZ;,Zj) + (Z;,dZj) =O 
Agora usando (3.2) obtemos 
(I: w;)izk, zj) + ( zi, L wjlizk) = o 
(I: w·,.;;zk, zj) + (I: w1/izk, zi) =o 
Usando a linearidade do produto interno e usando novamente (3.1) temos 
Wi] + 0Jjk = Ü 
Isto é 
Proposição 4.2.4 As formas de '\:Jaurer-Cartan satisfazem a equação 





:VIétrícas Invariantes à Esquerda 
Demonstração: 
Tomando a derivada exterior na equação (3.1) temos: 
L ( dwi]ZJ - W;ydzj) = O 
J 
L dwi)z1 - L wikdzk = O 
j k 
L dwi]ZJ - L wik (2..::: Wk]ZJ) = O 
J k J 
2..:: dU'i]Zj - 2..:: ('I:. Wik 1\ Wk]Zj) Zj = 0 
J J k 
-'L:. 
J k 
Como Zj são linearmente independentes então: dw{j = '2:k wik 1\ wk) 
4.3 Métricas Invariantes à Esquerda 
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Consideremos a variedade F(N) com uma estrutura quase complexa invariante J e 
torneio associado TJ. Todas as métricas invariantes à esquerda sobre (F(N), J) têm 
a forma. 
dsÃ = L ÀiJwi) 0 w;J 
i,j 
onde ;\ = Âij é uma matriz real simétrica que satisfaz: 
(4.5) 
{ >O, se i i j f d '! C d r'('') - . Ài; = ·. . e as ormas e ni aurer- artan e u 1'i sao tais que 
=O, se 1 = J 
O espaço m 1•0 é o auto-espaço de J para o autovalor A e o m 0•1 é o auto-
espaço de .J para o autovalor -A. 
Observe que na fórmula 4.5 quando Àij = L para todo i, j, obtemos a métrica 
normal induzida pela forma de Cartan-Killing de U(;V). 
Forn1as de Kãlher e suas diferenciações exteriores 
Proposição 4.3.1 As métricas 4.5 chamadas métricas de Borel, são quase hermi-
tianas para cada estrutura quase complexa J, isto e ds7\ (.J X, .JY) = ds~ (X, Y) para 
todos os campos vetoriais Y . 
. JY) - L 'JY) 
i,j 
L ÀiJwi](J X)w,J(JY) 
i,] 
- L Àij·Ju'íj(X)Jwij(Y) 
i,] 
- L ÀijEiyV -lwiy(X)EiJ( -V=l)w,2 (Y) 
i,j 
i,j 
'\""""' \ . ·w - o, ,,._ rx v) ~ Az] ÍJ 'ó UJij\ ' 1 
i,j 
ds~(X, Y) 
para cada campo Yetorial X e Y onde 
se i -+ j 
se j-+ 
se 1 = J 
( 4.6) 
1111 
4.4 Formas de Kãlher e suas diferenciações exte-
. 
nores 
Definição 4.4.1 Seja J uma estrutura quase-hermitiana U(N)-invariante sobre F(N) 
e TJ o torneio associado a ela. A. forma quase Kalher associada a J é definida para 
cada par de vetores tangentes X, Y por 
fl(X Y) = ds~ (X, JY) 
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Proposição 4.4.2 Seja o grupo de permutações de elementos com identidade 
e. Para cada permutação' E LN, a forma quase Kãlher O se escreve como: 
O = -2v-1L 1\ 
z<J 
onde 
sendo definido em 4.6. 
Demonstração: 
O(X, Y) - ds71 (X, JY) 
- L A,( i) Ti i):.ÓT(O(:;T;\( 
Í,J 
i,J 
-V -1(2:: + 2:JÀ7 (i) 7 (j)fr(i)r(j) [w,(i)T(j) (X)wT(i)r(j) (Y)] 
i<j i>j 
-H L 'Õr(i)T(j)ÀT(i)T(j) [w,(i)r(j) (X)w7 (i)r(j) (Y) - W7 (i)r(j) (Y)CJ:;:(i)T(j) (X)] 
i<J 
-2H L Er(i)r(j)ÀT(i)r(j)/LT(i)r(j) (X, Y) 
z<J 
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Teorema 4.4.3 {13} Seja (F(N)), J, ds;1) uma variedade bandeira e O a forma quase 
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Demonstração: 








L ~r(i)r(jj[(0.!,(i)r(i) + k',(i)r(i)l 1\ ~-r»--1" 1\ wr(i)r(j) + 
i<j 
+ L /\ ,A, cv;:-~-" 
ko:j:.i,j 
ko:j:.i,j 




4 (L + L + L )f.Lr(i)r(j)Im(0.!r(i)r(k) 1\ Wr(k)r(j) 1\ k';:(ij,(j)) k<i<j i<k<j i<j<k 
L ~r(J)r(k)Im(wr(j)r(i) 1\ Wr(i)r(k) 1\ wr(j)r(k)) 
i<j<k 
+ L ~r(i)r(k)Im(wr(i)r(j) 1\ Wr(j)r(k) 1\ Wr(i)r(k)) 
i<j<k 
+ L f.Lr(i)r(j)Im(wr(i)r(k) 1\ Wr(k)r(j) 1\ Wr(i)r(j) 
i<j<k 
- L f.Lr(J)r(k)Im(wr(i)r(j) 1\ Wr(i)r(k) 1\ Wr(j)r(k) 
i<j<k 
L f.Lr(i)r(k)Im(:Jr(i)r(j) !r 0Jr(i)r(k) 1\ Wr(j)r(k) 
i<j<k 
L ~r(i)r(J)Im(wr(i)r(j) 1\ w,(i)r(k)"-~r(j)r(k)) 
i<j<k 
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+ 








1\ ,' -) w_r~'-rk' 
I \J) J \ j 
Denotamos por v•q o espaço da formas complexas do tipo (p, q) sobre F(N). 
Se i, j, k formam um 3-cíclo como na figura abaixo , então E m l.o ...•. E m'·o ' • '"""'ik ' 
e wp; E ml.0 e portanto Úijk E CC3 •0 EB CC0•3 . Da mesma forma, quando i,j, k não 
formam um 3-ciclo como na figura abaixo então wi] E m 1•0 ,0-7k E m0•1 e ~{íi E m 1•0 
e portanto <C'i1 k E CC2•1 8 CC1•2 . Assim, para qualquer i, j, k temos que: 
ou 
,•, . E fl""'3,o 0 fl""'ü,3 wzy k \L.. '-' \L. 
Como d0. é uma 3-forma, então ela têm partes (3,0),(2,1),(1,2) e (0,3) isto ê: 
dr:l = (dr:l)3,0 + (d0.)0,3 + (dr:l)2,J + (d0.)'·2 
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Observação 4.4.4 Toda r·ariedade de Kalher é (1,2)-simplética. A recíproca é cla-
ramente falsa, basta considerar uma métrica (1,2)-simplética para J não integrável. 
4 Ç • .· I .•>' J J I . \ '' ' J é 1 C 4. .5 ~eya 9 : ! . . 11, . 1 , --+ , . , \ ) 1 uma apncaçao -no omor1a 
e também assumimos que a variedade alm é (1.2)-simplética. Então 9 é harmônica. 
U<oillll<çao 4.4.6 Se J é uma estrutura quase complexa invariante sobre , então 
dizemos que F(:Y) é uma variedade quase Ki.ilher se a forma f2 associada a J for 
fechada isto é se df2 =O. Quando J é integrável e f2 é fechada dizemos que F(V) é 
uma variedade de Kalher. 
Para o próximo resultado v-amos precisar do seguinte teorema: 
4.4.7 O número de triângulos cíclicos num grafo completo com 
vértices é: 
se é Ímpar ou 
caso N seja par. 
Demonstração: Observemos que todo triângulo não cíclico contém exatamente 
um vértice com duas extremidades terminadas. Seja Ti o número de vértices termi-
nando no vértice ai. Então qualquer par de tais vértices pertencerá a um triângulo 
_ . 1. \'· _ T, (Ti - 1) '" l _ . 1. _ d nao-CJc 1co. -·1sto que ex1stem tnangu os nao c1c 1cos assoc1a os com ai 2 
e. consequentemente existem ao todo 
( 4.11) 
triângulos não cíclicos no gráfo. 





e combinando isto com a equação 4.11 vemos que na ordem, para max1m1zar o 
número de triângulos cíclicos devemos minimizar 2::7~ 1 T? sujeito a equação 4.12. 
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O cálculo simples construído para solucionar este problema mínimo é dado por 
T (N- 1) ' b' l - d '' ' ' · i = 2 e, consequentemente, esta e tam em a so uçao quan o Jv e rmpar. 
/\este caso substituindo na equação 4.11 dá o número total de triângulos não cíclicos 
-1 . , V(;V-l)(N-21 
8 e subtramdo do numero total de triângulos 6 · dá 
1 
caso par, o mínimo é atingido pelo conjunto de todos os Ti iguais a 
2 
1 l 
ou ;:; -1, para se dizer Ti = ? p >O, então por causa da equação 4.12 algum 
Ti pode ser além disso diminuÍdo para permitir 





valores de i e 
l 1 
Ti = - 1 para os outros 2 2 Visto que, uma reduzida fronteira do número de 
triângulo não cíclico é 
1 . 1 . 1 1 
-!\ + -J\ X -( 
2 2 2 2 
1 1 




e subtraindo do número total de triângulos dá 
N(N2 - 4) 
24 
Teorema 4.4.8 A métrica de KiJling sobre F(N) é (1,2)-simplética se e somente 
se ]\i ::; 3. 
Demonstração: Fazendo r = I na equação 4.8 temos: 
1 
4dr2 = 2:::: cijk1/Jiyk 
i<j<k 
Portanto ds; é (L2)-simplética se e somente se (d0)1.2 =O ç;. CiJk =O se 
Então como Cijk = /liy - /lik + ilJk e /lij = Ei1ÂiJ• e a métrica é de Killing então 
= 1 e portanto Cijk = - é,k ~E yk # Ü. 
Logo 13 é equiYalente a 
para todo i < j < Daí 
ou 
· ·- E ·m"0 ~jk 
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(4.14) 
=? L j, k formam um 3-ciclo. Assim. o número de 3-ciclo em um torneio TJ é igual 
a . Entretanto, isto é impossível pois de acordo com o teorema acima temos que 




- 4) caso seja par. 11 
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