The interpretation of the reaction time difference between positive and negative responses in two-choice matching tasks has been the subject of recent controversy. Proctor and his colleagues hold that the difference represents a difference in processing between same and different judgments, whereas Ratcliff and Hacker argued that the difference can be accounted for in terms of criteria settings. In this article, the way in which several models of choice reaction time and matching can account for this reaction time difference is examined and one particular model, the diffusion model of Ratcliff (1981) , is fitted to the data from three published experiments. The results of these fits provide a clear interpretation of the reaction time difference in terms of criteria settings. It is concluded that interpretation of such positive-negative reaction time differences in the absence of a specific model is hazardous at best.
In two-choice reaction time tasks, subjects sometimes show faster positive responses than negative responses and sometimes faster negative responses than positive responses. These differences between positive and negative latencies have been of central concern in the development of recent models for a number of tasks (see Ratcliff & Hacker, 1981) . In research on matching processes, interpretation of the difference between positive and negative latencies has been the subject of extended theoretical controversy (Bamber, 1969; Krueger, 1978; Proctor, 1981; Ratcliff & Hacker, 1981; Taylor, 1976) . In essence, the issue is whether this difference demonstrates the existence of a separate process or difference in processing between same and different judgments or merely demonstrates the way criteria are set in decision processes. The point of the present article is to show that models incorporating decision processes powerful enough to accomodate the wide range of relationships among various aspects of data, Requests for reprints should be sent to Roger Ratcliff, Psychology Department, Northwestern University, Evanston, Illinois 60201. including reaction time, accuracy, and reaction time distributions, are also capable of accounting for positive-negative differences in terms of criterion settings and do not require an extra process or processing stage.
In the first section of this article, models that attempt to explain both reaction time and accuracy data are noted, and their ability to deal with yes/no bias effects and performance on the matching task is considered. In the second section, several specific models developed for the matching task are considered with respect to their ability to relate reaction time and accuracy. In the third section, the model of Ratcliff (1981) , which was designed specifically to account for reaction time and accuracy in the matching task, is applied to the data from three sets of experiments, including two from Proctor and his associates' most recent work (Proctor & Rao, 1983a; Proctor, Rao, & Hurst 1984, Experiment 1) . Finally, generalizations from these applications of the model are discussed.
In a typical matching task, two strings of letters are presented sequentially to the subject, and the subject is asked to judge whether they are identical. The result usually found is that same, or positive, responses are faster than different, or negative, responses; this result has been labeled the fast same effect. Bamber (1969) , Proctor (1981) , and Taylor (1976) (among others) have argued that the fast same effect reflects a special process or a POSITIVE AND NEGATIVE RESPONSE SPEED ACCURACY 213 processing difference that gives an advantage to same responses. However, Ratcliff and Hacker (1981) rejected the notion of special processing, and claimed that the fast same effect is simply the result of the way subjects set criteria in decision processes. To support this claim, Ratcliff and Hacker showed that the fast same effect could be eliminated (and replaced by a fast different effect) by introducing difficult negative trials or by adjusting the bias of the subjects to be cautious on same trials. The elimination of the fast same effect would seem to argue against the existence of a special stage of processing. But, Proctor and Rao (1982) replied that a careful analysis of the data presented by Ratcliff and Hacker showed that even with the effects of bias there was still a fast same effect because the reaction time bias to same responses was greater than for different responses. Ratcliff and Hacker (1982) responded that error rates must be taken into account, and when this is done, it appears that fast same responses are associated with more false same responses, suggesting an explanation based on shifting criteria.
The critical issue in this argument concerns the relationship between accuracy and reaction time for same and different responses. The typical (but not universal) result is that the fast same effect is accompanied by a greater proportion of false different responses (responding different in error;, Krueger, 1978) . Most recently, Proctor and Rao (1983a) and Proctor et al. (1984) manipulated the relative probability of same and different trials and showed that, when error rates for same and different responses are equal (interpolating between probability conditions), there is still a fast same effect. It has been claimed by Krueger (1978) , Proctor et al. (1984) , and Proctor and Rao (1982, 1983a ) that the effect of bias on accuracy and reaction time is simple: In order for subjects to be fast on same responses, they have to sacrifice accuracy by making more false same responses (responding same in error). So, for a response bias account to be sufficient, in any set of data the fast same effect would have to be accompanied by more false same responses than false different responses. They then argue that the observed pattern of more false d/fferent responses than false same responses rules out models that try to account for the fast same effect in terms of criteria settings.
The most important problem with this argument is that there are few, if any, models in the reaction time literature capable of dealing with reaction time, reaction time distributions, and the relationship between accuracy and reaction time that would require such a simple interpretation of the relationship between positive and negative reaction times and accuracies. In fact, Ratcliff and Hacker (1982) noted specifically that the model of Ratcliff ( 1981) was capable of producing the fast same effect at the same time as more false different responses than false same responses. Because this model, as well as other classes of models, have not been addressed in the recent work by Proctor and his colleagues noted above, these issues are taken up here.
Models of Reaction Time and Accuracy
In order to examine the relationship between positive and negative responses in reaction time, it is necessary to examine both reaction time and accuracy and to consider models that account for both reaction time and accuracy. The models are described here briefly and many of their properties are not mentioned, but their ability to deal with positive-negative reaction time differences is considered. The review that is most pertinent is the one by Audley (1973) . He evaluated models of choice reaction time with respect to empirical findings dealing with sequential effects, probability manipulations, and reaction time-accuracy relationships, all of which relate to bias between positive and negative responses. The conclusion he reached was that there are two main classes of models able to provide a coherent account of the data: the mixture models and the sequential sampling models. In the time since Audley's review, sequential sampling models of some types have been elaborated and there has been some development of mixture models, but there are no substantially new classes of models.
In the class of mixture models, there are two main exemplars: the preparation model (Falmagne, 1965; Falmagne, Cohen, & Dwivedi, 1975 ) and the fast-guess model (Ollman, 1966; Yellott, 1967 Yellott, , 1971 ). Falmagne's (1965) model was designed to account for sequential effects and bias effects by assuming that a response could either be in a prepared state or an unprepared state. Reaction time for a prepared response is assumed to be faster than for an unprepared response. Predictions for sequential effects in both reaction time and accuracy are made by assuming a probability mixture of prepared and unprepared responses over trials. Thus, if the previous response is the same as the present response, it is more likely to be in a prepared state and so have a faster response (e.g., Falmagne et al., 1975) .
The fast-guess model is a two-state model that assumes a stimulus-controlled response state and a fast-guess state. The fast-guess response is assumed to have shorter reaction time than does the stimulus-controlled response, and this allows speed-accuracy tradeoff to be modeled; in conditions that stress speed, subjects produce more fast guesses, leading to faster but less accurate responses. This model leads to some precise and elegant tests involving linear relationships between terms involving accuracy and reaction time. However, these linear relatinships are not always satisfied (see Green & Luce, 1973) .
Both of the initial versions of these models were found to be inadequate for complementary reasons. The fast-guess model could not account for sequential effects, and the preparation model could not account for speedaccuracy trade-offs. Revisions of these models produced a common model with both preparation and fast-guess states (Falmagne et al., 1975, Model II; Yellott, 1971, FG2) .
There are two main problems in applying mixture models to results from matching tasks. First, there is little evidence for fast guesses in the sense of Swensson (I 972) , that is, reaction times around 200 ms, and chance accuracy. The fast-gness model would have to assume fast guesses as slow as 500 ms (Ratcliff, 1981, Figure 4 ) with high accuracy, which does not seem to be the kind of data for which the model was originally designed. Second, there is no mechanism to account for stimulus-controlled processes. In the mixture models, it is assumed that stimuluscontrolled processes have constant reaction time and accuracy, but clearly for the matching task, this would not be sufficient to account for similarity effects, serial position effects, order effects, and so on. In order to advance mixture models, additional mechanisms would be needed.
The second class of models is the sequential sampling models; random walk, counter, and runs models. In these models, information is assumed to be accumulated gradually, and reaction time and accuracy are related through a noisy evidence-accumulation process. The notion of bias was important in early versions of these sequential sampling models; for example, Stone (1960) , in the first application of random walk models to reaction time, presented expressions that relate reaction time means and variances, error rates, and frequency of alternatives. Since the initial work of Stone, there have been a number of other random walk models presented and applied in the reaction time literature by, for example, Laming (1968; 1979a , 1979b , Link (1975) , and Link and Heath (1975) . These models have been well developed to the point of providing some exact quantitative and distribution-free tests. However, they are not without their problems (Laming, 1979a; Link & Heath, 1975; Luce, in press ). In addition to these random walk models, there are a number of other stochastic models: the counter model (Pike, 1973; Pike, Dalgliesh, & Wright, 1977) , the runs model (Audley, 1960) , and the accumulator model (Vickers, 1979) .
Among the sequential sampling models, the random walk (diffusion) model of Ratcliff (1981) was specifically designed to account for data from the sequential letter-matching task. This model was chosen to be applied to data from the matching task, but it should be noted that modified versions of the other sequential sample models could account for these in similar ways.
The diffusion model (Ratcliff, 1981) Figure 1 . Illustration of the diffusion model. (The distributions represent goodness of match for matching and nonmatching comparisons over trials. Goodness-of-match translates into drift rate in the diffusion comparison process, and u and v represent the means of the match and nonmatch drift rate distributions over trials. The bottom two panels provide an example of the change in reaction time and accuracy as one boundary is moved to illustrate speed-accuracy relationships.)
The rate at which the process proceeds toward either the same boundary or the different boundary is determined by the goodness-ofmatch: The more the test stimulus matches the studied stimulus, the faster the process approaches the same boundary, whereas the less the two strings match, the faster the process approaches the different boundary. In the model presented by Ratcliff (1981) , the goodness-of-match for a particular condition is derived from a memory model that assumes that encoded items are distributed over position. The amount of overlap between the study and test strings is used to determine the goodness-of-match. There are three criteria that can be adjusted by the subject (see Figure 1 ). The first two are the boundaries of the random walk: Increasing the position of the upper boundary means that more evidence is required for a same response so that reaction times will be slower and accuracy of different responses will increase. Similarly, if the different boundary position is increased, more evidence will be required for a different response and reaction time will increase and accuracy for same responses will increase (see the bottom two panels in Figure 1 ).
The third criterion is the zero point of the rate of accumulation of evidence. It is assumed that across trials there is variability in the goodness-of-match (signal and noise distributions in signal detection theory correspond to goodness-of-match values for match and nonmatch comparisons, respectively). The model assumes that goodness-of-match is mapped into drift in the diffusion process by setting a zero point of drift (corresponding to the criterion in signal detection theory) to correspond to some point between the match and nonmatch distributions. Values of goodhess-of-match that are greater than the criterion correspond to positive average drift, and values less than the criterion correspond to negative average drift (see the top left panel of Figure 1 ).
It is important here to differentiate between the goodness-of-match criterion that is free to be set and adjusted by the subject and the parameters of the model that are allowed to vary in fitting the model to the data. In the model, for a fixed d', only the criterion is free to be adjusted by the subject. However, in fitting the model to data, u and v, the mean drift rate for matching and nonmatching comparisons respectively, are allowed to vary (u for same responses and v for different responses). This is equivalent to allowing both d' and the criterion to vary, in signal detection terms. The relationship between the usual signal detection parameters, d' and xc (the criterion position) is d' = (u -v)/)), and the criterion position, scaled from the nonmatch distribution, is xc = -v/)), where v is usually a negative number. Thus, in experiments in which d' is assumed to be constant across instruction or probability conditions, u -v should be approximately constant (i.e.,
It is the three criteria (the two diffusion process boundaries and the goodness-ofmatch criterion) that can be adjusted by the subject, and as will be shown, changes in these criteria are capable for accounting for bias effects (as well as sequential and speedaccuracy effects) in the matching task.
The two classes of models, sequential sampling models and mixture models, have the major advantage that they were devised initially to deal with the relationship between reaction time and accuracy in choice reaction time. There have been a number of other models specifically designed to account for data in the matching task (see Nickerson, 1972 , for a review of the earlier models). In general, these earlier models do not do a good job of relating accuracy and reaction time. The models were discussed in Ratcliff and Hacker ( 1981) with respect to their ability to deal with bias effects, and a brief discussion is presented here for completeness.
Models for Matching
There are four models of the matching process (besides Ratcliff's 1981 model) that will be considered here. The models proposed by Bamber (1969) and Taylor (1976) are exemplars of one kind of model, the twoprocess model. These models account for same responses by assuming a holistic matching process and account for different responses by assuming analytic processing (item-byitem comparison, serial for Bamber, and parall.el for Taylor). The holistic process is assumed to be faster than the comparison process, to give the fast same effect. The model proposed by Proctor (1981) provides a similar explanation. The comparison process is the same for positive and negative items and the fast same effect results from an encoding process that is faster for identicial strings. It is difficult to evaluate Proctor's model because it has not been presented in enough detail to allow quantitative comparisons between the model and reaction time, and accuracy data.
The model proposed by Krueger (1978 Krueger ( , 1979 ) is a close relative of the class of sequential sampling models and so is related to the model proposed by Ratcliff (1981) . The main difference is that Krueger's model is discrete in processing, whereas Ratcliff's model is continuous. Krueger's model assumes that a letter is composed of a fixed number of features. Comparison of study and test strings of letters is carried out by a feature matching process in discrete passes (200 ms duration per pass) in which all features are compared on every pass (see Krueger, 1978; Krueger & Shapiro, 1981; and Proctor & Rap, 1983b , for further discussion). These assumptions (and some others) have been criticized by Proctor and Rap (1983b) , but with modification the sequential sampling nature of the comparison process is still defensible.
In contrast to Ratcliff's model, in Krueger's model, the pattern of data in which there are both fast same responses and a greater proportion of false different responses than false same responses, is not accounted for by the manner in which subjects set criteria in the comparison process. Instead, this pattern comes about from positive skew in the distributions of feature matches; this forces more passes for different responses. However, it should be noted that in the fits in Krueger (1978) for multielement strings, there are some systematic deviations between the model and the data. Alternatively (or in combination), it is possible that Krueger's model could be better fit to the data if the two criteria for positive and negative responses were made nonsymmetric (as in Krueger, 1979) ; then the fast same effect could be partly accounted for in terms of criteria settings, as in Ratcliff's (1981) model. Despite the differences, Krueger's model and Ratcliff's model are similar in aim and structure, particularly in the attempt to deal with the relationship between reaction time, accuracy, and reaction time distributions.
In addition to these models, Link (1978) and Vickers (1979) have applied their sequential sampling models to some aspects of same/ different judgments, and these applications have much in common with the approaches of Krueger and Ratcliff. Link (1978) provided some relationships between accuracy and reaction time and applied these to data from a deadline experiment involving matching lines of different lengths. Vickers (1979) argued that the same-different disparity is simply a matter of bias, and whether the model makes similar predictions to those of the diffusion model is simply a matter of fitting the model to data.
All of these models (except Ratcliff's) have the limitation that there is no mechanism for the interaction of letters in transposition different conditions (e.g., test strings that have adjacent test letters interchanged). The models as they stand would predict that performance would be the same as for conditions in which the transposed letters were replaced by new letters; in fact, these conditions are slower and less accurate. The only model that has been specifically developed to deal with these transposition effects is Ratcliff's (1981) , and fits to the transposition data will be noted along with the new fits presented later.
To summarize with respect to bias effects, models have been proposed by Bamber, Taylor, and Proctor that are either mute on the subject of bias effects or claim that, whatever the bias, there should always be a fast same effect reflecting a special processing stage or difference between same and different processing. In opposition, the models proposed by Ratcliff and Krueger have no special processing mechanism; instead the fast same effect and bias effects in general arise from the settings of criteria in a single-decision process or the shape of the feature match distributions. In the next section, it is shown that Ratcliff's model can account for samedifferent differences in reaction time and accuracy for several experiments in terms of criteria settings. It should be stressed that the way this model accounts for the experimental effects would be similar to several of the other sequential sampling models if they were modified to apply to data from the matching task.
Fitting the Diffusion Model to Bias Data Ratcliff and Hacker (1982) noted that the diffusion model was capable of accounting for fast same responses at the same time that there are more false different errors than false same errors. The model can do this because there are three independent criteria to be set by the subject, the two boundary positions in the diffusion process and the zero point of drift. This point was not addressed by Proctor and Rao (1982, 1983a) and Proctor et al. (1984) , so in this article the point is demonstrated by fitting the diffusion model to data. There are three sets of data to be fitted, those of Ratcliff and Hacker ( 1981, Experiment 1), Proctor et al. (1984) , and Proctor and Rao (1983a) ; in addition, the results of fits of the model to other data in Ratcliff (1981) will be considered.
The diffusion model can be considered an integration of signal detection theory and the random walk (or diffusion) process. As would be done in signal detection theory, it is assumed that the goodness-of-match between the study and test strings for a particular condition varies over trials, leading to distributions of goodness-of-match for each of the various conditions. Values from these distributions are mapped into drift rate in the diffusion model. The parameters of the model are the diffusion process boundary positions--z the starting point and a the match boundary position (zero being the nonmatch boundary position, see Figure l )--and the mean match drift rate, u, and the mean nonmatch drift rate, v. There is also an encoding and response time parameter, Ter, and two variance parameters-variance in the relatedness distributions, n 2, and variance in the drift of the diffusion process, s 2. The variance parameters are fixed at their values in Ratcliff (1981) , and the encoding and response parameter is fixed in each experiment. In applying the model to data, mean reaction time and accuracy scores are fitted by adjusting the parameters representing the boundary positions and the drift rates for the various conditions. 
Predictions of the Diffusion Model
Illustrations in Figure 2 demonstrate the ways in which changes in the diffusion-model parameters produce changes in reaction time and accuracy. The left column of Figure 2 shows the case in which the starting point of the diffusion process is nearer the same boundary than the different boundary. The five data points (a through e) represent cases in which the criterion in the goodness-ofmatch analysis varies from nearer the nonmatch distribution to nearer the match distribution. When the goodness-of-match criteflon is just to the left of d, same responses are faster than different responses and there are more false same errors. The result that is of most note here is that as the goodness-ofmatch criterion moves toward the match distribution, the error rates become equal before the fast same advantage is erased. Thus it is possible to have equal error rates and fast same responses or even more false different responses at the same time as fast same responses. The greater the asymmetry between the diffusion process boundaries, the greater is this effect. It should also be noted that a fast different effect can occur as a mirror image of the fast same when the starting point of the diffusion process is nearer the different boundary than the same boundary; this is shown in the right column.
One specific conclusion to draw from these examples is that, if the diffusion process POSITIVE AND NEGATIVE RESPONSE SPEED ACCURACY Figure 2 ) or the position of the boundaries (different columns in Figure  2 ), or both. However, this model freedom applies only to the relative speed and accuracy of positive and negative responses and not to all kinds of data; Ratcliff (1978 Ratcliff ( , 1981 discussed the kinds of data that constrain this model. In the following fits of the model to the data from the matching task, there are systematic changes in model parameters as a function of experimental manipulations (e.g., goodness-of-match criteria or diffusion-process boundaries) that allow clear theoretical interpretation of the effects of those experimental manipulations.
Ratcliff and Hacker (1981, Experiment 1)
In this experiment, subjects were presented with a four-letter study string followed by a four-letter test string. There were equal numbers of same and different trials, and the different trials were of four types: Either one, two, three, or four of the study letters were replaced by new letters. Reaction time and accuracy were the dependent measures. The main manipulation in this experiment was a manipulation of bias: In one group of sessions, subjects were instructed to respond same only when sure and different otherwise, and in another group of sessions, subjects had to respond different only when sure and same otherwise. The bias manipulation had a large effect on performance on both reaction time and accuracy, as can be seen in Table 1 .
Also shown in Table l are fits of the diffusion model to the data. There are several things to note that about these fits. First, there is a very strong test of the model and that is the prediction of reaction time and accuracy for the four different conditions (e.g., one of the sets of data presented in Ratcliff, 1981, Figure 3 , has the fits just missing the data). Once the boundary positions are fixed and the drift-rate parameters u and v (for one different condition) are fixed, then there is only one parameter free to vary over the other different conditions, and that is drift rate v. (In Figure 2 , this would correspond to fixed boundaries and a fixed goodness-of-match criterion 'with several different nonmatch distributions.) Thus, reaction time and accuracy must fall on the function drawn by varying the parameter v. These fits are shown in Figure 3 , and the model does a good job of accounting for the data.
The second point to note is the effect of the bias manipulation on the boundary positions of the diffusion process for the two instruction conditions. The effect is symmetrical: The distance between the two boundaries is the same (a = 0.125) for the two conditions. For the cautious same, the position of the starting point is 0.056 above the different boundary, and for the cautious different the starting point is at 0.069 (=0.125 -0.056).
This point is relevant to Proctor and Rao's (1982) criticism of Ratcliff and Hacker's (1981) conclusions from Experiment 1. Proctor and Rap subtracted reaction times for same and different responses for the two bias conditions and concluded that there was, overall, still a fast same effect. But Ratcliff and Hacker (1982) replied that, along with this fast same effect, were more false same errors. In other words, there was a trade-off: In responding more quickly on same trials, subjects also responded same incorrectly more often. This trade-off argued against Proctor and Rao's claim that the fast same effect represents a special stage of processing, because it is not clear how this special stage could produce the increase in false same errors. The above fits of the model to the data back up Ratcliff and Hacker's (1982) claim because the reaction time and error differences between the cautious same and cautious different conditions are produced by symmetric shifts in boundary positions. The reason that the difference in reaction times is not symmetric is because the goodness-ofmatch criterion settings are not symmetric (e.g., in Figure 2 , a in the right column vs. d in the left column).
The third point is that performance in the cautious different condition is systematically better than in the cautious same condition. This shows up in the data, and as a result, in the fits of the model to the data. In the data in Table 1 , reaction time and accuracy for same responses in the cautious different condition are about the same as reaction time and accuracy for the 3-different condition in cautious same, whereas reaction time and accuracy for same responses in the cautious same condition are about the same as those for 2-different in the cautious different condition. However, we shall see that in the data and fits to the data of Proctor and his colleagues, there are no systematic changes in d' as a function of probability condition. One possible difference between the Ratcliff and Hacker ( 1981) experiment and those of Proctor and colleagues is that the former used instruction condition as a between-session variable, whereas the latter varied probability within a session, leading to less possibility of altering performance.
As noted above, we would then expect that the model fits would mirror this difference because performance is symmetric for same and different processing. In the model fits, d" = (u -v)/~ is larger in the cautious different condition than in the cautious same condition (but only by a small but systemmarie 10%). This result suggests that bias manipulations produced changes not only in criteria but also in other aspects of performance, namely discriminability. To summarize, the most important results from these fits to Ratcliff and Hacker's (1981) Experi-ment 1 are the way the model fits the different conditions (a strong test of the model), and the way the caution instructions affect the bias parameters, both diffusion process boundaries and the goodness-of-match criterion.
It should also be noted that results for Experiment 2 in Ratcliff and Hacker (1981;  in which difficult negatives were included) were replicated in Ratcliff (1981) and the model was fitted to these replication data. This experiment is mentioned here because adding difficult negatives alters relative bias settings. The result that is of main interest for present purposes is the finding that the easy different responses (strings with new letters) were much faster than same responses when there were difficult different trials (strings with one pair of letters transposed) in the experiment. This is a complete reversal of the usual fast same effect that is obtained when there are no difficult different trials in the experiment. The fits of the model to this data produced parameter estimates in line with those obtained above in the cautious same condition. The starting point of the diffusion process was nearer to the different boundary than the same boundary, and the size of the mean drift rate for easy different responses was larger than for same responses (i.e., Ivl ~" lul so that the goodness-of-match criterion was nearer the match distribution than the easy nonmatch distribution). The pattern of results corresponds to criterion position d in the right panel of Figure 2 . Further details of the fits can be found in Ratcliff ( 1981) .
Proctor et al. (1984, Experiment 1)
Proctor et al. performed an experiment related to Ratcliff and Hacker's (1981) Experiment 1, using four-letter study and test strings. They used two kinds of presentation, sequential and simultaneous, but for the moment only the sequential condition will be considered. In Proctor et al.'s (1984) experiment, the different trials had only one letter replaced by a new letter (corresponding to ldifferent in Ratcliff and Hacker, Experiment 1). The manipulation of most importance was a bias manipulation in which the probability of same and different trials was varied.
There were four probability conditions, 20-80%, 40-60%, 60-40%, and 80-20% samedifferent trials, respectively. The data are shown in Table 2 along with the fits of the diffusion model. In both this and the next section on an experiment using single letters, the argument made by Proctor et al. was that there is still a fast same effect even when error rates are taken into account. When error rates for same and different responses are equal, there is still a reaction time advantage to same responses (as illustrated by the vertical dotted lines in the left column of Figure 2 ). This effect can be seen by interpolation in Table 2 . When there are more false different errors (20S/80D condition), then reaction times are about equal, and if error rates were balanced (between the 20S/ 80D and 40S/60D conditions), there would still be a fast same effect. However, this does not demonstrate that the fast same effect cannot be produced by criterion changes in decision process. In fact the data presented in Table 2 are fitted well by the diffusion model, and the changes as a function of probability are well explained by changes in goodness-of-match criterion as in the lefthand panel in Figure 2 .
The first thing to note about the fits of the model to the data shown in Table 2 is that except in the 80S-20D condition, boundary positions are approximately constant with the starting point nearer the same boundary. Thus the bias manipulation in this case was not strong enough to produce systematic changes in boundary positions. However, in the 80S-20D condition, the same boundary is 10% nearer the starting point (this corresponds to the decrease in reaction time for that condition).
The second point to note is that da varies by less than 7% across the probability conditions. This suggests that discriminability is approximately constant across conditions (in contrast to the above fitS to Ratcliff & Hacker's, 1981, Experiment 1) . What does vary systematically with probability is the position of the criterion in the drift distributions. The parameter u decreases across conditions while v increases (which is equivalent to a change in the criterion). Thus, as probability conditions change from 80S-20D to 20S-80D, subjects move the criterion in the goodness-222 ROGER RATCLIFF Proctor, Rao, and Hurst (1984) of-match distribution from nearer the nonmatch distribution to nearer the match distribution. This exact pattern is seen in the left column of Figure 2 . In Proctor and Rao (1983a) , a case is made for the hypothesis that the same processesm except for a priming effect responsible for the fast same effectmunderlie performance in the sequential matching task and the simultaneous matching task (in which the study and test strings are presented simultaneously and are left on display until a response has been made). However, use of the same processes would seem unlikely because, in the simultaneous case, subjects can engage in multiple comparisons of the stimuli on display. Also, in the multiletter comparison task, some aspects of the data suggest that the same processes are not used. In Proctor et al. (1984) , the simultaneous matching condition with four-letter strings produced response latencies that were 400-500 ms longer than in the sequential matching condition. This is surprising because one would expect the simultaneous matching condition to be easier than the sequential matching condition because there is no memory load. However, error rates were lower in the simultaneous condition, so without an explicit model of the relationship between reaction time and error rate, the difficulty of the two conditions cannot be compared. For the purposes of this note, the possibility that subjects can engage in repeated comparisons (with perfect information) along with the large reaction time difference in the multiletter case makes the application of the diffusion model (using a single comparison process) questionable, and so fits will not be performed. Proctor and Rao (1983a) In another experiment, closely related to the preceding one, Proctor and Rao (1983a) varied probability in a single-letter matching task. The procedure was the same as above, and the probability manipulation was the same. The data and fits of the diffusion model are shown in Table 3 . The fits of the diffusion model parallel those presented in the previous experiment. The boundary positions and d~, are all roughly constant (to within 8% or 9%) across conditions. The parameter that does vary consistently across conditions is the position of the goodness-of-match criterion. As in the prior experiment, the starting point of the diffusion process was set nearer the same boundary leading to faster same responses POSITIVE AND NEGATIVE RESPONSE SPEED ACCURACY Proctor and Rao (1983a) when error rates are equal (interpolating in Table 3 ). As probability varies from 80S-20D to 20S-80D, the criterion varies from a to d in the left panel of Figure 2 . Once again we see that the data and fits behave exactly as those shown in the left panel of Figure 2 .
Generalizations About Criteria Setting in the Diffusion Model
In all four experiments described above, the diffusion model was successful in describing the data. Thus it is not necessary to invoke a separate, model-independent process to account for the fast same effect. As noted by Ratcliff and Hacker (1982) , the diffusion model is capable of accounting for the fast same effect in terms of criteria effects.
From the fits presented above and the fits in Ratcliff (1981) , it is possible to draw some general conclusions about the way in which bias manipulations affect the parameters of the model. First, probability manipulations were, on the whole, not sufficient to produce large changes in the values of the boundary positions. Instead, they affected the goodnessof-match criterion placement, which is the relative rate of accumulation of evidence between same and different comparisons. On the other hand, manipulation of caution instructions by Ratcliff and Hacker ( 1981) was sufficient to produce a change in the boundary positions along with a change in the goodnessof-match criterion. Another manipulation capable of producing a change in the boundary positions was the addition of difficult negatives (such as letter transpositions) to the same and replacement different comparisons (Ratcliff, 1981; Ratcliff & Hacker, 1981) . In the fits in Ratcliff (1981) , the starting point was placed nearer the different boundary (e.g., the right column of Figure 2 ), in contrast to the fits to Proctor and Rao (1983a) and Proctor et al. (1984) data (easy negative conditions). Whether these effects of probability manipulations, instructions, and the inclusion of difficult trials generalize to other paradigms in which the relative speed of positive and negative responses varies is a matter for further data collection and modeling.
A consistent pattern emerges in the behavior of the criteria in the model as it fit to the data from these experiments. The critical factor seems to be the relative difficulty of a judgment. If there are very difficult different trials along with easy different trims, then getting the different judgment correct is difficult and performance is best with the same boundary further away from the starting point than the different boundary (Figure 2 , right column). This is because an error on a trial in which the stimuli are actually different (a false same error) is made when the same boundary is crossed so that the distance from the starting point to the same boundary controls the proportion of false same errors (see Figure 1) . (This explanation is related to the assumption of heterogeneity of difference proposed by Krueger, 1979 ; see also Ratcliff, 1981, Figure 5 .) On the other hand, if the different trials are all well discriminated from the same trials (e.g., Proctor et al., 1984) , then the same trials may be perceived to be more difficult (it is easier to change from same to different by interference from other trials than from different to same; e.g., Krueger, 1978; Nickerson, 1972) . Then the different boundary should be placed further away from the starting point than the same boundary ( Figure 2 , left column). The other criterion that can be changed is the goodness-of-match criterion. This has the same effect as in signal detection theory on accuracy (e.g., approximately as in the accuracy panel, the middle column of Figure 2 ) and also produces long reaction times in conjunction with high accuracy (Figure 2 , changes in criterion from a to e). The pattern of behavior of these bias parameters as a function of experimental condition is reasonable and consistent, and the model provides a coherent account of these data.
Discussion
The fact that the diffusion model fits the data well raises the question of research strategy in examining effects such as the fast same effect. Once there are competing models that provide different accounts of the effect, then it is necessary to alter strategy from purely empirical investigations to including a strong component that involves testing and discriminating between models.
Discriminating among models requires consideration of what aspects of performance the various models are designed to explain. The diffusion model was designed to account for accuracy, reaction time, the shape of the reaction time distribution, and the growth of accuracy as a function of time. Ratcliff ( 1981) also provided a memory model that accounted for the relative difficulty of the different conditions (replacements and transpositions). Krueger's model (1978) has several features of the diffusion model (Ratcliff, 1978 (Ratcliff, , 1981 at a global level. If some of the more detailed assumptions were relaxed and the process made more continuous, then many of the criticisms would be avoided and the model would take on the character of a sequential sampling model.
In contrast, the models proposed by Bamber (1969) , Proctor (1981) , and Taylor (1976) are limited in the way they can deal with bias data and speed-accuracy data in general. The mechanism for production of errors is not tied to the mechanism for producing reaction time differences, so that there is no natural way to model speed-accuracy relationships and changes in these relationships. In addition, there is no easy way for these models to deal with the transposition data of Ratcliff and Hacker (1981, Experiment 2) .
It should be noted that other models of the sequential sampling class that have been applied to same-different judgments (e.g., Krueger, 1978 Krueger, , 1979 Link, 1978; Vickers, 1979) could probably be fitted to the data from the experiments considered here and provided a similar explanation. However, exactly how well the models might do and whether the same bias explanation for the fast same effect would be obtained can only be answered by detailed model fitting.
In the fits of the diffusion model to four experiments, some experimental manipulations (caution instructions, and addition of difficult negative trials) were sufficient to change the position of the diffusion-process boundaries and the position of the goodnessof-match criterion, whereas other manipulations (such as probability manipulations) were only sufficient to change the goodness-ofmatch criterion Placement. The model explains the typical result of fast same responses along with a preponderance of false different errors by assuming that the same response boundary is placed nearer the starting point than is the different response boundary. One important conclusion that must be drawn from these fits and the model predictions in Figure 2 is that it is not sufficient to assume that an error bias in one direction must be accompanied by a reaction time difference in another direction for the results to be inter-pretable in terms of bias. This means that these fits call into question any conclusions based simply on raw data reaction times and error rates. In sum, what is needed is not so much verbal theories about how factors are related, but rather quantitative models that allow the relationships to be tested quantitatively.
