Algebraic multigrid methods for Laplacians of graphs  by Bolten, Matthias et al.
Linear Algebra and its Applications 434 (2011) 2225–2243
Contents lists available at ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
Algebraic multigrid methods for Laplacians of graphs<
Matthias Bolten∗, Stephanie Friedhoff, Andreas Frommer, Matthias Heming,
Karsten Kahl
Fachbereich Mathematik und Naturwissenschaften, Bergische Universität Wuppertal, Gaußstraße 20, D-42097 Wuppertal, Germany
A R T I C L E I N F O A B S T R A C T
Article history:
Received 2 October 2009
Accepted 5 November 2010
Available online 10 December 2010
Submitted by V. Mehrmann
AMS classification:
65F10
65R10
65Y05
Keywords:
Graph partitioning
Algebraic multigrid methods
Singular systems
Laplacians of graphs
Convergence analysis
Classical algebraic multigrid theory relies on the fact that the sys-
tem matrix is positive definite. We extend this theory to cover the
positive semidefinite case as well, by formulating semiconvergence
results for these singular systems. For the class of irreducible diag-
onal dominant singular M-matrices we show that the requirements
of the developed theory hold and that the coarse level systems are
still of the same class, if the C/F-splitting is good enough. An im-
portant example for matrices that are irreducible diagonal domi-
nant M-matrices are Laplacians of graphs. Recent shape optimizing
methods for graph partitioning require to solve singular linear sys-
tems involving these Laplacians. We present convergence results as
well as experimental results for numerous graphs arising from finite
element discretizations with up to 106 vertices.
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1. Introduction
We consider the linear system
Ax = b, (1)
where A ∈ Rn×n is assumed to be singular and hermitian positive semidefinite. Denoting null(A) the
nullspace of A and range(A) its range, we assume that b ∈ range(A). This implies that the solution set
of (1) is nonempty and it is given as an affine space x∗ + null(A).
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If A is large and sparse, iterative methods for solving (1) are mandatory. In this paper, we focus on
algebraic multigrid methods. We develop a general theory of convergence for the semidefinite case
following the work of [16,17,8] for positive definite matrices. In this manner we get two-grid as well
as multigrid convergence results. Note that multigrid iterations are sometimes accelerated by using
them as preconditioners to Krylov subspace methods like the CG iteration. While we do not consider
the latter aspect in any detail in this work, let us just mention that one usually assumes convergence
of the preconditioner as a prerequisite in this context, so our work is fundamental there, too. Let us
mention that algebraic multigrid approaches for singular M-matrices have been considered in [19]
where an explicit projection step and a Schur complement approach are used; see also [14,15].
Our work is motivated by an application in shape optimized load balancing, where linear systems
involving the graph Laplacian have to be solved [9]. In this caseA is a symmetric positive semidefinite M-
matrix and its nullspace null(A) is spanned by the constant vector. For this type of matrices we further
develop our multigrid theory for semidefinite matrices. All the examples presented in Section 5 are
taken from this application.
The rest of the paper is organized as follows: In Section 2 we derive a fundamental convergence
result based on an estimate in the energy seminorm. In Section 3 this fundamental result is used to
develop our algebraic multigrid theory for the semidefinite case. Section 4 deals in more detail with
the special case of irreducible diagonally dominant singular M-matrices. Some numerical tests are
presented in Section 5. The paper finishes with a conclusion in Section 6.
2. A fundamental result
A convergence analysis of multigrid methods for Laplacians of graphs has to account for the fact
that the system matrix is singular (symmetric and positive semidefinite); see Section 4 for the precise
definition of a Laplacian of a graph. So the standard theory for classical AMG developed in [16,17]
cannot be used directly. Nevertheless, as we will show in this section, we still can proceed in a manner
quite analogous to [16,17].
Multigrid methods are stationary iterative methods which can be described via an error propagation
operator H = I − M˜A with M˜ ∈ Rn×n as
xk+1 = Hxk + M˜b, k = 0, 1, . . . . (2)
Every solution of Ax = b is a fixed point of the iteration (2). However, since A is singular, the converse
only holds if M˜ is injective on the range of A, because x∗ = (I − M˜A)x∗ + M˜b ⇔ M˜(Ax∗ − b) = 0
implies Ax∗ −b = 0 only under this condition. It is well known [18] that the iteration (2) converges for
any starting vector x0 to a fixed point x∗ (which will depend on x0) if and only if H is semiconvergent
in the sense of the following definition.
Definition 1. H ∈ Rn×n is called semiconvergent if ρ(H) = 1, the eigenvalue λ = 1 is the only
eigenvalue of modulus 1 and λ = 1 is a semisimple eigenvalue of H, i.e., its geometric multiplicity is
equal to its algebraic multiplicity.
For practical reasons, it is important to have sufficient conditions which imply the semiconvergence
of H. A condition based on the A-seminorm turns out to be very useful in the context of the analysis of
AMG methods. To formulate this fundamental result, let 〈·, ·〉A denote the bilinear form
〈·, ·〉A : Rn × Rn → R, (x, x) → 〈x, y〉A = 〈Ax, y〉 (= 〈x, Ay〉),
and ‖ · ‖A the induced seminorm, ‖x‖A = 〈x, x〉1/2A . Note that we have
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〈x, x〉A  0 for all x ∈ Rn, (3)
‖x‖A = 0 if and only if x ∈ null(A), (4)
〈x, y〉A = 0 for x ∈ null(A) or y ∈ null(A). (5)
Theorem 1. Let H = I − M˜A be the iteration operator of the iteration (2). Assume that there exists a
constant γ ∈ [0, 1) such that
‖Hx‖A  γ · ‖x‖A for all x ∈ Rn. (6)
Then M˜ is injective on range(A) and H is semiconvergent, implying that for b ∈ range(A) the iteration (2)
converges to a solution of (1) for any starting vector x0.
Proof. This result can be deduced from what was shown in [2]; see also [6] and [7]. Because of its
simplicity and elegance, we here reproduce the proof from [3], published in [4]. Assume first that for
some x ∈ range(A) we have M˜x = 0. Since A is symmetric, this means that there is y ∈ range(A), s.t.
x = Ay and, consequently, Hy = y. As a consequence we have ‖Hy‖A = ‖y‖A, so (6) implies ‖y‖A = 0,
i.e., y ∈ null(A). Since null(A) ⊥ range(A), we get y = 0 and thus x = 0. This shows that M˜ is injective
on range(A).
Let now x be an eigenvector for an eigenvalue λ of H. If x ∈ null(A), we have ‖x‖A > 0, and from
(6) we get |λ| · ‖x‖A  γ ‖x‖A which implies |λ|  γ < 1. If x ∈ null(A), we know that Hx = x, i.e.,
λ = 1. So ρ(H) = 1, and λ = 1 is the only eigenvalue of modulus 1. It remains to show that λ = 1 is
semisimple.
Assume that, on the contrary, λ = 1 is not a semisimple eigenvalue of H. Then there exists a level-2
generalized eigenvector for the eigenvalue λ = 1, i.e., a vector v = 0 satisfying
Hv = v + u, where Hu = u, u = 0.
Since v is not an eigenvector of H we have v ∈ null(A). We also have u ∈ null(A), since u is an
eigenvector ofH for the eigenvalue λ = 1 and M˜ is injective on range(A). Thus, using (4) and (5), we get
〈Hv,Hv〉A = 〈v, v〉A + 〈v, u〉A + 〈u, v〉A + 〈u, u〉A = 〈v, v〉A = 0,
which contradicts (6). So there is no level-2 generalized eigenvector for the eigenvalue λ = 1. That is
λ = 1 is semisimple, and we have shown that H is semiconvergent. 
We close this section with a remark on the interpretation of γ from (6) as the convergence speed
of the iteration (2). Let x∗ = limk→∞ xk and ek = xk − x∗ such that ek+1 = Hek. As in the proof of
Theorem 1 just shown, 1 is a semisimple eigenvalue of H with eigenspace null(A). Therefore, there
exists a complementary subspace W , W ⊕ null(A) = Rn such that H maps W on W . Usually, W =
range(A) = null(A)⊥, since H is usually non-symmetric. Let PW denote the (oblique) projection on
null(A) along W . Then PWe
k+1 = PWek for all k, which – ek converging to 0 – implies PWek = 0 for
all k. So ek ∈ W for all k and the seminorm ‖ · ‖A actually is a norm in W . The factor γ from (6)
is thus a bound for the convergence factor of the iteration measured in that norm on that space. W
not being orthogonal to null(A) has consequences on norm equivalence bounds: Denoting λmin the
smallest non-zero eigenvalue of A and λmax the largest eigenvalue, we have
λmin = min
x∈range(A),x =0
‖x‖A
‖x‖2 , λmax = maxx∈range(A),x =0
‖x‖A
‖x‖2 , (7)
whereas for x ∈ W we only have
λmin  min
x∈W,x =0
‖x‖A
‖x‖2 := α, λmax  maxx∈W,x =0
‖x‖A
‖x‖2 .
In particular, α may get much closer to 0 than λmin.
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On the other hand, instead of considering xk from (2) as our iterates, we can project them orthogo-
nally on range(A). Denoting P the corresponding orthogonal projection, we have limk→∞ Pxk = Px∗,
the minimal 2-norm solution of (1). Since ‖Px‖A = ‖x‖A for all x, the relation (6) turns into ‖Pxk+1‖A
 γ ‖Pxk‖A, with ‖ · ‖A acting as a norm on range(A), and (7) now implies
‖Pxk‖2  λmax
λmin
γ k‖Px0‖2.
3. AMG for semidefinite systems
The purpose of this section is to present some general results concerning AMG methods for semi-
definite systems. They form the basis of the AMG theory for solving systems with Laplacians of graphs
to be presented in Section 4.
We first focus on the two-grid case. So let A ∈ Rn×n be a symmetric and positive semidefinite
matrix and let P ∈ Rm×n be a (full rank) interpolation operator fromRm toRn with m < n. Then the
Galerkin operator Aˆ ∈ Rm×m is defined as
Aˆ = PTAP.
SinceA is singular, Aˆmay be singular, too, so that range(Aˆ) is not necessarily the full space. In a two-grid
method, the coarse grid correction amounts to find a solution eˆ of the reduced system Aˆeˆ = rˆ with
rˆ = PT (b − Ax). The following lemma shows that such system has a solution if b ∈ range(A).
Lemma 1. We have
range(Aˆ) = range(PTA).
Proof. Since Aˆ = PTAP is symmetric, the assertion is equivalent to null(Aˆ) = null(AP). Clearly,
null(Aˆ) ⊇ null(AP). But x ∈ null(Aˆ) satisfies 0 = 〈Aˆx, x〉 = 〈APx, Px〉, so Px ∈ null(A), i.e., x ∈
null(AP), showing that we also have null(Aˆ) ⊆ null(AP). 
Solutions to singular systems, if they exist, are not unique. To obtain a well defined coarse grid
correction we will use the solution of smallest 2-norm of Aˆeˆ = rˆ which, using the Moore–Penrose
inverse Aˆ†, can be expressed as eˆ = Aˆ† rˆ.
Given a smoother S = I−Q−1Abased on a decompositionA = Q−N withQ ∈ Rn×n non-singular,
one (ν1, ν2)-cycle of the two-grid method, which computes the new iterate x
+ from the old iterate x
is then given as:
1: for i = 1, . . . , ν1 do {pre-smoothing}
2: solve Qy = Nx + b
3: x = y
4: end for
5: compute eˆ = Aˆ†(PT (b − Ax)) {minimal 2-norm solution of Aˆeˆ = PT (b − Ax)}
6: x+ = x + Peˆ {coarse grid correction}
7: for i = 1, . . . , ν2 do {post-smoothing}
8: solve Qy = Nx+ + b
9: x+ = y
10: end for
We define
H = Sν2 · K · Sν1 with S = I − Q−1A, K = I − PAˆ†PTA, (8)
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where S represents the smoothing iteration and K the coarse grid correction operator. Then H is the
error propagation operator of the two-grid method, i.e., writing H = I − M˜A we have
x+ = Hx + M˜b.
Based on Theorem 1 we now show that a classical convergence result for two-grid AMG with post-
smoothing from [16,17] carries over to the semidefinite case. Some hints on this transition can be
found in [17]; the present paper works out the theory in detail. To clarify terminology, we stress that
a projector  ∈ Rn×n, i.e.,  with 2 =  will be said to be A-orthogonal if 〈x, (I − )y〉A = 0
for all x, y ∈ Rn. This implies ‖x‖2A = ‖x‖2A + ‖(I − )x‖2A. In particular, ‖x‖A  ‖x‖A for all x.
These relations hold irrespective of whether A is singular or not.
Theorem 2. Let A ∈ Rn×n be symmetric and positive semidefinite. Let P ∈ Rn×m with m < n be an
interpolation operator having full rank. Assume further that ν1 = 0, ν2 = 1. That is H from (8) is given as
H = S · K. Finally, suppose that there exists a number δ ∈ (0, 1] such that
‖Sx‖2A  ‖x‖2A − δ · ‖Kx‖2A for all x ∈ Rn. (9)
Then
(i) K is an A-orthogonal projector.
(ii) We have
‖Hx‖2A  (1 − δ) · ‖x‖2A for all x ∈ Rn.
Thus (6) holds with γ = (1 − δ)1/2.
Proof. Recall that the Moore–Penrose inverse satisfies Aˆ†AˆAˆ† = Aˆ†, from which a direct calculation
shows K2 = K as well as KTAK = AK = KTA. So
〈Kx, (I − K)y〉A = 〈AKx, (I − K)y〉
= 〈x, KTAy〉 − 〈x, KTAKy〉
= 〈x, KTAy〉 − 〈x, KTAy〉
= 0,
which proves (i).
Using (9) with x replaced by Kx and observing K2 = K , one immediately gets
‖Hx‖2A  (1 − δ) · ‖Kx‖2A.
Since K is an A-orthogonal projection, we have ‖Kx‖A  ‖x‖A which proves (ii). 
By Theorem 1 we see that Theorem 2 gives sufficient conditions for the two-grid method with
ν1 = 0 and ν2 = 1 (post-smoothing) to converge to a solution of (1). Due to Theorem 1 the technique
of proof is virtually identical to that for the positive definite case [8,16,17]. We note that multiple
post-smoothing steps (ν2 > 1) can be handled within this framework by considering them as just
one (macro) smoothing operation. Let us also note that the theory for pre-smoothing (ν1 > 0) for the
positive definite case as given in [16,17] carries over to the semidefinite case in a similar manner, so
we omit the discussion for that case in the remainder of this paper.
The multigrid case requires more adjustments to the semidefinite setting. We first have to take a
closer look at the ranges of P and I − K .
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For any projector Q one has range(Q) = null(I − Q). Thus in case of A non-singular (and P has full
rank so that Aˆ is non-singular), one has
range(I − K) = null(K) = range(P).
If A is only semidefinite, the range of I − K is usually smaller as the following result shows.
Lemma 2. Assume that P has full rank. Then
range(P) = range(I − K) ⊕ V, where V = null(A) ∩ range(P). (10)
Proof. Let W be the subspace ofRm for which PW = V . Now Aˆx = PTAPx = 0 implies 〈APx, Px〉 = 0
and thus Px ∈ null(A) ∩ range(P), i.e., x ∈ W .
Conversely, for x ∈ W we immediately get APx = 0 and thus Aˆx = PTAPx = 0. Hence we have
shown null(Aˆ) = W . Since P has full rank and Aˆ is symmetric, implyingRm = range(Aˆ)⊕W , we have
range(P) = range(PAˆ) ⊕ V .
Using the fact that range(Aˆ) = range(Aˆ†) = range(Aˆ†Aˆ) one obtains
range(P) = range(PAˆ) ⊕ V
= range(PAˆ†Aˆ) ⊕ V
= range(PAˆ†PTAP) ⊕ V
⊆ range(PAˆ†PTA︸ ︷︷ ︸
=I−K
) + V
⊆ range(PAˆ†) + V
= range(PAˆ) + V . (11)
This shows that we have equality everywhere, all sums are direct and that (10) holds. 
In what follows we extend Theorem 2 by allowing for the use of an approximation to Aˆ† rather than
Aˆ† itself in the coarse grid correction operator. This will not only show that we can use other pseudo-
inverses instead of the Moore–Penrose inverse, but it will also be the key to prove the convergence of
multigrid methods.
Theorem 3. Let S and K be as in Theorem 2, satisfying (9). Consider a modified coarse grid correction
operator
K˜ = I − PM˜PTA.
Then
AKK˜ = AK. (12)
Moreover, assume that there exists η ∈ [0, 1) such that
‖(I − M˜Aˆ)x‖2
Aˆ
 η2‖x‖2
Aˆ
. (13)
Then the error propagation operator H˜ = SK˜ satisfies
‖H˜x‖2A  max{η2, 1 − δ} · ‖x‖2A for all x ∈ Rn. (14)
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Proof. We first prove (12). Since
Aˆ†Aˆx =
{
x, if x ∈ range(Aˆ),
0, if x ∈ null(A),
and x ∈ null(Aˆ) = null(PTAP) if and only if x ∈ null(AP), as P has full rank, we obtain
APAˆ†Aˆx = APx for all x,
i.e., APAˆ†Aˆ = AP. Thus,
AKK˜ = A − APM˜PTA − APAˆ†PTA + APAˆ†PTAP︸ ︷︷ ︸
=AP
M˜PTA = A − APAˆ†PTA = AK.
To prove (14), we observe that
K˜x = Kx + (K˜ − K)x = Kx + P(M˜ − Aˆ†)PTAx.
Since K is an A-orthogonal projector, range(K) is A-orthogonal to range(I − K), which, by Lemma 2,
implies that range(K) is A-orthogonal to range(P). Thus we have
‖K˜x‖2A = ‖Kx‖2A + ‖P(M˜ − Aˆ†)PTAx‖2A
= ‖Kx‖2A + ‖(M˜ − Aˆ†)PTAx‖2Aˆ.
By Lemma 1 we know that range(Aˆ) = range(PTA), and since AˆAˆ† is the identity on range(A) we obtain
‖K˜x‖2A = ‖Kx‖2A + ‖(M˜Aˆ − I)Aˆ†PTAx‖2Aˆ.
Therefore, using (13) and the fact that I − K = PAˆ†PTA is an A-orthogonal projector, we get
‖K˜x‖2A  ‖Kx‖2A + η2 · ‖Aˆ†PTAx‖2Aˆ
= ‖Kx‖2A + η2 · ‖PAˆ†PTAx‖2A
= ‖Kx‖2A + η2 · ‖x‖2A − η2‖Kx‖2A.
From (12) we get ‖KK˜x‖2A = 〈AKK˜x, KK˜x〉 = 〈Kx, AKK˜x〉 = 〈AKx, Kx〉 = ‖Kx‖2A, so that together
with ‖Ky‖A  ‖y‖A for all y we finally obtain from (9)
‖SK˜x‖2A  ‖K˜x‖2A − δ · ‖KK˜x‖2A
= ‖K˜x‖2A − δ · ‖Kx‖2A
 ‖Kx‖2A + η2 · ‖x‖2A − η2‖Kx‖2A − δ‖Kx‖2A,
which yields the desired result
‖SK˜x‖2A  max{1 − δ, η2} · ‖x‖2A. 
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The above theorem can be used in several ways. For example, it gives us two-grid convergence
in case that we do not use the Moore–Penrose inverse. Indeed, if M˜ is any inner inverse of Aˆ, i.e., if
AˆM˜Aˆ = Aˆ, then for any x ∈ Rn we have
〈(I − M˜Aˆ)x, (I − M˜Aˆ)x〉
Aˆ
= 〈Aˆ(I − M˜Aˆ)x, (I − M˜Aˆ)x〉 = 〈0, (I − M˜Aˆ)x〉 = 0,
i.e., (13) holds with η = 0. In addition it allows for a relaxation factor in the coarse grid correction as
the following corollary shows.
Corollary 1. Under the hypothesis of Theorem 3, let
M˜ = ωAˆ−,
where Aˆ− is an inner inverse of Aˆ and ω ∈ (0, 2). Then
‖H˜x‖2A  max{(ω − 1)2, 1 − δ} · ‖x‖2A for all x ∈ Rn.
Proof. We have
‖(ωAˆ−Aˆ − I)x‖2
Aˆ
= 〈Aˆ(ωAˆ−Aˆ − I)x, (ωAˆ−Aˆ − I)x〉
= 〈(ω − 1)Aˆx, (ωAˆ−Aˆ − I)x〉
= 〈(ω − 1)x, (ωAˆAˆ−Aˆ − Aˆ)x〉
= 〈(ω − 1)x, ((ω − 1)Aˆ)x〉
= (ω − 1)2 · ‖x‖2
Aˆ
.
Thus we have η2 = (ω − 1)2. 
In order to describe multigrid iterations, let us assume that we now have a whole hierarchy of
spacesRn ,  = 0, . . . , L with n = n0 > n1 . . . > nL together with interpolations P : Rn+1 → Rn .
They define Galerkin operators A via A0 = A and A = PT−1A−1P−1 ∈ Rn×n ,  = 0, . . . , L − 1.
In addition, we assume that we have splittings A = Q −N at all levels  = 0, . . . , L− 1 which will
be used for the smoothing iteration.
The kth iteration of the standard V(ν1, ν2)-cycle multigrid method (with ν1 steps of pre-smoothing
and ν2 steps of post-smoothing) is then given as
xk+1 = V-cycle(xk, b, 0, L, ν1, ν2)
with x
+
 = V-cycle(x, b, , L, ν1, ν2), the V-cycle at level  defined recursively as follows:
1: for i = 1, . . . , ν1 do {pre-smoothing}
2: solve Qy = Nx + b
3: x = y
4: end for
5: b+1 = PT (b − Ax)
6: if  + 1 = L then
7: eL = Aˆ†LbL
8: else
9: e+1 = V-cycle(A+1, 0, b+1,  + 1, L, ν1, ν2)
10: end if
11: x
+
 = x + Pe+1 {coarse grid correction}
12: for i = 1, . . . , ν2 do {post-smoothing}
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13: solve Qy = Nx+ + b
14: x
+
 = y
15: end for
We denote the smoothing operators at level  as
S = Q−1 N = I − Q−1 A,
Extending the two-grid case, we recursively define the operators M˜ and H with H = I − M˜A
as
M˜L = A†L
for the coarsest level and for  = L − 1, . . . , 0 as
K˜ = I − PM˜+1PTA, H = Sν2 · K˜ · Sν1 = I − M˜A.
Then x
+
 = V-cycle(x, b, , L, ν,ν2) is given as
x
+
 = Hx + M˜b,
and the multigrid iteration, which iterates V-cycles at level 0, reads
xk+1 = H0xk + M˜0b, k = 0, 1, . . . .
The following convergence theorem for the multigrid iteration with post-smoothing (ν1 = 0, ν2 =
1) is now easily obtained from Theorem 3. It generalizes the result from [16,17] to the semidefinite
case.
Theorem 4. Let K = I − PA†+1PTA,  = 0, . . . , L − 1 and assume that there exists a number δ such
that for all  = 1, . . . , L we have
〈Sx, Sx〉A  〈x, x〉A − δ · 〈Kx, Kx〉A for all x ∈ R. (15)
Take ν1 = 0, ν2 = 1. Then ‖H0x‖2A  (1 − δ) · ‖x‖2A for all x ∈ Rn.
Proof. We show by induction that for  = L − 1, . . . , 0 we have
‖Hx‖2A  (1 − δ) · ‖x‖2A for all x ∈ Rn . (16)
Recall that H = I − M˜A. For  = L we have I − M˜LAL = I − A†LAL , so that ‖(I − M˜LAL)xL‖2AL =〈AL(I − M˜LAL)xL, (I − M˜LAL)xL〉 = 0 for all xL ∈ RnL . This proves (16) for  = L and, taking η = 0 in
Theorem 3, we also obtain (16) for  = L − 1. If (16) holds for some   L − 1,  > 0, we can again
use Theorem 3, now with η2 = 1 − δ, to obtain (16) for  − 1. 
4. The smoothing and the approximation property for Laplacians of graphs
As in the positive definite case, the challenge for a good algebraic two-grid method is to find smooth-
ing and interpolation operators such that the crucial assumption (9) from Theorem 2 is fulfilled with
a large value for δ. For a multigrid method, the corresponding relation (15) should be fulfilled on all
levels. We are interested in applying the theory developed so far to Laplacians of graphs. It is thus
important to highlight those properties of Laplacians that for appropriate choices of the projections
are going to be inherited by the Galerkin projection and which are going to allow us to provide good
values for δ in (9). We therefore introduce the following definition.
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Definition 2. LetA ∈ Rn×n be symmetric. ThenA is said to be an IDDSM-matrix (irreducibly diagonally
dominant singular M-matrix), if
(i) A is irreducible, i.e., there is no permutation matrix Q s.t.
QTAQ =
⎛⎝ B 0
0 C
⎞⎠
with B ∈ Rm×m, C ∈ R(n−m)×(n−m), 1  m < n.
(ii) A is a singular M-matrix, i.e., A = ρ(B)I − B with B  0,
(iii) A1 = 0, where 1 = (1, . . . , 1)T .
So all off-diagonal elements of an IDDSM-matrix are non-positive, and all row sums are 0. Trivially,
the class of IDDSM-matrices contains the Laplacians of connected graphs, according to the following
definition.
Definition 3. Let G = (V, E) be an undirected graph with vertices V, |V | = n and edges E. The
Laplacian A = L(G) of G is the n × n-matrix with its entries given as
ai,j =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
deg(i) if i = j,
−1 if i = j and {i, j} ∈ E,
0 otherwise.
Note that L(G) is irreducible if and only if G is connected.
The following properties of IDDSM-matrices are very useful.
Lemma 3. If A ∈ Rn×n is an IDDSM-matrix, then
(i) null(A) is spanned by the vector 1 = (1, . . . , 1)T .
(ii) A is positive semidefinite.
(iii) The diagonal part D ∈ Rn×n of A is non-singular and all diagonal elements are positive.
Proof. By Definition 2 (ii), null(A) is the eigenspace of B for the eigenvalue ρ(B). This space has dimen-
sion 1 by the Perron–Frobenius theorem [18], since B is irreducible. But 1 ∈ null(A) by Definition 2
(iii). Part (ii) of the lemma is obvious from Definition 2 (ii). To prove part (iii) we observe that A cannot
have a zero row, since otherwise null(A) would contain a cartesian unit vector. Since the off-diagonal
elements are non-positive and the row sums are all zero, the diagonal elements are all positive. 
The strongest results in the classical AMG theory of Ruge and Stüben [16,17] are obtained for non-
singular, symmetric diagonally dominant (and thus positive definite) M-matrices. In the remainder of
this section we now focus on the additional aspects that arise when the operator is an IDDSM-matrix.
From now on, we use the standard notation
A = D − L − LT = D − B, D, L, B ∈ Rn×n
for the decomposition of A into its diagonal part D, its strictly lower triangular part −L and the corre-
sponding upper triangular part −LT .
As in the classical, non-singular case, we will obtain the crucial estimate
‖Sx‖2A  ‖x‖2A − δ‖Kx‖2A (17)
from Theorem 9 by establishing that the smoothing and approximation properties defined in the
following lemma hold.
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Lemma 4. Assume that
‖Sx‖2A  ‖x‖2A − σ‖x‖2AD−1A for all x ∈ Rn (smoothing property), (18)
‖Kx‖2A  τ · ‖Kx‖2AD−1A for all x ∈ Rn (approximation property). (19)
Then (17) holds with δ = σ/τ .
Note that ‖ · ‖AD−1A is a seminorm when A is semidefinite.
We first consider the smoothing property for two standard smoothers, the relaxed Jacobi-smoother
given by S = I −ωD−1A and the Gauss–Seidel-smoother given by S = I − (D− L)−1A. The following
result follows in precisely the same manner as in the non-singular case (cf. [16]) so that we do not give
a proof here.
Lemma 5. Assume that A is an IDDSM-matrix. Then∥∥∥∥(I − 1
2
D−1A
)
x
∥∥∥∥2
A
 ‖x‖2A −
1
2
‖x‖2
AD−1A for all x ∈ Rn
and
‖(I − (D − L)−1A)x‖2A  ‖x‖2A −
1
4
‖x‖2
AD−1A for all x ∈ Rn.
Thus, the relaxed Jacobi-smoother (withω = 1
2
) and the Gauss–Seidel-smoother both satisfy the smoothing
property (18) with σ = 1
2
and σ = 1
4
, respectively.
We see that for the standard smoothing operators the results known from the positive definite case
carry over basically without modifications.
The situation is somewhat more involved for the approximation property, which we discuss now.
Indeed, Lemma 2 is crucial to show that, similarly to the positive definite case, a condition on the
interpolation implies the approximation property (19) of the coarse grid correction; see Theorem 5
below. We consider the situation where the coarse grid variables can be regarded as a subset C of the
variables {1, . . . , n}. With F denoting the complementary set of variables, we permute matrices and
vectors such that all F variables appear first, followed by the C-variables. With |C| = m, we obtain the
following decomposition of the operator A and the vector x
A =
⎡⎣ Aff Afc
Acf Acc
⎤⎦ , x =
⎡⎣ xf
xc
⎤⎦ , (20)
where
Aff ∈ R(n−m)×(n−m), Acc ∈ Rm×m, xf ∈ Rn−m, xc ∈ Rm.
Interpolation of theC-variables is assumed to be by the canonical injection, so that the interpolation
operator P is represented by a matrix
P =
⎡⎣ Pfc
I
⎤⎦ ,
where Pfc ∈ R(n−m)×m and I is the identity onRm. Note, that P has full rank.
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Theorem 5. Let Dff denote the diagonal of Aff. Suppose that for some τ ∈ [0, 1) and for all e ∈ Rn we
have
‖ef − Pfcec‖2Dff  τ · ‖e‖2A. (21)
Then, with this τ , the coarse grid correction operator K = I − PAˆ†RA exhibits the approximation prop-
erty (19).
Proof. SinceK isA-orthogonal, we have range(K) ⊥A range(I−K) and, trivially, range(K) ⊥A null(A).
This implies range(K) ⊥A range(I − K) + null(A) and thus, by Lemma 2,
range(K) ⊥A range(P).
This shows that for all e ∈ range(K) and for all e˜ ∈ Rm we have
〈e, e〉A = 〈e, e − Pe˜〉A.
Using the Cauchy–Schwarz inequality, the term on the right hand side can be bounded by
〈e, e − Pe˜〉A = 〈D−1/2Ae,D1/2(e − Pe˜)〉
 ‖D−1/2Ae‖ · ‖D1/2(e − Pe˜)‖
= ‖e‖AD−1A · ‖e − Pe˜‖D.
In the particular case where e = (ef, ec)T and e˜ = ec, we have e − Pe˜ = (ef − Pfcec, 0)T , so that‖e − Pe˜‖D = ‖ef − Pfcec‖Dff . Using this equality, the bound just derived, and (21) we obtain
〈e, e〉A  √τ · ‖e‖AD−1A · ‖e‖A.
Independently from whether ‖e‖A = 0 or not, this implies ‖e‖A  √τ · ‖e‖AD−1A which, upon
squaring, gives (19). 
With this result, the task is to find an appropriate set C of coarse variables and the corresponding
interpolation Pfc such that (21) holds with τ small. This time, there are no additional theoretical nor
practical aspects as compared to how this works in the definite case. So we again just report the results.
We first consider direct interpolation, meaning that
P =
⎡⎣ Pfc
I
⎤⎦ with Pfc = −WD−1ff Afc, (22)
where W is a diagonal matrix of weights wii, which for a general M-matrix A are given as
wii =
∑n
j=1,j =i |aij|∑
j∈C |aij| .
For an IDDSM-matrix this simplifies to
wii = aii∑
j∈C |aij| .
M. Bolten et al. / Linear Algebra and its Applications 434 (2011) 2225–2243 2237
For direct interpolation, [17, Theorem 4.3], which is stated there for weakly diagonally dominant M-
matrices yields that (21) is fulfilled whenever
∑
j∈C
|aij|  1
τ
·
n∑
j=1,j =i
|aij| for all i ∈ F. (23)
Clearly, τ < 1 is not achievable, but a small value of τ is desirable in view of Lemma 4. Only for
τ  2 can we be sure that the Galerkin operator is again an IDDSM-matrix.
Lemma 6. Let A be an IDDSM-matrix with a given C/F-splitting satisfying (23). Let P be the direct inter-
polation operator from (22) and put Aˆ = PTAP. Then
(i) Aˆ1 = 0.
(ii) Aˆ is irreducible. In particular, if all off-diagonal elements of Aˆ are non-positive, Aˆ is again an IDDSM-
matrix.
(iii) All off-diagonal elements of Aˆ are non-positive, if τ  2.
Proof. Part (i) is trivial, since P1 = 1 and A1 = 0. To show part (ii) assume that, on the contrary, Aˆ is
reducible. Then there exists a permutation matrix Q such that
QT AˆQ =
⎛⎝ Bˆ 0
0 Cˆ
⎞⎠ ,
with Bˆ ∈ Rm×m and Cˆ ∈ R(n−m)×(n−m), 1  m < n. This implies
AˆQT
⎛⎝ 1
0
⎞⎠ =
⎛⎝ 0
0
⎞⎠ and AˆQT
⎛⎝ 0
1
⎞⎠ =
⎛⎝ 0
0
⎞⎠ ,
with vectors (1, 0)T and (0, 1)T of the appropriate dimensions, so that dim(null(Aˆ))  2. Any xˆ ∈
null(Aˆ) satisfies
0 = 〈xˆ, Aˆxˆ〉 = 〈Pxˆ, APxˆ〉.
Therefore, Pxˆ ∈ null(A) whenever xˆ ∈ null(Aˆ). Since P has full rank and dim(null(Aˆ))  2 this implies
dim(null(A))  2, which is impossible since A is an IDDSM-matrix. To deal with part (iii), we use the
representation (20) to express Aˆ as
Aˆ= Acc − Acf
(
−D−1ff WAffWD−1ff + WD−1ff + D−1ff W
)
Afc.
We have Aff = Dff − Bff with Bff non-negative. The off-diagonal elements of Aˆ are non-positive if
0 Acf
(
−D−1ff WDffWD−1ff + WD−1ff + D−1ff W
)
Afc
= AcfD−1ff (−WDffW + DffW + WDff)D−1ff Afc
= AcfD−1ff W (2Dff − DffW)D−1ff Afc.
The last equality holds, because Dff and W are diagonal. As (23) is equivalent to wii  τ for all i ∈ F ,
for τ  2 we have 2Dff − DffW  0, and since all other matrices are non-negative we obtain
0  AcfD−1ff W (2Dff − DffW)D−1ff Afc. 
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Instead of direct interpolation, so-called standard interpolation is typically used in computational
practice. To discuss this, let us say that a variable j is coupled to (or that it is a neighbor of) variable i if
aij = 0, and that this coupling is strong if
|aij|  θ max
=i |ai|.
Here, θ is a parameter which has to be fixed beforehand; a typical value is θ = 0.25. In contrast
to direct interpolation, standard interpolation not only uses the coarse grid variables coupled to i to
define interpolation, but it also considers the influence of strongly coupled fine variables by including
their coarse neighbors. This usually improves convergence speed a lot, while it still maintains reason-
ably sparse coarse grid operators. While for direct interpolation P is chosen as in (22), for standard
interpolation one takes
P =
⎡⎣ Pfc
I
⎤⎦ with Pfc = −WD−1ff (I + Bθff)D−1ff )Afc. (24)
Here, Bθff is the off-diagonal part of −Aff with all entries representing non-strong couplings set to zero.
The matrix W is a diagonal matrix of weights wii which are chosen such that all row sums of P are one.
We refer to [17] for further details. As a consequence we have P1 = 1. Analogously to Lemma 6 we
have the following result.
Lemma 7. Let A be an IDDSM-matrix. For a given C/F-splitting let P be the standard interpolation operator
from (24) and put Aˆ = PTAP. Then
(i) Aˆ1 = 0.
(ii) If all off-diagonal elements of Aˆ are non-positive, Aˆ is again an IDDSM-matrix.
To have a complete multigrid algorithm, we have to choose a coarsening strategy to define the
C/F-splitting. We use the standard coarsening algorithm, which chooses an independent set in the
graph representing the strong connections. We briefly describe the algorithm the following, for further
details we refer to [16,17]. For a given variable i define the set STi of all variables j that are strongly
connected to i by
STi = {j : −aji  θ nmax
k=1 |ajk|}.
The algorithm below considers the variables one by one and decides whether they are put into C or F .
For any given stage the set U contains all undecided variables, i.e., U contains all variables that are not
yet in C, nor in F . For each variable i contained in U its priority λi is defined as
λi = |STi ∩ U| + 2|STi ∩ F|.
Using these definitions, the coarsening algorithm is given by:
1: F = ∅, C = ∅,U = {1, . . . , n}
2: for i = 1, . . . , n do {initialization}
3: λi = |STi ∩ U| + 2|STi ∩ F|
4: end for
5: while U = ∅ and λi > 0 for all i ∈ U do {coarse variable selection based on λi}
6: Choose i with λi = maxk∈U λk
7: C = C ∪ {i},U = U\{i}
8: for j ∈ STi ∩ U do {put strongly negatively coupled neighbors in F}
9: F = F ∪ {j},U = U\{j}
10: end for
11: end while
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5. Numerical examples
The theoretical work of this paper was motivated by an important application, namely the par-
titioning of graphs. Indeed, recently developed shape-optimizing graph partitioning methods (see
[11,9,10,12,13]) require the solution of consistent, singular linear systems with the coefficient ma-
trix being given as the Laplacian of the graph to be partitioned. In case the graph is connected its
Laplacian is an IDDSM-matrix as was discussed right after Definition 2.
Graph partitioning describes the task of subdividing a graph into subgraphs while aiming at certain
optimality properties. Usually, one wants the subgraphs to be of the same size, i.e., the number of
vertices should be almost the same for each subgraph. Moreover, a typical goal is also to minimize
the total number of cut edges, i.e., of those edges in the original graph which connect two vertices
in different subgraphs. The motivation behind these goals comes from an interpretation in parallel
computing. The subgraphs represent work assigned to individual processors. The work load is assumed
to be represented by the vertices. Thus having subgraphs of the same size gives a balanced work load.
The cut edges then represent communication, which in a typical application has at least to take place
between neighboring vertices. As an example, we can think of the graph as arising from the system
matrix of a finite element discretization.
The idea behind the shape-optimizing graph partitioning approach from [9] is to minimize the
number of boundary vertices – vertices which have a neighbor in a different subgraph – rather than
the number of cut edges. This new approach accounts in a better manner for the fact that the volume
of communication is determined by the boundary vertices, since they contain or represent the data
to be communicated. We refer to [9] for further details, and also for a comparison with established
methods like those implemented in the software libraries JOSTLE [20] and MeTis [5].
The practical shape-optimizing graph partitioning algorithm from [9] works as follows: In order
to partition the graph G = (V, E) into p subgraphs, we choose p different seed vertices. Each seed is
given an initial “load” which then is distributed to the other vertices in a diffusive feed-back process.
Mathematically, this means that for each seed vertex s we have to solve systems of the form
L(G)wv = ds, where dsi =
⎧⎨⎩ |V | − 1 if i = s,−1 otherwise.
The seeds represent the subgraphs, and an arbitrary vertex j is assigned to the subgraph of the seed
s for which j gets the largest load, i.e., for which dsj is maximal. The heuristics behind the diffusive
feed-back scheme is that it assigns larger parts of the load to those vertices which are strongly coupled
to the seed vertex, thus achieving a shape optimization. Once a first partitioning into subgraphs is
obtained, new seeds are determined as the “centers” of the subgraphs found so far, and the diffusive
scheme is applied again. The whole process is then iterated until no further changes occur. We refer
to [9] for details. The work presented here can be seen as providing the theoretical underpinnings
of the algebraic multigrid methods used in [11,9,10,12,13] where the computational efficiency of the
methods was proven experimentally.
We applied our method to the graph of the 20×20 grid and to numerous Laplacians of graphs from
the Graph Partitioning – Graph Collection [1] as well as to other example graphs used regularly in the
graph partitioning literature. An overview of the graphs used can be found in Table 1.
The numerical tests were run under MATLAB R2009b on a computer with 2.13 GHz Intel Core 2 Duo
processor.
On all levels, pre-smoothing was done as with one step of the backward Gauss–Seidel iteration
and post-smoothing with one step of the forward Gauss–Seidel iteration. So the resulting method is
symmetric is thus applicable as a preconditioner for CG. We used the standard interpolation given by
(24) with θ = 0.25. It may then happen that the coarse level operators contain a few, usually small
positive off-diagonal entries, so they are not IDDSM-matrices. A check for positive off-diagonals can in
principle be included in the setup phase to decide whether more conservative coarsening should be
applied. One would then aim at having IDDSM-matrices on all levels so that our theory applies fully.
However, our numerical examples showed that maintaining the IDDSM-property on all levels is not at
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Table 1
Overview over the graphs used.
Graph Name # Vertices # Edges Origin
1 regular 20×20 grid 400 1919 finite differences 2D
2 airfoil1 4253 28,830 FEM 2D
3 crack 10,240 70,999 FEM 2D
4 whitacker_dual 19,190 76,351 FEM 2D dual
5 biplane9 21,071 105,776 FEM 2D
6 stufe10 24,010 116,837 FEM 2D
7 shock9 36,476 179,055 FEM 2D
8 wing 62,032 305,119 FEM 3D
9 tooth 78,136 983,317 FEM 3D
10 wave 78,136 983,317 FEM 3D
11 rotor 99,617 1,424,479 FEM 3D
12 ocean 143,437 962,623 FEM 3D dual
13 144 144,649 2,293,435 FEM 3D
14 598a 156,317 2,274,979 FEM 3D
15 m14b 214,765 3,572,801 FEM 3D
16 dime20 224,843 896,891 FEM 2D dual
17 hermes 320,194 7,765,476 FEM 3D
18 auto 448,695 7,077,917 FEM 3D
Table 2
Overview of the indices of the coarsest level, oper-
ator complexities, and on which level the positive
off-diagonals appear first.
Graph L oc Pos. off-diag.
1 2 2.33
2 3 2.45
3 4 2.06
4 5 3.11
5 5 1.64
6 5 2.88
7 5 2.85
8 4 4.92 2
9 4 3.17 1
10 4 3.17 1
11 4 2.66 1
12 5 3.88 3
13 4 1.99 1
14 4 2.20 1
15 4 1.95 1
16 6 2.97 2
17 4 1.78 1
18 4 2.09 1
all crucial to the performance of the multigrid methods. So we always just used the coarsening obtained
via the algorithm given at the end of Section 4. The last column of Table 2 reports the first level on which
positive off-diagonals appear. The total number of levels that was used in the multigrid hierarchy can
be found in the second column of Table 2. The third column contains the operator complexity oc of the
V-cycle, i.e., the quantity
oc :=
∑L
=0 nnz(A)
nnz(A0)
,
which is an established measure for the computational complexity of the V-cycle.
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Table 3
Setup time, number of iterations and time needed to reduce the relative 2-norm of the
residual by a factor of 10−10.
Graph Setup time (s)
V-cycle Prec. V-cycle
# Iterations Time (s) # Iterations Time (s)
1 0.02 16 0.05 9 0.03
2 0.24 16 0.26 8 0.18
3 0.57 18 0.63 10 0.38
4 1.17 19 1.32 11 0.80
5 1.36 18 1.38 10 0.83
6 1.52 17 1.54 10 0.92
7 2.31 16 2.30 10 1.55
8 5.41 19 7.91 11 4.92
9 8.56 15 13.84 9 8.45
10 8.49 15 12.65 9 7.95
11 11.00 19 21.60 11 11.89
12 12.99 15 17.99 9 12.06
13 16.57 14 17.31 7 12.02
14 15.44 16 24.20 10 15.23
15 25.38 15 31.08 10 20.80
16 14.76 19 18.13 11 11.71
17 117.74 15 61.11 10 40.04
18 84.43 26 115.10 12 57.68
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Fig. 1. Dependence on the number of unknowns (vertices, left) and edges (right) of the time needed for the setup and for the solution
up to a relative 2-norm of the residual of 10−10. For comparison the dotted line represents the identity, i.e., perfect linear behavior.
The setup phase of an AMG method, i.e., determining the coarse variables, obtaining the interpo-
lations and computing the Galerkin operators at all levels, can be quite costly. Table 3 therefore lists
the time needed for the AMG setup, the number of iterations and the timings to reduce the relative
2-norm of the residual for the V-cycle and the V-cycle preconditioned CG method. The timings are
plotted against the number of unknowns (vertices) in the left part of Fig. 1 and against the number of
edges in its right part. The graphs representing the abscissa are not directly comparable in the sense
that they do not represent the same problem at different levels of discretization. Nevertheless, Fig. 1
show a linear behavior in both cases. We also see that the time spent in the setup phase is of the same
order as the time spent for the iteration which is quite satisfactory for an AMG method. Of course,
timings of a MATLAB implementation always have to be interpreted with a lot of care. In this context
let us emphasize that we optimized the code such that all significant parts rely on compiled routines
rather than code that is interpreted.
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6. Conclusion
Motivated by the application in graph partitioning, in this paper we have extended the well known
classical AMG theory as it was presented in [8,16,17] to semidefinite systems. For that purpose we
used a fundamental result on semiconvergence. The analysis of the approximation property requires
particular care due to the semidefiniteness, but we were able to show that the standard results for
classical AMG known for the positive definite case all carry over to the semidefinite case.
We introduced the class of irreducible diagonal dominant singular M-matrices (IDDSM-matrices)
and we have shown that the property of being an IDDSM-matrix is retained on coarser levels, if direct
interpolation is used andτ is small enough. For standard interpolation, the IDDSM-property is inherited
on the coarser levels if the resulting Galerkin operator has all its off-diagonal entries non-positive.
While this property can easily be checked a posteriori, we did not provide any sufficient conditions
which would guarantee non-positive off-diagonal elements. In the numerical experiments, a small
number of positive off-diagonal elements showed up on higher levels l quite often without harming
the overall rapid convergence of the method. The experiments show that the method exposes a typical
multigrid behavior, i.e., the number of iterations needed to reduce the relative residual by a given
factor is almost independent of the size of the system and the execution time scales roughly linearly.
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