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LOCALITY AND NONLOCALITY OF CLASSICAL
RESTRICTIONS OF QUANTUM SPIN SYSTEMS
WITH APPLICATIONS TO QUANTUM LARGE DEVIATIONS
AND ENTANGLEMENT
W. DE ROECK1, C. MAES1, K. NETOCˇNY´2, AND M. SCHU¨TZ1
Abstract. We study the projection on classical spins starting from quantum
equilibria. We show Gibbsianness or quasi-locality of the resulting classical
spin system for a class of gapped quantum systems at low temperatures in-
cluding quantum ground states. A consequence of Gibbsianness is the validity
of a large deviation principle in the quantum system which is known and here
recovered in regimes of high temperature or for thermal states in one dimen-
sion. On the other hand we give an example of a quantum ground state with
strong nonlocality in the classical restriction, giving rise to what we call mea-
surement induced entanglement, and still satisfying a large deviation principle.
1. Introduction
The present paper investigates aspects of locality and nonlocality for states ω of
quantum spin systems, defined as thermal states or ground states of local Hamilto-
nians. For that purpose we select a single site observable X and consider its copy
Xi at each site i of the d-dimensional lattice Z
d. The spectrum of X is a finite set of
eigenvalues x ∈ sp(X) and the state ω naturally induces a probability distribution
µX on sp(X)Z
d
. Informally, for all finite sets Λ ⊂ Zd, the probability to find the
values xi, i ∈ Λ, equals
µX [xi, i ∈ Λ] = ω
(∏
i∈Λ
Qi(xi)
)
, xi ∈ sp(X)
where Qi(xi) is a copy of the projection Q(x) appearing in the spectral decompo-
sition X =
∑
x xQ(x). Our main question is whether µ
X allows for a quasi-local
description, for example in terms of a well-behaved potential such as for classical
Gibbs distributions, more details are given below. Obviously, the answer not only
depends on the quantum state ω (and on all the parameters in its Hamiltonian)
but possibly also on the chosen observable X . Our results cover three cases:
(1) For high temperature quantum spin systems, the distribution µX is always
Gibbsian. That is stated in Theorem 4.1.
(2) For low temperature and in the case of a unique ground state, we give
in Theorem 4.2 sufficient conditions for the existence of an (exponentially
decaying) potential making µX a Gibbs distribution, but
(3) We also give counter examples (where the conditions are not satisfied),
showing absence of quasi-locality in µX for some X and ground state ω.
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These statements and precise results are introduced and discussed in the follow-
ing three sections. For the sake of concreteness we already illustrate them in the
next section in the case of the quantum Ising model in a transverse field.
The motivation for the above questions is diverse and we come back to this point
in the discussion of Section 5. There are in fact two major applications. The first
is to the theory of large deviations for quantum spin systems. The results of Theo-
rems 4.1 and 4.2 imply the existence of a large deviation principle for sums of single
site observables. This high temperature result was already derived in [22], relying
in essence on similar expansion techniques as here. The validity of low temperature
and ground state large deviations is mostly new; we say more in Section 5.
Secondly, and alternatively, the breaking of quasi-locality in µX implies a type of
entanglement for the quantum ground states. We call it X-measurement induced
entanglement and it is related to ‘long range localizable entanglement’, as intro-
duced in [26] to study questions similar to ours.
For the plan of the paper, the next section discusses the results for the quantum
Ising model. The general framework gets introduced in Section 3 where the notion
of classical restriction is most important. Section 4 contains the main results,
theorems and counter examples giving the more general version of what happens
already in the quantum Ising model. We also highlight there the dependence on the
observable X in case of low temperature and ground states. Section 5 is devoted to
discussion and more general background of motivations. The proofs are collected
in Sections 6 and 7, and are written in a self-contained way. An Appendix recalls
some facts in the analysis of the quantum Ising chain.
Acknowledgments. We thank Bruno Nachtergaele for useful discussions at the
start of this project and Aernout Van Enter for careful reading of the manuscript
and for correcting several errors. W.D.R. and M.S. are thankful to the DFG (Ger-
man Research Fund) for financial support. C.M. gratefully acknowledges financial
support in the form of an InterUniversity Attraction Pole DYGEST (Belspo, Phase
VII/18).
2. Example: the quantum Ising chain
The quantum Ising chain in a transverse magnetic field has formal Hamiltonian
H = −J
∑
i
σxi σ
x
i+1 − h
∑
i
σzi (2.1)
in one dimension (i ∈ Z), and with the Pauli matrices (σxi , σ
y
i , σ
z
i ) in the three
directions as usual for spin 1/2 particles. The coupling J , the magnetic field h > 0
and the inverse temperature β parametrize the equilibrium state Tr[ · e−βH/Z]. In
the limit β → ∞ the model undergoes a quantum phase transition with critical
point at |J/h| = 1, see e.g. [28]. For |J/h| ≪ 1, the ground state is a perturbation
of the state
| ↑〉 ⊗ | ↑〉 ⊗ . . .⊗ | ↑〉 (2.2)
where | ↑〉 is the normalized eigenvector of σz with eigenvalue +1 and | ↓〉 stands
for the normalized eigenvector with eigenvalue −1. Note that the state (2.2) is
completely disordered in the σx-basis:
|〈 a | ↑〉|2 = |〈b | ↑〉|2 = 1/2 (2.3)
where a, b stand for the two normalized eigenvectors of σx.
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There are three natural choices for classical restrictions. We can look at the
probability distributions µx, µy and µz obtained from the quantum equilibrium
state by choosing X = σx, σy, σz , respectively.
(1) The first type of results is in the regime |J |, |h| ≪ β−1 (high temperature);
then all three spin-distributions µx,y,z are Gibbsian.
(2) The second class of results is at low temperatures but needs extra condi-
tions. We think of the transverse magnetic field (second term in (2.1)) as the
classical model with a small quantum perturbation (first term). For that
case our results show Gibbsianness for µx and µy , whenever β−1, |J | ≪ |h|,
including the ground state. This also implies a large deviation property for
the macroscopic magnetizationsMxN =
∑N
i=1 σ
x
i /N andM
y
N =
∑N
i=1 σ
y
i /N .
(3) However, in the disordered ground state, for |J | ≪ |h|, the distribution
µz is no longer local (in the sense that its local conditional distributions
do not allow a continuous version) and hence not Gibbsian; see Theorem
4.3. Yet, a large deviation principle still holds for the magnetizationMzN =∑N
i=1 σ
z
i /N ; see Theorem 4.4.
3. Set-up
A quantum spin system on the lattice Zd is made from first associating to each
site i ∈ Zd a finite-dimensional Hilbert space Hi as a copy of Cm, m = 2, 3, . . . and
the algebra of operators B(Hi), i.e., the m×m complex matrices. In this section,
A,Λ ⊂ Zd denote finite subsets of Zd, and we more generally write A,Λ ⋐ Zd
to indicate finiteness of subsets. The local Hilbert space for a volume Λ is the
tensor product HΛ =
⊗
i∈ΛHi, and AΛ = B(HΛ) =
⊗
i∈Λ B(Hi) denotes the local
matrix algebra. We employ the standard embedding AΛ′ ⊂ AΛ, Λ′ ⊂ Λ, through
MΛ′⊗1lΛ\Λ′ for MΛ′ ∈ AΛ′ . The completion of
⋃
Λ⋐Zd B(HΛ) in the operator norm
defines the (infinite volume) quasi-local algebra A. As usual, a state is a normalized
positive functional on this (C∗-)algebra A.
3.1. Quantum equilibrium states. A (quantum) interaction, also sometimes
called potential, is a collection Φ = {Φ(A)} of self-adjoint elements Φ(A) ∈ B(HA)
labeled by A ⋐ Zd, where Φ(∅) = 0. Throughout the article we assume translation
invariance, i.e., for all A and i ∈ Zd, Φ(A + i) is a copy of Φ(A) acting on HA+i,
and also that Φ(A) = 0 whenever A is not a connected set. To prevent confusion,
we mention that this assumption is not made for the classical potential introduced
further below. Each Φ(A) can also be regarded as local operator in B(HΛ) for
A ⊂ Λ ⋐ Zd. We use the norm
‖Φ‖κ :=
∑
A∋0
eκ|A| ‖Φ(A)‖, κ ≥ 0 (3.1)
with |A| counting the number of sites in A. In particular, these norms are finite if
the potential has finite range r, i.e. if Φ(A) vanishes whenever A contains two sites
at a (lattice)distance larger than r.
The local Hamiltonian is
HΦΛ =
∑
A⊂Λ
Φ(A) (3.2)
and it defines the finite volume Gibbs state ωβΛ at inverse temperature β by
ωβΛ( · ) =
1
ZβΛ
TrΛ(e
−βHΦΛ · ) , ZβΛ = TrΛ(e
−βHΛ) (3.3)
with TrΛ the standard trace on B(HΛ).
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The thermodynamic limit Λր Zd is taken along any sequence of volumes such
that eventually ∆ ⊂ Λ for any ∆ ⋐ Zd. Under suitable assumptions the states ωβΛ
have a weak∗ limit ω satisfying the Kubo-Martin-Schwinger (KMS) conditions in
the standard sense of the quantum equilibrium formalism; see [4] for definitions and
more details. Furthermore, we can also define ground states in finite volume and
take their thermodynamic limit. In all cases discussed in this paper, the ground
state is unique and we can also obtain it by taking the (weak∗) β →∞ limit of the
infinite-volume states ω = ωβ. Hence, the order of limits does not matter here.
3.2. Classical restriction. We choose a self-adjoint matrix X ∈ B(H) and write
Xi for its copies in B(Hi), i ∈ Zd. We also write ΩΛ = sp(X)Λ for the set of
(classical) configurations in finite volume. Obviously, the collection XΛ = (Xi)i∈Λ
is a family of mutually commuting observables and we can define joint spectral
projections Q(xΛ), such that∏
i∈Λ
Fi(Xi) =
∑
xΛ∈ΩΛ
(
∏
i∈Λ
Fi(xi))Q(xΛ) (3.4)
for all families of functions Fi on sp(X).
We now define the classical restriction of a state ω as the probability distribution
µX on ΩΛ with probabilities
µX(xΛ) = ω
(
QΛ(xΛ)
)
(3.5)
According to the quantum formalism, (3.5) gives the frequencies of outcomes when
repeatedly and independently measuring the observables Xi∈Λ. We do not indicate
the dependence on Λ in µX since the family of probability distributions thus con-
structed is consistent and it defines a unique probability distribution on the infinite
product Ω := sp(X)Z
d
(for the sake of precision: with Borel sigma algebra gener-
ated by the product topology on Ω). In other words, the probability distribution
µX is a state for a classical spin system. That classical restriction µX depends of
course on the inverse temperature β, and on all other parameters in the quantum
Hamiltonian, and sometimes we write µβ,X to emphasize this.
Given a configuration x ∈ Ω and for a volume Λ ⊂ Zd, we write xΛ for its restric-
tion to ΩΛ. For finite Λ and (not necessarily finite) Λ1 ⊂ Λ∁, we denote conditional
probabilities by µ(xΛ|xΛ1 ). By standard probability theory, these conditional prob-
abilities are well-defined for µ-almost every xΛ1 ∈ ΩΛ1 .
Remark 3.1. Classical restrictions for quantum ground states can easily show a
property called ‘nullness’. As an example take the ground state of the transverse
Ising model at J = 0 and h > 0, i.e. (2.2). We choose the observable X to be
X = | ↑〉〈↑ | − | ↓〉〈↓ | (3.6)
having eigenvalues ±1. It is obvious that the classical restriction µX satisfies
µX(xi = −1) = 0 for all sites i.
3.3. Gibbsianness and quasi-locality. We consider now probability distribu-
tions on the configuration space Ω. A family Ψ = {ΨA}, A ⋐ Z
d, of functions
ΨA : ΩA → R with Ψ∅ = 0 is called a (classical) potential. Here we always consider
potentials that are translation invariant and we make use of the following norms,
cf. (3.1) for the quantum analogue,
‖Ψ‖κ :=
∑
A∋0
eκ|A| sup
xΛ∈ΩΛ
|ΨA(xΛ)|, κ ≥ 0 (3.7)
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Definition 3.1. A probability distribution µ on Ω is Gibbsian if there is a classical
potential Ψ with ‖Ψ‖0 < +∞ such that for every Λ and for µ-almost every xΛ∁ ∈
ΩΛ∁ ,
µ(xΛ |xΛ∁) =
1
ZΛ(xΛ∁)
exp
[
−
∑
A∩Λ6=∅
ΨA(x)
]
(3.8)
with
ZΛ(xΛ∁) =
∑
xΛ∈ΩΛ
exp
[
−
∑
A∩Λ6=∅
ΨA(x)
]
(3.9)
Note that we avoided hard core interactions (with ΨA that can take the value
infinity at some configurations). For a general theory of Gibbs distributions we
refer to [10, 14, 15].
From Definition 3.1 one sees that a Gibbs distribution µ is quasi-local in the sense
that it allows a version for its local conditional distributions that is continuous; see
(3.8) where the right-hand side only weakly depends on far away spins. In fact, a
probability distribution µ on Ω is Gibbsian if and only if its system of conditional
probabilities µ(xΛ |xΛ∁) has a version that is both continuous (‘quasi-locality’) and
positive (often called ‘non-null’ in this context). This result goes back to [18, 30].
Probability distributions that are not quasi-local have configurations of essential
discontinuity:
A configuration x ∈ Ω is bad for a probability distribution µ if there is ε > 0 and
i ∈ Zd so that for all Λ ⋐ Zd, i ∈ Λ, there is a finite volume Γ ⊃ Λ and there are
configurations y, y′ ∈ Ω with µ(xΛ\i yΓ\Λ), µ(xΛ\i y
′
Γ\Λ) > 0 such that∣∣∣µ(xi |xΛ\i yΓ\Λ)− µ(xi |xΛ\i y′Γ\Λ)∣∣∣ > ε (3.10)
In words, the state at site i conditioned on the values of spins in Λ\i keeps depending
on additional conditioning outside Λ no matter how big that volume Λ is.
Finally, it is important that without further conditions the translation-invariant
Gibbs distributions of Definition 3.1 satisfy a large deviation principle, see e.g.[19,
15], implementing the static fluctuation theory that forms the basis of equilibrium
statistical mechanics.
4. Results
For any suitably decaying quantum interaction Φ there is a unique equilibrium
state ωβ satisfying the KMS conditions for high enough temperatures 1/β, see e.g.
[4]. This state ωβ is the thermodynamic limit of finite volume Gibbs states ωβΛ, see
(3.3), and in particular its classical restriction µβ,X can be obtained as
µβ,X = lim
ΛրZd
µβ,XΛ with µ
β,X
Λ (xΛ) := ω
β
Λ
(
QΛ(xΛ)
)
, xΛ ∈ ΩΛ (4.1)
Theorem 4.1 (High temperature). Let Φ be an interaction with ‖Φ‖κ <∞ for a
given κ > 0. Then there exists βmax > 0 such that the classical restriction µ
β,X of
the (unique) quantum equilibrium state ωβ is Gibbsian for β ≤ βmax and for every
self-adjoint matrix X ∈ B(H).
In the proof, see (6.7), we give an explicit estimate of an inverse temperature
β0 > 0, such that the thermodynamic limit (4.1) exists for all β ≤ β0.
There are various properties of the resulting large deviation rate function that fol-
low. As of independent interest, at high temperatures, these results can be used to
obtain a central limit theorem; we refer to [22] for further discussion.
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At low temperatures we specify the regime in which our results hold by two
assumptions; the first is concerned with the interaction underlying the quantum
state, the second spells out a condition on the single-site observableX which induces
the classical restriction.
Assumption 1. Suppose an interaction Φ = Φ0 + Υ, where Φ0 has finite range.
Assume there is a one-dimensional orthogonal projection P ∈ B(H), such that the
local Hamiltonian HΦ0Λ satisfies the following, for all Λ and S ⊂ Λ:
(1) HΦ0Λ commutes with PΛ(S),
(2) HΦ0Λ PΛ(∅) = 0,
(3) there is a Λ-uniform gap g > 0, such that
HΦ0Λ PΛ(S) ≥ g |S|PΛ(S) (4.2)
in the sense of positive operators,
where we defined the projections
PΛ(S) :=
(⊗
i∈SP
⊥
i
)
⊗
(⊗
i∈Λ\SPi
)
(4.3)
in B(HΛ).
The condition (4.2) is a Peierls condition: the local Hamiltonians HΦ0Λ have a
(Λ-uniformly) gapped non-degenerate product ground state. As an example, we
look at the disordered ground state (2.2) in the quantum Ising model of Section
2. We can take there P = |↑〉〈↑|, and Φ0 corresponds to the second term in the
Hamiltonian (2.1) (transverse field). In our treatment the second term Υ will be
a sufficiently small perturbation of the particularly simple interaction Φ0. In this
case the above assumption implies a unique ground state for the interaction Φ, see
e.g. [34], and furthermore applicability of so-called quantum Pirogov–Sinai theory,
see [3, 7]. As a consequence there is a unique KMS state for small enough temper-
atures and the classical restriction µβ,X can again be obtained through (4.1).
There is a second major assumption: the first term Φ0 must not in any way ‘fix’
the observable X ; it must remain ‘free’ and sufficiently unbiased in the presence of
that dominant term:
Assumption 2. Suppose that Tr
(
Q(x)P
)
> 0 for all x ∈ sp(X).
Clearly, that is not satisfied in the case of the Ising model for X = σz and
P = |↑〉〈↑| as above. There is however then no problem in the case of X = σx or
X = σy; they are left ‘free’; see in particular (2.3).
Theorem 4.2 (Low temperature & weak coupling). Take the Assumptions 1
and 2 above. There exist positive κmin, βmin (depending on X) so that if κ ≥ κmin,
β ≥ βmin and ‖Υ‖κ ≤ 1, then µβ,X is Gibbsian. Moreover, this statement remains
true for the ground states, i.e. for β →∞.
The most striking condition in the above theorem is Assumption 2, which
in particular excludes observables X that commute with the projector P . A first
reason for it is to avoid the nullness-scenario mentioned in Remark 3.1, which
rules out Gibbsianness right away. Note that there the quantum ground state
(and classical restriction) is local as a product state. At least at zero temperature
(β = ∞), Assumption 2 can surely not be dropped also in view of the more
interesting quasi-locality aspect of Gibbsianness, as follows from the following.
Theorem 4.3 (Non-quasi-local ground state). Consider the Ising model in trans-
verse field as discussed in Section 2 and let X = σz. Let β = ∞ and |J/h| > 0
be small enough. Then, the corresponding classical restriction µz is nonnull in
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the sense that µz(xΛ) > 0 for any xΛ ∈ ΩΛ, Λ ⋐ Z. Most importantly, µz is
not quasi-local and the configuration x ∈ Ω defined by xi = −1, i ∈ Z, is a bad
configuration.
As pointed out to us by Aernout van Enter, the computations in the proof of the
Theorem can be used to show that in fact all configurations x ∈ Ω are bad for µz .
For simplicity we supply the explicit proof only for the configuration x ≡ −1 as in
the Theorem. The result holds for higher dimensions d > 1 as well, as one checks
by going through the proof, but again we restrict ourselves to d = 1 for brevity.
The fact that a classical restriction of the ground state is not quasi-local does not
mean that it does not satisfy a large deviation principle, as we see in
Theorem 4.4 (Large deviation principle despite Non-Gibbsianness). As in The-
orem 4.3, consider the transverse Ising model in the disordered regime |J/h| < 1
with X = σz, β =∞. Then the generating function
F (t) := lim
n→∞
1
n logω
(
exp
(
t
∑n
i=1σ
z
i
))
, t ∈ R (4.4)
exists and is real-analytic.
As a consequence of the Ga¨rtner-Ellis theorem, see e.g. [11], Theorem 4.4 implies
that in the disordered ground state of the quantum transverse Ising model the mag-
netization MzN :=
1
N
∑N
i=1 σ
z
j satisfies a large deviation principle. More precisely,
with respect to the classical restriction µz, mN =
1
N
∑N
j=1 xj as a function on Ω
satisfies a large deviation principle for a (lower semi-continuous and convex) rate
function I which is the Legendre transform of F :
lim sup
n→∞
1
n
logµz
(
mn ∈ C
)
≤ − inf
m∈C
I(m) for C ⊂ R closed
lim inf
n→∞
1
n
logµz
(
mn ∈ O
)
≤ − inf
m∈O
I(m) for O ⊂ R open
(4.5)
5. Discussion
The issue of (non-)locality of classical restrictions of quantum states ω has two
major applications for ω. The (quasi-)locality (such as per consequence of Theorems
4.1 and 4.2) implies well behaved large deviations and the non-locality of classical
restrictions of quantum ground states (such as per consequence of Theorem 4.3)
implies some strong form of entanglement in that quantum ground state.
5.1. Fluctuation theory. Fluctuation theory, or the theory of large deviations
[8, 11], remains important when moving to the quantum regime, e.g. for a relevant
understanding of variational principles and of response theory, see e.g. [9]. Let F
be a function on sp(X) and consider the spatial average
F¯Λ =
1
|Λ|
∑
i∈Λ
F (Xi) (5.1)
Fluctuation theory is about characterizing the ‘probabilities’ ω
(
χ[a,b](F¯Λ)
)
, where
χ[a,b](·) denotes the indicator function of some interval [a, b] ⊂ R. That gives the
distribution of the outcomes when measuring the average (5.1). The point is that
these fluctuations can be expressed via the classical restriction µX , namely
ω
(
χ[a,b](F¯Λ)
)
= µX
(
a ≤
1
|Λ|
∑
i∈Λ
F (xi) ≤ b
)
(5.2)
Hence the question emerges whether a large deviation principle holds for the distri-
bution µX . But from classical statistical mechanics the answer is an immediate ‘yes’
for equilibrium distributions. Therefore Gibbsianness of the classical restriction µX
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of quantum equilibrium or ground states implies a (quantum) large deviation result.
The results of the present paper, in particular Theorems 4.1 and 4.2 thus add to
the current state-of-the-art on quantum large deviations: they are now proven for:
High temperature: see [22, 20].
Dimension d = 1, be it quantum equilibrium states or finitely correlated states: see
[23].
Low temperature or ground states with appropriate conditions: the present paper,
Theorem 4.2.
In all these cases, the result is strong enough to imply a central limit theorem,
because the large deviation generating function is analytic in a a neighborhood of
0, but we give no further details.
A final remark concerns the property of asymptotic decoupling, which is weaker
than Gibbsianness, but stronger than large deviations, see [25] for definitions and
proofs. Therefore, in the present context, the asymptotic decoupling of µX suffices
for quantum large deviations of (5.1) in the quantum state. Such an asymptotic
decoupling can indeed be shown at high temperature and in one dimension, see
[24].
5.2. X-Measurement-Induced Entanglement. In this section we connect with
notions of entanglement and it is therefore natural to restrict the discussion to
pure states ω even though the mathematics below allows generalizations to mixed
quantum states.
We ‘condition’ the state ω on the measurement outcome xV of the observables Xi,
i ∈ V ⋐ Zd, by defining:
ωxV ( · ) :=
ω(Q(xV ) ·Q(xV ))
ω(Q(xV ))
(5.3)
Recall that we write Oi for the local operator acting non-trivially on Hi as copy of
O ∈ B(H). We say that the state ω has ‘X-Measurement-Induced Entanglement’
whenever there are single-site observables A,B ∈ B(H) and a configuration x ∈ Ω
such that
lim sup
n→∞
|ωxVn (A0Bin)− ω
xVn (A0)ω
xVn (Bin)| > 0 (5.4)
for a sequence of punctured balls Vn = {i | 0 < |i− 0| < n} and a sequence of sites
in ∈ V ∁n . Hence, measuring X in large regions V can correlate observables that are
spatially separated (It might be natural to allow that A,B live on a few sites, rather
than one, one can easily modify the definition in this direction). Physically we can
imagine that in a region Vn surrounding the center of a spin system a very strong
magnetic field is applied to let the spins all point there in the same (field)direction;
still the quantum ground state does not factorize for joint observations in the center
and outside Vn. That notion is of course tailored towards the strong breaking of
quasi-locality in the sense of (3.10).
Fact 1. If there is a bad configuration x ∈ Ω for the classical restriction µX , then
ω has ‘X-Measurement-Induced Entanglement’; see (3.10).
Indeed, by choosing A,B in (5.4) functions of X , this is immediate from (3.10).
The converse is not true:
Fact 2. Quasi-locality of a classical restriction µX for some X does not imply the
absence of ‘X-Measurement-Induced Entanglement’.
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The point is that in (5.4) there remains extra freedom in the choice of A and B,
which do not need to be ‘classical’ observables (commuting with X). We give an
example below. However, let us first point out the difference with a related notion
introduced in [32], namely ‘Long Range Localizable Entanglement’ (LRLE): a state
ω has LRLE whenever the deviation from a product state in (5.4) is present for
typical configurations x. To implement this idea, one chooses some entanglement
measure of the conditioned state ωxVn and one averages that quantifier over xVn ∈
ΩVn before taking n → ∞. A somewhat surprising property, reinforcing Fact 2,
is that in case there is LRLE, there is a tendency for µX to be product, hence
in particular local. We do not build the framework to state this precisely but it
is illustrated by our example below. It would also be interesting to investigate
whether quantum states ‘typically’ have or do not have ‘X-Measurement Induced
Entanglement’ for some observable X .
5.2.1. Example. The class of examples here includes the ground state of the AKLT
model [1]. Let |α〉, α = 1, . . . ,m be an orthonormal basis in the single-site Hilbert
space H ≡ Cm. Let Aα be two 2× 2 matrices satisfying the following conditions
(1) Up to multiplication with a complex number, Aα are unitaries.
(2)
∑
αA
∗
αAα = 1l.
(3) The algebra generated by Aα, α = 1, . . . ,m is the full 2× 2 matrix algebra.
Then we define the following translation-invariant finitely correlated state [12],
ω(O1O2 . . . Oℓ) =
1
2
TrC2 [EOℓ ◦ . . . ◦ EO2 ◦ EO1(1l)] , Oi ∈ B(Hi) (5.5)
where EOi : B(C
2)→ B(C2) is the map defined by
EOi (D) = V (D ⊗O)V
∗, with V =
∑
α
Aα ⊗ 〈α| ∈ B
(
C
2 ⊗Hi ,C
2
)
(5.6)
Then, the constraints (2) and (3) above guarantee that the infinite-volume state ω
is a pure state with exponential decay of correlations; we refer to [13] for details.
We choose the observable X =
∑
α α|α〉〈α|. One can now consider the conditioned
state (5.3) for a given x and, using constraint (1), find that (5.4) fails for every
choice of x. Details of this calculation can be found in [33]. In the language
introduced above, this means that the state ω has LRLE. Moreover, it has been
shown that within a given class of finitely correlated states (namely those with
‘ancilla dimension’ equal to 2, i.e., corresponding to the fact that Aα are 2 × 2
matrices), this is the only example having LRLE. On the other hand, the classical
restriction µX is a product measure. To check this, it suffices to note that
E|α〉〈α|(1l) ∝ 1l, for every α = 1, . . . ,m (5.7)
and the product then property follows readily from (5.5).
6. High-temperature regime
In this section we give a proof of Theorem 4.1, together with some more ex-
plicit formulæ and estimates on the classical potential Ψβ,X . The decisive step
of our strategy, namely Proposition 6.1, is based on a formulation of the problem
in terms of a polymer model and on a perturbative construction by means of a
high-temperature cluster expansion. We closely follow Section 6 of [22].
6.1. Logarithm of the classical restriction. We start by deriving explicit for-
mulæ for the logarithm of µβ,XΛ , the classical restriction of ω
β
Λ, see (4.1), for any
Λ ⋐ Zd. In this section we mostly suppress the dependence on the chosen single-site
observable X and on the inverse temperature β.
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The symbol tr is used to denote the (normalized) trace state on A, and for W ⋐ Zd
and for configurations xW ∈ ΩW we write
trxW ( · ) =
TrW ( ·QW (xW ))
TrW (QW (xW ))
(6.1)
which is a (normalized) state on AW . By embedding it also defines a state on the
quasi-local algebra A. From (4.1) we express the distribution µΛ in terms of these
trace states:
µΛ(xW ) = ωΛ(QW (xW )) =
1
ZΛ
TrΛ(e
−βHΦΛQW (xW ))
=
TrΛ(QW (xW )) tr
xW (e−βH
Φ
Λ )
TrΛ(e−βH
Φ
Λ )
= f
trxW (e−βH
Φ
Λ )
tr(e−βH
Φ
Λ )
(6.2)
The logarithm of the above finite volume partition functions can be written as a
sum over local weights,
log tr
(
e−βH
Φ
Λ
)
=
∑
A⊂Λ
w(A)
log trxW
(
e−βH
Φ
Λ
)
=
∑
A⊂Λ
wxW (A)
(6.3)
where for all Λ ⋐ Zd the weights are given as
w(A) =
∑
B⊂A
(−1)|A\B| log tr
(
e−βH
Φ
B
)
wxW (A) =
∑
B⊂A
(−1)|A\B| log trxW
(
e−βH
Φ
B
) (6.4)
which goes by the name of ‘inclusion-exclusion principle’, an application of more
general Mo¨bius inversion theory.
Note that the weights are uniquely determined by the consistency requirement that
the above equations hold for all Λ ⋐ Zd for weights wxW (A) which only depend
on A but not on the ambient volume Λ. Furthermore wxW (A) = wxW∩A(A) and
in particular we have wxW (A) = w(A), whenever W ∩ A = ∅. We always write
wxA(A) instead of wxW (A) if A ⊂W .
6.2. Gibbsianness – proof of Theorem 4.1. With the preceding definitions we
can write µΛ as Gibbs distributions for (finite-volume) classical potentials {ΨA}A⊂Λ,
which are consistent for different Λ ⋐ Zd. One computes
µΛ(xW ) = tr
(
QW (xW )
)
exp
( ∑
A⊂Λ
A∩W 6=∅
[
wxW (A) − w(A)
])
=
∑
xΛ\W∈ΩΛ\W
1
ZΛ
exp
(∑
A⊂Λ
ΨA(xA)
) (6.5)
with
ΨA(xA) =
{
wxA(A) + log
(
tri(Qi(xi)
)
for A = {i}, i ∈ Zd
wxA(A) else
(6.6)
If the family Ψ = {ΨA}A⋐Zd were a (infinite-volume) potential, i.e. ‖Ψ‖0 < ∞,
then we could immediately conclude that any thermodynamic limit point of the µΛ
is a Gibbs distribution for Ψ, see e.g. [27]. For high enough temperatures we know
that there is indeed only the unique limit point µ but an explicit demonstration of
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the convergence of (6.5) is also contained in the proof of the next proposition.
Therefore, proving that Ψ and w are potentials (for sufficiently high temperatures)
will finish the proof of Theorem 4.1. The relevant bounds on the weights are not
deduced from their implicit definition given in (6.4) but rather from a concrete
construction obtained within the (non-commutative) Mayer-expansion formalism.
Proposition 6.1. For a quantum interaction Φ, let a, β0 > 0 be such that∑
A∋0
ea|A|(eβ0‖Φ(A)‖ − 1) ≤ a (6.7)
(which can always be achieved if ‖Φ‖κ<∞ for a κ > 0) then
‖w‖0 ≤ a and ‖Ψ‖0 ≤ a+ log(dimH) (6.8)
for all β ≤ β0. In particular Ψ is a potential for the Gibbs distribution µ obtained as
the unique thermodynamic limit of the µΛ. ΨA is analytic in the open disk |β| < β0
for any A ⋐ Zd.
Proof. The weights w and wxW , which were used to express the finite volume
partition functions with respect to the states tr and trxW , see (6.3), can be expressed
more explicitly analoguously as it was done in [22] for states defined in eq. (6.2) of
this reference. There, the Λ-uniform construction does not depend on the explicit
form of the underlying state apart from the product property which is also shared
by tr and trxW . In particular, the analogue of Proposition 6.25 in [22] remains valid.
It is subject to condition (6.22) in [22] which is literally equal to our assumption
(6.7). Transferred to our setting and accounting for the fact that the state trxW is
not translation invariant the result of Proposition 6.25 reads ‖w‖0 < a and
sup
i∈Zd
∑
A⋐Zd; i∈A
∣∣wxW (A)∣∣ < a (6.9)
for all xW ∈ ΩW , W ⋐ Zd, and β ≤ β0. Therefore (6.5) is convergent and the
measures µΛ have a unique thermodynamic limit. Furthermore it follows that
sup
i∈Zd
∑
A⊂W ; i∈A
∣∣wxA(A)∣∣ < a (6.10)
for all x ∈ Ω, W ⋐ Zd, which shows that Ψ is a potential.
Analyticity of each ΨA follows from the arguments given in section 6.3. of [22]. 
7. Low temperature regime
Here we consider low temperatures and our perturbation strategy goes via an
expansion around the ground state. Such expansions are familiar in the framework
of quantum Pirogov-Sinai theory, [3, 7]; see also [35] for an alternative approach at
zero temperature.
First, we show that the classical restrictions µβ,XΛ , Λ ⋐ Z
d, are Gibbs distribu-
tions with a classical potential Ψβ,XΛ , which then by its explicit construction allows
to control the thermodynamic limit as well as the limit of zero temperature. To
lighten the notation we again often do not indicate the dependence on the volume
Λ ⋐ Zd, on the observable X ∈ B(H), and on the inverse temperature β > 0
whenever it does not inflict confusion. We also introduce the more convenient ab-
breviations H0 ≡ H
Φ0
Λ for the local Hamiltonian, V ≡ H
Υ
Λ for its perturbation, and
H ≡ HΦΛ for the sum of both.
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7.1. Polymer model representation of the finite volume classical restric-
tion. In finite volumes the finite-dimensional matrix exponential exp(−βH) can
be written as its norm-convergent Dyson series:
e−β(H0+V )
= e−βH0 +
∑
n≥1
∫
Sn
dt1 . . . dtn e
−(β−tn)H0V . . . V e−(t2−t1)H0V e−t1H0
= e−βH0 +
∑
n≥1
∑
S0,...,Sn
⊂Λ
∑
B1,...,Bn
⊂Λ
∫
Sn
dt1 . . . dtn
(
PΛ(Sn)e
−(β−tn)H0Υ(Bn)
)
. . .
. . .
(
PΛ(S1)e
−(t2−t1)H0Υ(B1)
)
e−t1H0PΛ(S0)
(7.1)
where tn = (t1, . . . , tn) and where we integrate over the simplex
Sn := {tn ∈ [0, β]
n | 0 < t1 < t2 < · · · < tn < β} (7.2)
In the third line we have expanded the individual terms of the series by inserting
the decomposition 1l =
∑
S⊂Λ PΛ(S).
We introduce new notation to reorganize the above expansion. Let Sn =
(S0, . . . , Sn) and Bn = (B1, . . . , Bn), then, for n ≥ 0, we define the set of dia-
grams of n interactions Sn. For n ≥ 1,
Sn :=
{(
tn,Sn,Bn
)
∈ Sn × ℘(Λ)
n+1 × ℘′(Λ)n
∣∣
Sk \Bk = Sk−1 \Bk, k = 1, . . . , n
} (7.3)
where ℘(Λ) (℘′(Λ)) is the power set of Λ (without the empty set). We furnish
these sets with the obvious structure of a measurable space (Sn,Fn), where Fn is
the product of the Lebesgue measurable sets within the simplex and the discrete
σ-algebra on the finite set ℘(Λ)2n+1. We define a finite complex measure Wn on
Sn which is determined by a density with respect to the Lebesgue measure on Sn:
still for n ≥ 1 we set
ρn(X) dt1 . . .dtn
:= Tr
(
P(∅)Q(x)
)−1
Tr
(
P(S0)Q(x)
(
P(Sn)e
−(β−tn)H0Υ(Bn)
)
. . .
. . .
(
P(S1)e
−(t2−t1)H0Υ(B1)
)
e−t1H0P(S0)
)
dt1 . . . dtn
(7.4)
where X ∈ Sn. Recall that Υ(B) = 0 whenever B is not a connected set. Through-
out the construction one can always restrict to those Bn consisting of connected
sets. The denominator does not vanish and the above density is well-defined by
Assumption 2. Also note that the density would vanish if the condition on Sn and
Bn in the definition of Sn were not satisfied because
P(S′)e−tH0Υ(B)P(S) = 0 if S′ \B 6= S \B (7.5)
For n = 0 we decide that S0 = ℘(Λ)0 = ∅ and the discrete measure on S0 = ℘(Λ)
to be determined through
W0(X) =
{
0, S0 = ∅
ρ0(X) := Tr
(
P(∅)Q(x)
)−1
Tr
(
P(S0)Q(x)e−βH0
)
, else
(7.6)
The reason for manually removing the weight on X = ∅ ∈ S0, the empty diagram,
will become apparent in combinatorial constructions to come. Recall that
Tr
(
P(∅)Q(x)e−βH0
)
= Tr
(
P(∅)Q(x)
)
(7.7)
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and thus
Tr
(
Q(x)e−βH
)
= Tr
(
P(∅)Q(x)
)[
1 +
∞∑
n=0
Wn
(
Sn
)]
(7.8)
The logarithm of the left-hand side will give the potential for the classical restric-
tion.
Λ
t2 t1t3t4t7 t6 t5
B2
B1
B3
B4
B7
B6
B5
S0S1
0β
Figure 1. A sample diagram X ∈ Sn for n = 7 which is com-
posed of 4 polymers.
The fully-drawn horizontal segments correspond to the sets
S0, . . . , Sn. They are allowed to start or end only at fully drawn
vertical segments, each corresponding to a (connected) interaction
set Bi at time ti, or at the boundaries of the diagram.
7.1.1. Graphical representation and factorization into polymers. As the name indi-
cates we associate each X ∈ Sn with a diagram ‘living on’ Λ × [0, β], see Fig. 1
(there Λ ⊂ Z) for the details.
We refer to elements in Λ as spatial points and to elements in [0, β] as times. The
union of the vertical and horizontal segments constituting a diagram (fully drawn
in Fig. 1) is denoted by
Dom(X) :=
( n⋃
k=0
Sk × [tk, tk+1]
)
∪
( n⋃
k=0
Bk × tk
)
(7.9)
where we set t0 = 0, tn+1 = β and
Domr(X) :=
{
(z′, t) ∈ Λ× [0, β]
∣∣ there is (z, t) ∈ Dom(X), dist(z, z′) < r} (7.10)
indicates the space-time volume within the spatial interaction range r to this domain
(the shaded areas and dashed segments in Fig. 1).
We say that two diagrams X ∈ Sn, X′ ∈ Sm are adjacent, X ↔ X′, if Domr(X) ∩
Domr(X
′) 6= ∅; otherwise we write X = X′. A given diagram X ∈ Sn is called
a polymer if there are no two diagrams Z ∈ Sl, Z′ ∈ Sm, (l + m) = n, so that
Dom(X) = Dom(Z)∪Dom(Z′) and Z= Z′. The set of polymers of n interactions is
denoted by Pn. Every diagram Xn has a unique decomposition into polymers {pα},
pα = (t
α
n ,S
α
n ,B
α
n) ∈ Pn(α), where α runs over a finite index set and
∑
α n(α) = n.
For a given diagram X ∈ Sn, we denote with R(X) := Sn∪S0 its so-called root set.
We have the following factorization and locality properties:
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Lemma 7.1. Let X = (tn,Bn,Sn) ∈ Sn, n ≥ 0, be a diagram with polymer
decomposition {pα}, pα ∈ Pn(α), then the density factorizes according to
ρn(X) =
∏
α
ρn(α)(pα) (7.11)
Moreover ρn(X) does not depend on the volume Λ ⊂ Z, assuming of course that
Domr(X) ⊂ Λ× [0, β], and it is independent of xi ∈ Ωi whenever i /∈ R(X).
Proof. In case of spatial separation of two diagrams the factorization property sim-
ply follows from the locality of the involved operators, the finite range r of the
unperturbed potential Φ0 and the fact that the trace of a tensor product of opera-
tors factorizes in the same way. For the other case of separation in time recall that
P is a one-dimensional projection, which eliminates non-commutativity of polymers
separated in time. More precisely, let us choose a product basis of HA, A ⊂ Λ,
denoted by{
b(lA)
}
:=
{⊗
i∈A bi(li)
}
, lA = (li)i∈A, li = 0, . . . ,m− 1 (7.12)
The unperturbed ground state is denoted by bi(0) = Pibi(0), then
ρn(X)
=
∏
i∈R(X)
〈
bi(0) , Qi(xi)bi(0)
〉−1
i
×
∑
(li),i∈S0
li 6=0
〈
b(lΛ\S0 ≡ 0)⊗ b(lS0) ,
(
⊗i∈R(X)Qi(xi)⊗ 1lΛ\R(X)
)
(
P(Sn)e
−(β−tn)H0Υ(Bn)
)
. . .
(
P(S1)e
−(t2−t1)H0Υ(B1)
)
e−t1H0
b(lΛ\S0 ≡ 0)⊗ b(lS0)
〉
=
∏
α
∏
i∈R(p(α))
〈
bi(0) , Qi(xi)bi(0)
〉−1
i
×
∑
(li),i∈S
α
0
li 6=0
〈
b(lΛ\Sα0 ≡ 0)⊗ b(lSα0 ) ,
(
⊗i∈R(pα)Qi(xi)⊗ 1lΛ\R(pα)
)
(
P(Sαn(α))e
−(β−tαn(α))H0Υ(Bαn(α))
)
. . .
(
P(Sα1 )e
−(tα2−t
α
1 )H0Υ(Bα1 )
)
e−t1H0 b(lΛ\Sα0 ≡ 0)⊗ b(lSα0 )
〉
(7.13)
The assertion that the density ρn(X) is independent of the volume, in which the
diagram X is embedded, and of the local configuration xi at i /∈ R(X) is evident
from the above expression.

Let us denote with (
PβΛ =
)
P :=
⋃
n≥0
Pn (7.14)
the disjoint union of the set of polymers with n interactions and furnish this set
with the σ-algebra Fp generated by
⋃
n≥0 F
p
n, where F
p
n is the σ-algebra induced
by Fn on the subset Pn ⊂ Sn. If
∑
n≥1 |Wn|(Pn) < ∞, |Wn| the variation, as
will be shown in Prop. 7.4, then there is a complex measure W on (P,Fp) with
finite total variation |W |(P) < ∞, such that W = Wn, on Pn. With this in mind
we abbreviate
∑
n
∫
dWn with
∫
dW from now on. Let χ[·] denote the indicator
function. Another consequence of the future Proposition 7.4 is that∑
N≥0
1
N !
∫
P
d|W |(p1) . . .
∫
P
d|W |(pN )
∏
1≤i<j≤N
χ[pi = pj ] <∞ (7.15)
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so that the factorization property of Lemma 7.1 allows to do the following reorder-
ing, here called polymer expansion,
∞∑
n=0
Wn(Sn) =
∞∑
N=1
1
N !
∫
P
dW (p1) . . .
∫
P
dW (pN )
∏
1≤i<j≤N
χ[pi = pj ] (7.16)
On the left-hand side the sum is over diagrams with n interactions and on the
right-hand side over diagrams composed of N polymers which are pair-wise non-
adjacent. On the right-hand side the combined integration additionally includes
diagrams where some of the times tn = (t1, . . . , tn) coincide, which is however only
a contribution of measure zero.
7.2. Kotecky´-Preis Criterion. In the following we prove a ‘Kotecky´-Preis crite-
rion’ for our polymer model (Proposition 7.4), which allows to express (7.16) as an
exponential of an integral over weighted clusters, i.e. sets of polymers which form
connected graphs with respect to the graph structure given the adjacency relation
‘↔’. The underlying combinatorics go back to [17] and the generalization used here
can be reviewed in [31].
7.2.1. Decomposition of the polymers into constituents. We decompose the poly-
mers into constituents that have a simpler structure. They can be seen as the
vertices of yet another polymer model.
Denote by
K := (℘′(Λ)× [0, β]) ∪ Λ ≡ Kv ∪ Kh (7.17)
the set of these constituents. Elements from the first part of the disjoint union may
be thought of as the (connected) vertical segments in our diagrammatic description
and elements from Kh are represented by horizontal segments at i ∈ Λ, which
connect both boundaries, see also Fig. 2. In this sense we define the (extended)
domain of constituents x ∈ K by
Domr(x) :=
{ {
(z′, t)
∣∣ dist(z′, z) < r, z ∈ B} if x = (B, t) ∈ Kv{
z′ ∈ Λ
∣∣dist(i, z′) < r} × [0, β] if x = i ∈ Kh (7.18)
For a given polymer p ∈ P and constituent x ∈ K we write p ↔ x if and only if
Domr(p) ∩Domr(x) 6= ∅, otherwise we write p= x.
We fix two positive constants α1, α2 > 0 and construct a measure w on K (not to
be confused with the weights w appearing in the high-temperature section):
w(B, dt) = 4|B| · exp((α2 + γ)|B|)‖Υ(B)‖ dt, on Kv
w(i) = exp(−(g − α1)β + γ), on Kh
(7.19)
Here we defined
γ := max
x∈sp(X)
log
(
m
Tr
(
Q(x)P
)) (7.20)
and we may occasionally abuse notation and write w(B, dt) = w(B)dt, such that the
expression w(x) is meaningful for all x ∈ K. We also define the following functions
on the set of diagrams,
a : S→ R ; X 7→ α1Lh(X) + α2Lv(X),
Lh : S→ R ; X 7→
n∑
i=0
|Si| · |ti+1 − ti|
Lv : S→ R ; X 7→
n∑
i=1
|Bi|
(7.21)
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where as before X = (tn,Bn,Sn), n ≥ 1, and Lh/Lv indicate the corresponding di-
agram’s total length of the horizontal/vertical segments. We furthermore introduce
a symmetric function ξα1 : K× K→ R,
ξα1(x, x
′) =

e−(g−α1)|t−t
′| if x, x′ ∈ Kv, dist(B,B′) < 2r
1 if Domr(x) ∩Domr(x
′) 6= ∅, and not both x, x′ ∈ Kv
0 else
(7.22)
am
1
2
3 4
5
7 8
6
1
2
3 4
5
7 8
6
1 1
1
e−g|t4−t1|
e−g|t3−t1|
e−g|t4−t2|
e−g|t5−t4|
Figure 2. A polymer for a given skeleton. On the right the graph
on its constituents from K = Kv ∪ Kh is depicted; Kv contains the
vertical segments, Kh the end-to-end horizontal segments.
The relevant relationship between the constituents and the polymers, which they
compose, is provided by the following lemma. All following results hold uniformly
in Λ ⋐ Zd and x ∈ Ω.
For a polymer p = (tn,Bn,Sn) ∈ Pn we define I(p) :=
⋂n
i=0 Si, which indicates
the location of end-to-end horizontal segments in the diagrams, and we define its
skeleton
skl(p) = {(B1, t1), . . . , (Bn, tn)} ∪ I(p) ⊂ K (7.23)
which is a collection of constituents. With skl(P) we denote the set of all skeletons.
On the other hand for a given skeleton s ∈ skl(P), we denote with P(s) ⊂ P the
set of those polymers p whose skeleton skl(p) = s.
Lemma 7.2. Let α1 < g and α2 > 0, then for every skeleton s = {x1, . . . , xN} ∈
skl(P), we have
∑
p∈P(s)
|ρ(p)| ea(p) ≤
(
N∏
i=1
w(xi)
)
max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj) (7.24)
where T ∗N denotes the set of connected trees on the vertices 1, . . . , N and E(T )
denotes the set of edges in a connected tree T .
(Non-)Locality of classical restrictions 17
Proof. Recall the details in the definition of the measureWn given in (7.4) and (7.6).
Given p = (tn,Bn,Sn) ∈ P, the density is bounded from above by
|ρ(p)|
≤
∣∣∣( ∏
i∈R(p)
Tri
(
Qi(xi)Pi
)−1)
Tr
((
⊗i∈R(p)Qi(xi)
)
⊗
(
⊗i/∈R(p)Pi
)
(
P(Sn)e
−(β−tn)H0Υ(Bn)
)
. . .
(
P(S1)e
−(t2−t1)H0Υ(B1)
)
P(S0)e
−t1H0
)∣∣∣
≤ eγ(|I(p)|+Lv(p))
∥∥(P(Sn)e−(β−tn)H0Υ(Bn)) . . .
. . .
(
P(S1)e
−(t2−t1)H0Υ(B1)
)
P(S0)e
−t1H0
∥∥
≤ eγ(|I(p)|+Lv(p))e−gLh(p)
n∏
k=1
‖Υ(Bk)‖
(7.25)
where the second trace was estimated by the norm of the operator product (note
that the norm of each orthogonal projections Qi and Pi equals one) multiplied
with rank(P(S0)) < m|R(p)|, m = dim(H). This factor together with the prod-
uct over inverse traces then was absorbed in eγ(|I(p)|+Lv(p)) where we used that
|R(p)| ≤ |I(p)|+ Lv(p). The last inequality in (7.25) follows from the Peierls’ type
condition (4.2).
Take any skeleton and cast it in the form
s = sn,k = {x1, . . . , xn, xn+1, . . . , xN} ∈ skl(Pn)
xi = (Bi, ti) ∈ Kv, i = 1, . . . , n
xi ∈ I ⊂ Kh, i = n+ 1, . . . , (n+ k) = N, k := |I|
(7.26)
The minimal horizontal length of any polymer p ∈ P(s) belonging to such a skeleton
can be estimated as
Lh(p) ≥ |I|β + min
T∈T ∗
N
χ
[
ξα1(xi, xj) 6= 0 ∀ {i, j} ∈ E(T )
] ∑
{i,j}∈E(T );
i,j≤n
|ti − tj | (7.27)
The first term accounts for the contribution from end-to-end segements. The second
term gives the minimal length of the horizontal segments which, diagrammatically
speaking, must be added to the skeleton between vertical constituents to obtain a
polymer. Therefore, since α1 < g,
e−(g−α1)Lh(p) ≤ e−(g−α1)|I| max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj) (7.28)
and using the bound (7.20) gives
ea(p) |ρ(p)| ≤
(
n∏
i=1
e(α2+γ)|Bi|
∥∥Υ(Bi)∥∥
)
e−(g−α1)β|I|+γ|I|
× max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1 (xi, xj)
(7.29)
for any polymer p ∈ P(s). The lemma then follows from the fact that |P(s)| ≤
4Lv(p), where Lv(p) is of course independent of the choice p ∈ P(s).

The next lemma is concerned only with the constituent model. It gives a bound
on the integral over ‘clusters of constituents’, where the word cluster here refers to
a collection of constituents viewed as vertices that is a connected graph w.r. to ξα1
viewed as edge weight.
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Lemma 7.3. For all α1, α2 with α1 < g and 0 < δ1, δ2 < 1 there exist κmin, βmin >
0, so that, for any κ ≥ κmin, β ≥ βmin and for every constituent x0 ∈ K,
1 +
∞∑
N=1
1
N !
∫
K
dw(x1) . . .
∫
K
dw(xN ) max
T∈TN
∏
{i,j}∈E(T )
ξα1(xi, xj) ≤ e
d(x0) (7.30)
where
d(x0) :=
{
δ1(g − α1)β if x0 = i ∈ Kh
δ2|B| if x0 = (B, t) ∈ Kv
(7.31)
and where TN denotes the set of all connected trees on the vertices 0, . . . , N .
Proof. In fact, we prove a stronger version of the lemma by replacing the above
maximum by a sum over all connected trees. We truncate the series, i.e. , replace∑∞
N=1 by
∑M
N=1, and then proceed by induction on M . By the exponential decay
of the perturbation interaction ‖Υ‖κ ≤ 1 and by counting the possible constituents
x1 that can be attached to the fixed one x0, i.e. , with ξ(x0, x1) 6= 0, it is not hard
to see that, for sufficiently large κ and β, one has the bound:∫
K
dw(x1) ξα1 (x0, x1) e
d(x1)
≤ C(α1, α2)×
{
e−(1−δ1)(g−α1)β + e−κ β if x0 = i ∈ Kh
e−(1−δ1)(g−α1)β |B|+ e−κ |B| if x0 = (B, t) ∈ Kv
(7.32)
where C(α1, α2) is an irrelevant constant depending only on α1, α2. This bound
immediately implies that∫
K
dw(x1) ξα1(x0, x1) e
d(x1) ≤ d(x0) (7.33)
for β, κ large enough. It also allows to start the induction at M = 1.
To obtain the induction step M − 1→M we first sort the terms within the sum
over trees by the number m of different constituents, say x1, that are connected to
x0 in the sense ξα1(x0, x1) 6= 0. Each x1 is itself connected to at most M −m other
constituents, so that the induction hypothesis can be used.
M∑
N=1
1
N !
∑
T∈TN
∫
K
dw(x1) . . .
∫
K
dw(xN )
∏
{i,j}∈E(T )
ξα1(xi, xj)
≤
M∑
m=1
1
m!
[∫
K
dw(x1) ξα1(x0, x1)
M−m∑
N=0
1
N !
∑
T∈T ∗
N+1
∫
K
dw(x2) . . .
∫
K
dw(xN+1)
∏
{i,j}∈E(T )
ξα1(xi, xj)
]m
≤
M∑
m=1
1
m!
[∫
K
dw(x1) ξα1(x0, x1)e
d(x1)
]m
≤ ed(x0) − 1
(7.34)
where T ∗N again denotes the set of connected trees on the vertices 1, . . . , N and
the N = 0 term in the sum is again understood to be equal to one. For the last
inequality we used (7.33).

7.2.2. Kotecky´–Preis criterion. Now we prove a Kotecky´–Preis type criterion for
our polymer model which is an upper bound for the integral over polymers which
are adjacent to a fixed polymer p0 ∈ P.
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Proposition 7.4. For all α1, α2 > 0 with α1 < g and constants c1, c2 > 0, there
exist κmin, βmin > 0, such that, for all κ ≤ κmin, β ≤ βmin,∫
P
d|W |(p) χ[p↔ p′] ea(p) ≤ c1Lh(p
′) + c2Lv(p
′)
and
∫
P
d|W |(p) ea(p) <∞
(7.35)
for every fixed polymer p′ ∈ P, volume Λ ⋐ Zd, and classical configuration x ∈ Ω.
Proof. Note that p↔ p′ implies at least one of the following conditions:
(i) The vertical skeleton of p is ‘connected’ to p′, i.e. ,
∃ x ∈ skl(p) ∩ Kv such that x↔ p′
(ii) The horizontal skeleton of p is ‘connected’ to p′, i.e. ,
∃ x ∈ skl(p) ∩ Kh such that x↔ p′
(iii) A horizontal segment of p that is not end-to-end is ‘connected’ to p′, i.e. ,[
Domr(p) \
⋃
x∈skl(p)Domr(x)
]
∩Domr(p′) 6= ∅
Furthermore it can be seen that polymers p, p′ ∈ P for which (iii) holds must satisfy
either (i) and/or
(iii’) p is ‘connected’ to the vertical skeleton of p′, i.e. ,
∃ x′ ∈ skl(p′) ∩ Kv such that p↔ x′
At last, note that polymers p, p′ ∈ P for which (ii) is true must satisfy either (iii’)
and/or
(ii’) The horizontal skeletons of p and p′ are connected, i.e. ,
∃ x ∈ skl(p) ∩ Kh, x′ ∈ skl(p′) ∩ Kh such that ξα1(x, x
′) = 1
Therefore ∫
P
d|W |(p) χ[p↔ p0] e
a(p)
≤
∫
P
d|W |(p)
(
χ[(i)] + χ[(ii’)] + χ[(iii’)]
)
ea(p)
(7.36)
and we proceed by giving bounds for each of the three terms.
For the case (i) we first reorganize the integral for given n, k ≥ 0 and tn ∈ Sn
by collecting polymers with common skeleton of the form sn,k = {x1, . . . , xn+k}
parametrized as in (7.26) with xj ≡ (Bj , tj) ∈ Kv, j = 1, . . . , n, and where xj+n ≡
ij ∈ Kh, for j = 1, . . . , k, enumerates elements in I ⊂ Kh (in arbitrary order).∫
P
d|W |(p) χ[(i)] ea(p)
=
∞∑
n=1
∞∑
k=0
∫
Sn
dt1 . . . dtn
∑
sn,k
n∑
l=1
χ[xl ↔ p
′]
∑
p∈P(sn,k)
ea(p)|ρ(p)|
≤
∞∑
n=1
∞∑
k=0
∫
Sn
dt1 . . . dtn
∑
sn,k
n∑
l=1
χ[xl ↔ p
′]
( N∏
i=1
w(xi)
)
max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj)
≤
∞∑
n=1
n
n!
∞∑
k=0
1
k!
∫
[0,β]n
dt1 . . . dtn
∑
Bn
∈℘′(Λ)n
χ[x1 ↔ p
′]
∑
(xn+1,...,xn+k)
∈Hkh
(7.37)
( N∏
i=1
w(xi)
)
max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj)
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≤
∫
Kv
dw(x1)χ[x1 ↔ p
′]
[
1 +
∞∑
N=2
1
(N − 1)!
∫
K
dw(x2) . . .
∫
K
dw(xN ) max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj)
]
≤
∫
Kv
dw(x1)χ[x1 ↔ p
′] ed(x1)
≤ C′ e−κ Lh(p
′)
for a constant C′ which only depends on α1, α2. To obtain the first inequality
Lemma 7.2 was used. The integrand is explicitly invariant under exchange of time
coordinates and for the second inequality we replaced the integration over the sim-
plex Sn by integrating the cube [0, β]n and dividing by n!. Furthermore we spelled
out the sum over skeletons sn,k more explicitly, but instead of summing over sets
containing k horizontal constituents we summed over k-tuples divided by k! for the
upper bound. The additional factor n is a consequence of rewriting (made possible
by the symmetrization) the condition that at least one vertical constituent, namely
x1, of the polymer p must be adjacent to p
′. One arrives at the third inequality
by taking out the integral over this adjacent constituent x1 and by writing the re-
maining sums and integrals as multiple integral over (both horizontal and vertical)
constituents. The last two steps follow from Lemma 7.3 with x1 assuming the role
of x0 in the Lemma.
Similarly we proceed in case (ii’), but this time in the sum over sn,k = {x1, . . . , xk+n}
we first enumerate horizontal constituents, i.e. , xj ≡ ij ∈ Kh for j = 1, . . . , k
(again in arbitrary order), and then vertical ones, i.e. , xj+k ≡ (Bj , tj) ∈ Kv for
j = 1, . . . , n. We get the following upper bound∫
P
d|W |(p) χ[(ii’)] ea(p)
=
∞∑
k=1
∞∑
n=0
∫
Sn
dt1 . . .dtn
∑
sn,k
k∑
l=1
χ
[ ∃ x′ ∈ skl(p′) ∩ Kh;
ξα1(xl, x
′) = 1
] ∑
p∈
P(sn,k)
ea(p) |ρ(p)|
≤
∞∑
k=0
k
k!
∞∑
n=1
1
n!
∫
[0,β]n
dt1 . . . dtn
∑
Bn
∈℘′(Λ)n
∑
(xn+1,...,xn+k)
∈Hkh
( N∏
i=1
w(xi)
)
χ
[ ∃ x′ ∈ skl(p′) ∩ Kh;
ξα1(x1, x
′) = 1
]
max
T∈T ∗
n+k
∏
{i,j}∈E(T )
ξα1(xi, xj)
≤
∫
Kh
dw(x1)χ
[ ∃ x′ ∈ skl(p′) ∩ Kh;
ξα1(x1, x
′) = 1
]
[
1 +
∞∑
N=2
1
(N − 1)!
∫
K
dw(x2) . . .
∫
K
dw(xN ) max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj)
]
≤
∫
Kh
dw(x1)χ
[ ∃ x′ ∈ skl(p′) ∩ Kh;
ξα1(x1, x
′) = 1
]
ed(x1)
≤ C′′ e−(1−δ1)(g−α1)β
Lh(p
′)
β
(7.38)
where the last fraction is a bound on the number of end-to-end segments in the
polymer p′ and where C′′ is another constant which only depends on α1, α2. δ1
here has the same meaning as in Lemma 7.3 and can be chosen to be small.
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For the remaining third integral (iii’) we first split the vertical skeleton of p′ into
‘singletons’ x0 ∈ {(i, t) ∈ Kv | i ∈ Λ, ∃ (B, t) ∈ skl(p′) ∩ Kv; i ∈ B} to obtain∫
P
d|W |(p) χ[(iii’)] ea(p) ≤
∑
x0
∫
P
d|W |(p) χ
[
∃ p˜ ∈ P
(
skl(p)
)
; p˜↔ x0
]
(7.39)
For every skeleton s = {x1, . . . , xN} such that there is p˜ ∈ P(s) with p˜ ↔ x0 one
finds
max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj) ≤ max
T∈T
N
∏
{i,j}∈E(T )
ξα1(xi, xj) (7.40)
By transferring the integral over polymers to an integral over clusters of constituents
(just as it was done for case (i) and (ii’) to obtain the first inequality in (7.38) and
(7.37) respectively) (7.39) is bounded by∑
x0
∞∑
N=1
1
N !
∫
K
dw(x1) . . .
∫
K
dw(xN ) max
T∈T
N
∏
{i,j}∈E(T )
ξα1(xi, xj)
≤ C′′′ Lv(p
′) δ2
(7.41)
for a constant C′′′ that only depends on α1, α2. This finishes the proof, since the
parameter δ2 (same as in Lemma 7.3) can be chosen arbitrarily small for β, κ large
enough.

7.3. Construction of the classical potential. The Kotecky´–Preis criterion of
Proposition 7.4 allows to write the classical restriction µβ,XΛ in the form of (7.16),
the polymer expansion. On the level of this polymer model, we moreover verified
the conditions to proceed with a cluster expansion in the sense of [31], from where
we extract what is relevant in our context in the following proposition.
We continue to suppress the dependence on Λ, β, X , and x in the notation.
Proposition 7.5. For any choice of constants 0 < c1 < g and 0 < C1, c2, C2, there
are κmin, βmin > 0, so that, for any volume Λ ⋐ Z
d, any classical configuration
x ∈ Ω, and as long as β ≥ βmin, κ ≥ κmin,
(1) 1 +
∞∑
N=1
1
N !
∫
P
dW (p1) . . .
∫
P
dW (pN )
∏
1≤i<j≤N
χ[pi = pj]
= exp
[ ∞∑
N=1
1
N !
∫
P
dW (p1) . . .
∫
P
dW (pN )ϕ(p1, . . . , pN)
] (7.42)
with
ϕ(p1, . . . , pN) :=
{
1 if N = 1∑
G∈CN
∏
(i,j)∈G
(
−χ[pi ↔ pj ]
)
if N ≥ 2
(7.43)
where combined sum and integrals, the ‘integral over clusters’, converge absolutely,
and where CN denotes the set of connected graphs on the vertices {1, . . . , N}.
(2) The ‘weight’ of clusters decays exponentially in their length, i. e., the integral
of clusters adjacent to a polymer p0 ∈ P can be bounded according to
∞∑
N=1
1
N !
∫
P
d
∣∣W ∣∣(p1) . . . ∫
P
d
∣∣W ∣∣(pN )χ[∃ i with p0 ↔ pi]
× |ϕ(p1, . . . , pN )|
N∏
i=1
exp
(
c1Lh(pi) + c2Lv(pi)
)
≤ C1Lh(p0) + C2Lv(p0)
(7.44)
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Proof. This proposition is a consequence of Theorems 1 and 3 and equation (19) in
[31], where the function ζ of this reference is given through 1 + ζ( · , · ) = χ[ ·= · ].
The conditions for these results to work are contained in Proposition 7.4.

Motivated by this result we abbreviate the integral over clusters of polymers, in
notation c = (p1, . . . , pN) ∈ C, N ≥ 1, as∫
C
dM(c) · :=
∞∑
N=1
1
N !
∫
P
dW (p1) . . .
∫
P
dW (pN )ϕ(p1, . . . , pN) · (7.45)
and indeed M is a consistently defined measure on C(= CβΛ) for different Λ ⋐ Z
d.
We also write R(c) =
⋃
iR(pi) for the root-set of a cluster, Dom(c) =
⋃
iDom(pi)
for its domain, Lv/h(c) =
∑
i Lv/h(pi) for its length, spanh(c) for its horizon-
tal span, i. e. the added minimal length of two intervals Il, Ir ⊂ [0, β], so that
Dom(c) ⊂ Λ× Il ∪ Ir, and c↔ p if it is adjacent to a polymer p ∈ P, i. e., there is
i ∈ {1, . . . , N} with pi ↔ p.
We define the classical potential Ψ as limit of the following finite volume approx-
imations, depending on Λ ⋐ Zd:
ΨΛ,A(x) :=

∫
CΛ
dM(c)χ[∪iR(pi) = A] if |A| > 1
‘as above’ + logTri(PiQi(xi)) if A = {i}, i ∈ Λ
0 if A = ∅
(7.46)
One way to see that the ΨΛ,A are real is by the expansion’s reflection symmetry
with respect to the equal β/2-plane and, as desired, they only depend on xA ∈ ΩA.
Theorem 7.6. Provided that the assumptions of Theorem 4.2 hold and given a
constant c > 0, there exist κmin, βmin > 0, such that, for any κ ≥ κmin, β ≥ βmin,
and Λ ⋐ Zd, the classical restriction takes the form
µΛ(xΛ) =
1
Z˜Λ
exp
(∑
A⊂Λ
ΨΛ,A(xA)
)
(7.47)
The (unique) thermodynamic limit µ of these Gibbs distributions is a Gibbs distri-
bution for a potential given through
ΨA(xA) := lim
ΛրZd
ΨΛ,A(xA) (7.48)
which decays exponentially according to∥∥Ψ∥∥
c
<∞ and
∑
A∋0
max
xA∈ΩA
ec·diam(A)
∣∣ΨA(xA)∣∣ <∞ (7.49)
Moreover these statements remain true for the classical restriction of the ground
state, i.e., for the (unique) probability distribution obtained by first taking β →
∞ in (7.47) or after the thermodynamic limit in µ. The corresponding classical
potential is given by (7.48) as β →∞.
Proof. (7.47) follows if we summarize (7.8), (7.16), and (7.42) by
Tr
(
Q(x)e−βH
)
= Tr
(
Q(x)P(∅)
)
exp
(∫
C
dM(c)
)
(7.50)
and furthermore recall that the weight of a cluster c = (p1, . . . , pn) with empty
root set
⋃
iR(pi) = ∅ does not depend on the configuration x ∈ Ω, so that the
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contribution of these bulk clusters is canceled by normalization.
For βmin large enough, we introduce two positive constants c, C > 0, satisfying
C := C1 = C2 and c := c2 ≤
c1
2r
βmin (7.51)
in terms of the constants c1, c2 > 0, c1 < g, appearing in Proposition 7.5. Denote
with spanh(p) the horizontal span of a polymer p ∈ P, i. e. the minimal added
length of two intervals Il, Ir ⊂ [0, β], so that Dom(p) ⊂ Λ × Il ∪ Ir. Using the
bound (7.44) we can estimate the difference of the classical potential for possibly
different volumes Λ′ ⊂ Λ and temperatures β′ ≤ β evaluated at the same x ∈ Ω,
A ⊂ Λ′:
mc(Λ
′,Λ, β′, β)
∣∣Ψβ′Λ′,A(x)−ΨβΛ,A(x)∣∣
≤
∑
a∈A
∫
C
d |M| (c)χ[Domr(c) ∩
(
(Λ \ Λ′)× [0, β]
)
6= ∅ or spanh(c) > β
′]
χ[a ∈ R(c)] exp
(
c1Lh(c) + c2Lv(c)
)
+
∑
a∈A
∫
C′
d |M| (c)χ[spanh(c) = β
′]χ[a ∈ R(c)] exp
(
c1Lh(c)
)
≤ 2C |A|
(7.52)
with C = CβΛ, C
′ = Cβ
′
Λ′ , and with
mc(Λ
′,Λ, β′, β) := max
{
χ[Λ′ 6= Λ] exp(c dist(Λ \ Λ′, A)) , χ[β′ 6= β] exp(c β′)
}
(7.53)
In terms of the graphical representation, note that the above difference is merely an
integral over those clusters c ∈ C, rooted in A which are end-to-end clusters (second
term), which have a horizontal span greater than β′, or which reach vertically into
the complemental volume Λ \ Λ′ through vertical segments or through horizontal
segments with an effective vertical range r. Recall again our assumption of all
interaction sets Bi being connected. By the choice of the constants the contributing
clusters satisfy either
β′ ≤ Lh(c) and/or
c · dist(Λ \ Λ′, A) ≤ c Lv(c) + 2rc |I(pi)| ≤ c1 Lh(c) + c2 Lv(c)
(7.54)
which shows how we could absorb the factor mc in the bounding integral. To
obtain the second inequality in (7.52) we covered the root-set A with |A| polymer
‘singletons’ (t1, ∅, {i}) ∈ P1, which play the role of the fixed polymer p0 in (7.44).
We have thus proven the existence the thermodynamic limit (7.48) for each A ⋐ Zd,
which can be understood as integral over clusters (of course with finite length) in
Zd × [0, β] rooted in A, and furthermore that it is interchangeable with the limit
β →∞. In this limit the contribution of end-to-end clusters vanishes exponentially
and by the cyclicity of the trace we may think of the classical potential at zero
temperature Ψ∞A as integral over clusters in Z
d × R that have contact with the
β = 0 plane at positions in A. In the following we always allow β =∞.
The exponential decay property (7.49) can be read as integral over all clusters c ∈ C,
that are rooted in A ∋ 0 and respectively weighted with the exponential of
c · |A|, c · diam(A) ≤ c1 Lh(c) + c2 Lv(c) (7.55)
and this integral can be bounded from above by the constant C by using again the
estimate in Proposition 7.5 similarly as in (7.52).
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We can now immediately conclude that, for Γ ⊂ Λ ⋐ Zd, the conditional probabil-
ities,
µΛ
(
xΓ |xΛ\Γ
)
:= (norm.)× exp
( ∑
A⊂Λ
A∩Γ6=∅
ΨΛ,A(xA)
)
(7.56)
converge uniformly in x ∈ Ω as Λր Zd. Almost by definition, this proves that any
thermodynamic limit point of µΛ is a Gibbs distribution for the potential Ψ, see
e. g. [27, 29] for standard arguments.
Expectation values with respect to µΛ of local functions, say only depending on
xΓ ∈ ΩΓ, Γ ⊂ Λ, converge as Λ ր Zd (again interchangeable with β → ∞), which
can be verified by beginning right from the start to work with QΓ(xΓ)⊗1lΛ\Γ instead
of QΛ(xΛ) in the definition of the classical restriction. With this replacement, which
does not harm the previous constructions, one obtains the marginal distribution of
the classical restriction as
µΛ(xΓ) = exp
[∫
C
dM(c)χ[R(c) ∩ Γ 6= ∅]
]
(7.57)
where we have abused the notation, as the measure on the RHS is now defined with
respect to the ‘inhomogeneous observable’ with Xi = X for i ∈ Γ, and Xi = 1l
at sites from the complement Γ∁, and for classical configurations of the form x =
xΓ ≡ (xΓ,1Γ∁). The contribution from clusters which are not rooted in Γ is again
canceled by normalization. By the same arguments as earlier in this proof, mainly
the exponential decay of the cluster weights, the above expression has a well-defined
thermodynamic limit, which is interchangeable with taking β →∞.

8. The ground state of the Ising chain in a transverse field
In this section we prove Theorems 4.3 and 4.4 concerning a non-locality prop-
erty of the ground state of the Ising chain in a transverse field. The origin of this
non-locality is easily understood in finite volume, as we explain now:
Note that the ‘parity operator’ P := exp(ipi
∑
l σ
z
l ) commutes with the local Hamil-
tonian HΛ. In volumes Λ consisting of an even number of sites and for J = 0 the
non-degenerate ground state ωΛ( · ) = 〈ψgs| · |ψgs〉 has positive parity in the sense
that it is an eigenstate of P for the eigenvalue p = +1. By simple perturbation the-
ory the gapped ground state maintains positive parity for |J/h| < 1. For X = σz ,
the classical restriction µXΛ (x), x ∈ ΩΛ = {−1,+1}
Λ, then vanishes whenever the
number of spins facing the same direction or equivalently whenever
∑
l xl is odd.
This is clearly a non-local effect and the core of our argument is to show that this
nonlocality persists in infinite volume.
In the following we always have in mind the choice X = σz and as in the intro-
duction we write µz for the belonging classical classical restriction of the ground
state.
8.1. Absence of quasi-locality. Instead of fermionizing the spin in a Jordan-
Wigner-tranformation as is commonly done for solving this model explicitly, see the
Appendix, we use the previously presented cluster expansion which is not restricted
to spin chains. We treat here the Ising model for a slightly modified Hamiltonian,
HΛ =
∑
i
(σzi + 1l)− e
−2κ
∑
i
σxi σ
x
i+1 (8.1)
to make the quantum interaction exactly in line with Assumption 1 of Theorem 4.2.
For notational purposes we only treat the one-dimensional setting i ∈ Z explicitly,
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but it is straightforward to check that the proof given here carries over to higher
dimensions.
Once again, note that the (infinite volume) ground state ω of the Ising chain in
transverse field is unique; see [2], and that its classical restriction equals the limit
µz = lim
ΛրZ, β→∞
µβ,XΛ , X = σ
z (8.2)
in arbitrary order. As before we mostly keep the dependence on β and X = σz
implicit in notation and write µΛ = µ
β,X
Λ . Recall the notation introduced in Section
3.3 and in particular the notion of absence of quasi-locality as in (3.10). For L > 1
we set ΓL := {−L2, . . . , L2} ⊂ Z, but we often suppress the subscript L as in
the following proposition. Cylinder sets of configurations on the infinite lattice are
abbreviated by their defining constraint.
Proposition 8.1. Given κ > 0 large enough, the conditional probabilities of the
classical restriction µz satisfy
µz
(
{x0 = +1} | {xΓ\{0} ≡ −1}
) L→∞
−−−−−→ 0 (8.3)
and
µz
(
{x0 = +1} | {xL = +1, xΓ\{0,L} ≡ −1}
) L→∞
−−−−−→ 1 (8.4)
and the above expressions are well-defined, since µz is positive on each cylinder set.
Therefore x ∈ Ω defined through xi = −1, i ∈ Z, is a bad configuration in the sense
of section 3.3.
By proceeding just as before in the general setting we can again express the
classical restriction µΛ in terms of a polymer model. As a pecularity of the Ising
model the polymers can be seen to be non-intersecting loops (in particular without
ends) which furthermore have non-negative polymer weights, i.e. , the density ρ as
defined in (7.4) and (7.6) is non-negative. We want to give a rough sketch of the
proof for the above result in terms of the diagrammatic language of such a loop
gas. The exact details will be supplied only in the next section.
As we will see, the conditional probability (8.3) can be read as integral over
loops p+ in Z × R which are ‘dressed’ with clusters of other loops and which are
pinned to the origin (0, 0) but forbidden to touch (Γ \ {0})× 0, corresponding to
the condition xi = −1, for 0 < |i| < L, see (a) in Fig 3. We will also see that the
loop p+ must reach spatially from the origin into the complement of Γ, and by the
loop weight’s exponential decay in its length we get that (8.3) decays exponentially
in L2.
The limiting behaviour (8.4) is equivalent to a vanishing ratio
µz
(
{x0 = −1, xL = +1}
∣∣{xΓ\{0,L} ≡ −1})
µz
(
{x0 = xL = +1}
∣∣{xΓ\{0,L} ≡ −1}) L→∞−−−−−→ 0 (8.5)
The numerator is illustrated in (b) of Fig 3 and goes to zero exponentially in L2−L,
which is the distance between site L and the complement of Γ. In the diagrammatic
representation of the denominator in Fig 3 (c) the contributing loops must cross
the β = 0 plane at 0 and L, and therefore it cannot decay faster than exponentially
in L.
8.1.1. Proof of Proposition 8.1.
1) The classical restriction as loop-gas:
Assume throughout that the values of β and κ are large enough in the sense of
Theorem 7.6. Then we apply the results of the previous part of this low temperature
section for the trivial single-site observable X = 1l (giving a configuration space of
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β = 0
0
L
L2
Z
p+
cluster c
(a)
β = 0
0
L
L2
Z
p+
cluster c
(b)
β = 0
0
L
L2
Z
p+ cluster c
(c)
Figure 3. Graphical representation of contributions to
(a) µz
(
{x0 = +1}
∣∣{xΓ\{0} ≡ −1}),
(b) µz
(
{x0 = −1, xL = +1}
∣∣{xΓ\{0,L} ≡ −1}),
(c) µz
(
{x0 = xL = +1}
∣∣{xΓ\{0,L} ≡ −1}).
only one element Ω = {x ≡ 1}, see also the last paragraph in the proof of Theorem
7.6), in particular Proposition 7.5, to express the partition function in the form
ZΛ = TrΛ
(
e−βHΛ
)
= 1 +
∞∑
N=1
1
N !
∫
P
dL(p1) . . .
∫
P
dL(pN ) χ[pi = pj, 1 ≤ i < j ≤ N ]
= exp
[∫
C
dM(c)
] (8.6)
where we introduced L :=W to emphasize the following peculiarity: since σx flips
the spin in z-basis, i. e., we have σx = Pσx(1l−P)+ (1l−P)σxP , the measure L is
non-vanishing only on the set of polymers that are diagrammatically represented by
(closed) Loops on Λ×[0, β] if we identify the points (i, 0) ∼ (i, β), i ∈ Λ. Recall that
L andM implicitly depend on the inverse temperature β and classical configuration
which here is always taken to be x ≡ 1. Furthermore L is translation invariant on
these cylinders and, if restricted to ‘contractable’ loops, mutually consistent, i. e. the
(positive) density of a loop with certain ‘shape’ does not depend on the ambient
cylinder.
The spectral projection of X = σz to x = −1 trivially equals the local ground state
projection of the uncoupled Hamiltonian, i. e., Q(−1) = P , and if we repeat the
procedure of Section 7.1 we may use that for any diagram X ∈ Sn, n ≥ 0,
R(X) 6= pΛ(x) := {i ∈ Λ |xi = +1} implies ρ(X) = 0 (8.7)
With this implicit one-to-one correspondence between configurations and root-sets
we can express the (marginal) probabilities as restrictions of the partition func-
tion (8.6) by imposing conditions on the root-sets of the involved loops and clusters.
Let p,m ⊂ Λ, p ∩m = ∅, denote sets of ‘plus-sites’ and ‘minus-sites’ respectively.
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Since L is non-negative there are no convergence concerns when writing
µΛ
(
{xp ≡ +1, xm ≡ −1}
)
=
1
ZΛ
{
χ[p = ∅] +
∞∑
N=1
1
N !
∫
P
dL(p1) . . .
∫
P
dL(pN ) χ[∪iR(pi) ∩m = ∅]
χ[pi = pj , 1 ≤ i < j ≤ N ]
}
=
|p|∑
N=1
1
N !
∫
P
dL(p1) . . .
∫
P
dL(pN )
χ[∪iR(pi) ∩m = ∅] χ[pi = pj , 1 ≤ i < j ≤ N ]
χ[p ⊂ ∪iR(pi)] χ[p ∩R(pi) 6= ∅, i = 1, . . . , N ]
exp
[
−
∫
C
dM(c)χ[∃i with pi ↔ c or R(c) ∩m 6= ∅]
]
(8.8)
where in case p = ∅ we read the above sum as the plain exponential. The last
expression is the announced integration over the particular loops which are rooted
at ‘plus-sites’ p and dressed with clusters and requires further explanation: unless
no configuration is fixed to be +1, i. e., p = ∅, the polymer expansion of the second
equality cannot be processed in our type of cluster expansion, since then the weight
on the empty diagram (without loops) vanishes.
If we fix for a moment the at most |p| different loops which have roots in p, we
are left with an integration over loops which must not be adjacent to these sepa-
rated loops. There may also not be an additional loop besides the ones we fixed
(a new empty diagram) and we can thus rewrite this remaining polymer expansion
as before as exponential of an integral over clusters which must not be adjacent to
the separated loops or rooted in m. These contributions are all canceled by the
normalization factor ZΛ as in (8.6), leaving behind clusters that are indeed adjacent
to the separated loops or rooted in m. This also explains the minus sign in the
above exponential.
2) The limits β →∞ and Λր Z:
By the exponential decay of the loops and clusters, the (infinite volume) ground
state’s classical restriction can be visualized by a gas of dressed loops on Z × R:
the loops must cross the β = 0-line and the dressing clusters must be adjacent to
either these secluded loops and/ or to the set m× {0}.
3) Bounds on conditional probabilities:
We now express in formulae what was said about the conditional probabilities
illustrated in Fig 3. Using (8.8) we write (a) as
µz
(
{x0 = +1}
∣∣{xΓ\{0} ≡ −1})
=
µz
(
{x0 = +1, xΓ\0 ≡ −1}
)
µz
(
{xΓ\0 ≡ −1}
)
= lim
ΛրZ, β→∞
∫
P
dL(p+)χ[R(p+) ∩ Γ = {0}]
exp
[
−
∫
C
dM(c)χ [p+ ↔ c]χ [R(c) ∩ (Γ \ {0}) = ∅]
]
= O
(
e−C L
2
)
(8.9)
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for a positive constant C. The denominator canceled the clusters which have roots
in m = Γ \ {0} so that the above conditional probability is indeed an integral over
one loop p+ crossing the β = 0 line at the origin and outside of Γ and dressed with
clusters which must be adjacent to p+ but not rooted in m. The exponential upper
bound follows from Proposition 7.5 and direct application of Proposition 7.4 and
analogously for (b),
µz
(
{x0 = −1, xL = +1}
∣∣{xΓ\{0,L} ≡ −1}) = O(e−C (L2−L)). (8.10)
To prove Proposition 8.1 requires a lower bound on the conditional probability in
the denominator of (8.5). By proceeding as above and neglecting most (positive)
contributions in the integral over dressed loops, we find, with suitable constants
c, c′, c′′ > 0,
µz
(
{x0 = xL = +1}
∣∣{xΓ\{0,L} ≡ −1})
≥ lim
ΛրZ, β→∞
∫
P
dL(p+)χ[R(p+) = {0, L}]χ[Lv(p+) = 2L]χ[spanh(p+) ≤ 2]
exp
[
−
∫
C
d|M|(c)χ [p+ ↔ c]︸ ︷︷ ︸
≤ c′′(Lv(p+)+Lh(p+))
]
≥ c′ · e−c L
(8.11)
To obtain the last inequality, we have used the definition of the loop weights and
that the above restricted integral with respect to L really means to integrate a
positive function on the 2L-dimensional unit-cube, which is bounded below by
exp
(
−4c′′L− 2(κ+ 1)L
)
.
8.2. Large deviation principle for the magnetization:
Proof of Theorem 4.4. The ground state of the Ising model can be determined
explicitly using a Jordan–Wigner-transformation. This computation is summarized
in Appendix A, where, following [5, 6], it is also shown that the expectation,
ω
(
exp
(
t
∑n
j=1σ
z
j
))
= det
(
M tn
)
(8.12)
can be written as determinant of an n× n Toeplitz-matrix,(
M tn
)
jj′
= φ̂t(j − j
′) :=
∫ π
−π
dk
2pi
φt(k)e
−ik(j−j′) (8.13)
for the symbol
φt(k) = cosh(t)− sinh(t)
h/J + e−ik√
(h/J + e−ik)(h/J + eik)
(8.14)
Note that, for any t ∈ R, Re(φt) > 0, and that it is analytic (take the positive branch
of the square-root) as a function on a sufficiently thin ring domain containing the
complex unit-circle z = eik. Then also logφt is analytic on such a domain and the
Fourier-coefficients of logφt, which are nothing but the Laurent-coefficients, decay
exponentially fast. In this case a strong type of Szego˝’s Theorem, see e.g. [16],
yields
F (t) = l̂og φt(0) (8.15)
which is differentiable in t ∈ R by Leibniz’s rule.
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Appendix A. Solving the ground state of the Ising chain in a
transverse field
For real parameters h, J satisfying |g| > 1 for g := h/J , the Ising model in a
transverse field defined in Section 2, see (2.1), has a unique (infinite-volume) ground
state ω, see [2, 21]. This ground state can be obtained as the unique weak∗ limit,
as Λր Z, of the ground states ωΛ in finite volumes on AΛ (extended by zero to a
state on A).
Therefore we may take ΛN = {−N/2, . . . , N/2 − 1} with an even number of sites
and the Hamiltonian may be modified at the boundaries of these chains without
effect on the limit point. We also use the abbreviations Λ′N = {−N/2, . . . , N/2−2}
and ωN = ωΛN . Besides the important constraint |g| > 1 we furthermore set J > 0
however merely for convenience.
A.1. Jordan–Wigner-transformation. For now it is convenient to work with
periodic boundary conditions by identifying σxN/2 ≡ σ
x
−N/2 in the Hamiltonian
HN =−
∑
j∈ΛN
hσzj + Jσ
x
j σ
x
j+1 (A.1)
As usual, we introduce the operators
a∗j = σ
+
j exp
(
−ipi
∑
l<j
σ+l σ
−
l
)
, j ∈ ΛN (A.2)
which are defined in terms of the spin raising/lowering operators σ±j =
1
2 (σ
x
j ± σ
y
j )
and which together with their adjoints satisfy the canonical anticommutation rela-
tions (CAR). With these fermion creation/annihilation operators the Hamiltonian
can be rewritten as
HN = −h
∑
j∈ΛN
[
a∗j , aj
]
− J
∑
j∈Λ′
N
(
a∗j − aj
)(
a∗j+1 + aj+1
)
+ J
(
a∗N/2−1 − aN/2−1
)(
a∗−N/2 + a−N/2
)
P
(A.3)
where P = exp(ipi
∑
l a
∗
l al) is the ‘parity operator’. It commutes with each term in
the Hamiltonian. Therefore HN is block-diagonal with respect to the direct sum
HN = HevenN ⊕H
odd
N and P acts as (minus) the identity on H
even
N (H
odd
N ), the space
with even (odd) numbers of Jordan–Wigner-fermions.
A.2. Fourier-transformation. We proceed with diagonalizing HN separately on
each P -eigenspace by employing a different Fourier-transformation in each of the
two cases p = even/odd,
aˆ∗k = N
− 12
∑
j∈ΛN
eikja∗j
a∗j = N
− 12
∑
k∈Kp
N
e−ikj aˆ∗k
(A.4)
for j ∈ Z, and
KevenN =
{
2π
N
(
n+ 12
) ∣∣n = −N2 , . . . , N2 − 1}
KoddN =
{
2π
N n
∣∣n = −N2 , . . . , N2 − 1} (A.5)
For p = even this choice imposes anti-periodic boundary conditions, in particu-
lar a∗N/2 = −a
∗
−N/2, whereas for p = odd periodic boundary conditions are more
convenient ensuring that a∗N/2 = a
∗
−N/2 and aˆ
∗
−π = aˆ
∗
π. One then obtains
HN
∣∣
Heven
N
= HevenN
∣∣
Heven
N
and HN
∣∣
Hodd
N
= HoddN
∣∣
Hodd
N
(A.6)
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for the following operators on the whole Hilbert-space HN
HevenN = −2J
∑
0<k∈Keven
N
(
g + cos(k)
)(
aˆ∗−kaˆ−k − aˆkaˆ
∗
k
)
+ i sin(k)
(
aˆkaˆ−k − aˆ
∗
−kaˆ
∗
k
)
HoddN = −2J(g + 1)
(
aˆ∗0aˆ0 −
1
2
)
− 2J(g − 1)
(
aˆ∗−πaˆ−π −
1
2
)
− 2J
∑
0<k∈Kodd
N
(
g + cos(k)
)(
aˆ∗−kaˆ−k − aˆkaˆ
∗
k
)
+ i sin(k)
(
aˆkaˆ−k − aˆ
∗
−kaˆ
∗
k
)
(A.7)
A.3. Bogoliubov-transformation. We finally diagonalize HN by means of a
Bogoliubov-transformation on pairs of Jordan–Wigner-fermions with opposite mo-
menta. We define a new set of operators {αk}, k ∈ K
p
N , respectively for even or
odd parity p, and their adjoints through
α0 = aˆ
∗
0, α−π = aˆ
∗
−π, for g > 0
α0 = aˆ−π, α−π = aˆ0, for g < 0
(A.8)
and (
aˆk
aˆ∗−k
)
= U
(
αk
α∗−k
)
, U =
(
cos(θk/2) i sin(θk/2)
−i sin(θ−k/2) cos(θ−k/2)
)
(A.9)
for 0 < |k| ∈ KpN , in obvious matrix notation. If the so-called Bogoliubov-angles θk
are chosen according to
eiθk = −
g + e−ik
|g + e−ik|
(A.10)
then U is a unitary matrix and {αk, α
∗
k}, k ∈ K
p
N , satisfy the (CAR). With respect
to these two algebras of creation and annihilation operators HN simply describes
free fermions on each P -eigenspace, i.e.
HpN = 2J
∑
k∈Kp
N
∣∣g + e−ik∣∣(α∗kαk − 12) (A.11)
A.4. The ground state as vacuum of free fermions. The difference of vacuum
energies with respect to HpN for different values of the parity p vanishes in the limit
N →∞, since it is (half) the Riemann-sum of the derivative of the periodic function
2J |g+e−ik|. As typical for the new vacuum state after a Bogoliubov-transformation
of the above type, it is a superposition of states with possibly several pairs of
opposite-momentum fermions with respect to {aˆk, aˆ
∗
k}. In particular, the (non-
degenerate) ground state of HpN is an element of H
even
N for both values of the parity
p. Therefore, the ground state of HevenN , i.e., the vacuum for the explicitly given
{αk, α
∗
k}, k ∈ K
even
N , is equal to the ground state of HN .
A.5. Generating function for the transverse magnetization. Here we com-
pute the moment generating functionGn for the magnetic moment in the z-direction
of a chain of n ≥ 1 sites viewed as (classical) discrete random variable with distri-
bution
P(x) = ω
(
1x
(∑
jσ
z
j
))
, x ∈ sp
(∑
jσ
z
j
)
(A.12)
induced by the (quantum) infinite-volume ground state ω. Note that ω is translation-
invariant as the unique ground state for a translation-invariant interaction and
therefore we restrict to evaluating
GN (α) = lim
N→∞
GnN (α), G
n
N (α) = ωN
(
exp
(
α
∑
j∈Γn
σzj
))
, α ∈ C (A.13)
for chains of the form Γn = {1, . . . , n}. Defining,
Aj =
(
a∗j + aj
)
, Bαj =
(
e−αa∗j + e
αaj
)
, j ∈ ΛN (A.14)
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which are linear combinations also of the transformed creation/ annihilation oper-
ators α∗k/αk, Wick’s theorem can be used to evaluate
GnN (α) = ωN
(∏
j∈Γn
AjB
α
j
)
= ωN
(
A1 . . . AnB
α
n . . . B
α
1
)
(A.15)
in terms of pair-correlations. Using again the explicit form of ωN as Fermi-vacuum,
one obtains,
ωN
(
AjAj′
)
= δjj′ , j, j
′ ∈ ΛN , N ≥ 1,
ω
(
AjB
α
j′
)
= lim
N→∞
ωN
(
AjB
α
j′
)
, j, j′ ∈ Z,
=
∫ π
−π
dk
2pi
(
cosh(α) − sinh(α)e−iθk
)
e−ik(j−j
′)
(A.16)
and therefore the generating function can be written as the determinant of an n×n
Toeplitz-matrix Mαn ,
Gn(α) = det (Mαn ) ,
(
Mαn
)
jj′
=
∫ π
−π
dk
2pi
φα(k)e
−ik(j−j′) (A.17)
whose entries are the Fourier-coefficients of the function
φα(k) = cosh(α)− sinh(α)e
−iθk (A.18)
which is called a symbol when viewed as function on the complex unit circle z =
eik ∈ C, k ∈ (−pi, pi].
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