In this article, we consider a linearized magnetohydrodynamics system for incompressible flow in a three-dimensional bounded domain. Firstly, we prove Carleman estimates with different weight functions. The idea is to combine the Carleman inequalities for different types of equations. Then we investigate an inverse source problem and we obtain some stability results by applying the Carleman estimates.
Introduction
Here, u = (u 1 , u 2 , u 3 ) T , H = (H 1 , H 2 , H 3 ) T denote the velocity vector and the magnetic field intensity respectively. P (u, p) denotes the stress tensor which is determined by generalized Newton's law as P (u, p) = −pI + 2νE (u) where p denotes the pressure and E(u) is called Cauchy stress tensor defined by E(u) := 1 2 (∇u + (∇u) T ).
The coefficient ν is related to the viscosity of the fluids. Furthermore, σ and µ are the electrical conductivity and magnetic permeability respectively. For the derivation of the above equations, we refer to Li and Qin [18] . In this article, we don't pay attention to the temperature distribution of the fluid and thus we can neglect the energy equation.
There are many papers on the direct problems of MHD systems. For example, [7, 19] studied some regularity criteria for incompressible MHD system in three dimension. In [19] , the authors established some general sufficient conditions for global regularity of strong solutions to incompressible three-dimensional MHD system. While [7] gave a logarithmic criterion for generalized MHD system.
In this article, we mainly use a technical method called Carleman estimate. It is an L 2 -weighted estimate with large parameter(s) for a solution to a partial differential equation. The idea was first introduced by Carleman [3] for proving the unique continuation for a twodimensional elliptic equation. From the 1980s, there have been great concerns on the estimate itself and its applications as well. For remarkable general treatments, we refer to [6, 10, 16, 17, 20, 21] . Carleman estimate has then become one of the general techniques in studying unique continuation and stability for inverse problems. Since then, there are many papers considering different inverse problems for a variety of partial differential equations. We list some work for the well-known equations in mathematical physics. For hyperbolic equation, Bellassoued and Yamamoto [2] considered the inverse source problem for wave equation and give a stability inequality with observations on certain sub-boundary. Gaitan and Ouzzane [9] proved a lipschitz stability for the inverse problem which reconstructs an absorption coefficient for a transport equation with also boundary measurements. For heat(parabolic) equation, Yamamoto [22] has given a great survey by summarizing different types of Carleman estimates and methods for applications to some inverse problems (see also the references therein). Moreover, Choulli, Imanuvilov, Puel and Yamamoto [5] has worked on the inverse source problem for linearized Navier-Stokes equations with data in arbitrary sub-domain.
To authors' best knowledge, there are few papers on Carleman estimates for MHD system. In [11, 12] , the authors have proved a Carleman estimate for the adjoint MHD system to prove the exact controllability. However, as for their Carleman estimate, the observation of the firstorder spatial derivative of the external force F is necessary which makes it difficult to consider inverse source problems in general case. In addition, a singular weight function e 2sα is used. It is a special case which is indeed a good choice for some inverse problems because it enables the weighted solutions to go to 0 as time t tends to 0 and T . In this article, we intend to establish two Carleman estimates with two different weight functions (a singular weight and a regular weight). And then we will consider an inverse source problem as their applications.
The main difficulties lie in the coupling of different types of equations. For the case of the Navier-Stokes equations, Choulli, Imanuvilov, Puel and Yamamoto [5] applied an operator rot to eliminate the coupled unknown pressure term. On the other hand, Bellassoued, Imanuvilov and Yamamoto [1] took the pressure into consideration and gave a local Carleman estimate. Therefore, we try to use the ideas of the above papers to our linearized MHD system. In fact, we shall apply an H −1 -Carleman estimate to deal with the coupling of velocity u and pressure p.
This article is organized as follows. In section 2, we introduce some notations and then clarify the concerned MHD system and the statements of Carleman estimates corresponding to it. In section 3, we prove some stability inequalities for an inverse source problem. The proofs are based on the Carleman estimates established in section 2 and the choices of suitable cut-off functions. In section 4, we give the proofs of the key Carleman estimates.
Notations and key Carleman estimates
Let Ω ⊂ R 3 be a bounded domain with smooth boundary. We set Q := Ω × (0, T ), Σ := ∂Ω × (0, T ). In this article, we use the following notations. · T denotes the transpose of matrices or vectors. Let
Henceforth n is the outward unit normal vector to ∂Ω and write
3 and |γ| = γ 1 + γ 2 + γ 3 . Then we can introduce the following spaces:
for any sub-domain D ⊂ Q. If there is no confusion with the dimension, we also write (
In this article, we consider the incompressible MHD system with two kinds of Carleman estimates.
We rewrite the MHD system and obtain the following equations:
For simplicity, we assume the coefficients ν, µ and σ are constants. Then we have div(2νE(u)) = ν∆u. Also, we denote κ := 1 σµ . In fact, we consider the following linearized system:
Here
and the coefficients
, k ∈ N are supported to have enough regularity (e.g. W 2,∞ (Q)). For the second and the third equations of (1), the right-hand side G and U should be 0 for our MHD system. However, we introduce nonzero G, U for the convenience of the application in section 3. Now let's introduce the weight function. We choose a non-empty relatively open subboundary Γ ⊂ ∂Ω arbitrarily and give a lemma as follows. 
In fact, we can choose a bounded domain Ω 1 with boundary smooth enough such that
thus Ω 1 \ Ω contains some non-empty open subset. It is a well-known result (see Imanuvilov, Puel and Yamamoto [15] , Fursikov and Imanuvilov [8] ) that there exists a function η ∈ C 2 (Ω) such that for any ω ⊂⊂ Ω,
By choosing ω ⊂ Ω 1 \ Ω and applying the above result in Ω 1 , we obtain our function d. Without special emphases, we use the function d as above throughout this article.
Then we can have a singular weight function. Arbitrarily fix t 0 ∈ (0, T ) and set δ :
Then we can choose e 2sα as our weight function where
This is called a singular weight because α tends to −∞ as t goes to 0 and T . Thus, the weight is close to 0 near t = 0, T . For simplicity, we define
In the proof, we have further assumption that
Condition (6) should be true at least in the weak sense. In fact, if we have higher regularity of the source terms F and G, then we have improved regularity of the solution u. In that case, (6) holds automatically by the condition div u = 0, in Q.
Then our first Carleman estimate can be stated as:
for all s ≥ s 0 (λ) and all
Remarks. (i) There is a confusion for p L 2 (Ω) because p can be changed by adding any constant. Therefore, throughout this article, we mean inf c∈R p + c L 2 (Ω) when we simply write p L 2 (Ω) .
(ii) In this section and section 4, C always denotes generic positive constant which depends on T, Ω and the coefficients but is independent of large parameter s and λ as well. Since the independence of large parameter λ plays an important role in the proof of the Carleman estimates, we use the notation C λ to emphasize the dependence while the generic constant C also depends on λ.
On the other hand, we can use a regular weight function as well. We again arbitrarily fix Γ ⊂ ∂Ω, t 0 ∈ (0, T ) and let constant β > 0 be chosen later. Then the weight function e sϕ satisfies ψ(
with large parameters s > 0 and λ > 0. For simplicity, we introduce the notation:
for any subset D ⊂ Q. For our Carleman estimate, we consider the following condition:
Then our second Carleman estimate reads:
Remark. Theorem 2.3 is similar to a local Carleman estimate because we have the assumption (9) . However, here we don't assume that the solutions are compactly supported and we carefully calculate the boundary integral terms which come from integration by parts. It seems to be convenient for our application in the later sections.
We postpone the proofs of the key Carleman estimates to the last section. In the next section, we pay attention to their application to an inverse source problem.
Stability results for an inverse source problem
In this section, we discuss some stability results for an inverse source problem in terms of the Carleman estimates in section 2. There are several papers on inverse source problems for some types of partial differential equations. [22] (Theorem 6.2) considered an inverse source problem for parabolic type with the observation data on the boundary while Bellassoued and Yamamoto gave the uniqueness and stability theorem for an inverse problem for wave equation in [2] . Moreover, a relatively recent paper [5] handled with the inverse source problem for linearized Navier-Stokes equations. Our system is closely related to Navier-Stokes equations, but we have different observations from [5] . In fact, we add the observation of pressure p so that we can remove some imposed assumptions due to the loss of data.
In detail, we prove two stability results. First we establish a Lipschitz stability with measurements on the whole boundary. Then we also give another stability inequality of Hölder type. But this time we only need measurements of partial boundary.
We consider the following governing system:
where
admit the same notations in system (1) . Note that we write the external force in the form Rf with
Remark. For a general case, we can discuss a vector-valued function f and a suitable 3 × 3 matrix R. It is almost the same, but then we need the assumption that the matrix R(x, t 0 ) should be positively defined at a certain time t = t 0 .
Our inverse source problem can be described as follows:
Inverse source problem Let t 0 ∈ (0, T ) arbitrarily fixed. Determine spatially varying factor f by observation data
We divide the problem into two cases. (i) X = ∂Ω, i.e. the whole boundary data. Then the following stability result holds:
and f ∈ H 1 (Ω). Then there exists a constant C > 0 such that
On the other hand, (ii) X = Γ, which is an arbitrarily fixed sub-boundary, i.e. partial boundary data. Define
with function d satisfying Lemma 2.1. Then we have the stability of Hölder type. (11) . Here a priori bound M and measurements D are defined by
and
Proof of Theorem 3.1. Fix t 0 ∈ (0, T ).
Thanks to the key Carleman estimate in the section 2, we can deduce the stability inequality by the way similar to the typical method used for parabolic equation (e.g. see [22] ).
We denote β(x) := α(x, t 0 ). Thus by integrating the first equation of (11) over Ω at time t = t 0 with the weight se 2sβ , we have
where we introduce
Here we used the relation se 2sβ ≤ 1 in Ω for sufficiently large s.
Next, we use the Carleman estimate in the above section to estimate the first term on the right-hand side of (16) .
In fact, we notice that e 2sα(x,0) = 0, x ∈ Ω. Then we have
We used
Then according to our governing system (11), we have
Here L low (u, H) is the notation including the zeroth and first spatial derivatives of u and H. 
We combine the above three estimates and absorb the lower-order terms on the right-hand side into the left-hand side by taking parameter s large enough. Then we have
for sufficiently large s (e.g. s ≥ s 0 ). Here we denote the boundary measurements by
.
Rewriting inequality (17) in terms of (18), we have
Thus, (16) yields
. Taking into account the assumption (12), there exists a constant c 0 > 0 such that
Together with (19) , we obtain
Here we used α(x, t) ≤ α(x, t 0 ) = β(x) thanks to the choice of l. We finally absorb the lowerorder term with respect to s on the right-hand side into the left-hand side and obtain
for all s ≥ s 0 . Now let's fix s = s 0 . Since the weight function e 2s0β admits a positive lower bound in Ω, this leads to our result (13) .
Proof of Theorem 3.2.
We can use the idea in proving unique continuation and thus get a conditional stability of Hölder type by the observations only in a certain sub-boundary.
We denote δ = min{t 0 , T − t 0 }. Then we fix β = d C(Ω) /δ 2 . For ǫ > 0, we define
Recalling the definitions of ψ and Ω ǫ (see (8) and (14)), we have the relation:
We first prove the following lemma. 
for all s ≥ s 0 and (u, p, H) ∈ H 2,2 (Q) × H 1,1 (Q) × H 2,2 (Q) satisfying the system (11) . Here Q ⋆ 2ǫ := Q \ Q 2ǫ and
Proof. By the choice of β (i.e. β = d C(Ω) /δ 2 ), we can verify that
In fact, for any (
This implies (x, t) ∈ Ω ǫ × (t 0 − δ, t 0 + δ). The verification of (22) is completed. Next, we choose a cut-off function χ ∈ C 2 (Q):
Let u = χu, p = χp, H = χH and w = χu t , h = χH t , q = χp t . We deduce the equations with respect to ( u, p, H) by our system (11) and obtain
and L 5 , L 6 are the terms with derivatives of χ (i.e. ∂ t χ, ∇χ, ∂ 2 t χ, ...). By (22) and (23) 
for all s ≥ s 1 . Again we apply Theorem 2.3 to (25) and obtain ( w, q, h)
for all s ≥ s 2 . We take the summation of the above two estimates:
for all s ≥ s 0 := max{s 1 , s 2 }. Note that Q ǫ ∩ ∂Ω × (0, T ) ⊂ Γ × (0, T ), thus we have
Then by using the first estimate once more, we can rewrite (26) by:
for all s ≥ s 0 . According to the choice of cut-off function χ, χ vanishes outside of Q ǫ and the derivatives of χ vanish in Q 2ǫ . This gives an upper bound of the right-hand side of (27):
On the other hand, we have χ = 1 in Q 2ǫ . Then we estimate the lower bound of the left-hand side of (27):
[the LHS of (27)] ≥ ( u, p, H)
χr (Q2ǫ) . Inserting the above two inequalities into (27), we complete the proof of Lemma 3.3. Now we follow the same step as the proof of Theorem 3.1. By our governing system (11), we obtain
where we set D
Here we estimate the first and the third terms on the right-hand side of (28).
In fact, we choose δ 0 = ǫ β > 0 and a new cut-off function χ 0 ∈ C 2 [0, T ] satisfying
Then we calculate
(29) Here we used |χ|, |∂ t χ| ≤ C for t ∈ [0, T ] and
In addition, for the last inequality, we used the relation Ω 3ǫ
Similarly,
(30) and
(31) Then Lemma 3.3 yields
(32) for all s ≥ s 0 . We rewrite (28) in terms of (29) and (32):
where D is defined as
It follows from the assumption (12) that there exists a constant c 0 > 0 such that
Insert this inequality into (33):
We move the first term on the right-hand side into the left-hand side:
By Lebegue's theorem, we obtain
and thus
for all s ≥ s 0 . Recall the definition of Q ⋆ ǫ :
we have e 2sϕ = e 2se λψ < e
On the other hand, we calculate
Consequently, we can rewrite (34):
for all s ≥ s 0 . Here, C 1 := 2e 4λǫ (1 − e −λǫ ) > 0. We substitute s by s + s 0 and obtain
for all s ≥ 0. Here we put e −C1s0 and e Cs0 into the generic constant C. Finally, we show the estimate of Hölder type.
Firstly, assume D = 0. Letting s → ∞ in (35), we see that
Then the conclusion (15) holds true. Secondly, assume D = 0. We divide it into two cases.
For case 2, we suppose D ≤ M . In order to minimize the right-hand side of (35), we fix s > 0 such that
Since D = 0, we can choose
The proof of Theorem 3.2 is completed.
Proofs of Theorem 2.2 and 2.3
In this section, we prove Theorem 2.2 and Theorem 2.3 by some techniques and combinations of Carleman estimates. The key point is the estimate of pressure p. Thanks to the paper of H −1 -Carleman estimate of elliptic type (see Imanuvilov and Puel [14] ), we are able to establish the Carleman estimate with boundary data by a simple extension.
Proof of Theorem 2.2.
We divide the proof into three steps.
First step. We prove a Carleman estimate for pressure p with boundary data.
We shall use the following lemma. We take the zero extensions of y, f 0 , f j , j = 1, 2, 3 to Ω 1 and denote them by the same letters. Here Ω 1 is the same as that in (3). Thus we have
Note that the function d satisfies (2 for all λ ≥ λ 0 and s ≥ s 0 . In H −1 -Carleman estimate, there is a term of integral over interior sub-domain ω. However, we remove this term in the above inequality because we choose ω ⊂⊂ Ω 1 such that ω ⊂ Ω 1 \ Ω and y vanishes outside of Ω. Since f 0 , f j , j = 1, 2, 3 are also zero outside of Ω, (36) is proved.
We apply divergence operator to the first equation in (1) . By condition (6),
holds at least in the weak sense. On the other hand, Sobolev Trace Theorem states that there exists p ∈ H 1 (Ω) such that p = p on ∂Ω
Then we let q = p − p in Ω.
With respect to q, we have the following equations
We pay attention to the first derivative term ( 
Without loss of generality, we can assume d C(Ω) = 1 here. Multiplying the above inequality by s −1 l(t)e −2sl −1 (t)e 2λ and integrating over (0, T ), we obtain
for λ ≥ 1 large enough and all s ≥ s 1 .
Second step. We apply a Carleman estimate of parabolic type.
We have the following lemma.
Lemma 4.2. Let ϕ 0 satisfy (5) and y ∈ H 2,1 (Q) satisfy
Then there exist a constant λ 0 > 0 such that for arbitrary λ ≥ λ 0 we can choose a constant s 0 (λ) > 0 satisfying: there exists a constant C λ > 0 such that
for all s ≥ s 0 .
The proof for this lemma is similar to that in Chae, Imanuvilov and Kim [4] . We also refer to Imanuvilov [13] .
We rewrite the first equation in (1) to get
Applying Lemma 4.2 to each component of above equations, we obtain
(43) for λ large enough and all s ≥ s 2 .
Next, we apply Carleman estimate of parabolic type to the second equation of (1) and we have the following estimate:
(44) for λ large enough and all s ≥ max{s 1 , s 3 }. Here we used s
We combine the estimates for p, u and H.
Summing up the estimates (41), (43) and (44) yields
for fixed λ large enough and all s ≥ s 4 ≡ max{s 1 , s 2 , s 3 }.
Finally, we choose s 5 ≡ max{s 4 , 2C λ l(t 0 )} and thus we can absorb the lower-order terms on the right hand side into the left-hand side:
for fixed λ large enough and all s ≥ s 5 .
The proof of Theorem 2.2 is completed.
Proof of Theorem 2.3. We divide the proof into three steps.
First step. We prove a Carleman estimate for pressure p with boundary data. We apply divergence operator to the first equation of (1). In terms of the third equation, we rewrite the equation to be
By Sobolev Trace Theorem, there exists p ∈ H 1 (Ω) such that
We set q = p − p in Ω.
Thus we have
Applying Lemma 4.1 to the above equations, we obtain 
for all λ ≥ λ 1 and s ≥ s 1 (λ).
Second step. We apply parabolic Carleman estimates to the equations of u and H.
We need the following Carleman estimate of parabolic type as Lemma. 
for all s ≥ s(λ) and τ = 0, 1.
For the proof, we refer to Theorem 3.1 and Theorem 3.2 of Yamamoto [22] . In that survey paper, the proof is done for supp y ⊂ Q. In fact, by the same methods, we only calculate the boundary integral terms carefully to obtain the above estimate.
In the first equation of (1), we rewrite it by putting L 1 (H) + ∇p into the right-hand side: 
for λ ≥ λ 3 and s ≥ s 3 (λ).
Third step. We Combine the above Carleman estimates.
We sum up the estimates (46) 
for λ ≥ λ 4 ≡ max{λ i , i = 1, 2, 3} and s ≥ s 4 (λ) ≡ max{s i (λ), i = 1, 2, 3}. Therefore, we can fix λ ≥ λ 4 large to absorb the lower-order terms on the right-hand side and obtain 
for all s ≥ s 4 . We emphasize that here we are able to absorb the lower-order terms ∇u, ∇H on the right-hand side since C > 0 is independent of large parameter λ. Without loss of generality, we can assume ψ ≥ 0 (if not, we only need to add a sufficiently large constant to ψ). Hence we have the relation 1 ≤ ϕ(x, t) ≤ C λ in Q.
We use this in (49) and finally divide both sides by s. This completes the proof of Theorem 2.3.
