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相互レニー情報量規準に基づくSIC情報源の性質に関する研究













を用いて構成される量子情報源である)SIC 情報源 [3] の性質を
明らかにする．本研究結果より，SIC 情報源はすべての量子状





量子状態は d次元複素ヒルベルト空間Hd の単位ベクトル |ψ⟩
によって表される．量子情報源 E とは，m個の量子状態の集合





ある．量子測定は positive-operator valued measure(POVM)
Π = {Πj}n−1j=0 によって表される．ここで，POVM Π とは∑n−1
j=0 Πj = I を満たす半正定値作用素 Πj の集合である．各
Πj に対して，Πj = |ϕj⟩⟨ϕj | を満たすようなベクトル |ϕj⟩ ∈ Hd
が存在する場合，この POVMをランク 1 POVMと呼ぶ．
POVMは量子測定の最も一般的な表現であるため，以降，量
子測定のことを単に POVMと呼ぶこともある．
|ψi⟩ を Π によって測定したときに結果 j を得る確率は
P (j|i) = ⟨ψi|Πj |ψi⟩ のように表される．E から結果 j を得
る確率は P (j) = Tr [Πjρ] のように計算される．
3 相互レニー情報量






























定義 2（α次のアクセシブルレニー情報量） α 次の相互レニー
情報量 Iα(Π, E)の POVMに関する最大値を α次のアクセシブ
ルレニー情報量 Iα(E)と呼ぶ: Iα(E) := maxΠ Iα(Π, E)．














残念ながら，α 次のレニーサブエントロピーが α 次のアクセシ
ブルレニー情報量の下界かどうかは知られていない．









(k ̸= k′) (5)
を満たす d2 個の単位ベクトル |ψk⟩ ∈ Hd の集合を d 次元 SIC
集合と呼ぶ．
一つを除き，すべての知られている SIC 集合は Weyl–
Heisenberg 共変性を有する．このため，本稿では Weyl–
Heisenberg 共変的 SIC 集合のみを考える．表記の簡単化のた
め，Weyl–Heisenberg共変的 SIC集合を単に SIC集合と書く．
定義 5（SIC情報源 [3]） d 次元 SIC 集合 {|ψi⟩} と等先験確率
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3. アクセシブル情報量がサブエントロピーと一致する [4]．
4. ヒルベルト空間の quantumnessを達成する [6]．
前節の最後で述べたことに注意すると，4 つ目の性質 [3] は
SIC 情報源の性質と同じである．以降では，相互レニー情報量




る．この 4 つの性質は第 4.2 節で述べた Scrooge 情報源の性質
1, 2, 3によく似た性質である．さらに，数値実験により，述べた
SIC情報源の性質が任意の αに対して拡張できないことを示す．
まず，Scrooge情報源の 1, 2, 3つ目に対応する命題を述べる．
命題 6 d 次元 SIC 情報源 E(SIC) を Weyl–Heisenberg 共変的
なランク 1 POVMで測定したとき，測定の種類に依らずに相互
レニー情報量は定数となる．
命題 7 d次元 SIC情報源 E(SIC) のアクセシブルレニー情報量
は任意のWeyl–Heisenberg共変的なランク 1 POVMによって
達成される．




(密度作用素 1dI を持つ) 量子情報源の中でアクセシブル情報量
が最小である”と言い直すことができる．これに注意して，SIC
情報源のさらなる性質を述べる．
命題 9 d次元 SIC情報源 E(SIC) のアクセシブルレニー情報量





報源と呼ばれるクラスの中で，SIC 情報源は Scrooge 情報源に
よく似た性質を持つことを保証する．
次に，命題 6, 7, 8 が一般の α に拡張できないことを示す．
図 1 は Weyl–Heisenberg 共変的なランク 1 POVM と 2 次元
SIC情報源の間の α次の相互レニー情報量である．灰色，赤色，
青色，緑色，橙色の線はそれぞれ α = 1, 2, 3, 4, 5次の相互レニー
情報量を表している*1．横軸はWeyl–Heisenberg共変的なラン
ク 1 POVMのパラメータ θ であり，POVMの変化を表してい
る．明らかに α = 2 以外ではWeyl–Heisenberg 共変的なラン
ク 1 POVM の種類に依存しているため，命題 6 と 7 は一般の
α に拡張できないことがわかる． 図 2 は 2 次元 SIC 情報源の
α 次のアクセシブル情報量*2と 12I に対する α 次のレニーサブ
エントロピーを示している．青色と赤色の線がそれぞれ α 次の
アクセシブル情報量と α 次のレニーサブエントロピーである．
α = 2以外の点では，SIC情報源の α次のアクセシブル情報量
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