mixing is correlated as a function of temperature and composition using an empirical expression. The configurational Helmholtz energy is obtained upon using the Gibbs-Helmholtz equation with Guggenheim's athermal entropy of mixing as boundary condition. Since Monte-Carlo simulations give essentially exact results for the lattice model, the effects of nonrandom mixing on the configurational thermodynamic properties of a binary mixture can be determined. The expression generated here produces coexistence curves that are more accurate than those from other mode.s, especially near the critical region.
INTRODUCilON
Lattice models provide a convenient starting point for a theoretical description of the thermodynamic properties of concentrated solutions. Historically, they have proven useful in the correlation of single-phase· mixture properties such as activity coefficients and heats of mixing, but they frequently give inadequate results when applied to liquid-liquid phase equilibria. Common models, such as the Flory-Huggins (FH) model (Flory, 1953) or the Quasi-Chemical (QC) model (Guggenheim, 1952) , produce liquid~liquid coexistence curves which are too narrow or parabolic near the critical region when compared to experimental data.
Previously reported failures of the lattice model for liquid-liquid coexistence curves is due, at least in part, to mathematical approximations for taking into account effl?Cts of nonrandom mixing to obtain an analytical solution to the lattice model. These failures are not primarily due to the use of a lattice to visualize the effects of nonrandom mixing on local composition. Some models, such as the FH model, do not take, nonrandom mixing into account at all; the FH model is only the Bragg-Williams Random Mixing (RM) model (Hill, 1956) extended to chain systems. The QC model attempts take nonrandom mixing into account, but it is only accurate for small deviations from random mixing. More recent is the Lattice Ouster (LC) model (Madden, 2 Pesci, & Freed, 1990; Dudowicz, Freed & Madden, 1990) which is a formal method for the exact solution of the lattice model. However, in practice (to date) the LC model remains deficient for the correlation of liquidliquid equilibria.
The goal of this work is to evaluate the effects of nonrandom mixing on liquid-liquid equilibria using Monte-Carlo simulations of the same lattice used in earlier models. Results of the Monte-Carlo simulations are used to formulate a more accurate expression for the energy of mixing of monomer/r-mer mixtures; this expression is used to obtain an expression for the Helmholtz energy of mixing. The coexistence curves predicted using this expression are compared to those from other models and to Monte-Carlo simulations for finding the binodal. Finally, some comments are presented concerning the ability of the lattice model to correlate experimental liquid-liquid equilibria.
DESCRIPTION OF MODEL
The description of the lattice model starts with a simple cubic lattice (coordination number, z = 6) containing Nr sites. The lattice is filled completely by N 1 molecules of type 1 and N2 molecules of type 2.
Molecules of type 1 occupy only one lattice site (r 1 = 1), whereas molecules of type 2 are flexible chain molecules (r-mers) which occupy r 2 nearest-neighbor lattice sites. Consideration is restricted to nearest-neighbor interactions. The configurational partition function on mixing, Q(Nr,N 1 ,T), is (1) where the sum is over all possible numbers of 1-2 nearest-neighbor pairs, N 12 . The combinatorial factor, g(Nu), is the degeneracy of configurational states which have N 12 nearest-neighbor 1-2 pairs. Since the lattice is incompressible, the only relevant interaction energy is the interchange energy, £ = 2£ 12 -£ 11 -£221 where tij is the (non-bonded) i-j nearest-neighbor interaction energy. A dimensionless temperature is defined by T = kT/e, where Tis absolute temperature and k is Boltzmann's constant. The sum in equation (1) is replaced by its maximum term. As a result, concentration fluctuations, or fluctuations in N 12 , are not considered. The relationship between N 12 and g(N 12 ) to the configurational Helmholtz energy, AmixA, is given by:
The logarithm of the combinatorial factor is proportional to the entropy of mixing, ~mixS, and N 12 is proportional to the en~rgy of mixing, ~ixU. Most models begin by proposing a form of g(N 12 ) and then derive the average value of N 12 by finding the maximum term in equation (1) using a variational technique (Kemeny, et al., 1990) . It is in the choice of g(N 12 ) where most of the severe mathematical simplifications are made to obtain an analytical solution for AmixA.
Because no statistical mechanical method is available for determining g(N 12 ) exactly, an alternative method is used here for determining the Helmholtz energy of mixing. This method focuses on knowledge of N 12
as obtained from Monte-Carlo simulation. The energy of mixing is related to the number of nearest-neighbor pairs by
If N 12 is known as a function of composition· and (dimensionless) temperature, then the contribution to the Helmholtz energy due to nonrandom rirlxing can be calculated by integrating the Gibbs-Helmholtz ~uation:
.1mixA -(-.1mix5·)= (¥ .1mixU c{b) .
The lower limit of integration is the athermal reference state designated by •. Therefore, we must know the athermal entropy of mixing [or equivalently g(N 12 .) , where N 1 2 is the number of nearest-neighbor 1-2 pairs in a random or athermal mixture]. There are several choices: Flory's (1953) expression, Guggenheim's (1952) expression, or the LC expression. Guggenheim's athermal entropy of mixing is chosen here because it includes chain connectivity, which Flory's expression does not. For athermal systems, Guggenheim's expression produces results essentially identical to those of the LC model. Guggenheim's athermal entropy of mixing is (5) where 4li is the volume fraction of component i, ei = N 1 q 1 /(N 1 q 1 + N~2) is the surface fraction of component i, and qi is the surface area parameter; zqi = ri(z -2) + 2.
MONTE-cARLO SIMULATIONS
Monte-Carlo simulations were performed using a simple cubic lattice with L sites on each box edge and with periodic boundary conditions. The lattice is completely filled with a fixed composition of monomer and rmer. Standard Metropolis Monte-Carlo sampling (Allen & Tildesley, 1987; Chandler, 1987 ) was used to accept or reject generated configurations. For the case where r 1 = r 2 = 1 (Ising Lattice), new configurations were sampled by randomly picking two different types of molecules and switching their identities.
For cases where r 1 = 1 and r 2 > 1, r-mer confo~tions are sampled by reptation (Wall & Mandel, 1975) .
A brief description of the reptation algorithm is as follows: 1) A chain is picked at random. 2) A segment at one end of the picked chain is chosen also at random. 3) A nearest-neighbor site of the segment at the other end is · chosen. 4) If this site is occupied by another r-mer segment then the move is rejected. If occupied by a monomer, then the end segment is switched with the monomer and made the head of the chain generating a new configuration.
Only the linear combination of interaction energies, £, is important. { Therefore, the simulation is simplified by setting £ 11 and £ 22 to zero and only setting e 12 • The dimensionless temperature of the simulation is fixed by specifying kT /2£ 1 2. The energy of the system (in units of kD is given by N 12 <v> /2T, where N 12 <v> is the number of nearest-neighbor 1-2 pairs of configuration v. Consequently, determination of the number of nearestneighbor 1-2 pairs appears naturally in the simulation. Simulations were only performed at temperatures in the single-phase region.
The lattice size varied with the length of the polymer chains simulated. As a rule of thumb, lattice sizes L > 2-{f; + 5 were used (Rodriguez & Freire, 1991) . Table 1lists the box size and number of (equilibrated) attempted moves ~veraged for each chain length simulated. For a specific chain length, no change in the 4 results was observed when the box size was increased to a value larger than that listed in Table 1 . Figure 1 shows typical results for the energy of mixing for monomer/20-mer mixtures as a function of r-mer volume fraction for different dimensionless temperatures. Since the reptation algorithm is not efficient for long polymer chains at high polymer volume fractions, results could not be obtained at volume fractions of r-mer > 0.8 for r2 > 50 .
CORRElATION OF SIMULATION DATA
The algebraic form to correlate energy of mixing data from Monte-Carlo simulations is a Redlich-Kister expansion truncated after the third term:
where cp 1 and «P2 are monomer and r-mer volume fractions, respectively. Parameters A' and C' depend on dimensionless temperature and r-mer chain length only. To a good approximation, B' is independent of dimensionleSs temperature and depends only on r-mer chain length. The temperature dependence of A' and C' is correlated by 
Equations (11) and (12), together with Guggenheim's athermal entropy of mixing [equation (5)], give an expression for the Helmholtz energy of mixing of a monomer(1)/r-mer(2) mixture. Equation (11) 
RESULTS AND DISCUSSION
Comparison with MC calculation of binodal and other models Figure 3 presents a comparison of coexistence curves for a monomer /monomer Qsing lattice) mixture. The points in Figure 3 are results of a lattice Gibbs-ensemble Monte-Carlo simulation {Panagiotopolous, et al, 1988) used explicitly to find the binodal. Agreement between the Monte-Carlo points and the result calculated using equation (11) is excellent. Note the deficiency of the LC model for this mixture, which gives results poorer than those from both this model and the QC model. As expected, the RM model gives the poorest agreement. Figure   3 is analogous to the result when models, such as the RM or QC models, are used to correlate experimental liquid-liquid equilibria. If a tie line is used to determine model parameters, the calculated coexistence curves overshoot the critical point. If the critical point is fit, the models produce coexistence curves which are much too narrow relative to experiment. The dimensionless critical temperature, Tc = 1.129, for the model presented here, comes close to the most accurate theoretical value Tc = 1.128 <Fisher, 1967>. At larger values of r2 , the critical r•mer volume fraction is about twice that calculated by the FH model. This is consistent with comparisons to experiment (Shultz & Flory, 1952) . Note, however, that at larger r 2 values, both this model and the FH model give the same slope of -1. The strange curvature exhibited by the LC model is indicative of the anomalous shapes. of the coexistence curves indicated above.
Comparison with experiment
To correlate experimental liquid-liquid equilibria, it is necessary to fix lattice-model parameters, r 2 and £/k. The simplest choice for the determination of t:/k is to use the experimental upper-<:onsolute critical temperature. For r21 there are two simple choices. One is make the ratio r 2 /r 1 equal to a ratio of characteristic volumes, such as the molar volumes at a specified temperature. A second choice is to adjust r 2 to give agreement with the experimental critical composition. The energy parameter, t:/k, has no effect on the shape of the coexistence curve for a specified value of r 2 . Therefore, r 2 is the most important parameter to determine the shape of calculated coexistence curves. Unless otherwise noted, the first method for the estimation of r 2 was temperatures more than say, 1 °C below the critical temperature. Nevertheless, it may be useful to study the effect of fluctuations using modem theory of critical phenomena (McMahon & Glandt, 1988) .
3) Oriented intermolecular forces. For the systems shown in Figures 6-9 , it is unlikely that oriented forces play a significant role. Nevertheless, it is likely that a better fit of the data can be obtained by using a secondary lattice (Hu, et al., 1991) . This likely better fit, however, requires at least one more binary c, parameter.
'·1,
4)
In the model used here, no allowance is made for variable flexibility of the chain molecules. · The model impiicitly assumes that poly(isobutylene) (Figure 6 ) has the same flexibility as polystyrene (Figure 7) .
Further, the solvent molecule (diisobutyl ketone in Figure 6 and cyclohexane in Figure 7 ) is considered to be a monomer where the concept of flexibility does not apply. It is likely that this deficiency is primarily responsible for lack of consistent agreement between lattice-model and experimental results. 50, 20, 10, 8, 6, 4, 3, 2, 1.5 oo, 10, 8, 6, 4, 3, 2 oo, 10, 8, 6, 4, 3, 2 oo, 10, 8, 6, 4, 3, 2 oo, 10, 8, 6, 4, 3 oo, 10, 8, 6, 4, 3 oo, 10, 8, 6, 4, 3 oo, 10, 8, 6, 4, 3 oo,10,8,6,4 = .. 
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