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21. Motivation: Microeconomic panel data
and heteroscedasticity
•Heteroscedasticity = endemic when working withmicroeconomic cross-
section data











i = 1, ...,m
—Various sources of heteroscedasticity:
- Diﬀerences in size (mechanical source)
- Heteroscedasticity not directly related to size (heteroge-
neity)
•Heteroscedasticity in cross-section⇒ heteroscedasticity in panel data























i = 1, ...,m;
j = 1, 2, ..., t
— Same heteroscedasticity sources but at two diﬀerent levels: within
and/or between
3•Heteroscedastic speciﬁcations available in the literature:





































= a non-parametric function f (Z
ij
)



























• Limitations of these speciﬁcations:
—Only one heteroscedastic error or imposed identical patterns
—Grouped heteroscedasticity = incidental parameter problems
when m is large but t is small (usual in microeconomic panel
data)
—Does not allow for unbalanced (incomplete) panel














































i = 1, ...,m;


















(.) are (strictly) positive twice continuously diﬀe-












- The missing data generating mechanism is assumed “ignorable”
- Encompass the previously proposed parametric speciﬁcations
- Provides a way to account for large diﬀerences in size and/or
varying heterogeneity
• Stacking the n
i





































• Stacking again the above vectors and matrices, we obtain the general
form:
E (Y/X,Z,W ) = Xβ









53. Second order pseudo maximum likelihood
estimation and properties
•At ﬁrst sight, the most natural estimator of the model is:
βˆ
FGLS
= (X ′Ωˆ−1X)−1X ′Ωˆ−1Y
where Ωˆ is a consistent (m→∞, n
i
bounded) estimator of Ω
Properties of the FGLS estimator (= gaussian quasi-generalized
pseudo maximum likelihood):
- Consistent and eﬃcient if Ωˆ is consistent
- Consistent but ineﬃcient if Ωˆ is inconsistent (but posi-
tive deﬁnite and O
p
(1)). In this case, V (βˆ
FGLS
) must be
computed using a heteroscedasticity-consistent covariance
matrix estimator
• In the present context, the gaussian pseudo maximum likelihood of
order 2 (GPML2) is attractive:
— From a computational point of view:
- Given the general form of the variance functions, Ωˆ can
not be obtained in a simple way, i.e., in avoiding non-
linear optimization. GPML2 also requires non-linear op-
timization but simultaneously provides mean and variance
parameters
— From a statistical point of view:
- For the mean parameters, GPML2 has the same proper-
ties than FGLS (including robustness to variance misspe-
ciﬁcation). But it has additional by-product properties
for the variance parameters. Among them, under nor-
mality, it provides an eﬃcient estimator of the variance
parameters
































































•Computation of the GPML2 estimator:
— Needed ingredients for “eﬃcient” computation:
- A numerical algorithm: scoring method (rapid, stable)
requires (“vec” versus “trace” matrix expressions):
- Analytical gradient
- (Analytical hessian: H)
- Analytical conditionally expected hessian: E
o
(H)










































- RPML2 consistency theorem:































Then suﬃcient and necessary conditions for ϕˆ
m
to be consis-





when both the conditional mean and the condi-


























the conditional mean is correctly specified but the conditional variance is



















, θ) ( θ∗
m
is a pseudo-true value), are:








































































) is a (n
i









- Since the normal distribution belongs to the restricted quadratic
exponential family, we have for GPML2:
—Under correctly speciﬁed conditional mean and variance:
ϕˆ
m
a.s.−→ ϕo, as m→∞ (n
i













a.s.−→ 0, as m→∞ (n
i
bounded)






is a pseudo-true value (KLIC interpretation)
8•Asymptotic normality of GPML2:
- Standard PML asymptotic normality theorem (e.g. White (1994)):
Assume that usual regularity conditions are satisfied and let ϕˆ
m
be a





























































- The form of the asymptotic covariance of GPML2 depends on the
extent of the misspeciﬁcation:
1- If the model is correctly speciﬁed in its entirety (conditional distri-




− ϕo) ≈ N(0, Co
m
























































Consistent covariance matrix estimator (E
o











































































− ϕo) ≈ N(0, Co
m











































































































































Consistent covariance matrix estimator (E
o






















































































































































































3- If the model is correctly speciﬁed for the conditional mean but mis-



















































































































































































Consistent covariance matrix estimator (E
o



































































































































































































































•Purpose: to provide distribution-free pre and post estimation (mis)spe-
ciﬁcation tests of the conditional variance speciﬁcation
- Joint pseudo Lagrange multiplier test: distribution-free
test statistic which allows to get some insight of the potential
relevance of the proposed model before estimating it (by only
resorting to OLS residuals)
- Information matrix test: distribution-free test statistic which
allows to check the validity of the conditional variance speciﬁ-
cation of proposed model after having estimated it
4.1. Joint pseudo Lagrange multiplier testing and a
BMCP
•We are interested in testing the null of no individual eﬀects and
homoscedasticity against the alternative of (possibly heteroscedastic)
individual eﬀects and a general form of heteroscedasticity (a set of
locally equivalent alternatives) in the usual white noise disturbance
To do that, standard one-directional tests are not suitable since
they are only valid and eventually hold optimal properties when
all “other assumptions” are satisﬁed
Two basic solutions to “undertesting”:
- To resort to “robust statistics” (e.g. Li-Stengos (1994))
- To perform joint testing
The present test statistic, derived in the gaussian PML frame-
work, is a mixture of these two solutions: it is a joint test and
it is robust to distributional misspeciﬁcation
• If the joint test statistic reject the null, how to identify the source(s)
of departure from H
0
?
One possible answer: to use a Bonferroni Multiple Comparison
Procedure
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4.1.1. The joint pseudo LM statistic



































= 0 and σ2
µ







— h(.) = arbitrary fct. satisfying: h(.) > 0, h(0) = 1 and h′(0) = 0
—No variance fct. associated with σ2
µ
since we are testing σ2
µ
= 0
•General form of the PLM statistic for testing H
0
: Rϕ = 0 (r cons-


















































may be replaced by any consistent estimator under H
0
• In the present case (key features: Jo
m
is block-diagonal and we are
























































































































































































































= the incomplete panel version of the Breush-Pagan
(1980) standard LM test for error component derived in Baltagi-
Li (1990). The balanced version of the standard LM test was
shown to be robust to non-normality by Honda (1985)
—A statistic asymptotically equivalent to PLM
H
, previously pro-
posed by Wooldridge (1990), may be computed as N minus
the residual sum of squares (= NR2
u



















b+ residuals, i = 1, ...,m; j = 1, ..., n
i







) = δ ∀ i, j, PLM
H
may be simpliﬁed and we obtain







































































4.1.2. The Bonferroni Multiple Comparison Procedure
• Source(s) of departure from H
0
when it is rejected ?





•Basic idea of the BMCP:




= 0 and θ
2
= 0, by an










induced test: accept H
0
















Determination of the sizes α
i
of the separate tests such that the































Under the alternative, one separate statistic may contaminate
the other one
⇒ must be handle with circumspection
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4.2. Information matrix testing
•We are interested in testing the null that the conditional variance
speciﬁcation (the conditional mean is implicitly assumed correctly
speciﬁed) is correct against the alternative that it is not (no precise
alternative)
To do that, we can perfom either:
- An Hausman-type test on the variance parameters
- Or an information matrix test on the covariance matrix










) = 0, i = 1, ...,m






















• Information matrix test (implicit null = conditional mean and con-








































where S is a q × k2
β
selection matrix





































































































the term between square brackets may be replaced by any
consistent estimator under H
0
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• In the present case (key features: Go
m
β
= 0 and Jo
m
is block-diagonal)


























































































































all quantities are evaluated at the GPML2 estimator
•Remark:
- A statistic IM′
β
numerically equal to IM
β
may be computed
as m minus the residual sum of squares (= mR2
u















































may itself be com-























P + residuals, i = 1, ...,m
IM′
β
may be view as aWooldridge’s modiﬁed m-test (Wooldridge





remains a valid statistic (and asymptotically equivalent
to IM
β
) if all quantities are evaluated at any n-root consistent
estimator under H
0
rather than at the GPML2 estimator
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5. An empirical illustration
•Data from Fecher-Perelman (1989)
— Inputs-output production records
— 1286 ﬁrms from 14 sectors of the Belgian manufacturing industry
—Observations over the period 1977-1983 (almost perfectly ba-
lanced)
— The obs. variability prominently lies in the between dimension




























































denotes the ﬁrm output, t is a trend (t =
1, 2, ..., 7) and the 3 inputs xk
ij
are capital, labour and raw materials
•Purpose = to show that:
1- Heteroscedasticity is likely to be a problem in this kind of pro-
duction model
2- The proposed model may oﬀer a sensible way to deal with it, at
least for eﬃciency reason, by approximately taking into account
the scedastic structure of the data
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), k = 1, 2, 3
⇒ allow variances to change according to both size and input ratios














1 327 51 618.48 593.16 25.32
2 161 23 260.57 253.59 6.98∗
3 728 105 844.57 817.50 27.07
4 532 76 952.82 926.60 26.22
5 405 58 635.99 590.11 45.88
6 391 56 414.24 409.92 4.32∗
7 823 118 1085.19 1074.38 10.81∗
8 461 66 718.11 690.92 27.19
9 1559 223 2581.08 2523.15 57.93
10 1091 156 2008.57 1975.51 33.06
11 420 60 781.46 753.97 27.49
12 748 107 1064.57 1047.43 17.14
13 824 118 1756.90 1733.16 23.74
14 480 69 816.33 795.63 20.70
∗ Not significant at 1%
- Joint PLM Statistic: all rejected with P-values < 0.00001
-Marginal statistic for heteroscedasticity: 11 out of 14 rejected with
P-values almost always < 0.0001
•GPML2 estimation for sector 10 (Textile industry):
-Z
ij




), k = 1, 2, 3
-W
i











), k = 1, 2, 3
- Std. errors computed assuming misspeciﬁed conditional variance
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Table 2: Sector 10 (Textile industry) GPML2 estimates
Variable Parameter Std. error t-stat. P-value
Intercept -0.20938 0.01580 -13.256 0.0000
Trend 0.04926 0.00561 8.777 0.0000
Trend2 -0.00358 0.00062 -5.756 0.0000
K x Trend 0.00003 0.00121 0.027 0.9783
L x Trend 0.00583 0.00243 2.401 0.0164
M x Trend -0.00882 0.00235 -3.754 0.0002
K 0.02105 0.00858 2.452 0.0142
L 0.20494 0.01358 15.090 0.0000
M 0.73676 0.01548 47.602 0.0000
K2 0.00437 0.00282 1.549 0.1214
L2 0.05252 0.01093 4.804 0.0000
M2 0.06138 0.00909 6.754 0.0000
L x K -0.00295 0.00802 -0.368 0.7130
M x K 0.00203 0.00544 0.372 0.7096





Intercept -5.59141 0.09919 -56.371 0.0000
K 0.16487 0.08128 2.028 0.0425
L -0.00743 0.11930 -0.062 0.9503





Intercept -4.09073 0.10683 -38.292 0.0000
K 0.24047 0.09857 2.439 0.0147
L -0.27645 0.13238 -2.088 0.0368
M -0.49759 0.09501 -5.237 0.0000
• IM statistic IM
β
: χ2(1) = 14.2621, P-value = 0.00016
(indicator = sum of all non-redundant elements of the IM equality)
⇒ The condidional variance is misspeciﬁed. However, it can be seen that





vative test on the pseudo-true value) and that this heteroscedasticity-like
phenomena seems to be related to both inputs ratio and size
