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Abstract
We develop strong shape theory for arbitrary topological pro-spaces. When restricted to spaces,
our theory is equivalent to the Lisica–Mardes˘ic´ strong shape theory. We construct also extraordinary
strong homology H ∗(_ ,E) for pro-spaces with the coefficients in a spectrum. The theory is
isomorphic to the Lisica–Mardes˘ic´ strong homology H∗(_ ,G) when E = K(G) is the Eilenberg–
MacLane spectrum.  2001 Elsevier Science B.V. All rights reserved.
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0. Introduction
0.1. Preliminaries
In this paper we develop extraordinary strong homology for arbitrary topological pro-
spaces. There exist such theories for spaces. Ordinary strong homology H ∗(X,G) was
constructed in a series of papers by Lisica and Mardes˘ic´ [15,16,14]. The main idea in
their papers is to choose a strong ANR-expansion X → P and construct then a kind of
homotopy limit for the corresponding diagram C∗(P ,G) of singular chain complexes.
Strong homology H ∗(X,E) with the coefficients in a spectrum was first constructed by
Batanin in [1,2]. However, the idea of such a construction was introduced earlier in [7].
Given a space X, and a spectrum E, choose an ANR-expansion X→ P and define
H ∗(X,E) := π∗ holim
((
P ∪ {∗})∧E).
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In [1] a more detailed description has been sketched, and some properties have been
established. We generalize Batanin’s construction to pro-spaces and establish a much larger
list of properties. One of the most important new properties is the statement that our
homology H ∗(X,E) is isomorphic to the homology H ∗(X,G) of Lisica–Mardes˘ic´ type
when E is the Eilenberg–MacLane spectrum K(G).
Our extraordinary strong homology will be defined on the strong shape category.
However, the existing (equivalent!) constructions of such a category due to Lisica and
Mardes˘ic´ [13], Günther [8,11], and Batanin [1], are not convenient for our purposes.
We need therefore another construction. In Section 2 we define a strong shape category
SSh(pro-TOP). That category contains a full subcategory SSh(TOP) which is equivalent
to the Lisica–Mardes˘ic´ strong shape category, and thus to the strong shape categories
of Günther and Batanin, too. We construct further in Theorem 1 another category, more
convenient for our purposes. We define then strong homology functors on that new
category. Theorems 2–4 establish correctness of the definition, connections with the
Lisica–Mardes˘ic´ theory, and basic properties of that strong homology theory.
The paper is organized as follows.
Main results are stated in Section 1.
In Section 2 we develop our strong shape category and prove Theorem 1.
In Section 3 we define strong homology for pro-spaces in three forms: ordinary
strong homology, Γ -homology, and E∗-homology. We investigate connections between
the three constructions, establish a number of properties of strong homology, and prove
Theorems 2–4.
0.2. Notations
When working with categories, we will use the following notations:
Notation 0.2.1. Let C be a category.
(a) Let |C| denote the set (or class) of objects of C, and let C(i, j) denote a set of
morphisms between objects i, j ∈ |C|.
(b) Given a class of morphisms Σ ⊆ Mor(C), denote by C[Σ−1] the corresponding
category of fractions [12, Definition I.1.1].
(c) Γ -C (for example, Γ -TOP, Γ -AB, etc.) will be the category of Γ -objects
(Definition 3.2.2) in C.
Notation 0.2.2. Let us fix the following notations:
(a) SETS := the category of sets;
(b) ANR := the full subcategory of ANRs with respect to metric spaces;
(c) TOP := the category of topological spaces;
(d) AB := the category of Abelian groups;
(e) CHAIN := the category of chain complexes;
(f) SP := the category of spectra.
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1. Main results
Let us introduce the basic category SSh(pro-TOP) we are working with.
Definition 1.0.3. Let H(pro-TOP) be the homotopy category of pro-spaces, i.e., the
category with the class of objects |pro-TOP|, and sets of morphisms H(pro-TOP)(X,Y )
consisting of homotopy classes of maps X → Y . Analogously homotopy categories
H(pro-ANR), H(inv-TOP), and H(inv-ANR) are defined.
Definition 1.0.4. The strong shape category SSh(pro-TOP) is the category of fractions
pro-TOP[Λ−1] where Λ ⊆ Mor(pro-TOP) is the class of strong shape equivalences
(Definition 2.3.5).
The category TOP is clearly a full subcategory of pro-TOP.
Definition 1.0.5. Let SSh(TOP) be the full subcategory of SSh(pro-TOP) with the class
of objects |TOP|.
We will give another, even more convenient definition of SSh(pro-TOP). Let Σ ⊆
Mor(inv-ANR) be the family of special morphisms (Definition 2.1.9), and let CH(pro-
ANR) be the coherent homotopy category of Lisica and Mardes˘ic´ [13]. The objects of that
category are pro-ANRs indexed by cofinite sets, and morphisms are homotopy classes of
coherent mappings.
Theorem 1.
SSh(pro-TOP)≈ inv-ANR [Σ−1] ≈ CH(pro-ANR).
Proof. See Section 2.7. ✷
Corollary 1.0.6. Our strong shape category SSh(TOP) for spaces is equivalent to the
Lisica–Mardes˘ic´ strong shape category SSh.
Remark 1.0.7. The equivalent definitions of the above categories are:
SSh(pro-TOP)= pro-TOP[Λ−1] ≈H(pro-TOP)[Λ−1],
pro-ANR[Λ−1] ≈H(pro-ANR)[Λ−1],
inv-ANR[Σ−1] ≈H(inv-ANR)[Σ−1].
The reason is that both Λ and Σ contain maps of the form X→ X × [0,1], and thus
homotopic maps become equal in the corresponding category of fractions.
To define a homology theory on the category inv-ANR[Σ−1], one needs to define a
sequence of absolute (h∗(X)) and relative (h∗(f )) homology functors from inv-ANR to
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the category AB of Abelian groups which map special morphisms to isomorphisms. We
will do this for the following three cases:
(1) ordinary (Lisica–Mardes˘ic´ type) homology HLM∗ (_ ,G) with the coefficients in an
Abelian group G (Definition 3.1.3);
(2) strong homology HΓ∗ (_ ,A) with the coefficients in a Γ -space A (Definition 3.2.8);
(3) strong homologyH ∗(_ ,E) with the coefficients in a spectrum E (Definition 3.3.1).
We will see below (Theorem 3) that each case is a generalization of the previous one.
That is why we use the same notation H ∗(_ ,_) in all three cases.
Theorem 2. Let F be either an Abelian group, or a Γ -space, or a spectrum.
(a) The theory H ?∗(X,F ) is well-defined.
(b) For an inverse system X : I → ANR there exists a spectral sequence (the basic
spectral sequence) with the second term
Est2 = lims pro-H−t (X,F )
converging to H−s−t (X,F ).
Proof. See Section 3.4. ✷
The classes “Abelian groups”, “Γ -spaces”, and “spectra” are ordered as follows:
“Abelian groups”⊆ “Γ -spaces”⊆ “spectra”
(see Examples 3.2.5 and 3.2.6). Theorem below states relations between the three strong
homology theories constructed above:
Theorem 3. Let G be an Abelian group.
(a) H ∗(X,G) is isomorphic to the Lisica–Mardes˘ic´ strong homology.
(b) Consider the Γ -space K(G) (see Example 3.2.5). Then there exists an isomorphism
H
LM
∗ (X,G)≈HΓ∗
(
X,K(G)
)
natural on X ∈ |SSh(pro-TOP)| and G ∈ |AB|.
(c) Consider the (connective) spectrum Sp(A) (Definition 3.2.6) for a Γ -space A. Then
there exists an isomorphism
H
Γ
∗ (X,A)≈H ∗
(
X,Sp(A)
)
natural on X ∈ |SSh(pro-TOP)| and A ∈ |Γ -TOP|.
Proof. See Section 3.5. ✷
Finally let us state a list of properties of extraordinary strong homology:
Theorem 4. The functors H ∗(_ ,E) satisfy the following properties:
(a) (Exactness) For any mapping f :X→ Y there exists a natural exact sequence
· · ·→Hn(X,E)f∗→Hn(Y ,E)→Hn(f,E) ∂→Hn−1(X,E)f∗→· · · .
A.V. Prasolov / Topology and its Applications 113 (2001) 249–291 253
(b) (Suspension) For a pointed pro-space X there is a natural isomorphism
H ∗(X,∗;E)≈H ∗+1(SX,∗;E)≈H ∗+1(S′X,∗;E),
where SX (S′X) is a (reduced ) suspension.
(c) (Triad sequence) For any mappings f :X→ Y and g :Y → Z there exists a natural
exact sequence
· · ·→Hn(f,E)→Hn(g ◦ f,E)→Hn(g,E) ∂→Hn−1(f,E)→ ·· · .
(d) (Excision) If f :X→ Y is a normal mapping (Definition 2.5.4) then
H ∗(f,E)≈Hn(Cokerf,∗;E),
where Cokerf is the colimit of the diagram
X
f
Y
∗
(e) (Strong wedge) Let ((Xα, xα): α ∈A) be a family of pointed pro-spaces, and let
X =
∨
α∈A
Xα
be their strong wedge (Definition 3.6.3). Then the projections X→Xα induce an
isomorphism
H ∗(X, x; E)→
∏
α∈A
H ∗(Xα, xα;E).
(f) (Change of coefficients) Let E′ →E→E′′ be a fibre or cofibre sequence of spectra.
Then there exists a natural exact sequence
· · ·→Hn(X,E′)→Hn(X,E)→Hn(X,E′′)→Hn−1(X,E′)→·· · .
(g) (Atiyah–Hirzebruch) Let X : I → TOP represent a pro-space such that shape
dimensions sd X(i), i ∈ |I |, are bounded. Let further E be an m-connective
spectrum. Then there exists a natural spectral sequence with the second term
E2st =Hs
(
X,Et (∗)
)
converging to Hs+t (X,E).
Proof. See Section 3.6. ✷
Remark 1.0.8. It seems probable that the strong wedge property can be generalized as
follows: for a pro-spaceX there exists a natural spectral sequence
Est2 = lims pro-H−t (X,E)⇒H−s−t (X,E)
(compare Remark 3.6.2).
We shall return to this issue elsewhere.
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2. Strong shape category
2.1. Pro-objects
There exist three equivalent ways of introducing the pro-category pro-C: using cofinite
ordered sets, directed ordered sets, or cofiltered index categories. We choose the latter
method which is the most general one.
Definition 2.1.1. Given a category C, let pro-C [19, §I.1] be the category with the class
of objects |pro-C| consisting of functors
X : I → C,
where I is a small cofiltered category. Given two such objects
X : I → C and Y :J → C,
let
pro-C(X,Y )= lim
j
colim
i
C
(
X(i),Y (j)
)
.
It follows from the definition that morphisms in pro-C are represented by pairs (ϕ,f )
where ϕ : |J |→ |I | and f is a family of morphisms
f (j) :X
(
ϕ(j)
)→ Y (j), j ∈ |J |.
Definition 2.1.2. Given a functor F :C→D, let
pro-F : pro-C→ pro-D
be the corresponding pro-functor
(X : I → C) → (F ◦X : I →D).
Definition 2.1.3. Let inv-C be the category of inverse systems with the class of objects
|inv-C| := {functorsX : I →C where I is a small category}
and sets of morphisms
inv-C(X,Y ) := {(ϕ,f ): ϕ :J → I is a functor,
f :X ◦ ϕ→ Y is a functor morphism}.
We have an evident functor η : inv-C→ pro-C identical on objects. It is neither injective
nor surjective on morphisms.
There are five important classes of morphisms in inv-C, cofinal morphisms, level and
special morphisms, level isomorphisms, and level equivalences.
Definition 2.1.4. A morphism (ϕ,f ) is called cofinal if ϕ is a cofinal functor [19, §I.1],
and f is an isomorphism of functors.
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Remark 2.1.5. The definition above coincides with the definition of a left cofinal functor
in [3, XI, 9.1], when I and J are cofiltered.
Definition 2.1.6. A morphism (ϕ,f ) is called level if ϕ is the identical functor (I = J ).
Definition 2.1.7. A level morphism (ϕ,f ) is called level isomorphism if f is an
isomorphism of functors.
Definition 2.1.8. A level morphism (ϕ,f ) in pro-TOP is called level equivalence if f (j)
is a homotopy equivalence for each j ∈ Y (j).
Definition 2.1.9. A morphism (ϕ,f ) in inv-TOP is called special if ϕ is a cofinal functor
and f (j) is a homotopy equivalence for each j ∈ Y (j).
Theorem 2.1.10. The pro-category pro-C is equivalent to the category of fractions
pro-C ≈ inv-C[Σ−1],
where Σ = cof-C is the class of cofinal morphisms.
Proof. The functor η induces a (unique!) functor
η′ : inv-C[Σ−1]→ pro-C
because η maps cofinal morphisms to isomorphisms in pro-C.
Let X : I → C and Y :J → C be objects of pro-C, and let [F ] :X→ Y be a morphism
in pro-C represented by a pair F = (ϕ,f ) where ϕ : |X| → |Y | and
f = ((f (j) :X(ϕ(j))→ Y (j)): j ∈ |J |).
Consider the category Cf (F ) with the set of objects∣∣Cf (F )∣∣ := {(i, j,p): i ∈ |I |, j ∈ |J |, p : i→ ϕ(j)}
and sets of morphisms Cf (F )((i1, j1,p1), (i2, j2,p2)) consisting of pairs
(α : i1 → i2, β : j1 → j2)
such that the following diagram commutes:
X(i1)
X(p1)
X(α)
X(ϕ(j1))
f (j1) Y (j1)
Y (β)
X(i2)
X(p2) X(ϕ(j2))
f (j2) Y (j2)
There are evident cofinal functors
i(F ) : Cf (F )→ I ((i, j,p) → i),
j (F ) : Cf (F )→ J ((i, j,p) → j).
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and we have a commutative diagram in pro-C:
X
F
Y
X ◦ i(F )
I (F )
F ′ Y ◦ j (F )
J (F )
(2.1)
where F ′ is a level morphism and the vertical morphisms I (F ) and J (F ) are cofinal.
We can now define a mapping
ξ : pro-C → inv-C[Σ−1]
identical on objects and acting on morphisms by the formula
ξ
([F ]) := (I (F ))−1 ◦F ′ ◦ J (F ).
We need to prove that
(1) ξ is well-defined;
(2) ξ is a functor;
(3) ξ is the inverse to the functor
η′ : inv-C
[
Σ−1
]→ pro-C
defined above.
(1) Suppose [F ] = [G] in pro-C where F = (ϕ,f ) and G= (ψ,g). It means that there
exist a map χ : |J |→ |I |, and two families of morphisms(
χ(j)→ ϕ(j) : j ∈ |J |),(
χ(j)→ψ(j) : j ∈ |J |)
such that the diagrams
X(χ(j)) X(ϕ(j))
f (j)
X(ψ(j))
g(j)
Y (j)
commute for all j ∈ |J |. The corresponding unique morphism
X
(
χ(j)
)→ Y (j)
will be denoted by h(j), and we can consider a pair H = (χ,h) representing the same
morphism in pro-C:
[H ] = [F ] = [G].
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Consider the new index category Cf (H) and the following diagram
X [H ]=[F ]=[G] Y
X ◦ i(F ) Y ◦ j (F )
X ◦ i(H) Y ◦ j (H)
X ◦ i(G) Y ◦ j (G)
The dotted arrows are induced by evident cofinal functors
Cf (H)→ Cf (F ) (i, j, i→ χ(j)) → (i, j, i→ χ(j)→ ϕ(j))
and
Cf (H)→ Cf (G) (i, j, i→ χ(j)) → (i, j, i→ χ(j)→ψ(j)).
The diagram above is commutative when considered as a diagram in pro-C, while the
same diagram without the top horizontal arrow commutes as a diagram in inv-C. Now we
have in the category of fractions inv-C[Σ−1]:
I (F )−1 ◦F ′ ◦ J (F )= I (H)−1 ◦H ′ ◦ J (H)= I (G)−1 ◦G′ ◦ J (G)
thus ξ is well-defined.
(2) Let [F ] :X→ Y and [G] :Y →Z be morphisms with
X : I → C, Y :J → C, Z :K→ C.
Consider diagrams
X
[F ]=[(ϕ,f )]
Y
i(F ) ◦X F ′ j (F ) ◦ Y
and
Y
[G]=[(ψ,g)]
Z
i(G) ◦ Y G′ j (G) ◦Z
Let CCf (F,G) be the a small category defined as follows. The class of its objects
|CCf (F,G)| will consist of 5-tuples (i, j, k,p, q, r) such that
i ∈ |I |, j ∈ |J |, k ∈ |K|, p : i→ ϕ(j), q : j →ψ(k), r : i→ ϕ(ψ(k)),
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and the diagram
X(i)
X(p)
X(r)
X(ϕ(j))
f (j)
Y (j)
Y (q)
X(ϕ(ψ(k)))
f (ψ(k))
Y (ψ(k))
commutes. Sets of morphisms
CCf ((i1, j1, k1,p1, q1, r1), (i1, j1, k1,p1, q1, r1))
will consist of triples (α,β, γ ) such that
α : i1 → i2, β : j1 → j2, γ : k1 → k2,
and the diagram
X(i1)
X(α)
X(ϕ(j1)) Y (j1)
Y (β)
Y (ψ(k1)) Z(k1)
Z(γ )
X(i2) X(ϕ(j2)) Y (j2) Y (ψ(k2)) Z(k2)
commutes.
Denote by H the pair (χ,h) where χ = ϕ ◦ψ and h(k) is the composition
X
(
ϕ(ψ(k))
)f (ψ(k))
Y
(
ψ(k)
) g(k)
Z(k).
We have evident cofinal morphisms
CCf (F,G)→ Cf (G ◦F) ((i, j, k,p, q, r) → (i, k, r)),
CCf (F,G)→ Cf (F ) ((i, j, k,p, q, r) → (i, j,p)),
CCf (F,G)→ Cf (G) ((i, j, k,p, q, r) → (j, k, q)),
and a diagram
X [G◦F ][F ]
Z
Y
[G]
X ◦ i(F ) F ′
I (F )
Y ◦ j (F )
J (F )
Y ◦ i(G)
I (G)
G′ Z ◦ j (G)
J (G)
X ◦ i(F,G) Z ◦ j (G ◦ F)
X ◦ i(G ◦ F)
I (G◦F)
(G◦F ′)
Z ◦ j (G ◦F)
J (G◦F)
which commutes in pro-C. Without the dotted arrows, the diagram also commutes when
considered in inv-C. We can calculate from the diagram:
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ξ
([G ◦ F ]) = (I (G ◦ F))−1 ◦ (G ◦ F)′ ◦ J (G ◦F)= J (F,G) ◦ (F,G)′ ◦ (I (F,G))−1
= (I (F ))−1 ◦F ′ ◦ J (F ) ◦ (I (G))−1 ◦G′ ◦ J (G)= ξ([G]) ◦ ξ([F ])
proving that ξ is a functor.
(3) Diagram (2.1) commutes in pro-C, and therefore
η ◦ ξ ′ = Idpro-C.
If F in diagram (2.1) is a morphism in inv-C, then the diagram commutes also in inv-C,
which implies
ξ ◦ η′ = Idinv-C[Σ−1]
and ξ is an isomorphism of categories. ✷
2.2. Homotopy limits
Remind [17, §I.1] that simplicial sets are functors from the category ∆op to the category
of sets. Here ∆ is the category of finite non-empty ordered sets and monotone maps, and
∆op is its dual. From now on, let us use an abbreviation complexes for simplicial sets. Let
SS be the category of complexes. Denote by [n] ∈ |∆op| the standard ordered set
0 < 1 < 2< · · ·< n.
Any complex K :∆op → SETS is uniquely determined [17, §I.1] by its values Kn :=
K([n]) on the standard ordered sets, and by face and degeneracy maps
di = dni :Kn→Kn−1, n 1, 0 i  n,
si = sni :Kn →Kn+1, n 0, 0 i  n.
Let further ∆[n] ∈ |SS| be the standard n-simplex:(
∆[n])
m
:=∆op([n], [m])=∆([m], [n]).
Notation ∆n will be used for the standard n-dimensional geometric simplex (∆n ∈ |TOP|)
which is the geometric realization ([17, §III.4] and [3, §VIII.2]) of the n-dimensional
simplicial simplex ∆[n]. Denote by ◦∆[n] the boundary of ∆[n].
Let K be a complex, and C be a category. Denote by NC the nerve [24] (or the
underlying space in the sense of [3, §XI.2.1]), of C. Simplicial maps K → NC will be
called C-systems on K . Given such a system F :K→C, denote by F in mappings
F in :Kn →|C|, i = 0,1, . . . , n,
where F in(σ )=Xi if σ ∈Kn and
F n(σ )= (X0 →X1 →·· ·→Xn) ∈ (NC)n.
It is easy to see that a system F :K→ C is uniquely determined by two mappings
F 0 :K0 →|C|
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and
F 1 :K1 →Mor(C)
satisfying
F 1(d1s)= F 1(d0s) ◦F 1(d2s)
for any simplex s ∈K2.
Simplicial maps h from K×∆[1] to NC will be called transformations between h|K×{0}
and h|K×{1}. Any such transformation between F and G is uniquely determined by a
family of morphisms
hσ :F 0(σ )→G0(σ ), σ ∈K0,
such that diagrams
F 0(d1σ)
h(d1σ)
F 1(σ )
G0(d1σ)
G1(σ )
F 0(d0σ)
h(d0σ) G0(d0σ)
commute for all σ ∈K1.
Remark 2.2.1. When C = SS, we will always assume that F (σ ) is a Kan complex [17,
Conventions I.1.6] for each σ ∈K0.
Let us remind that cosimplicial objects [3, §X.2] of C are functors from ∆ to C.
Analogously, any such object K• is uniquely determined by Kn = K([n]), n  0, and
by coface and codegeneracy maps
di = din :Kn−1 →Kn, n 1, 0 i  n,
si = sin :Kn+1 →Kn, n 0, 0 i  n.
The corresponding category of cosimplicial objects of C will be denoted by cC, like cSS,
cAB, cTOP, etc.
Example 2.2.2. Let ∆• be either a cosimplicial complex ∆n := ∆[n] or a cosimplicial
space ∆• :=∆n with the evident coface and codegeneracy maps.
There is another important example of a cosimplicial object:
Definition 2.2.3. Let F :K→ C be a system. Define its cosimplicial replacement Π•F ∈
|cC| (compare [3, §XI.5] as follows:∏
σ∈(K)0
F 00(σ )
d0
d1
∏
σ∈K1
F 11(σ )
d0
d1
d2
∏
σ∈K2
F 22(σ )
d0
d1
d2
d3
· · ·
The coface and codegeneracy maps are defined analogously to [3, §XI.5].
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For complexes X and Y let Hom(X,Y ) be a complex with(
Hom(X,Y )
)
n
:=HomSS
(
X×∆[n], Y ),
while for topological spaces X,Y the same notation Hom(X,Y ) will be used for the space
of maps from X to Y with the compact-open topology. If X,Y : I → SS (or TOP) are
functors then a complex (space) HomI (X,Y ) is defined analogously.
Definition 2.2.4. Let X• be a cosimplicial complex (space). Then its total complex (space)
is defined as follows:
Tot(X) :=Hom∆(∆•,X•)
(compare [3, §X.3 and XI.4.5]).
Definition 2.2.5. Let K be a complex. Given a system F :K → SS (TOP), denote by
holimF the total complex (space) of the cosimplicial replacement Π•F .
Any transformation h :F →G induces a cosimplicial map Π•F →Π•G and a map of
complexes (spaces) holim(F )→ holim(G).
Definition 2.2.6. Let C :∆→∆ be the canonical “shift” functor defined as follows:
C
([n]) := [n+ 1]
and
C(θ)(i) :=
{
θ(i − 1)+ 1 if i  1,
0 if i = 0,
for θ : [m]→ [n].
Definition 2.2.7. Given a complex K , define its cone CK to be the composition
CK =K ◦C :∆→ SETS.
Clearly (CK)n = Kn+1, and there is a canonical projection CK → K whose nth
component equals
d0 : (CK)n =Kn+1 →Kn.
Definition 2.2.8. A complex K is called left contractible to a point k ∈ K0 iff the
projection d0 : CK →K admits a section S :K→ CK such that
d1 ◦ S ≡ k :K0 →K0.
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The proposition below describes left contractible complexes. One should compare our
construction with the notion of finite diagram in [19, p. 16] which actually deals with left
contractible finite subcomplexes of the nerve NI of a small cofiltered category I .
Proposition 2.2.9. A complex K is left contractible to k if and only if there exists a family
of mappings
Sn :Kn →Kn+1, n 0,
such that
d1 ◦ S0 = k;
d0 ◦ Sn = IdKn;
di ◦ Sn = Sn−1 ◦ di−1, n 1, i  1.
Proof. Straightforward. ✷
Remark 2.2.10. If K ⊆ NI for a small category I , and K is left contractible to k then for
each i ∈ |I |, S0(i) is the only morphism in K1 from k to i .
The next theorem summarizes various properties of holim:
Theorem 2.2.11. Let C be either SS or TOP, and let F ,G :K→ C be C-systems on K .
(a) If C = SS then holim(F ) is a Kan complex.
(b) Let L⊆K be a subcomplex. Then the restriction mapping
holimF → holim(F |L)
is a Kan (Hurewicz) fibration.
(c) Let
K0 K1
K2 K
be a co-Cartesian diagram. Then the diagram
holimF holim(F |K1)
holim(F |K2) holim(F |K0)
(2.2)
is Cartesian and homotopy Cartesian.
(d) If K is left contractible to k ∈K0 then
holimF → holim(F |k)= ∗
is a homotopy equivalence.
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(e) Let h :F →G be a transformation such that h(σ ) is a homotopy equivalence for
any σ ∈K0. Then
holim(h) : holim(F )→ holim(G)
is a homotopy equivalence.
(f) Assume h(σ ) is a Kan (Hurewicz) fibration for each σ ∈K0. Then
holim
(
Fiber (h)
)→ holim(F )→ holim(G)
is a Kan (Hurewicz) fibration sequence.
(g) Let H :K × L → C be a C-system. Then the following homotopy limits are
homotopy equivalent:
holim
k
holim
(
k → holim(H {k}×L)
)
≈ holim(H )≈ holim
l
holim
(
l → holim(HK×{l})
)
.
(h) Let I and J be cofiltered categories, F : I → C be a functor, and let J → I be a
cofinal functor. Then the restriction map
holim(F )→ holim(F |J )
is a homotopy equivalence.
(i) If K is a finite complex and F 0(|K|)⊆ |ANR| then holimF ∈ |ANR|.
Proof. (a) Analogously to [3, Proposition XI.5.3], Π•F is a fibrant cosimplicial complex,
and therefore
holimF = Tot(Π•F )
is a Kan complex (see [3, X.5.1]).
(b) It is clear that
Π•F →Π•(F |L)
is a Kan (Hurewicz) fibration of cosimplicial complexes (spaces) whence the result (use [3,
X.5.1 and XI.4.5]).
(c) The natural mapping of fibers
fiber(Π•F →Π•(F |K2))→ fiber(Π•(F |K1)→Π•(F |K0))
is an isomorphism (homeomorphism), and therefore the square
Π•(F ) Π•(F |K1)
Π•(F |K2) Π•(F |K0)
is Cartesian in the category of cosimplicial complexes (spaces), whence the result for total
complexes (spaces).
264 A.V. Prasolov / Topology and its Applications 113 (2001) 249–291
(d) Throughout the proof let ∆n denote∆[n] in the case C = SS. Consider the mappings
Sn from Proposition 2.2.9. For each s ∈K0, there exists a simplex
t (s)= S0(s)
such that
d1t (s)= k, d0t (s)= s.
We get a family of mappings
πs = F
(
t (s)
)
:F (k)→ F (s)
such that the diagrams
F (k)
πs1
πs0
F (s1)
F (t)
F (s0)
commute for all t ∈K1 with di(t)= si . The family above defines a mapping
ξ :F (k)→ limF → holimF.
Clearly
ξ ◦ η= IdF (k).
It remains to show that η◦ξ is homotopic to IdholimF . LetC∆• be the cosimplicial complex
(or space) defined by the formula (C∆)n = C(∆n)=∆n+1 where CZ is the left cone of a
complex (space) Z (compare with the “shift” functor from Definition 2.2.6). We define a
mapping α from
holimF = Tot(Π•F )=HomcC(∆•,Π•F )
to HomcC(C∆•,Π•F ) such that the composition
holimF α→HomcC(C∆•,Π•F ) β→HomcC(∆•,Π•F )= holimF
equals η ◦ ξ , where β is induced by the natural inclusion ∆• ⊆ C∆•. To construct α, let us
use again the mappings Sn from Proposition 2.2.9. The corresponding mappings
sn :Πn+1F →ΠnF
give rise to mappings of complexes (spaces)
σn : HomcC(C∆•,Π•F )
πn+1 HomC(∆n+1,Πn+1F )
≈
HomC(C∆n,Πn+1F )
s HomC(C∆n,ΠnF )
where πn+1 is the (n+ 1)th projection. It follows that η ◦ ξ factors through HomcC(C∆•,
Π•F ) which is homotopy equivalent to F (k), because C∆• is a contractible cosimplicial
complex (space).
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(e) Analogous to [3, Homotopy Lemma XI.5.6].
(f) Analogous to [3, Fibration Lemma XI.5.5].
(g) Use double cosimplicial complexes (see [3, proof of XI.9.2]).
(h) Follows from (g) and (d). Compare [3, XI.9.2].
(i) Step 1. Let Λin ⊆
◦
∆[n], 0  i  n, be the union of faces number 0,1,2, . . . , i . For
example, Λ0n = ∆[n− 1] and Λnn =
◦
∆[n]. Let us prove that holim(F |Λin) ∈ |ANR| using
the following induction:
Λ00 ⇒Λ01 ⇒Λ11 ⇒ · · ·⇒Λin ⇒Λi+1n ⇒· · ·⇒Λnn ⇒Λ0n+1 ⇒ · · · .
Case Λ00: Clearly
holim(F |Λ00)≈ F (k) ∈ |ANR|,
where k ∈K0 is the image of Λ00 in K .
Case Λin ⇒Λi+1n : One gets the following Cartesian square:
holim(F |
Λi+1n ) holim(F |∆[n−1])
holim(F |Λin) holim(F |∆[n−2])
Using Lemma 2.2.12 below, we get holim(F |Λin) ∈ |ANR| because the three other spaces
are ANRs by induction.
Case (
◦
∆[n] =)Λnn⇒Λ0n+1(=∆[n]): Consider a Cartesian diagram
holim(F |∆[n]) holim(F |∆˙[n])
F nn(σ )
∆n F nn(σ )
Sn−1
where σ ∈ Kn is the image of ∆[n] in K . Again using Lemma 2.2.12 and induction
hypothesis, one gets holim(F |∆[n]) ∈ |ANR|.
Step 2. Induction on the number of non-degenerate simplices. Assume K ′ is obtained
from K by attaching one n-cell. It means that the following square
◦
∆[n] ∆[n]
K K ′
is co-Cartesian. The corresponding square
holim(F |K ′) holim(F |K)
holim(F |∆[n]) holim(F | ◦
∆[n])
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is Cartesian, and the dotted arrow is a Hurewicz fibration. It follows from Lemma 2.2.12
below that holim(F |K ′) ∈ |ANR|. ✷
Lemma 2.2.12. If in a Cartesian diagram
X P
P R
one of the solid arrows is a Hurewicz fibration, and the three spaces P,Q, and R are
ANRs, then X is also an ANR.
Proof. See [8, Lemma 1.4]. ✷
We will need homotopy limits for other types of objects like chain complexes,Γ -spaces,
and spectra. The definitions will be given later in Section 3. Statements analogous to
Theorem 2.2.11 are valid for those “future” homotopy limits, too:
Proposition 2.2.13. Let C = CHAIN, Γ -TOP, Γ -SS, or SP.
(a) Let X,Y : I → C be functors, and let ϕ :X→ Y be a morphism such that
ϕ(i) :X(i)→ Y (i)
is a homotopy (weak) equivalence for each i ∈ |I |. Then
holim(ϕ) : holim(X)→ holim(Y )
is a homotopy (weak) equivalence.
(b) Let I and J be cofiltered,X : I → C be a functor, and let J → I be a cofinal functor.
Then the restriction map
holim(X)→ holim(X|J )
is a homotopy (weak) equivalence.
Proof. Compare [26, Section 5]. ✷
2.3. Strong shape equivalences
2.3.1. Function complexes
Definition 2.3.1. Given topological spaces X and Y , define their simplicial function
complex SF(X,Y ) as follows:
SF(X,Y )n := {continuous maps X×∆n → Y }
with evident face and degeneracy maps (compare [5, 5.1]).
Definition 2.3.2. Let X be a pro-space given by a functor
X : I → TOP
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and let Y be a space. Define the simplicial function complex SF(X, Y ) by:
SF(X, Y )= colim
i∈|I | SF
(
X(i), Y
)
.
Definition 2.3.3. For pro-spaces X and Y , let
SF(X,Y )= holim
j∈|J | SF
(
X,Y (j)
)
.
Let MAP(X,Y )• be the cosimplicial replacement (see Definition 2.2.3) of the functor
j → SF(X,Y (j)).
Then
SF(X,Y )= Tot(MAP(X,Y )•)
where
Tot(K•)=Hom∆(∆•,K•)
is the total space of a cosimplicial complex K• (Definition 2.2.4).
Let CH(pro-TOP) be the coherent pro-homotopy category in the sense of Lisica–
Mardes˘ic´ [13, §I.6].
Proposition 2.3.4.
π0SF(X,Y )≈ CH(pro-TOP)(X,Y ).
Proof. All simplicial sets involved are Kan complexes, and therefore
π0SF(X,Y )= Coker
(
SF(X,Y )1⇒ SF(X,Y )0
)
,
where
SF(X,Y )0 =HomcSS
(
∆•,MAP(X,Y )•
)
and
SF(X,Y )1 =HomcSS
(
∆• ×∆[1],MAP(X,Y )•).
Direct computation shows that SF(X,Y )0 is exactly the set of coherent maps X→ Y
in the sense of Lisica–Mardes˘ic´, while SF(X,Y )1 is the set of coherent homotopies
X×∆1 → Y . ✷
Definition 2.3.5. A mapping f :X → Y is a strong shape equivalence (compare [5,
Definition 4.1]) if for any ANR P :
(a) Given a mappingX→ P to P there exists a mapping Y → P such that the diagram
X
f
Y
P
is homotopy commutative.
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(b) Given two mappings
g1, g2 :Y → P
and a homotopy
H :g1 ◦ f ∼ g2 ◦ f
there exists a homotopy
G :g1 ∼ g2
such that
(c) H ◦ f ∼G rel. X× {0,1}.
Definition 2.3.6. A strong shape equivalence X → P with P ∈ |pro-ANR| is called a
strong expansion of X.
Theorem 2.3.7. A mapping f :X→ Y is a strong shape equivalence if and only if the
corresponding mapping
SF(f,Q) : SF(Y ,Q)→ SF(X,Q)
is a homotopy equivalence for any Q ∈ ANR.
Proof. See [5, Theorem 5.14]. Let us give a direct proof. The conditions (a)–(c) are
equivalent to the following (P ∈ ANR):
(a′) π0SF(Y ,P )→ π0SF(X,P ) is onto;
(b′) π0SF(Y ,P )→ π0SF(X,P ) is one-to-one;
(c′) π1SF(Y ,P )→ π1SF(X,P ) is onto.
If we set P =QSn then conditions (a′)−(b′) are equivalent to conditions
π0SF(Y ,P )= π˜n(Y ,Q)→≈ π˜n(X,Q)= π0SF(X,P ),
where π˜nZ = [Sn,Z] is the set of free homotopy classes of maps Sn →Z. As
π˜nZ ≈ πnZ/π1Z
for n 1 and an arcwise connected space Z, then, adding condition (c′), one gets
πnSF(Y ,Q)→≈ πnSF(X,Q)
for all n 0, and therefore
SF(Y ,Q)→ SF(X,Q)
is a homotopy equivalence. ✷
Corollary 2.3.8. Let X→ Y be a strong shape equivalence, and let P ∈ |pro-ANR|. Then
(a) SF(Y ,P )→ SF(X,P )is a homotopy equivalence;
(b) CH(pro-TOP)(Y ,P )≈ CH(pro-TOP)(X,P ).
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Proof. Theorem 2.2.11(e) implies (a). Proposition 2.3.4 implies (b). ✷
Remark 2.3.9. Condition (b) from the corollary is what is called coherent expansion
in [13].
Proposition 2.3.10. Any special morphism in pro-TOP is a strong shape equivalence.
Proof. Apply Theorem 2.2.11(e), (h), Proposition 2.3.4 and Theorem 2.3.7. ✷
2.4. Homotopy colimits
In [3, Chapter XII], homotopy colimits are defined dually to homotopy limits. Let us
define homotopy colimits in the category pro-TOP. To begin with, let us consider usual
colimits in the category.
Proposition 2.4.1. Assume C has coproducts. Then pro-C also has coproducts.
Proof. Let
(Xα : Iα → C, α ∈A)
be a family of pro-objects. Denote by I the product I =∏α Iα and let X : I → C be the
following pro-object:
X(i) :=
∐
α∈A
X(iα).
It is easily seen that X is a coproduct of Xα in pro-C. ✷
Proposition 2.4.2. Assume C has cokernels. Then pro-C also has cokernels.
Proof. Let X : I → C and Y : I → C be pro-objects, and F,G :X→ Y be two mappings
represented by pairs (ϕ,f ) and (ψ,g). For each j ∈ |J | choose a χ(j) ∈ |I | and a
diagram
ϕ(j)← χ(j)→ ψ(j).
Let Cff (F,G) (compare proof of Theorem 2.1.10) be a small cofiltered category with∣∣Cff (f,G)∣∣ := {(i, j, i→ χ(j)), i ∈ |I |, j ∈ |J |}
and sets of morphisms
Cff (F,G)((i1, j1, i1 → χ(j1)), (i2, j2, i2 → χ(j2)))
:= the set of pairs (α,β): α : i→ i ′, β : j → j ′
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such that diagrams
X(i1)
X(α)
X(ϕ(j1))
f (j1) Y (j1)
Y (β)
X(i2) X(ϕ(j2))
f (j2) Y (j2)
and
X(i1)
X(α)
X(ψ(j1))
g(j1) Y (j1)
Y (β)
X(i2) X(ψ(j2))
g(j2) Y (j2)
commute. Let Z : Cff (F,G)→ C be a pro-object defined as follows:
Z
(
i, j, i→ χ(j)) := Coker(X(χ(j))
f (j)
g(j)
Y (j)
)
.
One gets a map∣∣Cff (F,G)∣∣→|J | ((i, j, i→ χ(j)) → j)
and canonical morphisms
Y (j)→ Z(i, j, i→ χ(j))
from Y (j) to the corresponding cokernels. The mappings above define a morphism Y →Z
in pro-C, which is clearly a colimit of the pair (F,G). ✷
Corollary 2.4.3. If C has colimits, then so does pro-C.
Let i →Xi be an I -diagram in pro-SS (or pro-TOP). Following [3, Chapter XII], define
its homotopy colimit hocolim(i →Xi ) as the following cokernel:
hocolim(i →Xi )
:= Coker
( ∐
(θ : [m]→[n])∈∆
( ∐
i0→i1→···→in
Xi0 ×∆m
)
α→→
β
∐
j0→j1→···→jk
Xik ×∆k
)
where
α|(θ : [m]→[n],i0→i1→···→in) = IdXi0 × θ∗ :Xi0 ×∆m →Xi0 ×∆n
and
β|(θ : [m]→[n],i0→i1→···→in) =X(i0 → iθ(0))× Id∆m :Xi0 ×∆m→Xiθ(0) ×∆m
while the latter space is the σ th summand(
σ = (iθ(0)→ iθ(1)→·· ·→ iθ(m))
)
of the coproduct.
Corollary 2.4.4. Categories pro-SS and pro-TOP have homotopy colimits.
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Proposition 2.4.5. Given a functor i →Xi to pro-TOP, and P ∈ |TOP|, one gets
SF
(
hocolim(i →Xi ),P )≈ holim
i
SF(Xi , P ).
Proof. Compare [3, Proposition XII.4.1]. ✷
Corollary 2.4.6. Let i → Xi ,Y i be two functors to pro-TOP, and let ϕ be a functor
morphism such that ϕi :Xi → Y i is a strong shape equivalence for all i ∈ |I |. Then
hocolim(i →Xi )→ hocolim(i → Y i )
is a strong shape equivalence.
Example 2.4.7.
(a) The homotopy colimit of a discrete diagram (Xα: α ∈ A) is isomorphic to the
coproduct
∐
α∈AXα .
(b) The homotopy colimit of a diagram(
(iα :∗→Xα): α ∈A
)
is not isomorphic to the colimit of the diagram, i.e., to the wedge∨
α∈A
(Xα,∗).
However, the homotopy colimit is strong shape equivalent to the wedge.
(c) The homotopy colimit of a diagram
f :X→ Y
is called the cylinder of f , and is homotopy equivalent to Y .
(d) The homotopy colimit of a diagram
∗←X→ Y
is called the cone of f (compare Definition 2.5.8).
Remark 2.4.8. The homotopy limit of ANRs is not necessarily an ANR. For instance, the
homotopy wedge of infinitely many ANRs is not even metrizable. However, a homotopy
wedge of finitely many ANRs is an ANR. Likewise the coproduct of arbitrarily many ANRs
is an ANR.
One can easily prove, using induction, that
H ∗
(∐
α
Xα,E
)
≈
∐
α
H ∗(Xα,E)
for finite number of summands. The case of infinite number of summands is much more
difficult (see [6,18,21–23]), and the difference between the first and the second part of the
desired equivalence depends sometimes on a set-theoretic model we are working in.
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2.5. Normal mappings
Let X : I → SETS represent a pro-set. Denote by sub(Z) the set of subsets of Z. Let us
define a functor
sub(X) : I op → SETS
as follows:
sub(X)(i) := sub(X(i)),[
sub(X)(α)
]
(U) := (X(α))−1(U),
where i, j ∈ |I |, α : i→ j , and U ⊆X(j). We get therefore a filtered system of sets.
Definition 2.5.1.
SUB(X) := colim sub(X).
Elements of SUB(X) will be called germs of sets.
Definition 2.5.2. Let X : I → TOP represent a pro-space. One can analogously define
following sets:
OPEN(X) := set of germs of open subsets;
CLOSE(X) := set of germs of close subsets;
COV(X) := set of germs of coverings;
NORM(X) := set of germs of normal coverings.
Usual set-theoretic operations like union, intersection, and complement, are also defined
on germs of subsets. Let (U, i) represent an element U of SUB(X) where i ∈ |I | and
U ⊆X(i). We will denote by the same symbol U the pro-set
U :J → SETS,
where J = I\i is the category of arrows j → i , and
U(α : j → i) := α−1(U).
There is a natural mapping (ϕ,f ) :U→X defined as follows. Given k ∈ |I |, define
ϕ(k) := (α : j → i)
for a diagram ( i jα β k ) which exists because I is cofiltered. Let further f (k) be the
composition
V = α−1(U) ↪→X(j) X(β) X(k).
This mapping U → X is clearly a monomorphism in the category pro-SETS (or pro-
TOP). For any pair
U ⊆ V ∈ SUB(X)
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there exists a unique monomorphism U→ V such that the diagram
U V X
(ϕ,f )
commutes. One concludes that the ordering on SUB(X) coincides with the category-
theoretical ordering on the set of subobjects of X.
Remark 2.5.3. It is not true that all subobjects of X are elements of SUB(X).
We can also define pre-orderings on NORM(X) and COV(X) which are induced by the
refinement relation. It means that, given two germs (U, i) and (V, j) from COV(X) (or
NORM(X)), the germ (U, i) refines (V, j) iff there exists a diagram
i k
α β j
such that α−1(U) refines β−1(V).
Definition 2.5.4. A mapping f :X → Y in pro-TOP is called normal iff the induced
mapping
NORM(Y )→ NORM(X)
is cofinal. This means that, given a germ U from NORM(X), there exists a germ V from
NORM(Y ) such that f−1(V ) refines U .
Definition 2.5.5. Let f :X→ Y be a mapping in pro-TOP. A germ U from OPEN(Y ) is
called a normal neighborhood of f iff there exists a Uryhson mapping ϕ :Y →[0,1] such
that ϕ ◦ f ≡ 0 and ϕ|Y−U ≡ 1.
Let U(f ) denote the ordered set of germs of normal neighborhoods of f .
In the theorem below we collect various properties of normal mappings:
Theorem 2.5.6.
(a) p :A→X is normal iff for any map f fromA to an ANR P , and any open covering
U of P there exist a normal neighborhoodW of f and a map g :W → P such that
g|A is U -near to f .
(b) If p :A→X is normal, so is B→X× [0,1] where B is the colimit of the diagram
A× {0,1}
p×Id{0,1} X× {0,1}
A× [0,1] B
(c) If p :A→X is normal then A→ U(p) is a strong shape equivalence.
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(d) If p :A→X is normal and A has strong shape of a point, then
X→ Cokerf
(definition see in Theorem 4(d)) is a strong shape equivalence.
(e) If p :A→ X is normal then the natural mapping from the cone Cone(p) (Defini-
tion 2.5.8 below) to the cokernel Coker(p) is a strong shape equivalence.
(f) If in a commutative diagram
A1
p1
f
X1
g
Coker(p1)
h
A2
p2
X2 Coker(p2)
p1 and p2 are normal, and f and g are strong shape equivalences, then h is a strong
shape equivalence.
(g) If p :A→X is a cofibration with respect to ANRs then p is normal.
Proof. (a) Analogous to [9, Theorem 2.3a].
(b) Analogous to [9, Theorem 2.3b].
(c) Analogous to [9, Corollary 2.5].
(d) Analogous to [10, Corollary 3].
(e) Let CA be the cone of A, i.e., the cone of the inclusion ∅ ↪→ A, then the natural
mapping
p′ :CA ↪→ Cp
is normal (analogously to (b)). CA is contractible, while
Cokerp′ ≈ Cokerp
The mapping
Cone(p)→ Coker(p′)
is a strong shape equivalence by (d), whence the result.
(f) It follows from Corollary 2.4.6 that
Cone(p1)→ Cone(p2)
is a strong shape equivalence. The result now easily follows from (e).
(g) Analogous to [8, Beispiele 2.4]. ✷
Corollary 2.5.7. For any pro-space X there exists a strong expansion X → P , P ∈
|pro-ANR|.
Proof. Compare [13, proof of Theorem II.1].
Let s = maxi s(X(i)) where s(X(i)) is the density of X(i). Consider a set Λ′(X) of
equivalent classes of maps α :X→ Pα where Pα is an ANR of density  s. It follows that
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any mapping from X to an ANR factors through a mapping from the family Λ′(X). Let Λ
be the set of finite subsets of Λ′(X), and let
P (K) :=
∏
α∈K
Pα
for each K ∈ Λ. We have obtained a pro-ANR,P and a mapping f :X→ P which is
normal due to Theorem 2.5.6(a). Now, applying Theorem 2.5.6(c), one obtains the desired
strong expansionX→ U(f ). ✷
Definition 2.5.8. Given p :A→X, let Cone(p) (cone of p) be the colimit of the diagram
A× {0}
p
A× {1}
X A× [0,1] ∗
2.6. Fibrants
2.6.1. Categories of fractions
Let C be a category, and let Σ ⊆Mor(C) be a subclass containing all isomorphisms and
compositions (when defined):
Iso(C)⊆Σ, Σ ◦Σ ⊆Σ.
Morphisms from Σ will be called Σ-equivalences.
Definition 2.6.1. An object P ∈ |C| is called Σ-fibrant or simply fibrant iff
C(Y,P )
C(f,P )
C(X,P )
is an equivalence whenever f ∈Σ .
Definition 2.6.2. We say that the pair (C,Σ) has enough fibrants iff for any X ∈ |C| there
exist a fibrant P and a Σ-equivalence X→ P .
Theorem 2.6.3. If (C,Σ) has enough fibrants then:
(a) Σ admits calculus of left fractions [12, Definition I.2.2];
(b) C[Σ−1] ≈ Fib(C,Σ). where Fib(C,Σ) is the full subcategory consisting of all Σ-
fibrants.
Proof. (a) Step 1. Given a diagram
X Y
Z
f g
with f ∈Σ, there exists a Σ-equivalence f ′ :Y → P with P fibrant. It follows that
C(X,P)
C(f ′◦g,P )
C(Z,P )
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is an equivalence, thus there exists a g′ :X→ P such that the diagram
P
X
g′
Y
f ′
Z
f g
commutes.
Step 2. Given a diagram
X
α
Y
β
γ
Z
δ
T
with α ∈Σ and β ◦ α = γ ◦ α, let δ :Z→ T be a Σ-equivalence to a fibrant T . Then
δ ◦ β ◦ α = δ ◦ γ ◦ α
and δ ◦ β = δ ◦ γ because T is fibrant and α ∈Σ .
(b) Let X ∈ |C|, and let
ϕX :X→ ξ(X)
be a Σ-equivalence with ξ(X) ∈ Fib(C,Σ). Given a morphism f :X → Y , consider a
commutative diagram
X
f
ϕX
Y
ϕY
ξ(X)
ξ(f )
ξ(Y )
where the dotted arrow exists because ϕX ∈Σ and ξ(Y ) ∈ Fib(C,Σ). It is easily checked
that
ξ :C→ Fib(C,Σ)
induces an equivalence
C
[
Σ−1
]≈ Fib(C,Σ)
(compare [12, Proposition I.4.1]). ✷
Remark 2.6.4. It follows from the proof that
C
[
Σ−1
]
(X,Y )≈ C(X,ξ(Y )).
Remark 2.6.5. Let Fib′(C,Σ) be the full subcategory of Fib(C,Σ) containing objects of
the form ξ(X), X ∈ |C|. It is clear from the proof that one can use Fib′(C,Σ) instead of
Fib(C,Σ):
C
[
Σ−1
]≈ Fib′(C,Σ).
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2.6.2. Λ-fibrants
Definition 2.6.6. Let X : I → TOP represent a pro-space. Denote by I˜ any cofinal subset
of the ordered set of finite subcomplexes of the nerve NI. For K ⊆ NI let
X˜(K)= holim(X|K)
and for K ⊆ L let
X˜(L)= holim(X|L)→ holim(X|K)= X˜(K)
be the natural restriction map.
Remark 2.6.7. From now on let I˜ be the subset of all left contractible subcomplexes. The
corresponding pro-space X˜ is isomorphic to the pro-space defined on all subcomplexes
(see proposition below). However, when working in inv-TOP, the difference between the
two definitions is essential.
Proposition 2.6.8. Let I be a cofiltered category. Then the set of left contractible finite
subcomplexes of NI is cofinal in the set of all finite subcomplexes.
Proof. Let K ⊆ NI be a finite subcomplex. Using cofilteredness of I , choose a k ∈ |I |, and
a family of morphisms
s(σ ) : k→ σ ∈K0
such that
s(d0σ)= σ ◦ s(d1σ)
for each σ ∈K1. Adding simplices
k
s(i0)
i0 i1 · · · in
for each
(i0 → i1 → ·· ·→ in) ∈Kn,
one obtains a left contractible complex containing K . ✷
Theorem 2.6.9.
H(pro-TOP)
(
X, Y˜
)≈ CH(pro-TOP)(X,Y )≈ π0SF(X,Y ).
Proof. The isomorphism
CH(pro-TOP)(X,Y )≈ π0SF(X,Y )
was proved before (Proposition 2.3.4). We will prove that pro-TOP(X, Y˜ ) is isomorphic
to the set C(pro-TOP)(X,Y ) of coherent mapsX→ Y . Let F :X→ Y˜ be represented by
a pair (ϕ,f ) where ϕ : |J˜ | → |I | and((
f (K) :X(ϕ(K))→ Y (K)),K ∈ |J˜ |).
278 A.V. Prasolov / Topology and its Applications 113 (2001) 249–291
Given
σ = (j0 → j1 → ·· ·→ jn) ∈ (NI)n
let [σ ] be the subcomplex of NI generated by this simplex.
Let further
ψ(j0 → j1 →·· ·→ jn) := ϕ
([σ ]).
The mapping
f
([σ ]) :X(ψ(σ))→ Y˜ ([σ ])
gives rise to the mapping
g(σ) :X
(
ψ(σ)
)×∆n → Y (jn)
(see [3, XI.3.3 and Proposition XI.3.4]). The pair (ψ,g) defines a coherent mapping
X→ Y .
Conversely, let (ψ,g) define a coherent mapping X→ Y , and let K ⊆ NI be a finite
subcomplex of dimension n. Consider a family
g(σ) :X
(
ψ(σ)
)×∆n → Y (jn)
where
σ = (j0 → j1 → ·· ·→ jn) ∈ (NI)n
runs over all non-degenerate simplices of dimension n. From the coherence conditions
and [3, XI.3.3 and Proposition XI.3.4] one gets an object ϕ(K) ∈ |I |, morphisms ϕ(K)→
ψ(σ) and a mapping
X
(
ϕ(K)
)→ holim(Y |K)= Y˜ (K).
The correspondence (ψ,g) → (ϕ,f ) defines a mapping which is inverse to the mapping
defined before.
Taking homotopy classes of mappings, we get the desired isomorphism
CH(pro-TOP)(X,Y )→H(pro-TOP)(X, Y˜ ). ✷
Corollary 2.6.10. Let J ⊆ Fin(NI) be a cofinal set. Then X˜|J is a fibrant object in pro-
TOP.
Corollary 2.6.11. The category pro-TOP has enough Λ-fibrants.
Proof. Given X ∈ |pro-TOP|, let X→ P be its strong expansion (Corollary 2.5.7). The
desired Λ-equivalence will be the composition X→ P → P˜ where P → P˜ is a strong
shape equivalence (see Lemma 2.6.12 below). ✷
Given a pro-space X : I → TOP, let us define a canonical mapping ξ(X) :X→ X˜ in
inv-TOP. For each K ∈ |I˜ | choose
ϕ(K) ∈K0 ⊆ (NI)0 = |I |
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such that K is left contractible to ϕ(K) ∈K0. Using Proposition 2.2.9, choose contractions
SKn :Kn→Kn+1, n 0.
For each inclusion α :K→ L in I˜ one gets a morphism
ϕ(α)= SL0
(
ϕ(K)
)
:ϕ(L)→ ϕ(K).
Given another inclusion β :L→M , one gets
SL0
(
ϕ(K)
) ◦ SM0 (ϕ(L))= SM0 (ϕ(K))
because SM0 (ϕ(K)) is the only morphism in
M1 ⊆ (NI)1 =Mor(I)
from ϕ(M) to ϕ(K) (see Remark 2.2.10).
Lemma 2.6.12. If X ∈ |pro-TOP| then X→ X˜ is strong shape equivalence.
Proof. It follows from Theorem 2.2.11(d) that the mapping above is special. Apply
Proposition 2.3.10. ✷
2.7. Proof of Theorem 1
Step 1. The class of cofinal morphisms is contained in the class of special morphisms,
therefore, using Theorem 2.1.10, one gets
inv-ANR
[
Σ−1
]≈ pro-ANR[Σ−1].
Step 2. Using Remark 1.0.7, one obtains an equivalence
pro-ANR
[
Σ−1
]≈H(pro-ANR)[Σ−1].
Step 3. The category H(pro-ANR) has enough Σ-fibrants (see Lemma 2.6.12) and
therefore, having in mind Remark 2.6.5, one gets an equivalence
H(pro-ANR)
[
Σ−1
]≈H (Fib′(ANR)),
where Fib′(ANR) is the full subcategory of ANR consisting of pro-ANRs of the form P˜ ,
P ∈ |pro-ANR|.
Step 4. According to Remark 2.6.4,
H(pro-ANR)
[
Σ−1
]
(P ,Q)≈H(pro-ANR)(P ,Q˜)≈ CH(pro-ANR)(P ,Q).
We need only to compare our composition of morphisms with that of [13, §I.3]. Let
P ,Q,R ∈ |pro-ANR|, and let
f :P →Q˜ and g :Q→ R˜
be two morphisms in H(pro-ANR)[Σ−1]. The identity maps
≈
R→ ≈R and R˜→ R˜
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give rise to coherent morphisms
≈
R R˜ and R˜R.
The composition of these two morphisms due to [13, §I.2], is a coherent morphism
≈
RR.
The corresponding mapping η :
≈
R → R˜ in H(pro-ANR) is a homotopy inverse of the
natural mapping ξ : R˜→ ≈R. Let us have a look at the diagram
P
f
Q
g
Q˜
g˜
R R˜
ξ ≈
R
η
The dotted composition η ◦ g˜ ◦ f defines a mapping in H(pro-ANR)[Σ−1] which is
equivalent to the composition of f and g both in H(pro-ANR)[Σ−1] and CH(pro-TOP).
This gives the desired equivalence
H(pro-ANR)
[
Σ−1
]≈ CH(pro-TOP).
Step 5. The category H(pro-TOP) has enough Λ-fibrants of the form P˜ , P ∈
|pro-ANR|, and thus
H(pro-TOP)
[
Λ−1
]≈H (Fib′(pro-ANR))≈H(pro-ANR)[Σ−1].
Step 6. Again using Remark 1.0.7, one gets
H(pro-TOP)
[
Λ−1
]≈ pro-TOP[Λ−1].
3. Strong homology
3.1. Ordinary strong homology
Let C· : I → CHAIN be a functor from a small category I to the category of chain
complexes. Consider its cosimplicial replacement (Definition 2.2.3) Π•C· which is a
cosimplicial chain complex. Taking
δ :=
s∑
i=0
(−1)idi :ΠsCt →Πs+1Ct ,
one obtains a bicomplex (Π•C·, d, δ) with d ◦ δ = δ ◦ d .
Definition 3.1.1. (Compare with Tot(C) in [20, p. 22]). The homotopy limit of the functor
C· : I → CHAIN is the following chain complex holim(C·):
holim(C·) :=
( ∞∏
s=0
ΠsCn+s ,D
)
, where D = (−1)t δ+ d.
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Given two inverse systems of complexes
C· : I → CHAIN, D· :J → CHAIN,
and a morphism
F = (ϕ,f ) :C· →D·
in inv-CHAIN, one has an evident restriction chain map
Π•F :Π•C· →Π•(C ◦ ϕ)· →Π•D·,
and therefore a corresponding map of homotopy limits
holim(F ) : holim(C·)→ holim(D·).
Proposition 3.1.2. If ϕ is cofinal, and f (j) is a homotopy (weak) equivalence for all
j ∈ |J |, then holim(F ) is a homotopy (weak) equivalence of chain complexes.
Proof. See Proposition 2.2.13. ✷
Let us fix an Abelian group G.
Definition 3.1.3. Let P : I → ANR be an inverse system of ANRs. Define its strong
homology HLM∗ (P ,G) of Lisica–Mardes˘ic´ type as
H
LM
∗ (P ,G) :=H∗
(
holim
i
(C·(P (i),G))
)
,
where
C·
(
P (i),G
) := C·(P (i))⊗G
and C·(P (i)) is the singular chain complex of P (i).
Let us remind that any simplicial Abelian groupA• gives rise to a chain complex (A∼, d)
by (A∼)n :=An and
d :=
n∑
i=0
(−1)idi .
For a topological space Y let S•(Y ) be its singular complex (see [17, Example I.1.5])
which is actually isomorphic to SF(∗, Y ). Let Cn(Y ) be the free Abelian group generated
by St (Y ), and let C•(Y ) be a simplicial Abelian group having as components Cn(Y ).
Clearly(
C•(Y )⊗G
)∼ = C·(Y,G).
Note that we use the large point • for simplicial objects, and the small point · for chain
complexes.
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The proposition below follows easily from Proposition 2.2.13
Proposition 3.1.4. Let f :P →Q be a special morphism in inv-ANR. Then
f∗ :H
LM
∗ (P ,G)→HLM∗ (P ,G)
is an isomorphism.
Corollary 3.1.5. The functorsH LM∗ (_ ,G) are well-defined on the category inv-ANR[Σ−1].
Corollary 3.1.6. There exists a natural spectral sequence
Est2 = lims pro-H−t (P ,G)
converging to H−s−t (P ,G).
Proof. See [20, Theorem 2]. ✷
3.2. Γ -homology
Let Γ ′ be the category of finite pointed sets. It has a full subcategory Γ with the set of
objects
{n: n= 0,1, . . .},
where
n= {0,1, . . . , n}.
The subcategory Γ is clearly equivalent to Γ ′.
Remark 3.2.1. Our Γ ′ is dual to the category Γ in [25, Definition 1.1], and our Γ -objects
will be covariant functors Γ → C unlike contravariant functors in [25].
Definition 3.2.2.
(a) A functor A :Γ → C is called a Γ -object in C.
(b) A Γ -complex (Γ -space) is called special iff:
(1) A(0) is contractible;
(2) for any n the map
A(p1)×A(p2)× · · · ×A(pn) :A(n)→A(1)×A(1)× · · · ×A(1)
is a weak equivalence where
pi(j) :=
{
1 if i = j ,
∗ if i "= j ;
(3) the H-space A(1) has a homotopy inverse.
Remark 3.2.3. In [25] the conditions (1)–(2) are included in the definition of Γ -objects.
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Remark 3.2.4. The H-space structure on A(1) is defined as follows:
A(1)×A(1) (p1×p2)−1 A(2) (1 →1,2 →1) A(1).
Example 3.2.5. Let G be an Abelian group considered as a discrete simplicial Abelian
group or discrete topological group. Denote by K(G) the following Γ -complex (Γ -space):
K(G)(n) :=Gn = (Z(n)⊗G)/(∗ ⊗G)
where Z(n) is the free Abelian group generated by n. Pointed maps
α :m→ n
induce evident group homomorphisms
K(G)(α) :K(G)(m)→K(G)(n).
It is easy to check that K(G) is a special Γ -complex (Γ -space).
Example 3.2.6. Any special Γ -complex (Γ -space) A gives rise to an Ω-spectrum Sp(A)
with
Sp(A)n := BnA
(see [25, Proposition 1.4]).
Definition 3.2.7. Let X be a pointed space, and let A be a Γ -space. Their tensor product
X⊗A is defined as follows (compare [25, §3]):
X⊗A(S) :=
∐
n0
Xn ×A(n× S)/∼
where S ∈ |Γ |, and
y ⊗ θ∗(b)∼ θ∗(y)⊗ b
for all
θ :m→ n, b ∈A(m), s ∈ S, y ∈Xn.
X⊗A preserves the structure of a Γ -space and is special whenever A is.
From now on let X+ =X ∪ {∗} be the trivial one-point extension of X.
Definition 3.2.8. Let P ; I → ANR be an inverse system of ANRs. The homotopy groups
π∗ holim
i
(
Sp(P (i)+ ⊗A))
are called the strong homology groups HΓ∗ (P ,A) with the coefficients in the Γ -space A,
where holim is the homotopy limit of Ω-spectra in the sense of [26, 5.6].
The proposition below follows from Proposition 2.2.13:
Proposition 3.2.9. If P →Q is special then HΓ∗ (P ,A)→HΓ∗ (Q,A) is an isomorphism.
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Theorem 3.2.10. For an inverse system P : I → ANR there exists a spectral sequence with
the second term
Est2 = lims pro-HΓ−t (P ,A)
converging to HΓ−s−t (P ,A).
Proof. See [26, Proposition 5.13]. ✷
3.3. E∗-homology
Let E be a spectrum, and denote by E∗(_) the corresponding homology theory on the
category of CW-complexes. Batanin in [1] has defined strong homology groupsHn(X,E).
We use a similar construction for pro-spaces.
Definition 3.3.1. Let X be a pro-space, and let X → P be a strong expansion with
P ∈ |pro-ANR|. Let
Hn(X,E) := πn holim
i∈I
(
ω(P (i)+ ∧E))
where i → P (i) is a functor I → TOP corresponding to the pro-space P , ω(D) is an Ω-
spectrum corresponding to the spectrum D, and holim is the homotopy limit of spectra in
the sense of Thomason.
If X is a pointed pro-space, let
Hn(X, x0;E) := Coker
(
Hn({x0},E)→Hn(X,E)
)
.
Given a mapping f :X→ Y of pro-spaces, let
Hn(f,E)=Hn
(
Cone(f ), x0;E
)
where Cone(f ) is the cone of the mapping f .
The proposition below follows from Proposition 2.2.13:
Proposition 3.3.2. If (P → Q) ∈ ANR is special then H ∗(P ,E) → H ∗(Q,E) is an
isomorphism.
Theorem 3.3.3. For an inverse system P : I → ANR there exists a spectral sequence with
the second term
Est2 = lims pro-H−t (P ,A)
converging to H−s−t (P ,A).
Proof. See [26, Proposition 5.13]. ✷
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3.4. Proof of Theorem 2
It follows from Proposition 2.2.13 that the functors
H
LM
∗ (_ ,G), H
Γ
∗ (_ ,A) and H ∗(_ ,E)
from inv-ANR to AB, constructed in previous subsections, can be uniquely extended to the
category
inv-ANR
[
Σ−1
]≈ SSh(pro-TOP)
whence (a).
Corollary 3.1.6 and Theorems 3.2.10 and 3.3.3 imply (b).
3.5. Proof of Theorem 3
(a) The total complex holim from Definition 3.1.1 and the strong homology chain
complex from [15] are clearly isomorphic in positive degrees. The only difference is that
the negative terms in the latter complex are cut off, and negative strong homology groups
are not allowed. However, the original definition was corrected later in a series of papers,
and one concludes that our homology HLM∗ (_ ,G) is isomorphic to the (modified) Lisica–
Mardes˘ic´ strong homology.
(b) Take a pro-ANR P : I → ANR, and choose i ∈ |I |. One checks by direct computation
that the simplicial Abelian group S(P (i)+ ⊗K(G)) is isomorphic to S(P (i)+)⊗K(G),
while the latter group is isomorphic to C•(P (i),G). We have therefore an inverse system
of simplicial Abelian groups and an inverse system C•(P (i),G)∼ of chain complexes.
Using [4, Proposition 1.2], one gets an isomorphism
tr0] holim
i
C•
(
P (i),G
)∼ ≈ (holim
i
C•(P (i),G)
)∼ ≈ (holim
i
S•(P (i)+ ⊗K(G))
)∼
,
where tr0] denotes the 0th truncation of a chain complex. This gives rise to isomorphisms
Hs(P ,G) = Hs
(
holim
i
S•(P (i)+ ⊗K(G))
)∼
≈ πs holim
i
S•
(
P (i)+ ⊗K(G))
≈ πs holim
i
(
P (i)+ ⊗K(G))
for s  1.
Definition 3.5.1. For a complex C· let C[t ]· be the shifted chain complex C[t ]s := Cs+t .
To construct the desired isomorphisms in non-positive dimensions, one needs to “de-
loop” the isomorphisms above. Choose a t such that s + t > 0:
H
LM
s (P ,G) ≈ Hs+t
[
(holim
i
C•(P (i),G))∼
][t ]
≈ Hs+t
((
(holim
i
C•(P (i),G))∼
)[t ])
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≈ πs+t holim
i
Bt
(
S•(P (i)+ ⊗K(G))
)
≈ πs+t holim
i
(
S•(P (i)+ ⊗BtK(G))
)
≈ πs+t holim
i
(
P (i)+ ⊗BtK(G))=HΓs (P ,K(G)).
Remark 3.5.2. We have actually proved a bit more:
H
Γ
s
(
P ,K(G, t)
)≈HLMs+t (P ,G).
(c) Given a space Y and a Γ -space A, construct natural mappings
Y+ ∧ (Sp(A))
t
→ Y+ ⊗BtA
given by y ∧ b → y ⊗ b. These mappings give rise to a weak equivalence of spectra(
Y+ ∧ Sp(A))
t
→ Y+ ⊗BtA.
As the latter term is an Ω-spectrum, one gets a natural weak equivalence
ω
(
Y+ ∧ Sp(A))→ ω(Y+ ⊗A)≈ Y ⊗A
of Ω-spectra. Applying this to the inverse system P : I → ANR, one gets (see Proposi-
tion 2.2.13) a weak equivalence
holim
i
(
ω(P (i)+ ∧ Sp(A)))→ holim
i
(
P (i)+ ⊗A)
and thus the desired isomorphism
H ∗
(
P ,Sp(A)
)≈HΓs (P ,A).
3.6. Proof of Theorem 4
(a) Let f :X→ Y be a mapping in pro-TOP. Consider a sequence
X
f
Y Cf SX
Sf
SY
Taking strong homology groups and using (b), one obtains a commutative diagram of
Abelian groups (n ∈ Z)
Hn(X,E) Hn(Y ,E) Hn(Cone(f ),∗;E) Hn(SX,∗;E) Hn(SY ,∗;E)
Hn(f,E) Hn−1(X,∗;E) Hn−1(Y ,∗;E)
We need to prove exactness only for the first three terms in the sequence. Indeed, the
sequences
Y →Cf → SX
and
Cf → SX→ SY
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are cofibre sequences up to homotopy, and we need only check our statement for the
“general” homotopy cofibre sequence
X→ Y →Cf .
Consider a commutative diagram in pro-TOP:
X
α
f
P
f˜
P ′δ
f ′
Y
β
Q
γ
Q˜
Cf δ Cf˜ Cf
′ξ
where α and β are strong expansions (see Corollary 2.5.7), γ is a strong shape equivalence
(Lemma 2.6.12), and the triple (P ′, δ, f ′) is constructed like in Diagram (2.1) such that δ
and f ′ are morphisms in inv-ANR, and δ is cofinal. Corollary 2.4.6 implies that both δ and
ξ are strong shape equivalences. Re-indexing the inverse systems P , Q˜ and Cf ′ (using
methods from the proof of Theorem 2.1.10), one gets a sequence of level morphisms
P ′ → Q˜→Cf ′
and a corresponding cofibre sequence of spectra
i → (P ′(i)+ ∧E→ Q˜(i)+ ∧E→ Cf ′(i)+ ∧E).
Passing to Ω-spectra, one gets an inverse system of fibre sequences of spectra. Taking the
homotopy limit, we get a fibre sequence
holim
i
(
P ′(i)+ ∧E)→ holim
i
(
Q˜(i)+ ∧E)→ holim
i
(
Cf ′(i)+ ∧E)
and the desired exact sequence
Hs(X,E)→Hs(Y ,E)→Hs(f,E).
(b) If X→ P is a strong expansion, so is SX→ SP (Corollary 2.4.6). One gets
H ∗(X,∗;E)≈H ∗(P ,∗;E)≈H ∗+1(SP ,∗;E)≈H ∗+1(SX,∗;E).
The reduced suspension S′X is isomorphic to the cokernel of a normal mapping
{∗} × [0,1] ↪→ SX,
where the former space is contractible. It follows from Theorem 2.5.6(d) that the projection
SX→ S′X is a strong shape equivalence, whence the result.
(c) Consider a diagram
X
f
Y
g
Z
Cone(f ) g
′
Cone(g ◦ f ) Cone(g)
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It is clear that Cone(g) is homotopy equivalent to the cone of g′. Apply (b).
(d) Apply Theorem 2.5.6(e).
(e) It seems reasonable to expect that
pro-(pro-C)≈ pro-C.
However, it is quite difficult to construct a pro-object corresponding to a pro-pro-object.
Let us consider an easier example:
Example 3.6.1. Given an inverse system
|J | # j →Xj ∈ |pro-C|
of pro-objects where
Xj : I j →C,
let Totj (Xj ) be the following pro-object
Totj (Xj ) :
∐
j
I j →C,
((
j ∈ |J |, i ∈ I j ) →Xj (i)).
Here
∐
j I
j is a category with the set of objects ∐j |I j | and sets of morphisms∐
j
I j
(
(j, i), (j ′, i ′)
) := {(α : j → j ′, β : i→ ϕ(α)(i ′))},
where X(α) is represented by a pair (ϕ(α), f (α)).
Remark 3.6.2. When all spaces Xj (i) involved are ANRs, one can easily construct a
spectral sequence
Est2 = lim
j
sH−t
(
Xj ,E
)
converging to H−s−t (Totj (Xj ),E).
Let us remind that the strong wedge
∨
α∈AXα of pointed spaces has the same set of
points as the ordinary wedge
∨
α∈AXα while the topology on the strong wedge is induced
from the product
∏
α∈AXα . Clearly∨
α∈A
Xα ≈
∨
α∈A
Xα
when A is finite.
Definition 3.6.3. Let
(Xα : α ∈A)
be a family of pro-spaces. Define their strong wedge
X =
∨
α∈A
Xα : I → TOP
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as follows:
I :=
∏
α∈A
Iα;
X(i) :=
∨
α∈A
Xα(iα).
Proposition 3.6.4. Let K →XK be the following inverse systems of pro-spaces. Let J be
the set of finite subsets of A, and define
XK :=
∨
α∈K
Xα.
Then ∨
α∈A
Xα → TotK
(
K →XK)
is a strong shape equivalence.
Proof. Straightforward. ✷
Choose strong expansions
Xα → P α, α ∈A.
Let K →XK and K → PK be inverse systems of pro-spaces constructed like in the above
proposition, and let XK → PK be the corresponding mapping. Then one has a sequence
of strong shape equivalences∨
α∈A
Xα → TotK
(
K →XK)→ TotK(K → PK).
In the spectral sequence from Remark 3.6.2 higher derived limits lims vanish for s  1.
The spectral sequence degenerates and
H−t
(∨
α∈A
Xα,G
)
≈E0,−t2 ≈
∏
α∈A
H−t (Xα,G)
as desired.
(f) Take a cofibre sequence of pro-spectra
P+ ∧E′ → P+ ∧E→ P+ ∧E′′
which gives rise to a fibre sequence
ω
(
P+ ∧E′)→ ω(P+ ∧E)→ ω(P+ ∧E′′)
and, after passing to homotopy limits and applying Proposition 2.2.13, the desired long
exact sequence.
(g) Consider the Postnikov tower [26, Lemma 5.51] for a spectrum E:
· · ·→E〈2〉→E〈1〉→E〈0〉→E〈−1〉→ · · ·
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As E is a m-connective spectrum, the tower E〈n〉 stabilizes when n < m, i.e., the spectra
E〈m− 1〉, E〈m− 2〉, E〈m− 3〉, . . . , become contractible. The fiber of E〈t〉 → E〈t − 1〉
is an Eilenberg–MacLane spectrum K(Et(∗), t). A family of fibre sequences of spectra
K
(
Et(∗), t
)→E〈t〉 →E〈t − 1〉
generate a family of exact sequences (use (f) and Remark 3.5.2):
· · · E2st D2st D2s+1,t−1 E2s−1,t · · ·
· · · Hs(X,Et (∗)) H s+t (X,E〈t〉) Hs+t (X,E〈t − 1〉) H s−1(X,Et (∗)) · · ·
The family generates an exact couple
D2
(1,−1)
D2
(−2,1)
E2
(0,0)
with bidegrees indicated at the corresponding arrows. The exact couple gives rise to the
desired spectral sequence of Atiyah–Hirzebruch type. Convergence follows from [26,
Proposition 5.47].
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