Abstract. The Jones eigenvalue problem first described in [15] concerns unusual modes in bounded elastic bodies: time-harmonic displacements whose tractions and normal components are both identically zero on the boundary. This problem is usually associated with a lack of unique solvability for certain models of fluid-structure interaction. The boundary conditions in this problem appear, at first glance, to rule out any non-trivial modes unless the domain possesses significant geometric symmetries. Indeed, Jones modes were shown to not be possible in most C ∞ domains in [7] . However, we should in this paper that while the existence of Jones modes sensitively depends on the domain geometry, such modes do exist in a broad class of domains. This paper presents the first detailed theoretical and computational investigation of this eigenvalue problem in Lipschitz domains. We also analytically demonstrate Jones modes on some simple geometries.
1. Introduction. In this paper we investigate the Jones eigenvalue problem, which is to locate non-trivial u ∈ R n , n ∈ {2, 3}, and w ∈ C so that Lu := − (µ∆u + (λ + µ)∇(divu)) = −ρw 2 u in Ω, (1a) µ∇u)(λ + µ)(div u)I n = 0 on ∂Ω, (1b) u · n = 0 on ∂Ω.
Here Ω ⊆ R n is a bounded domain with Lipschitz boundary ∂Ω, n is the unit outer normal on ∂Ω, ρ > 0 is a density and µ > 0, λ ∈ R such that λ + 2 n µ > 0 are the so-called Lamé parameters.
The Jones eigenvalue problem arises when studying time-harmonic solutions of a fluid-solid interaction problem in R n . Precisely, suppose an isotropic elastic bounded body occupying region Ω is immersed in an inviscid compressible fluid occupying the rest of the space. The Jones eigenvalue problem coincides exactly with determination of non-trivial solutions of the corresponding homogeneous equations governing the displacements of the elastic body. The occurrence of these eigenpairs was first noticed in [15] , where the author introduced the fluid-solid interaction problem of interest and pointed out this lack of uniqueness in the fluid-structure problem. Many other authors have noticed this non-uniqueness issue in this model [2, 4, 9, 10, 11, 13, 18, 20, 22] . In these papers the main interest was in studying the full fluid-structure problem, and the Jones eigenmodes were of interest only within the context of well-posedness, which was only guaranteed in away from such modes. We note this is not the only possible model for fluid-structure interaction in the frequency domain; other models which ameliorate the breakdown of uniqueness at exceptional frequencies have been proposed. We discuss this later section 2.
Our focus in this paper is the eigenvalue problem Equation 1, which possesses truly interesting features. We notice that Equation 1a and Equation 1b together define a standard eigenvalue problem (we call this the traction eigenvalue problem) for the Lamé operator L on Ω, analogous to the Neumann eigenvalue problem for the Laplacian.
The traction eigenvalue problem has been extensively studied and has numerous applications in mechanical engineering; the existence of a countable discrete spectrum for Lipschitz domains is well-established (see, e.g. [16] ). However, the problem under consideration in the present article asks: do there exist traction eigenmodes which additionally satisfy Equation 1c? This constraint intimately couples the geometry of the domain with the Jones eigenmode; in essence, the only traction modes which are also Jones modes are those which are purely tangential to the boundary.
Not much is known about the Jones eigenvalue problem itself. As mentioned, the most intriguing feature of this problem is its dependence on the boundary of the domain. An influential paper [7] shows that for almost any 3D domain with C ∞ boundary, there can be no modes with free traction and zero normal component on the boundary that solve the Jones eigenvalue problem. The central claim in this paper was established in a fairly narrow setting -for instance, the analysis cannot extend to domains with corners -yet perhaps the main theorem served to deter further investigations. Likewise, [21] shows that smooth 3D domains having two flat nonparallel manifolds of the boundary cannot support a non-trivial divergence-free mode. Even though the authors claim these kind of deformations are Jones eigenvectors, we note that the full eigenproblem Equation 1a does not impose the condition on the divergence. Therefore, the result in [21] is only excludes a subset of possible Jones modes.
The rest of this paper is organized as follows: in section 2 we introduce the eigenvalue problem. We first describe the fluid-solid interaction where the Jones modes appear. We provide exact Jones eigenmodes on rectangles. We next provide a detailed description of the point spectrum of this problem and identify important properties relating the eigenpairs with the domain. In section 3 we derive a primal formulation to approximate Jones eigenpairs where the extra constraint on the displacement in the normal direction on the boundary has been introduced as an essential condition in the search and test spaces. The continuity of the normal trace will ensure this space is closed. A careful treatment of this formulation is then provided as it is known that the spectrum of this problem depends heavily on the geometry of the domain [7, 21] . In fact, the proof of the usual ellipticity of one of the bilinear forms depends entirely on a Korn's inequality shown in [3] for Lipschitz domains in R n , with n ∈ {2, 3}. A weaker version of this result for domains with C 1 boundary is given in [5] . In addition, in [3] the authors showed that the gradient of a vector with mixed tangential and/or normal components vanishing on the boundary can be bounded (up to a constant) above by the deviatoric part of its strain tensor in concave or polyhedral domains in R 3 with piecewise C 2 boundaries (as defined in the same reference). In section 4 we develop a conforming discretization of the continuous eigenvalue problem via Lagrange finite elements. Finally, some numerical results showing the good performance of our method on polyhedral domains are presented in section 5.
The sensitivity of the spectrum to the shape of the domain suggests that the classical FEM using triangular meshes may not not the best method to use to approximate the spectrum of this problem for curved domains. Numerical examples presented show the performance of the proposed scheme and exhibit the different regularity of the eigenfunctions of this problem in different domains.
The interaction problem.
Solutions of the Jones eigenvalue problem appear as non-trivial elements in the kernel of a model of fluid-solid interaction where an isotropic elastic body is immersed in an inviscid fluid occupying the whole space R n , n ∈ {2, 3}. In this section we introduce such problem and establish its connection with the Jones eigenpairs.
2.1. Some notation. We begin by fixing notation for the remainder of this paper. For vectors in R n , the operation a · b is the standard dot product with induced norm · . For second-order tensors σ, τ in R n×n , the double dot product is the usual Frobenius inner product for matrices
This inner product induces the usual Frobenius norm. For differential operators, ∇ denotes the usual gradient operator acting of either a scalar field or a vector field. The divergence operator "div" of a vector field reduces to the trace of its gradient. The operator "div" acting on tensors stands for the usual divergence operator applied to each row of the tensors. The deviatoric part of a tensor of τ is τ d := τ − 1 n tr(τ )I, where I is the identity matrix of n × n entries. If τ , σ are second-order tensors whose entries are L 2 (Ω) functions on a bounded domain Ω, we define
We observe that
If u ∈ R n , the strain tensor tensor is a symmetric second-order tensor
Finally, if u := F (x, y)î + G(x, y)ĵ ∈ R 2 , we denote the two-dimensional rot by rot u := ∂G ∂x − ∂F ∂y . 2.2. Fluid-solid interaction problem. As discussed in section 1, the Jones eigenproblem was originally described within the context of a fluid-structure interaction problem. Consider a bounded, simply connected domain Ω s ⊆ R n with boundary Γ s := ∂Ω s representing an isotropic linearly elastic body in R n . This body is assumed to be immersed in a compressible inviscid fluid occupying the region Ω f := R n \Ω s . See Figure 1 for a schematic of this situation. Note that the bounded part of the boundary of Ω f , Γ f := ∂Ω f coincides with the boundary of the (bounded region) Ω. For simplicity we write Γ := Γ f = Γ s .
The parameters describing the elastic properties of Ω s are the so-called Lamé constants µ > 0 and λ ∈ R, satisfying the condition
One fluid-structure interaction problem of interest concerns the situation when the fields are time-harmonic, allowing us to factor out the time-dependence and consider the problem in the frequency domain. Using standard interface conditions coupling the pressure in the fluid p and the elastic displacement in the solid u, the fluid-solid interaction problem in the frequency domain reads: given volumetric forces f and g, and an incident pressure p inc , find a pressure field p in Ω f and elastic deformations u of Ω s , satisfying
The parameter c 2 is the constant speed of the sound in the fluid, and the Cauchy tensor σ depends on the Lamé constants µ > 0 and λ ∈ R and is defined in terms of the strain tensor ε(u) as σ(u) := 2µε(u) + λ tr(ε(u))I, in Ω s .
Using the vector Laplacian operator, we see that
This is a commonly accepted formulation for time-harmonic fluid-solid interaction problems involving inviscid flow, see, for example, [11, 13, 14] . The system in Equation 3 is known to possess a non-trivial kernel under certain situations. As discussed in [15] , this problem lacks a unique solution whenever u is a non-trivial solution of the homogeneous problem:
The pair (w 2 , u) solving this eigenvalue problem is a Jones eigenpair [15] . The homogeneous problem for the displacements can be viewed as the usual eigenvalue problem for linear elasticity with traction free boundary condition, plus the extra constraint on the normal trace of u along the boundary. Therefore, we may consider this as an overdetermined problem. We know that there is a countable number of eigenmodes for linear elasticity with free traction given reasonable assumptions on Γ (see [1] and references therein). The extra condition u·n = 0 on the boundary plays an important role in the existence of the zero eigenvalue of Equation 4 . All of these properties are discuss in detailed in the next sections.
A slightly different model for fluid-structure interaction in the frequency domain can be derived by considering the problem with non-zero fluid viscosity and then taking this to zero. We omit further details about this model and refer the reader to [11] for a detailed description of this case. As pointed out in [11] , adding a condition on the shear of u on the interface may be another fix for the non-uniqueness of Equation 3. The condition
removes the non-zero solutions of (4). Here t is the unit tangent vector on Γ. In [6] , the authors add a Robin boundary condition for the fluid pressure on a far enough "artificial" boundary containing the solid, They then consider the fluid to be bounded between the solid and this interface. As shown in the same reference, this modified problem has a unique solution.
Since our interest in the present paper concerns the eigenvalue problem Equation 1, we do not delve any further into the properties of the interaction problem (cf. Equation 3 ).
In what follows we need to identify domains which are axisymmetric. We employ the definition given in [3] : The domain Ω is axisymmetric if it is invariant under rotations about an axis of symmetry. With this definition one can see that in the 2D case the circle and its complement are the only axisymmetric domains, with z as the axis of symmetry. For the 3D case, the number of axisymmetric domains becomes a lot larger. Any solid of rotation is axisymmetric, and has circular cross-section transverse to the axis of rotation.
2.3. Lipschitz domains can support Jones modes. The paper by Hargé in 1990 [7] examined the existence of non-trivial solutions of Equation 1. The results of this paper have been cited extensively in subsequent works focusing on the well-posedness of the fluid-structure model presented in the previous section. As an instance, "Fortunately, these traction-free oscillations occur only in highly specific situations..." [12] ; "Note that Hargé [...] has established that Jones modes do not exist for arbitrarily-shaped bodies." [2] ; "However, intuitively, we do not expect Jones frequencies to exist for an "arbitrary" body; this has been proved recently by Hargé [...]". [19] These papers also note that domains which are axisymmetric may indeed have such modes. As a historical aside, Horace Lamb [17] documented such modes in the sphere in 1881.
Revisiting [7] , we note that the setting of the paper is as follows:
.[7] and the main theorem is then
There is a open, countable dense intersection G of open sets of E such that for any φ in G, there is no exceptional eigenvalue ... [7] This theorem and its technique of proof cannot be directly applied to the situation of polygonal domains in R 2 , nor to polyhedral domains. Intuitively one may believe the result should hold in polygonal or polyhedral domains; indeed, our initial starting point for the current study was to try to extend the result of Hargé to general Lipschitz domains, and hence to try to show the converse of the result we eventually establish in this paper. The critical observation was the following example.
It is easy to verify by inspection that (w 
and
It can also be readily seen that ∇ · u s = 0 and rot u p = 0; eigenmodes of this form are termed s− and p− modes respectively. Further, some eigenvalues may have geometric multiplicity depending on a(·, ·) and b. In case λ, µ, a 2 b 2 ∈ Q, provided we can find integer pairs (m, ) and (n, k) satisfying
the value w 2 is a higher-multiplicity Jones eigenvalue with an associated eigenspace which includes both s− and p− modes.
Studying this simple example, it became clear that the situation for polygonal domains required a different approach, and would yield different results, than for the setting in [7] . We can imagine, for example, that under certain conditions it could be possible for domains comprising a finite union of rectangles could possess Jones modes.
3. Weak formulation. In the presence of corners or edges, it is no longer reasonable to ask for the problem Equation 4 to be imposed pointwise, and a weak formulation is needed. Later in this paper we shall compute Jones modes using a finite element discretization.
Let Ω be a Lipschitz domain of R n (we drop the subscript referring to the solid domain). Recall the eigenvalue problem in Equation 4: find the Jones pairs (w 2 , u), u non-zero, such that
with ρ > 0 a fixed constant. Using the definition of the Cauchy stress tensor, we can write Equation 7 as
In order to introduce a weak formulation of Equation 7 (equivalently Equation 8), we define the spaces
Here H 1 (Ω) is the usual energy space for scalar-valued functions and γ n :
is the space of traces of elements in H 1 (Ω). The space H is endowed with the obvious H 1 -inner product (·, ·) 1 . Note that the operator γ n is continuous on H 1 (Ω) so that H is a closed subspace of H 1 (Ω). We consider the following primal formulation of Equation 8: find u ∈ H and κ ∈ C such that
where κ := ρw 2 , and the bilinear form a :
Since divu ≤ ∇u ≤ u 1 , for all u ∈ H 1 (Ω), the bilinear form a(·, ·) is bounded. In addition, a(·, ·) is symmetric and positive semi-definite. We can define the Rayleigh quotient, and see that
We see that all possible eigenvalues of Equation 9 are real and non-negative. Using the Cauchy tensor σ we can write Equation 9 in the equivalent form
In terms of the strain tensor only,ã(·, ·) becomes
Using the deviatoric part of the strain tensor we can writẽ
(Ω) and hence in H × H. We can then define the solution operatorT :
If we can prove thatT is a compact linear operator on H, we are guaranteed that T has a countable point spectrum {β n } ⊆ (0, 1) and eigenfunctions {u n } such that T u n = β n u n for all n. The corresponding eigenvalues of Equation 11 would be κ n = 1 βn , and u n would be the eigenfunctions. It is clear from the properties ofã(·, ·) thatT is a linear and self-adjoint map from H → H. We need to show thatT is bounded and compact, which will rely on the coercivity properties ofã(·, ·). The positiveness ofã will depend crucially on the domain shape as we shall see.
Using the definition ofã(·, ·), we havẽ
where we have used τ
. This establishes the inequalitỹ
Now, κ = 0 will be an eigenvalue of Equation 11 under certain conditions; this implies thatã(·, ·) is not coercive on H, and we cannot directly work with the solution mapT to study the Jones spectrum in these cases. We defer the discussion of this situation to subsection 3.2.
It turns out that for non-axisymmetric Lipschitz domains, κ = 0 is not in the point spectrum of Equation 11 . We establish this in the following subsection.
Existence of Jones modes on non-axisymmetric domains.
Let Ω be a non-axisymmetric domain in R n , n ∈ {2, 3}. In [3] , it was shown the following positivity bound for non-axisymmetric Lipschitz domains Ω: there is a positive constant C which depends only on Ω so that
This is a type of Korn's inequality. Combining this inequality and the derived inequality forã(·, ·) in (14) we obtain the coercivity ofã(·, ·) in H for non-axisymmetric domains:ã
Provided Ω is a non-axisymmetric Lipschitz domain, the coercivity ofã(·, ·) means that the solution operatorT : H → H is well-defined, and satisfies
Following [1] , the compactness of the inclusion
(Ω) and the previous bound with l = 0 imply the compactness ofT . The Spectral Theorem for bounded selfadjoint linear and compact operators says thatT has a countable real point spectrum {β n } ⊆ (0, 1) and eigenfunctions {u n } such thatT u n = β n u n for all n. Note that (β n , u n ) solves Equation 13 if and only if u n solves Equation 11 with β n = 1 κn . We remark that the results in this section also hold for the bilinear form a(·, ·) and therefore, sinceã(u, v) = a(u, v) for all u, v ∈ H, this establishes the existence of the Jones spectrum for bounded Lipschitz domains Ω which are not axisymmetric.
In particular, this suggests that domains such as triangles and L-shaped domains should exhibit Jones modes. Since these are not available in closed form, we shall need to devise a suitable computational strategy for them.
3.2. The case of zero eigenvalues and rigid motions. When studying problems involving the Lamé operator L, we need to be aware of rigid motions. Depending on the boundary conditions imposed, rigid motions may be part of the eigenspace of certain eigenvalues. Rigid motions satisfy Lw = 0, and it is possible that they may satisfy both Equation 1b and Equation 1c. We now want to characterize domains having these eigenfunctions. Consider the space
where R n×n skew is the space of all skew-symmetric matrices in R n×n . The space RM(Ω) consists of translations, rotations and combinations of these. It is known that (see, e.g. [1] and references therein) the linear elasticity problem with traction boundary conditions
has eigenmodes in RM(Ω) with eigenvalue δ = 0. In fact, if n = 2, the eigenspace of δ = 0 is exactly RM(Ω) with dimension 3. Define the space
Examining the weak formulation of Equation 18 , it is clear that RM ⊆ Z. We show that these spaces actually coincide.
∈ Ω, B skewsymmetric. Then ∇u = B so that ε(u) = 0 and clearlyã(u, v) = 0 for any v ∈ H 1 (Ω). Conversely, assume u ∈ Z. Thenã(u, u) = 0, and using the definition ofã(·, ·) in Equation 12 we get 0 = 2µtr(ε(u)) + nλtr(ε(u)) = n λ + 2 n µ tr(ε(u)).
Since λ + 2 n µ > 0, we get that both tr(ε(u)) = 0 and ε(u) = 0. This implies that u ∈ RM(Ω).
Now that we know the eigenvalue problem in Equation 18
has RM(Ω) in the eigenspace of δ = 0, the question is if there is any non-zero elements in RM(Ω) ∩ H, i.e., those which satisfy the additional constraint u · n = 0 on the boundary. Such elements would be Jones modes corresponding to a zero Jones eigenvalue.
The next Lemma states the cases in which we have 2D rigid motions which additionally satisfy u · n = 0 on the boundary. We note parts (i) and (ii) of the result can be combined for a more succinct statement involving arbitrary half-spaces, but state the version below for clarity of exposition.
t } if and only if Ω = B(0, R).
We must have b 1 = 0 and b = 0, which gives B = 0 and b = (0, b 2 ), showing that u ∈ span{(0, 1) t }. Part (ii) can be easily proved by following the same steps showed before. For (iii), assume Ω is a circle of radius R centred at the origin. Let u ∈ RM(Ω) ∩ H. As before, u = b + Bx, x ∈ Ω, and u · n = 0 on
The normal vector on ∂Ω is n = 1 R (x 1 , x 2 ). Putting this into the previous equation we obtain
Since x 1 and x 2 cannot be zero simultaneously, we conclude that b 1 = b 2 = 0 and u = Bx, proving that u ∈ span{(x 2 , −x 1 ) t }. Note that the converse of all three parts (i), (ii) and (iii) are trivial since the basis of RM(Ω) ∩ H is always orthogonal (in the Euclidean inner product) to the normal vector on the boundary of the corresponding domain.
In the lemma above one could also apply the results to the complement of each domain considered. Indeed, the complement of Ω in parts (i), (ii) and (iii), the normal vector only changes its sign, so the vanishing condition of the normal trace of the displacement would be readily satisfied in this case as well. (
t is a Jones mode on Ω := B(0, R), for any fixed 0 < R < ∞.
In the 3D case, a rigid motion can be decomposed as
for constants c 1 , . . . , c 6 ∈ R. In this case, we see that we have three possible rotations and three possible translations. This implies that we may have more eigenvectors associated to the zero eigenvalue in Equation 9 (equivalently Equation 11 ). The spaces T(Ω) and R(Ω) are defined as the spaces of pure translations and pure rotations of Ω respectively. These allow the following decomposition of RM(Ω):
with trivial intersection. To characterize the elements of RM(Ω) ∩ H, it was shown in [3] that axisymmetric domains always support rotational displacements in R which are tangential to the boundary.
3D versions of Theorem 3.2 and Theorem 3.3 can be now stated.
Proof. (i), (ii) and (iii) readily follow by applying the same steps as in the proof of parts (i) and (ii) of Theorem 3.2. For part (iv), let u ∈ RM(Ω) ∩ H ⊆ R(Ω), and assume Ω is a non-axisymmetric domain. Then, Korn's inequality (cf. inequality (15)) holds for u, that is, there is a constant c > 0 such that c u 1 ≤ ε(u) 0 . However, u ∈ R(Ω) is a rotation so ε(u) = 0 and u 1 = 0. This means that c ≤ 0, which is a contradiction. For the converse of part(iv), assume that Ω is axisymmetric, and R(Ω) ⊆ RM(Ω) ∩ H with strict inclusion. This implies there is an element of RM(Ω) ∩ H which is a non-zero translation motion; however, the boundary condition on the normal trace prohibits such modes. 
whenever Ω is axisymmetric.
In the case of the circle in 2D, the zero eigenvalue would lead to a bilinear form a(·, ·) that is not H-elliptic. For the 3D case, the axisymmetric domains would lead to a loss of H-ellipticity for the bilinear form a(·, ·). To overcome this issue, we add a shift to the formulation in Equation 9 to get the equivalent formulation: find (u, κ) ∈ H × C such thatā We define the solution operatorT :
Sinceā(·, ·) is H-elliptic, the Lax-Milgram lemma shows thatT is a well-defined linear operator and also gives the boundness ofT in the L 2 -and H 1 -norms:
We again use the inclusion
This compact inclusion and the bound ofT in (21) with l = 0 imply thatT is a compact operator (see [1] ). Also, the symmetry of a(·, ·) implies thatT is a self-adjoint with respect toā(·, ·). The Spectral Theorem for compact and self-adjoint bounded linear operators now implies the existence of eigenvalues {α n } n∈N ⊆ (0, 1) and eigenfunctions {u n } n∈N such thatT u n = α n u n and α n → 0. Note thatT u n = α n u n is a solution of Equation 20 if and only if (κ n , u n ) solves Equation 9 with α n := 1 κn+1 . We summarize these properties in the following main result. Theorem 3.6. The point spectrum ofT is decomposed as follows: {α n } n∈N ∪{1}, where 1. the associated eigenspace of the eigenvalue 1 is given by Theorem 3.2 in 2D and Theorem 3.4 in 3D; 2. {α n } n∈N ⊆ (0, 1) is a sequence of eigenvalues ofT with finite multiplicity that converges to 0 and their corresponding eigenfunctions lie in H.
We conclude this section by summarizing our main results. For axisymmetric domains, Jones modes exist and include 0 as an eigenvalue with certain rigid motions as permissible eigenmodes. For non-axisymmetric Lipschitz domains which are bounded, there are countably many positive Jones eigenvalues whose only accumulation point is at infinity.
Discretization.
Let Ω be a polyhedral domain in R n , n ∈ {2, 3}. Let T h be a regular triangulation by triangles (or tetrahedra) of Ω with mesh size h. For a given non-negative integer k > 0, we consider the space P k (T ) as the set of all vector polynomials of degree at most k defined on T ∈ T h . Define the space
and consider the problem: find u h ∈ H h and κ h ∈ R such that
Besides, for non-axisymmetric domains, we have that the bilinear formsã(·, ·) and a(·,
.
Since H h is a subspace of H, the coercivity of a(·, ·) (cf. inequality (16)) in H implies its H h -ellipticity. We can define a discrete solution operator T h as follows:
where u h ∈ H h is the solution of the problem
Once again, the pair (κ h , u h ) solves Equation 22 if and only if T h u h = σ h u h and
. Also, the restriction operator T h | H h : H h → H h is self-adjoint with respect to a(·, ·) and (·, ·). We have the following result concerning the spectrum of T h | H h on polyhedron. Concerning the approximation properties of this scheme, as described in [1] , we have the following error bounds for the eigenvalues and eigenfunctions of Equation 22 :
where the term h is defined as
For a given κ ∈ C, the space H(κ) is a subspace of H, given as H(κ) := u ∈ H : u solves Equation 9 with eigenvalue κ, u 0 = 1 .
That is, H(κ) is the eigenspace of the eigenvalue κ, containing normalized eigenvectors (in the L
2 -norm). The upper bounds for the errors in Equation 23 hold for eigenvalues with multiplicity greater than 1. In fact, if κ is an eigenvalue of Equation 9 of multiplicity M ∈ N with u m ∈ H(κ), for all m = 1, . . . , M , then there is a vector w in the span{u 1 , . . . , u M } and a vector field w h in the span of {u 1,h , . . . , u M,h } such that
where the vectors u 1,h , . . . , u M,h solve Equation 22 with κ h .
Regarding the approximation estimates of the finite element discretization, for a regular triangulation, the interpolation error estimate for the Lagrange finite elements is
with I h is the vector version of the usual Lagrange interpolant (componentwise), | · | t is the seminorm in H t (Ω), and t, s > 0. Using this interpolation error estimate in the error bound for κ in Equation 23, we have
Note that the rate of convergence of the eigenvalues κ h depends on the regularity of its corresponding eigenvector u ∈ H t (Ω). Then computed eigenvectors would then decay as h t−1 .
5.
Results. This last section presents some numerical results that support the theoretical findings provided in the previous sections. 
where T h and T h are two consecutive regular triangulations such that h < h. In all the experiments we have used P 1 -conforming elements to compute the approximated eigenpair on a sequence of regular (not necessarily uniform) meshes. The reference solution was computed with P 2 -conforming elements on a very fine grid. These experiments were implemented in FreeFem++ [8] . It is important to remark that Dirichlet boundary conditions are added to the system as a penalty term.
On Ω 1 , we provide two different examples: one shows that the method reaches the predicted rate of convergence, while the second one shows how the assumptions on the Lamé constants influence the performance of this method. Figure 2 shows how this approach fails when µ is close zero. The chosen parameters for this experiment are µ = 10 −6 , λ = ρ = 1. As expected, we can easily see that the approximation deteriorates in this case.
The convergence history of the first 5 eigenvalues of Equation 9 on Ω 1 is shown in Figure 4 top-left for the parameters set µ = 10, λ = 1, ρ = 12. We observe that our method obtains a good convergence behaviour as we decrease the meshsize h. We can see that in all 5 cases the error goes down with a similar rate. In fact, Table 1 shows that the rate of convergence of the 4-th eigenvalue κ 4,h on Ω 1 is close to 2, as expected.
It is important to mention that the eigenvalues computed on Ω 1 have been compared with the true eigenvalues. It is easy to show that on a rectangle [0, a] × [0, b] with a = b = 1 the eigenvectors either satisfy a divergence free condition (compression modes) or a no rotation condition (shear modes). In this case the eigenvalues of For our second example on the L-shaped domain Ω 2 , we set the parameters µ = λ = ρ = 1. Here we expect to see a lack of convergence as one of the corners of the domain adds a singularity to the eigenfunctions. Indeed, Table 1 (second column) shows the rate of convergence of the κ 5,h for the different refinements. We can see that the r(κ 5 ) is below to one and oscillates around 1.7 through the different triangulations. This suggests that an aposteriori error analysis would be useful for these cases. implies that a shift needs to be added in Equation 22 . On the circle, a different discrete formulation to that for the previous subsection was used. The essential condition on the normal trace of the displacement is added to the formulation in Equation 9 . The equivalent mixed formulation would then be:
where η ≥ 0 is a stabilization constant. For η = 0, this formulation is obviously equivalent to Equation 9. The stabilization term η·(p, q)0 is added only for implementation purposes as the Lagrange multiplier p is being defined on the whole domain Ω. Note that this implementation does not require the use of a penalty method to introduce Dirichlet boundary data as we needed for the original formulation Equation 22 . We present numerical results demonstrating this formulation on the disk, where we have used regular triangles. A full error analysis of this formulation on curvilinear domains will be presented in future work. We consider the unit disk with parameters µ = 2, λ = 1, and ρ = 10. As discussed in subsection 3.2, an eigenmode associated to the eigenvalue κ0 = 0 is added on the circle (2D case) as a consequence of the symmetry of the domain and the condition on the normal trace of the displacement on the boundary. Figure 3 shows the eigenfunction u0 associated to κ0. We can see that this displacement is a rigid mode with a pure tangential displacement towards the boundary. Even though the boundary of Ω3 is approximated by straight lines, the rate of convergence of the 4th eigenvalue, r(κ4), stays around 2 through the different triangulations (see first column in Table 2 ). In the last example on the unit cube Ω4 with parameters µ = 10, λ = 1, and ρ = 12. The second column of Table 2 we show the rate of convergence of κ 2,h . We see that the rate is around 2 in most of the refinements. However, in some cases the rate is a bit higher than Table 2 Relative errors and rate of convergence for κ 4,h on the unit disk and for κ 2,h on unit cube. 2. In fact, in the last three refinements we see that the rate of convergence is above 3 This was not expected at all for this discretization. Figure 4 (bottom right) plots the convergence history of the first 9 Jones eigenvalues on the unit cube. We notice that all the eigenvalues converge faster when the triangulation gets refined.
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Examples of Jones modes.
We end this section by using our discrete formulation to compute Jones modes on some geometries, to explore the dependence of the spectrum on domain shape and the Lamé parameters. We report also the L 2 norm of the divergence and rotational of the computed fields. In simple shapes the Jones modes can be readily identified as pure s− or p− modes. However, the eigenvalues can have multiplicity, and the eigenspaces may include eigenmodes of both types. This points to the need for care with resolving eigenmodes, as with any problem involving clusters.
As found in section 3, the Jones eigenvalue problem on Lipschitz domains possesses a countable set of eigenvalues w 
If µ = ρ = 1, the 4 initial eigenvalues ν1, . . . , ν4 (including multiplicity) are presented in Table 3 . These eigenpairs were computed using our finite element method for this situation.
We have also tabulated the L 2 -norm of the divergence and rotation of the eigenmodes; we see (modulo approximation error) that those eigenmodes are either pure s or p modes. The symmetry in the domain and the material parameters ensure ν1 = ν2 = ν3.
We next consider the situation where µ = ρ = 1, λ = 2 on the unit square. Due to the geometry, we see that ν2 = ν3. The eigenspace corresponding to the eigenvalues ν6 = ν7 will contain both a pure s− mode and a pure p− mode. This observation is borne out in Table 5 ; for a comparison with the same part of the spectrum for the case µ = λ = ρ = 1 see Table 4 .
Rectangle.
We consider a rectangle of sides 1 × 2. The asymmetry will affect the multiplicity of the eigenvalues, compared to the situation of the square.
In our first example, we set µ = λ = ρ = 1. In contrast to the results in the square, this time the first three eigenvalues are simple. The numerically computed results are tabulated in Table 6 .
Increasing the shear µ to the value µ = 10 while holding λ = 1 fixed does not impact the multiplicity of the initial eigenvalues, since this part of the spectrum includes
x−component y−component Table 4 Unit square with parameters µ = λ = ρ = 1.
x−component y−component Table 6 2X1 rectangle with parameters µ = λ = ρ = 1.
both s− and p− modes (as in Table 7 ). On the other hand, fixing µ = 1 and increasing λ to λ = 10 will affect the structure (s− or p− modes) of the initial eigenmodes, as can be seen in Table 8 .
x−component y−component Table 8 2X1 rectangle with parameters µ = ρ = 1, λ = 10.
L-shaped domain.
The L-shaped domain discussed in the convergence studies does not have pure shear or pure compression Jones modes. This is due to the presence of the re-entrant corner (see Table 9 ). This example reveals, amongst other features, the need to explore discretization strategies for the Jones eigenvalue problem which are able to handle low regularity. Table 9 L-shaped domain with parameters µ = λ = ρ = 1.
5.5. Triangle. We finally present computed Jones eigenmodes on a isosceles triangle with vertices (0, 0), (2, 0) and (0, 1). This triangle is not axisymmetric, and it is perhaps surprising (if entirely within the scope of our analysis) that this domain supports such modes. We choose λ = µ = ρ = 1. As for the L-shaped domain, we do not see pure s− or p− modes as part of the eigenfunctions (see Table 10 ). Table 10 Isosceles triangle of vertices (0, 0), (2, 0) and (1, 2) with parameters λ = µ = ρ = 1.
Conclusions.
We presented results establishing the existences of Jones modes on Lipschitz domains. The spectrum of the depends heavily on the shape of the domain we consider (as shown in section 3), adding more eigenpairs in the case of, for example axisymmetric domains. We presented also a finite element strategy for computing these eigenpairs. The FEM performs well for polyhedral domains. The situation for axisymmetric domains particularly with smooth boundary is more challenging, and subject for future work.
