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Kapitel 1
Einleitung
1.1 Paarproduktion
Das Thema dieser Arbeit ist die Behandlung der Elektron-Positron-Paarerzeugung in
relativistischen atomaren Schwerionenst

oen mit Einfang des Elektrons mit der Finite-
Elemente-Methode. Unter einem atomaren Sto verstehen wir dabei einen Sto, bei
dem sich die beiden Schwerionen nicht ber

uhren, die Kernmaterie also auer Acht
gelassen werden kann. Das Elektron-Positron-Paar wird demnach durch die elektromag-
netischen Felder der Kerne erzeugt.
Man unterscheidet zwei wichtige F

alle der Paarproduktion. Der eine ist die soge-
nannte freie Paarproduktion, bei der das gebildete Elektron die Wechselwirkungszone
der Schwerionen verl

asst, der andere ist die Paarproduktion mit Einfang, bei der das
Elektron in einen gebundenen Zustand eines der beiden Schwerionen eingefangen wird.
Das Positron bleibt aufgrund seiner Ladung in beiden F

allen ein freies Teilchen, wes-
halb man auch von der freien und der gebunden-freien Paarproduktion spricht. Abbil-
dung (1.1) zeigt schematisch die Anfangssituation (linke H

alfte) und die Endsituation
(rechte H

alfte) der gebunden-freien Paarproduktion, wobei die Lorentzkontraktion des
elektromagnetischen Felds des Projektilkerns angedeutet wird.
Da die Erzeugung eines freien Elektron-Positron-Paares die Mindestenergie von
E = 2m
e
c
2
ben

otigt, ist die Paarproduktion mit Einfang der energetisch g

unstige-
re Prozess. Hierbei betr

agt die Mindestenergie E = 2m
e
c
2
  E
Bind
, wobei E
Bind
die
Bindungsenergie des Elektrons an das Schwerion ist.
Beide Prozesse spielen im Zusammenhang mit Schwerionen-Kollidern eine wichti-
ge Rolle. In Schwerionen-Kollidern wie dem Relativistic Heavy Ion Collider (RHIC)
am Brookhaven National Laboratory oder dem noch im Bau bendlichen Large Ha-
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Abbildung 1.1: Paarproduktion mit Einfang des Elektrons im Sto zweier Schwerionen
dron Collider (LHC) am CERN in Genf laufen zwei Ionenstrahlen gegeneinander, wo-
durch man wesentlich h

ohere Teilchen-Energien erreichen kann, wenn man diese auf
das Ruhesystem eines Teilchens umrechnet. Durch die freie Paarproduktion entsteht
ein st

andiger Untergrund, der bei Messungen bekannt sein muss. Bei der Paarproduk-
tion mit Einfang l

adt sich das Schwerion um, und es geht dem Strahl verloren, da sein
Verh

altnis Masse/Ladung nicht mehr auf den Kollider abgestimmt ist.
Im Falle nackter Schwerionen ist die Paarproduktion mit Einfang der einzig m

ogli-
che Umladungsprozess. Im Sto eines nackten Kerns auf ein mit Elektronen umgebenen
Kern dominiert dieser Prozess

uber den des Ladungstransfers bei zunehmender Sto-
energie, da der Wirkungsquerschnitt f

ur den Ladungstransfer mit zunehmender Energie
abnimmt, der f

ur Paarproduktion mit Einfang jedoch zunimmt.
1.2 Problemstellung
Zur Berechnung der Paarproduktion muss die Dirac-Gleichung gel

ost werden. Eine
gute N

aherungsl

osung erh

alt man mit der zeitabh

angigen St

orungstheorie, falls eines
der beiden Schwerionen eine niedrige Kernladungszahl Z  1 hat und somit dessen
Potential als kleine St

orung angesehen werden kann. Beim Sto zweier Schwerionen, bei
denen Z > 0:6 ist, ist eine rasche Konvergenz der St

orungsreihe, die eine Entwicklung
in Z darstellt, nicht mehr gew

ahrleistet. Deshalb werden zur Berechnung solcher
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Systeme nichtst

orungstheoretische Verfahren ben

otigt.
Das Augenmerk dieser Arbeit richtet sich auf die Paarproduktion mit Einfang.
Zur L

osung der Dirac-Gleichung verwenden wir die Methode der Finiten Elemente
und Dierenzen. Diese Verfahren laufen auf die Behandlung der Dirac-Gleichung auf
einem Gitter hinaus. Zu dieser Thematik wurden am Institut f

ur Theoretische Physik
bereits mehrere Arbeiten angefertigt, die mit der Diplomarbeit von Becker [17, 18]
begannen. Dort wurde die zylindersymmetrische Dirac-Gleichung in zwei Dimensionen
f

ur Ca
20+
+ U
91+
-St

oe bei einer Energie von 19.2 bis 621 MeV/N mit dem Finite-
Dierenzen-Verfahren gel

ost, um die Anregung und die Ionisation des Uranions zu
beschreiben. In einer sp

ateren Ver

oentlichung wurde das System U
92+
+ U
91+
bei
einer Energie von 1 GeV/N mit demselben Verfahren behandelt, wobei wiederum die
Ionisation und die Anregung des Targets betrachtet wurden. Die Paarproduktion mit
Einfang wurde mit diesem Verfahren erstmals von Thiel untersucht [3]. Er berechnete
das zuletzt genannte System bei einer Energie von 10 GeV/N. Zur Ermittlung der
Paarproduktions-Wahrscheinlichkeiten wurde sowohl auf Drehimpulseigenfunktionen
als auch auf Sommerfeld-Maue-Wellenfunktionen zum negativen Kontinuum projiziert.
M

uller [52]

ubertrug die bisherigen Arbeiten auf ein Finite-Elemente-Gitter, er nutz-
te jedoch eine nicht-hermitesche Approximation der Potentialterme. In seiner Doktor-
arbeit [51, 50] untersuchte M

uller die Auswirkungen der sogenannten Fermionenver-
dopplung, indem er ein eindimensionales freies Wellenpaket mit der Finite-Elemente-
Methode in der Zeit entwickelte.
In dieser Arbeit werden wir die Dirac-Gleichung in drei Dimensionen im Rah-
men der Finite-Elemente- und Finite-Dierenzen-Methode formulieren und auf Schwer-
ionenst

oe zur Beschreibung der Paarproduktion mit Einfang anwenden. Eine drei-
dimensionale Behandlung ist notwendig, um Abh

angigkeiten vom Stoparameter zu
ermitteln und damit Wirkungsquerschnitte bestimmen zu k

onnen. Eine Anwendung
dieses Verfahrens auf die freie Paarproduktion w

urde auf dem Computer zu zeitauf-
wendig sein.
1.3 Vergleich mit der Methode der Gekoppelten
Kan

ale
Wir wollen an dieser Stelle zun

achst ein paar Vergleiche mit dem wohl gebr

auchlichsten
nichtst

orungstheoretischen Verfahren, der Methode der Gekoppelten Kan

ale, anstellen.
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Das Hauptproblem bei der Methode der Gekoppelten Kan

ale liegt in der Beschr

anktheit
der Basis, das sich aus der Tatsache ergibt, dass der Rechenaufwand mit dem Quadrat
der Anzahl der Basisfunktionen steigt. Dies bedeutet, dass man sich zuvor

uberlegen
muss, welche Funktionen man in die Basis aufnehmen sollte und auf welche man even-
tuell verzichten kann oder ob man Kopplungen zwischen bestimmten Basisfunktionen
vernachl

assigen kann. Eine weitere Schwierigkeit ist die Beschreibung der Kontinua.
Die Kontinua m

ussen nach stehenden Wellenpaketen entwickelt werden. Ferner ist die
Berechnung der Matrixelemente zu zwei verschiedenen Wellenpaketen numerisch nicht
einfach zu handhaben. Sieht man jedoch einmal von diesen numerischen Schwierigkeiten
ab, so liesse sich mit einer vollst

andigen Basis die komplette Streumatrix bestimmen.
Man k

onnte dann ohne gr

oere Hindernisse die

Ubergangswahrscheinlichkeiten von
einem beliebigen Anfangszustand zu jedem m

oglichen Endzustand berechnen.
Dagegen haben die Gitter-Methoden den Vorteil, dass man hier die Ausdehnungen
des Gitters so bestimmen kann, dass der relevante Raumbereich abgedeckt ist, w

ahrend
man bei der Methode der Gekoppelten Kan

ale Matrixelemente in Raumbereichen be-
stimmen muss, in denen die Wellenfunktion zu keinem Zeitpunkt wesentlich von null
verschieden ist. Ein weiterer Vorteil ist, dass man beim Gitter eine verl

assliche Aussage

uber die Vollst

andigkeit der Basis treen kann. Die Gitter-Basis ist r

aumlich homogen
und bis zu einem oberen Impuls, den man auf dem Gitter noch 'gut' darstellen kann,
vollst

andig.
1.4 Literatur-

Uberblick
Auf dem Gebiet der Paarproduktion wird seit den 30er Jahren des vergangenen Jahr-
hunderts gearbeitet (z.B. [49], [23]). W

ahrend sich eine Vielzahl von Arbeiten mit der
freien Paarproduktion besch

aftigt, gibt es verh

altnism

aig wenig Ver

oentlichungen zur
Paarproduktion mit Einfang. Die fr

uhen Arbeiten, die sich allesamtmit der freien Paar-
produktion auseinander setzen, beruhen auf der Weizs

acker-Williams-Methode, bei der
das elektromagnetische Projektilfeld als ein Schwarm reeller Photonen aufgefasst wird,
der ein Elektron-Positron-Paar im Kernfeld des Targets erzeugt. Dieser Zugang besitzt
approximativen und st

orungstheoretischen Charakter. Eine sehr fr

uhe nichtst

orungs-
theoretische Behandlung der Paarproduktion stammt von Reinhardt et al. [55]. Hier
wurde eine gekoppelte Kanalrechnung f

ur niederenergetische p U-St

oe durchgef

uhrt.
Allerdings wurden die Kernpotentiale nur in den 'Monopoltermen' ber

ucksichtigt, und
es konnten nur sehr wenige Kan

ale gekoppelt werden. Die ersten Rechnungen zur freien
1.4. LITERATUR-

UBERBLICK 5
Paarproduktion nach der zeitabh

angigen St

orungstheorie erster Ordnung f

ur relativi-
stische Energien stammen von Becker et al. [20], die sowohl exakte Coulomb-Dirac-
Funktionen als auch Sommerfeld-Maue-Funktionen verwendeten. Die Anwendung der
St

orungstheorie scheint gerechtfertigt zu sein, da St

oe zwischen Protonen und Uran-
kernen betrachtet wurden. Die erste Arbeit

uber die gebunden-freie Paarproduktion
nach dieser Methode stammt von denselben Autoren [21]. Es wurden U
92+
  U
92+
-
St

oe bei einer Energie von 100 GeV/N betrachtet. Eine erste nichtst

orungstheoreti-
sche Behandlung der freien Paarerzeugung im Rahmen der Finite-Elemente-Methode
lieferten Bottcher und Strayer [24]. Sie l

osten die eindimensionale Dirac-Gleichung f

ur
U
92+
 U
92+
-St

oe bei niedrigen Energien, wobei sie ebenfalls nur den 'Monopolterm'
des Target- und Projektilpotentials betrachteten. Aus dieser Gruppe stammt eine Reihe
sp

aterer Ver

oentlichungen zur Myon-Paarproduktion mit Einfang, wobei ein dreidi-
mensionales Spline-Kollokationsverfahren benutzt wurde [57, 61, 62, 63].
Bertulani [22] fand heraus, dass die Paarproduktions-Wahrscheinlichkeiten in St

orungs-
theorie erster Ordnung f

ur schwere Kerne und hohe Lorentzfaktoren (  500) die Uni-
tarit

at verletzen. Daraufhin erschienen einige Arbeiten, die sich mit der Auswertung
von Feynman-Diagrammen h

oherer Ordnung und mit Mehrpaarproduktion besch

aftig-
ten [15, 54, 44]. Diese Arbeiten nden alle eine Poisson-Verteilung f

ur die Mehrpaar-
Multiplizit

at.
Hinweisen m

ochten wir auch noch auf die Arbeiten von Baltz [9, 10], der Rechnungen
mit dem Verfahren der gekoppelten Kan

ale f

ur hohe -Werte durchf

uhrte, wobei er die
auftretenden Matrixelemente in diesem Hochenergie-Limes berechnete und zeigte, dass
der Wirkungsquerschnitt f

ur Paarproduktion mit Einfang die Form  = A ln  +B f

ur
sehr groe  hat.
Einen Fortschritt auf diesem Gebiet markieren die Arbeit von Baltz [11], in der er
zeigen konnte, dass das Projektilpotential im ultrarelativistischen Grenzfall ( !1) in
Storichtung -f

ormig wird, und seine Ver

oentlichung von 1997 [13], in der er eine ex-
akte L

osung der Einteilchen-Dirac-Gleichung f

ur ultrarelativistische Schwerionenst

oe
pr

asentierte. Ein entscheidender Punkt ist dabei die Verwendung von Lichtkegel-Koordi-
naten gewesen. Diesen Arbeiten folgten zahlreiche weitere Ver

oentlichungen, die die-
se Erkenntnisse nutzten [68, 27, 69] und die Paarproduktion im ultrarelativistischen
Grenzfall betrachteten. Dabei sind Unstimmigkeiten

uber Mehrphotonenaustausch-
Beitr

age, die sogenannte Coulombkorrektur, aufgetreten. W

ahrend bei Ivanov et al. [32]
diese etwa 25 Prozent ausmachen, fanden Eichmann et al. [27], dass die Coulombkor-
rektur verschwindet. Diesen Widerspruch konnten Lee et al. [33] auf einen Rechenfehler
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zur

uckf

uhren und sie zeigten, dass die Coulombkorrektur beitr

agt und die so gewonne-
nen Ergebnisse dann mit Ergebnissen der Weizs

acker-Williams-Methode

ubereinstim-
men.
Eine besondere Aufmerksamkeitwollen wir den Arbeiten von Momberger [38, 39, 40]
zum Verfahren der Gekoppelten Kan

ale und eine sp

atere Arbeit mit der L

osung der
Dirac-Gleichung im Impulsraum auf einem Gitter [41] zukommen lassen. Ausf

uhrli-
che Untersuchungen zur freien Paarproduktion in St

orungstheorie erster Ordnung mit
verschiedenen Wellenfunktionen f

uhrte Steih durch [56]. Mit der Arbeit von Hostadt
wurde erstmals versucht, freie ebene Wellen als Basis f

ur gekoppelte Kanalrechnungen
zu verwenden [45]. Diesen Ansatz verfolgte auch Thiel, der eine bosonische Theorie for-
mulierte [4, 5]. Die neueste Arbeit in dieser Richtung ist die von Tenzer [59], der neben
freien Wellenpaketen auch einen gebundenen Zustand in die Basis aufnahm, um die
Paarproduktion mit Einfang besser beschreiben zu k

onnen. Zu Erw

ahnen w

are noch
die Arbeit von Voitkiv [60], der den Einuss der Abschirmung des Projektils durch
gebundene Elektronen auf den Prozess der Paarerzeugung mit Einfang untersuchte.
Die erste experimentelle Vermessung der gebunden-freien Paarproduktion stammt
von Belkacem et al. [8]. Diese Autoren haben den Einfang des Elektrons in das U
92+
-
Projektilion bei einem Sto von 0.96 GeV/N auf verschiedene Targets gemessen. In
weiteren Ver

oentlichungen [74, 75] wurden die Abh

angigkeiten der Querschnitte von
verschiedenen Projektilenergien und Kernladungszahlen angegeben und Ionisations-
und Ladungstransferprozesse untersucht. Krause et al. [47, 48] bestimmten Einfang-
querschnitte von Elektronen in ultrarelativistische Bleikerne mit 160 GeV/N. Der Ein-
fang ndet bei diesen hohen Energien fast ausschlielich durch Paarproduktion statt.
Dieser kurze

Uberblick

uber bisher erschienene Arbeiten hat nicht den Anspruch,
vollst

andig zu sein. F

ur weitere Arbeiten und f

ur ein Studium anderer Reaktions-
prozesse in Schwerionenst

oen, wie Anregung, Ionisation, Transferprozesse, radiativer
Elektronen-Einfang, bietet das Buch von Eichler und Meyerhof [67] Material bis zum
Jahr 1995.
1.5 Aufbau dieser Arbeit
In Kapitel 2 besch

aftigen wir uns mit den Grundlagen der relativistischen Quanten-
mechanik und besprechen die L

osungen der Dirac-Gleichung im Coulombpotential bei
einer neuen Quantisierungsrichtung. Ferner gehen wir auf die Coulomb-Phasenfaktoren
ein, die bei unseren Rechnungen eine groe Rolle spielen werden.
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Im dritten Kapitel geben wir einen

Uberblick

uber die Paarproduktion im Rahmen
der Feldtheorie und die Gleichungen an, die zur Bestimmung von Wahrscheinlichkeiten
f

ur die gebunden-freie Paarproduktion zu l

osen sind. In Kapitel 4 gehen wir auf die
St

orungstheorie und die Baltz'sche Theorie, als Methoden zur L

osung dieser Gleichun-
gen, ein.
Kapitel 5 besch

aftigt sich mit der Diskretisierung der Dirac-Gleichung im Rahmen des
Finite-Elemente- und Finite-Dierenzen-Verfahrens. Daran schliet sich die Betrach-
tung der verschiedenen Zeitentwicklungs-Verfahren in Kapitel 6 an.
Spezielle Symmetrien, die das Stosystem in sich birgt und die zu einer Ersparnis
an Rechenkapazit

aten f

uhren, werden in Kapitel 7 untersucht. Das sich anschlieende
Kapitel 8 ist der Untersuchung der Fermionenverdopplung gewidmet. Wir stellen ein
neues, diskretes Verfahren vor, mit dem das Problem der Fermionenverdopplung ver-
mieden werden kann.
Die numerischen Ergebnisse dieser Arbeit werden in Kapitel 9 dargestellt, wobei wir
Systeme mit recht niedrigen Energien und extrem hohen Energien betrachten wollen,
um die Vielseitigkeit der Gitterrechnungen zu demonstrieren.
Kapitel 10 enth

alt die Zusammenfassung und den Ausblick.
Kapitel 2
Die Dirac-Gleichung mit

aueren
Feldern
Dieses Kapitel behandelt die Grundlagen der relativistischen Quantenmechanik, zu
denen auch die Dirac-Gleichung mit Coulombpotential und deren L

osungen geh

oren.
2.1 Lienard-Wiechert-Potentiale
In dieser Arbeit wird ausschlielich in semiklassischer N

aherung gerechnet. Dies bedeu-
tet, dass nur die Elektronen und Positronen als quantenmechanischeTeilchen angesehen
werden und die Kerne als klassische Punktteilchen betrachtet werden. Wir gehen davon
aus, dass sich das Projektil im Targetsystem auf einer geraden Bahn bewegt. Dies ist
auch f

ur relativ niedrige Projektilenergien eine gute N

aherung, wie eine Absch

atzung
aus dem Lehrbuch von Jackson [46] f

ur den Ablenkwinkel  zeigt:
 
2Z
P
Z
T
hc
M
P
v
2
P
b
: (2.1)
Z
P
und Z
T
bezeichnen die Kernladungszahlen des Projektils bzw. des Targets. M
P
ist
die Masse und v
P
die Geschwindigkeit des Projektilkerns. Der Lorentzfaktor  berech-
net sich

uber:
 =
1
r
1  
v
2
P
c
2
: (2.2)
Setzen wir hier die Kerndaten f

ur Uran ein und gehen von einem -Wert von 1:5 aus,
so k

onnen wir, falls wir einen maximalen Ablenkwinkel von  = 1
o
zulassen, bis zu
einem Stoparameter von etwa b = 7 fm rechnen, abh

angig vom Uranisotop. Dieser
Stoparameter liegt aber im Inneren des Targetkerns.
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Im Falle der geraden Bahnen und einer konstanten Projektilgeschwindigkeit erh

alt
man f

ur die elektromagnetischen Projektilpotentiale die Lienard-Wiechert-Potentiale,
die gegeben sind durch:
A
1
= A
2
= 0; A
3
=

c4
0
Z
P
e
q
x
2
+ (y   b)
2
+ 
2
(z   vt)
2
; (2.3)
 =

4
0
Z
P
e
q
x
2
+ (y   b)
2
+ 
2
(z   vt)
2
: (2.4)
Die Dirac-Gleichung lautet:
ih
@
@t
	(~x; t) =

c
^
~~p + ec
^
~
~
A  e+
^
mc
2

	(~x; t); (2.5)
wobei das skalare Potential  im Falle des Schwerionenstoes einen Anteil aus dem
Target- sowie aus dem Projektilpotential hat. F

ur die Dirac-Matrizen w

ahlen wir die
Standard-Darstellung:
^
~ =
 
0 ~
~ 0
!
und
^
 =
 
I
2
0
0  I
2
!
; (2.6)
wobei I
2
die 2  2 Einheitsmatrix ist und die 
i
die Pauli'schen Spin-Matrizen sind.
Diese haben die explizite Form:

x
=
 
0 1
1 0
!
; 
y
=
 
0  i
i 0
!
und 
z
=
 
1 0
0  1
!
: (2.7)
2.2 Dirac-Gleichung mit Coulombpotential
Wir wollen nun die Dirac-Gleichung mit einem angekoppelten statischen Coulombpo-
tential betrachten. Damit k

onnen wir gebundene und freie bzw. Kontinuumszust

ande
zu wassersto

ahnlichen Ionen beschreiben. Die Dirac-Gleichung lautet:
ih
@
@t
	(~x; t) =

c
^
~~p   e
2
Z
T
4
0
1
r
+
^
mc
2

	(~x; t): (2.8)
Die L

osung dieser Dierentialgleichung ndet man zum Beispiel im Lehrbuch von Grei-
ner [30] oder Rose [36]. Wir begn

ugen uns hier damit, die Ergebnisse anzuf

uhren.
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z
x’=-z
z’=x
y’=y
Abbildung 2.1: Lage des Hilfs-Koordinatensystems
2.2.1 Kugelkoordinaten und Separationsansatz
Entgegen der sonst

ublichen Quantisierung der Wellenfunktion in z-Richtung bestim-
men wir die L

osungen derart, dass sie Eigenfunktionen zur x-Komponente des Gesamt-
drehimpulsoperators
~
J =
~
L+~s sind. Im Kapitel

uber die Symmetrien des Stosystems
wird deutlich werden, dass diese Quantisierung erhebliche Vorteile mit sich bringt.
Die einfachste M

oglichkeit, in x-Richtung quantisierte Eigenzust

ande zu erhalten, ist,
die bekannten in z-Richtung quantisierten Eigenfunktionen zu nehmen und diese um

2
um die y-Achse zu drehen. Wir f

uhren deshalb das gedrehte Hilfs-Koordinatensystem
(x
0
; y
0
; z
0
) ein:
x
0
=  z; y
0
= y; z
0
= x: (2.9)
In Abbildung (2.1) ist die Lage des Hilfs-Koordinatensystems eingezeichnet. Diese neu-
en kartesischen Koordinaten kann man durch die

ublichen Kugelkoordinaten (r
0
; 
0
; '
0
)
ausdr

ucken:
x
0
= r
0
sin 
0
cos'; y
0
= r
0
sin 
0
sin'
0
; z
0
= r
0
cos 
0
: (2.10)
Dieses Hilfs-System hat keinerlei physikalische Bedeutung. Es wird nur in diesem
Unterabschnitt benutzt, um die in x-Richtung quantisierten L

osungen m

oglichst einfach
ausdr

ucken zu k

onnen.
Der

ubliche Separationsansatz zur L

osung der Dirac-Gleichung mit einem stati-
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on

aren, radialsymmetrischen Potential lautet (siehe Rose [36]):
	
m
j
(~x) =
0
B
@
g


m
j

(; ')
if

(r)
m
j
 
(; ')
1
C
A
: (2.11)
	
m
j
ist Eigenfunktion zu J
2
mit dem Eigenwert j(j + 1), zu J
x
mit m
j
und zu dem
Operator K mit dem Eigenwert . Der Operator K ist deniert als:
K =
^


2
h

~
J  
~
L

~
L + h

: (2.12)
Die Eigenwerte  und j sind miteinder verkn

upft durch die Relation
 = (j +
1
2
);  = 1;2;    : (2.13)
Ferner gibt der Betrag von  den Drehimpuls l
A
der beiden oberen (groen) Kompo-
nenten f

ur positive , f

ur negative  den Drehimpuls l
B
der beiden unteren (kleinen)
Komponenten an. Der jeweils andere Drehimpuls ist dann genau um 1h niedriger:
l
A
=
(
 f

ur  > 0
jj   1 f

ur  < 0
; l
B
=
(
  1 f

ur  > 0
jj f

ur  < 0
: (2.14)
Die Spin-Winkel Funktionen 
m
j

sind zweikomponentige Spinoren und lassen sich am
einfachsten durch 
0
und '
0
ausdr

ucken. Sie haben f

ur l
A;B
= l = j  
1
2
die explizite
Gestalt:

m
j

=
s
l +m
j
+
1
2
2l + 1
Y
l;m
j
 
1
2
(
0
; '
0
)
 
1
p
2
1
p
2
!
+
s
l  m
j
+
1
2
2l + 1
Y
l;m
j
+
1
2
(
0
; '
0
)
 
 
1
p
2
1
p
2
!
:
(2.15)
F

ur l
A;B
= l = j +
1
2
ist

m
j

=  
s
l m
j
+
1
2
2l + 1
Y
l;m
j
 
1
2
(
0
; '
0
)
 
1
p
2
1
p
2
!
+
s
l +m
j
+
1
2
2l + 1
Y
l;m
j
+
1
2
(
0
; '
0
)
 
 
1
p
2
1
p
2
!
:
(2.16)
Es ist zu beachten, dass nun anstelle der zweikomponentigen Eigenspinoren zur Pauli-
Matrix 
z
, n

amlich
 
1
0
!
und
 
0
1
!
, die Eigenspinoren zu 
x
,
 
1
p
2
1
p
2
!
und
 
 
1
p
2
1
p
2
!
,
auftreten. Besonderes Augenmerk muss auf die richtige relative Phase der beiden Spi-
noren zueinander gelegt werden. Bei einer Drehung der Wellenfunktion

andert sich
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nicht nur die Abh

angigkeit von den Koordinaten, sondern es

andern sich auch die
Spinorkomponenten, anders als bei einer skalaren Funktion.
Da der Grundzustand der wassersto

ahnlichen Schwerionen in dieser Arbeit eine
wichtige Rolle spielt und wir eine explizite Form zur weiteren Betrachtung der Sym-
metrien ben

otigen, geben wir ihn hier an. Die spektroskopische Bezeichnung ist 1s
1=2
und f

ur die positive magnetische Quantenzahl m
x
= +1=2 erh

alt man:
	
m
x
=+1=2
1s
1=2
=
1
p
8
0
B
B
B
@
g(r)
g(r)
i(  cos 
0
+ sin 
0
e
i'
0
)f(r)
i(  cos 
0
  sin 
0
e
i'
0
)f(r)
1
C
C
C
A
: (2.17)
Die radialen Wellenfunktionen lauten:
g(r) = N
g

r
a
0

s 1
e
 Zr=a
0
und f(r) = N
f

r
a
0

s 1
e
 Zr=a
0
: (2.18)
Die Normierungskonstanten sind
N
g
= a
 3=2
0
(2Z)
s+1=2
(2 (2s + 1))
1=2
(1 + s)
1=2
; (2.19)
N
f
=  N
g

1  s
1 + s

1=2
: (2.20)
Die Gr

oe s ist f

ur den Grundzustand gegeben durch:
s =
q
1  (Z)
2
: (2.21)
F

ur die negative magnetische Quantenzahl m
x
=  1=2 bleiben die radialen Wellenfuk-
tionen unver

andert:
	
m
x
= 1=2
1s
1=2
=
1
p
8
0
B
B
B
@
 g(r)
g(r)
i(  cos 
0
  sin 
0
e
 i'
0
)f(r)
i(cos 
0
  sin 
0
e
 i'
0
)f(r)
1
C
C
C
A
: (2.22)
Die L

osungen der Coulomb-Dirac-Gleichung f

ur beliebige gebundene Zust

ande und f

ur
die in dieser Arbeit besonders wichtigen Kontinuumszust

ande nden sich im Anhang
wieder.
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2.3 Eichtransformation
Wir betrachten nun die Dirac-Gleichung mit einem statischen Coulombpotential und
den elektromagnetischen Potentialen eines nackten Projektilions. Wir erhalten explizit:
ih
@
@t
	(~x; t) =

c
^
~~p+ ec^
z
A
3
  e+
^
mc
2

	(~x; t) (2.23)
mit den bereits erw

ahnten Potentialen (2.3) und (2.4). Wir folgen nun einer Idee von
Eichler et al. [66] und ersetzen den Wellenspinor:
	(~x; t) = e
 i
P
ln(R
0
 vt
0
)
	
0
(~r; t); (2.24)
mit den Gr

oen

P
=
Z
P
e
2
4
0
vh
; R
0
=
q
b
2
+ v
2
t
0
2
und t
0
= (t  vz=c
2
): (2.25)

P
ist ein verallgemeinerter Sommerfeld-Parameter,R
0
ist der Projektil-Targetabstand
vom Projektilsystem aus gemessen. t
0
ist die Zeit im Projektilsystem. Wir betrach-
ten nun die Wirkung des Zeitableitungs-Operators
@
@t
0
auf den in (2.24) denierten
Phasenfaktor:
@
@t
0
e
 i
P
ln(R
0
 vt
0
)
=
 i
p
R
0
  vt
0
 
v
2
t
0
R
0
  v
!
e
 i
P
ln(R
0
 vt
0
)
=
iZ
P
e
2
4
0
hR
0
e
 i
P
ln(R
0
 vt
0
)
: (2.26)
Nun k

onnen wir dieWirkung der Operatoren aus Gleichung (2.23) auf den Phasenfaktor
bestimmen; denn
@
@t
= 
@
@t
0
  v
@
@z
0
;
@
@z
=  
v
c
2
@
@t
0
+ 
@
@z
0
; (2.27)
wobei zu beachten ist, dass der Phasenfaktor nicht von z
0
abh

angt:
ih
@
@t
e
 i
P
ln(R
0
 vt
0
)
=  
Z
P
e
2
4
0
R
0
e
 i
P
ln(R
0
 vt
0
)
; (2.28)
p
z
e
 i
P
ln(R
0
 vt
0
)
=  
v
c
2
Z
P
e
2
4
0
R
0
e
 i
P
ln(R
0
 vt
0
)
: (2.29)
F

uhrt man die Ersetzung des Wellenspinors durch und nutzt die eben gezeigten Re-
lationen, so l

asst sich der Phasenfaktor aus der kompletten Dirac-Gleichung wieder
herausstreichen. Man kann die Potentialterme in Gleichung (2.23) noch geschickt zu-
sammenfassen und erh

alt:
ih
@
@t
	
0
(~x; t) =
 
c
^
~~p  
Z
T
e
2
4
0
r
  (1  
v
c

z
)
Z
P
e
2
4
0
 
1
r
0
P
 
1
R
0
!
+
^
mc
2
!
	
0
(~x; t):
(2.30)
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Dabei ist r
0
P
der Betrag des Ortsvektors im Projektilsystem:
r
0
P
=
q
x
2
+ (y   b)
2
+ 
2
(z   vt)
2
: (2.31)
Obwohl dieser Abschnitt den Titel 'Eichtransformation' tr

agt, sind wir mit einem
Phasenfaktor f

ur die Wellenfunktion gestartet und haben nicht wie

ublich die Poten-
tiale eichtransformiert. Beide Richtungen sind nat

urlich zueinander

aquivalent. Wo
liegen nun aber die Vorteile der Gleichung (2.30) gegen

uber Gleichung (2.23)? Der
Potentialterm hat sich oensichtlich nicht vereinfacht. Die Antwort ist, dass sich der
resultierende Potentialterm
V
result
=  (1 
v
c

z
)
Z
P
e
2
4
0
 
1
r
0
P
 
1
R
0
!
(2.32)
f

ur groe Projektil-Targetabst

ande in einem Raumbereich um das Target fast weghebt;
denn in dieser Asymptotik gilt r
0
P
 R
0
. Dies bedeutet, dass das resultierende Potential
asymptotisch viel schneller als das Coulombpotential abf

allt. H

atte man einen Phasen-
faktor so bestimmt, dass das resultierende Potential komplett wegf

allt, dann h

atte
man das Problem analytisch gel

ost. Das neue Potential erf

ullt diese Forderung schon
zum Teil. L

ost man Gleichung (2.30), so bestimmt man den Rest einer schon guten
N

aherungsl

osung.
Abbildung (2.2) zeigt den skalaren Anteil des Potentialterms nach Gleichung (2.32)
f

ur ein Uranprojektil mit einem -Faktor von 1.5 in der Ebene x = 1590 fm zum
Zeitpunkt t = 4200 fm/c. Der Zusatzterm im Potential (2.32) bewegt sich stets mit

Uberlichtgeschwindigkeit c
2
=v und

uberholt den bekannten Lienard-Wiechert-Term bei
t = 0.
Eine weitere wichtige Eigenschaft des resultierenden Potentials ist, dass es f

ur klei-
ne Stoparameter und kleine Projektil-Targetabst

ande in der N

ahe des Ursprungs ge-
gen

uber dem reinen Lienard-Wiechert-Potential stark unterdr

uckt ist.
Es bleibt noch die Frage zu kl

aren, wie die Anfangswellenfunktion 	
0
in Gleichung
(2.30) zu w

ahlen ist. Geht man wieder von der Annahme aus, man h

atte das St

orpo-
tential durch eine Phasentransformation zum Verschwinden gebracht, erh

alt man die
Dirac-Gleichung mit station

arem Coulombpotential, deren L

osungen bereits bespro-
chen wurden. Da dies aber nicht der Fall ist und die numerische Rechnung bei endli-
chem t beginnen muss, ist die Wahl der Coulomb-Dirac-Funktionen die beste L

osung.
Analog m

usste man also, wenn man die Dirac-Gleichung mit den urspr

unglichen Poten-
tialen l

osen will, die Coulomb-Dirac-Funktionen mit dem Phasenfaktor nach Gleichung
(2.24) versehen.
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Abbildung 2.2: Der skalare Anteil des resultierenden Potentialterms nach Gleichung
(2.32) in der Ebene x = 1590 fm. Der Stoparameter betr

agt b = 1590 fm, Z
P
= 92,
t = 4200 fm/c und  = 1:5.
Die zu berechnenden Ergebnisse, also Wahrscheinlichkeiten und absolute Quer-
schnitte, m

ussen eichinvariant sein. Man erwartet aber bei Verwendung des resultieren-
den Potentials eine schnellere numerische Konvergenz, d.h. die einzelnen Amplituden
sollten schneller konstant werden.
Kapitel 3
Feldtheoretische Grundlagen
Wir wollen nun die Erzeugung von Elektron-Positron-Paaren in relativistischen Schwer-
ionenkollisionen von der feldtheoretischen Seite her betrachten. Die entscheidende Rolle
bei der Paarerzeugung spielt das Vakuum. Das Vakuum kann als ein Vielelektronen-
Zustand mit unendlich vielen Teilchen interpretiert werden, die untereinander als nicht-
wechselwirkend angenommen werden. Solch ein Vielteilchen-Zustand kann z.B. als Sla-
terdeterminante aus unendlich vielen Einteilchen-Zust

anden geschrieben werden. Diese
Einteilchen-Zust

ande selber sind dann als Eigenzust

ande eines Einteilchen-Hamilton-
operators gegeben. Betrachtet man das ungest

orte Target-System, so ist der Hamilton-
operator
H = c~~p+ mc
2
  eV
T
: (3.1)
Die zugeh

origen L

osungen 	
j
(~r; t) = 
j
(~r) exp( iE
j
t=h) erf

ullen die station

are
Dirac-Gleichung zum Eigenwert E
j
, wobei das dem Index j folgende Vorzeichen f

ur
einen positiven bzw. negativen Eigenwert steht. Die gebundenen L

osungen f

ur Z  137,
die zu positiver Energie geh

oren, nden sich also unter dem Satz von L

osungen zu j+
wieder.
Die Existenz von L

osungen zu negativer Energie birgt zwei Probleme in sich. Zum
einen sind negative Energien in der Realit

at nicht beobachtbar, zum anderen k

onn-
te ein Elektron aufgrund einer leichten

aueren St

orung (etwa durch die Moden des
elektromagnetischen Felds) unter Aussendung von Strahlung beliebig viel Energie ab-
geben. Diese Probleme werden durch die Einf

uhrung des Vakuumzustands behoben,
indem man fordert, dass im physikalischen Vakuum alle Zust

ande negativer Energie
besetzt sind. Man spricht in diesem Zusammenhang auch vom Dirac-See. Der Paar-
erzeugungsprozess wird dann als Anregung eines See-Elektrons in einen Zustand zu
16
17
2
mc
-mc
2
Paarproduktion
mit Einfang
freie
Paarproduktion
Abbildung 3.1: Schematische Darstellung der Paarproduktion
positiver Energie angesehen, wobei das resultierende Elektron-Loch im See die Eigen-
schaften eines Positrons hat.
In Bezug auf die Paarerzeugung in Schwerionenst

oen kann man den Vorgang wie
folgt beschreiben. Vor dem Sto sind die Zust

ande des Vakuums bzw. des Dirac-Sees
bekannt, da man nur einen Kern, den Targetkern, mit dessen Coulombpotential vorlie-
gen hat. Da die Elektronen des Vakuums untereinander als wechselwirkungsfrei ange-
nommen werden, entwickeln sich die Zust

ande des Vakuums unabh

angig voneinander
bei Ann

aherung des Projektilpotentials. Nach dem Sto hat man zwar wiederum nur
das Targetpotential, jedoch entsprechen die nun vorliegenden entwickelten Vakuum-
Zust

ande nicht mehr denen der Ausgangssituation. In der urspr

unglichen Basis ndet
man nun bev

olkerte Zust

ande zu positiver Energie und vakante Zust

ande zu nega-
tiver Energie, sodass man von Paarerzeugung sprechen kann. Abbildung (3.1) zeigt
schematisch den Paarerzeugungs-Prozess. Beinhaltet das zeitentwickelte Vakuum nun
gebundene Zust

ande, so entspricht dies der Paarproduktion mit Einfang, benden sich
Elektronen im positiven Kontinuum, so liegt die freie Paarproduktion vor.
F

ur eine quantitative Beschreibung des eben Gesagten folgen wir Schritten von
Eichler [67] (siehe auch [57],[61]). Wir betrachten zun

achst den Dirac-Hamiltonoperator
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des Gesamtsystems, ausgedr

uckt im Targetsystem:
H = c~(~p + e
~
A
P
) + mc
2
  eV: (3.2)
Hierbei ist
~
A das Vektorpotential des Projektilkerns und V das skalare Potential des
Projektils und des Targets. Die Zeitabh

angigkeit von H ist in den Potentialen des
Projektils enthalten. Die L

osungen der zeitabh

angigen Dirac-Gleichung mit dem Ha-
miltonoperator (3.2) bezeichnen wir mit 
k
(~r; t). Der Index k steht f

ur einen Satz
von Quantenzahlen. Das nachfolgende Vorzeichen deutet auf eine L

osung mit anfangs
positivem oder negativem Energieeigenwert hin. Die Klassizierung ist m

oglich, da f

ur
t!  1 gilt:

k
= 	
k
: (3.3)
Wir entwickeln nun den Feldoperator nach diesen L

osungen:
^
	 =
X
k+
~
b
k+

k+
(~r; t) +
X
k 
~
d
y
k 

k 
(~r; t): (3.4)
Der Operator
~
b
k+
ist der zeitunabh

angige Teilchenvernichtungsoperator und
~
d
y
k 
ist der
Antiteilchenerzeugungsoperator. Beide Operatoren und ihre hermitesch Konjugierten
wirken auf das zeitabh

angige Vakuum, das mit j0(t)i bezeichnet wird, in folgender
Weise:
~
b
k+
j0(t)i = 0;
~
b
y
k+
j0(t)i = j
k+
(~r; t)i
~
d
k 
j0(t)i = 0;
~
d
y
k 
j0(t)i = j
k 
(~r; t)i; (3.5)
wobei j
k+
(~r; t)i ein Einteilchenzustand ist, der durch die Wellenfunktion 
k+
(~r; t)
beschrieben wird. Diese Operatoren erf

ullen die

ublichen Vertauschungsregeln f

ur Fer-
mionen mit den einzigen nichtverschwindenden Anti-Kommutatoren:
n
~
b
k+
;
~
b
y
k
0
+
o
= 
k+;k
0
+
;
n
~
d
k 
;
~
d
y
k
0
 
o
= 
k ;k
0
 
: (3.6)
Man kann nun den Feldoperator auch nach den Eigenfunktionen 	
j
(~r; t) des un-
gest

orten Hamiltonoperators (3.1) entwickeln:
^
	 =
X
j+
^
b
j+
(t)	
j+
(~r; t) +
X
j 
^
d
y
j 
(t)	
j 
(~r; t): (3.7)
Da die Funktionen 	
j
(~r; t) nur die triviale Zeitabh

angigkeit enthalten, m

ussen die
Operatoren
^
b
j+
und
^
d
y
j 
explizit zeitabh

angig sein. Deren Wirkung ist aber zun

achst
19
nur auf das ungest

orte, also noch nicht zeitentwickelte Vakuum j0i = lim
t! 1
j0(t)i
bekannt:
^
b
k+
j0i = 0;
^
b
y
k+
j0i = j	
k+
(~r; t)i
^
d
k 
j0i = 0;
^
d
y
k 
j0i = j	
k 
(~r; t)i: (3.8)
Setzt man nun die Entwicklungen (3.4) und (3.7) gleich und multipliziert man beide
Seiten mit 	
j+
(~r; t), so erh

alt man nach Integration

uber die r

aumlichen Koordinaten:
^
b
j+
(t) =
X
k+
~
b
k+
h	
j+
(t)j
k+
(t)i+
X
k 
~
d
y
k 
h	
j+
(t)j
k 
(t)i: (3.9)
Dabei wurde die Orthogonalit

at der L

osungen ausgenutzt. Die entsprechende hermi-
tesch adjungierte Gleichung lautet:
^
b
y
j+
(t) =
X
k+
~
b
y
k+
h
k+
(t)j	
j+
(t)i+
X
k 
~
d
k 
h
k 
(t)j	
j+
(t)i: (3.10)
Nun kann man die Zahl der zum Zeitpunkt t vorhandenen Elektronen berechnen, indem
man den Erwartungswert des Anzahloperators bez

uglich des Vakuumzustands bildet:
N
j+
(t) = h0(t)j
^
b
y
j+
(t)
^
b
j+
(t)j0(t)i =
X
k 
jh	
j+
(t)j
k 
(t)ij
2
: (3.11)
F

ur die obige Umformung benutzt man die Gleichungen (3.9) und (3.10) sowie die
Vertauschungsrelationen. Der Ausdruck N
j+
(t ! 1) gibt die Zahl der Paare an, bei
denen ein Elektron im Zustand j+ zu nden ist, unabh

angig von den Positronen-
Zust

anden. Zu dieser Zahl tragen nicht nur Ein-Teilchen-Ein-Loch-Zust

ande, sondern
ebenfalls Mehr-Teilchen-Mehr-Loch-Zust

ande bei. F

ur den Einfang des Elektrons in
einen gebundenen Zustand heisst das, dass auch alle Zust

ande mit inbegrien sind,
bei denen weitere Paare erzeugt wurden, bei denen das Elektron m

oglicherweise eben-
falls gebunden wurde oder ein freies Elektron ist. F

ur die Interpretation von N
j+
als
Wahrscheinlichkeit muss man zun

achst beachten, dass man bei der Summation

uber
die magnetischen Unterzust

ande von j+ die F

alle mehrfach zusammenz

ahlt, bei denen
zwei oder mehr Elektronen gleichzeitig in eben diese magnetischen Unterzust

ande ein-
gefangen werden. Da sich N
j+
jedoch bei den betrachteten Einschuenergien als eine
sehr kleine Zahl ergeben wird, ist die Mehrpaarproduktion mit Einfang vernachl

assig-
bar klein und N
j+
kann als Wahrscheinlichkeit interpretiert werden.
Die oben benutze Beschreibung mit Hilfe des Vakuums ist v

ollig

aquivalent zum
Bild des Dirac-Sees und der L

ochertheorie. Ein Antiteilchen zu erzeugen heit, ein
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Loch im Dirac-See zu erzeugen. Dies bedeutet aber, ein Elektron mit anfangs negativer
Energie zu vernichten. Deshalb kann man setzen
~a
k 
=
~
d
y
k 
; ~a
y
k 
=
~
d
k 
: (3.12)
Die Operatoren ~a
y
k 
wirken nun auf den v

ollig leeren Dirac-See j;i, der keinerlei Teil-
chen enth

alt und erzeugen dort ein Elektron mit negativer Energie. Das zeitabh

angige
Vakuum j0(t)i w

are demzufolge
j0(t)i = lim
n!1
~a
y
1 
~a
y
2 
   ~a
y
n 
j;i: (3.13)
Ein Positronen-Zustand j
k 
(~r; t)i, also ein fehlendes Elektron schreibt sich demnach:
j
k 
(~r; t)i = lim
n!1
~a
y
1 
~a
y
2 
   ~a
y
(k 1) 
~a
y
(k+1) 
   ~a
y
n 
j;i: (3.14)
Man kann nun leicht nachrechnen, dass
~a
y
k 
j0(t)i = 0; ~a
k 
j0(t)i = j
k 
(~r; t)i: (3.15)
Dies sind genau die von den Operatoren
~
d
y
k 
und
~
d
k 
geforderten Eigenschaften.
Um Gleichung (3.11) numerisch auszuwerten, muss Folgendes getan werden: Man
startet mit einemZustand des negativen Kontinuums zum Target und entwickelt diesen
in der Zeit gem

a der Einteilchen-Dirac-Gleichung mit den zeitabh

angigen Projektil-
potentialen. Im Anschluss projiziert man den gesuchten Endzustand, also zum Beispiel
ein im 1s
1=2
-Zustand eingefangenes Elektron, heraus und summiert die so gefundenen
Wahrscheinlichkeiten auf, indem man den Vorgang f

ur s

amtliche Kontinuumszust

ande
wiederholt. Diese Methode ist in die Praxis schwer umzusetzen, da die Zeitentwicklung
der Wellenfunktion ein zeitaufwendiger Prozess ist, der beliebig oft durchgef

uhrt wer-
den m

usste. Dies f

uhrt dazu, dass man nur relativ wenige Kontinuumszust

ande bzw.
daraus gebildete Pakete betrachten kann. Nutzt man jedoch die Eigenschaft
jh	
j+
j
k 
(t)ij = jh	
k 
j
j+
(t)ij; (3.16)
die im n

achsten Abschnitt gezeigt wird, so l

auft die Summe in Gleichung (3.11) nun

uber die station

aren Kontinuumszust

ande:
N
j+
(t) =
X
k 
jh	
k 
(t)j
j+
(t)ij
2
: (3.17)
Dies bedeutet, dass nur eine Zeitentwicklung durchgef

uhrt werden muss, n

amlich die
des Zustands, in den das Elektron bei der gebunden-freien Paarproduktion eingefangen
werden kann.
In dieser Arbeit wird die Zeitentwicklung des gebundenen Zustands auf einemGitter
durchgef

uhrt.
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3.1 Zeitumkehrsymmetrie der

Ubergangsamplitu-
den
Um die Relation (3.16) zu zeigen, muss man zun

achst die Dirac-Gleichung mit dem
zeitabh

angigen Hamiltonoperator (3.2) komplex konjugieren, wobei (analog zur La-
dungskonjugation) keine Transposition der Matrizen ausgef

uhrt wird, sondern nur die
komplexe Konjugation der einzelnen Matrixelemente. Man erh

alt nach Multiplikation
mit ( 1)
ih
@
@t


k 
= (c
x
p
x
  c
y
p
y
+ c
z
p
z
  mc
2
  ec
z
A
z
+ eV )

k 
=: H
0


k 
: (3.18)
Wir m

ochten nun die Wellenfunktion von einem gegebenen Zeitpunkt  t
s
, zu dem
die Wellenfunktion die ungest

orte station

are L

osung sei, bis hin zum Zeitpunkt +t
s
entwickeln. Dazu zerlegen wir das Zeitintervall [ t
s
; t
s
] in 2n

aquidistante Intervalle
der Breite t, sodass t
i
=  t
 i
; i = 1; 2; : : : ; n. Wir k

onnen n hinreichend gro
w

ahlen, sodass H
0
auf jedem Intervall als konstant angesehen werden kann. Man erh

alt
f

ur die zeitentwickelte Wellenfunktion


k 
(t
s
) = e
 iH
0
(t
n
)
t
h
   e
 iH
0
(t
 n
)
t
h
	

k 
: (3.19)
Wir k

onnen nun das

Ubergangsmatrixelement umformen:
h	
j+
j
k 
(t
s
)i = h	

j+
j

k 
(t
s
)i

= h	

j+
je
 iH
0
(t
n
)
t
h
   e
 iH
0
(t
 n
)
t
h
j	

k 
i

= h	

k 
je
iH
0
(t
 n
)
t
h
   e
iH
0
(t
n
)
t
h
j	

j+
i
t
i
= t
 i
= h	

k 
je
iH
0
( t
n
)
t
h
   e
iH
0
( t
 n
)
t
h
j	

j+
i: (3.20)
Der neue Hamiltonoperator H
0
l

asst sich in die Form des urspr

unglichen

uberf

uhren
mit H
0
( t
i
) =  H(t
i
), falls man x
0
=  x und z
0
=  z ersetzt. In diesem Falle

andert
sich durch das Umschreiben auf die neuen Impulsoperatoren das Vorzeichen vor den
Martizen 
x
und 
z
inH
0
, und die zeitabh

angigen Potentiale erhalten die Abh

angigkeit
von (z
0
  vt) zur

uck. Also ist
h	
j+
j
k 
(t
s
)i = h	

k 
( x; y; z)je
 iH(t
n
)
t
h
   e
 iH(t
 n
)
t
h
j	

j+
( x; y; z)i: (3.21)
Nun gilt aber 	

j+
( x; y; z) = 	
j+
(x; y; z), wie man leicht nachrechnen kann. Hier-
zu ben

otigt man 	

j+
( x; y; z) = S
x
	

j+
(x; y; z) mit einer reellen Matrix S
x
, auf
die wir im Kapitel

uber Symmetrien noch genauer eingehen werden. F

ur z !  z muss
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man in den Y
l;m
in den Gleichungen (2.15) und (2.16) '
0
!    '
0
ersetzen. Das auf-
tretende  macht den Vorzeichenwechsel der Y
l;m
in einer Komponente, hervorgerufen
durch die Multiplikation mit S
x
, r

uckg

angig. Die komplexe Konjugation hebt den Vor-
zeichenwechsel von '
0
, das nur als rein imagin

ares Argument einer Exponentialfunktion
erscheint, auf. Somit gilt:
h	
j+
j
k 
(t
s
)i = h	
k 
j
j+
(t
s
)i oder jh	
j+
j
k 
(t
s
)ij = jh	
k 
j
j+
(t
s
)ij: (3.22)
Kapitel 4
St

orungstheorie und
ultrarelativistischer Grenzfall
Umm

ogliche Ergebnisse unseres Verfahrens

uberpr

ufen zu k

onnen, brauchen wir theo-
retische Vergleichswerte, falls entsprechende Resultate nicht in der Literatur zu nden
sind. Nach M

oglichkeit sollten diese Werte verh

altnism

aig schnell im Vergleich zu un-
serem nichtperturbativen Verfahren zu erhalten sein. Dabei bieten sich zwei M

oglichkei-
ten an. Die erste ist die St

orungstheorie niedrigster Ordnung, zu der wir zwar gerade
Unterschiede herausnden wollen, aber die unter bestimmten Voraussetzungen kor-
rekte Resultate liefert. Die zweite M

oglichkeit ist die Methode des ultrarelativistischen
Grenzfalls, die auf Baltz [13] zur

uckgeht und eine exakte L

osung des Problems darstellt.
In beiden F

allen hat man Gleichungen zur Verf

ugung, die sich mit relativ einfachen
Mitteln numerisch l

osen lassen. Wir wollen nun kurz auf die Verfahren eingehen.
4.1 St

orungstheorie erster Ordnung
Die zeitabh

angige St

orungstheorie erster Ordnung ergibt sich aus dem Ansatz der ge-
koppelten Kan

ale [20]
	(~r; t) =
X
k
a
k
(t)
k
(~r)e
 iE
k
t=h
; (4.1)
wobei die 
k
(~r) Eigenfunktionen zumungest

orten Hamiltonoperator (hier also Coulomb-
Dirac-Funktionen) sind. Man geht von der Annahme aus, dass die

auere St

orung so
klein ist, dass alle Koezienten a
k
der Entwicklung klein gegen

uber dem des Anfangs-
zustands a
i
sind. Infolgedessen braucht man nur die Kopplung des Grundzustands mit
den angeregten Zust

anden betrachten. Setzt man die Entwicklung (4.1) in die Dirac-
23
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Gleichung ein und projiziert auf die Basiszust

ande 
k
(~r), so erh

alt man f

ur die zeitliche

Anderung der Koezienten in der eben beschriebenen Ordnung
_a
fi
(t) =
i
h
h
f
jeV (~r; t)j
i
ie
i(E
f
 E
i
)t=h
; (4.2)
wobei V (~r; t) das St

orpotential ist. Setzen wir als St

orpotential das Lienard-Wiechert-
Potential des Projektils ein und integrieren wir

uber die gesamte Zeitachse, so erhalten
wir die Amplituden
a
fi
= i
Z
P
e
2
4
0
h
Z
dt e
i(E
f
 E
i
)t=h
h
f
j(1  
z
)
1
r
0
P
j
i
i: (4.3)
r
0
P
ist wiederum der Elektron-Projektilabstand im Projektilsystem. Da die einzigen
zeitabh

angigen Gr

oen die Exponentialfunktion und r
0
P
sind, kann man die Zeitinte-
gration unabh

angig von Anfangs- und Endzustand ausf

uhren. Das Zeitintegral f

uhrt
dann auf die modizierte BesselfunktionK
0
, sodass man f

ur die

Ubergangswahrschein-
lichkeit vom Zustand i nach f erh

alt:
P
fi
= ja
fi
j
2
= 4
2
P





h
f
j(1  
z
)e
i(E
f
 E
i
)z
T
=(hv)
K
0
 
q
0

q
(x
T
)
2
+ (y
T
  b)
2
!
j
i
i





2
:
(4.4)
Die Amplituden lassen sich mit dieser Formel durch eine dreidimensionale Integrati-
on berechnen. Eine geschicktere Berechnung kann

uber die Fouriertransformierte der
Wechselwirkung und der Basisfunktionen erfolgen. Genaueres kann man in der Diplom-
arbeit von Momberger [37] nachlesen.
Der Einfachheit halber wurde bisher stets von diskreten Endzust

anden j
f
i ge-
sprochen und die Tatsache, dass ein Kontinuum vorliegt, in den Hintergrund ger

uckt.
Deshalb m

ochten wir an dieser Stelle in einem kleinen Einschub untersuchen, wie der

Ubergang zum Kontinuum m

oglich ist. Wir verstehen die diskreten Endzust

ande j
f
i
als stehende Pakete, die man durch
j
f
i =
1
p
E
Z
E
f
+E=2
E
f
 E=2
dEj
E
i (4.5)
bildet. Man kann leicht nachrechnen, dass diese Pakete eine orthonormierte Basis dar-
stellen. Die mittlere Energie des Pakets ist E
f
und die Breite E sei hinreichend klein.
Wenn wir Wahrscheinlichkeiten berechnen, den Endzustand in einem bestimmten Be-
reich des Kontinuums zu nden, bilden wir das Betragsquadrat einer herausprojizierten
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Amplitude und summieren

uber die verschiedenen Amplituden
P
fi
=
X
f
1
p
E
Z
f
dEh
E
j
^
U(E
f
; t
0
; t)j
i
ih
i
j
^
U
y
(E
f
; t
0
; t)
1
p
E
Z
f
dE
0
j
E
0
i: (4.6)
Der Operator
^
U kann entweder der exakte Zeitentwicklungsoperator oder der

Uber-
gangsoperator f

ur die St

orungstheorie sein. In diesem Falle h

angt
^
U von der Energie
E
f
explizit ab. Wir erweitern nun Gleichung (4.6) mit E=E und w

ahlen die Inter-
vallbreite E so klein, dass man ersetzen kann
Z
f
dEj
E
i = Ej
E
f
i und
^
U
Z
f
dEj
E
i = E
^
U j
E
f
i: (4.7)
Wir erhalten daraufhin
P
fi
=
X
f
Eh
E
f
j
^
U (E
f
; t
0
; t)j
i
ih
i
j
^
U
y
(E
f
; t
0
; t)j
E
f
i: (4.8)
Diese Summe entspricht im Limes E ! 0 dem Integral
P
fi
=
Z
dE


h
E
j
^
U(E; t
0
; t)j
i
i



2
oder
dP
dE
=


h
E
j
^
U(E; t
0
; t)j
i
i



2
: (4.9)
Bei der Berechnung von Wahrscheinlichkeiten werden also keine Pakete gebildet, son-
dern die Funktion
dP
dE
f

ur gewisse Werte von E,

uber die man dann im Anschluss zur
Bestimmung der Wahrscheinlichkeit integrieren muss, berechnet.
4.2 Ultrarelativistischer Grenzfall
Wir wollen nun kurz die Methode des ultrarelativistischen Grenzfalls skizzieren, die auf
Baltz [13] zur

uckgeht. Die zeitabh

angige Dirac-Gleichung l

asst sich exakt l

osen, falls
man die Projektilenergie unendlich gro werden l

asst. Die Ursache daf

ur ist, dass das
Projektilpotential unter einer speziellen Eichtransformation -f

ormig in den Koordina-
ten (z   ct) wird [11]. Geht man dann zur Dirac-Gleichung in Lichtkegelkoordinaten

uber, kann man die Dirac-Gleichung integrieren.
Der Phasenfaktor f

ur die Wellenfunktion lautet:
(~r; t) = 
P
ln

(z   vt) +
q
b
2
+ 
2
(z   vt)
2

: (4.10)
Dieser Phasenfaktor ist dem bereits vorgestellten Coulomb-Phasenfaktor sehr

ahnlich.
F

ur hohe Werte von  (v  c) werden beide Faktoren sogar gleich. Die entsprechende
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Eichtransformation f

uhrt auf das Projektilpotential
V (~r; t) =
Z
P
e
4
0
0
@
1  
z
q
x
2
+ (y   b)
2
+ 
2
(z   vt)
2
 
1  (c=v)
z
q
b
2
+ 
2
(z   vt)
2
1
A
: (4.11)
Auch hier erh

alt man zu dem urspr

unglichen Lienard-Wiechert-Potential einen Zu-
satzterm mit umgekehrtem Vorzeichen. Man kann nun (z   vt) als neue Koordinate
auassen und zeigen, dass dieses Potential im Limes  !1 -f

ormig wird:
V (~r; t) =  (z   ct)
Z
P
e
4
0
(1   
z
) ln
x
2
+ (y   b)
2
b
2
: (4.12)
Dies geschieht, indem man in (4.11)

uber (z   vt) integriert und  gegen unendlich
gehen l

asst. Man kann das Potential ferner auf eine einfache Weise auf seine Richtigkeit
hin

uberpr

ufen. Da man zu Beginn eine Eichtransformation durchgef

uhrt hat, m

ussen
die Felder unver

andert bleiben. Dies bedeutet, dass das Potential (4.12) immer noch
die Poissongleichung f

ur eine mit Lichtgeschwindigkeit bewegte Punktladung erf

ullen
muss. Man kann dies recht leicht verizieren.
Die zeitabh

angige Dira-Gleichung lautet nun:
ih
@	(~r; t)
@t
=
 
H
0
+ (z   ct)
Z
P
e
2
4
0
(1  
z
) ln
x
2
+ (y   b)
2
b
2
!
	(~r; t): (4.13)
Baltz schreibt nun diese Gleichung auf die Lichtkegelkoordinaten

+
=
1
p
2
(z + ct); 
 
=
1
p
2
( z + ct) (4.14)
um und integriert sie nach 
 

uber den Lichtkegel und erh

alt:
(1  
z
)	(~r; t) = (1   
z
)e
 i(ct z)Z
P
ln
[
(x
2
+(y b)
2
)=b
2
]

j
(~r)e
 iE
j
t=h
: (4.15)
Dies gilt f

ur ct < z und in einem engen Bereich jenseits des Lichtkegels ct  z = . Da
sich die Wechselwirkung mit Lichtgeschwindigkeit ausbreitet, bleibt die Wellenfunkti-
on in dem Raumbereich, den der Lichtkegel noch nicht

uberschritten hat, gleich der
Anfangswellenfunktion 
j
(~r).
Baltz hat nun den Ansatz der gekoppelten Kan

ale (4.1) gew

ahlt und diesen in die
Dirac-Gleichung eingesetzt, worauf hin er nach Projektion auf den Zustand 
f
erh

alt:
@a
fj
@t
=  ie
iE
f
t=h
h
f
j(z   ct)
Z
p
e
2
4
0
h
(1  
z
) ln
h
(x
2
+ (y   b)
2
)=b
2
i
j	(~r; t)i: (4.16)
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Aufgrund der -Funktion braucht man 	 nur in einer kleinen Umgebung um den Licht-
kegel zu kennen, deshalb setzt Baltz f

ur 	 den Ausdruck (4.15) ein. Nun l

asst sich
Gleichung (4.16)

uber die Zeit integrieren, wenn man ber

ucksichtigt, dass
@(ct z)
@t
=
c (z   ct). Als Endergebnis erh

alt Baltz
a
fj
(t =1) = 
fj
+ h
f
j(1  
z
)e
i(E
f
 E
j
)
z
hc
(e
 iZ
P
ln
[
(x
2
+(y b)
2
)=b
2
]
  1)j
j
i: (4.17)
Wir k

onnen dieses Ergebnis sogar noch vereinfachen, wenn wir die Relation
h
f
j
z
e
i(E
f
 E
j
)
z
hc
j
j
i = h
f
je
i(E
f
 E
j
)
z
hc
j
j
i (f 6= j) (4.18)
benutzen. Diese Relation folgt aus der allgemeinen Beziehung f

ur eine beliebige die-
renzierbare Funktion g:
h
f
j~

~
rg(~r)

j
j
i = i
E
f
  E
i
hc
h
f
jg(~r)j
j
i; (4.19)
die man leicht mit der Vertauschungsrelation
[H
0
; g(~r)] =  ihc~
~
rg(~r) (4.20)
zeigt. Mit Gleichung (4.18) werden die Amplituden zu
a
fj
(t =1) = h
f
j(1   
z
)e
i(E
f
 E
j
)
z
hc
e
 iZ
P
ln
[
(x
2
+(y b)
2
)=b
2
]
j
j
i: (4.21)
Wir k

onnen sogar zeigen, dass das Betragsquadrat der Amplituden auf eins normiert
ist, die Baltz'sche Theorie also normerhaltend ist. Dazu denieren wir uns zun

achst
den Operator
: e
iH
z
hc
: =
1
X
n=0
i
n
H
n
z
n
(hc)
n
n!
; (4.22)
bei dem es darauf ankommt, dass die Operatoren in jeder Ordnung der Entwicklung
in der Reihenfolge auftreten, wie es im Argument der Exponentialfunktion angegeben
ist. Als N

achstes betrachten wir den Operator
: e
iH
z
hc
: (1  
z
) : e
 i
z
hc
H
: : (4.23)
Dieser Operator ist bez

uglich der Basis der L

osungen der Dirac-Gleichung diagonal,
denn nach (4.18) gilt
h
f
j : e
iH
z
hc
: (1  
z
) : e
 i
z
hc
H
: j
j
i = h
f
je
i(E
f
 E
j
)
z
hc
(1   
z
)j
j
i = 
fj
: (4.24)
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Die Operatoren : e
iH
z
hc
: und : e
 i
z
hc
H
: sind in dem Hilbertraum, der durch die L

osun-
gen der Dirac-Gleichung aufgespannt wird, invertierbar. Wir summieren nun

uber das
Betragsquadrat aller Amplituden (4.21) und erhalten
X
f
ja
fj
j
2
=
X
f
h
j
je
iE
j
z
hc
(1  
z
)e
iV
0
e
 iE
f
z
hc
j
f
ih
f
je
iE
f
z
hc
(1  
z
)e
 iE
j
z
hc
e
 iV
0
j
j
i;
(4.25)
mit der Abk

urzung V
0
= Z
P
ln[(x
2
+ (y   b)
2
)=b
2
]. Wir k

onnen nun die in Gleichung
(4.22) denierten Operatoren einsetzen und die Vollst

andigkeitsrelation ausnutzen, da
keine direkte Abh

angigkeit mehr vom Summationsindex besteht:
X
f
ja
fj
j
2
=
X
f
h
j
je
iE
j
z
hc
(1  
z
)e
iV
0
: e
 i
z
hc
H
: j
f
ih
f
j : e
iH
z
hc
: (1   
z
)e
 iE
j
z
hc
e
 iV
0
j
j
i
= h
j
je
iE
j
z
hc
(1  
z
)e
iV
0
: e
 i
z
hc
H
:: e
iH
z
hc
: (1   
z
)e
 iE
j
z
hc
e
 iV
0
j
j
i: (4.26)
F

ugen wir nun den Einsoperator in der Form
: e
 i
z
hc
H
: (: e
 i
z
hc
H
:)
 1
(4.27)
rechts der Matrix (1   
z
) ein und nutzen aus, dass der Operator (4.23) ebenfalls ein
Einsoperator ist, so erhalten wir:
X
f
ja
f
j
2
= h
j
je
iE
j
z
hc
e
iV
0
e
 iV
0
e
 iE
j
z
hc
j
j
i = 1: (4.28)
Damit ist die Normerhaltung der Baltz'schen Theorie gezeigt.
Obwohl die Amplituden normiert bleiben, lassen sich auf dem direkten Weg jedoch
keine Wirkungsquerschnitte mit dieser Methode ausrechnen, da zum Beispiel die Wahr-
scheinlichkeiten der Paarproduktion f

ur groe Werte von  mit ln  anwachsen und
der entsprechende Querschnitt somit im ultrarelativistischen Grenzfall divergiert. In
seiner neuesten Ver

oentlichung [14] zeigt Baltz einen Weg auf, wie man dennoch Wir-
kungsquerschnitte mit dieser Methode berechnen kann. Er bestimmt dort Wirkungs-
querschnitte f

ur die Ionisation, indem er das Hochenergieverhalten der Querschnitte
 = A ln +B nutzt und diese Koezienten durch Anpassung der Wahrscheinlichkeiten
der ultrarelativistischen Theorie an die der Weizs

acker-Williams-Methode bestimmt.
Eine weitere Fragestellung ist die, welchen minimalen -Wert man f

ur einen gege-
benen Stoparameter mindestens braucht, um die Ergebnisse der ultrarelativistschen
Theorie annehmen zu k

onnen. Das eichtransformierte Potential (4.11) muss so beschaf-
fen sein, dass seine Breite sehr klein gegen die Strukturen der Anfangswellenfunktion
sind. Gerade f

ur groe Stoparameter werden dann sehr hohe -Werte erforderlich.
Kapitel 5
Die diskretisierte Dirac-Gleichung
5.1 Finite Elemente
Wir legen in diesem Abschnitt die Grundidee der Finite-Elemente-Methode dar und
wenden sie in den n

achsten Abschnitten auf die station

are und die zeitabh

angige Dirac-
Gleichung an. F

ur ein tieferes Studium der Finite-Elemente-Methode empfehlen wir das
Lehrbuch von Becker et al. [16].
Bei der Methode der Finiten Elemente wird ein Intervall, auf dem man z.B. die L

osung
einer Dierentialgleichung sucht, in eine endliche Zahl an Unterintervallen, den so-
genannten Finiten Elementen, aufgeteilt. Diese Elemente bezeichnen wir mit 

i
. Die
Endpunkte dieser Elemente sind die sogenannten Knoten. Die Knoten und die Elemente
bilden zusammen das Finite-Elemente-Gitter. Mittels geeigneter Basisfunktionen 
i
(x)
-


1


2


3


4
x
0
x
1
x
2
x
3
x
4
Abbildung 5.1: Elemente und Knoten des Gitters
kann man nun auf dem Gitter Funktionen approximieren:
f
N
(x) =
N
X
i=1

i

i
(x): (5.1)
Die entscheidende Forderung, die man nun an die Basisfunktionen stellt, ist, dass die
Parameter 
i
exakt den Funktionswerten f
N
(x
i
) an den Knoten entsprechen:

i
= f
N
(x
i
): (5.2)
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Im einfachsten Fall erf

ullen die sogenannten Zeltfunktionen dieses Kriterium:

i
(x) =
8
>
<
>
:
x x
i 1
h
i
f

ur x
i 1
 x  x
i
x
i+1
 x
h
i
f

ur x
i
 x  x
i+1
0 sonst
: (5.3)
Dabei bezeichnet h
i
die Breite des Elements 

i
.
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x
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Abbildung 5.2: Zeltfunktionen als Basisfunktionen
5.2 Eindimensionales Modellproblem
Um nun die Diskretisierung einer Dierentialgleichung zu demonstrieren, betrachten
wir zun

achst ein eindimensionales Eigenwertproblem:
f(x) =
 
h
i
@
@x
+ g(x)
!
f(x) (5.4)
mit einer reellen Funktion g(x). Gesucht sind die Funktion f(x) und der zugeh

orige
Eigenwert , die die obige Gleichung auf einem Intervall [a; b] erf

ullen. F

ur den exakten
Eigenwert und die entsprechende Eigenfunktion kann man obige Gleichung mit einer
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beliebigen, auf dem betrachteten Intervall integrablen Funktion h(x) multiplizieren und
anschlieend

uber x integrieren. Wir setzen nun f

ur f(x) unsere N

aherungsfunktion
f
N
(x) ein und fordern, dass f
N
(x) die Eigenwertgleichung wenigstens nach Integration
mit den Basisfunktionen 
i
(x) l

ost:

Z
b
a

i
(x)f
N
(x)dx =
Z
b
a

i
(x)
 
h
i
@
@x
+ g(x)
!
f
N
(x)dx; i = 1; :::; N: (5.5)
Diese Bedingung nennt man Galerkin-Forderung [16]. Setzt man den Ansatz (5.1) f

ur
die approximierte L

osung f
N
(x) ein, so erh

alt man:

X
j

j
Z
b
a

i
(x)
j
(x)dx =
X
j

j
Z
b
a

i
(x)
 
h
i
@
@x
+ g(x)
!

j
(x)dx; i = 1; :::; N:
(5.6)
Dieses System von N Gleichungen kann man in Matrixform schreiben:

^
M~ =
^
K~; mit ~ =
0
B
B
B
@

1

2
.
.
.

N
1
C
C
C
A
und den Matrizen (5.7)
M
ij
=
Z
b
a

i
(x)
j
(x)dx; K
ij
=
Z
b
a

i
(x)
 
h
i
@
@x
+ g(x)
!

j
(x)dx: (5.8)
Gleichung (5.7) ist ein allgemeines Eigenwertproblem mit hermiteschen Matrizen
^
M
und
^
K. Hat man Eigenwerte und Eigenvektoren f

ur dieses Problem bestimmt, so hat
man den 'Operator K' bez

uglich der Basis f
i
(x)g
N
i=1
diagonalisiert. Es l

asst sich leicht
zeigen, dass zwei Eigenvektoren zu verschiedenen Eigenwerten ( ~
k
zu 
k
und 
l
zu 
l
)
bez

uglich der Matrizen
^
M und
^
K orthogonal sind, also ~
l
y
^
K ~
k
= 0 und ~
l
y
^
M ~
k
= 0.
Die N Eigenvektoren ~
i
stellen die approximierten L

osungen des Modellproblems
dar. An dieser Stelle sei auf die Bandstruktur der Matrizen
^
M und
^
K hingewiesen. Im
Falle der Zeltfunktionen als Basisfunktionen haben beide Matrizen nur ein Band, das
aus der Diagonalen und zwei Nebendiagonalen besteht. Matrizen dieses Typs lassen
sich, auf unser Problem bezogen, einfach behandeln.
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5.3 Dirac-Gleichung mit Finiten Elementen
Bevor wir die dreidimensionale Dirac-Gleichung mit dem Finite-Elemente-Formalismus
behandeln, m

ochten wir hier an die Tensor-Multiplikation zweier Matrizen erinnern:
^
A

^
B =
0
B
B
B
@
a
11
^
B a
12
^
B    a
1n
^
B
a
21
^
B a
22
^
B    a
2n
^
B
.
.
.
.
.
.
.
.
.
a
n1
^
B a
n2
^
B    a
nn
^
B
1
C
C
C
A
: (5.9)
Die entstandene Matrix hat n  m Zeilen und Spalten, falls die Matrix
^
A n und die
Matrix
^
B m Zeilen und Spalten hat.
Betrachten wir die station

are Dirac-Gleichung (ohne Vektorpotentiale):
E	(~r) =

c~~p  eV (~r) + mc
2

	(~r): (5.10)
Um die Diskretisierung auszuf

uhren, gehen wir von einem dreidimensionalen, orthogo-
nalen Gitter aus, welches in x-Richtung N
x
, in y-Richtung N
y
und in z-Richtung N
z
Knoten habe. Wir denieren nun dreidimensionale Zeltfunktionen:

ijk
(x; y; z) = 
i
(x)
j
(y)
k
(z): (5.11)
In Abbildung (5.3) ist eine zweidimensionale Zeltfunktion gezeichnet. Diese entspricht
der dreidimensionalen Zeltfunktion bei einer festgehaltenen Raumkoordinate.
Der Ansatz f

ur die Wellenfunktion lautet nun:
	(~r) =
X
i;j;k

ijk
(x; y; z)
0
B
B
B
@
u
1
ijk
u
2
ijk
u
3
ijk
u
4
ijk
1
C
C
C
A
; (5.12)
wobei die u
l
ijk
noch zu bestimmende, komplexe Koezienten sind. Geht man nun in
Analogie zum eindimensionalen Modellproblem vor, indem man den obigen Ansatz in
die Dirac-Gleichung (5.10) einsetzt, mit 
lmn
(x; y; z) multipliziert und im Anschluss

uber das Gittervolumen integriert, kann man die entstehenden Gleichungen in Matrix-
form schreiben:
E(
^
M
x


^
M
y


^
M
z

 I)
~
U =
"
c
h
i
(
^
K
x


^
M
y


^
M
z

 
x
+
^
M
x


^
K
y


^
M
z

 
y
+
^
M
x


^
M
y


^
K
z

 
z

+
^
M
x


^
M
y


^
M
z

 mc
2
  e
^
V 
 I
i
~
U: (5.13)
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Abbildung 5.3: Zweidimensionale Zeltfunktion auf dem Einheitsintervall
Hierbei sind die Matrizen
K
x
ij
=
Z

i
(x)
@
@x

j
(x)dx und M
x
ij
=
Z

i
(x)
j
(x)dx: (5.14)
Matrizen vom Typ N
x
N
x
. Die explizite Gestalt der

Uberlappmatrizen
^
M ist im Falle
der linearen Zeltfunktionen gegeben durch:
M
x
ii
=
x
i+1
  x
i 1
3
; M
x
i(i+1)
=
x
i+1
  x
i
6
; M
x
(i 1)i
=
x
i
  x
i 1
6
; (5.15)
w

ahrend alle anderen Matrixelemente identisch null sind. Die
^
K Matrizen nehmen die
Form
K
x
ii
= 0; K
x
i(i+1)
=
1
2
; K
x
(i 1)i
=  
1
2
(5.16)
an. Dies ist die symmetrische Euler-Dierenzen-Formel niedrigster Ordnung f

ur die
erste Ableitung einer Funktion. Nimmt man anstelle der linearen Zeltfunktionen Ba-
sisfunktionen h

oherer Ordnung, so erh

alt man hier Ableitungsformeln von ebenfalls
h

oherer Ordnung [16].
Die Matrix
^
V berechnet sich wie folgt:
V
(ijk)(lmn)
=
Z Z Z

ijk
V (~r)
lmn
dx dy dz: (5.17)
34 KAPITEL 5. DIE DISKRETISIERTE DIRAC-GLEICHUNG
Dabei ist zu beachten, dass dieses Gleichungssystem nur so geschrieben werden kann,
falls der Vektor
~
U auf die folgende Weise angeordnet ist:
~
U =
0
B
B
B
B
B
B
B
B
B
B
B
B
@
U
1
111
U
2
111
.
.
.
U
4
111
U
1
112
.
.
.
U
4
N
x
N
y
N
z
1
C
C
C
C
C
C
C
C
C
C
C
C
A
: (5.18)
Wir f

uhren nun eine N

aherung ein, um den Potentialterm in Gleichung (5.13) zu ver-
einfachen:
Z Z Z

ijk
V (~r)
lmn
dxdydz =
Z Z Z

ijk
1
2
(V (x
i
; y
j
; x
k
) + V (x
l
; y
m
; z
n
))
lmn
dxdydz:
(5.19)
Die N

aherung besteht darin, dass das ortsabh

angige Potential durch den Mittelwert
des Potentials an den beteiligten Knoten ersetzt wird. Es ist nun konstant und kann vor
das Integral gezogen werden. Dieses Vorgehen ist sicher zul

assig, da die entsprechenden
Integrale ohnehin nur f

ur benachbarte Zeltfunktionen von null verschieden sind und die
Elementbreite naturgem

a klein gew

ahlt werden muss. Mit dieser N

aherung schreibt
sich Gleichung (5.13) nun:
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U: (5.20)
Die neu auftretende Matrix
~
V hat Diagonalgestalt und enth

alt die Werte des Potentials
an den Knoten des Gitters:
~
V =
0
B
B
B
B
@
V (x
1
; y
1
; z
1
)
V (x
1
; y
1
; z
2
)
.
.
.
V (x
N
x
; y
N
y
; z
N
z
)
1
C
C
C
C
A
: (5.21)
Die Reihenfolge der Eintr

age entspricht der Anordnung des Vektors
~
U .
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Gleichung (5.20) stellt ebenfalls ein allgemeines Eigenwertproblem dar und unter-
scheidet sich im Prinzip nicht von der 'eindimensionalen' Gleichung (5.7). Durch die
spezielle N

aherung (5.19) wird erreicht, dass ein separierbares Gleichungssystem ent-
steht, wobei die Matrizen, die die Potentialtermebeinhalten, hermitesch bleiben. M

uller
[52] n

aherte die Potentialmatrix in (5.17) durch das Potential an nur einem Knoten des
Gitters. Daduch erhielt er nur einen der beiden Potentialterme aus Gleichung (5.20).
Diese beiden Matrizen sind aber nur in der Summe hermitesch, jeder Summand alleine
ist eine nichthermitesche Matrix. Dies f

uhrt dann zur Verletzung der Normerhaltung
in zeitabh

angigen Problemen, die von M

uller auf ein zu grobmaschiges Gitter zur

uck-
gef

uhrt worden ist. Bei der Verwendung von hermiteschen Potentialmatrizen ist die
Erhaltung der Norm jedoch stets gew

ahrleistet.
5.4 Finite Dierenzen
Neben dem Verfahren der Finiten Elemente wollen wir auch das Verfahren der Finiten
Dierenzen untersuchen und anwenden. Zwischen beiden Verfahren besteht eine enge
Verbindung. Man spricht von einemFinite-Dierenzen-Verfahren, wenn die Ableitungs-
operatoren in einer Dierentialgleichung durch Dierenzen-Formeln ersetzt werden [43].
Die in der Dierentialgleichung gesuchte kontinuierliche L

osung wird dabei durch dis-
krete Werte an den Knoten des Gitters ersetzt. Der Vorteil dabei ist, dass das Auftreten
von

Uberlappmatrizen verhindert wird bzw. diese

Uberlappmatrizen Diagonalgestalt
haben.
Wir beziehen uns nun direkt auf Gleichung (5.20). Der Einfachheit halber gehen
wir zun

achst vom potentialfreien Fall aus. Des weiteren nehmen wir ein in jeder Raum-
richtung

aquidistantes Gitter mit den Schrittweiten h
x
; h
y
und h
z
an. Die zu (5.20)
analoge Gleichung lautet in der Finite-Dierenzen-Formulierung:
E
~
U =
"
ch
ih
x
K
x

 I
N
y

 I
N
z

 
x
+
ch
ih
y
I
N
x
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y

 I
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z
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ch
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z
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N
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 I
N
y
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z

 
z
++mc
2
I
N
x

 I
N
y

 I
N
z

 
#
~
U: (5.22)
Dabei ist es nat

urlich m

oglich, die Matrizen K so zu w

ahlen, dass sie denen aus der
Gleichung f

ur Finite Elemente identisch sind. Im Falle der linearen Zeltfunktionen
erhielten wir schlielich die symmetrische Euler-Dierenzen-Formel. Die

Uberlappma-
trizenM treten hier, wie bereits erw

ahnt, nicht auf, sie werden durch Einheitsmatrizen
(multipliziert mit der Gitterweite) ersetzt.
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Abbildung 5.4: Basisfunktion, die zu diagonalen

UberlappmatrizenM und den bekann-
ten Ableitungsmatrizen K f

uhrt
Wir wollen nun zeigen, dass das Finite-Dierenzen- und das Finite-Elemente-Ver-
fahren auf dasselbe Gleichungssystem f

uhren kann. Dazu ben

otigen wir f

ur das Finite-
Elemente-Verfahren Basisfunktionen, die zu diagonalen

Uberlappmatrizen f

uhren. Wir
w

ahlen anstelle der Zeltfunktionen Basisfunktionen, die sich

uber dasselbe Element
erstrecken aber noch eine gewisse 'Substruktur' haben. Die Bedingungen, die dann an
diese Substruktur gestellt werden, ergeben sich aus der Forderung der Orthogonalit

at
der Basisfunktionen und den Matrixelementen der K Matrizen.
Ein Beispiel f

ur solche Basisfunktionen ist in Abbildung (5.4) zu sehen. Diese Basis-
funktion f

uhrt zu einer diagonalen

Uberlappmatrix M und der bekannten Ableitungs-
matrix K nach Gleichung (5.16). Sie setzt sich auf dem in Abbildung (5.4) gezeigten
Einheitsintervall aus zwei Polynomen dritter Ordnung zusammen:
(x) =
8
>
<
>
:
ax+ bx
2
+ (1  a  b)x
3
f

ur 0  x  1
a(2  x) + b(2  x)
2
+ (1  a  b)(2  x)
3
f

ur 1  x  2
0 sonst
: (5.23)
Die Koezienten a und b bestimmen sich aus den Bedingungen an die Matrizen M
und K. Man erh

alt explizit a =  4:6173 und b = 15:3301. Nat

urlich gibt es beliebig
viele M

oglichkeiten, Basisfunktionen zu nden, die die obigen Forderungen erf

ullen.
Deren explizite Gestalt geht dann weder in die

Uberlapp- noch in die Ableitungsmatrix
ein, weshalb wir von einer Substruktur sprechen. Wenden wir den Finite-Elemente-
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Formalismus mit diesen Basisfunktionen an, erhalten wir dasselbe Gleichungssystem
(5.22) wie mit den Finiten Dierenzen.
Wir zeigen nun eine weitere Ableitung des Ausdrucks (5.22) aus der Finite-Elemente-
Formulierung der Gleichung (5.20), die einen v

ollig anderen Zugang darstellt. Dies ge-
schieht, indem wir eine Ersetzung an den K Matrizen vornehmen. Wir ersetzen den
symmetrischen Euler-Dierenzen-Ausdruck in (5.20), der sich in jeder Zeile der K Ma-
trizen bendet, durch einen symmetrischen Ausdruck h

oherer Ordnung, der lautet:
K
0
i
=  
1
12
x
i 2
 
1
3
x
i 1
+
1
3
x
i+1
+
1
12
x
i+2
: (5.24)
Dies ist der einzig n

otige Schritt, um von (5.20) zur Finite-Dierenzen-Formulierung
(5.22) zu gelangen. Es liegt nun die Vermutung nahe, man habe das Verfahren 'ver-
bessert', indem man zu einem Dierenzen-Ausdruck h

oherer Ordnung

ubergegangen
ist. Dies ist aber nicht der Fall. Wir werden im Kapitel 'Fermionenverdopplung' zei-
gen, dass eine Ersetzung nach (5.24) keine Verbesserung darstellt. Wir wollen an dieser
Stelle noch zeigen, dass man, wie oben geschildert, zum Gleichungssystem des Finite-
Dierenzen-Verfahrens gelangt. Dazu multiplizieren wir Gleichung (5.20) mit der In-
versen von
(M
x

M
y

M
z

 I)
 1
= M
x
 1

M
y
 1

M
z
 1

 I; (5.25)
und erhalten und nach Ersetzen von K ! K
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Es bleibt zu zeigen, dass M
x
 1
K
0x
= K
x
. Dies l

asst sich am einfachsten einsehen, wenn
man veriziert, dass K
0x
= M
x
K
x
.
Wir haben in diesem Abschnitt gezeigt, dass das Finite-Dierenzen-Verfahren mit
dem Finite-Elemente-Verfahren in einem engen Zusammenhang steht. Beide Verfahren
liefern unter Umst

anden dieselben Gleichungssysteme, obwohl sie von verschiedenen
Ans

atzen ausgehen. Daher w

are es im Prinzip sinnvoller, alle diskreten Verfahren nur
nach der Approximationsordnung des Ableitungsoperators zu unterscheiden.
Wir werden im Kapitel 'Fermionenverdopplung' n

aher auf die Unterschiede bzw. die
Qualit

at der Verfahren eingehen. ImGrenzfall innitesimal kleiner Gitterweiten m

ussen
alle Verfahren dieselben Ergebnisse liefern. Das Finite-Dierenzen-Verfahren hat jedoch
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immer den Vorteil, dass zur Zeitentwicklung, die im n

achsten Kapitel besprochen wird,
keineMatrix-Inversion, n

amlich die der

UberlappmatrixM , durchgef

uhrt werden muss.
Diese Inversion ist zum einen numerisch sehr aufwendig, zum anderen stellt sie eine
Fehlerquelle dar, da die Determinante von M f

ur eine groe Anzahl an Gitterpunkten
beliebig klein wird. Man hat demnach ein schlecht konditioniertes Gleichungssystem
zu l

osen.
Kapitel 6
Zeitentwicklung der diskretisierten
Dirac-Gleichung
Wir gelangen von der station

aren diskretisierten Dirac-Gleichung zur zeitabh

angigen,
indem wir den Energieeigenwert E durch den Energieoperator ih
@
@t
ersetzen. Da die
Dirac-Gleichung eine Dierentialgleichung erster Ordnung in der Zeit ist, ist bei beliebig
gegebenen, zeitabh

angigen Potentialen und bei Kenntnis der Anfangswellenfunktion die
zeitliche Entwicklung der Wellenfunktion eindeutig festgelegt.
6.1 Das Crank-Nicholson-Verfahren
Wir folgen in diesem Abschnitt der Vorgehensweise von M

uller [52] und erweitern
seine zweidimensionalen Betrachtungen auf drei Dimensionen. Die Grundlage f

ur die
Realisation der Zeitentwicklung bildet in diesem Fall das Crank-Nicholson-Verfahren
(z.B.[6]). Wir haben eine Dierentialgleichung erster Ordnung in der Zeit zu l

osen, die
schematisch wie folgt aussieht:
i
d
dt
f(t) = W (t)f(t): (6.1)
Wir ersetzen nun den Dierentialoperator und die zeitabh

angigen Gr

oen durch Die-
renzenausdr

ucke:
d
dt
f(t) =
f
n+1
  f
n
t
und W (t)f(t) =
W
n+1
f
n+1
+W
n
f
n
2
; (6.2)
was einer Diskretisierung in der Zeit entspricht. Nach einer Umordung der Terme erh

alt
man

1 + i
t
2
W
n+1

f
n+1
=

1  i
t
2
W
n

f
n
: (6.3)
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Aus dieser Gleichung kann man f
n+1
bei Kenntnis von f
n
bestimmen. Dies ist das
Crank-Nicholson-Schema. Wir stellen fest, dass es f

ur W
n+1
= W
n
und f

ur relle W (t)
bzw. hermitesche Matrizen
^
W
n
ein unit

ares Verfahren darstellt.
Wendet man dieses Verfahren auf die diskretisierte Dirac-Gleichung an, so erh

alt
man nach Ersetzen der sich entsprechenden Terme:
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Mit Gleichung (6.4) haben wir prinzipiell eine M

oglichkeit gefunden, die Zeitentwick-
lung durchzuf

uhren. Bei genauerer Betrachtung stellt sich aber heraus, dass eine direkte
L

osung des obigen linearen Gleichungssystems unpraktikabel ist. Dies liegt an der Tat-
sache, dass sich die Zahl der Zeilen und Spalten der auftretenden Matrizen aus dem
Produkt der Dimensionen der einzelnen Matrizen bestimmt. Eine typische Matrix w

are
in der Gr

oenordnung von einigen Millionen Zeilen und Spalten. Diese Matrix kann von
keinem Computer der Welt weder abgespeichert noch mit einem direkten Verfahren,
wie dem Gau-Eliminations-Verfahren [43], invertiert werden.
Wir m

ussen das Gleichungssystem deshalb so umwandeln, dass ein dem Problem an-
gepasstes L

osungsverfahren angewendet werden kann. Dies heit, wir ben

otigen ein
Verfahren, das der schwachen Besetzung der Matrizen Rechnung tr

agt. Dazu betrach-
ten wir zun

achst die folgende separierbare Gleichung:
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Multipliziert man in Gleichung (6.5) die drei Klammern aus, so stellt man fest, dass
sie mit Gleichung (6.4) in Termen bis einschlielich der Ordnung t

ubereinstimmt.
Zum Nachrechnen ben

otigt man die Relation:
(
^
A
1


^
A
2
)(
^
B
1


^
B
2
) = (
^
A
1
^
B
1
)
 (
^
A
2
^
B
2
): (6.6)
Wir wollen nun das Gleichungssystem (6.5) etwas genauer betrachten. Zun

achst ist
anzumerken, dass die rechte Seite ein einfacher Vektor
~
b ist, der als erstes berechnet
und abgespeichert werden muss. Die linke Seite besteht aus drei Matrizen, die mit dem
Vektor
~
U multipliziert werden m

ussen. Damit hat Gleichung (6.5) die Struktur:
^
A
1
^
A
2
^
A
3
~
U =
~
b: (6.7)
Verwendet man nun die Relation
^
I
N
x


^
I
N
y
=
^
I
N
x
N
y
und die Eigenschaften der Tensor-
Multiplikation (5.9), so stellt man fest, dass die Matrix
^
A
3
eine Matrix ist, bei der nur
die Diagonale und die ersten Nebendiagonalen besetzt sind. Die Elemente sind aber
wiederum 4 4-Matrizen. Solche Matrizen sind leicht zu invertieren, zum Beispiel mit
dem Lower-Upper-Verfahren (LU), bei dem die Matrix in ein Produkt aus einer oberen
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und einer unteren Dreiecksmatrix zerlegt wird. Einzelheiten des LU-Verfahrens werden
im Anhang erl

autert.
Durch Umordnen des Vektors
~
U und Vertauschung der Zeilen lassen sich die Ma-
trizen
^
A
1
und
^
A
2
auf diese Bandstruktur bringen. Mit dieser Erkenntnis kann das
Alternating-Direction-Implicit-Verfahren (ADI) zur L

osung des Gleichungssystems be-
nutzt werden. Dieses Verfahren l

auft nach folgendem Schema ab:
^
A
1
^
A
2
^
A
3
~
U
| {z }
=
~
V
=
~
b: (6.8)
Durch Umordnen erh

alt man aus
^
A
1
die Bandmatrix
^
A
0
1
und l

ost mit demLU-Verfahren:
^
A
0
1
~
V
0
=
~
b
0
: (6.9)
Nach Gleichung (6.8) verbleibt das Gleichungssystem:
^
A
2
^
A
3
~
U
| {z }
=
~
W
=
~
V : (6.10)
Durch Umordnen erh

alt man die Bandmatrix
^
A
0
2
und l

ost:
^
A
0
2
~
W
0
=
~
V
00
: (6.11)
Es verbleibt das Gleichungssystem:
^
A
3
~
U =
~
W: (6.12)
^
A
3
hat bereits Bandstruktur, man erh

alt schlielich
~
U .
Um zu zeigen, wie die Umordnung des Vektors zu vollziehen ist, betrachten wir den
Term
(
^
M
x


^
I
N
y


^
I
N
z


^
I
4
)
~
U =
~
b: (6.13)
Wir betrachten nun die Zeile des Gleichungssystems, bei der auf der rechten Seite das
spezielle Element b
l
ijk
steht:
X
m
X
n
X
o
X
p
M
x
im
I
N
y
jn
I
N
z
ko
I
4
lp
U
p
mno
= b
l
ijk
: (6.14)
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Wir gehen nun von einer Anordnung des Vektors
~
U aus, die wie folgt aussieht:
~
U =
0
B
B
B
B
B
B
B
B
B
B
B
B
@
U
1
111
U
2
111
.
.
.
U
4
111
U
1
211
.
.
.
U
4
N
x
N
y
N
z
1
C
C
C
C
C
C
C
C
C
C
C
C
A
: (6.15)
Diese Anordnung legt die Reihenfolge der Elemente f

ur die Zeilen von
^
A
0
1
fest. Nun
k

onnen wir untersuchen, wie die Elemente von
^
A
0
1
f

ur die spezielle Zeile (6.14) ausschau-
en. Das erste von null verschiedene Element erscheint f

ur m = i 1; j = n; k = o; l = p,
falls 1 < i < N
x
. Dieses Element hat den Wert M
x
i;i 1
. Die n

achsten drei Elemente
verschwinden, da I
4
lp
= 
lp
. Das darauolgende Element hat den Wert M
x
i;i
, da gilt
m = i; j = n; k = o; l = p. Den Rest der Zeile erh

alt man in analoger Weise. Nur noch
ein weiteres Element ist von null verschieden. Wenn wir jetzt den Vektor
~
b in derselben
Reihenfolge konstruieren wie den Vektor
~
U , so haben wir die Reihenfolge der Zeilen
von
^
A
0
1
festgelegt. Wir k

onnen nun die n

achste Zeile von
^
A
0
1
betrachten, indem wir in
Gleichung (6.14) auf der rechten Seite b
l+1
ijk
setzen. Die Zeile entspricht der vorherigen,
sie ist nur um eine Position nach rechts verschoben. Auf diese Weise kann man sich die
gesamte Matrix
^
A
0
1
konstruieren.
Die Struktur der Matrix
^
A
0
1
zeigt, dass die Inversion von
^
A
0
1
durch die Berechnung
von N
y
N
z
Inversen geschehen kann, da das Problem in N
y
N
z
Gleichungssysteme mit
jeweils 4  N
x
Unbekannten zerf

allt. Als Faustregel f

ur die Umordnung der Matrizen
gilt: Man lasse zun

achst den Index f

ur die vier Spinor-Komponenten laufen, dann
den, der zur entprechenden Raumrichtung der von der Einheitsmatrix verschiedenen
Matrix geh

ort. Dies war im obigen Beispiel die Matrix M
x
, es folgte eine Anordnung
des Gleichungssystems, bei der zun

achst Elemente zu verschiedenen x-Komponenten
aber gleichen y- und z-Komponenten aufeinander folgten.
Trotz der Vielzahl der zu l

osenden Gleichungssysteme kommt eine numerische Im-
plementierung des eben dargelegten Verfahrens mit zwei abzuspeichernden L

osungs-
vektoren bzw. Gittern aus.
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6.2 Reihenentwicklung des Zeitenwicklungsopera-
tors
Eine weitere Methode, neben dem eben beschriebenen Crank-Nicholson-Verfahren in
Verbindung mit der ADI-Methode, ist die Reihenentwicklung des Zeitentwicklungsope-
rators. Dabei wird zun

achst der Zeitabschnitt, in dem die Wellenfunktion entwickelt
werden soll, in kleine Intervalle der Breite t unterteilt. Die Breite sei dabei so klein
gew

ahlt, dass man die zeitabh

angigen Potentiale im gesamten Intervall als konstant
ansehen kann. Man hat nun f

ur jedes Intervall eine station

are Dirac-Gleichung der
Form:
ih
@
@t
^
M
~
	(t) =
^
H
i
~
	(t) oder ih
@
@t
~
	(t) =
^
M
 1
^
H
i
~
	(t); t
i
 t  t
i
+t: (6.16)
Die L

osung dieser Gleichung l

asst sich sofort hinschreiben:
~
	(t) = exp

 i(t  t
i
)
^
M
 1
^
H
i
=h

~
	(t
i
); t
i
 t  t
i
+t; (6.17)
oder f

ur die Intervallgrenzen:
~
	(t
i+1
) = exp

 i
^
M
 1
^
H
i
t=h

~
	(t
i
): (6.18)
Nun l

asst sich obige Exponentialfunktion in eine Reihe entwickeln. Sie ist mit einer
Matrix als Argument ohnehin nur als Reihe zu verstehen:
~
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A
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(6.19)
Eine termweise Berechnung dieser Reihe sollte aber unter allen Umst

anden vermieden
werden. Auf scherzhafte Art dr

uckt dies Press [43] in Bezug auf allgemeine Polynome
aus:
"
Come the (computer) revolution, all persons found guilty of such criminal behavior
will be summarily executed, and their programs won't be!\
Eine numerisch sinnvolle Auswertung der Reihe erh

alt man durch folgenden Aus-
druck:
~
	(t
i+1
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1   i
^
M
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^
H
i
t=h
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i
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M
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H
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M
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i
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): (6.20)
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Dabei muss allerdings zuvor die Ordnung der Entwicklung festgesetzt sein. Der Grund
f

ur eine Berechnung nach Gleichung (6.20) liegt nicht etwa in der Anzahl der Rechen-
operationen, sondern h

angt mit der Rechengenauigkeit zusammen. Bei alternierenden
Reihen kommt es h

aug vor, dass einzelne Summanden den Grenzwert der Reihe um
Gr

oenordnungen

uberschreiten. Die direkte Summation der Potenzreihenglieder lie-
fert bei nur endlicher Stellenzahl dann ein beliebig falsches Ergebnis. Man denke zum
Beispiel an die Auswertung von sin(1000)

uber die Reihendarstellung.
Beide hier vorgestelltenMethoden haben ihre Vor- und Nachteile.

Uberlegt man sich
einen Algorithmus zur Auswertung von Gleichung (6.20), so stellt man fest, dass es nun
dreier Gitter bedarf, denn
~
	(t
i
) muss f

ur jede Ordnung einmal hinzuaddiert und dem-
nach festgehalten werden. Die Multiplikation mit der Inversen von
^
M geschieht wieder
implizit mit dem ADI-Verfahren, wozu man, wie oben erw

ahnt, den Speicher f

ur zwei
Gitter braucht.
Die Unitarit

at des Crank-Nicholson-Verfahrens nach Schema (6.3) scheint auf den er-
sten Blick ein Vorteil zu sein, da es die Norm des L

osungsvektors konstant l

asst. Dies
ist jedoch ein Trugschluss. Die M

oglichkeit, dass die Norm etwas

uber die G

ute des
L

osungsvektors aussagen kann, wird damit aus der Hand gegeben. Man hat somit
kein Kriterium, das eine sinnvolle Obergrenze f

ur die Schrittweite t festlegt. Anders
ist dies bei der Reihenentwicklung des Zeitentwicklungsoperators. Der Schrittweite t
kommt hier zwar die Rolle eines

aueren Parameters zu, jedoch liefert hier die Norm des
L

osungsvektors ein Kriterium, wie genau die exakte L

osung von (6.17) schon erreicht
ist. Damit l

at sich der Minimalwert von n, der Ordnung der Entwicklung, bestimmen.
Am Beispiel eines station

aren Potentials wird klar, dass man t beliebig gro w

ahlen
kann und trotzdem die exakte L

osung von (6.17) erh

alt, wenn man nur n entsprechend
gro w

ahlt. Das Crank-Nicholson-Verfahren hingegen liefert dann zwar normierte aber
falsche Ergebnisse.
6.3 Fehlerbetrachtung
In diesem Abschnitt wollen wir die Quellen f

ur den Fehler der numerischen diskreten
L

osung bez

uglich der kontinuierlichen exakten L

osung bestimmen und so ein Verst

and-
nis daf

ur entwickeln, wie dieser Fehler zustande kommt.
F

ur solch eine Behandlung eignet sich das Zeitentwicklungsverfahren

uber die Reihen-
entwicklung des Zeitentwicklungsoperators. Eine Ursache f

ur einen m

oglichen Fehler
ist zun

achst einmal die Endlichkeit des Gitters. Diesen Fehler kann man allerdings
46 KAPITEL 6. ZEITENTWICKLUNG
vernachl

assigen, falls man das Problem so deniert, dass man einen Schwerionensto
in einem Kasten betrachtet, in dem die Elektronen (und Positronen) eingesperrt sind.
Dadurch gehen die beiden Kontinua der kontinuierlichen Dierentialgleichung in nor-
mierbare, diskrete Zust

ande

uber.
Ein weiterer Fehler tritt durch die Approximation auf, die Potentiale seien im Zeitin-
tervall t konstant. Wie bereits erw

ahnt, spielt t die Rolle eines

aueren Parameters.
Wir k

onnen ebenfalls die kontinuierliche L

osung zu solch einem Potential bestimmen,
wodurch der Fehler wiederum eliminiert wird. Man muss dann nur noch sicherstellen,
dass t bereits hinreichend klein gew

ahlt wurde, sodass die L

osung bei einer weiteren
Verkleinerung von t stabil bleibt.
Unter den eben besprochenen Voraussetzungen k

onnen wir die exakte kontinuierli-
che L

osung der Dirac-Gleichung angeben:
	(t) =
X
j
c
(i)
j
e
 i(t t
i
)E
(i)
j
=h
	
(i)
j
; t
i
 t  t
i
+
t
: (6.21)
Die Funktionen 	
(i)
j
, nach denen hier entwickelt wurde, sind durch die Gleichung
E
(i)
j
	
(i)
j
= H(t
i
)	
(i)
j
(6.22)
gegeben. Die Entwicklungskoezienten c
(i)
j
bestimmen sich aus den vorhergehenden
Koezienten c
(i 1)
k
durch Gleichsetzen der beiden 'benachbarten' L

osungen an der In-
tervallgrenze t = t
i
. Man erh

alt dann nach Projektion auf 	
(i)
j
:
c
(i)
j
=
X
k
c
(i 1)
k
e
 it E
(i 1)
k
=h
h	
(i)
j
j	
(i 1)
k
i: (6.23)
F

uhren wir diese Schritte f

ur das diskrete Problem durch, so erhalten wir
~
	(t) =
X
j
~c
(i)
j
e
 i(t t
i
)
~
E
(i)
j
=h
~
	
(i)
j
; t
i
 t  t
i
+
t
: (6.24)
Die Eigenwertgleichung lautet hier:
~
E
(i)
j
^
M
~
	
(i)
j
=
^
H
i
~
	
(i)
j
: (6.25)
Die zu (6.23) analoge Gleichung ist:
~c
(i)
j
=
X
k
~c
(i 1)
k
e
 it
~
E
(i 1)
k
=h
h
~
	
(i)
j
j
^
M j
~
	
(i 1)
k
i: (6.26)
6.3. FEHLERBETRACHTUNG 47
Beide Gleichungen haben exakt dieselbe Struktur. Es ist aber zu beachten, dass im
kontinuierlichen Fall unendlich (abz

ahlbar) viele Basisfunktionen, im diskreten Fall
nur endlich viele Basisfunktionen und Koezienten existieren. Was ist nun zu fordern,
damit die diskrete L

osung mit der kontiniuerlichen L

osung f

ur einen Endzeitpunkt
m

oglichst gut

ubereinstimmt? Man muss fordern, dass es zu jedem Zeitpunkt t
i
eine
Entsprechung
~
E
(i)
j
b=E
(i)
j
und 	
(i)
j
b=
~
	
(i)
j
gibt. Dabei m

ussen die Energieeigenwerte und
die ortsabh

angigen Eigenfunktionen jeweils zueinander m

oglichst gleich sein. Weiterhin
m

ussen alle Koezienten c
(i)
j
, zu denen es keine entsprechenden Koezienten ~c
(i)
j
gibt,
vernachl

assigbar klein sein.
Um diese Forderungen zu

uberpr

ufen, m

usste man das vollst

andige Eigenwertpro-
blem f

ur jedes Zeitintervall sowohl f

ur den kontinuierlichen Fall als auch f

ur das Gitter
l

osen. Dies kann nat

urlich nur f

ur einige ausgesuchte Eigenfunktionen des Gitters ge-
schehen, z.B. f

ur den Anfangszustand, den Grundzustand f

ur das Targetion, den man
mit der analytischen L

osung vergleichen kann.
Eine weitere M

oglichkeit, den Fehler sch

atzen zu k

onnen, ist der Vergleich mit der
St

orungstheorie oder der exakten L

osung des ultrarelativistischen Grenzfalls. Beide
Verfahren liefern unter gewissen Voraussetzungen sinnvolle Vergleichsm

oglichkeiten.
Kapitel 7
Symmetrien
In diesem Kapitel werden Symmetrien untersucht, die im betrachteten Stosystem
vorhanden sind und deren Ausnutzung stets eine Ersparnis an Resourcen und Arbeits-
aufwand mit sich bringt, da redundante Rechenoperationen ausgeschlossen werden. Die
Zeitumkehrsymmetrie wurde bereits gezeigt.
7.1 Rotationssymmetrie
Hat man eine Startwellenfunktion und einen Hamiltonoperator der Form (3.2), der die
elektromagnetischen Potentiale eines Projektilions enth

alt, mit dem man diese Wel-
lenfunktion zeitlich entwickeln will, so m

usste man prinzipiell, um totale Wirkungs-
querschnitte f

ur eine spezielle Reaktion zu berechnen, Rechnungen mit allen m

oglichen
Stoparametern der Form
~
b =
0
B
@
b
x
b
y
0
1
C
A
=
0
B
@
b sin 
b cos 
0
1
C
A
; b 2 [0;1) ;  2 [0; 2) ; (7.1)
durchf

uhren. Wie in der nichtrelativistischen Schr

odingergleichung wird nun das Koor-
dinatensystem einfach um den Winkel  in die Stoebene hineingedreht. Dies geschieht
durch die Koordinatentransformation
x = y
0
sin  + x
0
cos ; y = y
0
cos    x
0
sin : (7.2)
Hatte man zuvor Potentialterme mit der Abh

angigkeit
V = V ((x  b sin )
2
+ (y   b cos )
2
; z); (7.3)
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so nimmt das Potential nach

Ubergang zu den neuen Koordinaten die Form f

ur einen
Sto in der (y
0
  z
0
)-Ebene an:
V = V ((x
0
)
2
+ (y
0
  b)
2
; z
0
): (7.4)
Geht man von den

ublichen Kugelkoordinaten aus, so ver

andert sich der Winkel ':
' = arctan

y
x

= arctan
 
y
0
x
0
!
   = '
0
  : (7.5)
Die Impulsoperatoren m

ussen ebenfalls auf die neuen Koordinaten umgerechnet werden
p
x
= sin p
y
0
+ cos p
x
0
; p
y
= cos p
y
0
  sin p
x
0
: (7.6)
In der Schr

odingergleichung, in der die Summe der Quadrate der Operatoren auf-
taucht, heben sich die trigonometrischen Funktionen des Winkels  gerade heraus.
Ist die Startwellenfunktion in Storichtung, also in z-Richtung quantisiert, so hat die
Schr

odinger'sche Wellenfunktion die Abh

angigkeit vom Winkel ' in der Form e
im'
.
Dies f

uhrt dann nach der Koordinatentransformation auf die komplexe Phase e
 im
,
die auf die Berechnung von Wahrscheinlichkeiten keinerlei Einuss hat.
Um zu zeigen, dass in der Dirac-Theorie die Rotationssysmetrie ebenfalls gilt, schrei-
ben wir die zeitabh

angige Dirac-Gleichung auf:
ih
@
@t
	
z
(x; y; z; t) = (c(cos 
x
  sin 
y
)p
x
0
+ c(cos 
y
+ sin 
x
)p
y
0
+
c
z
p
z
+ ec
z
A
z
  eV + mc
2

	
z
(x; y; z; t): (7.7)
Um dies Gleichung nun wieder auf ihre urspr

ungliche Form zur

uckzuf

uhren, betrachten
wir zun

achst die folgende unit

are Matrix:
S

=
0
B
B
B
@
e
i
0 0 0
0 1 0 0
0 0 e
i
0
0 0 0 1
1
C
C
C
A
; S
y

= S
 1

=
0
B
B
B
@
e
 i
0 0 0
0 1 0 0
0 0 e
 i
0
0 0 0 1
1
C
C
C
A
: (7.8)
Wir f

ugen nun in Gleichung (7.7) vor dem Spinor 	
z
(x; y; z; t) auf der rechten Seite
eine 1 in Gestalt von S

S
 1

ein und multiplizieren beide Seiten von links mit S
 1

. Da-
durch ensteht eine neue Dirac-Gleichung f

ur den Spinor S
 1

	
z
(x; y; z; t). Durch dieses
Vorgehen werden die Operatoren in (7.7) einer unit

aren Transformation unterzogen.
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Man kann nun leicht die folgendenden Relationen nachrechnen:
S
 1


z
S

= 
z
; S
 1

S

= ; (7.9)
S
 1

(cos 
y
+ sin 
x
)S

= 
y
; (7.10)
S
 1

(cos 
x
  sin 
y
)S

= 
x
: (7.11)
Damit erhalten alle Operatoren in Gleichung (7.7) ihre urspr

ungliche Form zur

uck.
Es bleibt nur noch zu zeigen, dass S
 1

	
z
(x; y; z; t) bis auf einen Phasenfaktor die
Ausgangsfunktion 	
z
(x
0
; y
0
; z
0
; t) ist. Dies ist leicht einzusehen, wenn man z.B. den
Winkelanteil der groen Komponenten von S
 1

	
z
(x; y; z; t) betrachtet:
 
e
 i
0
0 1
!

m
j

(') = C
1
A
1
()e
 i
e
im('
0
 )
 
1
0
!
+ C
2
A
2
()e
i(m+1)('
0
 )
 
0
1
!
= e
 i(m+1)

m
j

('
0
): (7.12)
7.2 R

aumliche Symmetrie
Obwohl in vielen Ver

oentlichungen zu relativistischen Schwerionenst

oen immer wie-
der behauptet wird, das Stosystem mit einem von null verschiedenen Stoparameter
weise keinerlei verwendbare Symmetrien auf (z.B. Strayer et al. [57]), ist diese Aussage
nicht richtig. Betrachtet man die Ortsabh

angigkeit aller auftretenden Potentiale, so
erkennt man, dass sich die Potentiale f

ur die Ersetzung x !  x nicht

andern. Wir
betrachten nun zum einen die Dirac-Gleichung im oberen Halbraum x  0, die die
Standard-Form von Gleichung (3.2) hat, zum anderen die Dirac-Gleichung f

ur den un-
teren Halbraum x  0. Dazu substituieren wir  x
0
= x mit der Bedingung x
0
 0.
Wie im Abschnitt zuvor, muss man wiederum die betroenen Operatoren auf die neue
Koordinate umrechnen, in diesem Falle ist dies nur p
x
=  p
x
0
. Wir erhalten also:
ih
@
@t
	( x
0
; y; z; t) = ( c
x
p
x
0
+ c
y
p
y
+ c
z
p
z
+
ec
z
A
z
+ V
T
+ V
P
+ mc
2

	( x
0
; y; z; t); x
0
 0: (7.13)
Wir k

onnen nun wieder die urspr

ungliche Gleichung erhalten, indem wir wieder eine
unit

are Transformation mit einer Matrix S
x
durchf

uhren, die zu einer Raumspiegelung
geh

ort. Von dieser Matrix werden folgende Eigenschaften verlangt:
fS
x
; 
x
g = 0; [S
x
; 
y
] = 0; [S
x
; 
z
] = 0; [S
x
; ] = 0: (7.14)
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Zusammen mit der Eigenschaft, dass S
2
x
= 1 ist, da eine zweifache Spiegelung der
Wellenfunktion wieder dieselbe Wellenfunktion ergibt, sind die Elemente von S
x
bis
auf ein gemeinsames Vorzeichen eindeutig festgelegt. Die Matrix S
x
berechnet sich zu:
S
x
=
0
B
B
B
@
0 1 0 0
1 0 0 0
0 0 0  1
0 0  1 0
1
C
C
C
A
: (7.15)
Wie

ublich setzen wir auch diesmal die Einheitsmatrix in der Form S
x
S
x
vor dem
Wellenspinor auf der rechten Seite von Gleichung (7.13) ein und multiplizieren beide
Seiten von links mit S
x
. Dies liefert uns die bereits bekannte Form der Dirac-Gleichung
f

ur den Wellenspinor S
x
	( x
0
; y; z; t). Sollte es nun gelingen, eine Startwellenfunktion
zu nden, die
	(x
0
; y; z; t) = cS
x
	( x
0
; y; z; t); c beliebig komplex; (7.16)
erf

ullt, so h

atten wir f

ur den oberen Halbraum x  0 und x  0 dieselbe Dierentialglei-
chung mit denselben Anfangsbedingungen und einer neuen Randbedingung f

ur x = 0.
F

ur das Finite-Elemente-Verfahren bedeutet dies, dass man zwei identische lineare Glei-
chungssysteme erh

alt, von denen man nur eines l

osen muss. Der gr

ote Vorteil jedoch
ist, dass man nur die H

alfte der Gitterpunkte und somit die H

alfte der Rechenzeit f

ur
einen Rechenvorgang und Stoparameter ben

otigt. Es bleibt die Frage oen, ob man
eine Startwellenfunktion so w

ahlen kann, dass Relation (7.16) erf

ullt ist. Die Startwel-
lenfunktion ist allerdings durch die Problemstellung festgelegt, der einzige verbleibende
'Freiheitsgrad' ist die Wahl der Quantisierungsrichtung. Wir werden nun zeigen, dass
die Wahl der x-Achse als Quantisierungsachse die obige Forderung erf

ullt. Dazu gen

ugt
es, die Winkelanteile der in x-Richtung quantisierten Wellenfunktionen (2.15,2.16) zu
betrachten. F

ur die Kugelkoordinaten des Hilfs-Koordinatensystems gem

a (2.10) be-
deutet x !  x die

Anderung von 
0
!    
0
. Die Kugelfunktionen Y
lm
haben die
Eigenschaft:
Y
lm
(   
0
; '
0
) = ( 1)
l+m
Y
lm
(
0
; '
0
): (7.17)
Somit erhalten wir f

ur die groen Komponenten
 
0 1
1 0
!

m
j

( x) = ( 1)
l+m
c
1
Y
l;m
 
1
p
2
1
p
2
!
+ ( 1)( 1)
l+m+1
c
2
Y
l;m+1
 
 
1
p
2
1
p
2
!
:
(7.18)
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Die erste ( 1) im zweiten Summanden auf der rechten Seite ist der Eigenwert des
Spinors zur Matrix 
x
, die im Wesentlichen die Matrix S
x
bildet. F

ur die kleinen
Komponenten erh

alt man unter der Ber

ucksichtigung, dass sich der Drehimpuls von
dem der oberen Komponenten stets um eins unterscheidet:
 
0  1
 1 0
!

m
j
 
( x) = ( 1)
1+l1+m
c
3
Y
l1;m
 
1
p
2
1
p
2
!
+( 1)
2+l1+m+1
c
4
Y
l1;m+1
 
 
1
p
2
1
p
2
!
:
(7.19)
Man kann nun aus beiden Gleichungen den Faktor ( 1)
l+m
ausklammern und erh

alt
die Winkelfunktion der urspr

unglichen Wellenfunktion. Wir stellen also fest:
	
x
(x) = ( 1)
l
A
+m
j
 
1
2
S
x
	
x
( x); (7.20)
wobei l
A
der Drehimpuls der groen Komponenten ist. Relation (7.16) ist also erf

ullt.
Gleichung (7.20) hat aber noch weiterreichende Konsequenzen. Dies ist n

amlich der
relativistische Ausdruck f

ur das Verhalten der Wellenfunktionen unter einer Spiegelung.
Jede in einer bestimmten Richtung quantisierte Wellenfunktion hat ein eindeutiges
Vorzeichen, mit der sie sich gem

a Gleichung (7.20) transformiert. Diese Eigenschaft
bleibt auch w

ahrend und nach der Zeitentwicklung erhalten, sodass man am Ende nur
auf diejenigen Wellenfunktionen projizieren muss, die sich mit demselben Vorzeichen
transformieren, denn
h	
x
+
j	
x
 
i = h	
x
+
j	
x
 
i
x0
+ h	
x
+
j	
x
 
i
x0
= h	
x
+
j	
x
 
i
x0
 hS
x
	
x
+
jS
x
	
x
 
i
x0
= 0: (7.21)
7.3 Aufhebung der Rotationssymmetrie
Wenn wir, wie im obigen Abschnitt beschrieben, in x-Richtung quantisierteWellenfunk-
tionen benutzen, geht die Rotationssymmetrie um die z-Achse verloren. Wir werden
in diesem Abschnitt zeigen, dass dies zur Berechnung von Wahrscheinlichkeiten aber
irrelevant ist. Zur Berechnung von Wirkungsquerschnitten ben

otigt man die vom Sto-
parameter b abh

angigen Wahrscheinlichkeiten P
b
(j ! k) f

ur eine Reaktion 	
z
j
! 	
z
k
:
P
b
(j ! k) = jh
z
j
(t!1)j	
z
k
ij
2
: (7.22)
Der nach oben gestellte Index z deutet wiederum auf eine in z-Richtung quantisierte
Wellenfunktion hin. Zur Bestimmung der gesamten Wahrscheinlichkeit f

ur einen un-
polarisierten Anfangszustand muss man

uber die m

oglichen Anfangszust

ande mitteln
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und

uber die magnetische Quantenzahl des Endzustands summieren:
P
b
(j ! k) =
1
N
q
X
i;q
jh
z

j
;m
q
(t!1)j	
z

k
;m
i
ij
2
; (7.23)
wobei N
q
die Zahl der magnetischen Unterzust

ande zu 
j
ist. Es gilt nun folgende
Relation:
	
z
;m
i
(~r) =
X
j
b

ij
S	
x
;m
j
(~r): (7.24)
In der obigen Gleichung ist sogar S = 1. Aber f

ur den allgemeinen Fall, wenn man
die Wellenfunktionen nach Eigenfunktionen zu einem beliebig gedrehten Koordinaten-
system zerlegen will, braucht man diese Boost-Matrix. Die G

ultigkeit dieser Relation
kann man sich wie folgt

uberlegen: Hat man ein pr

apariertes Atom mit Drehimpuls j,
der in eine beliebige Richtung quantisiert ist, dann d

urfen sich nur die magnetischen
Quantenzahlen

andern, falls der Beobachter seine Position durch eine beliebige Rota-
tion um den Koordinatenursprung ver

andert. Wir nutzen nun S = 1 und zeigen die
Unitarit

at der Koezientenmatrix
^
b

.
Da b

ij
= h	
x
;m
j
j	
z
;m
i
i gilt:
X
i
b

ij
b

ik

=
X
i
h	
x
;m
j
j	
z
;m
i
ih	
z
;m
i
j	
x
;m
k
i = h	
x
;m
j
j	
x
;m
k
i = 
jk
: (7.25)
Wir haben im ersten Schritt die Vollst

andigkeitsrelation
P

0
;m
i
j	
z

0
;m
i
ih	
z

0
;m
i
j = 1
ausgenutzt. Man kann Terme mit 
0
6=  hinzuaddieren, die allesamt identisch null
sind. Analog erh

alt man
X
j
b

kj

b

ij
= 
ki
: (7.26)
Nun k

onnen wir Gleichung (7.23) auf die in x-Richtung quantisierten Funktionen um-
rechnen. Wir unterdr

ucken nun aus Gr

unden der

Ubersichtlichkeit die Zeitabh

angigkeit
(t!1):
P
b
(j ! k) =
1
N
q
X
i;q
h
z

j
;m
q
j	
z

k
;m
i
ih	
z

k
;m
i
j
z

j
;m
q
i
=
1
N
q
X
i;q
X
l;l
0
X
m;m
0
hb

j
ql

x

j
;m
l
jb

k
im
	
x

k
;m
m
ihb

k
im
0
	
x

k
;m
0
m
jb

j
ql
0

x

j
;m
0
l
i
=
1
N
q
X
i;q
X
l;l
0
X
m;m
0
b

j
ql

b

j
ql
0
b

k
im
0

b

k
im
h
x

j
;m
l
j	
x

k
;m
m
ih	
x

k
;m
0
m
j
x

j
;m
0
l
i
=
1
N
l
X
l;m
h
x

j
;m
l
j	
x

k
;m
m
ih	
x

k
;m
m
j
x

j
;m
l
i
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z
x
y
z
x
j =
j
jm
-m
j
y
b
A
-b A
Abbildung 7.1: Durch eine Drehung der Anordnung

andern die magnetische Quanten-
zahl und der Stoparameter ihr Vorzeichen.
=
1
N
l
X
l;m
jh
x

j
;m
l
j	
x

k
;m
m
ij
2
: (7.27)
F

ur die gesamte Wahrscheinlichkeit mit unpolarisierten Anfangs- und Endzust

anden
ist es also gleichg

ultig, in welche Richtung man die Zust

ande quantisiert.
7.4 Stoparametersymmetrie
Nimmt man als Anfangswellenfunktion den 1s
1=2
-Zustand, so muss man zwei magne-
tische Unterzust

ande getrennt voneinander zeitlich entwicklen. Dies sind die 1s
m
x
=
1
2
1=2
-
Zust

ande. Wir werden nun aber zeigen, dass die Entwicklung des Zustands 1s
m
x
= 
1
2
1=2
zu einem Stoparameter b und die Entwicklung des Zustands 1s
m
x
=+
1
2
1=2
zum Stopara-
meter  b identisch sind. Abbildung (7.1) veranschaulicht dies: Zeichnet man sich die
Vektoren f

ur den Drehimpuls und das Vektorpotential des Projektils hin und dreht die-
se Vektoren um 180
o
um die z-Achse, so erh

alt man dieselbe Anordnung wie f

ur eine
entsprechende negative magnetische Quantenzahl und negativen Stoparameter. Die
Ausnutzung dieser Symmetrie, hier Stoparametersymmetrie genannt, hat zum einen
den Vorteil, dass man dieselben Randbedingungen
	(x = 0; y; z; t) = +S	(x = 0; y; z; t) (7.28)
verwenden kann und f

ur die Berechnung mit dem Anfangszustand zu m
j
=  1=2 nur
negative Stoparameter nehmen muss. Zum anderen kann man in beiden F

allen mit
derselben Anfangswellenfunktion rechnen. Diese Anfangswellenfunktion wird mit einem
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sp

ater noch erl

autertem Verfahren zu einer Gitter-Eigenfunktion bestimmt und muss,
um nicht f

ur jeden Stoparameter neu berechnet werden zu m

ussen, archiviert werden.
Man spart also auch hier kostbare Rechenzeit und Speicherkapazit

at ein.
Um zu zeigen, dass die eben besprochene Symmetrie gilt, f

uhren wir in der Dirac-
Gleichung f

ur die Anfangswellenfunktion 	
m
x
= jm
x
j
die Ersetzung b
0
!  b und y
0
=  y
durch. Damit erhalten wieder alle Potentialterme die urspr

ungliche Abh

angigkeit von
der r

aumlichen Koordinate y
0
: V = V (x; (y
0
  b)
2
; z; t). Der Impulsoperator bez

uglich
y
0
hat nun allerdings ein negatives Vorzeichen. Dies wird wiederum durch eine unit

are
Transformation mit der Boost-Matrix
S
y
=
0
B
B
B
@
0 1 0 0
 1 0 0 0
0 0 0  1
0 0 1 0
1
C
C
C
A
(7.29)
r

uckg

angig gemacht. Die Matrix S
y
hat die Eigenschaft, dass sie mit allen Dirac-
Matrizen vertauscht, nur mit 
y
antivertauscht:
[S
y
; 
x
] = 0; [S
y
; 
z
] = 0; [S
y
; ] = 0 und fS
y
; 
y
g = 0: (7.30)
Wir setzen wieder S
 1
y
S
y
, also die Einheitsmatrix, vor den Wellenspinor und multipli-
zieren die Gleichung von links mit S
y
. Durch die Vertauschungsrelationen (7.30) kommt
es dann bei der Matrix 
y
zu dem gew

unschten Vorzeichenwechsel. Es bleibt zu zeigen,
dass
S
y
	
m
x
= jm
x
j
( y) = c	
m
x
=+jm
x
j
(y); c beliebig komplex: (7.31)
Wir schreiben nun verk

urzend m = m
x
 
1
2
, m
0
=  (m
x
+
1
2
) und beachten, dass die
Ersetzung y!  y f

ur das Hilfs-Koordinatensystem die Ersetzung '
0
!  '
0
bedeutet.
F

ur die groen Komponenten von Gleichung (7.31) erhalten wir dann im Falle  > 0 :
 
0 1
 1 0
!

x
;m
x
( '
0
) =
s
l +m+ 1
2l + 1
Y
l;m
( '
0
)
 
1
p
2
 
1
p
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s
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Y
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1
p
2
1
p
2
!
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m+1
s
l+m
0
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Y
l;m
0
('
0
)
 
1
p
2
1
p
2
!
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s
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0
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Y
l;m
0
+1
('
0
)
 
 
1
p
2
1
p
2
!
= ( 1)
m+1

x
; m
x
('
0
): (7.32)
Im zweiten Schritt wurde die Relation Y
l;m
( '
0
) = Y

l;m
= ( 1)
m
Y
l; m
ausgenutzt. Ana-
log erhalten wir f

ur die kleinen Komponenten von Gleichung (7.31) unter der Ber

uck-
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sichtigung, dass l
0
= l + 1:
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x
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x
('
0
): (7.33)
Gleichung (7.33) und (7.32) erf

ullen zusammen die Relation (7.31) mit c = 1.
Wir wollen uns nun der Frage zuwenden, wie die Formel f

ur die Berechnung der
absoluten Wirkungsquerschnitte f

ur den Einfang eines Elektrons in den 1s
1=2
-Zustand
aussieht. Da der 1s
1=2
-Zustand zwei magnetische Unterzust

ande hat, m = 1=2, muss
man die Wahrscheinlichkeiten f

ur den Einfang in einen der beiden Zust

ande aufsum-
mieren. Aus der allgemeinen Formel

pp
= 2
Z
1
0
P (b)b db (7.34)
wird unter Verwendung der Zeitumkehrsymmetrie:

pp
= 2
Z
1
0
X
i

jh(
x
 1;1=2
(b)j	
x

k
;m
i
ij
2
+ jh(
x
 1; 1=2
(b)j	
x

k
;m
i
ij
2

b db: (7.35)
Verwendet man die Erkenntnisse diese Abschnitts, so erh

alt man schlielich:

pp
= 2
Z
1
 1
X
i
jh(
x
 1;1=2
(b)j	
x

k
;m
i
ij
2
b db: (7.36)
Wir erinnern nochmal daran, dass die Summe

uber i in den Gleichungen (7.35) und
(7.36) nur

uber die H

alfte aller m

oglichen magnetischen Quantenzahlen des Endzu-
stands l

auft, und zwar

uber solche, die sich mit demselben Vorzeichen wie der An-
fangszustand bez

uglich einer Spiegelung transformieren.
Die Formeln zur Berechnung der Wirkungsquerschnitte f

ur die Anregung und die Io-
nisation des Targets, sowie f

ur den Transfer des Elektrons zum Projektil, unterscheiden
sich von Gleichung (7.36) durch einen Faktor 2. Diesen Faktor muss man ber

ucksichti-
gen, da man in den eben genannten F

allen

uber zwei m

ogliche Anfangszust

ande mitteln
muss, wenn man unpolarisierte Querschnitte berechnet. F

ur die Berechnung der Paar-
produktion hat man einen festen Anfangszustand, den Vakuumzustand. Folglich lautet
die Formel:

exc
; 
ion
; 
trf
;= 
Z
1
 1
X
i
jh(
x
 1;1=2
(b)j	
x

k
;m
i
ij
2
b db: (7.37)
Kapitel 8
Fermionenverdopplung
Die Fermionenverdopplung ist ein generelles Problem [58, 25], das immer dann auftritt,
wenn der Ableitungsoperator erster Ordnung in diskretisierter Form verwendet wird, so
auch in unserer Behandlung der Dirac-Gleichung. Betrachten wir n

amlich die Matrix-
elemente des Ableitungsoperators
@
@x
bez

uglich der Basis der linearen Zeltfunktionen,
dann erhalten wir
^
K = (
Z

i
(x)
@
@x

j
(x)dx)
ij
=
0
B
B
B
B
B
B
B
B
B
B
B
B
@
0
1
2
0          0
 
1
2
0
1
2
0       0
0  
1
2
0
1
2
0    0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0       0  
1
2
0
1
2
0          0  
1
2
0
1
C
C
C
C
C
C
C
C
C
C
C
C
A
: (8.1)
Diese Matrix entspricht dem symmetrischen Dierenzen-Ausdruck f

ur die erste Ablei-
tung:
f
0
(x
i
) =
f(x
i+1
)  f(x
i 1
)
2x
; auf dem Einheitsintervall x = 1: (8.2)
Man erkennt sofort, dass dieser Dierenzen-Ausdruck keine vern

unftigen Werte mehr
liefert, falls die Funktion f sehr stark schwankt. Im Extremfall, dass f
i
= ( 1)
i
f
0
ist,
ist f
0
i
= 0. Dies bedeutet, dass Funktionen mit hohen Wellenzahlen nicht l

anger hohe
Impulseigenwerte zugeordnet sind.
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8.1 L

osung des freien, dreidimensionalen Eigenwert-
problems
Das freie, dreidimensionale Eigenwertproblem des Finite-Elemente-Gitters l

asst sich
exakt l

osen. Hierzu betrachten wir zun

achst das Eigenwertproblem

^
M~u =  ih
^
K~u; (8.3)
unter der Annahme, dass wir ein unendliches

aquidistantes Gitter der Gitterweite h
vorliegen haben. Zeilenweise liest sich Gleichung (8.3):
h

1
6
u
n+1
+
2
3
u
n
+
1
6
u
n+1

=  ih

1
2
u
n+1
 
1
2
u
n 1

; n = 0;1;2; : : : : (8.4)
Diese Gleichung l

asst sich einfach l

osen, wenn man die Fourier-Transformierte der u
n
bildet. Es kann gezeigt werden [53], dass stets eine Funktion (k) existiert, so dass gilt:
u
j
=
Z
=h
 =h
(k)e
ikx
j
dk =
Z
=h
 =h
(k)e
ikjh
dk: (8.5)
Die Wellenzahl k beschr

ankt sich dabei auf die Brillouinzone [ =h; =h]. Wir setzen
nun die Fourierentwicklung ein, multiplizieren beide Seiten mit e
 ik
0
nh
und summieren
alle Gleichungen (8.4) auf. So erhalten wir zusammenmit der Relation
P
1
j= 1
e
i(k k
0
)jh
=
(2=h)(k   k
0
) nach Integration

uber k
0
:

h
3
(k) (cos(kh) + 2) = h(k) sin(kh): (8.6)
Da die Funktion (k) ungleich null ist, folgt f

ur den Eigenwert :
 =
3h sin(kh)
h(cos(kh) + 2)
: (8.7)
Diesen Zusammenhang muss man im Vergleich mit der nat

urlichen Relation p = hk
betrachten. Abbildung (8.1) zeigt beide Relationen. Die Finite-Elemente-Relation hat
bei
k  h = arcos( 
1
2
) = 2:094 (8.8)
ihr Maximum und nimmt dort den Wert
hp
h
= 1:732 an. Man erkennt ferner, dass der
Eigenwert  f

ur hk = , was gerade dem oben genannten Extrembeispiel entspricht,
auf null herabf

allt.
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Abbildung 8.1: Die Impuls-Wellenzahl-Beziehung bei Finiten Elementen im Vergleich
mit der exakten Beziehung
Wir k

onnen nun das Eigenwertproblem f

ur das dreidimensionale, potentialfreie Git-
ter exakt l

osen. In diesem Fall lautet die Eigenwertgleichung:
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mc
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U: (8.9)
Wenn wir Vektoren als Matrizen verstehen, bei denen nur die erste Spalte besetzt ist,
die restlichen Spalten identisch null sind, dann k

onnen wir auch f

ur Vektoren die f

ur
Matrizen bekannte Tensor-Multiplikation anwenden. Wir machen nun den Ansatz f

ur
~
U :
~
U =
~
U
x


~
U
y


~
U
z

 ~u
4
; (8.10)
wobei
~
U
x
,
~
U
y
und
~
U
z
das jeweilige Eigenwertproblem (8.3) erf

ullen sollen und ~u
4
zun

achst noch unbestimmt ist. Setzen wir dies in Gleichung (8.9) ein, so erhalten wir:
E(
^
M
x


^
M
y


^
M
z

 I)
~
U
x


~
U
y


~
U
z

 ~u
4
=
^
M
x


^
M
y


^
M
z


h
c
x

x
+ c
y

y
+ c
z

z
+ mc
2
i
~
U
x


~
U
y


~
U
z

 ~u
4
: (8.11)
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Abbildung 8.2: Anzahl der Zust

ande des positiven Kontinuums des freien Gitters. Der
m

ogliche Bereich wurde in 100 Intervalle aufgeteilt.
Diese Gleichung ist oenbar genau dann erf

ullt, wenn gilt:
E~u
4
=

c
x

x
+ c
y

y
+ c
z

z
+ mc
2

~u
4
: (8.12)
Dies ist dieselbe Eigenwertgleichung, die man im kontinuierlichen Fall f

ur freie ebene
Wellen zu l

osen hat. Die Eigenwerte lauten:
E = 
p

2
c
2
+m
2
c
4
; mit 
2
= 
2
y
+ 
2
y
+ 
2
z
: (8.13)
In Abbildung (8.2) wird die Zustandsdichte f

ur das positive Kontinuum (

aquivalent
zum negativen) f

ur ein freies Gitter mit 88 Punkten pro Raumrichtung gezeigt. Der Git-
terabstand betr

agt genau eine Comptonwellenl

ange des Elektrons (
1
137
a
0
). Der m

ogliche
Energiebereich wurde in 100 Intervalle aufgeteilt und die Anzahl der Zust

ande, die in
das entsprechende Intervall fallen, ermittelt.
Dem Betrachter stellt sich die Frage, wie die Form dieser Kurve zustande kommt.
Dazu ermittlen wir zun

achst die Zustandsdichte f

ur ein Volumen, das dem des oben be-
schriebenen Gitters entspricht. In diesem Volumen, das kubisch mit der Kantenl

ange a
ist, ergeben sich die

ublichen Quantisierungsbedingungen f

ur die Wellenl

angen, die ein
ganzzahliger Bruchteil der doppelten Kantenl

ange sein m

ussen. F

ur die Zustandsdichte
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Abbildung 8.3: Zustandsdichte f

ur einen W

urfel der Kantenl

ange a = 88
c
(durchge-
zogene Linie) und f

ur ein ideales Gitter (Kreise)
erh

alt man unter der Ber

ucksichtigung, dass zu jedem Energiewert zwei Spineinstel-
lungen geh

oren:
dN
dE
= 

a
hc

3
p
E
2
 m
2
c
4
E: (8.14)
Das Quantisierungsvolumen begrenzt die m

oglichen Impulse bzw. Energien nach un-
ten hin, jedoch nicht nach oben. Das heit, es sind, anders als beim Gitter, beliebig
hohe Impulse m

oglich. Wir vergleichen diese Relation nun mit einem idealen Gitter,
also mit einem Gitter, das den linearen Zusammenhang p = hk aufweist. In Abbildung
(8.3) wird die Zustandsdichte f

ur das Box-Volumen a
3
nach Gleichung (8.14) gezeigt.
Sie schmiegt sich bis zum Wert
p

2
+ 1mc
2
an die Kurve f

ur das ideale Gitter. F

ur
Impulse gr

oer als mc ist das Gitter nicht mehr isotrop. Deshalb f

allt die Kurve ab
p

2
+ 1mc
2
wieder und endet schlielich bei
p
3
2
+ 1mc
2
. Dies w

are anders bei einer
kugelf

ormigen Anordnung. Die Kurve stiege monoton und endete dann bei
p

2
+ 1mc
2
auf der durchgezogenen Linie. Die Kurve f

ur das Finite-Elemente-Gitter reicht auf-
grund der wieder abfallenden Impuls-Wellenzahl-Relation nur bis
p
3  1:732
2
+ 1mc
2
.
Da beide Gitter dieselbe Anzahl an Zust

anden besitzen, verteilen sich diese Zust

ande
auf weniger als die H

alfte des Energieintervalls. Das Finite-Elemente-Gitter hat also
f

ur den ansteigenden Ast etwa die doppelte Zustandsdichte.
62 KAPITEL 8. FERMIONENVERDOPPLUNG
1 2 3 4 5
1.5
2
2.5
3
h  j
~
kj
E
[
m
c
2
]
Abbildung 8.4: Dispersionsrelation f

ur ein Finite-Elemente-Gitter entlang der Raum-
diagonalen (gestrichelte Kurve) und entlang einer Gitterachse (durchgezogene Kurve)
im Vergleich zur nat

urlichen Dispersionsrelation (monotone durchgezogene Kurve)
Wir betrachten nun die Dispersionsrelation, also die Energie-Impuls-Relation (bes-
ser: Energie-Wellenzahl Relation) auf einem Finite-Elemente-Gitter. Man muss dabei
beachten, dass diese Beziehung nun von der Richtung des Impulses bzw. des Wellen-
zahlvektors abh

angt. In Abbildung (8.4) ist die Dispersionsrelation f

ur die Richtung
des Wellenzahlvektors entlang der Raumdiagonalen und parallel zu einer Kante des
w

urfelf

ormigen Finite-Elemente-Gitters gezeichnet. Man erkennt, dass in beiden F

allen
keine eineindeutige Funktion vorliegt, sondern, dass zu einem Energiewert jeweils zwei
Impulse geh

oren. Man spricht deshalb von 'Fermionenverdopplung'. In Richtung der
Raumdiagonalen kann man h

ohere Impulse approximieren, da sich drei Komponenten
zumGesamtimpuls aufaddieren. Diese Eigenschaft k

onnte man sich f

ur die zeitabh

angi-
gen Rechnungen zunutze machen, wenn man gewisse Eigenschaften der zu erwartenden
L

osung kennt. W

usste man z.B., dass sich die hohen Impulse der Endwellenfunktion

uberwiegend in eine Richtung ausbreiten, k

onnte man in unserem Fall den Projektil-
kern so durchs Gitter f

uhren, dass sich diese Impulse entlang einer Raumdiagonalen
oder Fl

achendiagonalen ausbreiten werden.
Man kann sich nun die Frage stellen, wie das Eigenwertspektrum des station

aren
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Coulombproblems f

ur ein wasserstoartiges Ion aussieht. Eine analytische L

osung des-
sen ist nach unserer Einsch

atzung f

ur ein kartesisches Gitter wohl unm

oglich. Einen
qualitativen Eindruck kann man gewinnen, wenn man sich vorstellt, dass man eine
vorhandene Zentralladung langsam einschaltet und kontinuierlich erh

oht. Das Eigen-
wertspektrum ver

andert sich dann stetig. Dies bedeutet, dass sich die gebundenen
Zust

ande aus dem positiven Kontinuum absenken. Die Anzahl der Zust

ande des nega-
tiven Kontinuums bliebe daher unver

andert.
8.2 Transformation der Dirac-Gleichung
Die Ursachen des Problems der Fermionenverdopplung wurden im vorangegangenen
Abschnitt besprochen. Die Wirkungen wurden z.B. von M

uller [50, 51] untersucht.
Er entwickelte ein eindimensionales Wellenpaket in der Zeit und fand heraus, dass sich
das Wellenpaket unphysikalisch verh

alt, falls der mittlere Impuls f

ur das Gitter zu gro
wird. Dieses Verhalten

auert sich zum Beispiel darin, dass das Paket im Mittel steht
oder bei recht hohen Impulsen in die entgegengesetzte Richtung l

auft. Dies sind zwar
unphysikalische aber dennoch mathematisch erkl

arbare Eigenschaften. Berechnet man
n

amlich die Gruppengeschwindigkeit, mit der sich Wellenpakete ausbreiten, so bildet
man
v
G
=
@E
@p
: (8.15)
Diese Relation kann man direkt aus Abbildung (8.4) ablesen, indem man die Steigung
der Dispersionskurve bestimmt. Man erkennt sofort, dass die Gruppengeschwindigkeit
bei der maximalen Energie null wird und f

ur noch h

ohere Impulse ihr Vorzeichen um-
kehrt.
Wir wollen uns an dieser Stelle der Frage zuwenden, wie man das Problem der
Fermionenverdopplung beseitigen kann. In aller K

urze ausgedr

uckt ist die Ursache des
Problems die leere Hauptdiagonale in der Ableitungsmatrix (8.1). Man kann dies zwar
mit Hilfe der Euler'schen-Dierenzenformel umgehen, allerdings ist die resultierende
Impulsmatrix dann nicht mehr hermitesch. Nimmtman den Ausdruck f

ur die Vorw

arts-
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Euler-Dierenzen, erh

alt man:
^
K =
0
B
B
B
B
B
B
B
B
B
B
B
B
@
 1 1 0          0
0  1 1 0       0
0 0  1 1 0    0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0       0 0  1 1
0          0 0  1
1
C
C
C
C
C
C
C
C
C
C
C
C
A
: (8.16)
Die Verwendung von nichthermiteschen Matrizen f

uhrt zu komplexen Eigenwerten
in den station

aren Problemen und zu nicht-unit

aren Zeitentwicklungsoperatoren f

ur
zeitabh

angige Rechnungen. Die Wellenfunktion l

asst sich dann nicht mehr im gewohn-
ten Sinne physikalisch interpretieren.
Versucht man, eine hermitesche Impulsmatrix zu konstruieren, deren Hauptdiago-
nale besetzt ist, so st

ot man auf ein Verfahren, dass auf Wilson [64] zur

uckgeht. Man
addiert zur Matrix (8.1) einen Anteil des Ableitungsoperators zweiter Ordnung hinzu:
f
0
n
=
1
2h
[f
n+1
  f
n 1
] + ia [f
n+1
  2f
n
+ f
n 1
] : (8.17)
Der Dierenzenausdruck f

ur den Ableitungsoperators zweiter Ordnung ist frei von der
Fermionenverdopplung, deshalb l

asst sich die Schr

odingergleichung auch ohne dieses
Problem diskretisieren. Dieser neue Ausdruck liefert f

ur Geraden dieselben Werte wie
der urspr

ungliche. Allerdings sind die Eigenwerte des Eigenwertproblems (8.3) nicht
mehr symmetrisch um die Null herum 'verteilt'. Dies bedeutet auch, dass man f

ur ein
ansteigendes Tripel von Funktionswerten betraglich einen v

ollig anderen Wert f

ur die
Ableitung erh

alt als f

ur das entsprechende fallende.
Eine weitere Methode, die Fermionenverdopplung zu umgehen, haben Bottcher und
Strayer entwickelt [57]. Sie versuchten nicht, eine hermitesche Darstellung des Impuls-
operators, z.B. p
x
, zu nden, sondern eine des Produkts p
x

x
. Dies ist auch tats

achlich
m

oglich, das resultierende Verfahren verliert jedoch die Eigenschaft der Kovarianz, da
die Impulsoperatoren und die -Matrizen nicht mehr separieren. In einer sp

ateren
Ver

oentlichung sagen Bottcher und Strayer aus, dass sie das Verfahren wieder ver-
worfen haben [63].
Wir fanden eine m

ogliche L

osung des Problems der Fermionenverdopplung durch
einen v

ollig anderen Zugang. Wir betrachten erneut die zeitabh

angige Dirac-Gleichung
mit Potentialen:
ih
@
@t
(~x; t) =

c~( ih
~
r+ e
~
A(~x; t))  eV (~x; t) + mc
2

(~x; t): (8.18)
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Diese Dirac-Gleichung unterziehen wir nun einer unit

aren Transformation mit dem
unit

aren Operator
U =
1
p
2
(1  iP ); mit P = P
x
P
y
P
z
; (8.19)
wobei die P
i
die Operatoren f

ur eine r

aumliche Spiegelung sind, z.B. P
x
f(x) = f( x).
Man kann jede Funktion, also auch jedes Potential, als Summe einer geraden und einer
ungeraden Funktion schreiben:
V
g
=
1
2
(V + (PV )); V
u
=
1
2
(V   (PV ))
mit (PV
g
) = V
g
; (PV
u
) =  V
u
(8.20)
~
A
g
=
1
2
(
~
A+ (P
~
A));
~
A
u
=
1
2
(
~
A  (P
~
A))
mit (P
~
A
g
) =
~
A
g
; (P
~
A
u
) =  
~
A
u
: (8.21)
Ber

ucksichtigt man weiterhin, dass P mit dem Ableitungsoperator
~
r antikommutiert
(fP;
~
rg = 0), erh

alt man nach Durchf

uhrung der Transformation eine neue Dirac-
Gleichung f

ur den transformierten Wellenspinor 	:
ih
@
@t
	(~x; t) =

c~(h
~
rP + e
~
A
g
+ ie
~
A
u
P )  eV
g
  ieV
u
P + mc
2

	(~x; t): (8.22)
Da wir eine unit

are Transformation durchf

uhrten, bleiben alle Operatoren hermitesch.
Der Vorteil von Gleichung (8.22) ist, dass man f

ur die auftretenden Ableitungsoperato-
ren nun die Euler'sche Dierenzenformel einsetzen kann, ohne dass die Hermitezit

at der
diskretisierten Operatoren verloren geht. Wir wollen nun das Spektrum von Gleichung
(8.22) f

ur den potentialfreien Fall berechnen.
Wie wir gesehen haben, beruht das Problem der Fermionen-Verdopplung in drei Di-
mensionen darauf, dass die Energie-Impuls-Relation in jeder der drei Raumrichtungen
zweideutig ist. Wir setzen f

ur die Wellenfunktion an:
	(~x; t) = 	(x)e
 iEt=h
: (8.23)
Diesen Ansatz setzen wir in Gleichung (8.22) ein und erhalten unter der Ber

ucksichti-
gung, dass 	(~x; t) nun Eigenfunktion zu P
y
und P
z
zum Eigenwert 1 ist:
E	(x) =
 
c
x
h
@
@x
P
x
+ mc
2
!
	(x): (8.24)
Dies ist eine Gleichung in einer r

aumlichen Koordinate f

ur eine vierkomponentige Wel-
lenfunktion mit den

ublichen 44-Matrizen 
x
und . Wir f

uhren nun ein unendliches,
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
aquidistantes Gitter mit der Gitterweite h ein. Es besitze die Gitterpunkte:
x
j
= jh; mit j = 0;1;2; : : : : (8.25)
Als Erstes wollen wir die Eigenwerte des Operators
@
@x
P
x
bestimmen, indem wir das
Eigenwertproblem
@
@x
P
x
(x) = k(x) (8.26)
auf dem Gitter l

osen. Ersetzt man den Ableitungsoperator durch die Euler'sche Die-
renzenformel, so lautet das Eigenwertproblem in diskretisierter Form:
1
h
(
k
 j
  
k
 j+1
) = k
k
j
: (8.27)
Wir setzen nun erneut die Fourierdarstellung der Funktionswerte an den Gitterpunkten
ein:

k
j
=
Z
=h
 =h
dp g
k
(p)e
ipjh
: (8.28)
Als N

achstes multiplizieren wir alle Gleichungen (8.27) mit e
 ip
0
jh
und addieren alle
Gleichungen. Nutzen wir die schon bekannte Darstellung der -Funktion aus, so erhal-
ten wir f

ur die Fourieramplitude:
g
k
( p)  g
k
( p)e
 iph
= khg
k
(p): (8.29)
Da (8.27) ein reelles, lineares Gleichungssystem darstellt, ist die L

osung 
k
j
ebenfalls
reell. F

ur die Fourieramplitude bedeutet dies:
g
k
(p) = g

k
( p): (8.30)
Da g
k
(p) eine komplexe Zahl ist, stellen wir sie

uber ihren reellen Betrag und ihre Phase
dar:
g
k
(p) = A
k
(p)e
i'
p
: (8.31)
Setzen wir dies in Gleichung (8.29) ein, erhalten wir die Relation:
A
k
(p)

e
 2i'
p
(1  e
 iph
)  kh

= 0: (8.32)
F

ur den Imagin

arteil dieser Gleichung gilt
0 =   sin(2'
p
) + sin(2'
p
+ ph) = 2 sin(
1
2
ph) cos(2'
p
+
1
2
ph): (8.33)
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Diese Gleichung ist nur dann erf

ullt, falls gilt
'
p
=  
1
4
ph +
1
4
 +
1
2
n; n = 0;1;2; : : : : (8.34)
Aus dem Realteil erhalten wir dann die m

oglichen Eigenwerte
k =
1
h
(cos(2'
p
)  cos(2'
p
+ ph)) = ( 1)
n
2
h
sin(
ph
2
): (8.35)
Um Gleichung (8.24) in diskreter Form zu l

osen, w

ahlen wir den Ansatz
	
k
(x
j
) = 
k
j
(k): (8.36)
Dies f

uhrt auf die Gleichung
E
j
(k) =

chk
z
+ mc
2


j
(k): (8.37)
Dies ist eine Eigenwertgleichung f

ur den Spinor (k). Die L

osungen sind wiederum
dieselben Spinoren wie bei der freien Dirac-Gleichung mit den Energien
E
k
= 
q
c
2
h
2
k
2
+m
2
c
4
= 
s
c
2
h
2
4
h
2
sin
2
(
ph
2
) +m
2
c
4
: (8.38)
Man erkennt nun, dass die Energie-Impuls Relation eine eindeutige, monoton anstei-
gende Funktion auf dem Intervall [0; =h], das die auf dem Gitter m

oglichen Fourier-
komponenten enth

alt, ist. Somit ist das Problem der Fermionenverdopplung behoben.
Abbildung (8.5) zeigt die Energie-Impuls-Relation des eben vorgestellten Verfahrens
(durchgezogene Linie) im Vergleich zu der des Finite-Elemente- und Finite-Dierenzen-
Verfahrens. Als maximaler Impuls wurde p
max
= 8mc gew

ahlt. Die exakte Dispersi-
onsrelation ist ebenfalls eingezeichnet. Gut zu erkennen ist, dass die Kurve unseres
Verfahrens monoton steigt und eine eindeutige Funktion darstellt. Alle Kurven der
diskreten Verfahren haben jedoch die gemeinsame Eigenschaft, dass die Tangente bei
p=p
max
= 1 waagerecht ist. Dies bedeutet, wie bereits erw

ahnt, dass ein Wellenpaket
mit einem mittleren Impuls nahe bei p
max
keine Gruppengeschwindigkeit besitzt, also
steht. Der Grund hierf

ur ist in der Tatsache zu suchen, dass die Fourieramplitude des
Impulsoperators bzw. des Ableitungsoperators in der transformierten Gleichung eine
periodische Funktion ist. Die Eigenschaft der stetigen Dierenzierbarkeit f

uhrt dann
unweigerlich zu einer waagerechten Tangente an der Intervallgrenze.
68 KAPITEL 8. FERMIONENVERDOPPLUNG
0.2 0.4 0.6 0.8 1
2
4
6
8
finite Differenzen
finite Elemente
diese Methode
exakt
p=p
max
E
n
e
r
g
i
e
E
[
m
c
2
]
Abbildung 8.5: Die Energie-Impuls Relationen der verschiedenen Verfahren bei einem
maximalen Impuls p
max
= 8mc
Zum Abschluss sei hier erw

ahnt, dass das Auftreten einer eindeutigen Energie-
Impuls-Beziehung nicht mit der Wahl eines unendlich ausgedehnten Gitters in Ver-
bindung steht. Die obigen Berechnung lassen sich ebenfalls, mit geringf

ugigen Mo-
dikationen, f

ur ein peroidisches Gitter durchf

uhren. Ein endliches Gitter mit festen
Randbedingungen ist analytisch schwerer zu behandeln, aber man kann in diesem Falle
das Spektrum einfach mit einer gew

ohnlichen Computer-Routine zur Berechnung von
Eigenwerten und -vektoren numerisch berechnen.
8.3 Anwendung auf ein eindimensionales, freiesWel-
lenpaket
Wir wollen nun explizit

uberpr

ufen, ob die Eigenschaften, die man aus der Dispersi-
onskurve vorhersagen kann, auf ein in der Zeit entwickeltes, freies Wellenpaket in einer
Dimension zutreen. Dazu w

ahlen wir ein periodisches, eindimensionales Gitter, das
aus 400 Gitterpunkten besteht und sich von x
1
=  4230 fm bis x
400
= 4230 fm er-
streckt. Auf diesem Gitter sind Strukturen mit der minimalenWellenl

ange darstellbar,
die nach der exakten Dispersionsrelation einem Impuls von p
max
= 57:2 mc entspricht.
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Abbildung 8.6: Die Wahrscheinlichkeitsdichte des Wellenpakets vor dem Beginn der
Zeitentwicklung
Auf dieses Gitter setzen wir eine Startwellenfunktion der Form
(x; 0) = Ne
 
x
2
(2a)
2
e
ikx
(k): (8.39)
Dabei w

ahlen wir die Breite der Gau-Glocke a = 423 fm und die mittlere Wellenzahl
k =
1
2
k
max
. Abbildung (8.6) zeigt die Wahrscheinlichkeitsdichte des Wellenpakets vor
dem Beginn der Zeitentwicklung.
Es sei angemerkt, dass die obige Wellenfunktion keine reine

Uberlagerung einer
Teilchensorte (also Elektronen oder Positronen) ist, sondern eine Mischung aus beiden.
Ein Wellenpaket, das nur aus ebenen Elektronenwellen besteht, hat die Gestalt
(x) =
1
p
2
Z
1
mc
2
g(k
0
)e
ik
0
x

+
(k
0
)dk
0
; (8.40)
wobei 
+
(k
0
) der Spinor f

ur eine ebene Welle der Energie E = +
q
(hk
0
c)
2
+m
2
c
4
ist.
Da die Paketbreite gegen die Wellenl

ange sehr gro ist, k

onnen wir eine sehr schmale
Struktur im Impulsraum um den Wert k herum erwarten. Dies bedeutet, dass man den
Spinor 
+
(k) in Gleichung (8.40) vor das Integral ziehen und durch den Wert an der
Stelle k, dem obigen mittleren Impuls, ersetzen kann. So erhalten wir n

aherungsweise
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Abbildung 8.7: Die Wahrscheinlichkeitsdichte des Wellenpakets nach der Zeitentwick-
lung
eine

Uberlagerung aus ebenen Elektronenwellen.N

ahmeman stattdessen den Spinor f

ur
Positronenzust

ande, so w

urde sich das Paket in die entgegengesetzte Richtung bewegen.
Die Zeitentwicklung des Wellenpakets wird nun numerisch durchgef

uhrt, wobei
zun

achst die Wellenfunktion 	(x) =
1
p
2
((x)   i( x)) auf das Gitter gesetzt wird
und diese dann gem

a Gleichung (8.22) in der Zeit entwickelt wird. Nach der Zeit
t = 3625 fm/c beenden wir die Zeitentwicklung und transformieren die Wellenfunktion

uber (x) =
1
p
2
(	(x) + i	( x)) in den 'ungespiegelten' Raum zur

uck. In Abbildung
(8.7) ist die Wahrscheinlichkeitsdichte gezeichnet. Es f

allt zun

achst auf, dass die Kurve
nicht die Eigenschaft der Glattheit besitzt. Des Weiteren sind zwei Peaks zu erkennen,
ein groer, der sich an der erwarteten Stelle bendet, und ein kleiner, den es nach
den obigen

Uberlegungen nicht geben d

urfte. Wir m

ussen uns aber vor Augen halten,
dass wir eine relativ hohe mittlere Wellenzahl gew

ahlt haben. Nach der gew

ohnlichen
Finite-Dierenzen-Methode h

atte sich das Wellenpaket wegen der verschwindenden
Gruppengeschwindigkeit

uberhaupt nicht bewegt. F

ur kleinere mittlere Wellenzahlen
werden auch die beiden eben genannten Eekte schw

acher. Betrachtete man ferner
die Wellenfunktion 	(x), so w

urde der Unterschied zur L

osung der kontinuierlichen
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Dirac-Gleichung weitaus geringer ausfallen, da die Wellenfunktion 	(x) eine stark os-
zillierende Funktion ist. Es ist klar, dass schon eine geringe Phasenverschiebung in der
Funktion 	(x) die beiden oben genannten Eekte f

ur die Funktion (x) hervorruft. Um
dies eingehender zu untersuchen, betrachten wir zun

achst einmal die Eigenl

osungen auf
dem Gitter. Da wir nun von einem periodischen,

aquidistanten Gitter der Schrittweite
h mit N Gitterpunkten bzw. von periodischen L

osungen ausgehen, fordern wir f

ur die
L

osungen der Dierentialgleichung (8.26):

k
i
= 
k
N+i
: (8.41)
Damit lautet das Gleichungssystem (8.27):
1
h
(
k
N j
  
k
N j+1
) = k
k
j
: (8.42)
Wir w

ahlen den Ansatz

k
j
= cos(k
0
jh+ '); mit k
0
=
2
Nh
m; m = 0;1;2; : : : : (8.43)
Setzen wir dies in die diskretisierte Gleichung ein, erhalten wir
hk cos(k
0
jh+ ') = cos(k
0
(N   j)h+ ')  cos(k
0
(N   j + 1)h + ')
= cos( k
0
jh+ ')  cos( k
0
jh+ k
0
h + ')
= 2 sin(
k
0
h
2
) sin( k
0
jh+ '+
k
0
h
2
)
=  2 sin(
k
0
h
2
) cos(k
0
jh  ' 
k
0
h
2
 

2
): (8.44)
Dies f

uhrt uns wiederum auf die Eigenwerte und die Phasenverschiebung
k =  
2
h
sin(
k
0
h
2
); ' =  
1
4
k
0
h  
1
4
 +
1
2
n
0
: (8.45)
Vergleichen wir das Resultat mit den Gleichungen (8.34) und (8.35), so stellen wir fest,
dass
n = 1;3;5; : : : ; n
0
= 0;2;4; : : : : (8.46)
Die verschiedenen n
0

andern nichts an den Eigenl

osungen. Sie verursachen nur einen
globalen Vorzeichenwechsel.
Dieses Ergebnis m

ussen wir mit den L

osungen der kontinuierlichen Dierentialglei-
chung vergleichen. Diese L

osungen erhalten wir entweder, wenn wir in Gleichung (8.45)
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h! 0 gehen lassen oder mit dem oben gew

ahlten Ansatz die kontinuierliche Gleichung
l

osen. In beiden F

allen erhalten wir das Ergebnis:

k
= cos(kx+ '); mit ' =  
1
4
 +
1
2
n
0
: (8.47)
Wir sehen, dass die L

osungen auf dem Gitter bez

uglich den kontinuierlichen L

osungen
gerade um  
1
4
k
0
h in der Phase verschoben sind. Wenn wir also die kontinuierliche
L

osung mit k = k
0
auf unser Gitter

ubertragen, passiert das Folgende. Wir betrachten
zum Beispiel die Eigenl

osung A cos(kx  

4
), die mit der komplexen Amplitude A auf
das Gitter gesetzt wird:
A cos(kx
j
 

4
) = A cos(kx
j
 

4
 
kh
4
+
kh
4
)
= A cos(kx
j
 

4
 
kh
4
) cos(
kh
4
) A sin(kx
j
 

4
 
kh
4
) sin(
kh
4
)
= A
0
cos(kx
j
 

4
 
kh
4
) +A
00
sin( kx
j
+

4
+
kh
4
)
= A
0
cos(kx
j
 

4
 
kh
4
) +A
00
cos( kx
j
 

4
+
kh
4
)
= A
0

k
j
+A
00

 k
j
; (8.48)
mit A
0
= A cos(
kh
4
) und A
00
= A sin(
kh
4
). Es wird also stets ein Anteil der entgegenge-
setzt laufenden Welle mit auf das Gitter gesetzt. Dieser Eekt wird umso gr

oer, je
gr

oer k wird.
Wir k

onnen nun, da wir die Ursache f

ur das Problem gefunden haben, wie folgt
vorgehen, um die neue Methode physikalisch sinnvoll zu nutzen. Wir bestimmen die
Amplituden der Eigenl

osungen f

ur die Ausgangsfunktion und legen dann die entspre-
chende Eigenl

osung des 'gespiegelten' Problems phasenrichtig auf das Gitter. Um die
Wellenfunktion wieder zur

uck zu transformieren, gehen wir analog vor. Da die Ei-
genl

osungen auf dem herk

ommlichen Gitter einfach
~

k
= e
ikx
; k =
2
Nh
m; m = 0;1;2; : : : ; N=2 (8.49)
lauten, m

ussen wir eine Fouriertransformation durchf

uhren.
Wir gehen wie soeben beschrieben vor und f

uhren die Fourieranalyse des Wellenpa-
kets durch. Daraufhin setzen wir die entsprechenden Eigenl

osungen mit der ermittelten
Amplitude phasenrichtig auf das Gitter. Die Zeitentwicklung der Wellenfunktion l

auft
wie bisher unver

andert ab. Zum Endzeitpunkt projizieren wir die Eigenl

osung des 'ge-
spiegelten' Problems heraus und setzen daraus die L

osung mit den entsprechenden
8.3. FREIES WELLENPAKET 73
100 200 300 400
Gitterpunkt i
W
a
h
r
s
c
h
e
i
n
l
i
c
h
k
e
i
t
s
d
i
c
h
t
e
Abbildung 8.8: Die Wahrscheinlichkeitsdichte des Wellenpakets nach der Zeitentwick-
lung
Exponentialfunktionen zusammen. Die Dichte der so erhaltenen Wellenfunktion ist in
Abbildung (8.8) zu sehen. Man erkennt, dass die Kurve nun glatt ist. Das Wellenpaket
bewegt sich ausschlielich in eine Richtung, wie es zu Beginn des Abschnitts vermutet
wurde.
Zum Schluss sei angemerkt, dass diese Methode nicht mit der L

osung der Dirac-
Gleichung im Impulsraum zu verwechseln ist. Leztere erfordert die L

osung von Integro-
Dierentialgleichungen. Beiden Methoden ist nur gemeinsam, dass zu Beginn und am
Ende der Rechnung eine Wellenfunktion fouriertransformiert werden muss. Des Weite-
ren kann das in diesem Abschnitt pr

asentierte Beispiel eines zeitentwickelten Wellen-
pakets als Anleitung daf

ur dienen, wie man im Falle mehrdimensionaler Probleme mit
Potentialen vorzugehen hat. Man suche die Eigenfunktionen des 'gespiegelten' Pro-
blems, die denen des normalen Problems entsprechen und transformiere die Wellen-
funktion mit den betreenden Koezienten. Dann f

uhre man die Zeitenwicklung und
n

otigenfalls die R

ucktransformation der Wellenfunktion durch.
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8.4 Ableitungsformeln h

oherer Ordnung
Eine weitere M

oglichkeit, das Problem der Fermionenverdopplung zu unterdr

ucken,
ist die Wahl von Ableitungsformeln h

oherer Ordnung. Dies geschieht explizit bei der
Finite-Dierenzen-Methode oder kann bei Anwendung der Finite-Elemente-Methode
durch Benutzung von Basisfunktionen h

oherer Ordnung verwirklicht werden. Wie wir
gesehen haben, ist es entscheidend, wie das Eigenwert-Spektrum des diskretisierten Ab-
leitungsoperators auf dem Gitter aussieht. Die allgemeine Form eines Ableitungsopera-
tors ist unter der Ber

ucksichtigung, dass der entsprechende Impulsoperator hermitesch
ist, gegeben durch:
K
n
=
1
h
( a
n
x
i n
 a
n 1
x
i n+1
 : : : a
1
x
i 1
+a
1
x
i+1
+: : :+a
n 1
x
i+n 1
+a
n
x
i+n
): (8.50)
Die Eigenwerte dieses Operators lassen sich wieder f

ur ein

aquidistantes Gitter der
Schrittweite h

uber die Fouriertransformierte berechnen. Sie liegen auf der Kurve
K
n
(k) =
2
h
n
X
j=1
a
j
sin(jhk); k 2 [ 

h
;

h
]: (8.51)
Welche Forderungen sind nun an die Koezienten a
i
zu stellen, damit die entspre-
chende Matrix K eine m

oglichst gute Darstellung des Ableitungsoperators ist? Eine
sinnvolle M

oglichkeit w

are zum Beispiel, zu fordern, dass der Ausdruck K
n
Polynome
bis zumGrade 2n 1 exakt dierenziert. Durch die spezielleWahl (8.50) ist automatisch
gew

ahrleistet, dass Monome von gerader Ordnung exakt dierenziert werden, deshalb
liefern die Bedingungen f

ur Monome ungerader Ordnung die relevanten Gleichungen.
So erh

alt man beispielsweise f

ur
n = 2 : a
1
=
2
3
; a
2
=  
1
12
: (8.52)
Im Hinblick auf die Fermionenverdopplung ist es aber auch m

oglich, andere Kriterien
zu w

ahlen. Zum einen soll die Minimalforderung erf

ullt sein, dass Polynome erster Ord-
nung exakt abgeleitet werden, zum anderen fordern wir, dass die mittlere quadratische
Abweichung der Kurve K
n
(k) von der exakten Kurve im Intervall [0; =(2h)] minimal
werden soll. Damit erreichen wir, dass auch h

ohere Impulskomponenten noch relativ
gut approximiert werden k

onnen. In diesem Falle erhalten wir f

ur die Koezienten:
a
1
= 0:746; a
2
=  
32=3   3
10   64=3
=  0:123: (8.53)
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Abbildung 8.9: Vergleich der Eigenwertspektren verschiedener Ableitungsformeln
Wir untersuchen nun die bereits aufgeworfene Frage, ob die Ersetzung des Ablei-
tungsoperators, die n

otig ist, um vomFinite-Elemente-Verfahren zum Finite-Dierenzen-
Verfahren zu gelangen, eine qualitative Verbesserung oder eher eine Verschlechterung
der Approximation darstellt. In Abbildung (8.9) ist das Eigenwertspektrum der in der
Finite-Elemente-Methode in Form der K-Matrix auftretenden Ableitungsformel ge-
zeichnet (Kurve a). Des Weiteren ist das Spektrum der Ableitungsformel zu sehen,
die man einsetzen muss, um vom Finite-Elemente-Verfahren zum Finite-Dierenzen-
Verfahren zu gelangen (Kurve b). Man erkennt nun, dass die neue Ableitungsformel,
obwohl sie von h

oherer Ordnung ist, eine schlechtere Approximation darstellt als die
urspr

ungliche. An dieser Stelle sei darauf hingewiesen, dass die Kurven a) und b) nicht
die Dispersionskurven des Verfahrens wiedergeben, hierzu muss man zun

achst noch mit
der Inversen der

Uberlappmatrix M multiplizieren, woraufhin man die bereits bespro-
chenen Relationen erh

alt.
Ferner ist der Graph f

ur das Eigenwertspektrum des Ableitungsoperators nach
(8.53) zu sehen (Kurve c). Die Kurve unterscheidet sich kaum von der, die man erh

alt,
wenn man die Koezienten nach Gleichung (8.52) festlegt.
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8.5 Fermionenverdopplungsfreier Ableitungsopera-
tor
Wie wir im vorigen Abschnitt gesehen haben, kann man die exakte Dispersionsrelation
durch die Wahl eines Ableitungsoperators h

oherer Ordnung besser approximieren. Wir
werden nun zeigen, dass man unter gewissen Vorraussetzungen stets einen Ableitungs-
operator konstruieren kann, dessen Eigenwerte genau auf der exakten Dispersionskurve
liegen.
Dazu gehen wir vom Idealfall eines unendlich ausgedehnten,

aquidistanten Gitters
aus. Da man nun beliebig viele Koezienten a
i
zur Verf

ugung hat, kann man die ex-
akte Dispersionsrelation beliebig genau reproduzieren. Aufgrund der Periodizit

at der
Dispersionsrelation erh

alt man die Kurve eines 'S

agezahnes'. Wir schauen uns die Fou-
rierzerlegung des S

agezahnes mit der Steigung 1 in der ersten Brioullinzone an:
f(k) =
2
h
X
j=1
( 1)
j+1
sin jhk
j
: (8.54)
Daraus k

onnen wir direkt die Koezienten a
i
durch Vergleich mit (8.51) ablesen und
erhalten:
a
i
= ( 1)
i+1
1
i
: (8.55)
Da ein unendlich ausgedehntes Gitter in der Praxis nat

urlich nicht zur Verf

ugung steht,
m

ussen wir die Zahl der ben

otigten Gitterpunkte reduzieren, indem wir periodische
L

osungen fordern:

i
= 
i+n
: (8.56)
Unter dieser Voraussetzung gen

ugt es, die Wellenfunktion an n benachbarten Gitter-
punkten zu kennen. Wir w

ahlen weiterhin n als eine ungerade Zahl. Damit verhindern
wir automatisch, dass die L

osung mit der maximalen Wellenzahl, also die, die sich am
Rand der Brillouinzone bendet, unter den Eigenvektoren ist. Damit ist klar, dass wir
eine fermionenverdopplungsfreie Zerlegung des Ableitungsoperators gefunden haben.
Wir wollen nun die Koezienten a
i
explizit berechen und diese Behauptung an einem
numerischen Beispiel verizieren.
Da sich nun jeder n-te Koezient a
i
auf denselben Funktionswert bezieht, kann
man all diese Koezienten zu einem neuen Ableitungsoperator mit den Koezienten
b
k
aufaddieren:
b
k
= ( 1)
k+1
 
1
X
i=0
( 1)
i
1
ni+ k
+
1
X
i=0
( 1)
i
1
ni+ n  k
!
; k = 1; 2; : : : ;
n   1
2
: (8.57)
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In der ersten Summe nden sich die Terme wieder, die man beginnend beim Koezi-
enten a
k
durch Fortschreiten nach rechts erh

alt. In der zweiten Summe sind die Terme
vereinigt, die man duch ein Abz

ahlen nach links erh

alt. Beide Reihen konvergieren, da
ihre Glieder betraglich monoton fallend mit alternierendemVorzeichen sind. Man kann
die beiden Summen in Integrale umformen, indem man die Relation
1
X
i=0
( 1)
i
1
ci+ 1
= lim
x!1
1
X
i=0
( 1)
i
1
ci+ 1
x
ci+1
= lim
x!1
Z
x
0
1
X
i=0
i( 1)
i
t
ci
dt =
Z
1
0
1
1 + t
c
dt (8.58)
nutzt. Damit erhalten wir f

ur die Koezienten
b
k
= ( 1)
k+1
Z
1
0

1
k
1
1 + x
n=k
+
1
n  k
1
1 + x
n=(n k)

dx; k = 1; 2; : : : ;
n  1
2
: (8.59)
Wir betrachten nun ein

aquidistantes Gitter mit 19 Gitterpunkten. Die Elemen-
te b
k
der Ableitungsmatrix werden nach Gleichung (8.59) numerisch berechnet. Das
entsprechende Eigenwertproblem wird mit einer Standardroutine, die sowohl die Ei-
genwerte als auch die Eigenvektoren berechnet, numerisch gel

ost. Die L

osungen des
Eigenwertproblems
k
~
 =
1
ih
^
b
~
 sind k
j
= 

h
2j
n
; j = 0; 1; : : : ;
n   1
2
: (8.60)
Um herauszunden, wie die Eigenvektoren aussehen und ob diese mit betraglich zuneh-
mendem Eigenwert auch wirklich gr

oeren Wellenzahlen entsprechen, schauen wir uns
die Eigenvektoren explizit an. Abbildung (8.10) zeigt die Eigenvektoren zum betraglich
kleinsten, von null verschiedenen Eigenwert k =

h
2
19
(obere H

alfte) und zum gr

oten
Eigenwert k =

h
18
19
. Die Imagin

arteile sind durch Quadrate, die Realteile durch Drei-
ecke dargestellt. Neben den Symbolen sind ebenfalls Sinus- bzw. Cosinus-Funktionen
eingezeichnet, die erkennen lassen, dass die Eigenvektoren gerade gegeben sind durch:

j
(x
i
) =
1
p
n
e
ik
j
x
i
: (8.61)
Die Eigenvektoren sind nat

urlich bis auf eine komplexe Phase unbestimmt, in Abbil-
dung (8.10) sind sie so gezeichnet, wie sie die numerische Routine als Ergebnis liefert.
Die Kenntnis der Eigenvektoren hat nun aber weitreichendeKonsequenzen.Wir k

onnen
jetzt eine

Ahnlichkeitstransformation der Matrix
^
b durchf

uhren, mit der wir diese Ma-
trix auf Diagonalgestalt bringen. Damit erhalten wir zum einen eine alternative Berech-
nungsvorschrift f

ur die Koezienten b
i
, und zum anderen hat eine diagonale Matrix
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Abbildung 8.10: Eigenvektor zum betraglich kleinsten, von null verschiedenen Eigen-
wert (oben), Eigenvektor zum gr

oten Eigenwert (unten)
8.5. FERMIONENVERDOPPLUNGSFREIER ABLEITUNGSOPERATOR 79
den Vorteil, dass sie mit einem minimalen Aufwand an Rechenoperationen verbunden
ist, w

ahrend die voll besetzte Matrix
^
b die maximale Anzahl an Rechenoperationen
erfordert. Die unit

are Matrix U , die
^
b diagonalisiert, ist durch die Eigenvektoren gege-
ben:
U =

~

1
;
~

2
; : : : ;
~

n

;
^
k
d
= U
y
^
b
ih
U: (8.62)
Wir wissen, dass die Eigenwerte von
^
b
ih
auf der Diagonalen von
^
k
d
stehen. Wir multipli-
zieren nun Gleichung (8.62) von links mit U und von rechts mit U
y
. Wir k

onnen dann
aus einer beliebigen Zeile, zum Beispiel der ersten, mit Hilfe der expliziten Darstellung
der Eigenvektoren (8.61) die Elemente b
j
herauslesen:
b
j
=
h
N
X
l
2k
l
sin(k
l
jh): (8.63)
Nun l

asst sich das Eigenwertproblem (8.60) ebenfalls diagonalisieren, indem wir vor
den Vektoren
~
 eine Einheitsmatrix in Form von UU
y
einf

ugen und die Gleichung von
links mit U
y
multiplizieren. Dies f

uhrt nun auf das triviale Problem
kU
y
~
 =
^
k
d
U
y
~
; (8.64)
das die bekannten Eigenwerte hat. Die Eigenvektoren sind nur in jeweils einer Kompo-
nente von null verschieden.Man kann unschwer erkennen, dass wir nun die fouriertrans-
formierte Gleichung aufgestellt haben. Die Komponenten von
~
, die dem Funktionswert
an verschiedenen Orten entsprechen, werden nun transformiert zu U
y
~
, wobei in der
j-ten Komponente steht:

U
y
~


j
=
1
p
n
X
l
e
 ik
j
lh

l
: (8.65)
Dieser Ausdruck ist proportional zu dem Fourierintegral von , wenn es

uber die
Sehnen-Trapez-Regel berechnet wird. In den Komponenten von U
y
~
 stehen also die
entsprechenden Fourier-Komponenten. Die Matrix U
y
entspricht also der diskretisier-
ten Form des Operators:
U
y

1
h
p
N
Z
dx e
 ikx
: (8.66)
Die potentialfreie Dirac-Gleichung ist in diesem Formalismus ohne Zweifel so ein-
fach zu behandeln wie mit keinem anderen diskreten Verfahren, da wir alle auftretenden
Matrizen auf Diagonalgestalt bringen k

onnen und man mit minimalemRechenaufwand
ein Verfahren zur Verf

ugung hat, das nicht das Problem der Fermionenverdopplung auf-
weist. Etwas anders stellt sich der Sachverhalt dar, wenn man eine Dirac-Gleichung mit
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angekoppeltem Potential betrachtet. In diesem Falle hat man jeweils eine Matrix, die
sich nicht auf Diagonalgestalt bringen l

asst. Wir betrachten dazu eine mit dem Finite-
Dierenzen-Verfahren diskretisierte, eindimensionale Dirac-Gleichung mit Potential:
ih
@
@t
~
	(x) =
 
hc
ih
^
b
 
x
+mc
2

  +
^
V 
 I
4
!
~
	(x); (8.67)
die wir nun mittels der oben vorgestellten unit

aren Transformation auf die Gestalt
bringen k

onnen
ih
@
@t
U
y

 I
4
~
	 =

ch
^
k
d

 
x
+mc
2

  + (U
y
^
V U)
 I
4

U
y

 I
4
~
	: (8.68)
Diese Gleichung k

onnen wir auch als Gleichung f

ur die Fouriertransformierte (k) =
U
y

 I
4
~
	(x) auassen:
ih
@
@t
 =

ch
^
k
d

 
x
+mc
2

  + (U
y
^
V U) 
 I
4

: (8.69)
Im dreidimensionalen Fall muss ersetzt werden
U
y
^
V U !

U
y
x

 U
y
y

 U
y
z

^
V (U
x

 U
y

 U
z
) ; (8.70)
wobei die Matrix U
x

 U
y

 U
z
in einer sp

ateren numerischen Anwendung

uber die
Zerlegung
U
x

 U
y

 U
z
= (U
x

 I
y

 I
z
) (I
x

 U
y

 I
z
) (I
x

 I
y

 U
z
) (8.71)
berechnet werden sollte, was die Anzahl der ben

otigten Rechenoperationen minimiert.
Wie wir gesehen haben, h

angt die Wahl des im Finite-Dierenzen-Formalismus ein-
zig m

oglichen fermionenverdopplungsfreien Ableitungsoperators unmittelbar mit dem
Verfahren der L

osung der Dirac-Gleichung im Impuls-Raum zusammen. Der Vorteil,
dass diese Methode eine eindeutige Energie-Impuls-Relation aufweist, wird durch den
Nachteil aufgezehrt, dass der Rechenaufwand im Wesentlichen mit dem Faktor N=2
ansteigt, wobei N die Zahl der Gitterpunkte in einer Raumrichtung ist. Ist N  100,
so bedeutet dies einen Faktor 50 gegen

uber dem herk

ommlichen Finite-Dierenzen-
Verfahren. Dies ist angesichts der ohnehin schon immensen Gr

oe der ben

otigten Re-
chenzeit im dreidimensionalen Fall nicht zu verantworten. Ein guter Kompromiss ist
aber duch die Verwendung eines Ableitungsoperators h

oherer Ordnung gew

ahrleistet.
Kapitel 9
Ergebnisse
Dieses Kapitel beschreibt die numerische Anwendung der bisher behandelten Materie
und pr

asentiert die Ergebnisse, die mit den verschiedenen Verfahren erzielt wurden.
9.1 Modiziertes Verfahren von Mises
Ein generelles Problem stellt die numerische Ermittlung bestimmter Eigenwerte und
Eigenvektoren einer sehr groen Matrix dar. An die Benutzung einer herk

ommlichen
Routine zur L

osung des vollst

andigen Eigenwertproblems ist nat

urlich nicht mehr zu
denken, da solche Programme schon ab einer Gr

oe von einigen tausend Zeilen und
Spalten sehr viele Rechenoperationen und viel Speicher ben

otigen. Wir wollen aber
Eigenvektoren einer Matrix bestimmen, die einige Millionen Zeilen und Spalten be-
sitzt. Bevor das entsprechende Verfahren erl

autert wird, wollen wir zun

achst einmal
die Notwendigkeit f

ur ein solches Vorgehen darlegen.
Zur Zeitentwicklung der Wellenfunktion ben

otigt das Verfahren einen Startvektor,
also eine Anfangswellenfunktion. Es bietet sich zun

achst an, die analytisch bekann-
ten Coulomb-Dirac-Funktionen auf das Gitter zu

ubertragen. Entwickelt man dann
diese Wellenfunktion ohne

auere St

orpotentiale, so stellt man unter Umst

anden ein
anderes Verhalten fest als die zu erwartende Drehung der Wellenfunktion in der kom-
plexen Ebene mit dem bekannten Verhalten e
 iE=ht
. Dieser Eekt ist besonders in den
Randbereichen des Gitters und in Kernn

ahe zu beobachten. Die Erkl

arung daf

ur ist fol-
gende. F

ur ein zeitlich konstantes Potential existieren genauso viele Eigenvektoren des
Gitter-Eigenwertproblems wie Gitterpunkte. Ein solcher Eigenvektor stimmt nat

urlich
nicht exakt mit der entsprechenden Coulomb-Dirac-Funktion

uberein, letztere ist viel-
mehr eine

Uberlagerung aus vielen Gitter-Eigenvektoren. Dies h

angt nat

urlich sehr
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stark mit der r

aumlichen Ausdehnung und der Schrittweite des Gitters zusammen. Es
wird klar, dass bei der Zeitentwicklung jeder Eigenvektor mit einer unterschiedlichen
Frequenz oszilliert und es dadurch zu

Uberlagerungseekten kommt. Gerade in den
Raumbereichen, in denen die darzustellende Wellenfunktion betraglich sehr klein oder
gar null ist, kommt die Beimischung anderer Eigenvektoren zum Tragen. Startet man
die Zeitentwicklung aber mit einem exakten Eigenwert des Gitters, so treten die eben
beschriebenen Eekte nicht auf.
Bottcher et al. [26] untersuchten ged

ampfte Relaxationsverfahren, mit denen sie den
Grundzustand eines Gitters im relativistischen und nichtrelativistischen Fall ermittel-
ten.
Eine M

oglichkeit, einen beliebigen Eigenwert und Eigenvektor eines (auch verallge-
meinerten) Eigenwertproblems zu ermitteln, fanden wir auf der Basis des Verfahrens
von Mises [28]. Es f

uhrt auf den Eigenvektor des betragsgr

oten Eigenwerts des Pro-
blems:
A~x = ~x: (9.1)
Zu diesem Verfahren geh

ort die einfache Iterationsvorschrift
~x
i
= A~x
i 1
: (9.2)
Als Startvektor ~x
0
gen

ugt ein beliebiger Vektor unter der Bedingung, dass er nicht-
verschwindende Anteile des besagten Eigenvektors besitzt. In diesem Falle konvergiert
der iterierte Vektor zwangsl

aug gegen diesen Eigenvektor. Wie schnell dies geschieht
h

angt davon ab, wie 'nahe' der Startvektor schon am gesuchten Eigenvektor liegt.
Zun

achst stehen wir jedoch vor dem Problem, dass wir nicht den Eigenvektor zum
betragsgr

oten Eigenwert suchen, sondern zu einem, der an einer beliebigen Stelle des
Eigenwertspektrums liegen kann. Deshalb ist es notwendig, die Matrix A einer Spek-
tralverschiebung zu unterziehen. Dabei versuchen wir eine Matrix A
0
zu nden, die die-
selben Eigenvektoren besitzt wie A, aber deren Eigenvektoren zu anderen Eigenwerten

0
i
geh

oren. Die Matrix A
0
soll ferner die Eigenschaft haben, dass ein zuvor speziell
ausgesuchter Eigenwert 
j
nun zum betragsgr

oten Eigenwert 
0
j
wird. Dies bedeutet,
dass wir das Verfahren von Mises mit der neuen Matrix A
0
ausf

uhren k

onnen.
Das eben Gesagte erreichen wir dadurch, dass wir A
0
als Polynom in A verstehen:
A
0
= P
n
(A) = c
n
A
n
+ c
n 1
A
n 1
+ : : :+ c
1
A+ c
0
: (9.3)
Ist ~x
i
Eigenvektor zu A mit dem Eigenwert 
i
, so gilt
A
0
~x
i
= P
n
(
i
)~x
i
: (9.4)
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2 mc-mc 2|λ| |λ|max max
P2
Abbildung 9.1: Schematische Darstellung des Betrags des Polynoms P
2

uber dem Spek-
trum der Eigenwerte
Also ist ~x
i
auch Eigenvektor zu A
0
mit dem Eigenwert P
n
(
i
). Das Verfahren von Mises
liefert also in diesem Falle den Eigenvektor zum Eigenwert

0
j
= max
i
jP
n
(
i
)j: (9.5)
Man braucht also nur die Eigenschaften des Polynoms P
n
zu ver

andern, um zu jedem
beliebigen Eigenvektor der Matrix A zu gelangen. Zun

achst einmal ist es sinnvoll, her-
auszunden, in welchem Bereich die Eigenwerte von A

uberhaupt liegen. Dazu gen

ugt
das normale Verfahren von Mises, also P
n
(A) = A. Dies liefert den betragsgr

oten
Eigenwert 
max
. Alle Eigenwerte liegen also im Intervall [ j
max
j; j
max
j]. Die ein-
fachste M

oglichkeit, den Grundzustand des Gitters herauszunden, ist die Wahl
P
2
(A) = 
2
max
 A
2
: (9.6)
Da der Betrag dieses Polynoms das Maximum auf dem besagten Intervall an der Stelle
Null hat und zwischen  mc
2
und Null keine Eigenwerte liegen, wird dem Grundzu-
stand der betraglich gr

ote, neue Eigenwert zugeordnet. In Abbildung (9.1) ist der
Betrag des Polynoms P
2
nach obiger Wahl

uber dem Spektrum der vorkommenden Ei-
genwerte aufgetragen. Einen Einuss auf die Konvergenzgeschwindigkeit hat neben der
G

ute des Startvektors auch das Verh

altnis jP
n
(
1
)=P
n
(
2
)j der beiden neuen betrags-
gr

oten Eigenwerte. Es gibt Polynome, die letzteres Kriterium besser erf

ullen, jedoch
sind diese auch von h

oherer Ordnung, sodass pro Iterationsschritt auch entsprechend
mehr Vektor-Matrixmultiplikationen auszuf

uhren sind.
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Abbildung 9.2: Abh

angigkeit des Schwankungsquadrats vom Iterationsschritt
Als N

achstes brauchen wir ein Kriterium, das uns Aufschluss dar

uber gibt, wie
genau der gesuchte Eigenwert schon erreicht ist. Dies kann durch das Schwankungs-
quadrat (A)
2
der Iterationsmatrix geschehen:
(A)
2
= ((M
 1
H))
2
=
D
(M
 1
H   hM
 1
Hi)
2
E
= h(M
 1
H)
2
i   h(M
 1
H)i
2
; (9.7)
wobei die Erwartungswerte jeweils bez

uglich des iterierten Vektors zu berechnen sind.
Das Verschwinden von (A)
2
ist eine hinreichende und notwendige Bedingung, einen
Eigenvektor von A gefunden zu haben. In Abbildung (9.2) ist das Schwankungsqua-
drat (A)
2
gegen

uber dem Iterationsschritt aufgetragen. Man erkennt, dass die re-
lative

Anderung gerade bei den ersten Iterationsschritten enorm ist. Den Matrizen
liegen orthogonale Basisfunktionen zu Grunde, die sich

uber drei Elemente ertrecken
und somit einem Ableitungsoperator zweiter Ordnung entsprechen. Das zugeh

orige Po-
tential ist das eines Urankerns. Das Gitter ist

aquidistant und kubisch und hat eine
Kantenl

ange von 10000 fm. Pro Raumrichtung wurden 216 Knoten gesetzt. Dies f

uhrt
zu einer Matrixgr

oe von

uber 20 Millionen Zeilen und Spalten. In Erinnerung ist zu
behalten, dass nur der obere Halbraum betrachtet werden muss. Dies f

uhrt auch da-
zu, dass der Grundzustand des Gitters nicht mehr entartet ist, da nur der Zustand
mit dem speziellen Wert j
x
= +
1
2
die entsprechende Symmetrie besitzt. Eine weitere
interessante Gr

oe ist die Energie des Grundzustands. Die exakte L

osung der Dirac-
Gleichung hat eine Gesamtenergie von 378:4 keV. Setzt man diese L

osung auf das
9.1. MODIFIZIERTES VERFAHREN VON MISES 85
-4000
-2000
0
2000
4000
-4000
-2000
0
2000
4000
1E-20
1E-19
1E-18
1E-17
1E-16
1E-15
1E-14
1E-13
1E-12
1E-11
1E-10
1E-9
ρ 
[fm
-
3 ]
y [f
m]
z
 [fm]
Abbildung 9.3: Aufenthaltswahrscheinlichkeitsdichte der Grundzustandswellenfunktion
in logarithmischer Darstellung
Gitter, so erh

alt man als Energieerwartungswert 379:7 keV. Diese Wert ist nach der
Mises-Iteration ein wenig gr

oer. Er liegt dann bei 379:9 keV. Noch wichtiger hingegen
ist die Frage, wie stark sich der neue, exakte Gitter-Eigenvektor von der urspr

ungli-
chen Coulomb-Dirac-Funktion unterscheidet. Das Betragsquadrat des

Uberlapps mit
der analytischen Grundzustandswellenfunktion betr

agt 99.7%. Abbildung (9.3) zeigt
die Aufenthaltswahrscheinlichkeitsdichte der Wellenfunktion nach 400 Iterationen f

ur
die Ebene x =
x
2
, die Ebene, die dem Kern am n

achsten liegt. Man sieht, dass die
Dichte im Wesentlichen exponentiell nach Auen hin abf

allt, wie man dies von der
analytischen L

osung her erwartet. Durch diesen starken Abfall hat die Randbedingung
(	 = 0 auf dem Rand) fast keinen Einuss auf den Zustand, sodass die entsprechende
Dichte rotationssymmetrisch ist.
Wir k

onnen nun die eingangs dieses Abschnitts aufgestellte

Uberlegung verizieren,
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Abbildung 9.4: Zeitliche Entwicklung der ersten Komponente der Wellenfunktion f

ur
die auf das Gitter gesetzte Coulomb-Dirac-Wellenfunktion (d

unne Linien) und f

ur den
Gitter-Eigenzustand (dicke Linien). Durchgezogene Linien: Realteile, gestrichelte Lini-
en: Imagin

arteile.
dass sich der exakte Gitterzustand in der Zeit nur mit einem harmonischen Phasenfak-
tor entwickelt. Dazu betrachten wir die Wellenfunktion an einem festen Gitterpunkt
und tragen die Werte der ersten Komponente gegen die Zeit auf. Wir w

ahlen einen
Gitterpunkt, der 6560 fm vom Kern entfernt in einer Ecke des W

urfels liegt, da in
diesen Bereichen ein besonders groer Einuss der Randbedingungen, also eine groe
Dierenz zur analytischen L

osung zu erwarten ist. Abbildung (9.4) zeigt die Zeitent-
wicklung der exakten Wellenfunktion (d

unne Linien) und die der Gitter-Eigenfunktion
(dicke Linien). Man erkennt gut, dass die Kurven der Gitter-Eigenfunktion die Kurve
e
 iEt=h
beschreiben. Es ist auch klar zu erkennen, dass die Kurve der exakten Coulomb-
Dirac-Funktion eine

Uberlagerung aus mehreren solcher Kurven ist.
Wir weisen darauf hin, dass die Erhaltung der Norm der Wellenfunktion
jh	jM j	ij
2
= 1 (9.8)
gew

ahrleistet sein muss, selbst bei der Verwendung von zeitabh

angigen Potentialen.
Bei zeitunabh

angigen Potentialen gilt daneben auch die Konstanz des Energieerwar-
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tungswerts. Eventuelle Abweichungen in den Rechnungen sind numerischer Natur und
h

angen zumeist mit der gew

ahlten Zeitschrittweite zusammen. Demzufolge kann bei
zeitunabh

angigen Potentialen die Fermionenverdopplung keine Rolle spielen, da wir
jede beliebige Startwellenfunktion als Linearkombination aller Gitter-Eigenzust

ande
darstellen k

onnen. Die entsprechenden Amplituden m

ussen erhalten bleiben.
9.2 Verwendung der Coulombphasenfaktoren
Bevor wir auf die Ergebnisse der zeitabh

angigen Rechnungen eingehen, behandeln
wir die Frage, inwiefern sich die Anwendung einer Eichtransformation auf diese Er-
gebnisse auswirken wird. Die Verwendung der Coulombphasenfaktoren bzw. des dar-
aus resultierenden Potentials scheint gerade f

ur die Berechnung der Paarproduktions-
Wahrscheinlichkeiten einen Vorteil mit sich zu bringen. Wie bereits erw

ahnt, f

allt das
neue Potential f

ur groe Projektil-Targetabst

ande schneller ab, f

ur kleine Stoparame-
ter und kleine Projektil-Targetabst

ande wird die Singularit

at des Lienard-Wiechert-
Potentials abgemildert. Um einen qualitativen Eindruck zu gewinnen, berechnen wir
die Wechselwirkungsmatrixelemente zwischen dem gebundenen Grundzustand des was-
sersto

ahnlichen Urankerns und einer Kontinuumswellenfunktion ( = 1) mit negativer
Energie (E =  1:61mc
2
). Wir w

ahlen dabei den Lorentz-Faktor des Projektils  = 2
und w

ahlen die (willk

urliche) Projektilladung Z = 79. Der Stoparameter betr

agt
b = 530 fm. Abbildung (9.5) zeigt die zeitliche Entwicklung der Wechselwirkungsma-
trixelemente. Dargestellt ist der Betrag des Elements f

ur das reine Coulombpotential
(gestrichelte Linie) und der Betrag f

ur das aus dem Coulombphasenfaktor resultie-
rende Potential (durchgezogene Linie). Die Kurve setzt sich symmetrisch f

ur Zeiten
t > 0 fort. Wie wir vermutet hatten, fallen die mit Coulombphasenfaktor berechneten
Wechselwirkungsmatrixelemente viel schneller ab. Ebenfalls wird best

atigt, dass die
Matrixelemente f

ur kleine Projektil-Targetabst

ande wesentlich kleiner sind als die des
reinen Coulombpotentials. Die Art der Darstellung in Abbildung (9.5) t

auscht ein wenig

uber die Glattheit der Matrixelemente hinweg, diese ist aber bei der Betrachtung des
Imagin

ar- und Realteils zu erkennen. Die eben getroenen Feststellungen gelten nicht
nur f

ur die herausgegriene Partialwelle sondern ebenfalls f

ur Kontinuumsfunktionen
mit anderem Drehimpuls und zu anderer Energie.
Um die Konvergenz der Amplituden zu untersuchen, berechnen wir die Ampli-
tuden in St

orungstheorie gem

a Gleichung (4.3). Abbildung (9.6) zeigt die zeitliche
Entwicklung der Amplituden-Betragsquadrate, zum einen mit Coulombphasenfaktor
88 KAPITEL 9. ERGEBNISSE
-5000 -4000 -3000 -2000 -1000 0
0.001
0.01
0.1
Zeit t [fm/c]
M
a
t
r
i
x
e
l
e
m
e
n
t
[
p
m
c
]
Abbildung 9.5: Betrag des Wechselwirkungsmatrixelements zwischen dem Uran-
Grundzustand und der Kontinuumsfunktion mit  = 1 zur Energie E =  1:61mc
2
mit Coulombphasenfaktor (durchgezogene Linie) und ohne (gestrichelte Linie)
(durchgezogene Linie), zum anderen ohne (gestrichelte Linie). Die Berechnung erfolgte
mit den in Abbildung (9.5) dargestellten Matrixelementen. Es ist zwar zu erkennen,
dass die untere Kurve noch ein wenig schwingt, jedoch pendelt sie oensichtlich um den
Grenzwert. Dagegen kann bei der oberen Kurve, die sich aus der Verwendung des reinen
Coulombpotentials ergibt, von einer Konvergenz bei dieser Zeit

uberhaupt keine Rede
sein. Um dies zu erreichen, muss man ein weitaus gr

oeres Zeitintervall betrachten als
unter Verwendung der Coulombphasenfaktoren. Ein weiterer wichtiger Punkt ist die
absolute Gr

oe der Amplituden. Da die Amplituden f

ur das reine Coulombpotential
um t = 0 herum wesentlich gr

oer sind, sich aber f

ur groe Zeiten an die untere Kurve
anschmiegen, kann hier eher ein numerischer Rest mit in die Ergebnisse einieen.
Wir betrachten nun das Spektrum, das sich ergibt, wenn man die oben erw

ahn-
ten Schritte f

ur Partialwellen mit anderen Energien wiederholt. Dabei behalten wir
das oben gew

ahlte Zeitintervall bei. Abbildung (9.7) zeigt die Ergebnisse f

ur das rei-
ne Coulombpotential (durchgezogene Kurve) und f

ur das resultierende Potential (eng
gestrichelte Kurve). Daneben ist das Grenz-Spektrum aufgetragen (weit gestrichelte
Kurve), das sich nach der analytischen Integration

uber die Zeit (St

orungstheorie,
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Abbildung 9.6: Zeitliche Entwicklung der Amplituden-Betragsquadrate mit Coulomb-
phasenfaktor (durchgezogene Linie) und ohne (gestrichelte Linie) nach Abbildung (9.5)
Gleichung 4.4) ergibt. Wie es schon beim Betrachten von Abbildung (9.6) zu vermuten
war, liegen hier die Ergebnisse ohne Coulombphasenfaktor etwa zwei Gr

oenordnungen

uber den asymptotischen Werten, w

ahrend die Ergebnisse mit Coulombphasenfaktor
den Grenzwert schon gut wiedergeben. Wir sehen also, dass es keinen Sinn macht,
ein nichtst

orungstheoretisches Verfahren zu bem

uhen, wenn man die Entwicklung in
der Zeit nicht weit genug durchf

uhrt. In diesem Falle liefert auch die St

orungstheorie
dramatisch h

ohere Werte als die Grenzwerte, die ebenfalls mit der St

orungstheorie be-
rechnet werden. F

ur die Rechnungen auf dem Gitter, bei denen man im Raum stark
eingeschr

ankt ist, heit das, dass zun

achst einmal Vorsicht geboten ist. F

ur kleine Sto-
parameter, bei denen man den gr

oten nichtst

orungstheoretischen Eekt erwartet, ist
der Ladungstransfer ein nicht zu vernachl

assigender Prozess (bei kleinen -Werten).
Die Zeitentwicklung sollte m

oglichst gestoppt werden, bevor das Projektil den Rand
des Gitters erreicht. Bei den mit heutigen Rechnern erreichbaren Gitterabmessungen
w

are eine dreidimensionale Rechnung ohne Coulombphasenfaktoren v

ollig aussichtslos.
F

ur groe Stoparameter wird das zumindest ben

otigte Zeitintervall ebenfalls gr

oer,
da die Konvergenz der Amplituden stark abnimmt.Ein Ma hierf

ur kann das Verh

altnis
der Amplituden zu t = 0 und denen am Rande des Zeitintervalls sein.
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Abbildung 9.7: Spektrum der Kontinuumswellenfunktionenmit  = 1 zur Zeit t = 5800
fm/c im Vergleich mit dem Spektrum f

ur t!1 ( = 2, b = 530 fm)
Wir wollen nun dieselben Untersuchungen f

ur den Prozess der Anregung des Target-
Elektrons durchf

uhren. Dazu betrachten wir den

Ubergang vom Grundzustand in den
2p
1=2
(m
x
=  1=2)-Zustand. In Abbildung (9.8) sind die Anregungswahrscheinlichkei-
ten f

ur diesen

Ubergang gegen die Zeit aufgetragen. Die gestrichelten Kurven sind
die mit den Phasenfaktoren berechneten Werte, die durchgezogene Linie repr

asentiert
die Ergebnisse ohne Verwendung der Phasenfaktoren. Im oberen Diagramm wurde der
Stoparameter b = 530 fm gew

ahlt, im unteren b = 4240 fm. Man erkennt neben der
bereits bekannten Tatsache, dass eine Konvergenz mit Phasenfaktoren weitaus schnel-
ler erreicht wird, zwei weitere wichtige Eigenschaften. Zum einen verlaufen die Kurven
mit Phasenfaktor

uberwiegend monoton, zum anderen sind, bei konstant gehaltenem
Zeitintervall, Rechnungen zu viel gr

oeren Stoparametern m

oglich, als es dies f

ur den
Prozess der Paarproduktion der Fall ist.
Die Beschreibung des Ladungstransfers vom Target zum Projektil bereitet in dem
oben gew

ahlten Zeitintervall keine Probleme, da die Wahrscheinlichkeiten mit groem
Stoparameter sehr schnell abfallen und die gebundenen Elektronen sehr stark lokali-
siert sind, sodass die Ausmae des Gitters v

ollig ausreichen.
Die Wahrscheinlichkeiten und Amplituden f

ur die Ionisation bed

urfen keiner wei-
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Abbildung 9.8: Anregungswahrscheinlichkeit des 2p
1=2
(m
x
=  1=2)-Zustands mit
Phasenfaktoren (gestrichelte Kurve) und ohne (durchgezogene Kurve). Obere H

alfte:
b = 530 fm, untere H

alfte: b = 4240 fm
teren Untersuchung, wenn man von davon aus geht, dass die Wahrscheinlichkeiten f

ur
alle gebundenen Zust

ande in dem betrachteten Zeitintervall station

ar werden. Denn
bei einem normerhaltenden Verfahren ergibt sich die Wahrscheinlichkeit f

ur Ionisation,
unter Vernachl

assigung der viel kleineren Paarproduktions-Wahrscheinlichkeiten, als
P
ion
= 1  P
exc
: (9.9)
Es muss weiterhin erw

ahnt werden, dass die Konvergenz der st

orungstheoretischen
Amplituden auch wesentlich vom -Faktor abh

angt. Im Falle extrem groer -Faktoren
wird das aus der Eichtransformation resultierende Potential in z-Richtung -f

ormig (die
Phasentransformationen nach Eichler und Baltz werden

aquivalent). Dies bedeutet f

ur
die Amplituden, dass sie, nachdem die Lichtfront den gebundenen Zustand

uberschrit-
ten hat, station

ar werden, da f

ur solche Zeiten auch das Wechselwirkungsmatrixelement
verschwindet.
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9.3 U
91+
 U
92+
( = 1:5)-St

oe
Wir wollen nun erste Rechnungen mit zeitabh

angigen Potentialen durchf

uhren. Bei
Rechnungen in drei Dimensionen ist aufgrund der hohen Anzahl an Gitterpunkten eine
enorme Rechenleistung erforderlich, die zur Zeit nur von massiven Parallelprozessor-
Systemen aufgebracht werden kann. Die hier vorgestellten Ergebnisse wurden mit
Rechnern am John-von-Neumann-Institut in J

ulich erzielt, wobei im Schnitt etwa
40 Prozessoren parallelgeschaltet wurden. Die Inversion der

Uberlappmatrizen M ist
jeodch ein nicht parallelisierbarer Prozess, sodass wir im Weiteren Basisfunktionen
nehmen m

ussen, die eine diagonale

Uberlappmatrix besitzen. Zu allen in dieser Ar-
beit vorgestellten Verfahren wurden Programme entwickelt und deren Funktionsf

ahig-
keit

uberpr

uft. Auf Ein-Prozessor-Rechnern der heutigen Generation ist jedoch die
Einschr

ankung bez

uglich der Gitter-Ausmae so gro, dass die Nutzung von Parallel-
Rechnern nicht zu umgehen ist.
Wir betrachten nun das System U
91+
  U
92+
( = 1:5). Dieser -Faktor entspricht
einer kinetischen Energie von 466 MeV pro Nukleon. Wir w

ahlen ein quaderf

ormiges
Gitter, das sich in x-Richtung von -6500 fm bis 0 fm erstreckt. Die Anzahl der Gitter-
punkte auf diesem Bereich ist 68. Somit ergibt sich eine Gitterweite von 96 fm. F

ur
die y-Richtung, f

ur die es keine Symmetrieausnutzung gibt, w

ahlen wir das Intervall
von -6500 fm bis 6500 fm. Um hier dieselbe Gitterweite zu erreichen, sind dement-
sprechend 136 Gitterpunkte n

otig. Um der Tatsache Rechnung zu tragen, dass ein
Teil der Wellenfunktion nach der Zeitentwicklung am Projektil zentriert sein wird und
die Ionisation haupts

achlich in Vorw

artsrichtung stattnden wird, w

ahlen wir ein in
z-Richtung asymmetrisches Intervall, das sich von -4200 fm bis 7150 fm erstreckt. Ver-
teilen wir auf diesem Intervall 118 Gitterpunkte, so erreichen wir eine Gitterweite von
97 fm, die etwa der in den beiden anderen Raumrichtungen entspricht.
Die Ordnung des Zeitentwicklungsoperators setzen wir mit n = 7 fest. Der Start-
punkt der Zeitentwicklung ist -5570 fm/c, der Endzeitpunkt 5800 fm/c. Die Zeitschritt-
weite w

ahlen wir t = 4:34 fm/c. Mit dieser Wahl ist gew

ahrleistet, dass die Norm der
Wellenfunktion w

ahrend der Rechnung nicht mehr als um 1  10
 12
vom Ausgangswert
1 abweicht. Damit bestimmt sich die Anzahl an notwendigen Zeitschritten zu 2620. Die
Rechnungen werden mit der Ableitungsformel erster Ordnung f

ur die Impulsoperatoren
gestartet.
Bei diesem Rechendurchgang untersuchen wir prim

ar die Anregung und die Ionisa-
tion des Targets sowie den Ladungstransferprozess. F

ur eine korrekte Beschreibung der
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Abbildung 9.9: Anregung des Targetelektrons: St

orungstheorie (gestrichelte Kurve) und
Ergebnis dieser Arbeit (durchgezogene Linie)
Paarproduktion ist das betrachtete Zeitintervall f

ur den gew

ahlten -Faktor zu klein,
da nach den Ergebnissen des vorigen Abschnitts die Konvergenz der entsprechenden
Amplituden noch nicht erreicht sein d

urfte. Bevor man jedoch verl

assliche Aussagen

uber diese Amplituden treen kann, muss sichergestellt sein, dass das Verfahren kor-
rekte Ergebnisse f

ur die oben genannten dominanten Prozesse liefert.
In Abbildung (9.9) sind die vom Stoparameter abh

angigen Wahrscheinlichkeiten
f

ur die Anregung des Targetelektrons gezeichnet. F

ur kleine Stoparameter liegt die
St

orungstheorie (gestrichelte Kurve) deutlich

uber den Ergebnissen der Gitterrechnung
(durchgezogene Kurve), die

Uberh

ohung betr

agt etwa den Faktor drei bis vier. F

ur
groe Stoparameter gehen beide Kurven ineinander

uber. Zur Berechnung der Wahr-
scheinlichkeiten wurde

uber alle gebundenen Zust

ande bis zur Hauptquantenzahl n = 6
summiert. Berechnen wir den dazugeh

origen Wirkungsquerschnitt, so erhalten wir das
Resultat 
exc
= 1:36  10
4
barn, wobei f

ur Stoparameter auerhalb des abgebildeten
Bereichs st

orungstheoretische Werte angenommen wurden. Die St

orungstheorie liefert
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mit 
exc
= 2:02  10
4
barn einen fast doppelt so groen Wert.
Wir k

onnen dieses Ergebnis mit den Werten von Toshima und Eichler [71] verglei-
chen, die das Stosystem U
91+
 U
92+
(500 MeV/N) mit einer gekoppelten Kanalrech-
nung berechneten. Dazu benutzten sie 36 Zust

ande, die sich auf die beiden Zentren
verteilten. Diese Zust

ande beschrieben allerdings nur gebundene Elektronen, die Io-
nisation konnte somit nicht beschrieben werden. Vergleichen wir die Querschnitte f

ur
die Anregung des Elektrons vom Grundzustand in den 2s
1=2
-Zustand, so nden wir
1:54  10
3
barn, Toshima und Eichler erhielten 3:95  10
3
barn, w

ahrend die St

orungs-
theorie 2:33  10
3
barn liefert. Der von Eichler berechnete Wert scheint zu gro zu
sein, da das Elektron aufgrund der fehlenden Kan

ale nicht ins Kontinuum gelangen
kann. Jene Rechnung wurde ohne die Verwendung der Coumlombphasenfaktoren durch-
gef

uhrt. Beide Autoren haben in einer weiteren Ver

oentlichung [73] Rechnungen f

ur
dasselbe Stosystem bei einer Energie von 1000 MeV/N vorgestellt, bei denen sich der
Querschnitt f

ur die 2s
1=2
-Anregung von 5:34  10
3
barn auf 1:77  10
3
barn unter der
Verwendung der Coumlombphasenfaktoren reduzierte. Ein korrigierter Wert f

ur den
Querschnitt bei 500 MeV/N wurde allerdings nicht mehr angegeben.
Wir berechnen die Wahrscheinlichkeiten f

ur die Ionisation des Targets durch die
Projektion der Endwellenfunktion auf Zust

ande des positiven Kontinuums mit einer
maximalen Quantenzahl jj = 5 und bis zu einer maximalen Energie von E
max
=
4mc
2
. Abbildung (9.10) zeigt den Vergleich der Ergebnisse der Rechnung auf dem Git-
ter (durchgezogene Linie) mit denen der St

orungstheorie (gestrichelte Kurve). Zun

achst
einmal f

allt auf, dass die St

orungstheorie f

ur kleine Stoparameter die Unitarit

atsgren-
ze verletzt, da die Wahrscheinlichkeit f

ur die Ionisation gr

oer als eins wird. Bei den
Ergebnissen der Gitterrechnung ist dies nat

urlich nicht m

oglich, man erh

alt hier einen
vern

unftigen Wert. Die

Ubereinstimmung beider Kurven f

ur mittlere und groe Sto-
parameter ist gut. Wir berechnen den gesamten Ionisationsquerschnitt zu 1:910
4
barn.
Die St

orungstheorie ergibt mit 2:0  10
4
barn einen nur leicht h

oheren Wert.
Zur Berechnung des Elektrontransfers zum Projektil projizieren wir auf geboostete
Projektileigenfunktionen. Da diese Funktionen nicht mehr orthogonal auf den Targe-
teigenfunktionen sind, entsteht das Problem der

Ubervollst

andigkeit. Wir beschr

anken
uns deshalb auf die Berechnung des Elektrontransfers in den Grundzustand des Projek-
tils. Abbildung (9.11) zeigt die vom Stoparameter abh

angigen Wahrscheinlichkeiten,
das Elektron nach dem Sto im U
91+
(1s
1=2
)-Zustand am Projektil zu nden. F

ur den
gesamten Querschnitt erhalten wir 1:2  10
3
barn. Toshima und Eichler erhalten wie-
derum einen deutlich h

oheren Wert, n

amlich 4:12  10
3
barn.
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Abbildung 9.10: Ionisation des Targets: St

orungstheorie (gestrichelte Kurve) und Er-
gebnis dieser Arbeit (durchgezogene Linie)
Um einen Eindruck davon zu gewinnen, was bei der Zeitentwicklung der Wellen-
funktion passiert, betrachten wir uns zun

achst die Aufenthaltswahrscheinlichkeitsdichte
 der Wellenfunktion. In Abbildung (9.12) ist diese Dichte in der Ebene des Gitters
gezeichnet, die oberhalb der Stoebene liegt. Die Dichte wurde aus der Wellenfunktion
zum Zeitpunkt t = 4780 fm/c berechnet, wobei das Projektil im Abstand b = 1060
fm das Target passierte. Man erkennt deutlich den Transferpeak

uber dem Aufent-
haltsort des Projektils und zirkular auslaufende Wellen, die die Ionisation des Targets
beschreiben.
Die eben vorgestellten Ergebnisse lassen auf eine gute Berechenbarkeit der Paar-
produktions-Wahrscheinlichkeiten hoen. Der hier gew

ahlte -Faktor ist allerdings zu
klein, als dass das betrachtete Zeitintervall f

ur eine Konvergenz der Amplituden aus-
reichen w

urde. Die Interpretation der entsprechenden Wahrscheinlichkeiten als End-
wahrscheinlichkeiten ist daher nicht gerechtfertigt.
Wir wollen als n

achstes ein System betrachten, bei dem dies, wenigstens f

ur kleine
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Abbildung 9.11: Elektrontransfer zum Projektil in den Grundzustand U
91+
(1s
1=2
)
Stoparameter, der Fall ist. Um die G

ute der Ergebnisse absch

atzen zu k

onnen, w

ahlen
wir ein System, zu dem es experimentelle Daten gibt. Es ist dies das System U
92+
 
Au
79+
( = 2), das von Belkacem et al. [8] gemessen worden ist.
9.4 U
91+
 Au
79+
( = 2)-St

oe
Wir betrachten zun

achst einmal wieder die Anregung des Uran-Targets sowie den La-
dungstransfer zum Projektil. F

ur den Prozess der Paarproduktion, der gerade bei klei-
nen Stoparametern nichst

orungstheoretischen Charakter aufweist, w

ahlen wir sp

ater
ein besonders feines Gitter. Zun

achst jedoch etablieren wir ein Gitter mit 88 Punkten
in x-, 176 Punkte in y- und in z-Richtung. Die Intervallgrenzen verteilen wir diesmal
gleichm

aig von -6500 fm bis 6500 fm. Auerdem w

ahlen wir f

ur die Darstellung des
Impulsoperators eine Ableitungsformel zweiter Ordnung, was der der Verwendung von
Basisfunktionen entspricht, die sich

uber drei benachbarte Elemente erstrecken. Somit
stellen wir sicher, dass die Fermionenverdopplung weitgehend ausgeschaltet ist und der
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Abbildung 9.12: Dichte der Wellenfunktion in der Stoebene zum Zeitpunkt t = 4780
fm/c bei einem Stoparameter b = 1060 fm
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Abbildung 9.13: Anregung des Targetelektrons: St

orungstheorie (gestrichelte Linie),
diese Arbeit (durchgezogene Linie)
Ladungstransfer gut beschrieben werden kann. Wir wollen dabei den Ableitungsopera-
tor nach Gleichung (8.53) w

ahlen, der die geringste mittlere quadratische Abweichung
von der exakten Relation aufweist.
Die Zeitschrittweite ist t = 1:6 fm/c. Bei einem betrachteten Zeitintervall von
 5100 fm/c bis 5800 fm/c entspricht dies etwa 6800 Zeitschritten. Die Ordnung der
Entwicklung des Zeitentwicklungsoperators ist wieder 7.
Die vom Stoparameter abh

angigen Wahrscheinlichkeiten f

ur die Anregung des Tar-
getelektrons sind in Abbildung (9.13) dargestellt. Die st

orungstheoretischen Ergebnisse
sind durch die gestrichelte, die Ergebnisse der Gitterrechnungen durch die volle Kurve
dargestellt. In beiden F

allen wurden alle angeregten Zust

ande bis zur Hauptquanten-
zahl n = 5 einschlielich ber

ucksichtigt. Wieder einmal liegen die Werte der St

orungs-
theorie f

ur kleine Stoparameter

uber denen des nichtperturbativen Verfahrens. Es f

allt
allerdings auf, dass die

Ubereinstimmung beider Kurven f

ur sehr groe Stoparameter
nicht mehr so beeindruckend ist wie in Abbildung (9.9). Wir f

uhren dies auf die Wahl
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Abbildung 9.14: Wahrscheinlichkeit f

ur den Transfer des Elektrons in den Au
78+
(1s
1=2
)
Grundzustand
der Koezienten des Ableitungsoperators zur

uck, der auf Kosten der Exaktheit der
L

osung die Fermionenverdopplung st

arker unterdr

uckt. Deshalb kommen wir in den
weiteren Rechnungen auf die Wahl der Koezienten nach Gleichung (8.52) zur

uck,
womit eine exakte Dierenzierung der Monome bis einschlielich der dritten Ordnung
gew

ahrleistet ist. Das Problem der Fermionenverdopplung trat bisher ohnehin nicht in
Erscheinung.
Der gesamte Querschnitt f

ur die Anregung des Targetelektrons betr

agt 1:63  10
4
barn.
Als N

achstes betrachten wir den Prozess des Elektronen-Transfers vom U
91+
(1s
1=2
)-
Grundzustand des Targets in den Au
78+
(1s
1=2
)-Grundzustand des Projektils. Dass die-
ser Prozess auch f

ur die Paarerzeugung mit Einfang eine nicht zu vernachl

assigende
Rolle spielt, werden wir noch zeigen. Wie schon bei der Berechnung der Wahrschein-
lichkeiten f

ur das System U
92+
 U
91+
projizieren wir hier wieder auf den geboosteten
Projektilzustand. In Abbildung (9.14) ist die vom Stoparameter abh

angige Wahr-
scheinlichkeit f

ur den

Ubergang des Elektrons zum Grundzustand des Projektils aufge-
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tragen. Man erkennt f

ur kleine Stoparameter eine Struktur in der Wahrscheinlichkeit.
Der Wirkungsquerschnitt f

ur diese Reaktion betr

agt nach diesem Verfahren 579 barn.
Wir m

ochten an dieser Stelle die Ergebnisse mit denen von Momberger et al. [41]
vergleichen, die dasselbe System f

ur den Stoparameter b = 0 untersuchten, indem sie
die Dirac-Gleichung im Impulsraum auf einem zweidimensionalen Gitter mit 32  128
Punkten l

osten. F

ur die

Uberlebenswahrscheinlichkeit des U
91+
(1s
1=2
) Grundzustands
gibt Momberger den Wert 0.295 an, wir erhalten nach unserer Methode 0.287. Die
Wahrscheinlichkeit f

ur die Anregung in h

ohere gebundene Zust

ande ist nach dem Im-
pulsraumverfahren 9.8%, wir erhalten mit 11.2% einen etwas gr

oeren Wert. Weniger
gut ist die

Ubereinstimmung f

ur den Elektronen-Transfer in den Grundzustand des Gol-
dions. W

ahrend Momberger 2.5% f

ur diese Wahrscheinlichkeit angibt, nden wir einen
Wert von 1.5%. Es liegt jedoch die Vermutung nahe, dass eine Projektion auf den trans-
latierten Grundzustands des Projektils im Impulsraum mehr Ungenauigkeiten mit sich
bringt als eine Projektion im Ortsraum. Im Ortsraum liegen die Projektilzust

ande fast
isoliert von den Targetzust

anden, im Impulsraum

uberlappen diese Zust

ande st

arker.
Mann muss jedoch erw

ahnen, dass unsere auf dem Gitter ermittelten Werte aus einer
Rechnung mit b =  58 fm stammen. Das aus der Phasentransformation resultierende
Potential eignet sich nicht f

ur eine numerische Rechnung mit b = 0, da es in diesem
Falle jeweils in einer ganzen Ebene singul

ar wird.
Zur Untersuchung der Paarproduktion etablieren wir ein Gitter, das besonders eng-
maschig ist. Wir behalten die zuvor gew

ahlten Abmessungen des Gitters von  6500
fm bis +6500 fm bei und verteilen in x-Richtung 112, in y- und z-Richtung 224 Git-
terpunkte. Da die Gesamtzahl der Gitterpunkte mehr als verdoppelt wurde, ist es not-
wendig, die Zeitschrittweite zu vergr

oern, damit die insgesamt ben

otigte Rechenzeit
nicht wesentlich steigt. Um dieselbe Normerhaltung der Wellenfunktion zu gew

ahrlei-
sten, muss die Ordnung der Entwicklung des Zeitentwicklungsoperators entsprechend
erh

oht werden. Die Zeitschrittweite w

ahlen wir zu 25.4 fm/c, das ist die Zeit, die der
mit

Uberlichtgeschwindigkeit fortschreitende Anteil des Potentials ben

otigt, um die
halbe Intervallbreite zur

uckzulegen. Den Zeitentwicklungsoperator entwickeln wir bis
zur 25. Ordnung im Hamiltonoperator. Die Abweichung der Norm vom Anfangswert
eins ist dann in allen F

allen kleiner als 1  10
 12
.
Die f

ur den Ableitungsoperator eingesetzte Ableitungsformel ist wiederum von zweiter
Ordnung. Die Zeitentwicklung startet bei t =  5800 fm/c und endet bei t = 5800
fm/c.
Zur Bestimmung der Wahrscheinlichkeiten der Paarproduktion mit Einfang in den
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Abbildung 9.15: Wahrscheinlichkeiten f

ur Paarproduktion mit Einfang: Gitter (durch-
gezogene Linie) und St

orungstheorie (gestrichelte Linie)
1s
1=2
-Grundzustand des Targets projizieren wir die Endwellenfunktion auf das negative
Kontinuum. Wir verwenden dazu Kontinuumswellenfunktionen mit einer Drehimpuls-
quantenzahl jj  8 und betrachten pro Drehimpulszustand 224 m

ogliche Energien,
die zwischen  4:4mc
2
bis  1mc
2

aquidistant verteilt sind. Dies f

uhrt auf

uber 16000
Kontinuumswellenfunktionen, auf die pro Stoparameter projiziert werden muss. F

ur
extrem kleine Stoparameter jbj < 60 fm nehmen wir weitere 224 Energien von 8:8mc
2
bis  4:4mc
2
hinzu.
Der hier gew

ahlte Maximalwert von  st

ot an die Grenze dessen, was unter dem
Kosten-Nutzen-Aspekt noch als sinnvoll zu betrachten ist. Die ben

otigte Rechenzeit
f

ur die Projektion steigt mit h

oherem  aufgrund der m

oglichen verschiedenen magne-
tischen Quantenzahlen rapide an.
Die Ergebnisse der Projektion sind in Abbildung (9.15) zu sehen. Die durchgezo-
gene Kurve bezieht sich auf die Gitterrechnungen, w

ahrend die gestrichelte Kurve die
St

orungstheorie darstellt. Vergleichen wir wieder mit dem Ergebnis von Momberger
f

ur b = 0, der einen Wert f

ur die Wahrscheinlichkeit der Paarproduktion mit Einfang
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von 3:9  10
 4
erhielt, so erhalten wir 3:1  10
 4
, wenn wir den Werte f

ur b = 0 interpo-
lieren. Wie bereits erw

ahnt, l

asst sich das resultierende Potential f

ur b = 0 numerisch
schlecht handhaben. Auerdem tragen die Wahrscheinlichkeiten f

ur b = 0 nicht zum
Wirkungsquerschnitt bei.
Wie wir gezeigt haben, ist es nicht sinnvoll, die Rechnungen f

ur die uns m

oglichen
Gitterabmessungen

uber einen Stoparameter von ca. 530 fm hinaus durchzuf

uhren.
Aus diesem Grund wurden f

ur 800 fm st

orungstheroretische Werte angenommen. Im

Ubergangsbereich wurden beide Kurven linear verbunden. So berechnet sich der Wir-
kungsquerschnitt f

ur die Paarproduktion mit Einfang in den Grundzustand des Targets
zu 1:3 barn. Die St

orungstheorie, die wir zu Drehimpulsquantenzahlen bis jj = 5 be-
rechneten, liefert 0:7 barn. Der experimentell bestimmte Wirkungsquerschnitt f

ur die
Paarproduktion mit Einfang betr

agt nach Belkacem et al. [8] 2:19 barn. Allerdings ist
in diesemWert auch der Einfang des Elektrons in h

oher angeregte Zust

ande enthalten.
Benutzen wir eine

ubliche Absch

atzung der Beitr

age solcher h

oher angeregten Zust

ande

uber die Formel

tot
=
X
n
1
n
3

grd
 1:2
grd
; (9.10)
die f

ur die Paarproduktion mit Einfang durch Photonen in erster Ordnung von Z
gilt [7, 42], so kann man damit allein die Diskrepanz zum Experiment nicht erkl

aren.
Wir

uberpr

ufen daher zun

achst, ob der von uns gew

ahlte Energiebereich ausreicht, um
alle Positronenzust

ande zu erfassen. In Abbildung (9.16) ist das Spektrum der s
1=2
-
Positronen gezeigt, die bei Einfang des Elektrons in den Grundzustand des Targets
entstehen. Das Maximum der Kurve liegt etwas unterhalb von  2mc
2
und f

allt f

ur
betraglich gr

oer werdende Energien hinreichend schnell ab. Au

allig ist die Struktur
der Kurve, die von gleichm

aigen Oszillationen gepr

agt ist.
F

ur die von uns gew

ahlten n

achstgr

oeren Stoparameter ist eine Projektion auf Kon-
tinuumswellenfunktionen bis zu einer Energie von  4:4mc
2
v

ollig ausreichend.
Als N

achstes untersuchen wir, wie Kontinuumswellenfunktionen mit verschiedenen
Drehimpulsquantenzahlen  zu den Wahrscheinlichkeiten beitragen. Dabei integrieren
wir f

ur einen festen Stoparameter und einen festen Drehimpulszustand die energie-
dierentiellen Wahrscheinlichkeiten auf. Abbildung (9.17) zeigt die Ergebnisse f

ur die
Stoparameter b =  58 fm, b =  530 fm und b = 530 fm. Im oberen Diagramm
(b =  58 fm) erh

alt man f

ur betraglich gr

oere -Werte zwar einen starken Abfall,
man kann aber auch erkennen, dass die relative

Anderung ab  = 3 nur noch gering
ist. Im mittleren Diagramm, das dem Stoparameter b =  530 fm entspricht, ist die
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Abbildung 9.16: Spektrum der s
1=2
-Positronen ( =  1) bei einem Stoparameter von
b =  58 fm
Konvergenz f

ur positive und negative -Werte schlecht. F

ur den entsprechenden po-
sitiven Stoparameter ist im unteren Bild zu erkennen, dass man mit Drehimpulsen
jj  8 nur einen Bruchteil der Positronen erfassen kann. Die Wahrscheinlichkeiten
fallen mit zunehmendem jj extrem langsam ab.
Die Frage, die es nun zu beantworten gilt, ist, welchen Ursprung solch extrem ho-
he Drehimpulszust

ande haben. Vergleicht man die Kurven der Wahrscheinlichkeiten
f

ur den Elektronen-Transfer (Abbildung 9.14) und f

ur die Paarproduktion (Abbildung
9.15), so stellt man eine gewisse

Ahnlichkeiten im Verlauf der Kurven fest. Diese Tat-
sache gibt uns den Anlass zu

uberpr

ufen, inwiefern am Projektil gebundene Zust

ande
zu den negativen Kontinuumszust

anden des Targets beitragen. Einen

Uberlapp zwi-
schen diesen Funktionen muss es geben, da durch die Translation und den Boost der
gebundenenWellenfunktion die Orthogonalit

at auf den Kontinuumsfunktionen des Tar-
gets verloren geht. Man erwartet den wesentlich gr

oeren

Uberlapp mit dem positiven
Kontinuum, da das am Projektil gebundene Elektron als quasifrei und als nicht ausein-
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Abbildung 9.17: Beitr

age der verschiedenen Drehimpulszust

ande bei den Stoparame-
tern b =  58;  530; +530 fm
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Abbildung 9.18:

Uberlapp des negativen Targetkontinuums mit der am Projektil ge-
bundenen Grundzustands-Wellenfunktion ( = 2) zum Zeitpunkt t = 5800 fm/c
anderlaufendes Wellenpaket angesehen werden kann. Der

Uberlapp mit dem negativen
Kontinuum des Targets ist jedoch ebenfalls vorhanden.
Wir berechnen nun den

Uberlapp des negativen U
92+
-Targetkontinuumsmit einer 1s
1=2
-
Grundzustands-Wellenfunktion des Au
78+
-Ions, das sich mit  = 2 gegen

uber dem
Target bewegt. Dabei w

ahlen wir den Stoparameter b = 530 fm und den Zeitpunkt
t = 5800 fm/c. Diese Parameter entsprechen denen der Gitterrechnungen.Wir projizie-
ren auf Drehimpulseigenzust

ande bis jj = 16 mit einer Energie zwischen  3mc
2
und
 1mc
2
. Das Ergebnis ist in Abbildung (9.18) zu sehen. Wir erkennen ein Maximum im
Diagramm bei jj = 6 und stellen ein sehr langsamen Abfall der Wahrscheinlichkeiten
mit betraglich wachsenden -Werten fest. Damit l

asst sich der der langsam abfallende
'Untergrund' in den Abbildungen (9.17) erkl

aren.
Um diese These weiter zu untermauern, vergleichen wir direkt die Spektren der Po-
sitronen f

ur einen hohen -Wert f

ur den Stoparameter b = 530 fm, da in diesem Fall
der 'Untergrund' am gr

oten ist. Abbildung (9.19) zeigt den

Uberlapp der Kontinuums-
wellenfunktionen mit  =  8 und j
x
=  4:5 mit der Endwellenfunktion des Gitters
(durchgezogene Linie) und mit dem am Projektil gebundenen Grundzustand (gestri-
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Abbildung 9.19:

Uberlapp der Kontinuumswellenfunktionen ( =  8, j
x
=  4:5) mit
der Endwellenfunktion auf dem Gitter (durchgezogene Linie) und mit dem am Projektil
gebundenen Grundzustand (gestrichelte Linie) multipliziert mit dem Faktor 3:1  10
 3
chelte Linie). Die letztere Kurve wurde mit demFaktor 3:110
 3
multipliziert, sodass die
absoluten Maxima der beiden Kurven dieselbe H

ohe annehmen. Die

Ubereinstimmung
beider Kurven ist beeindruckend und f

ur die anderen magnetischen Quantenzahlen

ahnlich gut.
Um die letzten Zweifel zu zerstreuen, dass wesentliche Beitr

age bei groen Sto-
parametern von den gebundenen Projektil-Zust

anden stammen, versuchen wir, die
Positronen-Zust

ande aus der Endwellenfunktion des Gitters 'herauszultern'. Dies ge-
schieht, indem wir auf das negative Target-Kontinuum projizieren und so den kom-
plexen Koezienten f

ur diesen Zustand ermitteln. Danach addieren wir alle Zust

ande
mit den entsprechenden Koezienten und erhalten so eine Wellenfunktion, die nur
aus Zust

anden mit negativer Energie besteht. Bilden wir die Dichtefunktion zu die-
ser Wellenfunktion, so k

onnen wir erkennen, welcher Raumbereich mageblich f

ur die
Beitr

age zum negativen Kontinuum verantwortlich ist. In Abbildung (9.20) ist diese
Dichtefunktion in der Stoebene zu sehen. Diese Dichtefunktion wurde aus dem Er-
gebnis der Rechnung zum Stoparameter b = 530 fm ermittelt, indem die Zust

ande zu
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Abbildung 9.20: Dichte der Zust

ande mit negativer Energie in der Stoebene
negativer Energie mit Drehimpulsquantenzahlen jj  5 herausprojiziert und wie oben
beschrieben summiert wurden. Es ist klar zu erkennen, dass die Dichte im Raumbereich
um das Projektil herum ihr Maximum hat. Aus der Tatsache, dass sich dieses Maxi-
mum mit dem Projektil mitbewegt, kann man schliessen, dass es sich hierbei nicht um
die Dichte wirklicher Positronen handelt. Diese m

ussten sich von den Kernen aufgrund
der Coulombabstoung entfernen. Wir erhalten somit einen weiteren Beleg daf

ur, dass
die hohen Drehimpulsbeitr

age aus gebundenen Projektilzust

anden stammen.
Wir wollen an dieser Stelle zun

achst eine Schlussfolgerung ziehen. Wenn die L

osung
der Dierentialgleichung auf dem Gitter im Wesentlichen mit der exakten L

osung zum
betrachteten Zeitpunkt

ubereinstimmt und wir f

ur nicht zu kleine Stoparameter ei-
ne Dominanz der gebundenen Projektil-Zust

ande nden, so muss dies auch in der
st

orungstheoretischen L

osung (f

ur diesen Zeitpunkt) zu erkennen sein. Damit l

asst
sich der relativ langsame Abfall und die recht langsame Konvergenz der st

orungstheo-
retischen Amplituden erkl

aren.
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Ein weiterer Punkt, der einer Erkl

arung bedarf, ist die Tatsache, dass wir mit dem
Faktor 3:1  10
 3
multiplizieren mussten, um das Spektrum in Abbildung (9.19) zu er-
halten. Man k

onnte zun

achst meinen, man m

usste mit der Wahrscheinlichkeit f

ur den
Transfer in den Projektil-Grundzustand multiplizieren, in diesem Fall mit 1:2  10
 2
.
Dies ist allerdings kein Widerspruch sondern eine Best

atigung der bisherigen Untersu-
chungen; denn wir d

urfen nicht vergessen, dass wir aufgrund der Phasentransformati-
on einen weiteren Potentialterm zu ber

ucksichtigen haben. Dieser Term schw

acht das
Coulombpotential in Kernn

ahe bei kleinen Projektil-Targetabst

anden ab. Die St

arke
des (Coulomb-)Potentials ist allerdings ausschlaggebend f

ur die Besetzung der kleinen
Komponente der Wellenfunktion. F

ur den soeben betrachteten Zeitpunkt bendet sich
dieser Zusatzterm noch in der N

ahe des Projektils.
Wir hatten gezeigt, dass die Amplituden in St

orungstheorie unter Verwendung der
Phasentransformation schneller konvergieren und f

ur nicht zu groe Zeiten betraglich
wesentlich kleiner sind als die Amplituden, die man ohne die Phasentransformation be-
rechnet. Kommen die Beitr

age zum negativen Kontinuum aus den gebundenen Projek-
tilzust

anden, so muss sich dieser Eekt in einer 'abgeschw

achten' unteren Komponente
dieser Zust

ande bemerkbar machen.
Nachdem wir untersucht haben, woher die Beitr

age zu sehr hohen Drehimpulsquan-
tenzahlen stammen,m

ussen wir die Frage stellen, warum dieser Eekt in den bisherigen
Arbeiten noch nie Erw

ahnung fand. Die Erkl

arung ist einfach. Zum einen wurde in vie-
len Arbeiten nur der Stoparameter b = 0 betrachtet [41, 19], bei dem der 'echte' Paar-
produktionskanal

uberwiegt (siehe Abb.9.17), zum anderen wurden Verfahren benutzt,
wie zum Beispiel das der gekoppelten Kan

ale mit einer Basis aus Targetzust

anden [40],
bei denen der Ladungstransfer nicht ausreichend gut beschrieben werden kann. Ande-
re Arbeiten betrachten hohe Energien, bei denen der Ladungstransfer ohnehin stark
unterdr

uckt ist, sodass gebundene Projektil-Zust

ande nur eine geringe Rolle spielen.
Wir m

ochten uns nun

uber den entscheidenden Punkt Gedanken machen, wie die
Auswirkungen der soeben untersuchten Beitr

age im Limes t ! 1 sind. Man k

onnte
die Auassung vertreten, diese Beitr

age seien allein dem Prozess des Ladungstrans-
fers zuzurechnen und deshalb vom Prozess der Paarproduktion abzuziehen. So hat
zum Beispiel Momberger [41] den geboosteten Projektil-Grundzustand von der End-
wellenfunktion abgezogen und dann auf das negative Kontinuum projiziert (es ergab
sich jedoch wie oben erw

ahnt keine dramatische

Anderung). Dieses Vorgehen ist jedoch
nicht zu motivieren.Wir m

ussen bedenken, dass wir das Stosystem in Zeitumkehrsym-
metrie betrachten. Im zeitumgekehrten Prozess gibt es aber keinen Ladungstransfer.
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Nimmt man Gleichung (3.17) als Grundlage, muss man die Endwellenfunktion wirklich
auf s

amtliche Kontinuumswellenfunktionen mit negativer Energie projizieren.
Betrachten wir nun Kontinuumswellenfunktionen zu festem , so ist klar, dass im Falle
t!1 der

Uberlapp mit einem gebundenen Projektilzustand beliebig klein wird. Be-
achten wir jedoch, dass die Coulomb-Dirac-Funktionen eine vollst

andige Basis bilden,
so muss die Summe der

Uberlappe mit allen Funktionen stets konstant bleiben. Dies
bedeutet, dass in diesem Grenzfall immer h

ohere -Werte zu ber

ucksichtigen sind.
Was kann man jedoch tun, um in diesem Grenzfall den

Uberlapp mit dem negativen
Kontinuum zu erhalten? Eine M

oglichkeit ist, den bereits berechneten

Uberlapp zu
t = 5800 fm/c als Grenzwert zu nehmen. Momberger [41] berechnete denselben Wert
f

ur t = 3860 fm/c mittels Integration im Impulsraum und erhielt 1:8%. Summieren wir
alle Werte von  =  16 bis +16 aus Abbildung (9.18), so erhalten wir 9:36 10
 3
. Man
kann erahnen, dass man zumindest einen

ahnlichen Wert wie Momberger erh

alt, wenn
man

uber alle  summieren k

onnte.
Wir k

onnen nun eine Absch

atzung des Wirkungsquerschnittes f

ur Paarproduktion f

ur
den Fall erhalten, dass man die Zeitentwicklung beliebig weit ausf

uhren und im An-
schluss auf das gesamte negative Kontinuum projizieren k

onnte. Dazu nehmen wir den
Wert 1:8% und falten diesen mit dem Wirkungsquerschnitt f

ur die Transfer-Reaktion
zum Grundzustand von 579 barn. Beachten wir, dass wir einen zus

atzlichen Faktor 2
wegen der Summation anstatt der Mittelung

uber die Spins des Elektrons erhalten,
so berechnet sich der Wirkungsquerschnitt allein aus der zeitumgekehrten Transfer-
Reaktion zu 20:8 barn. Dieser Wert ist nat

urlich (verglichen mit dem Experiment: 2:19
barn) viel zu gro.
Zieht man jedoch die Beitr

age des Projektilzustands von den Wahrscheinlichkeiten ab,
so n

ahert man sich wieder dem st

orungstheoretischen Wert, der die experimentellen
Ergebnisse untersch

atzt.
Die Frage ist nun, wo der Grund f

ur diese Abweichungen zu suchen ist. Die Ant-
wort ist, dass die in Kapitel 3 gew

ahlte Beschreibung des Kontinuums im Targetsystem
eigentlich nicht der richtige Ansatz f

ur das Problem ist. Wir sehen dies zum Beispiel
ein, wenn wir die negativen Kontinuumsfunktionen des Targets in das Projektilsystem
transformieren. Dann stellen wir fest, dass diese Funktionen pl

otzlich einen

Uberlapp
mit dem positiven Projektilkontinuumund mit gebundenen Projektilfunktionen haben.
Dies sollte nat

urlich nicht sein, da beide Kerne gleichberechtigt sind. Ein weiterer Punkt
ist, dass nach Gleichung (3.11) der Einfang des Elektrons in das Projektil

uberhaupt
nicht zu beschreiben ist. Wie m

usste aber eine korrekte Beschreibung des Kontinuums
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aussehen, damit die oben genannten Schwierigkeiten beseitigt werden? In diesem Falle
br

auchte man Zust

ande eines echten Zweizentren-Kontinuums. Die Frage ist, wie man
solche Zust

ande erhalten kann und ob dies prinzipiell

uberhaupt m

oglich ist. F

ur zwei
ruhende Kerne w

are es denkbar, diese Zust

ande numerisch zu ermitteln. F

ur einen ru-
henden und einen bewegten Kern ist eine Konstruktion solcher Zust

ande bei sehr groen
Kernabst

anden ebenfalls denkbar. Man m

usste dazu die Coulomb-Dirac-Funktionen zu
einem Zentrum so

uberlagern, dass sich Zust

ande mit asymptotisch gutem Impuls er-
geben [31]. Diese Zust

ande k

onnte man dann vom Projektil- ins Targetsystem boosten
und mit Zust

anden zum Target mit asymptotisch gutem aber entsprechend 'verschobe-
nen' Impuls verbinden. Die Verwendung solch einer Basis w

urde die oben beschriebenen
Schwierigkeiten umgehen.
Die Gleichungen (3.11) und (3.17) sind aufgrund der in diesem Abschnitt gefundenen
Resultate nicht in der Lage, die Zahl der im Experiment gefundenen Positronen (bei
niedrigen Stoenergien) wiederzugeben.
Wir wollen nun ein kleines Gedankenexperiment durchf

uhren, in dem wir den Sto
zweier gleichartiger Kerne betrachten. Das Target sei ein wasserstoartiges Ion im
Grundzustand und das Projektil bewege sich auf einer geraden Bahn mit sehr lang-
samer Geschwindigkeit am Target mit sehr kleinem Stoparameter vorbei. Der End-
zustand des Systems wird dann bez

uglich der beiden Kerne v

ollig symmetrisch sein.
Projizieren wir dann bei sehr groen Kernabst

anden auf das Targetkontinuum, so wer-
den wir dieselben Werte erhalten wie f

ur die Projektion auf das Projektilkontinuum.
Diese

Uberlegung kann den Faktor 2 f

ur fast symmetrische Stosysteme bei kleinen
Energien motivieren.
Solche Positronen, die man dem Projektilkern zuordnen k

onnte, werden in der Tar-
getbasis schlecht erfasst. Mit einer Projektion auf die oben angdeuteten Zweizentren-
Kontinuumsfunktionen (unter der Annahme, dass die Zeitumkehrsymmetrie gilt) w

are
dieses Problem beseitigt.
9.5 Ultrarelativistische St

oe
F

ur sehr hohe -Werte (v  c) wird die Targetbasis zunehmend besser, sodass die
Gleichungen (3.11) und (3.17) das Problem der Paarerzeugung gut beschreiben k

onnen.
Dies versteht man am einfachsten unter Verwendung der Zeitumkehrsymmetrie. Startet
man die Rechnung mit dem gebundenen Targetzustand, so k

onnen weder die elektroni-
schen noch die w

ahrend des Stoes erzeugten positronischen Anteile der Wellenfunktion
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dem Projektil folgen. F

ur hinreichend groe Zeiten wird dann der Einuss des Projektils
vernachl

assigbar klein, zumal die Projektil-Potentiale -f

ormig sind. Die Targetbasis ist
dann geeignet, alle Positronen-Zust

ande darzustellen. Ein weiterer Punkt ist, dass der
Elektronen-Transfer zum Projektil keine Rolle spielt und somit eine Fehlinterpretation
der gebundenen Projektilfunktionen nicht auftritt.
Die Rechnung mit groen Werten von  scheint auf die bisher vorgestellte Weise,
n

amlich die Betrachtung mit einem am Ursprung xierten Target, nicht m

oglich zu
sein. Die Ursache hierf

ur kann man darin sehen, dass sich die L

angenverh

altnisse im
Target- und Projektilsystem in Storichtung auf zwei unterschiedlichen Skalen messen
lassen. Zum Beispiel ist die Wellenfunktion eines am Projektil gebundenen Elektrons
gegen

uber der eines Targetelektrons im Wesentlichen um den Faktor  in Storichtung
gestaucht. Zwar nimmt die Wahrscheinlichkeit f

ur den Ladungstransfer zum Projektil
mit gr

oer werdendem  ab, es l

asst sich jedoch einsehen, dass man die entsprechen-
den Zust

ande auf dem Gitter nicht mehr gut darstellen kann. Dieselbe Argumentation
kann man f

ur die Projektilpotentiale bzw -felder geltend machen. Wir hatten gesehen,
dass die Projektilpotentiale nach speziellen Transformationen eine schmalere Struk-
tur annehmen, im Grenzfall gar -f

ormig werden. Die zugeh

origen Felder sind jedoch
alle identisch, da die Potentiale nur einer Eichtransformation unterzogen wurden. Es
ist oensichtlich, dass ein schon nahezu -f

ormiges Potential, welches auf das Gitter
mit endlicher Gitterweite gesetzt wurde, die richtigen elektromagnetischen Felder nicht
mehr wiedergeben kann. Abbildung (9.21) zeigt die x-Komponente des elektrischen
Felds, das nach den vorgestellten Lienard-Wiechert-Potentialen berechnet wurde. Da-
bei wurden die Koordinaten x = 530 fm, y = 0, t = 0 und der Stoparameter b = 530
fm gesetzt. Es sind drei Kurven zu sehen, die sich auf  = 1,  = 10 und  = 100
beziehen. Die Kurven wurden jeweils auf das Maximum der Kurve zu  = 1 normiert.
Man erkennt, dass die Struktur mit zunehmendem  immer schmaler wird.
Dar

uber hinaus treten auch numerische Instabilit

aten auf, da das St

orpotential in
Projektilkernn

ahe gegen

uber dem Potential in Targetkernn

ahe um den Faktor  gr

oer
ist. Eine M

oglichkeit, die eben genannten Schwierigkeiten zu umgehen, liegt darin,
den Stovorgang im Equal-Speed-System zu betrachten. Das Equal-Speed-System ist
dadurch gekennzeichnet, dass sich Projektil und Target in diesem System mit entge-
gengesetzten aber betraglich gleich groen Geschwindigkeiten bewegen. Die -Faktoren
von Target- und Equal-Speed-System erf

ullen die Relation:

ES
=
s

T
+ 1
2
: (9.11)
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Abbildung 9.21: x-Komponente des elektrischen Felds eines Schwerions zu  = 1
(durchgezogene Linie),  = 10 (weit gestrichelte Linie) und  = 100 (eng gestrichelte
Linie) in Abh

angigkeit vom Ort in Storichtung, normiert auf das Maximum der Kurve
zu  = 1
Ein Vorteil hierbei ist, dass aus sehr hohen Werten von 
T
, z.B. 
T
= 10000, relativ

uberschaubare Werte 
ES
werden (
ES
= 70:7). Der eigentliche Grund f

ur diese Wahl
ist jedoch die Tatsache, dass nun die Verh

altnisse im Target- und Projektilsystem mit
demselben Faktor 
ES
skalieren. Die auftretenden Potentiale lauten nun:
V = (1 +
v
ES
c

z
)

ES
Z
T
e
4
0
1
r
0
T
+ (1  
v
ES
c

z
)

ES
Z
P
e
4
0
 
1
r
0
P
 
1
R
0
!
: (9.12)
In Analogie zu den Rechnungen im Target-System verwenden wir f

ur die Projektilpo-
tentiale das aus der Phasentransformation resultierende Potential.
Wir m

ussen uns zun

achst

uberlegen, wie eine numerische Implementierung des eben
Gesagten aussehen kann. Hatten wir zuvor die Wellenfunktion in einem Quader mit
Kantenl

angen (a
x
; a
y
; a
z
) betrachtet, so gehen wir nun zu einem Quader mit den Kan-
tenl

angen (a
x
; a
y
; a
z
=
ES
)

uber. Den Startzeitpunkt der Zeitentwicklung w

ahlen wir
so, dass beide Kerne einen Abstand von d = d
0
=
ES
haben. F

ur den Abbruch der
Rechnung w

ahlen wir den Zeitpunkt, zu dem beide Kerne wieder denselben Abstand
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Abbildung 9.22: a) Start der Zeitentwicklung im Equal-Speed-System, b) Ende der
Zeitentwicklung
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d = d
0
=
ES
haben. In Abbildung (9.22) werden diese beiden Zeitpunkte und das Sche-
ma des Verfahrens verdeutlicht.
Die Wahl eines von 
ES
unabh

angigen Abstands ist gerechtfertigt, da das Verh

altnis
des St

orpotentials zum Targetpotential im Aufenthaltsbereich des Elektrons (schraf-
erte Fl

ache in Abbildung (9.22) ) schon ab relativ kleinen Werten 
ES
( 3) konstant
bzw. unabh

angig von der Stoenergie wird. Dieselbe Argumentation wenden wir auf den
Endzeitpunkt an. Wir wissen, dass die St

orpotentiale bzw. -felder f

ur den schraerten
Raumbereich oder den gesamten linksseitigen W

urfel in Teil b) von Abbildung (9.22)
gegen die Targetpotentiale bzw. -felder vernachl

assigbar sind. Dies bedeutet aber, dass
sich die Wellenfunktion in diesem W

urfel wie eine ungest

orte Wellenfunktion weiter-
entwickelt. Gleichermaen gilt dies f

ur den Teil der Wellenfunktion, der vom Projektil
eingefangene Elektronen beschreibt.
Wir m

ussen nun als Startwellenfunktion eine translatierte Wellenfunktion einset-
zen. Man spricht im Rahmen der Dirac-Gleichung auch von geboosteten Wellenfunk-
tionen. Wir ordnen nun dem Targetsystem die gestrichenen Koordinaten (x
0
; y
0
; z
0
; t
0
)
und dem Equal-Speed-System die ungestrichenen Koordinaten (x; y; z; t) zu. Wenn im
Targetsystem eine beliebige Wellenfunktion 	
0
(x
0
; y
0
; z
0
; t
0
) bekannt ist, so muss einem
Betrachter im Equal-Speed-System die Wellenfunktion
	(x; y; z; t) = S	
0
(x
0
; y
0
; z
0
; t
0
) (9.13)
vorliegen. Bei einem Boost in z-Richtung hat die Matrix S die explizite Gestalt
S = cosh

2
+ sinh

2

z
; mit  =
1
2
ln
 
1 + v=c
1  v=c
!
: (9.14)
Kennt man die explizite Abh

angigkeit von 	
0
von den Koordinaten, wie zum Beispiel
f

ur den Grundzustand, so kann man mit der Lorentztransformation schreiben:
	(x; y; z; t) = S	
0
(x; y; (z   vt))e
 iE(t vz=c
2
)=h
: (9.15)
Hier stellt sich zun

achst wieder die Frage, ob man als Startwellenfunktion die analyti-
sche L

osung in Form der Coulomb-Dirac-Funktionen nehmen soll oder ob es m

oglich,
wieder eine Eigenl

osung des Gitters zu bestimmen. Letzteres ist nicht m

oglich, da man
einen explizit zeitabh

angigen Hamiltonoperator vorliegen hat. Man kann aber dennoch
eine Verbesserung der Startwellenfunktion erreichen, indem man f

ur 	
0
in Gleichung
(9.15) die Eigenl

osung des Gitters f

ur das statische Problem im Targetsystem einsetzt
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und f

ur E den entsprechenden Eigenwert. Was bedeutet aber 'Verbesserung' in die-
sem Falle? Man kann als Test der Qualit

at der Startwellenfunktion das ungest

orte
System, also ohne Projektilpotentiale, entwickeln, einen Translationstest durchf

uhren.
Projiziert man am Ende der Zeitentwicklung den Anfangszustand heraus, so kann fest-
stellen, wie gut der Zustand erhalten bleibt. Nat

urlich spielen andere Faktoren auch mit
hinein, zum Beispiel die Randbedingungen oder die Zeitschrittweite. Einige Testl

aufe
haben jedoch ergeben, dass die Verwendung der Gitter-Eigenfunktion zur Stabilit

at
des translatierten Zustands beitr

agt.
Wir m

ussen nun

uberlegen, wie wir zu den Amplituden gelangen, die wir im Equal-
Speed-System erhalten, aber im Target-System ben

otigen. Man muss dar

uber hinaus
beachten, dass die Kausalit

at erhalten bleibt. Dieses Problem wird klarer, wenn man
sich vor Augen f

uhrt, dass wir zum Ende der Zeitentwicklung die Wellenfunktion 	
zu einem festen Zeitpunkt t
0
im Equal-Speed-System kennen. F

ur die gesuchten Am-
plituden brauchen wir aber die Wellenfunktion 	
0
im Targetsystem zu einem festen
Zeitpunkt t
0
1
in einem gewissen Raumbereich. Das heit, wir m

ussen daf

ur sorgen, dass
sich der entsprechende Raumzeitbereich (x
0
; y
0
; z
0
; t
0
) nicht in einen Raumbereich trans-
formiert, der zeitlich vor Beendigung der Zeitentwicklung im Equal-Speed-System liegt.
F

ur Zeiten nach Beendigung der Zeitentwicklung ist, unter der Annahme, dass sich die
gesamte Wellenfunktion im linken W

urfel in b) von Abbildung (9.22) bendet und
die Projektilfelder dort bereits vernachl

assigbar klein sind, die Wellenfunktion gegeben
durch:
	(x; y; z; t) =
X
n
Sc
n
	
n
(x; y; (z   vt))e
 iE
n
(t vz=c
2
)
(t > t
0
); (9.16)
wobei c
n
die Amplituden zum Zeitpunkt t
0
sind. Die geboosteten Wellenfunktionen bil-
den ein vollst

andiges, orthonormales Funktionensystem, sodass man im Equal-Speed-
System die Koenzienten c
n
, die gleich den gesuchten Koezienten im Targetsystem
sind, erhalten kann.
Es bleibt sicherzustellen, dass kein t < t
0
n

otig ist um die Wellenfunktion im Tar-
getsystem bei t
0
1
zu konstruieren. Zun

achst haben wir die Lorentztransformation:
z
0
= 
ES
(z   vt); t
0
= 
ES
(t 
v
c
2
z) (v < 0): (9.17)
Im Targetsystem sei die Endwellenfunktion zum Zeitpunkt t
0
1
= z
0
=v
p
imBereich z
0
<
z
0
< z
0
zu nden. Dies liefert die Bedingung f

ur das Equal-Speed-System:
 z
0
< 
ES
(z   vt) < z
0
: (9.18)
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Dr

uckt man z durch t und t
0
1
aus und ber

ucksichtigt, dass v
p
=
 2vc
2
c
2
+v
2
, so erh

alt man
f

ur die untere Grenze von t:
t >
z
0
jvj
2
ES
: (9.19)
Aufgrund der Tatsache, dass sich Projektil und Target gegeneinander bewegen, gen

ugt
es sogar, die Zeitentwicklung bis zur H

alfte der Zeit durchzuf

uhren, die man ansonsten
im Targetsystem als Obergrenze ansetzen w

urde.
Wir stellen nun die numerischenErgebnisse einer Rechnung im Equal-Speed-System
im ultrarelativistischen Bereich vor. Dazu w

ahlen wir den Lorentzfaktor 
LAB
= 10000.
Wir bereits erw

ahnt, f

uhrt dies zu einem Lorentzfaktor im Equal-Speed-System von

ES
= 70:7. Projektil und Target sind wiederum Urankerne (Z = 92). Dem Gitter
geben wir in x- und y-Richtung eine Ausdehnung von 10000 fm bei 216 Knoten. In
z-Richtung ist es um den Faktor 3=2 ausgedehnt und erstreckt sich

uber 15000=
ES
fm bei 324 Knoten. Wir setzen die f

ur das statische Targetpotential ermittelte Gitter-
Eigenfunktion auf das Gitter, wobei mit der Boost-Matrix S und dem zeit- und orts-
abh

angigen Phasenfaktor multipliziert wird. Auf dem Bereich, der

uber den urspr

ung-
lichen in z-Richtung hinausgeht, setzen wir die Wellenfunktion null. F

ur das Projektil-
potential verwenden wir wieder die Phasentranformation in Form des daraus resultie-
renden, schneller abfallenden Potentials.
Bei der Zeitentwicklung stellt man zun

achst eine erstaunliche Tatsache fest. Waren
im Targetsystem zur Erhaltung der Norm (in den oben beschriebenen Grenzen) etwa
45 Zeitschritte f

ur das

Uberschreiten des Projektils von einem Gitterabstand n

otig, so
kommt man nun mit einem einzigen Schritt aus. Die Ordnung der Entwicklung des
Zeitentwicklungsoperators wurde aufgrund von nun frei gewordenen Kapazit

aten von
zuvor sieben auf zehn erh

oht. Den Grund f

ur diese dramatische Abnahme der n

otigen
Zeitschrittweite kann man zum einen darin sehen, dass die Gr

oe des St

orpotentials
und des Targetpotentials, wie eingangs dieses Abschnitts erw

ahnt, identisch werden.
Die Hauptursache ist allerdings darin zu sehen sein, dass wir nun zwei verschiedene
L

angenskalen haben, eine in z-, also in Storichtung, die andere senkrecht dazu, also in
x- und y-Richtung. Die Zeitschrittweite richtet sich nach der Ausdehnung in Storich-
tung, da diese aber um den Faktor 
ES
gestreckt ist, 'friert' die Bewegung in den ande-
ren Richtungen f

ormlich ein, da sich das Elektron aufgrund der Lichtgeschwindigkeit
als obere Grenzgeschwindigkeit in diesem kleinen Zeitraum kaum bewegen kann. Die
Tatsache, dass man mit einer groen Zeitschrittweite und einer relativ niedrigen Ord-
nung der Entwicklung des Zeitentwicklungsoperators auskommt, ist ein Beweis daf

ur,
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dass der nichtst

orungstheoretische Charakter des Schwerionenstoes mit h

oherer Ener-
gie abnimmt. Dies gilt sowohl f

ur den Prozess der Paarproduktion, als auch f

ur die
Ionisation und die Anregung des Targets.
Wir betrachten zun

achst den kleinen Stoparameter b = 530 fm, denn f

ur klei-
ne Stoparameter und groe Lorentzfaktoren sollte die Baltz'sche Theorie eine gute
N

aherungsl

osung darstellen. In Tabelle (9.1) sind die Wahrscheinlichkeiten f

ur am Tar-
get gebundene Zust

ande aufgelistet. In der zweiten Spalte nden sich die Zahlenwerte
Zustand Baltz-Theorie Gitter St

orungsth.
1s
1
2
(+
1
2
) 0.524 0.528 -
2s
1
2
(+
1
2
) 4:565  10
 2
4:497  10
 2
8:628  10
 2
2p
1
2
( 
1
2
) 9:329  10
 4
9:765  10
 4
1:848  10
 3
2p
3
2
( 
1
2
) 5:049  10
 3
5:15  10
 3
1:169  10
 2
2p
3
2
(+
3
2
) 7:049  10
 3
6:949  10
 3
1:609  10
 2
Tabelle 9.1: Wahrscheinlichkeiten f

ur gebundene Zust

ande f

ur den Stoparameter b =
530 fm
wieder, die im ultrarelativisten Grenzfall nach Baltz berechnet wurden, in der dritten
Spalte stehen die Werte, die wir nach der oben beschriebenen Methode aus dem Equal-
Speed-System auf dem Gitter erhalten. Man stellt eine verbl

uende

Ubereinstimmung
beider Methoden fest. F

ur die f

unf ersten, nicht verschwindenden gebundenen Zust

ande
ist die relative Abweichung f

ur den 2p
1
2
( 
1
2
) am gr

oten, sie betr

agt dennoch nicht ein-
mal 5 Prozent.
Wir betrachten nun den Prozess der Ionisation. Wir greifen uns hier den spezi-
ellen Drehimpulszustand p
1
2
( 
1
2
) heraus und betrachten das Spektrum des positiven
Kontinuums. In Abbildung (9.23) sind die Ergebnisse der Baltz'schen Theorie (durch-
gezogene Linie) und die der Gitterrechnung (gestrichelte Linie) zu sehen. Die Werte
der Gitterrechnung sind ein wenig kleiner als die des ultrarelativistischen Limes, die

Ubereinstimmung beider Kurven ist jedoch auch hier auerordentlich gut.
Als N

achstes m

ussen wir die Wahrscheinlichkeiten der Paarproduktion untersuchen.
Man k

onnte zun

achst vermuten, der relative Fehler bzw. der Unterschied zwischen bei-
den Methoden sei bei diesem Prozess gr

oer als bei den beiden vorangegangenen, da
die Amplituden der entsprechenden Zust

ande wesentlich kleiner sind. Dies ist jedoch
nicht der Fall. Abbildung (9.24) zeigt das Spektrum der Positronen, die bei gleichzei-
tigem Einfang des Elektrons in die 1s
1
2
-Schale entstehen. Die Positronen tragen dabei
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Abbildung 9.23: Ionisation: Spektrum der p
1
2
( 
1
2
) Elektronen nach der Baltz'schen
Theorie (durchgezogene Linie), nach der Rechnung im Equal-Speed-System (eng ge-
strichelte Linie) und nach der St

orungstheorie (weit gestrichelte Linie)
den Drehimpuls mit der spektroskopischen Bezeichnung p
1
2
( 
1
2
). Die Kurve der Git-
terrechnung (gestrichelte Linie) und die der Baltz'schen Theorie (durchgezogene Linie)
zeigen wieder eine sehr gute

Ubereinstimmung. Die st

orungstheoretische Kurve (weit
gestrichelte Linie) entspricht etwa dem 1.5-fachen des nichtst

orungstheoretischen Re-
sultats. Selbst f

ur den Stoparameter b = 0

ubersteigt die St

orungstheorie bei dem
betrachtetem Stosystem die Baltz'schen Resultate f

ur den am meisten beitragenden
Drehimpuls nicht mehr als um einen Faktor drei.
Da bei sehr hohen Lorentzfaktoren auch Wahrscheinlichkeiten bei groen Stopa-
rametern zum Wirkungsquerschnitt beitragen, betrachten wir nun dasselbe System bei
einem Stoparameter b = 3700 fm.
Wie bei den kleinen -Faktoren gilt auch hier, dass man die Zeitentwicklung bei groen
Stoparametern

uber ein l

angeres Zeitintervall durchf

uhren muss, als es dies bei klei-
nen Stoparametern der Fall ist. Um dieser Tatsache Rechnung zu tragen, nehmen
wir in Storichtung weitere Gitterpunkte hinzu, sodass sich das Gitter bei gleicher
Schrittweite nun

uber 20000=
ES
fm erstreckt.
Auch hier betrachten wir zun

achst den Prozess der Anregung des Targetelektrons.
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Abbildung 9.24: Paarerzeugung: Spektrum der p
1
2
( 
1
2
) Positronen nach der Baltz'schen
Theorie (durchgezogene Linie), nach der Rechnung im Equal-Speed-System (eng ge-
strichelte Linie) und nach der St

orungstheorie (weit gestrichelte Linie)
Die Werte f

ur die f

unf ersten gebundenen Zust

ande sind nach den drei verschiede-
nen Verfahren berechnet worden und in Tabelle (9.2) eingetragen. Vergleichen wir
zun

achst die Werte der Gitterrechnung mit denen der Baltz'schen Theorie, so f

allt
auf, dass diese alle kleiner sind als die Werte des ultrarelativistischen Grenzfalls. Die
wahrscheinlichste Erkl

arung hierf

ur ist, dass die Zeitentwicklung noch ein wenig wei-
ter h

atte durchgef

uhrt werden m

ussen. Bei den st

orungstheoretischen Werten sticht
Zustand Baltz-Theorie Gitter St

orungsth.
1s
1
2
(+
1
2
) 0.969 0.965 -
2s
1
2
(+
1
2
) 3:302  10
 4
3:023  10
 4
2:125  10
 5
2p
1
2
( 
1
2
) 5:089  10
 3
4:6  10
 3
5:761  10
 3
2p
3
2
( 
1
2
) 3:047  10
 3
2:78  10
 3
3:507  10
 3
2p
3
2
(+
3
2
) 5:469  10
 3
4:989  10
 3
6:273  10
 3
Tabelle 9.2: Wahrscheinlichkeiten f

ur gebundene Zust

ande f

ur den Stoparameter b =
3700 fm
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Abbildung 9.25: Ionisation: Spektrum der p
1
2
( 
1
2
) Elektronen nach der Baltz'schen
Theorie (durchgezogene Linie), nach der Rechnung im Equal-Speed-System (eng ge-
strichelte Linie) und nach der St

orungstheorie (weit gestrichelte Linie) f

ur den Stopa-
rameter b = 3700 fm
der 2s
1
2
(+
1
2
)-Zustand besonders hervor, da dieser um mehr als eine Gr

oenordnung
kleiner ist als der nichtst

orungstheoretische Wert, w

ahrend sich alle anderen Zust

ande
von 'oben' der exakten L

osung n

ahern. Oensichtlich wird dieser Zustand, der f

ur
kleine Stoparameter bevorzugt bev

olkert wird, f

ur groe Stoparameter

uber einen
Zwischenzustand besetzt, sodass die St

orungstheorie erster Ordnung hier versagt.
F

ur die Ionisation betrachten wir wieder beispielhaft das Spektrum der p
1
2
( 
1
2
)-
Elektronen. Die Kurven f

ur die verschiedenen Verfahren zeigt Abbildung (9.25). Die
Kurve der Gitterrechnung liegt wiederum etwas unterhalb der Kurve des ultrarelativi-
stischen Limits, zeigt aber einen identischen Verlauf. Die st

orungstheortischen Werte
liegen f

ur niedrige Energien oberhalb der exakten L

osung, f

ur h

ohere Energien darun-
ter. Integriert man hier zur Bestimmung der Wahrscheinlichkeit

uber die Energie, so
stellt man eine sehr gute

Ubereinstimmung mit den nichtst

orungstheoretischen Werten
fest.
Der Blick auf die energiedierentiellenWahrscheinlichkeiten, ein Positron bei gleich-
zeitigem Einfang des Elektrons in den Target-Grundzustand vorzunden (Abbildung
9.26), oenbart zwei erstaunliche Tatsachen. Die erste ist, dass die st

orungstheoretische
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Abbildung 9.26: Paarproduktion mit Einfang: Spektrum der p
1
2
( 
1
2
) Positronen nach
der Baltz'schen Theorie (durchgezogene Linie), nach der Rechnung im Equal-Speed-
System (eng gestrichelte Linie) und nach der St

orungstheorie (weit gestrichelte Linie)
f

ur den Stoparameter b = 3700 fm
Kurve und die der Baltz'schen Theorie nahezu perfekt

ubereinander liegen. Dies bedeu-
tet, dass die Paarproduktion f

ur dieses System bei relativ groen Stoparametern sehr
gut mit der St

orungstheorie beschrieben werden kann, w

ahrend dies f

ur alle anderen
Prozesse bei demselben Stoparameter allgemein nicht gilt. Die zweite Au

alligkeit ist,
dass die Kurve der Gitterrechnung f

ur betraglich kleine Energien mit den beiden ande-
ren Kurven recht gut

ubereinstimmt, f

ur betraglich hohe Energien jedoch drastisch von
diesen abweicht. Diese Abweichungen sind allerdings nicht von physikalischer sondern
von numerischer Natur. Entwickelt man die Startwellenfunktion ohne die Projektilpo-
tentiale

uber das gleiche Zeitintervall und projiziert man im Anschluss auf das negative
Kontinuum, so stellt man denselben Verlauf des Spektrums f

ur diesen Energiebereich
fest. Ein Blick auf die Dichtefunktion der Endwellenfunktion (im Equal-Speed-System)
in Abbildung (9.27) oenbart, wodurch diese St

orungen verursacht werden. Man er-
kennt in der linken Bildmitte einen schmalen Streifen, der sich wie das Fahrwasser
eines Schies hinter dem Kern ausbreitet. Dies h

angt damit zusammen, dass die Wel-
lenfunktion in Kernn

ahe oensichtlich nicht genau genug mit der translationsinvarian-
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Abbildung 9.27: Aufenthaltswahrscheinlichkeitsdichte der Endwellenfunktion in der
Stoebene in fm
 3
bei einer Zeitentwicklung ohne Projektilpotentiale
ten Gitter-Eigenl

osung

ubereinstimmt. Anders als im station

aren Fall nden wir keine
M

oglichkeit, diese L

osung zu ermitteln.
Die in Abbildung (9.26) zu sehenden St

orungen sind in Abbildung (9.24) nicht zu er-
kennen, da hier die Wahrscheinlichkeiten gr

oer sind und die Zeitentwicklung

uber ein
k

urzeres Zeitintervall durchgef

uhrt worden ist.
Betrachtet man die zu Abbildung (9.27) analoge Dichte f

ur die unter dem Ein-
uss der Projektilpotentiale entwickelte Wellenfunktion, so ist kein Unterschied zum
potentialfreien Fall zu erkennen. Dies bedeutet, dass das Projektilpotential der Wel-
lenfunktion im Wesentlichen einen ortsabh

angigen Phasenfaktor aufpr

agt. Die in der
Dichte typischerweise zu beobachtenden Eekte, wie die Ionisation bzw. das Ausbilden
von auslaufenden Wellen, nden im Equal-Speed-System zu Zeiten statt, zu denen der
Einuss des Projektils keinerlei Rolle mehr spielt.
Mit den hier pr

asentierten Ergebnissen haben nicht nur die Baltz'sche Theorie des
ultrarelativistischen Grenzfalls veriziert, sondern auch eine weitere M

oglichkeit, den
Fehler des Verfahrens, der durch die Diskretisierung entsteht, abzusch

atzen. Die Er-
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gebnisse zeigen, dass die gew

ahlte Gitterweite v

ollig ausreichend ist, um bei den vorlie-
genden Potentialen eine Genauigkeit von ca. 5 Prozent f

ur alle auftretenden Prozesse
zu erhalten.
F

ur solch extrem hohe Lorentzfaktoren, wie sie in diesemAbschnitt betrachtet wur-
den, gibt es einen Stoparameterbereich, in dem die St

orungstheorie und die Baltz'sche
Theorie f

ur die Paarproduktion identische Resultate liefert. Bei sehr kleinen Stopa-
rametern ist die Annahme eines mit Lichtgeschwindigkeit iegenden Projektils eine
sehr gute N

aherung. Bei sehr groen Stoparametern gen

ugt die St

orungstheorie erster
Ordnung, um die Paarproduktion mit Einfang zu beschreiben.
Die Paarproduktion bei sehr hohen -Werten ist der 'einfacher' zu behandelnde Fall
im Gegensatz zu dem bei niedrigen -Werten, da der Ladungstransferprozess stark un-
terdr

uckt ist und somit keine Rolle mehr spielt. Baltz konnte zeigen [9, 12], dass f

ur
die Wirkungsquerschnitte der Paarproduktion mit Einfang f

ur groe  gilt:

ex
= A ln  +B; 
pert
= A ln  +B
0
; (9.20)
wobei die Koezienten A f

ur den exakten und den st

orungstheoretischen Querschnitt
identisch sind. Dies kann man verstehen, wenn man sich vor Augen f

uhrt, dass die
Wahrscheinlichkeit f

ur einen festen Stoparameter mit zunehmendem  einen S

atti-
gungswert erreicht. Der Wirkungsquerschnitt w

achst dabei an, da Wahrscheinlichkei-
ten zu immer gr

oeren Stoparametern beitragen, die durch St

orungstheorie berechnet
werden k

onnen.
Kapitel 10
Zusammenfassung und Ausblick
Wir besch

aftigten uns im Rahmen dieser Arbeit mit der Paarproduktion mit Einfang.
Dazu stellten wir uns die Aufgabe, die zeitabh

angige Dirac-Gleichung auf einem Gitter
mit den Verfahren der Finiten Elemente und der Finiten Dierenzen zu l

osen.
Wir konnten den Zusammenhang dieser beiden Verfahren untereinander und zum Ver-
fahren der L

osung der Dirac-Gleichung im Impulsraum auf einem Gitter darlegen. Die
Unterschiede ergaben sich in der Qualit

at der Darstellung des Impulsoperators.
Wir untersuchten das Problem der Fermionenverdopplung auf einem dreidimensionalen
Gitter und l

osten das diskrete Eigenwertproblem f

ur den freien Fall exakt. Daneben
entwickelten wir ein neues Verfahren, das nicht das Problem der Fermionenverdopp-
lung aufweist und auf einer Transformation der Dirac-Gleichung basiert. Wir zeig-
ten anhand eines eindimensionalen Beispiels, wie dieses Verfahren angewendet werden
kann. Eine Anwendung auf dreidimensionale Probleme scheiterte an der mangelnden
Parallelisierbarkeit des Verfahrens. Es k

onnte mit der Entwicklung leistungsst

arkerer
Ein-Prozessor-Rechner an Bedeutung gewinnen.
Ein wichtiger Punkt f

ur die numerische Anwendung der aufgestellten Gleichungen
war die Ausnutzung der r

aumlichen Symmetrie des Stosystems. Diese Symmetrie,
die bisher noch nicht genutzt wurde, reduziert das Problem auf einen Halbraum und
erm

oglicht somit eine Halbierung des Gitters.
Wir untersuchten den Einuss der Phasenfaktoren zur Erf

ullung der Coulomb-Rand-
bedingungen auf die st

orungstheoretischen Amplituden f

ur die Paarproduktion bei
niedrigen Energien. Die Verwendung dieser Faktoren ist gerade f

ur ein Verfahren, das
f

ur die Zeitentwicklung eine obere Grenze besitzt,

auerst sinnvoll.
In dieser Arbeit berechneten wir erstmals Wirkungsquerschnitte f

ur verschiedene
Prozesse in atomaren Schwerionenkollisionen mit einem dreidimensionalen diskreten
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Verfahren. So berechneten wir Wahrscheinlichkeiten und Wirkungsquerschnitte f

ur die
Anregung, die Ionisation und den Transfer des Targetelektrons zum Projektil in U
91+
-
U
92+
( = 1:5)-St

oen. Wir konnten f

ur kleine Stoparameter einen deutlichen Un-
terschied zur St

orungstheorie feststellen. F

ur groe Stoparameter konnten wir die
st

orungstheoretischen Resultate reproduzieren.
F

ur das System U
91+
-Au
79+
( = 2) berechneten wir ebenfalls Wirkungsquerschnitte
zur Anregung und zum Ladungstransfer und Wahrscheinlichkeiten zur Paarproduktion
mit Einfang.
F

ur die Berechnung der Paarproduktion konnten wir zeigen, dass die bisher benutzen
Gleichungen f

ur niedrige Energien Schwierigkeiten verursachen. Diese Schwierigkeiten
bestehen darin, dass der Ladungstransferprozess, der in der Zeitumkehr des Stoes zu
beobachten ist, stark mit dem negativen Kontinuum des Targets

uberlappt. Berechnet
man die Paarproduktion bez

uglich des Target-Vakuums, f

uhrt dies zu stark erh

ohten
Positronenzahlen. F

ur eine korrekte Beschreibung ist ein echtes Zwei-Zentren-Vakuum
n

otig. Funktionen zur Beschreibung dieses Vakuums sind f

ur bewegte Kerne jedoch
noch v

ollig unbekannt.
Da die Benutzung eines Ein-Zentren-Kontinuums f

ur hohe Energien geeigneter wird,
schufen wir mit dem

Ubergang des Bezugssystems vom Target- zum Equal-Speed-
System die M

oglichkeit, Rechnungen zu sehr groen Stoenergien durchzuf

uhren. Wir
betrachteten das System U
91+
-U
92+
( = 10000). Wir konnten dabei erstmals nume-
risch die Baltz'sche Theorie des ultrarelativistischen Grenzfalls verizieren, ohne ein
-f

ormiges Potential annehmen oder N

aherungen machen zu m

ussen.
F

ur hohe Stoenergien kann die Baltz'sche Theorie bei kleinen Stoparametern als
N

aherung f

ur die exakte L

osung angewandt werden. Bei mittleren Stoparametern
ndet man eine sehr gute

Ubereinstimmung der Baltz'schen Theorie mit der St

orungs-
theorie f

ur die Paarproduktions-Wahrscheinlichkeiten.
Die Wellenfunktion, die die L

osung der Dirac-Gleichung mit Schwerionenpotentia-
len ist, ist eine sehr komplexe, detailreiche Funktion, deren Auswertung gerade im Falle
der Paarproduktion noch Herausforderungen birgt. Eine Rechnung mit dem Verfahren
der gekoppelten Kan

ale mit Basisfunktionen zu zwei Zentren ist ein interessanter An-
satz, der sich eventuell als sehr geeignet f

ur die Behandlung des Problems erweisen wird.
Eine Arbeit auf diesem Gebiet wird zur Zeit von Gail [29] angefertigt. Die erw

ahnten
Schwierigkeiten in der Auswertung der Amplituden bleiben jedoch erhalten.
Untersuchungen zu einem Zwei-Zentren-Kontinuum w

aren sinnvoll, um die Paarpro-
duktion bei niedrigen Energien vom Prozess des Ladungstransfers unterscheiden zu
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k

onnen, sodass Anlass f

ur die Ausf

uhrung weiterer Arbeiten auf dem Gebiet der Paar-
produktion in Schwerionenkollisionen besteht.
Neben der Anwendung auf Schwerionenkollisionen lassen sich die Programme, die
im Rahmen dieser Arbeit entwickelt worden sind, ohne Bedenken f

ur eine Vielzahl wei-
terer Probleme einsetzen. Dies kann die Berechnung von Eigenwerten und Eigenvek-
toren von relativistischen Hamiltonoperatoren mit (fast) beliebigen Potentialen sein
(zum Beispiel die Berechnung von Grund- und angeregten Nukleonen-Zust

anden in
einem beliebig deformierten Kernpotential) oder das L

osen der zeitabh

angigen Dirac-
Gleichung in diesen F

allen.
Ein weiterer Programmteil, der in dieser Arbeit keine Erw

ahnung fand, l

ost die Poisson-
Gleichung f

ur eine beliebige Ladungs- und Stromdichte, sodass sich hier ein weiterer
Anwendungsbereich bis hin zur Berechnung von quantenelektrodynamischen Prozessen
erschliesst.
Mit der Konstruktion massiver Parallelprozessor-Systeme erlangen Gitterrechnungen
immer mehr Bedeutung, sodass weitere Arbeiten mit den hier untersuchten und ange-
wandten Verfahren angeregt werden sollten, um den Entwicklungsvorsprung zu wahren.
Anhang A
Coulomb-Dirac-Funktionen
Wir geben in diesem Abschnitt die gebundenen und die freien L

osungen der Coulomb-
Dirac-Gleichung an. Der Inhalt der n

achsten beiden Unterabschnitte richtet sich im
Wesentlichen nach Eichler [67], der diese L

osungen anf

uhrt, ohne sich zuvor auf ein
spezielles Masystem festzulegen. Wir hoen, die h

augen Vorzeichenfehler des uns
zur Verf

ugung stehenden Exemplars berichtigt zu haben.
A.1 Gebundene L

osungen
F

ur die gebundenen L

osungen im Coulombpotential der Ladung Z erh

alt man die
Eigenenergien
E
n
= mc
2
W
n
; (A.1)
mit der in Einheiten der Ruheenergie des freien Elektrons ausgedr

uckten Gr

oe:
W
n
=
0
@
1 +
 

n
0
+ s
!
2
1
A
 
1
2
;  = Z; s =
q

2
  
2
: (A.2)
Die Quantenzahl n
0
h

angt mit der Hauptquantenzahl n

uber
n = n
0
+ jj; n = 1; 2; 3; : : : (A.3)
zusammen. K

urzt man die reduzierte Comptonwellenl

ange des Elektrons mit 
c
=
h=mc ab, so kann man sich die Wellenzahl eines gebundenen Zustands denieren als:
q =
1

c
q
1  W
2
n
: (A.4)
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Nun kann man die radialen Funktionen der groen und kleinen Komponenten aus
Gleichung (2.11) angeben:
g

(r) = N
g
(2qr)
s 1
e
 qr
( n
0
1
F
1
( n
0
+ 1; 2s + 1; 2qr)
 ( 

q
c
)
1
F
1
( n
0
; 2s+ 1; 2qr)) (A.5)
f

(r) = N
f
(2qr)
s 1
e
 qr
(n
0
1
F
1
( n
0
+ 1; 2s+ 1; 2qr)
 ( 

q
c
)
1
F
1
( n
0
; 2s+ 1; 2qr)): (A.6)
Die
1
F
1
-Funktionen sind die konuenten hypergeometrischen Funktionen, die im Falle
der gebundenen Zust

ande

uber eine abbrechende Potenzreihe zu berechnen sind. Die
auftretenden Normierungskonstanten der radialen Funktionen sind gegeben durch:
N
g
=
p
2q
5=2

c
 (2s + 1)
 
 (2s + n
0
+ 1)(1 +W
n
)
n
0
!(   q
c
)
!
1=2
; (A.7)
N
f
=  N
g

1  W
n
1 +W
n

1=2
: (A.8)
A.2 Kontinuumszust

ande
Wie bei der freien Dirac-Gleichung gibt es auch f

ur den Fall eines vorhandenen Cou-
lombpotentials L

osungen, die zu einem von zwei Kontinua geh

oren. Das positive Kon-
tinuum beginnt oberhalb der Schwellenenergie von E
+
= mc
2
, das negative Konti-
nuum liegt unterhalb von E
 
=  mc
2
. Die zugeh

origen Wellenfunktionen lassen sich
nat

urlich wieder nach denselben Drehimpulsquantenzahlen klassizieren wie die gebun-
denen L

osungen. Man spricht in diesem Zusammenhang auch von Partialwellen. Das
Auftreten einer Hauptquantenzahl entf

allt allerdings, da diese sich aus der Forderung
nach Normierbarkeit der gebundenen L

osungen ergab, was nun nicht mehr der Fall ist.
Suchen wir eine Kontinuumsl

osung zur Energie E, so denieren wir wieder die Gr

oe
W = E=mc
2
, die die Energie E in Vielfachen der Ruheenergie des Elektrons angibt
(man achte auf das Vorzeichen von W ). Man kann dann die Wellenzahl des Elektrons
oder Positrons einf

uhren:
k =
1

c
p
W
2
  1: (A.9)
Zusammen mit der relativistischen Form des Sommerfeldparameters
 =
W
k
c
(A.10)
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kann man den Phasenfaktor 

denieren:
e
2i

=
 + i=W
s+ i
; (A.11)
wobei sich  und s wie im gebundenen Fall aus den Drehimpulsen ergeben. Man muss
nun zwischen den Radialwellenfunktionen zu positiver und negativer Energie unter-
scheiden. F

ur W > 1 erh

alt man:
g

= N

(W + 1)
1=2
(2kr)
s 1

Re
h
e
 ikr
e
i

(s+ i)
1
F
1
(s+ 1 + i; 2s+ 1; 2ikr)
i
(A.12)
f

=  N

(W   1)
1=2
(2kr)
s 1

Im
h
e
 ikr
e
i

(s+ i)
1
F
1
(s+ 1 + i; 2s+ 1; 2ikr)
i
: (A.13)
Ist W <  1, so lauten die Radialwellenfunktionen
g

= N

(jW j   1)
1=2
(2kr)
s 1

Re
h
e
 ikr
e
i

(s+ i)
1
F
1
(s+ 1 + i; 2s+ 1; 2ikr)
i
(A.14)
f

= N

(jW j+ 1)
1=2
(2kr)
s 1

Im
h
e
 ikr
e
i

(s+ i)
1
F
1
(s+ 1 + i; 2s+ 1; 2ikr)
i
: (A.15)
Der noch anzugebende Normierungsfaktor N

berechnet sich gem

a
N

=
1
(mc
2
)
1=2
2k
1=2

1=2

c
e
=2
j (s+ i)j
 (2s + 1)
: (A.16)
Es ist h

aug wichtig, die Asymptotik der oben genannten L

osungen zu kennen. Sie ist
f

ur W > 1
g
k
'
1
(hc)
1=2
r

W + 1
k
c

1=2
cos(kr +  ln(2kr) + 

); (A.17)
f
k
'  
1
(hc)
1=2
r

W   1
k
c

1=2
sin(kr +  ln(2kr) + 

): (A.18)
F

ur W <  1 ndet man
g
k
'
1
(hc)
1=2
r
 
jW j   1
k
c
!
1=2
cos(kr +  ln(2kr) + 

); (A.19)
f
k
'
1
(hc)
1=2
r
 
jW j+ 1
k
c
!
1=2
sin(kr +  ln(2kr) + 

): (A.20)
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Der hier auftretende Phasenfaktor 

steht abk

urzend f

ur


= 

  arg (s + i) 
1
2
s: (A.21)
Anhang B
Gleichungen bei Ausnutzung der
r

aumlichen Symmetrie
Wir wollen nun zeigen, wie die separierte, diskrete Gleichung f

ur die Zeitenwicklung
mit dem Crank-Nicholson Verfahren aussieht, wenn man die r

aumliche Symmetrie des
Problems ausnutzt. Dazu denieren wir zun

achst die Matrix 
^
M
x
, die nur ein einziges
von null verschiedenes Element besitzt. Es ist dies das Element in der rechten unteren
Eckem
nn
=
1
6
x. In Analogie dazu sei 
^
K
x
zu verstehen, mit k
nn
=
1
2
. Die Zahl der in
negativer x-Richtung verteilten Gitterpunkte sei n und f

ur die in positiver x-Richtung
verteilten Gitterpunkte gelte:
x
n+i
=  x
n i+1
; i = 1; 2;    n: (B.1)
Wir wollen nun explizit eine Funktion mit positiver Parit

at betrachten. F

ur den Spinor
U(x
i
; y
j
; z
k
) gelte also:
U( x
i
; y
j
; z
k
) = +SU(x
i
; y
j
; z
k
): (B.2)
Die zu Gleichung (5.20) analoge Gleichung f

ur das zeitabh

angige Problem lautet:
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Mit der Crank-Nicholson-Vorschrift erhalten wir dann die zu Gleichung (6.5) analoge
Gleichung, die wiederum ein separierbares System darstellt:
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Dabei beachte man die Vertauschungsrelation der Matrix S mit den Dirac-Matrizen.
Weiterhin sei angemerkt, dass die zeitabh

angigen Potentiale auf der linken Seite zum
Zeitpunkt t
n+1
, die auf der rechten Seite von Gleichung (B.4) zum Zeitpunkt t
n
genom-
men werden m

ussen.
Anhang C
Lower-Upper-Verfahren
Wir geben hier die Gleichungen f

ur das Lower-Upper-Verfahren an. Zu l

osen ist das
Gleichungssystem
A~x =
~
f: (C.1)
Die Matrix A hat dabei eine Bandstruktur der Form
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wobei die a
i
; b
i
; c
i
wiederum 44-Matrizen sind. Die Matrix A wird nun in ein Produkt
aus einer unteren Dreiecksmatrix B und einer oberen Dreiecksmatrix C zerlegt:
A = BC; mit B =
0
B
B
B
B
B
B
@

1

2

2

3

3
.
.
.
.
.
.

n

n
1
C
C
C
C
C
C
A
; C =
0
B
B
B
B
B
B
@
1 
1
1 
2
1 
3
.
.
.
.
.
.
1
1
C
C
C
C
C
C
A
:
(3.3)
Die Sub-Matrizen der Matrizen B und C bestimmen sich aus A:
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Es wird nun zun

achst das Gleichungssystem B~z =
~
f gel

ost, dann der eigentliche
L

osungsvektor ~x

uber C~x = ~z bestimmt. Dazu bestimmt man ~z

uber die Gleichun-
gen
~z
1
= (
1
)
 1
~
f
1
; ~z
i
= (
1
)
 1
(
~
f
i
  
i
~z
i 1
) i = 2; : : : ; n: (3.5)
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Den L

osungsvektor ~x erh

alt man durch
~x
n
= ~z
n
; ~x
i
= ~z
i
  
i
~x
i+1
i = n  1; : : : ; 1: (3.6)
Die Vektoren ~x
i
und ~z
i
fassen dabei jeweils vier Komponenten des L

osungsvektors ~x
bzw. ~z zusammen.
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