the parameter p, this yields efficient decoding algorithms ranging from a fast sequential algorithm with quasilinear decoding complexity O(N log 2 N ), to a fully parallel decoding circuit with polylogarithmic depth O(log 2 N ) and polynomially many arithmetic gates.
I. INTRODUCTION: BARNES-WALL LATTICES
Barnes-Wall lattices are an infinite sequence of fullrank lattices defined for every dimension N that is a power of 2. For their elegant simplicity and relevance to practical applications, Barnes-Wall lattices have been the subject of extensive investigations in coding theory [2] , [1] , [8] , [9] , [3] , [4] , [12] , [11] and mathematics [7] , [6] . We use the definition of Barnes-Wall lattice BW n as N = 2 n dimensional lattices over the Gaussian integers G = Z + iZ.
Definition 1. For any positive integer n, BW
n is the N = 2 n dimensional lattice over G generated by the rows of the n-fold Kronecker product
where φ = 1 + i is the prime of least squared norm in G, i.e., the N × N matrix defined by the recurrence
Equivalently, BW n can be defined as a 2N = 2 n+1 dimensional lattice over the integers in the obvious way, but complex numbers make our definitions and algorithms easier to describe. It immediately follows from the definition that BW 0 = G is the 1-dimensional lattice of all Gaussian integers, and
The Barnes-Wall lattices have minimum squared distance
Although much effort has been put in the design of efficient decoding algorithms for Barnes-Wall lattices in specific low dimensions (like BW 2 and BW 3 , [8] , [12] ), not much is known about the asymptotic complexity of decoding BW n . For arbitrary n, the only decoding algorithms explicitly discussed in the literature are those based on the four-section, 2 N/2 -state trellis realization of BW n (cf. e.g. [3] ), which accomplish maximum likelihood decoding but have exponential (in N ) complexity.
In this paper, we give a family of efficient (polynomial time) algorithms to solve the bounded distance decoding problem for Barnes-Wall lattices: given a vector s ∈ C N within squared distance d 2 min /4 = N/4 from some lattice point z in BW n , find z. Our family of algorithms is parameterized by an integer p = 4 k , ranging from 1 = 4 0 to N 2 = 4 n , that represents the number of available processors. The (parallel) running time of the algorithm (measured in terms of arithmetic operations) is O(N log 2 N/ √ p). All arithmetic is performed using at most n = log 2 N bits of precisions, beyond the precision used to represent the target vector s ∈ C N .
II. THE PARALLEL BOUNDED DISTANCE DECODER
The algorithm is based on the following easily verifiable observations: 
Compute 4 candidate vectors 9 : 
, then at least one among s 0 and s 1 is within the squared unique decoding
• The function:
is an automorphism of BW n , i.e., a distance preserving linear transformation that maps BW n to itself.
• The vectors z 0 and z 1 can be recovered from any of the following pairs:
. These observations translate pretty much directly into Algorithm 1, reported above. 
The algorithm recursively computes four N/2-dimensional vectors z (for ∈ {0, 1, +, −}) with the property that if s is within squared distance N/2 from BW n−1 , then z =z . Next, for each b ∈ {0, 1} and s ∈ {−, +}, the algorithm computes a candidate vector
Since at least one vector from each pair (s 0 , s 1 ) and (s − , s + ) is within the unique decoding radius from the lattice, the algorithm correctly recovers Computing the distance between the four candidates and the target vector (step 12) entails the evaluation of summations with N terms, each requiring log N sequential rounds, and overall O(log N + N/p) parallel time. As a result, the running time T 1 (p, N ) of Algorithm 1 on p processors for inputs of size N satisfies the recurrence:
where T 2 (r, N ) = (log N − r)(N log N ) is the running time of the sequential decoder SEQBW (cf. Sec- 
III. THE SEQUENTIAL BOUNDED DISTANCE DECODER
In this section we present a sequential algorithm for decoding Barnes-Wall lattices up to their squared unique decoding radius. The algorithm is based on the multilevel construction [4] , [1] of Barnes-Wall lattices from ReedMuller codes, and employs the soft decision decoder of [10] , [5] .
Definition 2. For any r ≤ n, the Reed-Muller code RM
n r is the N = 2 n dimensional binary linear code defined by
It follows from the definition that RM 2 , but for the purposes of our decoding algorithms we need to interpret them as vectors in BW n ⊂ G N . This can be done via the following linear transformation ψ :
The relation between Barnes-Wall lattices and ReedMuller codes can then be described as follows (cf. also [3] , Section IV.B): 
be the so-called principal sublattices of BW n (cf. [3] , Section IV.B). In other words, BW n r is the set of all lattice vectors in BW n such that c 0 = . . . = c r−1 = 0, scaled by a factor φ r . It is clear that each set BW n r is itself a lattice, i.e., it is closed under addition and subtraction.
Algorithm 2 above defines a sequential decoder SEQBW(r, s) for this family of lattices. When r = 0, SEQBW(0, s) gives a decoder for BW n 0 = BW n .
Theorem 4.
For any N = 2 n , r ≤ n, and s ∈ C N such that dist 2 (s, BW n r ) < N/2 r+2 , Algorithm 2 computes the (unique) lattice vector z ∈ BW n r within squared distance N/2 r+2 from s.
Algorithm 3 Soft Decision Decoder for Reed-Muller Codes
function RMDEC ψ (r, t) Input: r ≥ 0, t ∈ ({0, 1} × [0, 1]) N if r = 0 then if bj=0 ρ j > bj=1 ρ j then return [0, . . . , 0] else return [1, . . . , 1] end if else if N = 2 r then return [b 1 , . . . , b N ] where (b j , ρ j ) = t j else [t 0 , t 1 ] ← t Split t into halves for j = 1, . . . , N/2 do t + j ← (b 0 j ⊕ b 1 j , min(ρ 0 j , ρ 1 j )) where (b 0 j , ρ 0 j ) = t 0 j and (b 1 j , ρ 1 j ) = t 1 j end for v ← RMDEC ψ (r − 1, t + ) for j = 1, . . . , n/2 do if b 0 j ⊕ b 1 j = v j mod 2 then t − j ← (b 0 j , (ρ 0 j + ρ 1 j )/2) else t − j = (b 0 j ⊕ EVAL(ρ 0 j < ρ 1 j ), |ρ 0 j − ρ 1 j |/2) where EVAL(ϕ) = 1 iff formula ϕ holds end if end for u ← RMDEC ψ (r, t − ) return [u, u + v].
end if end function
In order to complete the description of the sequential decoding algorithm, we need to give a soft decision decoder for Reed-Muller codes in Euclidean space. Algorithm 3 is essentially the soft-decision decoder of [10] , with the following differences: 1) our algorithm uses additive 0, 1 notation for vectors, whereas [10] represents codewords as vectors in {−1, +1} N ; 2) we combine the soft-decision decoding of the Reed-Muller code with the linear embedding ψ : RM n r → BW n r . We remark that the image of {0, 1} N under ψ is a subset of Z N . So, on input a vector t ∈ ({0, 1} × [0, 1]) N , Algorithm 3 outputs a vector RMDEC ψ (r, t) ∈ Z N ∩ BW n r . For any N = 2 n , 0 ≤ r ≤ n, and t ∈ ({0, 1} × [0, 1]) N , the running time T 3 (r, N ) of Algorithm 3 is described by the recurrence:
which is easily seen to satisfy:
Since Algorithm 2 essentially amounts to iterative decoding of length-N Reed-Muller codewords of order ranging from r to (log N − 1), it follows that its running time grows asymptotically as:
T 2 (r, N ) = O(log N − r)(N log N ).
IV. OPEN PROBLEMS Our investigation on efficient bounded distance decoding for Barnes-Wall lattices brings up several questions and directions for future work: Is it possible to improve the efficiency of the BDD algorithm given in this paper? In particular, is it possible to reduce the sequential running time from O(N log 2 N ) to O(N log N )? Is it possible to reduce the circuit depth of the parallel algorithm from O(log 2 N ) to O(log N ), without increasing the circuit size beyond polynomial? Is it possible to reduce the circuit size from O(N 2 ) to O(N log N ), while maintaining poly-logarithmic circuit depth? More generally, can the complexity of the generic algorithm (for arbitrary p) be improved from O(N log 2 N/ √ p) to O(N log N/p)?
On a different front, is it possible to efficiently decode Barnes-Wall lattices beyond the squared unique decoding radius? Can the maximum-likelihood decoding problem (i.e., the closest vector problem) be solved in polynomial time? Is it possible to list decode BW n , and up to what radius?
