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Quantum clocks do not witness classical time dilation
A. J. Paige, A. D. K. Plato and M. S. Kim
QOLS, Blackett Laboratory, Imperial College London, London SW7 2AZ, UK.
While the concepts of ideal clocks, boosts, and proper time are well understood in classical
physics, complications arise in the quantum realm. We show that a quantum clock in motion does
not witness proper time in a manner keeping with our usual classical notions. We modify both
the Hamiltonian and quantum mechanical boost operator, to study a quantum analog of the twin
paradox. We find that the quantum state defining a unique velocity frame induces dilation that
corresponds to a moving classical observer, while if the quantum clock is set in motion we can no
longer define a unique velocity, and hence there is no unique time dilation. The boost operator also
leads to frame dependence of entanglement and consistency with the equivalence principle. Finally,
we demonstrate that the Hamiltonian provides a consistent theory for observed frequency shifts in
atomic clock experiments, and that the non-ideal behaviour indicates further corrections.
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2Key to the formulation of special and general relativity,
are the notions of ideal clocks and proper time [1]. A
full understanding of the union between relativity and
quantum mechanics, must include the manner in which
these concepts extend to the quantum realm. Recent
work in this area can broadly be divided by whether the
quantum clocks follow classical or quantum trajectories.
Adopting the former approach [2–5] enables the utiliza-
tion of techniques from quantum field theory in curved
spacetime. In particular this has allowed explorations
into consequences of the Unruh effect [6], and the appli-
cation of techniques from relativistic quantum metrology
[7, 8]. On the other hand, for quantum clocks following
quantum mechanical trajectories [9–15], most progress
has been made investigating connections between proper
time and mass superpositions [16]. This has necessitated
the rejection of the Bargmann mass superselection rule
[17], on the grounds that our universe is not Galilean.
Notably this paradigm has been used to investigate ideas
for intrinsic time dilation decoherence caused by gravity
[9].
In this work we follow the second approach, where the
motion of the clock is described quantum mechanically.
We show that time dilation for a quantum clock in mo-
tion is distinctly different from the classical equivalent.
The discrepancy arises because quantum clocks require
coherence in a non-degenerate energy basis [18, 19] but
the inertial mass of this energy means that momentum
and velocity eigenstates no longer coincide. Applying
non-gravitational forces changes the particle momentum
independently of the internal state; therefore, using such
a force to move the quantum clock from its rest frame
results in a superposition of different velocities.
Our starting point is a Hamiltonian modified to ac-
count for the inertial mass of a system’s internal energy,
and we introduce analogous boost operators. From this
one immediately sees that changes to the classical ob-
server’s inertial velocity frame affect the entanglement
between the motional and internal degrees of freedom.
We then examine a quantum version of the twin paradox
and demonstrate that there is a fundamental asymmetry
in the time evolution depending on whether it is the clas-
sical observer or quantum clock that moves. The case
of the observer moving defines a unique Lorentz factor
whereas the quantum object moving does not. This is
borne out by corresponding dynamical behaviour for the
clock, and we show that with the Salecker-Wigner-Peres
(SWP) clock [20, 21] an additional time uncertainty is
introduced by the motion. We also demonstrate that
the boost operators have a natural consistency with the
equivalence principle in that the Hamiltonian in an accel-
erating frame is equivalent to the one obtained by adding
a corresponding gravitational potential. We finish by
showing that the modified Hamiltonian can describe ob-
served frequency shifts in atomic clock experiments, and
that the non-ideal behavior indicates further corrections
could appear, though these are below current experimen-
tal precision.
RESULTS
Hamiltonian with mass-energy equivalence. We
begin by briefly presenting the Hamiltonian we shall uti-
lize to describe the dynamics. For a free composite parti-
cle of mass M, the non-relativistic Hamiltonian will con-
sist of a kinetic energy term p
2
2M , and an internal energy
term H0. However the internal energy should contribute
to the inertial mass since special relativity dictates that
energy and inertial mass are equivalent. This leads one
to write M = m + H0/c
2, where we take m as the rest
mass of the particle in its internal energy ground state
|0〉, and setH0|0〉 = 0. Such a modification has previously
been used to study quantum mechanical proper time [9],
but has also been shown to resolve paradoxes in quantum
optics [22, 23]. Thus we have the modified Hamiltonian
H =
p2
2(m+H0/c2)
+H0, (1)
=
p2
2m
+H0
(
1− p
2
2m(m+H0/c2)c2
)
. (2)
To arrive at the second line we have made use of the
identity 1/(x+y) = 1/x−y/x(x+y). Note that since M
is now operator valued, there is potential for ambiguity
with operator ordering. The simplest choice is to assume
[M−1, p] = 0 which is satisfied if the internal Hamilto-
nian commutes with the total momentum, [H0, p] = 0.
Fully accounting for relativity would strictly imply that
the internal degrees of freedom should be described by
a relativistic wave equation (or a quantum field theory).
However the approach here is that regardless of the for-
malism, the effect on the centre of mass dynamics should
only be via a mass change, otherwise we could not claim
that energy and inertial mass are equivalent. In writ-
ing Eq. (1) we have assumed that the centre of mass
motion remains non-relativistic, which we treat indepen-
dently from the magnitude of H0/mc
2. We note this here
because the Hamiltonian is often expanded in H0/mc
2
neglecting higher order terms [9, 23]. However one can
consider the consistent regime where H0/mc
2  1, but
H0/mc
2  p2m2c2 , so the H0/mc2 terms can be kept as
relevant corrections whilst the others are discarded. We
shall make use of the forms given in Eq. (1) and (2) later.
Boost operator with mass-energy equivalence.
In standard non-relativistic quantum mechanics with a
particle of mass M, changes of frame are straightforward.
If the classical observer, moves at velocity v, relative to
the particle, then its state is transformed by the boost
operator B(v) = eiMvx, defined such that it acts on mo-
mentum eigenstates as B(v)|p〉 = |p + Mv〉. Now if we
consider that the particle has an internal energy state
which can be in a superposition, then accounting for the
relativistic mass of this energy produces more interesting
behaviour. As in the Hamiltonian above, we promote
mass to an operator valued quantity, so our boost oper-
3ator becomes
B(v) = e
i
~x(m+H0/c
2)v. (3)
In the simplest case, we can consider the state
|p〉 1√
2
(|0〉+ |1〉), where |0〉 and |1〉 are eigenstates of H0.
Applying Eq. (3) leads to 1√
2
(|p + mv〉|g〉 + |p + (m +
~ω/c2)v〉|e〉), where ~ω is the internal energy difference.
It is immediately clear that the boost changes the en-
tanglement between the motional and internal degrees of
freedom; tracing out the motional state and calculating
the von Neumann entropy [24] gives 0 and 1 for the non-
boosted and boosted frames respectively. This example
makes clear that entanglement is not an invariant quan-
tity under changes of reference frame. Similar behaviour
has been demonstrated for internal spin degrees of free-
dom [25–28], where the entanglement entropy can change
under Lorentz transformations [27], by virtue of Wigner
rotations.
Writing a boost that partially accounts for relativ-
ity necessitates examining the relevance of the other
relativistic correction terms. However by considering
the full momentum transformation and taking the non-
relativistic limit (see appendix) one obtains only mo-
mentum dependent corrections that do not involve H0
dependent shifts. This means these corrections do not
affect the key physics we are considering. Additionally
one can simply consider the limit when H0/mc
2  1 but
H0/mc
2  p2m2c2 and H0/mc2  v
2
c2 , which allows one to
recover Eq. (3).
Having established our tools for considering frame
changes, we now turn to applying them when our internal
state is viewed as a quantum clock.
The quantum twin paradox. We need to differen-
tiate two types of time: intrinsic and extrinsic [29]. One
can also consider observable time [30] but here we shall
not. The intrinsic time is that measured by a physical
clock, and tracks the change of some non-stationary ob-
servable or state of a system. External time by contrast,
is the laboratory defined time, measured by clocks which
are dynamically decoupled from the system of interest.
This appears as the time t in the mathematical descrip-
tion of the evolution of the system (e.g in the Schro¨dinger
equation).
One can define intrinsic times for quantum clocks in
various ways. Here we employ the SWP approach [20,
21]. We take the internal energy Hilbert space to be
spanned by N non-degenerate energy eigenstates |n〉, n =
0, 1, ..., N − 1, with equally spaced eigenvalues such that
H0 =
∑
n n~ω0|n〉〈n|. The SWP clock is then defined by
the N orthogonal states
|vk〉 = 1√
N
N−1∑
n=0
e−2piikn/N |n〉. (4)
If initiated in |v0〉, at t = 0, the clock will pass through
successive states |vk〉 at external times tk = kτ, where
τ = 2piNω0 . To read off the time one defines a clock op-
erator Tc = τ
∑
k k|vk〉〈vk|, whose expectation value will
be sharp around parameter times tk, but have non-zero
uncertainty between these instances.
We now consider a quantum version of the twin para-
dox. We must separately deal with the case in which the
observer moves, and the case in which the clock moves.
Taking the former, we consider the situation where the
observer boosts to a new velocity v, lets the state evolve
for time t, and then boosts back. For clarity we illus-
trate this starting from the state |0p〉|v0〉, where |0p〉 is
the eigenvector of the momentum operator that satisfies
p|0p〉 = 0. Applying the boost operator B(v), to this state
gives 1√
N
∑
n |(m+n~ω/c2)v〉|n〉. We evolve this state for
time t with the Hamiltonian given in Eq. (1), and then
boost back using B(−v). The motional state is returned
to |0p〉 and up to an irrelevant global phase the internal
state is
N−1∑
n=0
e−inω0t(1+
v2
2c2
)|n〉. (5)
Thus we see that the clock has run faster than if we
stayed in the initial frame throughout, and it has run
faster by the classical Lorentz factor γ ≈ (1 + v22c2 ). Con-
versely, our classical time t has run slower by the same
factor, and we could account for this by defining a new
coordinate time t′ = t(1 + v
2
2c2 ). Clearly the observer’s
time is the one that is being dilated, in the context of
the twin paradox the observer is the twin that is younger
at the end.
For the second case we must make sure the clock is put
in motion. Instead of applying boosts we actively move
the system by introducing a potential V (x) = Fx. The
full Hamiltonian is now given by H = p
2
2(m+H0/c2)
+H0 +
Fx. From the initial state |0p〉|v0〉, we evolve with this
Hamiltonian for time δt, with F = f a real positive con-
stant, then for time t with F = 0, and then a final δt with
F = −f. The evolution can be solved by making use of
the Trotter expansion [31] eA+B = limk→∞(eA/keB/k)k.
Using Eq. (2) the full expression is easily found, however
to aid direct comparison with the case above we shall
consider δt t and neglect the phase terms that depend
on δt. This means that all the phase differences we con-
sider will be picked up when the state resembles the form
|pf 〉
∑
n |n〉, where we have defined pf = fδt. As before
the final motional state is |0p〉, but now the internal state
is
N−1∑
n=0
e
−inω0t(1−
p2f
2m(m+n~ω0/c2)c2
)|n〉. (6)
Since the phases are multiplied by a factor that is less
than unity, it now appears that the quantum clock is
running slower. This is what we would hope from our
4classical reasoning of the twin paradox since it is the
“twin” that is actively moved. However we can now note
an important difference. Unlike before we can no longer
account for the motion simply by defining a single new
coordinate time t′, since in contrast to Eq. (5), the dila-
tion factors are not the same for the different branches of
the superposition. However asking what constant factor
we might expect sheds light on why this is so.
If we take the intermediate state |pf 〉
∑
n |n〉, the par-
ticle is in a superposition of rest masses Mn and so we
can define various Lorentz factors. For example, the N
single shot Lorentz factors γn =
√
1 +
p2f
M2nc
2 , or the ex-
pectation value of an operator Lorentz factor 〈γ〉. Thus
there is clearly an ambiguity, and indeed Eq. (6) indi-
cates that none of these is correct. Instead the dilation
of the phase factor between any two branches n,m is
1− p
2
f
2MnMmc2
, so is always bounded by the single shot in-
verse Lorentz factors we would define for the individual
branches. We note that this is the inverse Lorentz factor
defined using the geometric mean mass
√
MnMm. Ob-
viously under the right approximations all these factors
can be viewed as equal, but keeping the relevant terms
in the Hamiltonian allows us to explore behaviour not
present in our standard formulations of time dilation.
The discussion above highlights a fundamental asym-
metry that does not exist in the classical twin paradox.
In the standard version when twin A is moving away
from twin B, twin B can boost to a frame where twin
A is no longer moving away and their clocks will tick
at the same rate. However we see this is not possible
when we take one twin as the classical observer and the
other as the quantum clock. There is no boost operator
B(v) that brings the state |pf 〉
∑
n |n〉, back to the state|0p〉
∑
n |n〉. Essentially the classical observer must exist
in a single velocity state defining a single frame, whereas
the quantum clock exists in a superposition of velocities
and therefore frames. To further illustrate the key points
we now examine the behaviour of the SWP clock in more
quantitative detail.
Moving Salecker-Wigner-Peres clock. From
Hamiltonian (2) it is clear that a moving SWP clock does
not have uniform energy spacing. We emphasise in ap-
pendix B that this means the transformed system can no
longer possess a complete set of functional orthonormal
clock states. A stationary observer will therefore see an
additional ambiguity in the time they measure. This is
shown in Fig. 1 where ∆Tc, does not return to zero as it
would for the standard SWP clock with no motional ef-
fects. There are however points of minimum uncertainty,
illustrated by the blue dots, and we can view these as
defining a new clock rate. The red solid line is an an-
alytical expression approximating the effective dilation,
which we obtain as follows.
For generality we initially consider an arbitrary mo-
tional state that is not entangled with the internal state.
For an initial state of this form the uncertainty in the
Hamiltonian of Eq. (1) is
(∆H)2 ≈
(
1− 〈p
2〉
m2c2
)
(∆H0)
2 + (∆p2)2fH0 −
〈p2〉gH0
m2c2
,
(7)
where we define
fH0 =
1
4m2
(
1− 2
〈
H0
H0 +mc2
〉)
, (8)
and
gH0 =
∞∑
n=1
(
− 1
mc2
)n [〈Hn+20 〉 − 〈Hn+10 〉〈H0〉] . (9)
The second term in Eq. (7) is positive, and so we discount
it in favour of an inequality. If we demand that the sta-
tionary Peres clock uncertainty relation [21] ∆H0τ ≈ pi~√3 ,
is preserved for the moving clock, a similar transform can
be found for the tick time
(τ ′)2 = γ20τ
2
[
1 +
3τ2
{
(∆p2)2γ20fH0 − β20gH0
}
pi2~2
]−1
(10)
Where γ0 =
1
1−β20 , and where β
2
0 =
〈p〉2
(mc)2 .
Taking the limit that N is large, and now taking the
clock’s motional degree of freedom as a momentum eigen-
state, we can calculate the gH0 term by observing that
〈Hr0 〉 = 2pi~(r+1)τ . We evaluate the summation and writing
A = 2pi~mc2τ , Eq. (10) becomes
(τ ′)2 = γ20τ
2
[
1 + β20
{
A3 + 12A− 6(A+ 2) ln(1 +A)
A3
}]−1
(11)
We can use this to estimate the effective dilation, de-
fined by the points of minimum ∆Tc, as illustrated in Fig.
1. We observe that it provides a good approximation to
the numerical result.
The equivalence principle. Before considering an
experimental setting, we return to the case where the
observer is moving. One cannot suddenly jump to a
fixed velocity, instead there has to be acceleration for
some time, and the clock will be evolving throughout.
Consider a fixed acceleration a, for a time t. To model
this we consider splitting up the full time into n time
steps ∆t = tn . For a single time step ∆t, we apply
a boost B(a∆t), and the evolution U(∆t). We do this
for every one of the n time steps, giving the unitary
(U(∆t)B(a∆t))n. Taking the limit as n→∞, and revers-
ing the Trotter expansion we arrive at the new unitary
e
− it~ ( p
2
2(m+H0/c
2)
+H0+a(m+H0/c
2)x)
. Using this, one defines
the Hamiltonian in the accelerating frame as
H =
p2
2(m+H0/c2)
+H0 + a(m+H0/c
2)x, (12)
5FIG. 1. Blue curve shows expectation value of Tc. Shaded area represents the uncertainty ∆Tc around 〈Tc〉. Blue dots are
points of minimum uncertainty, red dashed line tracks non-dilated coordinate time, and red solid line is the analytical result
from the uncertainty relation. Plots produced with ω0 = 1s
−1, ~ω0/mc2 = 1/22, pf = 0.3mc, chosen to emphasise the effects.
which is the same form as Hamiltonians that have been
written down to describe the composite particle in a grav-
itational potential [9, 14, 32] . This aligns with what one
expects from the equivalence principle, in that our de-
scription of a particle in a gravitational field with accel-
eration g is the same as our description of a particle when
we are viewing it from a frame accelerating at a = g.
Hence the modified boost of Eq. (3) provides an el-
egant way to see that the gravitational decoherence of
Pikovski et al. [9] is equivalent to the decoherence an
observer sees by accelerating themselves relative to the
particle. It is a consequence of the entangling nature of
the observer boosting to new frames with well defined
velocities. Together with our previous results, this ar-
guably shows the special relativistic effect is more sur-
prising, since unlike the gravity term it cannot be exactly
reproduced by the observer changing reference frame.
Ion Trap Atomic Clocks We now show that the
modified Hamiltonian of Eq. (1), is not just of concep-
tual interest, but provides a clear description of an ob-
served experimental effect. Previously there has been a
proposal to test consequences of similar modifications via
a single electron interferometer [33], however we show
that trapped ion optical atomic clocks already provide
some corroboration. Since typical experimental values
give H0mc2 ≈ 10−10  〈p
2〉
m2c2 ≈ 10−19, these systems are
appropriate to study the modification.
The basic operation is illustrated in Fig. 2 (see [34]
for a comprehensive review). The clock reference fre-
quency is obtained by tuning a laser to an electronic
transition frequency ω0 of the ion. The laser frequency
is varied to maximise the probability of exciting a tran-
sition, which standard quantum mechanics predicts will
occur when ωl ≈ ω0. However, with relativity the mo-
tion of the ion will lead to a dilation effect, which mani-
fests in a frequency shift of the transition. The common
approach for incorporating this effect involves applying
FIG. 2. Atomic clock setup. An ion is trapped in a harmonic
potential and cooled to near the ground state. The internal
qubit has a frequency gap ω0. and is prepared in the ground
state. A laser is used to set up Rabi oscillations and the
frequency ωl is varied to optimise the transition probability.
the classical time dilation formula, and substituting in
the expectation value of the momentum squared to give
ωl ≈ ω0(1 − 〈pˆ
2〉
2m2c2 ). This is found to be in line with ex-
periment [35].
The approach works well, however it is essentially a
semi-classical analysis, since we are making no relativis-
tic correction to the quantum mechanical description. In-
putting quantum expectation values into classical formu-
lae does not fully reflect the quantum mechanical nature
of the experiment. Even at this level there is also the
question of which Lorentz factor to use. The driving
laser sets up Rabi oscillations between the ground and
excited states, and as discussed earlier the mass differ-
ence means we do not have a unique Lorentz factor even
for a well defined momentum state.
A more natural description can be found starting from
the Hamiltonian of Eq. (2). The interaction of an ion
with a monochromatic classical laser field is a well docu-
mented problem [36]. For the general case the relativistic
correction of Eq. (2) can be complicated to work with
6analytically, however when the laser is tuned close to res-
onance we can neglect fast oscillating terms via a rotating
wave approximation and write
Hˆ = ~ωm(aˆ†aˆ+
1
2
) + ~ω0|e〉〈e|(1− pˆ
2
2m(m+ ~ω0c2 )c
2
)
+
~Ω
2
(|e〉〈g|e−iωlt + |g〉〈e|eiωlt), (13)
where aˆ is the motional annihilation operator, |g〉, |e〉 are
the ground and excited states of the internal qubit, Ω is
the Rabi frequency, and η the Lamb–Dicke parameter.
Substituting the state at time t, |ψ(t)〉 =∑
n(an|n〉|g〉 + bn|n〉|e〉) into the time dependent
Schro¨dinger equation leads to (see Appendix A) the
coupled differential equations
∂2b˜j
∂t2
+ i[ωl − φ(j)]∂b˜j
∂t
+
Ω2
4
b˜j =
− iG
(
∂b˜j−2
∂t
eit[2ωm+φ(j)−φ(j−2)]
+ i[ωl + 2ωm − φ(j − 2)]b˜j−2eit[2ωm+φ(j)−φ(j−2)]
+
∂b˜j+2
∂t
e−it[2ωm−φ(j)+φ(j+2)]
− i[2ωm + φ(j + 2)− ωl]b˜j+2e−it[2ωm−φ(j)+φ(j+2)]
)
,
(14)
where b˜j(t) = e
it(ωm(j+
1
2 )+φ(j))bj(t), φ(j) = ω0 −G(2j +
1), G = ~ω0ωm
4(m+
~ω0
c2
)c2
, and b˜j , where j < 0, is set to zero.
In general these equations need to be solved numeri-
cally, however we can gain insight by making simplify-
ing approximations. First note that the left hand side
of Eq. (14) can be recognised as the differential equa-
tion for Rabi oscillations, where the timescale is defined
by Ω. The right hand side has terms that oscillate with
frequencies 2ωm ± φ(j) ∓ φ(j ∓ 2). With these signifi-
cantly greater than Ω, the separation of time scales al-
lows us to neglect the fast oscillating terms. Under
this approximation one finds the differential equation
∂2b˜j
∂t2 + i(ωl − φ(j))∂b˜j∂t + Ω
2
4 b˜j = 0 which has the reso-
nance condition ωl = φ(j). Considering the case where
our ion is initially in the nth Fock state we find
ωl ≈ ω0(1−
~ωm(n+ 12 )
2mc2
+
~ω0~ωm(n+ 12 )
2(mc2)2
). (15)
The first correction term is broadly in agreement with
the semi-classical argument and the observed experimen-
tal shift [35]. This provides empirical evidence for the
modified Hamiltonian, indicating it provides a quantum-
mechanical description for the experiment. The second
term captures the non-ideal behaviour, however its pres-
ence should be taken as illustrative rather than a concrete
experimental prediction. Here we have not considered
other effects that could be important at this level of pre-
cision. To predict such new shifts one should perform
full simulations, with all relevant physics, and using ex-
perimental parameters. However, we can make estimates
based on the terms above. For the experiment of Chen et
al. [35], we calculate that the new shift would be a factor
of ~ω0mc2 ∼ 10−10 smaller than that observed. Thus state
of the art experiments are some way from observing these
effects. While this is discouraging, the key point here is
that the modified Hamiltonian predicts effects that could
lead to observable consequences.
DISCUSSION
In this paper we have shown that accounting for the in-
ertial mass of the internal energy leads to interesting non-
classical behaviour for quantum clocks in quantum me-
chanical motion. We introduced a modified boost opera-
tor that enabled us to study the quantum twin paradox
and demonstrate a fundamental asymmetry between the
classical observer moving and the quantum clock moving.
As a consequence a Salecker-Wigner-Peres clock picks up
an additional uncertainty in its time. Using a natural
indicator for the rate of time evolution, we used the as-
sociated time-energy uncertainty relation to propose an
analytic approximation for the quantum time dilation.
The boost operator also enabled us to immediately see
the frame dependence of entanglement for internal and
motional degrees of freedom, and to demonstrate consis-
tency with the gravitational equivalence principle. Fi-
nally we argued that there is already experimental evi-
dence to support the modified Hamiltonian and that fur-
ther effects should be present whose testing could ulti-
mately confirm or reject the current approach.
These results suggest a quantum mechanical depar-
ture from the classical ideas of proper time, however it is
worth noting one can attempt to avoid this conclusion in
a number of ways. The simplest is to claim that the for-
malism we have used here is flawed. Perhaps we cannot
assume that the centre of mass motion and internal en-
ergy states occupy separate Hilbert spaces. However the
fact that our approach reproduces experimental evidence
is suggestive, though it still could be too approximate.
Another possibility is that mass-energy equivalence does
not always hold, however this seems an unjustifiably dras-
tic method.
According to our results, we have to accept that proper
time differs from our classical notions at the quantum
scale. Believing that our universe is entirely quantum
mechanical may then indicate that we should view our
observed classical proper time as emergent from the
quantum mechanical effects in some appropriate limit.
Whether this necessitates further changes to our under-
standing of the interrelations between quantum mechan-
ics and spacetime remains to be seen.
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Appendix A: Limit of boosts
Beginning from the fully relativistic momentum trans-
formation, for a particle of rest mass M, and initial mo-
mentum p, for a new frame moving at velocity v. The
Lorentz boost gives
p′ =
√
γ2v − 1
√
M2c2 + p2 + γvp, (A1)
where γv = (1−v2/c2)−1/2. Now writing Mˆ = m+Hˆ0/c2,
and taking v
2
c2 , Hˆ0/mc
2, and p
2
m2c2 , as all  1, then to
first order we find
p′ ≈ p+mv(1 + H0
mc2
+
p2
2m2c2
) +
v2
2c2
p. (A2)
The new terms are just momentum dependent correc-
tions, so do not influence the interesting physics of the
H0 dependent shift. We can consider working in the
limit where H0/mc
2  1 but H0/mc2  p
2
m2c2 and
H0/mc
2  v2c2 , which allows one to recover Eq. (3).
8Appendix B: Uniform energy spacing for clocks
A quantum system may serve as a good clock if there
exists a set of states which can be unambiguously as-
signed to unique external times, and if the system passes
through each successive state uniformly. These condi-
tions form the basis of standard approaches to construct-
ing quantum clock models. For a discrete clock (encoded
on a system with N non-degenerate energy eigenstates
|n〉), a complete set of sequential clock states |vk〉 can
be constructed through a suitable unitary transformation
U =
∑
Unm|n〉〈m| on the energy eigenbasis,
|vk〉 =
∑
n
Unk|n〉. (B1)
Labelling the initial state k = 0, then the second con-
dition implies that after time tk = kτ , where τ is the
interval between ticks, we need,
|vk〉 = e− i~Htk |v0〉 =
∑
n
Un0e
− i~Enkτ |n〉,
where the Hamiltonian for the clock system is given by
H =
∑
nEn|n〉〈n|. Together with Eq. (B1), we then
have that Unk = Un0e
− i~Enkτ . Unitarity of U implies
that Un0U
∗
m0
∑
k e
− i~k(En−Em)τ = δnm, where the first
factor acts as a k independent normalisation. Now, us-
ing the standard summation representation for the delta
function this implies,
Un0U
∗
m0
∑
k
e−
i
~k(En−Em)τ =
1
N
N∑
k
e
2piik
N (n−m).
As this is true for all n, m we must have that En =
2pi~n/Nτ , Up0 = 1/
√
N and so the clock states are forced
into taking on the form given by Salecker and Wigner,
and Peres,
|vk〉 = 1√
N
∑
n
e−2piikn/N |n〉. (B2)
We emphasise here the importance of evenly spaced
energy levels. Should we attempt to use a system with
arbitrary energy splitting for our clock, then we will be
unable to find a complete set of perfectly distinguish-
able pointer states which can record time in a uniform
manner. In this sense, we say those clocks are not ideal,
though in practice they can still serve as effective time-
keeping systems [37].
We note finally that 〈H〉k is constant for all k, and so
every clock state has the same average mass. As a slight
departure from Peres’ formulation, we take E0 = 0 so
that the ground state energy is included in the clock rest
mass. With this choice, the rate τ for cycling through a
long sequence of orthogonal states can be given by either
τ ' pi~/√3∆H, [21], or τ ' pi~/〈H〉 [37].
Appendix C: Atomic clock differential equation
To derive the differential equation of Eq. (14) we start
from the full Hamiltonian given in Eq. (13). Writing the
state as |ψ(t)〉 = ∑n(an|n〉|g〉+ bn|n〉|e〉) and substitut-
ing into the Schro¨dinger equation leads to
i~
∑
n
(
∂an
∂t
|n〉|g〉+ ∂bn
∂t
|n〉|e〉) =
∑
n
(
~ωm(n+
1
2
)(an|n〉|g〉+ bn|n〉|e〉)
+ ~ω0(1− pˆ
2
2m(m+ ~ω0c2 )c
2
)bn|n〉|e〉
+
~Ω
2
(e−iωltan|n〉|e〉+ eiωltbn|n〉|g〉)
)
. (C1)
Applying 〈j|〈e| to Eq. (C1) gives
i~
∂bj
∂t
= (~ωm(j +
1
2
) + ~ω0)bj
− ~ω0
2m(m+ ~ω0c2 )c
2
∑
n
bn〈j|pˆ2|n〉+ ~Ω
2
e−iωltaj , (C2)
and applying 〈j|〈g| to Eq. (C1) gives
i~
∂aj
∂t
= ~ωm(j +
1
2
)aj +
~Ω
2
eiωltbj . (C3)
We now write aj(t) = e
−iωmt(j+ 12 )a˜j(t), and bj(t) =
e−it(ωm(j+
1
2 )+φ(j))b˜j(t), where we define the function
φ(j) = ω0 − G(2j + 1), and the constant G =
ω0
2m(m+
~ω0
c2
)c2
~mωm
2 . We also explicitly evaluate 〈j|pˆ2|n〉,
and adopt the convention that b˜j<0 = 0. This produces
the new differential equations
i
∂b˜j
∂t
=
Ω
2
e−it(ωl−φ(j))a˜j
+G(
√
j(j − 1)b˜j−2eit(2ωm+φ(j)−φ(j−2))
+
√
(j + 2)(j + 1)b˜j+2e
−it(2ωm+φ(j+2)−φ(j))), (C4)
and,
i
∂a˜j
∂t
=
Ω
2
eit(ωl−φ(j))b˜j . (C5)
Taking Eq. (C4) we rearrange for
∂a˜j
∂t , which we then
substitute into Eq. (C5), this leads finally to Eq. (14) in
the main text.
