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ABSTRACT
Simulation of Crystal Nucleation in Polymer Melts
Pierre Kawak
Department of Chemical Engineering, BYU
Doctor of Philosophy
Semicrystalline polymers are an important class of materials for their prevalence in today’s markets and
their desirable properties. These properties depend on the early stages of the polymer crystallization
process where a crystal nucleates from the polymer melt. This nucleation process is conventionally
understood via an extension of Classical Nucleation Theory to polymers (CNTP). However, recent
experimental and simulation evidence points to nucleation mechanisms that do not agree with the predictions of CNTP. Specifically, these experiments suggest a previously unrecognized role of nematic
phases in mediating the melt–crystal transtion. To explain these observations, several new theories of
nucleation alternate to CNTP have emerged in the literature, all of which suggest specific modifications
to the free energy landscape (FEL) near-equilibrium. To address these theoretical controversies, this
dissertation aimed to study the equilibrium phase behavior of polymers via Monte Carlo (MC) simulations. Simulating equilibrium phase behavior of polymer melts is not a trivial task due to the large
free energy barriers involved. Throughout this research, we employed a combination of strategies to
speed up these molecular simulations. First, we employed a domain decomposition to divide the simulation box into multiple independent simulations that execute independent MC trajectories in parallel.
The novel GPU-accelerated MC algorithm successfully and accurately simulated the phase behavior of
bead spring chains. Additionally, it sped up MC simulations of Lennard Jones chains by up to 10×. In
its current form, the GPU-accelerated algorithm did not achieve significant speedups to improve outcomes of simulating large polymer melts with detailed potentials. We recommended various strategies
to improving the current algorithm. This reality motivated the use of biased MC simulations to study
the phase behavior of polymers more expediently without the need for GPU acceleration. Specifically,
the latter part of the Dissertation employed Wang Landau MC (WLMC) simulations to build phase
diagrams and expanded ensemble density of states (EXEDOS) simulations to construct FELs. Phase
diagrams from WLMC simulations divided volume–temperature space into melt, nematic and crystal
phases. Then, FELs from EXEDOS simulations at equilibrium provided direct access to the relative
stability and minimum free energy paths between coexistant states. By employing a two-dimensional
EXEDOS sampling in both crystal and nematic order for hard bead semiflexible oligomers with a
stepwise bending stiffness, we built FELs that show that the crystalline transition cooperatively and
simultaneously formed crystal and nematic order. This nucleation mechanism was not in agreement
with predictions from CNTP or newer theoretical formulations. To investigate the sensitivity of the
phase behavior to the employed polymer model, we then employed WLMC simulations to build phase
diagrams for a number of different polymer models to ascertain their impact on the resulting nucleation
mechanism. We found that the phase behavior was sensitive to the form of the bending stiffness potential used. Chains with a stepwise bending stiffness yielded the previously mentioned cooperative and
simultaneous crystal and nematic ordering. In contrast, chains with a harmonic bending stiffness crystallized via a two-step nucleation process, first forming a nematic phase that nucleates the crystal. The
latter nucleation mechanism was in line with predictions from new theories of nucleation that incorporate a precursor nematic phase. Furthermore, we found that it is integral to correct for excluded volume
differences when comparing soft and hard systems or systems with differing bending stiffnesses.
Keywords: Polymer Crystallization, Free Energy Methods, Monte Carlo Molecular Simulation, Crystal
Nucleation in Polymers, High Performance Computing, Domain Decomposition, Classical Nucleation
Theory, Wang Landau, Expanded Ensembles, Free Energy Barrier, 2D Free Energy Landscape
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3.1

Examples of MC simulations. a) A classical serial MC simulation box filled with a
polymer configuration. b) A box that has been divided using 1D domain decomposition. c) A box that has been divided using 3D domain decomposition. d) A zoomed
perspective of one of the active cells shown in c). . . . . . . . . . . . . . . . . . . .
3.2 Two MC simulation approaches shown using 2D periodic simulation boxes with polymer chains within. Left shows serial MC, where only one move is possible at a time.
This is shown by the orange to purple moving end bead. Right shows a checkerboard
decomposed box for the purposes of parallel evolution. In checkerboard MC, the box
is split into square cells sized at least rc and each cell is labeled into 4 classes based on
position in the box ([a, b, c, d]). The box shows a single move cycle with 4 beads in 4
different “a” cells moving simultaneously. . . . . . . . . . . . . . . . . . . . . . . .
3.3 Average dimensionless potential energy, hUi/ε, retrieved from MCMC simulations at
different dimensionless temperatures, kB T /ε, in our parallel algorithm and Simpatico,
shown in purple and green markers, respectively. . . . . . . . . . . . . . . . . . . .
3.4 Replication of Fytas and Theodorakis’ study of a single 156 SW bead rod using the
GPU-accelerated code at rc = 1.12σ . a) Average potential energy, hUi /ε versus
dimensionless temperature, kB T /ε. b) Average radius of gyration, R2g /σ 2 versus
kB T /ε. c) Specific heat capacity, CV /Nb kB , profile. . . . . . . . . . . . . . . . . . .
3.5 cos θ and φ histograms from phantom chain simulations using the parallel algorithm
with no modifications (a and b), moves leaving the cell permitted (c and d), and no
grid shift (e and f). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.6 a) Nominal and real speedup metrics from MCMC Nc sweeps of 100 Nb LJ bead rods
with rc = 2.5σ at ρ = 0.15σ 3 and T = 5ε/kB versus Nc and the number of threads, p.
The number of concurrent threads available on a NVIDIA Tesla P100 GPU is shown
using a dashed vertical line. b) Time taken to attempt and accept 106 moves in the
serial and parallel code. b) Energy autocorrelation time, τ, in the serial and parallel
code. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
try
3.7 Ratio of Ssuccess
and Sauto
to S p versus Nc from MCMC Nc sweeps of 100 Nb LJ bead
p
p
rods with rc = 2.5σ at ρ = 0.15σ 3 and T = 5ε/kB . . . . . . . . . . . . . . . . . . .
3.8 Speedup efficiency, E p = S p /p, where p is the number of threads, plotted versus Nc for
all three S p measures from MCMC Nc sweeps of 100 Nb LJ bead rods with rc = 2.5σ
at ρ = 0.15σ 3 and T = 5ε/kB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.9 Architecture of various processors. a) A single-core CPU showing a single processor connected to its memory. b) A distributed multi-core CPU. Need for communication between processors necessitates a network connection with a communication
time cost. c) A GPU featuring multiple processors and a shared global memory. d) A
legend of shapes used in panels a, b, and c. . . . . . . . . . . . . . . . . . . . . . .
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(a) Classical nucleation theory for polymers (CNTP) postulates that the local positional ordering of monomers is the principal barrier to polymer crystallization. (b) By
contrast, several new theories by Strobl, Olmsted, Milner, and Muthukumar (SOMM)
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4.2 Flowchart illustrating the connections between the methods used and the presented
data. Yellow rectangles represent methods and green ovals correspond to one or more
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4.3 Dimensionless persistence length, l p /σ , versus reduced temperature, Tr , for a Monte
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4.4 Melting curves of the (a) internal energy, (b) nematic order parameter, (c) crystalline
order parameter versus reduced temperature from MCMC (red points) and WLMC
(blue line) at φ = 0.438. The vertical dashed line is the best estimate of the melting
temperature (Tm = 0.291). Error bars for MCMC data points depict the standard error
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4.9 (a) 2D Q6 –P2 FEL at φ = 0.438 (identical to Figure 4.8b) with MULE-extracted MFEP
in yellow. Discrete jumps in the MFEP are related to the discrete size of the bins along
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4.11 Melting curves of the (a) internal energy, (b) nematic order parameter, (c) crystalline
order parameter versus reduced temperature from MCMC (red points) and WLMC
(blue line) at φ = 0.471. The vertical dashed line is the best estimate of the melting
temperature (Tm = 0.374). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xi

115

120

123

126
128

129

131

133

134
135

147

4.12 Melting curves of the (a) internal energy, (b) nematic order parameter, (c) crystalline
order parameter versus reduced temperature from MCMC (red points) and WLMC
(blue line) at φ = 0.428. The vertical dashed line is the best estimate of the melting
temperature (Tm = 0.263). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.13 Melting curves of the (a) internal energy, (b) nematic order parameter, (c) crystalline
order parameter versus reduced temperature from MCMC (red points) and WLMC
(blue line) at φ = 0.407. The vertical dashed line is the best estimate of the melting
temperature (Tm = 0.248). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.14 Melting curves of the (a) internal energy, (b) nematic order parameter, (c) crystalline
order parameter versus reduced temperature from MCMC (red points) and WLMC
(blue line) at φ = 0.379. The vertical dashed line is the best estimate of the melting
temperature (Tm = 0.226). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.15 (a) 2D Q6 –P2 FEL at φ = 0.471 with MULE-extracted MFEP in yellow. Discrete
jumps in the MFEP are related to the discrete size of the bins along Q6 . (b) MFEP
values from the 2D Q6 –P2 FEL at φ = 0.471 projected along the reaction coordinate
of its arc-length in Q6 –P2 space. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.16 (a) 2D Q6 –P2 FEL at φ = 0.428 with MULE-extracted MFEP in yellow. Discrete
jumps in the MFEP are related to the discrete size of the bins along Q6 . (b) MFEP
values from the 2D Q6 –P2 FEL at φ = 0.428 projected along the reaction coordinate
of its arc-length in Q6 –P2 space. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.17 (a) 2D Q6 –P2 FEL at φ = 0.407 with MULE-extracted MFEP in yellow. Discrete
jumps in the MFEP are related to the discrete size of the bins along Q6 . (b) MFEP
values from the 2D Q6 –P2 FEL at φ = 0.407 projected along the reaction coordinate
of its arc-length in Q6 –P2 space. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.18 (a) 2D Q6 –P2 FEL at φ = 0.379 with MULE-extracted MFEP in yellow. Discrete
jumps in the MFEP are related to the discrete size of the bins along Q6 . (b) MFEP
values from the 2D Q6 –P2 FEL at φ = 0.379 projected along the reaction coordinate
of its arc-length in Q6 –P2 space. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.19 Same as FEL Figure in main text but with same P2 domain for all FELs. Regions
without collected data are white and red colors free energies above color bar maximum.
4.20 FEL figure with the same color bar range (0–80) and P2 domain for all FELs. . . . . .
4.21 (a) 2D Q6 –P2 FEL at φ = 0.379 (identical to Figure 4.8e) with the crystal and melt
labelled with crosses. b) Same as a but colored with the internal energy, U/kB T . c)
Same as a but colored with the negative product of entropy and temperature, −S/kB . .
4.22 (a) 2D Q6 –P2 FEL at φ = 0.438 (identical to Figure 4.8b) with the crystal and melt
labelled with crosses. b) Same as a but colored with internal energy. c) Same as a but
colored with entropy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.23 (a) 2D Q6 –P2 free energy quiver plot at φ = 0.438 with the crystal and melt labelled
with crosses. b) Same as a but showing internal energy quiver plot. c) Same as a but
showing entropy quiver plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.1

147

148

148

150

150

151

151
152
153

154

155

156

Potentials from the WCA potential and harmonic stretching potential versus interbead
distance shows that σ = 2−1/6 a results in commensurate bead spacing at U → 0. . . . 169

xii

5.2

5.3

5.4

5.5

5.6

5.7

5.8

5.9

Dimensionless persistence length, l p /l0 , versus reduced temperature, Tr = kB T /kb , for
the various bonded potential models used in this study from ideal chain MCMC experiments. Inset is the same in a log-log scale. Blue points and lines are for harmonic-stiff
chains and magenta for step-stiff chains. Circles are for rods with kb = 1, pluses for
rods with kb = 20, and stars for springs with κ ∗ = 600, all shown with error bars (standard error of the mean), while lines are theoretical predictions from a worm-like chain
with either model’s potential. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
V
in red, for 125 hard step-stiff
Thermal profiles of P2 in blue, fcryst in green, and kNCbonds
rods built using data from WLMC simulations a) φ = 0.407 showing a discontinuity
at Tr = 0.246, and b) φ = 0.463 showing a discontinuity at Tr = 0.302. . . . . . . .
Phase diagram for hard step-stiff rods in the φ –Tr plane. Three regions with different
phases are colored: disordered melt at high Tr in off white, nematic phase at low Tr
and φ in yellow, and crystal phase at low Tr and high φ in light blue. Red scatter points
show TIC and TIN estimates from CV peaks from WLMC simulations. Dashed dark
blue line labels an estimate of the critical volume fraction, φc = 0.441, beyond which
IC (simultaneous nematic and crystal ordering) transitions occur, ending at the triple
point at Tr = 0.276. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
V
in red, for 125 hard harmonicThermal profiles of P2 in blue, fcryst in green, and kNCbonds
stiff rods built using data from WLMC simulations at a) φ = 0.298 showing a discontinuity at Tr = 0.049, and b) φ = 0.463 showing two discontinuities at Tr = 0.131 and
Tr = 0.164. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Phase diagram for hard harmonic-stiff rods in the φ –Tr plane. Three regions with
different phases are colored: disordered melt at high Tr in off white, nematic phase
at low Tr and φ in yellow, and crystal phase at low Tr and high φ in light blue. Red
and green scatter points show TNC and TIN estimates, respectively, from CV peaks from
WLMC simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Phase boundaries for hard step-stiff and harmonic-stiff rods in the φ –Tr plane. Scattered pluses and stars show TIN and TIC (or TNC ), respectively, in red for step-stiff rods
and blue for harmonic-stiff rods. Lines are linear fits to the data. . . . . . . . . . . .
Phase barriers for hard harmonic-stiff rods and soft harmonic-stiff springs in the a)
φ –Tr and b) φeff –Tr plane. Scattered dashes and stars show TIN and TNC , respectively,
in blue for hard harmonic-stiff rods and magenta for soft harmonic-stiff springs. Lines
are best fits to the data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Phase barriers for soft harmonic-stiff springs at various stiffness to repulsion energy
scale ratio, kb∗ = kb /ε in the a) φ –Tr and b) φeff –Tr plane. Scattered dashes and stars
show TIN and TNC , respectively, in red, magenta and blue for kb∗ = [0.1, 1, 10], respectively. Lines are best fits to the data. . . . . . . . . . . . . . . . . . . . . . . . . . .

xiii

. 170

. 174

. 176

. 178

. 180

. 182

. 184

. 186

NOMENCLATURE
CNTP
FEL
MC
GPU
WLMC
EXEDOS
PE
CG
CNT
SAXS
WAXS
DSC
SOMM
SD
NVT
NPT
MD
NEMD
MCMC
WL
AA
UA
LAMMPS
HS
SW
LJ
LJS
WCA
RE
MFEP
MULE
CB
OP
REWL
IC
IN
FCC
BCC
MCPC
OPWL
GPGPU
CUDA
SM
VMD
ODT
SCFT

classical nucleation theory for polymers
free energy landscape
Monte Carlo
graphical processing unit
Wang-Landau Monte Carlo
expanded ensemble density of states
polyethylene
coarse grain
classical nucleation theory
small angle X-ray scattering
wide angle X-ray scattering
differential scanning calorimetry
Strobl-Olmsted-Milner-Muthukumar theories
spinodal decomposition
constant number, volume and temperature
constant number, pressure and temperature
molecular dynamics
non-equilibrium molecular dynamics
Markov-chain Monte Carlo
Wang-Landau
all atom
united atom
large-scale atomic/molecular massively parallel simulator
hard sphere
square well
Lennard Jones
shifted Lennard Jones
Weeks-Chandler-Anderson
replica exchange
minimum free energy pathway
multidimensional lowest energy algorithm
configurational bias
order parameter
replica exchange Wang Landau
isotropic–crystal transition
isotropic–nematic transition
face centered cubic
body centered cubic
Monte Carlo Polymer Crystallization code
Order Parameter Wang Landau code
general purpose graphical processing unit
compute unified device architecture
streaming multiprocessor
visual molecular dynamics
order-disorder transition
self-consistent field theory
xiv

NC
T
Tm
Å
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CHAPTER 1.

1.1

INTRODUCTION

Overview
Semicrystalline polymers make up a large fraction of today’s chemical industries and are

undoubtedly a useful class of materials.[1], [2] Many polymers make semicrystalline morphologies
including ones in common use such as polyethylene (PE), polystyrene, and poly(ethylene terephthalate). They see a wide range of use for their desirable and tunable mechanical[3], [4] and optical[5]
properties as well as their relative low price.[6]
PE, which makes up 34% of worldwide plastics production,[7] is a good illustrative example
of this utility and tunability in polymers. It can make a wide variety of products. Low-density PE
is used for low strength and high transparency applications, like packaging. On the other hand,
high-density PE is stronger and is used for pipes and milk jugs. Higher on the density spectrum is
Ultra-high-molecular-weight PE, used to make the world’s strongest fiber, Dyneema![8], [9]
These widely differing applications of PE are due to the strong relationship between structure and properties in polymers. Each of the previously mentioned PE products is polymerized
in a different way that changes its final structure. One way this can happen is when the polymer
undergoes a crystallization process that affects how its molecules arrange and its chains orient,
among other morphological changes, which will impact its properties. For example, a product
with a higher degree of crystallinity will have a higher strength and opacity. Likewise, crystal
shape and structure strongly correlate with the properties of the polymer. Given the prevalence of
these semicrystalline products in our markets,[7] understanding this relationship between processing conditions used, the resulting crystal structure and a product’s property set can be a valuable
endeavor.
Despite their prevalence, the early stage of crystallization in semicrystalline polymers is
a source of much renewed literary controversy.[10]–[16] In the early stages of crystallization, the
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metastable liquid nucleates a crystal/solid phase. Conventionally, this nucleation is understood
via Classical Nucleation Theory for polymers (CNTP),[17]–[19] which adopts theories for small
molecule nucleation to polymers. However, the formulation of CNTP does not explain many
experimental and simulation evidence on the crystallization of polymers. Specifically, ample evidence exists to the participation of a two-step nucleation mechanism with an intermediate phase
mediating the melt–crystal transition. Additionally, CNTP’s formulation does not incorporate the
semiflexibility of polymers, which we hypothesize impacts the mechanisms of crystal nucleation.
A potential way to study these relationships in depth is via molecular simulations that offer
high spatial and temporal resolutions that are able to probe crystal nucleation in polymers. Their
use can address much of the controversies between theories of nucleation by direct observation of
mechanisms controlling crystal nucleation. For two examples, simulations revealed the important
effects of entanglement on crystal nucleation rates[20]–[22] and that crystal nuclei have anisotropic
shapes.[23]–[25] However, studies by different groups result in a wide variety of insights about
the nature of nucleation that are sometimes contradictory. We hypothesize this is due to the use
of nonequilibrium simulations of differing degrees to answer questions related to the validity of
near-equilibrium theories. Additionally, the widely varying models of polymers among studies add
another layer of difference between studies.
To address theoretical questions about the nature of crystal nucleation in polymers, this dissertation aims to study equilibrium phase diagrams and free energy landscapes (FELs) of crystal
nucleation in polymer melts. Analysis of these diagrams of simple polymer models is valuable
as it discriminates the validity of different nucleation theories in two main ways. Namely, phase
diagrams distinguish relevant phase behavior and the FEL’s features (minima, maxima, etc.) determine relative stability of different phases. In this way, we can address specific questions about
the mechanism of nucleation, like the prevalence of phases, importance of order parameters, role
of different mechanisms, etc., allowing comparison between literature theories. Additionally, the
use of simple models allows tunability of polymeric details, such as chain semiflexibility or connectivity, elucidating their exact effect on nucleation. We hypothesize that semiflexibility and
orientational (chain-level or nematic) order are integral to determining nucleation pathways and
the participation (or lack thereof) of different phases (liquid, possible intermediates and crystal).
2

To accomplish this goal of constructing the phase diagram and FEL of polymers, we utilize
molecular simulations of coarse-grained (CG) homopolymers. Molecular simulations of polymer
phase transitions at melt conditions (high density and large numbers) and at equilibrium are no
trivial task. Accordingly, we use advanced sampling Monte Carlo (MC) methods optimized for
polymers. MC algorithms avoid glassy dynamics and high barriers prevalent in polymer systems
at low temperatures. Additionally, we explore various optimization techniques to gain access to
increasingly larger and more accurate model systems. These techniques include employing GPU
acceleration, replica exchange, optimized polymer movesets and various MC sampling methods.
We study the importance of crystal and nematic order, in addition to intermediate phases, to crystal
nucleation in polymer melts using advanced sampling Monte Carlo simulations of coarse-grained
homopolymers.
With this objective in mind, this Introduction briefly reviews some necessary background
on crystal nucleation and lays out our approach to addressing the gaps in the literature. First,
Section 1.2 includes a review of classical theories of crystal nucleation in polymers, including
CNTP. Then, a discussion of the inadequecies of CNTP in explaining observations of crystal nucleation in polymers follows in Section 1.3. Next, Section 1.4 displays the state of the current
literature, including an overview of alternate theories for crystal nucleation in polymers. After
this theoretical review, Section 1.5 presents previous simulations aimed at addressing nucleation
mechanisms in polymers. The penultimate portion of this Chapter introduces this dissertation’s
approach, objectives and tasks in Section 1.6 and then offers some background on each of the tasks
in Sections 1.7, 1.8 and 1.9. The Chapter concludes with an overview of each of the dissertation’s
chapters in Section 1.10.

1.2

Background on Crystal Nucleation in Polymers
Processing a polymer product involves polymerization and crystallization, often in tan-

dem via a temperature quench below the polymer’s melting point, Tm . When a polymer melt is
quenched to some T < Tm , it becomes metastable; the crystal is the stable state. Unless the quench
is large enough to induce spontaneous crystallization,[10] the transition to the crystal is hindered by
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a large free energy barrier and the melt remains in an amorphous (randomly oriented) state for a
time delay. This barrier is theorized to exist due to the large collective molecular motion required
for crystallization of polymer chains, both on the molecular, O(Å), and chain, O(nm), level. That
is, crystallization is an activated molecular rearrangement. After the time delay or induction time,
τ, stable crystal nuclei form and grow by adding chains to their surface. Multiple growing nuclei
imperfectly coalesce, leaving behind interconnected amorphous subregions between them. This
combination of crystalline and amorphous regions is then what makes up a semicrystalline product. The details of the crystallization process determine the final crystalline structure, i.e. lamellar
thickness, crystal shape, crystallinity, etc., and therefore also determine properties.

Figure 1.1: Free energy of a polymer, ∆F (relative to that of the amorphous melt) versus crystalline order at different T relative to Tm according to CNTP. At low crystalline order, an entangled
amorphous polymer melt is illustrated and at high crystalline order, a folded chain crystal is shown.
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The first stage of crystallization where a metastable melt forms a stable nucleus is called primary nucleation and is commonly understood through the lens of a theoretical formulation called
the Classical Nucleation Theory for polymers (CNTP).[17]–[19] CNTP is the extension of small
molecule Classical Nucleation Theory (CNT) to crystal nucleation in polymer melts. Much like
CNT, CNTP suggests that there is a free energy barrier to crystal formation, ∆F † , that depends
on the undercooling from the melting point, Tm − T . Figure 1.1 shows the change in free energy,
∆F, from the melt according to CNTP. ∆F is illustrated versus changes in crystalline order with
different curves at different T relative to Tm . The location of the melt and crystal on the crystalline
order axis shifts with T but generally, the left side of the axis is the (isotropic) “melt” and the right
side is the “crystal”, both of which are illustrated with a sketch in Figure 1.1.
Since every material aims to minimize its free energy, the shape of the FEL in Figure 1.1
at a temperature determines what phases are possible/favored at that T . When a polymer melt is
above Tm , it has the lowest free energy state, i.e. it has no incentive to crystallize. When T = Tm ,
the FEL in Figure 1.1 shows the melt and crystal as having an equal free energy. In other words,
the melt and the crystal are equally stable (equally likely to exist) at T = Tm . As T decreases below
Tm (T < Tm and T << Tm in Figure 1.1), the crystal’s ∆F is lower and the melt becomes metastable
and can even become unstable (not shown).
In addition to the free energy of the crystal, ∆F = Fcrystal − Fmelt decreasing as T decreases,
the chance that a crystal with enough energy (or size) nucleates increases. This transition likelihood
shows up in experiment as a time delay or an induction time, τ(T ), before the crystal forms. τ is
proportional to the exponential of the barrier height, ∆F † = max(∆F), which is in turn a function
of T , as shown in Equation 1.1.
τ ∼ exp(∆F † ) ∼ T − Tm

(1.1)

Figure 1.1’s different curves show different ∆F † values. At the highest T , the barrier is seemingly
infinite. As T decreases relative to Tm , ∆F † decreases, eventually becoming insignificant (or even
possibly nonexistent at smaller T values than the ones in Figure 1.1[10] ).
Due to its relationship to ∆F † , the induction time before the melt transitions to the crystal strongly depends on the temperature. When T > Tm , ∆F † and therefore τ (Equation 1.1) are
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seemingly infinite. Small thermal fluctuations may form small crystal nuclei but the large free
energy change collapses them, preventing any crystallization. When T ∼ Tm , the barrier is still
high enough to result in very large τ. Despite the melt and crystal being (nearly) equally likely,
∆F † is high enough to prevent crystallization. As T decreases below Tm , both ∆F † and τ decrease,
increasing the likelihood of crystal nucleation. Finally, as T << Tm , the time delay becomes negligible and crystallization occurs instantaneously. Therefore, according to CNTP as it is depicted in
Figure 1.1, the process of crystal nucleation in a polymer is affected by both the relative stability
of the two phases, ∆Fcrystal , and the pathway in crystalline order that separates them, ∆F † .

1.3

Inadequacies of Classical Nucleation Theory for Polymers
Although CNTP has historically been widely adapted by the scientific community, recent

findings cast doubt on its validity. CNTP has been applied in myriad studies to analyze polymer
crystallization results (τ estimates, crystal sizes, etc.)[26]–[31] and commonly featured in textbooks
on polymers[32]–[34] due to its appealing and intuitive simplicity. Additionally, its validity for small
molecules makes it a familiar adaptation to the field of polymers. However, several recent experimental observations that violate its predictions cast doubt on its applicability. In the paragraphs
that follow, we review some of these observations. All can be explained via the participation of
an intermediate state that mediates the melt–crystal transition. Namely, there are x-ray scattering
results suggesting two-step ordering, observations of intermediate states prior to crystallization,
melt memory and recrystallization effects, and surprising experiments varying copolymer content
showing no effect on polymer crystallization.
Observations of large-scale order developing prior to nucleation[35]–[45] suggests a two-step
crystal nucleation mechanism, which is in sharp contrast with the one-step CNTP. In experiments
on poly(ethylene terephthalate),[35]–[37] poly(aryl ether ketone),[38] isotactic polypropylene,[39], [42]
syndiotactic polystyrene,[40] PE,[41] poly(trimethylene terephthalate)[43], [44] and poly(4-methylpentene1),[45] authors measured the induction time, τ, before crystal nucleation using simultaneous SAXS
and WAXS experiments. Small angle (SAXS) and wide angle (WAXS) X-ray scattering are used
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to probe nm and Å scale phenomena, respectively. One-step CNTP predicts that after τ, the onset
of order on the nm and Å scale translates to peaks in both SAXS and WAXS experiments.
Contrary to predictions by CNTP, SAXS peaks developed prior to those in WAXS indicating larger length scale ordering prior to nucleus formation.[35]–[45] This induction time mismatch
is among the earliest indications of a participation of a third intermediate phase. The authors attribute this effect to a liquid-liquid phase split between a suddenly unstable melt and a nematically
aligned phase. The nematically aligned phase’s chains’ ordering translates to SAXS peaks whereas
the phase’s lack of molecular order does not show up in simultaneous WAXS measurements. That
is, until a further delay when the nematic phase transitions to the crystal. Clearly, the simple formulation in CNTP does not accommodate an intermediate nematic phase nor the suggested spinodal
decomposition.
The previous result indicating the presence of an intermediate state is further supported
by direct experimental observations. For example, pioneering work on the crystallization of PE
oligomers by Sirota and company found that rotator phases mediated the PE melt–crystal transition.[46]–[53] These rotator phases are bundles of parallel chains organized as lamellae except that
they retain rotational degrees of freedom. Additionally, Kanig[54], [55] observed an intermediate
phase for PE crystals using transmission electron microscopy. In his experiment, he found that
layers of aligned yet mobile chains constituted a nucleus prior to the formation of any crystallites.
Also, optical microscopes showed that PE crystallization at high temperatures and pressures featured less-ordered intermediates to the crystal phase and authors argue that their presence might
play a smaller but similar mediation role at normal conditions.[56]–[58] Likewise, observations of
rotator phases and other intermediates can also be found in molecular simulations of PE.[59], [60]
Further deviance from predictions in accord with CNTP comes from observations of “melt
memory” or hysteresis effects in crystallizing polymer melts.[61]–[65] For example, Li et al.[63], [64]
observed accelerated crystallization rates from prior-melted crystals. They made crystals via a
quench below Tm for sufficient time to fully crystallize. Then, Li et al. superheated these crystals
to T > Tm for various thold . Subsequently, recrystallization is initiated by quenching to some quench
temperature, Tc < Tm , where nucleation and growth initiate. One expects that if the crystals were
appropriately melted, that the results would be mostly similar regardless of superheating degree,
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T − Tm , hold time thold , or recrystallization undercooling, Tm − Tc . However, the authors found
that all three not only severely impacted nucleation and growth rates but also impacted resultant
crystal morphologies (lamellar thickness, crystal shape, etc.).[63], [64] One hypothesis is that these
observations may be caused by the presence of intermediates which did not melt above Tm . If so,
these intermediates surely play a role in reducing barriers to recrystallization and could potentially
do so even with very large thold , i.e. regular crystallization from the melt.
In seminal works, Strobl looked at these melt memory effects in syndiotactic polypropylene
crystallization data and argued they lend credence to the presence of an intermediate phase.[11]–[13]
Reviewing these findings and conclusions would require discussion of many concepts of crystallization data analysis beyond the scope of our work. Put crudely, Strobl investigated the relationship between crystal (lamellar) thickness, r, and Tc , the quench temperature in isothermal
crystallization. In these melt and quench experiments, one records and graphs Tm (r) and Tc (r) versus 1/r and connects each data set by a straight line. As expected, both Tm and Tc formed a straight
line. However, when extrapolating the data to infinite thickness, Strobl unexpectedly found that
the two lines, the melting (Tm vs. 1/r) and crystallization (Tc vs. 1/r) lines, did not share an intercept. As the intercept is assumed to be the perfect crystal’s Tm (r = ∞) = Tm∞ , the different intercept
for Tc (r = ∞) 6= Tm∞ suggests the participation of another phase. Strobl found another unexpected
result when melting these crystals. While melting, crystals thickened suggesting that as the crystal
lost chains to the melt, some other intermediate phase added these chains to its growth front. Once
again, this points to a delicate balance of stability between more than just the melt and the crystal
in polymer crystallization. These observations extend to results from molecular simulations as
well.[66]
Hauser et al. observed that impurities did not affect crystallization as expected, lending
more evidence to the intermediate state hypothesis.[62] Using time- and temperature-dependent
SAXS measurements and DSC to characterize the melting processes of two octene copolymers of
syndiotactic polypropylene, they measured the impact of changing the copolymer content on Tm
and Tc , the melting point and the crystallization onset temperature, respectively. As the copolymer
constitutes an impurity, they expected that the more copolymer there is, the larger the decrease in
Tm . Additionally, since at any given undercooling temperature T < Tm , the decrease in Tm increases
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the barrier to crystallization, ∆F † (Equation 1.1), they expected that crystallization onset will be
delayed to a lower Tc . In other words, a decrease in Tm should translate to a decrease in Tc . Indeed,
they found that addition of copolymer reduced Tm . However, copolymer content had no such effect
on Tc . In fact, it also did not impact the crystal nucleation rate, shape or size, which should all
be impacted by the undercooling Tm − Tc . One explanation for this effect is a metastable phase
forming in the early stages of nucleation that excludes participation of the copolymer in it. This in
turn translates to the lack of effect of copolymer content on the nucleation rate and other metrics.
Thus far, all the reviewed experimental observations point to the participation of an intermediate phase with intermediate ordering in the melt–crystal transition, an effect that is not
predicted by CNTP. Indeed, predictions/assumptions from CNTP can not give rise to such rich
phase behavior and therefore the validity of CNTP to polymer crystal nucleation is in question.
These observations do not constitute a conclusive list and the interested reader is invited to the
many excellent reviews on the topic of non-CNTP polymer crystal nucleation observations and
theories.[14]–[16], [67]–[69]

1.4

Alternate Theories of Polymer Crystal Nucleation
A possible interpretation explaining all these observations is the presence and participation

of a precursor to crystallization and any valid theory of polymer crystal nucleation should accommodate this. The precursor has a higher nematic (chain-level) alignment relative to the melt but a
lower molecular (crystal) order relative to the crystal. Several authors have in fact proposed alternative theories to CNTP.[10]–[16] We crudely group these various theories into the SOMM (Strobl,
Olmsted, Milner, Muthukumar) hypothesis.
Despite their varied theories, all stress the role of directional (nematic) interactions in
polymers to the early stage of nucleation. Strobl’s efforts in investigating nucleation led to the
“multi-stage model” that incorporates a hexagonal (as opposed to the stable orthorhombic crystal), aligned, but mobile precursor to crystal nucleation.[11]–[13] Olmsted et al. theorized that prior
to crystal formation, a spinodal decomposition forms a nematic phase with a reduced barrier to
crystallization,[10] explaining the presence of another thermodynamic temperature and the lack of
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Figure 1.2: Free energy landscapes according to two theories. (a) CNTP postulates that the local
positional ordering of monomers is the principal barrier to polymer crystallization. (b) By contrast,
SOMM proposes that orientational alignment of the polymer chains is possibly a more important
barrier.

copolymer impact on Tc in experiment. Much like Strobl, Milner derived free energy relationships
between the crystal, the melt and a third rotator phase that mediates the melt–crystal transition.[14]
Muthukumar proposed the role of “baby nuclei” with increased mobility relative to the crystal in
the early stage of nucleation.[15], [30], [31] His theory constituted a modification of CNTP for single
chains via the addition of conformational entropy due to chain stiffness.[30] More recently, Yokota
and Kawakatsu extended this treatment to multi-chain crystals by incorporating the multi-chain
persistence length into the free energy of the crystal.[70]
Figure 1.2 illustrates the main difference between CNTP and the SOMM hypothesis. Figure 1.2a shows the CNTP free energy barrier versus crystal order at some undercooling (T < Tm ).
To transition to the crystal, the melt needs to form a crystal nucleus with elevated levels of crystalline order. Alternatively, via the SOMM hypothesis, the barrier is in nematic alignment and not
atomic positional order, as in Figure 1.2b. In contrast to CNTP, the critical nucleus is one with
aligned chains relative to the isotropic melt.
Figure 1.2 suggests the FEL of crystallization contains all information about the relative
stability of phases at play, any intermediates present and relevant order parameters. Accordingly,
any attempt to test the SOMM hypothesis’ validity relevant to that of CNTP should:
1. distinguish the effects of two order parameters, nematic and crystal order,
2. determine the relative stability of existing phases, e.g. melt, intermediate, crystal, etc. and
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3. compare the validity of predictions/assumptions by the CNTP and SOMM hypotheses, as in
Figure 1.2.
As suggested by Figure 1.2, all 3 criteria are satisfied if we analyze the FEL of crystal nucleation,
accessible through molecular simulations.

1.5

Contradictory Insights from Molecular Simulations of Polymer Crystallization
As set forth, a viable mode of investigation into mechanisms of nucleation is molecular

simulations of polymer models. Simulations offer spatial and temporal resolutions able to identify
nucleation mechanisms and pathways. Advanced sampling techniques can also directly construct
useful quantities such as the free energy, which can directly identify phases and their relative
stabilities at equilibrium. By ascertaining these relative stabilities, simulations can address much
of the controversies between CNTP and SOMM.
In addition, simulations allow significant control over polymer chain parameterization and
therefore the study of relationships between a polymer’s properties and that of its crystal. Compared to lab experiments, it is fairly simple to fine tune polymer features in computer simulations,
especially at relevant length scales. By fine tuning, say, the bond length of a polymer chain, molecular simulations can reveal its exact effects on crystallization. This approach can be extended to
the myriad polymeric features including stiffness, connectivity, polydispersity, dihedral ordering,
monomer size, attraction, etc. to determine their impact. This control is a desirable feature allowing direct answers to the questions posed by this introduction thus far. Specifically, what unique
polymer characteristics make CNTP or SOMM a valid theory? What feature set gives rise to a
prominent role of a nematic phase?
This is not a novel idea; simulations have probed crystallization in polymer systems for
over two decades now. As early as 1997, Kurt Binder, Wolfgang Paul and collaborators studied the
relative stability of different phases of crystalline PE using Monte Carlo (MC) in NVT and NPT
ensembles.[71], [71], [72] In subsequent work, they transitioned to free energy analysis by employing
Wang-Landau sampling MC (WLMC) using increasingly intricate models of PE.[73]–[77] WLMC
probed the relative stability of different phases directly.
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Since, many other groups took on this task successfully. Nonequilibrium MD (NEMD)
simulations of crystallization in polymers revealed much about the molecular nature of the process.
For example, Yamamoto did pioneering NEMD simulations of crystallization in polymers revealing chain folding occurs in the early stages of crystallization among other details of the emergence
of lamellae.[78]–[81], [81], [82] Important works by Yi, Rutledge and co-workers simulated a polymer
model of crystallizing 1000 monomer united atom PE chain using NEMD and found a cylindrical
nucleus.[27]–[29] Another example comes from another crystallizing PE model studied by Hall et
al. using MD.[23]–[25] Yet another from Luo and Sommer who, in a series of MD investigations of
a polyvinyl alcohol model, found entanglements played a large role in crystal nucleation.[20]–[22]
Many more examples exist in the literature[23], [23]–[25], [60], [83]–[86] and we will review some as they
become relevant in this text.
Some of the simulation evidence points to crystallization via CNTP-like crystal nuclei. For
example, early work by Yi et al.[27]–[29] found a cylindrical crystal nucleus, in line with predictions
from CNTP.
On the other hand, significant observations suggest a nematic phase may mediate the polymer crystallization transition. For example, Anwar et al.[87]–[90] found that there is a separation
in the time scales between nematic order and crystal order; nematic order preceded crystal order
in isothermal crystallization investigations of united atom PE model. Zhang and Larson[84], [91]
found a nematic phase that is metastable for a temperature range and it lowers the barrier for crystal formation. Simulations by Hall et al.[23]–[25] show a crystal nucleus residing within a nematic
droplet, in line with predictions of two-step nucleation theory.[92] Counter to other results, Hall
et al. found an anisotropic crystal nucleus with no simple shape (not a sphere nor cylinder from
CNTP).[23] Additional evidence comes from simulations by Hoy et al.[93]–[95] who find that the nematic phase preceded the crystalline one for some conditions (semiflexibility). Luo and Sommer
found intermediate phases in polyvinyl alcohol crystallization that they called microcrystalline domains, which were stable/metastable higher than the melting temperature of the crystal and caused
thickening of the crystal with heating.[20]–[22], [96], [97]
These observations of nematic phases are supplemented by results suggesting the presence
of other kind of intermediate phases. For example, Tang et al.[98], [99] found that their stable
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orthorhombic crystals were preceded by crystals with intermediate order and a hexagonal lattice.
Wentzel and Milner[60] found two rotator phases within the melt–crystal transition of n-alkanes
using MD simulations, validating predictions by Milner.[14] In addition to competition between a
nematic and crystal phase, Hoy et al.[93]–[95] observed a glass phase and a spiral phase, among other
observations. Many authors find that the critical nucleus forms via a formation of a hairpin-like
nucleus with a folded crystalline chain.[22], [23], [100]–[102]
These latter observations certainly give credence to the SOMM theories’ validity. Generally, the polymer crystallization encapsulates a multi-step transition. The decomposition of a
segment of the melt to a nematically-aligned phase, which then nucleates the crystal favorably,
can certainly be viewed as evidence to Olmsted’s spinodal decomposition theory. Additionally,
the different pseudo-ordered phases observed lend evidence to the various other theories. Importantly, two things are apparent. First, differences in the crystallization temperatures employed can
mean different participating phases. Second, the semiflexibility of a polymer model can introduce
a nematic phase and competition/cooperation between crystal and nematic order.
Simulations from aligned chains reveal that a nematically-aligned phase certainly reduces
barriers to crystallization. In simulations quantifying the effect of flow-induced nematic order
on crystal nucleation in PE, Zhang and Larson[91] found that nematic order did in fact severely
accelerate nucleation of a crystalline phase. Likewise, Nicholson and Rutledge[85], [86] found that
the crystal nucleates preferentially in segments of the melt that are more aligned by flow. In
addition to the preferential nucleation within the nematic phase under quiescent conditions, these
observations violate CNTP’s validity as it predicts that crystallization occurs uniformly throughout
the melt.[86]
Although most simulations point to CNTP’s inadequacy, there are a wide variety of suggestions differing by nucleation rates, crystal shape, intermediate phases, etc. These differences
are largely due to differing initial conditions, undercoolings and polymer models.
These contradictory insights are an unintended consequence of artificially accelerated kinetics in NEMD. These changes are necessary due to the large barriers encountered in simulations
near Tm (Figure 1.1). Since homogeneous nucleation is a rare event,[83] especially in a dense melt
of long polymers, MD demands large undercooling degrees that reduce the time for nucleation
13

to accessible simulation times, ∼ O(1 ns). Consequently, NEMD simulations of polymer crystallization typically employ large degrees of undercooling to accelerate nucleation. These large
undercoolings from Tm lower the activation barrier and, concomitantly, the induction time before
nucleation, enabling analysis in computationally accessible times. These nonequilibrium methods
introduce ultrafast nucleation rates and may not be appropriate for comparison to experimental
conditions. Additionally, kinetic acceleration may bypass important regions of the FEL and introduce or preclude intermediate phases.[60], [103]
Adding to the variability is that all of these simulations involve varying degrees of undercooling, which changes the motivations to nucleate. For example, the previously mentioned Yi et
al. works employed 20–30% undercoolings,[27]–[29] which may alter nucleation pathways in unpredictable ways, and realized crystals within 300 ns, which is incredibly short compared to the induction times encountered by experiment. Another example comes from Meyer et al.[66], [100], [103], [104]
who simulated their polyvinyl alcohol model for 230 ps at 20% undercooling from Tm . Another
example, comes from Anwar et al.[87]–[90] who realized crystals for a united atom PE in 350 ns
when employing 20-30% undercoolings.
Adding to result variability is the use of widely-varying, specific and complex models of
polymer behavior. For example, some of the studies featured above employed all atom or atomistic simulations,[14], [60], [84], [105] whereas others combined more than one monomer into united
atom or coarse grained beads.[20]–[25], [27]–[29], [93]–[97], [106]–[108] Additionally, a wide range of complex force fields were employed, including PYS,,[27]–[29], [84] OPLS,[14], [60], [84] FW,[14], [60], [84]
SDK,[23]–[25], [107], [108] OPLS,[14], [60] and others.[66], [87], [91], [96], [98]–[100], [103], [104], [109] Although
these choices reproduce certain metrics of crystal nucleation in experiment such as crystal thickness and nucleation rate,[107] it is not guaranteed that the multivariate nature of polymer crystal
nucleation is fully and accurately reproduced. These specific models of polymer behavior reduce the generality of individual results and preclude comparisons to other studies. Also, due to
their complexity in incorporating accurate forces for specific molecules, interpretation of causes
of certain behavior becomes difficult. Despite small differences between models, resulting phase
behavior is altered significantly, introducing new ordered phases and changing nucleation mechanisms.[60], [104]
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To investigate these differences, many authors suggest that an equilibrium phase diagram
may differentiate kinetic from thermodynamic driving from and provide a better grounding for
theories of nucleation. For example, Milner et al.[14] suggests that careful analysis of a phase
diagram and a free energy landscape can differentiate the roles of each of the phases at play in
crystallization. Many authors have built such phase diagrams.[20], [66], [94], [100], [104], [110] However,
all of these diagrams include kinetic affects due to the high degrees of undercoolings employed.
This need for a separation between kinetic and thermodynamic motivations warrants investigations
of polymer phase behavior at equilibrium conditions.

1.6

Dissertation Approach and Objectives
Given the current literature controversy surrounding the exact nature of the melt–crystal

transition in polymer melts, this study aims to elucidate the pathways of crystal nucleation via
equilibrium molecular simulations. In doing so, the study’s results aim to address the relative
prevalence and relevant time and length scales of nematic and crystal order, as well as the presence, or lack thereof, of intermediates. Additionally, these molecular simulations will differentiate
between the validity of CNTP and SOMM to polymer crystal nucleation. Furthermore, by employing and fine tuning simple polymer models, the study strives to identify the impact and importance
of polymer chain parameters, such as semiflexibility, connectivity, bead size, etc. on the free energy and therefore the mechanism of crystal nucleation. Finally, by accomplishing the above, the
study will determine the reasons behind the differing molecular simulation results in the literature.
We hypothesize that polymer chain semiflexibility and nematic order play an underappreciated role
in determining the phase behavior of a polymer.
To summarize, the dissertation’s objectives are to:
1. differentiate between the validity of CNTP and SOMM theories to polymer crystallization,
2. determine the interplay between crystal and nematic order during crystallization,
3. identify pathways and intermediates relevant to the melt–crystal transition,
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4. discover and study relationships between the semiflexibility of polymer chains and the melt–
crystal nucleation pathway and,
5. resolve literature controversies by careful exploration and comparison of phase diagrams
resulting from different polymer models.
To address these objectives, the dissertation’s tasks are the following:
1. construct equilibrium phase diagrams to study polymer phase behavior,
2. construct free energy landscapes for polymers at Tm to study equilibrium nucleation pathways,
3. utilize a bottom up approach, starting with simple coarse-grained (CG) bead spring models,
to ascertain the importance of different polymer chain parameters, such as semiflexibility, in
defining nucleation pathways, and
4. optimize simulations for polymer melts to improve sampling despite large barriers at Tm .
In all the tasks, we explore equilibrium MC methods. To build equilibrium phase diagrams, we utilize Markov Chain MC (MCMC) and Wang Landau MC (WLMC). To construct
FELs at equilibrium, we utilize the expanded ensemble density of states (EXEDOS) simulation.
To ensure expedient simulations within accessible wall clock times, we simulate a wide range of
CG bead spring models. These models are defined by how their beads interact with one another
via potential models. We explore various potential models including for hard and soft spheres,
rod-like and stretching bonds, and flexible and semiflexible chains. In particular, we hypothesize
that semiflexibility is an important variable that determines the phase behavior of polymer chains.
Finally, the fourth task relates to various optimizations utilized by our algorithms from replica
exchange schemes to accelerate all sampling modes to domain decomposition modifying the MC
algorithm to a parallel algorithm that executes on GPUs. Necessary background on all four tasks
follows. Section 1.7 will review some necessary background literature for equilibrium MC simulations, followed by a survey of utilized polymer models in Section 1.8 and some background on
GPU simulations in Section 1.9.
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1.7

Background on Tasks 1 and 2: Equilibrium Monte Carlo Simulations
Equilibrium phase diagrams and FELs can be constructed using Monte Carlo (MC) simu-

lations. MC utilizes a probabilistic approach to simulating systems and avoids kinetic frustrations
encountered in MD. Combined with different sampling algorithms, a polymer model and a set of
conditions, it provides data for thermodynamic averages, including energy, free energy, entropy,
etc. Trends in averages then identify phase transitions. Notably, these phases are thermodynamic
phases and MC fails to study glassy phases due to the lack of kinetic contributions. This dissertation makes use of multiple MC sampling algorithms. Of particular importance are Markov Chain
MC, Wang Landau MC, and expanded ensemble density of states simulations.
Markov chain MC (MCMC) simulates a polymer system through different polymer states
at a constant number, temperature and volume. Given an initial polymer conformation, the algorithm samples equilibrium states by proposing moves, calculating a new energy using a polymer
potential model and accepting/rejecting them using the Boltzmann probability distribution, as in
Equation 1.2.
Pacc = exp(−β (Unew −Uold ))

(1.2)

where Ui is the potential energy of state i and β = 1/kB T , the inverse of the product of the Boltzmann constant and the temperature. Given appropriate sampling efficiency is achieved, equilibrium thermodynamic properties can then be calculated using an average of snapshots taken along
the simulation.
This simple simulation approach fails to simulate rare events in reasonable times, such as
in the case of a first order phase transition. At a phase transition, the algorithm needs to oscillate
between the two coexisting states and sample the pathway efficiently. This means overcoming
nucleation barriers in energy surpassing several kB T , as in Figure 1.1. It fails to do so since its
Pacc → 0 as the temperature decreases and as the energy change increases. Although a helpful
screening tool, this simulation approach is a bad fit for our intentions of simulating polymer crystallization.
A more efficient alternative approach utilizes advanced sampling techniques which overcome nucleation barriers. Biased sampling forces visits to rare states by changing Pacc in Equa17

tion 1.2 to favor them. Then, retrieving thermodynamic properties involves using techniques such
as the weighted histogram analysis method. A better approach is the Wang-Landau Monte Carlo
(WLMC) method that self-consistently builds the density of states Ω, a direct measure of system
entropy. WLMC refines Ω iteratively by sampling states with a probability proportional to their
visitation probability, as in Equation 1.3.

Pacc = Ω(Unew )/Ω(Uold )

(1.3)

In theory, a single WLMC simulation results in all relevant thermodynamic information and, via
integration of Ω, provides thermodynamic averages of order parameters of interest.
In practice, Ω(E) traverses a large energy range and is difficult to simulate, restricting the
utility of WLMC. Since the relevant energy range for any given phase transition is not known
beforehand, significant trial and error is required to determine appropriate parameters for the simulation. Also, binning the energy range into discrete bins can introduce significant errors and hurt
sampling efficiency for continuous energy models. Still, WLMC’s improved sampling samples
phase behavior better than that in MCMC. Consequently, we rely on the WLMC algorithm to build
phase diagrams.
Sampling the free energy along changes in order parameters (ξ ) of interest to polymer
crystallization, rather than the entire thermal profile, can reduce required simulation times. WL
sampling combined within an extended ensemble including ξ can calculate this FEL. This method
is called the expanded ensemble density of states (EXEDOS) method and it features a different
acceptance rule, as in Equation 1.4.

Pacc = min(1, Z(ξnew )/Z(ξold ) exp(−β (Unew −Uold )))

(1.4)

where Z is the EXEDOS density of states. The FEL as a function of changes in ξ is given by,

F(ξ ) = − ln Z(ξ )/β +C

where C is an arbitrary constant.
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(1.5)

EXEDOS has successfully constructed FELs along a variety of order parameters including
distance,[111]–[113] cutoff radii,[114] Steinhardt order parameters,[115] and nematic alignment.[116], [117]
In later chapters, 2D EXEDOS determines the free energy landscape along ξ1 = Q6 , a bondorientational order parameter quantifying the amount of positional/crystalline order, and ξ2 = P2 ,
a second order Legendre polynomial representing nematic order.
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Figure 1.3: a) An all atom model of an octane resolving all C–C and C–H bonds. b) Coarse1
graining (CG) lumping every CH2 into one united atom bead. c) CG lumping every four CH2
groups into one CG bead. d) A 28-mer represented by 7 CG beads on a spring. e) This schematic
illustrates bonded interactions in a CG polymer chain. l0 is the equilibrium bond length formed
by two backbone beads, σ is the diameter of a bead, and θ is a backbone angle formed between
three beads. f) ri j is the pairwise distance of any two nonbonded beads and it controls the pairwise
interactions of a polymer bead with its neighbors.

As mentioned, to model crystal formation in accessible clock times requires careful selection of as minimal a polymer model as possible that still retains aspects important to crystallization.
This minimal model is accomplished via the use of coarse grained beads to represent a polymer
chain. This selected coarse graining rids the simulation of atomistic details, speeding up compu19

tation while retaining length and time scales relevant to polymer crystallization. Figure 1.3 shows
some common PE models used in simulation. At the chain level, we are interested in nematic
ordering, i.e. how bonds within the polymer align along some direction. At the monomer level,
we are interested in the level of molecular order present, i.e. how monomers arrange within some
crystalline ordered lattice. A minimal polymer model therefore should incorporate driving forces
to developing crystal and nematic order.
Figure 1.3a shows the so-called atomistic or all atom (AA) model, which requires defining
positions and interactions for all carbons and hydrogens in PE. The AA model is an example
of a poor model selection; AA simulations take a longer time due to the added C–C and C–H
interactions that may not be integral to crystal nucleation. In fact, C–C and C–H bond lengths and
angles are expected to remain fairly constant throughout the simulation. This level of atomistic
detail is too specific and largely irrelevant to crystallization. Rather, polymer crystallization is
determined by behavior at the chain and monomer level.
Accordingly, we use coarse graining to lump one or more CH2 groups into one CG bead,
reducing clock times while retaining necessary nucleation physics. Figure 1.3b shows the united
atom PE model (UA-PE), which lumps each carbon and its two hydrogens into one UA bead.
This approach improves outcomes by reducing the number of beads by a factor of three while
maintaining much of the relevant physics. Further coarse graining results in the CG beads in
Figure 1.3c, which lump four CH2 groups (two monomers of PE) into one bead. This four-to-one
mapping results from setting the diameter of the CG bead, σ , equal to the thickness of the alltrans alkane chain plus the van der Waals radius of the CH2 UA bead (5Å).[118]–[120] Figure 1.3d
shows a 28-mer modeled using seven CG beads on a spring. Given our motivations of employing
a bottom-up approach to model selection, beginning with simple models of polymers, we model
polymers using CG beads depicted in Figure 1.3c-f. These CG beads have been widely used to
study polymer crystal nucleation in the literature.[76], [77], [93], [102], [121]–[125]
Crystalline order is motivated by excluded volume interactions and van der Waals attraction
within the polymer. As temperature decreases, the polymer is incentivized to pack more tightly to
reduce its energy. This incentive is best achieved when monomers arrange within an ordered crystalline lattice, minimizing overall excluded volume. The simplest model incorporating excluded
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volume interactions is the hard sphere model. Here, a CG bead repels other beads from overlapping its diameter, σ , illustrated in Figure 1.3e. Pairwise interactions generally relate the pairwise
distance of nonbonded beads, ri j , in Figure 1.3f, to this diameter, σ . More realistic models such
as the Lennard Jones and the Weeks-Chandler-Anderson potential allow some overlap between
beads, i.e. softness, and introduce attraction between beads.
Of course, to model a polymer also requires bonds between neighboring beads along the
polymer backbone. The simplest model for a polymer bond is the rod-like bond model. Here, a
rigid bond with a constant length, l0 is used, as shown in Figure 1.3e. This is a restrictive model
that limits polymer movement to rotations along the backbone. We also study a more realistic
model in the form of a harmonic bond permitting the bond between any two backbone beads to
oscillate around some equilibrium bond length l0 .
Lastly, given the importance of nematic order, we incorporate bending stiffness into the
polymer model. This stiffness manifests in our model by penalizing movements away from an
equilibrium bond angle, θ , shown in Figure 1.3e. Likely, the rigidity of a polymer chain plays
a large role in the discussed contradictions. A stiff polymer chain has an added motivation to
nematically align with other chains within the melt. This nematic order may play a role in reducing
the energy barrier to crystallization motivating the development of crystal order. Additionally, this
may introduce intermediates to the process of crystallization. We hypothesize that stiffness plays
a more important role in determining crystallization pathways than classical models suggest and
aim to investigate this.
There are two main limitations to the models studied in our research. First, none of this
dissertation’s phase behavior investigations incorporate attractive interactions between beads. Attraction between beads incorporates van der Waals forces within the melt. Although attraction
impacts crystallization and acts as a driving force for order, Shakirov and Paul[76], [77], [102] found
that its effect was purely a shift in the phase behavior (to the right in temperature) and did not
introduce any significant differences. This result, among others in the literature,[66], [100], [103], [104]
suggests that attraction may be implicitly accounted for by excluded volume interactions in a melt.
Still, future work must investigate the role of attraction on crystal nucleation and its interplay with
all of excluded volume, stiffness, connectivity, etc.
21

Another important polymeric feature to crystallization that our models do not investigate is
dihedral ordering. For example, PE crystallizes in an all-trans conformation forming the zig-zag
pattern in Figure 1.3a.[126] Without a dihedral potential acting on the dihedral angle between four
consecutively bonded beads along the backbone, there will be no particular preference for trans or
cis states. In particular, this limits insights into chain folding, stacking, etc.
Despite coarse graining, this dissertation’s CG model in Figure 1.3c-f incorporates a dihedral angle into its stiffness. As Figure 1.3d shows, every four CH2 are lumped into one CG
bead. This makes the angle θ , shown in Figure 1.3e, incorporate chain bending and dihedral order.
Accordingly, when mapped back to the AA or UA model, the bending stiffness potential imposes
a stiffness on both bending angle and dihedral order.[66], [76], [77], [100], [102], [127]

1.9

Background on Task 4: Domain Decomposition and GPU Acceleration of Monte Carlo
Code
Another possible road block often encountered in molecular simulations is inherently long

simulation times, despite advanced sampling algorithms and model coarse graining. Even in
MCMC simulations, where dynamic restrictions are surpassed with smart move design, equilibration times to fully sample the phase behavior may be too long and beyond reasonable clock
times. Even advanced sampling protocols, such as WLMC and EXEDOS suffer from this reality. To lower simulation times, we utilize novel domain decomposition to divide the simulation to
multiple cores on a Graphical Processing Unit (GPU) to be solved in parallel.
MD algorithms commonly utilize GPU acceleration and decomposition to speed up simulations. Additionally, many open source codes incorporate this GPU acceleration, like LAMMPS,[128]
GROMACS,[129] AMBER,[130], [131] HOOMD,[132], [133] NAMD,[134] OpenMM,[135] FEN ZI,[136]
HALMD,[137] ACEMD,[138] etc. In MD, the whole simulation box is evolved for a timestep and
then there is a need for recomputation of new forces and pressures of the entire system before
moving on to the next step. A functional decomposition divides the different operations into independent tasks, calculated in parallel by independent computational cores. This use of parallel
computers/GPU reduces MD simulation times significantly.
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Contrastingly, MC is an inherently serial algorithm with less opportunities for a decomposition, resulting in fewer gains from parallel computation. As opposed to MD simulations, where
many parallel open source codes exist, MC simulation algorithms are generally less common.
Although there are several available open source codes, including HOOMD,[133], [139], [140] Cassandra,[141] DL Monte,[142] RASPA,[143] Etomica,[144] FEASST,[145] MS2,[146] and GOMC,[147] far
less codes exist compared to MD. Even more problematic, only a fraction utilize any form of GPUacceleration. To my knowledge, only HOOMD and GOMC utilize parallelism and their acceleration would not speed up our simulations. GOMC utilizes functional decomposition, only useful
for systems with charges which require large computational times for energy calculations.[147]
HOOMD’s domain decomposition method is only optimized for hard sphere single-bead systems.[139], [140]
Still, the HOOMD code bears many useful ideas to use in our approach to parallelism in
MC simulations of polymer crystallization. They use domain decomposition methods to cut up
their simulation box into several independent MC simulations, making the simulation massively
parallel. Their algorithm is not readily applicable to polymer chains as it lacks the capability to
simulate bonded systems. I attempt to build an algorithm which adapts this method to polymers
efficiently to simulate phase behavior.

1.10

Dissertation Overview
This study will inevitably lead to a better understanding of the parameters controlling the

structure of polymers. Adding to the current body of knowledge, these investigations will improve knowledge of parameter–structure relationships and can elucidate the controlling physics
in these models. Additionally, this study’s results will illuminate the prevalence of CNTP versus
SOMM hypothesis to crystal nucleation in polymer melts and peel back sources of discrepancies
in literature simulations. In the grander scheme, this understanding will lead to better control of
polymer properties via control of polymer structure. Since polymers dominate today’s markets,
this research’s potential gains are quite consequential.
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Despite this work’s significance and potential, the work is limited by its design in some
key ways. First, coarse graining may obscure important details relevant to crystallization. For
example, our large beads may obscure the real crystalline lattice and the lack of complex potentials
may change chain folding mechanisms. In particular, the lack of torsional potentials in this study
will certainly change the resulting crystal shape. This is especially problematic when considering
the importance of cis and trans dihedral angles to observed hairpin (tight fold) chains in PE folded
crystals.[148] Additionally, the primary focus of simulations of CG homopolymers neglects the
importance of heterogeneity due to chain branching or polydispersity to polymer crystallization.
Polydispersity may be particularly important according to Wenbing Hu’s intramolecular crystal
nucleation theory.[149]–[152] Furthermore, some polymer systems explored may still be too small
to avoid a degree of finite sized effects, despite our best efforts. These small chains are lower than
the entanglement length of many polymers. Given the importance of entanglements in determining
phase behavior in real polymers, this study’s crystals will lack effects due to entanglement and the
study is poorly suited to address matters pertaining to the link between entanglements and crystal
nucleation. Despite these downsides, our model systems are utilized by the literature to model
polymers[76], [77], [102], [121]–[123], [153]–[156] and, to a great degree, reproduce important aspects of the
crystallization in polymers while allowing tenable simulations. Additionally, the Dissertation’s
work lays the groundwork necessary for investigations with more complex polymer model.
Additionally, it may seem unconventional to simulate such a system, expected to be plagued
with kinetic effects under experimental conditions, using purely equilibrium studies. Although this
equilibrium mode of investigation prevents us from addressing kinetic mechanisms, it provides a
unique opportunity to address the origins of relevant phenomena in polymer crystallization. By
complimenting MD results, the preponderance of various order parameters can be determined to
be kinetic or thermodynamic in origin; if a result is present in MD but not in MC, then its origin
is deemed kinetic. Finally, due to poor coding experience at the inception of this Dissertation
journey, many poor decisions pertaining to the GPU algorithm were committed resulting in a poor
exploration of the potential gains in the algorithm. Still, this dissertation documents these failings
to inspire better approaches in future work by our lab, or others.
This dissertation is composed of five chapters and proceeds as follows.
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Chapter 1 presented the context of the study within the polymer crystallization literature.
Specifically, Section 1.1 outlines an overview of the dissertation, Section 1.2 presents crystal nucleation in more detail, Section 1.3 discusses the theoretical underpinnings behind the predominant nucleation theory, CNTP, Section 1.4 surveys weaknesses and poor predictions of CNTP and
Section 1.5 reviews contradictory simulation evidence when investigating nucleation. After this
background information review, Section 1.6 compiles the gap in the literature and presents my
approach to filling it. Finally, a more specific background on the tasks described proceeds in Sections 1.7, 1.8 and 1.9. This Section has thus far presented the significance and limitations of this
research approach and will introduce every chapter in this dissertation.
Going forward, Chapter 2 reviews the methods used in the Dissertation. Section 2.1 discusses the polymer models used to represent chains and how beads interact with each other in
detail. Section 2.2 reviews the implementations of MCMC, WLMC and EXEDOS algorithms,
among other utilized algorithms, and how to utilize them to analyze the phase behavior of models
presented in Section 2.1. Additionally, it reviews other relevant aspects to conducting molecular
simulations including movesets and initial conditions Subsequently, Section 2.3 previews acceleration strategies of these molecular simulations including replication of results, cooperation between
replicates and parallel simulations. Then, Section 2.4 presents phase transition analysis via various order parameters. Concluding the Methods chapter is Section 2.5, which provides information
about the codes used to conduct simulations and analysis and where to find them.
The next chapter initiates the results chapters in this text. Chapter 3 lays out this dissertation’s attempt at parallelizing MC simulations of polymer melts for GPU computation. First,
Section 3.1 introduces the approach and Section 3.2 reviews the relevant literature pertaining to
parallelization strategies of molecular simulations. After this introduction, Section 3.3 presents
the methods introduced in Section 1.9 in more detail. Specifically, it reviews the serial (single
core) algorithm, strategies of decomposition, data structures used, the parallel algorithm’s design
and benchmarks used to analyze the new algorithm, including quantifying speedup and verifying
statistical accuracy. Section 3.4 hosts the results from this parallel algorithm and a complimentary discussion, including algorithm verification and performance analysis. Finally, Section 3.5
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concludes the Chapter and confers recommendations for future work followed by the Appendix in
Section 3.6.
Chapter 4 houses published work simulating a semiflexible hard sphere-rod oligomer melt
and analyzing its crystal nucleation through free energy methods. First, Section 4.1 introduces the
current literature on crystal nucleation’s state and prevalent theories, i.e. CNTP and SOMM. The
Methods Section 4.2 lays out the hard rod model used and the simulations acting on it. Section 4.3
presents the phase behavior via a temperature–volume space phase diagram and FELs at various
volumes at equilibrium. These results yield consequential insights into this model’s nucleation
mechanisms. This discussion and a conclusion are found in Section 4.4. Finally, the Appendix in
Section 4.5 includes more results and analyses.
Chapter 5 includes extensions of the analysis in Chapter 4 to more complex polymer models incorporating a soft pairwise potential, harmonic bonds and a harmonic stiffness and discussions of the consequences of these model changes to crystal nucleation in polymers. Section 4.1
provides the context of the Chapter’s approach to employing the different polymer models. Specifically, it relays our hypothesis that the current state of the literature demands equilibrium phase
diagrams from MC simulations, which can elucidate the role of nematic phases. Also, it explains
the rationale behind the various model selections in the Chapter. Section 5.2 details the various
polymer models used in the Chapter, as well as relevant simulations and order parameters. Section 5.3 shows various phase diagrams to compare the phase behavior resulting from hard versus
soft nonbonded potentials, stepwise versus harmonic bending stiffness potentials, and rod-like and
harmonic springs. By presenting these results, the Section discusses the importance of careful
model selection, particularly for the stiffness potential for its impactful effects on resulting phase
behavior. Finally, Section 5.4 concludes the Chapter and Dissertation.
Chapter 6 concludes the Dissertation and discusses my recommendations for future work
on the subject of polymer crystallization. Section 6.1 summarizes the key findings of the Dissertation and their relation to the objectives laid out in the Introduction. Section 6.2 focuses on the
value of our contributions to the polymer crystallization literature. Section 6.3 then ponders on
the limitations of the Dissertation and Section 6.4 presents potential remedies to these limitations

26

as recommendations for future work. Finally, Section 6.5 wraps up the Dissertation with some
closing remarks.
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CHAPTER 2.

METHODS

Generally, investigating polymer crystallization using molecular simulations requires the
use of a broad variety of methods. The Methods Chapter provides an overview of such methods
used in this Dissertation. All method descriptions in the Chapter are a high-level overview. Each
Chapter also features a dedicated Methods Section discussing more specific implementations.
First, coarse-grained polymer models approximated polymer behavior in the simulations in
the Dissertation. These polymer models lump more than one CH2 monomer into a CG bead. A
combination of a pairwise nonbonded potential, a bond stretching potential and a bending stiffness
potential defined how these polymers interacted with other beads in the melt. A review on coarse
graining and different polymer potentials is in Section 2.1.
Equilibrium Monte Carlo (MC) simulations of these polymer models at different volumes,
temperatures, and pressures provide equilibrated data for phase behavior investigations. Namely,
Markov Chain MC (MCMC), Wang Landau MC (WLMC) and expanded ensemble density of
states (EXEDOS) simulations provided relevant data. To analyze these MC methods, various algorithms implemented statistical mechanics principles to transform results into melting curves, phase
diagrams and free energy landscapes (FELs), which are integral to analyzing phase behavior. A
combination of model tuning and equilibrium simulation ascertained the effect of model and parameter selection on the phase behavior. Equilibrium simulations efficiently sampled the model’s
equilibrium states via various optimized polymer moves/movesets. Brute force and other more sophisticated generating algorithms generated initial conditions necessary for these simulations. An
overview of such topics is in Section 2.2, while methods specific to each Chapter are provided in
dedicated sections in the Chapter itself.
Whenever possible, decomposition split simulations into parts solved in parallel to accelerate simulations, allowing access to increasingly complex systems and their phase behavior. Among
these techniques are employing parallel cores to obtain better equilibrated data in shorter clock
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times, using replica and entropy exchange to sample phase space more expediently in WLMC and
EXEDOS and implementing domain decomposition of the simulation box to conduct accurate MC
trajectories of multiple domains in parallel. Yet again, a high-level overview exists in Section 2.3.
A variety of order parameters distinguish relevant phases, enabling the interpretation of the
nature of phase transitions. Polymers are capable of developing multiple forms of order, including
forming crystal and nematic phases. Of primary interest were the isotropic melt, nematic and
crystal phases. Discontinuities in energy, radius of gyration and end-to-end radius at a temperature
indicated first order transitions. Steinhardt order parameters and structure factors quantified the
degree of crystalline order within the melt. The second Legendre polynomial, largest eigenvalue
from the Maier-Saupe Q-tensor, and persistence length measured nematic alignment at different
length scales within the melt. All these order parameters also exhibited discontinuities at the phase
transition. Section 2.4 reviews these phases, phase transitions and order parameters.
Finally, Section 2.5 includes information about the source codes used in the Dissertation
and provides links to them.

2.1

Polymer Models
Given the primary interest in this study is to address relationships between the physics

of polymers and their crystallization, MC simulations operate on PE model polymers. As the
Introduction explains, crystallization in polymers predominantly relates to length scales larger than
the atomistic. Atomistically, PE is made up of a backbone of consecutively bonded carbon atoms,
each bonded to two hydrogen atoms, as in Figure 1.3a. However, given the relevant length scales,
C–C bonds are lumped into a coarse-grained (CG) bead. Although chains of CG beads constitute a
less accurate mean-field approach to representing a linear PE chain, they retains important details
and their phase behavior is accessible in faster simulation times.
This section reviews the intricacies of how these beads interact with nonbonded and bonded
neighbors. Nonbonded interactions account for Van der Waals (attractive) and excluded volume
(repulsive) interactions. For homopolymers, these interactions are appropriately accounted for
via a pairwise potential quantifying attraction or repulsion between two distally-close beads.[157]
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Bonded interactions determine polymer chain properties, such as the equilibrium bond length,
equilibrium angle, dihedral ordering and variability in these modes. Accordingly, we use a pairwise, stretching and bending potential energy to account for bead interactions. These contributions
combine to give the total system energy according to Equation 2.1,

Utot = Upair +Ustretch +Ubend

(2.1)

where Upair is the pairwise nonbonded potential energy, Ustretch is the bond stretching potential
energy and Ubend is the pairwise bond bending potential energy. We elect to not include a dihedral
potential in our models. Although a dihedral potential is integral in united atom or atomistic beads,
CG beads lump various monomers into one bead and their bending stiffness imposes a stiffness
on both chain bending and dihedral order.[76], [100] Still, future work may incorporate dihedral
potentials to examine exact chain folding mechanisms in the early stages of crystal nucleation.

2.1.1

Nonbonded interactions
Pairwise potentials account for nonbonded interactions in molecular simulations. These

potentials depend on the interbead distance, ri j , between any two beads within the simulation box,
as shown in Figure 2.1a for the middle bead and its nonbonded neighbors. Minimally, beads use the
potential to repel each other at relatively low ri j . In addition to repulsion, beads attract each other
via van der Waals forces, dipole moments, etc. These attractions are important at intermediate ri j .
Accordingly, pairwise interactions may also include these interbead attractions. Three-body and
higher order potentials cost too much computational power and are often neglected in simulations
with a single type of bead, like the homopolymers here.[157] Pairwise interactions are sufficient to
capture relevant interactions in homopolymers with no charges.[157]
The most straightforward approach to incorporate beads’ excluded volume in a polymer
melt is by employing repulsive hard sphere potentials. In this paradigm, beads repel other beads
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Figure 2.1: a) A schematic of polymer beads interacting via a pairwise nonbonded potential en1
1
ergy. σ is the pair length
scale, ri j is the interbead
distance and rc is the1 pair cutoff distance. b)
Pairwise potential energy, Upair from different potential models for pairwise interactions between
two nonbonded beads separated by a distance, ri j . b) Bond stretching potential energy, Ustretch from
different potential models for bond length fluctuations between two backbone beads with a bond
vector, li . c) Bending stiffness potential energy, Ubend from different potential models for stiffness
interactions between three backbone beads forming an angle, θi .
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within their pairwise bead diameter, σ , with infinite energy, as in Equation 2.2.

HS
Upair
(ri j ) =




∞ ri j < σ


0

(2.2)

ri j ≥ σ

HS is the hard sphere (HS) pair potential and r = |r − r | is the distance between beads
where Upair
ij
j
i

i and j. σ , the pairwise length scale, is shown in Figure 2.1a. As long as neighbor beads remain
outside the bead’s radius, there is no interaction.
Since most atoms additionally attract neighbors, a more accurate model is the square-well
(SW) potential, given by Equation 2.3, which combines the hardness of Equation 2.2 with an
energy well to account for van der Waals forces.




∞




SW
Upair
(ri j ) = −ε






0

ri j < σ
σ ≤ ri j < rc

(2.3)

ri j ≥ rc

SW (r ) is the SW pair potential, ε is the depth of the energy well and r is the cutoff
where Upair
ij
c

radius. rc is depicted in Figure 2.1a. As can be seen, the bead interacts according to ri j for all j
nonbonded beads that are within a distance of rc (within the blue dashed circle in Figure 2.1a).
Unlike the rigid diameter of HS or SW beads, CG beads of PE are actually bundles of multiple CH2 monomers that have a non-rigid diameter. Therefore, yet more accurate representation
involves soft/squishy beads that permit overlaps of σ . The Lennard Jones (LJ) potential, given by
Equation 2.4, accounts for this squishiness and, unlike previous models, is continuous until its cut
off radius, rc .
LJ
Upair
(ri j ) =

  

12  6

σ
σ

4ε r
− ri j
ri j < rc
ij


0

(2.4)

ri j ≥ rc

LJ (r ) is the LJ pair potential. In some simulations, forces, i.e. derivatives of U
where Upair
ij
pair , are

employed. Accordingly, it is important that the potential be continuous throughout the relevant
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distance range, ri j ∈ [0, rc ]. This is accomplished by shifting the LJ potential, as in Equation 2.5.

LJS
Upair
(ri j ) =




U LJ (ri j ) −U LJ (rc ) ri j < rc
pair
pair


0

(2.5)

ri j ≥ rc

LJS (r ) is the shifted LJ pair potential.
where Upair
ij

A special case of the LJ potential that incorporates soft repulsion but no attraction is the
WCA (r ), which is cutoff at the minimum and shifted so its minimum is at zero.
WCA potential, Upair
ij

It is computed using Equation 2.5 with rc = 21/6 σ , which gives Equation 2.6.

WCA
Upair
(ri j ) =




U LJ (ri j ) + ε
pair


0

ri j < 21/6 σ
ri j

(2.6)

≥ 21/6 σ

It is used as a soft and repulsive potential.
Figure 2.1b shows the four pairwise potentials discussed thus far for comparison sake.
When ri j ≥ rc , all potentials are zero indicating no interactions past rc . The behavior is otherwise
different in all four. U HS remains at zero until the interbead distance becomes below σ , where its
value is infinite. In other words, it is a hard bead permitting no overlap of σ but does not interact
otherwise. U SW has similar behavior at low ri j but it has an energy well at −ε between σ and
rc . Again, it makes for hard beads but they attract other beads in the range σ ≤ ri j < rc . U LJ is
a soft continuous potential that attracts beads as ri j < rc , gradually decreasing to the energy well,
−ε, where it is most attractive, before asymptotically approaching ∞ as ri j → 0. U WCA is like ULJ ,
except that it is shifted up to cutoff at U WCA = 0 at the minimum ri j = 21/6 σ . Since it does not
have negative values relative to infinite separation, the WCA potential purely repels other beads
within a distance of 21/6 σ or less.
Unless otherwise noted, the units in this dissertation are reported in terms of LJ parameters. This means that all values are made dimensionless with the main energy scale, ε, and the
main length scale, σ . Accordingly, Upair /ε is the dimensionless energy, kB T /ε is the dimension-
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less temperature with kB as the Boltzmann constant, rc /σ is the dimensionless cutoff, etc. This
dimensionless form enables comparison between different models.

2.1.2

Bonded interactions
Bonded interactions set polymer simulations apart from single-bead studies. A polymer

chain has three levels of bonded interactions. Two bonded beads with bond vector, li , interact
via a bond stretching potential. Three bonded beads form an angle, θi , with a bending stiffness
potential accounting for resistance to bending. Finally, four bonded beads form a dihedral angle
with dihedral potential. Since CG beads lump various monomers into one bead, three bonded
interactions do incorporate polymer chain bending stiffness on the dihedral length scale.[76], [100]

Bond stretching potentials
Bond stretching potentials maintain connectivity of polymers around an equilibrium bond
length, l0 . The simplest stretching potential is the rod-like or tangent bond model, given by Equation 2.7, that only permits constant bond lengths at l0 ,

rod
Ustretch
(li ) =




∞ li 6= l0


0

(2.7)

li = l0

rod is the rod-like stretching potential, l = |l | is the bond length of bond vector i depicted
where Ustretch
i
i

in the inset of Figure 2.1c, and li = ri+1 − ri is the bond vector between bead i and its backbone
neighbor. Figure 2.1c plots U rod versus deviations around l0 . As can be seen, it only returns a finite
value at l0 , denying fluctuations in the bond length.
Bonds of real polymers fluctuate around l0 and this is certainly true of CG beads as well.
Accordingly, a more accurate representation is the harmonic bond stretching potential in Equation 2.8 that permits fluctuation around l0 , i.e. bond stretching,
harm
Ustretch
(li ) = κ/2 (|li | − l0 )2
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(2.8)

harm is the harmonic bond stretching potential and κ is the bond stretching energy scale.
where Ustretch

Figure 2.1c also shows the harmonic stretching potential with κ = 600kB T /l02 . Unlike the rod-like
harm permits minimal fluctuation around l with finite resistance.
potential, Ustretch
0

Bending stiffness potentials
Finally, the bending stiffness potential accounts for the semi-flexibility of polymer chains.
One way to account for this is via the stepwise bending stiffness potential, given by Equation 2.9,
which incentivizes straight bond segments using a step decrease of energy at some cutoff angle,

step

Ubend (θi ) =




−k

θi ≤ θs



0

θi > θs

b

(2.9)

step

where Ubend is the stepwise bending stiffness potential, kb is the bending stiffness energy scale,
i+1 ·li
θi = cos−1 |lli+1
||li | is the backbone angle made by beads i, and its two backbone neighbors, i + 1

step

and i + 2, depicted in the inset of Figure 2.1d, and θs is the cutoff angle. Figure 2.1d shows Ubend
with a value of −kb for angles less than θs and zero otherwise.
Since polymer chains can be expected to exhibit a more continuous stiffening as they contract away from some equilibrium angle, a harmonic bending stiffness potential, given by Equation 2.10, constitutes a more appropriate representation with a continuous bending stiffness,

harm
Ubend
(θi ) = kb (1 − cos θi )

(2.10)

harm is the harmonic bending stiffness potential. Figure 2.1d shows that U harm −k has a far
where Ubend
b
bend

more gradual stiffening with increasing θ compared to the step increase of the stepwise stiffness.
The harmonic bending potential also spans double the range of the stepwise potential.

2.2

Equilibrium Simulations
To study polymer phase transitions, I employed a collection of equilibrium Monte Carlo

(MC) simulations. An overview of all such methods follows. In simulations, Nc chains with Nb
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beads each are placed into a cube sized L to make up a volume fraction φ given by Equation 2.11,

φ=

Nc Nb πa3 /6
L3

(2.11)

where φ is the hard sphere volume fraction of the all beads in a cubic simulation box, and a is the
bead diameter. For hard potentials, a = σ . For soft potentials (LJ, WCA, etc.), bead diameters are
soft and depend on system conditions. Accordingly, Equation 2.11 no longer describes the volume
fraction within the box and isochoric comparisons of simulation results become difficult. One way
to correct for this effect is to correct the diameter, a, to an effective hard diameter, aeff . Crudely,
aeff can be approximated as a function of T and to be the closest real solution to Equation 2.12.[158]
U WCA (aeff ) −U WCA (a) = 1.1kB T

(2.12)

where aeff replaces a in Equation 2.11.

2.2.1

Markov Chain Monte Carlo (MCMC)
Markov Chain MC (MCMC) is a stochastic simulation approach that, given a probability

distribution, reproduces an ensemble of equilibrium configurations. Given an initial configuration
of polymers in a box with positions, r0 , these positions undergo “moves” that are accepted or
rejected according to the Boltzmann distribution.[157] This sampling approach reproduces equilibrium configurations of the model at the simulation conditions (e.g. N, V, T, etc.) according to
their thermodynamic probability. This chain of equilibrium configurations is the so-called Markov
Chain. By saving M configurations separated by enough moves to sufficiently decorrelate samples, the Markov Chain includes independent samples of the configuration at system conditions,
[r0 , r1 , . . . rM ]. Provided snapshots are indeed independent, averages along the Markov Chain provide thermodynamic properties at system conditions, e.g. average energy, size, crystallinity, etc.
Algorithm 1 shows a minimal pseudocode of an MCMC simulation. Initially, Algorithm 1’s
line 1 reads a configuration and line 2 calculates its energy according to the potentials described
in Section 2.1. Then, in a loop over Nmoves , the configuration undergoes sequential polymer move
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Algorithm 1 Constant number, volume, and temperature (NVT) Markov Chain Monte Carlo
1: beads ← read conf()
. read in configuration and calculate its energy
2: U ← calc energy(beads)
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:

for i ∈ [0, Nmoves ) do
beadsnew ← propose move(beads)
Unew ← calc energy(beadsnew )

. main MCMC loop

Pacc ← exp(−β (Unew −U))
if Pacc > rand(0,1) then
U ← Unew
beads ← beadsnew
end if
end for

. Metropolis criteria

attempts. Algorithm 1 accepts (or rejects) every move according to the Metropolis criteria, given
by Equation 2.13.[157], [159], [160]

Pacc = min [1, exp (−∆U/kB T )]

(2.13)

where Pacc is the move acceptance rate and ∆U = Unew −Uold is the change in total potential energy
resulting from the proposed move. Functionally, moves are accepted if Pacc is larger than a random
number between 0 and 1, as in Algorithm 1 line 9.
We use MCMC simulations to build melting curves, i.e. thermal profiles of order parameters. Typically, several simulations sweeping a temperature range run at a constant number,
volume and temperature (NVT).[159], [160] In these simulations, we employ optimized movesets
that include a variety of polymer-specific moves[161]–[168] to ensure efficient equilibration of the
polymer chains including: bead displacement, kink,[169], [170] end-kink,[170] reptation,[169], [171] and
configurational-bias versions of the same.[161], [162], [164], [168] More detail on these moves, their implementations, and other considerations are in Section 2.2.7. For simulations at T > Tm , the solid
melts, whereas it does not otherwise. Through this MCMC T sweep strategy, one can locate phase
transitions. More information on how to locate and study phase transitions is in Section 2.4.
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2.2.2

Analysis of MCMC results: Checkpointing, averaging and autocorrelation
Provided MCMC appropriately samples relevant states, averaging over the Markov Chain

provides equilibrium thermodynamic properties. By saving snapshots throughout a simulation,
multiple independent decorrelated samples at the constant NVT become available. Then, calculating an order parameter for each saved snapshot provides large sample data at system conditions.
For example, by calculating the average end-to-end distance of chains, R2e , one can retrieve the
equilibrium hR2e i at a given NVT, as in Equation 2.14,
M

hR2e (N,V, T )i =

∑ hR2e (rm)i/M

(2.14)

m=1

where the sum is over M snapshots of the polymer configuration r, and hR2e (rm )i is an average of
all chains’ R2e in the mth configuration/snapshot. More generally, for any thermodynamic property,
J, that can be calculated from a single configuration, Equation 2.15 is true for a large number of
uncorrelated configurations, M.
M

hJ(N,V, T )i =

∑ J(rm)/M

(2.15)

m=1

Equation 2.15 is true as M → ∞ but it is statistically accurate for finite M if sampling is
efficient and ergodic. Efficient and ergodic sampling ensures that the configuration is sufficiently
mobile in phase space, as opposed to being stuck in an energy well. Accordingly, moves are chosen
so as to improve sampling efficiency. Further, it is integral to verify that snapshots are uncorrelated.
This decorrelation is guaranteed when saved snapshots are separated by sufficient simulation time.
This simulation time delay between snapshots can be quantified as the time it takes for energy of a snapshot to no longer be correlated with its predecessor. This concept can be illustrated by
inspecting the potential energy, U, from MCMC configuration snapshots taken at different simulation times, t, shown in Figure 2.2a. There are two important equilibration times to consider. First,
enough initial equilibration time should pass before snapshots are saved so the energy decorrelates
from the initial condition’s energy, U0 , and begins to fluctuate around the thermodynamic average,
hUi. Second, neighboring snapshots should sandwich another equilibration time to avoid saving
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Figure 2.2: a) An energy profile, U(t), from configurations saved at evenly-spaced times t gener1
ated in a MCMC simulation with HS-rod-step potentials,
Nc = 90 and Nb = 10 at φ = 0.438 and
T = 0.31. b) U(t) autocorrelation function, acf(∆t), for time delay, ∆t. The red curve shows the
exponential fit for autocorrelation time, τ.

multiple correlated snapshots. This correlation bias is depicted in the inset of Figure 2.2a showing the deviation of a short range of neighboring snapshots from the true hUi. If the simulation
only spanned this short amount of time or, if by poor design, only saved consecutive/neighboring
snapshots, the MCMC simulation’s result, computed using Equation 2.15, would not result in a
good estimate of hUi. Although the inset has converged past the initial equilibration time, it is still
necessary to save snapshots with sufficient equilibration time between them.
A quantitative measure of equilibration time between snapshots (after decorrelation from
U0 ) in an MCMC simulation is the energy autocorrelation time, τU . It would be cumbersome to individually inspect every MCMC replicate to ensure equilibration between snapshots. Accordingly,
τU is used to set the time between snapshots used in thermodynamic averages in Equation 2.15.
τU is the time it takes for two snapshots to become decorrelated with one another. In other words,
U(t) is decorrelated with its predecessor snapshot taken t − τU prior, U(t − τU ), but not any U in
between. τU is calculated using the energy autocorrelation function, acfU , given by Equation 2.16,

acfU (∆t) =

1
2
sU

M(t)
1
∑ M(t) − 1 ∑ (U(t + ∆t) − hUi) (U(t) − hUi)
t
t+∆t
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(2.16)

where sU is the standard deviation of U and M(t) is the number of pairs U(t + ∆t) and U(t) at time
t. τU is obtained from a fit to the exponential form of acf(∆t) = exp (−∆t/τ).
Figure 2.2b shows the autocorrelation function, acfU (∆t), and its autocorrelation time,
τU , of the energy in Figure 2.2a. As the figure shows, at 0 time delay, the self autocorrelation,
acfU (∆t = 0) is unity as expected. As the time delay between snapshots, ∆t, increases, acfU decays
to zero indicating decorrelation of snapshots. τU obtained from the exponential fit of acf is shown
in red in Figure 2.2b. If the energy autocorrelation fit indeed decays to zero, τU is an appropriate
measure of the decorrelation time. Running a simulation 100 − 1000 × τU is the standard in this
dissertation. To ensure that the fit is appropriate, we also inspect an average of acf at the last few
time delays ∆t.
Simulations are considered well-equilibrated after they surpass at least ten times the autocorrelation time. Technically, this well-equilibration should be validated for every order parameter,
ξ , using its own τξ . However, ensuring that a simulation spans 1000 times τU is generally sufficient. To ensure good statistics, each MCMC simulation in this dissertation ran for a length of
at least 1000 × τU . Considering each simulation was further replicated with a different seed and
initial condition (unless otherwise stated), common practices suggest that all reported MCMC simulations are beyond well-equilibrated.
Although MCMC serves as a convenient, parameter-free screening tool, MCMC is a bad fit
for our intentions of simulating polymer crystallization. At a phase transition, the algorithm needs
to oscillate between the two coexisting states to sample the pathway. Accordingly, MCMC requires
long times beyond those accessible to simulation for its acfU to reach 0. This inability stems from
“importance sampling”’s ineffectiveness to overcome large barriers surpassing several kB T or to
simulate low T phenomena due to the Boltzmann acceptance rate. Pacc → 0 in Equation 2.13 for
large ∆U or low T .
To overcome this MCMC sampling deficiency, investigators employ advanced sampling
techniques to overcome nucleation barriers.[157] These biased sampling techniques employ biased
acceptance rates that drive the system towards rarely visited states by changing Pacc in 2.13 to favor
them. Then, careful mathematical analysis unbiases resulting histograms. In this dissertation, I use
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two such powerful sampling techniques, Wang Landau MC (WLMC) and expanded ensemble
density of states (EXEDOS) to sample crystal nucleation.

2.2.3

Wang Landau Monte Carlo (WLMC) algorithm
A convenient biased sampling method is the WLMC method that self-consistently builds

the density of states, Ω, a direct measure of system entropy.[114], [172]–[176] The method refines Ω
iteratively by sampling states with a probability proportional to their visitation probability, as in
Equation 2.17.


Ω(Uold )
Pacc = min 1,
Ω(Unew )

(2.17)

where Ω(Ui ) is the density of states (the exponent of the entropy) of a configuration with potential
energy Ui .
In principle, a single (but very long) WLMC simulation can calculate the entire Ω. This
is a consequence of the lack of T in the acceptance criterion in Equation 2.17. As such, WLMC
simulations run at fixed N and V, but give results that span T . Consequently, Ω can be used
to construct the heat capacity (dU/dT ) that can be used to locate and identify phase transitions.
Using statistical mechanics principles, one can also determine the temperature-dependent behavior
of other order parameters (i.e. melting curves). Section 2.2.4 lays out relevant equations used in
the analysis of Ω.
Algorithm 2 shows a simplified WLMC pseudocode that employs the WLMC acceptance
rate and accumulates Ω iteratively. It resembles Algorithm 1 of an NVT MCMC simulation except
in some key ways. In addition to employing a different acceptance criteria, it explores a specified
energy range, Ulow and Uhigh , and employs two additional arrays, H, a histogram of energy states,
and Ω, the density of states. Starting from an initial guess of Ω(U) = 1 for U ∈ [Ulow ,Uhigh ], i.e.
all states are defined as equally probable, Algorithm 2 obtains the true Ω of the system. Similar
to MCMC, a move is attempted, its energy calculated and the acceptance criteria tested. Unlike
MCMC, the WLMC acceptance probability in Algorithm 2 line 12 takes on a modified form, as
in Equation 2.17. Essentially, this acceptance criteria biases WLMC towards states with lower
visitation; if a proposed (new) state has been visited less, its Ω will be smaller and Pacc is one
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Algorithm 2 Wang Landau Monte Carlo
1: beads ← read conf()
. read in configuration, calculate its energy and set up containers
2: U ← calc energy(beads)
3: Ω ← [1] ∗ (Uhigh −Ulow )/Ubin
. density of states; states are defined by energy bins
4: H ← [0] ∗ (Uhigh −Ulow )/Ubin
. histogram of states
5: f ← e
. goal of WLMC is to reduce the modification factor, f
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:

while f > fdesired do
for i ∈ [0, Nmoves ) do
beadsnew ← propose move(beads)
Unew ← calc energy(beadsnew )
Pacc ← Ω[U]/Ω[Unew ]
if Pacc > rand(0,1) then
U ← Unew
beads ← beadsnew
end if

. main WLMC loop
. do Nmoves moves

. WLMC acceptance rate based on Ω

Ω[U] ← f Ω[U]
H[U] ← H[U] + 1
end for

. increment/increase Ω and H of the prevailing U

. flatness check

if is flat(H) then
H ←√[0]
f← f
end if
end while

(100%). It is this feature that allows better sampling of rare states. Subsequently, Ω of the accepted
energy state is increased by multiplying it with the modification factor f , initially set equal to the
natural number, e, and the histogram entry is incremented by one.[172]
Every Nmoves move attempts, Algorithm 2 checks for “flatness” of its histogram, as in line
22. The standard criterion of a flat histogram is when the histogram’s average and minimum value
differ by less than 20%. Once this criterion, which ensures good sampling of all U ∈ [Ulow ,Uhigh ],
is satisfied, Algorithm 2 resets all histogram bins to zero and reduces the modification factor to
its square root (lines 22–25), concluding a single WLMC iteration.[172] At the end of an iteration,
Ω is a rough estimate with its accuracy limited by the value of f . Subsequent iterations of the
above process are necessary to obtain an accurate value of Ω (loop in Algorithm 2 line 7). Unless
otherwise stated, WLMC converges after 27 iterations, giving a modification factor (and error
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estimate) of f = 10−8 on the final iteration. In practice, the entropy, log Ω, is accumulated as Ω
can be prohibitively large.
While a single long WLMC simulation can in principle determine Ω, such a method is too
costly for a system larger than a few beads. To speed convergence, the simulation space is often
divided into overlapping “windows”, each given multiple “walkers”, i.e. replicate WLMC simulations that run in parallel in the same window. Upon convergence (to the desired f ), independent Ω
estimates between walkers are averaged. Since Ω is only determined to within an additive constant,
overlapping Ω estimates (from overlapping windows) are “stitched” together. Stitching is accomplished by adding a constant that minimizes error between overlapping bin estimates. Each walker
is seeded with an independent initial configuration that obeys the energy constraints of the window. For more details on the replication process and appropriate initial configuration generation
strategies, refer to Sections 2.3.1 and 2.2.8, respectively.
Due to its design and the replication scheme, a WLMC simulation requires significant
optimization of parameters. First, there is the energy range to be explored. At the least, Ulow and
Uhigh must encapsulate the phase transitions of interest. Furthermore, the bin size used to discretize
the energy range into elements in Ω must be small enough to avoid significant free energy change
across a small number of bins. Additionally, f and the flatness tolerance values must be low enough
for appropriate error estimates and sufficient sampling of all phase behavior, respectively.
In addition to the inherent WLMC parameterization, the multi-window and multi-walker
scheme involves some parameterization to be streamlined. High energy or T windows can afford
to have large numbers of bins whereas low energy windows or windows near a transition need to
have a small number of bins. The overlap percentage between bins is also an important parameter.
The same number of windows with small overlaps spans a larger energy range than one with a
large overlapping percentage. For example, with 98% overlap, 2 energy windows sized 50 bins
will result in, [0, 50], [1, 51], spanning 51 bins, whereas a 10% overlap results in, [0, 50], [45, 95],
spanning 95 bins. However, the lower overlapping percentage may result in stitch regions with
large errors, severely affecting final results. Finally, the number of replicates is important to the
validity of final results and, with replica exchange in Section 2.3.1, may even improve phase space
exploration and reduce simulation times.
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In practice, Ω(U) traverses a large energy range and is difficult to simulate, restricting the
utility of WLMC. Since the relevant energy range for any given phase transition is not known beforehand, significant trial and error is required to determine appropriate parameters (energy range,
bin sizes, f , flatness criteria, number of windows, number of replicates, etc.) for the simulation.
Also, binning the energy range into discrete bins can introduce significant errors and hurt sampling efficiency for continuous energy models. Still, WLMC builds phase diagrams efficiently and
reveals phase behavior better than MCMC.

2.2.4

Analysis of WLMC results: Canonical analysis
By building Ω, the WLMC algorithm captures all thermal information of a system. By

saving configurations throughout a WLMC simulation, data for a thermodynamic property as a
function of U becomes available, J(U). Then, J(U) and Ω can be used to retrieve the same
quantities as Equation 2.15 through canonical analysis. For example, Equations 2.19 and 2.18
can be used to obtain the ensemble-averaged chain end-to-end distance, hR2e i(N,V, T ).[177]
Uhigh

Uhigh

hR2e i(N,V, T ) =

∑

hR2e i(U)P(U, T ) =

U=Ulow

∑ hR2e i(U)Ω(U) exp(−U/kB T )
U=Ulow
Uhigh
∑

(2.18)

Ω(U) exp(−U/kB T )

U=Ulow

P(U, T ) =

Ω(U) exp(−U/kB T )
Uhigh

(2.19)

Ω(U) exp(−U/kB T )

∑
U=Ulow

where P(U, T ) is the probability of encountering state U at temperature T , the sum is over the
lowest, Ulow , and highest, Uhigh , energy bin in Ω, hR2e i(U) is an average of R2e for all configurations
with an energy U. More generally, for any thermodynamic property, J, that can be calculated for a
single configuration, Equation 2.20 along with P(U, T ) from Equation 2.19 retrieves its ensemble
average hJi(N,V, T ).
Uhigh

hJi(N,V, T ) =

∑

hJi(U)P(U, T )

(2.20)

U=Ulow

Additionally, ensemble averaging can be applied to moments of U, as in Equation 2.21,
and along with Equation 2.22, canonical analysis can build the constant volume heat capacity,
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CV (N,V, T ).
Uhigh

hU n i(N,V, T ) =

∑

U n P(U, T )

(2.21)

U=Ulow

CV (N,V, T ) =

hU 2 i(N,V, T ) − hUi2 (N,V, T )
kB T 2

(2.22)

Importantly, the same canonical analysis for a general thermodynamic property, J, can be extended
to any order parameter, ξ , that quantifies nematic alignment, crystallinity, etc.

2.2.5

Expanded ensemble density of states (EXEDOS) algorithm
Sampling the free energy along changes in an order parameter, ξ , of interest to polymer

crystallization, rather than the entire thermal profile, can reduce required simulation times. Expanded ensemble density of states (EXEDOS) is a modified MC approach that samples the free energy landscape, FEL, along ξ .[111] It does so by combining WL-type sampling within an expanded
ensemble including the ξ of interest. Unlike WLMC where Ω is a function of U, the density of
states in EXEDOS is a function of an order parameter, ξ . EXEDOS has successfully constructed
FELs along a variety of different ξ including distance,[111]–[113] cutoff radii,[114] Steinhardt order
parameters,[115] and nematic alignment.[116], [117] EXEDOS simulations mirror the WLMC code
(Algorithm 2), except the acceptance rate is given by Equation 2.23,


Z(ξold )
Pacc = min 1,
exp(−∆U/kB T )
Z(ξnew )

(2.23)

where Z is the “expanded ensemble” density of states. Note that unlike WLMC simulations, EXEDOS simulations are in the NVT ensemble and therefore have a defined temperature. The FEL,
F(ξ ), is a function of ξ and is given by Equation 2.24,

F(ξ ) = −kB T ln Z(ξ ) +C

where C is an arbitrary constant.
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(2.24)

I also use 2D EXEDOS to determine the 2D FEL along changes in two different order parameters, F(ξ1 , ξ2 ). Like WLMC, all EXEDOS simulations utilize a multi-window, multi-walker
scheme with the ξ range separated into several overlapping windows, each with several (minimum
of 8) replicates/walkers, that are eventually averaged and stitched together. Once again, for more
details on EXEDOS simulation replication, initial condition generation and the different ξ used,
refer to dedicated Sections 2.3.1, 2.2.8 and 2.4, respectively.
Physically, F(ξ ) describes the relative stability of different regions of ξ space at a given
T . Regions of low F(ξ ) at some T are thermodynamically favored, whereas higher regions are
improbable. At Tm , F(ξ ) should have a global minimum at the two stable coexisting states. Any
local minimums represent metastable phases and peaks represent rare events.

2.2.6

Analysis of EXEDOS results: Free energy minima and paths
Embedded in the FEL is the minimum free energy path (MFEP). In addition to locating

important regions of ξ space, mathematical analysis of the FEL can reveal thermodynamic pathways between any two states. Since the probability of encountering a state is inversely proportional
to the exponent of its free energy, the MFEP excludes regions of large free energy and proceeds
via regions of relatively lower free energy. Based on ideas from classical nucleation theory and
transition state theory, the MFEP between the melt and crystal is indicative of the kinetics of the
system.[178] For example, the maximum of the MFEP (the saddle point) is the transition state and
the MFEP’s barrier height is the primary barrier to nucleation.
To find the MFEP, I used the Dijkstra algorithm[179] as implemented in the recently developed “multidimensional lowest energy” (MULE) algorithm.[180] This algorithm searches for the
path that minimizes the free energy between two positions on a free energy surface. If these two
positions are stable or metastable states, the path between them is the minimum free energy path
and the largest position therein is the critical point. These two positions, A and B, are defined by
their values on the surface, e.g. ξ A = (ξ1A , ξ2A ) and ξ B = (ξ1B , ξ2B ). The MULE algorithm includes
two main stages, as shown in Algorithm 3. In the first stage, it starts with the initial point and
moves one by one through adjacent points on the free energy surface until it reaches the end point.
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Algorithm 3 Multidimensional lowest energy algorithm to find the minimum free energy path
(MFEP)
1: openList.append(ξ A )
2: closeList ← [0]
3: fathers ← [-1]
4:
5: while openList 6= 0 do
6:
ξ i ← popMin(openList)
. Get and
i
7:
closeList.append(ξ )
8:
9:
if ξ i == ξ B then break
10:
end if
11:
12:
for ξ j ∈ getAdjacent(ξ i ) do
13:
if ξ j 6∈ openList then
14:
if ξ j 6∈ closeList then
15:
openList.append(ξ j )
16:
end if
17:
18:
fathers[ξ j ] = ξ i
19:
end if
20:
end for
21: end while
22:
23: pathway = [0]
24: function GET PATH(ξ )
25:
if fathers[ξ ] 6= −1 then
26:
pathway.append(GET PATH(fathers[ξ ]))
27:
end if
28:
return ξ
29: end function
30: GET PATH(ξ B )

. Points to be explored
. Points already explored
. A father for every possible 2D ξ position

remove the point with the lowest free energy

. Gets MFEP between ξ A and ξ

. Get MFEP between ξ A and ξ B

While doing so, it populates a fathers array element for each adjacent point with the point preceding it in the while loop. In the second stage, this information is used to build the MFEP between
the initial point and end point.

2.2.7

Specialized Polymer Movesets
Good sampling is integral to retrieving statistically accurate results from equilibrium MC

simulations. If MC methods are unable to cycle through all of the relevant states of a system in
reasonable simulation times, their results will be thermodynamically inaccurate. Accordingly, MC
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a)

d)

b)

c)

Figure 2.3: Depictions of different moves employed in MC simulations in this dissertation. Specif1
ically, this figure shows a) kink, b) end-kink, c) reptation and d) configurational bias moves.

simulations must accompany an efficient moveset to move the system from one equilibrium state
to another at the specific simulation conditions. Often, this means employing different movesets
for different conditions or simulations (MCMC versus WLMC, low T versus high T, etc.). Despite
sampling improvements in biased methods such as WLMC and EXEDOS, it is still integral to employ an appropriate set of moves to sample the relevant range ([ξlow , ξhigh )) and achieve histogram
flatness in reasonable times. These efficiency considerations are ensured by employing a moveset
that minimizes the autocorrelation time (see Section 2.2.2), i.e. equilibration time.
We employ a variety of polymer-specific moves[161]–[168] to ensure efficient equilibration
of polymer chains. The simplest is bead displacement that simply moves a bead by a random
magnitude in a random direction. More natural moves for a polymer constitute rotation about
a polymer bond, such as kink

[169], [170]

and end-kink[170] moves, depicted in Figures 2.3a-b. A

kink moves involves picking a random position along a circle that maintains the two bond lengths
around the moved bead, while end-kink involves picking a random position on a sphere around the
bead before the end. The reptation move was inspired by its namesake in polymer physics.[169], [171]
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In the move, shown in Figure 2.3c, an end bead is deleted and regrown at the other end of the same
polymer chain
After a move, the MC algorithm calculates the new resulting bead energy, acceptance rate
Pacc , and accepts or rejects the move accordingly. At high temperatures and low densities, these
simple single bead moves have high Pacc and are sufficient to ensure equilibration. It is important to
employ shortcut methods specific to each move to calculate the bead’s energy change expediently.
At higher volume fractions, the above moves encounter prohibitively low acceptance rates
and better move design becomes important. One solution involves configurational bias (CB) versions of the bead displacement, kink, end-kink, and reptation moves. In CB moves, the algorithm
attempts multiple trials of the same move and accepts one based on its probability of acceptance.
In this way, CB moves improve move acceptance rates and reduces overall equilibration time of
MC simulations.[161], [162], [164], [168], [181]
Practically, the algorithm biases the move towards a trial that is (relatively) likely to be accepted, which necessitates an unbiasing of the Boltzmann weight in MC. After proposing Ntrial ran-

dom moves, the trial calculates each trails’ Rosenbluth weight, wi , according to Equation 2.25.[161], [162], [164], [168], [1
i

w =

exp −U i /kB T
Ntrial

∑ exp



−U k /kB T

(2.25)


k=1

A trial is then accepted according to its wi . This move modification increases the acceptance rate
and, therefore, introduces a bias to the results. To unbias CB moves, wi is used to unbias Pacc ,
according to Equation 2.26.


wiold
Pacc = min 1, i
wnew

(2.26)

where wnew
is the accepted move’s Boltzmann weight from Equation 2.25, and wold
is the old
i
i
position’s Boltzmann weight. Calculation of wold
i requires trying Ntrial − 1 more attempts with the
Ntrial th trial standing for the old bead position (Equation 2.25 with Ui = Uold ).
A CB-type end-kink move is shown in Figure 2.3d. In this dense melt, the acceptance rate
of an end-kink will be dismally low as most rotations will result in an overlap or a high energy due
to being in other beads’ vicinity. The CB variant will attempt multiple trials of the end-kink and,
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by picking a trial based on its Boltzmann weight, will more likely result in a move acceptance.
A careful optimization of Ntrial for each CB move is necessary. Low values may not result in
appreciable increases in Pacc , while higher values will result in diminishing returns and increase
simulation time without benefit. Typically, Ntrial is selected to achieve acceptance rates between
0.1 and 0.3, which improves sampling without significant slow down.
Another CB method involves employing an end or internal regrowth CB move where a
segment of consecutively-bonded beads in a chain are deleted and regrown. In an end regrowth
CB move, MC chooses a random chain end and number of bonded beads to cut, Nbeads . Alternatively, an internal regrowth CB move picks a random internal bead, a direction along the chain
backbone, and number of bonded beads to cut in that direction, Nbeads . Subsequently, those beads
are deleted, and regrown one-by-one, accepting a single trial every bead according to the above
protocol for single-bead moves (Equation 2.25). Then, after the chain is regrown to its previous
length, Equations 2.27 and 2.28 calculate the overall acceptance rate.
"

chain
Wold
Pacc = min 1, chain
Wnew

W chain =

Nbeads

∏

#

wi

(2.27)
(2.28)

i=1

These regrowth CB moves encounter near-zero acceptance rates in dense melts but accelerate sampling at high T .
Likewise, regrowth CB introduces a bias to WLMC and EXEDOS. Accordingly, a modification of Pacc for WL in Equation 2.29 or EXEDOS in Equation 2.30 is necessary for all CB
moves.
"

#
chain
Ω(Uold ) Wold
exp (∆U/kB T )
Pacc = min 1,
chain
Ω(Unew ) Wnew
"
#
chain
Ω(Uold ) Wold
Pacc = min 1,
chain
Ω(Unew ) Wnew
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(2.29)
(2.30)

Using regrowth CB moves with WLMC introduces T into the WLMC method. However, this
inclusion does not bias results away from the true Ω or limits its applicability to some energy
range.[168]
Bridging moves are another possible solution for dense systems of polymers. Examples of
these moves include end-bridging,[165]–[167], [182], [183] internal bridging[166], [182], [183] and double
bridging.[166], [182], [183] These moves break bonds and reform them elsewhere along the chain. In
doing so, they are able to accelerate phase space sampling significantly.[165], [166], [182] Although
these moves were not implemented during the span of this dissertation, it would be fruitful to
build implementations into the current algorithm. These moves’ application will ideally reduce the
autocorrelation time and result in speedups allowing investigation of larger and denser systems.
In choosing a moveset for a new system, care must be taken to ensure that the moveset
samples states efficiently. In addition to sampling efficiency, moves should not bias results away
from equilibrium. One way to verify MC sampling accuracy and proper unbiasing is to conduct
phantom chain simulations, i.e. MCMC simulations with no excluded volume (or pair potential)
interactions. Resultant histograms of bond angles, θ , and dihedral angles, φ , should then be flat,
i.e. unbiased. Alternatively, if a bending potential is used, the θ histogram will not be flat but will
be a result of the bending potential.

2.2.8

Initial Condition Generation
As Algorithm 1 and 2 demonstrate, MC simulations require initial configurations. These

initial configurations constitute a 3D periodic cube with volume, L3 = V , with number of beads,
N = Nc Nb , each at a defined 3D position.
Generating initial conditions for dense MC simulations is not a trivial task. This is due
to the excluded volume of each bead; if a bead occupies a position, its immediate vicinity (σ 3
around its position) becomes inaccessible to other beads. This difficulty intensifies for polymers
where bond length and angle restrictions restrict placement to a limited space. Furthermore, bad
initial conditions may result in large initial energies that prohibit fast equilibration. To remedy this,
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I employ a number of initial condition generators, each with a different level of complexity and
applicability.

Brute force algorithm
The brute force approach to generating initial conditions constitutes random placement of
polymer chains within a box, bead by bead and chain by chain. First, a bead position (x, y, and
z coordinates) is randomly selected using a pseudo random number generator. Then, the next
bead position along the polymer backbone is selected on a sphere around the previous bead with a
radius, l0 . This strategy leads to Ustretch = 0, preventing large bond stretching energies in the initial
condition. This is then repeated till Nb beads are grown, while at each step ensuring that beads do
not overlap other beads’ diameters. After a single chain is grown, the brute force algorithm then
repeats this until Nc chains reside in the confining box.
This brute force approach suffers from many disadvantages. First, due to random chance,
a polymer chain may be grown from a relatively-already-dense region of the box. Due to this, the
simulation may encounter many overlaps and stall for long periods of time. To remedy this, the
algorithm regularly abandons grown chains after a number of attempts to place a bead. Despite
this, the algorithm fails to place Nc chains beyond certain low densities.

Perfect crystalline inputs
Generation of perfect crystalline initial conditions is a more viable option for denselypacked cubes. The most efficient packing of a cube sized L is accomplished with close packing
of hard spheres. This is theoretically simple to accomplish but is complicated by the addition of
bond and chain length restrictions within the periodic box. I remedy this by using Moltemplate, a
software used in tandem with LAMMPS and other molecular simulation software, to build perfect
crystalline configurations within a box size.[184] Moltemplate provides a simple programming
language to define repeat units, chain lengths and to deform and manipulate them (rotate, add,
scale, etc.) to fit into any box perfectly.
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Umbrella-sampling Monte Carlo (USMC)
The above two methods lack the ability to build specified configurations. In the brute force
algorithm, highly randomized states lacking much defined structure are expected. Contrastingly,
the Moltemplate software generates configurations that are perfectly crystalline. Either approach
may generate a configuration that is far from simulation conditions and, therefore increases simulation times. Additionally, WLMC and EXEDOS simulations require configurations within their
range of interest to begin.
To remedy this, I utilize a modified form of sampling that biases an MC simulation towards
defined values of an order parameter, e.g., U or R2e . This sampling technique is called umbrella
sampling MC (USMC) and uses a modified acceptance rule, as in Equation 2.31.[157], [185], [186]



∆F − ∆U
Pacc = min 1, exp
kB T

(2.31)

where ∆F = F(ξnew ) − F(ξold ) is the introduced bias and is computed according to Equation 2.32.
F(ξ ) = −kF ξ − ξ target

2

(2.32)

where kF is a prefactor constant that is chosen arbitrarily to scale the bias to an appropriate magnitude for an exponent, ξ is the new or old order parameter value, and ξ target is the desired target
ξ value. A 2D form also generated configurations within a range of two order parameters, ξ1 and
ξ2 using two independent bias terms in Equation 2.31 (∆F = ∆F1 (ξ1 ) + ∆F2 (ξ2 )).

2.3

Acceleration of Simulations
Simulations of crystallization in polymers require long times. Accordingly, I employ a

number of strategies to decompose simulations into parts that can be simultaneously solved using
parallel computation. Two overarching decomposition modes are used: functional and domain
decomposition. I functionally decompose the problem by utilizing replicates of a single simulation
to obtain higher statistical accuracy in shorter times. For example, if a single simulation requires
50τ to provide good statistics, one can run ten independent 5τ parallel simulations to obtain the
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same statistical accuracy in a tenth of the total time. Replicate MC trajectories also exchange
configurations, which promotes a better sampling of phase space. Additionally, replicates in biased
MC cooperate to build Ω to reduce simulation times. Domain decomposition allows cutting up the
box into several separated domains that are evolved in parallel, also resulting in shorter simulation
times. Here, I discuss each of these strategies in dedicated Sections. Further details on specific
implementations are left to dedicated Methods sections in each Chapter.

2.3.1

Simulation replication strategies used
Compared to a single MCMC simulation, independent replicates can be used to obtain high

quality results in a shorter simulation time. In MCMC simulations, configurations from different
independent “walkers” are used to compute ensemble averages. In addition to shortening simulation times, replication with different initial conditions and seeds guarantees that MCMC results
are uncorrelated and unaffected by poor sampling. Particularly for difficult to sample conditions,
MCMC replicates may be seeded with a combination of crystal and noncrystalline initial conditions. If sampling is indeed appropriate, then each replicate’s ensemble averages are statistically
the same as others. An average between replicates provides an additional estimate of the standard
error of the mean.
Much like MCMC results, WLMC and EXEDOS simulations utilize multiple walkers to
obtain higher statistical accuracy. Combined with the multiple windows dividing the total energy range, WLMC and EXEDOS simulations typically employ a multi-walker and multi-window
scheme. Each replicate builds its own estimate of the density of states. Upon convergence to the
target f , the density of states from all the walkers are averaged prior to stitching between windows.
These walkers each initialize with different seeds and input configurations. Therefore, statistically
similar results from each walker increases confidence in efficient sampling. The simulations in this
dissertation typically employ eight or more independent replicates for each set of conditions.
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2.3.2

Replica exchange and cooperation in biased simulations
Combined with the multi-walker multi-window scheme, walker exchange between inde-

pendent replicates can improve simulation outcomes.[187]–[192] Biased simulations can get stuck
sampling difficult regions of phase space.[193] In addition, bad window design may prevent some
windows from exploring phase space regions necessary to their energy range.[187] By exchanging
walkers between windows, each walker technically explores the entire relevant energy or OP range
by switching between replicates and windows over the span of a simulation.[189] In this way, this
section’s method reduces simulation times beyond the gains of just simply dividing the problem
among multiple cores. Rather, it also makes every individual replicate more efficient.
Landau and coworkers first proposed this “replica-exchange” scheme for WLMC showing
that it reduces overall simulation times.[188]–[191] Consider two walkers, α and β , with respective
configurations A and B that reside in neighboring windows. If these walkers’ energies UA = U(A)
and UB = U(B) are within the overlap region between the two windows, they may swap windows
according to the acceptance criteria, given by Equation2.33.[191]


Ωα (UA )Ωβ (UB )
Pacc = min 1,
Ωα (UB )Ωβ (UA )

(2.33)

In this way, each WLMC walker can in theory explore every energy bin ∈ [Ulow ,Uhigh ] by the end
of the simulation.
In addition to replica exchange, WLMC replicates cooperate to fill a global histogram to
achieve flatness faster. In such simulations, each walker maintains a separate, local estimate of Ω
and a separate histogram. In the non-cooperative case, i.e. regular WLMC, each replicate simulation reduces its modification factor when its histogram is flat, asynchronously. In cooperative
WLMC, the replicates are still independent but achieve flatness synchronously via an external
“master” simulation. As the replicates fill their histograms, the master simulation regularly computes average histograms for each window using its walkers’ histograms and checks for flatness.
When the global histogram of a window is (sufficiently) flat, the external algorithm computes a
global Ω by averaging estimates from all walkers and re-distributes it among all walkers to begin a
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new WLMC iteration. In this way, each iteration converges faster by using the collective sampling
efforts of multiple walkers.
Cooperative replica-exchange WLMC simulations proved to be a fruitful tool speeding
convergence and improving sampling efficiency. In addition to replication, it addresses a wellknown problem in the WLMC algorithm. Individual walkers get “stuck” due to hidden barriers
and can oversample certain regions of phase space. Multiple independent walkers partially solve
this problem, because each independent walker begins in a different initial state and is unlikely to
be trapped by the same hidden barriers. The configuration exchange in these simulations samples
a wider range of phase space creating walkers that are even more efficient at overcoming these hidden barriers. Exchange between windows also improves the ergodicity of the simulation, allowing
walkers to explore an energy range that is larger than a single window. Finally, cooperativity reduces simulation times as each replicate can specialize and sample different regions of a window’s
energy range.
We also used cooperative replica-exchange techniques in EXEDOS simulations. The acceptance probability of configuration exchange in such simulations are even simpler than in WLMC
with Pacc = 1 for walkers in overlapping windows.[113] Cooperative histogram building proceeds
analogously to cooperative multi-window WLMC.

2.3.3

Domain decomposition for GPU acceleration of MC methods
We decompose the domain in MCMC simulations into functionally separate domains that

can each undergo independent move attempts in parallel. The MCMC simulation box is separated
into cubes sized as large as the largest length scale used in energy calculations, or by the polymer
model. In our simulations, this is the cutoff radius, rc . These cubes are then classified by 27 different classes where each class’ cubes are all separated by rc . Then, independent MCMC trajectories
initiate in each cube within a class, in parallel. This technique is able to speed up simulations
significantly. More on this technique is provided Section in 3.3.
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2.4

Phase Transition Analysis
A key objective of this dissertation is to analyze polymer phase transitions. To serve this

goal, this Section reviews methods and principles used to analyze emergent polymer phases. This
includes locating phase transitions, characterizing phases using order parameters, and detecting
order using structure factor patterns, among other details. This section provides an overview of
these aspects, while more detailed analysis of specific aspects is left to each chapter’s resident
methods Section.

2.4.1

Polymer phases: isotropic melt, nematic and crystal
To aid the discussion of different polymer phases, Figures 2.4a-c show three different con-

figurations of the same polymer model, each from three different drawing styles or axis perspectives in panels i, ii and iii. Figures 2.4 a, b and c show an isotropic melt, a nematic phase, and a
crystal phase, respectively. Figures 2.4 i and ii are oriented parallel to the x-axis and show beads
with bonds hidden and chains with beads hidden, respectively, while Figure 2.4iii shows chains
with no bead looking through the z-axis.
At high temperatures, a polymer melt is an isotropic liquid, as shown in Figures 2.4ai-iii.
Constituent beads in Figure 2.4ai exhibit no specific molecular order and are packed randomly
within the confining volume. Above the melt’s melting point, Tm , polymer chains are in an excited
state, i.e. in a randomly oriented coil state, as can be seen in the two perspectives in Figures 2.4aiiiii. With other chains, the melt is an entangled network of polymer chains.
At low temperatures, the polymer melt can no longer afford excited states and therefore
condenses to either a nematically aligned phase, crystalline phase or one with elevated nematic
and crystalline order. A sketch of a nematic polymer phase is shown in Figure 2.4b. The nematic
phase in Figure 2.4bi retains significant molecular mobility like the melt. Unlike the melt however,
its chains nematically align as shown in Figures 2.4bii-iii. In other words, although the nematic
is completely aligned along some nematic director, its beads act as a liquid and do not fit into any
repeat pattern.
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(a) Melt

(c) Crystal

(b) Nematic

i

i

i

ii

ii

ii

iii

iii

iii

Figure 2.4: Configuration snapshots from a simulation of semiflexible oligomers showing three
different polymer phases: a) an isotropic melt, b)1a nematic phase, and c) a crystal phase. Panels i)
show unbonded beads through the x-axis, while ii) show the same perspective with bonding. Panel
iii)’s perspective is parallel to the z-axis (or equivalently, perpendicular to the x-y plane).

The crystal phase exhibits both nematic and crystal order. Much like the nematic phase,
its chains in Figures 2.4cii-iii are aligned along an overall nematic director (here the x-axis). In
contrast with the nematic phase, the crystal’s beads also fit into an ordered crystalline lattice as
apparent in Figure 2.4ci. This crystal has limited mobility and is a frozen condensed phase.

2.4.2

Energy as an order parameter
Energy, U, can be used as an OP to differentiate phases and locate phase transitions. In

a first order transition like crystallization, there is a discontinuity in U.[157] Much like at a solid-
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a)

IC
IN
TIC
TIN

U/

a)

b)

CV/k

b)

kT/
Figure 2.5: Example data illustrating how potential energy is used for phase transition analysis. a)
1
Dimensionless energy, U/ε, and b) its heat capacity
profile, CV /kB , for an isotropic melt–crystal
(IC) and an isotropic melt–nematic (IN) transition.

liquid transition, there is a large change in volume, the potential energy of a melt, nematic, and
crystal phase are drastically different. In other words, there is a latent heat at all of these transitions.
Another kind of transition is a second order transition that has no discontinuity but causes a change
of slope. Due to the discontinuity, the derivative of U with respect to T , the heat capacity, CV , has
a large peak at any Tm for a finite sized system. As discussed in Section 2.2.4, Ω from a WLMC
simulation can be transformed into a CV profile using canonical analysis. This method is used to
retrieve Tm to construct equilibrium phase diagrams.
The example data in Figure 2.5 illustrates this mode of phase transition analysis. Dimensionless energy, U/ε, and its heat capacity profile, CV /kB , for an isotropic melt–crystal (IC) and an
isotropic melt–nematic (IN) transition are shown in Figure 2.5. Both energy profiles in Figure 2.5a
decrease with decreasing temperature, kB T /ε. At either phase transition, the energy encounters a
sharp discontinuity at a singular temperature. In other words, both phase transitions are first order.
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The heat capacity in Figure 2.5b shows a large and narrow peak at either Tm . This is expected as
the heat capacity is the slope in U/ε.
Additionally, the difference between the behavior in the two transitions in Figure 2.5 illustrates how U and CV trends distinguish phase transitions from one another. At the melt–crystal
transition, U/ε changes more drastically with a larger slope and spans a larger range. Accordingly,
its CV /kB shows a narrower and more pronounced peak. In this way, U and CV can be used to both
locate and identify phase transitions.

2.4.3

Polymer size measures

Rg

Re
Figure 2.6: A 20 bead chain with two size measures depicted with dashed circles. Both dashed
circles have the chain’s center of mass as their center and either the chain’s end-to-end distance,
Re , (blackish brown) or the chain’s radius of gyration, Rg , (blue) as a radius.

Polymer size metrics such as the radius of gyration, R2g , and the end-to-end distance, R2e
may also be used to characterize phases. Figure 2.6 shows Re and Rg on a sketch of a polymer
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chain. R2e is the square of the distance between the chain’s head and tail beads as in Equation 2.34,
R2e = |rNb − r1 |2

(2.34)

where ri is bead i’s position. R2g is the square of the sum of the distances of every bead from the
chain center of mass as in Equation 2.35,

R2g

1 Nb
|rk − rcom |2
=
∑
Nb k=1

(2.35)

where rcom is the chain center of mass is just an average of all beads, as in Equation 2.36.
1 Nb
rcom =
∑ rk
Nb k=1

(2.36)

Much like other metrics, both metrics are obtained from the simulation via an ensemble average.
In other words, an average over several configurations gives the thermodynamic quantities: hR2e i
and hR2g i. For a large chain, the end-to-end distance is related to the radius of gyration by Equation 2.37.[194]
R2e = 6R2g

(2.37)

As mentioned, R2g and R2e can be used to distinguish phases and identify phase transitions.
An isotropic melt has low R2g and R2e . As T decreases, both metrics increase as a polymer chain
extends till Tm . At Tm , both size metrics encounter a discontinuity where they increase drastically.

2.4.4

Crystalline Steinhardt bond orientational order parameters
Steinhardt bond orientational OPs[195] are widely used in the literature to distinguish crys-

talline phases from noncrystalline morphologies. In this dissertation, I used Q6 , a Steinhardt OP
that measures the local positional order of a bead with its neighbors based on spherical harmonics, to characterize crystallinity. To compute Q6 ,[195] one first calculates a local OP, q6 , for bead i
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according to Equation 2.38 and 2.39 with l = 6,
1 Nb (i)
∑ Yl,m(ri j )
Nb (i) j=1
"
#1/2
l
4π
2
ql (i) =
∑ ql,m(i)
2l + 1 m=−l
ql,m (i) =

(2.38)

(2.39)

where Nb (i) is the number of nearest neighbors of bead i, within a solid cutoff distance, rs = 1.3σ .
Y6,m is the spherical harmonic function of degree six and order m with respect to the jth neighboring
bead with displacement vector ri j = r j − ri . If a bead does not have a certain minimum number
of neighbors, usually 6, within a radial distance of rs , it is considered non-crystalline, and its q6
is set to zero.[196] The global parameter Q6 is the average of the value of q6 for all beads as in
Equation 2.40.
Ql =

1 N
∑ ql (i)
N i=1

(2.40)

where N = Nb Nc is the total number of beads in the system. The values of Q6 that indicate crystalline or melt behavior depend on density but a larger value generally indicates higher crystalline
order. I also investigated other Steinhardt OPs not discussed here, e.g. the Steinhardt parameter Q4
and other moments like W4 and W6 .
The above OPs are “global” in that they characterize the crystalline order of the entire
system. It has been shown for large systems that local OPs are more appropriate for characterizing
nucleation behavior and comparing to classical nucleation theory.[196] One such local OP is the
neighbor-averaged Q6 in Equation 2.41,

hQl i =

1 N
∑ hql (i)i
N i=1

(2.41)

where hq6 (i)i is given by Equation 2.42,

hql (i)i = 

l

4π
1
∑
2l + 1 m=−l Nb (i) + 1
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Nb (i)

∑ ql,m( j)

j=0


2 1/2


(2.42)

where ql,m ( j) is the contribution from the jth neighbor of i and ql,m (0) is the self contribution, i.e.
ql,m (i).
Another local OP enables calculation of a fraction of solid/crystal beads, fcryst . It is computed by incorporating more parameters that screen beads with insufficient crystalline neighbors,
nc and dc , as in Equations 2.43, 2.44, 2.45 and 2.46,

fcryst =

1 N
∑ H(ncryst(i) − nc)
N i=1

(2.43)

Nb (i)

ncryst (i) =

∑ H(d6(i, j) − dc)

(2.44)

j=1

dl (i, j) = ql (i)q∗l ( j)

(2.45)



ql = ql,−l , ql,−l+1 , . . . ql,0 , . . . ql,l−1 , ql,l

(2.46)

where H(x) is the Heaviside function given by Equation 2.47.

H(x) =

2.4.5




1

x>0



0

x≤0

(2.47)

Nematic alignment order parameter from the second Legendre polynomial
P2 is the second Legendre polynomial and it measures nematic alignment of a bond with

its neighboring environment. It does so by treating each chain as Nb − 1 bond vectors, li , and
quantifying alignment of each bond vector with its neighboring bond vectors via the angle made
between them. Accordingly, each bead i with bond vector li has a local order parameter p2 (i)
calculated via Equation 2.48,
1
3
p2 (i) = hcos2 θi j ii −
2
2

(2.48)

where θi j is the angle made between bond vectors li and l j , and the average hii is over all j
neighbors within a distance of 1.3σ from bead i. The bond vector of bead i is defined as li =
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ri − ri−1 . The global value of P2 is also calculated as an average over all beads as in Equation 2.49.

P2 =

1 Ntot
∑ p2(i)
Ntot i=1

(2.49)

A value of P2 closer to one indicates nematic alignment, whereas a value close to zero signifies
a random distribution of chains. For any MC simulation, ensemble-averaged P2 characterize the
average local nematic alignment in the vicinity of each bead.

2.4.6

Nematic director from Maier-Saupe Q-tensor theory
Maier-Saupe Q-tensor theory permits analysis of the nematic order of chains in the entire

melt along some overall nematic director.[117], [197]–[199] In other words, it quantifies the overall
orientational order of chains and the nematic director of that alignment. Q is a symmetric and
traceless tensor calculated using bond vectors, li , according to Equation 2.50,

Nb −1 
li
I
3
li
Q=
∑ |li| ⊗ |li| − 3
2Nc (Nb − 1) i=1

(2.50)

where I is the 3 × 3 identity matrix. The largest eigenvalue of Q is λ and it quantifies the degree
of alignment of any bond with the surrounding melt. λ ∈ [−0.5, 1] and the larger its value, the
more nematically aligned the melt is. The eigenvector of λ is nQ and is the direction of alignment
within the melt, i.e. the nematic director. Once more, λ is computed for many configurations and
ensemble averaged.

2.4.7

Crystal scattering using structure factors
The structure factor is a useful indicator of nematic and crystal order. It gives information

equivalent to experimental SAXS and WAXS measurements. We compute the structure factor of a
single configuration using Equation 2.51,

S(q) =

1 N
∑ exp(iq · ri)
N i=1
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2

(2.51)

where q is the scattering vector ∈ 2π
L [nx , ny , nz ] where L is the box size, and nx , ny , and nz are spaced
integer values, ∈ [· · · − 2, −1, 0, 1, 2 . . . ]. 2D structure factors are also calculated by averaging over
the third dimension. In addition, presented structure factors are ensemble-averaged and averaged
over many configurations.

2.4.8

Persistence length as a measure of nematic alignment
The persistence length, l p , is a measure of alignment in a single chain. l p is obtained from

the bond correlation function, hcos θ (s)i, which is the average cosine of the angle between any
two segments in the same chain separated by s bonds. The bond correlation function is assumed to
decay exponentially as a function of distance s along the polymer backbone, as in Equation 2.52.

hcos θ (s)i = exp (−s/l p )

(2.52)

and l p is obtained from a fit to this functional form, typically from “phantom” chain simulations,
i.e. ones with no excluded volume interactions (Upair = 0).
If the system studied develops nematic order, l p starts at or below the bond length at high
T and monotonically increases to larger than the bond length as T → 0. l p ∼ l0 at high T means
that chains are flexible and orientational correlation between bonded chains is small. As T decreases, l p >> l0 meaning bonds become highly correlated, i.e. chains are stiff, and have a greater
propensity to nematically align and to crystallize.

2.5

C++ Codes
To accomplish the simulations discussed here, I built two C++ packages on GitHub. Monte

Carlo Polymer Crystallization (MCPC) algorithm incorporated domain decomposition to simulate
MC on GPUs.[200] Order Parameter Wang Landau (OPWL) algorithm implemented WLMC, EXEDOS and 2D EXEDOS for building phase diagrams and free energy landscapes.[201] Both codes
are available on GitHub[200], [201] to any interested parties for replication of our simulations or
independent study. GitHub pages also include all python analysis scripts necessary for replication.
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CHAPTER 3.
GPU PARALLELIZATION OF MONTE CARLO SIMULATIONS OF
POLYMER MELTS

3.1

Introduction
Direct crystallization simulation promises to resolve much controversy in the literature

about the nature of polymer crystal nucleation and growth. For example, it can answer questions
related to the origin of folded crystals. How does a metastable melt nucleate a crystal? What
is the nature of the barrier and its critical nucleus? What is the relative impact of connectivity
versus flexibility? In fact, the promise is that we can relate chemical attributes to the macroscopic
emergent properties of the crystal, such as thickness and crystallinity.
Reducing the promise of such direct simulations is the long simulation times required to
observe crystallization in a polymer melt. This is due to the need for simulations spanning the large
length and time scales relevant to crystallization. At the very least, box sizes should span a multiple
of the critical crystal nucleus size. With melt densities and critical nuclei sized in the range of
≈ [300 − 1000] monomers,[28], [29], [115] simulation boxes need to have prohibitively large sizes. A
rough estimate puts relevant lengths scales at [30 − 100] nm, which is quite large (calculated using
the volume taken up by 3× the critical nucleus size of atomistic PYS beads sized 0.4 nm).[202]
Additionally, large induction times and kinetic traps, both common in polymer systems, increase
the time scales beyond accessible simulation times.
This reality has led many authors to resort to simulating this problem indirectly. One
common approach is to simulate crystallization away from equilibrium. For example, in nonequilibrium MD simulations (NEMD), authors quench melts to large undercoolings from Tm to reduce nucleation barriers and therefore reduce simulation times. For example, Anwar et al. studied
nucleation mechanisms of PE using NEMD while employing 20-30% undercoolings.[88] Another
approach is to use system information to drive the simulation towards a desired result. This can
be done by initializing with a predetermined crystal configuration or by utilizing umbrella sam66

pling MC to drive the system towards order before studying crystallization. This can cut down
simulations times significantly. For example, Ko et al. studied crystallization by combining these
two nonequilibrium concepts. In NEMD, they employed 10-40% undercooling to crystallize preoriented chains within a melt.[203]
Although these simulations are insightful and can reproduce key experimental measurements, they can not differentiate between kinetic and thermodynamic effects. Despite the importance of kinetic effects in polymer crystallization, theories of crystal nucleation (CNTP, SOMM,
etc.) all suggest mechanisms near-equilibrium. An inherent assumption when using non-equilibrium
approximations (NEMD or biased simulations) to probe crystallization is that the reduced induction times O(ns) do not change the mode of crystal nucleation in significant and unpredictable
ways. This unpredictability of NEMD is clearly demonstrated in Wentzel and Milner’s n-alkane
simulations where they found a rich phase behavior (with multiple rotator and crystal phases) with
consequences to the nucleation pathway.[60] This pathway was a strong function of the crystallization temperature and initial condition.[60] In other words, depending on the undercooling and
starting point, different phases became important to nucleation.
To resolve these controversies, we aim to simulate polymer crystal nucleation near-equilibrium
directly. Equilibrium studies show preferred thermodynamic pathways in the early stages of nucleation. This is promising as it provides direct evidence of the relative stability of potential intermediate phases and their importance to nucleation. For a more detailed discussion of the benefits of
a near-equilibrium approach, refer to the Introduction Chapter 1, which lays out this hypothesis in
more detail. To pursue these equilibrium methods, we must solve the problem of long simulation
times.
A possible solution lies in employing parallel computation to divide the simulation to multiple solvers, thereby reducing simulation times. Parallelization works by dividing the algorithm
into multiple mostly independent parts that can be solved in parallel. With increasing access to
cheap computational resources, parallelization has gained much renewed interest. In fact, parallelization is commonplace in molecular simulation.
For example, MD open source algorithms utilize multi-core systems heavily. Many examples exist like LAMMPS,[128], [204]–[206] GROMACS,[129] AMBER,[130], [131] HOOMD,[132], [133]
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NAMD,[134] OpenMM,[135] FEN ZI,[136] HALMD,[137] ACEMD,[138] etc., each garnering much
attention and utility from the scientific community. MD features an algorithm that is arguably
embarrassingly parallel, i.e. is easily and efficiently parallelizable. In an MD algorithm, a single
iteration involves moving the whole simulation box. Post move, one must recompute the energy
of the entire box, an expensive step that scales with the square of the number of beads.[157] A
parallel implementation can reduce the time required to compute the energy by distributing the
load to multiple solvers by bead index. Since energy calculation of one bead does not depend on
another, this parallel implementation does not introduce any errors. This division of the energy
calculation is an example of functional decomposition. There are other avenues of parallelization
in MD, like the independent movement of beads. These parallelization approaches provide access
to larger crystallizing polymer systems.
Still, MD simulations suffer from equilibration difficulties near equilibrium. These difficulties are due to the large barriers encountered and due to glassy dynamics. Since MD involves
solving Newton’s equations of motion, it struggles to equilibrate systems that are near-glassy, i.e.
suffer from slow diffusion. This is precisely the reason authors employ NEMD strategies, which
lower induction times to unphysical times (∼ 1 – 100 ns).[27], [66], [87], [103]
One way to reduce simulation times is to use MC methods. Unlike MD, MC can utilize polymer-physics-inspired moves, such as reptation and rotation, to explore phase space with
less computational effort. Also, solving the problem stochastically, as opposed to NEMD solving
Newton’s equation of motion directly, avoids glassy dynamics (for example, slow diffusion rates,
entanglement dynamics, etc.). Additionally, advanced sampling techniques, such as WLMC, bias
the simulation towards rare events, more efficiently simulating nucleation. As an added bonus,
they output the entropy and free energy, which is valuable when evaluating mechanisms.
In spite of these benefits, equilibrium methods such as MC still struggle to simulate crystallization in relevant time and length scales. For example, in simulating crystallization at equilibrium with MC methods, Shakirov and Paul found that they could not investigate larger than a
100 polymer chains in reasonable times. To gain access to larger systems that may be relevant to
crystallization, we aim to combine the stochastic MC approach with parallel computation.
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Like MD, many open source MC algorithms exist, including Towhee,[207] Cassandra,[141]
HOOMD,[132], [133], [139], [140] DL Monte,[142] RASPA,[143] Etomica,[144] FEASST,[145] MS2,[146]
GOMC,[147] etc. Each algorithm specializes in the simulation of different matter. For example,
HOOMD blue from the University of Michigan specializes in simulating single-bead hard particles,[133], [139], [140] University of Notre Dame Maginn group’s Cassandra specializes in simulating
phase equilibria of short chains and rings,[141] and Wayne State University Potoff group’s GOMC
for the simulating systems with expensive energy calculation (e.g. water).[147] They also vary in
user-friendliness and ease of development. Generally, they all have a smaller number of contributors/contributions than MD codes mentioned above.
Unlike MD, a small fraction of these MC codes utilize any form of parallelism. To my
knowledge, only HOOMD and GOMC use Graphical Processing Units (GPU) to accelerate simulations. This is not due to a lack of interest but rather due to MC’s serialized nature. In MC, a move
is usually local and involves one or a few beads. Before the algorithm can move on, the algorithm
must recompute the bead’s (or beads’) energy, compute the acceptance rate, and accept or reject the
move. If the algorithm executes parallel moves, it does not abide by detailed balance and its results
will diverge from equilibrium results. For more information on MC methods, refer to Section 2.2.
Despite this apparent impasse, there are quite a few literature attempts at parallelizing MC. Of particular interest is HOOMD blue’s parallel hard particle MC algorithm[133], [139], [140] and Uhlherr et
al.’s parallel MC simulation of polymer models.[208] Both codes employ a domain decomposition
that cuts up the simulation box into independent domains that undergo MC trajectories in parallel.
This is in contrast to the usual MD approach of functional decomposition where the energy calculation is subdivided as opposed to the box. Anderson et al.’s HOOMD blue implementation cuts
up the box into a 3D checkerboard to simulate nonbonded hard particles in parallel.[139], [140] Their
code achieves impressive 2 order of magnitude speedups.[139], [140] Uhlherr et al.’s study simulates
a linear PE chain using single bead for every CH2 monomer using a parallel MC algorithm.[208]
Unlike Anderson et al., they only decompose their box in one dimension and employ a small number of parallel solvers. Using this code, they achieve a best case of 1 order of magnitude speedup
compared to a serial implementation.[208]
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To achieve our goal of fast simulations of polymer crystallization, we use massively parallel domain decomposition with specific polymer considerations. Given that our system features
relatively simple potentials reduces potential speedups due to functional decomposition. Clearly,
Anderson et al.’s algorithm is promising as it features large speedups.[139], [140] However, it is not
readily applicable to our MC simulations of bonded polymers. On the other hand, Uhlherr et al.’s
algorithm incorporates polymers but lacks required speedups on distributed systems with minimal
decomposition.[208] In this chapter, I discuss my efforts to combine concepts from both algorithms
to achieve greater speedups for polymer MC.
Our group’s algorithm uses GPUs to achieve parallelism. GPUs are a natural choice for
massively parallel systems. They offer a large number of concurrent cores enabling larger speedups
at a fraction of the cost of distributed CPU systems. Additionally, these cores (called threads) share
a memory on the GPU reducing overall communication time compared to distributed systems,
reducing memory latency. The interested reader is referred to the Appendix for a discussion on
high performance computing, distributed CPU systems, GPUs, strengths and weaknesses of each
and the reasoning behind our choice.
In the rest of this chapter, we first review relevant previous attempts at parallelizing the
MC algorithm in Section 3.2. Section 3.3 reviews methods pertinent to this chapter, e.g. GPU
computation, polymer models, domain decomposition, MC rules, etc. Then, Section 3.4 presents
results verifying our parallel algorithm’s statistical accuracy, as well as results related to its speedup
compared to serial MC implementations. Finally, Section 3.5 concludes the chapter by reviewing
overarching findings and includes recommendations for future attempts at MC parallelization.

3.2

Review of Parallelization Strategies and Previous Work
Architectural details of GPUs demand code to be designed specifically to maximally uti-

lize them. A review on these architectural details exists in the Appendix 3.6.2. Additionally, a
more detailed review on strategies to specifically exploit the GPU architecture is included in the
Appendix 3.6.3. Here, we summarize salient concepts.
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A successful parallelized algorithm for computation on the GPU has to be divided into
multiple, mostly-identical, fully independent, simple tasks. This allows the GPU to distribute load
to multiple threads to solve the system in parallel. Maximum parallelization and GPU utilization
is achieved in algorithms that:
• Minimize overall memory usage,
• Maximize local memory usage by utilizing good, mappable data structures,
• Minimize branching code or maximize similarity of execution between threads,
• Have enough overscheduling to maximize utilization and load balancing.
An algorithm that satisfies all four criteria is called embarrassingly parallel.
Our specific application, equilibrium MC simulation of polymers, can not satisfy all of
these criteria without some compromise. For example, bonded interactions will at times require
communication between beads loaded in different threads. Additionally, the algorithm will need to
diverge due to the heterogeneity of the box causing load balancing issues. Despite these necessary
compromises, adjustments can be made to parallelize the algorithm for GPU use. This GPUaccelerated MC algorithm should feature minimal communication, mostly identical and desynchronized operations and avoid complex mathematical operations. In GPU jargon, an algorithm
must at least be massively parallel.
With this in mind, a review of the different strategies to parallelize serial code follows. One
way to categorize all parallelization strategies is via a crude division of strategies into two decomposition approaches: functional and domain decomposition. Functional decomposition divides a
function into multiple smaller functions that are spread between cores. The most common parallel
MD strategy is an example of this. It splits the energy calculation function into many independent
functions that are solved in parallel and then added to provide the total energy. In principle, one can
use as many cores as there are beads/atoms in the simulation box, which affords ample opportunity
to speedup MD.
A recent parallelization attempt utilizing the functional decomposition paradigm on the
MC algorithm is in work by Nejahi et al. who achieved 2 orders of magnitude speedup in a parallel
71

MC simulation of water on a GPU.[147] After each MC move, the algorithm must compute pair
distances between the moved bead and all other beads in the box. To do this in parallel, their
algorithm distributes a number of beads to each GPU thread, which computes the distance and
energy contribution of those beads with the moved bead. After all threads execute, the algorithm
adds all the energies from threads to give the total energy change, which is required before the
algorithm can continue. Notably, this study’s algorithm is GOMC, one of the previously mentioned
open source MC codes.[147]
Their algorithm’s speedup capability is due to the uniqueness of simulating water. Water
has charges which require resolution of Coloumbic interactions. These Coloumbic interactions are
not cutoff beyond the moved bead’s surroundings like other potential computations and require
consideration of the entire box through Ewald summations, which are costly. By distributing this
calculation to GPU threads, GOMC is able to achieve significant speedups compared to serial
MC.[147]
However, when their code is used to evolve a system of n-octanes, i.e. chargeless oligomers,
their code fails to yield significant speedups relative to serial algorithms.[147] In fact, their GPU
code is less efficient than the serial code in some instances.[147] This is due to the reality that
speedups obtained by parallel computation need to at least surpass the cost of communication
between CPU and GPU architecture, an important factor. Since our goal of simulating PE features
chargeless hydrocarbon models, this approach is not promising and probably detrimental.
Many other examples of functional decomposition of MC code exist[209]–[217] but, much
like the GOMC case, those are not readily adaptable to polymer models with relatively simple
potential models like our systems of interest. For the interested reader, a brief review of these
studies is in Appendix 3.6.3.
The alternative method is domain decomposition where, instead of decomposing a function, a spatial decomposition is employed to split the box into multiple independently-executed
domains. This decomposition is more promising for simulations with simple and cutoff potentials.[218] In molecular simulations with potentials with finite cutoff distances, this method involves decomposing the simulation box into multiple noninteracting domains with side lengths
larger than the largest cutoff. This idea is portrayed in Figure 3.1. Figure 3.1a shows a regular se72

(a)

(b)

(c)

(d)

Figure 3.1: Examples of MC simulations. a) A classical serial MC simulation box filled with a
1
polymer configuration. b) A box that has been divided
using 1D domain decomposition. c) A box
that has been divided using 3D domain decomposition. d) A zoomed perspective of one of the
active cells shown in c).
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rial MC simulation box with a polymer configuration. On the other hand, Figures 3.1b-c show the
same box decomposed into spatially separate domains distinguished by the darker shading. These
so-called “active” domains now undergo independent MC trajectories, i.e. a number of move attempts within the box. As long as these domains’ three dimensions are larger than the cutoff in the
polymer model, rc , the beads inside each domain do not “feel” beads in other active domains and
the parts are truly noninteracting.
An example of a study employing this type of decomposition is in Uhlherr et al.’s attempt at parallelizing polymer MC.[208] Using a relatively detailed potential model of PE, a diverse
polymer-specific move set and eight parallel CPU processors, they sped up their calculation five
fold.[208] Much of the authors’ efforts go into ensuring their modification respects detailed balance, which is a sufficient rule for statistically and thermodynamically accurate MC simulations.
Although modest in its acceleration, their approach is a useful case study.
Uhlherr et al.[208] split their box using a “striped” decomposition where the box is decomposed in solely a single dimension as in Figure 3.1b. Specifically, Figure 3.1b splits the box into
four domains, two of which are active and shown in darker shading. Their algorithm then attempts
moves in parallel in active stripes. Again, this manipulation is possible due to their PE interatomic
potentials having a cutoff distance rc = 2.5σ , where σ is the LJ bead diameter, and all domains
having side lengths larger than rc . Beyond rc , a bead does not “feel” changes. As long as active
domains are separated by at least rc , energy computations are accurate. Each domain is effectively
its own MC simulation with an immovable and uncrossable surface boundary condition. To maintain detailed balance, the authors reject all moves leaving the active domain and boundaries are
redrawn to avoid a buildup of bias.
Their modest speedup is due to decomposition restricting possible polymer moves to a
small fraction. For example, efficient global moves that evolve the entire system, such as in hybrid
or cluster MC, become entirely out of the question. Further, some important single chain moves
are inherently nonlocal, such as reptation. In reptation, a polymer end is removed and rebonded
to the other end and since we can expect most polymer chains to span multiple domains/cells,
reptation is difficult and will have dismal acceptance rates. Impressively, Uhlherr et al. manage to
maintain a diverse polymer move set despite this including kink, end-kink, flip, concerted rotation,
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reptation and end-bridging. Unfortunately, due to the complexity of moves, their scaling beyond a
small number of processors (up to 5) was inefficient.
Another example of a domain decomposed MC is in Anderson et al.’s HOOMD blue hard
particle MC algorithm.[139], [140] Anderson et al. applied a checkerboard decomposition, as in
Figure 3.1c, achieving impressive speedups compared to serial codes. After decomposition, the
algorithm chooses a subset of cubes separated by at least rc and proposes moves to resident beads
of each, in parallel. Like previous examples, moves are restricted to inside the box. To maintain
ergodicity, cube/cell boundaries are frequently shifted. Their focused optimization achieves over
two orders of magnitude speedups (100×) for a system of 107 hard spheres![139] Due to design
choices, HOOMD’s hard particle MC algorithm is only optimized for hard sphere single-bead
systems.[139], [140]
They achieved this impressive speedup by maximally utilizing parallelism. In the checkerboard decomposition, the box is divided in all three dimensions into cubes with side lengths,
rcell ≥ rc . By employing rcell as close as possible to rc , as shown in Figure 3.1d, Anderson et
al. maximize the number of available cells.[139] This availability of domains to execute in parallel permits their algorithm to take advantage of available threads on the GPU, which lead to the
significant speedups.

3.3

Methods
As stated, we aim to combine lessons learned by Uhlherr et al. and Anderson et al. to

construct a GPU-accelerated, domain-decomposed MC algorithm. Uhlherr et al.’s algorithm does
not maximize avenues for parallelism via maximal decomposition and GPU use[208] while Anderson et al.’s code is not readily adaptable to polymer simulations.[139] We employ Uhlherr et al.’s
optimization for polymer systems and Anderson et al.’s maximal decomposition in our design.
To maximally utilize a GPU and achieve large speedups, the parallelized code should
achieve the following criteria.
• Code should maximize the number of concurrent jobs. The GPU works best when it is
overscheduled, i.e. asked for more concurrent solvers than there are threads available.
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• Code should limit communication at multiple levels. Network latency is a large concern in
parallel code and can be detrimental. Good parallelization strategies minimize intra-thread
and CPU–GPU communication as much as possible.
• Code should not overuse memory. Less memory translates into more available threads for
computation and faster memory accesses.
These design considerations originate from the GPU’s unique architecture (Appendix 3.6.2). Our
code utilizes all three recommendations as much as possible by the following modifications of the
serial code:
• utilizing checkerboard decomposition to maximize the number of active cells, and therefore
requested threads,
• building and using a specialized data structure to minimize nonlocal memory accesses and
• employing a polymer-specific, local move set to explore phase space efficiently.
Accordingly, we review methods necessary to achieve the stated objective in this Section.
First, a review of the serial MC algorithm commences in Section 3.3.1 to set up discussion of
modifications in the parallel code. After accomplishing this, Section 3.3.2 details the domain decomposition employed. Then, Section 3.3.3 presents the data structure designed to utilize GPU
architecture favorably. After laying out these principles, Section 3.3.4 outlines the parallel algorithm with a pseudocode. Next, Section 3.3.7 describes performance metrics used to evaluate
achieved speedups of the parallel algorithm. Finally, Section 3.3.8 describes Simpatico, an open
source MC algorithm we use to verify our algorithm’s statistical accuracy.

3.3.1

Serial algorithm
NVT MC simulations are a powerful tool that evolve a polymer through its different states

at constant number, N, volume, V , and temperature, T . Algorithm 4 shows the procedure for
executing an MC sweep. Here, we refer to a single MC iteration that moves all bead in the box as
a sweep. First, a polymer model, number of chains, Nc , number of beads per chain, Nb , and a cube
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Algorithm 4 Monte Carlo sweep
1: rand.shuffle(box.beads)
2: for bead ∈ box.beads do
3:
bead new ← propose move(bead)
4:
Pacc ← calc acc rate(bead new)
5:
if Pacc > rand(0, 1) then
6:
bead ← bead new
7:
end if
8: end for
9: save snapshots()

side size, L define the polymer’s input. Starting from an initial configuration of positions, multiple
MC sweeps execute. Each sweep loops over every bead in the box in a random order (lines 1 and
2). For each bead, the MC simulation attempts polymer moves and accepts or rejects them based
on sampling rules (lines 3–8). We use two sampling methods in this chapter, Markov Chain Monte
Carlo (MCMC) and Wang-Landau Monte Carlo (WLMC).
MCMC samples the melt’s most probable states and returns thermodynamic properties at
the N, V , and T . As the simulation proceeds, configurations are periodically saved (Algorithm 4
line 9). Post simulation, these configurations can be used to calculate measures of various thermodynamic properties, such as the energy or radius of gyration. Then, provided ergodicity is
respected, averages of these values are the thermodynamic averages at T . Multiple simulations
sweeping T can then be used to construct thermal responses of any thermodynamic property.
In addition to MCMC, we utilize WLMC as a more efficient simulator. Although versatile,
MCMC is unable to visit rare, yet important states like crystal nucleation, which makes it an
inefficient simulation engine. By biasing moves to less frequently visited states, WLMC better
samples all of the melt’s possible states equally. Its output is the density of states, Ω, which can be
used to retrieve all thermodynamic properties at all T .
In this chapter, we use CG bead-spring models to represent polymer chains. One or more
monomers are lumped into a bead, and each bead is attached to another bead to make up a polymer
chain. This CG model retains important features to crystallization while being far more computationally efficient. In addition to CG beads, an appropriate potential model selection defines
polymer behavior. In this chapter, the Lennard-Jones (LJ) or square-well (SW) potential models
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describe how beads interact with one another. Additional details of these polymer models can be
found in Section 2.1. For more on these models, read the dedicated methods chapter.
MC methods produce accurate results only when ergodicity is respected. An ergodic MC
method is one that visits all states of the system without unphysical bias. Ensuring every sweep
attempts to move all beads at least once before saving a snapshot avoids saving snapshots that
are overly correlated. In practice, an autocorrelation time, τ, defines the frequency of snapshot
saves (normally longer than one sweep). This metric quantifies the number of sweeps it takes for
a configuration to become decorrelated with its starting point. In other words, two configurations
separated by τ sweeps are uncorrelated independent states in the system’s ensemble. Using these
two configurations in thermodynamic averages provides accurate measures.
Another important consideration is the detailed balance condition, which ensures the system reaches an equilibrium that is consistent with thermodynamics. An MC algorithm is an equilibrium simulation; probabilities of states do not depend on time. Accordingly, the equilibrium
probability of making a move from some state m to all other states n should be equal to the probability of making the reverse move from all states n back to state m at equilibrium. In fact, this
is called the balance condition. MC algorithms often enforce the more stringent detailed balance
condition where the probability of transition from state m to a specific state n is equal to the reverse
move, as in Equation 3.1,
πmn ρm = πnm ρn

(3.1)

where ρm is the probability of being at state m and πmn is the transition probability from state m to
n. In addition to move probabilities being equal, it is important that the simulation doesn’t move
the box in systematic sequences. For example, if MC moves bead 0, then 1, 2, and 3, it is important
that MC could have equally moved beads 3, 2, 1, and then 0. In other words, shuffling the order in
which beads are moved is necessary (Algorithm 4 line 1)

3.3.2

Domain decomposition
I adopt domain decomposition ideas applied to hard sphere single-bead systems by Ander-

son et al.[139], [140] The simulation box is cut up into n3cell cubes each with a side length rcell , which
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is at least as large as the largest rc used in the simulation (here for LJ or SW). This decomposition
then allows moves to be executed in parallel in multiple cubes as long as they do not border each
other.

Figure 3.2: Two MC simulation approaches shown using 2D periodic simulation boxes with polymer chains within. Left shows serial MC, where only one move is possible at a time. This is shown
by the orange to purple moving end bead. Right shows a checkerboard decomposed box for the
purposes of parallel evolution. In checkerboard MC, the box is split into square cells sized at least
rc and each cell is labeled into 4 classes based on position in the box ([a, b, c, d]). The box shows a
single move cycle with 4 beads in 4 different “a” cells moving simultaneously.

Practically, this is achieved by categorizing cells into 8 classes based on their position in
the box. To illustrate this idea, the 2D case is portrayed by Figure 3.2. It shows two periodic boxes
with polymer chains within. Further, suppose that L = 4rc . On the left is the serial MC approach.
In the serial MC algorithm, one generates a single candidate move (orange to purple) that is either
accepted or rejected, before moving on to the next move. In the checkerboard algorithm shown on
the right, the box has been segregated into cells of length rc , which are also categorized into four
classes such that no two cells with the same class are within a distance of rc of one another. This
decomposition allows concurrent moves to be done by all cells within a class. In Figure 3.2, the
parallel algorithm enables moves of four beads simultaneously (orange to purple) in all four cells
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in the “a” class. Since no bead within an “a” cell is within another moving bead’s cutoff distance,
the MC moves are independent and energy calculation do not need to be checked for conflicts.
In a less ideal situation where L is not exactly divisible by rc , rcell cannot be exactly equal
to rc and will be marked up. This is necessary to decompose the box into an integer number of
cells. For example, say L = 4.5rc , then the smallest possible cell size is rcell = 4.5/4rc . In all of
our simulations, rcell is selected to be as close to rc as mathematically possible.

3.3.3

Data structures
In molecular simulations, specifically designed data structures can reduce simulation times

significantly. The limiting factor in Monte Carlo simulations is the computations of the pairwise
potential energy, which occurs in a loop over all beads that also loops over all possible neighbors.
Accordingly, the time it takes to execute this loop scales with N 2 . Most of these computations are
unnecessary as most beads are not within rc of another bead. If the pairwise distance, ri j , is less
than rc , only then will the interaction contribute to the total energy. Assuming L  rc , much of
these distance computations are unnecessary. This is typically done by utilizing a neighbor list or
cell list that embeds information about the relative relationships between beads.[157]
To achieve faster energy calculations and take advantage of GPU architecture, I implement
a nontraditional cell list inspired by Anderson et al.[139], [140] On the GPU, threads compute the
energy of a bead multiple times. Every time threads access a bead’s neighbor’s position, there is a
memory communication cost. Accordingly, it is integral to minimize this cost to optimize speedups
on the GPU. In GPUs, there are multiple ways to store data, each featuring different time penalties
to store/access memory. The fastest communication time for a memory access is when the data is
stored on the GPU physically near to the thread reading it. Since all neighbor beads are localized
to the domain’s beads and those surrounding it, an optimal design is to cut up the cell list like the
domain decomposition. To achieve this, a certain number of data slots are reserved for each of the
n3cell cells for however many beads it may contain during a sweep. Every time data is loaded onto
the GPU, every active cell’s local memory is populated by its own beads’ positions. Through this,
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every thread only accesses data spatially near it, minimizing memory latency. Specifically, every
cell contains nmax reserved position slots.
The implementation of the cell list contains four arrays to store bead positions and identify
them. Every bead is characterized by a cell list index denoting its location within the cell list and
a “global” index denoting its chain number and location along that chain’s backbone. A position
array r holds 3D center of mass positions of beads. It has nmax “slots” for every bead’s 3D position
ri in every one of the n3cell cells in the box, therefore its size is n3cell × nmax × 3. A cell bead count
vector n holds a count of the beads currently residing in the cell’s boundary and therefore has
n3cell × 1 dimensions. To identify bead identities, a global index array g with size n3cell × nmax × 3
carries a bead’s global index at that cell list index. For the reverse property, i.e. to know the cell
list index of a certain global index, a cell list index array c holds Nc Nb × 1 memory positions.
To illustrate how these arrays work, I employ an example scenario. For simplicity, say this
is a simulation with Nc = 1 and Nb = 10, i.e. the box contains a single chain with 10 beads. In
addition, say the box is segregated to n3cell = 64 cells and nmax = 5. Now, assume that only bead
two and bead four along the chain’s backbone reside in cell 15’s boundary. This means that cell
15 has two beads, i.e. n[15] = 2. Also, its first two position slots are filled with the position of
bead two and four, while the other three positions (nmax − 2) are filled with the default empty value
(usually a large float array: E = [−1000, −1000, −1000]), i.e. r[15] = [r2 , r4 , E, E, E], where ri
is the 3D position of bead i. Additionally, c[2] = 15, 1 and c[4] = 15, 2 read as bead two is cell 15’s
1st bead and bead 4 is cell 15’s 2nd bead (given an element value of the global index, it returns the
cell list index). Finally, g[15, 1] = 2 and g[15, 2] = 4 holds the global index of the cell list indices
in cell 15. Since the 3rd, 4th and 5th positions are empty, their elements are filled with the default
empty value -1: g[15, 3] = g[15, 4] = g[15, 5] = −1, or equivalently, g[15] = [2, 4, −1, −1, −1].
For a visual example, r and n arrays in matrix form follow below,
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j ≤ n[i]
j > ni

where i is the cell number and j is the jth bead in cell i. i and j define the cell list index.

3.3.4

Parallel algorithm

Algorithm 5 Parallel Monte Carlo sweep
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:

classes ← [a, b, c, d, e, f , g, h]
rand.shuffle(classes)

. divided so no cell neighbors any other within its class
. shuffling removes bias

for class ∈ classes do
. main MC loop
. each cell is assigned to independent
for cell ∈ get cells(class), in parallel do
thread
rand.shuffle(cell.beads)
. shuffling removes bias
for id ∈ [0...nmax ) do
bead ← cell.beads[mod(id, len(cell.beads))]
bead new ← propose move(bead)
Pacc ← calc acc rate(bead new)
. acceptance criteria (MCMC or WLMC)
if Pacc > rand(0, 1) and is in cell(bead new, cell) then
bead ← bead new
end if
end for
end for
end for
save snapshots()
d ← rand.choose(x, y, z)
o ← rand.choose(+, −)
m ← rand(0, 1) × rcell /2
shift cells(d, o, m)

. shift cells in random dimension d,
. in random orientation o, and
. with magnitude m

Algorithm 5 shows the pseudocode of a sweep in the parallel code. Once again, a sweep
is a single iteration of the MC iteration where every bead within the box is moved (at least) once.
Here, each sweep involves eight subsweeps, one for every one of the eight classes of cells in the
checkerboard (line 1). Each subsweep (lines 5–16), a random class is chosen and each cell in
that class is assigned to its own GPU thread that initiates independent MC moves, in parallel with
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others (line 4–5). On the GPU thread, beads within the allocated cell are shuffled and then the
thread loops over all and attempts moves (line 6–16).
Like its serial counterpart (Algorithm 4), it is important that the algorithm respects detailed
balance and is ergodic. This is especially important to consider when designing new algorithms.
Shuffling the class order (line 2) and beads within cells (line 6) in Algorithm 5 serves the same
purpose as line 1 in Algorithm 4. In other words, this ensures that any sequence of bead moves
within a sequence of cell subsweeps could be counteracted by the inverse move.
Then, each thread executes move attempts independently of other threads and accepts or
rejects them according to sampling rules (lines 8–14). This portion is similar to Algorithm 4 lines
3–7, except in two important ways. First, it proposes nmax moves per cell (line 7) and not as one
would expect len(cell.beads) moves. This choice is made to improve load balancing; if two
active cells have different beads, they will still do the same number of moves and, as much as
possible, work the same amount of time. This prevents idle threads waiting on others to finish and
maximally utilizes the GPU architecture. When the thread executes move attempts to all beads
within the cell, it cycles back and does move attempts till nmax moves are attempted (line 7–9). For
example, if the cell has five beads and nmax = 8, the thread will execute this order of move attempts
on bead numbers, [12345123].
The second important modification is rejecting any moves that move the bead outside of
the active cell (line 12). This requirement is necessary in order to respect detailed balance. If
active cells move a bead to an inactive neighboring cell, the reverse move, i.e. getting the bead
back into the cell, would be impossible, violating detailed balance. Additionally, since active
cells are desynchronized, if active cells move beads to other active cells, this will cause errors in
the simulation (for example, in the computation of the energy or incrementing of the Ω). This
condition means that within a sweep, beads do not move outside the boundary of their current cell.
This is advantageous as it means that there is no reason for an update of the cell structure (moving
beads between bins), which is a costly calculation requiring memory transfer between CPU and
GPU. To counteract this unnatural restriction, the cell boundary is shifted every sweep in a random
dimension (line 20), in a random orientation (line 21) and by a random magnitude (line 22). The
choice of a shift in a single dimension as opposed to the presumably more useful three dimensional
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shift (adding a number to x, y and z) is for computational expediency; modifying a single memory
address (Nc Nb ) is faster than three (3Nc Nb ).

3.3.5

Parallel Wang-Landau algorithm
Some added modifications are required when doing biased simulations in parallel. The ac-

ceptance rate for brute force MC (MCMC) in Line 11 of Algorithm 5 simply requires the energy
change of the move. Contrastingly, biased simulations utilize some global values that are continually changing by multiple threads in parallel. This introduces an important distinction between
MCMC and WLMC that requires further modifications.
In WLMC, the goal is to refine an estimate of the entropy, kB ln (Ω), for all energy states
in some range. This is accomplished by beginning the simulation with an estimate of Ω and
continually refining it via iteration. Ω is used to bias the simulation towards states with lower
visitation via a modified acceptance rate (Algorithm 5 line 11), as in Equation 3.2,

Pacc = Ω(Unew )/Ω(Uold )

(3.2)

After every move resulting in some energy Ui , the density of that energy state, Ω(Ui ), is incremented by some modification factor. This feature reduces the probability of future visits to Ui and
refines the estimate of the Ω(Ui ) to the true density of states. A histogram bin for every energy state
is also accumulated that quantifies even sampling of all states. Here, we have briefly mentioned
features of the WLMC algorithm relevant to the Chapter. For a more detailed review of WLMC,
the reader is referred to Section 2.2.3.
The problem arises due to the acceptance criteria in Equation 3.2, which requires both the
total energy and Ω of the new and old energy. So far, the total energy has been unknown to active
threads on the GPU during a subsweep. This is advantageous since the total energy is continually
changing by every thread in parallel as moves are proposed and accepted. Additionally, since
Ω and the histogram are filled simultaneously by multiple GPU threads in parallel, they are also
unknown and difficult to compute instantaneously.
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This apparent impasse is resolved by using atomic add operations. Atomic add operations
on a GPU are a relatively new feature that allow for additions to global variables shared by all
threads. During the addition, all read operations are stalled until the atomic operation is complete.
In this way, there are no conflicts in global variables between any two threads.
Prior to any GPU subsweep, Ω, the histogram and a global energy are loaded on GPU global
memory. After any move, the global energy is read in to local thread memory (register). Then, all
variables in Equation 3.2 are computed using the local energy. If the move is accepted, the move’s
energy change is added to the global energy atomically, i.e. with an atomic add. Subsequently,
Ω and the histogram bins of the post-move energy are incremented with an atomic add. In this
way, the algorithm ensures that there are no conflicts between the estimates of Ω or U between all
parallel threads.

3.3.6

Phantom chain simulations
Whenever a new modification is added to the serial algorithm, it is important to verify that

it does not violate detailed balance. This importance stems from the need for well-equilibrated and
unbiased results in these simulations. Even in biased simulations such as the WLMC method, it is
still integral to ensure that the simulation is not further biased by unaccounted for means. These
means can include improper grid shifting, unshuffling of the checkerboard or the atoms within a
thread, systematically biased moves, etc.
To ensure that the parallel code’s results are sufficiently unbiased, we use phantom chain
simulations. In these simulations, only a bonded potential is used to account for intramolecular
interactions and all other interactions are turned off. Then, regular MCMC moves are conducted
and periodic configurations are saved. If these simulations are indeed unbiased, histograms of θ ,
three-body bonded angle, and φ , dihedral angle, should be flat. Flat histograms indicate that the
MC algorithm respects detailed balance and is sufficiently ergodic.
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3.3.7

Performance metrics
To compare different simulation methods, we need performance metrics. All calculations

are made on 12-core Intel Broadwell CPU cores and NVIDIA Tesla P100 GPUs. The P100 is
designed for high performance computing and offers 4.7 teraflops at double precision. For accelerated applications, the speedup (S p ) is defined as the time it takes to achieve a task in the serial code
versus the parallel code. For example, the speedup in executing a move is given by Equation 3.3,

Snom
p

move
tserial
= move
tparallel

(3.3)

is the nominal speedup, tmmove is the wall-clock time per move attempt in algorithm m.
where Snom
p
In the Results Section 3.4, we employ two kinds of Snom
measures, one with move attempts/tries
p
try

S p and another that only accounts for successful moves Ssuccess
. The purpose of the nominal
p
superscript of Snom
is because this measure is usually higher than the real gains of parallelization.
p
In the parallel algorithm, there are multiple modifications and restrictions that may reduce the
effectiveness of the move. For example, restricting moves to the confines of the cell where the
move is made reduces the move’s access to phase space, thereby reducing its benefit at exploring
that space.
This inefficient sampling in the parallel code increases the autocorrelation time, τ, of the
parallel code compared to that of the serial counterpart. This τ increase is important here because
it relates to how long a simulation needs to run for before its results are accurate. In other words,
to achieve commensurate statistical accuracy, the parallel code must execute longer total move
attempts (summed up between threads) than the serial code. Accordingly, a more meaningful
speedup metric is one that utilizes τ like Sauto
given in Equation 3.4,
p
Sauto
=
p

τserial
τparallel

(3.4)

where Sauto
is the autocorrelation time speedup and it corrects for any inefficiencies in the parallel
p
code’s implementation compared to the serial code.
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Importantly, this formulation suggests an important interplay in parallel simulations. The
more parallelism is incorporated, the more restrictions there are (e.g. smaller cells), the more moves
the parallel code needs to execute overall to compare favorably with the serial code. Although the
GPU can execute more move attempts overall than any serial code, this reduction in simulation
time needs to at least counteract the increase in autocorrelation time.
The speedup efficiency, E p , is given by Equation 3.5,

E p = S p /p

(3.5)

where p is the number of processors (or threads in GPU nomenclature). E p quantifies two important features of parallel simulation. The best case scenario of E p will always be less than one
because more processors can not reduce the time spent on the serial portion of the code (communications, set up, adding everything, etc.). The above is a restatement of Amdahl’s law. Second, E p
should increase with increasing p when p is low. However, its trend will have a decreasing slope
due to diminishing returns. As p increases, there will be less decomposition left to achieve. There
is only so much of the box to divide up before additional p are mostly idle.

3.3.8

Comparison to Simpatico
Simpatico is an open source C++ package for MD and MC simulations of polymers devel-

oped at the University of Minnesota by David Morse.[219] Its MC algorithm is serial and runs on
a single core. It has been used to study a wide variety of polymeric systems including to study
micelles using diblock copolymers[220]–[223] and to investigate the entanglement length and tube
diameter of a bead spring homopolymer model.[224], [225] Given its validity for these simulations
and publication history, we compare results from our parallel algorithm to results from Simpatico,
thereby verifying the accuracy of our algorithm for polymer simulations.

3.4

Results and Discussion
We present results from NVT Markov Chain MC (MCMC) and Wang Landau MC (WLMC)

simulations using the GPU-accelerated algorithm. MCMC and WLMC are MC methods that differ
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by the sampling mode employed. Given a bead number N, volume V and temperature T, MCMC
simulations reproduce equilibrium thermodynamic averages at N, V and T. Using multiple simulations sweeping the parameter space, MCMC simulations can result in thermal responses of
thermodynamic averages. These profiles are useful in studying phase transitions. With WLMC,
a single simulation scheme provides the density of states, Ω, which encodes the system entropy.
Using Ω and principles from statistical mechanics, one can construct thermal profiles spanning
all T for a system at constant N and V. Once again, this is a useful method in analyzing phase
transitions. Section 2.2 reviews these simulations, their analysis and results in more detail.
Provided the GPU algorithm is a modified form of MC, we first set out to test its statistical
accuracy. To accomplish this validation, we compare our results for two commonly studied polymer models: a Lennard Jones (LJ) rod melt and a single square-well (SW) rod. For the LJ rods
calculation, we compare our MCMC results to that of Simpatico, another open source algorithm.
For the SW rod calculation, we replicate WLMC simulations by Fytas and Theodorakis[226] studying the phase equilibria of the SW rod. We also employ phantom chain simulations to validate
unbiased MC simulations.
After confirming the accuracy of our in-house MC code, we study the performance of our
GPU-accelerated MCMC code for LJ rods. We study the effect of increasing the number of chains,
and therefore the number of threads, on the simulation time in the serial and parallel algorithm. To
do this, we employ the speedup ratios presented in Section 3.3.7.

3.4.1

Algorithm verification: MCMC of Lennard Jones bead rods
Before investigating performance metrics, it is important to confirm that our parallel algo-

rithm can replicate results from other algorithms. I compared the parallel algorithm to Simpatico
for 100 rods of 100 Lennard Jones (LJ) beads with diameter, σ , and cutoff radius, rc = 2.5σ , at
a number density, ρ = Nc Nb σ /L3 = 0.15. These rods have a constant bond length at, l = σ , and
interact via the LJ potential with energy scale ε and length scale σ . More information on the LJ
and rod potential implementations exist in Section 2.1.
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Figure 3.3: Average dimensionless potential energy, hUi/ε, retrieved from MCMC simulations at
different dimensionless temperatures, kB T /ε, in our parallel algorithm and Simpatico, shown in
purple and green markers, respectively.

Figure 3.3 shows the average dimensionless potential energy, hUi/ε, at different dimensionless temperatures, kB T /ε, where k is the Boltzmann constant, from MCMC simulations in our
parallel algorithm and Simpatico. Errorbars for each value of hUi/ε from the two simulation codes
overlap. Overlapping errorbars indicate that Simpatico’s and our code’s results are congruent with
95% confidence, which validates replication. Paired t-tests result in p-values of 0.38, 0.36 and 0.21
when comparing means from five replicates of Simpatico and eight replicates of our algorithm at
T = 5, T = 7.5 and T = 10, respectively.

3.4.2

Algorithm verification: WLMC of an isolated SW rod
Although the previous result inspires confidence in our code, it is important that we also

validate the parallel MCMC and WLMC implementation for the study of phase transitions. Accordingly, we compare the parallel WLMC implementation to Fytas and Theodorakis’s study of an
isolated square-well (SW) polymer rod.[226] The rod here has SW beads, i.e. hard beads that do not
permit overlaps of their diameter σ but have an energy well with a depth ε for interbead distances
between σ and rc . Again, the interested reader is referred to Section 2.1 for more information on
the implementation of the SW potential. The phase behavior is controlled by two variables: the
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Figure 3.4: Replication of Fytas and Theodorakis’ study[226] of a single 156 SW bead rod using
1 potential energy, hUi /ε versus dimensionless
the GPU-accelerated code at rc = 1.12σ . a) Average
temperature, kB T /ε. b) Average radius of gyration, R2g /σ 2 versus kB T /ε. c) Specific heat
capacity, CV /Nb kB , profile.
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dimensionless cutoff radius, rc /σ , and the dimensionless temperature, kB T /ε. Here, Fytas and
Theodorakis study the effect of the SW rc /σ = 1.12 on the collapse and freezing transition of a
156 SW bead rod. They find a collapse transition, between a coil and a globule, at kB T /ε = 0.647
and a freezing transition, between the globule and a crystal, at kB T /ε = 0.544.
We replicate Fytas and Theodorakis’s study by employing our parallel WLMC algorithm to
study the phase behavior of the 156 SW bead rod at rc /σ = 1.12. In parallel WLMC experiments,
16 overlapping windows with eight replicates each split the energy range of interest, [0, −545]ε,
using a unit bin size and an overlap range of 100%. Each replicate converged to 30 iterations
at a 20% flatness tolerance. Replicate Ω estimates are averaged into one Ω per window, which
are then stitched together using least squares minimization of the overlap region. Then, canonical
analysis, described in Section 2.2.4 converts Ω(U/ε) to thermal profiles of hUi /ε, R2g /σ 2 , and
CV /Nb kB shown in Figures 3.4 a, b and c, respectively. Also, parallel MCMC calculations at four
temperatures, kB T /ε = [0.35, 0.5, 0.6, 0.9], simulated the system around the two transitions. For
each kB T /ε, thermodynamic averages in Figure 3.4 come from eight independent replicates with
different initial configurations and random number generator seeds. We use USMC to generate all
initial conditions used. The figure also shows key results from Fytas and Theodorakis. Values are
nondimensionalized using ε, σ , Nb = 156, and kB .
First, Figure 3.4a shows the dimensionless pairwise potential energy, hUi /ε, versus the
dimensionless temperature, kB T /ε. The four red circles are each averages of data from eight
parallel MCMC replicates at a single kB T /ε. Black errorbars inside the red circles are measures of
the standard error showing that each replicate’s average agrees with the others. The blue curve is
the result of canonical analysis results of Ω from our parallel algorithm. The WLMC and MCMC
results are congruent at all kB T /ε. Finally, the stars are Fytas and Theodorakis’ estimates of
the coexistence energies at the two temperatures.[226] At the freeze transition (purple star), the
crystal and liquid are coexistent at different temperatures, Efreeze,crystal = −296 and Efreeze,liquid =
−466, respectively. Those points are in excellent agreement with our WLMC energy profile’s
discontinuity at the freezing transition, kB T /ε = 0.544.
We also calculate the average radius of gyration, R2g /σ 2 , shown as a function of temperature in Figure 3.4b. Here, the MCMC red circles once again fall on the WLMC blue curve. The
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data is again in excellent agreement with results from Fytas and Theodorakis.[226] This agreement
holds except at large kB T /ε. This difference is due to the finite periodic boundary condition used in
our algorithm which limits all possible large coil conformations of the single polymer. R2g extends
to ∼ 100σ 2 , which is half the box size in our simulations. Still, this apparently limits the phase
space of acceptable R2g in our simulations deviating data from Fytas and Theodorakis in excited
states (high kB T /ε).
Finally, the heat capacity profile in Figure 3.4c from WLMC’s Ω is in good agreement
with transition temperature estimates by Fytas and Theodorakis.[226] The specific heat capacity,
CV /Nb kB , shows a large, narrow peak at Tfreeze and a small, wide peak at Tcollapse . Estimates
of the transition temperatures from WLMC (circles), and Fytas and Theodorakis (crosses) are
superimposed over CV /NK for Tfreeze (red) and Tcollapse (green).
Generally, the collapse of Fytas and Theodorakis’s results and that of the parallel WLMC
algorithm inspires confidence in the accuracy of the GPU-accelerated code. The accelerated code’s
ability to replicate Simpatico’s predictions, as well as that of published results, verifies that it
respects detailed balance. If our algorithm violates detailed balance, it will bias the result away
from true thermodynamic averages or totally diverge. Clearly, these tests demonstrate that our
modified GPU-accelerated MCMC and WLMC respect detailed balance and our simulations are
indeed accurate.

3.4.3

Algorithm verification: Phantom chain simulations
Figure 3.5 presents results from phantom chain simulations (see Section 3.3.6) of 100 poly-

mer chains with 100 beads interacting via a harmonic bond potential (Equation 2.8). As suggested
by Section 3.3.6, unbiased phantom chains simulations yield flat histograms of cos θ and φ along
the polymer backbone. With no excluded volume interactions and no potentials impacting either
θ or φ , the flat histograms signal that no particular conformation is prefered and simulations are
statistically accurate.
Figures 3.5 a and b show results for cos θ and φ histograms from the parallel algorithm,
respectively. The data is presented as a bar graph with a height determined by a percentage of
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Figure 3.5: cos θ and φ histograms from phantom chain simulations using the parallel algorithm
1
with no modifications (a and b), moves leaving the cell permitted (c and d), and no grid shift (e
and f).
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the total entries. The dashed line indicates the mean percentage. As can be seen by the miniscule
oscillation of both cos θ and φ around an average value, the parallel algorithm does not introduce
a systematic bias. Therefore, the parallel algorithm simulates polymer chains accurately according
to phantom chain simulations.
The remainder of Figure 3.5 shows how phantom chain simulations of biased simulations
affect cos θ and φ . First, Figures 3.5 c and d show results from simulations with moves permitted
to leave the active cell. Apparently, cos θ in Figure 3.5c is biased towards extended conformations,
while φ in Figure 3.5d favors cis dihedral ordering to trans, being highest at 90 and -90 degrees. A
similar but more pronounced bias to cos θ and φ can be seen for simulations with no grid shift in
Figures 3.5 e and f, respectively.
These non-flat trends in cos θ and φ indicate that parallel simulations with moves that leave
active cells and without a shift to the cell boundaries yield thermodynamically inaccurate results.
This result is in fact to be expected. As discussed by Section 3.3, simulations that allow moves to
leave the active cell in parallel violate detailed balance. This violation is due to the impossibility of
the reverse move; the thread can not move the atom outside of its cell back to the original position.
On the other hand, the lack of a grid shift violates the other law of MC simulations, ergodicity.
Since threads can not move cells outside their boundary, the lack of a grid shift constraints all
beads to their initial cells. This violates ergodicity as it limits the configuration to a subset of all
possible states.

3.4.4

Performance analysis
Now that we have verified the accuracy of the GPU-accelerated codes, we get back to

studying speedups in the LJ bead rod system. We conducted MCMC calculations in serial and
parallel codes of a system of Nb = 100 LJ bead rods at a ρ = 0.15σ 3 and T = 5ε/kB . This system
provides a system simple enough to sweep system size for to evaluate the benefits of the GPUaccelerated algorithm.
To quantify the gains of a GPU-accelerated code, we measure the time it takes to attempt a
move, the time it takes to accept a move, and the energy autocorrelation time in both the serial and
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parallel code. As outlined in Section 3.3.7, the ratio of these three times in the serial to the parallel
code results in a measure of speedup. Specifically, the ratio of the time it takes to attempt a move
try

is S p , the time it takes to accept a move is Ssuccess
and the autocorrelation time is Sauto
in the serial
p
p
code to the parallel code are all insightful speedup measures.
A speedup larger than one signifies successful parallelization. If the parallel code is faster,
the time it takes to execute will be less. This reduces the denominator in S p , which increases S p .
Therefore, for any given set of parameters, a value greater than one signals an effective parallelization. Additionally, the larger this metric is, the better. A value of Smp = 3 indicates that the parallel
code is 3× faster than the serial code at executing m.
try

We expect that for any given set of conditions, S p > Ssuccess
> Sauto
p
p . This is because of
the restrictions of the modified parallel code making moves less efficient. We expect the “remainin-cell” restriction to bead moves in the parallel code to reduce the success rate of moves, thereby
lowering Ssuccess
and Sauto
p
p . We also expect this restriction to reduce the number of accessible states
to any move, effectively increasing the autocorrelation time of the simulation. This will of course
increase the denominator of, and therefore further reduce, Sauto
p . Therefore, although all speedups
are insightful, comparing Sauto
allows for an “apples to apples” comparison between the serial and
p
parallel code. It does not depend on implementation details and is purely a measure of the time it
takes to achieve a degree of statistical accuracy in the thermodynamic averages.
We also expect that for a larger system, avenues for parallelism will increase. Accordingly,
we sweep system size by changing the number of chains, Nc , which increases L, the box side
length. At a constant rc , this increases the number of cells ncell and therefore the number of
requested threads p by the code at any subsweep, p = n3cell /8. More threads should result in a
larger S p value.
With these considerations in mind, I swept number of chains, Nc , of rods of 100 LJ beads
at ρ = 0.15σ 3 and and T = 5ε/kB . At a given Nc , the quantity of interest is the speedup, S p . We
measure this as discussed in Section 3.3.7 by measuring the time for one move try, the time for
one move success and the energy autocorrelation time in the serial and parallel MCMC codes and
taking their ratio. The data for all three is presented in Figure 3.6a.
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Figure 3.6: a) Nominal and real speedup metrics from MCMC Nc sweeps of 100 Nb LJ bead rods
1 N and the number of threads, p. The number
with rc = 2.5σ at ρ = 0.15σ 3 and T = 5ε/kB versus
c
of concurrent threads available on a NVIDIA Tesla P100 GPU is shown using a dashed vertical
line. b) Time taken to attempt and accept 106 moves in the serial and parallel code. b) Energy
autocorrelation time, τ, in the serial and parallel code.
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A value for all Nc of S p > 1 indicates that the parallel code is in fact faster than the serial
code. The faster the GPU-accelerated code is, the lower its time will be and therefore S p =

tserial
tparallel

increases. This time relationship can be seen by Figure 3.6b where the time it takes for 106 move
attempts and successes is graphed against the system size. As expected, tparallel < tserial verifying
that the parallel code is in fact faster. The autocorrelation time in Figure 3.6c also shows the same
trend. Impressively, the parallel code at Nc = 104 proposes and accepts moves ∼ 70× faster than
the serial code.
try

Importantly, both S p and Ssuccess
performance metrics increase with an increase in system
p
size. At constant ρ and as Nc increases, the box size and the number of cells ncell increase too.
This larger ncell results in more cells in every cell class and therefore the algorithm requests more
threads every subsweep, p = n3cell /8 ∝ Nc . To illustrate this, the number of threads p is also shown
as a second x-axis in the top of Figure 3.6a. Indeed, a larger number of threads does result in a
larger disparity between the parallel and the serial code performance. The same trend is true in
3
Sauto
p , the speedup in the energy autocorrelation time, for Nc < 10 .

To better understand these metrics, we plot the three time metrics in Figure 3.6b-c. The
time it takes to attempt and accept 106 moves in the serial code does not change appreciably as Nc
increases, as shown by the plus signs in Figure 3.6b. However, the same is not true for the parallel
code where both times decrease appreciably as Nc increases (stars in Figure 3.6b). Additionally, at
every Nc , the time it takes to attempt and accept a move is shorter in the parallel code and the serial
code. This of course translates to S p > 1. The same is clearly true for the autocorrelation time in
Figure 3.6c where τserial > τparallel . The general S p > 1 trend is because the GPU code is able to do
more moves in parallel at the same simulation conditions.
As Nc increases, the larger S p is partly due to a reduction of time spent on CPU–GPU
communication relative to time spent doing moves on the GPU. Parallel simulations introduce
communication and memory transfer between the CPU and the GPU, a time-consuming process
lacking in serial code. When Nc is small, this overhead is large relative to speedups gained as only
a few threads run in parallel. In this regime, S p < 1. Although the GPU code can do more moves
in parallel, that speedup is not enough to counteract the cost of communication. As Nc increases,
memory and communication overhead increase but the speedup due to more GPU use increases at
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a larger rate. This leads to S p > 1. In this high Nc regime, GPU use is justified and reduces the
overall simulation times. All points in Figure 3.6 are in this high Nc regime with S p > 1.
As the code asks for more p, the GPU not only does more moves in parallel but also more
efficiently runs. The GPU suffers from latencies due to load balancing, memory transfers, stalls,
warp divergence, etc.[227] As the system size increases, more of the GPU is running at a time
which leads to more move attempts. The measure of efficient GPU use is occupancy. Occupancy
quantifies how much of the GPU is used. Clearly, occupancy increases with Nc yielding better
results.
Additional efficiency gains are acquired when the GPU is overscheduled. The NVIDIA
Tesla P100 GPU has 1792 parallel threads at maximum. This value is indicated in Figure 3.6a with
a dashed vertical line. Although the GPU has no more threads to allocate cells to, the scheduler
can hide latencies by continuously loading cells as other cells execute subsweeps to completion.
This ability to load cells and unload others addresses inefficient load balancing among other things.
Throughout the simulation, some cells will have lower density and run faster due to density fluctuations. As they complete their subsweep, the scheduler allocates a pending cell on the thread. This
increases GPU occupancy overall, increasing S p .
To summarize, larger system size leads to larger speedups due to larger GPU occupancy.
First, this is due to a larger time on the GPU conducting move attempts relative to the added cost
of communication. Second, as the algorithm requests more threads, more of the GPU can execute
at the same time, which leads to more moves relative to the serial code. Finally, overscheduling
allows the GPU to hide more latencies leading to a larger occupancy.
try

As expected, S p > Ssuccess
> Sauto
for all Nc . This difference in the three S p measures
p
p
illustrates that although the GPU is able to make more parallel moves, its moves are far less efficient
try

than the serialized code’s. First, Ssuccess
< S p due to the lower move acceptance rates in the GPU
p
code variant relative to the serial code. As established, as Nc increases, the GPU makes more move
attempts in parallel. However, due to the “remain-in-cell” restriction to bead moves, the success
rate of move attempts is lower on the GPU than on the CPU. This translates to the lower Ssuccess
in
p
Figure 3.6a. This effect can also be deduced by the larger gap between the time for a move attempt
and move acceptance in the parallel code (stars) versus the serial code (pluses) in Figure 3.6b.
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Unlike its serial counterpart where a single move can move a particle across the box, moves in the
GPU-accelerated code restrict beads from leaving the cell within any given sweep on the GPU.
In addition to the reduced Ssuccess
due to a reduced acceptance rate, the even lower Sauto
p
p
is because GPU moves are less efficient at exploring phase space. Although the GPU does more
moves, the move restriction decreases the efficiency of moves relative to the serial code. Moves in
the GPU code have a smaller number of conformations available (restricted to cell) and, therefore,
explore phase space less efficiently. This effectiveness decrease translates to a move in the parallel
code resulting in less benefits to the autocorrelation time, τ.
The relationship between the three S p measures illustrates the importance of comparing
when comparing different simulation algorithms. By utilizing the only-moves-within-cell
Sauto
p
try

idea, the GPU algorithm is able to run multiple threads in parallel, increasing S p , but is hurt by
try

limiting access to the entire box, i.e. phase space, reducing S p to the more accurate measure, Sauto
p .
Comparing Sauto
allows for an “apples to apples” comparison between the serial and parallel code
p
since it does not depend on move details and rather is related to the speed of code at arriving at
thermodynamically accurate results.
These trends are further verified by Figure 3.7, which directly plots the ratios of Ssuccess
p
try

and Sauto
to S p . Figure 3.7 shows that Ssuccess
is not hurt by increases in Nc . The same is not
p
p
3
true for Sauto
p , which decreases past Nc = 10 . Additionally, its ratio’s decrease past Nc = 600

shows that its increase is lower than that of the other two metrics. This effect also manifests in the
relationship between the times in Figures 3.6b-c. As Nc increases, the gap between the times in the
serial and parallel code increases in Figure 3.6b showing that the parallel code can do more moves
relative to the serial code. However, the gap decreases in Figure 3.6c showing that the parallel
code’s benefits to the autocorrelation time decrease with increasing Nc . Unfortunately, this limits
our approach’s effectiveness to systems with Nc < 103 , or system sizes N < 105 . That is, without
further enhancements and optimizations.
Further insight comes from the speedup efficiency, E p = S p /p, in Figure 3.8, which suggests that the current parallelization is not efficiently utilizing the GPU. E p quantifies this utilization of the GPU. Amdahl’s law claims that E p < 1 due to a segment of the code not being parallelizable. In other words, additional parallel processors can at maximum lead to 100% speedup in
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any algorithm. The GPU cannot speedup time spent on the CPU for communication, reading in
files, set up, etc. and therefore E p < 1. Unfortunately, our algorithm leads to far lower E p on the
order of 0.1. Additionally, this effect is exacerbated as p increases.
For all conditions tested, the GPU was more efficient at simulating polymers than the serial
code. When comparing the speedup in the autocorrelation time, the GPU-acceleration sped up
the code 10× for some systems. Still, the best case 100× speedup in other metrics suggests that
further optimization may lead to far greater gains. This speedup potential is promising. With 100×
speedup, phenomena requiring 30 days to simulate can be simulated in a few hours.
Our GPU-acceleration compares favorably with that of Uhlherr et al.[208] Potentially, this is
due to our utilization of GPUs compared to distributed systems. GPUs allow for a cheap utilization
of multiple parallel processors, as well as a reduction in communication times. However, we are
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Figure 3.8: Speedup efficiency, E p = S p /p, where p is the number of threads, plotted versus Nc for
all three S p measures from MCMC Nc sweeps of 100 Nb LJ bead rods with rc = 2.5σ at ρ = 0.15σ 3
and T = 5ε/kB .

yet to test this code for melt densities and to study phase behavior to confirm that speedups are
carried into these simulations.
However, the same is not true when comparing to Anderson et al.’s 100× speedups. This
is due to the difficulty of simulating polymers compared to nonbonded hard spheres. Specifically,
Anderson et al.’s speedups are a result of completely independent operation of parallel threads.
Chains preclude this independence due to the importance of bead identities. Polymer moves and
energy calculation require the identity of backbone neighbors which may be detrimental to efficient
memory accesses.
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3.5

Conclusions and Recommendations for Future Work
This chapter reviewed attempts to accelerate MC methods using domain decomposition

and NVIDIA GPUs. Cutting up the simulation box by decomposition permitted parallel MC trajectories in noninteracting cells. I verified our in-house source code against results from Simpatico
and against literature results. The code showed overall good agreement versus Simpatico and in
studying phase behavior of a single chain.
Speedup metrics showed that GPU-acceleration simulates polymers faster than its serial
counterpart. Increases in system size, Nc , allowed for larger avenues of parallelism by giving
way to a larger number of noninteracting cells, and therefore larger requests for concurrent GPU
threads. Although nominal speedup measures showed impressive 2 orders of magnitude speedups,
correcting the speedup for the more implementation agnostic τ ratio showed that this speedup is
counteracted by move inefficiencies in parallel code.
These modest speedups are surprising. However, we think that this algorithm is promising
and can be improved on significantly. Improvement can yield improved outcomes and enable study
of large systems, as we’ve set out to do. In hopes of inspiring future work on this subject, here are
my recommendations for improving this algorithm.
First, improving this work would likely involve careful profiling of the GPU algorithm.
Profiling exposes any potential avenues for speedup that are under-utilized. The dismal efficiency
in Figure 3.8 indicates that GPU occupancy is low and the GPU is misused by our code. I predict
that this is due to load balancing issues.
Second, sweeping of the parallelization parameter space might also reveal some missed
optimization. Most importantly, the current algorithm selects rcell as close to its minimum, rc ,
as possible. This may have resulted in decreased move efficiency. There is certainly a balance
between gains from more threads at large ncell and reduction of benefits to autocorrelation time
at small rcell . This is validated by Uhlherr et al.’s choice to limit domain decomposition to one
dimension, choosing to apply striped decomposition rather than our maximal checkerboarding
scheme.[208] Also, other aspects such as nmax and move probabilities need specific optimization
for different systems and at different temperatures.
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These low speedups suggest that the current parallelization may not be sufficient to simulate
the large systems we set out to. This is especially true with our goals of WLMC simulations that
span temperature and, generally, require large simulation times. Despite barrier hopping benefits,
WLMC’s temperature spanning may be detrimental to overall simulation times. In addition, much
of this information is irrelevant to phase transitions, which is our primary interest.
A possible solution is to instead focus on free energy simulations at a single temperature.
We hypothesize that focusing on a single temperature will lead to smaller simulation times, while
retaining relevant information. Accordingly, we focus on expanded ensemble density of states
simulations (EXEDOS) in future chapters, which indeed simulates the free energy across some
order parameter at a single temperature. By constructing the free energy at Tm , EXEDOS displays
positions of phase space of interest by its minimums and peaks. This allows pathway analysis
that can be insightful into mechanisms of crystal nucleation. The hypothesized reduced simulation
times in EXEDOS permit serial simulations.

3.6
3.6.1

Appendix
Parallel simulations
Advances in single-threaded applications have allowed simulation of increasingly complex

phase behavior for increasingly detailed material models. For example, complex simulations featuring 10s of millions of beads seemed impossible once but are now accessible. This is largely due
to Moore’s law, which predicts that the number of transistors on a computer chip doubles every
two years. This reality has led to significant speed ups in computation. Still, this increase is arguably bound to halt as transistor sizes approach the quantum limit, leading many to invest in more
efficient computational solutions, such as parallelization.
This is not a novel idea; the use of distributed multi-core devices has been around for
decades. Supercomputers at academic institutions, governmental agencies and others feature hundreds of thousands of multi-core CPUs which allow for parallel computation. Further, most personal computers today feature 8-16 embedded CPU cores.
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Figure 3.9: Architecture of various processors. a) A single-core CPU showing a single processor
connected to its memory. b) A distributed multi-core CPU. Need for communication between
processors necessitates a network connection with a communication time cost. c) A GPU featuring
multiple processors and a shared global memory. d) A legend of shapes used in panels a, b, and c.

Although distributed CPUs have found much use, they are not a good fit for applications
that require frequent communication between processors. Figure 3.9 shows a single-core CPU in
panel a and a distributed multi-core CPU in panel b. The distributed CPU constitutes multiple
single-core CPUs connected by a network allowing communication between processors. It is this
factor that limits their applicability. The network involves a time cost larger than accessing ondevice memory and will reduce parallelization gains. This precludes use of distributed cores for
applications requiring a large number of cooperating parallel cores. Additionally, their cost is large
relative to single-core systems.
A potential alternative to multi-core CPUs is the GPU, which feature thousands of threads
on a single device. As shown in Figure 3.9c, a GPU features multiple processors on the same
device. In addition to their large number of processors, they have a shared memory that reduces
costs for communication. They are far cheaper and They are far cheaper than distributed multicore machines and can be very fast, gaining them the name of “personal supercomputer”. To utilize
their parallelism, a good knowledge of GPU architecture is necessary.

104

3.6.2

GPU architecture
Although initially innovated to do graphical calculations which feature embarrassingly par-

allel, i.e. highly independent, matrix multiplications, general purpose GPUs (GPGPUs) are now the
norm and find significant use in machine learning,[228] financial analytics[229]–[231] and molecular
modeling,[128], [204]–[206] among other applications.[232]–[235] Their use extends to any application
with many floating point operations that can be executed in parallel. Prior to the turn of the century,
GPUs were only used for image rendering using graphics processing languages. Among the earliest examples of the scientific world taking advantage of GPU acceleration involved adapting and
manipulating these languages to operate on matrices.[236], [237] By 2006, NVIDIA released its first
GPGPU, the Geforce 8800 card, and its dedicated programming language in 2007, CUDA.[227]
CUDA was conveniently combined with C/C++ and Fortran code and enabled more complex algorithms to utilize GPGPUs.[238] CUDA is designed to optimally communicate with NVIDIA GPUs
and effectively utilize their unique architecture.
GPUs feature an array of multithreaded Streaming Multiprocessors (SMs). As in Figure 3.10, each SM contains dedicated threads, each acting as a single core. This offers much room
for parallelism but has a caveat. A single SM creates and manages threads in multiples of 32 and
those 32 threads execute the same instructions synchronously. In this paradigm, called Single Instruction Multiple Data, if a single thread is adding, all other threads either add or wait for the
adding thread to finish. This divergence is important to consider when designing CUDA code.
A CPU–GPU system features multiple levels of storage memory, each with its own array
of considerations. We list them here sorted by time penalty for accessing memory, in descending
order. First, there is the host memory in Figure 3.10 which is the CPU’s memory. GPU threads can
not directly access this memory. Therefore, before GPU code can execute commands on data, this
data needs to be transferred from host to device memory. Device memory resides on the GPU and
has the largest proportion of available memory on the GPU. Then, each SM has its own dedicated
memory called shared memory, available to all its warps (Mlocal in Figure 3.10). Additionally, each
SM has a set of 32-bit registers it distributes among its warps/threads.
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Figure 3.10: A simplified illustration of NVIDIA GPUs and their architecture. Here a CPU–
GPU system is shown along with all of memory components. All processors/threads are shown in
purple, memory components in green, and communication in blue. This example is simplified as
most GPUs have 10-100 Streaming Multiprocessors (SMs) (here 4), each featuring 10-100 threads
(here 6). A NVIDIA P100 GPU features 64 SMs each with 60 dedicated threads, or a maximum
thread count of 3840.

GPUs are best utilized in massively parallel applications requiring a large number of concurrent cores. The scheduler in Figure 3.10 will overload each SM with more tasks than threads
available. This overscheduling remedies divergence by exchanging divergent or stalled threads
with another instruction and data set. It also improves load balancing/GPU utilization; as soon as
a warp is completed, a new warp with the same physical threads is initiated.
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3.6.3

Parallelizing a serial code
These architectural details demand code to be designed specifically for GPUs. A successful

parallelized algorithm has to be divided into multiple, mostly-identical, fully independent, simple
tasks. This allows the GPU to distribute load to multiple threads to solve the system in parallel.
Maximum parallelization and GPU utilization is achieved in algorithms that:
• Minimize overall memory usage
• Maximize local memory usage by utilizing good, mappable data structures
• Minimize branching code or maximize similarity of execution between threads
• Have enough overscheduling to maximize utilization and load balance
A process which satisfies all four criteria is titled embarrassingly parallel. Embarrassingly
parallel applications, like matrix multiplication in graphical calculations, feature simple mathematical operations which are fully independent. In matrix multiplication, only as many threads
as elements are called ensuring minimal overall memory usage. Additionally, each thread only
accesses specific indices stored in their local memory, maximizing memory throughput. Their
independence and lack of logical operations precludes warp divergence, minimizing branching.
Finally, as long as the matrix sizes exceed the number of threads, SMs will be overloaded enough
for load balancing.
Minimally, a successful GPU algorithm requires massively parallel algorithms, featuring
minimal communication and mostly identical, desynchronized and simple mathematical operations. If more memory than exists is requested, the algorithm will not execute. If too many host–
device memory transfers are initiated, GPU code will hurt performance. Still, even if memory exists, larger memory usages/accesses will slow down code. For example, threads accessing device
memory will reduce throughput. However, loading memory to registers will reduce the number of
threads that can be executed in parallel. Therefore, there is a trade off between using more registers, which reduces memory access costs, and less registers, which increases available number of
parallel threads.
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Now with these considerations in mind, we move to strategies of parallelizing serial code.
All parallelization approaches fall into two main categories: functional and domain decomposition.
In functional decomposition, a function is separated into multiple parts which can be solved
by multiple threads in parallel. For a simple example, say you are adding four numbers together.
Instead of serially adding 3 times, one can split the problem into 2, add 2 numbers in parallel and
then add the third in after. This approach can further be split into two categories. The first category
involves simulating the same unaltered, serial algorithm multiple times in parallel. For example, for simple MC calculations, one can initiate replicates and utilize them to compute averages
rather than simulating one long simulation.[218] Another example is running multiple simulations
at various temperatures or another property to gain more information.[218] The second category is
the functional decomposition employed in MD simulations; the energy calculation is cut up into
multiple cells and distributed on independent solvers as our simple addition example above. This
is an obvious choice for hybrid MC,[209] which involves evolving the system with MD moves,
or kinetic MC[212], [215], [216] both of which feature moves with many beads and expensive energy
computations. It is also a natural choice with systems featuring expensive potential computations.[147], [210], [211] Another possible way to functionally decompose the problem is to increase
move acceptance by proposing moves in parallel.[213], [214], [217] This approach is difficult as care
must be taken to unbias the simulation.[208] All these approaches are not readily applicable to
polymer MC simulation which features relatively simple potential computation and local moves.
Domain decomposition, on the other hand, is more promising for simulations of polymers
with relatively simple potential models.[218] Many approaches to this exist in the literature and all
involve some sort of spatial decomposition into domains that are separated by at least the largest
cutoff length scale used in the potential model. That disqualifies this approach for systems with
Coloumbic interactions that have no cutoff. Care must be taken to alter the algorithm in ways that
respect detailed balance so as to not bias the simulation in irreparable ways.
One way to split the simulation box into domains which can be integrated individually is
by way of ”stripe decomposition”. In this method, the simulation box is split into 3D rectangles
spanning the box in one dimension and each stripe becomes an independent MC simulation. Since
each stripe is separated by at least a cutoff distance, no “active” stripe feels changes in any other
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“active” stripe. This is a promising technique which, in theory, could explore phase space faster.
For example, O’Keeffe’s striped MC sped calculations by over 10× for 3 × 106 LJ beads using 18
processors.[239] Another example is Uhlherr et al.’s study, who applied this decomposition for a
detailed polymer model and sped MC simulations by 5× on eight processors.[208]
A more massively parallel approach involves splitting the simulation box in all three dimensions to a maximum degree. To do this, the simulation box is split into 3D cubes with a side
length as close to the cutoff as possible. Cubes are then classified into 8 classes that include cells
that are noninteracting. Then, a GPU can execute independent MC trajectories in an 8th of the
simulation box at a single time. This maximal decomposition provides the GPU with as many
active domains as possible.
Utilizing this concept of “checkerboard” decomposition, Anderson et al. achieved 2 orders
of magnitude speedups on a system of nonbonded hard particles.[139], [140] Notably, this algorithm
is distributed as part of the open source HOOMD blue code.[133] Their impressive speedups are
results of maximal decomposition via 3D checkerboard, as well as a specific optimization to the
hard particle application. Accordingly, their algorithm is also not readily adaptable to our purposes.
Still, it provides useful methods to utilize to maximally take advantage of GPU architecture.

3.6.4

CUDA, NVIDIA GPUs and hardware considerations
To construct our algorithm and adopt it for NVIDIA GPU use, we use a programming lan-

guage called CUDA. CUDA, or compute unified device architecture, acts as an addition to C/C++
(or Fortran) and uses similar directives to C++ to enable NVIDIA GPU manipulation. This makes
adaptation of serial code to CUDA relatively easier than learning a new programming language.
Still, there are many intricacies to programming in parallel. Here I review some of NVIDIA GPUs’
architecture, aspects of the CUDA language to expose parallelism and maximally utilize the GPU,
and what GPUs I use in this chapter. In addition to this subsection, more information on these
topics is available in the Appendix of this chapter.
To process data on the GPU, memory transfer between the CPU and GPU is necessary.
NVIDIA GPUs have their own dedicated memory storage. CUDA offers its own directives such
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as cudaMalloc, cudaMemcpy and cudaFree that allocates memory on the GPU, copies variables
from the CPU to the GPU and frees dynamically allocated memory on the GPU, respectively. It
also offers directives that aid CPU–GPU, or host–device, communication such as cudaDeviceSynchronize and cudaPeakAtLastError that forces synchronization between all and allows debugging,
respectively. These directives enable intimate control of GPU function and simplify communication.
Throughout this research, I utilize resources from the Office of Research Computing and
the Fulton Supercomputing Lab at Brigham Young University. Specifically, CPU cores are 12core Intel Broadwell and GPU cores are NVIDIA Tesla P100s. The P100 is designed for high
performance computing and offers 4.7 teraflops at double precision.
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CHAPTER 4.
SEMIFLEXIBLE OLIGOMERS CRYSTALLIZE VIA A COOPERATIVE PHASE TRANSITION

Reproduced from: P. Kawak, D. S. Banks, and D. R. Tree, “Semiflexible oligomers crystallize via
a cooperative phase transition,” J. Chem. Phys., vol. 155, no. 21, p. 214902, 2021.[240] I hereby
confirm that the use of this article is compliant with all publishing agreements. With guidance from
Douglas R. Tree and coding support from Dakota S. Banks, my individual contributions included
drafting the manuscript, writing the main algorithms (MC methods, statistical mechanics analysis,
etc.) from scratch, testing, data collection and data analysis.
In drafting the manuscript, my literature review motivated the Introduction’s contents including opinions on the validity of Classical Nucleation Theory compared to other theories in
explaining recent experimental and simulation evidence in the literature. Additionally, I reviewed
the methods developed in our lab used in this article. I also presented my results via melting curves
at various densities, a temperature–volume phase diagram and various equilibrium 2D free energy
landscapes. Finally, I discussed the nucleation mechanism in these results and their consequences
to polymer theories.
Coding the main algorithms included building two github projects, mainly developed in
C++ and python. The first project built phase diagrams from multiple simulation methods including
Markov-Chain Monte Carlo, Wang-Landau Monte Carlo and Umbrella Sampling Monte Carlo
with acceleration techniques such as replica exchange and multi-window entropy exchanges. This
project also utilized various python codes to compute thermodynamic averages using statistical
mechanics. The latter project involved free energy analysis using the in-house expanded ensemble
density of states (EXEDOS) algorithm and the in-house multidimensional lowest energy algorithm.
The latter project also utilized the same acceleration techniques and a number of python analysis
scripts. Notably, my 2D EXEDOS algorithm is the first of its kind to be applied to polymer crystal
nucleation.
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Orientational Order

Minimum Free Energy Path

Crystalline Order
1 data from MC simulations of a semiflexible
Using the various in-house codes, I collected
oligomer model at various conditions and analyzed its phase behavior. First, I built melting curves
and phase diagrams showing that the system underwent two kinds of transitions based on density:
an isotropic–nematic transition and an isotropic–crystal transition. To identify these transitions, I
used VMD to visualize the various phases and a combination of order parameters and structure
factor analysis to characterize them. By a careful selection of densities and temperatures at coexistence of phases, I ran a number of EXEDOS simulations and studied resulting free energies. In
doing so, I identified stable states and minimum free energy paths between them. This analysis
also resulted in free energy barriers to nucleation of ordered polymer states from the isotropic melt.

Abstract
Semicrystalline polymers are ubiquitous, yet despite their fundamental and industrial importance,
the theory of homogeneous nucleation from a melt remains a subject of debate. A key component
of the controversy is that polymer crystallization is a non-equilibrium process, making it difficult to
distinguish between effects that are purely kinetic and those that arise from the underlying thermodynamics. Due to computational cost constraints, simulations of polymer crystallization typically
employ non-equilibrium molecular dynamics techniques with large degrees of undercooling that
further exacerbate the coupling between thermodynamics and kinetics. In a departure from this
approach, in this study we isolate the near-equilibrium nucleation behavior of a simple model of
a melt of short, semiflexible oligomers. We employ several Monte Carlo methods and compute
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a phase diagram in the temperature–density plane along with two-dimensional free energy landscapes (FELs) that characterize the nucleation behavior. The phase diagram shows the existence
of ordered nematic and crystalline phases in addition to the disordered melt phase. The minimum
free energy path in the FEL for the melt–crystal transition shows a cooperative transition, where
nematic order and monomer positional order move in tandem as the system crystallizes. This nearequilibrium phase transition mechanism broadly agrees with recent evidence that polymer stiffness
plays an important role in crystallization, but differs in the specifics of the mechanism from several
recent theories. We conclude that the computation of multidimensional FELs for models that are
larger and more fine-grained will be important for evaluating and refining theories of homogeneous
nucleation for polymer crystallization.
Keywords: Polymer Crystallization; Oligomer Crystallization; Energy Landscape Theory; Minimum Free Energy Path; Semiflexible Polymers

4.1

Introduction
Developing a theory for polymer crystallization in a melt is an important and long-unsolved

problem in polymer science. It has been known for decades that polymers do not completely crystallize, leaving the material out of equilibrium.[33], [241], [242] Consequently, the properties of the
semicrystalline material are dependent on its processing history,[243] making a theory of crystallization both an interesting fundamental problem and a fruitful endeavor for the practical engineering
of polymer materials.
It is not possible to provide a comprehensive summary of all of the theoretical approaches
to polymer crystallization here, but several excellent references are available.[33], [67], [241], [242], [244]
To situate our work in the context of this large literature, we wish to make two salient observations. First, a complete understanding of polymer crystallization must encompass both (i) the
primary nucleation process that initiates crystallization and (ii) the subsequent crystal growth process.[67], [68], [245] While it is widely understood that both of these kinetic processes require different
(but possibly related) theories, the distinctions in the literature between models of (i) and (ii) are
not always clear. For example, the widely discussed Lauritzen–Hoffman theory is a model of the
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crystal growth process that includes a “secondary nucleation” event that is distinct from the primary nucleation process.[246], [247] To limit our scope and because of its foundational importance,
we focus here on understanding (i) the primary nucleation process.
Second, despite more than a half-century of research on polymer crystallization, an attempt
to ground the theory of polymer crystallization in concepts of modern polymer physics is a much
more recent endeavor.[10], [14], [16], [27], [248]–[250] For example, the classical theory of primary nucleation treats crystallization in a solution and a melt as mechanistically equivalent,[241] and the role
of polymer entanglement has only recently become a topic of serious study.[20] Our approach is
inspired by this agenda, which we describe more specifically in the paragraphs that follow.

4.1.1

Theories of Homogeneous Nucleation from a Melt
The prevailing theory of (homogeneous) primary nucleation of a crystal in a melt is based

upon an extension of classical nucleation theory, which we will label “classical nucleation theory
for polymers” (CNTP).[27], [241], [249] The familiar idea, schematized in Figure 4.1a, is that a melt
cooled below its melting temperature Tm experiences a driving force towards crystallization but is
impeded by a free energy barrier due to surface tension. From a polymer physics perspective, one
imagines that as a bundle of chains crystallize, a local density fluctuation of n monomers creates a
cylindrical nucleus of radius r and length l. Some researchers define a spherical nucleus and reach
qualitatively similar conclusions. For the sake of brevity, we will only discuss the more common
cylindrical case. Presumably, these chains are folded because the nucleation event happens locally
before the rest of the chain can relax, leading to the well-known lamellar crystal structure.
There are a number of assumptions that undergird this relatively simple model of crystallization. First, the system is assumed to be near-equilibrium such that a suitable free-energy
surface (i.e. a bulk free energy and surface tension) can be defined and related to bulk thermodynamic parameters. Additionally, one assumes that the kinetics are dictated by the free energy at the
transition state, via typical arguments from transition state theory.[27] Note that both of these two
assumptions relegate the role of entanglement and other well-known aspects of polymer dynamics
to secondary status in the theory.[20] Additionally, CNTP assumes both a specific shape for the
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Figure 4.1: (a) Classical nucleation theory for polymers (CNTP) postulates that the local positional
ordering of monomers is the principal barrier to polymer crystallization. (b) By contrast, several
new theories by Strobl, Olmsted, Milner, and Muthukumar (SOMM) propose that orientational
alignment of the polymer chains is possibly a more important barrier.

nucleus (typically a cylinder) and a particular order parameter (n, the number of monomers in the
nucleus) for the kinetic pathway. All together, these assumptions constitute a very specific mechanism of crystallization: a group of n monomers driven by local enthalpic and entropic interactions
arrange into a crystalline lattice despite opposition from anisotropic cohesive interactions in the
liquid.
Unfortunately, CNTP does not agree with at least two major qualitative experimental observations of melt crystallization. First, many polymers exhibit some type of intermediate state
between the melt and crystalline states. n-alkane oligomers contain rotator phases between the
melt and the crystalline phase,[46]–[49], [59], [60], [251] and several authors postulate their existence for
polyethylene.[14], [50]–[53], [60] Additionally, Keller and coworkers found an orthorhombic polyethylene crystal at elevated pressures and argued that it may exist as an intermediate state at normal
conditions.[57], [58] Kaji and coworkers observed SAXS peaks before the appearance of WAXS
Bragg peaks during the crystallization of poly(ethylene terephthalate), indicating the formation of
ordered domains at longer length scales prior to crystallization.[36], [37] Similar observations have
been made in scattering measurements on other polymers as well,[40]–[42], [45] although various interpretations have been given.[41] Second, many polymers exhibit “melt memory” (i.e. process
history) effects which are not explainable by CNTP. Examples abound,[61], [62], [65] but a prototypical case was observed in re-crystallization experiments on polypropylene by Li et al.[63], [64]
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When re-crystallizing, they observed process history effects on the semicrystalline morphology,
nucleation rate, and crystal growth rate that depended on the degree of superheating (T − Tm ) and
holding time of the prior melting step.
With the above contradictory evidence, several researchers have proposed alternate theories to CNTP. Olmsted et al. theorized that a liquid-liquid phase gap lies within the liquid-crystal
phase gap, and that a liquid-liquid spinodal decomposition coupled to the crystallization process
could explain some of the anomalous scattering observations.[10] Strobl proposed a multistep
mechanism for crystallization, where the melt first transitions to an aligned mesophase before
crystallizing.[11]–[13] Along similar lines, Milner fleshed out a more specific quantitative theory of
crystallization for polyethylene that includes an intermediate nematic rotator phase between the
melt and the crystal.[14] Muthukumar also used the idea of an intermediate state to construct a
theory of polymer crystallization that includes melt-memory effects.[15]
All of the above theories postulate a previously unrecognized role for chain connectivity,
chain stiffness, and nematic ordering in the crystallization process. While each theory differs in its
details, all postulate a key mechanistic difference: chain alignment must occur before monomers
can order into a crystalline lattice. We refer to this idea as the SOMM (Strobl, Olmsted, Milner,
Muthukumar) hypothesis for ease of reference. This concept is illustrated in Figure 4.1b, which
shows a free energy surface as a function of some nematic order parameter, rather than a crystalline
order parameter. Unlike the surface energy explanation in CNTP, the free energy barrier in this case
is primarily due to the entropy lost when chains align.

4.1.2

Simulation Studies of Homogeneous Nucleation
Simulations play an important complimentary role to theories of homogeneous nucleation,

and in principle, detailed molecular simulations should be able to distinguish whether polymers
crystallize with the mechanisms described by CNTP or by the theories of SOMM. Unfortunately,
homogeneous nucleation is a rare event,[83] and brute force calculations can be exceptionally expensive when combined with the large densities and long polymer chains that typically accompany
simulations of a polymer melt. Consequently, simulations of polymer crystallization typically em-
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ploy non-equilibrium molecular dynamics (NEMD) techniques with large degrees of undercooling
to accelerate nucleation.
As we describe below, the use of artificially accelerated kinetics have complicated the simulation evidence for and against various nucleation theories. In particular, large magnitudes of undercooling move the system further from equilibrium and amplify purely kinetic effects such as entanglement. While kinetic effects are widely believed to be important in polymer crystallization—
though perhaps not to the degree seen in NEMD simulations—many differences between CNTP
and SOMM rely on the presence of additional thermodynamic regimes, such as nematic phases,
that complicate the interpretation of these simulations.
Thus, conventional NEMD methodologies have led to a situation where competing explanations are possible. For example, Yi, Rutledge, and co-workers did pioneering work using
united-atom coarse-grained models of n-alkanes and polyethylene and found results broadly agreeing with CNTP, including observation of a cylindrical shape for the critical nucleus.[27]–[29] Luo
and Sommer describe a more nuanced story for melts of polyvinyl alcohol above the entanglement molecular weight. CNTP generally describes the nucleation behavior in their simulations,
but entanglement gives rise to important thermal history/melt-memory effects.[20]–[22]
By contrast, a number of other simulations have found qualitative support for the SOMM
hyopthesis. Wentzel and Milner performed all-atom simulations of n-alkanes and found two
orientationally-ordered rotator phases in addition to an atomistically-ordered crystalline phase.[60]
Using simulations of C50 and C1000 polyethylene and self-consistent field theory, Zhang and Larson [84] found a metastable nematic phase present for supercooled polyethylene that accelerated the
crystallization kinetics with sufficient undercooling. Similarly, Hall et al. simulated a polyethylene
melt and found crystals residing in nematic droplets, meaning the crystalline phase was preceded
both temporally and spatially by nematic ordering.[23]–[25] Additionally, Hall et al. found direct
evidence that the shape of the nucleus was not a simple cylinder or sphere.[23] Recently, Nicholson
and Rutledge also found direct evidence of the importance of nematic alignment for crystallization
in a study of flow-enhanced nucleation of polyethylene.[85], [86]
Our approach departs from the NEMD approach that has led to the present controversy,
and instead focuses on characterizing the phase behavior and near-equilibrium nucleation kinetics
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of a model polymer system. It may appear counter-intuitive to focus on near-equilibrium behavior,
given that kinetic effects are widely believed to be important in polymer crystallization. However,
a careful characterization of the underlying thermodynamics is an important fundamental step to
resolving the questions raised by SOMM and, based on our review of the literature, has been neglected. More importantly, both CNTP and the theories by SOMM are near-equilibrium theories.
In other words, they both rely on specific postulates of a free energy landscape (FEL) and order parameters that dictate the kinetic pathway. Accordingly, one way to qualitatively and quantitatively
test these theories is to directly calculate the FEL for a model system.
Despite the numerous simulations cited above, relatively few studies have calculated values
of the free energy of nucleation,[27], [252] and none have done so using both crystalline and nematic
order parameters. Liu et al.[253] constructed a multidimensional polymer FEL using NEMD,
but their primary focus was the relative stability of different solid phases and not the problem
of polymer crystal nucleation. The most rigorous studies of the free energies of equilibrium crystal
nucleation in a melt to date have been performed by Shakirov and Paul using a very simple model
of semiflexible oligomers.[76], [77] Because calculating the full density of states for even this system
proved too costly, Shakriov and Paul were forced to stop short of calculating a full phase diagram—
resorting to a well-informed estimate—and they did not compute free energy surfaces or consider
nucleation. However, they did provide meaningful insight into the role of attractive interactions,
showing that attractions lead to only a small quantitative shift in the relevant phase boundaries.
In this work, we pick up where Shakriov and Paul left off in investigating the nucleation
behavior of a melt of semiflexible oligomers as a methodological proof-of-principle and a precursor to similar calculations for more realistic models of polymer crystallization. Accordingly,
we use multiple Monte Carlo simulation techniques to compute (i) a phase diagram and (ii) relevant
FELs for a model system of semiflexible oligomers using order parameters that characterize both
crystalline and nematic order. As stated previously, calculating both a phase diagram and free
energy surfaces allows us to directly examine several assumptions in CNTP and SOMM for the
system of oligomers, including explicit consideration of the nucleation mechanism.
With this in mind, the paper proceeds as follows. We first describe the polymer model,
our Monte Carlo simulation methods, and explain the relevant order parameters. We then describe
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the phase behavior of the model in terms of crystalline and nematic order parameters. The key
results of the paper are a calculation of the FEL of the phase transitions with respect to these
crystalline and nematic order parameters. Interestingly, these calculations show a cooperative
phase transition that agrees with the qualitative principles underlying the theories by SOMM, but
differs in the details of the phase transition mechanism. We then speculate on the implications of
this result for crystallization in polymer systems more broadly.

4.2

Methods
We use four different simulation methods to study the crystalline transition: traditional

Markov-chain Monte Carlo (MCMC), Wang-Landau Monte Carlo (WLMC), umbrella-sampling
Monte Carlo (USMC) and expanded ensemble density of states (EXEDOS) simulations. Figure 4.2 shows the connections between these different methods and their relationship to the data
and figures in the paper. The first box in Figure 4.2 details the recipe used to build phase diagrams.
MCMC simulations construct melting curves and locate phase transition temperatures as a function
of density. WLMC simulations—which directly sample the density of states and more efficiently
sample rare events such as crystallization—provide an independent measure of the phase boundaries and compliment the MCMC results.[73], [172] In addition to their use for computing a phase
diagram, MCMC, WLMC and USMC also generate appropriate configurations for analysis and
as initial conditions for EXEDOS simulations. Likewise, the second box in Figure 4.2 details the
recipe for free energy analysis employed in this study. EXEDOS simulations build multidimensional FELs at the transition temperature along order parameters of interest.[112], [115]–[117], [254]
EXEDOS simulations are similar in spirit to the WLMC method, but they take place in an expanded ensemble that includes the order parameter of interest. We use the “multidimensional
lowest energy” algorithm (MULE) recently developed by Fu et al. [180] to compute the minimum
free energy pathway (MFEP) between local minima on our 2D FELs. These methods are described
in more detail in 4.2.2 and in the Appendix.
In an effort to capture polymer behavior while also minimizing computational requirements, we choose a system of short, semiflexible oligomers that experience only hard-core re-
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Figure 4.2: Flowchart illustrating the connections between the methods used and the presented
data. Yellow rectangles represent methods and green ovals correspond to one or more figures in
the paper.

pulsion. Following Shakirov and Paul, we do not include an attractive potential in our model,
despite their potential importance for polymers that crystallize.[76], [77] Shakriov and Paul found
that attractive interactions induced only a minor shift in the phase boundary for the model in question,[76], [77] and their inclusion significantly increases the computational cost of our simulations.
We believe that attractive interactions may indeed play a more important role for systems with
softer potentials, but we leave such investigations to future work.
Consequently, in the present model, crystallization is driven by entropy not by energy.[124]
As shown below, the transition from an disordered melt to a nematically ordered crystal can happen
either via densification at a constant temperature or via a temperature quench at a given density. In
120

addition to reduced computational cost, this relatively simple system has additional advantages. It
has a known ground state and crystal structure and the explicit inclusion of bending rigidity permits
nematic alignment. The latter is important because it allows us to study both polymer connectivity
and stiffness, both of which are important in more realistic models. More details of the polymer
model are given in Section 4.2.1.
Note also that our choice of a hard-sphere model necessitates simulations in a constant
volume (variable pressure) ensemble. Because most experiments are performed at constant pressure and variable density, the results presented here may be difficult to compare directly to such
experiments.
Finally, in a system with both nematic and crystalline phases, there exists a 2D FEL with
respect to changes in nematic and crystalline order. Accordingly, we employ two order parameters: P2 for quantifying nematic alignment and the Steinhardt order parameter Q6 for crystallinity.
Additional information about these order parameters is given in 4.2.2 and the Appendix.

4.2.1

Polymer Model
The model consists of Nc chains containing Nb beads connected by bonds of a fixed length

(σ ) with a simple, step-wise bending stiffness potential

Ubend (θ ) =




−ε

θ ≤ θs



0

θ > θs

(4.1)

where ε is the stiffness energy and θs is a cutoff angle. The stiffness potential is computed for all
sets of three sequentially ordered beads forming a backbone angle of θ .
Non-bonded spheres interact through a hard-sphere potential

Unb (rij ) =




∞ rij < σ


0
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rij ≥ σ

(4.2)

where rij = |rj − ri | is the distance between two distally located beads. For all simulations in this
paper, Nc = 90, Nb = 10, and cos θs = 0.9. These choices provide a system that is small enough
to compute well-equilibrated FELs and enables a direct comparison to recent results by Shakirov
and Paul.[76] As discussed, the combination of the above two potentials gives the system a simply
computable ground state (T = 0) energy

Umin = Nc (Nb − 2)ε

(4.3)

when all Nc chains are aligned in a close-packed configuration.
The polymer volume fraction is an important determinant of system behavior. It is given
by the hard sphere volume fraction of the total number of beads in a cubic simulation box of size
L,
φ=

Nc Nb πσ 3 /6
L3

(4.4)

Our simulations span volume fractions φ ∈ [0.379, 0.471]. For comparison, the volume fractions
√
of random and maximum close-packed configurations of hard spheres are 0.64 and π/(3 2) ≈
0.7405, respectively.[255]
This relatively simple model contains a single length-scale parameter, the hard sphere diameter and bond length σ , and a single-energy scale parameter, the stiffness energy scale ε. Unless
otherwise noted, all results below are non-dimensionalized in terms of these two parameters. Additionally, dimensional analysis reveals that there are only two dimensionless groups that govern
the phase behavior of the system: the volume fraction φ and the reduced temperature Tr = kB T /ε,
where kB is Boltzmann’s constant and T is the absolute temperature.
Importantly, the combined group Tr implies that temperature and stiffness are coupled. To
quantify this observation, Figure 4.3 shows the dimensionless persistence length l p /σ as a function
of Tr for an ideal version of the model, i.e. a version of the model with Unb = 0. The persistence
length, l p , is obtained from the bond correlation function, hcos θ (s)i, which is the average cosine of
the angle between any two segments in the same chain separated by s bonds. The bond correlation
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Figure 4.3: Dimensionless persistence length, l p /σ , versus reduced temperature, Tr , for a Monte
Carlo simulation of a melt of phantom chains (magenta points) compared a theoretical estimate of
a freely jointed chain (blue line). Error bars show the standard error of the mean.

function is assumed to decay exponentially as a function of distance s along the polymer backbone,

hcos θ (s)i = exp (−sσ /l p )

(4.5)

and l p /σ is obtained from a fit to this functional form. For comparison, the persistence length from
simulation is compared to the theoretical prediction of a freely rotating chain,


l p 1 1 + hcos θ (0)i
=
σ
2 1 − hcos θ (0)i

(4.6)

where hcos θ i is given by

hcos θ (0)i =

1 exp(1/Tr ) sin2 θs + cos2 θs − cos2 θm
2 exp(1/Tr )(1 − cos θs ) + cos θs − cos θm

(4.7)

and θm = 180◦ is the maximum angle in phantom chain simulations.[76]
As shown in Figure 4.3, l p /σ starts at or below the bond length l p /σ ≈ 1 at high Tr and
monotonically increases to l p /σ ≈ 20 = 2Nb as Tr → 0. Consequently, chains at lower Tr are stiff
and have a greater propensity to nematically align and to crystallize.
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4.2.2

Simulations
To determine phase transition points for the phase diagram, we computed so-called melting

curves using NVT-ensemble MCMC and constant-NV WLMC simulations. Melting curves consist
of order parameters P2 (Tr ) and Q6 (Tr ) at fixed φ , and a phase transition (i.e. melting) takes place
at a step-change in value of the order parameter. Melting curves get their name from an MCMC
simulation that is initialized with either a nematic or crystalline configuration and then subjected
to increasing temperatures until the system transitions to a disordered melt. One uses this procedure because MCMC simulations are inefficient at crossing barriers at first-order phase transitions,
making it costly to compute the location of the transition. As an additional consequence of the difficulty of barrier-crossing, MCMC melting curves give an upper bound of the melting temperature.
By contrast, WLMC has barrier-crossing properties that enable more efficient and more accurate
calculations of first-order phase transitions. Our WLMC “melting curves” start from both ordered
and disordered initial states and sample the entire temperature range simultaneously.
More specifically, MCMC melting curves were extracted from multiple simulations at
equally-spaced values of temperature T ∈ [0.1, 1]. To ensure good statistics, each MCMC simulation was run for a length of approximately 1000 times the energy autocorrelation time (∼ 106 − 107
MC steps) and each data point on the curve was replicated eight times. WLMC melting curves
were extracted from the density of states obtained using multi-windowed, multi-walker replicaexchange WLMC simulations. Each replica-exchange WLMC simulations utilized between 8 and
18 walkers and yielded density of states with O(10−9 ) error. In both simulations, we employ a
variety of polymer-specific moves[161]–[168] to ensure efficient equilibration of the polymer chains
including: kink,[169], [170] end-kink,[170] reptation,[169], [171] and configurational-bias versions of the
same.[161], [162], [164], [168] Additional details regarding these methods are provided in the Appendix.
To compute FELs, we used EXEDOS. EXEDOS is a modified WLMC approach that builds
the FEL along a certain order parameter or reaction coordinate at a specific temperature and volume fraction.[111] EXEDOS has been previously used to construct an FEL along a variety of order
parameters including distance,[111]–[113] cutoff radii,[114] Steinhardt order parameters,[115] and nematic alignment.[116], [117] The free energy as a function of the order parameter ξ (the FEL) is
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given by
F(ξ ) = −kB T ln Z(ξ ) +C

(4.8)

where C is an arbitrary constant and Z is the EXEDOS density of states. Recall that computing F(ξ ) permits a direct comparison to CNTP and SOMM predictions, as shown in Figure 4.1.
In our calculations, we computed two-dimensional (2D) FELs from Z(P2 , Q6 ), using EXEDOS
simulations that span two order parameters. High values of Q6 indicate crystalline configurations
whereas low values are characteristic of the disordered melt. Similarly, a value of P2 closer to
one indicates nematic alignment, whereas a value close to zero signifies a random distribution
of chains. All EXEDOS simulations utilize replica-exchange with 8 to 18 walkers that are each
initialized with different initial configurations and converge to a free energy with errors less than
10−7 in simulation units. In addition, each EXEDOS simulation was replicated three times and
averaged to produce the final data. More details on EXEDOS simulations and the order parameters
are provided in the Appendix.
Our interest in the FEL extends to an analysis of its topological features with basins representing stable or metastable states and peaks representing rare events. Based on ideas from
classical nucleation theory and transition state theory, we expect the MFEP between basins to be
indicative of the kinetics of the system.[178] Similarly, we expect the maximum of the MFEP (a
saddle point on the FEL surface) to characterize the primary barrier to nucleation. To find the
MFEP and the saddle point, we used the MULE algorithm recently developed by Fu et al.[180] We
use the resulting MFEP to calculate the barrier height between the saddle point and basins.

4.3
4.3.1

Results
Equilibrium Phase Behavior
In order to understand the nucleation behavior of semiflexible oligomers, we must first

understand their phase behavior. Accordingly, we used a combination of MCMC and WLMC
simulations to study the melt–nematic and melt–crystal phase transitions in order to construct a
phase diagram.
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Figure 4.4: Melting curves of the (a) internal energy, (b) nematic order parameter, (c) crystalline
order parameter versus reduced temperature from MCMC (red points) and WLMC (blue line) at
φ = 0.438. The vertical dashed line is the best estimate of the melting temperature (Tm = 0.291).
Error bars for MCMC data points depict the standard error of the mean.

Representative melting curves for the melt–crystalline transition at φ = 0.438 for both
methods are shown in Figure 4.4. The figure shows the potential energy U, the nematic order
parameter P2 , and the crystalline order parameter Q6 versus Tr . All three melting curves show
evidence of a first-order transition at the same temperature, as indicated by a sharp change in the
order parameter at the melting temperature Tr = Tm = 0.291. As Tr increases, both P2 and Q6
decrease indicating that positional order and alignment both decrease upon melting. By contrast,

126

U increases upon melting as the system gains conformational entropy at the expense of increased
bending of chain backbones.
Importantly, the melting curves of U, P2 and Q6 in Figure 4.4 all change at the same temperature, revealing that there is only one transition as a function of Tr . As shown below, this is
the case for all values of φ that we studied. Accordingly, in our simple system, there are no equilibrium intermediate states or multistep phenomena in the melt–crystal transition as theorized by
Strobl,[12] though we must examine an FEL to rule out the possibility of metastable states.
It is also interesting to note that the WLMC simulations are generally more efficient and
yield better statistics than the MCMC simulations. The latter are especially difficult to equilibrate
at low temperatures and near the melting transition. Evidence of this loss in accuracy can be seen
by the large error bars and the positive temperature shift in the MCMC data near Tm . This difficulty
is apparent for all volume fractions but is exacerbated at higher values. Spontaneous crystallization
from the melt is also difficult in MCMC simulations at higher φ making it harder to collect low Tr
MCMC data. MCMC and WLMC melting curves at other values of φ appear in the Appendix.
Focusing on the WLMC data, Figure 4.5 shows P2 and Q6 melting curves, and the constant
volume heat capacity CV for five different volume fractions φ ∈ {0.379, 0.407, 0.428, 0.438, 0.471}.
All systems are an isotropic melt state at high T characterized by low values of both Q6 and P2 .
At a specific Tr (Tm ), a change in P2 and Q6 and a corresponding peak in CV provide evidence of
a single first-order phase transition for all values of φ . However, there are differences between the
transitions at high-φ and low-φ , an indication that there are two different types of phase transitions.
At the larger volume fractions (φ = 0.438 and φ = 0.471), the phase transition is clearly
between a melt and a crystalline phase. At Tm , there is a large and sharp increase in Q6 , manifesting
a significant change in positional ordering. Additionally, P2 approaches its maximum value, which
it must for a crystalline system, and CV shows a sharp and pronounced peak.
By contrast, at the smaller volume fractions (φ = 0.379 and φ = 0.407) the transition is
between a melt and a nematic phase. The most direct evidence is the small change in positional
ordering indicated by Q6 in Figure 4.5b. Indeed, the nematic ordering parameter P2 still shows a
pronounced change at the Tm , though the change is more gradual and approaches a smaller value.
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Figure 4.5: WLMC simulation profiles of the (a) nematic order parameter, (b) crystallization order
1
parameter and (c) heat capacity at φ ∈ {0.379, 0.407,
0.428, 0.438, 0.471}.

Interestingly, even the heat capacity curves in Figure 4.5c show a difference between the two
transitions, with the melt–nematic transition giving a broader, less pronounced peak.
The remaining volume fraction φ = φc = 0.428 is at or near the melt–nematic–crystal triple
point. We located φc by a trial-and-error process, creating melting curves at numerous values of φ
with φc being the lowest volume fraction exhibiting a crystallization transition.
Additional information about the nature of the phases can be obtained by examining molecular configurations and structure factors, as shown in Figure 4.6. The melt phase, with a molecular
configuration shown in Figure 4.6a-i, is made up of isotropically-oriented chains with no long128
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Figure 4.6: (i) Representative MCMC snapshots of configurations and (ii-iv) averaged 2D structure
1 and T = 2.0, (b) nematic phase at φ = 0.407
factors for a (a) disordered melt phase at φ = 0.471
r
and Tr = 0.001, and (c) crystal phase at φ = 0.471 and Tr = 0.001. All qi are in units of σ −1 and
qx , qy , qz ∈ [−4.2π, 4.2π].

range positional ordering. The melt’s structure factors, given in Figure 4.6a-ii, a-iii and a-iv, provide further evidence for these visual observations showing a circularly symmetric structure factor
in all three dimensions characteristic of disordered systems. Additionally, there is a peak at the
hard sphere radius (q = 2π/σ ) characteristic of liquid structure.
As shown in a representative molecular configuration in Figure 4.6b-i, chains in the nematic
phase are anisotropically oriented along a nematic director, but bead positions are not ordered in a
crystal lattice. Again, structure factors provide supporting evidence for these visual observations.
The structure factors in Figure 4.6b-ii and b-iii show anisotropy along qx , characteristic of an
aligned configuration with a director in the x-direction. The symmetric structure factor in the
qy –qz plane is consistent with this interpretation. Additionally, the structure factors do not show
evidence of long range positional order. There is a broad peak at qx = ±2π/σ , along the nematic
director, from positional ordering along the length of the chain. The peak in the qy –qz plane is at
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Table 4.1: Estimates of Tm from WLMC melting curves and EXEDOS simulations for five values
of φ .
Transition Type
Melt–Crystal
Melt–Crystal
Triple Point
Melt–Nematic
Melt–Nematic

φ
TmWLMC
0.471 0.374
0.438 0.291
0.428 0.263
0.407 0.248
0.379 0.226

TmEXEDOS
0.374
0.291
0.267
0.248
0.226

≈ 2π/(1.1σ ), indicating that the alignment in the x-direction has increased chain-chain spacing
perpendicular to the director.
Finally, a characteristic molecular configuration of the crystalline phase is shown in Figure 4.6c-i, with chains showing both orientational and positional ordering. The structure factors in
Figure 4.6c-ii, c-iii, and c-iv provide details about the nature of the crystal. Figure 4.6c-ii and c-iii
indicate that, like the nematic phase, the chain axis of this crystal lies parallel to the x-axis and the
peak at qx = 2π/σ indicates that (as expected) beads are regularly spaced at a distance of σ along
the chain backbone. However, unlike the nematic phase, the chains are hexagonally ordered in the
y–z plane, as indicated by the hexagonal scattering pattern looking down the nematic director in
Figure 4.6c-iv. The hexagonal positional ordering in y and z is imperfect however, as indicated
by peak smearing in Figures 4.6c-ii and c-iii. We believe this latter effect is due to an incommensurability between the crystal lattice and the (relatively small) box size. Further evidence that
the simulation box is small comes from the appreciable cross pattern at low q due to Fraunhofer
diffraction.[256]
Using the melting and heat capacity curves above, we constructed a phase diagram in the
φ –Tr plane in Figure 4.7. The melting temperatures for five densities of interest are also given in
Table 4.1. Isochores contain a single phase transition from a high-temperature disordered melt to
either a low-temperature nematic phase or a low-temperature crystalline phase. Isotherms are more
varied and include (i) a melt–nematic–crystal transition at low Tr and (ii) a melt–crystal transition
at high Tr . Note that the existence of only a single phase transition along isochores implies that
the the nematic–crystal transition line is isochoric. Indeed, WLMC simulations that bracket the
triple-point volume fraction (data not shown) exhibit only a single phase transition, and additional
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Figure 4.7: Phase diagram for semiflexible oligomers in the φ –Tr plane. The high-temperature
phase is a disordered melt (off white), the low-temperature, low-density phase is a nematic (yellow), and the low-temperature, high-density phase is a crystal (light blue). Red points are from
melting curves and heat capacities, and the green line is a cubic best-fit curve estimate of the
order-disorder transition (ODT). The dashed dark blue line of demarcation between the nematic
and crystalline phases intersects the ODT at the triple point at φ = 0.428 and Tr = 0.263. The
dashed magenta line is a prediction of the ODT by Shakirov and Paul.[76]

EXEDOS simulations around the triple point (also not shown) narrow the range of the value of the
triple point volume fraction to within ±O(10−2 ).
Shakirov and Paul predicted a phase diagram for the same model that differs in a few respects from Figure 4.7.[76] Their theoretical prediction for the boundary between isotropic and
aligned (nematic and crystalline) phases is shown in Figure 4.7 and is in fair agreement with our
data. The slope of the prediction at low-φ appears similar, but the transition temperature is shifted
to higher Tr relative to our observations of the melt–nematic transitions. More noticeably, their
prediction fails to capture significant curvature that we observe at high-φ in the melt–crystal transition. In addition, our calculation of the triple point (φ = 0.428) lies considerably outside the
range of their estimate, φ ∈ [0.468, 0.478]. One source of possible error in their predictions may
be the reliance on a non-chain hard sphere equation-of-state that neglects the impact of connec-
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tivity.[257] As is always the case in simulations, our data may also suffer from sampling errors,
though we have scrupulously tested for such errors.

4.3.2

Free Energy Landscape
Having constructed a phase diagram, we then examined the nucleation behavior of the

system of semiflexible oligomers. We did so through the construction of FELs as a function of the
order parameters P2 and Q6 in multidimensional EXEDOS simulations. Figure 4.8 shows FELs as
a function of P2 and Q6 for the same five densities in Table 4.1. FELs are temperature-dependent,
and we show the FELs at their respective coexistence temperatures as given in Table 4.1.
In an FEL, each local minimum (dark blue basins in Figure 4.8) represents a stable or
metastable phase, with the global minimum giving the thermodynamically preferred phase. At
the coexistence temperature, the two local minima (representing the two coexisting phases) should
have equal values of the free energy. To find this value using EXEDOS, we swept temperature
at constant φ around the value of Tm obtained from the melting curves above, until we found
basins with equal free energies. As is apparent in Table 4.1, Tm estimates from melting curves
and EXEDOS simulations agree very well, with a slight deviation (∆Tr = 0.004) at the triple point
only. We speculate that the latter is due to a small error in our estimate of φc , the volume fraction
of the triple point.
As expected from the phase behavior, there are three qualitatively different FELs in Figure 4.8, corresponding to the three different types of transitions. The FELs at the lowest densities
(φ = 0.379 and φ = 0.407), shown in Figure 4.8d-e, are characteristic of a melt–nematic transition. Here the two local minima that represent the coexisting melt and nematic phases are at equal
values of the crystalline order parameter Q6 but at different values of the nematic order parameter
P2 . The transition from the low-P2 melt to the high-P2 nematic has a small barrier and involves
essentially no change in Q6 . Note also the consistency between the order parameters at the minima
in the FELs and the range that the order parameters span in the melting curves at Tm in Figure 4.5.
The highest two densities (φ = 0.438 and φ = 0.471) shown in Figure 4.8a-b, correspond
to the melt–crystal transition. The basins corresponding to the melt are at low Q6 and low P2 , and
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Figure 4.8: FELs as a function of P2 and Q6 at φ ∈ {0.471, 0.438, 0.428, 0.407, 0.379} in (a)-(e),
respectively. Free energy colormaps are in units 1of ε. Black x’s denote locations of local minima.
All FELs are obtained at their coexistence temperature as given in Table 4.1.

those representing the crystal phase are at high Q6 and high P2 . Again, the values of the order
parameters of the minima match those in Figure 4.5 at Tm . The scale of the barrier is considerably
larger (note the scale bars for the FELs), and the transition between minima involves a change in
both Q6 and P2 . The latter is important mechanistically. The melt–crystal transition in this system is
smooth and cooperative, with nematic alignment and positional ordering occurring simultaneously.
There are, for example, no intermediate metastable minima that might lead the system to first align
and then crystallize (or vice versa).
The FEL at the triple point (φ = 0.428) given in Figure 4.8c shows the existence of three
minima: melt at the lowest value of P2 , nematic at a larger value of P2 , and the crystal at a yet
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larger value of P2 as well as a larger Q6 . Interestingly, the melt–nematic barrier appears smaller
than the nematic–crystal barrier, consistent with the scales of the melt–nematic and melt–crystal
transitions at other values of φ .
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Figure 4.9: (a) 2D Q6 –P2 FEL at φ = 0.438 (identical to Figure 4.8b) with MULE-extracted MFEP
1 to the discrete size of the bins along Q6 . (b)
in yellow. Discrete jumps in the MFEP are related
MFEP values from the 2D Q6 –P2 FEL at φ = 0.438 projected along the reaction coordinate of its
arc-length in Q6 –P2 space.

Greater insight into the nucleation behavior can be obtained by extracting the MFEP from
the FEL. Figure 4.9a shows the MFEP connecting the melt and crystalline basins for the FEL at
φ = 0.438 obtained using the MULE algorithm described in Section 4.2.2. In Figure 4.9b the
MFEP is plotted along a coordinate, ξ , tracing the arc-length of the path in Q6 –P2 space. The
MFEPs for the other FELs are qualitatively similar and can be found in the Appendix.
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The MFEP traces a smooth path that minimizes the free energy through the saddle point
connecting the basins of the melt and crystal phases. The MFEP shows no other local minima,
confirming our earlier observation that the phase transition involves cooperative nematic alignment
and positional ordering. From a molecular level perspective, these results indicate that molecular
ordering into a close-packed lattice occurs simultaneously with chain alignment.
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Figure 4.10: Forward and reverse barrier heights, ∆F † /ε, extracted from MFEPs as a function of
φ.

In addition to providing insight into the phase transition mechanism, the MFEPs also provide quantitative estimates of the transition barriers. The barrier, ∆F † , is the difference in free
energy between the maximum of the MFEP (the transition state) and the minima (the two coexistent phases). Figure 4.10 shows both the forward and reverse values of ∆F † as a function of φ .
These barrier heights were obtained from MFEPs derived from the FELs in Figure 4.8 similar to
Figure 4.9 and are provided in the Appendix. The forward (freezing) and reverse (melting) value of
∆F † should be equal at the phase coexistence temperature, but the free energies are quite sensitive
to even slight deviations from the melting temperature, sometimes leading to small differences (i.e.
at φ = 0.471). In addition to minor deviations from the coexistence temperature, the discrete size
of the bins in the EXEDOS algorithm (i.e. in this case in the Q6 dimension) can introduce errors
into the FELs that propagate into the MFEPs the values of ∆F † .
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The nucleation barrier drastically increases as φ increases. For the lowest two values of
φ (i.e. the systems with melt–nematic transitions) the barrier is small, and we can expect fast
nucleation even at the melting temperature, Tm . At the largest values of φ (i.e. the systems with
melt–crystal transitions) the barrier is large, and spontaneous nucleation at Tm is unlikely. This
result qualitatively agrees with experimental observations that large induction times are required
for polymer crystal nucleation experiments, even at large degrees of supercooling.[36], [37], [41], [45]
Interestingly, the triple point occurs when the barrier height is O(ε), where ε is the characteristic scale of the bending energy. We speculate that the triple point occurs when the density
is large enough that the free energy cost to bending is similar to that for positional re-ordering.
Thus, nematic ordering occurs at low φ when bending is cheap relative to positional ordering, and
crystallization happens at high φ when bending is relatively costly.

4.4

Discussion and Conclusion
We have studied the thermodynamic and crystal nucleation behavior of a model of semi-

flexible oligomers. Using a combination of MCMC and WLMC simulations, we have constructed a
phase diagram in the φ –Tr plane that shows three phases: a melt, a nematic, and a crystalline phase.
The melt–nematic phase transition is well-characterized by a classical nematic order parameter P2 .
By contrast, the melt–crystal phase transition is better characterized in a two-order parameter phase
space of P2 and Q6 , the latter parameter characterizing positional order of monomers in a crystalline
lattice. Accordingly, we built 2D P2 –Q6 FELs for various volume fractions, φ , at their transition
temperatures to better understand nucleation pathways. To our knowledge, this is the first 2D FEL
produced for a model of crystallizing polymers at equilibrium. The FELs reaffirmed the importance of both P2 and Q6 in the melt–crystal transition, and importantly, they showed that the MFEP
of a melt–crystal transition involves a smooth and cooperative change in nematic alignment and
positional ordering.
Our results are broadly consistent with principles underlying the SOMM hypothesis of
polymer crystallization, but the details of the mechanism are unique. Recall that CNTP postulates
that nucleation proceeds along a single, crystalline order parameter, as outlined in Figure 4.1. The
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SOMM hypothesis suggests that nematic order drives the transition, with some authors invoking
an explicit intermediate stable or metastable phase. The MFEP in Figure 4.9 is a function of
both order parameters, but depends much more strongly on the nematic order parameter. However,
unlike specific theories by SOMM, the MFEP we calculate indicates a cooperative transition, rather
than one that relies on intermediate phases or two-step process during nucleation.
Recent research on crystal nucleation outside of the field of polymers lends further support
to our approach. Classical nucleation theory for simple molecules like Argon postulates a one-step
process involving a single order parameter. Unfortunately, this simple model predicts nucleation
rates that disagree with experimental values by 26 orders of magnitude![258] The assumption of a
simple reaction coordinate also fails to describe the transition path, and there is ample evidence
for alternative nucleation pathways.[259]–[263] More complex molecules like water are also (unsurprisingly) poorly predicted by classical nucleation theory.[264]–[266] Additional studies on the
crystallization of multi-atomic molecules further suggests that transition pathways consisting of
multiple order parameters are likely the norm rather than the exception.[267]–[270]
Based on our observation of cooperativity between nematic and positional order, we speculate that the temperature dependence of chain stiffness plays an important and underappreciated
role in polymer crystallization. Indeed, this claim is bolstered by a recent simulation by Zhang
and Larson showing that supercooled polyethylene possesses a metastable nematic phase.[84] Accordingly, we believe that chain semiflexibility is an important factor for a polymer-physics based
theory of primary nucleation.
Despite the suggestive nature of our results, more work remains to be done to see if the
cooperative mechanism is a general phenomenon. The present model is small, consists of short
chains with only a few Kuhn lengths, and has an overly-simplistic potential compared to atomic
systems. Calculations with a larger system will provide insight into the question of the nucleus
shape, and longer chains will be necessary to observe folded lamellar crystals. A more realistic
interatomic potential will allow quantitative predictions that can be compared with experimental
systems.
Nevertheless, there are reasons to believe that the present conclusions are more broadly
applicable than may first appear. Using a similar system, Shakirov and Paul recently claimed that
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molecular weight produces relatively small changes to the phase diagram.[76] They also provided
evidence that attractive interactions produce no additional phases, only introducing a shift to the
transition temperatures.[76], [77] There is also simulation evidence in the literature on polyethylene
and rotator phases that suggests that molecular weight is relatively unimportant to the process of
nucleation beyond a certain threshold.[27]–[29], [87]–[89], [99], [271] Specifically, it was observed that
the size of the critical nucleus is independent of chain lengths surpassing two Kuhn lengths of the
model polymer.
Going forward, it will be fruitful to compare both molecular dynamics simulations and experiments to kinetic predictions based on MFEPs and barrier heights from this and related models.
Barriers based on MFEPs are entirely due to thermodynamics, and induction times

τ ∼ exp(−∆F † /kB T )

(4.9)

can be estimated using transition state theory. By contrast, both experiments and molecular dynamics may contain additional kinetic effects due to diffusion and chain entanglement. Therefore,
comparisons may enable one to distinguish between near-equilibrium and dissipative phenomena.
Ultimately, we anticipate increased insight will come from extending these methods to
larger systems with longer chains and more complex potentials. Based on their work with WLMC,
Shakirov and Paul[76] have suggested that reaching large system sizes and attraction energies might
be exceedingly costly. However, EXEDOS does not experience the same cost scaling problems as
WLMC, and can be used to generate similar information. Therefore, future comparisons between
the results of EXEDOS simulations as well as experimental work and molecular dynamics simulations should allow for a more comprehensive look into theories of polymer crystallization.
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4.5
4.5.1

Appendix
Extended Methods

Markov-Chain Monte Carlo Simulations
We calculate melting curves using NVT-ensemble MCMC simulations. In MCMC simulations, a configuration of coarse-grained bead positions evolves as a series of “moves” are proposed
and either accepted or rejected.[157] MCMC accepts moves using the Metropolis criterion to follow
the Boltzmann distribution
Pacc = min [1, exp(−∆U/Tr )]

(4.10)

where ∆U = Unew −Uold is the change in total potential energy resulting from the proposed move.
We employ a variety of polymer-specific moves[161]–[168] to ensure efficient equilibration of
the polymer chains including: kink,[169], [170] end-kink,[170] reptation,[169], [171] and configurationalbias versions of the same.[161], [162], [164], [168] MCMC simulations use 50% kink, 25% configurational bias end-kink, and 25% configurational-bias reptation moves, unless otherwise noted. Configurational bias move versions use 25 trial moves. A similar set of moves are used for all of the
other MC algorithms (e.g. WLMC, EXEDOS) described in this section.
Melting curves consist of order parameters P2 (Tr ) and Q6 (Tr ) at fixed φ , and melting was
determined to take place at the step-change in value. Melting curves are calculated using MCMC
according to the following procedure. MCMC simulations are initialized with a perfect crystalline
(close packed and nematically aligned) initial configuration. The simulation proceeds at a fixed
temperature and simulation box size until the system equilibrates. We determine equilibration in
an MCMC simulations using an energy autocorrelation function. Simulations are considered wellequilibrated after they surpass ten times the autocorrelation time before stopping. Melting curves
were obtained by sweeping temperature over the range T ∈ [0.1, 1.0] at a fixed volume fraction,
with melting curves calculated for volume fractions φ ∈ [0.379, 0.471]. Eight independent replicates were performed at each value of Tr and φ to obtain error estimates. These error estimates are
depicted on melting curves as error bars using standard error of the mean. Note that configurations
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from MCMC simulations were used as a source for initial configurations for WLMC and EXEDOS
runs.

Wang Landau Simulations
WLMC simulations are a special type of MC method that directly calculate the system’s
density of states, Ω.[114], [172]–[176] As a “flat-histogram” method, WLMC simulations are excellent at sampling rare events such as crystallization. In principle, a single (but very long) WLMC
simulation can calculate the entire density of states. As such, WLMC simulations run at fixed φ ,
but give results that span temperature. Consequently, Ω can be used to construct the heat capacity, which can be used to determine phase transitions. Through canonical analysis, one can also
determine the temperature-dependent behavior of other order parameters (i.e. melting curves).
Similar to MCMC, WLMC proceeds via a trial move and a choice of acceptance or rejection. We use the same moveset in WLMC as discussed above. However, the WLMC acceptance
probability promotes equal visits to all states of a system and is of the form


Ω(Uold )
Pacc = min 1,
Ω(Unew )

(4.11)

where Ω(Ui ) is the value of the density of states for a configuration with potential energy Ui . The
density of states used in the acceptance criteria is also the principal product of the WLMC simulation. Ω(Ui ) is initially assumed to be unity for all Ui and when the simulation visits Unew , Ω(Unew )
is increased by multiplying it with a modification factor, f . The WLMC algorithm proceeds until
it has uniformly visited all accessible states of the system. We determine the latter using a histogram of Ui , and terminate the simulation when all states have been visited, and the deviation of
the minimum and average number of visits is less than 20%.
Execution of the above procedure generates only a rough estimate of Ω, whose accuracy is
limited by the value of f . Subsequent iterations of the above process are necessary to obtain an ac√
curate value of Ω. By convention, f1 = e and fn = fn−1 where the subscript n denotes the WLMC
iteration number.[172] We use 27 WLMC iterations in our calculations, giving a modification factor
(and error estimate) of f = 1 + 10−8 on the final iteration.
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While a single long WLMC simulation can in principle determine Ω, such a method is too
costly for a system larger than a few beads. To speed convergence, the simulation space is divided
into overlapping windows and each window is given multiple “walkers”, i.e. replicate WLMC
simulations that run in parallel in the same window. In WLMC, Ω is only determined to within an
additive constant, so linear regression is used to “stitch” overlapping windows together to obtain a
master curve. In our calculations, we divide the internal energy space U/ε ∈ [−720, 0] into 15-18
windows with 8-16 walkers in each window, for a total of 120-288 total processors committed to
the simulation depending on the difficulty of the simulation. Note that each of the walkers must be
seeded with an independent initial configuration that obeys the energy constraints of the window.
These initial configurations were generated using MCMC simulations as described above.
Landau and coworkers proposed yet further improvements to the WLMC method using
replica-exchange principles.[188]–[191] Consider two walkers, α and β , with respective configurations A and B that reside in neighboring windows. If the energies of these configurations UA = U(A)
and UB = U(B) are within the overlap region between the two windows, they may swap configurations according the acceptance criteria[191]


Ωα (UA )Ωβ (UB )
Pacc = min 1,
Ωα (UB )Ωβ (UA )

(4.12)

In such simulations, each walker maintains a separate, local estimate of Ω and a separate histogram.
These are averaged, and when the global histogram is flat, the global Ω is re-distributed among all
walkers and a new WLMC iteration starts.
We implemented multiple walker replica-exchange Wang Landau (REWL) simulations,
and in our experience they speed convergence via parallelization and through improved sampling
efficiency. A well-known problem in the WLMC algorithm is that single walkers get “stuck” due to
hidden barriers and can oversample certain regions of phase space. Multiple independent walkers
partially solve this problem, because each independent replica begins in a different initial state
and is unlikely to be trapped by the same hidden barriers. The configuration exchange in REWL
simulations samples a wider range of phase space creating walkers that are even more efficient at
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overcoming these hidden barriers. Exchange between windows also improves the ergodicity of the
simulation, allowing walkers to explore an energy range that is larger than a single window.
As mentioned, classical formulas from statistical mechanics can be used to convert the information embedded in Ω to other metrics. We use the formula for the fixed-volume heat capacity,

CV (T ) =

hU 2 i − hUi2
kB T 2

(4.13)

The moments of U are calculated via
∑ Ui n exp(ln Ωi −Ui /kB T )
i

hU n i(T ) =

∑ exp(ln Ωi −Ui /kB T )

(4.14)

i

where i indexes discrete states of U ∈ [Umin , 0] and Ωi = Ω(Ui ). We also calculate melting curves
using WLMC via the formula
∑hMi i exp(ln Ωi −Ui /kB T )
hMi(T ) =

i

∑ exp(ln Ωi −Ui /kB T )

(4.15)

i

where M(T ) is an order parameter such as P2 or Q6 and Mi = M(Ui ).[177] Discontinuities in U, Q6
and P2 melting curves happen at the first order melting/crystallization transition and can be used to
identify Tm .

Expanded Ensemble Density of States Simulations
EXEDOS is a modified WLMC approach that builds the FEL along a certain order parameter or reaction coordinate.[111] Unlike WLMC where Ω is a function of internal energy, the density
of states in EXEDOS is a function of an order parameter. EXEDOS has been previously used to
construct an FEL along a variety of order parameters including distance,[111]–[113] cutoff radii,[114]
Steinhardt order parameters,[115] and nematic alignment.[116], [117] EXEDOS simulations mirror
the WLMC method, except the acceptance rate is given by


Z(ξold )
Pacc = min 1,
exp(−∆U/kB T )
Z(ξnew )
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(4.16)

where Z is the “expanded ensemble” density of states, ξ is a generic order parameter and ∆U =
Unew −Uold . Note that unlike WLMC simulations, EXEDOS simulations are in the NVT ensemble
and therefore have a defined temperature. The free energy as a function of the order parameter ξ
(the FEL) is given by
F(ξ ) = −kB T ln Z(ξ ) +C

(4.17)

where C is an arbitrary constant.
In our calculations, we computed two-dimensional (2D) FELs from Z(P2 , Q6 ), using EXEDOS simulations that span two order parameters. These calculations employed an identical moveset
to those described in Section 4.5.1 and a similar multiple window/multiple walker scheme to the
one described in Section 4.5.1. We also used replica-exchange techniques in our EXEDOS simulations. The acceptance probability in such simulations are even simpler than WLMC with Pacc = 1
for walkers in overlapping windows.[113]
In addition to our simulations spanning several autocorrelation times, all other metrics
demonstrate that our results are valid and reproducible. For instance, small variations in chosen
bin sizes and overall ranges of order parameters do not affect our free energy results significantly.
Additionally, differently set up simulations such as differently windowed or replicated ones yield
similar FELs. Select WLMC experiments featuring spontaneous crystallization from a disordered
melt yield similar melting curves as simulations seeded from crystals like the protocols used in this
study (O(0.001)). This grants us confidence in our estimates of Tm used in EXEDOS simulations.
These factors and the well-replicated replica-exchange techniques we use assure us of the validity
of our results despite difficulties in simulating this dense hard sphere system.
Our interest in the FEL extends to an analysis of its topological features with basins representing stable or metastable states and peaks representing rare events. Based on ideas from
classical nucleation theory and transition state theory, we expect the minimum free energy path
(MFEP) between basins to be indicative of the kinetics of the system.[178] Similarly, we expect the
maximum of the MFEP (a saddle point on the FEL surface) to characterize the primary barrier to
nucleation. To find the MFEP and the saddle point, we used the “multidimensional lowest energy”
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(MULE) algorithm recently developed by Fu et al.[180] We use the resulting MFEP to calculate the
barrier height between the saddle point and basins.

Order Parameters and Structure Factor
We characterize the phase behavior of the simulated system using the order parameters Q6
and P2 . Q6 is a Steinhardt order parameter that measures the local positional order of a bead with
its neighbors based on spherical harmonics and we use it to characterize crystallinity. P2 is the
second Legendre polynomial and measures nematic alignment with the surrounding environment.
We also investigated other order parameters not discussed here (e.g. the Steinhard parameter Q4 ),
but our calculations show that Q6 and P2 are sufficient to capture the phase behavior of this system.
To compute Q6 ,[195] one first calculates a local order parameter q6 for bead i,
1 Nfb (i)
∑ Y6m(ri j )
Nfb (i) j=1
"
#1/2
4π 6
q6 (i) =
∑ |q6m(i)|2
13 m=−6
q6m (i) =

(4.18)

(4.19)

where Nfb (i) is the number of nearest neighbors of bead i (in our implementation, Nfb (i) = 6 for
all cases here). Y6m is the spherical harmonic function of degree six and order m with respect to the
jth neighboring bead with displacement vector ri j = r j − ri . If a bead does not have six neighbors
within a radial distance of 1.3 σ , it is considered non-crystalline, and its q6 is set to zero. The
global parameter Q6 is the average of the value of q6 for all beads,
1 Ntot
Q6 =
∑ q6(i)
Ntot i=1

(4.20)

where Ntot = Nb Nc is the total number of beads in the system. The values of Q6 that indicate crystalline or melt behavior depends on density but a larger value generally indicates higher crystalline
order.
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The nematic order parameter P2 is more easily calculated. Again, we define a local order
parameter,
1
3
p2 (i) = hcos2 θi j ii −
2
2

(4.21)

where θi j is the angle made between bond vectors bi and b j , and the average hii is over all j
neighbors within a distance of 1.3 σ from bead i. The bond vector of bead i is defined as bi =
ri − ri−1 . The global value of P2 is also calculated as an average over all beads,

P2 =

1 Ntot
∑ p2(i)
Ntot i=1

(4.22)

A value of P2 closer to one indicates nematic alignment, whereas a value close to zero signifies a
random distribution of chains.
Note that both of these order parameters are “global”, in that they characterize the crystalline and nematic order of the entire system. It has been shown for large systems that local order
parameters are more appropriate for characterizing nucleation behavior and comparing to classical nucleation theory.[196] However, the system in question here is too small for the difference
to be meaningful. The critical nucleus is large relative to the simulation box, and crystallization
proceeds in the entire box simultaneously.
The structure factor is a useful measure of orientational and positional order of a material,
and gives information equivalent to SAXS and WAXS experiments. We compute the structure
factor of a single configuration using

S(q) =

1 Nc Nb
∑ exp(iq · r j )
Nc Nb j=1

2

(4.23)

In the main text, 2D structure factors are given by averaging over the third dimension. In addition, these structure factors are ensemble-averaged structure factors and are averaged over many
configurations.
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Windowing Scheme in 2D EXEDOS Simulations
In EXEDOS windowing, we divide the entire P2 range into overlapping windows that all
span the entire range of Q6 . This choice was made through a trial-and-error process of what
achieves the most efficient convergence. We found that the free energy change (−kB T ln(Ω)) along
P2 is far larger at constant Q6 than vice versa. This is due to the large energy change when aligning
chains versus when fitting them into a crystalline lattice. Accordingly, P2 bins are smaller in size
relative to the total range and are used to window the simulation.
The windowing procedure for the P2 range was also based on a trial-and-error process and
depended on difficulty. In other words, higher φ simulations required more windows. Accordingly,
the P2 range (≈∈ [0.0, 0.928]) was divided up into 21–29 equally-sized windows. The P2 bin
size was set equal to 0.00032 making the overall P2 range fit into 2900 bins. For each φ , this
discretization is shown in Table 4.2.
As mentioned, every window spanned the entire relevant range of Q6 at any single φ . As
can be seen from Table 4.2, the Q6 range changes for each φ which is a deliberate choice made
based on the melting curves in the main text. The bin size was chosen to provide 5 Q6 bins in total
at each φ .
Table 4.2: Range of P2 and Q6 spanned in EXEDOS simulations at the studied φ .
Q6
Low High
Bin
Low
0.379 0.226 0.332 0.342 0.002 0.128
0.407 0.248 0.396 0.411 0.003
0.16
0.428 0.267
0.46 0.006 0.19776
0.43
0.438 0.291
0.48 0.01
0.0
0.471 0.374 0.46
0.52 0.012
φ

4.5.2

T

P2
High
Bin
0.74432
0.8
0.968 0.00032
0.99424
0.99008

Num. of
Windows
19
20
26
32
33

Num. of
Replicates
2
3

Markov Chain and Wang Landau Monte Carlo results
Like Figure 4.4 for φ = 0.438, Figures 4.11, 4.12, 4.13 and 4.14 show the MCMC and

WLMC U/ε, P2 and Q6 melting curves for φ = [0.471, 0.428, 0.407, 0.379], respectively. As discussed, each figure shows a single first order phase transition at the respective Tm (shown in the
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Figure 4.11: Melting curves of the (a) internal en- Figure 4.12: Melting curves of the (a) internal energy, (b) nematic order parameter, (c) crystalline ergy, (b) nematic order parameter, (c) crystalline
order parameter versus reduced temperature from order parameter versus reduced temperature from
MCMC (red points) and WLMC (blue line) at MCMC (red points) and WLMC (blue line) at
φ = 0.471. The vertical dashed line is the best es- φ = 0.428. The vertical dashed line is the best estimate of the melting temperature (Tm = 0.374). timate of the melting temperature (Tm = 0.263).

legend). Clearly, there is a difference between the melt-crystal transition in Figures 4.4, 4.11, 4.12
and the melt-nematic transition in Figures 4.13 and 4.14. The initial has a large P2 change resulting in near unity values at low Tr and is well-described by changes in Q6 . In contrast, the latter
approaches lower P2 values at low Tr and has small changes in Q6 at the transition.
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Figure 4.13: Melting curves of the (a) internal en- Figure 4.14: Melting curves of the (a) internal energy, (b) nematic order parameter, (c) crystalline ergy, (b) nematic order parameter, (c) crystalline
order parameter versus reduced temperature from order parameter versus reduced temperature from
MCMC (red points) and WLMC (blue line) at MCMC (red points) and WLMC (blue line) at
φ = 0.407. The vertical dashed line is the best es- φ = 0.379. The vertical dashed line is the best estimate of the melting temperature (Tm = 0.248). timate of the melting temperature (Tm = 0.226).

4.5.3

Minimum Free Energy Paths
As in Figure 4.9a for φ = 0.438, Figures 4.15a, 4.16a, 4.17a and 4.18a show the MULE-

extracted MFEP in yellow over FELs for φ = [0.471, 0.428, 0.407, 0.379], respectively. As discussed in the main text, crystallization transitions for φ = [0.471, 0.438, 0.428] require smooth and
cooperative changes in P2 and Q6 whereas the latter transitions only require P2 changes to transition at near-constant Q6 . MFEP values projected along the arc-length in Q6 –P2 space are shown
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in Figures 4.15b, 4.16b, 4.17b and 4.18b for φ = [0.471, 0.428, 0.407, 0.379], respectively. These
figures allow for the extraction of barrier heights ∆F † /ε from 2D EXEDOS simulations.
To help the reader visualize FEL differences between differing values of φ , and more importantly, between crystallization and nematic transitions, Figure 4.8 is reproduced here in two
different presentation styles in Figures 4.19 and 4.20. Figure 4.19 shows the same P2 domain for
all figures while retaining the color bars used for each figure in the main text. Since data was
not collected for the entire P2 range in all φ FELs, regions with no collected data are displayed
in white. This figure reveals the relative P2 values of the basins in the FEL at different volume
fractions. As φ increases, the low temperature basin (upper), decreases in P2 , relative to the melt
basin. This effect is exacerbated for the nematic transition, as discussed in the main text. Figure 4.20 keeps the same P2 domain in all FELs as in Figure 4.19 but also no longer restrains the
color bar to the main text and retains the same color bar among all φ FELs. The inclusion of the
φ = 0.471 FEL’s data points at high P2 (originally cut off for better visualization) increase its color
bar maximum by 4. This has the effect of obscuring the shading in all FELs. As discussed in the
main text and this figure shows, the free energy changes encountered in the FEL decrease as φ
decreases. This manifests in the lower four φ FELs by a complete disappearance of the profile as
the changes encountered in these figures O(10) – O(10−2 ) are minuscule relative to the φ = 0.471
FEL (O(102 ).

4.5.4

Energy and Entropy Landscapes
Free energy combines energetic and entropic driving forces to order/disorder. As demon-

strated, free energy is a valuable measure for its control over phase behavior. Additional insight
into driving forces can be extracted by decomposing the Helmholtz free energy in the FELs in
Figure 4.8 to internal energy and entropy, according to Equation 4.24,

F = U − T S = kB T (U/kB T − S/kB )

(4.24)

where S is the entropy. According to Equation 4.24 and since all systems aim to minimize their free
energy, all systems aim to balance energy and entropy by minimizing the former and maximizing
149

0.97

60

0.78

50

P2

30

0.42

0.47

0.48

(b)

Q6

0.5

0.51

0.52

0.8

6
4
3

0.5

2

0.35

10

0.05
0.46

7

0.65

20

0.23

0.96

5

40

0.6

0

1

0.2
0
0.43 0.436 0.442 0.448 0.454 0.46

Q6

(b)

30

4

20

3

F/

F/

(a)

P2

(a)

10

2
1

0

0
0.0

0.2

0.4

0.6

0.8

1.0

0.0

0.2

0.4

0.6

0.8

1.0

Figure 4.15: (a) 2D Q6 –P2 FEL at φ = 0.471 Figure 4.16: (a) 2D Q6 –P2 FEL at φ = 0.428
1
1
with MULE-extracted MFEP in yellow. Discrete with MULE-extracted MFEP in yellow. Discrete
jumps in the MFEP are related to the discrete jumps in the MFEP are related to the discrete
size of the bins along Q6 . (b) MFEP values from size of the bins along Q6 . (b) MFEP values from
the 2D Q6 –P2 FEL at φ = 0.471 projected along the 2D Q6 –P2 FEL at φ = 0.428 projected along
the reaction coordinate of its arc-length in Q6 –P2 the reaction coordinate of its arc-length in Q6 –P2
space.
space.

the latter. Using data for F(Q6 , P2 ) from the FELs and data for U(Q6 , P2 ) extracted from regularly
saved configurations in the simulation, Equation 4.24 can be used to provide a measure of entropy,
S(Q6 , P2 ). Much like F, all of these values are known up to an added constant and are in fact
relative to a reference.
Before presenting the data, it is conducive to review what one might expect from the internal energy and entropy landscapes. In this system of semiflexible oligomers, the only numerical
input into U is from the stepwise stiffness potential in Equation 4.1. When the angle between three
bonded beads is minimal and the bond is extended (θ ≤ θs ), the energy is at a minimum. In other

150

(a)

0.63
0.4

0.56

0.56

0.3

P2

0.5
0.44

0.2

0.37

0.1

Q6

0.46
0.41
0.37
0.0
0.332 0.334 0.336 0.338 0.34 0.342

Q6

(b)

0.125

0.25
0.20
0.15
0.10
0.05
0.00

0.100
0.075

F/

F/

0.1

0.51

0.31
0.0
0.396 0.399 0.402 0.405 0.408 0.411
(b)

0.61

P2

(a)

0.050
0.025

0.0

0.2

0.4

0.6

0.8

1.0

0.000

0.0

0.2

0.4

0.6

0.8

1.0

Figure 4.17: (a) 2D Q6 –P2 FEL at φ = 0.407 Figure 4.18: (a) 2D Q6 –P2 FEL at φ = 0.379
1
1
with MULE-extracted MFEP in yellow. Discrete with MULE-extracted MFEP in yellow. Discrete
jumps in the MFEP are related to the discrete jumps in the MFEP are related to the discrete
size of the bins along Q6 . (b) MFEP values from size of the bins along Q6 . (b) MFEP values from
the 2D Q6 –P2 FEL at φ = 0.407 projected along the 2D Q6 –P2 FEL at φ = 0.379 projected along
the reaction coordinate of its arc-length in Q6 –P2 the reaction coordinate of its arc-length in Q6 –P2
space.
space.

words, U is minimized when all chains are extended and, therefore, when P2 is high. Therefore,
internal energy motivates alignment and increases in P2 .
On the other hand, entropy is expected to favor disorder in P2 . Alignment causes bead surfaces to be more uniformly distributed throughout the melt, maximizing surface–surface contacts
between beads. Due to the hard sphere potential in Equation 4.2, these contacts incur an entropic
penalty. Accordingly, an entropic decrease increases the free energy and makes the aligned chains
less stable than isotropically oriented ones.

151

Figure 4.19: Same as FEL Figure in main text but with same P2 domain for all FELs. Regions
without collected data are white and red colors free energies above color bar maximum.
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Figure 4.21: (a) 2D Q6 –P2 FEL at φ = 0.379 (identical to Figure 4.8e) with the crystal and melt
1
labelled with crosses. b) Same as a but colored with the internal energy, U/kB T . c) Same as a but
colored with the negative product of entropy and temperature, −S/kB .

Figure 4.21 shows all three independent measures, F/kB T , U/kB T and −S/kB as landscapes along changes of Q6 and P2 for a melt–nematic transition (φ = 0.379). Figure 4.21a is the
same FEL shown in Figure 4.8e. Once again, it simply shows that the two basins exist for a melt
and a nematic phase (shown with crosses) differing only by their value of P2 , i.e. nematic order.
Observing the other two measures in Figures 4.21b-c clearly shows that F is the result of a balance
between them. Unlike F/kB T , which only spans ∼ 0.3 in the shown range, both U/kB T and −S/kB
in Figures 4.21b and 4.21c, respectively, span large value ranges, as seen by the color bars above.
U and −T S values show opposing driving forces. U/kB T in Figure 4.21b is high at low P2
and low at high P2 . In fact, it progressively decreases until the chains are entirely aligned, as seen
from the lowest values being at the top of Figure 4.21b. On the other hand, S/kB in Figure 4.21c
is low at low P2 and high at high P2 . Like U/kB T , it progressively decreases but in the opposite
direction, favoring as small P2 as possible.
Seemingly, internal energy in Figure 4.21b reflects the driving force to nematically align,
while entropy the driving force for disorder. Since thermodynamics demands that U is minimized,
chains have an energetic driving force to completely align. Yet, we know from configurations,
melting curves and the FEL in Figure 4.21a that the stable nematic state is not that of complete
nematic alignment, but rather at fairly low P2 = 0.58. This stability at intermediate P2 is because
−S/kB is having the opposite effect and counteracting U/kB T The same argument applies to the
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melt state at intermediately low P2 . This picture results in the two stable states, the melt and the
nematic, at the specific P2 values they occur.
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Figure 4.22: (a) 2D Q6 –P2 FEL at φ = 0.438 (identical to Figure 4.8b) with the crystal and melt
1
labelled with crosses. b) Same as a but colored with internal energy. c) Same as a but colored with
entropy.

To analyze the melt–crystal transition in the same way, we present F/kB T , U/kB T and
−S/kB in the three panels of Figure 4.22 for chains at φ = 0.438. Once again, Figure 4.22a is the
FEL and shows the two stable states as its minimas (labeled with crosses). Those are the melt at
low P2 and Q6 and the crystal at high P2 and Q6 . Like the picture for the melt–nematic transition,
U/kB T is lowest at high P2 and −S/kB is lowest at low P2 , as can be seen shown in Figures 4.22b
and 4.22c, respectively. Similarly, this results in the identical effect of a balance between the two
measures leading to the basins in Figure 4.22a at the specific P2 positions.
In addition to the P2 changes between the two basins, entropic resistance to surface contacts
causes simultaneous crystallization and an increase in Q6 . In Figure 4.21 at the low φ , internal
energy sufficiently counteracted the entropy at high P2 . The same is not true at the high density
in Figure 4.22. As stated, U/kB T motivates alignment and increases in P2 , as in Figure 4.22b.
However, this increase adds surface contacts between beads severely as illustrated by the large
−S/kB in the upper left corner of Figure 4.22c at high P2 and the melt’s Q6 value. Entropy then
motivates increases in Q6 to mitigate this and therefore a simultaneous crystallization. This driving
force is clearly seen by the gradient of −S/kB at high P2 in Figure 4.22c.
Another way to illustrate this effect is via the quiver plots shown in Figure 4.23 for changes
in F/kB T , U/kB T and −S/kB in panels a, b and c, respectively. The plots show similar coordi155
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Figure 4.23: (a) 2D Q6 –P2 free energy quiver plot at φ = 0.438 with the crystal and melt labelled
1
with crosses. b) Same as a but showing internal energy quiver plot. c) Same as a but showing
entropy quiver plot.

nates in Q6 and P2 as Figure 4.22, but show arrows at each point with a direction pointing to the
lowest nearby free energy (or equivalently, lowest U/kB T or −S/kB ) and a magnitude of the energy change along that direction shown in color. As we expect, Figure 4.23a illustrates arrows that
point towards the melt or the crystal. According to the arrows’ directions, an initial configuration
starting at (Q6 , P2 ) coordinates of (0.44, 0.5) or (0.48, 0.6) would end up in the melt and one with
(0.44, 0.85) would transition to the stable crystal. This is a similar picture to the contours we have
seen thus far.
Focusing attention on Figures 4.23b and 4.23c shows the motivations to nematically align
and to crystallize, respectively. First, following the arrows at the melt in Figure 4.23b, one finds
that the internal energy leads to only increases in P2 and no significant driving force to increase or
decrease Q6 . However, when the configuration moves along this increasing P2 path due to U/kB T ,
it is met with a large uniform (entropic) driving force to increase Q6 , as seen by the arrows pointing
to the right in the upper left corner of Figure 4.23c.
Internal energy and entropy analysis was indeed insightful. The balance between the two
leads to the intermediate values of P2 and Q6 that the stable states embody at the coexistence temperature at a specific density. More importantly, this analysis identifies the reason for the existence
of φc . Below φc , nematic alignment does not cause enough bead surface–surface contacts to incur
enough entropic penalty to motivate crystallization. Above φc , the entropic penalty following nematic alignment is drastic, motivating crystalline ordering to decrease the overall free energy and
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leading to simultaneous nematic and crystal ordering along the MFEP. Internal energy motivates
nematic order and entropy motivates crystal order.
This analysis also constitutes significant consequences to theory. A measure of entropy,
alongside the free energy, can be used to quantitatively test polymer crystal nucleation theories.
This is particularly true when comparing to theories based on measures of the conformational
entropy of semiflexible chains.[15], [16], [70]
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CHAPTER 5.
IMPACT OF POLYMER CHAIN STIFFNESS ON CRYSTALLIZATION
MECHANISMS: CRYSTAL NUCLEATION PHASE DIAGRAM

Abstract
Semicrystalline polymers are prominent in today’s markets for their desirable and tunable properties. These properties are determined by the crystallization process, which is a complex and
multifaceted process that yields much controversy in the literature. Recent interest in the literature
motivated several simulations and theories into the nature of crystal nucleation from the polymer
melt. These studies have resulted in a wide range of results and interpretations that either differ
in nucleation mechanism or cast doubt on classical theories of nucleation. To address this, we
simulate the polymer crystallization using equilibrium Wang Landau simulations of a range of
simple polymer models. We compare the results of different models by building phase diagrams
in volume–temperature space and employing crystal and nematic order parameter to distinguish
polymer phases. Our simulations suggest that nucleation mechanisms are highly impacted by the
choice of the stiffness potential; chains with a stepwise stiffness ordered either via a nematic phase
at low density or a crystal phase at high density, whereas a harmonic stiffness introduced a twostep ordering process with a melt–nematic transition followed by a nematic–crystal transition at the
same density. Furthermore, harmonic stiffness resulted in a reduced drive to crystallize, shifting
isochoric phase boundaries to lower temperatures. Despite this lower drive, harmonic-stiff chains
crystallized at far lower densities than the stepwise-stiff chains did. Importantly, these two results
suggest two very different pictures for the nucleation and the role of the nematic phase in reducing
the barrier to crystallization. We also investigated the effect of employing a soft potential versus a hard nonbonded potential. In these simulations, we demonstrate the importance of utilizing
a density correction to account for reduction in excluded volume when comparing soft and hard
bead chains. Furthermore, this correction is integral when comparing soft springs with differing
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bending stiffnesses. As expected, stiffer chains crystallized at higher temperatures. Overall, these
equilibrium WLMC simulations expose that model selection is consequential and can result in rich
and diverse phase equilibria.
Keywords: Polymer Crystallization; Oligomer Crystallization; Wang Landau; Equilibrium Phase
Diagrams; Semiflexible Polymers

5.1

Introduction
Polymer products are generally used for an ever-expanding list of applications, owing to

their wide range of tailorable parameters.[1], [2] One such parameter is crystallinity, which correlates with several properties including toughness and transparency. For example, low-crystallinity
polyethylene (PE) products are used for low strength and opacity applications like in plastic bags
and stretch wrap. With increasing crystallinity, PE products become stronger and are used to make
milk jugs or even military-grade rope, bullet-resistant vests, combat helmets, etc.[8], [9] Therefore,
crystallinity is an important polymer property that deserves study due to it impact on polymer
properties.
Simulations are a useful tool to probe the crystallization process in polymers due to their
high spectral and temporal resolution. By placing polymer chains in a box large enough to observe crystallization, one can simulate the transition between a liquid polymer melt and a folded
chain crystal. This simulation provides direct access to information relevant to mechanisms and
pathways of crystal nucleation. In this way, molecular simulations play a complimentary role to
experiment and theory in elucidating crystallization in polymers.
Nonequilibrium Molecular Dynamics (NEMD) simulations of crystallization in polymers
revealed much about the molecular nature of the process. For example, Yamamoto did pioneering
NEMD simulations of crystallization in polymers revealing chain folding occurs in the early stages
of crystallization among other details of the emergence of lamellae.[78]–[81], [81], [82] Yi, Rutledge,
and coworkers successfully simulated crystallization in polymers using NEMD of united-atom
PE and found that the critical cluster is cylindrically shaped.[27]–[29] Luo and Sommer’s NEMD
simulations revealed that melt memory in polymers arises due to reduced entanglements in recently
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melted crystals.[20]–[22] Zhang and Larson simulated PE crystallization using atomistic NEMD and
found that a metastable nematic precursor mediating the melt–crystal transition and that nematic
alignment plays an important role in crystal nucleation.[84], [91]
In addition to revealing much about polymer crystallization, seemingly contradictory results and interpretations from different NEMD studies have opened up new questions and frontiers of investigation. Some simulations suggest that the primary thermodynamic barrier to crystal
nucleation is in resistance to molecular order.[20]–[22], [27]–[29] Other results suggest a previously
unrecognized role of nematic order in crystal nucleation from the polymer melt. For example,
Wentzel and Milner simulated oligomer melting that featured two nematically-ordered rotator
phases between the crystal and its melt.[60] By combining MD and self-consistent field theory
(SCFT) to study PE crystallization, Zhang and Larson encountered a metastable nematic precursor that reduced the barrier to the melt–crystal transition.[84] In another PE MD simulation, Hall
et al. found the crystal nucleus was preceded spatially and temporally by a larger nematic nucleus,[23]–[25] which resembles results of 2-step nucleation theory.[92] Also, SCFT showed their
crystal nucleus was neither a cylinder nor a sphere and that those shapes were thermodynamically unfavored,[23] a directly opposite result to the previously mentioned cylindrical nuclei in
MD simulations by Yi et al.[27]–[29] More recently, flow-induced crystallization simulations clearly
demonstrate that nematic order accelerates nucleation,[85], [86], [91] giving credence to the mentioned
quiescent homogeneous crystallization results.
These contradictory insights are an unintended consequence of artificially accelerated kinetics in NEMD. Since homogeneous nucleation is a rare event,[83] especially in a dense melt of
long polymers, MD demands large undercooling degrees that reduce the time for nucleation to
accessible simulation times, O(1 ns). Consequently, NEMD simulations of polymer crystallization typically employ large degrees of undercooling to accelerate nucleation. For example, the
previously mentioned Yi et al. works employed 20–30% undercoolings,[27]–[29] which may alter
apparent nucleation pathways in unpredictable ways. Other studies also regularly feature similarly large undercoolings.[66], [87]–[90], [100], [103], [104] These simulations feature highly accelerated
nucleation rates that certainly deviate from commonly encountered induction times in experiment.
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In addition to unphysical nucleation rates, NEMD simulations may alter the phases and
nucleation mechanisms. In Luo and Sommer’s studies, they found that undercooling affected the
mode of nucleation significantly. In a narrow quench temperature range, kinetic effects due to
entanglement introduced a precursor to an otherwise single step nucleation.[20]–[22] Wentzel and
Milner found that the nucleation mechanism depended on all of the models used, initial states
and undercoolings, with only certain selections introducing rotator phases mediating the melt–
crystal transition.[60] In addition to undercooling’s effect on the mode of nucleation, differing
undercoolings among studies add another layer of variability between these studies’ conditions.
In other words, the use of nonequilibrium conditions and differing degrees of nonequilibrium is
reducing the generality and comparability of results between NEMD studies.
Adding to result variability is the use of widely-varying, specific and complex models of
polymer behavior. For example, some of the studies featured above employed all atom or atomistic
simulations,[60] whereas others combined more than one monomer into united atom beads.[27]–[29]
Additionally, a wide range of complex force fields were employed, including PYS,,[27]–[29], [84]
OPLS,[14], [60], [84]

FW,[14], [60], [84]

SDK,[23]–[25], [107], [108]

OPLS,[14], [60]

and

others.[66], [87], [91], [96], [98]–[100], [103], [104], [109] Although these choices reproduce certain metrics of
crystal nucleation in experiment such as crystal thickness and nucleation rate,[27], [103], [107] it is
not guaranteed that the multivariate nature of polymer crystal nucleation is accurately reproduced.
These specific models of polymer behavior reduce the generality of individual results and preclude
comparisons to other studies. Also, due to their complexity in incorporating accurate forces for
specific molecules, interpretation of causes of certain behavior becomes difficult.
We aim to resolve these controversies using equilibrium Monte Carlo (MC) simulations of
relatively simple polymer models. Simply stated, these controversies relate to the relative role of
nematic order in the early stages of polymer crystallization. In other words, this is an equilibrium
question about the stability of different phases. Although MD is a powerful tool able to simulate
nucleation, its application at nonequilibrium (NEMD) may change nucleation pathways from those
relevant to our equilibrium question. As Luo and Sommer’s simulations[20]–[22] indicate, different
undercoolings result in different pathways of nucleation. This may obfuscate insights into the role
of nematic alignment and the nematic phase. Rather, resolving these contradictory results requires
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careful construction and analysis of equilibrium phase diagrams, a task equilibrium MC methods
are well suited for.
Likewise, although complex polymer models like PYS and SDK are well-suited to reproducing aspects of the polymer crystallization process, their use adds variability between studies
and complicates connections between polymer model parameterization and crystallization trends.
Reverting to simpler models of polymers allows significant tunability of polymer features (stiffness, bond length, etc.) and their linking to emergent properties (thickness, crystal ordering, fold
number, etc.). Accordingly, we simulate the polymer crystallization process using equilibrium MC
simulations of various simple polymer models and speculate on the origins of variability between
studies.
Our previous work points to the cooperativity of crystal and nematic ordering in the crystal
nucleation of a melt of simple hard bead rods with a stepwise stiffness.[240] Our intention was
mainly to provide a proof of concept for this equilibrium method of analysis. The model exhibited
a melt, nematic and crystal phase depending on density and temperature changes. We found there
was no evidence for a nematic precursor in the melt–crystal transition nor did we find a breakdown
between crystal and nematic order patterns.
The past work’s generality to real crystallizing polymers was limited by the simplicity
of the employed and model.[240] For example, we made use of coarse grained hard spheres to
represent multiple monomers, which may not be an accurate representation. More detailed models
incorporate soft beads with compressible sizes. Additionally, a stepwise stiffness is bound to
introduce errors due to its unphysicality; polymer chains continuously stiffen as they contract and
resist harder as their alignment decreases as opposed to the on-off behavior of a step function.
Furthermore, the lack of a careful analysis of finite-size effects restricts the extrapolation of results
to real systems.
Here, we pick up where we left off investigating the equilibrium phase behavior of more
complex models for polymer behavior. Accordingly, we use MC simulations to compute phase diagrams for different model systems of semiflexible oligomers using order parameters for crystalline
and nematic order. In doing so, we carefully analyze the impact of softening beads, continuous
stiffening, molecular weight, among other aspects on the phase behavior. Also, we attempt to ad162

dress the role of model selection on the resulting mode of crystal nucleation in simulations. We
make these comparisons by building and comparing phase diagrams in temperature and volume
space using chiefly Wang Landau MC (WLMC) simulations.
With these considerations in mind, the paper proceeds as follows. We first describe the
polymer models employed, Monte Carlo simulation methods that simulated crystallization and
relevant order parameters used in our analysis. We then describe the phase behavior of the models
in terms of crystalline and nematic order parameters. The key results of this paper are the insights
from differing models of polymer behavior. Importantly, model selection is an important dimension that is consequential to resulting crystal nucleation mechanisms. We then speculate on the
implications of this result for crystallization in polymer systems more broadly.

5.2

Methods
We use an advanced sampling equilibrium Monte Carlo (MC) algorithm to study the crys-

tallization of polymer models. This algorithm is Wang Landau MC (WLMC) and it builds the
system entropy while overcoming large energy barriers encountered in crystallization simulations
at equilibrium. The entropy at various densities can then be used to construct phase diagrams in
volume and temperature space. We use these equilibrium phase diagrams to distinguish various
CG polymer models’ impact on the phase behavior. In doing so, we can pinpoint the origins of
certain phase behavior and crystallization trends.
As mentioned, we use MC methods to study the crystallization transition and the various
phases and order metrics at play. Mainly, we use WLMC for its ability to locate phase transitions
in temperature for any system with a high accuracy.[73], [172] WLMC is a biased sampling algorithm that accumulates an estimate of system entropy at constant number and volume. WLMC
is particularly suited for our purposes for its ability to sample across and overcome energy barriers, which are pronounced in crystal nucleation. Using statistical mechanics principles, system
entropy can then be used to construct thermal profiles of various order parameters. These curves
are then used to locate important transition points, such as isotropic–nematic, nematic–crystal and
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isotropic–nematic temperatures, and to build phase diagrams in the volume and temperature plane.
For more on these methods and analysis of their results, refer to Section 5.2.1.
To capture the impact of various polymer features, such as connectivity, softness, stiffness,
etc. on crystallization trends, we use a variety of simple and commonly-used polymer potentials in
our models. These models constitute coarse-grained (CG) bead spring models that lump multiple
monomers of one polymer chain into one bead in a chain. In addition to computational expediency,
these simple models allow significant tunability, allowing us to test hypotheses relating model
parameters to phase behavior directly. With a constant chain length, Nb = 10, we explore two
chain numbers, Nc = [90, 125] and multiple volume fractions φ in the range, φ ∈ [0.3, 0.5]. As a
base case, we employ the hard sphere, rod-like chain with a stepwise stiffness model as we are
familiar with its crystallization trends from previous work.[240] From there, we study the impact of
using soft beads, continuous bending stiffness and stiffness strength. For more on these methods
and analysis of their results, refer to Section 5.2.2.
In all the models investigated here, there is an interplay of driving forces to nematically
order and crystallize. First, atomic beads (no chains) with only excluded volume interactions
crystallize past some critical density, φc . At low densities, the beads are liquids. At higher densities,
beads can not avoid unfavored surface–surface contacts and elect to order to minimize their free
energy. It stands to reason that polymer chains encounter this driving force to crystallize, much
like the atomic system. Polymers additionally have connectivity, which limits the conformational
entropy, thereby also promoting order. Finally, the third important driving force is caused by the
bending stiffness, which promotes nematic alignment. At any set of conditions, there is a balance
of driving forces to nematically align, molecularly order and otherwise caused by bead excluded
volume, chain connectivity and chain stiffness. Fine tuning our polymer model via its parameters
provides direct insights into these driving forces and their origins.
To analyze our results and differentiate between isotropic, nematic and crystal phases, we
employ certain distinguishing order parameters. To quantify nematic alignment within the melt,
we use P2 , the second order Legendre polynomial. To quantify crystalline order, we use metrics derived from the Steinhardt bond orientational order parameter set. For more on the order parameters
used in this text, refer to Subsection 5.2.3
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5.2.1

Wang Landau Monte Carlo
To study the phase behavior of polymer models, we computed thermal profiles using con-

stant number and volume WLMC simulations throughout relevant energy ranges. WLMC is a
powerful sampling technique that iteratively builds the density of states, Ω, a measure of the exponential of system entropy. In other words, Ω represents the probability of an energy state. Using
Ω, the WLMC algorithm biases the polymer towards rarely-visited states. This biasing property
makes WLMC well-suited to simulate rare events such as crystallization. WLMC also employs
a histogram of visited energy states and ensures that it is evenly filled. This even-filling of the
histogram ensures WLMC samples all states efficiently and sufficiently before completion.
In principle, a single WLMC simulation’s Ω holds all of the system’s thermal information.
In practice, WLMC simulations are subdivided into multiple overlapping windows that are then
combined by least-squares fitting of overlapping bins. We employed a multiple window scheme
with multiple walkers (replicates) where replica-exchange allowed walker exchange between windows[188]–[191] and entropy-exchange accumulated global Ω and histograms for each window’s
replicates in parallel.[187], [192] This scheme (replica- and entropy-exchange) improves sampling,
accelerates convergence, and, ultimately, improves Ω accuracy. Each WLMC simulation utilized
at least 8 to 18 walkers and converged to O(10−9 ) error in its Ω estimate. In all simulations, we
utilize a variety of moves to evolve the system between energy states[161]–[168] including: bead
displacement, kink,[169], [170] end-kink,[170] reptation,[169], [171] and configurational-bias versions of
all.[161], [162], [164], [168]
Ω can then be used to construct melting curves of order parameters by canonical analysis. This analysis treats Ω (U) exp (−U/kB T ) as a state probability (= exp (− (U − T S) /kB T ) =
exp (−F/kB T )) and uses it to obtain ensemble averages. These averages of order parameters will
encounter discontinuities at phase transitions (IN, IC, or NC). Additionally, by differentiating the
energy by temperature, we build constant volume heat capacity profiles, CV = dU/dT , which are
well-suited to identify phase transitions. At a phase transition, CV (Tm ) exhibits a large narrow peak.
We also make use of other MC methods such as importance-sampling MC and umbrella-sampling
MC to screen systems and equilibrate or manipulate initial conditions.
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5.2.2

Polymer models
In simulating polymer crystallization, our interest lies in phenomena occurring at larger

than atomic length scales. Accordingly, we employ a CG bead-chain model of a polymer in all
of our investigations that lumps 4 CH2 groups (or 2 PE monomers) into one bead. This semiflexible oligomer model interacts with nonbonded neighbors via a hard sphere or soft repulsive-only
Lennard Jones pair potential, and with bonded neighbors via a rod-like or harmonic stretching
potential, and either a stepwise or harmonic bending stiffness potential. This system provides a
simple enough polymer and potential model to gain insights into connections between polymer
parameters and order development during crystallization. Simulations involve Nc model chains
containing Nb beads in a cube sized L defining the polymer bead volume fraction φ given by Equation 5.1.
φ=

Nc Nb πa3 /6
L3

(5.1)

where a is the bead diameter, which we set as the length scale in our simulations.
Beads interact with each other via a total potential energy, Utot , according to Equation 5.2,

Utot,i = Unb,i +Ubonded,i =
Nneighs,i

∑

Upair (ri j ) +Ustretch (li ) +Ubend (θi ) (5.2)

j=1

where i is the bead index, the nonbonded potential Unb is accounted for using a sum over all pairwise potentials, Upair , that depend on a pairwise distance, ri j , between bead i and its jth neighbor
out of Nneighs,i neighbors, and the bonded potential Ubonded is a sum of a bond length stretching
potential, Ustretch , and a bond bending potential, Ubend . We use two kinds of each type of potential.
First, the stretching potential is either accounted for using a rod-like (no-)stretching potenrod , or a harmonic stretching potential, U harm , given by Equations 5.3 and 5.4, respectial, Ustretch
stretch

tively.
rod
Ustretch
(li ) =




∞ li 6= l0


0
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li = l0

(5.3)

rod
where Ustretch
only allows for constant bond lengths between backbone bonded beads at the equi-

librium bond length, l0 = a, and li = |ri+1 − ri | is the distance between bead i and its backbone
harm permits bonds to stretch and contract around l .
neighbor. Alternatively, Ustretch
0

harm
Ustretch
(li ) = κ/2 (|li | − l0 )2

(5.4)

where κ = 600kB T /a2 is the harmonic bond stretching energy scale, kB is the Boltzmann constant,
and T is the temperature. From here on, we refer to chains with rod-like stretching as rods, while
chains with harmonic stretching are called springs.
Second, the bending potential accounts for polymer chain stiffness, i.e. the semiflexibility
of polymer chains. To demonstrate the effect of the choice of different bending models on crystallization trends, we simulate polymers with either the stepwise bending potential or the harmonic
bending potential, given by Equations 5.5 and 5.6, respectively.

step

Ubend (θi ) =




−k

cos θi ≥ cos θs



0

cos θi < cos θs

b

harm
Ubend
(θi ) = kb (1 − cos θi )

(5.5)

(5.6)

step

harm are the stepwise and harmonic bending potential, respectively, k is the
where Ubend and Ubend
b

stiffness energy scale, cos θi =

li+1 ·li
|li+1 ||li |

is the cosine of the backbone angle made by consecutively

bonded beads i, i + 1 and i + 2, l is the bond length vector, and θs is the stepwise cutoff angle.
When bond vectors are parallel, Ubend is at its minimum value while it is maximum when bonds
vectors are perpendicular. In other words, Ubend incentivizes our chains to align. Notably, given the
four carbons per bead coarse graining, the bending stiffness accounts for dihedral ordering of the
oligomer as well. Going forward, we refer to chains with a stepwise bending stiffness as step-stiff
chains, while we refer to chains with a harmonic bending stiffness as harmonic-stiff chains.
Nonbonded interactions arise from both excluded volume and van der Waals interactions.
Although attraction due to van der Waals forces is important to phase behavior, we elect to focus on excluded volume interactions, i.e. repulsive-only interactions, in this Chapter and leave
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the former to future studies. There is evidence that attractive interactions do not significantly
alter the phase behavior of dense melts, only shifting the phase diagram to the right in temperature.[66], [76], [77], [100], [102]–[104] We account for repulsive excluded volume interactions via the hard
hard or a LJ-type soft potential, U soft , given by Equations 5.7 and 5.8. U hard
sphere potential, Upair
pair
pair

accounts for excluded volume interactions by simply not allowing overlaps of the bead diameter a
between any two non-directly bonded beads.

hard
Upair
(ri j ) =




∞ ri j < a


0

(5.7)

ri j ≥ a

soft accounts for excluded
where ri j = |r j − ri | is the distance between beads i and j. Whereas Upair

volume interactions via a more realistic soft potential, the Weeks-Chandler-Anderson (WCA) potential (purely repulsive and shifted Lennard-Jones).

soft
Upair
(ri j ) = U WCA (ri j ) =

  

12 

6
σ
σ

4ε r
− r
+ε
ij



0

ij

ri j < 21/6 σ
(5.8)
ri j

≥ 21/6 σ

soft is a better
where ε and σ are the WCA pair potential energy and length scale, respectively. Upair

model as we’ve previously hinted as the CG bead constitutes multiple CH2 monomers, which we
expect to have “fuzzy” or soft boundaries that allow for overlap. In the lack of other potentials,
hard spheres crystallize past some critical density[90], [272] while WCA beads crystallize at reduced
temperatures at much lower densities.[273], [274]
To study crystallization of polymers using the WCA potential model, we choose a value of
σ = 2−1/6 a ∼ 0.891a that promotes crystallization at low temperatures. This choice of σ = 2−1/6 a
sets the cutoff radius rc = 21/6 σ = l0 = a, a necessary choice resulting in commensurate bead
diameter and bond length and therefore does not preclude crystallization. This can be seen in
Figure 5.1 where both the WCA potential with σ = 2−1/6 a and harmonic stretching potential are
graphed versus the interbead distance. As T → 0, the chains will be in their ground state, i.e.
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Figure 5.1: Potentials from the WCA potential and harmonic stretching potential versus interbead
distance shows that σ = 2−1/6 a results in commensurate bead spacing at U → 0.
U = 0, when both energies reach their minima. With σ = 2−1/6 a, ri j (T → 0) = li (T → 0) = a,
which allows for bead spacings of a within the crystalline lattice. Other choices result in glassy
states as T → 0, compared to the desired crystal phase in this paper’s investigation.[275]
Additionally, this choice adjusts the softness of beads to result in effective diameters aeff =
a at T → 0, improving comparisons to chains using the hard sphere potential. With soft beads,
the effective (HS) bead diameter aeff is a function of T . As established, this choice results in
aeff (T → 0) = a. In addition to promoting crystallization, this choice permits comparison to the
hard sphere in the limit of zero T . Our chains of course experience ordering at non zero temperatures and therefore when comparing simulation results from soft and hard potentials, we correct
the soft bead system’s φ to φeff (T ) = φ (aeff (T )/a)3 , where aeff (T ) is the closest real solution to
Equation 5.9.[158]
U WCA (aeff ) −U WCA (a) = 1.1kB T

(5.9)

We refer to chains with the hard sphere nonbonded potential as hard chains, while chains
with WCA potentials are called soft chains. This concludes our naming system. As an example, to
describe a chain experiencing a hard sphere nonbonded potential, stepwise bending stiffness, and a
rod-like stretching potential, we use the name hard step-stiff rods, whereas we call chains with soft
bead, harmonic bending, and harmonic stretching potentials the name soft harmonic-stiff springs.
Dimensionless analysis reveals that there are several dimensionless groups controlling the
phase behavior. At the least, those dimensionless variables are φ , the dimensionless volume frac-
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tion, given by 5.1, l0∗ = l0 /a, the bond length–bead diameter aspect ratio, and Tr = kB T /kb , the dimensionless temperature. Using soft WCA-type beads adds a dimensionless stiffness energy scale,
kb∗ = kb /ε, harmonic stretching adds κ ∗ = κ/εa2 , and stepwise stiffness adds cos θs . Our simulations span volume fractions φ ∈ [0.3 − 0.5], explore three kb∗ ∈ [0.1, 1, 10] when possible, and span
all relevant Tr ranges that capture the phase behavior. For comparison, the volume fractions of ran√
dom and maximum close-packed configurations of hard spheres are 0.64 and π/(3 2) ≈ 0.7405,
respectively.[255] When necessary, we set cos θs = 0.9, l ∗ = 1 and κ ∗ = 600, We do not explore
other values of cos θs as these choices do not exhibit orientational ordering.[76] As established,
l ∗ 6= 1 will result in noncommensurate l and a, precluding crystallization.[275] Accordingly, we
set l ∗ = 1 for all simulations. Finally, we do not anticipate κ differences nor the choice of bond
stretching potential model to impact the results of phase transitions significantly. We utilize the
harmonic bond stretching potential with soft beads as it speeds up convergence in simulations with
soft pair potentials.
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Figure 5.2: Dimensionless persistence length, l p /l0 , versus reduced temperature, Tr = kB T /kb , for
the various bonded potential models used in this study from ideal chain MCMC experiments. Inset
is the same in a log-log scale. Blue points and lines are for harmonic-stiff chains and magenta for
step-stiff chains. Circles are for rods with kb = 1, pluses for rods with kb = 20, and stars for springs
with κ ∗ = 600, all shown with error bars (standard error of the mean), while lines are theoretical
predictions from a worm-like chain with either model’s potential.
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To quantify the Tr response of the chains, we conducted “ideal” chain NVT MC simulations, i.e. simulations with no excluded volume interactions. In NVT MC, the stiffness potential
effect manifests in the persistence length, l p , which quantifies alignment of chains, given by Equation 5.10,
hcos θ i(s) = exp (−sl0 /l p )

(5.10)

where hθ i(s) is the average angle between any two backbone beads separated by s bonds and l p is
obtained from a fit of NVT MC data to the equation. Low l p /l0 indicates a chain’s bonds are not
oriented with each other beyond short distances along the its backbone, and vice versa.
l p /l0 data obtained from ideal chain NVT MC for T ∈ [0, 1] using the various bonded
potential models used here are shown in Figure 5.2. At high temperatures, all models exhibit
l p /l0 ∼ 1 indicating that bond vectors are not correlated/aligned at all and that chains resemble
flexible coils. As the temperature decreases, the energy cost of extension increases and therefore
bonds become extended and l p increases as in Figure 5.2. This increase in l p manifests in real
chains into the first order nematic alignment at some Tr at all φ ! Additionally, this suggests that
nematic order motivations are mostly enthalpic in origin.
The two stiffness models manifest different l p /l0 trends. The stepwise stiffness l p /l0 trend
resembles a step function, exhibiting near-zero l p at Tr → ∞ and a step-like jump to its maximum
of ∼ 20l0 , i.e. ∼ 2 times the chain contour length. This plateau occurs due to all bond angles
becoming larger than cos θs post the step-like jump, which ends all driving forces to align. The
harmonic stiffness potential model on the other hand continually motivates alignment as Tr → 0 as
can be seen from the log-log trend in the inset of Figure 5.2. We will see in the main text that this
continual stiffness has drastic effects on crystallization trends.
Importantly, the collapse of this figure regardless of the value of kb indicates the 1:1 pairing
of stiffness and temperature in Tr , as hinted at before. Temperature and stiffness are coupled here
in the lack of thermal (soft) excluded volume interactions. In ideal MC, there is a single energy
scale, kb , that also defines the energy range as E = [−Nc (Nb − 2)kb , 0] for step-stiff polymers
and E = [0, 2Nc (Nb − 2)kb ] for harmonic-stiff polymers. The minimum in energy is encountered
when all chains are perfectly aligned in a close-packed configuration. Additionally, the plot also
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shows results for experiments from harmonic-stiff and step-stiff springs with κ ∗ = 600. Clearly,
comparison of plots from harmonic stretching (spring chains) and rod-like chains shows that there
is no effective difference between simulations of springs and rods, at least in the lack of excluded
volume. Our findings suggest that this is true even in the presence of a pairwise potential.
To verify our results, we also plot the theoretical prediction of l p for a worm-like chain,
given by Equation 5.11 in Figure 5.2,


lp 1 1 + hcos θ (0)i
=
l0 2 1 − hcos θ (0)i

(5.11)

where hcos θ i is given by Equation 5.12 for step-stiff chains and by Equation 5.13 for harmonicstiff chains,
1 exp (1/Tr ) sin2 θs + cos2 θs − cos2 θm
hcos θ (0)i =
2 exp (1/Tr ) (1 − cos θs ) + cos θs − cos θm
exp (cos θm /Tr ) cos θm − exp (1/Tr )
− Tr
hcos θ (0)i =
exp (cos θm /Tr ) − exp (1/Tr )

(5.12)
(5.13)

where θm = 180◦ is the maximum angle in phantom chain simulations.

5.2.3

Order Parameters
As temperature decreases, polymer chains develop two types of order: nematic and crystal

order. These changes are captured via two main order parameters: P2 for nematic alignment and
fcryst for crystal order.
To measure changes in nematic order, we employ P2 , the second Legendre polynomial, that
measures chain orientation within the melt. P2 is calculated by quantifying alignment of a bead’s
bond vectors with its neighbors within the melt, where a neighbor is defined as a bead within 1.3a
distance. P2 varies from values close to zero, indicating that the melt is randomly oriented, and
one, indicating perfect alignment of all chains in a single direction.
To quantify crystallinity, we make use of the sixth order Steinhardt bond orientational order
parameter, q6 .[195] Relevant ranges of q6 vary between polymer models and φ values but, generally,
a larger value reflects a more crystalline melt. A better metric that is a better discriminator between
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crystal and noncrystal phases utilizes some filtering and a dot product of neighboring beads’ q6
values to find the largest solid/crystal cluster.[196] We use the fraction of beads in this cluster, fcryst
as defined in,[196] as the main crystalline order parameter in this text. In our calculations, a “solid”
neighbor j of bead i is one that is within a solid cutoff radius of ri j < 1.3a and has a dot product of
individual q6 resulting in, q6 (i)q∗6 ( j) < 0.6, where q∗6 is the complex conjugate of q6 . Additionally,
a bead is only considered crystalline if its has a minimum of 6 crystal neighbors.

5.3
5.3.1

Results and Discussion
Equilibrium phase behavior in hard step-stiff rods
Here we restart where we left off with our last work[240] describing the phase behavior of

a simple model of semiflexible oligomers. This simple model contains hard beads with diameter,
a, connected together by constant bond lengths, l0 = a, and interacting with three-body bonded
bending stiffness via the stepwise stiffness model with a cutoff angle, cos θs = 0.9; i.e. they are
hard step-stiff rods.
Canonical analysis of WLMC simulation of hard step-stiff rods at Nc = 125, Nb = 10 and
φ ∈ [0.407, 0.463] constructed thermal profiles of the nematic order parameter, P2 , and the fraction
of beads in the largest crystal cluster, fcryst , shown in Figure 5.3. Additionally, the dimensionless
heat capacity, CV /kB Nbonds ≡ CV /kB (Nb − 2), is also shown in red over the same plots. Figure 5.3
shows a discontinuity at some T = Tm at both displayed φ , which is a clear indication of a first
order transition.
At high Tr and low φ = 0.407 (Figure 5.3a), the rods exist in an isotropic phase. P2 (blue
curve in Figure 5.3) starts near its minimum value of 0 indicating that chains are in a randomly
oriented coil state. In other words, chains are not aligned with other chains nor in an extended
state. Likewise, a low fcryst indicates a completely isotropic liquid box at high temperatures.
At Tr = TIN = 0.246, the melt undergoes an isotropic (I) to nematic (N) first order transition.
At this point, P2 sharply increases from ∼ 0.2 to ∼ 0.88 In other words, it transitioned from a
disordered melt to the nematic phase with high P2 at TIN . The lack of a noticeable shift in fcryst
suggests that nematic alignment is unaccompanied by accumulation of crystal order in the IN
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Figure 5.3: Thermal profiles of P2 in blue, fcryst in green, and kNCbonds
in red, for 125 hard step-stiff
1
rods built using data from WLMC simulations a) φ = 0.407 showing a discontinuity at Tr = 0.246,
and b) φ = 0.463 showing a discontinuity at Tr = 0.302.

transition. In other words, although the melt is nematically aligned, its beads do not fit into a
lattice and retain liquid-like mobility. Finally, the CV profile in Figure 5.3a shows a clear and
distinct narrow peak at the same TIN . Since, CV is just the slope of U (dU/dT ), this peak-at-Tm
trend in CV is expected at every first order transition and shows its usefulness in analyzing phase
transitions.
Development of nematic order in polymer systems is due to the stiffness of chains. In the
step-stiff model, the stepwise stiffness potential results in stiffening as Tr decreases. In fact, given
the one-to-one collapse into Tr , the temperature here is equivalently a reduced inverse stiffness
scale. As Tr decreases, bonds become stiffer and this manifests in the chain persistence length, l p ,
shown in Figure 5.2. At high temperature, chains can afford to have a high energy and remain as
a randomly-oriented coil, i.e. isotropic chains in a melt. As the temperature decreases, the energy
cost of extension increases and therefore bonds become extended and l p increases as in Figure 5.2
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to its maximal value at twice the contour length. This increase in l p manifests in real chains into
the first order nematic alignment at some Tr at all φ .
At high φ = 0.463, the thermal profiles in Figure 5.3b show a different transition that is
accompanied by crystal order. The thermal profiles suggest the presence of simultaneous nematic
and crystal (C) ordering occurring at a single T = TIC . Once again, the curves begin with a low
P2 and fcryst at high Tr , i.e. polymer chains are melted. At Tr = TIC = 0.302, P2 in Figure 5.3b
changes more drastically than at TIN in Figure 5.3a. Additionally, at the same Tr , fcryst encounters
a pronounced increase indicating the simultaneous development of molecular order. Here, the
largest cluster in the melt goes from zero resident beads at Tr > TIC to ∼ 40% of beads in the box at
Tr = TIC (Ncryst ∼ 500). Additionally, CV (TIC ) displays a more pronounced and narrower peak than
that at TIN in the low φ system. Notably, the increase in φ shifted the transition temperature to the
right, as apparent when comparing the positions of discontinuity in Figures 5.3a-b, or equivalently
stated, TIC > TIN .
Crystal order increases due to undesirable bead surface–surface contacts after alignment.
Like in the IN transition at low φ , hard step-stiff rods at the higher φ encounter a driving force
to align due to bending stiffness. This driving force is counteracted by an entropic barrier due to
undesirable bead surface–surface contacts. As chains align, bead surfaces become more exposed
to other beads, which decreases the melt’s entropy. At low φ and Tr = TIN , an IN transition ensues
as, at this point, the nematic alignment motivations surpass the entropic barrier to alignment. In
the high φ box, there is less space for beads to spread and avoid the surface entropy decrease. At
the same P2 but higher φ , the higher φ beads encounter a larger number/volume of surface–surface
contacts. This constitutes an added motivation for order, which shifts the transition temperature to
the right (onset at lower P2 ) for the high φ chains relative to at low φ . Seemingly, this is not enough
and the beads need to pack more tightly to increase their entropy, which causes a simultaneous
crystallization transition into the nematic close packed phase.
Our equilibrium WLMC simulations for various φ ∈ [0.3, 0.5] allow construction of a phase
diagram. The difference in the phase behavior displayed in Figure 5.3 suggests that there must be
some critical density, φc , below which no crystal exists and above which no only-nematic phase
exists. Much like in the preceding analysis of Figure 5.3, CV peaks pinpoint transition locations
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(TIN or TIC ) at each φ and changes in fcryst determine whether the transition is IC or IN. Those
TIN (φ ) (red plus) and TIC (φ ) (red star) values are overlayed over the phase diagram, as shown in
Figure 5.4. By fitting a straight line to each transition temperature, we plot the two best fit lines
to divide the phase diagram into three domains: the (isotropic) melt (off-white), nematic (yellow)
and crystal (light blue) phase domains.
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Figure 5.4: Phase diagram for hard step-stiff rods in the φ –Tr plane. Three regions with different
phases are colored: disordered melt at high Tr in off white, nematic phase at low Tr and φ in
yellow, and crystal phase at low Tr and high φ in light blue. Red scatter points show TIC and TIN
estimates from CV peaks from WLMC simulations. Dashed dark blue line labels an estimate of the
critical volume fraction, φc = 0.441, beyond which IC (simultaneous nematic and crystal ordering)
transitions occur, ending at the triple point at Tr = 0.276.

Once again, at high Tr and all φ , the polymer is an isotropic melt. As Tr decreases, the
polymers either only nematically align at φ < φc ∼ 0.441, or they simultaneously align and densify
into crystals at higher φ . Seemingly, at no single φ is there a cascade of transitions with an IN
transition followed by a nematic–crystal transition (NC). Rather, the phase boundary between the
nematic and crystal phase is horizontal at the critical density, φc , which we estimate to be ∼ 0.441.
To quantify the degree of finite sized effects in the semiflexible oligomers, we also conduct
WLMC simulations of 90 chains, keeping all else constant. Results from these simulations at
Nc = 90 for TIN and TIC at φ ∈ [0.379, 0.407, 0.428, 0.438, 0.471] are shown in Figure 5.4 using
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blue plus signs and blue star signs, respectively. The smaller system will have a smaller box size
and should have more pronounced finite sized effects than when Nc = 125. If this effect is small,
e.g. equal TIN and TIC at equal φ from the two systems, then chains do not experience quantifiable
finite sized effects. The agreement in TIN from Nc = 90 and Nc = 125 is promising. TIN (Nc = 90)
values fall on top of the fit for the 125 chain TIN data for φ ∈ [0.379, 0.407]. This suggests that
despite the small size of our system, the isotropic–nematic transition is not severely affected by
finite-sized effects.
The shift of φc in the smaller system to a lower value suggests that the smaller system
has an increased motivation to crystallize. The Nc = 90 critical density, φc (Nc = 90) = 0.428, is
where the dark blue dashed line is for 90 chains. As is apparent, φc (Nc = 90) = 0.428 < phic (Nc =
125) = 0.44. Despite the two transition temperatures’ agreement, one involves a transition to
the crystal and the other to the nematic. In other words, the 90 chain box has an added drive to
crystallize. This added drive towards the crystal is apparent by the increased TIC at the two largest
φ ∈ [0.438, 0.471]. Unlike at φ = 0.428, TIC (Nc = 90) > TIC (Nc = 125) at the same φ . Apparently,
the 90 chain φ –TIC line is shifted to the right with a smaller slope.
Despite this apparent difference, the results of this analysis inspire confidence in the chosen
system. These results suggest that the Nc = 90 box is subject to finite sized effects for crystalline
conditions and the same could be true at Nc = 125. However, the effect is not pronounced. Additionally, it is well known that in the lack of chains, hard sphere chains crystallize at high enough
φ . This means that although φc may yet shift to higher values for larger systems, the crystalline
transition is not an artifact of the box size.

5.3.2

Equilibrium phase behavior in hard harmonic-stiff rods
Here, we study the effect of employing a continuous stiffness on the crystallization transi-

tion in polymers by changing the stepwise stiffness potential in hard step-stiff rods to a harmonic
potential (Equation 5.6) and therefore study the so-called hard harmonic-stiff rods. Arguably, this
is a more accurate representation of stiff backbone bonds in a polymer involving a continuous
stiffening as Tr → 0 (Figure 5.2 and inset).
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Figure 5.5: Thermal profiles of P2 in blue, fcryst in green, and kNCbonds
in red, for 125 hard harmonic1
stiff rods built using data from WLMC simulations at a) φ = 0.298 showing a discontinuity at
Tr = 0.049, and b) φ = 0.463 showing two discontinuities at Tr = 0.131 and Tr = 0.164.

Again, we inquire about the nature of the phase transition via thermal profiles at two φ ∈
[0.298, 0.463], Nc = 125 and Nb = 10 presented in Figures 5.5a and 5.5b, respectively. At T > 0.2,
all chains arrange in an isotropic coil-like state in the melt with a relatively low P2 and no crystalline
nuclei. As T decreases, the two profiles at φ = 0.298 and φ = 0.463 undergo phase transitions.
Like before, these two φ profiles show widely differing characteristics.
Much like the step-stiff rods, hard harmonic-stiff rods undergo a nematic transition at low
densities. Figure 5.5a shows thermal profiles for hard harmonic-stiff rods at φ = 0.298. Clearly,
the chains undergo a IN transition as evidenced by a jump in P2 at Tr = TIN = 0.049. More evidence
that this is in fact an IN transition can be seen by the peak in CV and the lack of response in fcryst
at TIN .
The high φ = 0.471 WLMC thermal profiles in Figure 5.5b also display an IN transition at
TIN = 0.164. Much like at low φ , the IN transition is accompanied by a jump in P2 and a peak in
CV . However, upon further T decrease, these chains continue to increase P2 and stiffen until they
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encounter another transition at Tr = 0.131. This transition is accompanied by an increase in fcryst
making it a transition to a crystal state from a nematic phase, i.e. an NC transition. Consequently,
this system undergoes a two-step transition starting from IC, followed by NC, at Tr = 0.164 and
Tr = 0.131, respectively.
In addition to a two-step transition, the crystallization transition of hard harmonic-stiff rods
appears to be unique from others encountered thus far. Notably, CV shows no distinguishable peak
at this transition. Furthermore, the crystalline cluster size shows no appreciable jump whatsoever.
Instead, a slope change happens at TNC that increases it below TNC . This lack of a jump in fcryst and
peak in CV alludes to the presence of a barrierless nucleation via the nematic phase. This two-step
transition is a surprising result that is consequential to polymer physics. It may constitute direct
equilibrium evidence for a second order transition or a spinodal decomposition.
As expected, the higher φ profiles show a larger drive to nematically align and crystallize.
Both TIC and TNC in Figure 5.5b are larger than those for the smaller φ in Figure 5.5a. Both
transitions show relatively wide peaks. Interestingly, no matter the φ value, nucleation to the
crystalline phase must nucleate via a nematic phase. The selected φ in Figure 5.5a is very low
(φ = 0.298) as higher values also led to the occurrence of an NC transition as T → 0. This hints
at an important feature of harmonic-stiff chains. They continually stiffen as T → 0, and so exhibit
ordered phases even at very low densities. This effect is in line with l p trends for harmonic-stiff
chains in Figure 5.2, which suggests that chains will continuously stiffen as T decreases.
To illustrate more of the phase behavior, we constructed a phase diagram for the hard
harmonic-stiff rods in the φ − Tr plane, shown in Figure 5.6. At high Tr , the rods are in a melted
liquid state. Additionally, the melt nematically aligns at some TIN (φ ) as T decreases for all the
φ values investigated, as indicated by green pluses in Figure 5.6. Then, the behavior is separated
into two regimes. Below φc ∼ 0.31, rods remain in the nematic phase as Tr → 0. However, above
φc , the rods encounter another transition between the nematic phase and a crystal at a TNC < TIC
depicted by red stars in Figure 5.6. In this system, the nematic phase always mediates the isotropic
melt to crystal transition acting as a precursor.
To guide the eyes and segregate the phase diagrams, TIN and TNC data was fitted to two
curves. First, TIN data collapsed onto a linear line, suggesting that a higher φ increases the drive
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Figure 5.6: Phase diagram for hard harmonic-stiff rods in the φ –Tr plane. Three regions with
different phases are colored: disordered melt at high Tr in off white, nematic phase at low Tr and φ
in yellow, and crystal phase at low Tr and high φ in light blue. Red and green scatter points show
TNC and TIN estimates, respectively, from CV peaks from WLMC simulations.

to nematically align linearly; there is no compounding effect. However, this behavior is very much
different for the crystal transition temperature. The red stars fit well to a logarithmic relationship,
φ = a ln TNC + b, suggesting that φ has a compounding effect on the crystallization temperature.
TNC goes from nonexistent at φ < phic , to near zero, and within ∆φ = 0.18 to increasing exponentially! Furthermore, the fit predicts that larger φ values will result in one more critical point, where
the nematic phase no longer exists and a singular IC transition will occur. This is unconfirmed and
we believe that finite sized effects may preclude investigations of this with the current model and
system size.
Much like the system preceding it, nematic alignment is motivated by a stiffening as temperature decreases. This manifests in l p increasing as the temperature decreases (c.f. Figure 5.2).
However, regardless of how dense the rods were, IN transitions were not accompanied by a simultaneous crystallization. Rather, crystallization always occurred at TNC < TIN . This is probably
due to the not so pronounced jumps at the nematic transitions. These small differences across the
transition may not lead to a big enough entropy decrease to inspire a crystal transition. As the
chains get colder, the surface entropy further decreases and motivates the NC transition.
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5.3.3

Comparison of equilibrium phase behavior from step- and continually- (harmonic-)
stiff rods
Despite only differing by the stiffness potential, crystallization in the two systems inves-

tigated differs drastically. This is reflected by the thermal profiles in Figure 5.3 and Figure 5.5
for the step-stiff rods and harmonic-stiff rods, respectively. First, transitions in the harmonic-stiff
chains are shifted far to the left in temperature compared to step-stiff chains, with no relevant ordering occurring before T < 0.25. Second, CV peaks are far less pronounced and far wider (note
the different y-axis scales between Figures 5.3 and 5.5) and jumps are less discontinuous in the
harmonic-stiff chains’ transitions. Accordingly, step-stiff chains reach higher levels of nematic
alignment and crystal order at their transitions (higher fcryst and P2 ). Additionally, step-stiff rods
encounter a transition that is more first order.
Third, although harmonic-stiff chains order at lower temperatures, they eventually achieve
larger order scales compared to the step-stiff counterparts. The dense step-stiff chains at φ = 0.463
in Figure 5.3b jump all the way to P2 ∼ 0.8 − 0.9 at TIN , but plateau shortly after. Likewise,
the maximum fraction of crystalline beads drastically jumps and plateaus, resulting in the largest
crystalline cluster including ∼ 60% of the box. In contrast, the denser harmonic-stiff chains also
at φ = 0.463 in Figure 5.5b nematically align at a far lower temperature and encounter a smaller
jump of ∆P2 < 0.2, however, P2 (T → 0) ∼ 0.96 results in far more aligned chains. Additionally,
crystalline order also continually increases in the limit of 0 temperature achieving larger than 90%
crystalline beads ( fcryst > 0.9). This is also true when comparing the only-nematic phase behavior
of the two low φ . Despite the harmonic profiles being at a far lower φ (0.298 versus 0.407),
they still eventually nematically align more than the step-stiff chains (P2harmonic (T → 0) ∼ 0.96,
stepwise

whereas P2

(T → 0) ∼ 0.8). Despite their small step change at TIN and TNC , the harmonic-

stiff rod crystals continue to densify and develop order as they get colder, eventually surpassing
the plateau of step-stiff rods.
This difference between Figures 5.3 and 5.5 is due to differences in l p between the different bending stiffness potentials utilized, shown in Figure 5.2. Provided the harmonic-stiff rods
encounter lower TIN at similar φ suggests the harmonic-stiff rods have a reduced drive to nematically align. This is validated by the l p trends in Figure 5.2, where l harmonic
increases at a smaller Tr
p
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stepwise

than l p

, reducing the drive to align at any Tr . However, this is no longer the case at lower Tr .
stepwise

At even lower Tr , l p

plateaus, whereas l harmonic
encounters a log-log trend with the temperap

ture. This is reflected in thermal profiles as the continual stiffening and increase in P2 and fcryst as
T → 0 in Figure 5.5. Unlike the step-stiff rods, hard harmonic-stiff rods display a reduced drive to
nematically align. Several factors point to this reduced drive.

0.5

0.4

IN stepwise
IC stepwise
IN harmonic
NC harmonic

0.3
0.0

0.1

0.2

Tr

0.3

Figure 5.7: Phase boundaries for hard step-stiff and harmonic-stiff rods in the φ –Tr plane. Scattered pluses and stars show TIN and TIC (or TNC ), respectively, in red for step-stiff rods and blue for
harmonic-stiff rods. Lines are linear fits to the data.

To better compare these two systems, we modify the phase diagrams in Figures 5.4 and 5.6
to combine results from both models’ simulations in Figure 5.7. For both systems, constant-φ
WLMC were run, analyzed and peak locations extracted (TIN , TIC , TNC , etc.) At commensurate φ ,
the hard harmonic-stiff rods transition to ordered states at a lower Tr than the step-stiff rods. This
shift to the left is evidence that the hard-harmonic stiff rods encounter a smaller drive to transition.
There are three regimes of comparison present in Figure 5.7, determined by the relationship
of φ to the two models’ φc . Regardless of regime, all chains exist in a randomly oriented melt state
at high Tr . For low φ < φcharmonic = 0.31, both systems encounter an IN at some TIN . The linear
fits have similar slopes and only differ by the intercept, with the harmonic-stiff line shifted to the
stepwise

left in T to almost half of TIN . Intermediate φ values, φcharmonic < φ < φc
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, introduce the NC

transition to the hard harmonic-stiff rods, whereas step-stiff chains continue to only nematically
align. Again, despite the larger drive due to the stepwise stiffness, its low Tr trend is not enough
stepwise

to engender a IC or NC. That is, until φ > φc

, where the stepwise rods encounter a direct IC

transition. The exponential fit of TNC and linear fit of TIN for hard harmonic-stiff chains seem to
converge at larger φ , which may collapse the IN, followed by NC trend to a single TIC transition.
This prediction renders the chains identical but shifted except in the second regime with φ values
that are intermediate to the two critical φ .
All-in-all, this Section’s findings suggest that selection of stiffness potential is no trivial
task. Importantly, it can introduce and preclude phases by changing their relative stabilities. This
is in line with predictions of Wentzel and Milner,[60] whose MD simulations show a rich phase
behavior that depended on model selection. Using four models of PE, they found different participating phases based on the model. These relationships between the model and the resulting
phase behavior are not necessarily obvious to us. For example, it is not apparent that decreasing
the nematic alignment drive with a harmonic bending stiffness will result in a separation of the
nematic and crystalline transition, as we have observed.
In addition to differing phase behavior, these two models’ results suggest totally different
nucleation mechanisms. In our previous paper,[240] we found, via free energy analysis, that the
crystal nucleation of the hard stepwise-stiff rods involved cooperative ordering including both
crystal and nematic scales. However, the harmonic-stiff potential yields totally contradictory phase
behavior that is of consequence to nucleation in polymers. Of most importance is that in a range of
densities, the nematic phase mediates the melt–crystal transition in polymers. This occurs via some
two-step nucleation process, in which a portion of the melt aligns and acts as a favored nucleation
seed. This is in line with predictions of several nonequilibrium studies[23]–[25], [87]–[90], [93]–[95] and
theories of nucleation.[10], [14], [15], [99]

5.3.4

Equilibrium phase behavior in soft harmonic-stiff springs: Effect of softness of beads
To quantify the impact of hard versus soft repulsive interactions, we constructed WLMC

thermal profiles for soft harmonic-stiff springs. Since every bead is actually a bundle of CH2
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monomers, a more accurate CG representation involves squishy/soft beads that allow some overlap
of their boundary, σ . Accordingly, we switch out the pair potential of harmonic-stiff chains to the
WCA (LJ repulsive) potential. This modification introduces the WCA energy scale, ε, as an added
degree of freedom to our chains. The hard harmonic-stiff rods and soft harmonic-stiff springs also
differ by the bonded potential; springs use the harmonic potential in Equation 5.4, which permits
the bond length to fluctuate around l0 with energy scale κ. Our experiments suggest that neither
the bonded potential choice nor the value of κ affect crystallization mechanisms significantly.
That is, unless κ was small enough to permit significant deviations from l0 , which is not the case
here. Consequently, we explore this no further. In other words, any differences between the phase
behavior in hard harmonic-stiff rods and soft harmonic-stiff springs are attributed to the nonbonded
potential.
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b)
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Figure 5.8: Phase barriers for hard harmonic-stiff rods and soft harmonic-stiff springs in the a)
φ –Tr and b) φeff –Tr plane. Scattered dashes and stars show TIN and TNC , respectively, in blue for
hard harmonic-stiff rods and magenta for soft harmonic-stiff springs. Lines are best fits to the data.

Figure 5.8a and b show phase boundaries of both the hard and soft harmonic-stiff chains in
the φ –Tr and φeff –Tr plane. The blue phase boundaries in Figure 5.8 are just the same boundaries
from Figure 5.6 and 5.7 for the hard harmonic-stiff rods. After switching out the hardness with soft
beads, the phase boundaries (IN and NC) are shifted to the left in Figure 5.8a; at commensurate φ ,
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soft chains order at lower TIN and TIC . For example, soft chains at φ = 0.438 have TIN = 0.111 and
TIC = 0.03, while hard chains at the same (nominal) density have TIN = 0.136 and TIC = 0.048.
In this way, softness can be interpreted as a reduced drive to order. At the same φ , soft beads can
reduce their surface free energy by reducing their volume. By having an effective size, aeff , lower
than a, soft chains postpone TIN and TIC to lower T . Further evidence to this hypothesis can be
seen by observing that the TIC from hard and soft chains are equal at low Tr , where Equation 5.9
predicts that aeff (T = 0) = a.
Correcting for Tr 6= 0, changes the size, and therefore the volume fraction, occupied by soft
beads. One can use Equation 5.9 to calculate aeff (T ) and correct φ to φeff = φ ∗ aeff /a for a more
accurate measure at the temperature of interest. Taking φ = 0.438 as an example again, correcting
TIN to the φeff (TIN = 0.111) = 0.438∗aeff (0.111) results in aeff = 0.953 and φeff = 0.379. Similarly,
for TIC = 0.03 at φ = 0.438, aeff = 0.974 and φeff = 0.404. Repeating this procedure for each result
provides the data points in Figure 5.8b.
Comparison of the two figures shows the importance of shifting φ to the φeff (Tm ) for the soft
system. Figure 5.8a suggests that softness shifts the phase diagram to the left whereas the figure
collapses after the correction to φeff . At a constant φ , soft beads are able to reduce their effective
repulsive size, thereby reducing the effective volume fraction of chains, φ . After correcting for
aeff , the impact of this reduced drive to crystallize is transformed to a small benefit (shift to right).
Unlike the impact of the stiffness potential, soft bead and hard bead potentials do not result
in qualitatively different results. The nucleation mechanism is the same. A quench in both the hard
and soft spheres results in an initial IN at TIN and an IC at a lower T = TIC . Additionally, Figure 5.8
suggests that the results from both models are quantitatively similar, provided one corrects for the
effective instantaneous φeff at each T .

5.3.5

Equilibrium phase behavior in soft harmonic-stiff springs: Effect of bending stiffness
As mentioned, softness adds a new degree of freedom, the ratio of stiffness to repulsion

energy scale, kb∗ = kb /ε, that impacts the phase behavior. To quantify the impact of this ratio, we
plot phase barriers for three values of kb∗ ∈ [0.1, 1, 10] in soft harmonic-stiff springs in both the
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Figure 5.9: Phase barriers for soft harmonic-stiff springs at various stiffness to repulsion energy
scale ratio, kb∗ = kb /ε in the a) φ –Tr and b) φeff –Tr plane. Scattered dashes and stars show TIN and
TNC , respectively, in red, magenta and blue for kb∗ = [0.1, 1, 10], respectively. Lines are best fits to
the data.

φ − −Tr and φeff − −Tr planes in Figure 5.9a and b, respectively. One would expect that added
stiffness shifts the phase boundaries to the right in Tr ; stiffer chains will have an added driving
force to nematically align. This is true only when φ is corrected to the instantaneous φeff at the
transition, as in Figure 5.9b, which validates the correction. This also suggests that its important
to compare soft systems with a corrected density, even in the absence of a comparison with a
hard sphere case. This is especially true with the kb = 10 case where the absolute value of the
temperature = kb TIN is large and φeff (TIN ) is far smaller than φ .
As expected, added stiffness shifts the phase boundaries to the right in temperature, Tr . As
can be seen from the three investigated kb∗ = [0.1, 1, 10] in Figure 5.9b, the effect of kb∗ is mild on
both the TIN and TIC curves. The phase boundaries are slightly shifted and are qualitatively similar.
The scattered data show good agreement as well.

5.4

Conclusion
This study explored various polymer models to better understand the impact of model

choices on phase behavior. Three models were explored: hard step-stiff rods, hard harmonic-
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stiff rods and soft harmonic-stiff springs. Additionally, the stiffness strength’s effect in the soft
system was investigated. For each model, WLMC thermal profiles of P2 , fcryst and CV characterized transitions at various φ ∈ [0.3 − 0.5], where a discontinuity indicated either an IN, IC or NC
transition between a melt–nematic, melt–crystal or nematic–crystal, respectively. These transition
locations then defined phase boundaries for each system, dividing the melt, nematic and crystal in
φ –Tr space.
Our investigations of the equilibrium phase behavior of these oligomer models suggests
that the choice of the stiffness potential is quite consequential. Hard step-stiff rods showed two
isochoric regimes. At low φ , there was a single IN transition in a temperature quench, while for
φ > φc , there was a IC transition. Contrastingly, hard harmonic-stiff rods saw three isochoric
regimes. Much like the hard step-stiff rods, the low φ regime saw a single IN, while the high φ
regime has a single IC. However, at some intermediate φ range, harmonic-stiff rods encountered a
2-step ordering from the melt to the crystal. In a temperature quench, the rods first underwent an
IN at some TIN and then an NC at a TNC < TIN .
This result is quite significant to the physics of nucleation. In our previous study,[240]
we studied the free energy landscapes of step-stiff rods at TIC and argued that the transition was
cooperative and simultaneous in both the nematic and the crystal ordering space. This result would
not be true for the harmonic-stiff rods investigated here. Rather, harmonic-stiff rods encounter a
transition that is more in line with new theories of crystal nucleation. Specifically, these rods seem
to undergo a crystallization with a reduced barrier via the nematic phase.
Model selection was less impactful when considering the nonbonded or the stretching potential. The difference between the phase behavior of hard and WCA beads seemed significant,
with soft beads ordering at lower T . However, correction for the reduced excluded volume of
soft beads resulted in qualitatively and quantitatively similar TIN and TIC curves. Given that those
chains also differed by the stretching potential shows that it lacks a significant effect on the phase
behavior.
In addition to adding softness, the nonbonded potential introduced a stiffness strength degree of freedom kb∗ that impacted the phase behavior. Stiffer chains ordered at higher temperatures.
This was only true after correcting φ to φeff , showing the importance of correcting for excluded
187

volume differences even when comparing similar models. The shift was mild and for the explored
range kb∗ ∈ [0, 10], the phase boundaries were qualitatively similar to the kb∗ = 1 case.
This mode of investigation can clearly distinguish the thermodynamic phase behavior of a
model polymer chain. Further investigations into more complex models such as the PYS, SDK,
etc. will result in a better understanding of nucleation mechanisms in polymers. Additionally,
this approach can address different results in the literature by ascribing phenomena as either of
kinetic or thermodynamic origin. It would be interesting to investigate the effect of van der Waals
attractions. Specifically, do attractive interactions change the mechanism of nucleation or will they
only constitute a shift due to excluded volume like the WCA potential here?
The harmonic-stiff rods here are also an interesting system for investigation of free energy
landscapes. A free energy analysis can provide more insight into the mechanism of crystal nucleation. For example, is the NC transition truly barrierless? If so, this provides evidence to the
long-standing spinodal decomposition hypothesis in the literature.[10]

188

CHAPTER 6.

CONCLUSIONS AND FUTURE WORK

The Conclusions and Future Work Chapter will conclude the Dissertation by summarizing
its key findings and how they relate to the research objectives and tasks described in the Introduction Chapter 1. This presentation also focuses on the value and contribution of these results to the
polymer crystallization literature and the grander polymer physics literature. Finally, it will ponder
on the limitations of the Dissertation, with a particular focus on methodological limitations, and
then propose opportunities for future research that remedy mentioned limitations.

6.1

Dissertation Results and Connection to Objectives
The Dissertation aimed to accomplish five overarching objectives, which were first pre-

sented in Section 1.6 and are repeated below:
1. differentiate between the validity of CNTP and SOMM theories to polymer crystallization,
2. determine the interplay between crystal and nematic order during crystallization,
3. identify pathways and intermediates relevant to the melt–crystal transition,
4. discover and study relationships between the semiflexibility of polymer chains and the melt–
crystal nucleation pathway and,
5. resolve literature controversies by careful exploration and comparison of phase diagrams
resulting from different polymer models.
To accomplish these objectives, the Dissertation laid out four tasks. Put together, these four
tasks were to construct equilibrium phase diagrams and FELs, while utilizing a bottom up approach
to polymer models and utilizing methodological innovations to optimize all simulations. These
tasks were applied in different ways in all three body Chapters preceding this one to accomplish
the previously mentioned objectives.
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Chapter 3 explored the parallelization of MC simulations for GPU compuatation. Via a
novel domain decomposition, a serial MC algorithm was converted to a parallel algorithm. This
approach decomposed the simulation box into different domains that are separated by a cutoff distance, enabling parallel calculation without introducing errors or violating the balance condition.
The modified algorithm was verified by comparison of its results against an open source MC algorithm and some published work. This parallel algorithm impressively sped up the MC algorithm
by one order of magnitude for select conditions.
This Chapter’s main insights were that domain decomposition did not sufficiently accelerate simulations to allow study of phase behavior in models, at least without improvement of
the current algorithm. Despite the algorithm’s gains, a single order of magnitude speedup is not
sufficient to allow for the study of phase behavior of complex polymer models. This discovery
motivated the introduction of the bottom up approach to polymer models and the focus on WangLandau and expanded ensemble sampling. A bottom up approach increased the probability that
simulations are tenable in realistic clock times, while the biased simulations reduced barriers encountered in the simulation, effectively reducing simulation times.
Chapter 4 presented published work on the simulation of a semiflexible oligomer melt with
a simple stepwise stiffness potential and study of the melt’s phase behavior. The oligomer melt
had two regimes of ordering; below a critical density, the melt ordered to a nematic phase, whereas
above it, it crystallized. The Chapter also presented FELs of crystal nucleation with respect to
changes in both crystal and nematic order. By analyzing the FELs of crystallization, the nucleation
pathway was determined to undergo cooperative increases of both crystal and nematic order.
Chapter 4 addressed many of the objectives of the Dissertation. Namely, it determined that
neither CNTP nor SOMM were appropriate descriptions of the model’s nucleation, determined the
interplay of crystal and nematic order using order parameters and phase diagrams, and identified
specific pathways in the melt–crystal transition. CNTP predicts that the nucleation pathway is in
changes of crystal order, whereas the SOMM hypothesis suggests that pathways and barriers are in
the nematic dimension. In contrast, the oligomer’s transition state existed in intermediate values of
both crystal and nematic order. In fact, the thermodynamic pathway involved cooperative changes
of both crystal and nematic order.
190

Chapter 5 expanded on the insights from Chapter 4 by exploring the sensitivity of nucleation mechanisms to polymer models. By tuning the polymer model, the Chapter explored the
effect of bead softness, bond stretchiness and bond bending. First, it determined that bead softness
constituted a shift to the left in phase boundaries. In other words, transitions were shifted to lower
temperatures at the same density. However, this effect was completely accounted for by a correction of the density of soft beads to an instantaneous/effective density at non-zero temperatures.
Second, changing the strength of bending stiffness also constituted a change in the phase behavior,
which was mitigated by a correction of the density. Third, bond stretchiness did not constitute a
change in the phase behavior.
Finally, the bond bending model selection determined nucleation pathways and shifted
boundaries in unpredictable ways, unlike other model choices. Specifically, a change from the
stepwise stiffness in Chapter 4 to a continuous stiffness introduced a third density regime. Much
like the discrete stiffness model, the chains ordered to a nematic phase at low density and to a
crystal at high density. However, at intermediate denstiy, the melt encounted a two–step transition
from the melt to the nematic and then to the crystal.
In addition to building phase diagrams and determining the importance and interplay of
crystal and nematic order, Chapter 5 studied the effect of various models on the phase behavior
adressing Objectives four and five. As suspected, the semiflexibility model played a large role in
determining nucleation pathways. Additionally, the correction of density to account for softness
of beads was determined as a possible discrepancy between the literature results presented in the
introduction.

6.2

Contributions to the Polymer Crystallization Literature
The Dissertation has resulted in one peer reviewed article[240] and its preliminary data

will result in more published work. Specifically, the published paper presented our study of the
crystallization in a simple semiflexible oligomer (Chapter 4). The preliminary data for the GPU
algorithm laid the groundwork for a future Methods paper on the matter (Chapter 3). Additionally,
Chapter 5’s exploration of the sensitivity of phase behavior to polymer model will result in a

191

published manuscript. Finally, the literature review presented in the Introduction (Chapter 1) may
feature in a larger review article.
In addition to published works, the work presented here resulted in significant methodological innovation and two open source algorithms. The Monte Carlo Polymer Crystallization (MCPC)
algorithm houses the GPU–accelerated algorithm from Chapter 3.[200] The Order Parameter Wang
Landau (OPWL) algorithm implements the biased algorithms used in Chapters 4 and 5.[201] Both
MCPC and OPWL are available online for replication.
To our knowledge, MCPC and Chapter 3 presented the first example of a maximallydecomposed simulation box in 3D in a simulation of polymer chains using MC. It also adds to
the limited literature utilizing GPUs for MC simulations. The speedups presented will probably
result in renewed interest in these simulations and further improvements enabling more GPUaccelerated MC algorithms. At the least, it has motivated our group’s continued interest in this
important problem.
The FELs presented by Chapter 4 validate the utility of equilibrium simulation in exploring
phase behavior. To our knowledge, this is the first example of equilibrium 2D FEL for polymer
crystal nucleation. FELs constructed by EXEDOS simulations carry rich information with much
utility. These FELs provide minimum free energy paths, or nucleation pathways, which allow
comparison to experimental or MD results. These comparisons can define the origin of certain
behavior as thermodynamic or kinetic in origin. In addition, the ability to retrieve free energy
barriers is an important feature that allows direct comparison to other methods of investigation.
Free energy barriers can be used to calculate nucleation times, which can be directly measured in
both MD and experiment.
Importantly, analyses of the phase behavior of various models directly addressed the validity of CNTP or SOMM to polymer crystallization. The semiflexibility model used and the
density determined whether CNTP or SOMM described the crystallization. For high densities, the
isotropic melt encountered a melt–crystal transition at some temperature. Below a certain critical
density, the nucleation was determined by the stiffness model employed.
For the discrete stiffness model, the crystallization transition did not fit the paradigms of
CNTP nor the SOMM hypothesis. The barrier to the crystalline transition neither existed in only
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crystalline order, as CNTP predicts, nor did it involve only nematic order, as SOMM postulates.
Rather, the transition involved a barrier along a cooperative crystalline and nematic ordering path.
The introduction of the continuously stiffening chain in Chapter 5 added a density regime
where SOMM described the crystallization well. Much like the discrete or stepwise stiff chains,
these chains encountered an isotropic melt–nematic transition at low density and an isotropic
melt–crystal transition at high density. However, at intermediate density, the melt encountered an
isotropic–nematic–crystal transition, resembling the two–step ordering predicted by the SOMM
hypothesis. Seemingly, with this more detailed/accurate polymer model, the SOMM hypothesis
appropriately describes the nucleation pathway for certain densities. This adds to the growing
literature evidence to the validity of the SOMM hypothesis in describing polymer crystallization.
This differing result between the two stiffness models verifies the importance of semiflexibility in defining the nucleation path taken by polymers. Chains with a discrete stiffness crystallized via a unique cooperative transition, whereas ones with a continuous stiffness encountered a
two–step transition to the crystal via a nematic precursor. Chains without a stiffness model would
not extend nor fold like realistic crystals, making semiflexibility an important feature of polymer
crystallization. In fact, the lack of a similar importance of the interbead potential (soft versus hard),
the stiffness strength, or the bond stretching potential (tangent versus harmonic) in determining the
nucleation pathway suggests that the stiffness model is the sole determining factor of this phase
behavior. This result strongly suggests that theoretical approaches should incorporate conformational entropy due to chain stiffness when proposing alternatives to CNTP, much like approaches
in the SOMM hypothesis.[15], [16], [70]
Although this importance of nematic order has been shown by simulation before, our study
is the first to demonstrate this importance in purely equilibrium simulations. This is a significant
result, validating the importance of nematic order at equilibrium. Given that the origin of nematic
order is thermodynamic, this result diminishes any ideas about the preponderence of nematic order
due to large nucleation barriers. In other words, the presence of nematic ordering, whether simultaneously or as a precursor to crystal order, is not due to kinetics but rather is the thermodynamically
stable pathway! These results directly verify the Dissertation’s main hypothesis: polymer chain
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stiffness and nematic order play a previously under-recognized role in selecting polymer crystal
nucleation pathways.
In addition to pointing to the importance of stiffness models, these results suggest that the
variations in the literature may be due to the use of different polymer models, at least in part. In
particular, results from Chapter 5 show that correcting for bead softness is important when comparing soft models under differing conditions and not only when comparing against hard models.
Many crystalline transitions in the literature occur at differing temperatures and for different interbead potentials. Perhaps interpretations of these results can benefit from similar corrections before
comparison.
In the grand scheme, this study’s predictions add to a body of work that will inevitably lead
to better crystallization control in industrial applications. The methods and techniques developed
here provide a clear recipe for the study of the relationships between polymer chain physics and
crystal structure. The elucidation of the importance of stiffness may motivate synthesis of polymers
with specific stiffness kinds/strengths in mind. These “designer” polymers will selectively order
into desirable structures that yield desired properties in the final semicrystalline polymer product.

6.3

Limitations of the Dissertation’s Results
Despite these significant contributions, our contributions are tempered by some important

limitations. These limitations include imperfect models used to represent polymer chains, finite
sized effects, lack of kinetics and researcher bias.
The lack of attraction in our polymer models may change observed nucleation pathways.
Obviously, attraction will increase the driving force to crystallize; attraction motivates an increase
in the coordination number, which is at a maximum in close-packed crystals. Phase behavior
presented in the Dissertation lacks any attraction between beads. This could be done by the introduction of a Lennard Jones potential with a large enough cutoff. Still, some literary explorations by other groups suggests that attraction constitutes a simple shift in the transition temperature,[66], [76], [77], [100], [102]–[104] not unlike that observed when soft beads were introduced in
Chapter 5.
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Additionally, the lack of torsional potentials may equally impact resultant pathways. Surely,
the lack of a torsional potential, or at least the chosen stiffness models, do not permit chain folding at a high enough probability to observe the chain folded crystals of PE and other semiflexible
polymers. The chosen coarse graining also implicitly defines the torsional potential, precluding the
definition of an explicit torsional potential. In other words, to explore torsional degrees of freedom
requires use of more finely-grained beads.
Despite our best efforts, the chain number and length in most simulations may be too
small for realistic results or comparison to experiment. First, these box sizes are too small to
avoid finite sized effects. These finite sized effects may be significant and introduce unrealistic
phases. Increasing confidence in our results are comparisons in Chapter 5 that compare the phase
behavior between systems with 90 and 125 chains. These results suggest that finite sized effects are
small, albeit present. Perhaps more importantly, our projected chain length of 40 CH2 monomers
is below the entanglement length of most polymers. Given the importance of entanglement to
crystallization,[20], [276] this reality may be detrimental and deserves future study.
Another weakness of the models selected is our focus on homopolymers only. A branch
of the literature on nucleation theories suggests that branching and polydispersity play a large role
in determining nucleation pathways. Particularly, Wenbing Hu’s intramolecular crystal nucleation
theory suggests that chains nucleate favorably in regions of the melt with longer chains.[149]–[152]
Our use of a single chain length precludes insights into these systems and their relative importance
to nucleation.
Moreover, the Dissertation’s aim of avoiding kinetics may be a weakness in the generality
of results. It is certainly true that dynamic considerations are numerous and impactful in polymer
melts. MC simulations bypass kinetics by employing polymer-specific moves, as opposed to solving Newton’s equations of motion. The glass transition in particular impacts crystallization and
may bias our simulations away from reality. As I’ve laid out, I maintian that this apparent weakness is a strength and makes equilibrium MC simulations a strong complimentary method when
compared against MD or experimental results for its ability to differentiate thermodynamic results
from kinetically motivated ones.
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Researcher bias due to my lack of coding expertise in the early parts of the Dissertation
surely resulted in suboptimal research quality. This was particularly impactful in the early stages
of the Dissertation in Chapter 3. The GPU-acceleration of serial MC would have benefited from
more expedient and informed exploration of options and research directions.

6.4

Recommendations for Future Work
Given the frequent feature of model weaknesses in the limitations in Section 6.3, model

improvements take center stage here. Specifically, models incorporating attractions and torsional
degrees of freedom will certainly improve outcomes and the generality of the study. In the same
way, systematic fine-graining of coarse-grained beads will increase the generality of results and
provide accurate measurables, such as accurate fold numbers and crystal thicknesses. Additionally, exploration of branched and polydisperse melts will allow us to address more theoretical
formulations and improve our insights on the universality of results.
Near-equilibrium MD simulations of the same polymer models and configurations allows
for comparison between the predictions with and without kinetics. Beginning an MD trajectory
with a stable nematic precursor from MC simulations may provide insight into the real pathways
polymer crystals nucleate via nematic precursors. MD simulations also provide unique measurables that we can compare against MC results. For example, if MD simulations yield different
nucleation times adds evidence to the effect of kinetics on nucleation pathways.
Another largely unexplored feature of the Dissertation’s results is the decomposition of
free energy to internal energy and entropy. This decomposition into enthalpic and entropic contributions permits larger insights into nucleation that are important to theoretical formulations. In
particular, these results may provide numerical estimates to conformational entropy, which features in Muthukumar’s,[15], [16] and Yokota and Kawakatsu’s nucleation theories.[70] Section 4.5.4
shows an example of this decomposition for the results in Chapter 4.
Another unexplored feature is the construction of 3D FELs in changes in crystal and nematic order, as well as changes in temperature. This methodological improvement allows for a
better understanding of the free energy barrier at near-equilibrium and allows comparison to more
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literature results that feature reduced temperatures below equilibrium melting temperatures. Additionally, with the importance of two–step transitions, it becomes important to incorporate temperature to extract 2D FEL pathways through both transitions. This innovation may also allow for
specific evidence for or against a spinodal decomposition mechanism, as proposed by Olmsted.[10]
As an example, a barrierless crystalline transition after the previous nematic ordering constitutes
evidence for spinodal-assisted nucleation.
Certain methodological improvements may improve simulation speeds providing access to
more complex models/simulations. An obvious dimension is employing better polymer moves,
such as chain bridging or hybrid MD moves. Additionally, a smarter design of Replica-exchange
WLMC or EXEDOS can also reduce simulation times and barriers to exploring new systems.
Much of the effort of simulating new systems is deticated to selecting ideal window sizes, bin
sizes, relevant energy or order parameter ranges, etc. that allow for expedient and meaningful
simulations. Automatic selection of bin sizes, window sizes, order parameter ranges, etc. may
be done by the algorithm by using an iterative algorithm that makes decisions based on initial
estimates of the free energy or entropy. For example, if a window traverses a large free energy
change, it is split into two windows or the bin size is reduced. As another example, if a new
ground energy (or order parameter) state is found, the simulation is reset with the new energy
within its lowest window.
Finally, more research on accelerating MC simulations via parallelization is necessary. Algorithm profiling via NVIDIA’s profiler or other means will expose avenues for parallelism, improving resultant speedups. Also, an obvious avenue for exploration is systematic tuning of the
cutoff radius, which will reduce the number of cells, reducing speedup, but will improve the effectiveness of moves, increasing speedup. Perhaps, a balanced approach to this cutoff radius selection,
as opposed to the maximum value chosen in Chapter 3, will result in better outcomes. More recommendations for improvements exist in Section 3.5.
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6.5

Closing Remarks
To conclude, the Dissertation successfully fills gaps in the literature’s understanding of how

polymers crystallize. By utilizing equilibrium simulations, the Dissertation verifies the importance
of chain semiflexibility and nematic order to the process of polymer crystal nucleation. Although
these findings introduce more research questions than they address, I believe that these results
move the needle on our collective understanding of how polymers order within a melt. In addition,
the Conclusion has laid out my vision for future research addressing the new questions exposed by
this study.
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