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ˇCECH COHOMOLOGY OVER F12
JARET FLORES, OLIVER LORSCHEID, AND MATT SZCZESNY
ABSTRACT. In this text, we generalize Cech cohomology to sheaves F with values in blue
B-modules where B is a blueprint with −1. If X is an object of the underlying site, then the
cohomology sets Hl(X ,F) turn out to be blue B-modules. For locally free OX -module F
on a monoidal scheme X , we prove that Hl(X ,F)+ =Hl(X+,F+) where X+ is the scheme
associated with X and F+ is the locally free OX+ -module associated with F.
In an appendix, we show that the naive generalization of cohomology as a right derived
functor is infinite-dimensional for the projective line over F1.
INTRODUCTION
While many standard methods in algebraic geometry carry over readily to F1-geometry,
other methods withstand a straightforward generalization since essential properties from
usual algebraic geometry fail to be true or produce unusual results.
Sheaf cohomology with values in categories over F1 belongs to the latter class of the-
ories. Though methods from homological algebra generalize without great difficulties to
injective resolutions of sheaves on F1-schemes (see [6]), the derived cohomology sets are
larger than one would expect. For instance, the first cohomology set H1(X ,OX) of the
projective line X = P1
F1
over F1 is of infinite rank over F1, cf. Appendix A.
There have been some ad hoc observations for the projective line P1
F1
in [3], for which
ˇCech cohomology works well as long as the chosen covering consists of at most two open
sets. For larger coverings, however, it is not clear how to make sense of the alternating
sums in the definition of ˇCech cohomology.1
This problem resolves naturally for sheaves over F12 , since F12 contains an additive
inverse −1 of 1, i.e. it bears a relation 1+(−1) = 0. This leads naturally to the theory
of blueprints, which deals with multiplicative monoids that come together with certain
additive relations that might be weaker than an addition.
The aim of this paper is to define ˇCech cohomology for sheaves with values in blue
B-modules where B is a blueprint with −1, and to show that this leads to a meaningful
theory.
We calculate the cohomology of a monoidal scheme X in terms of a comparison with
the cohomology of their associated scheme X+, which is also denoted by “X ⊗F1 Z” in the
literature. For this comparison, we assume the following mild technical assumption on an
open covering {Ui}i∈I of X .
Hypothesis (H): For all finite subsets J ⊂ I of I, the restriction map
resUJ ,UI : OX(UJ)→ OX(UI)
is injective.
The following is Theorem 5.5 of the main text.
Theorem A. Given a monoidal scheme X over B that admits a finite covering {Ui} with
Hypothesis (H) such that OX(Ui) are monoid blueprints over B. Then we have for every
1During the time of writing, Jaiung Jun has published his preprint [8] on ˇCech cohomology for semirings.
His method of double complexes might be applicaple to the setting of this paper.
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locally free sheaf F on X that
H l(X ,F)+ = H l(X+,F+).
Note that the class of monoidal schemes with a covering satisfying Hypothesis (H)
contains, in particular, a model for every toric variety. Therefore the results of this paper
might be helpful for calculations of sheaf cohomology for toric varieties, cf. Remark 5.7.
In the first part of this paper, we define ˇCech cohomology for sheaves of blue B-modules
on an arbitrary site. We choose this general formulation because it is applicable to arith-
metic questions like the e´tale cohomology of the compactification SpecZ of the arithmetic
line; see [10] for a model of SpecZ and some ideas towards such a theory.
In the second part of this paper, we introduce the notion of monoidal schemes over a
blueprint B, which extends the notion of monoidal schemes from F1 to any blueprint, and
we discuss the notion of locally free sheaves. In a final section, we formulate and prove
our main result Theorem A.
Since there are several introduction to blueprints and blue schemes, we do not provide
another one in this text, but provide the reader with a reference where this is necessary.
As a general reference, we suggest the overview paper [9]. In particular, the reader will
find the definition of a blueprint in section II.1.1, and the definition of a blue B-module in
section II.6.1 of this paper.
Part 1. ˇCech cohomology over F12
1. DEFINITION FOR A FIXED COVERING
In this part of the paper, we consider a site T and an object X of this site. We assume that
T contains fibre products, so that we have a notion of covering families U= {Ui}i∈I of X .
We will define ˇCech cohomology for X with values in sheaves in blue B-modules where B
is a blueprint with −1, which can also be thought of as an F12-algebra.
Throughout this part of the paper, we fix the site T and the object X . For this section,
we also fix the covering family U and aim for defining the ˇCech cohomology H l(X ,F;U)
w.r.t. U.
A blueprint with −1 is a blueprint that has an element −1 that satisfies the additive
relation 1+(−1) ≡ 0. This element is necessarily unique, which means that there is a
unique blueprint morphism F12 → B from
F12 = {0,1,−1}〈1+(−1)≡ 0〉
to B. By multiplying the defining relation for −1 with an arbitrary element a of B, we see
that −a = (−1) ·a is an additive inverse of a, i.e. it satisfies the relation a+(−a)≡ 0.
Let ModblB be the category of blue B-modules and F a sheaf on T with values in ModblB .
Let U= {Ui}i∈I be a covering family of X where I is a totally ordered index set.
Definition 1.1. For l ≥ 0, we denote by Il the family of all subsets I of I with cardinality
l + 1. For such a subset, we write I = (i0, · · · , il) if I = {i0, . . . , il} and i0 < · · · < il . We
define
UI = Ui0 ×X . . .×X Uil and FI = F(UI),
which is a blue B-module. Given I ∈ Il and k ∈ {0, . . . , l}, we denote by Ik the set
{i0, . . . , îk, . . . , il}. The canonical projection UI → UIk onto all factors but Uk defines a
morphism
∂ (l)k,I : FIk −→ FI .
If we define
C
l = ∏
I∈Il
FI
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the morphisms ∂ (l)k,I for varying I define a morphism
∂ (l)k : Cl−1 −→ Cl
for every k = 0, . . . , l. The ˇCech complex of U with values in F is the cosimplicial blue
B-module
C• = C•(X ,F;U) =
(
C0
∂ (1)0
//
∂ (1)1
// C1
∂ (2)0
//
//
∂ (2)2
//
C2
//
//
//
//
C3 · · ·
)
.
Remark 1.2. In practice, the index set I is often finite. Then the ˇCech complex is finite
since Cl is the empty product, i.e. Cl = 0, if l ≥ #I.
This cosimplicial set is often called the ordered ˇCech complex in literature, in contrast
to the total ˇCech complex C•tot with Cltot = ∏F{i0,...,il} where the product is taken over all
elements (i0, . . . , il) ∈ Il+1 without any assumption on the ordering or distinctness of the
ik’s.
Definition 1.3. Let C• be a cosimplicial blue B-module. The set of l-cocycles of C• is
Zl = Zl(C•) =
{
x ∈ Cl
∣∣∣∣ l+1∑
k=0
(−1)k∂ (l+1)k (x)≡ 0
}
which we consider as a full blue B-submodule of Cl , i.e. the pre-addition of Zl is the
restriction of the pre-addition of Cl to Zl . The set of l-coboundaries is
Bl = Bl(C•) =
{
x ∈ Cl
∣∣∣∣ ∃y = ∑
i
yi ∈ (Cl−1)+ such that x ≡∑
i
l
∑
k=0
(−1)k∂ (l)k (yi)
}
,
which is considered as a full blue B-submodule of Cl . For the case l = 0, we use C−1 = {0}.
If C• = C•(X ,F;U), then we also write Zl(X ,F;U) = Zl(C•) and Bl(X ,F;U) =
Bl(C•). In this case, we have
Zl(X ,F;U) =
{
(aI) ∈ ∏
I∈Il
FI
∣∣∣∣ ∀J ∈ Il+1, l+1∑
k=0
(−1)k∂ (l+1)k,I (aJk )≡ 0
}
and
Bl(X ,F;U) =
{
(aI) ∈ ∏
I∈Il
FI
∣∣∣∣ ∃(bJ) ∈ ∏
J∈Il−1
F+J , ∀I ∈ Il , aI ≡
l
∑
k=0
(−1)k∂ (l)k,I (bIk )
}
.
where we define δ(l)k,I(bJ) = ∑ j δ(l)k,I(bJ, j) for bJ = ∑ j bJ, j ∈ F+J and J = Ik.
Lemma 1.4. For every l ≥ 0, we have Bl(C•)⊂ Zl(C•).
Proof. Given (ai) ∈Bl(C•), i.e. there is an element (bJ) ∈ (Cl−1)+ such that
aI ≡
l
∑
k=0
(−1)k∂ (l)k (bIk)
for all I ∈ Il , then we have for every L ∈ Il+1
∑
k
(−1)k∂ (l+1)k (aLk) ≡ ∑
k′ 6=k
(−1)k ∂ l+1k ◦ ∂ lk′
(
(−1)k
′+ǫbLk,k′
)
where ǫ= 0 if k′ < k and ǫ= 1 if k′ > k, and Lk,k′ = L−{k,k′}. Since ∂ l+1k ◦∂ lk′ = ∂ l+1k′ ◦∂ lk ,
the above sum equals
∑
k′<k
(−1)k+k
′ ∂ l+1k ◦ ∂ lk′
(
bLk,k′
)
+ ∑
k<k′
(−1)k+k
′+1 ∂ l+1k ◦ ∂ lk′
(
bLk,k′
)
≡ 0,
which shows that (aI) ∈ Zl(C•). 
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Definition 1.5. The l-th ˇCech cohomology of X w.r.t U and with values in F is defined as
the quotient
H l(C•) = Zl(C•) / Bl(C•)
of blue B-modules. If C• = C•(X ,F;U), then we also write H l(X ,F;U) = H l(C•).
Recall that a morphism Ψ : C• →D• of cosimplicial blue B-modules is a collection of
morphisms ψl : Cl →Dl of blue B-modules for all l ≥ 0 that commute with the respective
coboundary maps ∂ (l)k of C• and D•, i.e. ∂
(l)
k ◦ψl−1 = ψl ◦ ∂
(l)
k for all l ≥ 0 and 0 ≤ k ≤ l.
Lemma 1.6. Let Ψ : C•→D• be a morphism of cosimplicial blue B-modules. Then
ψl(Z
l(C•))⊂ Zl(D•) and ψl(Bl(C•))⊂Bl(D•).
Consequently, Ψ induces a morphism
H l(C•) = Zl(C•) / Bl(C•) −→ Zl(D•) / Bl(D•) = H l(D•)
for every l ≥ 0.
Proof. Let x ∈ Zl(C•), i.e. ∑(−1)k∂ (l+1)k (x)≡ 0. Then ψl(x) ∈Dl satisfies
l+1
∑
k=0
(−1)k ∂ (l+1)k (ψ(x)) ≡
l+1
∑
k=0
(−1)k ψl+1∂ (l+1)k (x) ≡ ψl+1(0) ≡ 0.
This shows that ψ(x) ∈ Zl(D•). Let x ∈ Bl(C•), i.e. there exists an y ∈ Cl−1 with x ≡
∑(−1)k∂ (l)k (y). Then we have
ψl(x) ≡ ∑(−1)kψl
(
∂ (l)k (y)
)
≡ ∑(−1)k∂ (l)k (ψl−1(y)),
which shows that ψl(x) ∈Bl(D•). 
Next, we prove that the ˇCech cohomology w.r.t. U does not depend on the ordering of
the index set I. Note that the definition of the ˇCech complex C• is independent of the
ordering of I.
Proposition 1.7. For l ≥ 0, the subsets Bl and Zl of Cl are independent of the ordering of
I. Consequently, H l(X ,F;U) does not depend on the ordering of I.
Proof. The usual argument works in this context: we show that C• is isomorphic to the
alternating ˇCech complex C•alt as a cosimplicial blue B-module. The blue B-modules Clalt
are defined as all elements aI of Cltot that satisfy
aI = 0
if I = (i0, . . . , il) with ik = ik′ for some k 6= k′, and
aσI = sign(σ)aI
for a permutation σ ∈ Sl+1 and σI = (iσ(0), . . . , iσ(l)). This defines a cosimplicial subset
C•alt of C•tot. Consider the following morphisms of blue B-modules
π : Clalt −→ C
l .
(aI)I∈Il+1 7−→ (aI)I∈Il
and
ι : Cl −→ Clalt
(aI)I∈Il 7−→ (a˜I)I∈Il+1
with a˜I = sign(σ)aσI if σI ∈ Il and a˜I = 0 if I = (i0, . . . , il) with ik = ik′ for some k 6= k′. As
in the usual case of ˇCech cohomology with values in abelian categories, it is easily verified
that ι and π are mutually inverse isomorphisms.
If I˜ is the index set I with a different ordering and π˜ : C•alt → C• is the isomorphism
with respect to this ordering, then the automorphism π˜ ◦ ι : C• → C• sends the set Zl of
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l-cocycles w.r.t. to the ordering of I to the set Z˜l of l-coboundaries w.r.t. the ordering of
I˜. More precisely, π˜ ◦ ι sends aI to sign(σ)aσI where σ is the permutation such that σI is
ordered w.r.t. to the ordering of I. Since B is with −1, we see that Z˜l = Zl .
Similarly, π˜ ◦ ι restricts to an automorphism of Bl . This shows the claim of the propo-
sition. 
2. REFINEMENTS
In this section, we show that the ˇCech cohomology H l(X ,F;U) is functorial in refinements,
so that we form the colimit H l(X ,F) = colimH l(X ,F;U), which does not depend on the
choice of a covering family of X anymore.
Definition 2.1. A refinement of a covering family U = {Ui}i∈I is a covering family V =
{V j} j∈J together with a map ϕ : J→ I and a morphism ϕ j : V j →Uϕ(i) for every j ∈ J.
We write Φ : V→ U for such a refinement.
Given a refinement Φ : V→ U of U, we get induced maps ϕ : Jl → Il that send J =
{ j0, . . . , jl} to ϕ(J) = {ϕ( j0), . . . ,ϕ( jl)} and morphisms
ϕJ : VJ = V j0 ×X · · ·×X V jl −→ Uϕ( j0)×X · · ·×X Uϕ( jl) = Uϕ(J)
for every J ∈ Jl and l ≥ 0. This defines, in turn, a morphism ψl : Cl(X ,F;U)→ Cl(X ,F;V)
for every l ≥ 0. The morphisms ψl commute with the respective coboundary morphisms
∂ (l)k of C•(X ,F;V) and C•(X ,F;U). Thus Φ :V→U induces a morphism Ψ :C•(X ,F;U)→
C•(X ,F;V) of cosimplicial blue B-modules, which maps cocycles to cocycles and cobound-
aries to coboundaries. This means that we get a morphism
Ψ : H l(X ,F;U) −→ H l(X ,F;V)
from the ˇCech cohomology w.r.t. U to the ˇCech cohomology w.r.t. V.
Definition 2.2. The ˇCech cohomology of X with values in F is defined as the colimit
H l(X ,F) = colim H l(X ,F;U)
over the system of all covering families U of X together with all refinements Φ : V→ U of
covering families.
Part 2. Cohomology of monoidal schemes
3. MONOIDAL SCHEMES OVER A BLUEPRINT
Monoidal schemes a.k.a. monoid schemes a.k.a. F1-schemes (in the sense of Deitmar, [4],
or Toe¨n and Vaquie´, [13]) form the core of F1-geometry in the sense that they appear as a
natural subclass in every approach towards F1-schemes.
In this section, we introduce monoidal schemes over a blueprint B as certain blue
schemes over B. Note that refer to the notion of blue schemes from [11], which can be
seen as an improvement of the original definition in terms of prime ideals, as contained in
[9]. If B happens to be a global blueprint, e.g. a monoid, a ring or a blue field, then both
definitions give rise to an equivalent theory. In this case, one can also adopt the viewpoint
of Toe¨n and Vaquie´ in [13], which yields yet another theory in general.
To start with, we adapt the concept of a semigroup ring to the context of blueprints. By
a monoid, we mean a commutative and associative semigroup with neutral element 1 and
absorbing element 0. All monoids will be written multiplicatively. A monoid morphism is
a multiplicative map that sends 1 to 1 and 0 to 0.
Let B = AR be a blueprint and M a monoid. The monoid blueprint of M over B is the
blueprint B[M] = AMRM that is defined as follows. The monoid AM is the smash product
A∧M, which is the quotient of A×M by the equivalence relation that is generated by the
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relations (a,0)∼ (b,0) and (0,m)∼ (0,n) with a,b ∈ A and m,n ∈ M. The pre-addition R
is generated by the set of additive relations{∑(ai,1)≡∑(b j,1) ∣∣∑a j ≡∑b j in B }.
Note that B[M] has the universal property that any pair of a blueprint morphism B→C and
a monoid morphism M → C extends uniquely to a blueprint morphism B[M]→ C. Note
further that as a blue B-module, B[M] is isomorphic to
∨
m∈M−{0}B ·m.
Definition 3.1. Let B be a blueprint. A monoidal scheme over B is a blue scheme X that
has an open affine covering {Ui}i∈I such that
(i) for every i ∈ I, there is a monoid Mi and an isomorphism OX(Ui) ≃ B[Mi] of
blueprints;
(ii) for every i, j ∈ I, the intersection Ui∩U j is covered by affine opens of the form
Vi, j,k = SpecB[Ni, j,k] for some monoids Ni, j,k such that the restriction map res :
B[Mi]→ B[Ni, j,k] is the localization at some multiplicative subset Si,k of Mi, i.e.
Ni, j,k = S−1i,k Mi; and the same holds true for the restriction map res : B[M j] →
B[Ni, j,k].
Remark 3.2. Note that a monoidal scheme over F1 is nothing else than a monoidal scheme
in the usual sense. One can extend the method from [5] to show that X+
Z
is a toric variety
over the ring B+
Z
if X is connected separated integral torsion-free monoidal scheme of finite
type over B.
Proposition 3.3. Let X be a blue scheme over B. Then X is monoidal over B if and only if
there is a monoidal scheme XF1 over F1 such that X is isomorphic to XF1 ×SpecF1 SpecB.
Proof. Since B[M]≃ F1[M]⊗F1 B, it is clear that the base extension XF1 ×SpecF1 SpecB of
a monoidal scheme XF1 to B is monoidal over B.
To prove the other direction of the equivalence, assume that X has a covering {Ui} with
Ui = SpecB[Mi] for certain monoids Mi. The pairwise intersections Ui∩U j have coverings
{Vi, j,k} with Vi, j,k = SpecB[Ni, j,k] where each monoid Ni, j,k is a localization of both Mi and
M j, i.e.
B[Ni, j,k] = B[S−1i,k Mi] = B[S
−1
j,k M j]
for certain multiplicative subsets Si,k of Mi and S j,k of M j. If D is the diagram of all Ui and
Vi, j,k together with the inclusions Vi, j,k →Ui and Vi, j,k →U j, then X is the colimit of D.
We define the affine monoidal schemes Ui,F1 = SpecF1[Mi] and Vi, j,k = SpecF1[Ni, j,k,F1 ].
The colimit of resulting diagram DF1 defines a blue scheme XF1 , which is monoidal
over F1 since {Ui,F1} is a covering of XF1 . It is clear from the construction that X ≃
XF1 ×SpecF1 SpecB. This finishes the proof of the proposition. 
Recall that a blue scheme X is separated over F1 if the diagonal morphism ∆ : X →
X ×X is a closed immersion. An important consequence is that the intersection of two
affine subschemes of a separated blue scheme is affine.
Corollary 3.4. Let XF1 be a separated monoidal scheme over F1 and XB = X ⊗F1 B its
base extension to B. Consider two open affine subsets U1 and U2 of XB such that OXB(U1)
and OXB(U2) are monoid blueprints over B. Then OXB(U1∩U2) is a monoid blueprint over
B.
Proof. Let M1 and M2 be monoids such that OXB(Ui)≃ B[Mi] for i = 1,2. By Proposition
3.3, there are open affine subschemes V1 and V2 of X such that OX(Vi)≃ F1[Mi] for i = 1,2.
We have
U1 ∩ U2 = U1 ×XB U2 =
(
V1 ×X V2
)
⊗F1 B =
(
V1 ∩ V2
)
⊗F1 B.
Since X is separated over F1, the intersection V0 = V1 ∩V2 is affine. By [14, Thm. 30],
there is a monoid M0 that is a localization of both M1 and M2 such that OX(V0)≃ F1[M0].
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Since the intersection U0 =U1∩U2 is isomorphic to the base extension of V0 to B, we have
OXB(U0)≃ B[M0]. This proves the corollary. 
For monoidal schemes over blue fields we can conclude the following.
Proposition 3.5. If B is a blue field and X is a monoidal scheme over B, then every open
subset U of X has an open affine covering {Ui} with Ui = SpecB[Mi] for certain monoids
Mi.
Proof. Let U be an open subset of X and {V j} an open affine covering with OX(V j) =
B[N j]. Then the intersections U ∩V j can be covered by subsets Wj,k such that OX(Wj,k) is
a localization of B[N j]. Since B is a blue field, we have for every multiplicative subset S of
B[N j] that
S−1B[N j] = T−1B[N j] = B[T−1N j] where T = S ∩ {1 ·a |a∈ N j }.
Thus U is covered by the Wj,k and OX(Wj,k) are monoid blueprints over B, which proves
the proposition. 
Example 3.6. The proposition is not true over an arbitrary blueprint B since the localiza-
tions of B are in general not monoid blueprints. For instance consider the integers B = Z.
Then SpecZ is a monoidal scheme over Z, but every proper open subset is of the form
SpecZ[d−1] for some integer d ≥ 2, and Z[d−1] is not a monoid blueprint over Z since we
have
d−1 + · · ·+ d−1︸ ︷︷ ︸
d times
≡ 1.
Note further that even if B is a blue field, not every open subset U of a monoidal scheme
X over B satisfies that it is isomorphic to the spectrum of a monoid blueprint over B. For
instance consider X = Spec(B×B) = SpecB∐SpecB, which is monoidal over B since it
is covered by two copies of SpecB. However, B×B is not a monoid blueprint over B since
it contains the additive relation
(1,0)+ (0,1) ≡ (1,1).
4. LOCALLY FREE SHEAVES
Let B be a blueprint and M a blue B-module.
Definition 4.1. A basis for M is a subset β of M such that
(i) for all m ∈ M, there are elements a1, . . . ,ar ∈ B and pairwise distinct elements
b1, . . . ,br ∈ β such that
m ≡
r
∑
i=1
aibi.
(ii) If
r
∑
i=r
aibi ≡
r
∑
j=s
a′jb′j
for a1, . . . ,ar,a′1, . . . ,a′s ∈ B and pairwise distinct elements b1, . . . ,br,b′1, . . . ,b′s ∈
M, then a1 = · · ·= ar = a′1 = · · ·= a′s = 0.
A blue B-module is freely generated if it has a basis. A blue B-module is free if is isomor-
phic to
∨
b∈β B ·b for a subset β of B.
Note that β is a basis for the free blue module
∨
b∈β B ·b. Thus a free module is freely
generated. The larger class of freely generated modules can be classified as follows.
Lemma 4.2. Let M be a blue B-module with basis β.
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(i) There is a unique isomorphism from M onto a blue submodule of⊕
b∈β
B ·b =
{
(mb) ∈ ∏
b∈β
B ·b
∣∣ mb = 0 for all but finitely many b }
that maps b ∈ β to 1 · b. Conversely, any blue B-submodule of ⊕b∈β B · b that
contains β is freely generated by β.
(ii) Any two bases of M have the same cardinality.
Proof. Since every m ∈M is a unique linear combination m≡∑mbb of the basis elements
b ∈ β where all but finitely many mb ∈ B are 0, the only possible morphism Φ : M →⊕
b∈β B · b sends m to (mbb). Since there are no additive relations between the different
basis elements by (ii) of the definition of a basis, the map Φ is indeed a morphism of blue
B-modules. It is clearly injective and thus defines an isomorphism onto its image. The
latter claim of (i) of the lemma is obvious.
The embedding Φ : M →
⊕
b∈β B · b defines an isomorphism Φ+ : M+ →
⊕
b∈β B+ · b
of blue B+-modules, which have the same basis β. Thus we obtain an isomorphism Φ+
Z
:
M+
Z
→
⊕
b∈β B+Z ·b of free B
+
Z
-modules with basis β. Since any two bases of a free module
over a ring have the same cardinality, we obtain the same result for the freely generated
blue B-module M. 
Definition 4.3. Let M be a freely generated blue B-module with basis β. The rank rkBM
of M over B is defined as the cardinality of β.
Let X be a blue scheme over B and β a (possibly infinite) set of cardinality r. In this
part of the paper, a sheaf on X is a sheaf on the small Zariski site of X .
Definition 4.4. A locally free sheaf of rank r on X is a sheaf F on X in blue B-modules
that has an open affine covering {Ui}i∈I with the following properties:
(i) if Bi = OX(Ui), then for every i ∈ I,
F(Ui) ≃
∨
b∈β
Bi ·b ;
(ii) for every i ∈ I and every open subset V of Ui with OX(V ) = S−1V Bi for some
multiplicative subset SV of Bi, there is an isomorphism F(V ) ≃
∨
b∈β S−1V Bi · b
such that the restriction map
resUi ,V :
∨
b∈β
Bi ·b −→
∨
b∈β
S−1V Bi ·b
corresponds to the localization of each component Bi ·b at SV .
We call a covering {Ui} of X that satisfies properties (i) and (ii) a trivialization of F.
Note that the localizations V of the Ui, i.e. open subsets of the form V = SpecS−1V Bi for
some multiplicative subset SV of Bi, form a basis for the topology of X . Thus a locally free
sheaf F is uniquely determined by a trivialization {Ui} together with the restriction maps
to subsets of the form V = SpecS−1V Bi.
Remark 4.5. There is an obvious notion of a quasi-coherent sheaf on X (cf. [2] for the
case of monoidal schemes). Property (ii) is automatically satisfied if F is quasi-coherent.
In other words, a quasi-coherent sheaf is locally free if and only if there are a set β and an
open affine covering {Ui} of X such that F(Ui)≃
∨
b∈β Bi ·b for all i.
Example 4.6. The sheaf ∨b∈βOX that sends an open subset U of X to ∨b∈βOX(U), to-
gether with the obvious restriction maps, is locally free of rank r = #β. It is called the
trivial locally free sheaf of rank r.
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We construct the base extension of a locally free sheaf to rings. Let F be a locally free
sheaf on X of rank r and U the family of all open affine subsets of X such that F(U) ≃∨
b∈βOX(U) ·b together with all inclusion maps. By properties (i) and (ii), X is the colimit
of U. If U+
Z
denotes the family of all U+
Z
for U in U and all inclusion maps U+
Z
→ V+
Z
whenever U →V is in U, then X+
Z
is the colimit of U+
Z
.
We define F+
Z
(U+
Z
) =
(
F(U)
)+
Z
for all U in U and we obtain restriction morphisms
res : F(U)+
Z
→ F(V )+
Z
for every inclusion V →U in U. Since localizations commute with
base extensions to rings, i.e. (S−1B)+
Z
= S−1(B+
Z
), the values F+
Z
(U+
Z
) for U in U glue
together to a uniquely determined sheaf F+
Z
on X+
Z
. Since( ∨
b∈β
BU ·b
)+
Z
=
⊕
b∈β
B+U,Z ·b,
the sheaf F+
Z
is locally free on X as a sheaf with values in B+
Z
-modules.
5. ˇCECH COHOMOLOGY OF MONOIDAL SCHEMES
In this section, we prove the comparison result for the cohomology of locally free sheaves
on monoidal schemes with the cohomology of its base extension to rings.
Let B be a blueprint with −1 and X a monoidal scheme over B. Let β be a set of
cardinality r and F a locally free sheaf of rank r on X . A trivialization U= {Ui}i∈I of F is
finite if I is a finite set. It is monoidal if the coordinate blueprints Bi = OX(Ui) are monoid
blueprints of the form B[Mi] over B.
We employ the notation from Part 1 of the paper. We assume that I is totally ordered
and denote by Il the set of cardinality l + 1-subsets I of I, which inherits an ordering from
I. We write I = (i0, . . . , il) if I = {i0, . . . , il} and i0 < · · ·< il . For I ∈ Il , we define
UI =
⋂
i∈I
Ui , BI = OX(UI) and FI = F(UI).
Let Cl = ∏I∈Il FI and C• = C•(X ,F;U) the ˇCech complex of X w.r.t. U and values in
F. We denote the coboundary maps as usual by ∂ (l)k : Cl−1 → Cl . We state the following
hypothesis on X and U= {Ui}i∈I.
Hypothesis (H): For all finite subsets J ⊂ I of I, the restriction map
resUJ ,UI : OX(UJ)→ OX(UI)
is injective.
Remark 5.1. Recall that a blueprint B is integral if every non-zero element a ∈ B acts
injectively on B by multiplication. A blue scheme is integral if the coordinate blueprint of
every open affine subscheme U of X is integral. If X is integral, then (H) is satisfied for all
open affine coverings U of X .
Since B is with −1, we have that B+ is a ring, i.e. B+ = B+
Z
. Similarly, X+ = X+
Z
is
a scheme over B+ and F+ is a locally free sheaf on X+ in B+-modules. Defining U+ as
the collection of all affine opens U+i of X+, we obtain a trivialization of F+ and can form
the ˇCech complex C•(X+,F+;U+) of X+ w.r.t. U+ and values in F+. Then the subsets
Zl(X+,F+;U+) and Bl(X+,F+;U+) are B+-modules, and so is H l(X+,F+;U+).
There is a canonical morphism C•(X ,F;U) −→ C•(X+,F+;U+) of cosimplicial blue
B-modules, which is injective in each degree since all blue B-modules Cl(X ,F;U) are with
−1. Thus we can consider Zl(X ,F;U) as a subset of Zl(X+,F+;U+) and Bl(X ,F;U) as a
subset of Bl(X+,F+;U+) for every l ≥ 0. This induces a morphism
H l(X ,F;U) −→ H l(X+,F+;U+)
of blue B-modules.
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Theorem 5.2. Given a monoidal scheme X over B, a locally free sheaf F on X and a finite
monoidal trivialization U= {Ui}i∈I of F that satisfies Hypothesis (H). Then
Zl(X ,F,U)+ = Zl(X+,F+,U+) and Bl(X ,F,U)+ = Bl(X+,F+,U+)
for every l ≥ 0. Consequently, we have
H l(X ,F,U)+ = H l(X+,F+,U+).
Proof. We will establish the following two lemmas in order to prove Theorem 5.2. In the
proofs of these lemmas, we will make use of the usual ˇCech chain complex
C0(X+,F+;U+) d
1
−→ C1(X+,F+;U+) −→ ·· ·
· · · −→ Cl−1(X+,F+;U+) d
l
−→ Cl(X+,F+;U+) −→ ·· ·
where the differentials dl = ∑li=0(−1)i∂ (l)k are the alternating sums of the respective re-
striction maps.
Lemma 5.3. Bl(X ,F,U)+ = Bl(X+,F+,U+).
Proof. Since U is finite, a set of generators for Bl(X+,F+,U+) is given by the images of
the vectors xa,b,J = (0, . . . ,0,a · b,0, . . . ,0) with a ∈ BJ and b ∈ β. The image of such a
vector is of the form (dl(xa,b,J)I)I∈Il . Since xa,b,J has only one non-trivial component, we
have dl(xa,b,J)I = ∂ (l)k (xa,b,J)I for some k. Therefore, the image of x in Cl,+ is contained in
Cl . Since Bl(X ,F,U) =Bl(X+,F+,U+)∩Cl , the lemma follows. 
Lemma 5.4. Zl(X ,F,U)+ = Zl(X+,F+,U+).
Proof. Let Bη = colimBI be the colimit of the blueprints BI for finite subsets I of I. By
Hypothesis (H), the canonical inclusions BI → Bη are injective for all finite I ⊂ I. Since
∂ (l)k extends to a B+Ik -linear map
∂ (l),+k : F+Ik ≃
⊕
b∈β
B+Ik ·b −→
⊕
b∈β
B+I ·b ≃ F
+
I ,
the ˇCech chain complex
C0(X+,F+;U+) d
1
−→ C1(X+,F+;U+) −→ ·· ·
with Cl(X+,F+;U+) = ∏i∈Il
⊕
b∈β B+I ·b defines a chain complex
C0,+η
d1
−→ C1,+η −→ ·· ·
with Cl,+η = ∏i∈Il
⊕
b∈β B+η ·b. This chain complex is the ˇCech chain complex of the affine
scheme X+η = SpecB+η w.r.t. the coveringU+η = {U+i,η}i∈I where U
+
i,η = X
+
η and with values
in the locally free sheaf F+η associated to the B+η -module F+η = colimF+(U+I ) that is the
colimit over all finite I ⊂ I.
Since the cohomology of coherent sheaves on affine schemes is concentrated in degree
0, we have
Z0(X+η ,F
+
η ;U
+
η ) = F
+
η and
Zl(X+η ,F+η ;U+η ) = Bl(X+η ,F+η ;U+η ) for l > 0.
Since F+η =
(∨
b∈β Bη · b
)+ is generated by elements in Z0(X ,F;U) = ∨b∈β B · b as a
blue Bη-module, the claim of the lemma follows for l = 0.
For l > 0, we can apply Lemma 5.3 to Xη = SpecBη, the locally free sheaf associated
with Fη = colimOX(UI) and Uη = {Ui,η}i∈I with Ui,η = Xη and get
B
l(X+η ,F
+
η ;U
+
η ) = B
l(Xη,Fη;Uη)+.
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Since
B
l(Xη,Fη;Uη) ⊂ Zl(Xη,Fη;Uη) ⊂ Zl(X+η ,F
+
η ;U
+
η ),
we conclude that Zl(Xη,Fη;Uη)+ = Zl(X+η ,F+η ;U+η ). Therefore
Zl(X ,F;U)+ =
(
Cl(X ,F;U) ∩ Zl(Xη,Fη;Uη)
)+
= Cl(X ,F;U)+ ∩ Zl(Xη,Fη;Uη)+
= Cl(X+,F+;U+) ∩ Zl(X+η ,F+η ;U+η )
= Zl(X+,F+;U+)
as desired. 
Since taking quotients commutes with the base extension to rings, we have that
H l(X ,F;U)+ = Zl(X ,F;U)+/Bl(X ,F;U)+ =
Zl(X+,F+;U+)/Bl(X+,F+;U+) = H l(X+,F+;U+),
which proves Theorem 5.2. 
Theorem 5.5. Given a monoidal scheme X over B that admits a finite covering {Ui} with
Hypothesis (H) such that OX(Ui) are monoid blueprints over B. Then we have for every
locally free sheaf F on X that
H l(X ,F)+ = H l(X+,F+).
Proof. Let U be a covering of X with Hypothesis (H) and F a locally free sheaf on X . Then
there is a finite refinement V of U that satisfies all conditions of Theorem 5.2. Since we can
choose U itself arbitrary fine, the coverings V that satisfy the hypotheses of Theorem 5.2
form a cofinal system in the category of all finite coverings of X together with refinements.
Since X is quasi-compact, the V are cofinal in the category of all coverings of X .
Therefore the colimit of the cohomology blueprints H l(X ,F;V) over all coveringsV that
satisfy Theorem 5.2 equals H l(X ,F). For the same reasons, the colimit of the cohomology
groups H l(X+,F+,V+) over all such V equals H l(X+,F+). Since (−)+ commutes with
filtered colimits, this establishes the claim of the theorem. 
Example 5.6 (Line bundles on projective space). Let B be a blueprint with −1 and O(d)
the twisted sheaf on PnB. If d ≥ 0, then the cohomology H∗(P
n,+
B ,O(d)+) is concentrated
in degree 0. Therefore H0(PnB,O(d)) is the only non-trivial cohomology of PnB with values
in O(d). It is clear that H0(PnB,O(d)) equals the blue B-module of global sections of O(d),
which is a free B-module of rank rk H0(Pn,+B ,O(d)+).
For−n≤ d ≤−1, the cohomology H∗(PnB,O(d)) is trivial. If d ≤−n−1, then the coho-
mology H∗(Pn,+B ,O(d)+) is concentrated in degree n. Therefore Hn(PnB,O(d)) is the only
non-trivial cohomology of X with values in O(d). If U = {Ui}i∈I is the canonical atlas
of PnB, then we have Hn(PnB,O(d)) = Hn(PnB,O(d);U) by comparison with the compati-
ble situation for Pn,+B and the canonical covering U+. Therefore we have Zl(PnB,O(d)) =
O(d)(UI), and Bl(PnB,O(d)) is generated by the images d(xa,b,J)∈O(d)(UI) (cf. the proof
of Lemma 5.3). Therefore Hn(PnB,O(d)) is a free blue B-module of rank rk Hn(Pn,+B ,O(d)+).
Also in more complicated examples, we found that the cohomology blueprints are free
over the base blueprint. Therefore we pose the following problem.
Question. Let B be a blueprint with −1 and X a quasi-compact monoidal scheme over B
that admits an open affine covering satisfying Hypothesis (H). Is it true that H l(X ,F) is a
free blue B-module for every locally free sheaf F?
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Remark 5.7 (Sheaf cohomology for toric varieties). We conlcude this text with the fol-
lowing remark on possible applications to the computation of sheaf cohomology for toric
varieties.
Every toric variety X over the ring B+ admits a monoidal model X over B, i.e. a
monoidal scheme X over B such that X ≃ X+ as a B+-scheme. The maximal open affine
covering of X satisfies Hypothesis (H) since the restriction maps correpond to inclusions
of subsemigroups of the ambient character lattice of the toric variety.
Since the ˇCech cohomology for monoidal schemes is amenable to explicit calculation
due to their rigid structure, Theorem 5.5 yields an application for calculations of sheaf
cohomology over toric varieties.
The drawback is, however, that only a very limited class of locally free sheaves over
toric varieties can be defined over a monoidal model. Namely, the rigid structure of the
wedge product implies that every locally free sheaf F on a monoidal scheme X over a
blueprint B decomposes into the wedge product
∨
Li of line bundles.
This means that the only locally free sheaves of toric varieties for which our methods
apply are (direct sums of) line bundles. There exists an algorithm to calculate the coho-
mology of toric line bundles, as conjectured in [1] and proven independently in [12] and
[7]. The method of this algorithm seems to be quite different from the perspective of our
text, but it would be interesting to understand the precise relationship.
APPENDIX A. COHOMOLOGY OF P1 VIA INJECTIVE RESOLUTIONS
In this section, we mimic the methods of homological algebra and injective resolutions to
calculate the cohomology H ihom(X ,OX) of the projective line X = P1F1 . While H0hom(X ,OX)
equals the global sections of OX , it turns out that H1hom(X ,OX) is of infinite rank over F1.
Note that the following calculations apply also to the projective line over F12 , which
shows that H ihom(X ,F) differs from the cohomology blueprints H i(X ,F), as considered in
the main text of this paper.
Deitmar has given in [6] a rigorous treatment of cohomology via injective resolutions
for sheaves in so called belian categories. This applies, in particular, to sheaves on P1
F1
in
pointed F1-modules (also known as pointed F1-sets). Note that the general hypotheses of
[6] are not satisfied by the category of blue B-modules.
To emphasize that we abandon any additive structure in the discussion that follows, we
avoid mentioning blueprints, but employ the language of monoids and monoidal schemes.
Let A = F1[T ] be the coordinate monoid of A1F1 . All of the A-modules in the following
are pointed A-modules (following the terminology of [6]), and we denote the base point
generally by ∗. Let F = {T i}i≥0∪{∗} be the free module over A of rank 1, I = {T i}i∈Z∪
{∗} and J = {T i}i<0∪{∗}. Then both I and J are injective A-modules. Let G = F1[T±1]
be the “quotient monoid” of A. Then the corresponding localizations of I and J are I itself
resp. 0 = {∗}, which are both injective G-modules.
The topological space of X = P1
F1
has three points; namely, two closed points x1,x2
and one generic point x0. It can be covered by two opens Ui = {x0,xi} (i = 1,2), which are
both isomorphic to A1
F1
and which intersect in U0 = {x0}. The coordinate monoids of these
opens are respectively OX(U1)≃ OX (U2)≃ A and OX(U0)≃ G, where OX is the structure
sheaf of X .
We define the injective sheaf I0 over X by I0(Ui) = I for i = 0,1,2 together with the
identity maps id : I → I as restriction maps. We define the injective sheaf I1 over X by
I0(Ui) = J for i = 1,2 and I1(U0) = 0 together with the trivial maps 0 : J → 0 as restriction
maps.
It is easily seen that the structure sheaf OX of X has an injective resolution of the form
0 −→ OX −→ I0 −→ I1 −→ 0.
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Taking stalks at x1 or at x2 yields the exact sequence
0 −→ F −→ I −→ J −→ 0
of A-modules. Talking stalks at x0 yields the exact sequence
0 −→ I −→ I −→ 0 −→ 0
of H-modules.
The next step is to apply Hom(OX ,−) to the given injective resolution of OX . A mor-
phism ϕ : OX → I0 is determined by the image of ϕx0(T 0) ∈ I1,x0 = I of T 0 ∈ I0,x0 = I.
Thus Hom(OX ,I0)≃ I (as A-module, or even H-module).
A morphism ψ : OX → I1 is given by two A-module maps
ψi : OX ,xi = F → J = I1,xi
(i = 1,2), which do not have to satisfy any relation since the restriction maps of I1 are
trivial. Thus Hom(OX ,I1)≃ J×J (as A-module). Note that, a priori, these homomorphism
sets are merely F1-modules, but the richer structure as A-modules makes it easier to study
the induced morphism Φ : Hom(OX ,I0)→Hom(OX ,I1), which is the only non-trivial map
in the complex
0 −→ Hom(OX ,I0)
Φ
−→ Hom(OX ,I1) −→ 0.
We define the cohomology groups H ihom(P1F1 ,OX ) as the cohomology groups of this com-
plex.
The kernel of Φ consists of the trivial morphism and the morphism ϕ : OX → I0 that
is characterized by ϕx0(T 0) = T 0. Thus H0hom(P1F1 ,OX) = {∗,ϕ} is an 1-dimensional F1-
vector space, in accordance with the analogous result for sheaf cohomology of P1 over a
ring.
The image of Φ are morphisms ψ : OX → I1 such that either ψ1 or ψ2 is trivial. Thus
imΦ = J∨ J ⊂ J× J (as A-modules). Consequently H1hom(P1,OX ) = (J× J)/(J∨ J) is an
infinite-dimensionalF1-vector space. This result is not at all in coherence with the situation
over a ring where H1hom(P1,OX ) = 0.
Remark A.1. The above calculation can also be used to calculate H ihom(P1,O(n)) for the
twists O(n) of the structure sheaf, which yields the expected outcome for H0hom, namely,
an F1-vector space of dimension n+ 1 if n ≥ 1 and 0 if n < 0, but which yields, again, an
infinite-dimensional F1-vector space H1hom(P1,O(n)).
Remark A.2. As explained to the second author by Anton Deitmar, this does not contradict
Theorem 2.7.1 in [6], which implies that the rank of the cohomology over F1 is at most the
rank of the corresponding cohomology over Z. The reason is that the base extension of the
twisted sheaf O(n) to Z (in the sense of [6]) is not the twisted sheaf on the projective line
over Z, but a sheaf on P1
Z
that is not of finite type.
To explain, the definition of the base extension of a sheaf F on an F1-scheme X to the
associated scheme XZ in [6] is the pullback π∗F along the base extension map π : XZ→ X ,
not tensored with the structure sheaf of X . This differs from the sheaf F+
Z
considered in
this text.
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