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Introduction
In this data era where data is the new oil, internet data traffic is growing significantly 
each year [1, 2]. With the advent of state of the art technologies on data transmission 
and processing in the last decade, the internet has witnessed an increase in the intensity 
and the volume of internet activities globally [3]. User-generated dataset contains useful 
statistics and information that can be harnessed for learning but this may be challenged 
by privacy issues [4, 5]. Internet activities generate data traffic of various kinds; during 
both data download and upload. Monitoring and analysis of internet traffic is becoming 
more challenging daily due to sheer increase in the volume of the internet data traffic 
and the large capacity of connection trunks [2].
Internet traffic measurement and management is vital to the operations of Internet 
Service Providers for predicting future demands [6], and traffic monitoring can be 
achieved using flow statistics tools. Internet traffic measurement is typically deployed 
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by capturing process packet at a particular data monitoring point using high per-
formance central servers and specialized tools such as Flowscan and Coralreef [7]. 
Internet traffic monitoring over a large network, e.g. a state-wide computer network, 
produces huge volume of data which may be time intensive to analyse especially in 
cases of global, worm and virus attacks. Hence, it is vital to ensure that an optimal 
methodology is deployed for traffic monitoring [8], and for generating flow statistics 
[2, 9, 10] using flow aggregation and packet sampling methodologies in place of con-
tinuous sampling. An innovative approach for analysing internet traffic flow using 
timestamp data which generates traffic analysis cookie was developed by [11].
The study by Kim et  al. [12] emphasized the importance of traffic classification 
for uniquely identifying data traffic of certain types that ought to be blocked toward 
ensuring network security, and also, for preventing malicious activities [13, 14] and 
programs [15, 16]. In the study, machine learning algorithms using WEKA application 
were applied in carrying out the performance evaluation of the seven most commonly 
used learning algorithms for traffic classification. According to K. Claffy and Monk 
[17], and Kim et al. [12] there is no industry norm or standard format for comparing 
the performance of a network with another and neither is there a defined, best traf-
fic classification method to apply, and as such, for the success of commercial internet 
the only baseline available through which organisations may be able to calibrate the 
performance of their network is by referencing past network performance data. This 
therefore emphasises the need to monitor and log internet data traffic for a compara-
tive network performance analysis.
Apart from the analysis of internet traffic for network security reasons, internet 
data traffic carries a lot of useful information about the originating network. The daily 
volumetric variation of internet traffic creates usage pattern that can be deployed 
for predictive analysis which will help network engineers in preparing the network 
adequately for anticipated heavy internet traffic so as to ensure optimal quality of 
service [18–20]. Also, the quality of packet traffic may be impaired by packet losses 
[21–24]. The peak and off-peak internet usage periods can be determined from moni-
tored networks and such information is vital for planning. Likewise, the capacity of 
the network to meet rising traffic demand can be easily observed, and this will help 
the network managers to respond proactively to likely future network issues due to 
network overloading by excessive traffic [25] and appropriate mitigations, control and 
possible network expansion can be deployed in a timely manner.
The study by Tokuyama et al. [26] proposed the use of day of the week and time as 
features for improving network prediction accuracy using Recurrent Neural Network. 
In [27], deep neural network was applied for predicting internet traffic by analysing 
the aggregated traffic data logged over a year period. The feasibility of using non-lin-
ear time series analysis for internet traffic prediction was demonstrated in the exten-
sive study by [28]. Extracting useful information from data traffic can take different 
forms such as time series models, regression analysis, machine learning, and so forth. 
In this study, data mining algorithms were deployed for a classification analysis of the 
internet data traffic of a smart-community compliant private university in Nigeria for 
a period of one year ranging from January to December 2017.
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Studies on internet traffic over time have provided various methods for improving 
internet traffic flow monitoring statistics and computation time [7] with focus often on 
traffic analysis, trend monitoring, traffic classification for categorising traffic types, and 
for identifying threats and malicious traffic [6, 29]. Traffic volume prediction is another 
vital aspect of network monitoring which is often analysed using time series (linear and 
non-linear), regression analysis, decomposition methods, hybrid methods etc. [26, 30, 
31], and this provides an opportunity for further related studies using alternative meth-
ods, tools and features. Traffic data can be tracked and analysed over specific time inter-
val, e.g. in minutes or hourly over a 24-h period. The focus of this study is on predictive 
analysis of internet traffic data using aggregated daily upload and download IP traffic 
over a year. Internet traffic data can be examined using tools such as neural network, 
time series statistics, deep learning, etc. In this study, predictive data mining models will 
be developed using the interactive data pipeline workflows and visual programming on 
KNIME and Orange platforms [32, 33]. This paper is a case study analysis that is focused 
on identifying unique internet traffic data trends within a university environment, and 
this provides an opportunity for enhancing the quality of daily service through antici-
pated traffic prediction. The study implements data mining analysis using the latest 
visual programming tools that does not demand rigorous coding, and as such, it dem-
onstrates an alternative approach to the traditional extensive code-based data mining 
methods, and this can be easily implemented by network engineers for predicting daily 
internet traffic using well defined traffic status classification.
Data acquisition and methodology
Valuable information that can guide decision making, and the efficiency and productiv-
ity of operational processes can be extracted from historical dataset of systems and pro-
cesses by applying data mining methodologies. Databases are rich sources of historical 
information, and as such, useful knowledge can be obtained by analysing the accumu-
lated dataset [34, 35]. Data mining entails the use of computer applications for applying 
various learning algorithms that identify patterns within the dataset [36]. Data mining 
is a broad field that encompasses computer science and statistics. In the study by Auld 
et al. [6], the use of supervised learning for classifying internet traffic data was demon-
strated using a trained Bayesian Neural Network, and accuracies of 95% and 98% respec-
tively were achieved for the cases considered. Naıve Bayes classifier was applied by [37] 
in the basic form for classifying internet traffic, and an accuracy of 65% was achieved, 
also sophisticated refinements were proposed for improving the predictive accuracy. An 
untrained classifier was applied by McGregor et al. [38] for identifying classes of traffic 
with similar properties for clustering into unique groups [39]. In the study by Soule et al. 
[40], data flow analysis was carried out by classifying traffic into elephant flows and non-
elephant flows for estimating the probability of flow-membership.
In this study, the internet traffic data of Covenant University in Nigeria over a period 
of one year was evaluated and analysed using predictive data mining algorithms. The 
data was logged using Mikrotik Hotspot Manager and FreeRADIUS, Radius Manager 
Web application deployed on LINUX platform as implemented by Adeyemi et al. [18] 
through the SmartCU cluster. The dataset logged contains the Upload (in GigaBytes) 
and the download (in GigaBytes) internet traffic data from the 1st of January to the 
Page 4 of 23Adekitan et al. J Big Data            (2019) 6:11 
19th of December when the school closed for the year in 2017. During data prepara-
tion, the actual day of the week (Monday to Sunday) was captured to allow the model 
to identify any hidden unique data usage pattern for each day of the week within a 
specific week and month. Covenant University runs a stable academic calendar which 
is fixed for each year, and as such there is a high tendency that specific academic 
activities within the university might be causal factors influencing internet traffic for 
each day. Hence, if such unknown, regular, daily-activity driven internet usage pat-
terns were identified, it would be easy using the acquired knowledge to forecast the 
anticipated data usage for any specific day and date in the next academic year. This 
forecast information will help network engineers prepare adequately towards main-
taining top-notch quality of service. To achieve this goal, an extensive methodology 
was deployed to process the dataset, and this comprises data cleaning, data sorting, 
extraction of descriptive statistics, data normalization and coding, and implementa-
tion of classification algorithms to train and classify the data and evaluate the perfor-
mance of the algorithms.
From the yearlong dataset, four unique quarters were identified as shown in Figs. 1 
and 2. The quarters are based on the minimum, the lower quartile, the median, the 
upper quartile and the maximum values of each parameter. Based on the quartiles, 
the internet traffic for each day was classified into four categories as shown in Table 1.
Fig. 1 Box plot of the download internet traffic. The boxplot shows the variation in the daily download 
internet traffic for a year across four quartiles
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The model
Six features were analysed in the data mining model for predicting the IP download 
traffic and these are: month, week (week 1 to week 51), the day of the week (Monday 
to Sunday), the daily download traffic for the previous day, the average daily download 
traffic for the two previous days, and the TSC for the download internet traffic data. 
Likewise, for the IP upload traffic the following features were considered: month, 
week, the day of the week, the daily upload traffic for the previous day, the average 
daily upload traffic for the two previous days, and the TSC for the upload internet 
traffic data. The data mining analysis was performed using four learning algorithms: 
Tree Ensemble, Decision Tree, Random Forest, and Naïve Bayes learner and predictor 
nodes on KNIME data mining application, and K-nearest neighbour (kNN), Random 
Forest, Neural Network, Naïve Bayes and CN2 Rule Inducer on the Orange data min-
ing platform. The KNIME and Orange data mining platforms were combined in this 
study for an extensive analysis, and to identify significant variations in result between 
the two platforms, if any.
Fig. 2 Box plot of the upload internet traffic. The boxplot shows the variation in the daily upload internet 
traffic for a year across four quartiles
Table 1 Internet data traffic classification
Traffic status classification 
(TSC)
Quartile Coding Download (GB) Upload (GB)
Heavy data traffic Max HDT > 3200 > 570.2
Moderate data traffic Q3 MDT 3200 ≤ TSC > 2600 570.2 ≤ TSC > 437.8
Slight data traffic Median SDT 2600 ≤ TSC > 2000 437.8 ≤ TSC > 272.8
Low data traffic Q1 LDT TSC ≤ 2000 TSC ≤ 272.8
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For the whole year, internet traffic data samples were captured and analysed for 
353 days. 70% of the data samples were used for training the learning algorithm while 
the remaining 30% was applied for evaluating the performance of the trained model. The 
dataset was imported into the model using the Excel Reader. The numeric parameters 
were normalized to prevent size-based bias at the learning stage. The processed dataset 
was applied to the configured learner algorithms and the model results were exported 
for evaluation. The KNIME-based model showing the data workflow is available in 
Appendix as Fig. 18.
Based on the confusion matrix generated by each predictive data mining algorithm; 
model performance measures such as the accuracy, the F-measure, etc. can be deter-
mined using Eqs.  1 to 6 [41–43]. Given that the correctly predicted positive samples 
are referred to as True Positive (TP), the incorrect positive predictions as False Positive 
(FP), correctly predicted negative samples as True Negative (TN), and incorrect negative 
predictions as False Negative (FN). The accuracy of the machine learning algorithm as 
expressed in Eq. (1) is the percentage of the correct predictions made by the model with 
respect to the total number of predictions.
A dataset is said to be unbalanced when the number of instances is significantly une-
qual among the classes or when a particular instance is not observed at all. Imbalance 
ratio varies from dataset to dataset, and it may create a bias towards the majority class. 
The use of accuracy as a performance measure is inadequate for unbalanced dataset. For 
such cases, the balanced accuracy is more suitable as defined in Eq. (2).
For each class, the precision is the number of correctly classified samples out of the 
total samples classified in that particular class. It is mathematically defined in Eq. (3).
For each class, the recall is the number of correctly classified samples out of the total 
samples that are truly in that particular class. It is mathematically defined in Eq. (4).
The F-measure or F-score is the harmonic mean of the recall and the precision as 
defined in Eq. (5).
The error rate of the machine learning algorithm is defined by Eq. (6)
(1)Accuracy =
(TP + TN )
(TP + FP)+ (TN + FN )
(2)Balanced Accuracy =
1
2
×
(
TP
TP + FN
+
TN
TN + FP
)
(3)Precision =
TP
TP + FP
(4)Recall =
TP
TP + FN
(5)F - measure =
(
recall−1 + precision−1
2
)−1
(6)Error =
(FP + FN )
(TP + FP)+ (TN + FN )
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The traffic status classification of the aggregated IP traffic flow Q(n) for day(n) in 
the university under study is mapped using data mining classification as a function 
of knowledge acquired from five key variables (day, week, month, the traffic for the 
previous day, and the average daily traffic for the two previous days) as expressed 
in Eqs.  (7) and (8) for the daily upload and download internet traffic respectively, 
where Q(n − 1) → Q(n) → Q(n + 1) implies daily traffic variation.
Descriptive statistics of the dataset
The statistical properties of the dataset are summarized in this section. Table 2 pre-
sents the descriptive statistics of the internet traffic data while Table 3 presents the 
parameters of the Logistic Distribution model which was used to fit the internet 
download traffic data. Table  4 shows the Logistic Distribution model parameters 
for fitting the internet upload traffic data. The Internet traffic variations across the 
51 weeks is presented in Fig. 3 for the download traffic and in Fig. 4 for the upload 
traffic. The average, weekly internet traffic size for the download and upload IP traf-
fic is presented in Fig. 5. Figures 6 and 7 show the probability density plot and the 
cumulative probability plot of the internet download traffic data while Figs. 8 and 9 
show the probability density plot and the cumulative probability plot of the internet 
upload traffic data.         
(7)
TSC Qu(n) =
[
day(n),week(n),month(n),Qu(n− 1),
Qu(n− 1)+ Qu(n− 2)
2
]
(8)
TSC Qd(n) =
[
day(n),week(n),month(n),Qd(n− 1),
Qd(n− 1)+ Qd(n− 2)
2
]
Table 2 Descriptive statistics of the internet traffic data for the year 2017
Min Max Mean Std. deviation Variance Skewness Kurtosis Sum
Download (in Giga-
Bytes)
187.4 5400 2482.567 926.8042 858,966.1 − 0.22454 − 0.07779 876,346.2
Upload (in GigaBytes) 27 998.2 420.1399 189.4003 35,872.46 − 0.02044 − 0.71202 148,309.4
Table 3 Logistic distribution fitting model parameters for the internet download traffic
Parameter estimate Standard error Estimated covariance 
of parameter estimates
Mean Scale
Mean 2523.67 49.1392 2414.67 − 53.8113
Scale 528.401 23.3857 − 53.8113 546.892
Log likelihood − 2915.46
Domain − Inf < y < Inf
Variance 918,558
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Results and discussion
The Decision Tree, the Tree Ensemble, the Random Forest, and the Naïve Bayes learn-
ers on KNIME platform were trained using 70% of the dataset. On the Orange plat-
form; the kNN, Neural Network, Random Forest, Naïve Bayes and CN2 Rule Inducer 
data mining algorithms were trained using 70% random sampling with stratified shuf-
fle split which ensures that the percentage of the samples for each class is preserved 
in the training and testing data divisions. The result of the predictive model evalua-
tion using the remaining 30% of the data is presented in this section. The predictive 
Table 4 Logistic distribution fitting model parameters for the internet upload traffic
Parameter estimate Standard error Estimated covariance 
of parameter estimates
Mean Scale
Mean 422.681 10.5987 112.332 − 1.01822
Scale 112.28 4.86845 − 1.01822 23.7018
Log likelihood − 2362.51
Domain − Inf < y < Inf
Variance 41,474.7
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Fig. 4 Internet upload traffic variations across the 51 weeks
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analysis was carried out in two parts: for the download and the upload traffic data 
using the four predictive learners for each as presented in the following sections. 
The KNIME workflow implemented for the classification analysis is presented in the 
Appendix as Fig. 18.
Results for the KNIME based model
A. Internet download traffic data
 i. The Ensemble Tree Algorithm
  The Ensemble Tree learner was able to accurately predict the Traffic Status Clas-
sification (TSC) for 62.264% of the test samples. The confusion matrix for the 
Ensemble Tree predictor is presented in Table 5.
Fig. 5 Average weekly internet traffic size for the download and upload data
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Fig. 6 Probability density plot of the internet download traffic
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 ii. Decision Tree Algorithm
  The Decision Tree learner was able to accurately predict the Traffic Status Classifi-
cation (TSC) for 55.66% of the test samples. The confusion matrix for the Decision 
Tree predictor is presented in Table 6.
 iii. Random Forest Algorithm
  The Random Forest learner was able to accurately predict 60.377% of the model 
evaluation test samples with a Cohen’s Kappa (k) value of 0.465. The confusion 
matrix for the Random Forest predictor is presented in Table 7.
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Fig. 7 Cumulative probability plot of the internet download traffic
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Fig. 8 Probability density plot of the internet upload traffic
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 iv. Naïve Bayes Algorithm
  The Naïve Bayes Algorithm is a probabilistic classifier which applies the Bayes 
theorem with naïve independence assumptions among the classified features. The 
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Fig. 9 Cumulative probability plot of the internet upload traffic
Table 5 Confusion matrix for the Tree Ensemble predictor
LDT SDT MDT HDT
LDT 27 3 0 0
SDT 9 15 1 2
MDT 4 1 13 4
HDT 4 6 6 11
Table 6 Confusion matrix for the Decision Tree Predictor
LDT SDT MDT HDT
LDT 23 4 1 2
SDT 5 16 0 6
MDT 2 5 11 4
HDT 4 10 4 9
Table 7 Confusion matrix for the Random Forest Predictor
LDT SDT MDT HDT
LDT 27 3 0 0
SDT 8 15 1 3
MDT 6 1 12 3
HDT 4 9 4 10
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Naïve Bayes Algorithm accurately predicted 59.434% of the total test samples with 
a Cohen’s Kappa value of 0.454. The confusion matrix for the Naïve Bayes predictor 
is presented in Table 8.
B. Internet upload traffic data
 i. The Ensemble Tree Algorithm
  Similar to the prediction for the internet download traffic analysis, the Ensemble 
Tree Algorithm was able to accurately predict the Traffic Status Classification for 
62.264% of the model evaluation test samples. The confusion matrix for the Ensem-
ble Tree predictor is presented in Table 9. A comparison of Tables 5 and 9 for the 
Ensemble Tree Algorithm shows that although the accuracy for both the internet 
upload and download traffic prediction are the same but the items misclassified in 
both cases are different.
 ii. Decision Tree Algorithm
  The Decision Tree learner for the upload IP traffic had a predictive accuracy of 
55.66%. The confusion matrix for the Decision Tree predictor is presented in 
Table 10.
 iii. Random Forest Algorithm
  The Random Forest learner was able to accurately predict 63.208% of the model 
evaluation test samples with a Cohen’s Kappa (k) value of 0.51. The confusion 
matrix for the Random Forest predictor is presented in Table 11.
Table 8 Confusion matrix for the Naïve Bayes Predictor
LDT SDT MDT HDT
LDT 26 4 0 0
SDT 7 16 1 3
MDT 3 1 8 10
HDT 3 3 8 13
Table 9 Confusion matrix for the Ensemble Tree Predictor
LDT SDT MDT HDT
LDT 16 9 1 0
SDT 11 13 2 0
MDT 3 3 19 2
HDT 2 1 6 18
Table 10 Confusion matrix for the Decision Tree Predictor
LDT SDT MDT HDT
LDT 14 10 2 0
SDT 12 12 2 0
MDT 1 10 14 2
HDT 0 2 6 19
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 iv. Naïve Bayes Algorithm
  The Naïve Bayes Algorithm accurately predicted 62.264% of the test samples with a 
Cohen’s Kappa value of 0.497. The confusion matrix for the Naïve Bayes predictor 
is presented in Table 12.
The comparison of the performances of the KNIME based Decision Tree, Tree Ensem-
ble, the Random Forest, and the Naïve Bayes learners is presented as a summary in 
Tables 13 and 14. The F-measure statistics is presented in Table 15.
Results for the Orange data mining platform
Orange is an open source data mining and machine learning software for explorative 
data analysis using visual programming. According to the developers, Orange is a fruit-
ful and fun way of deploying data mining interactively for fast qualitative data analysis. 
Table 11 Confusion matrix for the Random Forest Predictor
LDT SDT MDT HDT
LDT 18 7 1 0
SDT 9 14 3 0
MDT 4 2 17 4
HDT 2 1 6 18
Table 12 Confusion matrix for the Naïve Bayes Predictor
LDT SDT MDT HDT
LDT 15 10 1 0
SDT 8 15 2 1
MDT 3 1 15 8
HDT 0 1 5 21
Table 13 The confusion analysis for  the  four machine learning algorithms on  KNIME 
platform
Tree Ensemble Decision Tree Random Forest Naïve Bayes
True 
positives
False 
positives
True 
positives
False 
positives
True 
positives
False 
positives
True 
positives
False 
positives
Internet download traffic
LDT 27 17 23 11 27 18 26 13
SDT 15 10 16 19 15 13 16 8
MDT 13 7 11 5 12 5 8 9
HDT 11 6 9 12 10 6 13 13
Overall 66 40 59 47 64 42 63 43
Internet upload traffic
LDT 16 16 14 13 18 15 15 11
SDT 13 13 12 22 14 10 15 12
MDT 19 9 14 10 17 10 15 8
HDT 18 2 19 2 18 4 21 9
Overall 66 40 59 47 67 39 66 40
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Five machine learning algorithms were applied on the Orange platform to explore the 
upload and download IP traffic data and these are: kNN, Random Forest, Neural Net-
work, Naïve Bayes and CN2 Rule Inducer algorithm. The samples were randomly 
selected using stratified shuffle split and the result of the analysis is presented in the 
following sections using the average over classes. The performance of the algorithms is 
compared using the Classification Accuracy (CA), Area under ROC Curve (AUC), the 
Precision rate, the Recall, and the F1 score. The Orange workflow is presented in the 
Appendix section as Fig. 19.
Internet Download Traffic Data
Table 16 shows a comparative performance analysis for the five machine learning algo-
rithms deployed on the Orange platform for analysing the download internet traffic 
data. For a visual appreciation of the variation in the performance of each of the machine 
learning algorithms on the Orange platform, the AUC is presented using the receiver 
operating characteristic (ROC) curve which is a probability curve that plots sensitivity; 
that is, the true positive rate on the y-axis against the false positive rate (1-specificity). 
Table 14 Comparison of  the  performance of  the  four data mining algorithms on  KNIME 
platform
Tree Ensemble Decision Tree Random Forest Naïve Bayes
Internet download traffic
Correct classified 66 59 64 63
Accuracy 62.264% 55.66% 60.377% 59.434%
Cohen’s Kappa (k) 0.492 0.403 0.465 0.454
Wrong classified 40 47 42 43
Error 37.736% 44.34% 39.623% 40.566%
Internet upload traffic
Correct classified 66 59 67 66
Accuracy 62.264% 55.66% 63.208% 62.264%
Cohen’s Kappa (k) 0.492 0.409 0.51 0.497
Wrong classified 40 47 39 40
Error 37.736% 44.34% 36.792% 37.736%
Table 15 Comparison of the F-measure statistics
Tree Ensemble Decision Tree Random Forest Naïve Bayes
Internet download traffic
LDT 0.7297 0.7188 0.7200 0.7536
SDT 0.5769 0.5161 0.5455 0.6275
MDT 0.6190 0.5789 0.6154 0.4103
HDT 0.5000 0.3750 0.4651 0.4906
Internet upload traffic
LDT 0.5517 0.5283 0.6102 0.5769
SDT 0.5000 0.4000 0.5600 0.5660
MDT 0.6909 0.5490 0.6296 0.6000
HDT 0.7660 0.7917 0.7347 0.7368
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The ROC curve is plotted in Fig.  10 for the heavy data traffic (HDT) internet down-
load, IP traffic status classification while Fig. 11 shows the ROC curve for the moderate 
data traffic (MDT) internet download, IP traffic status classification. Figures 12 and 13 
present the ROC curve for the internet download, IP traffic status classification for the 
slight data traffic (SDT) and low data traffic (LDT) respectively.
Internet upload traffic data
Table 17 shows a comparative performance analysis for the five data mining algorithms 
deployed on the Orange platform for the upload IP traffic. For the internet upload IP 
traffic, the ROC curve is plotted in Fig. 14 for the HDT internet upload, IP traffic status 
classification while Fig. 15 shows the ROC curve for the MDT internet upload IP traf-
fic status classification. Figures 16 and 17 present the ROC curve for the SDT and LDT 
respectively.
Table 16 Comparative evaluation of the performance of the data mining algorithms using 
Orange software
Algorithm AUC F1 CA Recall Precision
kNN 0.752 0.507 0.514 0.514 0.505
Random Forest 0.812 0.564 0.566 0.566 0.563
Neural Network 0.823 0.605 0.606 0.606 0.607
Naive Bayes 0.838 0.586 0.588 0.588 0.587
CN2 rule inducer 0.731 0.549 0.546 0.54 0.555
Fig. 10 ROC for the HDT IP download TSC
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Fig. 11 ROC for the MDT IP download TSC
Fig. 12 ROC for the SDT IP download TSC
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Summary of the models’ predictive performance
In terms of predictive accuracy, for the internet download traffic, the order of model 
accuracy is as follows for the KNIME-based model: Tree Ensemble > Random For-
est > Naïve Bayes > Decision Tree while for the internet upload traffic the order is Ran-
dom Forest > Tree Ensemble = Naïve Bayes > Decision Tree. The analysis shows that the 
Decision Tree predictor had the worst performance in both cases which implies that the 
Decision Tree Algorithm may not be very optimal for predicting internet data traffic 
using historical internet traffic data without modifications to the model. For the Orange 
data mining platform, in terms of the AUC for the download traffic, the order of perfor-
mance is as follows: Naive Bayes > Neural Network > Random Forest > kNN > CN2 rule 
inducer while for the upload traffic the order is Naive Bayes > Random Forest > Neural 
Network > kNN > CN2 rule inducer.
Fig. 13 ROC for the LDT IP download TSC
Table 17 Comparative evaluation of the performance of the data mining algorithms using 
Orange software
Algorithm AUC F1 CA Recall Precision
kNN 0.796 0.566 0.573 0.573 0.563
Random Forest 0.848 0.605 0.605 0.605 0.605
Neural Network 0.846 0.627 0.625 0.625 0.630
Naive Bayes 0.876 0.638 0.639 0.639 0.637
CN2 rule inducer 0.794 0.613 0.610 0.610 0.625
Page 18 of 23Adekitan et al. J Big Data            (2019) 6:11 
Fig. 14 ROC for the HDT IP upload TSC
Fig. 15 ROC for the MDT IP upload TSC
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Fig. 16 ROC for the SDT IP upload TSC
Fig. 17 ROC for the LDT IP upload TSC
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Conclusion
Internet data traffic monitoring and measurement is vital to the operations of Inter-
net Service Providers, and this can be achieved using flow-based traffic monitoring 
approach. The logged internet traffic data acquired through traffic monitoring contains 
useful information and knowledge which can be accessed via data analysis. In this study, 
the upload and download internet traffic data generated in Covenant University, in Nige-
ria for the year 2017 was statistically analysed and predictive KNIME and Orange based 
models were developed for forecasting internet data traffic on a given day using the traf-
fic data of the previous days. The Tree Ensemble, the Decision Tree, the Random Forest, 
and the Naïve Bayes data mining algorithms were applied on the KNIME model while 
the Naive Bayes, Neural Network, Random Forest, kNN and the CN2 rule inducer were 
applied on the Orange platform as a supervised-learning data mining model for predic-
tive analysis.
The algorithms were effectively trained with 70% of the dataset samples while the 
remaining 30% was applied for model evaluation. The model performance evaluation 
result shows that the Tree Ensemble predictor had the best accuracy while the Decision 
Tree predictor had the least accuracy for the internet download prediction on KNIME. 
The Naïve Bayes and the Tree Ensemble predictors had the same accuracy for the inter-
net upload traffic, and the Decision Tree predictor once again had the least accuracy for 
the upload traffic analysis on KNIME. The least accuracy recorded for all the cases con-
sidered is 55.66% while the maximum accuracy is 63.208%. This shows that data mining 
approach using interactive, visual data pipeline workflows is reasonably accurate for pre-
dicting internet traffic trends in a smart university but further studies will be required in 
order to improve the performance of the models.
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Appendix
The KNIME workflow in Fig.  18 shows the data pipeline from the first stage (input) 
where the data is imported into the model as an excel file, the data is pre-processed 
and then supplied to the data mining algorithms for knowledge acquisition. The output 
stages consist of excel writers, scorers, PMML writer and scatter plot nodes. Figure 19 
shows the data workflow on the Orange platform.
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