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We report the observation of a metal-insulator transition in a two-dimensional electron gas in silicon.
By applying substrate bias, we have varied the mobility of our samples, and observed the creation of
the metallic phase when the mobility was high enough (µ>∼1 m
2/Vs), consistent with the assertion
that this transition is driven by electron-electron interactions. In a perpendicular magnetic field,
the magnetoconductance is positive in the vicinity of the transition, but negative elsewhere. Our
experiment suggests that such behavior results from a decrease of the spin-dependent part of the
interaction in the vicinity of the transition.
PACS Nos. 71.30.+h, 73.40.Qv
Following the development of the scaling theory of lo-
calization for non-interacting electrons [1], it has been
widely believed that there is no metal-insulator tran-
sition (MIT) in two dimensions, in agreement with
early experiments [2] on a two-dimensional electron gas
(2DEG) in low-mobility (0.2–0.65 m2/Vs) Si metal-
oxide-semiconductor field-effect transistors (MOSFETs).
However, recent experiments [3] on high-mobility (2–
7 m2/Vs) MOSFETs have provided clear evidence for
the existence of a MIT in this 2D system, raising specu-
lation that this transition is driven by electron-electron
interactions. In an entirely different experiment [4] on
mesoscopic Si MOSFETs of comparable quality (peak
mobility ∼2 m2/Vs), non-monotonic behavior of several
characteristic energy scales was found in the transition
region, in clear contradiction with general considerations
based on non-interacting models [1]. The apparent con-
flict between these experiments and the scaling theory of
localization has been resolved recently by formulating a
scaling theory for interacting electrons [5], which shows
that the existence of a 2D MIT does not contradict any
general scaling idea or principle. So far, however, it has
not been shown experimentally how the results of Ref. [3]
can be reconciled with those obtained on low-mobility
samples [2]. It is exactly this issue that our current work
resolves.
We present the results obtained on a 2DEG in Si MOS-
FETs with a peak mobility of 0.5–0.8 m2/Vs at 4.2 K. In
these samples, all electronic states are localized, in agree-
ment with early studies [2]. By applying the substrate
bias, however, we have been able to increase the peak
mobility to ≈1 m2/Vs, and observe the metal-insulator
transition. As shown below, the resulting scaling behav-
ior of the conductivity with temperature T is in excellent
agreement with the results of Ref. [3]. Therefore, in this
way one can study, on a single sample, the emergence of
the metallic phase once the mobility becomes sufficiently
high at low carrier densities, where the Coulomb inter-
action is an order of magnitude greater than the Fermi
energy. In addition, our magnetoconductance measure-
ments in a weak perpendicular field show that the spin-
dependent part of the electron-electron interaction de-
creases sharply at the transition.
Our measurements were carried out on n-channel
MOSFETs fabricated on the (100) surface of Si doped at
≈ 8.3× 1014 acceptors/cm3 with 435 A˚ gate oxide thick-
ness and oxide charge ≈ 3× 1010cm−2. The samples had
a Corbino (circular) geometry with the channel length
L = 0.4 mm and width W = 8 mm. Conductance G was
measured as a function of gate voltage Vg (proportional
to carrier density ns) at temperatures 1.2 < T < 4.2 K,
using a lock-in at a frequency of ∼ 100 Hz and an exci-
tation voltage of 0.3 mV.
Fig. 1(a) shows the conductivity σ = GL/W for one of
the samples (sample #5), as a function of ns for several
temperatures and with no substrate bias Vsub applied. As
T is lowered, σ decreases for both low and high ns, indi-
cating insulating behavior. The temperature dependence
is weaker at intermediate values of ns.
Application of a substrate bias in Si MOSFETs at a
given ns changes the electric field at the Si-SiO2 interface.
As a result, the average position of the 2D electrons with
respect to the interface is changed as well as the split-
ting between the subbands [6]. (At low temperatures, all
electrons populate only the lowest subband and, there-
fore, are confined to motion only in the plane parallel to
the Si-SiO2 interface.) The reverse Vsub moves the elec-
trons closer to the interface. In some samples, especially
those with lightly doped substrates such as ours, where
the subband splitting is comparatively small, the mobil-
ity µ = σ/nse is enhanced [7]. This has been attributed
to the reduction of scattering of the 2DEG by electrons
that occupy very long band tails associated with upper
subbands and act as additional scattering centers. The
reverse Vsub increases the subband splitting and makes
this scattering mechanism less important. It may also
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FIG. 1. Conductivity σ of sample #5 as a function of ns for
T = 4.2, 3.6, 3.2, 2.8, 2.5, 2.3, 2.08, 1.93, 1.79, 1.67, 1.57, 1.26 K
and (a) Vsub = 0 V, (b) Vsub = −8 V. In (a), σ decreases for
all ns as T is lowered. In (b), σ increases as T goes down for
all ns > nc. The inset shows the same data around nc with
σ on a logarithmic scale.
reduce the average effective mass since the upper sub-
band electrons are heavier. In addition, the reverse Vsub
reduces the average spatial extent ∆z of the inversion
layer charge density in the direction perpendicular to the
interface (typically, ∆z ≈ 20− 30 A˚ [6]).
We find, for example, that Vsub = −1 V leads to a
slight increase of µ and the merging of different tem-
perature curves over a wide range of ns, roughly be-
tween 1.8 and 2.4 × 1011cm−2. At the highest ns, the
temperature dependence of σ still indicates insulating
behavior. The reason for the merging at intermediate
values of ns becomes clear upon the application of an
even higher (reverse) Vsub, as shown in Fig. 1(b) for
Vsub = −8 V: the temperature dependent behavior of
σ is now reversed for all ns above some critical electron
density nc (nc = (1.67 ± 0.02) × 10
11cm−2 for sample
#5), as expected for metallic behavior. For ns < nc, the
2DEG exhibits insulating behavior as before. We have
obtained similar results on another sample (sample #1),
where Vsub = −9 V was used to raise the peak mobility
to 1 m2/Vs, and study the metal-insulator transition at
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FIG. 2. Scaling of conductivity with temperature for sam-
ple #5, using the data shown in Fig. 1(b) in the ns and T
ranges given on the plot.
nc = (1.65± 0.02)× 10
11cm−2.
The results displayed in Fig. 1(b) are very similar to
those reported in Ref. [3], where it was also found that
the resistivity ρ = 1/σ scales with temperature near the
transition according to
ρ(T, ns) = f(|δn|/T
1/zν) = ρ(T/T0), (1)
with a single parameter T0 that is the same function of
δn ≡ (ns−nc)/nc on both the metallic and the insulating
side of the transition, T0 ∝ |δn|
zν . Here z is the dynam-
ical exponent, and ν is the correlation length exponent.
The results of this scaling for the data in Fig. 1(b) are
shown in Fig. 2. All the data collapse onto two branches,
the upper one for the metallic side of the transition, and
the lower one for the insulating side. The best collapse
is found for zν = 1.6 ± 0.1, where quite a wide range of
electron densities (with |δn| up to 0.25) was used. For
sample #1, we find that zν = 1.5 ± 0.1. These re-
sults are in a remarkable agreement with experiments
on high-mobility MOSFETs [3]. We find that the critical
conductivity σc = 0.5e
2/h = e2/2h for sample #5, and
σc = 0.65e
2/h ≈ e2/1.5h for sample #1, consistent with
the reported [3] values and suggesting that the critical
conductivity has a value around e2/2h.
The scaling theory predicts [5] that, to leading order,
the temperature dependence of the conductivity in the
critical region associated with the metal-insulator tran-
sition will be given by
σ(δn, T ) = σc exp
(
Aδn/T
1
zν
)
, (2)
where A is an unknown constant. In other words, the
temperature dependence of σ is predicted to be exponen-
tial on both insulating and metallic sides of the transition,
and with the same exponent. This symmetry is expected
to hold only for T > T0(δn), i. e. the quantum critical
region is defined by the temperature scale T0. The data
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FIG. 3. Temperature dependence of σ for sample #5, using
the data shown in Fig. 2. Vertical and horizontal dashed
lines are visual aids: the horizontal line shows the value of
σc, and the vertical line shows the upper limit of the range of
|δn|/T
1/1.6 within which the symmetry is observed.
presented in Fig. 2 are shown again in Fig. 3 as a function
of |δn|/T
1/zν, with zν = 1.6. They are consistent with
the theory, and we observe the symmetry for |δn|/T
1/1.6
of up to 0.045. This value defines T0(|δn|), and we find
that T0 = 143|δn|
1.6. For the range of temperatures of
up to 3.6 K, for which scaling works, this means that the
quantum critical region extends at most up to |δn| = 0.1.
We have performed careful magnetoconductance mea-
surements in perpendicular magnetic fields B of up to
1 T. Fig. 4(a) shows magnetoconductance (MC), defined
as ∆σ/σ(0) = [σ(B) − σ(0)]/σ(0), for sample #1 with
Vsub = −9 V, for several carrier densities in the criti-
cal region. As the (zero-field) critical density nc is ap-
proached from the metallic side, the positive MC devel-
ops gradually, reaches a maximum at B ∼ 0.5 T when
ns = nc, and then it disappears gradually on the in-
sulating side. Exactly the same behavior is found in
high-mobility mesoscopic Si MOSFETs [8] at much lower
temperatures, down to 40 mK. At higher B, and for ns
outside this narrow critical region, MC is always nega-
tive. The dependence of MC on ns is displayed clearly
in Fig. 4(b) for several magnetic fields. MC exhibits a
pronounced maximum at ns = nc.
Obviously, there are positive and negative contribu-
tions to the measured MC. It is well established that the
positive MC can result from quantum interference effects
in both weakly [9] and strongly [10,11] disordered sys-
tems. The spin-dependent part of the electron-electron
interaction [9] gives rise to negative MC, at least in the
weakly disordered regime. This has been well established
in doped semiconductors [12], and large negative MC
has been seen in high-mobility MOSFETs for B paral-
lel to the current plane [13]. In all cases, one expects
|∆σ/σ(0)| ∝ B2 in the low-field limits, becoming weaker
for B higher than some characteristic field. In case of
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FIG. 4. Magnetoconductance for sample #1 with
Vsub = −9 V and nc = 1.65× 10
11cm−2. (a) The carrier den-
sities corresponding to different curves are shown on the plot
in units of 1011cm−2. (b) The magnetic fields corresponding
to different symbols are shown on the plot in units of Tesla.
Dashed lines are guides to the eye.
weak localization, the characteristic field is reached when
the Landau orbit size becomes comparable to the ther-
mal length, i. e. when 2eB0/h¯ ∼ kT/h¯D, where D is the
diffusion constant [9], so that B0 ∼ 0.3 T for our samples.
In our experiment, MC changes sign and becomes nega-
tive at sufficiently high B for all ns in the critical region
(|δn| ≤ 0.1). We, therefore, conclude that the positive
contribution is no longer in the low-field limit, consistent
with the estimate ofB0 ∼ 0.3 T. On the other hand, there
is a negative, predominantly quadratic B-dependence at
the highest fields, indicating that the negative contribu-
tion to the MC is still in the low-field regime. This is
consistent with the estimated characteristic field for the
MC due to spin splitting in an interacting electron gas,
given by the condition that the Zeeman energy is com-
parable to the thermal energy, i. e. gµBB ∼ kT [9], and
for g ∼ 2 [14], gµBB ∼ 1.4 K at B = 1 T.
In order to understand the puzzling ns-dependence of
MC [Fig. 4(b)], it is desirable to disentangle the two con-
tributions. Obviously, the MC in our samples can be
described by
∆σ/σ(0) = αf(B)− βB2, (3)
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FIG. 5. (a) The positive contribution [αf(B)] to magneto-
conductance for all 1.40 ≤ ns(10
11cm−2) ≤ 1.80. (b) Magne-
toconductance vs. ns for B = 1 T. Open symbols represent
the positive contribution, and solid symbols represent the neg-
ative one. Dashed lines are guides to the eye.
with α, β > 0. We find that, for B > 0.3 T,
[∆σ/σ(0)]/B2 has the same form, up to a constant (β),
for all ns. Fig. 5(a) shows that different αf(B) curves
are indeed indistinguishable to within the scatter of data
and, therefore, independent of ns. In this way, we have
been able to determine the change in β as ns is varied,
independent of the choice of f(B). In order to obtain
the absolute values of β to show in Fig. 5, we have used
f(B) = B3/2 [15]. Fig. 5(b) presents both the positive
(αf(B): open symbols) and the negative contribution
(βB2: solid symbols) as a function of ns for B = 1 T.
The positive MC due to quantum interference does not
depend on ns within the scatter of data. On the other
hand, the negative contribution, i. e. β(ns), has a strong
minimum at the metal-insulator transition.
In summary, we have shown that the metallic phase
can be created in a 2DEG by increasing its mobility,
consistent with the assertion that the 2D MIT is driven
by electron-electron interactions. We have also shown
that the negative part of the MC, determined by the
spin-dependent part of the interaction, decreases sharply
at the transition. We point out striking similarities be-
tween transport properties of a 2DEG in Si MOSFETs
and those observed in Si:B, which is a 3D system: (a) the
T -dependence is qualitatively the same, i. e. σ increases
with decreasing T in the metallic phase [16]; (b) magneto-
conductance, which is negative in Si:B, depends strongly
on the carrier concentration and shows a dramatic de-
crease at the transition [17]. We recall that such anoma-
lous behavior has been attributed to electron-electron
interactions in the case of Si:B. Our experiment sug-
gests the possibility that electron-electron interactions
may play a similar role in both 2D and 3D systems near
the metal-insulator transition.
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