We present a control design method for nonlinear partial differential equations (PDEs) based on a combination of gain scheduling and backstepping theory for linear PDEs. A benchmark first-order hyperbolic system with an in-domain nonlinearity is considered first. For this system a nonlinear feedback law, based on gain scheduling, is derived explicitly, and a proof of local exponential stability, with an estimate of the region of attraction, is presented for the closed-loop system. Control designs (without proofs) are then presented for a string PDE and a shear beam PDE, both with Kelvin-Voigt (KV) damping and free-end nonlinearities of a potentially destabilizing kind. String and beam simulation results illustrate the merits of the gain scheduling approach over the linearization based design.
Introduction
The stabilization of nonlinear partial differential equations (PDEs) is an important area in control design motivated by realworld applications in the areas of thermal, reaction, fluid, structural, and plasma systems. Several control design methods for PDEs have been reported in the literature. We discuss only those that are relatively broadly applicable rather than being for a single specific PDE. Finite-dimensional backstepping methods were used for the design of stabilizing boundary controllers for spatially discretized parabolic PDEs in Refs. [1] [2] [3] . Statistical-based model reduction techniques were presented in Refs. [4] [5] [6] . Nonlinear model reduction and input-output feedback linearization for quasilinear firstorder hyperbolic and parabolic systems were presented in Ref. [7] . Passivity based exponentially stabilizing control design and a flatness based approach for trajectory generation for flexible structures were presented in Ref. [8] . Feedforward and feedback controllers based on formal power series parameterization and summation methods for stabilization and tracking for nonlinear PDEs were presented in Ref. [9] . A gain scheduling approach for nonlinear PDEs in Ref. [10] used a linearization based approach, where controllers were designed for the finite-dimensional approximation of the system linearized about a family of operating points. An approach for full state feedback linearization for a broad class of nonlinear parabolic partial integro-differential equations (PIDEs) was presented in Refs. [11, 12] , where the nonlinear feedback operators are constructed using Volterra series in the spatial variable.
This paper presents a gain scheduling inspired control design for nonlinear PDEs based on the backstepping approach for linear PDEs. Gain scheduling [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] is a technique that replaces a fully nonlinear control design (such as, for example, backstepping or forwarding, which yield global stability) with the design of a family of linear controllers that are implemented according to a scheduling signal. It requires linearizing the plant about a family of operating points (for example, see Refs. [18, 23, 24] ) or the formulation of the model in a quasi-linear parameter varying (LPV) form (for example, see Refs. [18, 21] ), such that linear control tools can be applied. PDE backstepping [25] is an approach for the design of boundary controllers for infinite dimensional PDE models without discretization or model reduction. As a form of model reference control for infinite dimensional systems, state transformations relating a closed-loop system to a target system are used to design stabilizing controllers.
Here the design of a stabilizing controller begins by writing the PDE model in a form to which gain scheduling techniques apply. Once in the appropriate form, gain scheduled PDE backstepping transformations-similar to standard PDE backstepping transformations in structure, but employing state-dependent transformation gains-are used to relate the nonlinear PDE model to a target system. Unlike typical gain scheduled controllers, where either the controller or its parameters are scheduled, the resulting controllers in this work are applied as nonlinear controllers (linear controllers with "continuously scheduled" state-dependent parameters). While not as powerful as the exactly linearizing nonlinear PDE backstepping boundary controllers in Refs. [11, 12] , gain scheduling controllers are a simpler and much more manageable design alternative for the challenging problem of nonlinear PDE control, with performance advantages over linearization based designs. Note that this work does not pursue the proof of existence and uniqueness of solutions for the PDEs considered, and the control designs are done assuming unique solutions exist.
We first present an explicit gain scheduling based control design for a benchmark first-order hyperbolic PDE with a boundary-valuedependent in-domain nonlinearity, which is an extension of the result in Ref. [26] . For this benchmark system we present a detailed analysis of local exponential stability, with an estimate of the region of attraction. Even for this relatively simple nonlinear PDE system, the analysis is quite complex and highlights the issues that one would face in performing a stability analysis for more complex nonlinear PDEs with gain scheduling controllers. These issues include the construction of Lyapunov functionals using nonlinear backstepping transformations, the bounding of nonlinear terms left uncompensated in the gain scheduling approach, and perhaps most importantly, the choice of system norms and the derivation of stability estimates and regions of attraction in high enough Sobolev norms to capture the effect of nonlinear perturbations in the stability analysis.
We then turn our attention to some relevant basic mechanical PDE systems-the string and shear beam PDEs with KelvinVoigt damping and boundary-displacement-dependent free-end nonlinearities. These designs are the extensions of results for the string [27] [28] [29] [30] and shear beam [29] [30] [31] [32] . The merits of these designs are highlighted by simulation. Motivation for these systems comes from shake table control and from atomic force microscopy. In a particular shake table control problem, the table provides boundary actuation to a structure in order to impart a desired reference trajectory at some point near its free-end, which possibly exhibits nonlinear behavior. In atomic force microscopy, the base of a cantilevered beam is actuated to stabilize a probe at its free-end, which interacts nonlinearly with the sample surface.
This work introduces a completely new framework for PDE backstepping designs, though the designs do employ past results for linear PDEs. This new approach allows for the design of explicit nonlinear controllers for PDEs, rather than controllers given in the form of a nonlinear Volterra series, as in Refs. [11, 12] . Also, the analysis techniques introduced for the nonlinear hyperbolic PDE are far beyond those previously employed in backstepping designs for linear PDEs.
The paper is organized as follows. Section 2 presents the gain scheduling based control design for a benchmark first-order hyperbolic PDE with boundary-value-dependent in-domain nonlinearity, and the proof of stability for the resulting closed-loop system. Sections 3 and 4 present the control design and simulation results for a string with Kelvin-Voigt damping and boundary-displacement-dependent free-end nonlinearity. Section 5 presents the control design for the shear beam with Kelvin-Voigt damping and boundary-displacement-dependent free-end nonlinearity. Section 6 presents simulation results for the Timoshenko beam with Kelvin-Voigt damping and boundary-displacement-dependent freeend nonlinearity, based on the shear beam designs of Sec. 5.
Gain Scheduling Design for a Benchmark First-Order Hyperbolic PDE
Consider the first-order hyperbolic PDE with a boundary-valuedependent in-domain nonlinearity u t ðx; tÞ ¼ u x ðx; tÞ þ gðuð0; tÞÞe bðuð0;tÞÞx uð0; tÞ
where uðx; tÞ is the state of the system on the domain 0 x 1 at time 0 t < 1, with initial condition u 0 ðxÞ ¼ uðx; 0Þ. Control is applied at x ¼ 1 through the boundary condition uð1; tÞ. The functions bðÁÞ and gðÁÞ are arbitrary continuously differentiable functions. The nonlinearity gðuð0; tÞÞe bðuð0;tÞÞx uð0; tÞ-which corresponds to an effect called "recirculation" in chemical tubular reactors-destabilizes the origin of the open-loop system (1), uð1; tÞ ¼ 0, therefore some form of control is needed to stabilize the equilibrium u 0.
Though the gain scheduling design can be developed (and proved) for a much broader class of PDEs (not only first-order hyperbolic but also parabolic and second-order hyperbolic), and where nonlinearities include dependence on the full state uðx; tÞ, rather than on uð0; tÞ only, Eq. (1) is used as a benchmark problem because all the steps of the analysis can be completed by explicit calculations.
The following steps are taken for the gain scheduling based PDE backstepping design. First, the nonlinearity is written in the quasilinear parameter varying form f ðÁÞuðÁÞ. Following gain scheduling techniques f ðÁÞ is considered to be a constant f , then PDE backstepping techniques are used to find transformations relating the plant to a target system. Having found the transformations, f is replaced by f ðÁÞ, and a gain scheduling based nonlinear controller is found using PDE backstepping techniques. When work has already been done for a system with constant f , i.e., a linear force, then f ðÁÞ can simply be substituted for f in those results.
For the current problem, the nonlinearity gðuð0; tÞÞe (9) The main result of this section is that the gain scheduling based nonlinear controller is locally exponentially stabilizing with respect to the appropriate norm. In the context of gain scheduling, the "continuously scheduled" controller is locally exponentially stabilizing independent of the magnitude of the rate of change of the scheduling signal uð0; tÞ. Note that this work is done with functions in H 1 space. Definition 2.1. Let CðtÞ denote the norm of the state of a dynamic system at time t. The equilibrium at the origin is said to be locally exponentially stable if there exist positive constants M, m, and c such that for all initial states such that C 0 < c, the following holds:
Theorem 2.1. Consider the closed-loop system consisting of the plant Eq. (1) and the boundary controller Eq. (6), and let
denote its norm with respect to x at time t. The equilibrium u 0 of the closed-loop system is locally exponentially stable.
2.1 Proof of Theorem 2.1. The proof of Theorem 2.1 requires finding the stability properties of the equilibrium w 0 of the target system (7) and (8) , then relating those properties to the closed-loop system (1) and (6) in the u-variable. First, results for the transformations and norms relating the systems are presented. Next a Lyapunov analysis is done to determine the stability of the equilibrium w 0 of the target system. The proof is completed by relating the results of the Lyapunov analysis in the w-variable to the u-variable using the system norms and the transformations.
The transformations u7 !w and w7 !u given by Eqs. (2)- (5) are consistent (one is the inverse of the other). This is shown by considering the partial derivative with respect to x of Eq. (2) (2) and (4). This establishes the direct and inverse transformations are consistent. The following lemma establishes that the direct transformation and its inverse relate the plant and target system PDEs under consideration.
Lemma 2.1. Let the functions uðx; tÞ and wðx; tÞ be related by Eqs. (2)- (5). The function uðx; tÞ satisfies the nonlinear system (1) with boundary control (6) if and only if the function wðx; tÞ satisfies the target system (7) and (8).
Proof. Substituting Eq. (3) kð1; n; wð0; tÞÞlðn; y; wð0; tÞÞ dn ' wðy; tÞ dy (13) which is zero given Eqs. (4) and (5). Lemma 2.2. Consider the target system (7) and (8), with the Lyapunov function candidate
There exists a positive constant V such that if V 0 V then
Proof. The temporal derivative of Eq. (14) is
where w t ðx; tÞ is given in Eq. (7), and the w x ðx; tÞ -system is given by (18) with Eq. (17) found by taking the partial derivative with respect to x of Eq. (7), and Eq. (18) found by evaluating Eq. (7) at x ¼ 1 with w t ð1; tÞ ¼ 0 from Eq. (8), where l 13 x; y; wð0; tÞ ð Þis used to denote the partial derivative of l 3 x; y; wð0; tÞ ð Þwith respect to x. Using Eqs. (7) and (17) where integration by parts was used to resolve the integrals Ð 1 0 ð1 þ xÞwðx; tÞw x ðx; tÞ dx and Ð 1 0 ð1 þ xÞw x ðx; tÞw xx ðx; tÞ dx. Using Eqs. (8) and (18) to substitute for wð1; tÞ and w x ð1; tÞ and taking the absolute value of the sign-indefinite terms, Eq. 
where a i , i ¼ 1; 2; 3 are positive constants defined as Using the bounds in Eqs. (21)- (24), the Agmon inequality bound wð0; tÞ j j w x ðtÞ k k ffiffiffiffiffiffiffiffi ffi VðtÞ p , and defining the class K 1 functions 
Given that the transformations between plant and target system are consistent, along with the results of Lemma 2.1 shows the existence of transformations relating the closed-loop system (1) and (6) and the target system (7) and (8) .
The transformations will now be used to relate the Lyapunov function to the norm of the target system denoted by
and then to the norm Eq. (11) of the closed-loop system. Note that the Lyapunov function Eq. (14) is upper and lower bounded by
WðtÞ VðtÞ 2WðtÞ (28) which can be seen by considering the quantity ð1 þ xÞ in Eq. (14), and setting x to zero to produce the lower bound and one to produce the upper bound in Eq. (28) . Stability of the equilibrium w 0 of the target system can now be stated having related the target system norm to the Lyapunov function. Equation (26) in Lemma 2.2 implies
Then from Eqs. (28) and (29), WðtÞ VðtÞ V 0 e Àt=4 2W 0 e Àt=4 for W 0 V 0 , therefore, the equilibrium w 0 of the target system (7) and (8) 
Using Eqs. (32) and (33), and given that bðÁÞ and gðÁÞ are continuously differentiable, Eq. (27) can be bounded by 
where the positive constant a 5 is defined as 
The proof of Theorem 2.1 is completed next. Let
Restricting the plant initial condition to X 0 x implies that V 0 2W 0 2d X 0 ð Þ 2d x ð Þ ¼ V. Then based on the preceding discussion the norm XðtÞ of the closed-loop system can be bounded by 
Application to a String PDE
This section presents only the application of the gain scheduling based PDE backstepping techniques of Sec. 2 to the control design for a string with Kelvin-Voigt damping and boundary-displacement-dependent free-end nonlinearity. No theoretical results or stability analysis for a closed-loop system are presented here, but they can be pursued using the tools developed in Sec. 2.1. Conditions under which the results of this section would hold locally, proposed based on the results of Theorem 2.1, are summarized at the end of this section. The merits of the designs in this section are illustrated by simulation in Sec. 4 .
Consider the string model given by
where uðx; tÞ denotes the displacement with initial conditions u 0 ðxÞ ¼ uðx; 0Þ and _ u 0 ðxÞ ¼ u t ðx; 0Þ, d is the Kelvin-Voigt damping coefficient, and e is the inverse of the nondimensional stiffness. The string is actuated at x ¼ 1 through the force boundary input u x ð1; tÞ. The boundary-displacement-dependent function f ðÁÞ, representing a free-end nonlinearity, is an arbitrary continuously differentiable function with f ð0Þ ¼ 0. Depending on the sign of f 
which generates the reference trajectory w r ð0; tÞ ¼ A u sinðx u tÞ for a desired amplitude A u and frequency x u . The functions bðÁÞ, bðÁÞ, cðÁÞ, andĉðÁÞ are defined as
Transactions of the ASME The string boundary controllers (49) and (64) require slope/ force actuation at the base but can also be written in a form that requires displacement actuation. When combined with full state observers [27, 28] , the output-feedback controllers require sensing of the free-end displacement and velocity. ; tÞ. The boundary-displacement-dependent interaction force has a weak linear region near the origin, which is then dominated by the cubic nonlinearity. The linear approximation about the origin underestimates the interaction force, i.e., jf 0 ð0Þuð0; tÞj jf uð0; tÞ ð Þj for all uð0; tÞ. In fact, any linear approximation would eventually underestimate a superlinear nonlinearity, which tend to be the most difficult to compensate for. When u 0 ð0Þ ¼ 0:347, which is the largest initial condition for which the linearization based controller stabilizes the origin, the gain scheduling based nonlinear controller clearly outperforms the linearization based controller in both transient response and settling time. When u 0 ð0Þ ¼ 0:363, which is the largest initial condition for which the gain scheduling based nonlinear controller stabilizes the origin, the linearization based controller can no longer stabilize the origin while the gain scheduling based nonlinear controller must work hard to keep the nonlinearity from pulling the tip away from the origin. The simulations show that-for a nonlinearity where the linearization underestimates the force-the gain scheduled based nonlinear controller outperforms the linearization based controller when the tip begins to operate in a sufficiently strong region of the nonlinear interaction force. The transient energy of the closed-loop system with gain scheduling based nonlinear control tends to be higher because of the increased control effort required for improved performance. Figure 3 compares the performance of the linearization based controller and gain scheduling based nonlinear controller, when the goal is to generate and track the reference trajectory u r ð0; tÞ ¼ 0:3 sin pt. The string is initialized with zero initial conditions. The gain scheduling based nonlinear controller is able to generate and track the sinusoid, with a small negative error in the mean. The negative error in the mean is caused by uð0; tÞ interacting most with the nonlinearity through a negative peak of the sinusoid first. This is confirmed by simulations with u r ð0; tÞ ¼ À0:3 sin pt where the tip displacement interacts most with the nonlinearity through a positive peak of the sinusoid first, and the resulting error in the mean is positive. The negative mean causes a stronger interaction force for the negative peaks, which in turn causes phase tracking errors between them and the positive peaks. Conversely, the negative mean causes a weaker interaction force for the positive peaks, which allows for better tracking from positive to negative peaks. The plot also shows how the linearization based controller begins to generate and track the reference trajectory with the same error in the mean, but ultimately cannot compensate for the destabilizing force caused by increased interaction with the negative peaks. As with the stabilization simulations, the controllers have comparable performance for small reference amplitudes and the gain scheduled controller outperforms the linearization based controller when the amplitude increases, and neither controller can stabilize the reference trajectory when the reference amplitude is too large.
Application to the Shear Beam PDE
This section presents only the application of the gain scheduling based PDE backstepping techniques of Sec. 2 to the control design for the shear beam with Kelvin-Voigt damping and boundary-displacement-dependent free-end nonlinearity. No theoretical results or stability analysis for a closed-loop system are presented here, but they can be pursued using the tools developed in Sec. 2.1. Conditions under which the results of this section would hold locally, proposed based on the results of Theorem 2.1, are 
where the states uðx; tÞ and aðx; tÞ denote the displacement and deflection angle with initial conditions u 0 ðxÞ ¼ uðx; 0Þ, _ u 0 ðxÞ ¼ u t ðx; 0Þ, a 0 ðxÞ ¼ aðx; 0Þ and _ a 0 ðxÞ ¼ a t ðx; 0Þ. The positive constants a, e, and l are nondimensional parameters of the beam as defined in Refs. [35, 36] . The x ¼ 0 boundary conditions Eqs. (67), and (68) represent a free-end with nonlinear interaction force, and the beam is actuated at the end x ¼ 1 through the boundary inputs u x ð1; tÞ and að1; tÞ. The shear beam model can be written as a singular perturbation ðl ¼ 0Þ of the Timoshenko beam model, and is given by
0 ¼ ea xx ðx; tÞ þ a u x ðx; tÞ À aðx; tÞ ð Þ
with boundary conditions (67) and (68) and boundary inputs u x ð1; tÞ, að1; tÞ. As with the string, f ðÁÞ is considered to be destabilizing, and a gain scheduling based PDE backstepping design is chosen to stabilize u 0, a 0. (76) are families of PIDEs in independent variables ðx; yÞ, and parametrized by uð0; tÞ, wð0; tÞ. For each measured uð0; tÞ, wð0; tÞ the PIDEs are solved and their solutions substituted appropriately. Given that kðx; y; uð0; tÞÞ and lðx; y; wð0; tÞÞ are implemented 'continuously,' then an alternative to numerically solving their respective PIDEs is to approximate the functions by the explicit first step of a symbolic recursion [31] . The first step of the recursion for the shear beam gains gives k 0 x; y; uð0; tÞ ð Þ¼Pðx; y; uð0; tÞÞ and l 0 x; y; wð0; tÞ ð Þ ¼ Pðx; y; wð0; tÞÞ, where Pðx; y; nÞ ¼ Àðb=2Þ À sinh bðx À yÞ The boundary controller Eq. (77) was found by making substitutions, similar to those made for the string, into Eq. 3.7 of Ref. [31] while Eq. (78) is carried over from Refs. [31] [32] [33] [34] . Numerical results in Ref. [34] show comparable performance of the boundary controllers when applied with the first step approximation [29, 30] can also be extended to Eqs. (67)-(70) using gain scheduling techniques. As with the string, previous motion planning and tracking results were developed only for f 0. Results for general f ðÁÞ are found following the techniques in Refs. [29, 30] but with the transformations Eqs. (2), (3), (71) 
where kðx; y; uð0; tÞÞ and lðx; y; wð0; tÞÞ are given by Eqs. (71)- (73) and (74)- (76), and rðx; tÞ is the state of an auxiliary system governed by a second-order parabolic PDE forced by a r ð0; tÞ. The motion planning reference solutions are 
where for the tip displacement and deflection angle reference trajectories Eq. (57) and (82) to hold. Such restrictions would seem to confine the operation to a linear region of f ðÁÞ. Since the advantage of using the nonlinear gain scheduled controls is impossible to quantify using the conservative analysis tools of Sec. 2.1, then the advantage of gain scheduling based control over linearization based control is illustrated by simulations in Sec. 6.
Simulations for the Timoshenko Beam
The Timoshenko beam control design in Refs. [33, 34] is done using a singular perturbation approach to reduce it to the shear beam model, with the rest of the design being analogous to the shear beam results in Refs. [31, 32] Figure 4 compares the nonlinearity f uð0; tÞ ð Þ¼ÀFuð0; tÞ= 1 þ 3uð0; tÞ ð Þ 2 for F ¼ 1, where F is the linear strength of the force, and its linear approximation about the origin. The boundary-displacement-dependent interaction force has a linear region about the origin, which is then dominated by the quadratic nonlinearity in the denominator. The linear approximation overestimates the interaction force, i.e. jf 0 ð0Þuð0; tÞj ! jf uð0; tÞ ð Þjfor all uð0; tÞ. This sublinear nonlinearity is easier to compensate for compared to superlinear nonlinearity used for the string since, though it may destabilize the origin, its strength decreases far from the origin and it can add two new stable equilibria at uð0; tÞ j j> 0. show that-for a nonlinearity where the linearization overestimates the force-the nonlinear controller outperforms the linearization based controller when the nonlinear interaction force becomes sufficiently strong, and it extends the range of stability. Figure 6 compares the performance of the linearization based controller and gain scheduling based nonlinear controller when the goal is to generate and track the reference trajectory u r ð0; tÞ ¼ 0:5 sin pt=3 ð Þ, a r ð0; tÞ ¼ 0. The beam is initialized with zero initial conditions. The plot shows how the linearization based controller begins to generate the reference trajectory, but in overestimating the nonlinearity it applies an excess of control effort producing large amplitude and phase errors, and cannot compensate for the harmonics caused by interaction with the nonlinearity. The linearization based controller eventually destabilizes the system for larger time. The gain scheduling based nonlinear controller is able to generate and track the sinusoid with very small errors in amplitude and phase, part of which can be attributed to the approximate nature of the shear beam results applied to the Timoshenko beam [29, 30] . The controllers have comparable performance for small reference amplitudes and force strengths, the gain scheduled controller outperforms the linearization based controller when the reference amplitude or force strength increases, and neither controller can stabilize the reference trajectory when the strength of the force is too large. 
Conclusions
A control design for nonlinear PDEs inspired by gain scheduling and based on the backstepping theory for linear PDEs has been introduced. Control designs were presented for a benchmark first-order hyperbolic PDE with boundary-value-dependent in-domain nonlinearity, and for the string and shear beam with KelvinVoigt damping and boundary-displacement-dependent free-end nonlinearities. The benchmark system was used to illustrate how one can perform a stability analysis of a nonlinear PDE system with gain scheduling based nonlinear control. Stability analysis showed that the equilibrium u 0 of the closed-loop system was locally exponentially stable. String and Timoshenko beam simulations were presented to show the performance of the gain scheduling based nonlinear controllers, which outperformed simple linearization based controllers.
Gain scheduling based PDE boundary backstepping methods provide a simple and effective solution to the difficult problem of nonlinear control design for infinite dimensional nonlinear systems. While not as powerful as a full nonlinear design, gain scheduling based PDE backstepping theory produces tractable results that outperform simple linearization based design.
