We consider a linear elliptic partial differential equation (PDE) with a generic uniformly bounded parametric coefficient. The solution to this PDE problem is approximated in the framework of stochastic Galerkin finite element methods. We Key words. stochastic Galerkin methods, stochastic finite element methods, parametric PDEs, a posteriori error estimation, adaptive methods, sparse polynomial approximation, generalized polynomial chaos expansion
Introduction
Partial differential equations (PDEs) with uncertain or parameter-dependent inputs arise in mathematical models of many physical phenomena as well as in engineering applications. Stochastic Galerkin finite element method (sGFEM) is commonly used for solving such PDE problems numerically, in particular, when the input data and solutions are sufficiently smooth functions of parameters. The sGFEM solution is sought in the tensor product of a finite element space defined on the physical domain and a multivariable polynomial space on the parameter domain. Even if a moderate number of parameters is used to represent the problem inputs, the cost associated with computing high-fidelity sGFEM approximations quickly becomes prohibitive, due to fast growth of the dimension of the tensor product space. An adaptive approach to constructing approximation spaces provides a remedy to this computational bottleneck. Based on rigorous a posteriori error analysis of computed solutions, adaptive solution techniques build spatial and parametric components of approximations incrementally in the course of numerical computation, leading to accelerated convergence and reduced computational cost.
For elliptic PDE problems with affine-parametric coefficients, several adaptive sGFEM algorithms have been recently proposed and analyzed, see, e.g., [15, 8, 7, 5, 10, 4, 3] . A range of the underlying a posteriori error estimation techniques is used in these and other works in order to guide adaptive refinement (e.g., residual-based, local equilibration, and hierarchical a posteriori error estimators and error indicators to name but a few). By contrast, the sGFEM-based numerical schemes for problems with non-affine parametric representations of coefficients are significantly less well developed. As far as adaptive stochastic Galerkin approximations are concerned, the only work we are aware of is [9] , where the adaptive sGFEM procedure driven by reliable residual-based error indicators is developed for linear elliptic PDEs with lognormal coefficients. It is worth noting that, due to unboundedness of coefficients, a well-posed weak formulation of this problem needs to be introduced in problem-dependent weighted spaces, as presented in [18] . Practical feasibility of the adaptive algorithm in [9] is ensured by adaptive discretizations of the lognormal coefficient represented in a hierarchical tensor format, as described in [11] , under the assumption that the errors in such discretizations are small.
In this paper, we consider a linear elliptic PDE with a generic parametric coefficient.
Assuming uniform boundedness of the coefficient, which ensures well-posedness of the weak formulation in standard Lebesgue-Bochner spaces, we first derive a reliable and efficient a posteriori estimate of the energy error in sGFEM approximations, thus, extending the analysis of hierarchical error estimators presented for the case of affine-parametric coefficients in [2, 5] . Two practical examples of hierarchical error estimates are considered in detail and studied numerically for the steady-state diffusion problem with non-affine parametric representation of the coefficient. We then present an adaptive algorithm driven by the error reduction indicators derived from hierarchical a posteriori error estimators in the spirit of [5, 4] . The performance of the adaptive algorithm is tested numerically for two non-affine parametric representations of the diffusion coefficient.
The rest of the paper is structured as follows. The model problem is introduced in section 2; its Galerkin approximation and a posteriori error estimation are presented in section 3. The generalized polynomial chaos (gPC) expansion of the parametric coefficient and the associated practical aspects of the developed error estimation strategy are discussed in section 4, while the results of numerical tests are reported in section 5. The adaptive algorithm is proposed in section 6 , and its performance is tested in numerical experiments described in section 7. In Appendix A, we derive explicit formulae for calculating the gPC expansion coefficients for parametric exponential and quadratic functions. x ∈ D, y = (y 1 , y 2 , . . . ) ∈ Γ, (2.1a)
u(x, y) = 0, x ∈ ∂D, y ∈ Γ, (2.1b) where f ∈ H −1 (D) and ∇ denotes differentiation with respect to x only. We assume that the parameters y m , m ∈ N, are the images of independent random variables with cumulative density function π m (y m ) and probability density function p m (y m ) = dπ m (y m )/ dy m .
Then for the multivariate random variable formed by all independent univariate random variables, the joint cumulative density function and the joint probability density function are π(y) := Note that each π m is a probability measure on (Γ m , B(Γ m )), where B(Γ m ) is the Borel σ-algebra on Γ m . Accordingly, π is a probability measure on (Γ, B(Γ)), where B(Γ) is the Borel σ-algebra on Γ. Then L 2 πm (Γ m ) (resp., L 2 π (Γ)) represents the Lebesgue space of functions v : Γ m → R (resp., v : Γ → R) that are square integrable on Γ m (resp., Γ) with respect to the measure π m (resp., π), and ·, · πm (resp., ·, · π ) denotes the associated
π (Γ)). For a Hilbert space H of functions on D, we will denote by L 2 π (Γ; H) the space of strongly measurable functions v :
In particular, we will denote
The weak formulation of (2.1) reads as follows: find u ∈ V such that
where the symmetric bilinear form B(·, ·) and the linear functional F (·) are defined by
To ensure the well-posedness of (2.2), we make the following assumption on the parametric diffusion coefficient T (x, y): there exist constants α min and α max such that
In particular, this implies that B(·, ·) is continuous and elliptic on V . Therefore, B(·, ·)
defines an inner product in V which induces the norm v B := B(v, v) 1/2 that is equivalent to v V , i.e.,
3 Galerkin approximation and a posteriori error estimation
Galerkin approximation
Let us introduce the finite-dimensional approximation of the weak problem (2.2). Problem (2.2) can be discretized by using Galerkin projection onto any finite-dimensional subspace of V . Note that the space V = L For the finite-dimensional subspace of H 1 0 (D), we choose the finite element space X = span{φ 1 , . . . , φ n X }, where φ i are standard finite element basis functions and n X = dim(X).
Let us now introduce the finite-dimensional (polynomial) subspaces of L 2 π (Γ). To that end, we consider the following set of finitely supported sequences:
where supp α = {m ∈ N; α m = 0}. The set J, as well as any of its subsets, will be called the index set, and the elements α ∈ J will be called the (multi-)indices. For each m ∈ N, let {P m n } n∈N 0 denote the set of univariate polynomials on Γ m that are orthonormal with respect to the inner product ·, · πm in L 2 πm (Γ m ). Then we can define the following tensor product polynomials:
The countable set {P α ; α ∈ J} forms an orthonormal basis of L 2 π (Γ) (see, e.g., [12, section 3.3] ). Given a finite index set P ⊂ J, the space of tensor product polynomials P P := span {P α ; α ∈ P} defines a finite-dimensional subspace of L 2 π (Γ). With both spaces X ⊂ H 1 0 (D) and P P ⊂ L 2 π (Γ), we can now define the finitedimensional subspace V XP := X ⊗ P P ⊂ V and write the discrete formulation of (2.2) as follows: find u XP ∈ V XP such that
Hereafter, we assume that P always contains the zero-index 0 := (0, 0, . . . ).
A posteriori error estimation
The aim of this subsection is to generalize the results of [5] to the case of the diffusion coefficient T (x, y) satisfying only the boundedness assumption (2.5) (which is a minimum assumption that guarantees the well-posedness of the weak formulation (2.2)).
We follow the classical hierarchical a posteriori error estimation strategy as described, e.g., in [1, Chapter 5] . First, let us briefly outline the main ingredients of this strategy emphasizing the specific features pertaining to tensor-product approximations. The starting point is the following equation for the discretization error e := u − u XP ∈ V :
Since e lives in the infinite-dimensional space V , we cannot calculate e by using (3.2) directly. However, one can approximate the error e in a finite-dimensional subspace V * XP ⊂ V in a similar way as the solution u is approximated in the finite-dimensional subspace V XP ⊂ V . Specifically, we introduce the error estimator e * ∈ V * XP that satisfies
Note that, due to Galerkin orthogonality
a meaningful approximation of e is obtained by requiring that V XP V * XP . It is well known that the error estimator e * is linked to the enhanced Galerkin approx-
Furthermore, since B(·, ·) is symmetric, we deduce from (2.2), (3.1), (3.5) that
This implies that: (i) e * B ≤ e B ; (ii) the quantity e * B is the energy error reduction achieved by using the enriched space V * XP ; and (iii) u − u * XP B ≤ u − u XP B . In order to establish the equivalence between the true energy error e B and the energy error estimate e * B , the following stronger property than the one given in (iii) is assumed (this property is usually referred to as the saturation assumption): there exists a constant
Then the following inequalities hold (see, e.g., [1, Theorem 5.1]): 
For problem (3.9) to be well-posed, the auxiliary bilinear form B(·, ·) is assumed to be symmetric, continuous, and elliptic. In this case, B defines an inner product in V which induces the norm v B := B(v, v) 1/2 that is equivalent to v B , i.e., there exist two positive constants λ and Λ such that
This leads to the following relation between the error estimators e * andẽ (see, e.g., [1,
The discussion of the second ingredient of the hierarchical error estimation strategy is linked to the specific choice of the enriched subspace V * XP ⊂ V . In the context of tensor-product approximations, an appropriate choice of V * XP is important, as this affects the quality of the final error estimate as well as the computational cost associated with computing that estimate, cf. [2, 5] . In this paper, we follow the idea proposed in [5] .
Firstly, we construct an enriched finite element subspace X * ⊂ H 1 0 (D), which has a direct sum decomposition X * := X ⊕ Y , where the finite-dimensional subspace Y ⊂ H 1 0 (D) is called the detail finite element space. Secondly, we construct an enriched polynomial space P P * := span{P α ; α ∈ P * } associated with a finite index set P * := P ∪ Q for some Q ⊂ J such that P∩Q = ∅. The set Q is called the detail index set and the corresponding polynomial space P Q := span{P α ; α ∈ Q} is called the detail polynomial space. Note that P P * has an orthogonal direct sum decomposition with respect to the inner product ·, · π as follows:
Finally, the enriched finite-dimensional space V * XP is defined as the following direct sum:
where V Y P := Y ⊗ P P and V XQ := X ⊗ P Q .
The direct sum structure of V * XP motivates the definition of two error estimators e Y P ∈ V Y P and e XQ ∈ V XQ satisfying
Combining all ingredients, we define the following error estimate
(3.14)
Clearly, making the right choice of the auxiliary bilinear form B(·, ·) is important in the above construction. In particular, if this choice implies B-orthogonality of the subspace decomposition, the following abstract result holds.
Lemma 3.1. Let B(·, ·) be a symmetric bilinear form that is continuous and elliptic on a Hilbert space V , and let G(·) be a continuous linear functional on V . Consider three
If the direct sum decomposition 
This implies that e 3 = e 1 + e 2 , because e 3 is the unique solution of (3.15) with i = 3. The second equality in (3.17) then follows due to the orthogonality property (3.16) and the symmetry of the bilinear form B(·, ·).
A direct application of Lemma 3.1 to the subspace V XQ = ⊕ µ∈Q X ⊗ P µ gives the following result on the decomposition of the error estimator e XQ defined by (3.13).
Corollary 3.1. Assume that the direct sum decomposition V XQ = ⊕ µ∈Q X ⊗ P µ is Borthogonal, i.e., for any µ, ν ∈ Q there holds
Then the error estimator e XQ defined by (3.13) and its norm e XQ B can be decomposed into the contributions associated with individual indices µ ∈ Q as follows:
Here, for each index µ ∈ Q, the estimator e (µ)
The next step is to connect the error estimates ẽ B and η. To this end, we employ two strengthened Cauchy-Schwarz inequalities: there exist two constants
Lemma 3.2. Let ẽ B and η be defined in (3.9) and (3.14), respectively. Then the following inequalities hold
Proof. We start by defining an auxiliary error estimator e X * P ∈ V X * P satisfying
The proof then consists of four steps.
Step 1. In this step, we will establish the following inequalities:
Since V X * P and V XQ are subspaces of V * XP , we use (3.9), (3.25), (3.13) and apply the Cauchy-Schwarz inequality to obtain
Hence, the left-hand inequality in (3.26) follows.
Let us now prove the right-hand inequality in (3.26). Since V * XP = V X * P ⊕ V XQ , the estimatorẽ ∈ V * XP has a unique decompositioñ e = w X * P + w XQ with w X * P ∈ V X * P , w XQ ∈ V XQ .
Using this representation ofẽ, we deduce that
where the fourth equality is due to (3.9), (3.25) and (3.13), the first inequality is due to the Cauchy-Schwarz inequality, and the second inequality is due to the algebraic inequality
On the other hand, we can estimate ẽ 2 B from below as follows:
Combining (3.27) with (3.28) gives the right-hand inequality in (3.26).
Step 2. In the second step, we will establish the following inequalities:
Since V Y P ⊂ V X * P , we use (3.25), (3.12) and the Cauchy-Schwarz inequality to obtain
Hence, the left-hand inequality in (3.29) follows.
Using similar arguments as in Step 1, the proof for the right-hand inequality in (3.29) first makes use of the decomposition
and the Cauchy-Schwarz inequality to estimate
here, the third equality is due to B(e X * P , w XP ) = 0 as follows from (3.1) and (3.25), and the fourth equality is due to (3.25) and (3.12). On the other hand, applying the strengthened Cauchy-Schwarz inequality (3.22) and the algebraic inequality 2γ
, we obtain the lower bound for e X * P
B
:
Combining (3.30) with (3.31) gives the right-hand inequality in (3.29).
Step 3. Combining (3.26) with (3.29) and recalling the definition of η gives (3.23).
Step 4 (γ 1 = 0). A tighter lower bound in (3.23) can be proved in this case. Indeed, using the B-orthogonality of the decomposition V * XP = V X * P ⊕ V XQ and applying Lemma 3.1 we conclude that ẽ
. Combining this equality with the estimates (3.29) from Step 2 and recalling the definition of η we obtain (3.24).
Putting together (3.8), (3.11), (3.23) and (3.24), the following theorem gives two-sided bounds for the energy norm (i.e., B-norm) of the true discretization error e = u − u XP in terms of the estimate η.
Theorem 3.1. Let u ∈ V be the solution of (2.2) and let u XP ∈ V XP be the Galerkin approximation satisfying (3.1). Suppose that the saturation assumption (3.7) and the norm equivalence (3.10) hold. Then the a posteriori error estimate η defined by (3.14) satisfies
where β ∈ [0, 1) is the constant in (3.7), λ and Λ are the constants in (3.10), and γ 1 , γ 2 ∈
[0, 1) are the constants in the strengthened Cauchy-Schwarz inequalities (3.21), (3.22) .
η. with the parameter-free part of the representation for T (x, y) and yields the orthogonality of the decomposition V * XP = V X * P ⊕ V XQ . Theorem 3.1 thus generalizes the results of [5] to the case of a more general diffusion coefficient T (x, y) that is only assumed to be bounded (the assumption that ensures the well-posedness of (2.2)). In fact, our result is not limited to the diffusion problem (2.1). Theorem 3.1 applies to tensor-product Galerkin approximations of the solution to a general variational problem of the type (2.2) with symmetric bilinear form B that is continuous and elliptic on a Bochner-type space V (these properties of B imply, in particular, the norm equivalence in (3.10)).
Recalling that e * = u * XP − u XP and putting together (3.11), (3.23) and (3.24), the following theorem gives two-sided bounds for the error reduction u * XP − u XP B in terms of the estimate η.
Theorem 3.2. Let u XP ∈ V XP be the Galerkin approximation satisfying (3.1), and let u * XP ∈ V * XP be the enhanced Galerkin approximation satisfying (3.5). Suppose that the norm equivalence (3.10) holds. Then the following estimates for the error reduction hold:
where λ and Λ are the constants in (3.10) and γ 1 , γ 2 ∈ [0, 1) are the constants in the strengthened Cauchy-Schwarz inequalities (3.21), (3.22) .
Remark 3.2. Theorem 3.2 states that η provides an estimate for the error reduction
We distinguish the following two important cases of enriching the approximation space V XP :
(1) If only the finite element space is enriched, that is, V * XP = V X * P = V XP ⊕ V Y P , and u X * P ∈ V X * P denotes the enhanced Galerkin solution, then γ 1 = 0 and therefore η = e Y P B provides an effective estimate for the error reduction u X * P − u XP B , i.e.,
If only the polynomial space on Γ is enriched, that is, V * XP = V XP * := V XP ⊕ V XQ , and u XP * ∈ V XP * denotes the corresponding enhanced Galerkin solution, then γ 2 = 0 and therefore η = e XQ B provides an effective estimate for the error reduction
when γ 1 = 0, and
37)
Similar to Remark 3.1, we emphasize that Theorem 3.2 generalizes the results of [2, 5] , where the error reduction estimates (3.36), (3.37) have been proved for the model problem (2.1) with the diffusion coefficient T (x, y) that has affine dependence on random parameters.
Galerkin approximations for the model problem with coefficient in the gPC expansion form
While the results of section 3 hold for a general variational problem of type (2.2) (see, e.g., Remark 3.1), we now focus on the steady-state diffusion problem (2.1). For this problem, we use the generalized polynomial chaos expansion of the diffusion coefficient
T (x, y) and specify main ingredients of computing stochastic Galerkin approximations and the associated error estimators. Here, and in the rest of the paper, we assume that T (x, y) depends on finite number of parameters y m (m = 1, . . . , M, M ∈ N). As before, we suppose that T (x, y) satisfies the boundedness assumption (2.5). Then T (x, y) ∈ W can be represented using the gPC expansion as follows (see, e.g., [12, Theorem 3.6]):
where the orthonormality of the polynomial basis
Discrete formulation revisited
Recalling that X = span{φ 1 , φ 2 , . . . , φ n X } and
, we can write any u ∈ V XP = X ⊗ P P as
We note that given multi-indices α, β, γ ∈ N M 0 , the orthogonality of the polynomial basis (with respect to the inner product ·, · π ) yields the following property:
if there exists m ∈ {1, 2, . . . , M} such that the sum of any two of α m , β m and γ m is less than the third one. Therefore, with two finite index sets P, Q ⊂ N M 0 , we obtain by using (4.1) in the definition (2.3) of the bilinear form B(·, ·) 5) where
Thus, by using the Galerkin projection (3.1)) onto the finite-dimensional subspace V XP , the infinite sum in the expansion (4.1) of T (x, y) is effectively truncated to the finite sum over the indices γ ∈ N (P, P) 1 . In particular, using the representation (4.3) for the Galerkin approximation u XP ∈ V XP and setting v = φ j P β in (3.1), we obtain for all j = 1, . . . , n X and β ∈ P γ∈N (P,P)
Hence, the discrete formulation (3.1) results in the linear system Au = b with the matrix A and the right-hand side vector b being defined as follows:
where ι : P → {1, . . . , #P} is a bijection. Thus, the [i + (ι(α) − 1)n X ]-th entry of the solution vector u is given by u i,α .
1 Note that if P P is a set of complete polynomials of total degree ≤ d, then P N (P,P) is a set of complete polynomials of total degree ≤ 2d.
Auxiliary bilinear forms
An important ingredient of the error estimation strategy described in section 3 is the auxiliary bilinear form B(·, ·). In this subsection, we consider two choices of B(·, ·), which both exploit the gPC expansion (4.1) of the diffusion coefficient T (x, y).
The first auxiliary bilinear form employs the parameter-free part t 0 (x) in the expansion (4.1) of T (x, y):
The auxiliary bilinear form of this type has been used in the a posteriori error analysis of the sGFEM for problem (2.1) with the diffusion coefficient T (x, y) having affine dependence on y m (see, e.g., [2, 5, 4] ).
Since Γ p(y) dy = 1 and T (x, y) is bounded (see (2.5)), we deduce from (4.2) that
Hence, the symmetric bilinear form B 0 (·, ·) is continuous and elliptic on V . Therefore, it defines an inner product in V which induces the norm v B 0 := B 0 (v, v) 1/2 that is equivalent to v V . Specifically, using (4.9), we obtain Turning now to the error estimators e Y P and e XQ that are defined in (3.12) and (3.13) by employing the bilinear form B = B 0 , we use the same arguments as in §4.1 (see (4.4)-(4.6)) to rewrite (3.12) and (3.13) as follows:
Furthermore, the definition of the bilinear form B 0 (·, ·) in (4.8) and the orthogonality of the polynomial basis P γ γ∈Q (with respect to the inner product ·, · π ) imply the B 0 -orthogonality of the direct sum decomposition V XQ = ⊕ µ∈Q X ⊗P µ (cf. (3.18) ). Therefore, by Corollary 3.1, the error estimator e XQ and its norm e XQ B 0 can be decomposed into the contributions associated with individual indices µ ∈ Q, see (3.19) and (3.20) with B = B 0 .
The construction of the auxiliary bilinear form B(·, ·) can be linked to designing a preconditioner for the coefficient matrix associated with the bilinear form B(·, ·). Indeed, the coefficient matrix associated with the auxiliary bilinear form B 0 (·, ·) has been used in many works as a preconditioner (called the mean-based preconditioner) for linear systems resulting from sGFEM formulations of parametric PDE problems (see, e.g., [16, 17] ).
Conversely, if there exists a good preconditioner for the coefficient matrix associated with bilinear form B(·, ·), then one can try to design the auxiliary bilinear form by mimicking the structure of that preconditioner. The above reasoning motivates our second choice of the auxiliary bilinear form B(·, ·). Specifically, motivated by the Kronecker product structure of the preconditioner proposed in [20] , we construct the following bilinear form:
where C γ ∈ R are chosen to minimize the quantity S :=
. Using the expansion (4.1) of T , we rewrite S as follows:
Hence, the values of C γ can be found from the following equation:
As a result, we have
(note that with these values of C γ , one has
Substituting (4.14) into (4.13) and using (4.1), we rewrite B 1 (u, v) as follows:
Using this representation of B 1 (·, ·) as well as the boundedness of T (x, y) and t 0 (x) (see (2.5) and (4.9), resp.), we conclude that B 1 (·, ·) defines an inner product in V which induces the norm v B 1 := B 1 (v, v) 1/2 that is equivalent to v V . In particular, there holds If the bilinear form B 1 (·, ·) is employed to define the error estimators e Y P ∈ V Y P and e XQ ∈ V XQ , then the associated discrete formulations (3.12) and (3.13) can be rewritten as follows (here, we use the same arguments as in §4.1):
Comparing the left-hand sides in (4.17), (4.18) with those in (4.11), (4.12), respectively, it is easy to see that the computational cost associated with assembling linear systems for computing the error estimators e Y P and e XQ will be significantly lower if the bilinear form B 0 is employed to define these estimators.
Detail index set
We now discuss the construction of the detail index set Q for computing the error estimator e XQ defined by (3.13) in the case when the diffusion coefficient T (x, y) is given by its gPC expansion (4.1). Let T ⊂ N M 0 denote the index set such that all non-zero terms in expansion (4.1) are indexed by γ ∈ T. We will distinguish between two cases: (i) T is a finite index set; and (ii) T is an infinite (countable) set.
If the auxiliary bilinear form B satisfies (3.18) (which is the case when B = B 0 ), then by Corollary 3.1, the estimator e XQ is the sum of individual estimators e (µ) XQ (µ ∈ Q) satisfying (3.20) . In this case, for a given µ ∈ Q, e (µ) XQ = 0 if and only if the right-hand side of (3.20) is equal to zero for all v ∈ X ⊗ P µ , which is equivalent to B(u XP , v) = 0 for all v ∈ X ⊗ P µ (note that F (v) = 0 for all v ∈ X ⊗ P µ , since 0 / ∈ Q and hence µ = 0).
Assume that T is a finite index set. Then, recalling the definition of N (·, ·) in (4.6) and the orthogonality property (4.4), we conclude that e (µ) XQ = 0 for any µ ∈ N M 0 \N (P, T). Therefore, for a finite index set T and an auxiliary bilinear form B satisfying (3.18), a natural choice of the detail index set is Q := N (P, T)\P.
If B does not satisfy (3.18) (which is the case when B = B 1 ) or T is an infinite index set, then, in general, we can only build the finite detail index set Q heuristically.
Numerical experiments: error estimation
The aim of this section is to test the error estimation strategy from §3 for the model problem (2.1) with a non-affine parametric representation of the diffusion coefficient.
To that end, we set f (x) = 1 and T (x, y) = exp(a(x, y)), where a(x, y) is represented as follows:
Here, we assume that y m are the images of independent and identically distributed random variables that follow the same truncated Gaussian probability density function
where erf(·) is the error function and σ 0 is a parameter of the truncated Gaussian distribution measuring the standard deviation.
Note that for T = exp(a) and a given by (5.1), the gPC expansion 
where σ is the standard deviation and ℓ 1 , ℓ 2 are correlation lengths (we set ℓ 1 = ℓ 2 = 1).
Thus, in ( 
Here,σ > 1 characterizes the decay rate of the amplitudesᾱm −σ of these coefficients (we setσ = 2 in our experiments),ᾱ > 0, and β 1 , β 2 are defined as
with k(m) = ⌊−1/2 + 1/4 + 2m⌋.
All experiments in this section and in section 7 were performed using the open source MATLAB toolbox S-IFISS [19] . In our computations, we use the finite element space X = X(h) of bilinear (Q1) approximations on uniform grids h of square elements with edge length h. In this case, the detail finite element space Y = Y (h) is the span of the set of bilinear bubble functions corresponding to edge midpoints and element centroids of the grid. For the polynomial approximation on Γ, we first construct a polynomial basis in L 2 π (Γ) by tensorizing univariate orthonormal polynomials generated by the probability density function (5.2) (these polynomials are known in the literature as Rys polynomials, see, e.g., [13, Example 1.11]); then we employ the set P M,d of complete polynomials of degree ≤ d in M variables, P M,d := span P α ; α ∈ P M,d , where
Thus, given h, M and d, we compute the Galerkin approximation u XP ∈ X(h) ⊗ P M,d
satisfying (3.1).
The spatial error estimator e Y P satisfying (3.12) is computed approximately by using a standard element residual technique (see, e.g., [1] ). Specifically, we solve the following local residual problems associated with (3.12): find 
In the experiments below, we will examine the quality of the error estimates η 0 and η 1 by computing the corresponding effectivity indices
where The effectivity indices for Galerkin approximations u XP ∈ X(h) ⊗ P P 3,2 for the model problem (2.1) with T (x, y) = exp(a(x, y)) and the decomposition of a(x, y) as in Example 5.1 with ℓ 1 = ℓ 2 = 1. The fixed detail index set Q = P 3,6 \P 3,2 is employed to compute the underlying error estimates.
In the experiments below, we set σ 0 = 1 in (5.2) and fix M = 3, d = 2.
In the first set of experiments, we consider two model problems described above and |D|. The results of these computations are presented in Table 1 (for the decomposition of a(x, y) in Example 5.1) and in Table 2 (for the decomposition in Example 5.2).
From Tables 1 and 2 we find that both effectivity indices Θ 0 and Θ 1 are close to unity and decrease as the spatial grid is refined or the corresponding coefficient parameter (σ orᾱ) decreases. We also observe that Θ 0 > Θ 1 in each case, and the difference between Θ 0 and Θ 1 grows as σ andᾱ increase.
In the second set of experiments, we consider the same model problems as in the first set of experiments but choose larger problem parameters, namely σ,ᾱ ∈ {1, 3, 5}.
In each case, we compute the Galerkin approximation u XP ∈ X(h) ⊗ P P 3,2 with fixed
|D|. For each Galerkin approximation, two sequences of error estimates {η 0 } and {η 1 } are computed with different detail index sets; specifically, we use Q = P 3,d \P 3,2
withd ∈ {3, 4, . . . , 7}. Then, the effectivity index is calculated for each error estimate;
here, we again use the corresponding reference solutions
|D|. The effectivity indices are reported in Table 3 (for the decomposition of a(x, y)
in Example 5.1) and in Table 4 (for the decomposition in Example 5.2).
From Tables 3 and 4 we again observe that Θ 0 > Θ 1 for each fixed σ (resp.,ᾱ) and ᾱ = 0.2ᾱ = 0.4ᾱ = 0.6ᾱ = 0.8 Table 2 : The effectivity indices for Galerkin approximations u XP ∈ X(h) ⊗ P P 3,2 for the model problem (2.1) with T (x, y) = exp(a(x, y)) and the decomposition of a(x, y) as in Example 5.2 withσ = 2. The fixed detail index set Q = P 3,6 \P 3,2 is employed to compute the underlying error estimates. Table 3 , the limiting values of Θ 0 stay close to unity, whereas the limiting values of Θ 1 decrease rapidly away from unity as σ increases (see the last two columns in Table 3 ).
This shows a robustness of the error estimate η 0 with respect to the 'roughness' of the parametric coefficient in Example 5.1. This difference between the limiting values of Θ 0 and Θ 1 is less pronounced for the parametric coefficient in Example 5.2 for given values ofᾱ (see the last two columns in Table 4 ). We can see, however, a faster decay of Θ 1 as α increases, which indicates a deterioration of quality of the error estimate η 1 for larger values ofᾱ.
Based on the numerical results reported in this section, we conclude that the bilinear form B = B 0 is preferable to the bilinear form B = B 1 for estimating the energy errors in sGFEM approximations for problems with non-affine parametric representations of coefficients. Indeed, it follows from the numerical comparison of the associated effectivity Table 4 : The effectivity indices for Galerkin approximations u XP ∈ X(h) ⊗ P P 3,2 with h = 2 −5 for the model problem (2.1) with T (x, y) = exp(a(x, y)) and the decomposition of a(x, y) as in Example 5.2 withσ = 2. The sequence of expanded index sets
withd ∈ {3, 4, . . . , 7} is employed to compute the underlying error estimates.
indices that the quality of the error estimate η 0 that employs B 0 is, in general, not worse than that of the error estimate η 1 employing B 1 . Furthermore, as emphasized in §4.2, using the bilinear form B 0 is also preferable from the computational cost point of view.
In addition to that, the B 0 -orthogonality of the direct sum ⊕ µ∈Q X ⊗ P µ gives immediate access to individual parametric estimators e
XQ (µ ∈ Q), which is critical for building adaptive polynomial approximations on the parameter domain. All this motivates the choice of the auxiliary bilinear form B and the associated energy error estimators in the adaptive algorithm presented in the next section.
Adaptive algorithm
In this section, we present an adaptive solution algorithm for the model problem (2.1).
We follow the ideas developed in [5] Starting with a coarse grid of edge length h 0 and an initial index set P 0 ⊇ P M,1 , the adaptive algorithm generates a sequence of finite element spaces
a sequence of polynomial spaces
and a sequence of Galerkin solutions u (k) ∈ V k XP := X(h k ) ⊗ P P k . At each iteration step k, the Galerkin solution u (k) satisfying (3.1) is computed by the subroutine SOLVE as follows:
where T and f are the problem data (see (2.1)).
At the error estimation step, we choose B = B 0 . With this choice of B, we use (5.5) to compute the local (spatial) estimators {e Y P | K } K∈ h k and employ (4.12) to compute the parametric estimator e XQ ; the latter gives access to individual parametric estimators e (µ) XQ µ∈Q k due to (3.19) . All estimators are computed by the subroutine ESTIMATE:
Here, as discussed in section 4.3, the detail index set is built as follows: if T is finite,
Then we calculate the total error estimate η (k) via the first equation in (5.6).
Algorithm 6.1: Adaptive stochastic Galerkin finite element algorithm Input: data T , f ; initial edge length h 0 , initial index set P 0 ⊇ P M,1 ; marking threshold θ P ; tolerance ǫ
If the error estimate η (k) exceeds the prescribed tolerance ǫ, then an enriched finite-
XP must be constructed. Before doing this, we identify those indices µ ∈ Q k that yield larger contributing estimators e (µ) XQ . To that end, we employ the Dörfler marking strategy [6] . Specifically, we fix a threshold parameter θ P ∈ (0, 1] and The marked index set is generated by the subroutine MARK:
In order to construct the enriched approximation space, we either enrich the finite element space by uniformly refining the mesh (in this case, we define V k+1,1 XP := X(h k+1 )⊗P P k with h k+1 = h k /2), or enrich the polynomial space by including the (marked) indices , respectively. Therefore, if
is greater or equal than XP is computed. The process is then repeated until the tolerance is met.
The complete adaptive algorithm is listed in Algorithm 6.1.
Numerical experiments: adaptivity
In this section, we test the performance of Algorithm 6.1 for the model problem (2.1) with non-affine parametric representations of the diffusion coefficient. As in section 5, numerical results are presented for bilinear (Q1) spatial approximations on uniform grids h of square elements with edge length h. In all experiments, we set the marking parameter θ P = 0.9 in (6.1) and run the adaptive algorithm with the stopping tolerance ǫ = 2×10 −2 .
In our first set of experiments in this section, we consider the model problem (2.1) on the domain D = (−1, 1) 2 and we set f (x) = 1, T (x, y) = exp(a(x, y)), where a(x, y) is represented as in (5.1) by using the truncated Karhunen-Loève expansion in Example 5.1.
As in section 5, we assume that y m are the images of independent and identically distributed random variables that follow the truncated Gaussian probability density function Table 5 and Figures 1 and 2 .
In Table 5 , for each computation we report the overall computational time t (in seconds), the number of iterations K needed to reach the prescribed tolerance, the final error estimate η (K) , the edge length h K of the final mesh, the cardinality of the index set N (P K , Q K ) that is used in calculating the estimator e XQ (see (4.12) ), the final number of degrees of freedom
, and the evolution of the index set P. From Table 5 , we find that in the experiments with larger values of σ, the tolerance is met by the final Galerkin solution calculated on a more refined spatial grid h K and with a larger index set P K . This leads to significant increase in computational times and is due to a dramatic expansion of the index set N (P K , Q K ) as σ increases. For example, as σ increases from 0.6 to 0.8, the cardinality of N (P K , Q K ) increases by approximately a factor of 8, while the cardinality of P K only increases by approximately a factor of 3. Greater cardinality of N (P K , Q K ) means longer computational time for finding e XQ via (4.12), taking a significant share of the overall computational time.
In Figure 1 , we plot the error estimates η, e Y P B 0 and e XQ B 0 at each iteration of the adaptive loop. In Figure 1(a) e XQ B 0 throughout the computation, that is why no parametric refinement is performed in this case before the tolerance is met. In Figure 1 (b) (σ = 0.6), we find that e Y P B 0 is only smaller than e XQ B 0 at the final iteration, when the total error estimate is below the tolerance; thus no parametric refinement is performed in this case either. In the experiments with σ = 0.8 and σ = 1, one parametric refinement is needed before the tolerance is met (see Figures 1(c) and 1(d) ). Note that more indices were activated in the case of σ = 1.
In Figure 2 , we plot the effectivity indices computed via (5. Table 6 and Figures 3 and 4 .
From Table 6 and Figure 3 , we find that no parametric refinement is performed in the experiment withᾱ = 0.4; one parametric refinement is performed in the experiments with α = 0.6 andᾱ = 0.8; and two parametric refinements are performed in the experiment withᾱ = 1. Since for the model problem in this set of experiments, the gPC expansion (4.1) of the diffusion coefficient T = a 2 reduces to a finite sum over the index set T ⊂ P 5,2 (see Appendix A), the sum in (4.12) is over the set N (P K , Q K ) ∩ P 5,2 . We observe from Table 6 that #(N (P K , Q K ) ∩ P 5,2 ) does not change throughout this set of experiments. This partly explains the reason why the overall computational times for larger values of coefficient parameter (i.e., the parameterᾱ in this set of experiments) do not increase as significantly as they do in the first set of experiments in this section.
In Figure 4 , we plot the effectivity indices for the error estimate at each iteration of the algorithm (here, the reference Galerkin solution is computed similarly to other experiments). We can see that for all experiments in this set, the effectivity indices are within the interval (0.5, 2.5) throughout all iterations.
Concluding remarks
Adaptivity is a critical ingredient of effective algorithms for numerical solution of PDE problems with parametric or uncertain inputs. In this paper, we consider a linear elliptic PDE with a generic parametric coefficient satisfying minimal assumptions that guarantee well-posedness of the weak formulation in standard Lebesgue-Bochner spaces. Building on earlier works for PDEs with affine-parametric representation of input data, we have performed a posteriori error analysis and designed an adaptive solution algorithm for the considered generic problem. An important contribution of this work is that it opens the possibility of solving elliptic PDE problems with non-affine parametric representations of input data using Galerkin approximations with rigorous error control, thus, providing an effective alternative to traditional sampling techniques for such problems. Furthermore, our proof of concept implementation and extensive numerical tests demonstrate the effectiveness of our error estimation strategy and practicality of the developed adaptive algorithm for this class of parametric PDE problems. Appendix A gPC expansion coefficients for parametric exponential and quadratic functions
In this paper, we work with two forms of the diffusion coefficient T (x, y): T (x, y) = exp(a(x, y)) and T (x, y) = a 2 (x, y), where a(x, y) is given by (5.1). For T = exp(a), we are able to separate the variables y m . Specifically, for M > 1, the integral in (4.2) can be expressed as a product of 1D integrals as follows: Thus, the index sets N (P, P) in (4.7), (4.11), (4.17) , N (P, Q) in (4.12), (4.18) , and N (Q, Q) in (4.18) are replaced by N (P, P)∩P M,2 , N (P, Q)∩P M,2 , and N (Q, Q)∩P M,2 , respectively.
