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Jobs are modeled as decision trees of tasks in this paper. With each task is associated 
a joint probability distribution governing the deferral cost of the task, the execution 
time of the task, and a pointer to the descendant task next to be executed in the job. 
For a collection of jobs, an efficient algorithm isfound and analyzed for sequencing jobs 
so as to minimize the total expected cost. 
1. INTRODUCTION 
We consider the general problem of minimizing the mean weighted flow time of a 
collection of independent jobs executed on a single processor, where the weights are  
interpreted as deferral costs. The present work extends previous results on deterministic 
problems [2, 3, 5-7] by introducing a probability model governing execution times, 
deferral costs, and the sequences of tasks which make up each job. In particular, each 
job may be viewed as a decision tree whose vertices correspond to tasks. For each task 
T there is an arbitrary but known joint probability distribution governing the execu- 
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tion time, deferral cost, and the decision as to the next task, if any, to be executed 
following T. Thus, execution of a job consists of the execution of some chain of tasks 
in the tree beginning with the initial (root) task and ending with some descendant task 
in the tree. 
It is only at task terminations that job executions can be interrupted (preempted) 
in order to assign the processor to another job. Mean weighted flow times for schedules 
of a collection of independent jobs are computed as the weighted sums of task finishing 
times. The main result of our study is a polynomial-time algorithm for deciding at 
each task termination the job to be assigned to the processor in order that the expected 
value of the mean weighted flow time of the entire schedule be minimized. (In this 
paper the term "expected value" is used to refer to the first moment of a probability 
distribution. The term "mean" is reserved for indicating simply the arithmetic mean 
of a sequence of numbers.) 
The applications of our model are fairly evident. We may conceive of any multi- 
programmed system in which the structure underlying the mechanism for deciding 
the nature (task sequence) of each job is a tree. Such structures are certainly common, 
if not as a detailed model, then as a gross model in which tasks are redefined or enlarged 
so that a tree structure applies to the decision process. We must assume that the jobs 
have been analyzed or run sufficiently often so that joint probability distributions 
describing execution times, deferral costs, and the "outcomes" (next-task decisions) 
can be estimated reasonably closely. This might, for example in a compiler, involve 
estimation of input-error probabilities, as this would constitute a natural and frequent 
basis for the next-task decision. Clearly, the context of applications extends also to 
the general industrial job-shop environments discussed, for example, in [5]. 
In the remainder of the paper we first formally define the model to be studied, after 
which results are presented for a "locally computable" rank function (job sequencing 
criterion) used as the basis of a simple scheduling policy. The optimality of the policy 
is proved, and finally, questions regarding the polynomial-time computation of rank 
functions are resolved. 
2. THr MODrL 
A scheduling problem P consists of 
(i) a task system (3", -~), where 3-  is an indexed set of n >/0  tasks and ~ is a 
partial order on J - .  The index set o fo  q- is denoted I(P) and for eachj in I(P), T~. is an 
element in 3-. The partial order is restricted to be an initially rooted forest; i.e., for each 
i, j, k in I (P) if Ti <~ Tk and Tj ~ T k then either T i < Tj or Tj ~ Ti.  A task Ti is an 
immediate successor f T~ if T~ ~ T i and for no T k do both T~ ~ Tk and Tk -~ Ti hold. 
A task T i is initial if, for no Tk, Tk -< Ti. 
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(ii) for each j in I(P), a random variable Sj which takes on positive values and 
gives the service requirement (execution time) of T~.. Let r~- denote the expected value 
of Sj. 
(iii) for eachj in I(P), a random variable Cj which gives the deferral cost of T~. 
The range of Cj is unrestricted. Let w~ denote the expected value of Cj. 
(iv) for eachj in I(P), a random variable D~ which takes on values corresponding 
to the indices of the immediate successors of Tj or zero, signifying that Tj has no 
successors (zero is never a task index). We impose the restriction that if T i is an 
immediate successor of Tj then Pr{Dj = i} > 0; i.e., there is no task whose probability 
of execution is zero. 
(v) for each j in I(P), a joint probability distribution function Fj which governs 
the mutual behavior of Sj., Cj, and Dj.  For all i and j the triples (Si, Ci,  Di) and 
(Sj, C~, D~) are independent. 
A scheduling problem with one initial task is called a job. I f  P is a nonempty 
scheduling problem, then P may be expressed as a collection of jobs P = {ll ,..., Jr}. 




scheduling problem P or job ]. Let U_CI(P) and define 37-/U and 
-~/U = {(T~, Tj) I (T , ,  r~) ~-~,ie U,j~ U}. 
The scheduling problem P/U is obtained from P by restricting our attention to the task 
system (Y/U, ~./U). J/U is similarly defined with respect o J. Finally, for a given P 
let Ki denote just that subset of I(P) consisting of i and all indicesj such that Ti <~ T~. 
Now consider the scheduling of P = {Jl ,..., Jr}. Let TJl ,..., Tjr be the initial tasks 
of J1 ..... Jr, respectively. The processor must be assigned to one of the tasks T~I ,..., T~. 
Assuming the processor is assigned at time t ~ 0 to task T~., the initial task of Jt ,  
the processor may not be reassigned until time t + S j .  When Tjz finishes, the 
contribution of T~ to the mean weighted flow time is (t + Sh)Cs. The value of Djt 
determines the "subjob" of Jt to replace J~ in P; viz. if Djz = 0 then J~ is removed from 
P; if D~. = i @ 0 then ]~/Ki replaces Jt in p. Given some policy for selecting from 
among initial tasks, a schedule and corresponding mean weighted flow time is obtained 
by applying the above procedure repeatedly until no job remains. We shall defer a 
more formal specification of the procedure until after we have introduced and illustrated 
some notation convenient for this purpose. 
We define a transition function 3 which takes as arguments a scheduling problem P, 
an initial task Tj of P, and a value i where i is either zero or the index of an immediate 
successor of Tj. The value "returned" by 3 is a (possibly empty) scheduling problem 
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8(P, T j ,  i) determined by: I f  i = 0 then 8(P, T i ,  i) = P/( I (P)  - -  Kj); if i va  0 then 
8(P, r~,  i) - -  V/(I(P) - -  (Kj - -  K,)). 
In Fig. 1 we give a scheduling problem consisting of two jobs J1 and J2 9 The initial 
task T 1 of J, has two possible "outcomes" D 1 = 2 or D 1 = 3. The random variables 
N 1 , C 1 and D 1 are governed by 
Pr{S 1 = 1 and C1 ~ ~- and D 1 = 2} = p, 0 ~ p ~ 1, 
and 
Pr{S 1 =2andC 1 = landD 1 =3} = l - -p .  
D 1 - 2 D 1 = 3 
T 3 
O~ 
= {~1,,~2 } 
FIC. 1. A scheduling problem. 
The remaining variables are governed by 
Pr{DI =0} = 1 for i=2 ,3 ,4 ,  
P r{S~= 1} = 1 for i=2 ,3 ,4 ,  
Pr{C~ = 1} = 1 for i=2 ,4 ,  
and 
Pr{C 3 = 5} = 1. 
Therefore job Jx has two possible realizations, namely, Ta/1/89 followed by 7"2/1/1, 
or T1/2/1 followed by T:/1/5, where the notation corresponds to task~execution time/ 
deferral cost. The former realization occurs with probabil ity p and the latter with 
probability 1 - -  p. Job Jz has exactly one realization, 7"4/1/1 and hence P = {Ja, J2} 
has exactly six realizations. 
For example, if we assign the processor to task T 1 at t = 0 there are only two 
possibilities: 
(1) 7'1 finishes at t 1 contributing 89 to the mean weighted flow time, and 
results in the scheduling problem 8(P, T1,2)  = P/{2, 4}, or 
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(2) T 1 finishes at t = 2 contributing 2 to the mean weighted flow time, and 
results in the scheduling problem 3(P, T 1 , 3) = P/{3, 4}. 
A scheduling policy or simply policy ~ is a mapping which associates with each 
nonempty scheduling problem P an initial task ~:(P) of P. 
The mean-weighted-flow-time criterion for policy ~ applied to problem P at time 
t >~ 0 is determined by procedure mwft applied to ~, P, and t. 
ALGORITHM 1. Input: a policy ~, a scheduling problem P, and a nonnegative 
number t. 
Output: the mean-weighted-flow-time criterion of ~ applied to P assuming the 
processor is unavailable until t >~ O. 
Method: 
procedure mwft(~, P, t) 
begin 
if P is empty then return 0 
else 
begin 
let j  be such that T i : ~(P); 
(r, w, i) : : :  (Sj ,  Cj ,  Dj); 
return (t -~ ~)w + mwft(~, ~(P, Ts, i), t § -r) 
end 
end mwft 
The assignment statement (~-, w, i ) :=  (S~, Cj,  D~) is executed by generating 
samples for the random variables S j ,  Cj ,  and Dj according to the distribution F~ and 
assigning these values to r, w, and i, respectively. Thus, mwft(~, P, t) is a random 
variable taking on values depending on the outcomes of the experiments carried out 
during the execution of Algorithm 1. 
Let mwft(', -, ') denote the expected value of the random variable mwfl(-, ', "). We 
say that a policy ~ is optimal if for all policies ~' and problems P
mwft(~:, P, O) ~ mwft(~:', P, 0). 
Let P be the scheduling problem in Fig. 1 and let ~ be a policy such that ~(P) = T a , 
~(P/{2, 4}) = T 4 and ~:(P/{3, 4}) = 7"3- It is easy to see that mwft(~, P, 0) takes on 
two possible values depending on the outcome of sampling F 1 . These two values are 
-~- 2 + 3 = 11/2 and 2 + 15 + 4 = 21, the former occurring with probability p 
and the latter with probability 1 -- p. Therefore mwft(~:, P, 0) = 21 --  (31/2)p. 
With our notion of optimality it may appear that a general formulation of a sequential 
decision policy must be structured so that the decision as to which task to execute 
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after, say, j tasks have been executed must be a function of P, the exact sequence of the 
firstj tasks, and the execution, deferral cost, and next-task parameters in this sequence. 
In fact, however, there would be no gain in generality over the class of policies we are 
considering, for we have stated that the triples (Si, Ci, D~) and (S~, Cj, D~) are 
statistically independent for all i # j ,  and by implication the functions F i depend 
neither on sequence nor the times at which tasks are assigned. In short, we need 
consider only those policies which decide on the (j + 1)st task selection based solely 
on the information contained in the scheduling problem remaining after executing the 
firstj tasks selected in the sequence. 
3. A RANK FUNCTION 
Our aim in this section is to define a rank function p which associates with each job 
J a number p(J) called the rank of J. This rank function will have the property that 
optimal schedules are obtained by assigning the processor to the initial task of a job 
with maximal rank. In the next section we prove that scheduling according to a largest- 
rank-first policy is optimal and, conversely, that any optimal schedule corresponds to
such a policy. 
A set U C I(p) is called an initial set with respect to P if 
(i) V # Z, 
(ii) if Tj ~ Tr then j 6 U implies j '  ~ U. 
For example, the sets {1}, {1, 2, 3}, and {1, 2, 4} are some of the initial sets for the 
example in Fig. 1. 
Let J be a job, Tj the initial task of J, and U a subset of the task indices of J. We 
define the random variables (l, U) and c(J, U) as 
s ( J ,U )=O if jCU 
= Sj + s(3(J, T~, Dj), U) if j e  V 
and 
c(J,U) =0 if j6u  
= cj + 48(1, T~, D3, U) if j e U. 
If U is an initial set we define ~(J, U) and w(J, U) as the expected values of s(J, U) 
and c(J, U), respectively. 
Let Ta be a task in J and Til .... , Tik be a sequence of tasks in J such that Ti~+t is an 
immediate successor of Tic for I = 1 ..... k -- 1, Tit is the initial task of J, and Tik = T j .  
We define the number pj ,  the probability of "reaching" Ts, as 
k--1 
PJ = I~ Pr{Di, = i~+x}. 
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The empty product (k --  1 = O) is equal to 1. It follows from our definition of a 
scheduling problem thatp~ > 0 for all j  ~ I(J). 
LEMMA | .  
and 
Let J be a job and U an initial set with respect o J. Then 
~(J, u) = y p~ 
jeU 
(1) 
w(j, u)  = ~ pjw~. (2) 
j~ U 
Proof. The proof is by induction on the number of tasks in U. The basis [ U I = 1 
is easy since r(J, U) = ~-~ and w(J, U) ~ wj, where Tj is the initial task of J. 
Let U be an initial set of J such that ] U [ ~ 2 and assume the lemma holds for 
any job and any corresponding initial set with fewer than I U L elements. 
Let Ti be the initial task of J and Til ..... Tik the immediate successors of T~. Let 
Uiz ~- Kit ('~ U for l = 1,..., k. The set Ui~ is either empty or an initial set of J/Kit 
for l = 1 ..... k. We can write r(J, U) as 
k 
z(J, U) = ~, + ~ Pr{D, = it} .r(J/K~, Uit ). 
1=1 
By applying the induction hypothesis to ~-(J/K~,, U;) and using the definition of the 
pfs, it is not too difficult to see that 
~-(l, U) = ~ pj,j 
j~U 
A similar argument applies to w(J, U). | 
In the case where U is not an initial set of J we shall define the quantities z(J, U), and 
w(J, U) to be given as in (1) and (2), respectively. 
For any nonempty set U C I(P), we define 
p(J, U) = w(J, U)/r(J, u)  
and p(J), the rank of job J, as p(J) = max(p(J, u)  I u is an initial set with respect o J). 
We say a set U C I(J) is p-maximal with respect o J if 
(i) U is an initial set with respect o J, 
(ii) p(J, u)  - p(J), 
(iii) if v is an initial set with respect to J, V C U, and p(J, U) ~ p(J) then V ~--- U. 
In the remainder of this section we develop some of the properties of the rank 
function p. 
326 BRUNO, COFFMAN AND JOHNSON 
LEMMA 2. Let J be a job and U, U1, and U~ be subsets of I(J) such that U = U 1 u Us, 
U in  U2= ~, U1 # ;g,andU 2=/= ~.Then 
where 
p(J, u)  = To(J, u1) + (1 - r/)p(J, u2), 
r(J, u1) r(J, U2) 
- ~-(J,U) - 1 r ( J ,U)  
Proof. Straightforward calculation. I 
The next lemma relates the rank of certain "subjobs" of a given job to the rank of 
the job. We use this result in the next section. 
LEMMA 3. Let U be a p-maximal set with respect o job J and l an index in U. Then 
p(J/K~) >~ p(l). 
Proof. I f  K~n U= U then we are done. Otherwise let U 1 = U- -K~ and 
Uz = K~ t~ U. Applying Lemma 2 we have 
p(J, U) = p(J) = To(J, u1) + (1 - 7)p(J, Us), 
where 0 < ~ < 1. Since U1 is an initial set of J we have p(J, Ux) < p(J) and therefore 
p(J, U2) > p(J). 
Since p(J/K~) >/p(J/U2,/-72), we will be done if we can show that p(J/U2, Uz) = 
o(J, U2). But Tz is the initial task of J/U2 and hence 
p(J/U2 U2) -- Z~v2PJ'w~ -- (1/p~)Yj~v, pjwj __ 2~v2pjwj __ p(j, u~), 
' Zj~v2pj'Tj (1/pt) Zjsv2p~Tj X~ev2pT~ 
where p /  = pj/p~ is the probability of reaching Tj with respect o the job J/Uz. I 
4. OPTIMAL SCHEDULES 
Let ~ be a policy and P = {Ix ..... Jr} be a nonempty scheduling problem. Let ~(P) 
choose the initial task of job Is.  We say that ~:(P) is an LR (Largest Rank) assignment if 
p(JL) >~ p(Ji) for i - -  1,..., r. A policy ~: is called an LR policy if, for all nonempty 
scheduling problems P, ~(P) is an LR assignment. Schedules produced by the LR 
policy are called LR schedules. We have the following basic result. 
THEOREM 1. A policy ~ is optimal if and only if ~ is an LR policy. 
Proof. A policy ~ is called n-optimal if for all policies ( and all problems P, if 
I I(P)I < n then mwft(~:, P, 0) ~ mwft( ( ,  P, 0). A policy ~ is called n-LR if, for all 
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problems P, if I I(P)1% n then #(P) is an LR assignment. To prove the theorem we 
show for each n >~ 1 that if ~: is n-optimal then ~ is n-LR and that if ~ and ~:' are 
n-LR policies then mwft(~, P, 0) = mwft(~', P, 0) for all P. The proof is by induction 
on n. The case n = 1 is obvious. 
Let n /> 2 and assume for all m = 1 ..... n - -  1 that if ~ is m-optimal then ~ is 
m-LR and all m-LR schedules have equal expected mean weighted flow times. The 
proof of the desired result for n is in two parts. 
Assume there exists an n-optimal ~ and a scheduling problem P = {ix .... , Jr} such 
that I I(P)L =: n and ~(P) is not an LR assignment. Let T& = ~(P) be the initial task 
of job Jq e P. By assumption, r >~ 2 and there exists an initial task Tj, of job Jq e P 
such that T~2 is an LR assignment with respect o P and P(Jz~) > P(Jzl)" Our goal is to 
obtain a contradiction by constructing ~' such that mwft(~', P, 0) < mwft(~, P, 0). 
We describe ~: applied to P by a labeled policy tree E. Each vertex v of E has two 
labels T(v), a task, and P(v), a nonempty scheduling problem satisfying T(v) = ~(P(v)). 
The root of E is v 0 and P(v0) = P. I f  k nonempty scheduling problems P l  ,..., P~ 
may result from P(v), given the assignment of the processor to T(v), then vertex v 
has k immediate successors v 1 ,..., v~ in E such that P(vi) ~ Pi for i = 1 .... , h. 
In Fig. 2 we give a tree which describes a policy as applied to the problem shown in 
Fig. 1. This policy was analyzed in a previous ection. 
T 1 , P 
D I = 2 D I = 3 
T 3 '  2113,4} 
1{2} T 4, 2/[4} 
NOrATIO~ (~ T(v),Z(v) 
FIG. 2. A policy depicted as a tree. 
If V is a subset of the vertices of E then 
T(V)  = (T(v) I ~ E V) 
and 
I (V) = {il v e V and T(v) = Ti}. 
Let V be a nonempty subset of the vertices of E. I f  the restriction of E to the vertices 
of V is a tree with root v, then V is called an initial set with respect o v, or simply an 
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initial set. We denote by Ev the restriction of E to an initial set V. If V is an initial set 
with respect to v and has the additional property that if v' ~ V then all the successors of 
v' are in V, we denote the tree E v by E~. 
Let subtrees Ev and E~ of possibly different policy trees be T-isomorphic for Ev 
rooted in v and Ev rooted in u if 
(i) iV I= IU] ,  
(ii) P(v) = P(u) and T(v) = T(u), and 
(iii) if T(v') = T(u') for some vertex v' in E v with immediate successors 
vl',..., vk' and vertex u' in E v , then u' has k immediate successors in Ev and there is 
an indexing of these immediate successors, u'q ..... u'ik , such that T(v/)  = T(u'ij ) for 
j • l  .... ,h. 
It is clear from the foregoing that if Ev rooted in v and E~ rooted in u are T- 
isomorphic then s ( J , I (V ) )= s(J, I(U)) and c( J , I (V ) )= c(J,I(U)) for J satisfying 
T(v) is the initial task of J. 
Let A(v) be defined for each vertex v in E as a maximal subset of the vertices of E 
such that 
(i) A(v) is an initial set with respect o v 
(ii) if v' E A(v) then T(v') belongs to J such that T(v) is the initial task of J. 
Clearly, for any v in E, the set A(v) is unique and I(A(v)) is an initial set of the job J 
for which T(v) is the initial task. 
A vertex v of E is said to be an immediate successor of a subset V of vertices if v does 
not belong to V and the immediate predecessor f v is contained in V. 
Let v 1 ..... v a be the immediate successors of A(v) and let Pi = 1)(vi) for i = 1 ..... a. 
Since t I(P(v)) T, ~ n -- 1 for any v =A v0 in E, we may employ the inductive hypothesis 
to conclude that the assignments made by ~ in Pi are LR assignments and, moreover, 
that ~: could be replaced by another policy which makes different assignments in 1)~, as 
long as these assignments are LR, without changing the expected mean weighted flow 
time of the policy applied to P. 
Consider any vertex v of E. It is a consequence of the inductive hypothesis and of 
Lemma 3 that the immediate successors v 1 .... , v~ of A(v) are all such that T(vi) is the 
initial task of J~,,, i --  l,..., a, where J~, is a job in 1)(v) and p(J~,) = p(Jk,) for all 
i -~  1 ..... a and j = 1,..., a. Thus by hypothesis we may assume without loss of 
generality that ~ is such that Jk i = Jkj for i ~ 1,..., a and j  = ! ..... a and the subtrees 
EA~,,) of E for i ~: 1 .... , a are pairwise T-isomorphic. 
Returning to our assumption that ~ is not n-LR, it follows that, for v I ,..., v, the 
immediate successors of A(%), we may assume that T(vi) is the initial task of Jz~ for 
i = 1,..., a. Let vi~ .... , vi~ be the immediate successors of A(vi) for i == 1,..., a. It 
may be that b = 0. However, a >/ 1 because r ~> 2. Figure 3 illustrates this decom- 
position for the policy tree E into the subtrees EA(v0 ) , EA(va ) ,..., EA% ) , E,, H ,..., E~o. 
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Fio. 3. r applied to P depicted as the policy tree E. 
We now construct a new tree E'  on vertices u (see Fig. 4). We will show that E'  is a 
policy tree for some r The root of E'  is u0, P(Uo) = P and T(uo) = T(va). The 
subtree Ebo is T-isomorphic to EA(~0 " The immediate successors of U 0 are the vertices 
ul .... , ub 9 For i = 1 ..... b, the subtrees Eb~ rooted in ui are T-isomorphic to EAt%) 9 
Finally, the immediate successors of Eb~, i = 1,..., b, are uil ..... uia and the respective 
subtrees E'~, , j  = 1 .... , a, are T-isomorphic to E,,j. For each u ~ E' let the label P(u) 
be consistent with P(u0) and the labels T(u') for all predecessor vertices u' of E' as in 
the definition of a policy tree. With the labeling as given, it is clear that E'  is a policy 
r t t tree for some policy r where E~r ~ = EA(,0 ) and Eu~ = EAo,~) for i = 1,..., b. In  the 
case of the subtrees E'~, for i = 1,..., b and j  = 1 .... , a the T-isomorphism with E~j~ 
extends to the labels P(.), i.e., P(uij ) = P(v~i). 
The relations between the policy trees E and E' allows us to calculate easily the 
expected mean weighted flow time for ~'. 
mwft(r P, O) = mwft(~:, P, O) + E(s(l,~, I(A(vl))) c(lq, I(A(vo))) 
- -  E(s(Jq, I(A(vo))) c(Jzz, I(A("u1))) . 
Using the independence of s(Jq, I(A(vl))) and c(J~x, I(A(vo))) and the independence 
of s(J h , I(A(vo))) and c(Jq, I(A(v~))), we obtain 
mwft(~:', P, O) = mwft(s r P, O) + r(Jz~, I(d(vx))) w(Jt~, I(A(vo))) 
- -  -r(J,~, I(A(vo))) w( J~,  I(A("/)I))) 
-- mwft(~, P, O) + ~,(p(l~,, I(A(vo))) -- p(J~)), 
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T-isomorphlc 
EA(vo ) " 
omorphlc to 
EA(Vo) 
/ ~ ~ "h ,z o D -,,, 
T- isornor phlc T-isomorphlc to E T-iso~:r:h~ toE ~ toe 9 T-I ..... phic~ 
vii Val Vlb Vab 
FIG. 4. E', constructed from E, shown to be a policy tree, 
where y > 0. Since P(Jh) > P(Jh) ~> P( Jh'  I(A(vo)))' we obtain a contradiction. Thus 
we have proved that if a policy ~: is n-optimal then it is n-LR. 
It  remains to show that i f / (P )  = n then all n-LR policies for P have the same 
expected mean weighted flow time. The construction is similar to the one used in the 
first part of the proof. Let ~: and ~:' be any two n-LR policies and let P be any scheduling 
problem for which I (P)  = n. Let E and E' be the policy trees for ~ and s r respectively. 
I f  %,  the root of E, and %', the root of E', are such that T(v0) and T(vo' )
are the initial tasks of the same job it follows from the inductive hypothesis and 
Lemma 3 that the policies ~: and ~:' have the same expected mean weighted flow 
time. 
If, however, T(vo) is the initial task of Jt 1 and T(vo' ) is the initial task of Jz~, where 
]h and Jh are distinct jobs in P, then by arguments similar to those used before we may 
assume without loss of generality that the immediate successors v 1 ,..., v~ of A(vo' ) in E'  
are such that T(e,:) is the initial task of Ih for i = 1,..., a. We may then compute the 
difference in expected mean weighted flow time as before. In this case, however, 
p(Jh ) - -  o(J~2) , so mwft(~', p,  0) = mwft(~:, p, 0). 
The proof is completed by induction on n. | 
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5. ALGORITHMS 
In this section we consider the computational questions which arise when we 
implement the LR scheduling rule. Algorithm 2 is an LR scheduling algorithm which 
takes a scheduling problem P as input and determines a sequence of LR assignments 
and the resultant mean weighted flow time. This algorithm is similar in structure to 
Algorithm 1; however, here we ensure that all assignments are LR. 
ALGORITHM 2. Input: P = {J1 ..... J,}. 
Output: sequence of LR assignments and the mean weighted flow time of the 
resultant schedule. 
Method: 
1. p rocedure  LR(P) 
2. begin 
3. t :~0;  
4. mwft : O; 
5. I[i] :=  index of the initial task of Ji for i = 1,..., r; 
6. while there exists m, 1 ~ m ~ r, satisfying l[m] ~ 0 do 
7. begin 
8. letj be such that l[j] 5/= 0 and 
o(I/K,L~j) ~> o( l l /K , t , ] )  for all i = 1,..., r 
and l[i] :/: 0; 
U :=  o-maximal set with respect o ]j/K~[~]; 
while l[j 7 c U do 
begin 
(~-, w, d) : - -  (Sttj], Cz[r Dt[j]); 
mwft :=  mwft + (t + ~-) "w; 
t : :  t+~- ;  
















As in Algorithm l, LR(P) is a random variable whose outcome is dependent on the 
choice o f j  in line 8 and the outcome of the assignment statement in line 12. This 
random variable is seen to be equal to the mean weighted flow time of the resultant 
schedule as a comparison of lines 13 and 14 of LR(P) with the "return" statement in 
procedure mwft will show. We let LR(P) denote the expected value of LR(P). 
57I/I2]3-5 
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rI~ttEOREM 2. Let P be a scheduling problem and ~ a policy. Then LR(P) 
mwft(~:, P, 0). 
Proof. This result is an immediate consequence of Theorem 1 and Lemma 3. | 
Line 8, in procedure LR, determines a job with largest rank and can be computa- 
tionally burdensome if no precautions are taken. A similar remark applies to the 
determination f the p-maximal set U in line 9. In what follows we give a preprocessing 
algorithm which, applied to a given job, provides information which may be used to 
obtain an efficient implementation f lines 8 and 9 in procedure LR. 
Let J be a job. We say that a partition B1 ..... Bq of I(J) is complete with respect o J 
if for each i in {1 .... , q} we have 
1. B i contains a unique element, say/, such that if Tj is a predecessor f T, in J 
thenj is not a member of Bi .  The index l is called the initial index of Bi ,  
2. if j  is an index in Bi andj is not the initial index of Bi thenj'  is in Bi where T ;  
is the immediate predecessor f T~., 
3. if l is the initial index of B i then Bi is a p-maximal set with respect o J/K~ . 
Since for each le { 1,..., n) there exists a unique p-maximal set with respect to J /K , ,  a 
complete partition with respect to J exists and is unique. The algorithm which follows 
computes the complete partition of a job. 
ALGORITHM 3. Input: J a job. 
Output: B 1 ,..., Bq the complete partition with respect to ] and numbers R1 ,..., Rq 
such that Ri -- p(J/Kz), where li is the initial index of Bi for i ~ 1 .... , q. 
Method: 
1. procedure RANK (l) 
2. begin 
3. q :=0;  
4. U :=  I(J); 
5. while U va ~ do 
6. begin 
7. let l be an index in U such that p(J, K, n U) ~ p(J, K in  U) for all i in U and 
p(J, K~ n U) - (  p(J, Kj c~ U) for all j in Kz c~ U and j ~ I; 
8. q :=q+l ;  
9. B~:=K~n U; 
10. Rq := p(J, K~ n U); 
11. U := U- -Kz  
12. end 
13. end RANK 
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LEMMA 4. Let J be a job and B 1 ,..., Bq and R 1 ,..., Rq be the index sets and the 
numbers, respectively, determined by procedure RANK applied to ]. Then B1,..., B~ is a 
complete partition of] and if l is the initial index of Bi then p(J/K,) ~ Ri 9 
Proof. The details of a proof by induction are routine. We leave them to the reader. II 
TI-IEOREM 3. Assume that for each task Tj in ] we have the numbers -rj , w~ , and 
Pr{Dj = i} for each i such that Ti is an immediate successor of T s . Then an implementation 
o/Algorithm 3 exists which will have an O(n 2) worst-case time complexity, where n = I I(J)]. 
Proof. The idea is to calculate for each j in I(J) the numbers ~'s' = PsrJ and 
w s' = p~w~. This can be accomplished by a single traversal of the precedence graph of 
J and takes O(n) time. The minimization in line 7 may also be done using a "bottom-up" 
traversal of the precedence graph of J; viz.: I f  T s is a task with immediate successors 
Tit ,..., Tsk, and z(J, Kq) and w(], Ki) are  known for Ti~ for l --  1 ..... k, then 
w(J, Kj) ws' + EZ~l w(J, K,~) 
p(J, Kj) --  ~(j, Ks ) -- .rs, + Z~l  7(J, Kq) " 
Therefore, if we "visit" tasks Til ,..., Ts~ before we visit task Tj we will have accu- 
mulated enough information to calculate p(J, Kj) from this (local) information. 
Since line 7 is executed O(n) times in the worst ease we obtain a worst-ease time 
complexity of O(n 2) for Algorithm 3. | 
The initial computation of the products p~wj and psr s may be eliminated by 
recognizing that a cancellation takes place when we compute the ratios w(J, Kj)/z(J, Ks). 
The exact cancellation is given by Lemma 3. Thus, if instead of computing w(J, K~) 
and ~(J, Ks), we compute ~(J, Ks) - -  (1/pj) w(J, Kj) and ~(J, Ks) = (l/Ps) z(J, Ks), 
the ratios would be unaffected, i.e., 
p(J, Kj) -- w(J, Ks) _ vg(J, Ks) 
~-(J, Kj) ?(J, Ks) 
The point is that v5 and ~ may be obtained without having to perform the initial 
computation of w s' and %-' for each task T s , viz. : 
~(J, Ks) = wj + ~ Vr{D s = iz} ~(J, K~) 
l=1 
and 
~(J, K~.) = ,~ + ~ Vr{D s - i ,}-~(J ,  Ks). 
1=1 
We return now to procedure LR and the use of complete partitions in obtaining 
efficient realizations of the LR scheduling rule. Let J be a job and 
B(J) = {(B1, R1) ..... (Ba, Ra)}, 
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where B 1 ..... B o is a complete partition of J and R i = p(J/Kz,) = p(J, Bi), where l~ 
is the initial index of B~ for i = 1,..., q. 
LEMMA 5. Let P ~ (J1 ..... J,.} be a scheduling problem and l 1 ,..., l~ be the values of 
the program variables l[1],..., l[r], respectively, just prior to some execution of line 8 in 
procedure LR applied to P. I f  li =~ O, then there exists a (B, R) ~ B(Ji) such that li is the 
initial index in B and p(Ji/K, ) =-= R. 
Proof. The resuh follows immediately from the uniqueness of complete parti- 
tions. II 
Lemma 5 guarantees that the information in B(J1),... , B(Jr) is relevant; i.e., that it 
can be used to implement efficiently steps 8 and 9 in procedure LR. In effect, we have 
precomputcd all the ranks and the p-maximal sets we will ever need during procedure 
LR(P). Clearly, the determination of j  in line 8 may be accomplished in constant ime 
if the ranks of the jobs are stored in a priority queue. The management of the priority 
queue itself can be done in O(log 2 r) steps per access to the queue [1]. Therefore, we 
have 
THEOREM 4. Assuming we have B(J1) ..... B(Jr), the LR scheduling algorithm may be 
implemented to run in O(n log2 r) time, where n = ' I (P )  and r is the number of jobs in P. 
Thus the LR scheduling algorithm can be implemented to run in O(n 2) time, where 
n = I I (P ) l .  
The problem of scheduling chains of tasks for which service is interruptable at 
task-specific sets of points is considered by Bruno and Hofri [4]. They show that a 
"rank" function exists and that optimal scheduling rules are Shortest Rank rules. It is 
possible in our model to represent a task which is interruptable at a finite number of 
points, and thus the algorithms developed here can be used to determine fficiently 
the "rank" of a chain [4]. For example, suppose task T may be interrupted after one 
or two units of service. We represent T in our model as 
/ •  T does not fs (S > l) and T 
~y be inLerrupted here  
S ~1 T ~ f i n i s h e s  end t.i T does not finish (S > 2) 
and T may be interrupted 
here  
T flnlshea and 
1<SS2 
2 <$. 
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