Abstract. This paper discusses the development of an invariant finite difference scheme to simulate the microphase separation of copolymers in one-dimensional thin liquid films. The film phenomena are modelled using two-phase shallow water equations and the Ohta-Kawasaki potential, which governs the phase separation of the copolymer. Non-positive volume fractions and spurious oscillations are eventually eliminated, in simulating the one-dimensional phase separation lamellar pattern.
Introduction
Phase separation of copolymer films is important for the fabrication of templates of quantum dots, nanowires, and nanopores in nanotechnology [1] . It has been shown that the phase separation of polymers is a flow phenomenon that can be modelled as a twophase flow [2, 3] . However, the phase separation of a copolymer is qualitatively different from that of a polymer blend (a mixture of homopolymers), where the phase separation is a macroscopic phenomenon that ultimately forms a single circle [4] . A copolymer consists of two connected chemically different homopolymers, where phase separation cannot proceed on a macroscopic scale but is periodic on a microscopic scale and therefore often called microphase separation, governed by the Ohta-Kawasaki potential [5] .
Microphase separation in a one-dimensional thin liquid film may be simulated by invariant finite difference schemes that highly resolve the interface region of the phase separation. However, the copolymer volume fractions do not remain positive in the later stages of some simulations, and spurious surface oscillations can be induced by conventional counter-measures. These drawbacks are addressed in this paper. The mathematical modelling is discussed in Section 2 and Section 3, the invariant finite difference scheme adopted in Section 4, and the subsequent simulations and conclusions in Section 5 and Section 6. The piecewise polynomial method (PPM) invoked is briefly discussed in the Appendix.
Two-Phase Flow in the Liquid Film

Two-phase shallow water equations
The relevant one-dimensional two-phase shallow water equations are [4] ∂ α d h
1)
∂ α c h
2)
3)
4)
Here x is the space coordinate and t the time, α denotes a volume fraction, u a velocity, ρ a density, f a force of phase separation, with the suffix d denoting a minor phase and c a major phase such that ρ m = α d ρ d +α c ρ c is the density of the mixture (the suffix m denotes the mixture), h is the height of the liquid film, g denotes gravity, and ν is the kinematic viscosity. Reference may also be made to Refs. [6, 7] , for detailed discussions of the shallow water approximation in the two-fluid model. The unknowns are the two volume fractions, the two velocities, and the height. The equation for the height is immediately obtained by adding Eqs. (2.1) and (2.2), and invoking Eq. (2.5).
In thin liquid films, gravity can be ignored and the pressure is disjoining rather than hydrostatic -i.e. thin liquid films are attracted to the substrate by the pressure caused by the van der Waals force. This disjoining pressure is [8, 9] 
where A is the Hamaker constant of the mixture and h = h 0 + h ′ , with the suffix denoting the constant state and the prime the perturbation. We assume the Hamaker constant is approximately the same for each phase, and that the form of the relevant two-phase shallow water equations is not altered on using the disjoining pressure and replacing ρ m g by the corresponding pressure gradient A/(2πh 4 0 ).
The phase separation potential
As previously mentioned, the Ohta-Kawasaki potential governs the phase separation of the copolymer, involving both short-range and long-range interactions [5] . The shortrange interaction is modelled by the Ginzburg-Landau potential (as for polymer blends) but the long-range interaction is a Coulomb type, so we adopt
where
Here F denotes the free energy, ψ is the order parameter, the suffix s denotes the shortrange interaction and l the long-range interaction,ψ is the average of ψ, the coefficients a, b, γ and ǫ are all positive constants, x and x ′ are space coordinates, and G is a Green function.
The variation of the free energy with the order parameter gives the chemical potential
14)
The assumed form for the force of phase separation is
where δF ρ /δρ represents the variation of the free energy with density, which is the excess free energy of a test particle of the same liquid in local equilibrium and the potential energy of the test particle itself. (The force acting on the test particle is the gradient of the excess free energy.) The force per unit volume given by Eq. (2.15) may be viewed as due to ρ particles per unit volume -as discussed in a book by Kawasaki [10] , one of the authors of Ref. [5] . For the two-phase flow, the forces of phase separation adopted are therefore
Lamellar pattern
For the one-dimensional periodic microphase separation, a lamellar pattern, Ohta and Kawasaki [5] proposed that 18) where the prime on the summation means the term n = 0 is excluded, L is the dimension of the system, and D is the period of the lamellar pattern as determined from experiment and statistical physics considerations [11] . Mathematically, there can be many periods smaller than some critical value [12] . The sum in Eq. (2.18) turns out to be a simple form. Fourier expansion of the periodic function f (x) = x/2 − x 2 /2D, 0 ≤ x < D yields the uniformly convergent result [13] 19) hence the fundamental solution (2.18) is a piece-wise quadratic curve suitable for numerical computation -viz.
Incidentally, differentiating Eq. (2.19) twice in the distribution sense yields
so a series of Dirac delta-functions appears in the second-order derivative of the OhtaKawasaki potential.
Linearized order parameter equation
For the initial state, we assume the surface height h of the liquid film is constant, the velocities are small, the volume fractions are approximately uniform, and the viscosity term is negligible compared to the force of phase separation. In cases where the densities are equal (ρ d = ρ c ≡ ρ), the two-phase shallow water equations (2.1)-(2.4) with chemical potentials defined by Eqs. (2.12)-(2.14) then reduce to
where higher order terms in the velocities are omitted from Eqs. (3.3) and (3.4).
Differentiating Eqs. (3.1) and (3.2) by time and then subtracting yields
on using Eq. (2.8); and invoking Eqs. (3.3) and (3.4) in Eq. (3.6) and using Eq. (3.5),
on exchanging the order of differentiation and integration. From Eqs. (2.19)-(2.21), for the lamellar pattern the integral on the right-hand side of Eq. (3.7) becomes
where the order parameter is has the period D, each index n in the summation signifies a particular wave in the system, and the total number of such waves is L/D. From the periodicity, the integro-differential equation (3.7) becomes
which yields the linearized equation
Eq. (3.10) reduces to
The coefficient of the right-hand side (3.11) is positive for some period if 
Invariant Finite Difference Scheme
The two-phase shallow water equations with the Ohta-Kawasaki potential are now discretised using finite differences and numerical integration. The general invariant finite difference scheme is as follows -cf. also [4] .
The hyperbolic part of two-phase shallow water equations is first considered, starting from
where ∆t is the size of the time step, ∆x the width of the x-directional mesh, the suffix i denotes the x-directional mesh number, and n is the time step number. (The suffixes d and c are omitted because the finite difference scheme for the two phases is the same.) Here U 1 , U 2 , V 1 and V 2 are differentiable functions and i ± 1/2 means the value at the half mesh. The first differential approximations for the finite difference schemes, obtained by expanding in Taylor series and neglecting the higher order terms in Eqs. (4.1) and (4.2), are
Assuming the time and space derivatives can be exchanged, the second-order time differential is replaced with space differential terms through recursive substitution of the first differential approximation. Thus ignoring higher-order terms, we obtain The nonlinear scheme of Eqs. (4.7) and (4.8) is second-order in both time and space. Such invariant finite difference schemes were developed by Russian researchers and are related to transformation group theory [15, 16] , and the first differential approximation (original Russian terminology) has been called a modified equation [17] . Further, the U 1 , U 2 , V 1 and V 2 can be regarded as an extension of a tensor viscosity [18] . is usually included in the velocity equation (4.8). As previously discussed, the chemical potential defined by Eqs. (2.16) and (2.17) plays the same role as the gravitational potential in the velocity equations. Further, the discretisation is performed using the term ρ m gh ± µ , instead of the term ρ m gh where the potential term appears, and the chemical potential is discretised as 11) and the trapezoidal rule is used for the numerical integration of the long-range interaction -i.e.
(4.12) Weights adopted are w j−i = 0.5 at the end points of the integration region and w j−i = 1.0 at the other points, and the order parameter is assumed to be periodic outside the system.
Numerical Simulations
Calculation of lamellar patterns
The simulations are performed using the invariant scheme discussed in Section 4, using the following parameters: space mesh width ∆x = 1.0; dimension of the system 100.0; constants of the short-range interaction a, b, γ all 1.0; constant of the long-range interaction ǫ = 0.1; period of the lamellar pattern D = 20.0; kinematic viscosity ν = 100.0; disjoining pressure Hamaker constant A = 1000.0; densities of both phases 1.0; and for the initial condition, the film thickness is 1.0, the velocities 0.0, the volume fractions of both phases are 0.5, and the maximum 5% perturbation period 20.0 is added. The time step width is 10 −5 , small enough to satisfy the Courant-Friedrichs-Lewy condition. The boundary condition is periodic for the volume fractions, velocities, and surface height (the unit is arbitrary). However, the force of phase separation in the interface region is large, which is a source of stiffness. in Fig. 1A , and the velocities in Fig. 1B . The minimum value of fractions at t = 700 is 0.0495, and the total variation of the surface is 0.150. The volume fractions suffer from the Gibbs oscillation, but the interface regions are highly resolved. After the lamellar pattern develops, its modulation continues and the phase separation occurs in the later stages. The volume fractions and surface height at t = 1300 are shown in Fig. 1C , and the velocities in Fig. 1D . The surface of the liquid film is flat, and trains of dry beds and wet beds of each phase appear repeatedly. The minimum of the volume fractions is −0.0017, so the positivity of the volume fraction is violated, although the time step width is very small. The overall surface height variation is 0.099. The surface in the steady state is flat outside interface regions, where the surface height varies to compensate the energy of phase separation [20] . The total variation of the surface is approximately 0.005. For the dry bed regions in the ground state, the volume fraction becomes 0 near the double well of the short-range interaction in Eq. (2.9).
Recovering positive volume fractions
In order to ensure the volume fraction remains positive, the piecewise parabolic method (PPM) explained in the Appendix was then applied to the continuity equations as a corrector. (The PPM using an upwind cell-face flux is a kind of finite volume method [19] .)
where (αhu) n i±1/2 is the cell-face flux. Both backward and trapezoidal time stepping were tried, for the continuity equations. 
where I N V denotes the spatial finite difference of the invariant scheme, and P P M that of the PPM.
For backward time stepping, we have
The volume fractions and surface height obtained at the time t = 1300 are shown in Fig. 2A , and the velocities in Fig. 2B . The calculation is restarted from the results of the invariant scheme at t = 700 in Figs. 1A and 1B. The positivity of the volume fraction is recovered using backward time stepping, but the surface oscillation becomes prominent. The minimum of the volume fractions is 0.0152, and the total variation of the surface height is 3.446. In the later stages of phase separation, the total value of the surface variation is expected to decrease, but the PPM procedure perturbed the cell-surface flux and caused a spurious oscillation.
For trapezoidal time stepping, we have
The volume fractions and surface height at the time t = 1300 using trapezoidal time stepping restarted from t = 700 is shown in Fig. 3A , and the velocities in Fig. 3B . The volume fractions remain positive and the surface oscillation is decreased -the minimum of the volume fractions is 0.0143, and the total variation of the surface height is 0.789. .5) is total variation diminishing (TVD) [21] , whereas the invariant finite difference scheme is not. The positivity and oscillation defects of each scheme are mitigated by weight averagingi.e. the oscillation is suppressed while positivity is maintained.
For averaged time stepping, we have For the case σ = 0.05, on restarting from t = 700 the volume fractions and surface height at the time t = 1300 are shown in Fig. 4A , and the velocities in Fig. 4B . The minimum of the volume fractions is 0.0017, and the overall surface variation is 0.0932. The term in the last equation of (5.6) is
, which plays the role of a flux limiter. A cold run starting from the initial condition using the averaged time stepping was performed with time step width 10 −4 , and the other parameters the same as described above. Before time t = 30, only the invariant scheme was used because the PPM smoothed out the fake initial fluctuation made up of random numbers. Genuine physical fluctuation increased until t = 30. The volume fractions and surface height at t = 3000 are shown in Fig. 4C , and the velocities in Fig 4D. The minimum value of volume fractions is 0.0012, and the total variation of the surface is 0.0228. 
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For the cold run with σ = 1 (backward time stepping), the minimum value of the volume fraction is 0.0051 and the total surface variation is 0.2106. For the cold run σ = 0 (the invariant scheme), the minimum value of the volume fraction is −0.0039 and the total surface variation is 0.0519. The averaged time stepping shows good overall performance, from the early to the later stages.
Conclusions
A numerical method is constructed for the simulation of flow-driven phase separation of copolymer in a one-dimensional thin liquid film. The phenomena are modelled using two-phase shallow water equations and the Ohta-Kawasaki potential. Linear analysis of the model shows the emergence of lamellar patterns, which developed in simulations using an invariant finite difference scheme. The interface regions are highly resolved, but the positivity of the volume fraction is violated in the later stages of phase separation. Using a piecewise polynomial method (PPM) as a corrector for the continuity equations, the positivity is recovered but the PPM causes spurious oscillation of the surface. However, the surface oscillation is suppressed while maintaining positivity when averaged time stepping of the invariant scheme and the PPM are used.
