INTRODUCTION
Most techniques used in simulation output analysis are adopted from statistics and optimization.
Comparing alternative system designs (Yiicesan 1994), ranking and selection (Goldsman and Nelson 1994) , sensitivity analysis, response surface methodology (Kleijnen1987J optimization (Jacobson and Schruben 1989, Healy and Schruben 1991) are activities in simulation analysis where principles from statistics and mathematical programming me widely used.
These techniques require the ability to rapidly estimate performance measures under different parameter values. In naive simulation, this requirement is satisfied by conducting a set of replications under every possible parameter value, which, for complex models, can be a slow exercise. Considerable effort has been expanded to expedite the estimation process.
On the one hand, parallel simulation offers one feasible approach. For example, Schruben (1992) (Cassandra and Strickland 1989) . This technique can be applied to the analysis of systems with discrete parameters. Moreover, the system under study may not necessarily be a simulation model, but a real system in operation. That is, the technique can be utilized on line.
There are two necessary conditions for this capability:
observability, which asserts that every state observed in the nominal path is always richer in terms of feasible events than the states observed in the constructed paths, and constructability, which, in addition to observability, requires that the lifetime of an event has the same cumulative distribution function (calf) as its residual life. The objective of this paper is to show that the verification of the observability condition is an NPhard search problem. This result, in turn, implies that it is algorithmically not possible to find parameter values satisfying observability; hence, it encourages the development of heuristic procedures.
The theory of computational complexity provides a well-defined framework to assess the tractability of decision problems (Garey and Johnson 1979) . A decision probiem is one whose solution is either "yes" or "no."
Yiicesan and Jacobson
In general, we are interested in finding the most "efficient" algorithm to solve a problem. Typically, the fastest algorithm isconsidered asthe most efficient. We then define the time complexity function for an algorithm as the maximum amount of time needed by the algorithm to solve a problem instance of a particular size, which represents a worst-case performance criterion.
Note that the size of a problem instance is defined as the amount of input data needed to describe the instance. Various encoding schemes are possible to describe a problem instance.
The most widely accepted scheme, which is the one adopted here, is the number of tape cells on a Turing machine.
A polynomial-time algorithm is one whose time complexity function is O(p(n)), where p is a polynomial function and n denotes the size of the problem instance. Any algorithm whose time complexity function cannot be so bounded is called an exponential-time algorithm. Given the explosive growth rates for exponential complexity functions, polynomial-time algorithms are much more desirable from a practical point of view. It is well accepted that a problem is not "well-solved" until a polynomial-time algorithm has been found for it (Garey and Johnson 1979; p. 8) .
Decision problems in the class NP are those problems for which a potential solution can be verified in polynomial time in the size of the problem instance, The complete problems for this class (that is, NPcomplete problems) are the hardest problems in NP such that, if one such problem could be solved in polynomial time, then all problems in NP could be solved in polynomial time.
Moreover, NP-hard problems are search problems which are provably at least as hard as NP-complete decision problems.
Using the definitions in Jacobson and Yucesan (1995), we assume that the size of a discrete event simulation model specification is n. This is the number of tape cells on a Turing machine required to represent a model implementation of the model specification such that it can be executed. Note that model implementations are not unique, in that there are several possible model implementations associated with each model specification. Any event of the model specification is also assumed to be executable in polynomial time in n; that is, p,(n). This assumption restricts our work to a subclass of simulation models. Such a subclass, however, contains all of the relevant simulation models from a practical point of view, as models whose events could take an exponential amount of time to execute would not have much use in a simulation study. These assumptions will be used in all the subsequent theorems, unless it is otherwise stated.
To define the problem in a precise fashion, an appropriate modeling framework must be provided. This is done in Section 2, where the principal issues in modeling discrete event dynamic systems (DEDS) are also discussed.
The conditions of observability and constructability are defined in Section 3. Section 4 discusses the implications of the results and draws further conclusions.
MODELING DISCRETE EVENT DYNAMIC SYSTEMS
Physical phenomena have been successfully characterized and analyzed using the Continuous-Variable Dynamic System (CVDS) framework.
Within this framework, system states are depicted by continuous variables which change with respect to time. Hence, physical quantities such as velocity, temperature, acceleration, and flow can be modeled using differential or difference equations. In the absence of closed-fotm solutions, efficient numerical techniques exist for solving these equations.
Man-made systems such as flexible manufacturing systems or telecommunication networks do not fit within the CVDS framework. This is because system states are often depicted by discrete variables, and that they change with the occurrence of asynchronous events. For the characterization of such systems, a Discrete Event Dynamic System (DEDS) framework has been proposed. For instance, a finite-state automaton can be modified to depict DEDS. To that end, a state automaton is defined as a five-tuple (E, X, r, f, Xo), where E is a countable event set, X is a countable state space, J7(x) is the set of feasible or enabled events defined for all x e X and r(x) = E, f is a state transition function, a mapping of the form fiXx E+X, xo is an initial state, x. e X.
This construct is also referred to as a Generalized SemiMarkov Scheme (GSMS) (Glasserman and Yao 1992) . A state automaton can be further au~ented through the incorporation of a clock structure, which is used to compute the clock sequences for all events. Every event i = r(x) has a residual lifetime yi indicating the amount of time left until its occurrence.
For event i, yi initially assumes a lifetime value determined by an externally provided clock structure vi. The resulting structure is called a timed state automaton and denoted by (E, X, l_', f, XO, V), where V = {vi : i e E}. This structure can be made stochastic by associating transition probabilities with the state transition function and distribution functions with the clock structure. The resulting stochastic timed state automaron can be used to generate a GSMP.
Based on the stochastic timed state automaton framework, a DEDS can be viewed as a dynamic system where the input is a set of event lifetime sequences and the output is a sequence of time-stamped events. For example, the dynamic behavior of a single-server queueing system can be obtained by simply specifying a set of interarrival times and a set of service times. The state transition function of the automaton then generates a sequence of events with their corresponding times of occurrence. Suppose e is a parameter that may affect the output either through the event lifetimes or through the state transition mechanism. For instance, f3 could represent the arrival rate of the customers, or the queue capacity, or the queue discipline.
Adopting the notation of Cassandra (1993a, p. 683), let~(e) be the output sequence of time-stamped events, {&(@ } be the corresponding sequence of states, and L(~(e) ) be a performance measure of interest. Suppose e can assume values from a finite set (3 = {e,, ez, .... em}. From an optimization perspective, it may be interesting to select that value of e that maximizes the expected value of the performance measure, J(e) = E {L(&(fl)) }. Alternatively, one might also be interested in conducting sensitivity analysis to determine the impact of different values of 6 on the expected value of the performance measure, J(e).
In a stochastic environment, these are difficult tasks (Law and Kelton 1991, p. 679). Simulation seems to be the most flexible approach. However, naive simulation, where the system is run under each parameter value, (li, i=O, 1,2 ,...,m, is extremely time consuming so as to make this approach infeasible for complex models. More sophisticated techniques have been proposed to reduce the computational burden while increasing the reliability of the estimates (Jacobson and Schruben 1989). A recent idea, termed "rapid learning," (Cassandra and Strickland 1989) tries to reconstruct the sample paths (perhaps in parallel) under (11, (32, .... t3~, based on a single sample path observed under eo. For example, in the analysis of a capacitated single-server queueing system, the nominal path could be observed under a system capacity of 5 and other sample paths can be reconstructed under system capacities of 4, 3, 2, and 1, respectively.
While this example emphasizes the applicability of the technique in dealing with discrete parameters such as system capacity or size of buffers, one can in general think of such parameters as a set of discrete control actions to manage a DEDS.
More specifically, the sample path constructability problem is defined as follows: using the inputs together with the nominal sample path,~(eo), construct all other output sequences,~(el), &(e2), ....~(e~), under different system parameters, (31, e2, .... f& In other words, is it possible to construct sample paths~(el), &(e2), ....~(e~) from the information contained in the observed (nominal) sample path <(t30)? This is indeed possible under certain conditions.
NECESSARY CONDITIONS
Given the stochastic timed state automaton framework, the system evolves by the occurrence of events. In state x, the set of feasible events, r(x) is scanned to determine the triggering event, the one with the smallest clock value. The execution of this event may force the system to change state and other clock values to be updated. There are therefore two important issues to verify for sample path constructabilit y: the state structure of the system (or, more specifically, r(x)) and the clock values (or, more specifically, event lifetime distributions).
These issues are summarized under two conditions, observability and constructability (Cassandra and Strickland 1989) . Let Z(X~(e)) represent the set of feasible events (the future events list) in state X~(t3), k=0,1,2,... . The conditions are then defined as follows:
Observability: For Elm # eo, <((lm) is observable with respect to~(eo), if E(X@~)) c~(X@(j)) for all k=0,1,2,... .
The sample paths are coupled in the sense that the same event sequence drives both of them. The condition asserts that every state observed in the nominal path is always "richer" in tetms of feasible events than the states observed in the constructed path. For example, an M/M/l/2 system is observable with respect to an M/M/l/3 system, but not vice versa. To see this, let the state in this queueing system be described by Q, the number of customers in the system. In the M/M/l/3 system, IE(Q=2) = { ARV, DEPT }, representing a new customer arrival and a departure, respectively. Within the M/M/l/2 system, however, z(Q=2) = {DEPT}, as no new arrivals are admitted into the system. Hence, the former system has a larger number of feasible events in this state. Observability addresses the structural aspects of determining the triggering event in some state. It does not, however, address the issue of whether the clock values observed on the nominal path can be used on the constructed path. This, in turn, is done by the constructability condition.
Constructability:
For (1~# eo, &@m) is constructible with respect to <(f30), if
(1)~@~) G~X@O)) for all k=0,1,2,..., and (2) H(t, zi,@m); e~= H(t, zi,k(($); e~) fOr all i e~&@m)), k=O, 1,2,..., where H(t, z@); @ denotes the cdf of the clock value of event i, given its age zi,&3).
The first part of the condition is observability. The second part imposes some restrictions on event lifetimes. More specifically, it requires the lifetime (or the clock Yiicesan andtlacobson value) of an event to have the same cdf as its residual lifetime. This is trivially satisfied when the lifetime densities follow the exponential distribution, which has the memoryless property.
In this case, observability implies constructability. In general, it is a fairly restrictive requirement. We assert that the verification of the observability condition is a hard problem as well. To this end, we will first introduce the following search problem: OBSERVABILITY Instance: A discrete event simulation model specification with an associated model implementation, a model parameter, O., a set of event lifetime sequences, and a nominal sample path with a set of observed states, X1(Oo), X2 (t30) Cassandra (1993a, p. 688) states that "the validity of observability is sometimes easy to check by inspecting the state transition diagrams of the system under t) and em." We have shown that this is in general an NP-hard search problem.
Our result encourages the study of special cases and easy instances of this problem and the design of heuristic algorithms for these cases.
One such technique is the standard clock approach (Vakili 1991) applied to birth-and-death processes. Within this class of models, the distributional requirements of constrttctability are readily satisfied due to the memoryless property of the exponential distribution.
Observability, on the other hand, is achieved by forcing all events to be feasible in all states through the uniformization of the underlying process. This is analogous to modeling birth-and-death processes with a single event node in SIGMA (Schruben 1992, p. 219) .
One should note, however, that a uniformized process might generate a large number of fictitious events, which do not affect the state of the system, before a real event induces a change in the system state. This may compromise the speed of the technique.
The augmented system analysis (ASA) approach (Cassandra and Strickland 1989) is designed to avoid the generation of fictitious events. This method, which applies to Markovian systems, suspends the construction of the additional sample paths as soon as the observability condition is violated. The constructed path remains suspended until the nominal path enters a state in which the condition is satisfied again. The probabilistic structure of the constructed path is not disturbed by the suspension due to the memoryless property.
Such an approach is referred to as event matching.
The Markovian requirement is relaxed through an age matching algorithm. In this approach, when the observability condition is violated, the construction of further sample paths are suspended and all events with nonexponential lifetime distributions are saved. When the nominal sample path enters a state where observability is once again satisfied, the construction resumes only if the clock values of the nonexponential events on the nominal path match the saved values on the constructed paths.
ASA seems to apply for discrete parameters that affect the state transition mechanism, but do not alter event times. The major drawback of this approach is that the system may remain suspended for long periods of time. Furthermore, the overhead needed to monitor the constructed paths for event or age matching algorithms may be prohibitive for complex systems.
A special application of ASA to the traffic smoothing problem in high-speed communication networks is discussed in Cassandra ( 1993 b). In this case, ASA not only provides a convenient mechanism to investigate the structural properties of smoothing techniques such as the leaky bucket (LB) scheme (Turner 1986) , but also allows the use of these properties in establishing key relationships for the LB scheme.
Adopting the computational complexity perspective enables several seemingly different problems in simulation modeling and analysis to be cast in a single unifying framework (Jacobson and Yucesan 1995) . In particular, such problems are equivalent or equally difficult, from the computational complexity point of view.
Using this perspective, a consequence of this result presented here is that algorithms that solve the observability y problem are likely to be enumerative in nature. Such enumerative algorithms tend to execute in exponential time in the size of the problem instance. This, in turn, supports the development of polynomialtime heuristic procedures as well as the identification of special cases that are polynomially solvable. Further research is in progress to gain new insights from such problems as well as to identify other related problems that may have an impact on the way discrete-event simulation models are constructed and analyzed.
