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Figure 1: Screenshots showing the participant’s perspective when using the partially concordant teleporting interface (left
panel) and the discordant teleporting interface (right panel). Also shown is the list of objects indicating whether each object
has or has not been visited yet.
ABSTRACT
Teleporting interfaces are widely used in virtual reality applica-
tions to explore large virtual environments. When teleporting, the
user indicates the intended location in the virtual environment and
is instantly transported, typically without self-motion cues. This
project explored the cost of teleporting on the acquisition of sur-
vey knowledge (i.e., a "cognitive map"). Two teleporting interfaces
were compared, one with and one without visual and body-based
rotational self-motion cues. Both interfaces lacked translational self-
motion cues. Participants used one of the two teleporting interfaces
to find and study the locations of six objects scattered throughout
a large virtual environment. After learning, participants completed
two measures of cognitive map fidelity: an object-to-object point-
ing task and a map drawing task. The results indicate superior
spatial learning when rotational self-motion cues were available.
Therefore, virtual reality developers should strongly consider the
benefits of rotational self-motion cues when creating and choosing
locomotion interfaces.
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1 INTRODUCTION
A key feature of modern, immersive virtual reality (VR) is the abil-
ity to explore virtual environments (VEs) by physically walking
to translate (i.e., change position) and physically turning to rotate
(i.e., change orientation). However, this experience in VR is often
limited by the walkable tracked space (e.g., the user’s living room
is bounded by obstacles including furniture and walls). The chal-
lenge of exploring VEs that exceed the size of the tracked space is
typically resolved by introducing a locomotion interface, such as
joystick navigation or teleportation. The focus of the current study
is on the teleporting interface and their effects on acquiring survey
This work is licensed under a Creative Commons Attribution International 4.0 License.
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knowledge in a large-scale VE which is central for executing novel
detours or pointing to unseen landmarks.
Teleporting has become a popular locomotion interface, whereby
the user points to a location in the VE and is discretely teleported
to that location, typically without any accompanying self-motion
cues. Teleporting overcomes physical space constraints, but this in-
terface lacks translational self-motion cues which indicate a change
in position, and can also lack rotational self-motion cues which
indicate a change in orientation. The advantages of the teleporting
interface are that it is easy to use [1, 16] and reduces cybersickness
[6, 16, 20, 33] compared with other interfaces that include visual
self-motion (e.g., using a gamepad or joystick to locomote). On
the other hand, there are disadvantages with teleporting stemming
primarily from the lack of body-based cues associated with real
walking, which are vital for keeping track of self-location during
travel (i.e., spatial updating).
As described in section 1.2, there is strong evidence that trans-
lational and rotational self-motion cues are critical for successful
navigation [15, 25] and that teleporting negatively affects spatial
orientation [3, 14]. The main contribution of this study is to evalu-
ate the impact of rotational self-motion cues when teleporting on
the accuracy of acquired survey knowledge (i.e., a cognitive map).
The results have applied implications for VR locomotion interfaces
as well as basic implications for spatial cognitive theory.
1.1 Concordance framework for locomotion
interfaces
When walking in VR, movement through the VE is concordant
with movement of the body. Within this concordance framework
[3] natural walking provides all self-motion cues, including pro-
prioceptive cues, vestibular cues, visual cues, and efferent motor
commands (idiothetic information) that are essential for spatial up-
dating (i.e., keeping track of self-location within the environment).
However, VEs often exceed the limited tracked physical space, and
therefore require different VR locomotion interfaces to overcome
this limitation. Because locomotion interfaces are designed to sep-
arate the user’s movement through the virtual environment from
their movement through the real environment, these locomotion in-
terfaces typically compromise the concordance between movement
through the VE and movement of the body.
Teleporting is a relatively new, but now widely adopted loco-
motion interface for navigating large VEs. In the most common
implementation of the teleporting interface, the user physically
rotates their body to turn in the VE but teleports to translate (i.e., to
change location). In this case, rotations include all body-based and
visual self-motion cues that normally occur when rotating in the
real world, but translation includes no self-motion cues. Within the
concordance framework, this teleporting interface is considered
partially concordant (see Figure 2, left panel) because rotational
movement through the VE is concordant with rotating the body,
but translational movement is discordant with movement of the
body.
Discordant teleporting — a different variety of the teleporting
interface — is a locomotion interface that enables the user to tele-
port to translate and to rotate, with no associated body movement
(see Figure 2, right panel). To translate and rotate, the user positions
and orients a marker (e.g., an arrow) on the ground plane and is
then teleported to that location and orientation. Advantages of dis-
cordant teleporting interface include accessibility that is necessary
for users who have impaired or otherwise limited mobility (e.g.,
confined to a wheelchair, or in a confined space as with in-flight
entertainment) preventing them from easily using concordant or
partially concordant locomotion interfaces. In the context of the
concordance framework, movement through the VE is discordant
with movement of the body. Joystick or other gamepad control
devices that provide smooth visual movement without accompa-
nying body movement are another popular example of discordant
interfaces. However, those methods often cause cybersickness in
VR [6] because of the mismatch between visual and body-based
self-motion cues.
There is increasing evidence that teleporting negatively affects
spatial orientation. In a triangle completion task (travel two out-
bound path legs before pointing back to an unseen path origin),
absolute pointing errors were higher when using partially concor-
dant teleporting compared to walking, and highest when using
discordant teleporting compared to partially concordant teleport-
ing [3, 14]. However, it is unknown whether teleporting negatively
impacts the acquisition of survey knowledge for large-scale VEs.
Figure 2: The two locomotion interfaces tested in this study.
When using the partially concordant teleporting interface
(left panel), the user rotates their body to rotate in the VE
but teleports to translate. When using the discordant tele-
porting interface (right panel), the user teleports to rotate
and translate.
1.2 Research on self-motion cues and survey
knowledge acquisition
Survey knowledge, sometimes referred to as a "cognitive map," is the
mental representation of distances and directions between multiple
points in an environment [28, 34]. Survey knowledge is useful for
complex spatial behaviors, such as generating novel shortcuts or
taking detours. Despite the relatively clear evidence that self-motion
cues are critical to spatial orientation, research on the importance
of self-motion cues to survey knowledge acquisition is surprisingly
equivocal.
In small spaces, in which all or most of the space is visible from
a single vantage point (termed "vista spaces" [21]), survey knowl-
edge can be acquired through visual scanning and studying of the
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surrounding environment. Vista spaces therefore do not require
significant locomotion to fully apprehend. Larger spaces, which
cannot be viewed in their entirety from a single vantage point
(termed "environmental spaces" [21]), require locomotion in order
to experience and learn the full environment. One popular theory
of spatial learning is that survey knowledge of an environmental
space involves linking together knowledge of multiple vista spaces.
Importantly, those links between vista spaces depend on successful
spatial updating during locomotion, which provides the glue that
creates a single representation of the larger environmental space
[22, 24]. One theory [32] goes even farther to claim that spatial up-
dating is the primary input into survey learning of environmental
spaces. Although spatial updating is error prone over medium or
long travel distances, the theory is that remembered visual scenes
are used to reset accumulated error in the spatial updating system.
Given the theorized importance of spatial updating for survey
learning, it stands to reason that manipulations which negatively
impact spatial updating (e.g., removal of body-based self-motion
cues) should also negatively impact survey knowledge. However,
there is surprising disagreement in the literature on this topic,
with some studies finding that body-based cues facilitate survey
learning [11, 26, 27, 30] and others showing no benefit of such
cues [13, 17, 19, 31]. Even studies reporting a benefit of body-based
cues for survey learning have reported a relatively small benefit
[2, 5, 29, 30], which stands in contrast to the large benefit of body-
based cues in spatial updating tasks like triangle completion [3, 14],
and further calls into question whether spatial updating plays a
central role in the acquisition of survey knowledge. Therefore, it
is not clear whether the lack of self-motion cues when teleporting
would negatively impact survey learning.
1.3 Current experiment and hypotheses
Hypotheses and experimental details were pre-registered prior to
data collection on theOpen Science Framework: https://osf.io/vpfja/.
Participants learned object locations in a large VE using one of two
teleporting interfaces: partially concordant teleporting or discor-
dant teleporting. The interfaces differed in availability of rotational
self-motion cues. After learning, survey knowledge was assessed
using the scene and orientation-dependent pointing (SOP) task
[8, 35], in which the participant was placed at the location of one
object and asked to point to the unseen location of another object.
Absolute pointing error in the SOP task is commonly used to mea-
sure the fidelity of survey knowledge. Survey knowledge was also
assessed by asking participants to draw a map of the environment.
Given the large impact of rotational self-motion cues on spatial
updating [3, 14], it was hypothesized that learning the VE with
the discordant teleporting interface would lead to less accurate
survey knowledge compared to learning with the partially concor-
dant teleporting interface. Therefore, we predicted that discordant
teleporting would lead to larger absolute errors in the SOP task
and lower accuracy in the map drawing task compared to partially
concordant teleporting.
Sample size was estimated by conducting a power analysis (G
Power) with the following parameters: independent samples t-test
between two groups, one-tailed test, Cohen’s d effect size, d = .50
(medium effect size), alpha level = .05, minimum Power needed
to detect an effect = .80. Effect size was estimated from a related
study [12] that compared survey knowledge accuracy after learning
through in anHMDwith rotational self-motion cues versus learning
in desktop VR, and reported a medium effect size Cohen’s d = .44.
2 METHOD
2.1 Participants
A total of 118 students participated in exchange for credit in an
undergraduate psychology course, and of those, 11 were removed in
the final analysis for the following reasons: two indicated they had
prior knowledge of the VE from playing the video game Counter-
Strike, six were due to technical issues, one ended early after re-
porting cybersickness, one had difficulty seeing clearly, and one
failed to follow instructions. Of the remaining 107 participants, 51
were assigned to partially concordant teleporting (28 women, 23
men) and 56 were assigned to discordant teleporting (32 women,
24 men).
2.2 Hardware and software
The equipment consisted of an HTC Vive head mounted display
(HMD), which presented stereoscopic images at 1080 × 1200 res-
olution per eye, refreshed at 90 Hz with 100° horizontal and 110°
vertical binocular FOV. Graphics were rendered on a Windows 10
computer with an Intel Corei7-9700K processor and Nvidia GeForce
RTX 2080 graphics card using Unity 3D software. Head position
and orientation were tracked using the Lighthouse tracking sys-
tem. One wireless handheld controller was used by participants to
control the teleporting interfaces and to perform the SOP task.
2.3 Stimuli
The VE (see overhead map in Figure 3, and perspective views in
Figure 1 and Figure 4) was imported from the first-person shooter
game Counter-Strike (Valve Corporation) into Unity (Unity Tech-
nologies) and the version used in this study was developed by
vrchris. The use and reproduction of this asset is allowed under
Creative Commons license Attribution 4.0 International (CC BY
4.0).
The VE was multi-level, with two floors accessible by stairs. The
VE was modified by introducing six new objects (bikes, rubber
duck, car, flowers, lion statue, robot) and by restricting access so
that participants could not travel inside of buildings.
2.4 Design
In a between-participant design, participants were assigned to use
the partially concordant teleporting interface or the discordant
teleporting interface to learn the locations of six objects within
the VE. Learning was constrained to seven minutes. After learning,
participants performed the SOP task testing knowledge of inter-
object relationships and drew a sketch map of the environment.
The primary dependent measure was absolute pointing error on
the SOP task. Sketch map accuracy was also evaluated.
2.5 Teleporting interfaces
When using the partially concordant teleporting interface, par-
ticipants physically turned their body to rotate and teleported to
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Figure 3: Bird’s-eye view of the VE and object locations. Par-
ticipants were never exposed to this map. The green high-
lighted area shows the second floor of the environment; all
other areas were on the first floor. Italy VE map adapted
from the video game Counter-strike (Valve Corporation).
translate. When using the discordant teleporting interface, partic-
ipants teleported to translate and rotate. A virtual replica of the
handheld controller was always visible, and its position and ori-
entation were linked to that of the actual controller held by the
participant. The partially concordant teleporting interface was con-
trolled by positioning a white circle with surrounding white ring in
the intended location on the ground plane (Figure 1, left panel). A
thin red line extended from the controller to the center of the white
circle. The participant pressed and held the trackpad located on the
top of the controller while using the controller to manipulate the
location of the teleport marker. Releasing the trackpad teleported
the participant to the selected location (orientation was unchanged).
The discordant teleporting interface was controlled by positioning
and orienting a magenta ring with an arrow on one side (Figure 1,
right panel). A thin red line extended from the joystick to the center
of the ring. The participant pressed and held the trackpad button
to bring up the teleporting ring, and rotated the ring by moving
the thumb around the edge of the circular trackpad. Releasing the
trackpad button teleported the participant to the selected location
and orientation.
2.6 Measures
For each SOP trial (Figure 4), participants were placed at the location
of one object (i.e., they viewed the virtual environment from that
location and could freely turn to look in any direction) and were
instructed to point in the direction of another object (e.g., “You
are now standing at the Lion, please point the laser at the Duck.”).
Participants completed 30 trials, representing every combination
of objects. Trials were blocked by standing location (i.e., all trials
while standing at the lion were completed in one block). Block order
was randomized, as was trial order within each block.
Average absolute error was calculated for each participant by
averaging across all 30 trials. This was the primary measure of
survey knowledge accuracy. Response time was also analyzed to
evaluate whether differences in pointing error between interfaces
were due to speed-accuracy trade-off. However, beyond this usage
of response time data, no a priori predictions were made about re-
sponse time differences across the two interfaces because response
time seemed more likely to be related to confidence than to survey
knowledge accuracy.
Sketch maps of the learned environment were analyzed using a
bidimensional regression with a map drawing software [10], which
computes an R2 value reflecting the correlation between object
locations on the participant’s sketchmap and object locations on the
true map [9]. Other map features beyond object locations, such as
corridor walls, were not included in themap analysis. Bidimensional
regression allows map scale and map orientation to vary freely,
which is important in the current study because participants were
unconstrained in the orientation and scale of their map (except for
the restriction that they draw their map on a 8.5" by 11" paper).
2.7 Procedure
After providing informed consent, the participant was fitted with
the HMD and provided training by traveling around in a impover-
ished VE until they felt comfortable with the assigned teleporting
interface. All participants stood in one fixed location in the middle
of the laboratory surrounded by four small bumpers placed at their
feet to prevent stepping away from the standing location while
rotating in the partially concordant teleporting interface.
The experimenter explained to the participant that they would
have seven minutes to explore the VE and learn the locations of six
objects in no particular order. The participant was also instructed
to remember the relative directions between objects and that they
would later be tested on this information. All participants began
exploring at the start location marked in Figure 3. The list of object
names was accessible to the participant at any time by holding the
Vive controller within their field of view (see Figure 1). Once an
object was discovered, the participant tagged it by pointing at it and
pulling the trigger with the Vive controller, causing a visual update
to the list indicating remaining objects to search for. If all objects
were discoveredwith time remaining, the participant was instructed
to continue exploring until time expired. If the participant did not
find all six objects in the allotted time, the experimenter verbally
guided the participant to the unvisited object(s).
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Figure 4: Screenshots showing the participant’s perspective
when performing the SOP task. Instructions for each point-
ing trial were always available next to the Vive controller
(top panel), and a virtual laser attached to theVive controller
was used to indicate the direction of the pointing response
(bottom panel).
After learning, the participant remained in the HMD to perform
the SOP task. After completing the SOP task, the participant re-
moved the HMD and was instructed to draw a bird’s-eye view
sketch map of the VE they experienced including any paths, build-
ings, and all objects. The participant was provided with a pencil and
paper, along with a list of the object names to ensure that all objects
were placed on the sketch map. The study took approximately 30
minutes to complete.
3 RESULTS
Nineteen participants were unable to find all six objects on their
own within the time limit. This occurred more frequently with the
discordant teleporting (N = 15) interface compared to the partially
concordant interface (N = 4). The conclusions are identical regard-
less of whether the analyses include those participants who did
not find all objects in the allotted time. The results presented here
include all participants.
Absolute angular errors and sketch map scores were not nor-
mally distributed, as assessed by Shapiro-Wilk’s test (p < .05). How-
ever, Welch’s t-test is robust to deviation from normality [7]. As-
sumptions of homogeneity of variance were not violated, as as-
sessed using Levene’s Test (p > .05) with equal variances assumed
between the two conditions [23].
3.1 SOP task
Absolute angular error on the SOP task is shown in the left panel of
Figure 5. It was hypothesized that errors would be lower after learn-
ing with the partially concordant teleporting interface compared
to the discordant teleporting interface.
Welch’s independent samples t-test revealed a statistically sig-
nificant difference between the two interfaces: pointing error was
lower for partially concordant teleporting (M = 39.49, SD = 21.52)
compared to discordant teleporting (M = 55.25, SD = 22.17), t(104.56)
= 3.73, p < .001, Cohen’s d = .72. Pointing error in both conditions
was well below 90 degrees, which represents chance performance.
Pointing response time (in seconds) was analyzed to evaluate
whether the pointing error results were influenced by speed-accuracy
trade-off. This was evaluated both within and between participants,
and neither analysis showed evidence of speed-accuracy trade-off.
The within-participant correlation between absolute error and re-
sponse time was significantly positive (M = 0.07, SE = 0.02), t(106)
= 3.38, p < .001. This indicates that, at the level of the individual
participant, trials with larger pointing error also resulted in longer
response time. Pointing response time was also analyzed using
Welch’s independent samples t-test in order to compare across in-
terfaces (this was a between-participant comparison). There was no
significant difference between pointing response time after learning
with the partially concordant teleporting interface (M = 6.2, SE =
.32) and the discordant teleporting interface (M = 6.8, SE = .27),
t(100.24) = 1.42, p = .159, Cohen’s d = .28.
***
**
Figure 5: Left: Average absolute angular error (in degrees)
on the SOP task. Right: R2 values calculated from bidimen-
sional regression using sketch maps. Error bars represent ±
1 standard error. *p < .05, **p < .01, ***p < .001
3.2 Sketch maps
Bidimensional regressions calculated from the sketch maps are
shown in the right panel of Figure 5. It was hypothesized that
sketch maps would be less accurate when learning occurred with
the discordant teleporting interface compared to the partially con-
cordant teleporting interface. Map drawing accuracy was analyzed
by comparing average R2 values calculated from bidimensional
regression between the two teleporting interfaces.
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Welch’s independent samples t-test was conducted and a sig-
nificant difference was found: participants who used the partially
concordant teleporting condition produced maps that were more
accurate (M = .53, SD = .33) compared to map drawings from par-
ticipants who used the discordant teleporting interface (M = .36,
SD = .30), t(101.02) = 3.95, p = .008, Cohen’s d = .53.
Figure 6: Examples of two sketch maps that differ in accu-
racy. All sketch maps were quantitatively compared to the
target map (Figure 3). The top panel shows a sketch map
with very high accuracy (R2 = .94). The bottom panel shows
a sketch map with very low accuracy (R2 = .04). The exam-
ple sketch maps are from two different participants who ex-
plored the VE using partially concordant teleporting. Note
that the sketch map analysis only considered object loca-
tions and not other map features, such as corridors.
4 DISCUSSION
Previous research indicates rotational self-motion cues are impor-
tant to spatial updating [15], leading to better triangle completion
performance with partially concordant teleporting compared to dis-
cordant teleporting [3, 14]. However, there is disagreement in the lit-
erature as to whether self-motion cues during learning enhance the
accuracy of acquired survey knowledge [11, 13, 17, 19, 26, 27, 30, 31].
The current project clearly demonstrates that rotational self-motion
cues during exploration are important to developing accurate sur-
vey knowledge of a large-scale VE. These conclusions were sup-
ported by two classic measures of survey knowledge: object-to-
object pointing performance and sketch maps.
Some participants were unable to locate all six objects within the
fixed learning time, and were therefore guided by the experimenter
to each remaining object. This occurred more frequently when
using the discordant teleporting interface compared to the partially
concordant teleporting interface, which highlights the importance
of rotational self-motion cues. However, conclusions drawn from
analyses of the SOP task and the sketch maps are unaffected by
excluding participants who failed to locate all six objects within
the time limit.
There are at least two possible explanations for why availability
of rotational self-motion cues affected survey knowledge accuracy.
First, manipulation of rotational self-motion cues most likely af-
fected spatial updating [3], which in turn may have affected survey
knowledge acquisition.We believe this is the most likely connection
between our manipulation and survey knowledge acquisition. How-
ever, this explanation hinges on the theory that spatial updating is
central survey knowledge acquisition [22, 24, 32], and this theory
needs further evaluation. Second, manipulation of rotational self-
motion cues may have affected the usability of the interface, which
negatively affected learning, perhaps by affecting cognitive load
[18]. Participants received training with their assigned interface,
but brief training might not be sufficient for equating the two in-
terfaces in terms of usability. Individual differences in performance
may be one way to evaluate whether the first explanation holds
merit: individuals who are better at spatial updating [4] should also,
therefore, form more accurate cognitive maps. We plan to test this
relationship in future work.
Future work should compare performance when teleporting with
a full walking condition in which all self-motion cues are present,
in order to evaluate whether translational self-motion cues are
important to survey learning. Physical space constraints in the
current study prevented inclusion of such a walking condition.
The environment used in the current experiment was somewhat
complex, with restricted sight lines and several intersecting corri-
dors. Future work should evaluate whether these results generalize
to different types of VEs, including VEs that vary in complexity.
This research should encourage VR designers to consider the
spatial cognitive costs associated with teleporting interfaces. Tele-
porting provides the user with greater convenience and flexibility,
but these advantages come at the expense of spatial learning.
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