Abstract. We introduce a family of invariants associated with the higher order Kobayashi metrics and study their relations with the regular type in the sense of Kohn and the variety type in the sense of D'Angelo.
INTRODUCTION
The Kobayashi metric has proved to be very useful in studying many problems in complex analysis (cf., e.g., [KR1] , [BP1] , [BP2] ). One of the most important topics has been the study of the relations between the optimal boundary asymptotic behavior of the metric on any weakly pseudoconvex domain and the boundary geometric invariants such as the types of the boundary. Though the problem is still open, there has been much encouraging progress (cf. [CAÍ] , [CHE] , [CHO] , [DF] , [HE] , [YU] , to name only a few). All the known results seem to suggest that the order of blow-up of the Kobayashi metric should have a tight relationship with the types of the boundary of the domain. One purpose of this paper is to show that the Kobayashi metric does measure the regular type (in the sense of Kohn) but not the variety type (in the sense of D 'Angelo) . In search of the appropriate substitute, we introduce a family of generalized Kobayashi metrics known as the higher order Kobayashi metrics and show that they measure the types precisely. Meanwhile, we found a new family of boundary invariants, namely, the k-type's which fit the Kobayashi metrics properly (for the definitions and precise statements, see the next section).
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Definitions and main results
Let fí be a domain in C" , p a smooth boundary point. We will denote by Hp the complex tangent space of fí at p . First we recall the definition of the type which was introduced by D'Angelo [DAI] and we also define some related invariants. Ax(p) = sup{ ^p-: <p e H(A, C") \ {0}, tp(0) =/>} .
Here v(f) denotes the order of vanishing of the mapping /-f(0) at 0. H(A, C") denotes the space of analytic discs in C" . If we require that rp'(0) / 0 in the definition of Ax (p), then we obtain the regular type of p, denoted by A\(p) ( [KN] , [BG] ).
We will also consider a slightly more general variety type called k-type ( k is a positive integer), denoted by Ax{p, k), which is defined by Ax(p,X, k) = jSup{v(po(p): tp e H(A, C"),
Clearly we always have A\(p) = Ax(p, 1) and Ax(p) = sup{Ax(p, k) : k > 1} . Like the variety type, A:-type does not depend on the local defining functions for ñ and is invariant under local holomorphic change of coordinates.
Next we define the higher-order Kobayashi metrics which are generalizations of the usual Kobayashi metric (for the properties of the Kobayashi metric, see [KB1] , [RO] ). Definition 1.2. For any z e fí, X e C" , and integer k > 1, we define the k-th order Kobayashi metric by F&(z0,X) = inf | j:<pe H(A, fí) with u(tp-z) = k, tpW(0) = k\XX,X>o\.
The singular Kobayashi metric of fí is defined by Fa(z,X) = inf{Fk(z,X):k>l}.
Here Ü(A, fí) denotes the set of complex discs in fí. Clearly F¿ is just the standard Kobayashi metric which will be denoted by Ffi . The higher order (and singular) Kobayashi metrics share many important properties with the standard Kobayashi metric, which we list in the following Proposition 1.3. For each k>l, denote by F either F£ or Fn . We have:
(1) F has the length decreasing property, i.e., if f is a holomorphic map from a domain D in Cm to another domain Yl in C", then Fa(f(z),fz(X)) <FD(z,X), VzeD,Xe C".
In particular, F is biholomorphically invariant. (2) Fa = F£, the Kobayashi metric on the unit disc A. The proofs of these properties are straightforward and thus omitted (interested readers may consult [YU] for details).
Remarks, (i) There are many ways to construct higher order (or singular) invariant metrics, see [JP] , [KB2] , [WU] and references therein.
(ii) From Proposition 1.3, it is clear that the higher order (or singular) Kobayashi metrics can be estimated in a similar way as the standard Kobayashi metric, for further discussion please see [YU] .
(iii) From (3) and the well-known fact ( [LE] , [RW] ) that the Kobayashi metric and the Carathéodory metric coincide on bounded convex domains, we see that on any bounded convex domain Fq and Fa coincide with the Kobayashi metric for any k > 1. On the other hand, the examples given in Section 3 will show that they are not equivalent in general.
Associated with any higher order Kobayashi metric, we can talk about its growth order which is defined as follows. Definition 1.4. Let Yl, p, p be as in Definition 1.1. Let n be the unit outward normal vector at p and z{ = p-tn for t > 0. Then, for any k > 1, X e Hp , set
Here da(z) denotes the Euclidean distance of z from the boundary of fí. We call t(p, k) (resp. T(p) ) the growth order of the k-Xh order (resp. singular) Kobayashi metric. They measure how fast the metrics blow up near the boundary point. Observe that t(p, k) and T(p) are holomorphically invariant.
The first main result of this paper is: Theorem 1. For any smooth boundary point p of a domain Yl ce C" , we have AiQ?, k) < t(p, k). In particular, the variety type Ax(p) < T(p) (the growth order of the singular Kobayashi metric).
A proof of this theorem (and a much stronger result) will be given in Section 2. Here we would like to draw a few interesting consequences from Theorem 1. Corollary 1. Let Yl be a bounded domain in C" and p e dYl a smooth boundary point. Then the regular type A\(p) does not exceed the growth order of the Kobayashi metric.
In other words, the Kobayashi metric depends on the regular type. On the other hand, we will give examples (see Section 3) to show that it is independent of the variety type in general. However, for the Carathéodory metric, we have Corollary 2. Let Yl be a bounded domain in C" with a smooth boundary point p . If there exists a constant m > 1 such that for each 0 ^ X e Hp one can find a constant C(X) > 0 with Ffi(zJ, X) > C(X)dn(zj)~x/m , for a nontangential sequence zJ -> p, then p is of finite type with Ax(p) < m . JIYEYU This is a trivial consequence of the proof of Theorem 1 and the fact (3) of Proposition 1.3. It is also possible to prove this corollary directly by using the Cauchy estimates.
It was shown in [CAÍ] and [CHE] that if fí ce C2 is of finite type or ñ ce C" is convex and of finite type, then (1.1) Fg(z,X) > C\XT(z)\da(z)-l/Ax{p) Vz e fí near p and X e C".
Here p e dYl and C is a positive constant. XT(z) is the complex tangent component of the decomposition of X at the nearest boundary point. However, such kind of sharp estimates cannot hold on any smooth domain in C , because of the following Corollary 3. Let Yl be a smooth domain in C" . If for any p e dYl there is a neighborhood U of p in C" and a constant C > 0 such that It is well known that the types are not upper semi-continuous on domains of finite type (cf. [DAI] ), consequently, it is impossible to obtain an estimate analogous to (1.1) for all domains of finite type in C" ( n > 3 ). Corollary 3 can be verified readily from Theorem 1 and Corollary 1.
It is natural to ask if the equality in Theorem 1 holds. In this regard we have the following result: Theorem 2. If Yl cc C2 or QccC" (for any n ) is locally convexifible at p, then Ax(p) = Ax(p, k) = t(p, k) = T(p), provided T(p) < oo.
The proof of Theorem 2 will also be given in Section 2. We remark that in case fí is in C2, Ax(p) = t(p, 1) follows from the estimates obtained by Catlin [CAÍ] .
Remarks, (i) Note that if T(p) < oo then the domain is necessarily pseudoconvex at p ( [YU] ).
(ii) It follows from [GR] and Theorem 2 that a boundary point p is strongly pseudoconvex if and only if t(p, k) = T(p) = 2 for all k .
(iii) It follows from the work of [CHO] that t(p, 1) < Ax(p)N for some large constant TV. The sharp value of this N is unknown.
(iv) Similar problems have also been studied recently by Diederich and Herbort [DH] for the invariants related to the Bergman metric as well as other analytic invariants.
Proof of Theorem 1 and Theorem 2
We first prove the following more general form of Theorem 1. Proof. We may assume, without loss of generality, that p = 0 and, near 0, the domain fí is defined by
(1) />(z) = 2Rezn+^(|z|2).
Assuming that Ax(0, X, k) > m ,we will seek a contradiction. By our hypothesis and definition, there exists a complex disc tp in C" such that tp(0) = 0, v(tp) = k, q>M(0) = X,and T =: -j-v(p o q>) > m + e, for some sufficiently small e > 0.
Here T could be oo in which case we choose any finite T > m + e. It follows that there is a constant Co > 0 such that (2) \p(9(0)\<Co\C\kT, for all small |C|. ;=1
Here p¡ = dp/dzi for / = 1,2,...,« and cf(\w\2) < C\w\2 for some constant C > 0 independent of z and w. Note that (pi(0), ..., p"(0)) = (0,... , 0, 1 ) and by the continuity we see that for any small £o > 0 there is a constant r > 0 such that \z\ < r implies \p¡(z) -p¡(0)\ < eo for i = 1, ... , n. It follows that, for all small \z\, \w\, (3) p(z + w)< p(z) + 2Re w" + 2ns0\w\ + C\w\2.
Next set z = (p(ô)lk(T~e)Q and w = zJ = (z{, ... , zj") in (3). Since z> -> 0 nontangentially, we may find positive constants cx, c2 such that for all j (4) -Sj < 2Re zn < -cxSj and \zj\ < c26j.
Moreover, since tp(0) = 0, Sji -> 0, it is clear that \tp(ôj/k{T~e)Q\ < r for all large j. Consequently for all Ç e A and sufficiently large ; we obtain, from (2)-(4), that P(<Pj(0) < p(g>(sf^0) + 2Re zi + 2ne0\zJ\ + C\¿\2 (5) < C0\ô^)QkT -cxôj + 2nc2e0ôj + c2Côj < C0r5Ä _ (c, -2nc2e0)Sj + c2Côj.
Fix an fio > 0 so small that 2nc2eo < cx/2. Then it follows from (5) and T/(T -e) > 1 that p((Pj(Q) < 0 for all C e A and sufficiently large ; . This proves our claim that <Pj(A) cYldU for all large j. Now it is easy to see from the definition of <p¡ that tpj(0) = zJ , v(q>j) = k, and tpf(0) = âT±tp(k)(0) = Ô?±X.
Hence in view of the definition of Fq(z¿ , X) we obtain (6) Fa(zg, X) < i-\à~ » f°r J sufficiently large.
However, by the hypothesis (*), we have (7) Fk(zJ,X) > C(k,X)da(ziTXlm = C(k,X)SJxlm.
Thus we obtain from (6) and (7) In this case, it is well known that A](p) = Ax(p) ( [DAI] ). We claim that Ax(p, k) = Ax(p) for all k > 1. To see this, we may assume that p = 0, and near p, dYl is defined by a smooth real function p. LeX Ax (p) = 2m . After a standard change of coordinates, we may assume that [CAÍ] (8) p(z) = Rez2 + P(zx) + cf(\zx\2m+x + |z,||z2|).
Here, we have written z = (z-, z2), and P is a real homogeneous subharmonic polynomial of degree 2m which does not contain any harmonic terms. It is easy to see that, for the variety <po(Q = (Ck, 0), v(p(tp0)) > 2mk. Hence Ax(p, k) > 2m . Now suppose that Ax(p, k) > 2m ; we will derive a contradiction. It follows from the assumption and Definition 1.1 that there are constants l>e>0, C>0,a variety q> such that v(<p) = k , and (9) \P(<P(0)\ < C\C\2mk+e, V£e A.
We may write tp(Q = (<px(Q, <p2(Q) = (CVi(C). CkW2(0) for some holomorphic functions ip¡ with \p(0) = (y/x(0), y/2(0)) / (0, 0). In light of (8) and (9), we must have v(<p2) > 2mk. That is, |ç>2(C)| ^ C|(|2mfc, for some constant C > 0. Here and in the sequel we will use the same C to denote possibly different constants. Therefore, it follows from (8), (9), and the above that, for all C e A, P(9(Q) < C\Q2mk+e + C(\Q2mk+k + \Ç\k\t;\2mk) -Re tp2(Q <C|i|2".*+e-Rep2(C).
For any r e (0, I), by taking the integral along the circle {C : ICI = f} and noting that Re <p2 is harmonic, we have
The left-hand side of (11) is nonnegative by the subharmonicity and can be written as
This, together with (11), implies that for all r e (0, 1), 0< [ P(eikey/x(reie))dd<Cre.
Jo
Letting r -> 0+, we get j0" P(e'ketpx(0))d6 = 0. This is impossible since y/x (0) ^ 0 and P is not harmonic. This contradiction proves our claim that Ax(p, k) = 2m .
As we have already observed that t(p, 1) = 2m is a consequence of [CAÍ] . For general k > 1, we use the estimates in [YU] , namely,
VXeHp, and z near p.
It follows immediately that t(p, k) < 2m . On the other hand, by Proposition 1.3, we always have t(p, 1) < t(p, k) for any k > I. Hence we obtain that 2m = t(p, 1) < t(p, k) <2m.
This implies that t(p, k) = 2m = Ax(p, k), as desired.
In case fí e C is locally convex near p, it is well known that A» (p) = A\(p)(= Ax(p, 1)) ( [MC] ). By using special coordinates (cf. [CA2] , [BP2] , [MC] ), one may assume that fí is given near p = 0 by p(z) = Re z< +P(z') + R(z), where P is a weighted homogeneous plurisubharmonic polynomial with respect to the weight (l/m2, ... , l/m") with m2 < ••• < m" = Ax(p) and R(z) is the higher order remainder term. Observe that the convexity of fí near p implies that P(z') > 0 except at z' = 0. Then following the same idea as above, one can easily prove that Ax(p, k) = Ax(p) for any k. Thus to finish the proof, it remains to show that t(p, k) = Ax(p). To this end, we quote a result in [YU] as follows: in the special coordinates (zx, ... , z") as above, for any k > 1 and any nontangential sequence fí D {zj} -> p , we have Cx(k,X) < Fk (zj, (dXx , dl'm>X2, ... , dx'm"Xn)) <C2(k,X), VleC", ;>1.
Here C¡(k, X) > 0 are constants independent of j and d = da(zj). It follows immediately from this that t(p, k) = m" = Ax(p).
Remark. As a matter of fact, Theorem 2 holds on a much larger class of domains called h-extendible domains than the class of finite type domains in C2 and finite type convexifible domains (see [YU] for details).
Examples and concluding remark
In this section we discuss two examples to show that the standard Kobayashi metric does not depend on the variety type and the higher order The claim can be verified directly [YU] . This example also shows that the higher order Kobayashi metrics are not equivalent to the standard one. To see this, notice that by the claim, for the points z, = (0,0, -t) and the direction X0 = (0, 1, 0), we have FD(zt, X0) = t~xl6. On the other hand, since the discs <pn(Q = («3C3, "2C2, -t) lie in D for all n > 1, and (pn(0) = zt, <p'n(0) = 0, <p'¿(0) = 2n2X0, it follows from the definition that Fp(zt, Xo) < 1/n2 for all n. Therefore we must have F$(zt, Xq) = 0. Thus F¿ cannot be equivalent to FD .
The previous example can be modified slightly to give a more interesting one as follows. Here C¡(X) > 0 are constants. Combining these estimates with Definition 1.4, we conclude that for the domain D :
t(p,2m -l)=Ax(p,2m -I) = A\(p) = 6, t>i>,2/w)=A1(p,2m) = Ai(» = 9, Vm > 1, T(p)=Ax(p) = 9.
These assertions not only indicate that the standard Kobayashi metric cannot measure the variety type but also show that the singular Kobayashi metric is the right substitute.
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There is much evidence (cf. Theorem 2 and Example 2) to support our following conjecture: For any smooth boundary point p , Ax(p, k) = t(p, k), for all k > 1. In particular, A-(p) = T(p). It seems to us (cf. the proof of Theorem 2) that in order to prove the conjecture, we need the sharp lower bounds for the higher order Kobayashi metrics on any finite type domains, which at the time of this writing are not yet available.
