Abstract-We study a data mining problem concerning the elastic peak detection in 2D liquid chromatography-mass spectrometry (LC-MS) data. These data can be modeled as time series, in which the X-axis represents time points and the Y -axis represents intensity values. A peak occurs in a set of 2D LC-MS data when the sum of the intensity values in a sliding time window exceeds a user-determined threshold. The elastic peak detection problem is to locate all peaks across multiple window sizes of interest in the data set. We propose a new data structure, called a Shifted Aggregation Tree or AggTree for short, and use the data structure to find the different peaks. Our method, called PeakID, solves the elastic peak detection problem in 2D LC-MS data yielding neither false positives nor false negatives. The method works by first constructing an AggTree in a bottom-up manner from the given data set, and then searching the AggTree for the peaks in a top-down manner. We describe a state-space algorithm for finding the topology and structure of an efficient AggTree to be used by PeakID. Our experimental results demonstrate the superiority of the proposed method over other methods on both synthetic and real-world data.
ECENTLY, mass spectrometry data mining has drawn much attention in the computational proteomics community [4] , [11] , [29] , [32] . Typical mining processes include peak detection [9] , [17] , [22] , [25] , spectrum alignment [31] , data correlation [15] , biomarker discovery [14] , [20] , among others. In this paper, we propose a new approach, called PeakID, for identifying peaks in liquid chromatographymass spectrometry (LC-MS) data. LC-MS data have three dimensions, namely retention time, mass-to-charge ratio (m=z), and intensity [1] , [11] . One important step in mass spectrometry data mining is to detect peaks in the threedimensional (3D) LC-MS data [1] , [4] , [9] , [11] , [25] , [28] . Due to the complex nature of the 3D data with different peak shapes, this is known to be a difficult problem [9] , [11] , [13] , [25] . One approach is to convert the 3D data to lower dimensional data as explained below.
For each given m=z value, 3D LC-MS data can be expressed as a two-dimensional (2D) map in which the Xaxis represents time points and the Y -axis represents intensities. A peak in the 2D map, M t , is a collection of intensity values occurring within a certain time window where the sum of the intensity values is greater than or equal to a user-specified threshold. Suppose a peak occurs in a time window ½t l ; t r in which the largest intensity value occurs at t top in M t . For the given t top value, one can check the corresponding 2D map, M mz , whose X-axis has m=z values and Y -axis has intensities. Find a small range ½mz l ; mz r that surrounds each mz pos whose intensity is a sufficiently large positive value in M mz . Then, the intensities in the cube constructed based on ½t l ; t r and ½mz l ; mz r form a 3D peak. Thus, by detecting peaks in the 2D map M t whose X-axis has time points and Y -axis has intensities, one is able to derive peaks in the 3D LC-MS data. 1 Finding peaks in the 2D LC-MS data M t in an efficient way is the subject of this paper.
If the size of a sliding time window in which a 2D peak occurs is known a priori, then peak detection can easily be done in linear time by summing up the intensity values within each time window of the known size. However, in practice, the window size is unknown a priori. The size itself may be an interesting subject to be discovered. Also, in many cases, it is required to detect peaks across a variety of window sizes [1] , [11] .
Problem Formulation
The elastic peak detection problem is to detect peaks across multiple window sizes. Formally, given a set of nonnegative intensity values x 1 ; x 2 ; . . . ; x N , a set W of window sizes w 1 ; w 2 ; . . . ; w m , where w i < w j , 1 i < j m, and a threshold associated with each window size, fðw j Þ, j ¼ 1; 2; . . . ; m, the elastic peak detection is the problem of finding all pairs ðt; wÞ such that t is a time point, w is a window size in W and 1 . As m=z represents the mass-to-charge ratio, the following scenario might happen [2] : a peptide seen as a singly-charged ion (e.g., for a m=z of approximately 1,800) can also be observed as a doubly charged ion (e.g., for a m=z of approximately 900) or a triply charged ion (e.g., for a m=z of approximately 600). This would lead to different mz l , mz r values and hence different 3D peaks, though they may present the same thing. Under this circumstance, our scheme can be used as a filter, and further analysis of the 3D LC-MS data would be needed. A brute-force algorithm is to check each window size of interest one at a time. To detect peaks across m window sizes in a sequence of intensity values over N time points, the brute-force algorithm requires OðmNÞ time.
In [23] , [40] , we showed that a simple data structure called a Shifted Binary Tree, abbreviated as a BinaryTree, could be the basis of a filter that can be used to detect all peaks in time independent of the number of window sizes when the probability of peaks is low. This tree is a hierarchical data structure, inspired by the Haar wavelet tree [5] . Each leaf node at level 1 of the Shifted Binary Tree corresponds to a time point in the input data; a node at level 2 aggregates two adjacent nodes at level 1. In general, a node v at level i aggregates two nodes v 1 ; v 2 at level i À 1; v is the parent of v 1 ; v 2 and v 1 ; v 2 are the children of v. Thus, v contains or corresponds to 2 iÀ1 time points. There are log N 2 þ1 levels in the Shifted Binary Tree where N is the number of time points in the input 2D LC-MS data. Except level 1 and the top level, each level i has two sublevels, namely base sublevel i and shifted sublevel i. Each node at shifted sublevel i is shifted by 2 iÀ2 time points with respect to base sublevel i. Fig. 1 shows an example of Shifted Binary Trees.
The overlap between the base sublevels and the shifted sublevels guarantees that every time window of size w, 0 < w 2 iÀ2 þ 1, is contained in either a node at base sublevel i or a node at shifted sublevel i, or both. In [23] , [36] , [40] , we exploited this property, developing an algorithm that uses Shifted Binary Trees to search for peaks in time sequence data. The algorithm works well when there are few peaks, but performs poorly if there are many near peaks [23] .
Contributions
In [36] , we introduced a new data structure called a Shifted Aggregation Tree, abbreviated as an AggTree, which improves the performance of a Shifted Binary Tree, and sketched the use of AggTrees in a general setting of time series mining. Here, we extend the work in [36] by presenting 1) the algorithmic details and theoretical foundation of AggTrees, 2) the PeakID method that adapts AggTrees to elastic peak detection in 2D LC-MS data, and 3) experimental results showing the superiority of PeakID over other methods.
The rest of the paper is organized as follows: Section 2 surveys related work and contrasts our approach with existing techniques. Section 3 describes the PeakID method in detail, introducing the concept of an Aggregation Pyramid that acts as a host data structure into which a Shifted Aggregation Tree can be embedded, and explaining how to find an efficient Shifted Aggregation Tree given input data. Section 4 evaluates the performance of PeakID and presents experimental results on both synthetic and real-world data. Section 5 concludes the paper.
RELATED WORK
There are two groups of work that are closely related to ours. The first group is concerned with 3D peak detection in mass spectrometry data. Most 3D peak detection algorithms are based on either statistical distributions or a variety of smoothing functions [13] , [34] . To reduce the number of false positives (i.e., those that are nonpeaks but are detected as peaks), these algorithms often assume a minimum peak width. The algorithms focus on dealing with 2D data where the X-axis has m=z values and the Y -axis has intensity values [6] , [9] , [10] . An alternative approach, as described in Section 1, is to examine 2D data where the X-axis has time points and the Y -axis has intensity values. Stolt et al. [25] , for example, developed a second-order peak detection algorithm capable of finding peaks of different widths in such 2D data. The authors set the minimum peak width to 3. One disadvantage of Stolt et al.'s algorithm is that it may produce false negatives (i.e., those that are real peaks but are predicted as nonpeaks). To reduce the number of false negatives, the brute-force algorithm checking different window sizes could be used. In contrast to Stolt et al.'s work, we develop a new data structure for identifying all peaks quickly without using the brute-force approach.
The second group of related work is concerned with burst modeling and detection in time series. Wang et al. [30] used a one-parameter model, b-model, to model the bursty behavior in self-similar time series and to synthesize realistic trace data. This type of time series occurs in a large number of real world applications, such as Ethernet, file systems, web, video and disk traffic. Kleinberg [19] studied the bursty and hierarchical structure in temporal text streams, with a focus on finding how high frequency words change over time. Vlachos et al. [27] mined the bursty behavior in the query logs of the MSN search engine. They used moving averages to detect time regions having high numbers of queries. Only two window sizes were considered, short term and long term. The detected bursts were further compacted and stored in a database to support burst-based queries. Other methods for finding surprising and periodic patterns in time series have also been developed [12] , [18] , [33] . The 2D LC-MS data we deal with here are time series in nature. However, in contrast to the above time series mining methods, our work mainly focuses on detecting bursts (peaks) across multiple window sizes. Fig. 1 . An example of Shifted Binary Trees. Each cell at level 1 is a leaf node; each leaf node corresponds to a time point in the input 2D LC-MS data. Each cell at base sublevel i (shifted sublevel i, respectively) represents a node at base sublevel i (shifted sublevel i, respectively), and corresponds to or contains 2 iÀ1 time points in the input data. In the figure, the first highlighted sequence at level 1 is contained in the highlighted node at base sublevel 4; the second highlighted sequence at level 1 is contained in the highlighted node at shifted sublevel 3.
THE PEAKID METHOD

The Aggregation Pyramid
An Aggregation Pyramid is an N-level isosceles triangularshaped data structure built over the input 2D LC-MS data with N time points, satisfying the following properties:
. Level 1 has N cells where each cell stores the intensity value associated with each time point in the input 2D LC-MS data. . Level 2 has N À 1 cells where the first cell stores the sum of the first two intensity values (i.e., the intensity value at time point 1 and the intensity value at time point 2) in the 2D LC-MS data; the second cell stores the sum of the second two intensity values (i.e., the intensity value at time point 2 and the intensity value at time point 3), and so on. . Level h has N À h þ 1 cells where the ith cell, c, stores the sum of the h consecutive intensity values starting at time point i and ending at time point i þ h À 1 in the 2D LC-MS data. The time window starting at time point i and ending at time point i þ h À 1 is called the shadow window, or simply the shadow, of cell c. When the context is clear, we also refer to the set of the h consecutive cells at level 1 starting with the ith cell as the shadow window, or the shadow, of cell c. . The top level has one cell only, storing the sum of all intensity values in the input 2D LC-MS data. Notice that each time window of size w is the shadow of some cell at level w. Conversely, each cell at level w has a shadow window of size w; the cell stores the sum of the intensity values within its shadow window. Fig. 2 shows an example of an 8-level Aggregation Pyramid. In Fig. 2b , for example, the highlighted cell, c, at level 4 stores a value of 106, which is the sum of the intensity values 27, 11, 18 , and 50 at level 1 that are within the shadow window of the cell c.
By construction, an Aggregation Pyramid has the following properties:
. All the shadows of the cells along the 45 degree diagonal have the same starting time point. All the shadows of the cells along the 135 degree diagonal have the same ending time point. . A cell at level h with the shadow ending at time point t is denoted as cellðh; tÞ, which stores the sum of the intensity values in cellð1; t À h þ 1Þ to cellð1; tÞ. When the context is clear, we also use cellðh; tÞ to represent the sum value stored in this cell. . The shadow of any cell c in the subpyramid rooted at cell r is a subset of the shadow of cell r. We say c is shaded by r. By monotonicity, the value in cell c is guaranteed to be less than or equal to the value in cell r. . The overlap of two cells c 1 and c 2 in that order at the same level is the cell c at the intersection of the 135 degree diagonal touching cell c 1 and the 45 degree diagonal touching cell c 2 (see Fig. 3 ).
The shadow of the cell c is the intersection of the shadow of c 1 and the shadow of c 2 . For example, in Fig. 3 , the shadow of cell c 1 contains time points 4; 5; . . . ; 10, the shadow of cell c 2 contains time points 8; 9; . . . ; 14, and the shadow of the overlap c contains time points 8, 9 and 10. The values stored in the cells of the Aggregation Pyramid can be calculated in a bottom-up manner using (1) below: for 1 < h; t N, cellðh; tÞ ¼ cellðh À 1; t À 1Þ þ cellð1; tÞ:
If cellðh; tÞ exceeds the threshold fðhÞ for the time window size h, then there exists a peak starting at time point t À h þ 1 and ending at time point t. 
Embedding a BinaryTree into an Aggregation Pyramid
Recall that in a Shifted Binary Tree, each node at level 1 corresponds to a time point in the input 2D LC-MS data, and each node at level i corresponds to or contains 2 iÀ1 time points in the input data. Observe that each node in a Shifted Binary Tree with N time points corresponds to a cell in an Aggregation Pyramid with the same number of time points. Fig. 4 shows the correspondence between the nodes in a Shifted Binary Tree with 32 time points and the cells in an Aggregation Pyramid with 32 time points. Each cell in the Aggregation Pyramid that corresponds to a node in the Shifted Binary Tree is highlighted in Fig. 4a . Specifically, the cells labeled A, B, C, D, and E, respectively, in the Aggregation Pyramid in Fig. 4a correspond to the first five nodes, labeled A, B, C, D, and E, respectively, at level 4 of the Shifted Binary Tree in Fig. 4b . Notice that level i in the Shifted Binary Tree corresponds to level 2 iÀ1 in the Aggregation Pyramid. This correspondence shows how to embed the Shifted Binary Tree in Fig. 4b into the Aggregation Pyramid in Fig. 4a . [23] that searching the cells in DSRðvÞ guarantees that all peaks are detected. Fig. 5 illustrates the detailed search region DSRðvÞ for a node v in the BinaryTree in Fig. 4b . 
Generalizing a BinaryTree to an AggTree
A detailed search in DSRðvÞ may turn out to be fruitless (i.e., no peak is found in DSRðvÞ). It has been observed that [23] , [36] , [40] 1. When peaks are rare but not very rare, the number of fruitless detailed searches grows, suggesting that we may want more levels than a Shifted Binary Tree provides. 2. Conversely, when peaks are exceedingly rare we may need fewer levels than a Shifted Binary Tree provides. In other words, we want a data structure that adapts to the input data. For this reason, we generalize Shifted Binary Trees to Shifted Aggregation Trees. Like a BinaryTree, an AggTree is a hierarchical data structure defined on a subset of the cells of an Aggregation Pyramid. It has several levels, each of which contains several nodes. The nodes at level 1 are in one-to-one correspondence with the time points in the input 2D LC-MS data. The value stored in a node at level i is obtained by aggregating the values stored in some nodes below level i. The shadows of two neighboring nodes at the same level overlap.
A Shifted Aggregation Tree differs from a Shifted Binary Tree in two ways:
1. The parent-child structure. This defines the topological relationship between a node and its children, i.e., how many children the node has and their placements. 2. The shifting pattern. This defines how many time points apart there are between two neighboring nodes v 1 and v 2 at the same level i. Formally, letting the shadow of v 1 end at time point t 1 and the shadow of v 2 end at time point t 2 , where t 1 < t 2 , we call ðt 2 À t 1 Þ the shift between v 1 and v 2 , or the shift of level i. In a BinaryTree, the parent-child structure for each node is always the same: one node at level i aggregates two nodes at level i À 1. The shifting pattern is also fixed: the shadows of two neighboring nodes in the same level always halfoverlap. In an AggTree, a node could have three children and be two time points away from its preceding neighbor, or could have 64 children and be 128 time points away from its preceding neighbor. We define the shadow size of level i, denoted a i , to be the size of the shadow of a node at level i. Define the overlapping shadow size of level i, denoted o i , to be the size of the intersection of the shadows of two neighboring nodes at level i. Define the degree of level i, denoted d i , to be the degree of a node at level i, i.e., the number of children the node has. Let s i denote the shift of level i. Table 1 gives a side-by-side comparison between AggTrees and BinaryTrees. Clearly, BinaryTrees are a special case of AggTrees. Fig. 6 shows an example of a Shifted Aggregation Tree with 32 time points; the figure also shows how the AggTree is embedded into an Aggregation Pyramid with 32 time points. In the AggTree, the shift of level 2 is 1; the shift of level 3 is the same as the shift of level 4, which equals 2. Each node at level 2, 3, and 4, respectively, has two children, whereas the node at level 5 has four children. The overlapping shadow size of level 2 is 1, which equals the shadow size of level 1. The overlapping shadow size of level 3 is 2, which equals the shadow size of level 2. The overlapping shadow size of level 4 is 6, which is larger than the shadow size of level 3. The cells labeled A, B, C, D, and E, respectively, in the Aggregation Pyramid in Fig. 6a correspond to the first five nodes, labeled A, B, C, D, and E, respectively, at level 4 of the Shifted Aggregation Tree in Fig. 6b . This example shows the difference between an AggTree and a BinaryTree (cf. Table 1 and Fig. 4 ).
Recall that in the elastic peak detection problem whose goal is to find peaks across multiple window sizes, we are given the 2D LC-MS data, LM½N, with N time points, a set of nonnegative intensity values x 1 ; x 2 ; . . . ; x N , a set W of window sizes w 1 ; w 2 ; . . . ; w m where w i < w j , 1 i < j m, and a threshold associated with each window size, fðw j Þ, j ¼ 1; 2; . . . ; m. Our approach to solving this problem, called PeakID, is to first construct an AggTree on the given 2D LC-MS data and then search the AggTree for peaks, where each peak is represented by a pair ðt; wÞ such that t is a time point, w is a window size in W and P tþwÀ1 p¼t x p ! fðwÞ. The algorithm for constructing the AggTree, called BuildTree, takes as input the 2D LC-MS data LM½N where LM½j, 1 j N, contains the intensity value x j associated with the jth time point. In addition, the input data of the algorithm include the shift s i , shadow size a i , and degree d i of each level i in the AggTree to be constructed. We will use a state-space algorithm to find appropriate values for s i , a i , and d i , as explained later in the paper. The algorithm builds the AggTree in a bottom-up manner. In the first level, each node corresponds to a time point in the input 2D LC-MS data, and stores the intensity value associated with that time point. The top level has one node only, whose shadow contains all the N time points.
In practice, we do not need to build the entire AggTree. It suffices for the BuildTree algorithm to construct nodes from level 1 to level I where a IÀ1 À s IÀ1 þ 1 < w m a I À s I þ 1. Here, w m is the largest window size of interest, a I is the shadow size of level I, and s I is the shift of level I in the AggTree. Let AggTree½i½j, 1 < i I and 1 j b NÀai si c þ 1, represent the value stored in the jth node at level i. We have
Fig. 7 summarizes the algorithm for building the AggTree. Notice that for efficiency reasons, we do not actually build the Aggregation Pyramid into which the AggTree is embedded. As explained below, the partially constructed AggTree is sufficient for detecting all peaks exactly yielding neither false positives nor false negatives.
Detecting Peaks Using an AggTree
We search the AggTree constructed in the previous section to detect all peaks in a top-down manner. To detect peaks in the time windows of size w m , we examine the nodes at level
In general, to detect peaks in the time windows of size w j , 1 j m, we examine the nodes at level i where a iÀ1 À s iÀ1 þ 1 < w j a i À s i þ 1. We check each node v ¼ cellða i ; tÞ at level i to see if the value stored in v exceeds the threshold fðw j Þ associated with the window size w j . If so, an alarm is raised, indicating the possible occurrence of a peak, and a check in the detailed search region DSRðvÞ is performed. The shadow of the node v ends at time point t. DSRðvÞ comprises cells in the Aggregation Pyramid into which the AggTree is embedded, where the sizes of the shadows of the cells are in the range ½a iÀ1 À s iÀ1 þ 2, a i À s i þ 1, and the shadows end at time points in [t À s i þ 1; t]. Notice that, if v is the leftmost node at level i, since no node precedes v, DSRðvÞ contains cells whose shadows end at time points in [1; a i ]. Fig. 8 illustrates the DSRðvÞ for a node v at level 4 of the AggTree in Fig. 6b . In Fig. 8 , the sizes of the shadows of the cells in the DSRðvÞ are in the range [4, 7] , and the shadows end at time points in [9] , [10] . In searching DSRðvÞ where v ¼ cellða i ; tÞ, if cellðw j ; t 0 Þ ! fðw j Þ, t À s i þ 1 t 0 t, then a peak is detected, which is represented and output as a pair ðt 0 À w j þ 1; w j Þ. That is, the peak occurs in the time window [t 0 À w j þ 1, t 0 ] where P t 0 p¼t 0 Àwjþ1 x p ! fðw j Þ. Since we do not actually build the Aggregation Pyramid containing DSRðvÞ, the values of the cells in DSRðvÞ are computed "on-the-fly," as explained below. Observing that the shadows of two neighboring cells overlap, to avoid duplicate computation, we start from one seed node in the AggTree, and then by adding or subtracting the difference between two neighboring cells, we can get the values of the cells in DSRðvÞ. Specifically, assuming the seed node is cellðh; t s Þ, we have
In general, for all 1 < t s þ k N, Furthermore,
In general, for all
Due to the properties of Shifted Aggregation Trees, it's guaranteed to find a seed node in or near a detailed search region. Here is how. Notice s iÀ1 s i (cf. Table 1 ). The shadows of the cells in DSRðvÞ end at time points in [t À s i þ 1; t], i.e., the time span of DSRðvÞ is s i . Thus, there exists a node at level i À 1 whose shadow ends at some time point in [t À s i þ 1, t]; call it the seed node (Fig. 8) .
The sizes of the shadows of the cells in DSRðvÞ are in the range ½a iÀ1 À s iÀ1 þ 2, a i À s i þ 1. Therefore, the seed node lies in DSRðvÞ. If s iÀ1 ¼ 1, then the seed node is immediately below DSRðvÞ. t ¼ a i in DSRðvÞ. Below we show that the proposed PeakID method, composed of the two algorithms BuildTree and SearchTree, finds all peaks exactly yielding neither false positives nor false negatives. Let T be the Shifted Aggregation Tree constructed by the BuildTree algorithm and let AP be the Aggregation Pyramid into which T is embedded.
Lemma 3.1. Let W be a time window of size w where a iÀ1 À s iÀ1 þ 1 < w a i À s i þ 1. Let cellðw; tÞ be the cell at level w of AP whose shadow is W that ends at time point t. There exists a node v at level i of T such that cellðw; tÞ is shaded by v. Furthermore, cellðw; tÞ lies in DSRðvÞ.
Proof
Induction step. We want to show that the lemma holds when k ¼ p þ 1. If
, which is the shadow of the ðp þ 1Þth node at level i of T . Hence, cellðw; tÞ is shaded by the ðp þ 1Þth node at level i of T .
Furthermore, because a iÀ1 À s iÀ1 þ 1 < w a i À s i þ 1, and DSRðvÞ comprises cells in AP where the sizes of the shadows of the cells are in the range ½a iÀ1 À s iÀ1 þ 2, a i À s i þ 1, we know that cellðw; tÞ lies in DSRðvÞ. This completes the proof.
t u Theorem 1. The SearchTree algorithm finds all peaks exactly, yielding neither false positives nor false negatives.
Proof. First, due to the verification done in step 7 of the algorithm, it does not yield false positives. Next, assume for contradiction that SearchTree yields a false negative. That is, there exists a peak P ¼ ðt; w j Þ for some j, 1 j m, that cannot be detected by SearchTree. The peak P occurs in the time window starting at time point t and having a size of w j . This time window is the shadow of cellðw j ; t þ w j À 1Þ, and cellðw j ; t þ w j À 1Þ ! fðw j Þ. From Lemma 3.1, there exists a node v at level i of the AggTree T where a iÀ1 À s iÀ1 þ 1 < w j a i À s i þ 1, such that cellðw j ; t þ w j À 1Þ is shaded by the node v. Thus, w j satisfies the condition in step 3 of the SearchTree algorithm. Since SearchTree checks each node at level i in step 4, the algorithm must be able to find the node v. Since cellðw j ; t þ w j À 1Þ ! fðw j Þ and cellðw j ; t þ w j À 1Þ is shaded by the node v, by monotonicity, the value stored in v must be greater than or equal to fðw j Þ. Thus, the condition in step 5 is satisfied and DSRðvÞ is searched.
By Lemma 3.1, cellðw j ; t þ w j À 1Þ lies in DSRðvÞ. Since the algorithm checks each cell at level w j in DSRðvÞ in step 6, and cellðw j ; t þ w j À 1Þ ! fðw j Þ, the algorithm is able to detect and output ðt; w j Þ in step 8, which contradicts the assumption. t u
A State-Space Algorithm
PeakID employs a heuristic state-space algorithm to search for an efficient AggTree from a training data set. The algorithm treats each (partially constructed) AggTree as a state and considers the growth from one partially constructed AggTree to another as a transformation. The training process is done only once, and the shift s i , shadow size a i , and degree d i of each level i in a final state will be used subsequently as the input of the BuildTree algorithm in Fig. 7 to construct AggTrees for different sets of 2D LC-MS data when detecting peaks in those data sets. In a state-space algorithm, the problem to be solved is represented by a set of states and a set of transformation rules mapping states to states. The solutions to the problem are represented by final states that satisfy some conditions and have no outgoing transformations. The search algorithm starts with one initial state, and then repeatedly applies the transformation rules to the set of states currently being explored to generate new states. When at least one final state is reached, the algorithm stops. There are different strategies to choose the order to traverse the state space. Depth-first search, breadth-first search, best-first search, and A Ã search are commonly used ones [21] . Below, we describe the main components of our best-first search algorithm.
. Initial state. Each partially constructed AggTree must contain the input 2D LC-MS data. Thus, the initial state is the partially constructed AggTree consisting of level one only, in which each leaf node corresponds to a time point in the input data (Fig. 10) AggTree, we use the best-first strategy to explore the state space. Each state (or AggTree) T is associated with a cost; the state with the minimum cost is picked as the next state to be explored. One can calculate this cost empirically by measuring the CPU time needed to build the AggTree T and search T for peaks based on the training data set or calculate the cost based on a theoretical model, as we will explain below. . Desired tree. The final state (or AggTree) T with the minimum cost is picked as the desired tree, where the shift s i , shadow size a i , and degree d i of each level i in T are used as the input for the BuildTree algorithm in Fig. 7 . In summary, the heuristic state-space algorithm starts with a partially constructed AggTree having level one only, and then keeps on growing the candidate set of AggTrees, until a set of final AggTrees is obtained. Fig. 10 illustrates how the state space grows.
Given an AggTree T , there are an exponential number of ways to grow T . We develop some constraints to reduce the complexity of our state-space algorithm. Let L be the maximum of the shadow sizes of the top levels of all the explored AggTrees (or states). Let S be the current state to be explored or visited. Instead of generating all possible next states from S, we generate only partially constructed AggTrees (or states) from S where the shadow sizes of the top levels of the AggTrees do not exceed 2L. In addition, we introduce a parameter, N ¼ Max num states, to govern the traversal of the state space. If we have visited N states in which the shadow sizes of the top levels are the same, we don't explore any more states whose top levels have this same shadow size. Likewise, if we have visited N final states, the algorithm stops and the final state we have visited with the minimum cost is returned as the output of the algorithm.
The cost associated with each state is used to decide which state is the next one to be explored. We develop a theoretical model to calculate the cost of an AggTree (or state) T . With this model, the cost of T equals the number of node construction operations needed to build T plus the number of cells to be checked in performing detailed searches in T when alarms are raised. The number of node construction operations equals the number of nodes in T . Let AP be the Aggregation Pyramid into which T is embedded. Let P a ðw j j a i Þ be the probability that an alarm is raised, i.e., the probability that we check the cells at level w j in AP given a node at level i of T with shadow size a i (cf. step 5 of the SearchTree algorithm in Fig. 9) . Let s i be the shift of level i and n i be the number of nodes at level i of T . The expected number of cells to be checked is
where the alarm probability P a ðw j j a i Þ can be calculated from the training data set as explained in the next section.
EXPERIMENTS AND RESULTS
We conducted a series of experiments to evaluate the performance of the PeakID method using both synthetic and real-world data. All the experiments were performed on a 2 GHz Pentium 4 PC having a memory of 2 G bytes. The operating system was Windows XP and the method was implemented in C++.
Experimental Results on Synthetic Data
We generated synthetic data using a mixture of Gaussians. A set of 20,000 intensity values, referred to as set 0, was used as training data. In addition, 20 sets, referred to as set 1 to set 20 with each set containing one million intensity values, were used as test data. In each data set, training or test, we randomly generated a number of peak profiles. Within each peak profile, we randomly generated intensity values that were normally distributed, where the smallest intensity values that were less than zero were discarded; the same proportion of the largest intensity values were also discarded. Table 2 gives details of the data sets, showing the size of each data set, i.e., the number of intensity values in each data set, the maximum intensity value, as well as the mean and standard deviation of the intensity values in each data set where each intensity value v corresponds to v Â 10 5 . The minimum intensity value in each data set was zero.
We used set 0 to train our state-space algorithm to find the topology and structure of an efficient AggTree, i.e., to find the input parameter values s i , a i , and d i for the BuildTree algorithm in Fig. 7 . 2 We then ran the PeakID method, composed of the BuildTree algorithm in Fig. 7 and the SearchTree algorithm in Fig. 9 , on each of the 20 test data sets, and the mean was plotted. Error bars, representing one standard error of the mean, were also plotted where the standard error was calculated by dividing the standard deviation by the square root of number of runs in the experiments. The error bars represent a description of how confident one is that the mean represents the true value. The smaller the error bars, the more reliable the plotted mean values are. Table 3 lists parameters and their default values used in the experiments. The parameter Max num states is used by the state-space algorithm to reduce the time spent in traversing the state space. The window sizes of interest comprised consecutive integers in the range ½Min window size; Max window size:
The default value of Min window size was set to 3, as suggested in [13] , [25] , [34] . The peak probability is the probability that a peak occurs in a time window of some size w, i.e., it is the probability that the sum of the intensity values within the time window exceeds the threshold fðwÞ associated with w. The peak probability is reversely proportional to the threshold-the smaller the peak probability, the larger the threshold is. We assumed that the peak probability was the same for each window size of interest.
The intensity values in the generated 2D LC-MS data are characterized by a mean and a standard deviation . The sum of the intensity values within a time window of size w has a mean w and standard deviation ffiffiffi ffi w p . Let p be the peak probability for the window size w. We can characterize this situation by saying that P r½S o ðwÞ ! fðwÞ p, where S o ðwÞ is the observed sum of the intensity values within the time window of size w. Let ÈðxÞ be the normal cumulative distribution function for a normal random variable X P r½X ! ÀÈ À1 ðpÞ p:
We have
Therefore, the threshold fðwÞ associated with w is w À ffiffiffi ffi w p È À1 ðpÞ, where the values of , , and p can be found in Tables 2 and 3. In Section 3.5, we introduced the alarm probability P a ðw j j a i Þ. This probability can be rewritten more generally as P a ðw j W Þ, w W , which is the probability that the sum of the intensity values within a time window of size W exceeds the threshold fðwÞ associated with the window size w. Referring to Fig. 9 , W is the shadow size of the node v in step 4 and w is the window size w j in step 5 in the figure. Thus, the alarm probability is P r½S o ðW Þ ! fðwÞ. Therefore,
where B ¼ W w denotes the bounding ratio with respect to W , w.
So, P a ðw j W Þ is determined by the distribution parameters and , the peak probability p, the bounding ratio B, and the cell level w in the Aggregation Pyramid into which the AggTree in Fig. 9 is embedded. It can be seen from (7) that the larger the ratio , the larger the alarm probability P a ðw j W Þ is. As increases, there are more chances to raise an alarm. On the other hand, as increases, there are less chances to raise an alarm. Fig. 11 compares the theoretical cost model with the empirical cost model used in the state-space algorithm described in Section 3.5. We first used the theoretical cost model to find an efficient AggTree T 1 from the training data set. The shift s i , shadow size a i , and degree d i of each level i in T 1 were then used by the PeakID method to build an AggTree for each test data set and to search for peaks in that test data set. The CPU time used by PeakID on each test data set was recorded; the mean and error bars were plotted. We then used the empirical cost model to find an efficient AggTree T 2 from the same training data set. The shift, shadow size, and degree values of T 2 were then used by PeakID for peak detection in each test data set. The CPU time used by PeakID on each test data set was recorded; the mean and error bars were also plotted. Fig. 11 shows that the theoretical cost model is better than the empirical cost model; the AggTree T 1 produced from the theoretical cost model leads to a more efficient PeakID than that based on the AggTree T 2 produced from the empirical cost model. The X-axis in Fig. 11 shows different k values where each k corresponds to a peak probability 10
Àk . As k becomes larger, the peak probability becomes smaller and consequently less time is required by PeakID to detect the fewer peaks.
In subsequent experiments, we used the theoretical cost model to generate the efficient AggTree employed by PeakID. Fig. 12 shows the density of an AggTree (BinaryTree, respectively) as a function of peak probabilities. The X-axis in the figure shows different k values where each k corresponds to a peak probability 10
Àk . The Y -axis shows different densities where the density of a tree is defined as N n =N c ; N n is the number of nodes in the tree and N c is the number of cells in the Aggregation Pyramid into which the tree is embedded. The figure shows that an AggTree becomes sparser or less dense when the peak probability becomes smaller. This happens because when peaks are rare, we only need few nodes in the AggTree to find those peaks. By contrast, the density of a BinaryTree is almost a constant, since the parent-child structure and the shifting pattern of the BinaryTree is fixed (cf. Table 1 ). Fig. 12 shows that an AggTree is able to adapt to the input data. Notice that AggTrees have a higher density than BinaryTrees. This implies that AggTrees generally have more levels and hence have smaller bounding ratios than BinaryTrees. Fig. 13 shows the bounding ratio with respect to each level in an AggTree (BinaryTree, respectively). In an AggTree, the bounding ratio B is large at a low level where the shadow window size w is small; B is small at a high level where the shadow window size w is large. These changes of bounding ratios do not occur in BinaryTrees. The reason is that in a BinaryTree, for a node v ¼ cellð2 iÀ1 ; tÞ, the shadow sizes of the cells in the detailed search region of v are in the range ½2 iÀ3 þ 2; 2 iÀ2 þ 1, cf. Section 3.2. We check the value stored in v; if the value exceeds the threshold for some window size in the range ½2 iÀ3 þ 2; 2 iÀ2 þ 1, an alarm is raised. Thus, the bounding ratio in a BinaryTree is always in the range [2 iÀ1 =ð2 iÀ3 þ 2Þ, 2 iÀ1 =ð2 iÀ2 þ 1Þ], which is approximately [2, 4] . Fig. 14 shows the alarm probability with respect to each level in an AggTree (BinaryTree, respectively). As explained above, in an AggTree, when the node level becomes larger, the bounding ratio becomes smaller. Referring to (7), as the bounding ratio decreases, so does the alarm probability, and consequently fewer detailed searches are performed. On the other hand, in a BinaryTree, the alarm probability is high and hence many detailed searches are needed when the node level is large.
The above analyses lead to the conclusion that searching for peaks using AggTrees would require less time and hence be more efficient than using BinaryTrees. Fig. 15 confirms this conclusion, showing the relative performance of these two data structures for varying peak probabilities. For comparison purposes, we also include the brute-force method in Fig. 15 . Clearly, PeakID using AggTrees outperforms the other two methods. Notice that as the peak probability decreases, so does the alarm probability, cf. (7). Consequently, the running time of PeakID decreases. superiority of PeakID becomes more obvious. This happens because with a large Max window size, there are more node levels in an AggTree where the bounding ratios can be adjusted, thereby speeding up the search for peaks in the AggTree.
In summary, an AggTree can adapt to the input data, adjusting its topology and structure through the training process to reduce alarm probabilities. By contrast, a BinaryTree does not employ the training process, and its parent-child structure and shifting pattern are always fixed (cf. Table 1) . As a consequence, AggTrees are far more efficient than BinaryTrees when used in detecting peaks across different window sizes of interest.
Experimental Results on Real-World Data
We obtained four sets of 2D LC-MS data from cytochrome c, which is a protein commonly used to test biochemical characters [8] . The minimum intensity value in each data set was zero. Table 4 gives other details of the data sets, showing the size of each data set, i.e., the number of intensity values in each data set, the maximum intensity value, as well as the mean and standard deviation of the intensity values in each data set where each intensity value v corresponds to v Â 10 5 . The experiments were performed in four phases. In phase i, 1 i 4, data set i was used as the training data and three runs of experiments were performed where in run j, 1 j 4, j 6 ¼ i, data set j was used as the test data. This led to 12 runs in total; the mean and error bars obtained from the 12 runs were plotted. The window sizes of interest in the experiments comprised consecutive integers in the range [3; Max window size]. The parameter value, Max num states, used by the state space algorithm in the training phase was fixed at 20. Fig. 17 compares the relative performance of the three studied methods on the protein data for varying window sizes of interest. The trend observed here is consistent with that from the synthetic data (cf. Fig. 16 ). PeakID using AggTrees outperforms the method using BinaryTrees, which in turn is better than the brute-force method. We also tested the three methods by varying peak probabilities; the results were similar to those presented here.
Next, we examined how the heuristic state-space algorithm used in the training step affects peak detection. Fig. 18 shows the time spent in the training step as a function of the maximum number of states explored in the state-space algorithm. In phase i, 1 i 4, data set i was used as the training data and the training time was recorded. The average training time was plotted in Fig. 18 . It can be seen from the figure that the time used by the state-space algorithm, i.e., the training time of PeakID, is proportional to the maximum number of states explored in the algorithm. Fig. 19 shows the running time of PeakID as a function of the maximum number of states explored in the state-space algorithm. It can be seen from Fig. 19 that as more states are explored, a more efficient AggTree can be built, and hence the less running time PeakID requires, though this speedup becomes less obvious when sufficient states are used (e.g., Max num states ! 20). Since the method using BinaryTrees does not employ a state-space algorithm to generate a desired tree from the training data set, the running time for the method using BinaryTrees is almost a constant, independent of Max num states. Fig. 19 shows that by spending some time for training, PeakID runs much faster than the method using BinaryTrees. Notice that the training step affects the speed of PeakID only; it does not have any impact on the accuracy of PeakID. As shown in Theorem 1, the accuracy of PeakID is always 100 percent; no true peaks will be missed due to the training step.
Finally we compared PeakID with the techniques developed by Stolt et al. [25] on the protein data. To avoid false negatives, we combined Stolt et al.'s techniques with the brute-force algorithm for checking different window sizes. Table 5 summarizes the threshold, denoted by , and the corresponding number of peaks, denoted by n, with respect to each data set and window size found by Stolt et al.'s method. With the window sizes and threshold values in Table 5 where each threshold value v corresponds to v Â 10 5 , PeakID obtained the same results while speeding up Stolt et al.'s method by a factor of 10. We have experimented with more (e.g., 30) data sets and other proteins (e.g., bovine serum albumin [26] ). The results were similar to those presented here.
DISCUSSION AND CONCLUSIONS
In this paper, we have presented a new approach, called PeakID, for elastic peak detection in 2D LC-MS data. PeakID is comprised of two algorithms: BuildTree and SearchTree. It works by first constructing a Shifted Aggregation Tree or AggTree from input data in a bottom-up manner, and then searching the AggTree for different peaks in a top-down manner. This method is able to detect multiple peaks across a variety of window sizes yielding neither false positives nor false negatives. The PeakID program is written in C++, which can be downloaded from http://datalab.njit.edu/ biosoft/PeakID.
The time complexities of the two algorithms, BuildTree and SearchTree, are closely related to the number of nodes in the AggTree used by the algorithms. Let N be the number of input time points, m be the number of window sizes of interest, and I be the number of levels of the AggTree. Let s i represent the shift of level i, d i represent the degree of level i, and n i represent the number of cells at level i of the AggTree. BuildTree constructs P I i¼1 n i s i nodes in total. Since the value of each node is calculated by aggregating the values stored in its children, the time spent by BuildTree is therefore
Thus, the time complexity of BuildTree is OðINÞ, Notice that this is a very pessimistic upper bound, since n i is much smaller than N as i becomes larger. The time complexity of SearchTree, in the worst case, is OðmNÞ, which happens when an alarm is raised and a check in the detailed search region DSRðvÞ is performed for every node v in the AggTree. However, as shown in Fig. 14 , the alarm probability with respect to each level of an AggTree is far smaller than 100 percent. This means that many of the fruitless detailed searches are skipped by PeakID. The method using BinaryTrees has the same time complexity as PeakID. However, in practice, that method is much slower than PeakID, as demonstrated in Figs. 16 and 17. This happens because AggTrees are adaptive to input data whereas BinaryTrees have a fixed topology regardless of the input data.
The space complexity of PeakID is also very much related to the number of nodes in its AggTree. Let N i be the number of nodes at level i of the AggTree. The total number of nodes in the AggTree is P I i¼1 N i . Since N i N, the space complexity is OðINÞ. However, this is a very pessimistic upper bound. To be more precise, notice N i ¼ ni si . Hence, the space complexity can be formulated as
, which is much smaller than IN. The space complexity of the method using BinaryTrees is OðNÞ [40] . The space used by these methods is best illustrated in Fig. 12 , where the density of a tree is shown as a function of different peak probabilities.
Our work concentrates on offline batch processing of 2D LC-MS data. It is possible to integrate our method into LC-MS instrumental software to perform online peak detection [25] . Online data stream processing has drawn much attention recently [7] . The proposed AggTree is adaptive to input data and hence can be easily extended for online peak detection. Here is how. Refer to the algorithm BuildTree in Fig. 7 . Instead of taking the whole 2D LC-MS data LM½N as input, we consider one time point at a time and build the AggTree dynamically. Let d i be the degree of level i of the AggTree. As soon as we receive the first d 2 time points at level 1, we can build the first node at level 2. In general, as soon as we have the first
þ 1 nodes at level i À 1, we can build the first j nodes at level i. Next, refer to the algorithm SearchTree in Fig. 9 . Instead of taking the whole AggTree [I] [N] as input, we can start the search as described in Fig. 9 as soon as the first node at level I is built. The reason is that when the first node at level I is built, all nodes below it have already been built and can be searched. Let the shift of level I be s I . In general, after getting every s I time points, one more node at level I is built; we can perform the search as described in Fig. 9 from that node immediately. The training process in which the topology of an efficient AggTree is obtained by the statespace algorithm can be done on historical data or on the first couple of time points of data streams. This training process is done only once; the parameter values obtained from the training phase can be used to build efficient AggTrees suitable for online peak detection of numerous LC-MS data sets with the same or similar statistics. The method using BinaryTrees can be easily extended for online peak detection as well [40] . While that method does not require a training phase, PeakID with AggTrees can run much faster than that method in online peak detection, particularly when the peak probability is extremely low and the number of window sizes of interest is very large, cf. Figs. 15, 16 , and 17.
It should be pointed out that in LC-MS data analysis, window sizes of interest are determined by biochemical experiments, instrumentation, experiences, and domain knowledge [1] , [3] , [14] , [22] , [25] . The threshold associated with each window size is determined by similar factors, or by mathematical formulas [10] , [11] . In contrast to other peak detection methods [16] , [24] , [35] , [37] , which do not deal with peaks across multiple window sizes, may have inaccurate peak prediction or threshold estimation, or are variants of brute-force methods, the proposed PeakID method exploits a novel data structure (AggTree) to detect peaks across different window sizes with 100 percent accuracy.
In the empirical study presented here, we compared PeakID with two other methods (BinaryTrees and brute force) that also have 100 percent accuracy. Our experimental results indicated that by spending some time in a training phase to find the topology and structure of an efficient AggTree, PeakID can run much faster than the two other methods. The more window sizes of interest there are, the more speedup PeakID achieves (cf. Figs. 16 and 17) . In practice, when the domain demands the detection of peaks across a large number of different window sizes, it is worthwhile to implement PeakID to meet that demand.
The proposed approach lays out a framework for solving the elastic peak detection problem on time series data. While we have focused on 2D LC-MS data in this paper, and have shown that PeakID can speed up the analysis of such data by a factor of 10 when compared with a state-of-the-art method [25] , our techniques can be easily generalized to process other time series data in an efficient way.
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