It was recently shown that the alternating direction method with logarithmicquadratic proximal regularization can yield an efficient algorithm for a class of variational inequalities with separable structures. This paper further shows the O(1/t) convergence rate for this kind of algorithms. Both the cases with a simple or general Glowinski's relaxation factor are discussed.
Introduction.
The alternating direction method (ADM) proposed originally in [14] is a benchmark operator-splitting type algorithm, and it has been extensively studied in various contexts. We refer to [5, 12, 15, 16, 17] for some of its early literature on partial differential equations; [8, 13, 19, 22, 28] for its impressive study on convex programming and variational inequalities; and [3, 4, 9, 20, 23, 24, 26, 27, 29, 32] and references cited therein for recent burst of novel applications in various areas such as image processing, statistical learning and semidefinite programming. In particular, we refer to [9, 10, 25] for the relationship between ADM and the split Bregman iteration scheme which was developed in [18] and is very influential in the area of image processing.
In this paper, we concentrate our discussion of ADM on a class of variational inequalities with block-separable structure: find u * ∈ Ω such that where A ∈ R l×n and B ∈ R l×m are given matrices; b ∈ R l is a given vector; f : R subsumes the convex programming with block-separable structure, and thus finds a broad spectrum of applications. We denote by VI(Ω, U ) the variational inequality (1.1)-(1.3). In addition, we denote by Ω * the solution set of VI(Ω, U ), and assume it to be nonempty.
For solving VI(Ω, U ), ADM generates the new iterate w k+1 := (x k+1 , y k+1 , λ k+1 ) ∈ R n + × R m + × R l via solving the following subproblems
where λ k ∈ R l is a Lagrange multiplier, H ∈ R l×l is a matrix of penalty parameters and γ ∈ (0,
2 ) is the Glowinski's relaxation factor proposed in [16] . We refer to [15] for the relationship between ADM and the Douglas-Rachford splitting method [6] , and [7] for a deeper elaboration. In the literature, the popular choices are simply H = β · I (where I is the identity matrix and β > 0 is a scalar) and γ = 1, with which the convergence analysis of ADM is much easier. But, here we require the more general case where H is a generic positive definite matrix. This general discussion is particularly inspired by the fact that preconditioning techniques become allowable for solving the ADM subproblems with a generic H, which are useful for many applications such as image processing problems. In addition, considering its numerical effectiveness verified convincingly in [16, 17] , we adhere to a general Glowinski's relaxation factor γ despite that the resulting convergence analysis becomes more demanding technically.
According to its iterative scheme, ADM makes it possible to exploit the properties of f (x) and g(y) individually, and the decomposed ADM subproblems are often simple enough to have closed-form solutions or can be easily solved up to a high precision for many concrete applications of the model VI(Ω, U ). This feature contributes much to the recent burst of ADM's applications in various fields. However, for a general case where the subproblems (1.4) and (1.5) do not have closed-form solutions or it is not easy to solve them to a high precision, inner iterative procedures are required to pursuit approximate solutions of these subproblems and the efficiency of ADM relies critically on how efficient these subproblems can be solved. In [19] , it was suggested to regularize the subproblems (1.4) and (1.5) with quadratic proximal terms, yielding the following scheme of ADM with quadratic proximal regularization
where R ∈ R n×n and S ∈ R m×m are symmetric positive definite matrices and we call them proximal matrices; R(x k+1 − x k ) and S(y k+1 − y k ) are quadratic proximal regularization terms, Therefore, at each iteration, the ADM with quadratic proximal regularization requires to solve two strongly monotone complementarity problems. The general scheme (1.7)-(1.9) turns out to be very useful when some customized choices of the proximal matrices R and S are chosen for particular applications. For example, if the proximal matrices are chosen as R = rI − A T HA and S = sI − B T HB where r and s are positive scalars, the splitting Bregman iteration [18] and the split inexact Uzawa method in [33, 34] which have proved to be very efficient for image processing problems are recovered.
Inspired by some nice properties of the logarithmic-quadratic proximal (LQP) method proposed creatively in [1, 2] , it was recommended in [31] to regularize the ADM subproblems (1.4) and (1.5) with the LQP regularization. With the LQP regularization, the subproblems (1.4) and (1.5) reduce to systems of equations which are in general easier than the complementarity problems (1.4)-(1.5) and (1.7)-(1.8).
More specifically, the ADM with LQP regularization in [31] has the following iterative scheme
where µ ∈ (0, 1) is a given constant (usually µ ≪ 1),
is an n-vector whose j-th element is 1/y k+1 j
, and R and S are defined as in (1.7)-(1.8). The scheme (1.10)-(1.12) is thus a blend of two celebrated methods: ADM and LQP method. Note that γ in (1.12) was taken as 1 in [31] , but here we consider the more general case where γ ∈ (0,
2 ). This paper is a further study on the convergence rate of the ADM with LQP regularization (1.10)-(1.12). We show that after t iterations, the scheme (1.10)-(1.12) generates an iterate whose accuracy to the solution set of VI(Ω, U ) is in the order of O(1/t). Hence, the O(1/t) convergence of the ADM with LQP regularization (1.10)-(1.12) is derived. To the best of our knowledge, this is the first convergence rate result on LQP type methods.
The rest of this paper is organized as follows. In Section 2, we provide some preliminaries to prepare for later analysis. We first show the convergence rate for the special case of (1.10)-(1.12) with γ = 1 in Section 3, and then we provide the complete proof for the case with a general Glowinski's relaxation factor in Section 4. Finally, some conclusions are made in Section 5.
Preliminaries.
In this section we summarize some existing results and show some trivial results which are useful for later analysis.
A variational reformulation.
First, we notice that VI(Ω, U ) can be rewritten as the following compact form
where
We denote by VI(W, F ) the variational inequality (2.1)-(2.2). Obviously, the mapping F (w) is affine with a skew-symmetric matrix, and it is thus monotone. 
Proof. Indeed, ifw ∈ W * , we have
By using the monotonicity of F on W, this implies
Thus,w belongs to the right-hand set in (2.3). Conversely, supposew belongs to the latter set. Let w ∈ W be arbitrary. The vector
belongs to W for all α ∈ (0, 1). Thus we have
Substituting (2.4) in the above inequality, we get
Thusw ∈ W * . Now, we turn to prove the convexity of W * . For each fixed but arbitrary w ∈ W, the set
and its equivalent expression
is convex. Since the intersection of any number of convex sets is convex, it follows that the solution set of VI(W, F ) is convex.
Theorem 2.1 thus implies thatw ∈ W is an approximate solution of VI(W, F ) with the accuracy ϵ > 0 if it satisfies
In the rest, our purpose is to show that after t iterations of the scheme (1.10)-(1.12), we can findw t ∈ W such that
The O(1/t) convergence rate of the ADM with LQP regularization (1.10)-(1.12) is thus proved.
Some results in [31].
We summarize some results in [31] , which will be used later.
Lemma 2.2.
positive definite diagonal matrix and q(a) ∈ R
N be a monotone mapping of u with respect to R
and then the equation
has a unique positive solution a when µ ∈ (0, 1). Moreover, for this positive solution a > 0 and any b ≥ 0, we have
and
Some useful results.
Finally, we prove some simple but useful results whose proofs are elementary. Proofs of the first two lemmas are trivial, and we omit them.
Lemma 2.4. Let γ ∈ (0,
Lemma 2.5. Let G ∈ R N ×N be positive semi-definite and symmetric. We denote
(2.12) Lemma 2.6. Let µ be a sufficiently small positive scalar. Then, there exist scalars η ∈ (0, 1−µ 2 ) and ρ > µ such that
Proof. The conclusion is obvious if b = 0. Thus, we now assume that b ̸ = 0. By dividing b 2 in both sides of (2.13), it is easy to see that (2.13) is equivalent to
When µ is a sufficiently small positive scalar, for any η ∈ (0, 1−µ 2 ) we have 1 + η > µ. Thus, for any ρ ∈ (µ, 1 + η), we have 1 + η − ρ > 0. To prove the existence of ρ and η such that the above inequality is satisfied, we introduce the quadratic function
and show that h 1 (t) ≥ 0 for any t. Equivalently, we only need to prove that the minimal value of h 1 (t) is non-negative. Obviously, h 1 (t) attains the minimal value
at the point t min := 1+µ 2(1+η−ρ) . When the positive scalar µ is sufficiently small (e.g., smaller than 0.2), we have 2µ
and we can choose 2µ < η < 1−µ 2 . Recall we require that ρ ∈ (µ, 1 + η). Thus, we can represent ρ by ρ = µ + δ with δ > 0, and seek an appropriate δ to ensure the non-negativeness of h 1 (t). Obviously, h 1 (t min ) ≥ 0 whenever the positive scalar δ can ensure
Defining
> 0, where the inequality follows from the fact η > 2µ. Notice that h 2 (0) = (1 + µ) 2 > 0. Thus, there exists a positive scalar δ in (0, 1+η−µ 2 ) such that h 2 (δ) < 0. In other words, there exists ρ > µ such that the minimal value of h 1 (t) is non-negative. Note that ρ < 1 + η is ensured when δ ∈ (0, 1+η−µ 2
) and µ is sufficiently small. The assertion (2.13) is proved.
3.
The case where γ = 1. In this section, we show the O(1/t) convergence rate for the special case of the ADM with LQP regularization (1.10)-(1.12) where γ = 1. Since the proof for the case with a general Glowinski's relaxation factor is technically demanding, we treat the special case with γ = 1 first. Based on the analysis in this section, the idea and sketch of proof for the general case become clearer in next section.
To make the notation of proof more succinct, we first introduce some matrices
where I m and I l are identity matrices in R m and R l , respectively. By elementary manipulations, we can find that Q = DM .
With the sequence {w k } generated by the scheme (1.10)-(1.12), our analysis needs a new sequence defined bỹ
and we call {w k } the accompanying sequence of {w k }. In fact, our convergence rate result (see Theorems 3.3 and 4.10) is carried out for the sequence {w k }. Obviously, when γ = 1,w k differs from w k+1 only in the Lagrange update, and more precisely we
Thus, based on the fact lim k→∞ ∥y k −y k+1 ∥ = 0 (see (4.1) in [31] ) and the convergence of {w k } proved in [31] , we can immediately derive the convergence of the sequence {w k }. We also need the notations
Based on (3.1) and (3.3), we easily have a relationship
which will be used often later. Now we start to show the O(1/t) convergence rate for the special case γ = 1 in (1.10)-(1.12). Inspired by the characterization (2.3) of the solution set of VI(W, F ), we first need to find a uniform lower bound of the term
For this purpose, we show a lemma.
Lemma 3.1. Let {w k } be defined by (3.3) ; the matrices M , D and Q be given in (3.1)-(3.2) . Then, we have
Proof. First, recall Q = DM and it follows from (3.4) that
Applying Lemma 2.5, we derive that
On the other hand, (3.3) and (1.12) imply that
Hence, we have
and further
Substituting it in (3.6), we obtain
which implies the assertion (3.5) immediately. The proof is completed.
With Lemma 3.1, we can find a uniform lower bound of the term 1)-(3.2) . Then, we have
Proof. Because of Lemma 3.1, it suffices to show
Applying Lemma 2.3 and the notation in (3.3), the inequalities (2.8) and (2.9) can be respectively written as
In addition, it follows from (3.3) that
Combining (3.10), (3.11) and (3.12) together and by simple manipulation, we get (3.9) immediately. The proof is completed. 
3), the matrices P and D be given in (3.1)-(3.2). For any integer number t > 0, letw t be defined bỹ
Then,w t ∈ W and
Proof. First, because of (3.3) and w k ∈ W, it holds thatw k ∈ W for all k ≥ 0. Thus, together with the convexity of R n + and R m + , (3.13) implies thatw t ∈ W. Second, the inequality (3.8) implies that
Summing the inequality (3.15) over k = 0, 1, . . . , t, for any w ∈ W it holds
Use the notation ofw t in (3.13), it can be written as
Thus, the assertion (3.14) is proved, and the proof is completed. For any given compact set
Then, after t iterations of the scheme (1.10)-(1.12) with γ = 1, the pointw t defined in (3.13) satisfies
which meansw t is an approximate solution of VI(W, F ) with the accuracy O(1/t).
That is, the convergence rate O(1/t) of the ADM with LQP regularization (1.10)-(1.12) where γ = 1 is established in an ergodic sense.
4.
The case with a general γ. Now, we deal with the convergence rate for the ADM with LQP regularization (1.10)-(1.12) with a general Glowinski's relaxation factor γ ∈ (0,
2 ). The idea and sketch of proof are analogous to those of the special case with γ = 1 in Section 3, but the proof requires more sophisticated techniques.
To carry on the analysis with succinct notation, as in Section 3, we also introduce some matrices with respect to γ, i.e.,
where I m and I l are identity matrices in R m and R l , respectively. The matrices P and Q are still defined in (3.1)-(3.2). Note that we still have the relationship
Let {w k }, {u k }, {v k } and {ṽ k } be defined as before (see Section 3). Then, similar as (3.4), for the case with a general γ, we have the following relationship
Since the global convergence of the sequence {w k } generated by the scheme (1.10)-(1.12) with a general Glowinski's relaxation factor is not addressed in [31] and the proof of the O(1/t) convergence is technically demanding, we divide this section into several subsections to address these issues separately.
Some lemmas.
In this subsection, we prove several lemmas. The purpose is to identify the difference between the terms
. As we have shown in Lemma 3.1 and Theorem 3.2, this difference is crucial to seek a uniform lower bound of the term 
Then, based on Lemma 2.2, we prove an inequality in the following lemma. 
Proof. Applying Lemma 2.2 to (1.11) (namely, setting P = S, a k = y k , a = y k+1 , q(·) = g k (·) and b = y k in (2.7)) and using
we obtain
Similarly, applying Lemma 2.2 to (1.11) at the (k-1)-th iteration (namely, by setting
we have
Adding (4.5) and (4.6), and using the monotonicity of the operator g, we get
We thus obtain the assertion (4.4). The proof is completed. Now, we are able to find a lower bound for the term [∥v
Dγ ], as shown in the next lemma. 
Proof. First, by combining (4.3) and (4.4), we get
On the other hand, by using (4.2), the definitions of D γ and M γ in (4.1), we have
In the right-hand-side of (4.10), by substitutingỹ
Now, with the proved lemmas, we are able to quantify the difference between the
by terms of square from the sequence generated by the iterative scheme (1.10)-(1.12) . 
By using Lemma 2.5, we get
Then, the assertion (4.15) follows from Lemma 4.5 immediately. The proof is completed.
Overall, all the proved lemmas in this subsection is to achieve the following theorem, the assertion of which plays a similar role as Theorem 3.2 and it is crucial to ensure both the global convergence and the O(1/t) convergence rate for the sequence generated by the scheme (1.10)-(1.12) with a general Glowinski's relaxation factor γ. 
Proof. Similar as the proof of Theorem 3.2, we can easily prove
In view of (4.15) and the fact ∥u
S , we immediately obtain the assertion (4.17). The proof is completed.
Global convergence.
In this section, we show the global convergence of the ADM with LQP regularization (1.10)-(1.12) with a general Glowinski's relaxation factor γ. The key tool for the proof is the inequality (4.17) in Theorem 4.7. We start the analysis with a theorem. 
Proof. Setting x = x * , y = y * and w = w * in (4.17), we get
On the other hand, it follows from (2.1) that
Therefore, the above two inequalities imply the following assertion (4.18) . Now, we are ready to show the global convergence of the scheme (1.10)-(1.12) with a general Glowinski's relaxation factor γ. The global convergence of the accompanying sequence {w k } is also derived. 
It thus follows from (3.3) that lim k→∞ ∥w k −w k ∥ = 0. Since Proof. First, using the fact (4.17) and the monotonicity of f and g, we get 
t).
That is, the convergence rate O(1/t) of the ADM with LQP regularization (1.10)-(1.12) with a general Glowinski's relaxation factor γ is established in an ergodic sense.
5.
Conclusions. This paper shows the blend of the alternating direction method (ADM) and the logarithmic-quadratic proximal method is good enough to yield an efficient algorithm with the O(1/t) convergence rate. Thus, theoretical supports are provided for the combination of these two celebrated methods. We derive this result in the context of a class of variational inequalities with separable structures, and we investigate the case of ADM with a general Glowinski's relaxation factor.
