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Abstract 
DNA is emerging as a versatile structural material at the nanoscale due to predictable 
formation of Watson-Crick base-pairs and the ability to form branched constructs. 
Using these principles, constructs ranging in size from tens to thousands of base-pairs 
are routinely formed in solution with predictable structure in two or even three 
dimensions. Most DNA construction is done in buffered solution where the DNA is in 
a native state, able to assemble spontaneously and disassemble through external stimuli 
such as temperature. Here we explore both the reversible formation of DNA 
functionalized to bind to lipid bilayers and the light harvesting properties of DNA 
functionalized with light absorbing dyes. 
In the first part of this thesis the reversible formation of DNA constructs anchored to 
lipid bilayers is considered. The anchoring is provided by a covalently attached 
porphyrin moiety which leaves the DNA in solution while also being in close proximity 
to the bilayer. We show that this anchoring strategy allows hybridization of an 
anchored DNA strand in a supported lipid bilayer, at the lipid/aqueous interface, to a 
strand in solution with 100 % efficiency creating a 39mer duplex. The duplex is readily 
denatured by heating above its melting temperature, leaving the anchoring strand 
attached to the bilayer. The reversible assembly of larger DNA constructs consisting of 
9 individual strands with a total of 197 base-pairs on liposome surfaces is also studied. 
Here we show that the reversible assembly depends on the density of DNA structures 
per liposome and on the total concentration of liposomes in solution. The number of 
anchoring porphyrins is varied between 1 and 3 per structure revealing that 3 anchor 
points are necessary to align the construct with a bilayer surface. We show that the 
diffusion of anchored constructs on supported lipid bilayers depends on the number of 
porphyrin anchors, with triple anchored constructs showing slowest diffusion. We also 
show a sequential assembly and disassembly of constructs; one construct can be 
adsorbed to the bilayer, denatured leaving its anchoring strands in the bilayer, and new 
constructs can subsequently be formed using the same anchor strands. 
In the second part of the thesis photosynthetic light harvesting is mimicked using 
DNA as a scaffold for placing many small organic dyes. We show that the excitation 
energy transfer process from a number of donor dyes to a single covalently attached 
acceptor is efficient and largely dependent on homo-FRET between the donor dyes. By 
employing large scaffolds consisting of ~7000 base-pairs the excitation of a single 
acceptor dye attached to the DNA is increased 30 fold due to the presence of the 
donor dyes. In this case, the absorbing power per acceptor matched natural light 
harvesting systems grown under high light conditions showing that DNA based 
systems can potentially reach efficiencies matching those found in nature. 
Keywords: DNA Nanotechnology, Membrane Anchoring, Electron Transfer, Light 
Harvesting, Lipid Bilayer  
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1 INTRODUCTION: 
NANOTECHNOLOGY AND DNA 
“Nanotechnology is the understanding and control of matter at dimensions between 
approximately 1 and 100 nanometers, where unique phenomena enable novel 
applications. Encompassing nanoscale science, engineering, and technology, 
nanotechnology involves imaging, measuring, modeling, and manipulating matter at 
this length scale.” 
The above quote is from the National Nanoscience Initiative, a U.S. federal research 
and development program established in 2000 under President Clinton, and is this 
author’s preferred definition of the field of nanotechnology. The definition is broad yet 
is still a good starting point to discuss the work presented in this thesis, which concerns 
the use of DNA as a nanoscale construction material. A commonality in a lot of 
current nanotechnological research is the bridging of scientific fields which have 
traditionally been more separated. In this way many researchers envision synergistic 
effects fostering new approaches to research and application. Bridging of traditional 
fields is also important for the work presented in this thesis, where components from 
biology, physics and chemistry are represented.  
The combination of physics, chemistry and biology at the nanoscale is a natural one. 
These fields have all been progressing towards the nano length scale in recent years, 
and this is therefore a natural place to bridge them. From the physics side, the 
miniaturization of components, particularly for computation, has evolved from 
minimum feature sizes of 1 µm in 1990, to roughly 30 nm in 2011.1 This form of 
nanotechnology is known as top-down, a term coined by Richard Feynman in an 
inspirational talk from 1960,2 since bulk materials are cut, etched and milled to 
nanoscale dimensions. Opposing this method of nano construction is the bottom-up 
approach where small components, such as atoms or molecules, are brought together 
to form nanostructures. Synthetic organic chemistry is a prime example of bottom-up 
construction, and the synthesis of ever larger structures has taken this field to nano 
scales, as exemplified through dendrimers, which are large branching molecules.3 
However, synthesis of extremely large target molecules is a time consuming process, 
and achieving a desired structure is often impossible. Nanochemistry instead often 
relies on the principle of molecular recognition to form large nanoscale structures. In 
this approach, small components are created with specific functionalities allowing them 
to assemble on their own in solution. Such self-assembly approaches are to a large 
extent inspired by biological molecules such as DNA which assembles based on the 
sequence of four deoxyribonucleotides. The size of DNA with a width of only 2 nm 
and a variable length also makes it an interesting nanoscale component in its own right. 
It is also in the realm of biology that truly magnificent systems of bottom-up 
construction are found. Cellular mechanisms are largely governed by proteins, which 
are self-assembled components with typical nanoscale dimensions. Bionanotechnology 
in general, attempts to use biological components for novel applications, or to mimic 
biological systems. 
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The components used in this thesis which are inspired from traditional fields of 
research are presented in Figure 1, and will be introduced in the following text. The 
most important of these is DNA which is used as a structural material in all the work 
presented in this thesis. The use of DNA in this way, far removed from its biological 
origin is the realm of DNA nanotechnology. The thesis consists of two parts related to 
original work in DNA nanotechnology; the first brings the assembly of DNA 
nanostructures from solution to surfaces and the second uses DNA as a component in 
a mimic of photosynthetic light harvesting.  
 
Figure 1. A schematic drawing showing the realm of nanotechnology emerging from the cross-
disciplinarity of the traditional fields of biology, chemistry, and physics. From biology comes the 
most important molecule in this thesis, DNA. Also lipid bilayers are bioinspired components 
which appear throughout this work. The self-assembled attachment of DNA to lipid bilayers in 
this work uses covalent porphyrin modifications of the DNA. This is an example of chemical 
DNA modification which is also used to fluorescently label DNA. The porphyrin modification 
also allows DNA structures to bind to hydrophobic surfaces, nano-patterned with electron 
beams, a typical tool in physics research. 
The field of DNA nanotechnology has mostly been concerned with the assembly of 
elaborate shapes in solution.4 Surfaces have been used in the construction of repetitive 
2D DNA crystals or for irreversible attachment of DNA. The approach investigated in 
this thesis considers the reversible assembly of DNA structures on surfaces as presented 
in papers 1 and 2, an area which is poorly studied. For this to be possible the DNA 
needs to be in as similar environment as possible to solution, while still being attached 
to the surface. To overcome this contradiction a hydrophobic anchor is covalently 
attached to the DNA. The anchor adds a self-assembling functionality to the DNA, 
allowing it to attach to a range of hydrophobic surfaces. The surface we mainly employ 
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is the lipid bilayer, both in the form of liposomes and supported lipid bilayers, an 
example of a bio-inspired component with nanoscale dimensions. The bilayer is soft 
and allows the DNA to reversibly assemble on the surface, while the porphyrin 
partitions into the hydrophobic layer. The mobility of individual lipids in the bilayer 
also allows the attached DNA constructs to diffuse, which may have implications for 
mobile nano systems. This is studied using fluorescently labeled DNA. It is also shown 
that several anchors are needed to align 2D DNA structures with the bilayer surface. 
Such alignment is required for many potential surface based applications involving 
DNA.  
Currently, a great deal of research within the field of DNA nanotechnology aims to 
functionalize DNA structures for novel applications. In the second part of this thesis 
functionalization of DNA using fluorescent dyes is used in the construction of DNA 
based constructs which mimic natural photosynthetic components, with a focus on 
light harvesting antenna systems as presented in papers 3 and 4. Here, the inspiration 
from biology is self-evident. Photosynthesis is the conversion of energy from sunlight 
into chemical energy which can be used by the cells of photosynthetic organisms. A 
major component in this machinery absorbs sunlight and shuttles it to a specific 
reaction center. In natural systems proteins act as scaffolds for light harvesting dyes. 
Many approaches exist which aim to mimic the light harvesting process, yet DNA 
offers a novel route by playing the part of the scaffold. The scaffold is functionalized 
using DNA binding dyes, which rely on self-assembly to form the desired DNA-dye 
construct. In terms of dye spacing these novel DNA constructs are remarkably similar 
to the natural systems. This part of the thesis concerns the characterization of their 
function, and it is seen that these DNA based systems can harvest light on par with 
natural systems. Also surface attachment of the light harvesting DNA structures is 
briefly investigated, where the constructs are attached to nano-patterned surfaces via a 
hydrophobic porphyrin anchor. It is interesting to note that light harvesting relies on 
excitation energy transfer. This is a quantum mechanical process relying on the close 
spacing of the dyes. In this sense the work is a prime example of nanotechnology “where 
unique phenomena enable novel applications”. 
In natural systems the energy is harnessed at the reaction center through electron 
transfer reactions. This process is mimicked in paper 5 by using two porphyrin anchors 
which bind a third molecule between them through self-assembly. Inspiration for this 
work is also drawn from enzymes which bind a particular substrate at functional sites 
and subsequently catalyze a reaction. The two porphyrins can also be viewed as such a 
binding pocket, where the enzymatic activity is provided by photoinduced reduction of 
the ligand.  
The thesis is divided into four main sections. The first section introduces the 
methodology and fundamental concepts which provide a framework for understanding 
the novel work presented and the techniques used. This is followed by a section which 
aims to demonstrate how many of the components used in this work rely on self-
assembly to form, and how different components also self-assemble through molecular 
interactions. This section will provide the reader with an overview of all the 
components used to build various functional structures, how they function, and most 
importantly how they self-assemble. It will also provide the reader with background 
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information pertaining to previous research that is related to the work presented in this 
thesis. Following this, a section on light harvesting is presented. This will provide the 
reader with fundamental knowledge of the process that is mimicked in papers 3 and 4, 
and will also provide examples of DNA constructs that rely on principles from light 
harvesting, which have previously been constructed. The final section will present the 
novel work and papers which this thesis is based on. It will start with the work 
concerning the reversible assembly of DNA structures on lipid bilayer surfaces, 
followed by work which mimics biological light harvesting and charge separation. 
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2 METHODOLOGY AND FUNDAMENTAL 
CONCEPTS 
In this section the interaction between light and molecules which leads to absorption 
and fluorescence will be considered. Closely related to this is the concept of energy 
transfer, where excited state energy located on one molecule is transferred to another in 
close proximity. The instrumentation used to measure absorption, steady-state 
fluorescence, and time-resolved fluorescence will briefly be discussed. This will be 
followed by a brief description of confocal and total internal reflection fluorescence 
microscopy (TIRF-M) setups used for measuring diffusion of porphyrin- anchored 
DNA constructs on supported lipid bilayers and number of DNA origami adsorbed to 
hydrophobic surfaces, respectively. Finally, the quartz crystal microbalance with 
dissipation monitoring (QCM-D) technique is introduced. QCM-D was used to probe 
the binding density and viscoelastic properties of porphyrin- anchored DNA constructs 
on supported lipid bilayers, and to investigate the reversible assembly properties of the 
DNA attached in this manner. 
2.1 MOLECULES, LIGHT, AND ENERGY 
Central to the work presented in this thesis is the use of optical spectroscopy to study 
the environment and properties of various DNA constructs and their associated 
modifications. Such measurements can also reveal information about the characteristics 
of energy transfer in artificial photosynthetic systems. This section will start with a 
basic theoretical introduction to interactions between light and molecules, focusing on 
absorption and fluorescence, and then move on to a description of the instrumentation 
and techniques used. For the theoretical treatment, light will be considered classically 
whereas the molecule will be considered quantum mechanically. This treatment will in 
turn naturally lead to a simple representation of the phenomenon of energy transfer 
which is important for photosynthetic light harvesting and is closely related to 
absorption/fluorescence of light. The similarities between the two processes will be 
highlighted. Focus will be put on the important parameters which influence the various 
processes, instead of a thorough quantum mechanical treatment. These sections are 
based on several books on fluorescence and molecular spectroscopy.5, 6 
2.2 ABSORPTION OF LIGHT 
The light that we see is just a portion of the electromagnetic spectrum, specifically with 
wavelengths between 400 and 700 nm. Humans have evolved to observe these 
wavelengths since our sun has its peak output in this energy region. Consequently, it is 
no surprise that visible light is also extremely important for photosynthetic organisms 
which use the suns energy to create chemical bonds and thereby store it for later use. 
Conjugated organic molecules generally absorb light in the visible range, and small 
organic dyes are responsible for light absorption in natural photosynthesis. For the 
work presented in this thesis, organic dyes are used in artificial light harvesting 
complexes and as fluorescent probes. 
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To understand how light can interact with small organic molecules such as those which 
are responsible for light harvesting in photosynthesis, it is convenient to consider 
electromagnetic radiation as waves characterized by electric and magnetic fields 
oscillating perpendicularly to each other both in time and in space, transverse to the 
direction of propagation. The electric field component can interact strongly with 
charged particles, such as the loosely bonded electrons in conjugated organic 
molecules. To understand this interaction, let us start by considering some of the 
important results from a quantum mechanical treatment of organic molecules. For a 
qualitative description of the interaction it is useful to employ the Born-Oppenheimer 
(BO) approximation wherein the electronic, nuclear, and spin components of the 
overall molecular wavefunction are separated. Solving the Schrödinger equation results 
in a description of the molecule as a series of stationary electronic states with discrete 
energy (see the Jablonski energy level diagram7 in Figure 2). As the size of a conjugated 
system increases, the spacing between electronic levels decreases as does the lowest 
energy transition between states. This is exemplified in Figure 4 for some of the dyes 
used in this thesis. The nuclear parts of the molecular wave function result in 
vibrational sublevels associated with each electronic state.  
At room temperature a molecule in solution will generally occupy the lowest energy 
electronic state, known as the ground state. Furthermore, the lowest energy vibrational 
state will also be primarily occupied based on Boltzmann statistics; for a lowest excited 
vibrational state energy of 1400 cm-1 only ~1/1000 molecules are in a vibrationally 
excited state at room temperature. Therefore, absorption in Figure 2 starts at the lowest 
vibrational level of the electronic ground state (S0). However, a molecule can be excited 
to higher energy electronic configurations, and it is the light induced transition between 
the ground state and these excited states which we will consider below. This transition 
generally results in a molecule being both vibrationally and electronically excited, and is 
therefore termed a vibronic transition. For simplicity we can consider the excitation as 
the promotion of a single electron from a low energy occupied orbital to a higher 
energy unoccupied orbital. Excitation then results in two un-paired electrons, giving 
rise to spin-singlet excited states (Sn>0) where the two un-paired spins are anti-parallel 
and spin-triplet states (Tn>0) where the spins are parallel. 
Quantum mechanically, to induce transitions between stationary states, a time-
dependent perturbation is needed. The influence of an electric field on a molecule is 
exactly such a perturbation, and can be treated through time-dependent perturbation 
theory. The electric field is assumed to be weak enough that the energies of the 
stationary molecular states are not altered, and this is generally a good approximation. 
Since both the ground and excited states have discrete energies it is no surprise that 
one result from such a treatment is that that the energy of the electric wave must match 
a possible transition between stationary states in the molecule for absorption to occur. 
This is known as the Einstein-Bohr frequency (or resonance) condition and the process 
is shown below, 
ܣ ൅ ݄ݒ ՜ ܣכ  (1) 
∆ܧ ൌ ݄ݒ ൌ ௛௖ఒ   (2) 
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where ܣ is the molecule in its ground state, ݄ݒ  is the energy of the light (Planck’s 
constant, ݄, multiplied by the frequency of the light, ݒ. Equation 2 thereby relates the 
energy difference between two molecular vibronic states, ∆ܧ, to the wavelength of the 
light, ߣ, and the speed of light, ܿ . 
 
Figure 2. Jablonski energy level diagram showing processes which occur due to the interaction of 
light and molecules. Each process in the diagram is represented by its accompanying rate 
constant ki, where i denotes the process. Radiative transitions are displayed as straight lines and 
non-radiative transitions are waves. Absorption (ε) promotes the molecule from the lowest 
vibrational level of the ground state (S0) to an excited vibronic singlet state. Internal conversion 
(IC) followed by vibrational relaxation (VR) results in the molecule quickly occupying the zero 
vibrational level of S1. From here the excitation energy is released through fluorescence (f), IC, or 
transfer to a triplet state through intersystem crossing (ISC). From the lowest vibrational level of 
the triplet state the energy is dissipated through ISC to the ground state followed by vibrational 
energy to the lowest vibrational level, or through the radiative transition of phosphorescence (P).  
As spectroscopists we are interested not only in the wavelength of a transition as given 
through the resonance condition, but also in its magnitude (or strength). The strength 
of a transition is directly proportional to its transition rate, and it is useful to consider 
which factors yield high absorption strengths, as this is desirable in many contexts. In 
the realm of time-dependent perturbation theory the transition rate of a process, ܴ௜՜௙, 
from an initial state, Ψ௜, to a final state, Ψ௙, can be found through the use of Fermi’s 
golden rule, first derived by P.A.M. Dirac,8 
ܴ௜՜௙ ൌ ଶగ԰ ߩ ห ൻΨ௙หܪ෡ԢหΨ௜ൿห ଶ  (3) 
where ԰ is Planck’s constant divided by 2ߨ, ߩ is the density distribution of final states 
and ܪ෡ᇱ is the perturbation Hamiltonian. 
For the special case where the perturbation is caused by an electric field in the form of 
light, ܪ෡ᇱcan be approximated by the scalar product between the electric field and the 
dipole operator for the molecule 
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ܪ෡ᇱ ൌ െܧሬԦሺݐሻ · ̂ߤ  (4) 
where ̂ߤ is the dipole operator, 
̂ߤ ൌ ∑ ݎఫሬԦݍ௝௝   (5) 
and is a sum over all charges in the molecule, ݍ௝, multiplied by their positions, ݎఫሬԦ. By 
combining equations 3 and 4, ܴ௜՜௙ for a light induced transition may be written as 
ܴ௜՜௙ ൌ ൫ாሬԦబ·ఓሬԦ೑೔൯
మ
԰మ ߩఔ൫ߥ௙௜൯  (6) 
where ߩఔ൫ߥ௙௜൯  is the number of modes of oscillation of the electric field per unit 
frequency interval in the frequency region of the transition, ߥ௙௜, ܧሬԦ଴ is the amplitude of 
the oscillating electric field, and ߤԦ௙௜ (equation 7) is known as the electronic transition 
dipole,9 where ߰௙ and ߰௜ are electronic wave functions. 
ߤԦ௙௜ ൌ ۦ߰௙|̂ߤ|߰௜ۧ  (7) 
The contribution from the different vibronic transitions between vibrational state m of 
the ground state and n of the final state on the rate of absorption depends on the 
square of the transition moment, which for an allowed electronic transition is 
หߤԦ௙௜,௡௠หଶ ൌ หߤԦ௙௜หଶหൻ߯௙,௡ห߯௜,௠ൿหଶ  (8) 
where χf,n is the wavefunction related to state n of the excited electronic state and χi,m is 
the wavefunction related to state m of the electronic ground state. The square of the 
vibrational overlap integrals in equation 8 are known as Franck-Condon factors for the 
different vibronic transitions, and must be non-zero for a given vibronic transition to 
be allowed.10, 11. It should be noted that the vibrational wavefunctions constitute an 
orthonormal set, so that the Franck-Condon factors sum to 1 for the complete 
transition and therefore do not appear in equation 7.  
The transition dipole has both a magnitude as well as a direction which in turn is 
related to the net movement of charge during the transition. It is important to note the 
dot product in equation 6 which ensures that for a polarized electric field the 
probability of a transition is strongest if the electric field is parallel to the transition 
dipole moment. From equation 6 we see that the main molecular component which 
determines the strength of the transition is the square of the transition dipole, often 
called the dipole strength and written ܦ௙௜. 
2.3 UV/VIS ABSORPTION SPECTROSCOPY 
Although the transition rate ܴ௜՜௙ presented above is a useful quantity for a conceptual 
description of the strength of light absorption, it is not directly accessible through 
experiment. Instead, the absorbing ability of a molecule is found through its molar 
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absorption coefficient ε() (units of M-1cm-1), which is found through the use of the 
Lambert-Beer law relating absorbance, A, to concentration, c, and light path through 
the sample, l, 
ܣሺߣሻ ൌ െ݈݋݃ ூሺఒሻூబሺఒሻ ൌ ߝሺߣሻ݈ܿ  (9) 
Measurements of absorption are performed using a spectrophotometer where a lamp 
shines light through a cuvette with a dilute sample of the molecule or system being 
studied. The intensity of the light before reaching the sample, ܫ଴ , is measured and 
compared to the intensity of light after passing through the sample, ܫ (see Figure 3). A 
monochromator is used to select the wavelength of the incoming light. The absorbance 
is subsequently evaluated over a range of wavelengths, using equation 9, yielding a full 
absorption spectrum of the molecule, generally taken in the wavelength interval 
between 200 and 800 nm, from the ultra-violet to the near-infrared. 
 
Figure 3. Main components of an absorption spectrometer. The wavelength of excitation is 
selected with a monochromator and the light is subsequently split to allow measurement of the 
initial intensity I0. Light passes through the sample with absorption coefficient ε, concentration c, 
and light-path l, and is recorded as I on a detector. 
An absorption spectrum will consist of peaks at wavelengths where the molecule being 
measured absorbs, and valleys where light passes through the sample and the sample is 
transparent. By studying absorption spectra of photosynthetic systems it is easy to see 
why they are colored as they are. For example, the main light harvesting molecules 
(chromophores) in the leaves of green plants are chlorophylls and to a lesser extent 
carotenoids. The chlorophylls absorb in the UV at around 400 nm (blue light) and have 
a lower energy transition at around 650-800 nm (red light). This leaves the green light 
unabsorbed, and this is therefore the color we observe. 
The absorption coefficient ߝ is the experimental quantity which defines the strength of 
the vibronic transitions. This value can be related to the quantum mechanical dipole 
strength through equation 10 where the integral is over all frequencies, ߥ, of the full 
electronic transition, 
ܦ௙௜ ൌ ܭଵ ቀ ௡௙మቁන
ఌ
ఔ dߥ       (10) 
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where f is the local field correction factor which appears due to differences in 
polarizability of the molecule and the surrounding medium, n is the refractive index of 
the medium in which the molecule or system is dissolved, and K1 is a constant. 
It should be noted that molecular size (specifically the extent of the conjugation) is an 
important factor for the maximum strength of an electronic transition, since the Dfi is 
related to the net movement of charge during the transition. An example of this is 
found by considering the fully allowed lowest energy transitions of some of the small 
conjugated organic molecules encountered later on in this thesis (Figure 4). The 
relatively small DNA bases have strongly allowed transitions with the pyrimidines 
displaying an absorption coefficient of 6-8000 M-1cm-1, whereas the slightly larger ring 
structures of the purines display absorption coefficients of 12-15000 M-1cm-1 (section 
3.1.1). The DNA binding dye YO (section 3.2.1) has an absorption coefficient of 50 
000 M-1cm-1 and the dye Cy5 (section 3.2.2) displays the highest absorption coefficient 
at 250 000 M-1cm-1. 
 
Figure 4. Examples of conjugated organic dyes which appear in this thesis showing that the 
extent of conjugation affects both the wavelength of the lowest energy transition and the 
absorption coefficient accompanying the transition. Cytosine and adenine are DNA bases, YO is 
a DNA binding dye, and Cy5 is a fluorescent label often used with DNA. 
2.4 PROCESSES IN THE EXCITED STATE 
The excited state is not stable, and many rapid pathways exist which serve to deactivate 
it. It is convenient to treat these different processes in terms of their related rate 
constants, ݇௜, where ݅ is a designation of a particular process. This section will start by 
considering fluorescence and then move on to competing deactivation pathways in 
media with several chromophores in close proximity, namely energy and electron 
transfer. 
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2.4.1 FLUORESCENCE 
Immediately after excitation the molecule is in a specific vibronic level (see Figure 2). 
In solution energy is quickly dissipated through internal conversion (IC) to lower 
electronic states followed by vibrational relaxation (VR) due to collision with solvent 
molecules. Internal conversion between the lowest excited singlet state and the ground 
state is slower and will in many cases compete with fluorescence and intersystem 
crossing to the lowest triplet state (T1). Therefore it is from the lowest vibrational level 
of S1 that most excited state processes start.12 
Fluorescence is the process of spontaneous emission of a photon from an excited 
molecule, without a change in spin multiplicity. Interestingly fluorescence is intimately 
related to the process of absorption, in the sense that a high rate constant of absorption 
in turn gives a high rate constant of fluorescence, ݇௙, as derived by Strickler and Berg 
among others (equation 11),13-15 based on the original work by Einstein relating the 
transition rates for absorption, stimulated emission, and spontaneous emission. In 
other words, it is the dipole strength (equation 6) which determines the rate constant of 
the fluorescence process. 
݇௙ ൌ 2.880  ൈ 10ିଽ݊ଶ ௚೔௚೑ ۃߥ௙ି
ଷۄିଵ න ఌሺఔሻఔ dߥ  (11) 
In the above equation ݃௜ and ݃௙ are the degeneracies of the electronic states i and f, 
respectively, and ߥ௙ is the frequency of the emission.16 
Although large dipole strengths yield large fluorescence rate constants, a high rate 
constant of fluorescence does not guarantee that a molecule has a high probability to 
fluoresce. This can be understood by considering the other processes that can 
deactivate the excited state. For this discussion it is useful to consider the Jablonski 
diagram in Figure 2 to visualize the various deactivation pathways of the excited state. 
Every excited state process has an associated rate constant and the probability that a 
given process will deactivate the excited state is given through equation 12,  
Φ௜ ൌ ௞೔∑ ௞ೕೕ   (12) 
where Φ௜ is the quantum yield/efficiency of the process, ݇௜ is the rate constant for the 
process and the sum in the denominator is over all the rate constants which deactivate 
the state including i itself. 
There are particularly two experimental quantities which together yield the rate 
constants of fluorescence and the sum of the non-radiative decays. These are presented 
in equations 13 and 14 and are called the fluorescence quantum yield, Φ௙, and lifetime, 
߬௙ , respectively. The quantum yield is the ratio of emitted photons to absorbed 
photons. Equation 15 relates the experimental quantities of the fluorescence quantum 
yield and lifetime to the fluorescence rate constant ݇௙ , and non-radiative rate ݇௡௥ ൌ
݇௜௖ ൅ ݇௜௦௖. 
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Φ௙ ൌ # ௣௛௢௧௢௡௦ ௘௠௜௧௧௘ௗ# ௣௛௢௧௢௡௦ ௔௕௦௢௥௕௘ௗ ൌ
௞೑
௞೑ା௞೔೎ା௞೔ೞ೎ (13) 
߬௙ ൌ ଵ௞೑ା௞೔೎ା௞೔ೞ೎  (14) 
݇௙ ൌ ஍೑ఛ ,              ݇௡௥ ൌ ߬ିଵ െ
஍೑
ఛ  (15) 
2.4.2 FLUORESCENCE SPECROSCOPY 
Fluorescence is generally measured either at steady-state, with constant illumination of 
the sample, or in a time-resolved regime where a light pulse is used to excite a 
population of molecules and the decay is studied. Steady-state measurements are used 
to calculate the quantum yields of molecules and time-resolved measurements can yield 
the lifetime. 
2.4.2.1 STEADY-STATE FLUORESCENCE 
Steady-state fluorescence spectra are recorded on a spectrofluorimeter, and the main 
components are shown in Figure 5. A monochromator before the sample selects the 
excitation wavelength, and generally fluorescence is measured at right angles to the 
excitation in order to avoid the excitation light entering the detector. After the sample a 
second monochromator selects the emission wavelength. In this way an emission 
spectrum is obtained by fixing the excitation monochromator and scanning the 
wavelength of emission, and an excitation spectrum is obtained by scanning the 
wavelength of excitation with a fixed emission wavelength. 
 
Figure 5. Main components in a spectrofluorimeter. A monochromator selects the wavelength of 
excitation, and a signal (R) proportional to the excitation intensity is collected to allow for 
correction of variations in lamp intensity. The emission wavelength is selected with a second 
monochromator and collected at right angles to the excitation beam and the intensity I collected 
at the detector. 
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If the initial intensity of fluorescence at time 0 is I0, a first order rate equation can often 
be used to describe the time dependence ܫሺݐሻ of the fluorescence intensity if the sample 
is homogeneous and contains a single chromophore species, yielding a mono-
exponential decay. 
ܫሺݐሻ ൌ ܫ଴݁ି௧∑ ௞೔೔ ൌ ܫ଴݁ି௧ ఛൗ   (16) 
The steady-state fluorescence intensity ܫ௦௦ is given by equation 17, obtained through 
integration of equation 16. 
ܫ௦௦ ൌ ׬ ܫ଴݁ି௧ ఛൗ ݀ݐ ൌ ܫ଴߬ஶ଴  (17) 
The value ܫ଴ depends not only on the intensity of the excitation source, but also on the 
concentration of emitting molecules as well as instrumental parameters. Therefore, a 
steady state measurement does not yield ߬  directly. However, by correcting for the 
lamp intensity and wavelength dependence in the detector sensitivity, a corrected 
emission spectrum is obtained. The integrated corrected fluorescence spectrum is then 
proportional to the quantum yield of fluorescence, Φ௙ , which can be determined by 
comparing the fluorescence intensity with a molecule of known quantum yield, 
Φ௙ ൌ Φ௙,ோ · ூூೃ
൫ଵିଵ଴షಲೃ൯
൫ଵିଵ଴షಲ൯
௡మ
௡ೃమ
   (18) 
where I is the integrated fluorescence intensity, A is the absorbance at the wavelength 
of excitation and n is the refractive index of the medium, R denotes the reference 
sample.  
2.4.2.2 TIME-RESOLVED FLUORESCECE 
To gain information on the lifetime of a molecule, time-resolved fluorescence is 
necessary. It should be mentioned that the simple monoexponential decay described in 
equation 16 is often insufficient to describe the decay of fluorescence in complex 
samples. In these cases several exponential functions may be necessary to describe the 
decay. In some cases, for example when energy transfer is present and the distance 
between two chromophores varies, a distribution of decays is necessary.17 
In this thesis the method of time-correlated single photon counting (TCSPC) is used 
for measurements of fluorescence lifetime. As the name suggests both counting and 
timing of emitted photons is conducted. A sample is excited by a pulse of light and the 
time from excitation to the first photon hits the detector is recorded. This procedure is 
repeated numerous times and the passage time of the first photon is in this way 
collected in a histogram (see Figure 6). Generally at least 10 000 counts are collected in 
the peak channel to obtain good statistics. In this way the shape of the fluorescence 
decay is recreated, but is convolved with the instrument response function (irf) of the 
detection system and the pulse, 
ܴሺݐሻ ൌ ݅ݎ݂ሺݐሻ ٔ ܫሺݐሻ ൌ ׬ ݅ݎ݂ሺݐԢሻ · ܫሺݐ െ ݐԢሻ௧ିஶ ݀ݐԢ  (19) 
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where ܴሺݐሻ is the recorded histogram, ݅ݎ݂ሺݐሻ is the time evolution of the instrument 
response function and ܫሺݐሻ is the true decay of the sample. The lifetime is commonly 
found by convolving a guess decay consisting of a sum of exponential functions with 
the irf and fitting this to the measured data using a least squares algorithm. 
 
Figure 6. Schematic representation of the histogram of the number of counts in each time 
interval. For a real measurement ~10 000 counts are collected in the top channel and the time 
axis is divided into ~2000-8000 channels. 
2.4.3 ENERGY TRANSFER (FRET) 
Until now only isolated molecules have been considered. However, in systems such as 
photosynthetic light harvesting complexes, many molecules are present in close 
proximity. In such cases, interactions between the molecules must be taken into 
account. This interaction can allow excited state energy on one chromophore to 
transfer to another. It is to a large degree the distance between the chromophores 
which determines the type and magnitude of these interactions. At very short distances 
where the molecular orbitals of the chromophores overlap, energy transfer is possible 
via an electron exchange mechanism where the two chromophores formally swap two 
electrons.18 At longer inter-chromophore distances the dominating interaction is 
Coulombic in nature. For the systems we study in this thesis and for the chlorophyll 
dyes found in natural light harvesting systems which both have strongly allowed 
transitions, the Coulombic interaction is much larger than the electron exchange 
interaction, and electron exchange can be ignored. We will be considering the effect on 
molecules which are only weakly electronically coupled to one another where the 
interaction between the two chromophores can be modeled as the interaction between 
two point dipoles situated at the centers of each chromophore. The weak coupling also 
ensures that the vibrational states of the excited chromophores have reached thermal 
equilibrium before the transfer occurs. This is equivalent to the statement that excited 
state processes originate (mostly) in the lowest vibrational level of S1 (section 2.4.1). 
The process of energy transfer under the above conditions is called Förster resonance 
energy transfer (FRET).19, 20 However, when the electronic coupling is larger, the 
vibrational modes are not in thermal equilibrium and coherent transfer processes can 
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occur. These will not be considered in this thesis and likely are not important for the 
artificial systems we study, but may play an important role in natural light harvesting.21-
25  
In the weak coupling regime the chromophores do not interact in their ground states. 
However, when a molecule is excited it produces an electric field which can interact 
with neighboring molecules in a similar manner to electromagnetic radiation. The 
initially excited molecule (energy donor) returns to its ground state, while the energy 
accepting molecule goes from a ground state to an excited state. For such a transfer of 
energy to be possible a resonance condition must be fulfilled meaning that the upward 
and downward transitions must be equal in energy. This resonance condition is 
analogous to the one for the interaction between electromagnetic radiation and 
molecules, and gives the name resonance energy transfer to the process. 
As with the other excited state processes that have been described until now, energy 
transfer in the weak coupling regime predominantly starts from the lowest vibrational 
level of S1. It therefore constitutes a competing process with the other deactivation 
pathways, and should be considered as such. To evaluate the efficiency of energy 
transfer in a system, the rate constant is needed, as shown in equation 12. One of the 
most powerful traits of Förster theory is that the quantum mechanical rate constant for 
excitation energy transfer, kEET, can be related to experimentally accessible 
spectroscopic properties of the donor and acceptor. To understand this, some of 
Förster’s main results which lead from a quantum mechanical description to a 
description which uses the fluorescence spectrum, quantum yield, and lifetime of the 
donor and the absorption spectrum of the acceptor will be shown. 
For this discussion the donor is designated molecule 1 and the acceptor is designated 
molecule 2. Since the electronic coupling is weak, perturbation theory is applicable and 
the rate constant for excitation energy transfer can be written using equation 3, Fermi’s 
golden rule. In solution all molecules are interacting in a slightly different manner with 
their surroundings and some are in vibrationally excited states. This results in many 
different donor and acceptor transition energies. For each donor transition energy, all 
acceptor transition energies must be considered, to see if they match the resonance 
condition. The density of acceptor states with transition energies in the range of the 
donor emission energy, ߩ௦ଶሺܧଵሻ, therefore appears in the expression (equation 20). This 
is the density of final states appearing in equation 3. To take into account all the 
possible donor transition energies an integral is taken over the density of donor 
energies, ߩ௦ଵሺܧଵሻ,. 
݇ாா் ൌ ଶగ԰ ׬ |ܪଶଵ|ଶ
ஶ
ିஶ ߩ௦ଶሺܧଵሻߩ௦ଵሺܧଵሻdܧଵ  (20) 
The matrix element ܪଶଵ can, under the Born-Oppenheimer approximation where it is 
assumed that the energy transfer is much faster than the movement of nuclei, be 
written as the product of an electronic matrix element and two nuclear overlap integrals  
ܪଶଵ ൌ ܪଶଵሺ௘௟ሻൻ߯ଵ௜ห߯ଵ௙ൿൻ߯ଶ௙ห߯ଶ௜ൿ  (21) 
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The nuclear overlap integrals relate to any of the possible initial and final vibrational 
wavefunctions of the two chromophores. All of these nuclear overlaps must be 
considered and they must be weighted with their appropriate Boltzmann factors. The 
electronic interaction matrix element ܪଶଵሺ௘௟ሻ  for point dipole interaction is given in 
equation 22, 
ܪଶଵሺ௘௟ሻ ൌ ሺ݂ଶ ݊ଶ⁄ ሻඥܦ௙௜ሺଵሻඥܦ௙௜ሺଶሻߢห ሬܴԦଶଵหିଷ  (22) 
where ܦ௙௜ሺଵሻ is the donor dipole strength, ܦ௙௜ሺଶሻ is the acceptor dipole strength, and ሬܴԦଶଵ 
is the distance between the two point dipoles. Energy transfer between two different 
types of molecules is known as hetero-FRET, and energy transfer is also possible 
between two identical molecules, and is known as homo-FRET where ܦ௙௜ሺଶሻ is replaced 
with ܦ௙௜ሺଵሻ. ߢ is an orientation factor between the two transition dipoles given as 
ߢ ൌ cos ߠ െ3cos ߙ cos ߚ  (23) 
where ߠ is the angle between the two transition dipoles, and ߙ and ߚ are the two angles 
the transition dipoles make with ሬܴԦଶଵ. 
By combining equations 20-22, kEET becomes  
݇ாா் ൌ ଶగ԰ ቀ
௙ర
௡ర ߢଶห ሬܴԦଶଵห
ି଺ቁ ධܦ௙௜ሺଵሻ ଵܺሺܧଵሻ ߩ௦ଵሺߥሻܦ௙௜ሺଶሻܺଶሺܧଵሻߩ௦ଶሺߥሻdܧଵ (24) 
where ଵܺሺܧଵሻ is a thermally weighted Franck-Condon factor for emission with energy 
E1=h, ܺଶሺܧଵሻ  is a thermally weighted Franck-Condon factor for absorption with 
energy E=h. It is important to take note of the ൫ ሬܴԦଶଵ൯ି଺ dependence on distance for 
the rate constant, which ensure that the rate of energy transfer quickly decreases with 
inter-chromophore distance.  
From equation 24 we see that there are terms within the integral over transition 
energies (E1) that are the dipole strength, thermally weighted Franck-Condon factor, 
and energy density around the transition frequency for both the donor and acceptor. 
These factors are therefore expected to be related to the absorption spectrum of the 
acceptor and the fluorescence rate constant of the donor, based on equations 8, 10, and 
11. Indeed, it is possible to rewrite these equations to incorporate these exact 
parameters,  
ߝሺߥሻ ൌ ߥ · ܦ௙௜ܺ௔௕௦ሺܧሻ ఘሺఔሻ௛   (25) 
where Dfi is the dipole strength of the transition, () is the density of excited states 
around , and Xabs(E) is a thermally weighted Franck-Condon factor for absorption 
with energy E=h. 
The rate constant for fluorescence can be written in terms of a rate constant which is 
dependent on frequency, F(), analogous to ε() for absorption,  
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݇௙ ൌ ׬ܨሺߥሻdߥ ൌ ܭ · ׬ ߥଷܦ௙௜ܺ௘௠ሺܧሻߩሺߥሻdߥ  (26) 
where Dfi is the electronic dipole strength of the transition, () is the density of excited 
states around , Xem(E) is a thermally weighted Franck-Condon factor for emission 
with energy E=h, and K is a constant. We see in this equation that it is F(), not kf, 
which is directly related to the terms within the integral in equation 24. 
Equation 24 can now be combined with equations 25 and 26 to yield Förster’s equation 
for resonance energy transfer, including an overlap integral, J, over the emission 
spectrum of the donor and absorption spectrum of the acceptor. 
݇ாா்ሺݎሻ ൌ 8.79 ൈ 10ିହ  ൬஍೑,భఛ೑,భ ߢ
ଶ݊ିସܬห ሬܴԦଶଵหି଺൰  (27) 
ܬ ൌ ׬ ிభሺఒሻఌమሺఒሻఒమୢఒ
ಮ
బ
׬ ிభሺఒሻఒషమୢఒಮబ
  (28) 
written on the wavelength scale as this is the common units obtained from 
spectrophotometers. Notice that the overlap integral contains the term FD() as 
expected, yet also an integral in the denominator. This is because F() is not directly 
measureable through experiment, but the shape of the emission spectrum is obtained by 
normalizing with the integrated emission spectrum of the donor, ׬ ܨଵሺߥሻ݀ߥஶ଴ , which 
requires the concomitant multiplication by this same factor. Notice from equation 26 
that this normalizing integral is the rate constant of fluorescence kf,1. This factor 
therefore appears outside the overlap integral ܬ in equation 27, as the donor quantum 
yield divided by donor lifetime (equation 11). The two factors of ߣଶ and ߣିଶ in ܬ may 
appear slightly confusing, since a factor ߥିଵ in the numerator is expected from equation 25 and 
a factor of ߥିଷ is expected from equation 26. The reason is that dߥ ൌ െߣିଶdߣ, thereby 
yielding equation 28. 
In cases where the orientation factor is known the rate constant can be calculated 
exactly, and it is useful to relate the rate constant to the parameter തܴ଴, which is the 
dynamically averaged Förster distance; the donor-acceptor distance where 50 % of the 
excited state energy is transferred to the acceptor assuming random orientation 
between the two dyes. 
݇ாா்ሺܴଶଵሻ ൌ ଷ఑
మ
ଶ
ଵ
ఛವ ቀ
ோതబ
ோమభቁ
଺
  (29) 
തܴ଴ ൌ  0.141 ቀ݊ିସ Φ௙,஽ܬሺλሻቁ
ଵ/଺
  (30) 
The efficiency of the energy transfer, E, is calculated from equation 12, as shown in 
equation 31, and can be obtained experimentally by recording the quenching of the 
donor fluorescence. This can be found either from emission quenching or from 
lifetime quenching.  
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ܧ ൌ ௞ಶಶ೅௞ಶಶ೅ାሺఛವሻషభ ൌ
ଵ
ଵାሺଶ ଷ⁄ ሻ఑షమሺோమభ ோబ⁄ ሻల ൌ 1 െ
ிವಲ
ிವ ൌ 1 െ
ఛವಲ
ఛವ  (31) 
where FDA is the fluorescence intensity of the donor with the acceptor present, FD is the 
donor fluorescence intensity without the acceptor present, τDA is the lifetime of the 
donor in the presence of the acceptor, and τD is the donor lifetime without the acceptor 
present. 
It is worthwhile to consider the highest rates possible for FRET. Let us take 
chlorophylls from light harvesting complexes as an example and compare the 
maximum rates of FRET with the other processes which can deactivate the excited 
state. R0 values for FRET between two chlorophylls is in the range of 80 Å, and taking 
a distance of 20 Å between them where Förster theory is applicable, ்݇൫20 Å൯ ൌ
൫݇௙ ൅ ݇௜௖ ൅ ݇௜௦௖൯ ൈ 4 ൈ 10ଷ, 4000 times higher than the sum of the other rates!  
2.4.4 FRET IN MULTI-CHROMOPHORE SYSTEMS 
Until now we have only considered energy transfer between a pair of molecules. 
However, in multi-chromophore systems there are many chromophores in close 
proximity and electronic interaction between all chromophores must be considered. 
The probability that a given transfer from a specific excited donor to a specific 
acceptor will take place must thus be considered against transfer from the donor to all 
other possible acceptors in the system, as well as the usual deactivation pathways of 
fluorescence and non-radiative return to the ground state. For the next part it will be 
useful to separate the probability of energy transfer to all possible acceptors in the 
system from the probability that the excitation energy will be dissipated. This yields two 
probability expressions where Förster theory is used to calculate energy transfer rate 
constants, 
݌௜௝ ൌ ௞೔ೕఛ೔షభା∑ ௞೔೗೔ಯ೗     (32) 
݌௜,௢௨௧ ൌ ఛ೔
షభ
ఛ೔షభା∑ ௞೔೗೔ಯ೗
    (33) 
where pij is the probability of transfer from excited chromophore i to chromophore j, 
pi,out is the probability that excited state i will return to the ground state through another 
process than energy transfer, kij is the Förster energy transfer rate between excited 
chromophore i and chromophore j given by equation 29, τi-1is the sum of the radiative 
and non-radiative decay rates of chromophore i (the lifetime of chromophore i in the 
absence of energy transfer), and the summations in equation 32 and 33 are over all 
energy transfer rates from chromophore i to all other chromophores in the system. For 
chromophores which are energy acceptors, and have no emission overlap with the 
donors, pi,out is 1 and pij is zero for all j, since energy transfer from these chromophores 
is not possible. 
In systems where the orientation factor between fluorophores is known, the FRET rate 
constant can be calculated, yielding all possible transfer probabilities from all possible 
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excited dyes. This information can be used to construct a Markov chain model of the 
energy transfer process, where the probabilities of the excitation energy being located 
on each individual dye in the system are evaluated after each transfer step.  
This model has been used to simulate fluorescence depolarization in DNA based multi-
chromophoric systems capable of homo-transfer. A detailed description of the model is 
given by Albinsson et al where it is used to describe fluorescence depolarization of 
intercalated YO.26 Here we present a basic outline with our modifications to the main 
model.  
For a DNA system with Nd donor chromophores and Na acceptor chromophores 
there are Nd+Na different chromophore positions. The distribution of excitation 
energy after a discrete number of steps (transfers) n is described by a vector (ݒԦ௡). By 
combining the initial distribution of excitation energies ( ݒԦ଴ ) with a matrix (ۻ ) 
consisting of the energy transfer and emission/non-radiate decay probabilities 
described above, the energy distribution after an arbitrary number of steps can be 
described. 
ݒԦ௡ ൌ ݒԦ௡ିଵ · ۻ ൌ ڮ ൌ ݒԦ଴ · ۻ௡ (34) 
The matrix M can be divided into four (Na + Nd)  (Na + Nd) submatrices 
ۻ ൌ ቂۯ ۲૙ ۷ ቃ    (35) 
where 0 and I are the zero and unity matrices, respectively, A has a zero diagonal with 
the other elements equal to pij, and D is a diagonal matrix containing pi,out as diagonal 
elements. 
The limit of the matrix M to the power of n when n goes to infinity is 
lim௡՜ஶۻ௡ ൌ ቂ૙ ሺ۷ െ ۯሻ
ିଵ۲
૙ ۷ ቃ  (36) 
The steady state distribution of energy is described by the limiting value after an infinite 
number of steps: 
ݒԦஶ ൌ ݒԦ଴ · lim௡՜ஶۻ௡    (37) 
The ݒԦஶ row matrix will consist of the steady-state probabilities of energy transfer being 
located on each dye in the system, given an initial distribution of excitation ݒԦ଴ . By 
monitoring the elements in ݒԦஶ  which constitute acceptor dye positions, the overall 
transfer efficiency, E, is obtained as the sum of the probabilities of excitation energy 
being located on any of the acceptors. 
A detailed description of the implementation of the model to DNA light harvesting 
systems, including the number of dyes, structure of the DNA scaffold, and dyes 
orientations are given in the text describing the original work presented in this thesis, 
section 5.2.1. 
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2.4.5 PARAMETERS OF LIGHT HARVESTING 
Light harvesting systems will be considered in section 4. Here a short description of 
parameters used in this thesis to quantify the efficiency of light harvesting systems will 
be given. Briefly, light harvesting systems consist of a group of initial light absorbers 
which can transfer their excitation energy via homo- and hetero-FRET transfer to a 
specific acceptor or group of acceptors. Three main parameters are used to quantify the 
light harvesting process; the overall transfer efficiency, E, the antenna effect, AE, and 
the effective absorption coefficient εeff. 
The overall transfer efficiency, E, is simply the ratio between the amount of energy 
transferred to the acceptor(s) and the amount of energy absorbed by the donors. The 
overall transfer efficiency can be found using the quenching of donor fluorescence 
exactly as for a single donor-acceptor pair using equation 31, either monitoring 
intensity or lifetime quenching. Sometimes it is difficult to obtain samples of the donor 
alone and donor-acceptor complexes with equal concentration. If fluorescence from 
both the donor and acceptor are clearly observed another option is possible.27 Here the 
emission spectrum is decomposed into two components; one for the donor and one 
for the acceptor. E is then given by, 
ܧ ൌ ிಲ ஍A⁄ሺிಲ ஍A⁄ ାிವ ஍D⁄ ሻ  (38) 
where FA is the integrated spectral component of the acceptor emission, FD is the 
integrated spectral component of the donor emission, ΦA  is the unquenched donor 
fluorescence quantum yield and ΦD is the unquenched acceptor fluorescence quantum 
yield. 
The antenna effect is a measure of the increase in excitation of the acceptors as a 
consequence of the presence of the donors. If the donors fluoresce sufficiently to be 
measured one can find AE by first exciting the acceptor directly in its absorption peak 
and measuring the fluorescence intensity. This value is then divided by the acceptor 
emission obtained upon excitation of the donors to yield AE as shown in equation 39. 
AE is thereby the number of donors in a construct, ݊஽ , multiplied by the donor 
absorption coefficient, ஽, and overall transfer efficiency; E, divided by the number of 
acceptors, ݊஺ and the acceptor absorption coefficient, ஺. 
ܣܧ ൌ ூಲሺ೐ೣ,ವሻூಲሺ೐ೣ,ಲሻ ൌ
௡ವ·ವ·ா
௡ಲ·ಲ   (39) 
In the above equations IA(ex,D) is the acceptor emission upon excitation of the donors at 
their peak absorption wavelength and IA(ex,A) is the acceptor emission upon direct 
excitation of the acceptors at their peak absorption wavelength. The formula assumes 
that the direct excitation of acceptors at the excitation wavelength of the donors is 
negligible. When this is not the case, the intensity due to direct excitation of acceptors 
must be subtracted from IA(ex,D).  
AE is a good measure of the increased absorption the acceptor experiences due to the 
donors. However, it is not a measure of the amount of energy transferred to the 
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acceptor(s). Such a measure is desirable because it can be compared between different 
systems and yields the number of acceptor excitations due to the antenna under given 
light conditions. What we are interested in is the effective absorption coefficient of the 
acceptors due to energy transfer from excited donors. This parameter is obtained by 
multiplying AE by the acceptor absorption coefficient as shown in equation 40.  
௘௙௙ ൌ ܣܧ · ஺ ൌ ௡ವ·ವ·ா୬A    (40) 
2.4.6 ELECTRON TRANSFER 
In section 2.4.4 the notion of energy transfer between two chromophores in orbital 
contact through the formal exchange of two electrons between the donor and acceptor 
was briefly mentioned. When chromophores are in orbital contact also a photoinduced 
single electron transfer reaction can occur resulting in an oxidized donor and reduced 
acceptor. Also the reverse process is possible, resulting in a reduced donor and 
oxidized acceptor is possible, but is not relevant for the work presented in this thesis. 
In section 5.2.2 a supramolecular system is described, consisting of a binding pocket of 
two zinc-porphyrins and a bidentate ligand situated between them, coordinated to each 
zinc atom (P-L-P). In this work quenching of the porphyrin fluorescence due to 
photoinduced electron transfer to the ligand is studied, as shown in equation 41 where 
the excitation results in the excited state P*-L-P which can result in the 
oxidized/reduced state P+-L--P. 
ܲ െ ܮ െ ܲ ௛௩ሱሮ ܲכ െ ܮ െ ܲ ՜ ܲା െ ܮି െ ܲ (41) 
Different ligands are used with varying reduction potentials to study this effect on the 
quenching of the porphyrin fluorescence. Photoinduced electron transfer is expected if 
the free energy change (driving force) of the process is negative, ߂ா்ܩ଴ ൏ 0. A simple 
equation was used to estimate ߂ா்ܩ଴ based on the excitation energy of the electron 
donor and the redox potentials of the electron transfer pair,28 
 ߂ா்ܩ଴ ൌ ݁൫ܧሺܦା· ܦ⁄ ሻ െ ܧሺܣ ܣି·⁄ ሻ൯ െ ܧ଴଴ ൅ ௘
మ
ସగఌబ௥ ൬
ଵ
ఌೞ െ
ଵ
ఌೞೝ೐೑
൰ െ ௘మସగఌబఌೞோವಲ (42) 
where εs is the relative dielectric constant of the solvent used in the fluorescence 
measurements, εsref is the dielectric constant of the solvent used in the electrochemistry 
measurements, r is the average radius of the donor and acceptor, RDA the donor-
acceptor distance, E00 the excitation energy of the donor, ܧሺܦା· ܦ⁄ ሻ is the oxidation 
potential of the donor, and ܧሺܣ ܣି·⁄ ሻ is the reduction potential of the acceptor.  
The photoinduced electron transfer process is shown schematically in Figure 7 using 
the potential energy surfaces of the three states of P-L-P. The process of electron 
transfer will compete with the other excited state deactivation pathways. However, it 
does not result in a return to the ground state. Instead, a new charge separated species 
is formed. The process of charge recombination is generally thermodynamically 
allowed, and is in many cases also kinetically favorable (as seen in Figure 7). If charge 
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recombination is rapid, the system returns to the ground state donor-acceptor complex, 
and the charge separated species is only transient. 
 
Figure 7. Potential energy diagram of the electron transfer process. (1.) The photoexcitation of 
the P-L-P complex resulting in P*-L-P, where the transition between the zero vibrational levels 
of the ground and excited state is shown. (2.) The electron transfer from the excited complex P*-
L-P to the reduced ligand/oxidized porphyrin state P+-L--P. (3.) Charge recombination resulting 
in the initial state P-L-P.  
2.5 FLUORESCENCE MICROSCOPY TECHNIQUES 
Fluorescence microscopy can be a very useful technique for investigating surface 
bound molecules/systems. However, the number of molecules which are being 
measured is much lower than in a bulk measurement. Therefore, all photons leaving 
the sample are commonly collected at the detector, as opposed to measuring an 
emission spectrum, in order to obtain a decent signal to noise ratio. Two microscope 
setups relying on confocal and total inter reflection fluorescence (TIRF) were used for 
the work presented in this thesis, and schematic diagrams of their optical setups are 
shown in Figure 8. Both aim to increase the resolution of the microscope by getting rid 
of light which is not in the plane of focus, compared to traditional fluorescence 
microscopy techniques. This decreases the background noise and increases the 
resolution of the microscope. The method of achieving this background reduction is 
fundamentally different for the two techniques, and will be presented below. 
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Figure 8. Schematic diagram of the optical setups used in Confocal and TIRF microscopy. For 
confocal microscopy a spot with smallest possible dimensions is illuminated. A pinhole aperture 
located in front of the detector ensures that mainly fluorescence from the focal plane is 
measured. In this way out of focus fluorescence is removed (as shown by dotted and striped 
lines). An image is generated by rastering the spot across the focal plane. For TIRF microscopy a 
large area is illuminated under total internal reflection conditions. In this way an evanescent wave 
is created at the interface between the oil from the objective and the substrate. This ensures that 
only fluorophores in close proximity to the surface are illuminated. 
2.5.1 CONFOCAL MICROSCOPY 
There are two key features which allow for the increased resolution for laser scanning 
confocal microscopy (LSCM). These are two pinhole apertures, placed before and after 
the sample. The laser path and optical setup is shown in Figure 8. Laser light passes 
through the first aperture and illuminates a very small volume of the sample, preferably 
near the diffraction limit. The fluorescence will originate mainly from the 
aforementioned volume, but the laser beam will also excite some molecules outside this 
volume. Since one wishes to only measure fluorescence from the confocal volume, the 
second aperture is used to again remove out-of-focus light. The confocal volume is 
then scanned in a plane, yielding a 2D intensity histogram or micrograph. The setup 
often allows easy movement of the setup in z direction, yielding the possibility of 
taking many plane micrographs and collecting them into a 3D image. 
2.5.1.1 OBTAINING DIFFUSION COEFFICIENTS 
Confocal microscopy is used in this thesis to study the diffusion of fluorescently 
labeled DNA constructs anchored to supported lipid bilayers via porphyrin moieties 
(papers 1 and 2). The laser is used to bleach a circular area of the micrograph, and the 
return of fluorescence to the bleached spot is related to the diffusion coefficient 
through Fick’s second law.29 To analyze the results a procedure termed the Hankel 
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transform is used and is implemented in a freely available Matlab™ program.30 Briefly, 
this method has three steps. Firstly, uneven illumination is corrected for by flattening 
the illumination profile. Noise in the 2D image is then reduced by circular averaging 
around the center of the bleached spot, yielding a 1D intensity profile originating at the 
bleached area and projecting outwards. Finally, the intensity data as a function of 
distance from the bleached spot is converted to the spatial frequency domain using the 
Hankel transform, and fitted using the following equation, 
ܨሺ݇, ݐሻ ൌ ܨሺ݇, 0ሻexpሺെ4ߨଶܦ݇ଶݐሻ  (43) 
where F(k,t) is the Hankel transformed data at time t, F(k,0) is the Hankel transformed 
at t = 0, D is the diffusion constant k is the spatial frequency and t is time. 
2.5.2 TOTAL INTERNAL REFLECTION FLUORESCENCE MICROSCOPY 
The operating principle of total internal reflection fluorescence microscopy (TIRFM) is 
fundamentally different from the LSCM technique (see Figure 8 for the optical setup). 
Firstly the whole image is collected simultaneously using a high-speed digital camera. A 
wide laser spot is reflected on the glass surface of the sample under total internal 
reflection conditions. This produces an evanescent field which penetrates around 200 
nm into the sample. It is this field which is the excitation source. Since the evanescent 
field only penetrates a short distance above the surface, only molecules extremely close 
to the surface are excited. In effect, no background fluorescence originates from the 
rest of the sample. There are several ways to obtain the total internal reflection 
condition. For the work presented in this thesis, the objective is itself used to satisfy 
the TIRF condition. In general the sensitivity of TIRFM is greater than LSCM allowing 
for single molecule detection. 
2.5.2.1 SUB-DIFFRACTION IMAGING 
In this thesis TIRFM is used to study the number of single DNA origami constructs 
anchored to hydrophobic surfaces via porphyrin moieties (paper 4). The constructs 
displayed strong binding to the surface allowing an analysis of the relative positions of 
several fluorescent dyes on the origami, below the diffraction limit of the microscope. 
This information could subsequently be compared to the expected distances between 
the fluorophores as obtained from a model of the origami generated by the SARSE 
program.31 The method employed for sub-diffraction imaging is termed direct 
stochastic optical reconstruction microscopy (dSTORM).32, 33 The method requires that 
only a single fluorophore per construct is emitting at a time. If this is the case the point 
spread function generated by an emitting fluorophore can be fit to a Gaussian profile, 
and the peak position recorded. This procedure is repeated multiple times, where the 
emitting fluorophore can vary between each pass, and the peak positions are recorded 
in a 2D histogram. The histogram will contain peaks where the positions obtained 
from the Gaussian fitting are similar. If the number of events and signal to noise ratio 
is large enough the 2D histogram will reveal the relative positions of the fluorophores 
as peaks. To obtain the exact position the histogram data is also fitted to 2D Gaussian 
functions. 
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2.6 SURFACE ANALYTICAL TECHNIQUE: QCM-D 
Although detection of the fluorescence from single molecules on a surface is possible, 
and even performed in this work, it is difficult to measure accurate fluorescence spectra 
of surface bound molecules. Instead, microscopy techniques are most useful for 
detecting the presence and position of surface bound molecules, but not their 
environment or number. To study surface bound DNA structures in greater detail we 
instead turned to surface analytical techniques and quartz crystal microbalance with 
dissipation monitoring in particular (QCM-D). QCM-D is a gravimetric technique 
which can yield the adsorbed surface mass as well as information on the viscoelastic 
properties of the formed surface films, through the real-time measurement of two 
parameters as shown in Figure 9.34-36 A QCM-D system consists of an AT-cut quartz 
crystal between two gold electrodes. The quartz is a piezo-electric material and when an 
alternating potential field is applied over the electrodes, the crystal will deform in the 
shear mode. The resonance frequencies of the different overtones of shear mode 
oscillation are given in equation 44, 
௡݂ ൌ ௡௩೜ଶ௧೜   (44) 
where ݊ is the overtone number and only odd overtones produce standing waves, ݒ௤ is 
the speed of sound in the crystal and ݐ௤ is the crystal thickness. 
 
Figure 9. Illustration of the operating principle of QCM-D. The top panel shows that the 
resonance frequency of the crystal decreases (Δf < 0) as mass adsorbs to the sensor surface. The 
bottom panel shows that adsorbed films which couple weakly to the oscillation rapidly dissipate 
energy (high values of ΔD) when the alternating voltage is switched off, whereas films which 
couple strongly to the oscillatory motion dissipate energy slower (low ΔD values). Adapted with 
permission from Laura DeBattice. 
For the QCM-D measurements performed in the work presented in this thesis one of 
the gold faces is coated with a layer of SiO2 allowing for the formation of supported 
lipid bilayers on the surface (see section 3.3). Formation of supported bilayers or 
subsequent attachment of anchored DNA constructs results in shifts in the resonance 
frequency of the quartz crystal. This frequency shift is linearly proportional to the 
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change in mass adsorbed on the surface for the measurements performed in this thesis, 
as related through the Sauerbrey equation,37  
∆݂ ൌ െ ௙೙௡·௧೜ఘ೜ ∆݉ ൌ െߦΔ݉  (45) 
where ∆݂ is the frequency change, ߩ௤ is the density of quartz, ∆݉ is the adsorbed mass, 
and ߦ is known as the mass sensitivity constant and has the value 17.7 ܪݖ · ܿ݉ଶ/݊݃ for 
quartz. 
It should be noted that the SiO2 face is immersed in aqueous solution for all the 
experiments performed in the work presented. Water molecules associated with the 
bilayer, and more importantly with DNA constructs, will also be affected by the 
oscillatory motion of the crystal. They will therefore also contribute to the measured 
adsorbed mass. For DNA the effect from such coupled water is very large, and ~90 % 
of the signal measured will be associated water.35 There is an advantage to this 
hydration in that it eases detection by increasing the measured frequency-change signal 
10-fold, thereby increasing the sensitivity. This is an important factor since QCM-D 
generally has poorer mass sensitivity than other surface analytical techniques such as 
surface plasmon resonance (SPR) or dual beam interferometry (DPI) which both rely 
on changes in refractive index of the surface upon adsorption.38, 39 
To probe viscoelastic properties of surface films in addition to adsorbed mass, the 
second parameter measured using QCM-D, the dissipation (D), is needed. 
ܦ ൌ ଵగ௙೙ఛ ൌ
ா೗೚ೞ೟
ଶగ·ாೞ೟೚ೝ೐೏  (46) 
where ߬  is the dampened decay constant of the oscillation, ܧ௟௢௦௧  is the energy lost 
during one oscillation cycle and ܧ௦௧௢௥௘ௗ  is the total energy stored in the oscillation. 
Experimentally D is obtained by switching off the alternating potential over the crystal 
and measuring the decay of the oscillation. 
ܦ  is not directly related to the viscoelasticity of the film, but the ratio െ∆ܦ/∆݂ , 
sometimes referred to as the acoustic ratio, can be used to evaluate the viscoelastic 
properties in a qualitative sense,36, 40 and this qualitative approach is used in this thesis. 
Generally a high value of െ∆ܦ/∆݂ yields a low modeled effective viscosity of the layer, 
if a Voigt based viscoelastic model is used.41 For viscoelastic films, i.e. films with a high 
value of െ∆ܦ/∆݂ , the linear relationship between ∆݉ and ∆݂ breaks down, and the 
mass becomes underestimated. In these cases viscoelastic modeling is necessary to get 
an accurate estimate of the bound mass. To qualitatively compare the viscoelastic 
properties of adsorbed films using QCM-D, a plot of ∆ܦ vs. ∆݂ can be made, termed a 
∆ܦ -∆݂  plot in his thesis. In this way the dissipation change is followed as the 
frequency changes. Viscoelastic differences in the two films will manifest in different 
values of dissipation change as the frequency changes. 
To illustrate the use of the acoustic ratio we can consider the formation of supported 
lipid bilayers on SiO2 surfaces. To distinguish a layer of adsorbed liposomes from a 
correctly formed supported bilayer is notoriously difficult using optical mass-sensitive 
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techniques such as SPR. However, large differences in acoustic ratio are obtained using 
QCM-D since the supported bilayer is a relatively stiff film which couples well to the 
motion of the crystal. It therefore displays a low dissipation, whereas the liposomes are 
soft deformable spheres which couple poorly to the crystal motion and rapidly dissipate 
energy.
- 28 - 
  
- 29 - 
3 SELF-ASSEMBLED COMPONENTS 
In this section the various structural components used in the work presented in this 
thesis are introduced. A common theme for these is that self-assembly determines their 
interactions and structure in buffered solution. DNA itself is a self-assembling 
molecule, and functionalization can be achieved through covalent bonding and non-
covalent interactions. Non-covalent interactions are themselves a form of self-
assembly, and the covalent modifications can bestow further self-assembled surface 
binding properties to the DNA. These aspects will be presented followed by a 
description of phospholipid bilayers, the surface we have mainly employed for the 
attachment of DNA, and a beautiful example of self-assembly in its own right. Finally, 
work on the attachment of DNA to lipid bilayers is presented, focusing on previous 
work from our group using a porphyrin anchor. This work directly leads to the original 
work presented in this thesis. 
3.1 DNA 
“As with any craft material, the structural applications of DNA are limited only by 
the imagination” – Nadrian C. Seeman 
To utilize the full potential of DNA as a structural material as suggested above by the 
founder of the field of DNA nanotechnology, a detailed understanding of the structure 
of DNA itself is necessary. This section will start by considering the structure and 
components of DNA, and how these have been exploited in the field of DNA 
nanotechnology. This will be followed by considering how DNA is functionalized for 
the work presented in this thesis. 
3.1.1 DNA STRUCUTURE 
The double helical structure of DNA, as shown in Figure 10B and C, has been known 
since the pioneering work by Watson and Crick,42, 43 making DNA one of the most 
recognizable molecules known to the public. With a diameter of ~2 nm and a length 
between 2 nm (a few base-pairs) and 230 m (670 billion base-pairs from Polychaos 
dubium),44 DNA is truly a remarkably versatile molecule. A duplex is composed of two 
single strands connected by hydrogen bonds (see Figure 10A and B). Each of the single 
strands consists of a repeating negatively charged sugar-phosphate backbone and 
attached deoxyribonucleoside bases which are positioned perpendicular to the 
backbone direction. Each nucleobase attaches to its neighbor from the 5’ position of its 
adjoining ribose sugar, to the 3’ position of the neighboring ribose via a phosphodiester 
bond (Figure 10A). Single stranded DNA thereby has an inherent direction, and the 
sequences of DNA bases in a strand are generally written from the 5’ to 3’ ends. 
There are four naturally occurring DNA bases; guanine (G), cytosine (C), adenine (A) 
and thymine (T), each displaying a unique hydrogen bond pattern (see Figure 10A). In 
this way G on one strand can pair with C on a complementary strand through 3 
hydrogen bonds, and A can pair with T through 2 hydrogen bonds. For two single 
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strands of equal length to form a stable duplex, two requirements have to be met. The 
first is that the hydrogen bonding pattern of one strand must match the other. The 
second is that the direction of each strand must be anti-parallel to each other, meaning 
that the sequence 5’-GCAT-3’ will pair with the sequence 5’-ATGC-3’.  
 
Figure 10. (A) Hydrogen bonding pattern of the DNA nucleobases and backbone attachment 
stereochemistry. (B) Schematic representation of B-DNA helix conformation including 
backbone and bases, with the major and minor grooves highlighted. (C) Schematic diagram of 
the surface of DNA where the grooves are more evident. 
Under physiological conditions, duplex DNA adopts what is known as a B-form 
conformation, a right-handed helix with a helical pitch of 10.5 bases (number of bases 
needed for a complete turn), a helical twist of 36 per base, and a rise of 3.4 Å (distance 
between neighboring base-pairs).45-47 Once formed, a DNA duplex displays two groves, 
due to asymmetry in the two backbone positions. The emergence of the grooves is best 
visualized by looking at a single base-pair of DNA along the long axis of the duplex, so 
that the DNA resembles a circle. The angle between the two backbone attachment 
points of the bases is then not 180, but rather ~110 on one side and 250 on the 
other. The larger of the two angles forms the major groove, which is 11 Å wide, with a 
depth of 4 Å, whereas the minor groove is only 6 Å wide, with a similar depth of 5 Å, 
as shown in Figure 10C.48 
There are large differences between the structural properties of DNA in single and 
double stranded form. Duplex DNA is relatively stiff, with a persistence length of 
roughly 50 nm,49, 50 whereas the persistence length of single stranded DNA is only a 
few nanometers.51 The stiffness of duplex DNA makes it ideal as a structural material. 
The thermodynamic stability of DNA duplexes is governed by the ability of the two 
single strand components to form hydrogen bonds. Therefore, matching sequences are 
much more stable than sequences with mismatched bases. Longer sequences also tend 
to be more stable, since the number of hydrogen bonds increases. This factor is also 
present in the content of the bases. DNA with higher GC content is more stable due to 
more hydrogen bonds. Duplex stability is further governed by the presence of 
positively charged ions in solution. The ions reduce the Coulombic repulsion between 
the two negatively charged backbones, with divalent ions showing markedly higher 
stabilization than monovalent ions. Hydrophobic and - stacking interactions 
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between neighboring base-pairs, known as base stacking, also increase the stability of 
the duplex. The stability of a DNA duplex can be measured through its melting 
temperature, defined as the temperature at which half of the duplexes have denatured 
into single strands. This characteristic is accessible through UV absorption melting 
curves. 
3.1.2 STRUCTURAL DNA NANOTECHNOLOGY 
The field of structural DNA nanotechnology aims to use DNA as a structural material, 
utilizing insights gained from a detailed knowledge of DNA structure. The field started 
in the early 1980s as thought experiments on how to use DNA to form repetitive 
crystals in order to co-crystallize proteins.52-56 This would in turn allow for the 
structural determination of the proteins using X-ray diffraction. This motivation, and 
how it helped to evolve the field into what it has become- a field with a myriad of 
DNA building blocks of various shapes, sizes and functionalities- is a good starting 
point for understanding the use of DNA nanotechnology in this thesis. In particular it 
will lead to structural aspects of DNA origami, which is employed in paper 4. There are 
several excellent reviews of the field available, and a few are listed here for the 
interested reader.4, 57-63 
There are two key features of DNA which instigated the advent of DNA 
nanotechnology. The first is that DNA does not need to be a simple linear molecule as 
described in section 3.1.1. During genetic recombination, in which two identical DNA 
duplexes swap single strands, the four-branched Holliday junction structure is found as 
an intermediate.64 Since the four strands of a Holliday junction are pair-wise identical, 
the crossover point can freely move (called branch migration), while still keeping the 
same number of base-pairs. However, a stable crossover as a building block in DNA 
nanotechnology can be designed using four unique single strands, as shown in Figure 
11A, creating a junction with four protruding duplexes. The bases of the four strands 
have been color coded so that complementary stretches have the same color. The 
second feature is the principle of “sticky-end” cohesion, which is used to couple DNA 
components together (Figure 11B).65 This simple principle relies on the hybridization 
of matching single-stranded overhangs, one on each of the structures one wishes to 
join together. An overhang is created if two strands of a duplex have differing lengths. 
An important detail of this principle is that the joined overhangs also adopt a B-form 
helical structure. 
It was quickly realized that a single crossover between two DNA duplexes, as found in 
the Holliday junction lacks the stability necessary to act as a building block for 
repetitive patterns. Instead, several crossovers were included to rigidify the structure. A 
wide range of such strongly coupled duplexes were created, 66-69 and many were shown 
to form 2D repeated patterns on surfaces.70, 71 The difference between the various 
structures is a consequence of the number and positioning of crossovers, the number 
of coupled duplexes, and the relative direction of coupled duplexes. For example, to 
couple two DNA duplexes placed side by side, crossovers can be placed wherever two 
backbones from opposing duplexes meet (see Figure 11C and D). Furthermore, each 
double-helical domain has a direction, as shown in the figure where the strand ends 
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have been colored to denote direction. It was shown that crossovers between anti-
parallel duplexes were more stable than their parallel counterparts.72 There are five 
isomers of DNA double crossovers, two for anti-parallel helices and three for parallel 
helices. For DNA, possible crossovers will appear every half turn of the helix, which 
translates to every 5.25 base-pairs. To reach an integer number of base-pairs between 
the two duplexes, crossovers could be placed with a spacing of 21 base-pairs (4 half 
turns of DNA) to minimize torsional stress in the structure. 
 
Figure 11. (A) Schematic drawing of a stable Holliday junction in solution. Bases which hydrogen 
bond to each other have been given the same color. Made using pdb file 3IGT. The solution 
structure is not tetrahedral as one might expect, but rather resembles two parallel helices with a 
crossover. (B) Schematic diagram of DNA “sticky-end” end cohesion. Two DNA duplexes with 
complementary single stranded overhangs hybridize to form a single structure. (C) Two anti-
parallel duplexes in close contact, possible crossover points appear every half turn of the DNA 
helix. (D) Two parallel duplexes, possible crossover points appear every half turn of the DNA 
helix. In (C) and (D) the strand directions are marked by arrows.  
Parallel to the attempts at creating large repetitive arrays of DNA tiles was the idea of 
building small unique structures of DNA which could subsequently join to form larger 
non-repetitive structures. Many small structures were attempted, including the design 
and characterization of a DNA hexagon with 6 unique sides of 10 base-pairs length 
each (see Figure 12).73-75 This structure is used as a component in paper 2. For such a 
structure there are more than 1 million unique sides possible (410), and each can in 
principle be addressed.76 However, measurements and calculations revealed that 
connecting several such components into larger structures requires extreme control of 
single strand stoichiometry and sample purity, and is not feasible.77, 78 Instead DNA 
origami emerged as a viable alternative for creating relatively large non-repetitive 
structures. 
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Figure 12 DNA hexagon motif used in an attempt to build large DNA structures from smaller 
unique modules.73-75 Each side of the hexagon is 10 base-pairs in length and the structure is color 
coded to reflect that the sequence of each side is unique. Connecting each side is a pair of un-
base-paired thymines, which help to give the structure conformational flexibility. On the right is 
shown the 6 component single strands of the structure, and how they hybridize to form the ring-
closed hexagon. 
3.1.3 DNA ORIGAMI 
A huge breakthrough in structural DNA nanotechnology arrived with the concept of 
DNA origami. As mentioned, creating ever larger non-repetitive structures by 
connecting a multitude of single strands becomes increasingly difficult as the number 
of strands increases. Entropic effects always tend to beat out the formation of the 
desired structure. To overcome this, the idea of employing a scaffold strand to increase 
the possible size of DNA objects was born. Here, one of the strands in the structure is 
extremely long, and all other strands assemble by base-pairing to this strand (Figure 
13A).  
 
Figure 13. (A) The principle of DNA origami. A large viral single strand is annealed with a 
number of staple strands to form unique structures in (B) 2 dimensions or (C) 3 dimensions. It is 
the sequences of the staple strands which determine the final structure formed. 
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One of the first examples of a scaffold strand used in this way is Shih’s work to create a 
3.4 kilobase octahedron.79 This quickly led to the work of Rothemund, and the first 
example of DNA origami.80 For DNA origami, a naturally occurring virus strand is 
used as the scaffold. Different stretches of this long single strand are brought into close 
contact by hybridization with a short “staple” strand. 230 such staple strands come 
together to form the final structure. The scaffold strand is in this way folded back and 
forth unto itself, to fill the desired pattern. Depending on which sequences the staple 
strands have, different stretches of the scaffold are joined, thereby forming different 
structures (Figure 13B and C). This means that every 2D structure needs a specific set 
of staple strands with the correct sequences, otherwise the structure will not form. This 
allows for the creation of virtually any 2D shape with dimensions of roughly 100 nm  
100 nm. Each fold in the scaffold requires a series of crossovers to hold the two 
neighboring duplex stretches together. In the original 2D origami approach, crossovers 
between neighboring duplexes appear every 32 bases (slightly shorter than 3 turns of 
DNA). One duplex thereby has crossovers every 16 bases, first with the duplex below, 
then 16 bases further along with the duplex above. Neighboring helices are anti-parallel 
to increase stability as discussed in section 3.1.2. Since the distance between crossovers 
is not an integer number of half-turns of DNA, there is an inherent tension in the 
structure. Some of this tension is alleviated by including crossovers with opposing 
tension, yet the 2D origami rectangle used in paper 4 still adopts a curved instead of 
flat conformation in solution.81 The formation of a 2D DNA structure entails a large 
amount of repulsion due to the proximity of neighboring negatively charged helical 
domains. This is overcome either by the addition of roughly molar amounts of Na+ or 
~10 mM Mg2+.80, 82 
Soon after the first example of DNA origami, other groups were quick to bring the 
concept into a 3D world. The first example was a box with a controllable lid, folded 
together on a single scaffold strand.83 Each side of the box is flat 2D origami, meaning 
that the box is empty. The next important step for the field was the creation of “filled” 
3D origami shapes. The principle is very similar to 2D origami, but the design is slightly 
different. 2D origami can be considered as a row of neighboring duplexes, where the 
height of each duplex determines the final shape (Figure 13B). 3D origami extends this 
concept by building origami not as a row of helices, but instead as an array of helices 
(Figure 13C). Several different arrays have been proposed, including square and 
hexagonal.84, 85 Again, the shape is filled by the folding of a single scaffold strand, but 
crossovers are now placed between neighboring helices with a spacing of 21 bases (an 
integer number of helical half turns) for the hexagonal and 32 bases for the square 
array. By tuning the distance between crossovers to induce strain, twisted and curved 
3D origami structures have been created. 86, 87 Due to the increased proximity of DNA 
duplexes and thereby strand repulsion, 3D origami structures generally require higher 
concentrations of counter-ions to form stable structures.82 
As a final comment it is noteworthy that relatively large and complex structures have 
been formed solely by using small single stranded components, without the use of a 
scaffold strand. 88-90 This possibility is surprising due to the entropy effects described 
above, yet it seems that the formation of the structure is self-catalyzing in this case, 
making the desired structure kinetically more likely to form. Although the yields using 
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this approach are generally lower than for origami, it has the advantage that new sets of 
staple strands are not needed for each new structure. Instead a pool of unique stable 
strands can form a 3D cube in solution. Other structures are formed by removing 
strands from the pool before annealing. This principle is similar to the construction of 
marble statues where a desired form is created by chiseling away elements from an 
initial marble block. 
3.2 FUNCTIONALIZING DNA 
To give examples of all the possible functionalities imbued in DNA over the years is 
beyond this thesis. Instead, relevant modifications for the work presented in the papers 
will be considered. 
3.2.1 FLUORESCENT DNA BINDING DYES AS LIGHT HARVESTERS 
One of the simplest ways to functionalize DNA is by using DNA binding dyes to form 
self-assembled dye-DNA structures. Many of these dyes have been developed for 
labeling DNA inside cells for imaging purposes, or as quantifiable markers for 
electrophoresis.91-94 There are generally three types of self-assembled dye-DNA 
interactions, which depend on the structure and size of the dye used. Some dyes tend 
to bind in either the minor or major grooves of DNA, although minor groove binding 
is more common for small organic molecules. These dyes often have the added bonus 
of sequence specific binding, which has the potential to be exploited for technological 
purposes, by allowing the specific positioning of different dyes along a stretch of DNA. 
In the work presented in this thesis dyes which self-assemble by binding between 
neighboring base-pairs of a DNA duplex were used, and this section will focus on the 
dye YO (YO-PRO-1) and its homo-dimer YOYO (YOYO-1), see Figure 14.95 This 
binding mode is known as intercalation, and results in a structural change of the DNA 
to accommodate the invading dye. The chemical structure of YO and YOYO, as well 
as a solution NMR structure of the bis-intercalating dye TOTO bound to DNA are 
shown in Figure 14.96 The binding of TOTO to DNA is expected to be very similar to 
that of YOYO. Intercalating dyes tend to be positively charged, and often stabilize 
DNA due to a reduction in strand repulsion and additional base stacking.  
YO and YOYO were primarily developed as labels for electrophoresis,97, 98 and the 
properties which make them suitable for this are strong binding to DNA and large 
oscillator strength, which also make them excellent candidates for light harvesting 
components. This use of the dyes is explored in papers 3 and 4. The structure and 
function of natural light harvesting antennae is presented in section 4. Briefly, a protein 
scaffold holds dye molecules at specific orientations and distances. The dyes have 
extremely high oscillator strengths, thereby allowing effective homo-FRET energy 
transfer (section 2.4.3). Intercalation of YO and YOYO results in an extension of the 
DNA by roughly the distance between two base-pairs (3.4 Å) per chromophore and 
unwinding of the helix by 26. The chromophores bind with nearest neighbor 
exclusion, meaning that the distance between neighboring chromophores in DNA is 
9.4 Å, based on the NMR structure of TOTO-DNA. The distance between 
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neighboring dyes in DNA is thereby comparable to the distance between chlorophyll 
molecules in the highly ordered light harvesting antennae LH1 and LH2 described in 
section 4.1, and intercalating dyes thereby represent interesting candidates for DNA 
based antenna complexes.  
 
Figure 14. Chemical structure of the intercalating dye YO, and its bis-intercalating homo-dimer 
YOYO. To the right is shown the solution nuclear magnetic resonance (NMR) structure of the bis-
intercalating dye TOTO bound to DNA. Unwinding and extension of the helix are clearly observed. 
Figure on right was made using pdb file 108D. 
When bound to DNA the dyes display a 1000-3000 fold increase in fluorescence 
quantum yield due to a reduction in internal rotational motion.95, 99 This has practical 
importance in that it eases fluorescence measurements, since unbound dyes aren’t 
observed. The lifetime of the dyes also increases upon intercalation and reaches 3 ns, 
similar to chlorophylls in natural light harvesting systems. The absorption coefficient of 
each monomer is ~50 000 M-1cm-1 and the quantum yields are relatively high, making 
these dyes very bright. The close distance between dyes and spectral overlap between 
emission and absorption mean that homo-FRET between the dyes is effective. 
Another important aspect is the binding strength. The monomer association constant is 
roughly 106 M-1,100 yet increases to ~1010 M-1 for the dimer.101 The binding strength is 
dependent on the concentration of other positive ions in the solution, where a high 
concentration decreases the binding constant dramatically.100 This is an especially 
important factor for DNA origami applications, where high ionic strength is needed for 
structure formation. In these cases, the dimer is more suitable to use than the 
monomer, as we demonstrate in paper 4. 
3.2.2 COVALENT DNA MODIFICATIONS FOR DETECTION AND 
SURFACE ANCHORING 
In addition to the many structures described in sections 3.1.2 and 3.1.3, there is another 
technological advantage which makes DNA interesting as a nano-scale construction 
material. This is the ability to covalently functionalize DNA by organic chemistry 
means. For example, each DNA origami staple strand is synthetically made and can be 
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modified in various ways, allowing for 230 unique strands each with modifications in 
predefined positions.  
A relatively standard modification is the use of fluorescent dyes to label DNA. In this 
thesis fluorescent modifications are used to measure the placement of DNA structures 
on surfaces (paper 4), to determine the diffusion coefficients of DNA structures bound 
to lipid bilayers (papers 1 and 2), and as terminal acceptors in light harvesting 
complexes (paper 4). Many dye classes are commercially available, allowing a high level 
of control and tailoring of spectroscopic properties. 
To date most work on DNA structures has been conducted in buffered solution. 
Although this is a great starting point for DNA nanotechnology, integration with 
existing technology will need surface attachment of the DNA. A few strategies for 
surface attachment are presented below; however, they often rely on strong coupling 
between the DNA and surface, yielding a static DNA structure. We wish to attach 
DNA to surfaces, yet in a fashion which keeps the DNA in as native a state as possible, 
as if it were in solution. Such surface attachment is considered in papers 1 and 2, and 
requires covalent modification of the DNA.  
It is in many cases possible to attach DNA to positively charged surfaces without 
modification through Coulombic interactions, due to the overall negative charge of the 
DNA backbone. For example, charge inversion at highly negatively charged surfaces 
using Mg2+ has been employed to deposit DNA origami on plasma etched oxide.102, 103 
Another possibility is the use of positively charged self-assembled monolayers to form 
positively charged surfaces for DNA attachment.104, 105 This is often sufficient for 
imaging purposes, but there are several drawbacks to this approach if other uses of the 
DNA are desired. Generally the DNA interacts so strongly with the surface that 
hybridization is hindered, making the DNA devoid of its inherent self-assembly 
properties. Covalent modifications of DNA can instead be used to remove the 
necessity of strong interactions between the DNA and surface. Instead it is the 
modification which interacts with the surface, potentially leaving the DNA in its native 
state.  
Covalent modifications of DNA for surface attachment have mainly been explored for 
DNA sensor array applications. The interaction between gold surfaces and thiolated 
DNA has been the main method employed in this regard.106-109 However, this 
technique generally positions the DNA perpendicular to the surface, something which 
is detrimental to many surface based applications. Furthermore, the surface density of 
DNA influences the rates and efficiencies of hybridization, and single stranded DNA 
can still interact slightly with the surface. Another such strategy relies on biotinilated 
DNA to attach to streptavidin modified surfaces, again with the DNA in a 
perpendicular arrangement to the surface.35 Another drawback of these methods is that 
the structures are static on the surface, as they cannot be moved once they are bound. 
Recently, attachment of DNA to lipid surfaces has been shown using hydrophobic 
anchors consisting of lipid,110, 111 cholesterol,112 or porphyrin(see Figure 15).113, 114 Lipid 
surfaces are generally dynamic in the sense that they behave as fluids with diffusing 
lipid components, and this mobility is conferred to anchored constituents.  
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Figure 15. Chemical structure of two common covalent hydrophobic DNA modifications (lipid 
and cholesterol) and the two porphyrin anchors used in this thesis. The lipid anchor shown is 
based on DOPC where the DNA replaces the choline group. The porphyrin modifications used 
in this thesis are shown as their thymine nucleosides as zinc-porphyrins. The same anchors in 
free-base form are also used in this work. The length of the linker connecting the DNA to the 
porphyrin varies between two (bi-pe) and three (tri-pe) phenylethynylene units. On the right is 
shown a cholesterol anchor which functions similarly to the porphyrin anchor, although the 
binding strength to bilayers is weaker for the cholesterol.  
In papers 1 and 2 porphyrin modified DNA is attached to lipid bilayers. An advantage 
of the porphyrin anchor (shown in Figure 15) compared to the cholesterol anchor is 
that the binding to the bilayer is much stronger, and that the porphyrin itself is a 
functional molecule able to partake in electron transfer reactions as explored in paper 
5. The function and structure of self-assembled lipid bilayers is given below, followed 
by a description of systems wherein DNA is anchored to lipid bilayers. This latter part 
will focus on attachment schemes employed in our group, which lead to the original 
work presented in this thesis. 
3.3 PHOSPHOLIPID BILAYERS 
Many of the envisioned technological applications based on phospholipid bilayers 
derive from the biological role these structures play. In essence the bilayer acts as a 
container for cellular components, but also as a substrate for the organization of 
biological machinery in the form of proteins, for example for light harvesting and 
signal transduction. The latter is interesting as the bilayer functions as a node for 
communication between the cell and the extracellular environment. Similarly one could 
envision supported bilayers acting as substrates for communication between fluid 
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solutions and existing surface based technologies, mediated by functional DNA 
nanostructures. In the cell, organization of multi-protein units is mediated by the 
bilayer. The constituent lipids are mobile, and the 2D surface ensures diffusion 
behavior different from bulk, and allows higher concentrations of reacting species. 
Similarly one can envision the surface mediated step-wise organization of DNA 
origami building blocks, a goal within current DNA nanotechnology.58 
Model lipid membranes are generally used in technological applications due to their 
simplicity of formation, well defined properties, and the inherent control over 
constituents they afford. They often consist of a single lipid constituent, and the 
phospholipid DOPC is used for the work presented in this thesis (chemical structure 
shown in Figure 16A). Phospholipids are amphiphilic molecules consisting of a polar 
headgroup and hydrocarbon tail. DOPC and many other lipids will spontaneously form 
bilayer structures in solution, to minimize interactions between the hydrophobic part 
and the aqueous environment. Other solution structures of lipid aggregates such as 
micelles exist, and the structure formed generally depends on simple size parameters of 
the lipid head-group and tail.115, 116 DOPC dissolved in water will generally form 
particles with a distribution of sizes, composed of multiple layers of lipid bilayers, 
known as multilamellar vesicles. To increase the uniformity of the system, a technique 
known as extrusion is used to form spherical uni-lamellar vesicles (liposomes, Figure 
16B). Liposomes can in turn be used for the spontaneous formation of supported lipid 
bilayers (Figure 16C). Generally hydrophilic surfaces such as SiO2 facilitate this 
formation.117-125 Lipid bilayers of DOPC are ~5 nm in height as measured by atomic 
force microscope.126-128 In the case of the supported bilayer, there is an interstitial water 
layer between the bilayer and the surface, which is ~1-1.5 nm thick.129-131 
 
Figure 16. (A) The chemical structure of the lipid DOPC used in the work presented in this 
thesis. Also shown are self-assembled DOPC bilayers in the form of (B) a liposome consisting of 
a spherical bilayer with a cavity and (C) a supported lipid bilayer. 
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By incorporating other lipid types the structural properties of bilayers can be varied. 
For example, DOPC is in a fluid phase at room temperature allowing rapid diffusion of 
lipids. By increasing the length of the hydrocarbon chain, the phase transition 
temperature is changed, and gel phase lipids with greatly reduced lateral mobility can be 
formed.132 Furthermore, lipids can be covalently modified much like DNA itself, 
allowing the bilayer to become a functional component of the system instead of a basic 
surface used only for anchoring. The lipid membrane constitutes a colloidal phase of 
hydrocarbon wedged between polar groups. In this way small hydrophobic molecules 
can partition into the bilayer, and potentially react with functional components placed 
on the DNA. This avenue is explored in paper 5. 
3.3.1 DNA ANCHORED TO BILAYERS 
Anchoring of DNA to bilayers through covalently modified hydrophobic groups is 
again an example of self-assembly. For example, porphyrin-DNA is an amphiphilic 
molecule and membrane binding results from the hydrophobic effect, whereby the 
porphyrin anchor avoids contact with the aqueous solution. The same effect is 
observed for cholesterol-DNA. Cholesterol anchors have been used for the attachment 
of DNA to bilayers, revealing that much stronger binding is observed using two 
anchors instead of one.112, 133 Bi-cholesterol anchors on DNA have subsequently been 
employed to mimic the functioning of SNARE proteins, which mediate vesicle fusion 
to the cell membrane during exocytosis.134-137 Cholesterol anchors have furthermore 
been used to bind hexagonal DNA structures similar to those presented in section 
3.1.2.138 Also DNA origami structures have been anchored to lipid bilayers.139, 140 A 
very recent report showed the reversible formation of DNA origami dimers on mobile 
lipid bilayers using UV and visible light irradiation. 
Porphyrins are less used as membrane anchors compared to cholesterol, yet have 
certain advantages. The larger hydrophobic area of porphyrins facilitates a stronger 
binding to the bilayer compared to cholesterol. Recently, a DNA based membrane 
pore, anchored to a supported phospholipid bilayer using porphyrins was 
demonstrated.141 In our group DNA was anchored to liposomes via a porphyrin 
anchor, and the effect of linker length, number of porphyrins (Figure 17), and energy 
transfer to the porphyrin were investigated.113, 114 The last is an important factor, which 
differentiates porphyrin anchors from for example cholesterol. The porphyrin is a 
chromophore absorbing light in the visible range, and can further act as an excellent 
electron donor in its excited state. This means that the porphyrin is a functional 
component able to perform photochemical reactions at the surface. It was further 
shown that the linker length between the DNA and porphyrin is important for 
reversible hybridization of liposome attached DNA. If the linker length is a single 
phenylethynylene unit, hybridization as examined through DNA melting curves and 
FRET measurements is hindered. However, linker lengths of two or three 
phenylethynylene units allowed the DNA to reversibly hybridize. The length of the 
DNA is also important. Longer DNA increases the solubility of the amphiphilic 
porphyrin-DNA molecule in buffered solution. It was further shown that the 
saturation density of anchored DNA on the liposome surface varied with the number 
of anchors. Two anchors showed lower binding density compared to one, indicating 
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that the second anchor helps to align the DNA in a perpendicular orientation 
compared to the bilayer surface. By attaching a fluorescent donor molecule to the 
DNA, energy transfer was measured, followed by an electron transfer to a membrane 
solubilized hydrophobic molecule. This functioning of energy transfer followed by 
electron transfer is similar to the functioning of light harvesting, and is further explored 
in papers 3 to 5. An introduction into light harvesting, and DNA based systems which 
mimic this process is given in section 4. 
 
Figure 17. A model of a DNA duplex anchored to a liposomal membrane via two covalently 
attached porphyrin moieties. Each strand contains a single porphyrin, and it was shown that 
alignment to the liposome surface increased with two anchors compared to one.114 
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4 LIGHT HARVESTING 
Any attempt to mimic nature requires an understanding of the underlying processes. In 
the case of photosynthesis, much work has been put into understanding the 
mechanisms which allow efficient and directed migration of energy, and a large portion 
of this is centered on available crystal structures of light harvesting complexes. Here, 
some general aspects of natural light harvesting will be discussed. The goal is to gain 
insight into the most important factors which allow the transfer of energy over large 
distances with high efficiency, in order to apply these to the artificial DNA based 
systems presented in papers 3 and 4. Furthermore, the structure of the electron transfer 
chain which allows the absorbed energy to be stored is of interest for the work 
presented in paper 5. 
4.1 NATURAL SYSTEMS 
The most heavily studied natural light harvesting systems are those of purple bacteria, 
due to the availability of high resolution crystal structures.142-146 Well separated 
spectroscopic characteristics of their component dyes have also made them especially 
amenable to time-resolved photophysical characterization.147, 148 As more crystal 
structures from various biological domains are being solved, the purple bacteria light 
harvesting system remains one of the most intuitive, and I have therefore chosen this 
as a primary example. The discussion is based primarily on the works of Schulten and 
Cogdell,149-154 to which the interested reader is directed. 
 
Figure 18. Main electron transport pathway from photoexcited “special pair” via BChl, BPh, and 
QA to QB in the reaction center of purple bacteria. Two reductions of QB occur before it leaves 
the system. Adapted from pdb file 1PYH. 
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The key element of photosynthesis is the reaction center (RC, shown in Figure 18). 
This is where energy is collected and temporarily stored through the reduction of a 
quinone QB to dihydroquinone. The reaction center consists of 4 chlorophyll molecules 
embedded in a protein matrix (the protein matrix is omitted for clarity), which itself is 
embedded in a phospholipid bilayer. Upon photoexcitation of the reaction center 
special pair (two electronically coupled chlorophylls in close proximity) an electron 
transfer chain reaction is activated. The first step is reduction of one of the remaining 
chlorophylls (BChl) which subsequently reduces a bacteriopheophytin (BPh) followed 
by reduction of a quinone (QA). The final step is the reduction of a loosely coupled 
quinone (QB) which can leave the system after two consecutive oxidations. The energy 
stored in the reduced quinone is used to maintain an energy gradient over the cell 
membrane. 
Figure 19 shows the purple bacterial PSU consisting of the reaction center and two 
types of peripheral antenna complexes.151 The first is known as LH1 and comprises 30 
chlorophyll molecules in a protein matrix embedded in the phospholipid bilayer, 
arranged in an ellipsoidal formation around the central reaction center. Surrounding 
LH1 are several identical structures called LH2 which each contain two concentric 
rings of chlorophylls, also embedded in a protein matrix. The inner, compact, ring 
incorporates 18 chlorophylls (LH2I), whereas the outer ring contains 9 (LH2O). The 
ratio between LH1 and RC is always 1:1, whereas the ratio of LH2 to RC can vary 
depending on growth and light conditions,155-158 ranging between 1:1 and 10:1. The 
protein matrix separates the dyes and prevents electron transfer reactions between 
them, which could otherwise result in unwanted photochemical reactions and thereby 
energy sinks. 
 
Figure 19. PSU of purple bacteria consisting of a RC, surrounded by the light harvesting antenna 
LH1. Surrounding LH1 are further antenna complexes (between 1 and 10 per RC) known as LH2. 
The system is embedded in a phospholipid bilayer in the plane of the paper, which is omitted for 
clarity. Chlorophyll pigments (green) are embedded in a protein matrix (gray). Excitation can occur 
on any pigment in the system and will travel to the reaction center via a series of homo-FRET 
(bidirectional arrows) and hetero-FRET (unidirectional arrows) energy transfer steps to the RC with 
95 % efficiency. Lowe half of the figure shows the energy landscape of the various pigments, creating 
an energy gradient towards the RC. Made using pdb files 1PYH and KZU. 
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The chlorophyll molecules in each ring differ only in their connections to the protein 
matrix, and their excitonic coupling, giving rise to slightly shifted spectra in the three 
rings. The chlorophylls display very high absorption coefficients of ~1-1.5105 M-1cm-1 
indicating large dipole strengths (see section 2.3),159 and relatively long singlet excited 
state lifetimes of ~1 ns.160 Furthermore, the Stokes shift (energy difference between 
absorption and emission) is small. This is a very important factor which means that 
there is spectral overlap between the emission and absorption spectra of these dyes, 
allowing effective homo-FRET transfer. In LH2I and LH1 the chromophores are 
electronically strongly coupled, with parallel aligned transition dipoles and a dye to dye 
spacing of ~10 Å. In LH2O the spacing is larger, and the coupling is weak. Due to the 
intervening protein matrix, the electronic coupling between adjacent rings is also weak. 
Although strong coupling is present, Förster theory can be used to understand many of 
the dynamics present in these systems. In this sense, homo-FRET is the mechanism of 
intra-ring transfer, and transfer between identical components of the LH2 rings, 
whereas hetero-FRET governs all other inter-ring transfers. 
Even with the weak coupling, transfer between rings is much faster than the lifetime of 
the excitation, and transfer within each ring is faster still, allowing >95 % of excitations 
(absorbed photons) to end up at the reaction center.161 The slowest transfer rate is 
between LH1 and RC, due to the comparably long distance between them. It is 
believed that the RC is shielded from the rest of the system in this way to avoid 
unwanted side reactions, which can completely quench the flow of energy transfer. The 
slight differences in environment between the various rings confers an energy gradient 
to the system where the energy of light absorbed follows the order LH2O (800 nm) > 
LH2I (850 nm)> LH1 (875 nm nm)> RC (960 nm). This is an important factor which 
helps to rapidly funnel the excitation energy to the RC, no matter where in the system 
excitation occurs. Recall that homo-FRET is a random walk process (2.4.3). The energy 
gradient thereby serves to direct the flow of excitation energy by incorporating a few 
unidirectional transfer steps. 
Although this discussion has focused on purple bacteria light harvesting some general 
considerations from other systems are in order. Both green plants and cyanobacteria 
have evolved from species similar to the purple bacteria.162, 163 This evolution has 
resulted in even tighter packing of the dyes.164, 165 In these systems the transition dipole 
directions of the chlorophylls do not seem to play an important role.166, 167 The 
conclusion is that if the dyes have sufficient dipole strengths and are placed sufficiently 
close together, the electronic coupling is so strong that alignment of the dipoles does 
not seem to be necessary for efficient transfer to the RC.  
It seems that the most important features of natural light harvesting to emulate in 
synthetic systems are the photophysical properties of the dyes involved, and their 
relative distances. Having a scaffold able to position numerous dyes seems to be an 
important first step for artificial antenna systems. By employing the architecture 
presented above, the purple bacteria RC has an effective absorption coefficient 
between 4.5 106 M-1cm-1 and 45 106 M-1cm-1 depending on light conditions during 
growth, representing an increase in excitation energy of 30-300 times delivered to the 
RC due to the antennas. 
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4.2 ARTIFICIAL SYSTEMS 
The ability to control the flow of energy in nano systems is an intriguing possibility, 
and one that has inspired a great deal of effort into creating artificial light harvesting 
systems. A plethora of approaches have been attempted, and inorganic systems are 
employed in photovoltaic cells today. Here focus will instead be placed on the attempts 
to use organic systems for light harvesting. Deeply entwined with this pursuit lies the 
field of organic based nano-photonics. These systems in turn aim to shuttle excitation 
energy over large distances, often using homo-FRET and energy gradients similar to 
natural light harvesting systems. These pursuits will lead to DNA based light harvesting 
and photonic structures, which will be given the most attention. 
4.2.1 ORGANIC SYSTEMS 
The first artificial organic systems relied on traditional organic synthesis to produce a 
single complex molecule consisting of light harvesting and reaction center units, 
coupled together via covalent bonds.168-173 These systems generally require organic 
solvents, but their main drawback is the incredible amount of time each synthesis takes. 
For every new system, a new synthetic route is necessary. Furthermore, covalent 
coupling of ever larger systems becomes extremely challenging, and the largest 
complexes made could only incorporate 4 light harvesting chromophores. The field of 
nano-photonics has employed similar structures to create molecular wires able to 
shuttle excitation energy over relatively large distances with high efficiency.174, 175 
However, the same drawbacks are present in these systems as for the artificial 
photosynthetic systems described above. Instead focus has shifted towards dendrimers 
and self-assembled systems as alternatives. Dendrimers allow for the inclusion of a 
larger number of light harvesting chromophores, and have resulted in very efficient 
systems.176-179 However, synthesis is still difficult, and the placement of the final 
acceptor at the core of a 3D shell is not advantageous for harnessing the transferred 
energy. Self-assembled organic systems show promise in that modularity is possible.180-
182 However, design of components to specifically self-assemble into pre-arranged 
patterns is extremely challenging. Some interesting work using virus-templated 
fluorophores seems promising in this regard.183, 184 
4.2.2 DNA BASED SYSTEMS 
There are many advantages to using DNA-based systems for artificial light 
harvesting.185 DNA nanotechnology allows for the construction of modular 
components which can self-assemble through sticky-end cohesion, and DNA 
structures are generally water soluble. DNA can be modified at specific bases with 
organic dyes, either externally or as a modified base, and a wide range of dyes are 
commercially available for external modification.186 In this way, design and synthesis of 
novel DNA light harvesting constructs can take as little as a few days.  
There are two main aspects of natural light harvesting that have been transferred to 
DNA based systems. The first is the use of an energy cascade to directionally transfer 
excitation energy between different dyes via the hetero-FRET mechanism. This avenue 
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has mainly been pursued in the area of nano-photonics. DNA based energy cascades 
have been designed with various dyes along a linear scaffold reaching up to 4 directed 
transfer steps.187-192 An example of this is shown in Figure 20 where the DNA is 
attached to a fluorescent quantum dot. The quantum dot has a very large absorption 
coefficient and is the initially excited dye in the system. The cascade consists of 4 
covalently attached dyes on the DNA, with decreasing energy between ground and 
excited states the further from the quantum dot they are placed. In this way energy 
jumps from the quantum dot via the covalently attached dyes and ends at the terminal 
acceptor dye. Another example employed DNA origami to position covalently attached 
dyes on a 2D scaffold.193 In this way an energy cascade was created where the direction 
of energy transfer could be controlled through the binding of a mediator dye. In our 
group a covalently attached dye was attached to DNA and transferred its excitation 
energy to a porphyrin acceptor. In the excited state the porphyrin could oxidize a 
quinone. 
 
Figure 20. Comparison between a photonic wire employing only a series of hetero-FRET 
transfers to transfer excitation energy (left)187 with a photonic wire employing both an energy 
cascade and mediating homo-FRET transfer reactions (right).27 Although the systems use 
different configurations and dyes, it is clear that the terminal transfer efficiency is greatly 
enhanced through the series of homo-FRET transfers. 
The second aspect of natural light harvesting that has been transferred to DNA based 
systems is the use of several identical dyes to transfer excitation energy over large 
distances via the homo-FRET mechanism. For effective homo-FRET, the dyes must 
be in close proximity. In our group a photonic wire and branched structure with 
selectable output were created using both an energy cascade and DNA intercalating 
dyes to take advantage of homo-FRET transfer steps.27, 194 The wire is shown in Figure 
20 as a comparison to the system employing purely an energy cascade. Although 
comparison between such differently constructed systems is difficult, it is clear that 
homo-FRET transfer steps greatly increase the terminal transfer efficiency. 
Intercalating dyes were also used by Armitage and co-workers as initial light harvesters 
able to transfer energy to specific covalently attached acceptors.195, 196 This principle is 
very similar to natural light harvesting, and resembles the systems we use in paper 3 
and 4. The first example of 3D DNA as a scaffold for light harvesting and energy 
transfer was a 7 helix bundle with 6 initial light harvesters, 6 intermediate dyes and a 
single acceptor (shown in Figure 21).197 In this way energy could in principle be 
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transferred via both homo-FRET and hetero-FRET mechanisms, although energy 
transfer in this system proved to be ineffective, likely due to large distances between 
the dyes, and poor spectral overlap. 
 
Figure 21. Cartoon of a DNA light harvesting and energy cascade structure based on a 7 helix 
bundle DNA scaffold.197 Light is initially absorbed by the covalently attached dyes with highest 
absorption energy (blue) and is subsequently transferred to dyes with lower energy excited states 
(green) through hetero-FRET. A second hetero-FRET transfer occurs from the green to the red 
dyes.  
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5 ORIGINAL WORK 
5.1 REVERSIBLE ASSEMBLY OF DNA CONSTRUCTS AT 
THE LIPID-AQUEOUS INTERFACE  
(PAPERS 1 AND 2) 
The goal of this work was to investigate the self-assembly properties of DNA when 
anchored to phospholipid bilayers. The work is in many ways a natural extension from 
work in our group concerning the attachment of DNA to liposomes and investigations 
into dynamic DNA behavior at this interface, as presented in section 3.3.1. The work 
presented below was performed both in solution where lipids had been extruded to 
form unilamellar liposomes of 100 nm diameter, and on supported lipid bilayer 
surfaces. Two DNA structures were investigated, and are shown in Figure 22. The first 
is a simple 39mer duplex where one strand has been covalently modified with a zinc- 
porphyrin anchor. This structure was studied on supported bilayers using the QCM-D 
technique. The second structure is built from nine single strands, and forms a pseudo-
hexagon. It consists of a central hexagon with 10 base-pairs per side (this motif is 
shown in Figure 12, section 3.1.2), and 3 protruding arms. Anchoring is provided by 
covalent porphyrin modification of one of the two strands in the arm duplex, and the 
anchoring strand is identical for both the pseudo-hexagon and the linear construct. In 
this way, 1-3 arms can be modified providing structures with anywhere between 1 and 
3 anchors. The pseudo-hexagon structure was studied both in solution attached to 
liposomes and on supported bilayers. 
 
Figure 22. Top panel shows the 39mer duplex structure with one porphyrin anchor. The bottom 
panel shows one the three possible pseudo-hexagon structures. This structure has two 
porphyrins and is therefore named Hex2P. The structure is color coded so that complementary 
sequences have the same color. Arms containing porphyrins have different sequence than arms 
without porphyrin allowing for the specific placement of porphyrin modifications. The central 
hexagon has the same sequence for all constructs. 
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5.1.1 LINEAR CONSTRUCT (PAPER 1) 
The main QCM-D experiments conducted for the 39mer duplex structure are shown 
schematically in Figure 23, and include binding to the bilayer, hybridization of a 
complementary strand to a surface anchored strand, and melting of the duplex while 
one strand is attached to the bilayer. Two linker lengths between the DNA and 
porphyrin were compared, containing either two (bi-pe) or three (tri-pe) 
phenylethynylene units. At room temperature the anchoring strand in single stranded 
form proved to bind very slowly to supported lipid bilayers, making it impossible to 
study hybridization at the surface. This was attributed to hydrophobic intramolecular 
interactions between the porphyrin and exposed DNA bases. The most important 
measurements were therefore conducted at 60 C, where the higher temperature greatly 
increased the binding rate. Binding of ss tri-pe was still slow at this elevated 
temperature, so ss bi-pe was primarily studied. It should be noted that binding of both 
double strands, ds bi-pe and ds tri-pe, was efficient even at room temperature. 
 
Figure 23. Schematic representation of the main experiments and results from studying the 
39mer linear construct. The left panel shows that ss bi-pe/tri-pe bind strongly to the bilayer, 
although an increase in temperature is needed to overcome a kinetic barrier. The second panel 
shows hybridization of the anchored single strand with its complementary sequence (ss comp). 
The second panel also shows that hybridization is a reversible process, and that the duplex can 
be melted while the anchoring strand remains attached to the surface. The right panel shows 
strong binding of ds bi-pe/tri-pe to the bilayer. 
Figure 24A and B compare QCM-D measurements of real-time binding of single (ss) 
and double stranded (ds) bi-pe to supported lipid bilayers at 60 C. The 13th overtone 
is plotted, as this was least susceptible to air bubbles which had formed at this elevated 
temperature. In Figure 24A the frequency change (Δf) is plotted versus time, as a 
solution of either ss or ds bi-pe is made to flow over the bilayer, and Figure 24B shows 
- 51 - 
the concomitant dissipation change (ΔD). The decrease in frequency indicates an 
increase in surface mass (through the Sauerbrey equation, section 2.6) revealing that 
binding to the bilayer occurs for both structures. Furthermore, the frequency changes 
indicate that more single strands bind to the bilayer compared to double strands, at 
saturation. This behavior is expected based on the stiffness of the two adsorbing 
molecules. The single strand has a short persistence length allowing denser packing in 
the bilayer, whereas the duplex is relatively stiff and occupies a larger projected surface 
area. 
 
Figure 24. (A) Frequency changes obtained upon binding of ss and ds bi-pe to supported lipid 
bilayer at 60 C. (B) Concomitant dissipation changes measured simultaneously with (A). (C) The 
dissipation data in (B) plotted versus the frequency data in (A), revealing fingerprints of the 
binding. (D) Hybridization of bound ss bi-pe with its complementary strand sscomp at half (red 
line) and full (purple line) surface coverage. 
The viscoelastic properties of the adsorbed DNA films are related to the ratio between 
the changes in dissipation and frequency (-ΔD/Δf, see section 2.6). From Figure 24A 
and B it is difficult to determine by eye whether ss bi-pe and ds bi-pe vary in this 
regard. Instead, a plot of the dissipation change versus frequency change (termed 
ΔD-Δf) reveals viscoelastic variations in the two films, as shown in Figure 24C, where 
the data from Figure 24A and B are replotted. The arrows indicate the progression in 
time. Such a plot can serve as a fingerprint of the binding as a function of increasing 
adsorbed mass if there is a difference in viscoelastic properties between the surface 
films formed (see section 2.6). Clear differences are observed between the ss bi-pe and 
ds bi-pe ΔD-Δf plots, indicating that the double strand forms a more rigid layer with 
lower ΔD values as Δf increases. This is expected based on the much longer persistence 
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length of duplex DNA compared to single stranded DNA (section 3.1.1). The obtained 
fingerprints can subsequently be used to study processes which transfer the system 
from single to double stranded form or vice versa (hybridization and denaturation). 
One can thereby see if the system is completely double stranded, completely single 
stranded, or in an intermediate state by comparing with the fingerprints in Figure 24C. 
The effect of hybridization on the structural properties of the ss DNA film was studied 
at two different single strand surface densities by flowing a solution of the 
complementary strand, ss comp, over the surface, as shown in Figure 24D, where the 
two fingerprints from Figure 24C have been colored gray to aid in determining if 
hybridization is complete. At half coverage of ss bi-pe hybridization is observed as a 
decrease in frequency and dissipation (red curve), where the arrow indicates the 
direction the curves progress as a function of time. Although not shown in this plot, 
the process is rapid, taking only ~100 s before both the frequency and dissipation have 
ceased to change. Based on the fingerprints in Figure 24C it is clear that a complete 
layer of double stranded constructs is formed with ~100 % efficiency, since the values 
of ΔD and Δf correspond to a double stranded layer. The complementary strand must 
therefore be able to wrap around the site of the porphyrin modification to form the 
duplex. At full coverage of ss bi-pe the behavior is more complicated to interpret. One 
important observation is that there is an initial increase in adsorbed mass, followed by a 
decrease to a value very similar to that for hybridization at half coverage. During this 
process the dissipation steadily decreases, also to a value similar to that obtained for 
hybridization at half coverage of ss bi-pe, indicating that the layer formed has exactly 
the same fingerprint as a full layer of ds bi-pe. For this to happen, roughly half of the 
bound molecules must have desorbed from the surface, which is corroborated by the 
observed overall decrease in mass upon hybridization. Upon hybridization at full 
coverage of ss bi-pe, bound molecules are forced into solution by the hybridization 
process at the surface, in order to make room for the duplexes. It seems that there are 
two likely scenarios which could explain the ΔD-Δf plot. The initial increase in mass 
could indicate that the complementary strands initially bind rapidly to the surface-
anchored strands, but only with a few base-pairs followed by zipping of the helix to 
form the complete duplex. It would then be this zipping which forced some molecules 
to desorb. Alternatively, there is room on the surface for some single strands to fully 
hybridize yielding an initial increase in mass. As more strands hybridize the surface 
eventually becomes saturated, and further hybridization results in desorption of some 
strands. 
Both the rapid hybridization at half coverage and the expulsion of surface bound 
molecules upon hybridization at full coverage are a consequence of the unique 
properties of the lipid bilayer and the porphyrin anchor. It seems that the soft nature of 
the bilayer allows for rapid hybridization, even at the site of the porphyrin 
modification. Furthermore, the coupling between the porphyrin and the lipid bilayer is 
strong enough to allow binding without significant dissociation, but dynamic enough to 
allow adaptation of the binding density upon hybridization at high coverages. 
Denaturation, the reverse process of hybridization, is energetically unfavorable due to 
the low free energy of the duplex compared to two single strands. To denature the 
duplex either energy is required, in the form of elevated temperatures, or other 
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conditions which decrease the stability of the duplex. Unfortunately, large changes in 
temperature greatly affect the frequency and dissipation, resulting in signal drifts and 
the fingerprints become impossible to follow. Instead, denaturation was monitored 
indirectly as re-hybridization of the duplex after denaturation at 80 C, removal of 
unanchored single strands and cooling to room temperature. The binding of ds tri-pe 
to a bilayer and rehybridization following the above procedure is shown in Figure 25 
through changes in frequency. The data is similar to hybridization at half coverage of 
single strand at 60 C as expected, with both a similar frequency and dissipation shift 
(not shown). Heating and cooling are not shown in the figure, and the frequency 
response after the heating/cooling procedure has been adjusted to compensate for 
drifts in frequency during the procedure. 
 
Figure 25. Frequency changes obtained upon rehybridization of surface anchored ss tri-pe with 
its complementary sequence ss comp. The figure shows the initial addition of liposomes and 
formation of the supported bilayer. This is followed by addition of ds tri-pe until saturation. The 
system is subsequently heated to 80 C and unanchored strands are removed. This is followed by 
cooling to room temperature. Heating and cooling are not shown, but occur during the break in 
the Time axis. Finally ss comp is added resulting in hybridization and a decrease in frequency. 
The dotted line corresponds to the initial and final state of the system which is a SiO2 surface in 
buffer. The frequency change after the whole procedure and following washing with SDS is 
shifted to match with that of the initial system. 
To avoid the large frequency and dissipation changes associated with changes in 
temperature, denaturation of the anchored duplex was attempted by exchanging the 
bulk solution to purified water. This process should destabilize the helix and perhaps 
denature the duplex. However, this was not observed and instead duplexes were ejected 
into solution in a manner similar to hybridization at full coverage of ss bi-pe. This was 
attributed to increased repulsion between neighboring duplexes as the positively 
charged counter ions were removed by the purified water. Interestingly, not all 
duplexes desorbed from the bilayer; even after several tens of minutes of rinsing with 
purified water around 15% remained bound. 
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5.1.2 HEXAGONAL CONSTRUCT (PAPER 2) 
Although hybridization and denaturation of anchored duplex DNA are good starting 
points to demonstrate the applicability of lipid bilayers as substrates for DNA 
nanoconstructs, we wished to study larger constructs and how they can be aligned to 
the membrane surface. Such alignment is important for communication with the 
surface through, for example, electron transfer reactions, and for the formation of 
larger structures by connecting lipid bound DNA modules. The studied structures are 
shown in Figure 26 and are based on the hexagon motif presented in Figure 12, section 
3.1.2 where three of the strands have been extended by 39 bases. The sequences of 
these overhangs are identical, and designed to hybridize with the anchoring strand 
presented above (ss tri-pe). This allows the same anchoring strand to bind to the three 
protruding arms. Alternatively, the sequence protruding from the hexagon could be 
modified to instead bind a complementary strand lacking the porphyrin anchor. In this 
way the placement of porphyrin anchors could be controlled, with a total number of 
anchoring porphyrins of 1 (Hex1P), 2 (Hex2P), or 3 (Hex3P). The pseudo-hexagon 
shown in Figure 26 is color coded to reflect this, where the arms containing porphyrins 
are blue, whereas the arms without porphyrin are colored gray. 
 
Figure 26. Pseudo-hexagonal structures with porphyrin anchors placed on the protruding arms. 
The number of arms modified with porphyrins could be varied between 1 (Hex1P), 2 (Hex2P), 
or 3 (Hex3P). 
5.1.2.1 ANCHORED TO LIPOSOMES 
The role of the number of porphyrins per construct on the binding density in the 
bilayer was investigated by titrating small amounts of each construct to a solution of 
liposomes. Changes in the fluorescence spectrum of the porphyrin were used to follow 
the fraction of membrane-bound porphyrin, and thereby obtain a binding curve. The 
binding curve was analyzed by fitting to equation 47,  
ሾܪ݁ݔܲሿ௕௢௨௡ௗ ൌ
భ
಼ାሾு௘௫௉ሿ೟೚೟ାሾ௅బሿ·௡
ଶ െ ට
భ
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ସ െ ሾܮ଴ሿ · ݊ · ሾܪ݁ݔܲሿ௧௢௧
మ
 (47) 
where ሾܪ݁ݔܲሿ௕௢௨௡ௗ  is the concentration of bound construct, ሾܮ଴ሿ  is the lipid 
concentration in solution, ሾܪ݁ݔܲሿ௧௢௧ is the total concentration of construct, ܭ is the 
equilibrium constant, and ݊ is the number of binding sites per lipid. The value of ݊ was 
used to calculate the area occupied by the construct in units of Å2, as shown in Figure 
27a and b. 
 
- 55 - 
 
Figure 27. (a) Hydrodynamic diameter of DNA-liposome constructs and fitted binding area from 
spectrofluorometric titrations as a function of the number of porphyrin anchors per DNA 
construct. (b) Schematic drawing of the anchored DNA constructs where the fitted binding site 
area is displayed in purple. 
The measurements revealed that the binding area increased with the number of 
anchors, meaning that fewer constructs could be anchored to the surface for Hex3P 
compared to Hex1P. This is likely an effect of the alignment of the structures to the 
surface. It is important for this discussion to remember that each side of the hexagon is 
connected by two thymines (TT) which are not base-paired. Also the three arms are 
coupled to the central hexagon in this way (see Figure 22 where black color indicates 
TT). For Hex1P the structure is very flexible since it is coupled to the surface with only 
a single anchor point, and can therefore protrude away from the surface, displaying a 
smaller projected surface area. The surface area of Hex3P obtained from the fitting 
procedure is much larger, due to anchoring of each arm to the bilayer surface. A similar 
fitted area was obtained for Hex3P as the area of the central hexagon, indicating that 
this structure is indeed aligned with the membrane surface.  
To further investigate the role of the number of anchors on the alignment of the 
constructs to liposomes, hydrodynamic size measurements of the liposome-DNA 
diameter were performed using dynamic light scattering (DLS) at saturating amounts of 
each of the DNA constructs. There are two factors which are expected to influence the 
diameter of the liposomes upon binding of the DNA-porphyrin structures. The first is 
the effect of the anchor itself. Incorporation of the porphyrin into the liposomes adds a 
large amount of mass, and the liposomes are expected to swell. Since Hex3P contains 
three anchors, one would expect this effect to be largest for this construct. The second 
effect is from the DNA itself. Hex1P is expected to protrude away from the surface 
and therefore increase the hydrodynamic radius significantly compared to the 
membrane aligned Hex3P. Figure 27 shows that the hydrodynamic diameter follows 
the order Hex1P>Hex2P>Hex3P and corroborates the findings from the 
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spectrofluorometric titration wherein Hex1P was seen to occupy a smaller surface area 
by protruding away from the liposome surface. 
 
Figure 28. UV absorption melting curves of prehybridized Hex3P anchored to liposomes via 3 
porphyrin anchors. Black curves represent the initial heating phase, purple curves are cooling, 
and light blue curves are a second heating cycle. Panel a shows melting curves upon variation of 
the lipid concentration at a constant concentration of Hex3P. At high ratios of Hex3P:Lipid, the 
DNA melts reversibly, in a similar manner to bulk solution. As the ratio decreases, reannealing 
forms aggregates of liposomes connected by the DNA, as seen through the higher absorption 
values. Panel b shows that this aggregation behavior is not only dependent on the Hex3P:Lipid 
ratio, but also on the total concentration of the two components in the solution. At low 
concentration aggregation is not observed. 
Reversible formation of the DNA nanostructures when attached to lipid bilayers is 
paramount for self-healing applications. Completely reversible structure formation of 
prehybridized Hex1P and Hex2P anchored to liposomes was observed through UV 
DNA melting curves, which were identical to melting curves obtained without 
liposomes. For Hex3P the ratio between porphyrin-DNA and liposomes in solution 
and the total concentration of both liposomes and porphyrin-DNA play an important 
role for the reversible formation of the structures. UV melting curves of prehybridized 
Hex3P attached to liposomes are shown in Figure 28. The black curves are the initial 
heating and show two transitions corresponding to melting of the central hexagon (~40 
C) and melting of the arms (~80 C). It is important to note that the anchoring 
strands remain bound to the liposome even at the elevated temperature, exactly as 
observed for the linear structure described above. Panel (a) shows the effect of 
increasing the concentration of lipids while keeping the concentration of Hex3P 
constant. There are two factors which are influenced by the increase in lipid 
concentration. The first is that the density of Hex3P attached to each liposome 
decreases. The second is that the concentration of liposomes in solution increases. At 
low lipid concentrations, reversible structure formation is observed. At higher lipid 
concentrations, melting results in large distances between anchors on the liposome 
surface. In this case cooling after denaturation can result in rehybridization between 
anchors attached to separate liposomes, which in turn induces liposome aggregation. 
- 57 - 
The liposome aggregates scatter UV-light efficiently and this is observed as large 
increases in OD (optical density) upon cooling (purple curves) to a temperature near 
the melting point of the hexagon part of the structure. The increase in liposome 
concentration is also expected to play a role in this effect, since the mean distance 
between liposomes decreases at high lipid concentrations, increasing the likelihood of 
hybridization between liposomes. It should be noted that the aggregates are easily 
dissolved by increasing the temperature again (light blue curves). To determine the 
influence of liposome concentration specifically, panel (b) shows a dilution series where 
the density of Hex3P per liposome is held constant, but the overall concentration of 
the sample is reduced. At high concentrations, liposome aggregation is observed, yet 
dilution results in larger distances between liposomes and aggregation does not occur. 
5.1.2.2 ANCHORED TO SUPPORTED BILAYERS 
5.1.2.2.1 MOBILITY IN BILAYER 
To demonstrate that the lipid bilayer acts as a mobile surface able to transport 
anchored DNA constructs, the diffusion of ds tri-pe, Hex1P, Hex2P and Hex3P 
anchored to supported lipid bilayers was investigated using fluorescence recovery after 
photobleaching (FRAP) and the results are shown in Figure 29. Analysis of the FRAP 
data revealed that all structures diffused on the bilayer surface. As expected, the 
diffusion rate depended both on the mass of the anchored DNA, and on the number 
of anchors per construct. The fastest diffusion was observed for ds tri-pe with a 
diffusion coefficient similar to fluorescently labeled lipids.30 Hex1P contains the exact 
same anchoring strand as ds tri-pe and differs only in the mass of the anchored DNA, 
and the diffusion coefficient for this construct is lower due to the higher load. The 
number of anchors is also important, with the diffusion coefficients of the pseudo-
hexagonal structures following the order Hex1P>Hex2P>Hex3P. 
 
Figure 29. Diffusion coefficients of the porphyrin-DNA constructs anchored to lipid bilayers as 
obtained through FRAP measurements. 
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5.1.2.2.2 QCM-D SURFACE MEASUREMENTS (NOT (YET) 
INCLUDED IN PAPER) 
Although reversible formation of the constructs Hex1P, Hex2P and Hex3P on 
liposomal surfaces was observed based on UV melting curves, we wished to study if 
the same behavior could be observed on supported lipid bilayers. Furthermore, 
anchoring to the supported bilayer enables the exchange of bulk solution. In this way 
denatured strands can be removed from the system, and new strands added, greatly 
increasing the versatility of the system. This allows for not only the reversible 
formation of a single construct, but also the ability to change this construct into a new 
one, while using the same anchoring strand (vide infra, Figure 33).  
QCM-D measurements were performed to study the binding of Hex1P, Hex2P, and 
Hex3P to supported lipid bilayers. We wished to study reversible structure formation 
based on the frequency and dissipation responses as was done for hybridization of 
anchored ss bi-pe in section 5.1.1 To follow reversible formation using this method 
clear differences between the ΔD-Δf curves are necessary. Such differences are 
expected based on the liposome solution data for two reasons. The first is that the total 
mass (frequency change) observed by QCM-D upon saturation binding should have 
the order Hex1P>Hex2P>Hex3P due to the decrease in surface densities along this 
sequence. More importantly, Hex1P is expected to be a less stiff structure and 
therefore have a higher dissipation per frequency, due to internal motion at the TT 
hinges which dissipates energy. Hex3P is anchored in three places and aligned to the 
surface, meaning that the degrees of freedom and possibility of intramolecular energy 
dissipation are heavily reduced, and Hex3P is expected to show the lowest ΔD values 
as Δf decreases (surface mass increases). 
Figure 30A shows the ΔD-Δf plots for binding of the three constructs to supported 
lipid bilayers. The three structure types are clearly distinguishable from each other at 
binding densities corresponding to a frequency shift of at least -10 Hz. The trend is as 
expected with Hex1P forming the softest film, followed by Hex2P, and Hex3P 
showing the stiffest film. The curve for the 39mer ss tri-pe hybridized to its 63mer 
complementary strand (ds arm) which has sequences which form two sides of the 
hexagon (see Figure 22) is shown for comparison, and displays an even stiffer film. 
Again we wished to demonstrate reversible assembly of the structures at the interface 
between the bilayer and buffered solution. Furthermore, the attachment to supported 
bilayers allowed us to determine if this was possible without annealing the structures, 
by removing unanchored strands after denaturation and subsequently performing the 
reassembly at room temperature. Two methods of denaturation were attempted, and 
both resulted in selective disassembly of the hexagon, leaving the arms, consisting of  
39mer anchoring strands hybridized to their 63mer complementary strands, on the 
surface (these constructs are termed ds arm). The first denaturation method was to 
increase the temperature to a value between the melting of the hexagon and the arms 
(45 C was chosen). The second was to exchange the bulk fluid pH from 8 to 10.3, 
resulting in weakened hydrogen bond interactions between the DNA base-pairs.  
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Figure 30. Binding of pseudo-hexagonal structures to supported lipid bilayers and reversible 
formation of bound structures at the lipid/aqueous interface. (A) ΔD-Δf plots of Hex1P, Hex2P 
and Hex3P upon binding to supported lipid bilayers. Binding of ds arm is shown for 
comparison. (B) Re-formation of pseudo-hexagonal structures (Hex1P and Hex2P) after 
denaturation of the central hexagon by heating to 45 C. The gray curves show the initial binding 
of the structures, and the circle indicates the values of ΔD and Δf after heating, removal of 
dissociated strands, and subsequent cooling. From this point the missing strands are added to 
reform the initial structure, as indicated by the arrow. (C) As (B), but denaturation of the central 
hexagon was accomplished by flowing a solution with pH = 10.3 (compared to the buffer pH = 
8) over the surface. (D) The frequency response of Hex2P in (C) plotted versus time showing (I) 
binding to the bilayer, (II) washing with buffer, (III) exchange to pH = 10.3 solution, (IV) 
exchange to buffer, (V) addition of connecting strand and (VI) addition of prehybridized missing 
strands (see Figure 31). 
The ΔD-Δf responses upon reversible formation of the central hexagon at the bilayer-
aqueous interface after heating to 45 C is shown in Figure 30B and after exchanging 
the bulk to high pH solution is shown in Figure 30C. The responses look very similar 
in the two cases. The figures show the initial binding of Hex1P and Hex2P in gray and 
ds arm is shown in black for comparison. The denaturation process and removal of 
unanchored strands is not shown due to the large shifts in frequency and dissipation 
this entails. Addition of the missing strands is shown in blue for Hex1P and in red for 
Hex2P, and the arrows indicate the progression of the signal in time. After the 
denaturation procedure and return to normal buffer at room temperature, only ds arm 
is left on the surface (marked with a circle). For a perfect system where there is no drift 
in the QCM-D signal upon exchange of the bulk solution, and where a perfect layer of 
ds arm is formed, the blue and red curves should intersect the curve for ds arm. 
Although this is not the case, the ΔD-Δf values are very similar to that of ds arm for 
both constructs. The red and blue curves progress to ΔD-Δf values similar to the initial 
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constructs Hex1P and Hex2P indicating that reversible formation is indeed occurring. 
For Hex3P (not shown) this was not the case. The structure could be disassembled, but 
reassembly showed ΔD-Δf values differing from the initial binding curve. 
To help understand the reversible assembly process in detail, the frequency shifts for 
the complete process for Hex2P; (I) initial binding, (II) buffer rinse, (III) pH 
denaturation, (IV) return to normal pH, and (V-VI) subsequent reassembly, are shown 
in Figure 30D. A schematic diagram of the same process is shown in Figure 31. The 
initial binding results in an increase in surface mass (decrease in frequency). Rinsing 
then removes some constructs from the layer and the frequency increases slightly. The 
change to high pH solution initially results in a small decrease in frequency followed by 
a relatively large frequency increase. The small decrease is due to the bulk liquid 
change, but is not easily observed due to the almost immediate onset of dissociation of 
denatured strands from the surface, which decreases the sensed mass (increased Δf). 
After stabilization, the bulk fluid is returned to normal buffer resulting in a further 
increase in Δf. Finally the reassembly is performed in a two-step procedure. This was 
done to increase the probability of hybridization resulting in ring-closed structures as 
opposed to large chains of ds arm hybridized to each other. The surface contains two 
types of ds arm diffusing freely. The first step hybridizes these pair-wise using a short 
strand from the hexagon which contains two stretches and a TT bridge; each stretch 
able to attach to one type of ds arm (see Figure 31). The last step is the addition of the 
prehybridized remaining strands, which ring-closes the structure. 
 
Figure 31. The process of reversible structure formation of Hex2P attached to the lipid bilayer 
via two porphyrin anchors, at room temperature. The six steps (I-VI) correspond to the steps 
shown in Figure 30D. 
The intermediate state (between IV and V) with only ds arm on the surface allows a 
more versatile route to structure formation than previously shown, through the use of 
strand displacement. Each ds arm consists of the 39mer ss tri-pe hybridized to a 
63mer complementary sequence, yielding a 24mer overhang. This overhang can act as a 
toehold for strand displacement where a third strand (ss fc) is added which is fully 
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complementary  to the 63mer strand attached to ss tri-pe. The duplex formed between 
the two 63mer strands is thermodynamically more stable than the duplex ds arm. 
When ss fc is added to a bilayer containing ds arm hybridization of the 24mer toehold 
region is expected, followed by strand displacement due to the lower free energy of the 
63mer duplex. The resulting frequency changes due to this process are shown in Figure 
32A where (I) ds arm is added to the bilayer, followed by (II) buffer rinse, (III) 
addition of ss fc, and (IV) addition of the 63mer sequence which was previously 
removed. The frequency increases upon addition of ss fc (decrease in mass) as 
expected, and the process is fully reversible since hybridization with the 63mer 
sequence results in a layer with similar mass as the initial ds arm construct. 
So how does strand displacement yield a versatile route to structure formation? The key 
is the layer of ss tri-pe, the anchoring strand in single stranded form, which is formed 
in step III. Such a layer could not be created by simply flowing the strand over an 
empty bilayer, due to intramolecular hydrophobic interactions (see section 5.1.1). From 
a layer filled with ss tri-pe any of the structures discussed up to this point can be 
created by simply adding the prehybridized missing strands. In fact, any DNA structure 
with a complementary sequence to ss tri-pe could be anchored in this way. We 
demonstrate this in Figure 32B which shows the frequency changes upon adding the 
prehybridized missing strands needed to form Hex1P, Hex2P, and Hex3P to a layer of 
ss tri-pe formed using the strand displacement method. A difference in bound mass is 
expected depending on the number of anchoring strands each construct binds. For 
example, Hex1P binds a single anchor strand and the frequency shift is expected to be 
three times larger than for Hex3P, which binds three anchor strands per construct. The 
ratio between the obtained frequency shifts exactly matches the expected trend. 
 
Figure 32. (A) Strand displacement reaction followed by rehybridization. (I) The structure ds arm 
is bound a lipid bilayer, followed by (II) buffer rinse, (III) strand displacement using ss fc, and 
(IV) rehybridization using the strand which was displaced. (B) Formation of the three structures 
Hex1P, Hex2P and Hex3P following a strand displacement reaction. 
In summary, we have demonstrated that it is possible to start with any of the structures 
Hex1P, Hex2P, or Hex3P, and obtain a surface consisting solely of the anchoring 
strand by first denaturing the central hexagon followed by competitive strand 
displacement. From the resulting ss tri-pe layer it is possible to come full circle, since 
any of the three structures can be formed from a layer of anchoring strands. This whole 
process, starting from one structure and finishing with another is demonstrated in 
Figure 33. (I-II) Two layers with equal amounts of Hex3P are formed, and (III) the 
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central hexagon is denatured using a high pH solution where the unanchored strands 
are removed. (IV) The solution is returned to normal buffer, followed by (V) strand 
displacement using three versions of ss fc. Finally, (VI) either Hex1P or Hex2P is 
formed by addition of prehybridized missing strands, resulting in clearly different 
frequency changes, indicating that Hex1P and Hex2P are formed at the surface.  
 
Figure 33. The reversible formation of any of the hexagonal structures on the bilayer membrane 
demonstrated where two layers of Hex3P are denatured and reassembled to form a layer of 
Hex1P and a layer of Hex2P. (I) Initial binding of Hex3P (II) buffer rinse (III) exchange to high 
pH solution (IV) return to normal buffer (V) strand displacement using ss fc (VI) formation of 
Hex1P (blue) or Hex2P (red).  
5.2 DNA BASED PHOTOSYNTHETIC COMPONENTS 
(PAPERS 3-5) 
Here we approach the subject of photosynthesis by developing both DNA based light 
harvesting components as well as a simple reaction center. Focus will be placed on the 
development of the light harvesting antennae and the simple reaction center will be 
presented last. Furthermore we have developed a surface attachment technique for 
DNA origami using porphyrin anchors and surfaces consisting of the amorphous 
fluoropolymer Teflon AF, which is compatible with fluorescence microscopy imaging 
and with the components required for our light harvesting systems. 
5.2.1 DNA BASED LIGHT HARVESTING ANTENNAE (PAPERS 3 AND 4) 
Our approach to light harvesting is very similar to the DNA based systems developed 
by Armitage and coworkers, employing intercalating YO dyes as initial light absorbers, 
although they did not study their systems in this context.195, 196 The DNA constructs we 
have investigated as scaffolds are drawn to scale in Figure 34 to allow for comparison 
of their sizes. For ease of reference they have been designated the wire, the pseudo-
hexagon (or hexagon for short) and the 2D DNA origami (origami for short). All these 
systems employ DNA as a scaffold able to hold intercalating YO dyes, which are the 
light harvesting and energy donor constituents. YO chromophores generally bind to 
DNA with nearest neighbor exclusion potentially allowing 20 dyes in the wire 
construct, 50 dyes in the pseudo-hexagon and 3500 dyes in the origami. Covalent 
modifications of the DNA allow for the specific placement of acceptors in the system, 
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and the placement of the acceptors in our structures are marked with orange stars in 
the figure. 
 
Figure 34. Size comparison between the DNA based light harvesting systems employed in this 
thesis. The intercalated YO donor dyes have been omitted for clarity, and their incorporation 
would result in extension and unwinding of the DNA helices. Each structure is drawn to scale. 
Gray cylinders have been added to the origami structure to aid in visualization. Positions of 
acceptor dyes are marked with orange stars, and consist of porphyrin modifications for the 
pseudo-hexagon and wire and the dye ATTO-565 attached to specific staple strands for the 
DNA origami system. 
Already at this stage it is insightful to compare our systems with those found in nature. 
As was discussed in section 4.1, the main factor which enables efficient light harvesting 
in natural systems is many light absorbing dye molecules which are able to transfer 
excitation energy via the homo-FRET mechanism. The chlorophylls are great examples 
of this, embodying very large oscillator strengths, small Stokes shift, an excited singlet 
state lifetime in the ns range, and dense packing in protein scaffolds. In section 3.2.1 
we considered the intercalation of YO dyes between DNA bases. These dyes have large 
oscillator strengths when bound to DNA (although smaller than the chlorophylls), 
small Stokes shift and ns excited singlet state lifetimes. Furthermore, the DNA scaffold 
ensures that the distance between neighboring YO chromophores is ~10 Å at 
saturation, and homo-FRET between YO dyes should therefore be efficient. The 10 Å 
spacing of YOs in DNA is almost identical to the spacing between chlorophylls in the 
highly ordered LH2I and LH1 antenna rings in purple bacteria. In terms of antenna 
size, the pseudo-hexagon ring structure resembles the ring structure of LH1, and both 
are able to contain ~30 chromophores at saturation. The origami on the other hand is a 
much larger 2D sheet of connected duplexes. Binding of light harvesting dyes in flat 
2D origami resembles the architecture of PS1 (photosystem 1) from higher plants and 
cyanobacteria,164, 165 although the origami is a great deal larger. PS1 is known to have 
evolved later than purple bacteria light harvesting systems, incorporating a higher 
density of dyes.162, 163 In many ways the origami system we employ is an evolution of 
the wire and pseudo-hexagon structures, also allowing higher dye densities which 
should increase the amount of light harvested by increasing the number of absorbers 
and by facilitating homo-FRET. 
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5.2.1.1 WIRE AND PSEUDO-HEXAGON (PAPER 3) 
The wire and pseudo-hexagon systems will be presented separately from the origami 
due to differences in the number and type of terminal energy acceptor used. The wire 
and pseudo-hexagon contain a covalently attached porphyrin molecule, the same as 
described in section 5.1 (tri-pe), which acts as energy acceptor. There is spectral 
overlap between the emission of YO and absorption of the porphyrin, allowing hetero-
FRET energy transfer. For these light harvesting constructs the porphyrin is free-base, 
which means it is lacking the central coordinated Zn2+ ion. The lack of the metal ion 
ensures increased fluorescence and ease of detection, yet is not fundamentally 
necessary.  
There are several advantages to using a porphyrin compared to a conventional dye as 
terminal energy acceptor. Firstly, the porphyrin allows anchoring of the structure to 
lipid bilayers as described for the systems studied in section 5.1 and discussed in section 
3.3.1. In this way the porphyrin is protected from possible hydrophobic interactions 
with the YO dyes. A clear increase in fluorescence from the porphyrin was observed 
when in the bilayer compared to in aqueous solution, making detection of the 
sensitized emission possible. This fluorescence may otherwise be drowned out by the 
strong fluorescence from YO. Secondly, the porphyrin can act as an electron donor in 
its excited state, as briefly discussed in sections 3.2.2 and 3.3.1. In this way it may be 
possible to harness the energy which is harvested and perform electron transfer 
reactions, similar to those found in photosynthetic systems. This role for the porphyrin 
is studied further at the end of this section. The assembled light harvesting wire 
structure bound to liposomes is shown schematically in Figure 35, which also shows a 
possible energy transfer pathway from an initially excited absorber, via homo-FRET 
energy transfer to a neighboring dye, and finally through hetero-FRET transfer to the 
acceptor. 
 
Figure 35. (A) Schematic drawing of the light harvesting assembly consisting of the wire 
construct anchored to liposomes (not drawn to scale). Porphyrin anchors bind the DNA wires to 
the liposome, and YO (spheres) binds between DNA bases. The functioning of the system as a 
light harvesting antenna is shown for the construct bound at the top of the liposome. Energy is 
initially absorbed by a YO chromophore and subsequently shuttled along the wire via homo-
FRET energy transfer until it is transferred to the porphyrin from a nearby YO via the hetero-
FRET mechanism. (B) Schematic drawing of a single wire construct with intercalated YO (the 
membrane is not shown for clarity). The funneling of excitation energy towards the reaction 
center is depicted with red arrows, and a funnel. 
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To quantify the functioning of the system in terms of light harvesting ability three 
parameters were determined. The overall transfer efficiency, E, is the ratio between the 
quanta of energy transferred to the acceptor and the total number of energy quanta 
absorbed by the antenna. The antenna effect, AE, is an acceptor specific parameter 
which is the increase in excitation of the acceptor due to the presence of the antenna 
(see section 2.4.5). Finally, the related parameter the effective absorption coefficient, 
εeff, is the absorption coefficient of the acceptor due to the presence of the antenna. It 
is proportional to the number of photons harvested by the antenna and transferred to 
the acceptor. This parameter is therefore independent of the type of acceptor used, and 
is a good parameter to compare various systems. Unfortunately this parameter is 
seldom used in the literature, making comparison between different systems and 
architectures difficult. 
Fluorescence emission spectra of the complete wire antenna system upon excitation of 
the YO energy donor dyes at 480 nm were collected at YO:porphyrin mixing ratios of 
2, 5, 10 and 20. The emission spectrum at a ratio of 5 YO:porphyrin is shown in Figure 
36A. The sensitized porphyrin emission is clearly evident as the peak at 700 nm. A 
fluorescence spectrum of the YO-DNA system without an acceptor is also shown 
displaying higher fluorescence intensity. The YO emission peak decreases when the 
acceptor is present in the system, since some of the excitation energy transfers to the 
acceptor instead of being emitted by the donors. The quenching of donor fluorescence 
can therefore be used to calculate the overall transfer efficiency, E (equation 31). Based 
on quenching of the donor fluorescence, E was ~50 % for the wire and almost 
independent of the concentration of YO (Figure 36B). This was at first surprising to us; 
the increased dye density should increase homo-FRET among the YO dyes due to 
shorter inter-dye distances, and thereby increase the likelihood of excitation energy 
being located on a dye close enough to the acceptor for hetero-FRET to occur. This 
should in turn lead to an increase in transfer efficiency. However, YO self-quenches 
slightly upon increased density in DNA, thereby also decreasing the probability of 
homo-FRET (equation 27). In this system the two effects seem to completely balance 
each other, and constant energy transfer efficiency is observed. The pseudo-hexagon 
structure displayed E of ~20 %, again irrespective of the density of YO. Fluorescence 
spectra of the pseudo-hexagon look similar to the wire spectra, but the porphyrin peak 
is less evident, due to less energy being transferred to the acceptor.  
To corroborate the hypothesis that YO self-quenching balances the expected increase 
in homo-FRET for these systems, simulations of energy transfer were performed for 
both the wire and the hexagon, based on a Markov chain model. The model is 
described in detail in section 2.4.4, but briefly it requires the transfer probabilities 
between every single dye in the system to be applicable. Initially the excitation energy is 
located on a randomly excited dye. The model subsequently evaluates the probability of 
excitation being located on each dye in the system after an infinite number of transfer 
steps. The transfer probabilities are calculated using Förster theory (section 2.4.3), and 
a probability of the excitation energy leaving the system through other pathways of 
excited state deactivation is included. To calculate a transfer probability between a pair 
of dyes in the system, their relative orientations and distances as well as spectroscopic 
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Figure 36. (A) Emission spectra of the wire system with 5 YO:porphyrin without acceptor 
present (green curve) and with acceptor present (blue curve) upon excitation at the donor 
absorption wavelength of 480 nm. The brown curve is obtained upon excitation of the DNA-
porphyrin system without any YO present. (B) Measured (light blue) and simulated (green) 
energy transfer efficiency of the wire as a function of YO:porphyrin ratio. Also shown is the 
simulated transfer efficiency for a system where the probability of homo-FRET is set to zero 
(purple). 
properties are required. In the case of YO the lifetime is known to decrease upon 
higher binding densities and this is included in the model. Due to the stiffness of the 
wire construct, the relative positions of all binding sites and distances to the porphyrin 
from these are well defined, as well as the relative orientation between each site. To 
simulate the energy transfer efficiency, 10 000 simulations were performed for each 
mixing ratio. For each of these simulations the actual number of dyes bound to the 
wire was randomly chosen based on a Poisson distribution around the mixing ratio. 
Furthermore each dye was allowed to bind randomly in the DNA with nearest 
neighbor exclusion and the extension and unwinding of the DNA at this site was 
included. Each simulation starts by randomly choosing an initially excited dye, and the 
probability that excitation energy ends at the acceptor site is evaluated. The transfer 
probability to the acceptor is collected for the 10 000 simulations and the average value 
corresponds to E. The simulated data fit remarkably well with the experiments, likely 
due to the constrained dynamics of the wire system and the applicability of Förster 
theory to calculate transfer probabilities (Figure 36B). The pseudo-hexagon was also 
simulated using a model where the DNA was constrained to a 2D plane, the 
orientation factor between dyes was set to 2/3, and unwinding of the DNA helices was 
not included in this case. The simulation still yielded good fits with experimental data, 
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particularly at low binding densities. It was possible to isolate the effect homo-FRET 
has on the efficiency of energy transfer in the wire system using the simulation. By 
setting the rate constant for homo-FRET to 0, E was markedly decreased at higher 
binding densities, indirectly revealing the effect of homo-FRET. At saturation the 
simulated system transferred double the amount of energy to the acceptor when homo-
FRET was allowed. This shows that homo-FRET among donor dyes is an important 
mechanism in this system, exactly as it is in natural antenna systems. 
It was briefly touched upon in section 2.4.2.2 that when a donor and acceptor are 
within FRET distance yet are moving in relation to each other, the distribution of 
donor-acceptor distances can be obtained through fitting of time-resolved fluorescence 
data. A slightly different, yet related, approach was used here to directly observe the 
role of homo-FRET. Time-resolved fluorescence data were collected for the wire 
system both with and without the presence of the acceptor, at the YO:porphyrin ratios 
already mentioned. The expected fluorescence lifetime for each donor position along 
the wire in the presence of the acceptor can be calculated from Förster theory based on 
the donor-acceptor distance, the lifetime of the donor in the absence of the acceptor 
(obtained at each mixing ratio), and the spectral properties discussed in section 2.4.3. 
The measured fluorescence decay is then expected to follow equation 48, 
ܫ஽஺ሺݐሻ ൌ ݅ݎ݂ሺݐሻ ٔ ׬ ∑ ܲሺܴሻߙ௜ expሾሺെݐ ߬௜⁄ ሻሺ1 ൅ ሼܴ R଴DA⁄ ሽ଺ሻሿdܴ௜ோ೘ೌೣோ೘೔೙  (48) 
where irf(t) is the instrument response function, R denotes the donor-acceptor distance, 
Rmin and Rmax are the minimum and maximum donor-acceptor separations respectively, 
where Rmin = RL (the linker length), P(R) is the apparent distance distribution function, 
i and τi are the intrinsic donor amplitudes and lifetimes respectively (without the 
presence of acceptor), and R0DA is the Förster distance. A one-dimensional Lorentzian 
distribution was used to describe the donor-acceptor distances, 
ܲሺܴሻ ൌ ଶூగ ቂ
ఊమ
ସሺோିோಽሻమାఊమቃ  (49) 
where I and  are the height and width of the distribution, respectively. 
The distribution function P(R) is obtained through the fitting procedure. YO binds 
randomly so that no matter which binding ratio is used, the probability that a given site 
is occupied is equal for all sites. P(R) is expected to be flat at very low YO 
concentrations because the YOs do not interact and every position contributes the 
same amount to the decay due to the random binding. As the concentration of YO 
increases, P(R) is expected to contain larger contributions from dyes in close proximity 
to the acceptor (small values of R), and smaller contributions from dyes further away 
from the acceptor (large values of R), due to the advent of homo-FRET. Homo-FRET 
allows excitation energy to jump between the dyes. Thereby an excited dye far away 
from the acceptor has a probability of transferring its excitation energy to a site near 
the acceptor, where the probability of hetero-FRET is larger. This means that a portion 
of the excitation energy which would normally dissipate without energy transfer to the 
acceptor instead participates in hetero-FRET and quenches the donor fluorescence. 
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P(R) should therefore weigh smaller values of R more than larger values of R as the YO 
density increases. The experimentally obtained values of P(R) are shown in Figure 37 
showing this exact trend. 
 
Figure 37. (A) Apparent donor-acceptor distance distribution shown as the probability P versus 
donor-acceptor spacing R, at the YO:porphyrin mixing ratios of 2, 5, 10, and 20. (B) Schematic 
diagram of the homo- and hetero-FRET processes which give rise to the observed changes in 
P(R) as a function of YO:porphyrin mixing ratio. 
Although the measured transfer efficiencies of the wire and pseudo-hexagon systems 
were constant irrespective of the concentration of YO dyes, this does not mean that 
the light harvesting ability of the constructs was independent of YO concentration. As 
the dye density increases there are more light absorbers per acceptor and more light is 
therefore absorbed. Subsequently more energy is transferred to the acceptor even if the 
transfer efficiency does not change. This is demonstrated through calculation of AE 
and εeff. These values were obtained by studying the excitation spectra of the constructs 
while monitoring the emission from the porphyrin at 700 nm (Figure 38). The 
fluorescence intensity of the acceptor increases with the concentration of YO when 
excitation occurs in the donor area of the spectrum (480-530 nm), since more energy is 
absorbed by the donors and consequently more energy is transferred to the acceptor. 
In the region of the spectrum where only the porphyrin absorbs (530-600 nm) no 
changes are observed as the YO concentration increases, since this does not result in 
increased light absorption at these wavelengths. At saturation binding densities, AE for 
the wire reached a value of 12, meaning that 12 times more emission from the 
porphyrin is observed upon excitation of YO, compared to when the porphyrin is 
directly excited at its peak absorption. For the pseudo-hexagon AE reaches 17 at 
saturation. It is interesting to note that the pseudo-hexagon clearly performed better 
than the wire in terms of the amount of energy harvested, although the transfer 
efficiency was lower. This is of course a consequence of the higher number of donor 
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dyes in the hexagon system, which allows more energy to be absorbed, although a 
lower percentage of this energy reaches the acceptor compared to the wire construct. 
The effective absorption coefficients were determined to be 2.6  105 M-1cm-1 and 3.7 
 105 M-1cm-1 for the wire and pseudo-hexagon respectively, and allow comparison of 
the performance of the wire and pseudo-hexagon with DNA origami in terms of 
amount of light harvested. 
 
Figure 38. Excitation spectra measured at the porphyrin emission wavelength (700 nm) upon 
increasing YO:porphyrin ratio (2, 5, 10, and 20 YO:porphyrin). Inset shows the corresponding 
increase in effective absorption coefficient. 
5.2.1.2 DNA ORIGAMI (PAPER 4) 
Compared to the wire and hexagon, the DNA origami system is enormous. In terms of 
YO chromophores, roughly 3500 can bind at saturation (assuming nearest neighbor 
intercalation binding). The fluorescence signal from YO is therefore staggering, and a 
ratio of porphyrin:YO similar to those used for the wire would be necessary to harvest 
enough energy for a clear sensitized emission signal, due to the poor fluorescence 
properties of the porphyrin. This translates to hundreds of porphyrins and was not 
feasible, so we instead turned to the dye ATTO-565 as acceptor. This dye has a very 
high absorption coefficient of 1.2  105 M-1cm-1, which is nearly an order of magnitude 
higher than for the porphyrin, thereby directly increasing the rate constant for hetero-
FRET transfer. ATTO-565 also has a high fluorescence quantum yield which eases the 
detection of sensitized emission. Even so, as shown in Figure 34, 5 acceptors were 
placed on the origami to ensure a clear signal. The drawback is of course that binding 
to liposomes is not possible, nor is the dye a good electron donor in its excited state. 
The bis-intercalating homo-dimer YOYO was used instead of YO to increase the 
binding constant to DNA. This was necessary due to the high ionic strength of the 
buffer used with the origami. Again E, AE, and εeff were used as parameters to 
quantify the light harvesting process. When bound to DNA, the two chromophores of 
YOYO are electronically only weakly coupled as supported by the unperturbed 
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absorption spectrum, and can be treated as two separate YO chromophores. This is 
done below in analyzing the results and modeling the transfer.  
Normalized fluorescence spectra of the origami antenna upon excitation of the YOYO 
donors are shown in Figure 39A. Again the sensitized emission from the acceptors is 
clearly observed, now as a peak at 590 nm. At a mixing ratio of 3500 YOYO:origami 
(~ 7000 chromophores per origami) the fluorescence was suddenly heavily quenched 
and shifted to longer wavelengths (inset in the figure) accompanied by changes in the 
absorption spectrum which indicated that a large amount of free dye was present. This 
was attributed to the integrity of the origami system being compromised at high 
YOYO densities. It was not possible to calculate E based on the donor quenching as 
was done for the wire and hexagon due to problems in controlling the concentration of 
origami in the samples. E was instead calculated directly from the emission spectra 
using the quantum yields of the donor and acceptor, and the ratio between the 
integrated emission corresponding to each emitting species (equation 38). As for the 
wire and pseudo-hexagon, E was relatively independent of the density of donor 
chromophores. Values of E in the range of 13 % were obtained, which is surprisingly 
high considering the large number of donors and relatively few acceptors present in the 
system. 
 
Figure 39. (A) Normalized fluorescence spectra of the YOYO-origami-ATTO-565 system with 
increasing YOYO: origami mixing ratio (black: 380, red: 980, green: 1500, and blue: 2960). 
Dotted lines are measurements without the acceptor ATTO-565 and full lines are obtained with 
the acceptor. Inset shows a comparison between the YOYO:origami mixing ratios of 2960 and 
3500 (blue). (B) Effective absorption coefficient at the same YOYO:origami mixing ratios as 
shown in (A). Inset shows the corresponding antenna effect. 
As for the wire and hexagon, AE and εeff were calculated and are shown as a function 
of YOYO:origami mixing ratio in Figure 39B. AE reached a value of 28 at saturation, 
around twice as high as for the wire and hexagon. It is important to note that each 
acceptor displays an increase in excitation by 28 times. This may still not seem very 
impressive compared to the values obtained for the wire and hexagon, but we must 
remember that AE is the increase in acceptor excitation due to the antenna, and the 
acceptor is different for the origami compared to the wire and pseudo-hexagon. In this 
case the much lower absorption coefficient of the porphyrin compared to ATTO-565 
means that only a small amount of energy transfer to the porphyrin results in large 
values of AE. To compare the two systems one should instead use εeff, which reached a 
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value of 3.2  106 M-1cm-1 at YOYO saturation, roughly an order of magnitude larger 
than for the wire and pseudo-hexagon structures. The effective absorption coefficient 
for each ATTO-565 acceptor is thereby comparable to the effective absorption 
coefficient of purple bacteria light harvesting systems grown under high light 
conditions (see section 4.1). The origami system could therefore in principle supply a 
reaction center similar to the one found in purple bacteria with enough excitation 
energy to optimize its turnover under high light conditions, based on its absorption 
coefficient. When one takes into account the area of the solar spectrum where YOYO 
absorbs (~500 nm) compared to the purple bacteria systems (~800 nm) the actual 
amount of light absorbed increases by 1.5 times, since the irradiance from the sun is 1.5 
times as intense at 500 nm compared to 800 nm. 
The value of εeff in combination with the measured transfer efficiency of 13 % can be 
used to gauge the actual density of donor dyes bound to the origami at saturation. 
From the mixing ratios it is clear that not all dyes are binding to the origami, since the 
mixing ratio of 2960 corresponds to 5920 individual YO chromophores, and is higher 
than the number of binding sites per origami, indicating that at least some YOYO are 
free in solution. The total εeff for all five acceptor dyes is 16  106 M-1cm-1. Based on 
the measured transfer efficiency this value is 13 % of the total absorption coefficient of 
all the YO chromophores in a single origami, which then must be 123  106 M-1cm-1. 
Each YO chromophore has an absorption coefficient of 5  104 M-1cm-1 meaning that 
roughly 2460 YO chromophores are bound to the origami at the highest mixing ratio 
before its structural integrity is compromised, which translates to ~500 chromophores 
per acceptor. This is a large number considering that the origami is constrained due to 
crossovers. Elongation and unwinding due to intercalation should therefore be 
hindered. In contrast, the wire and hexagon can more easily accommodate intercalating 
dyes by helix expansion and unwinding.  
Again the transfer of energy was simulated to gain a better understanding of the 
underlying mechanisms and specifically to investigate the effect homo-FRET has on 
the terminal transfer efficiency (efficiency of transfer to any acceptor). To model the 
DNA origami as was done for the wire is not feasible since the 3D structure of the 
origami and the effect caused by intercalation is not well established. Furthermore the 
origami is expected to be relatively flexible in solution, yielding further parameters 
which must be accounted for. Instead, a very simple model of the YOYO-origami-
ATTO-565 system at saturation was performed, setting the orientation factor between 
donor dyes to 2/3. Nearest neighbor binding was assumed for simplicity. The origami 
itself was modeled as 24 parallel duplexes with an inter-duplex spacing of 31 Å (termed 
the Y direction) as shown in Figure 40. Each duplex contains a row of 144 evenly 
spaced YO chromophores with a spacing of 9.4 Å due to nearest neighbor exclusion 
(termed the X direction). This results in origami dimensions which are 1344 Å in the X 
direction by 713 Å in the Y direction (see Figure 40) with a total of 3456 YO 
chromophores. The extension of the origami due to intercalation has thereby been 
restricted mainly to the X direction. The placement of the acceptors in X and Y 
direction is also shown in Figure 40 as green spheres, and they were placed 2 nm from 
the plane of the origami due to the linker used. At saturation there is only a single 
configuration of dyes, and the system is completely determined. The Markov chain 
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model was used to evaluate the probability of terminal energy transfer as the initial 
excitation was moved to each individual YO chromophore in the system (Figure 40). 
Initially excited donor dyes in close proximity to an acceptor display terminal transfer 
probabilities of ~58 %, whereas initially excited donor dyes far away from any 
acceptors display terminal transfer probabilities as low as 4 %. The average transfer 
efficiency from all donors yielded E, which was simulated to be 16 %, in good 
agreement with the measured value of 13%. 
By studying excitation of dyes far away from the acceptors we can get a sense of the 
effect of homo-FRET on the terminal transfer efficiency, since transfer from these 
dyes requires many homo-FRET steps to reach an acceptor. For a single YO donor 
and ATTO-565 acceptor without the presence of other dyes, a (hetero-FRET) transfer 
efficiency of 4 % is reached at a distance of ~70 Å. In the origami system, where 
homo-FRET is possible, a transfer efficiency of 4 % is reached from dyes which are 
240 Å away from an acceptor, demonstrating that homo-FRET allows the excitation to 
probe the 2D space of the origami, and subsequently transfer to an acceptor if the 
intervening distance becomes sufficiently small. Also, the average number of homo-
FRET steps from each initially excited dye is obtained from the modeling. This 
revealed that each excitation takes between 1500 and 3300 homo-FRET transfer steps. 
This value is likely exaggerated since the measured origami contained only ~2500 
bound donor dyes, not 3500. However, it still demonstrates that homo-FRET is an 
integral part of the system ensuring relatively large transfer efficiencies over large 
distances. 
 
Figure 40. Simulation of DNA origami light harvesting antenna. To-scale cartoon of the modeled 
system is shown on the left where origami is represented as gray cylinders, YO chromophores 
are red and acceptors are green spheres. On the right is shown the simulated terminal transfer 
efficiency from every YO chromophore position in the system.  
5.2.1.2.1 SURFACE ATTACHMENT OF DNA ORIGAMI 
Anchoring of DNA origami to lipid bilayers using porphyrin modified staple strands 
was attempted but revealed that the DNA origami itself associates strongly with 
supported lipid bilayers, and induces aggregation of liposomes in solution. This effect is 
likely a consequence of the divalent Mg2+ ions in solution creating bridges between the 
origami and lipid layers. Instead we focused on binding DNA origami to hydrophobic 
Teflon AF (an amorphous fluoroplast of Teflon) and nano-patterned Teflon AF, again 
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using porphyrin modified staple strands as anchor. The porphyrins were placed on the 
same bases as the ATTO-565 acceptors used above in Figure 40, resulting in anywhere 
from 1-5 anchors depending on which staple strands were added. Each porphyrin is 
thereby placed on the same side of the origami, protruding perpendicularly from the 
surface. The system was mainly investigated using single molecule TIRF microscopy to 
study the placement and number of DNA origami attached to the surface. For these 
measurements five staple strands modified with the fluorescent dye ATTO-647N were 
added. Staple strands near the porphyrin modifications were chosen as sites for the 
fluorescent labels, and anywhere between 1 and 5 fluorescent labels could thus be 
applied at a time. 
The effect of the number of porphyrin anchors on the binding of DNA origami to 
Teflon AF was probed by allowing a 40 pM solution of origami with varying number 
of porphyrins to bind to the surface for 1 minute. The surface was subsequently rinsed 
for 20 seconds and then re-immersed in buffer for imaging. The number of bound 
porphyrins per 40 µm  40 µm area was counted, and the data for 0, 1, 3, and 5 
porphyrins are shown in Figure 41. Without the porphyrin anchor present only a few 
structures adhere to the surface, proving that the origami does not itself interact 
strongly with the surface. As the number of anchors increases a non-linear increase in 
the number of bound origamis is observed, reaching ~600 with 5 anchors. The binding 
was strong, and no surface desorption was observed after several hours in buffer, even 
with only a single anchor. The effect of incubation time was studied by allowing a 
solution with a single anchor to bind for up to 3 hours, revealing a surface density of 
constructs approaching that obtained with five anchors. The observed difference in 
binding density between structures with different number of anchors was therefore 
mainly attributed to an increased binding rate.  
 
Figure 41. Number of DNA origami bound per 40 µm  40 µm Teflon AF surface area, as a 
function of the number of porphyrin anchors per origami. Standard deviations based on three 
measurements. 
In addition to the strong binding to Teflon AF the bound origami did not diffuse on 
the surface which allowed for a determination of the positioning of the fluorescent 
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dyes using STORM (stochastic optical reconstruction microscopy). Origamis with 5 
porphyrins and 1-3 fluorescent modifications were investigated, and the inter-dye 
distances obtained from the analysis matched well with the expected distances obtained 
from a model of the 2D DNA origami provided by the SARSE program.31 This 
demonstrates the possibility provided by DNA origami to selectively modify features at 
the resolution of a single DNA base. However, the structures themselves are still 
randomly distributed over the surface.  
In addition to the molecular scale modifications afforded by the origami we also 
demonstrated that the origamis themselves, as well as origami based light harvesting 
constructs, could be placed at predetermined positions on the surface. To accomplish 
this, nano-scale patterning of the surface was required. As discussed in section 3.2.2 
DNA origami has previously been attached to nano-patterned positively charged 
surfaces. The drawback with these techniques is that it is the DNA itself which 
interacts, meaning that it is difficult to select which face binds to the surface, and that 
high concentrations of divalent ions are often require. These ions interfere with 
intercalation which is a drawback for forming light harvesting constructs on the 
patterned surface. The Teflon AF is a good alternate surface to use. It can be patterned 
using electron beam lithography allowing feature sizes down to 50 nm. Teflon AF 
which has not been exposed to the e-beam treatment is subsequently washed away, 
leaving only the patterned areas. The pattern consisted of islands with dimensions 
similar to those of the origami, designed so that each island should bind one origami. 
The origami was again modified with porphyrin anchors to allow specific binding. The 
pattern and island dimensions are shown in Figure 42. Each island was patterned with a 
distance of 1000 nm to its nearest neighbor to ensure that each island is clearly 
resolvable using diffraction limited fluorescence microscopy. Figure 43A shows AFM 
micrographs of the nano-patterned surface. 
 
Figure 42. Schematic drawing of the Teflon AF nano-patterned surface showing the dimensions 
of the surface features, and inter-feature distance (not drawn to scale). Enlargement shows a 
single Teflon AF island with bound DNA origami. 
A fluorescence micrograph of DNA origami with 5 fluorophores, bound to the nano-
patterned islands via 5 porphyrin anchors, is shown in Figure 43B. The origami bound 
selectively to the patterned islands when porphyrin anchors were incorporated but no 
binding was observed without the porphyrin anchors present. Based on the 
fluorescence micrographs obtained using 5 porphyrin anchors and 5 fluorophores, 85 
± 10% of the islands contained bound porphyrins. The red rings in the figure indicate 
positions which did not have a bound origami. 
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Figure 43. (A)AFM micrograph of nano-patterned Teflon AF islands on glass. (B) TIRF 
micrograph of ATTO-647N fluorescently labeled DNA origami attached to Teflon AF islands. 
The area shown is the same size as in (A). (C) Similar area as in (B) after addition of YOYO 
solution. It is the YOYO fluorescence which is shown in the micrograph. 
The ability of Teflon AF nano-patterned islands to act as substrates for binding DNA 
origami based light harvesting constructs was investigated. The principle requirement 
for this is that the porphyrin must be able to anchor DNA origami to the Teflon AF, 
even in the presence of YOYO. Binding of pre-incubated DNA origami and YOYO to 
Teflon AF islands yielded less bound structures based on ATTO-647N fluorescence 
compared to when the origami was allowed to bind first, followed by addition of 
YOYO. Using the latter procedure no origami desorbed from the surface, showing that 
the binding remained intact. By monitoring the fluorescence from YOYO as shown in 
Figure 43C, it was revealed that YOYO bound to all islands, not only to islands 
containing origami. There is likely competition between the YOYO and porphyrin for 
surface binding sites, explaining why DNA origami pre-incubated with YOYO bound 
less to the surface. However, it was shown that all the necessary components for a 
DNA based light harvesting system including YOYO and covalently attached 
fluorophores could be collected at predefined surface positions.  
5.2.2 BIO-INSPIRED “REACTION CENTER” (PAPER 5) 
As discussed in section 4.1 the photosynthetic reaction center is comprised of a series 
of precisely positioned bacteriochlorophylls and bacteriopheophytins allowing rapid 
electron transfer processes and charge separation. We have developed a bis-porphyrin 
binding pocket consisting of two DNA strands which precisely position the porphyrin 
modifications relative to each other (Figure 44). The modifications are identical to 
those described in section 5.1.1 and termed tri-pe. One porphyrin is covalently coupled 
to each strand, and in duplex form there is a single base-pair between the two 
modifications. In this way the two porphyrins are reminiscent of the “special pair” 
chlorophylls found in photosynthetic reaction centers. Indeed, intermediate electronic 
coupling was observed for these species, where the dimer has a clearly different 
emission spectra compared to the monomer. 
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Figure 44. (Top left) Chemical structure of ligands. (Right) Bis-porphyrin binding pocket with 
bound bidentate molecule apy. (Bottom left) Possible states of the bis-porphyrin system as the 
concentration of ligand increases, and equilibrium constants for the processes which transfer the 
system between states. 
The bis-porphyrin reaction center was developed to selectively bind bidentate ligands 
in-between the two porphyrins. Inspiration is not only drawn from photosynthetic 
reaction centers, but also from enzymes and their ability to catalyze reactions by 
binding substrates in specific orientations. Upon photoexcitation of the porphyrin 
dimer, reduction of the ligand is possible if the driving force for electron transfer is 
sufficient (ΔG0<0, equation 42). A successful system should therefore be able to both 
bind the ligands in-between the porphyrins as well as oxidize ligands if the driving 
force is sufficient. To demonstrate the latter, three ligands were chosen with varying 
reduction potentials, apy which should be easily reduced, dpyene with close to zero 
driving force, and dpyane which should not be reduced (Table 1). Both binding 
between the porphyrins and photoinduced electron transfer were probed using a 
spectrofluorometric titration wherein the ligand is added in small aliquots to a solution 
of the dimeric porphyrin pocket, see Figure 45. Fluorescence quenching is expected for 
ligands where photoinduced electron transfer is operating. Furthermore, changes in the 
fluorescence spectrum of the porphyrin dimer are expected upon coordination of the 
ligand to the zinc ion.  
The results from the titration are plotted in Figure 45 for all the ligands, and the degree 
of fluorescence quenching is collected in Table 1. As expected based on the reduction 
potentials, no quenching is observed for py and dpyane, whereas apy is heavily 
quenched. For dpyene intermediate quenching is observed, although the driving force 
is positive. This is likely due to the simplified calculation of the driving force which 
assumes a spherical shape for the electron donor and acceptor. Furthermore, there is 
likely strong electronic coupling between the porphyrins and the ligand which mediates 
the electron transfer.  
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To probe if the ligands are preferentially binding between the porphyrins, the data 
from the titration were fitted to equation 50 which is based on a model of coupled 
equilibria between four solution species as shown in Figure 44. The simplest of these 
species is the pocket without any ligand bound. This species is in equilibrium with an 
intermediate species where one end of the ligand is bound, but the other is still free 
(PP-L). From this intermediate, either another ligand can bind, yielding a species with 
two porphyrins and two ligands (L-PP-L), or the ligand can also bind with the other 
site, creating the desired species of the porphyrin pocket with the ligand bound in-
between (P-L-P). The allosteric effect α in equation 50 relates the binding strength of 
the ligand to the first site to the binding strength to the second site, and was obtained 
for the monodentate ligand py and assumed to have the same value for the bidentate 
ligands. The most important factor to consider from equation 50 is the effective 
molarity (EM) defined in equation 51, which is related to the additional binding 
strength obtained from forming the doubly bound species as compared to the singly 
bound species and collected for the various ligands in Table 1. 
ߠ = ଶKLା଼KమEMLାଵ଺Kమ஑LమଵାସKLା଼KమEMLାଵ଺Kమ஑Lమ   (50) 
2ܭ × ܧܯ = ሾ௉ି௅ି௉ሿሾ௉௉ି௅ሿ    (51) 
In the above equations ߠ is the fraction of coordinated porphyrin, K is the equilibrium 
for binding of the ligand to single porphyrin, and L is the concentration of free ligand 
in solution. 
 
Figure 45. Left panel shows the fraction of each of the three (two in a) porphyrin-ligand species 
as the concentration of ligand is increased for the ligands (a) py (b)dpyane (c) dpyene and (d) apy. 
The black curve shows the total fraction of porphyrin sites with bound ligands. The red curve 
represents PP-L, the blue curve represents L-PP-L and the green curve represents the ligand 
bound between the two porphyrins P-L-P. Right panel shows corresponding fluorescence 
emission spectra for the titrations. 
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From the analysis of the titration data the fraction of the three ligand bound species, 
PP-L, P-L-P and L-PP-L are obtained as a function of ligand concentration and have 
been plotted in Figure 45. Although the effective molarities are relatively low, the 
analysis reveals that the species where the ligand is bound in-between the two 
porphyrins, P-L-P, is the major species over a wide range of ligand concentrations. As 
the ligand concentration increases the dominating species will be the pocket with two 
bound ligands. 
Table 1. Reduction potentials, driving force for electron transfer, fluorescence quenching and effective 
molarity for the ligands py, dpyane, dpyene and apy. 
Ligand Reduction 
potential vs SHE 
(V)a 
ΔG0 (eV) Fluorescence 
quenching (%) 
EM (M) 
py -2.86198, 199 1.515 0 % -
dpyane -2.86198, 199 1.515 0 % 0.029 
dpyene -1.69199 0.435 60 % 0.024 
apy -0.59200 -0.755 95 % 0.045 
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6 CONCLUDING REMARKS 
The field of DNA nanotechnology is progressing from one of novel structure 
formation and design to one of functional constructs. In this endeavor it can be useful 
to think of the functionalized structures as self-assembled machines. In the long run, 
DNA based machines could have a number of different modifications allowing them 
to perform specific functions. DNA origami offers a platform where such functional 
groups can be placed with molecular precision, on ~230 modifiable staple strands. In 
this context surface attachment of the machines will be necessary for many 
applications, and for integration with current surface based micro-circuitry. 
In this thesis several modifications of DNA constructs were presented which added 
functionality to the DNA. A porphyrin anchor allowed strong binding to lipid bilayers, 
while keeping the DNA in buffered solution. The bilayers could either be in the form 
of liposomes in solution or surface supported. Once attached to the bilayer DNA 
structures were shown to disassemble and reassemble upon external stimuli, just as they 
would in buffered solution, opening a pathway for the exchange of structural and 
functional components. Furthermore, the lipid environment imparts mobility to the 
surface attached structures, yielding diffusing DNA machines. One could imagine a 
surface based machine performing several consecutive operations with different 
functional groups at different surface sites, or one could image reforming structures 
which had degraded, through a self-healing process. The porphyrin could also anchor 
the DNA to hydrophobic surfaces, as exemplified through binding of DNA origami to 
Teflon AF surfaces. This allows for the irreversible positioning of DNA structures on 
the macro scale, with molecular positioning of functional components. 
The porphyrin moiety is not only an anchor; it also possesses a more direct 
functionality through its favorable property as a reduction agent in its excited state. We 
demonstrated this using two porphyrins, placed at specified positions on a DNA 
duplex scaffold. The distance between the porphyrins was designed to accommodate a 
bidentate ligand. It was the molecular precision afforded by DNA modification which 
allowed this construction to be made. Depending on the reduction potential of the 
ligand it was either reduced or not when a porphyrin was excited. We showed that the 
doubly bound species consisting of the ligand between the porphyrins was the major 
species over a wide range of ligand concentrations. Electron transfer reactions as 
demonstrated here are important also in biological contexts, as they provide a means to 
store energy to be used later to power cellular functions. They could equally provide 
power for DNA-based nano-machines. In this context extremely long lived charge 
separated states are desired. Our design proved insufficient in this regard, since there 
was a rapid back-electron transfer. However, a great deal of research is focused on 
synthesizing components which generate true charge separation over long time scales, 
and there is no reason to suspect that these cannot be integrated into DNA based 
systems in the future. 
A final DNA modification we demonstrated was the use of DNA intercalating 
pigments to mimic photosynthetic light harvesting. The pigments are spaced in the 
DNA similarly to pigments in natural light harvesting protein scaffolds. We showed 
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that the transfer of energy from the pigments to a covalently attached acceptor 
molecule on the DNA is efficient, and that homo-FRET transfer among the 
intercalated pigments plays an important role in increasing the overall number of 
excitations transferred to the acceptor. By using DNA origami as the scaffold we 
showed that a staggering number of pigment chromophores could be incorporated, 
and the amount of excitation energy transferred to an acceptor was comparable to 
some natural light harvesting systems. Using the DNA itself to accommodate light 
harvesting pigments is an intriguing avenue to pursue to provide power for DNA based 
machines. The light absorbed by the pigments is transferred to positions which are 
placed with molecular accuracy on the DNA. Functional groups which use this energy 
could be placed at these positions, for example in the form of photo-catalytic moieties. 
In this way the DNA machine is self-powered through the use of solar energy. 
It is always difficult to predict the future course of research. However, there are several 
concrete goals related to this research which would greatly improve the applicability of 
these structures. One such goal is to control the diffusion of the DNA constructs in 
the lipid membrane both in terms of speed and direction. Thermo-responsive lipid 
bilayers may provide an avenue to the former. These bilayers have phase transitions 
above room temperature, providing a static gel phase and dynamic liquid crystalline 
phase depending on temperature.201 DNA constructs anchored to such lipid bilayers 
could therefore be switched from a mobile to immobile state, simply by changing the 
temperature. To change the direction of DNA diffusion in the lipid bilayer may prove 
more difficult, but it has been shown that the bulk spreading of supported lipid bilayers 
can be controlled using a viscous shear force.202, 203  
In section 4 the notion of an energy cascade to funnel excitation energy towards 
desired acceptor sites was discussed. In the work on light harvesting constructs 
presented in this thesis (section 5.2.1) such a gradient is not present, other than the 
single step between the donor pigments and the acceptor. Incorporating further steps 
into the gradient will increase the directionality of the energy flow, and provide an 
increase in transfer efficiency. Recent unpublished work in our group has shown that 
the use of two different types of intercalating dyes, providing an energy gradient 
through predefined positioning on a DNA scaffold, is extremely difficult to accomplish 
due to the labile nature of intercalative binding. Instead, future research should attempt 
to incorporate other self-assembled light harvesting components, not based on DNA. 
Another general lesson from natural systems is that dense packing of donor dyes allows 
for more efficient terminal energy transfer due to increases in homo-FRET. For DNA 
origami systems one can envision moving to 3D scaffolds to increase the density of 
intercalating sites. In this approach it is likely that the structural changes wrought by the 
intercalation process must be considered explicitly as demonstrated recently.204 In this 
work the DNA origami was made under torsional strain which stabilized the structure 
upon intercalation. DNA origami staple strands also allow for the positioning of 
photo-catalytic groups on staple strands. It would be interesting to combine these with 
our light harvesting constructs, thereby yielding increased catalytic turnover. 
No matter what the future brings, the progression of DNA nanotechnology looks to be 
a bright one. 
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