Objectives. Using a local percutaneous coronary intervention (PCI) data repository, we sought to compare the performance of a number of local and well-known mortality models with respect to discrimination and calibration.
Background
In the last decade, significant emphasis has been placed on the development of statistical models to help predict risk in various patient populations. In addition to providing the basis for quality scorecards [1, 2] , these risk profiles can be helpful on the procedural level to both patients and physicians. Numerous studies have shown that subjective prediction of risk tends to be poor at very low and very high probabilities [3, 4] . The use of various statistical methods can provide an objective estimation of outcome risk.
There has been conflicting literature on whether or not these models can be used outside of their development population. Initial validation is usually based on patients from a given geography and time frame. These evaluations are only directly applicable in that respect, and concerns have been raised about the applicability of a model when patient demographics change with geography, clinical practice changes with time, and disease prevalence changes with both. Some of this concern stems from prior analyses showing deleterious effects on accuracy by changes in geography and time [5] . A study comparing the demographics of percutaneous coronary intervention (PCI) patients in two registries collected 12 years apart found significant differences in age, lesion severity, thrombolytic use, stent use, and death that highlight how much the characteristics of a population can change with a decade of medical advances [6] .
Continuous evaluation of model performance is important to ascertain that classification performance does not degrade with time. Some models are re-developed periodically to adjust for temporal trends [7] . Also important is validation of a model on geographically or temporally distant populations [8] . Constructing a model using a large numbers of patient encounters across a wide variety of geographic areas increases the probability that the model will be suited for different populations, but the only way to determine the modelÕs applicability is to verify the performance empirically in representative sample.
In the field of cardiology, one of the most widely studied areas of risk stratification has been coronary angiography. This article seeks to build on prior work on the applicability of risk models in different geographies and over time. Several prior studies of PCI risk models have shown good external validation with respect to both calibration and discrimination [9] [10] [11] [12] [13] . Others have shown a loss in either discrimination, calibration [14] , or both [15] . In the present study, we consider the hypothesis that models exhibit differences in discrimination and calibration over space and time.
Methods

Data collection
Brigham and WomenÕs Hospital (BWH), Boston Massachusetts has maintained a detailed database of all cases of PCI since 1997. The dataset is based on the American College of Cardiology National Data Repository dataset [16] , with a variety of additional, detailed, data elements. The registry is part of the quality assessment and quality improvement program of Brigham and WomenÕs Hospital, and was approved by the hospital Institutional Review Board. All catheterization laboratory procedures performed are included in the database, and real-time data acquisition is accomplished through a dedicated team of trained nurses, physicians, and technologists. A total of 5216 PCI procedures were recorded between January 01, 2002 and September 30, 2004 on all patients who underwent PCI at BWH. This dataset serves as the source for the evaluation of each model in this study.
Model evaluation
Evaluation of all models was done with v 2 and maximum log likelihood methods. Discrimination was assessed with the area under the receiver operating characteristic curve (AUC) [17, 18] . Calibration was evaluated with Hosmer-Lemeshow goodness-of-fit v 2 -estimates using deciles [19] . 95% confidence intervals for these parameters were computed with the non-parametric bootstrapping method of STATA [20, 21] . These CIs were reported using the percentile method, or bias corrected method if the estimation bias was greater than 25% of the standard error [22] .
External validation of risk models
Six external and one local previously described multivariate post-PCI in-hospital mortality risk models were evaluated using the BWH dataset: the Northern New England Cooperative Group (NNE 1999) [23] , the New York State (NY 1992 & NY 1997 [24, 25] , University of Michigan Consortium (MI 2001) [26] , the American College of Cardiology-National Cardiovascular Data Registry (ACC 2002) [27] , the Cleveland Clinic Foundation Multi-Center (CC 1997) [28] , and the Brigham and WomenÕs Hospital (BWH 2001) [29] models. Table 1 shows the independent risk variables and corresponding odds ratios for all multivariate models. Pair-wise comparison of the area under the ROC curve for each model was performed by Analyse-It 1.71 (Leeds, England, UK) (see Table 2 ).
Local model development
To test the hypothesis that time and space degrade the accuracy of a risk model, a new local model was Definition details can be found in the respective sources. developed using the same BWH data that was used to evaluate the discrimination and calibration of existing models. Standard univariate methods were used to generate odds ratios (ORs) with 95% confidence intervals (CIs) and p values to select variables that would be included in the new model [30] . Additionally, all available covariates which have been shown to be univariate risk factors in previous studies were included in the analysis (Table 3) . Backward stepwise logistic regression was performed using STATA [19] . Variables were first removed using a residual Wald v 2 p value of 0.1, and then considered for inclusion based on a p value of 0.05. Since there was no independent test set, the evaluation was based on bootstrap resampling with 1000 samples [31] .
Results
Local multivariate prediction rule development
After full backward stepwise variable selection, the variables associated with an increased risk included older age, diabetes, unstable angina, salvage procedure, cardiogenic shock, AMI, and any intervention on the left anterior descending artery as shown in Table 4 . The AUC was 0.929 revealing excellent discriminatory ability of the new model, and bootstrap re-sampling the data to obtain a 95% CI of 0.90-0.96 with an SE of 0.017, indicating a good ability to discriminate with respect to the outcome of death. The model had an adequate goodness of fit (HL v 2 = 7.61 with 8 df, p = 0.473).
External validation
The external model performances on the BWH dataset are shown in Table 5 . During the study period, there were 71 observed deaths (1.36%). BWH 2004 very closely approximated this with 70.5 deaths, NY 1992, CC 1997, and BWH 2001 over predicted, and the remainder under predicted. The AUC indicates excellent discrimination across all models, with the worst being the New York State 1992 model and the best being the new local model. A summary view of the AUC for all models is shown in Fig. 1 . Of the external models, the best AUC was obtained by the ACC 2002 model.
Pair-wise AUC comparisons were performed as well, shown in Table 6 , by using the method described by Hanley and McNeil [32] . Overall, the best discrimination was obtained by the new local model, which attained significance with respect to every model but ACC The Hosmer-Lemeshow goodness-of-fit test reveals poor calibration (p < 0.05) for all the models but the newly developed one. Calibration for all models was further explored by plotting the observed to expected frequency of death for each quintile of every model. Fig.  2B is provided to more clearly show the relationships for the low risk population. As shown in Fig. 2 , the NY 1992 model underestimated the risk of death for low scoring patients, and over estimated this risk for high scoring patients. NY 1997 performed fairly well for low risk patients, but overestimated the probability of death for high risk patients. ACC 2002 performed well under low risk conditions, but significantly underestimated the probability of death for high risk conditions. NNE 1999 consistently under predicted deaths, and CC 1997 as well as BWH 2001 consistently overestimated mortality risk. As expected, BWH 2004 performs well, but since this is not an independent test sample, this result should be interpreted with caution.
Discussion
Interventional cardiology practice has changed significantly over the last decade. Procedural skill development, pharmacology, and device development have all contributed to the evolution of the field, and patient outcomes have changed over that time period in response to these advances. There as been a substantial reduction in risk of death and major adverse cardiac events (MACE) [33] over the past decade. All of these factors create a moving target for any risk stratification model. All the external models evaluated on the BWH dataset showed good discrimination. The model with the worst discrimination was NY 1992, which was to be expected due to the age of the study, and small sample size with which the model was developed. The best external model was the one developed on a national database with the most patient records, suggesting that geographic issues may be related to discrimination. Although these results are promising, it is important to note that discrimination is not the only (and possibly not the most important) factor in determining the applicability of a prognostic model from the perspective of physicians and patients. A model can exhibit perfect discrimination but still be useless for application on individual cases. Good calibration is essential for this type of application. All models, except possibly the one developed locally with recent data, but including a model derived locally, showed poor calibration for our test set, suggesting that time may play an important role in the applicability of a model. Similar findings have been previously reported. Some techniques have been suggested to recalibrate the model [34] . One of these techniques was employed by Kizer et al. [14] and Peterson et al. [35] with some success, and may offer a strategy to maintain discrimination and improve calibration.
This study supports routine evaluation of any risk model, including aging local models, prior to local implementation. Discrimination was maintained for most risk adjustment models, though those more recently published and those based on the largest original datasets appeared to have the most robust discrimination when applied to a current clinical dataset. The preservation of discrimination supports the use of these models for generic risk stratification, but the poor calibration indicates that they are not useful for application in individual cases: the estimated risk of death for a single patient that is produced by these models is incorrect.
The poor calibration of the prior models suggests that variations in practice and patient demographics as well as clinical features over time have a large effect at the patient level on the risk estimateÕs accuracy. Further study is required to identify the optimum frequency of model recalibration.
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