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Abstract
The current paper is concerned with constructing multibump type solutions for a class of quasilinear
Schrödinger type equations including the Modified Nonlinear Schrödinger Equations. Our results extend
the existence results on multibump type solutions in Coti Zelati and Rabinowitz (1992) [17] to the quasi-
linear case. Our work provides a theoretic framework for dealing with quasilinear problems, which lack
both smoothness and compactness, by using more refined variational techniques such as gluing techniques,
Morse theory, Lyapunov–Schmidt reduction, etc.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is concerned with constructing multibump type solutions for quasilinear Schrö-
dinger equations in the entire space. Multibump type solutions for semilinear elliptic PDEs with
periodic potentials was first obtained by Coti Zelati and Rabinowitz [17,16] by using a gluing
method which was used initially for Hamiltonian ODEs in [37,38] by Séré (see also [16] and
the survey monographs of Rabinowitz [34,35] for more references therein). To start the gluing
procedure one firstly uses a variational method to find a family of ground state solutions, which
need to have certain non-degeneracy property and constitute the basic’one-bump’ solutions. Then
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of sufficiently separated translates of the basic solutions. The goal of the current paper is to
establish the phenomenon of multibump type solutions for quasilinear equations for which the
variational formulation lacks both smoothness and compactness. More precisely, in this paper,
we consider a class of quasilinear elliptic equations of Schrödinger type whose weak variational














V (x)uϕ dx −
∫
RN
f (x,u)ϕ dx = 0, ∀ϕ ∈ H 1(RN )∩L∞(RN ). (1.1)
Here and in the following Dsbij (x, s) = ∂bij∂s (x, s) and D2s bij (x, s) = ∂
2bij
∂s2
(x, s). For bij (x, s) =
(1 + 2s2)δij Eq. (1.1) is reduced to the well known so-called Modified Nonlinear Schrödinger
Equation
−u+ V (x)u− ((|u|2))u = λ|u|q−2u, in RN (1.2)




for N  3 and 2∗ = ∞ for N = 1,2. Eq. (1.2) corresponds to bij (s) = (1 + 2s2)δij in (1.1).
This type of equations arise from the study of steady states and standing wave solutions of time-
dependent nonlinear Schrödinger equations, and are derived as models in various branches of
mathematical physics such as in [8,9,6,10,19,7,20,21,32,36]. Mathematical analysis on ground
states and bound state solutions of (1.2) have been studied by various variational arguments such
as Nehari manifold, constrained minimizations and change of variables in recent years [33,26,29,
2,30,13]. To our knowledge multibump type solutions have not been considered for this type of
quasilinear Schrödinger equations. The difficulty lies in its lack of smoothness of the variational
formulations due to the quasilinear nature and the lack of compactness due to a new compactness
threshold. In particular a new critical exponent was revealed and due to the quasilinear presence
the critical exponent is 22∗ = 4N
N−2 which is twice the classical Sobolev exponent
2N
N−2 (e.g., [26,
29]). This causes difficulty in treating the variational problem in H 1(RN). The goal of the paper
is to provide a theoretic framework for dealing with multibump type solutions of quasilinear
equations. Our results extend the work by Coti Zelati and Rabinowitz in [17] to a class of general
quasilinear equations. Our framework provides a foundation and basic techniques for working
on similar problems for quasilinear equations. More precisely, we shall study (1.1), the more
general setting, modeled on conditions based the simple model (1.2). Let us make the following
assumptions.
(B) Let bij :RN ×R→R for 1 i, j N satisfy
(b0) bij (x, s) is of class C1, and D2s bij (x, s) is of class C.
(b1) For all x ∈RN, s ∈R and 1 i, j N ,
bij (x, s) = bji(x, s).
4042 J.-Q. Liu et al. / Journal of Functional Analysis 262 (2012) 4040–4102(b2) There exists a constant c > 0 such that for all x ∈RN , s ∈ R and ξ ∈RN
c
(
1 + s2)|ξ |2  N∑
ij=1
bij (x, s)ξiξj  c−1
(
1 + s2)|ξ |2.





bij (x, s)ξiξj 
N∑
ij=1
sDsbij (x, s)ξiξj  (p − 2 − β)
N∑
ij=1
bij (x, s)ξiξj .
(F) Let f :RN ×R→R satisfy
(f0) f and Dsf (x, s) are continuous.
(f1) lims→0 f (x,s)s = 0 uniformly in x.
(f2) There exist C > 0, p  q < 4NN−2 such that for x ∈RN and s ∈R∣∣f (x, s)∣∣ C(|s| + |s|q−1).
(f3) For all x ∈RN , 0 = s ∈R, 1p sf (x, s) F(x, s) > 0, where F(x, s) =
∫ s
0 f (x, t) dt .
(V) V ∈ L∞(RN), there is c > 0 such that c V (x) c−1 for a.e. x ∈RN .
(T) bij (x, s), f (x, s) and V (x) are 1-periodic in x1, x2, . . . , xN .
Remark 1.1. We point out that these conditions are readily satisfied by Eq. (1.2) where bij (s) =
(1 + 2s2)δij , f (s) = λ|u|q−2u and V is a periodic function satisfying (V), λ > 0 and 4 < q <
4N
N−2 .
Let Y = {u | u ∈ H 1(RN), ∫
RN
u2|Du|2 dx < +∞}. Formally the problem has a variational
structure. Due to (f2) the functional J : Y → R is well defined




































V (x)uϕ dx −
∫
N
f (x,u)ϕ dx. (1.4)
R R
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is a critical point of the functional J , that is
〈
DJ(u),ϕ
〉= 0 for all ϕ ∈ C∞0 (RN ).
Now we equip Y with the following metric
dY (u, v) = ‖u− v‖H 1(RN) +
∥∥Du2 −Dv2∥∥
L2(RN).
Then Y is a complete metric space and J is a continuous functional on Y . In fact if {un} ⊂ Y
is a Cauchy sequence, dY (un,um) → 0 as n,m → ∞, then un → u in H 1(RN), Du2n → v
in L2(RN). It is easy to verify that v = Du2, hence un → u in Y . The critical point theory
for continuous functionals has been well developed in recent years (e.g., [3,4,11,24]), which
have been used for equations like (1.1) with bij (x,u) being uniformly bounded. Our results
allow polynomial growth of the quasilinear term. Also to obtain multibump solutions we need to
deal with both the smoothness issue and the compactness issue. We will use cut-off techniques
to reduce the variational setting to one for a continuous functional defined on H 1(RN). Then
critical point theory for continuous functionals can be adapted to our construction of multibump
solutions. To outline our ideas let us first recall the G-differentiability (see [24] for details).
Definition 1.1. Let X be a Banach space and f be a continuous functional defined on X. Let E
be a dense subspace of X. We say that f is G−differentiable with respect to E if









f (u+ tϕ)− f (u)).
(2) the map (u,ϕ) → 〈Df (u),ϕ〉 satisfies
(i) 〈Df (u),ϕ〉 is linear in ϕ,
(ii) 〈Df (u),ϕ〉 is continuous in u, that is 〈Df (un),ϕ〉 → 〈Df (u),ϕ〉 as un → u in X.
Definition 1.2. The slope of a G−differentiable functional f at u denoted by |Df (u)|, is an
extended number in [0,∞]:
∣∣Df (u)∣∣= sup{〈Df (u),ϕ〉 ∣∣ ϕ ∈ E, ‖ϕ‖ = 1},
where ‖ · ‖ denotes the norm in X. A point u ∈ X is said to be a critical point of f at the level c
if |Df (u)| = 0 and f (u) = c.
Definition 1.3 (The Concrete Palais–Smale condition at level c ((CPS)c in short)). A G-differ-
entiable functional f satisfies (CPS)c if any sequence {un} ⊂ X, satisfying |Df (un)| → 0,
f (un) → c, possesses a convergent subsequence.
In such a setting, we have the first and the second deformation lemmas, various types of min-
max theorems, such as the mountain pass lemma, the saddle point theorem, etc. In this paper,
4044 J.-Q. Liu et al. / Journal of Functional Analysis 262 (2012) 4040–4102we will utilize the critical point theory for G-differentiable functionals. To do it, for M > 1 we






aij (x,u)DiuDjudx + 12
∫
RN




where aij (x, s), G(x, s) are truncation functions satisfying aij (x, s) = bij (x, s), G(x, s) =
F(x, s) for |s| M and Dsaij (x, s) = 0, g(x, s) = DsG(x, s) ∼ M q2 |s| q2 −2s for large s with
M being a parameter. (See Section 2 for the precise definitions of these functions.)
For simplicity we omit the index M in IM if there is no risk of confusion. The functional I
is well defined on the Hilbert space H 1(RN) and I is continuous. For a function ϕ ∈ H 1(RN)∩



















Dsaij (x,u)DiuDjuϕ dx +
∫
RN




If u ∈ H 1(RN) is a critical point of I , i.e., 〈DI (u),ϕ〉 = 0 for all ϕ ∈ H 1(RN)∩L∞(RN), then














V (x)uϕ dx −
∫
RN
g(x,u)ϕ dx = 0, ∀ϕ ∈ H 1(RN )∩L∞(RN ). (1.6)
It is clear that a solution u of (1.6) is also one of (1.1) provided ‖u‖L∞ M .
Under the conditions we have imposed it is easy to see that the functional I has a mountain-
pass geometry and a mountain pass value CM can be defined. It is clear that I possesses the
translation invariance under the ZN action, i.e., ∀u ∈ H 1(RN), ∀k ∈ ZN , let k ∗ u = u(x − k),
then I (k ∗ u) = I (u). Consequently, if u0 is a critical point of I , so is k ∗ u. Here are the main
results of our paper.












g ∈ C([0,1],H 1(RN )) ∣∣ g(0) = 0, I(g(1))< 0}.
Suppose that (B), (F), (V), (T) and the following (Z∗) hold:
J.-Q. Liu et al. / Journal of Functional Analysis 262 (2012) 4040–4102 4045(Z∗) There exists 
 > 0 such that I has no critical values in (CM,CM + 
] and the set
KCM/ZN is finite, where
Ka = {u ∣∣ u ∈ H 1(RN ), ∣∣DI (u)∣∣= 0 and I (u) a}.
Then the functional I has a critical point u0 at the level CM and the L∞-bound of u0 is inde-
pendent of the parameter M , thus for M large enough u0 is a critical point of the functional J ,
too. Moreover the critical group C1(I, u0) is nontrivial.
It is intuitive that for |k| large, u0 + k ∗ u0 is an approximate solution. Two bump solutions
are solutions close to approximate solutions of the form u0 + k ∗u0. Our next result is concerned
with the existence of multibump solutions.
Theorem B. Let u0 be an isolated critical point of I having a nontrivial critical group. Then
for any δ > 0, there is K > 0 such that for any k ∈ ZN , |k|K there is a critical point u of I
satisfying ∥∥u− (u0 + k ∗ u0)∥∥H 1(RN) + ∥∥u− (u0 + k ∗ u0)∥∥L∞(RN)  δ.
Remark 1.2. Since lim|k|→∞ ‖u0 +k∗u0‖L∞(RN) = ‖u0‖L∞ , it is easy to show that u is a critical
point of J , too.
As a corollary we have the following.
Theorem C. Under the assumptions (B), (F), (V), (T) the functional J has infinitely many critical
points, which are different up to translations.
Remark 1.3. (1). We do not know whether u0 in Theorem A is a critical point for functional J
at a mountain pass level. It would be interesting to look at this issue. See section for discussions
on the relation between mountain pass values for I and J .
(2). The arguments to prove two bump solutions of Theorem B can be extended to cover m
bump solutions for any integer m> 1.
Remark 1.4. Our results extend the classical work of Coti Zelati and Rabinowitz [17] for semi-
linear equations to the case of quasilinear problems with the new subcritical exponent. After the
original work in [15,16,37,38] for Hamiltonian systems, multibump type solutions was initially
studied in [17] for semilinear elliptic equations and have been further studied by many authors for
semilinear elliptic equations for further results such as [1,2,5,22,27,31] and references therein.
Different type of methods have also been explored for studying multibump phenomena such as
methods involving using degree arguments in [1], using variant of implicit functions theorem
in [31], using critical groups in [5], etc. Our method here is more related to that of using critical
groups as in [5]. Due to the new critical exponent for the quasilinear problems we need to first
make truncations to get modified problems for which the energy functionals are non-smooth. We
work on the critical groups of these non-smooth functionals here.
This paper is organized as follows. In Section 2 we set up the modified functional I and derive
some estimates on the critical points of I . In Section 3 we make analysis of (CPS) sequences and
4046 J.-Q. Liu et al. / Journal of Functional Analysis 262 (2012) 4040–4102establish a deformation lemma. Section 4 is devoted to establishing the existence of a mountain
pass type solution to the modified functional. In Section 5 we study in details on the local behav-
ior of the modified functional near a critical point with nontrivial critical groups. In particular we
establish a variant of the Shifting Theorem. Using the information from preceding sections we
construct multibump type solutions in Section 6.
Throughout the paper, constants C and Ci are used in various places to denote constants
independent of the sequences in the arguments.
2. The modified equations and their solutions
In this section, we firstly give the precise definition of the modified functional I . Then we
study the properties of the critical points of I (therefore the solutions of the modified Eq. (1.6)).
In particular, we show that the L∞-bound of a solution u depends on I (u) only. Of course, I
depends on M > 1 so we have a family of modified functionals.
Let M > 1 be a parameter. We define firstly the function aij (x, s) = bij (x, b(s)), where
b :R→R is a smooth function satisfying
(b) b(s) = s, for |s|M − 1, b(−s) = −b(s); b′(s) = 0 for s M and b′(s) is decreasing in
[M − 1,M].
Let F˜ (x, s) = ϕ(s)F (x, s) + C0(1 − ϕ(s))|s|q , where ϕ ∈ C∞0 (R, [0,1]) satisfies that
ϕ(−s) = ϕ(s), ϕ(s) = 1 for |s| M , ϕ(s) = 0 for |s|  2M and |ϕ′(s)|  2
M
and sφ′(s)  0,
and C0 is a large positive constant. Define G(x, s) = F˜ (x,m(s)), where m is a smooth function
satisfying
(m) m(s) = s, for |s|  M , m(−s) = −m(s); m′(s)
m(s)





for M  s M + 1.
Define the functional I = IM : H 1(RN) →R as follows:






aij (x,u)DiuDjudx + 12
∫
RN





(1) aij (x, s) = bij (x, s),G(x, s) = F(x, s) for |s|M − 1.
(2) aij (x, s) (1 i, j N) satisfies for all x ∈RN , s ∈R and ξ ∈RN
(a3) (β − 2)
N∑
i,j=1
aij (x, s)ξiξj 
N∑
i,j=1
sDsaij (x, s)ξiξj  (p − 2 − β)
N∑
i,j=1
aij (x, s)ξiξj .
(3) Let f˜ (x, s) = DsF˜ (x, s), then 1p sf˜ (s) F˜ (x, s).
(4) There exists C > 0 independent of M > 1 such that |g(x, s)|  C(1 + |s|q−1) for |s|M ,
|g(x, s)| C(1 +M q2 |s| q2 −1), for |s|M .
Proof. (1) is clear.
(2) For s > 0, b(s) = ∫ s b′(τ ) dτ  sb′(s), and 1 sb′(s)  0. The same is true for s < 0.0 b(s)
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∑N
i,j=1 sDsaij (x, s)ξiξj  0, then
N∑
i,j=1
sDsaij (x, s)ξiξj  0 (−2 + β)
N∑
i,j=1
aij (x, s)ξiξj .
If
∑N






























= (−2 + β)
N∑
i,j=1
aij (x, s)ξiξj ,
since β < 2 and
∑N
i,j=1 aij (x, s)ξiξj  0. This proves the left-hand side of the inequality in (a3).
In the same way, we can prove the right-hand side of the inequality in (a3).























Taking C0 large enough we have F(x, s) − C0|s|q  0 for |s|  M . Hence
1
p
sf˜ (x, s)− F˜ (x, s) 0.
(4) Since |ϕ′(s)| 2
M
, |ϕ′(s)(F (x, s)−C0|s|q)| C|s|q−1 for M  |s| 2M . Hence
∣∣f˜ (x, s)∣∣ C(1 + |s|q−1),




m′(s),∣∣g(x, s)∣∣ C(1 + ∣∣m(s)∣∣q−1)∣∣m′(s)∣∣.
We have m(s) = s for |s|M . Using the properties of m for some C > 0 independent of M > 1,
|m(s)|  CM 12 |s| 12 for |s| M . Hence |g(x, s)|  C(1 + |s|q−1), for |s| M and |g(x, s)| 
(1 +CM q2 |s| q2 −1) for |s|M . 








)|Du|2 dx  CI (u),


















2k −M if u k,
ϕ if |u| k,
−2k +M if u−k.
We choose ϕk as the test function in (1.6). Let k → +∞, we have
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2 − 1
p
uϕ  ( 12 − 2p )u2. Hence by the condition (a3), we have for some C inde-






















)|Du|2 dx +C ∫
RN
u2 dx. 
Remark 2.3. Checking the proof of the above result and noting that ‖ϕk‖ 2‖u‖ in the proof,








)|Du|2 dx  C(I (u)+ ∣∣DI (u)∣∣‖u‖). (2.2)
Using the approach of Moser, we can estimate the L∞-bound of a critical point of I . Here
we give some details to show that the estimate is controlled by the value of the functional, and
is independent of the parameter M . Hence for M large enough, we obtain critical points of the
original functional J , or solutions of our problem (1.1).
Lemma 2.4. Let u be a critical point of I . Then u ∈ W 1,∞(RN) and ‖u‖W 1,∞(RN)  C, where
the constant C depends on I (u) only and is independent of M .
Proof. Choose 0 < 
 < c where c is from the condition for V (x). Then by Lemma 2.1 there is
C = C(
) > 0 (independent of M) such that
∣∣g(x, s)∣∣ 
|s| +C|s|q−1, for |s|M,∣∣g(x, s)∣∣ 
|s| +CM q2 |s| q2 −1, for |s|M. (2.3)
Inductively, we assume u ∈ Lr+ q2 −1(RN) for some r > 1. Since u ∈ H 1(RN) we may start with











ϕ if |u| k,
Mr−1kr if u k,
r−1 r−M k if u−k.
4050 J.-Q. Liu et al. / Journal of Functional Analysis 262 (2012) 4040–4102Taking ϕk as a test function in (1.6) and letting k → ∞, we claim that ϕ satisfies (1.6).








V uφ as k → ∞.
Noting Dsaij (x,u) = 0 for |u|  M , the term involving Dsaij (x,u) stays as constant for
k  M . The terms involving aij (x,u) are
∫
|u|M(2r − 1)aij (x,u)|u|2(r−1)DiuDjudx and∫
M|u|k rM
r−1|u|r−1aij (x,u)DiuDjudx. The first of these stays constant and the second
converges as k → ∞ to ∫
M|u| rM
r−1|u|r−1aij (x,u)DiuDjudx by Lebesgue convergence the-
orem.
Now we estimate the terms in Eq. (1.6) with ϕ. We have∫
RN


















∣∣uθM(u)∣∣r+ q2 −1 dx,
∫
RN
V (x)uϕ dx  c
∫
RN
uϕ dx > 0.
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∫
RN



































where C2 = CC1c . With r0 = 2∗ + 1 − q2 > 1 we have (r0 + 1)s = 2NN−2 . Inductively we choose







































Let k → +∞, ∥∥uθM(u)∥∥L∞(RN)  C3∥∥D(uθM(u))∥∥L2(RN)
which implies that
‖u‖L∞(RN)  C4
where C4 depends only on I (u) and is independent of M . By regularity theory, we get similar
estimate for ‖Du‖L∞(RN). 
Lemma 2.5. Let u be a critical point of I , then u(x) → 0,D(u(x)) → 0, exponentially as
|x| → ∞.
With slight modifications Lemma 5.10 from [30] applies. We omit it here.
4052 J.-Q. Liu et al. / Journal of Functional Analysis 262 (2012) 4040–4102Lemma 2.6. There exists α > 0 such that
∫
RN
θ2M(u)|Du|2 dx  α and I (u) α for all non-zero
critical points of I . Also, given K > 0 there is α′ > 0 such that for all non-zero critical points of
I with I (u)K it holds that ‖u‖L2(RN)  α′.

































































Hence there is α > 0 such that
∫
RN
θ2M(u)|Du|2 dx  α for all non-zero critical points.
The estimate for I (u) α follows from Lemma 2.2.
We show the last assertion by contradiction. Suppose that (un) is a sequence of critical
points such that I (un)  K and ‖un‖L2(RN) → 0 as n → ∞. By Lemma 2.2, ‖un‖ is bounded
and by Sobolev inequality ‖un‖L2∗ (RN) remains bounded. By interpolation ‖un‖Lr(RN) → 0 for






















2 dx → 0
a contradiction with the conclusion from the first part of this lemma. 
3. Deformation lemma
In this section, we analyze the behavior of (CPS) sequences and prove a version of the second
deformation lemma. Using this deformation lemma we establish the existence of a critical point
of mountain pass type.
J.-Q. Liu et al. / Journal of Functional Analysis 262 (2012) 4040–4102 4053We recall that a sequence {un} in H 1(RN) is a Concrete Palais–Smale sequence ((CPS)
in short), if I (un) → c and |DI (un)| → 0. By Remark 2.3 a (CPS) sequence is bounded in
H 1(RN). We have the following lemma about the weak limit of a (CPS) sequence.
Lemma 3.1. Let {un} ⊂ H 1(RN) be a (CPS) sequence. Assume {un} weakly converges to u in
H 1(RN). Then u is a solution of (1.6) and un → u in H 1loc(RN).
Proof. Basically, the same device from [12,25,28] is used. Passing to a subsequence, we assume























where wn ∈ H−1(RN) and ‖wn‖H−1(RN) → 0 as n → ∞. Let ψ  0, ψ ∈ H 1(RN)∩L∞(RN).




























In the above, we have used the fact that Dsaij (x,un) = 0, DiθM(un) = 0, if |un|M . Take K




−Kaij (x, s)+ 12Dsaij (x, s)
)
ξiξj  0, for x ∈R, s ∈R, ξ ∈RN.
Taking the limit in (3.2) and by Fatou’s Lemma, we have

























 0, ∀ψ  0, ψ ∈ H 1(RN )∩L∞(RN ). (3.3)


















 0, ∀ϕ  0, ϕ ∈ H 1(RN )∩L∞(RN ). (3.4)
If we take the test function ϕ = ψ exp{KθM(u)} in (3.1), then we can obtain the opposite in-


















= 0, ∀ϕ  0, ϕ ∈ H 1(RN )∩L∞(RN ). (3.5)
It is clear that (3.5) holds for all ϕ ∈ H 1(RN) ∩ L∞(RN), if we apply (3.5) to ϕ+, ϕ− with
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∫
RN































aij (x,un)+ 12Dsaij (x,un)un
)








aij (x,un)+ 12Dsaij (x,un)un
)
(DiunDjun − 2DiunDju+DiuDju)χ dx
= 0.
That is Dun → Du in L2loc(RN), and consequently un → u in H 1loc(RN). 
It is clear that I possesses a ZN invariance. For u ∈ H 1(RN), k ∈ ZN , let
(k ∗ u)(x) = u(x − k).
Then I (k ∗ u) = I (u). Consequently, if u is a critical point, so is k ∗ u. So the (CPS) condition
does not hold as the (CPS) sequence {kn ∗ u}, |kn| → ∞ has no convergent subsequence, unless
u ≡ 0. However, the following conclusion can be drawn from a (CPS) sequence, see [16,17] for
the cases of semilinear differential equations.
Lemma 3.2. Let {un} ⊂ H 1(RN) be such that I (un)  b and |DI (un)| → 0. Then there exists
an l ∈N bounded by a constant l(b) depending only on b, nontrivial critical points v1, v2, . . . , vl








I (vi) → 0, (3.8)
∣∣kin − kjn∣∣→ ∞, as n → ∞ for 1 i = j  l. (3.9)
Proof. By Remark 2.3, {un} is bounded in H 1(RN). If un → 0 in H 1(RN), we are done. Other-
wise we apply the concentration-compactness principle [23] to the sequence {un}. There are two
cases, passing to a subsequence:
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∫
BR(y)
u2n dx = 0 for all R > 0.





u2n dx  γ > 0.
We show that Vanishing cannot occur. Otherwise, for any given 




u2n dx  
, n  N0. Let χ be a cut-off function such that χ = 1 in B1, χ = 0
outside B2 and |Dχ | 2. By Hölder inequality and Sobolev embedding theorem, we have
∫
B1(y)




































A covering consideration gives
∫
RN




(|Dun|2 + u2n)dx  C
 2N
which implies that limn→∞
∫
RN





we have ‖un‖Lr → 0 for 2 < r < 2NN−2 . For 
 > 0, there is C
 > 0 such that
∣∣g(x, s)∣∣ 
|s| +C

















g(x,un)un dx = 0.
R

























Hence un → 0 in H 1(RN).
Note that the above Vanishing result can be localized. Namely, let Ω be an open subset of RN ,









(u2n + |Dun|2) dx = 0.







u2n dx  ν,
without loss of generality, we assume that {k1n} ⊂ ZN . By Lemma 3.1, there is a critical point v1
of I , passing to a subsequence, un(· + k1n) converges to a solution v1 of (1.6) weakly in H 1(RN)
and strongly in H 1loc(R





2 + ‖v1‖2, (3.10)
lim
n→∞ I (un) = limn→∞ I (u˜n)+ I (v1). (3.11)



















aij (x, v1)Div1Djv1 dx. (3.12)
Since v1 ∈ H 1(RN), |v1(x)|, |Dv1(x)| → 0 as |x| → ∞ and ‖u˜n‖H 1(BR(k1n)) = ‖un − k1n ∗
v1‖H 1(B (k1)) = ‖un(· + k1)− v1‖H 1(B (0)) → 0 as n → ∞ for all R > 0, we haveR n n R






































aij (x, v1)Div1Djv1 dx + oR(1)+ on(1) (3.13)



































aij (x, u˜n)Diu˜nDj u˜n dx + oR(1)+ on(1). (3.14)





































H(x, v1) dx (3.16)
R R R
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and satisfies for some constant K > 0, 2 < r < 2N
N−2
∣∣DsH(x, s)∣∣K(|s| + |s|r−1), H(x, s)K(|s|2 + |s|r).
In particular (3.10), (3.11) hold.
Now we apply the concentration compactness principle to the sequence {u˜n}. If Vanishing
occurs for the sequence {u˜n}, then
∫
RN
|u˜n|p dx → 0 for 2 < p < 2NN−2 . Given 
 > 0, talking R
large enough, we have
∫
RN\BR(k1n)










which in turn implies that ‖un‖H 1(RN\BR(k1n)) is small and u˜n converges to zero in H 1(RN).
If Non-vanishing occurs for the sequence {u˜n}, then there exists ν > 0, R < ∞ and a sequence







∣∣un − k1n ∗ v1∣∣2 dx  ν. (3.18)





∣∣un − k1n ∗ v1∣∣2 dx  limn→∞
∫
BR+r (k1n)
∣∣un − k1n ∗ v1∣∣2 dx = 0.
Hence |k2n − k1n| → ∞ as n → ∞. Suppose un(x − k2n) ⇀ v2 in H 1(RN). By Lemma 3.1, v2 is





∥∥un − k1n ∗ v1 − k2n ∗ v2∥∥2 + ‖v1‖2 + ‖v2‖2,
lim
n→∞ I (un) = limn→∞ I
(
un − k1n ∗ v1 − k2n ∗ v2
)+ I (v1)+ I (v2).
































R BR(kn) BR(kn) R \(BR(kn)∪BR(kn))







∣∣un(x + kin)∣∣2 dx =
∫
BR(0)
v2i dx + on(1) =
∫
RN










∣∣un − k1n ∗ v1 − k2n ∗ v2∣∣2 dx + oR(1)+ on(1),
since un − k1n ∗ v1 → 0, k2n ∗ v2 → 0 in H 1(BR(k1n)) and un − k2n ∗ v2 → 0, k1n ∗ v1 → 0 in
H 1(BR(k2n)).
Continuing the above arguments, we obtain nonzero critical points v1, v2, . . . , vl and se-
quences {k1n}, {k2n} . . . {kln} ⊂ ZN . By Lemma 2.6, there is α > 0 such that ‖v‖L2(RN)  α
for all nonzero critical point, the above procedure must stop after a finite number of steps,
say l steps. That is, for the sequence {un − ∑li=1 kin ∗ vi} vanishing happens, and hence
‖un −∑li=1 kin ∗ vi‖ → 0. The lemma is proved. 
Now we are ready to prove the deformation lemma. The classical deformation lemmas have
been extended to continuous functionals, for example, the following form was proved in [24]:
Proposition. Let f be a G-differentiable functional defined on a Banach space X and satisfy
the (CPS) condition. Letf b = {u ∈ X | f (x) b}, K = {u ∈ X | |DI (u)| = 0}. Suppose that f
has no critical points in the set f b \ f a and Ka = {u ∈ X | f (u) = a, |DI (u)| = 0} consists of
isolated critical points. Then f a is a strong deformation retract of f b .
In the present case, the functional I does not satisfy the (CPS) condition. However, the (CPS)
condition can be replaced by the analysis of the (CPS) sequence to prove the global existence of
the pseudo gradient flow. We follow the idea in [12,24]. We will use the following notations




∣∣ u ∈ H 1(RN ), a  I (u) b},




∣∣ u ∈ H 1(RN ), ∣∣DI (u)∣∣= 0, I (u) = a}.
We need the following assumptions:
(Z∗) I has no critical points in I b \ I a and the set Ka/ZN is finite.
Choose one representative in each class of Ka/ZN to form a finite set. For simplicity of
notation we just use Ka/ZN to denote this finite set.
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∣∣∣ l  l(b), v1, v2, . . . , vl ∈ Ka/ZN, k1, k2, . . . , kl ∈ ZN,







∣∣∣ u ∈ I ba , ‖u−w‖ < 1n for some w ∈ Dn
}
,
where l = l(b) is the constant in Lemma 3.2.
Claim 1. For each n, αn := 12 inf{|DI (u)|u ∈ I ba \An} > 0.
Proof. We prove this by an indirect argument. Suppose that {um} ⊂ I ba \An and |DI (um)| → 0
as m → ∞. By Lemma 3.2, there exist l  l(b), v1, v2, . . . , vl ∈ Ka/ZN and {k1m}, {k2m}, . . . ,




∥∥∥∥∥→ 0,∣∣kim − kjm∣∣→ ∞ for 1 i < j  l.
In particular, |kim − kjm| n for 1 i < j  l and ‖um −
∑l
i=1 kim ∗ vi‖ < 1n as m large enough,
hence um ∈ An, a contradiction.
Claim 2. There exist n1 ∈ N , δ > 0 such that ‖w − w˜‖ δ for w, w˜ ∈ Dn, w = w˜ and n n1.
Proof. If the conclusion in Claim 2 is not true, there exist two sequences {wn}, {w˜n} such that
wn = w˜n, wn, w˜n ∈ Dn and ‖wn − w˜n‖ → 0 as n → ∞. Passing to a subsequence, we have






kin ∗ vi, w˜n =
l˜∑
i=1
k˜in ∗ v˜i ,
∣∣kin − kjn∣∣→ ∞, for 1 i < j  l; as n → ∞,∣∣k˜in − k˜jn∣∣→ ∞, for 1 i < j  l˜; as n → ∞.
If for all i = 1,2, . . . , l˜, |kl − k˜i | → ∞, as n → ∞, thenn n
























which is a contradiction. If for some i, say i = l˜, {kln − k˜ln} is bounded, then {kin − k˜l˜n} is un-
bounded for 1 i  l − 1 and up to a subsequence kln − kl˜n = kl is a constant. We have


































By induction we conclude that l = l˜ and wn = w˜n.
Claim 3. Let Bn = {u ∈ I ba , ‖u−w‖ 1n for some w ∈ Dn}. Then there exists n2 ∈N such that
A¯n ⊂ Bn ⊂ An−1 for n n2.
Proof. Let u ∈ A¯n, n n1. There exist {um} ⊂ An and {wm} ⊂ Dn ⊂ Dn1 such that um → u and
‖wm − um‖ < 1n . For m,m′ large enough, we have
‖wm −wm′‖ 2
n
+ ‖um − um′ ‖ 3
n
.
Let δ be the constant in Claim 2. Choose n2 > max(n1, 3δ ). Then for n  n2, we have
‖wm − wm′ ‖  3n < δ. By Claim 2, wm = wm′ = w ∈ Dn and ‖w − um‖ < 1n . Let m → ∞,
we have ‖w − u‖ 1
n
and u ∈ Bn. The inclusion Bn ⊂ An−1 is obvious.
Claim 4.
⋂∞
n=1 An = Ka .
Proof. It is clear that Ka ⊂⋂∞n=1 Dn ⊂⋂∞n=1 An. Suppose that u ∈⋂∞n=1 An. Then there ex-
ists wn ∈ Dn and ‖u − wn‖  1 , n = 1,2, . . . . Passing to a subsequence, we can assume thatn
J.-Q. Liu et al. / Journal of Functional Analysis 262 (2012) 4040–4102 4063wn =∑li=1 kin ∗ vi , where l  l(b), v1, v2, . . . , vl ∈ Ka/ZN , and {k1n}, {k2n}, . . . , {kln} satisfying
|kin − kjn | → ∞ as n → ∞ for 1 i < j  l. If {kin} is unbounded for all i, then
‖u‖ lim
n→∞‖u−wn‖ = 0.
If one of {kin}, say {k1n}, is bounded, then up to a subsequence k1n = k1 and∥∥u− k1 ∗ v1∥∥ lim
n→∞
‖u−wn‖ = 0.








d(u,An+1)+d(u,Iba \An)αn+2, u ∈ An \An+1, n n2.
By Claims 3, 4, g is well defined and locally Lipschitz continuous on I ba \Ka . By the definition
of αn from Claim 2 ∣∣DI (u)∣∣ 2g(u), for u ∈ I ba \Ka.
We construct a pseudo-gradient vector field v on I ba \Ka as follows. For u ∈ I ba \Ka , we choose
φ = φ(u) ∈ H 1(RN)∩L∞(RN) and an open neighborhood O(u) of u such that ‖φ‖ = 1 and〈
DI (v),φ
〉
 g(v), ∀v ∈ O(u).
There is a locally finite partition of unity {ηi, i ∈ Λ} with suppηi ⊂ O(ui) for some ui ∈
I ba \Ka and ∑
i∈Λ
ηi(u) = 1, ∀u ∈ I ba \Ka.







 1, ∀u ∈ I ba \Ka.




ξ(s, u) = −V (ξ(s, u)),
ξ(0, u) = u ∈ I ba \Ka.
The local existence and continuous dependence on the initial date of the flow ξ were proved
in [24].
4064 J.-Q. Liu et al. / Journal of Functional Analysis 262 (2012) 4040–4102Claim 5. Let s¯ = s¯(u) be the maximal existing time of ξ . Then lims→s¯ ξ(s) = v exists. Moreover
I (v) = a.











The above equality is clear, if I is a C1 functional. In [24] it was proved to be true for G-
differentiable functional.
Now two cases may occur.
Case I. There exist n0( n2) and s0 < s¯ such that for all s > s0, ξ(s) /∈ An0 .
Case II. There exists a sequence sn → s¯ such that ξ(sn) ∈ An.
Case I. By Lemma 2 we have∥∥∥∥ dds ξ(s)
∥∥∥∥= ∥∥V (ξ(s))∥∥ 1g(ξ(s))  1αn0+1 , s  s0
hence lims→s¯ ξ(s) exists.
Case II. We have a sequence sn such that sn increases and converges to s¯ and un := ξ(sn) ∈ An.
By the definition of An, there exists wn ∈ Dn and ‖wn − un‖ 1n . Passing to a subsequence, we





∥∥∥∥∥→ 0, as n → ∞, (3.19)
where l  l(b), v1, v2, . . . , vl ∈ Ka/ZN , {k1n}, {k2n}, . . . , {kln} ⊂ ZN and |kin − kjn| → ∞ for 1
i < j N as n → ∞.
We show that by passing to a subsequence, un → v ∈ K . Three subcases may occur:
(1) l = 1 and {k1n} is bounded;
(2) l = 1 and {k1n} is unbounded;
(3) l  2.
In the case (1), passing to a subsequence, we have k1n = k, ‖un − k ∗ v1‖ → 0, and v =
k ∗ v1 ∈ K . In cases (2) and (3), wn = wm. By Claim 2, ‖wn − wm‖  δ for n,m  n1, hence
‖un − um‖ 12δ.
By Lemma 2.6, there is α > 0 such that ‖u‖  α for all nonzero critical points of I . Let





 μ, for ξ(s) ∈ Br(un) \B 1
8 r
(un), n n0. (3.20)
Otherwise, there is a sequence {s˜n} such that for u˜n = ξ(s˜n)
r  ‖un − u˜n‖ r, g(u˜n) → 0 as n → ∞. (3.21)8
J.-Q. Liu et al. / Journal of Functional Analysis 262 (2012) 4040–4102 4065By the definition of g, if g(u) < αn+1, then u ∈ An. Passing to a subsequence we can assume





∥∥∥∥∥→ 0, as n → ∞. (3.22)
By (3.19), (3.21) and (3.22), we have 












∥∥∥∥∥ r + 
n.
If |hin − k1n| → ∞ for all i, then ‖v1‖  r , which is impossible. By rearrangement, passing to
a subsequence, k1n − h1n = k1 is constant, and ‖v1 − k1 ∗ v˜1‖ r . Since v1 is isolated, we have
v1 = k1 ∗ v˜1 provided r < r0, where r0 satisfies
K ∩Br0(vi) = {vi}, i = 1,2, . . . , l.









which is a contradiction. Thus (3.20) is proved.
Recall that we have ‖un − um‖ δ2 > 0, with un = ξ(sn). If we take r less than 16δ in (3.20),





























)→ 0, as n → ∞.
This contradiction shows that in (3.19) l = 1, {k1} is bounded and un → v = k ∗ v1 ∈ K .n
4066 J.-Q. Liu et al. / Journal of Functional Analysis 262 (2012) 4040–4102Since c = lims→s¯ I (ξ(s))  a and K ∩ (I b \ I a) = ∅, it follows that v ∈ Ka = {u ∈
K | I (u) = a}. It remains to show lims→s¯ ξ(s) = v. Similar to the above proof, we conclude
that there exists μ˜ = μ˜(r) > 0 such that
g(u) μ˜, for u ∈ Br(v) \Br8 (v),
for all 0 < r < r˜ , r˜ = inf{‖v˜ − v‖ | v˜ = v, v˜ ∈ K}. If ξ(s) does not converge to v, we find
0 < r < r˜ and two sequences {s′n}, {s′′n}, such that s′n < s′′n < s, s′n → s, s′′n → s and





∥∥ξ(s)− v∥∥< r, if s′n < s < s′′n .
Again, this is impossible and Claim 5 is proved.
Finally we finish the proof of the Deformation Theorem. Let ξ(s, u) be the flow ξ(s) with




ξ(tsa, u), (t, u) ∈ [0,1)× (I b \ I a),
limt→1− ξ(tsa, u), (t, u) ∈ {1} × (I b \ I a),
u, (t, u) ∈ [0,1] × I a.
This is the deformation retract we need. The continuity of η is verified in the same way as in
[12,24], we omit it. Theorem 3.3 is proved. 
4. Solutions of mountain pass type









where ΓJ = {g ∈ C([0,1], Y ) | g(0) = θ, J (g(1)) < 0}.
We need to define similar values for the functional I . To emphasize the dependence of I on









where ΓM = {g ∈ C([0,1],H 1(RN)) | g(0) = θ, IM(g(1)) < 0}.














lim supCM  CJ . (4.3)
M→∞
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(i) CM  CJ + 1,
(ii) if ∣∣DIM(u)∣∣= 0, IM(u) CJ + 1, then ‖u‖L∞ M. (4.4)
In the following we always assume M M0, thus if CM is a critical value of IM , it is also one
of J .
Theorem 4.1. Assume (B), (F), (V), (T). Assume that IM satisfies (Z∗) in (CM,CM + 
] for
some 
 > 0. Then CM is a critical value of IM (hence of J ). And there exists a critical point u0
of IM such that IM(u) = CM and C1(u0, IM) = 0.




(|∇u|2 + u2)dx (4.5)









 cρ20 . (4.6)
Since IM satisfies the condition Z∗ in (CM,CM + 
], ICMM is a strong deformation retract
of ICM+
M . Moreover the family ΓM is invariant under this deformation, and CM is a critical
value of IM . By our choice of M , it is also a critical value of J .
Essentially, the proof of the existence of critical point u0 with IM(u0) = CM , C1(u0, IM) = 0
is the same as in [12], we reproduce it here for completeness.








On one hand, by the definition of CM,g([0,1]) ∩ KCM = ∅, otherwise by a further deformation
of the curve g, we would have a new curve g˜ ∈ ΓM such that sups∈[0,1] IM(g˜(s)) < CM . On
the other hand, since IM satisfies the condition Z∗ in (CM,CM + 
], g([0,1]) ∩ KCM consists
of a finite number of points, say v1, v2, . . . , vl . After removing some circles emanating from
v1, v2, . . . , vl , we may assume that the curve g passes v1, v2, . . . , vk , k  l, successively. That
is, there are 0 < s1 < s2 < · · · < sk < 1 such that g(si) = vi , 1  i  k and I (g(s)) < c if












γ ∈ C([0,1],H 1(RN )) ∣∣ γ (0) = g(ti−1), γ (1) = g(ti)}, 1 i  k.
Then there is an i0, 1 i0  k, with Ci0 = CM . Let U be an open neighborhood of vi0 such that
vi is the unique critical point of IM in U .0
4068 J.-Q. Liu et al. / Journal of Functional Analysis 262 (2012) 4040–4102We consider a piece of g: g0 = g|[s′,s′′], where ti0−1 < s′ < si0 < s′′ < ti0 , such that
g([s′, s′′]) ⊂ U . Then g(s′) and g(s′′) are connected in (IM)CM ∩U by the piece of g0, but cannot
be connected in (IM)CM ∩U \ {vi0}. Otherwise by moving the curve connecting g(s′) and g(s′′)
in (IM)CM ∩U \ {vi0} a little along with the flow generated by the pseudo vector field we obtain
a curve connecting g(s′) and g(s′′) and entirely contained in I−1M (−∞,CM). Consequently, we
obtain a curve connecting g(ti0−1) and g(ti0) and entirely contained in I
−1
M (−∞,CM), which is
a contradiction with the fact Ci0 = CM . Therefore we have
C1(IM, vi0) = H1
(
(IM)
CM ∩U, (IM)CM ∩U \ {vi0}
) = 0. 
Proof of Theorem A. Since J satisfies the condition Z∗ in (CJ ,CJ + 
] for some 
 > 0,
by (4.4), IM has no critical points in (CJ ,CJ + 
], hence CM  CJ and IM satisfies the condi-
tion Z∗ in (CM,CM + 
′] for some 
′ > 0. Now Theorem A follows from Theorem 4.1 and the
choice of M and (4.4). 
5. Local property of the modified functional near a critical point
In this section, we study the local behavior of the functional IM near a critical point. As the
statements and arguments are independent of M we drop the subscript M for simplicity. We
reduce I to a functional defined on a finite dimensional space and prove a shift theorem for the
critical groups of an isolated critical point.
Let u0 be a critical point of I . We know that u0 ∈ W 1,∞(RN) and u0(x) → 0,Du0(x) → 0
as |x| → ∞ by Lemmas 2.4 and 2.5. Even if the functional I is only G-differentiable, we may
























D2s aij (x,u0)Diu0Dju0 −Dsg(x,u0)
)
ψϕ dx, (5.1)
for ψ,ϕ ∈ H 1(RN). By the boundedness of u0 and Du0, (Lψ,ϕ) is well defined. Let


























D2s aij (x,u0)Diu0Dju0 −Dsg(x,u0)
)
ψϕ dx.
Then L0, K are bounded linear operators from H 1(RN) to itself. Moreover L0 is positively
definite, hence invertible, and K is compact. To show the compactness of K , we need only
to prove that for a bounded sequence {ψn} ⊂ H 1(RN), passing to a subsequence, (Kψn,ϕ)


















D2s aij (x,u0)Diu0Dju0 −Dsg(x,u0)
)
ψnϕ dx. (5.3)

















where R is a large number. The integral over RN \ BR is small uniformly in n and ϕ ∈ B by




ij=1 Dsaij (x,u0)Diu0Djψϕ dx
uniformly in ϕ ∈ B , since the ball B is compact in L2(BR). The other terms in (5.3) can be
verified in a similar way. Therefore (Kψn,ϕ) converges to (Kψ,ϕ) as n → ∞ uniformly in
ϕ ∈ B , and K is compact.




ψϕ dx, for ψ,ϕ ∈ H 1(RN ).
Consider the spectrum of L with respect to J , that is for λ ∈R, we consider L−λJ . We say that
λ is an eigenvalue, if there is an eigenfunction v = 0, v ∈ H 1(RN), such that
(Lv,ϕ) = λ(Jv,ϕ), for all ϕ ∈ H 1(RN ).
That is,




aij (x,u0)DivDjϕ dx +
∫
RN












D2s aij (x,u0)Diu0Dju0 −Dsg(x,u0)
)




for all ϕ ∈ H 1(RN). By assumption (V) there exists λ0 > 0 such that for λ < λ0, L0 − λJ is
positively definite. Then for such a λ either the operator L− λJ = (L0 − λJ )+K is invertible,
or λ is an eigenvalue of finite multiplicity. In particular any nonpositive eigenvalue of L is of finite
multiplicity. In a similar and easier way as in Lemma 2.4, we can prove that the eigenfunction v,
corresponding to a nonpositive eigenvalue, belongs to W 1,∞(RN) and v(x) → 0, Dv(x) → 0 as
|x| → +∞.
Let V be the finite dimensional subspace of H 1(RN) spanned by eigenfunctions of L corre-
sponding to nonpositive eigenvalues. Decompose H 1(RN) as a direct sum H 1(RN) = V ⊕ W ,
where V and W are orthogonal in the sense that
(Lv,w) = 0, (J v,w) = 0, for v ∈ V, w ∈ W. (5.5)
We see that when restricted on W , L is positively definite
(Lw,w) γ ‖w‖2
for some γ > 0. If I were a C2 functional, there would be an expansion as
I (u0 + v +w) = I (u0)+ 12 (Lv, v)+
1
2
(Lw,w)+ o(‖v‖2 + ‖w‖2).
Such an expansion does not hold here as our functional is merely continuous. However we have
the following lemma.
Lemma 5.1. Let u0 be a critical point of I , v ∈ V , w ∈ W , u = u0 + v + w. Then as
‖v‖ + ‖w‖ → 0





)+ o(‖v‖2 + ‖w‖2), (5.6)
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= I (u0)+
〈






















































ij = aij (x,u0 + v +w)− aij (x,u0)−Dsaij (x,u0)(v +w)−
1
2
D2s aij (x,u0)(v +w)2,
h
(1)
ij = aij (x,u0 + v +w)− aij (x,u0)−Dsaij (x,u0)(v +w),
h
(0)
ij = aij (x,u0 + v +w)− aij (x,u0),
h˜
(0)
ij = aij (x,u0 + v +w)− aij (x,u0 +w),
H = G(x,u0 + v +w)−G(x,u0)− g(x,u0)(v +w)− 12Dsg(x,u0)(v +w)
2.
We estimate the remainder term by term. For example
h
(2)
ij = aij (x,u0 + v +w)− aij (x,u0)−Dsaij (x,u0)(v +w)−
1
2




(1 − s)(D2s aij (x,u0 + s(v +w))−D2s aij (x,u0))ds(v +w)2
:= k(x)|v +w|2.















ij Diu0Dju0 dx,R R R \BR









∣∣h(2)ij ∣∣dx  oR(1)‖v +w‖2L2(RN),




























ij Diu0Dju0 dx = o(1)(‖v‖ + ‖w‖)2.
The other terms of R can be estimated in a similarly way. Finally we have 〈DI (u0),
v + w〉 = 0. In fact, u0 is a critical point of I , 〈DI (u0), ϕ〉 = 0 for ϕ ∈ H 1(RN) ∩ L∞(RN).
Since u0 ∈ H 1(RN)∩W 1,∞(RN), 〈DI (u0), ϕ〉 = 0 for all ϕ ∈ H 1(RN). 
Now we consider the quadratic form (L˜(w)ψ,ϕ).










 c1‖Dψ‖2L2(RN) − c2‖ψ‖2L2(RN),




 μ0‖ψ‖2L2(RN), ψ ∈ W (5.9)





 c1‖Dψ‖2L2(RN) + (c3μ0 − c2)‖ψ‖2L2(RN)  μ‖ψ‖2H 1(RN)
for μ = min(c1, c3μ0 − c2).
We prove (5.9) by an indirect argument. If (5.9) is not true, there exist sequences {wn} and










N), 2 p < 2N








aij (x,u0 +wn)DiψnDjψn dx +
∫
BR

























aij (x,u0)DiψDjψ dx +
∫
BR















D2s aij (x,u0)Diu0Dju0 −Dsg(x,u0)
)
ψ2 dx





ψ2n dx + oR(1). (5.11)















































It follows from (5.10), (5.11) and (5.12) that

















ψ2n dx + oR(1)
= m+ oR(1),
where m = min{γ,μ0}. This is a contradiction. 
Given v ∈ V , we consider the functional I (u0 + v+w), w ∈ W and look for w ∈ W such that
the partial derivative with respect to w of I at u = u0 + v +w is zero, that is,〈
DI (u), z


















g(x,u)z dx = 0, for z ∈ W ∩L∞(RN ). (5.13)
We have the following theorem
Theorem 5.3. Let Bδ = {u ∈ H 1(RN) | ‖u‖ δ}. There exist δ1, δ2 > 0 such that for v ∈ V ∩Bδ1
the following statements hold.
(a) There exists a unique w = φ(v) ∈ W ∩Bδ2 satisfying (5.13). Moreover w ∈ W 1,∞(RN).
(b) The mapping φ : V ∩ Bδ1 → W ∩ Bδ2 is Lipschitz continuous both in L∞(RN) and in
H 1(RN), for some c > 0 and v1, v2 ∈ V ∩Bδ1∥∥φ(v2)− φ(v1)∥∥L∞(RN) + ∥∥φ(v2)− φ(v1)∥∥H 1(RN)  c‖v2 − v1‖H 1(RN). (5.14)
(c) Moreover, h(v) = I (u0 + v + φ(v)), v ∈ V ∩Bδ1 , is a C1 functional and(
Dh(v),ϕ
)= 〈DI(u0 + v + φ(v)), ϕ〉, ∀ϕ ∈ V. (5.15)
In particular, v is a critical point of h if and only if u = u0 + v + φ(v) is a critical point of I .
Theorem 5.3 resembles the classical Lyapunov–Schmidt reduction for smooth functionals in
studying bifurcation problems via the implicit function theorem. Here we used the variational
method. See [25] for applications of such a method to bifurcation problems. The proof of this
theorem is lengthy and will be broken into several lemmas. The existence of solution of (5.13) is
proved in Lemma 5.4, while the uniqueness and the continuity (5.14) is proved in Lemma 5.5.
J.-Q. Liu et al. / Journal of Functional Analysis 262 (2012) 4040–4102 4075Lemma 5.4. Given v ∈ V ∩ Bδ1 , let gv(w) = I (u0 + v + w), w ∈ W ∩ Bδ2 . Then there ex-
ist δ1, δ2 > 0 such that gv assumes its minimum at a point w ∈ W , ‖w‖ < δ2. Moreover u =
u0 + v +w solves (5.13), and u ∈ W 1,∞(RN) and for some C > 0
‖u‖W 1,∞(RN)  C‖u‖H 1(RN). (5.16)
Proof. By Lemma 5.1, Lemma 5.2, there exist c1, c2, 
, δ1, δ2 > 0 such that
gv(w) = I (u0 + v +w) I (u0)− c1‖v‖2H 1(RN) + c2‖w‖2H 1(RN),
gv(0) I (u0)+ 
‖v‖2H 1(RN), v ∈ V ∩Bδ1 , w ∈ W ∩Bδ2 . (5.17)
We require c2δ22 − c1δ21 > 
δ21 so that
gv(w) > gv(0) for w ∈ W ∩ ∂Bδ2 . (5.18)
We show that the functional gv(w) is lower semicontinuous provided δ2 is small enough. Hence
by (5.18) gv assumes its minimum at a point w ∈ W ∩ intBδ2 , for which u = u0 + v +w solves
(5.13).





∣∣w ∈ W ∩Bδ2}.
Passing to a subsequence wn ⇀ w in H 1(RN), wn → w in Lploc(RN), 2  p < 2NN−2 , wn → w









aij (x,un)DiunDjun dx + 12
∫
BR










aij (x,u)DiuDjudx + 12
∫
BR




= gv(u)+ oR(1). (5.19)
Since u0(x) → 0, Du0(x) → 0, v(x) → 0, Dv(x) → 0 as |x| → ∞ uniformly in v ∈ V ∩ Bδ1 ,







aij (x,un)DiunDjun dx + 12
∫
BN \BR










aij (x,un)DiwnDjwn dx dx + 12
∫
N
V (x)w2n dxR \BR R \BR















dx + oR(1). (5.20)
Take a cut-off function χ such that χ = 0 in BR , χ = 1 in RN \B2R , |∇χ | 1. Then by Hölder










































2 + oR(1) oR(1)
provided c3δ22 − c4δp2 > 0.
Let R → ∞, then 




∣∣w ∈ W ∩Bδ2}= limn→∞gv(wn) gv(w).
By (5.18), ‖w‖ < δ2, hence u = u0 + v +w solves (5.13).
Now let u be a solution of (5.13), u = u0 + v + w, v ∈ V ∩ Bδ2 , w ∈ W ∩ Bδ2 . Let f ∈ V :




















f ϕ dx, ∀ϕ ∈ H 1(RN )∩L∞(RN ). (5.21)
R R R
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‖u‖L∞(RN)  C
(‖u‖H 1(RN))‖f ‖L∞(RN)  C‖u‖H 1(RN)
and also ‖Du‖L∞(RN)  C‖u‖H 1(RN) by regularity theory for elliptic equations (e.g., [18]). 
Lemma 5.5. Let uk = u0 + vk + wk solve (5.13) with vk ∈ V ∩ Bδ1 , wk ∈ W ∩ Bδ2 , k = 1,2.
Then for some C > 0
‖w2 −w1‖L∞(RN) + ‖w2 −w1‖H 1(RN)  C‖v2 − v1‖H 1(RN).
Proof. The proof of this lemma is known, e.g., [28]. For completeness we reproduce it here. Let
fl ∈ V , fl = ∑dk=1 ϕk(DI (ul), ϕk), l = 1,2. We have ‖f2 − f1‖L∞(RN)  C‖u2 − u1‖H 1(RN)











































D(x)(u2 − u1)ϕ dx =
∫
RN























D2s aij (x,ut )DiutDjut + v(x)−Dsg(x,ut )
}
dt,
and ut = (2 − t)u2 + (t − 1)u1, t ∈ (1,2). By regularity theorem
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(‖u2 − u1‖H 1(RN) + ‖f2 − f1‖L∞(RN))
 C‖u2 − u1‖H 1(RN), (5.23)
where C = C(‖Aij‖L∞(RN),‖Bj‖L∞(RN),‖D‖L∞(RN)). It follows from (5.23) that
‖w2 −w1‖L∞(RN)  C
(‖w2 −w1‖H 1(RN) + ‖v2 − v1‖H 1(RN)). (5.24)
If v = 0, then w = 0, and u = u0 solves (5.13). It follows from (5.24) that if u = u0 + v + w
solves (5.13) then
‖w‖L∞(RN)  C
(‖w‖H 1(RN) + ‖v‖H 1(RN)). (5.25)
We next estimate ‖w2 −w1‖H 1(RN). By (5.1) and (5.22)
γ ‖w2 −w1‖2H 1(RN) 
(
L(w2 −w1),w2 −w1























































d(x)−D(x)){(u2 − u1)(w2 −w1)}dx
= : I + II + III







∣∣aij (x,u0)−Aij (x)∣∣ · ‖u2 − u1‖H 1(RN)‖w2 −w1‖H 1(RN)
 C(δ1 + δ2)‖u2 − u1‖H 1(RN)‖w2 −w1‖H 1(RN),
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(‖u2 − u1‖H 1(RN)‖w2 −w1‖L∞(RN)
+ ‖u2 − u1‖L∞(RN)‖w2 −w1‖H 1(RN)
)
 C(δ1 + δ2)









|D2s aij (x,u0)Diu0Dju0 −D2s aij (x,ut )DiutDjut |dx





∣∣Dsg(x,u0)−Dsg(x,ut )∣∣ · ‖u2 − u1‖H 1(RN)‖w2 −w1‖H 1(RN)
= C
(δ1, δ2)
(‖u2 − u1‖L∞(RN)‖w2 −w1‖L∞(RN) + ‖u2 − u1‖H 1(RN)‖w2 −w1‖H 1(RN))
where 
(δ1, δ2) → 0 as δ1, δ2 → 0. It follows from the above estimates that
‖w2 −w1‖H 1(RN)  C
(δ1, δ2)
(‖v2 − v1‖H 1(RN) + ‖w2 −w1‖L∞(RN)). (5.26)
By (5.24) and (5.26),
‖w2 −w1‖L∞(RN) + ‖w2 −w1‖H 1(RN)  C‖v2 − v1‖H 1(RN). 
Proof of Theorem 5.3. We need only to derive the derivative of the function h(v) =
I (u0 + v + φ(v)). Let ϕ ∈ V . Then by Lemma 5.5∥∥∥∥1t
(





φ(v + tϕ)− φ(v))∥∥∥∥
L∞(RN)
 c‖ϕ‖H 1(RN).
Notice that the functional I is C1 differential in H 1(RN)∩L∞(RN), we have∣∣∣∣1t
(







u0 + v + tϕ + φ(v + tϕ)







u0 + v + φ(v)
)+ s(tϕ + φ(v + tϕ)− φ(v))
0
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t
(













(‖ϕ‖L∞(RN) + ‖ϕ‖H 1(RN))
 o(1)‖ϕ‖H 1(RN).
Thus we have limt→0 1t (h(v + tϕ) − h(v)) = 〈DI (u0 + v + φ(v)),ϕ〉, which is continuous
in v ∈ V . Therefore h is a C1 function and (Dh(v),ϕ) = 〈DI (u0 + v + φ(v)),ϕ〉, ∀ϕ ∈ V .
Since 〈DI (u0 + v + φ(v)), z〉 = 0 for z ∈ W ∩ L∞, v is a critical point of h if and only if u =
u0 + v + φ(v) is a critical point of I . 
Let gv(w) = I (u0 + v + w), v ∈ V ∩ Bδ1 . Then gv is a G-differential functional defined on
W ∩Bδ2 , 〈Dgv(w), z〉 = 〈DI (u0 + v +w), z〉 for z ∈ W ∩L∞(RN).
Lemma 5.6. gv satisfies the (CPS) condition uniformly for v ∈ V ∩Bδ1 , that is, if {vn} ⊂ V ∩Bδ1 ,{wn} ⊂ W ∩ Bδ2 , |Dgvn(wn)| → 0 and gvn(wn) → c as n → ∞, then (vn,wn) possesses a
convergent subsequence.
Proof. Let un = u0 + vn +wn. Then for z ∈ W ∩L∞(RN),
〈
Dgvn(wn), z


























where w˜n ∈ W , ‖w˜n‖H 1(RN) → 0. Let {ϕ1, ϕ2, . . . , ϕd} be an orthogonal base of V ⊂ L2(RN),
and let fn =∑dk=1 ϕk(DI (un),φk). Assume fn → f ∈ V . Then〈
DI (un),ϕ
〉− (f,ϕ) = (wˆn, ϕ), ∀ϕ ∈ H 1(RN )∩L∞(T N )
where (wˆn, ϕ) = (w˜n, ϕ)+
∫
RN
(fn − f )ϕ, ∀ϕ ∈ H 1(RN)∩L∞(RN). Using ‖w˜n‖H 1(RN) → 0,
we have that {un} is a CPS sequence of the functional




By similar analysis for a CPS sequence of I as in Lemmas 3.1 and 3.2, we conclude that
(i) Assume un ⇀ u in H 1(RN), then u is a critical point of If .
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∣∣kin∣∣→ ∞, ∣∣kin − kjn∣∣→ ∞, 1 i < j  n,
lim




























Remember that, there is an α > 0 such that any non-trivial critical point v of I satisfies ‖v‖ α.
Let δ2 < α, it follows from (5.27) that l = 0 in (5.27), limn→∞ ‖wn‖2H 1(RN) = ‖w‖2H 1(RN), hence
wn → w in H 1(RN). 
Theorem 5.7. If u0 is an isolated critical point of I , then Cq(I,u0) = Cq(h,0) for all q =
0,1,2, . . . , where h(v) = I (u0 + v + φ(v)).
This follows from the following lemma.
Lemma 5.8. LetA = {u = u0 +v+w | I (u) I (u0), ‖v‖ δ1, ‖w‖ δ2} and B = {v | I (u0 +
v + φ(v)) I (u0), ‖v‖ δ1}. Then (B,B \ {0}) is a deformation retract of (A,A \ {u0}).
Proof. Choose δ1 > 0, δ2 > 0 as in Theorem 5.3. When we treat v ∈ V ∩ Bδ1 as a parameter,
the functional gv(w) = I (u0 + v + w) has a unique critical point φ(v) ∈ W ∩ Bδ2 , which is a
minimum point. For such a v, as in the proof of Theorem 3.3, we can construct a pseudo gradient
vector field Vv(w) on W ∩ Bδ2 . By Lemma 5.6, (CPS) condition holds uniformly in v, hence
we can do this in a way that Vv(w) depends on v continuously in v ∈ V ∩Bδ1 . Then the pseudo
gradient flow ξ(s, v,w) is continuous in (s, v,w). For fixed v and w, by the (CPS) condition
there is a unique time s¯ = s¯(v,w) such that s¯(v,w) is continuous in (v,w) and ξ(s¯(v,w), v,w)
reaches φ(v), the unique minimum point of gv . Then η(t, v,w) = ξ(t s¯(v,w), v,w) is the desired
deformation. 
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Let u0 be a critical point of I with the nontrivial q-th critical group Cq(I,u0). An example of
such a critical point is the critical point of mountain pass type obtained in the previous sections,
see Theorem A.
We are looking for two-bump critical points of I near u0 + k ∗ u0 for k ∈ ZN with |k| suffi-
ciently large. Recall that k ∗ u is defined as (k ∗ u)(x) = u(x − k), the translation of u.
Lemma 6.1. lim|k|→∞ |DI (u0 + k ∗ u0)| = 0.
Proof. Let ϕ ∈ H 1(RN)
〈


















V (x)(u0 + k ∗ u0)ϕ dx −
∫
RN
g(x,u0 + k ∗ u0)ϕ dx.





































aij (x,u0)Diu0Djϕ dx + oR(1)‖ϕ‖.
In the above, we have used the exponential decay of u0, i.e. for some α > 0, ‖u0‖H 1(RN\BR(0)) =
oR(1) and ‖u0‖W 1,∞(RN\B (0)) = oR(1). Also we haveR






























Dsaij (x,u0 + k ∗ u0)
(








Dsaij (x,u0)Diu0Dju0ϕ dx + oR(1)‖ϕ‖,
∫
BR(0)




V (x)u0ϕ dx −
∫
RN\BR(0)
V (x)u0ϕ dx +
∫
BR(0)




V (x)u0ϕ dx + oR(1)‖ϕ‖,
∫
BR(0)

















g(x,u0)ϕ dx + oR(1)‖ϕ‖,










Dsaij (x,u0 + k ∗ u0)Di(u0 + k ∗ u0)Dj (u0 + k ∗ u0)ϕ dx
BR(0)
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∫
BR(0)
V (x)(u0 + k ∗ u0)ϕ dx −
∫
BR(0)
g(x,u0 + k ∗ u0)ϕ dx

















V (x)(u0 + k ∗ u0)ϕ dx −
∫
BR(k)
g(x,u0 + k ∗ u0)ϕ dx

















V (x)(u0 + k ∗ u0)ϕ dx −
∫
Ω




DI (u0 + k ∗ u0), ϕ
〉= 〈DI (u0), ϕ〉+ 〈DI (k ∗ u0), ϕ〉+ oR(1)‖ϕ‖. (6.1)
Lemma 6.1 is proved. 
Remark 6.1. Let u,v ∈ H 1(RN) ∩ W 1,∞(RN) and have exponentially decay, that is, for some
α > 0
‖u‖H 1(RN\BR(0)) = oR(1), ‖v‖H 1(RN\BR(0)) = oR(1).
It is clear that our arguments yield
〈
DI (u+ k ∗ v),ϕ〉= 〈DI (u),ϕ〉+ 〈DI (k ∗ v),ϕ〉+ oR(1)‖ϕ‖.
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the following Taylor’s expansion, which is a counterpart of Lemma 5.1.
Lemma 6.2 (Taylor’s expansion). Let v, v˜ ∈ V , w ∈ V ⊥ ∩ (k ∗ V )⊥. Then
I (u0 + k ∗ u0 + v + k ∗ v˜ +w)
= I (u0 + k ∗ u0)+
〈




(Lk(v + k ∗ v˜), v + k ∗ v˜)+ (Lk(v + k ∗ v˜),w)+ 12
(L˜k(w)w,w)
+ o(1)(‖v‖2

























D2s aij (x,u0 + k ∗ u0)Di(u0 + k ∗ u0)Dj (u0 + k ∗ u0)










aij (x,u0 + k ∗ u0 +w)− aij (x,u0 + k ∗ u0)
)
DiψDjϕ dx.
Proof. Denote Uk = u0 + k ∗ u0, Vk = v + k ∗ v˜.













aij (x,Uk +w)− aij (x,Uk)
)
DiwDjwdx
+R1 +R2 +R3 +R4 +R5,
where








aij (x,Uk + Vk +w)− aij (x,Uk)−Dsaij (x,Uk)(Vk +w)
− 1
2







































x,Uk + t (Vk +w)








































x,Uk + t (Vk +w)
)−Dsg(x,Uk))(Vk +w)2 dx.
As aij (x, s), Dsaij (x, s) and D2s aij (x, s) are continuous and
∣∣D2s aij (x,Uk + t (Vk +w))−D2s aij (x,Uk)∣∣ 
 +C
 |Vk +w| 4N−2 ,∣∣Dsaij (x,Uk + t (Vk +w))−Dsaij (x,Uk)∣∣ C
 +C








 |Vk +w| 4N−2
)
(Vk +w)2 dx  












 |Vk +w| 2N−2
)|Vk +w|∣∣D(Vk +w)∣∣dx
 C















(‖Vk‖2H 1(RN) + ‖w‖2H 1(RN))
 C‖Vk‖H 1(RN)




|Vk||Dw|2 dx  ‖Vk‖L∞(RN)‖w‖2H 1(RN)  C‖Vk‖H 1(RN)‖w‖2H 1(RN).
Similarly,
∣∣Dsg(x,Uk + t (Vk +w))−Dsg(x,Uk)∣∣ 
 +C








 |Vk +w| 4N−2
)|Vk +w|2 dx  C
‖Vk +w‖2H 1(RN) +C
‖Vk +w‖ 2NN−2H 1(RN).
Altogether we have


















(‖Vk‖ + ‖w‖)2 +C
(‖Vk‖ + ‖w‖) 2NN−2 ,
and Lemma 6.2 follows. 
The following lemma is a counterpart of Lemma 5.2.
Lemma 6.3. It holds that
(1) (LkVk,Vk) ok(1)‖Vk‖2, (LkVk,w) ok(1)‖Vk‖‖w‖.
(2) There exist μ,K, δ > 0 such that (L˜k(z)w,w) μ‖w‖2, for ‖z‖ δ, |k|K .





















D2s aij (x,u0 + k ∗ u0)+ V (x)
−Dsg(x,u0 + k ∗ u0)
)
(v + k ∗ v˜)2 dx.
For |k|  3R, we estimate the integrals over BR(0), BR(k) and Ω = RN \ (BR(0) ∪ BR(k))





aij (x,u0 + k ∗ u0)DivDjv dx  C
∫
RN \BR(0)
|Dv|2 dx  oR(1)‖v‖2.






aij (x,u0 + k ∗ u0)
(



































aij (x,u0)DivDjv dxR R \BR(0)





aij (x,u0 + k ∗ u0)
(











































Dsaij (x,u0 + k ∗ u0)Diu0Dj
(



























D2s aij (x,u0 + k ∗ u0)Di(u0 + k ∗ u0)Dj (u0 + k ∗ u0)+ V (x)
−Dsg(x,u0 + k ∗ u0)
}




















D2s aij (x,u0)Diu0Dju0 + V (x)−Dsg(x,u0)
)
v2 dxR \BR(0)







D2s aij (x,u0 + k ∗ u0)
{(
2Diu0Dj(k ∗ u0)
+Di(k ∗ u0)Dj (k ∗ u0)
)
(v + k ∗ v˜)2 +Diu0Dju0
(





V (x)−Dsg(x,u0 + k ∗ u0)
)(



























D2s aij (x,u0)Diu0Dju0 dx + oR(1)
(‖v‖2 + ‖v˜‖2)+ ok(1)‖v‖2.
In the above, we have used the uniform continuity of D2s aij and Dsg to estimate the last two
terms. Altogether the integral over BR(0) is equal to (Lv, v)+ ok(1)(‖v‖2 + ‖v˜‖2). In the same
way, the integral over BR(k) is equal to (Lv˜, v˜)+ ok(1)(‖v‖2 + ‖v˜‖2). Thus we have
(LkVk,Vk) = (Lv, v)+ (Lv˜, v˜)+ 

(|k|)(‖v‖2 + ‖v˜‖2) ok(1)(‖v‖2 + ‖v˜‖2).
In a similar way,
(LkVk,w) = (Lv,w)+
(
L(k ∗ v˜),w)+ ok(1)(‖v‖2 + ‖v˜‖2 + ‖w‖2)
 ok(1)
(‖v‖2 + ‖v˜‖2 + ‖w‖2).
As in the proof of Lemma 5.2, we claim that there exist δ,K,μ such that(L˜k(z)w,w) μ‖w‖2L2, if ‖z‖ δ, |k|K and w ∈ Wk,
which implies (2) of the lemma. If the claim is not true, there exist sequences {zn} ⊂
H 1(RN), {kn} ⊂ ZN and {wn} ⊂ Wkn such that ‖zn‖H 1(RN)  1n , |kn|  n, ‖wn‖L2 = 1 and
limn→∞(L˜k(zn)wn,wn)  0. This implies ‖wn‖H 1(RN)  C. Assume wn ⇀ w in H 1(RN),
(−kn) ∗ w = w(· + kn) ⇀ w˜ in H 1(RN). Take |kn| > 3R. Since kn ∗ u0 → 0, zn → 0, wn → w











Dsaij (x,u0 + kn ∗ u0)Di(u0 + kn ∗ u0)Djw2n dxBR(0)








D2s aij (x,u0 + kn ∗ u0)Di(u0 + kn ∗ u0)Dj (u0 + kn ∗ u0)

























































D2s aij (x,u0 + kn ∗ u0)Di(u0 + kn ∗ u0)Dj (u0 + kn ∗ u0)














w2n(x) dx + oR(1).
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w2n dx + oR(1).
Since R is arbitrary, limn→∞(L˜kn(zn)wn,wn)min(μ, c/2) limn→∞
∫
RN
w2n dx = min{μ,c/2},
a contradiction. 
The following theorem is a counterpart of Theorem 5.1.
Theorem 6.4. There exist positive constants δ1, δ2,K such that for v, v˜ ∈ V , ‖v‖,‖v˜‖ δ1 and
|k|K , the following statements (a), (b), (c), and (d) hold.
(a) There exists w ∈ Wk := V ⊥ ∩ (k ∗ V )⊥ such that ‖w‖ δ2, w ∈ W 1,∞(RN) and u = u0 +
k ∗ u0 + v + k ∗ v˜ +w satisfies
〈
DI (u), z
〉= 0, for z ∈ Wk ∩L∞(RN ). (6.2)





u0 + v + φ(v)
)
, z
〉= 0, ∀z ∈ W ∩L∞(RN ). (6.3)
Then any solution w of (6.2) satisfies
∥∥w − φ(v)− k ∗ φ(v˜)∥∥
H 1(RN) +
∥∥w − φ(v)− k ∗ φ(v˜)∥∥
L∞(RN) = ok(1). (6.4)
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v˜i +wi , i = 1,2, satisfies
〈
DI (ui), z
〉= 0, ∀z ∈ Wk ∩L∞(RN ). (6.5)
Then for some constant C > 0
‖w1 −w2‖H 1(RN) + ‖w1 −w2‖L∞(RN)  C
(‖v1 − v2‖H 1(RN) + ‖v˜1 − v˜2‖H 1(RN)). (6.6)
Consequently, given v, v˜ ∈ V ∩ Bδ1 , the solution of (6.2) is unique, we denote by φ(v, v˜) this
unique solution.
(d) The function H(v, v˜) = I (u0 + k ∗ u0 + v + k ∗ v˜ + φ(v, v˜)) is differentiable and
(
DvH(v, v˜), z
)= 〈DI (u), z〉, (Dv˜H(v, v˜), z)= 〈DI (u), k ∗ z〉, z ∈ V. (6.7)
Hence (v, v˜) is a critical point of H if and only if u = u0 + k ∗ u0 + v + k ∗ v˜ + φ(v, v˜) is a
critical point of I .
Proof of part (a) of Theorem 6.4 (existence and regularity). Let v, v˜ ∈ V , w ∈ Wk . By Lem-
mas 6.1, 6.2, 6.3 for 
 > 0 there exist δ1, δ2,K such that if ‖v‖,‖v˜‖  δ1, ‖w‖  δ2, |k|  K ,
then on one hand
I (u0 + k ∗ u0 + v + k ∗ v˜ +w)
 I (u0 + k ∗ u0)+
〈
DI (u0 + k ∗ u0), v + k ∗ v˜ +w
〉+ 1
2
(Lk(v + k ∗ v˜), v + k ∗ v˜)
+ (L˜k(v + k ∗ v),w)+ 12
(Lk(w)w,w)− 
(‖v‖2 + ‖v˜‖2 + ‖w‖2)
 I (u0 + k ∗ u0)+
〈




(‖v‖2 + ‖v˜‖2)− 
2(‖v‖ + ‖v˜‖)‖w‖ +μ‖w‖2 − 
(‖v‖2 + ‖v˜‖2 + ‖w‖2)
 I (u0 + k ∗ u0)+
〈
DI (u0 + k ∗ u0), v + k ∗ v˜
〉+μ1‖w‖2 − 
1‖w‖ −C1(‖v‖2 + ‖v˜‖2)
for some μ1,C1 > 0 and 
1 → 0 as k → ∞. On the other hand
I (u0 + k ∗ u0 + v + k ∗ v˜)
 I (u0 + k ∗ u0)+
〈




(Lk(v + k ∗ v˜), v + k ∗ v˜)+ 
(‖v‖2 + ‖v˜‖2)
 I (u0 + k ∗ u0)+
〈
DI (u0 + k ∗ u0), v + k ∗ v˜
〉+C1(‖v‖2 + ‖v˜‖2).
Let 




2 . Consider the function g(w) = I (u0 + k ∗ u0 + v + k ∗ v˜ +w),
w ∈ Wk , ‖w‖ δ2. If ‖w‖ = δ2, then
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〈
DI (u0 + k ∗ u0), v + k ∗ v˜
〉+μ1δ22 − 
1δ2 − 2C1δ21
 I (u0 + k ∗ u0)+
〈






> I (u0 + k ∗ u0)+
〈
DI (u0 + k ∗ u0), v + k ∗ v˜
〉+ 2C1(‖v‖2 + ‖v˜‖2)
 g(0).
So if w ∈ Wk , ‖w‖  δ2, assumes the minimum of g, then ‖w‖ < δ2 and solves the equation
〈DI (u), z〉 = 0, for z ∈ Wk ∩L∞(RN) with u = u0 + k ∗ u0 + v + k ∗ v˜ +w.
Now let {wn} ⊂ Wk , ‖wn‖  δ2 be a minimizing sequence. Assume wn ⇀ w in H 1(RN),
wn → w in Lploc(RN), 2 p < 2NN−2 and wn(x) → w(x), a.e. x ∈RN . Choose R large such that
‖u0 + k ∗ u0 + v + k ∗ v˜‖H 1(RN\BR(0))  
.







aij (x,u)DiuDjudx + 12
∫
RN\BR(0)

























(|Du|2 + u2)dx) NN−2
 0
provided δ2 is small enough. Therefore for un = u0 + k ∗ u0 + v + k ∗ v˜ +wn
lim
























aij (x,u)DiuDjudx + 12
∫
BR(0)




where u = u0 + k ∗ u0 + v + k ∗ v˜ + w. Letting R → ∞, we get g(w) = I (u) = inf{g(w)|w ∈
Wk, ‖w‖ δ2}, and that w is a minimizer and solves 〈DI (u), z〉 = 0, ∀z ∈ Wk ∩L∞(RN).
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f z dx, ∀z ∈ H 1(RN )∩L∞(RN ).
By Moser’s iteration, we have
‖u‖L∞(RN)  C‖f ‖L∞(RN)  C‖u‖H 1(RN).
By the regularity theory, ‖Du‖L2(RN )  C‖u‖L∞(RN)  C‖u‖H 1(RN). 
Proof of part (b) of Theorem 6.4. Denote u = u0 + v + φ(v), u˜ = u0 + v˜ + φ(v˜). Since w =
φ(v) has exponential decay uniform in v ∈ V , ‖v‖ δ1, we can prove
〈
DI (u+ k ∗ u˜), z〉= 〈DI (u), z〉+ 〈DI (k ∗ u˜), z〉+ ok(1)‖z‖, ∀z ∈ H 1(RN ). (6.8)
As before, we choose R > 0, |k| 3R, and estimate the integrals over BR(0), BR(k) and Ω =
R
N \ (BR(0)∪BR(k)) respectively.
The integrals over BR(0) and BR(k) are equal to 〈DI (u), z〉+oR(1)‖z‖ and 〈DI (k ∗ u˜), z〉+
oR(1)‖z‖, respectively, and the integrals over Ω is small. As an example, we estimate the integral∫
RN
∑N





































aij (x,u)DiuDjz dx + oR(1)‖z‖.
R

































aij (x, k ∗ u)Di(k ∗ u)Djz dx + ok(1)‖z‖.
Let {ϕ1, ϕ2, . . . , ϕd} be an orthogonal base of V ⊂ L2. Let f = ∑dj=1 ϕj 〈DI (u),ϕj 〉, f˜ =∑d




∀ϕ ∈ V ⊕k ∗V , where U = u0 +v+k ∗ (u0 + v˜)+w. If the spaces V and k ∗V were orthogonal,











DI (U), k ∗ ϕj
〉
.
















(|k|)‖L∞(RN) → 0, as |k| → ∞. Thus


















DI (U)−DI (u)−DI (k ∗ u˜), ϕj
)
j=1
























‖F − f − k ∗ f˜ ‖L∞(RN)  C
∥∥U − (u+ k ∗ u˜)∥∥
H 1(RN) + ok(1)
= C∥∥φ(v, v˜)− φ(v)− φ(v˜)∥∥





u0 + v + k ∗ (u0 + v˜)+w

















‖L∞(RN) → 0 as |k| → ∞. Linearizing the left-
hand of the above equation we get a linear elliptic equation for w − φ(v)− k ∗ φ(v˜). We have
∥∥w − φ(v)− k ∗ φ(v˜)∥∥
L∞(RN)  C
∥∥w − φ(v)− k ∗ φ(v˜)∥∥








∥∥w − φ(v)− k ∗ φ(v˜)∥∥
H 1(RN) + ok(1). (6.12)
Since u0 is a critical point of I , we have φ(0) = 0. It follows from the above estimate, (5.14) and
(5.16) that
‖w‖L∞(RN)  C
(‖w‖H 1(RN) + δ1)+ ok(1). (6.13)
Note that ‖w‖H 1(RN)  δ2. We can assume ‖w‖L∞(RN) to be small, for suitable choice of
δ1, δ2 and k. The above estimate holds for any solution w of (6.2). We will use this fact in
proving (d) of Theorem 6.4.
We need to estimate ‖w − φ(v) − k ∗ φ(v˜)‖H 1(RN). Let Q be the orthogonal projection to
V ⊕k∗V ⊂ L2(RN). Since V and k∗V are “almost” orthogonal in the sense that ∫
RN
vk∗ v˜ dx =

(|k|) → 0 as |k| → ∞ uniformly in v, v˜ ∈ V , ‖v‖,‖v˜‖ 1, we have
Pφ(v) = φ(v)−Q(φ(v))= φ(v)+ ok(1),
P k ∗ φ(v˜) = k ∗ φ(v˜)−Q(k ∗ φ(v˜))= k ∗ φ(v˜)+ ok(1).
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μ
∥∥w − φ(v)− k ∗ φ(v˜)∥∥2
H 1(RN)
 μ
∥∥w − P (φ(v)+ k ∗ φ(v˜))∥∥2 + ok(1)
 Lk
(
w − φ(v)− k ∗ φ(v˜),w − φ(v)− k ∗ φ(v˜))+ ok(1)
− 〈DI(u0 + v + k ∗ (u0 + v˜)+w)−DI(u0 + v + φ(v))
−DI(k ∗ (u0 + v˜)+ k ∗ φ(v˜)),w − φ(v)− k ∗ φ(v˜)〉+ ok(1)
= 〈D2I (u0 + k ∗ u0)(φ(v, v˜)− φ(v)− k ∗ φ(v))−DI(u0 + v + k ∗ (u0 + v˜)+w)
−DI(u0 + v + k ∗ (u0 + v˜)+ φ(v)+ k ∗ φ(v˜)),w − φ(v)− k ∗ φ(v˜)〉+ ok(1)
 
0
(∥∥w − φ(v)− k ∗ φ(v˜)∥∥2
H 1(RN) +




0 depends on m = ‖v‖H 1(RN) + ‖v˜‖H 1(RN) + ‖φ(v, v˜)‖H 1(RN) + ‖φ(v, v˜)‖L∞(RN) and
as m → 0 (that is the case when δ1, δ2 → 0), 
0 → 0. It follows that
∥∥w − φ(v)− k ∗ φ(v˜)∥∥
H 1(RN)  

∥∥w − φ(v)− k ∗ φ(v˜)∥∥
L∞(RN) + ok(1), (6.14)
where 
 can be arbitrarily small. Finally, (b) follows from the above estimates (6.12), (6.14). 
Proof of part (c) of Theorem 6.4 (uniqueness and continuous dependence). For i = 1,2, let
vi, v˜i ∈ V ; ‖vi‖,‖v˜i‖ δ1; wi ∈ Wk , ‖wi‖ δ2, ui = u0 + k ∗ u0 + vi + k ∗ v˜i + wi . Suppose
for i = 1,2
〈
DI (ui), z
〉= 0, ∀z ∈ Wk ∩L∞(RN ).
Let fi ∈ V ⊕ k ∗ V and satisfy (DI (ui), z) =
∫
RN












DI (u2)−DI (u1), z
〉= ∫
RN
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‖w2 −w1‖L∞(RN)  C
(‖w2 −w1‖H 1(RN) + ‖v2 − v1‖H 1(RN) + ‖v˜2 − v˜1‖H 1(RN)), (6.15)
where C = C(‖Aij‖L∞ ,‖Bj‖L∞,‖D‖L∞) = C(‖u1‖H 1(RN),‖u2‖H 1(RN)). We use Lemma 6.3
to estimate ‖w2 −w1‖H 1(RN) as follows;
μ‖w2 −w1‖2H 1(RN)

(Lk(w2 −w1), (w2 −w1))
= (Lk(u2 − u1), (w2 −w1))− (Lk(v2 + k ∗ v˜2 − v1 − k ∗ v˜1), (w2 −w1))
= (Lk(u2 − u1)− (DI (u2)−DI (u1)), (w2 −w1))
− (Lk(v2 + k ∗ v˜2 − v1 − k ∗ v˜1), (w2 −w1)),∣∣(Lk(v2 + k ∗ v˜2 − v1 − k ∗ v˜1), (w2 −w1))∣∣
 oR(1)
(‖v2 − v1‖H 1(RN) + ‖v˜2 − v˜1‖H 1(RN))‖w2 −w1‖H 1(RN)
 oR(1)





D2I (u0 + k ∗ u0)−D2I
(
tu2 + (1 − t)u1
))





tu2 + (1 − t)u1
)− (u0 + k ∗ u0) = t (v2 + k ∗ v˜2 +w2)+ (1 − t)(v1 + k ∗ v˜1 +w1),
∣∣(Lk(u2 − u1)− (DI (u2)−DI (u1)), (w2 −w1))∣∣
 

(‖u2 − u1‖H 1(RN) + ‖u2 − u1‖L∞(RN))(‖w2 −w1‖H 1(RN) + ‖w2 −w1‖L∞(RN))
 

(‖v2 − v1‖2H 1(RN) + ‖v˜2 − v˜1‖2L∞(RN) + ‖w2 −w1‖2H 1(RN) + ‖w2 −w1‖2L∞(RN))
where 
 → 0 as ‖v1‖H 1(RN),‖v˜1‖H 1(RN),‖v2‖H 1(RN),‖v˜2‖H 1(RN),‖w1‖L∞(RN),‖w2‖L∞(RN)
tend to zero. From (6.13) in the proof of (b), Theorem 6.4, we know ‖wi‖L∞(RN) 
C(‖wi‖H 1(RN) + δ1) + 
(|k|). Therefore for suitable choice of δ1, δ2 and K , 
 can be made




(‖v2 − v1‖H 1(RN) + ‖v˜2 − v˜1‖H 1(RN) + ‖w2 −w1‖L∞(RN)). (6.16)
Thus the part (c) Theorem 6.4 follows from (6.15) and (6.16). 
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u0 + k ∗ u0 + v + k ∗ v˜ + φ(v, v˜)
)
, z
〉= 0, ∀z ∈ Wk ∩L∞(RN ). (6.17)
Let H(v, v˜) = I (u0 + k ∗ u0 + v + k ∗ v˜ + φ(v, v˜)). We calculate DvH,Dv˜H . For h ∈ V ,
H(v + h, v˜)−H(v, v˜)
= I(u0 + k ∗ u0 + v + h+ k ∗ v˜ + φ(v + h, v˜))− I(u0 + k ∗ u0 + v + k ∗ v˜ + φ(v, v˜))
= 〈DI(u0 + k ∗ u0 + v + k ∗ v˜ + φ(v, v˜))
+ t(h+ φ(v + h, v˜)− φ(v, v˜)), h+ φ(v + h, v˜)− φ(v, v˜)〉
= 〈DI(u0 + k ∗ u0 + v + k ∗ v˜ + φ(v, v˜)), h+ φ(v + h, v˜)− φ(v, v˜)〉
+ o(1)(∥∥h+ φ(v + h, v˜)− φ(v)∥∥
L∞(RN) +
∥∥h+ φ(v + h, v˜)− φ(v)∥∥
H 1(RN)
)
= 〈DI (u),h〉+ o(1)‖h‖H 1(RN),
where u = u0 + k ∗ u0 + v + k ∗ v˜ + φ(v, v˜). Hence (DvH(v, v˜), h) = 〈DI (u),h〉. In the
same way, (Dv˜H(v, v˜), h) = 〈DI (u), k ∗ h〉, for h ∈ V . If (v, v˜) is a critical point of H , then
〈DI (u),h〉 = 0 for h ∈ V ⊕ k ∗ V , which, together with (6.17), implies that u is a critical point
of I . 
Proof of Theorem B (Existence of two-bump solutions). Let u0 be an isolated critical point
of I and the q-th critical group of u0, Cq(I,u0) is nontrivial. Consider the function h(v) =
I (u0 + v + φ(v)), v ∈ BVδ1 = {v ∈ V | ‖v‖ δ1}, v = 0 is an isolated critical point of h in BVδ1 ,
let ψ be a pseudo-gradient vector field of h such that
∥∥ψ(v)∥∥ 2∥∥Dh(v)∥∥, (Dh(v),ψ(v)) ∥∥ψ(v)∥∥2. (6.18)
Consider a family of functions
Hs(v, v˜) = (1 − s)H0(v, v˜)+ sH(v, v˜), s ∈ [0,1] (6.19)




= (1 − s)(Dh(v),ψ(v))+ s(DvH(v, v˜),ψ(v))
= (1 − s)(Dh(v),ψ(v))+ s〈DI(u0 + v + k ∗ u0 + k ∗ v˜ + φ(v, v˜)),ψ(v)〉
= (1 − s)(Dh(v),ψ(v))+ s〈DI(u0 + v + k ∗ u0 + k ∗ v˜ + φ(v)+ k ∗ φ(v˜)+ ok(1)),ψ(v)〉









∥∥ψ(v˜)∥∥2 + ok(1). (6.20)





∥∥ψ(v, v˜)∥∥2 + ok(1),∥∥DHs(v, v˜)∥∥2  ∥∥ψ(v, v˜)∥∥2 + ok(1). (6.21)
Consequently, for |k| large enough, BVδ1 × BVδ1 is an isolated neighborhood block for all flows
generated by the pseudo gradient vector fields of Hs, s ∈ [0,1]. Let S be the maximal invariant
set of H in BVδ1 ×BVδ1 . Then
Ind(S) = Ind({(0,0)})
where Ind denotes the Conley index [14], and S0 = {(0,0)} is the maximal invariant set of H0 in
BVδ1 × BVδ1 . Since the 2q-th homological group of Ind(S0) is nontrivial, S0 is nontrivial. Conse-
quently, S is nontrivial and must contain critical points of H . 
Proof of Theorem C. We assume that the condition (Z∗) holds, otherwise we are done. By
Theorem A, the functional I = IM has a nontrivial critical point of mountain pass type with
C1(I, u0) = 0. By Theorem B, I has a two-bump critical point near u0 + k ∗u0 for all k ∈ Z with
|k| large enough. By the L∞ estimates (Lemma 2.4, Theorem 5.3, Theorem 6.4) these critical
points of I are critical points of J too, that is , they are solutions of the quasilinear equations
(1.1). 
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