Human DNA shows a complex structure with compositional features at many scales; the isochores-long DNA segments (∼ 10 5 bp) of relatively homogeneous guanine-cytosine (G + C) content-are the largest welldocumented and well-analyzed compositional structures. However, we report here on the existence of a high-level compositional organization of isochores in the human genome. By using a segmentation algorithm incorporating the long-range correlations existing in human DNA, we find that every chromosome is composed of a few huge segments (∼ 10 7 bp) of relatively homogeneous G + C content, which become the largest compositional organization of the genome. Finally, we show evidence of the biological relevance of these superstructures, pointing to a large-scale functional organization of the human genome.
I. INTRODUCTION
Human DNA is known to have a very complex compositional structure, since there are genomic elements with clear compositional features of many different scales such as CpG islands, genes, repeat elements (SINEs, LINEs), segmental duplications, etc. The largest compositional organization well documented and systematically analyzed are the isochores, first identified by Bernardi and coworkers by analytical ultracentrifugation of bulk DNA [1, 2] , which are present in the genomes of warm-blooded vertebrates. At the DNA sequence level, isochores are large segments with a typical size of around 10 5 base pairs (bp) and relatively homogeneous guanine-cytosine (G + C) composition harboring the rest of genomic elements. In this context, the human genome is currently viewed as a mosaic of isochores, which define the large-scale compositional organization of the genome.
However, we report here that human isochores seem to be organized at larger scales into compositional segments of about two orders of magnitude larger than isochores. We proceed in three steps. First, we use two independent methods to show the organization of isochores into larger compositional structures. On the one hand, we use compositional autocorrelation analysis to show that the G + C content of isochores is not independent and is actually correlated up to very large distances, indicating the existence of clusters of isochores of similar composition. On the other hand, we use DNA walks to show the existence of huge DNA segments (∼15-20 Mb) with definite G + C composition and typical sizes in agreement with the sizes of the isochore clusters obtained via autocorrelation analysis. We term these segments as superstructures from now on. Second, we introduce a segmentation algorithm which incorporates the long-range correlations existing in human DNA and is capable of detecting systematically these compositional superstructures on the basis of rigorous statistical criteria. And third, by analyzing the gene ontology (GO) terms [3] , we show that gene pairs embedded in each superstructure have a higher probability * pcarpena@ctima.uma.es of sharing a large number of GO terms, thus pointing to the biological relevance of these structures.
II. EVIDENCE OF ISOCHORE ORGANIZATION
Several computationally detected isochore data sets are available in the bibliography [4, 5] . However, an isochore data set obtained from a consensus between them has been proposed [6] recently, and this latter data set is the one we will use here.
On average, isochores are long DNA segments with an average size of about 10 5 bp [6] and with a G + C composition rather homogeneous internally, and clearly different from adjacent isochores. We can define the numerical series {x i ,i = 1,2, . . . ,n}, where x i is the G + C fraction of the ith isochore of the sequence containing n isochores. If the isochores are the highest level of compositional organization in the genome and not organized into larger structures, the values of the time series {x i } should be uncorrelated (i.e., with independent isochore G + C values). We can show the correlation properties of the series {x i } by calculating the autocorrelation function C(d):
where d is the distance (measured in isochores) and σ 2 is the variance of the set {x i }. In contrast to the expectation, we obtain in all the human chromosomes that C(d) is a slowly decreasing function significantly greater than 0 up to very large distances measured in isochores, and which can become negative for even larger distances [ Fig. 1(a) ]. This slowly decreasing behavior with even sign alternating behavior indicates a strong correlation of isochore G + C content up to large distances, showing that isochores are organized in large clusters of similar composition. The typical size of these clusters s can be estimated as the d value for which C(d) 0 [7] . We obtain that s depends on the chromosome [ Fig. 1(a) ] and shows a chromosome average size of about 130 isochores (∼ 15 Mb), indicating the typical scale for the isochore organization.
A second and independent method able to show the existence of gigantic segments with definite G + C content is the use of "DNA walks" [8] , an intuitive way to visualize the compositional structure of DNA sequences. To generate the walk, the DNA sequence S(i), with i = 1,2, . . . , ( being the sequence length), is first mapped into a numerical series N (i) using the SW rule: N (i) = 1 (−1) when S(i) = C or G (A or T). We use this particular rule because we are interested in the G + C organization of the sequence. The walk of the DNA sequence at position j , W (j ), is then
Regions with positive (negative) slope in the walk indicate that the G + C content in that part of the sequence is above (below) the global mean G + C value, and a constant slope indicates a region of approximately constant G + C content. We obtain that the DNA walks for human chromosome arms [9] are composed of few regions [see Fig 1(b) for two examples] of approximately constant slope, indicating that the chromosomes are actually formed by a small number of gigantic compositional superstructures of definite G + C content, which are on average two orders of magnitude larger than the isochores (see Table I ). This scale is also in agreement with the typical isochore clusters predicted by autocorrelation analysis (caption of Fig. 1 ), indicating that both methods are identifying the same structural organization.
In the next section, we present a segmentation algorithm aimed at detecting systematically these superstructures.
III. THE SEGMENTATION ALGORITHM. CHANGE OF NULL HYPOTHESIS
Our second aim is to design an algorithm that is able to find superstructures automatically based on rigorous statistical criteria. This could be achieved through entropic segmentation [10] , a convenient algorithm widely used in the literature [11] [12] [13] [14] [15] as it incorporates the Jensen-Shannon divergence (D JS ) measure to split the DNA sequence into pieces with different composition or "segments":
In this formula, S 1 and S 2 are DNA sequences of lengths n and − n to be compared, H 1 and H 2 are the corresponding TABLE I. Average length and average absolute difference in G + C content between adjacent segments obtained for SSs, isochores from two methods [4, 6] , and chromosome bands [26] . Shannon entropies of both sequences using the SW mapping rule defined above, and H t is the Shannon entropy of the concatenation of sequences S 1 and S 2 . In brief, the algorithm works as follows: (i) Move a pointer along the DNA sequence to be segmented. At any position i of the pointer (i = 1,2, . . . ) compare the subsequences to the left (S 1 ) and to the right (S 2 ) of the pointer using D JS . (ii) Find the point in the sequence (i max ) where the maximum compositional difference between the left and the right subsequences (D JS, max ) is measured. (iii) Decide whether the value D JS, max is statistically significant (i.e., with a p value lower than a certain threshold p 0 fixed at the beginning of the segmentation). If so, then split the sequence into two segments at position i max and otherwise leave the sequence undivided. (iv) If the sequence is split, then repeat iteratively the algorithm in the resulting subsegments. The segmentation ends when none of the resulting segments can be split, and at this point we say that the sequence is segmented with a p 0 significance level (usually, p 0 is taken as 0.05 or 0.01).
The critical point in the segmentation algorithm is step (iii), since this is the point where it is decided whether the segmentation continues or not, and therefore defines the stopping criterium. To achieve this, we use the hypothesis testing (HT) strategy, where a DNA sequence model is chosen and the null distribution is derived from it, i.e., the D JS, max values expected by chance alone. Each D JS, max value found in the segmentation of the real DNA sequence is then tested against the null hypothesis that the observed D JS, max can be reached also in our null distribution. We reject the null hypothesis if the p value is lower than the predefined significance p 0 , and in this case the cut is accepted [10, 12, 13] .
Usually, the null hypothesis chosen when segmenting a real DNA sequence of length is a random independent identically distributed (i.i.d.) uncorrelated sequence of the same length and the same G + C composition [10, 12] . Therefore, the p value of a given D JS, max = x found in the real DNA sequence is calculated as the probability of obtaining that or a greater value when trying to segment this random i.i.d. uncorrelated sequence, i.e.,
Unfortunately, even for this simple null hypothesis, the distribution P ,rand (x) does not have a closed analytical form and should be numerically calculated by means of Monte Carlo simulations [14] . Although the HT strategy described above is the most widely used in segmentation problems [10, 12, 13, 16] , it is not unique. An alternative way to address this problem is the model selection (MS) strategy, where segmentation is viewed as the selection between two models describing the target sequence: with the cut (model 1) and without it (model 2) [17] . In this framework one has to compute the log-likelihood (L) for the two models, L 1 and L 2 , to obtain its increment ( L = L 2 − L 1 ), and find the position of the cut in the sequence where L is maximum ( L max ). Since a new cut always increases L ( L is always positive [14] ), one needs to set a threshold ( L 0 ) above which the cut is accepted, i.e., when L max > L 0 .
Despite the fact that both strategies (HT and MS) look different, they are quite similar. Indeed, it can be shown [14] that L = × D JS with being the sequence length, and therefore L max = × D JS, max . Thus, in both cases the problem is reduced to check if a particular D JS, max value is large enough. While in the HT strategy a cut with a given D JS, max value is accepted on a probabilistic basis (the statistical significance), in the MS one the cut is accepted whenever 
A. The over-segmentation problem
However, when applying the segmentation algorithm to human DNA sequences, one finds thousands of small segments [14] (a few hundreds bp on average), and therefore well below both superstructure and isochore scales. For example, for the q-arm of human chromosome 21 (the smallest chromosome) used in Fig. 1(b) , we find that the sequence is divided into 44854 segments with an average length of 751 bp. The key reason for such "over segmentation" relies on the fact that the segmentation algorithm, under the above definition of the statistical significance in Eq. (4), splits the DNA sequence wherever it does not behave like a random uncorrelated sequence. Nevertheless, real DNA sequences are far from behaving like random sequences at all: in contrast, they present long-range correlations of complex nature [18] reaching scales up to tens of megabase-pairs. Thus, a more convenient DNA model to be used as a statistical reference (null hypothesis) when segmenting real DNA sequences should possess two main properties: (i) It should be homogeneous in order to detect heterogeneities in real DNA sequences. (ii) It should incorporate long-range correlations, which are present in real DNA. The standard null hypothesis (4) of a random i.i.d. sequence incorporates property (i), but lacks property (ii).
B. Changing the null hypothesis
A model for long-range correlated (LRC) and homogeneous DNA sequences can be derived from fractional Gaussian noises (fGn) which are well-known stochastic models of stationary LRC sequences [19] . Homogeneous (stationary) LRC DNA sequences can be generated as follows: (i) Use the Fourier filtering method [20] , which has proven to be useful in many contexts [21] , to create a fGn with a power spectrum S(f ) of the type S(f ) = 1/f 2α−1 with α < 1. Correlations are quantified by the input exponent α. For a pure random i.i.d. sequence, α = 0.5, and the larger α, the stronger the correlations present in the sequence. (ii) Map the fGn into a DNA binary sequence N (i) according to the SW rule: when fGn(i) is larger than a certain threshold t 0 , N (i) = 1 (i.e., G or C) and N (i) = −1 otherwise (i.e., A or T). The G + C content of N (i) is then controlled by t 0 . In our case, we fix a t 0 value to create LRC DNA sequences with a G + C fraction identical to the one in the human genome (0.41). As the fGn follows a Gaussian distribution N (0,1), t 0 is obtained from
giving t 0 0.227. A comparison of the behavior of D JS in a random i.i.d. and a LRC DNA sequence created with this method is shown in Fig. 2 . Despite that both sequences are homogeneous and have a constant mean G + C content, the D JS values for the LRC sequence are in general much larger than for the random one, and this is true in particular for both D JS, max values. If the random sequence is used as the null hypothesis (4) for the segmentation algorithm, the LRC sequence could be split practically at any point in spite of its homogeneity, since the major part of its D JS profile is above the D JS, max value obtained in the random sequence [ Fig. 2(c) ], thus leading to the over segmentation observed in real LRC DNA sequences.
For this reason, we propose here to change the null hypothesis (4) . Instead of modeling a homogeneous DNA sequence as an uncorrelated random i.i.d. sequence, we model it using a homogeneous LRC DNA sequence derived from a fGn (as described above) with the same long-range correlations as the target DNA sequence. Under this alternative null hypothesis we propose, the compositional differences found in a real DNA sequence will be compared to the expectation in a homogeneous and LRC DNA sequence with the same correlations and the same length.
This null hypothesis introduces two changes into the segmentation algorithm: (i) The degree of long-range correlations present in the target DNA sequence must be quantified as the first step in the algorithm. To achieve this, we choose detrended fluctuation analysis (DFA) [22] , a widely used method to measure long-range correlations with convenient properties [23] . DFA calculates the fluctuations F (l) of the sequence around the local trend at different scales l. Longrange correlations are identified when F (l) ∼ l α , and then correlations are quantified by a single parameter, the scaling exponent α which by construction is the same exponent we used to create LRC DNA sequences. For a pure random sequence, α = 0.5, and the larger α, the stronger the longrange correlations present in the sequence. In practice, we calculate F (l) for any human chromosome arm of length by varying l from small values (typically, l min = 8 up to an upper scale of l max = /10) [23] . The exponent α is determined by a linear fitting of a log-log plot of F (l) vs l. (ii) We need to replace the statistical significance (4) with the one expected in homogeneous LRC DNA sequences. To achieve this, we use the Monte Carlo method for any pair (α, ) to obtain numerically the probability distribution P ,α (x), i.e., the probability of obtaining D JS, max x when trying to segment a homogeneous LRC DNA sequence of length and a degree of correlations α:
This statistical significance replaces Eq. (4). Numerically, it is more convenient to obtain the and α dependence of certain percentiles of P ,α (x), and we have considered percentiles 95 and 99 (i.e., p values 0.05 and 0.01) as shown in Fig. 3 , which are the customary values in hypothesis testing strategies. In brief, our calculation is as follows: for a given sequence length , and a given value of correlations (α) we generate 2 37 / LRC sequences using the method described above, from which the percentiles 95 and 99 of the distribution (i.e., p values 0.05 and 0.01) are calculated. Next, we keep α constant and repeat the calculation for different values of . We have generated sequence lengths in powers of 2 in the range [2 6 , 2 28 ] to study numerically the dependence of both percentiles. We repeat the same procedure for different values of the correlations by varying α in the range [0.5,0.9], which is the appropriate range for the correlations observed in human DNA sequences [24] . Both percentiles behave similarly: for a given value of the correlations (α), they behave as power laws of (the fittings in Fig. 3 ) with negative exponents increasing with α (decreasing with α in absolute value). For any fixed , the percentiles increase with α, indicating that the larger the correlations in a homogeneous sequence of fixed length, the larger the compositional differences expected by chance in that sequence. Once the values of both percentiles are available in our grid in the (α, ) space, when segmenting a real DNA sequence of length 1 with correlations α 1 in which a particular D JS, max value is found, we check its statistical significance by interpolation in the grid: we estimate the percentile 99 (95) corresponding to the point (α 1 , 1 ) and verify whether the D JS, max value is larger than percentile 99 (95) or not. If the answer is positive, then the cut is accepted with a p value of 0.01 (0.05).
IV. RESULTS
With our algorithm, each human chromosome is divided into a few huge segments or superstructures (SSs) from now on. Detailed results for all the chromosomes can be seen in our web page [25] , including the DNA sequences we have used. A basic statistics of SSs and a comparison to isochores and chromosome bands are shown in Table I . Chromosomal bands are the only genomic entity of a similar scale [26] to SSs. However, our results in Table I show that they are smaller than SSs and that they do not define the compositional structure so clearly as SSs. SSs are not only two orders of magnitude larger than isochores on average, but also the G + C differences between neighboring SSs are larger than for neighboring isochores (see Table I ). This fact is somewhat counterintuitive, since one expects that compositional fluctuations increase when observed at smaller scales, and it points to the statistical relevance of SSs. Besides, SS borders are robust when examined at different scales: when the G + C content of a DNA sequence is plotted in a great range of increasing scales of observation, the SS borders are detectable in the whole range while other compositional structures of smaller size (as the isochores) disappear for large enough scales, where only SSs are observable. As an example, in Fig. 4(a) we plot the results of the G + C composition of chromosome 21q obtained with a Gaussian wavelet with a characteristic scale varying in the range (10 4 ,1.25 × 10 6 ) (bp). Also, SSs are in agreement with the intuitive segmentation 'by eye' suggested by the patchy structure of DNA walks [ Fig. 1(b) ]. As an example we show in Fig. 4(b) changes of the slope in the walk, but also the G + C content of each SS corresponds to a well-defined slope in the walk, coinciding with the large-scale compositional regions shown with the wavelet in Fig. 4(a) . In this context, isochores are given by the fluctuations of the walk slope around the dominant mean slope giving the SS G + content [ Fig. 4(c) ].
SSs define the largest compositional organization of the human genome, but another important question is their possible biological relevance, specially as compared to isochores, since the latter are recognized to have functional relevance. To address this question, we perform a semantic analysis on the functional terms of gene ontology (GO) [3] . The GO initiative is aimed at standardizing the representation of gene and gene-product attributes across species and databases. It provides a controlled vocabulary of terms for describing geneproduct characteristics and gene-product annotation data. This vocabulary is organized in three main categories: biological processes, cellular components, and molecular functions. Each of these categories has different hierarchical levels (10 levels for the category of cellular components and 14 levels for each of the other two categories), ordered by their functional specificity (from more general to more specific). The terms associated to a given gene product are thus not mutually exclusive.
We have studied the semantic similarity (m), which is defined as the number of GO terms shared by two genes [27] [28] [29] . In particular we used RefSeq genes [30] and we obtained the association between RefSeq genes and GO terms from the annotation-modules database [31] . If SSs (or isochores) were biologically relevant, they would be more likely related to certain functions. So, gene pairs co-located within the same SS or isochore should share common functionalities, and therefore larger m values, than gene pairs chosen at random. In this way, for the SSs and three different isochore sets [4] [5] [6] of the human genome, we have calculated p(m), the probability that two genes co-located within the same SS or isochore share m GO terms (i.e., have an m semantic similarity). We have also calculated p(m) for a randomized gene-pair data set, which will be useful for comparison. In all cases, we have considered GO terms of all levels (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) in the calculation, although similar results were obtained when individual GO levels 3 or 4 were considered. Our results are shown in Fig. 5 , where we plot the cumulative probability P (m) = m i=1 p(i) for all cases (SSs, isochores, and random gene pairs). As expected, we see that P (m) increases very fast for randomly selected pairs of genes, indicating the low chance for these genes to share a large number of GO terms. In the other cases (SSs and isochores) we see qualitatively that P (m) increases more slowly than in the random case, indicating that gene pairs belonging to these structures have a higher probability of sharing a large number of GO terms, in agreement with the biological relevance of these structures.
To compare quantitatively the biological relevance of the different compositional organizations, we have calculated in all cases the average semantic similarity m defined as The values of m for the five cases considered (SSs, isochores, and random gene pairs) are shown in Fig. 6 . While random gene pairs share on average around six GO terms, genes co-located in the same SS or isochore share about three times more GO terms. This significant increase of the m values points to the biological relevance of both SS and isochores. In particular, all the isochore sets provide very similar results with a typical value of about m 15. Strikingly, the average semantic similarity m is larger for gene pairs co-located in the same SS (about m 18) than for gene pairs belonging to the same isochore. Although at first sight the difference between both m values (15 for isochores and 18 for SSs) does not seem to be impressive, this result is actually very surprising. Note that genes hosted by the same isochore are practically neighbors (on average, each isochore contains few genes) and therefore one might expect those genes to be functionally similar, while genes hosted by the same SS can be very distant, since on average every SS hosts around 200 genes. The fact that genes belonging to the same SS share on average a similar or even larger number of GO terms (i.e., have similar or more functionalities in common) than genes belonging to the same isochore, which are on average 100 times closer, points to a very large scale functional organization of the genome. In this sense, SSs are the high-level organization of isochores. Further research is needed to establish the possible relation of SSs with other chromosome domains (as co-expression or functional domains) or with the chromosome architecture.
