The microscopic interactions and dynamics probed by third-order Raman spectroscopy in an atomic liquid ͑Xe͒ are explored within the Drude oscillator model, both numerically and analytically. Many-body polarization effects reduce the coefficient of the effective dipole-induced-dipole tensor. The isotropic part of the effective dipole-induced-dipole tensor arises primarily from the three-body interaction and is short-ranged. With an isotropic sample, the Raman response in any polarization geometry can be rigorously decomposed into an isotropic component and an anisotropic component, which primarily measure the strength and evolution of the two-body and three-body interactions, respectively. An interesting result from our analysis is the derivation of the standard mode-coupling equation for the intermediate scattering function and the mode-coupling equation for the bilinear density mode using Gaussian factorization of the memory kernel and the mean spherical approximation of the direct correlation function. The initial moment expansion along with the Gaussian factorization scheme allows us to predict the temporal profile of the Raman response function with reasonable accuracy. Furthermore, the Kirkwood superposition scheme approximates the Raman correlation function with pair distribution functions and time correlation functions and allows us to predict the ratio of the pair, three-particle, and four-particle contributions. These results, though obtained for Xe, are generally helpful in interpreting third-order spectroscopies of other liquids.
I. INTRODUCTION
Advance in multiple-pulse Raman and infrared techniques has provided new tools for exploring molecule interactions in chemical and biological systems. The theory of frequency-domain Raman experiments has a long tradition, and its applications to condensed phase systems are described by Berne and Pecora. 1 Interest in liquids and mixtures has recently been revived by time-resolved fifth-order Raman and vibrational spectroscopies, which hold the promise of discriminating the inhomogeneous distribution of coherent motions against the homogeneous dynamics resulting from mode-mode couplings. [2] [3] [4] [5] [6] [7] In a third-order Raman experiment, a pair of ultrafast light pulses excite a vibrational mode at time zero, and the Raman scattering is detected at time t. The third-order nonlinear spectrum is equivalent to the Fourier transform of the linear absorption spectrum. 8 In a fifth-order Raman experiment, a pair of ultrafast light pulses excite a vibrational mode at time zero, another pair of ultrafast light pulses perturb the motion at time t 1 , thus amplifying the in-phase motion and suppressing the out-of-phase motion, and the Raman scattering is detected at time t 1 ϩt 2 . Mukamel, Loring, Tanimura, and Cho were the first theorists to explore the use of nonlinear Raman spectroscopy for the study of the coherence and coupling in condensed phase systems. 8 -13 Though first fifth-order Raman experiments have been successfully demonstrated in molecular liquids and mixtures, 14 -23 nonlinear Raman experiments can also be performed in atomic liquids. Atomic liquids provide a clean system where the dynamic response is due to the interparticle motion and is not contaminated by the reorientational motion of individual particles. In addition, our calculations of the Raman response function of Xe reveal general features shared by molecular liquids. These considerations motivate our detailed analysis of third-order Raman spectroscopy of Xe in this paper and fifth-order Raman spectroscopy of Xe in the companion paper. Some background and related work are summarized as follows.
͑1͒ Many-body polarization. Since the polarizability of isolated atoms is isotropic, the scattering is of purely Rayleigh intensity and is not depolarized. In 1968, McTaugue and Birnbaum observed so-called collision-induced light scattering in dense rare gases Kr and Ar. 24 Early experimental and theoretical studies of depolarized light scattering signal from spherical molecules were summarized by Gelbart. 25 In the presence of binary collisions, two atoms form a transient diatomic molecule bond, which results in a vibrational mode with an induced diatomic polarizability. 26 The Raman signal in rare gases arises from many-body induced polarization effects. The effects of dipole-induced-dipole interactions on dielectric response and orientational relaxation of polar fluids were studied by Deutch, Wertheim, and Wolynes, among other theorists. [27] [28] [29] [30] [31] [32] Similar many-body polarization effects in light scattering of molecular liquids were also explored by Ladanyi and Keyes, Madden, Tildesley, Steele, etc. [33] [34] [35] [36] In Sec. II, we model many-body polarization effects with the Drude oscillator model, which consists of oscillatory dipoles interacting with the dipole-induced-dipole ͑DID͒ tensor. [37] [38] [39] [40] The many-body effect on individual Drude oscillators leads to an enhanced value for the atomic polarizability, i.e., the renormalized polarizability. This enhanced polarizability has been derived within the mean spherical approximation by Pratt and, independently, by Hoye and Stell. 41, 42 In order to calculate the effects of manybody polarization on Raman spectra, we use a simple resummation scheme in Appendix B to derive the renormalized atomic polarizability and, more importantly, the renormalized DID interaction tensor. Hence, we are able to reduce the many-body polarization to the effective one-body polarizability and two-body dipole-dipole tensor in Eq. ͑2.11͒.
͑2͒ Polarization selectivity. Multiple pulse photoexcitation experiments are often carried out with different sequences of light polarization so that scattering intensities at different polarization geometries can be used to probe orientational dynamics. A well-known example is the third-order off-resonant Raman experiment, where the anisotropic component of the total polarizability, measured with the depolarization geometry, can be well-separated from the isotropic component of the total polarizability, observed along the magic angle. 1, 43, 44 Polarization selectivity is usually examined within the orientational diffusion model, which is adequate for molecular liquids with large rotational friction. Similar results can be obtained with other approaches including the instantaneous normal mode method. However, for atomic liquids, orientational relaxation is associated with the transient interparticle bond but not with single-particle reorientational motions, rendering the diffusion model inapplicable. Thus, in Sec. III, we formulate a general treatment of polarization selectivity using the isotropic symmetry of the sample and the tensor property of the dipole-dipole interaction.
͑3͒ Gaussian factorization and mode coupling equations. Dynamic decomposition schemes have been widely used in the theoretical studies of solvation dynamics, energy relaxation and dephasing, charge transfer, etc. [45] [46] [47] [48] One such scheme invokes the Gaussian factorization of density fluctuations at different times. The equilibrium distribution broken by the factorization approximation is partly reconstructed by incorporating the liquid distribution function. In the spirit of the mean spherical approximation, the direct pair correlation function is approximated by the product of the pair correlation function and the interaction potential. The Gaussian factorization scheme is shown in Sec. IV C to recover the standard mode coupling theory ͑MCT͒ equation for the intermediate scattering function derived by Götze et al. [49] [50] [51] Further, in Sec. IV D, we derive mode-coupling equations for four-point time correlation functions in a similar way and demonstrate that the resulting mode coupling equation is consistent with the hydrodynamic limit of the four-point correlation function. This justifies the simple Gaussian evaluation of the third-order Raman correlation function in the long-time limit.
͑4͒ Temporal profile of the response function. In general, linear absorption spectra in liquids consist of a featureless peak broadened by various liquid modes. The third-order Raman spectrum is no exception in that its response function exhibits a simple peak along the time axis. This seemingly simple temporal profile is the result of the evolution of the total polarizability in liquids. Early theoretical studies of the depolarized light scattering spectrum were carried out by Madden and Ladd, Litovitz, and Montrose 52, 53 and were summarized in Ref. 54 . The instantaneous normal mode ͑INM͒ method provides a new approach to analyzing liquid and solvation dynamics. [55] [56] [57] [58] [59] In particular, Fourkas, Keyes, and their co-workers have employed the INM method to analyze the third-order and fifth-order liquid spectra. [60] [61] [62] Direct numerical calculations of the temporal profile of third-order and fifth-order response functions were carried out by Ma and Stratt on liquid Xe 63 and by Jansen, Snijders, and Duppen on CS 2 . 64 Various theoretical treatments were introduced to calculate spectral line-broadenings and solvation dynamics. [65] [66] [67] [68] [69] [70] [71] [72] Motivated by these works, in Sec. IV, we apply dynamic decomposition to the evaluation of the correlation function of the total polarizability. The initial behavior of the response function is fit to a Gaussian function with the first few moments, and is extended to longer times by Gaussian factorization of the four-point correlation function into a product of linear hydrodynamic modes. 50 In Sec. V, the correlation function for the total polarizability tensor is separated into the two-particle, three-particle, and four-particle contributions. These contributions are evaluated with the help of Kirkwood superposition and are approximated in terms of two-body equilibrium averages and two-body timecorrelation functions. We analyze the relative contributions from these terms and confirm the predicted ratio of the three contributions in the long-time limit. 53 The paper is organized according to the above-posed issues, with supporting derivations presented in the appendices. Our analysis is verified by numerical simulations, with the details described in Appendix C, and the numerical results are presented in relevant sections.
II. DRUDE OSCILLATOR MODEL AND ITS RENORMALIZATION
The relevant microscopic information in the third-order Raman experiment is described by the linear response function
where ␤ is the inverse temperature, ͕ ͖ is the Poisson bracket, and C(t)ϭ͗⌸(t)⌸(0)͘ is the time correlation function. The total Raman polarizability of the sample ⌸ is a second-rank tensor in three-dimensional Cartesian space, and the response function and the correlation function are fourthrank tensors in three-dimensional Cartesian space. The tensor elements describe Raman intensity profiles in various polarization geometries.
To calculate the total polarizability of liquid Xe, we introduce the Drude oscillator model, which consists of oscillating dipoles interacting through the second-order dipole tensor T. The mean square fluctuation of an isolated Drude dipole is ␣/␤ with ␣ the atomic polarizability. In this model, the total polarizability tensor of a fluid composed of N identical spherical Drude oscillators is
where the summation is carried over all pairs of particles, and ⌸ is a function of the evolving liquid configuration through the coordinate dependence in T i j (t)ϭT͓r i j (t)͔. The dipole-dipole interaction tensor is defined as
where and denote the three Cartesian coordinates, r is the vector connecting a pair of liquid particles, rϭr/r is the corresponding unit vector, and D is the traceless dimensionless tensor D͑r͒ϭ3rrϪI. A key issue in studying the polarizability spectrum of liquids is the induced many-body polarization. The manybody induced polarizability in atomic liquids is expanded as an infinite expansion in terms of T,
where the repeated indices are summed implicitly. The first term in Eq. ͑2.4͒ is a constant for atomic liquids and hence will be ignored in dynamic calculations. The leading order truncation of ⌸ results in the pair interaction approximation
where the first term is a constant and the second term corresponds to the first-order dipole-induced-dipole interaction ͑DID͒. Because T is a traceless tensor, the pair interaction in Eq. ͑2.5͒ is the anisotropic part of the DID polarizability with a time-dependent magnitude. The lack of the isotropic polarizability component in the pair interaction fails to explain the Raman intensity observed at the magic angle.
To account for the isotropic DID polarizability, it is necessary to include the next term in the expansion of Eq. ͑2.4͒, ␣ 3 T ik T k j , as shown in Fig. 1 . When iϭ j, this term contributes to the diagonal element and adds to the atomic polarizability 
which incorporates the three-body dipole-dipole interaction.
To leading order, two atoms form a transient molecular bond through the dipole-induced-dipole interaction and give rise to the anisotropic DID polarizability, whereas the three-body polarization effect leads to the isotropic DID polarizability and additional atomic polarizability. In Appendix A, we explicitly evaluate ⌬T D and ⌬T I in Eq. ͑2.8͒ for a dilute hard-sphere system, where the pairwise correlation function is a step function g(r)ϭ0 for rрa and g(r)ϭ1 for rуa, with a the hard-sphere diameter. After a lengthy calculation in Appendix A, we obtain
͑2.9͒
where the interaction vanishes at rу2a. Thus, the effective isotropic DID interaction is a short-range interaction, and the corresponding correlation function decays relatively fast initially. Similarly, we have from Appendix A
which is also a stepwise function. The long-range effect of this term is to reduce the effective dipole-dipole interaction strength by Ϫ4␣/3, which is independent of the hardsphere radius. These results will change as the liquid density increases but remain a good guide for understanding threebody polarization effects. Following the same spirit, the higher-order many-body polarization terms in Eq. ͑2.4͒ can modify the atomic polarizability and pair interaction. In Appendix B, the expansion is explicitly re-summed to obtain a set of self-consistent equations for the renormalized polarizability ␣ and dipole tensor T . The renormalized dipole propagator has both a traceless anisotropic part and a diagonal isotropic part T 
which now serves as the basis for further calculations. Since the measured quantities are the correlation function and the response function, taking the thermal average on the level of the polarizability tensor ignores the dynamic effect of the integrated atoms in the expansion. In deriving Eqs. ͑2.8͒ and ͑2.11͒, the average of the dynamic trajectories of the integrated atoms in the expansion reduces the possible error, and we believe that the three-body averaging and renormalization procedure are reliable in this study.
An example. As the first example, we explicitly calculate the effective pair Raman polarizability for liquid Xe, both from the analytical solutions in Appendix B and from the three-body term in Appendix A. The pair potential for Xe atoms is the Lennard-Jones potential with parameters given in Appendix C, and thermal state of the Xe liquid is taken as temperature T*ϭ0.75 and density *ϭ0.85, in reduced units. The three-body corrections-Eqs. ͑2.9͒ and ͑2.10͒-are evaluated for a step function with an optimal radius taken from the WCA procedure. The resulting h I (r) and h D (r) are plotted in Fig. 2 and are shown to predict the approximate magnitudes of the many-body effects but fail to reproduce the structures seen in renormalized results. This difference is mainly due to the short-range order in the liquid Xe structure, which is not captured in the step function. We next apply the WCA correlation function and evaluate the selfconsistent equation derived in Appendix B. The effective T thus obtained is plotted in Fig. 2 and is compared with the three-body results. In Fig. 3 , the WCA pair correlation function is compared with the result from molecular dynamics ͑MD͒ simulation, and the two curves are found to be nearly identical in range of concern. Thus, the effective pair DID tensor can be accurately obtained by solving the renormalization equation with the WCA pair correlation function as the input.
To examine temperature and density effects, we calculate the two effective DID tensor components h D (r) and h I (r) for several densities in Fig. 4 and for several temperatures in Fig. 5 . The solution follows the same procedure as described for Fig. 2 . The contributions of the many-body effect in Figs. 4 and 5 increase with the liquid density and decrease with the liquid temperature. The many-body effects can be observed from the positions and amplitudes of the oscillations of ⌬h D (r) and h I (r). Evidently, the density dependence of the effective DID tensor is strong, whereas the temperature dependence is relatively weak. Since the increase in thermal velocity with temperature will be a dominant effect on liquid dynamics, the temperature dependence of the effective DID tensor does not necessarily correspond to the temperature dependence of the Raman correlation function.
III. POLARIZATION SELECTIVITY
The response function R(t) is known as the third-order polarization, whose symmetry properties are well-studied. In an isotropic sample, twenty-one tensor elements are nonzero and only three elements are distinct for the third-order Raman experiment ͑R zzzz , R zzy y , and R zyzy ϭR zy yz ͒. The rotational symmetry R zzzz ϭR zzy y ϩR zyzy ϩR zy yz leaves two independent elements, which will be calculated in this paper.
Within the renormalized DID approximation, the correlation function is expressed as
where P(r,rЈ,t) is the reduced joint probability distribution function ͑PDF͒ for finding a pair of liquid particles with relative displacement r at time zero and a pair of liquid par- ticles with relative displacement rЈ at time t. For an isotropic homogeneous liquid, the joint probability distribution function is expanded as
͑3.2͒
where Y lm is the spherical harmonic function. The symmetry of isotropic liquids removes the m-dependence in the radial part, i.e., P lmm Ј ϭ P l ␦ m,m Ј . Thus, substituting Eq. ͑3.2͒ into Eq. ͑3.1͒, we have
where the first term is the contribution from the isotropic DID polarizability, the second term is the contribution from the anisotropic DID polarizability, and the cross term vanishes due to the tensor symmetry. Both terms can be factorized as an angular part, which depends on the polarization geometry, and a time-dependent radial part, which depends on the dipole-dipole interaction potential. From Eq. ͑3.3͒, three independent components of the third-order polarization tensor can be evaluated, giving where the symmetry relation C zzzz ϭC zyzy ϩC zy yz ϩC zzy y is rigorously satisfied. Here, the anisotropic component obtained in the depolarized Raman intensity is given by
͑3.5͒
whereas the isotropic component obtained from the Raman intensity at the magic angle is given by
where P l is the lth order Legendre polynomial. The polarization dependence in the above-given expressions is similar to those derived for the rotational diffusion model or obtained from the INM analysis. The essential difference is that for an atomic fluid the transient dipole is formed by at least two atoms. Hence, the anisotropic polarizability is independent of the liquid density to leading order, and the isotropic polarizable is proportional to the liquid density.
In a dilute sample, the dipole interaction in Eq. ͑3.4͒ has only the anisotropic component, so that the second term C iso (t) can be ignored. As a result, the intensity ratios of the three independent polarization components remain constant,
which is the same relation obtained for isolated molecules or diffusing molecules. In fact, this relation is general and rigorous for any traceless tensor, because the first ratio is imposed by the zero-trace identity C zzzz ϩC zzy y ϩC zzxx ϭ0 and the second ratio is imposed by the rotational symmetry. As the liquid density increases, these ratios are contaminated by the contribution from the isotropic part of the DID polarizability and are no longer constant. The intensity at the magic angle is due to the isotropic part and has a different timedependence from the anisotropic part.
The above-given analysis is independent of the type of liquids, the form of interaction potentials, or the description of particle motions. In general, the symmetry of the polarizability tensor ⌸ completely characterizes the decomposition of the Raman spectrum into independent polarization components. Since the third-order polarization has two independent components, we truncate or renormalize the many-body polarization to the pair interaction form with a second-rank tensor. To isolate more independent tensor components, we have to resort to two-dimensional experiments, which can be performed with more polarization geometries and thus have higher selectivity ͑see Paper II͒.
As a numerical example, we calculated the third-order Raman correlation function C(t) for liquid Xe. The simulation details and the molecular model are described in Appendix C. First, we employed the pair interaction approximation of the total polarizability tensor, ⌸ϭ͚␣T␣, which yields the anisotropic component of the Raman intensity. Figures 6 and  7 show that the three components of the correlation function, C zzzz (t), C zyzy (t), and C zzy y (t), follow the ratio 4:3:Ϫ2 within computational errors. There, the three tensor elements of liquid Xe were calculated with the full expression for the total polarizability tensor ⌸ in Eq. ͑2.2͒, including both the isotropic and anisotropic DID polarizabilities. As shown in , C zzzz (t) and C zzy y (t) are modified by an isotropic component, and the absolute intensity of C zyzy increases as we include all the higher order DID interactions. In Fig. 9 , the anisotropic component C aniso (t) and the isotropic component C iso (t) are decomposed from C zzzz (t), C zzy y (t), and C zyzy (t) as
As expected, the isotropic component is smaller than the anisotropic component, with the ratio of C iso (0)/C aniso (0) around 0.1. Since C iso (0)/C aniso (0)Ϸh i 2 /h d 2 , this ratio is consistent with the estimation of the ratio of the two components of the effective DID tensor, h i /h d , in Sec. II. In fact, direct numerical integration of Eqs. ͑16͒ and ͑17͒ shows that the anisotropic response C aniso is one magnitude larger than the isotropic response C iso (t), which agrees very well with our direct simulation of the full dipole-dipole interaction tensor.
IV. MOLECULAR HYDRODYNAMICS CALCULATIONS

A. Initial behavior: Gaussian fitting
The goal of molecular hydrodynamics calculations is to predict Raman response from equilibrium properties and other experimental measurements. Given the zero value of the response function at the initial time and the exponential decay at long times, the response has a maximal in between. The maximal in the response function is mainly due to the initial behavior and thereby can be predicted based on moment expansion. The Taylor expansion of the time correlation function
We assume a Gaussian functional form for the response function
͑4.1͒
where the two coefficients can be fitted to the second and fourth moments cϭc 2 and ␥ϭc 4 /(3c 2 ). Hence, the maximal of the response function occurs at t m ϭ1/ͱ. For simplicity, we evaluate the two moments for the simple case of the two-body interaction with the bare dipole-dipole interaction, ⌸ϭ␣ 2 ͚ i j T i j . With only the anisotropic contribution, the different polarizations maintain a fixed ratio, so that we need only the R zzzz component. The first moment is given by
and the fourth moment is given by
where ⍀ i j 2 ϭ‫ץ‬ i ‫ץ‬ j U/m is the curvature and v 0 2 ϭk B T/m. These moments are evaluated explicitly in Appendix D, and the predicted temporal profile is compared favorably with numerical simulations in Fig. 10 .
We notice that the integrated Raman intensity is given by the initial value of the correlation function, i.e., where C(0)ϭ͗⌸⌸͘ can be easily evaluated. Thus, the integrated intensity imposes an additional constraint on the functional fitting of the response function.
Another fitting is to start with the generalized Langevin equation ͑GLE͒ for the total polarizability tensor
where M (t) is the memory kernel. The response function can be solved in Laplace space, giving
which, via numerical inversion of Laplace transform, gives the time dependence of the response function (t). The memory kernel can be fitted to a Gaussian function
where the coefficients are related to the initial moments of the correlation function as c M ϭc 2 /c 0 and ␥ M ϭ(c 4 Ϫc 2 2 /c 0 ). The Laplace transform of the Gaussian memory kernel is
which is used in Eq. ͑4.6͒ to yield the response function. As seen from Fig. 10 , both Gaussian fitting procedures predict the peak in the response function with reasonable accuracy, but fail to reproduce the long-time slow decay. Thus, we conclude the peak response of the Raman signal is due to the inertial motion in liquids.
B. Direct Gaussian factorization
In the hydrodynamic limit, correlation functions can be expressed in terms of collective hydrodynamic modes in liquids. A simple way to establish this relationship is the Gaussian factorization scheme, which treats liquid densities at different times as Gaussian variables and maintains thermal equilibrium by incorporating equilibrium distribution functions for the initial and final configurations. Formally, our Gaussian scheme can be expressed as
͑4.9͒
where ⌫ and ⌫Ј represent the initial and final configurations, respectively, and r and rЈ are coordinates in the initial and final configurations. The Gaussian factorization scheme can be justified based on the central limit theorem and is applicable to long-time large-displacement motions in the hydrodynamic limit. This simple scheme has appeared in literature in various forms and contexts. For example, in Appendix E, the force correlation function is decomposed into density correlation functions, and the resulting expression has been used by Banchi, Cherayil, Fayer, and their co-workers for calculating vibrational relaxation rate. 47, 48 We now apply the Gaussian factorization scheme to calculate the third-order Raman response function. To begin, the polarizability tensor is written in Fourier space as
where (k)ϭ͚ i exp(Ϫikr i ) is the number density. In Eq. ͑4.10͒, the term with iϭ j is excluded by setting the dipole interaction to zero whenever the internuclear distance vanishes, T iϭ j ϭ0. Substituting this expression into the correlation function of the total polarizability, we have
where F(k,t) is the intermediate scattering function. In Eq. ͑4.11͒, T g (r)ϭT(r)g(r) is the dipole interaction operator dressed by the pairwise distribution function. The essential step in the derivation of Eq. ͑4.11͒ is the Gaussian factorization of the density fluctuation, illustrated in Fig. 11 and explicitly expressed as 11 . Schematic of the Gaussian factorization of the four-point density correlation function. The evolution of joint liquid densities at r 1 and r 2 is factorized into the product of the propagation of single particle density. The equilibrium condition of the liquid densities at r 1 and r 2 at time zero is imposed by the pair correlation function, and the same equilibrium condition is imposed for the two liquid densities at time t.
͗͑r 1 ,t ͒͑ r 2 ,t ͉͒͑ r 3 ,0͒͑r 4 54 Since the Fourier transformation preserves the order of the tensor, the intensity ratio of different polarizability geometries from the anisotropic contribution remains constant, and the intensity ratio of different polarizability configurations from the isotropic contribution remains constant. Thus the polarization dependence predicted by the hydrodynamic models is consistent with the previous analysis of polarization selectivity in Sec. III.
The initial behavior is not included in Eq. ͑4.11͒ because the Gaussian factorization is not applicable in the short time regime. The structure of the Raman response function is dominated by the features at relatively short time, so the initial value corrections to the direct Gaussian factorization can improve the accuracy of the scheme. To do this, we first derive the GLE, which incorporates the initial behavior through the frequency term, and apply Gaussian factorization to the memory function instead of the correlation function. Interestingly, this scheme is shown in the following to give the mode-coupling equation for the intermediate scattering function and the bilinear density fluctuation. Then, the simple Gaussian factorization in Eq. ͑4.11͒ is shown to be the hydrodynamic limit of the mode-coupling equation for ͑k͒͑Ϫk͒.
C. Mode coupling equation for the intermediate scattering function
We now demonstrate that the standard mode coupling equation for the intermediate scattering function F(k,t) ϭ͗(k,t)͉(k,0)͘ can be easily derived with the Gaussian factorization scheme in combination with the mean spherical approximation. The starting point is the generalized Langevin equation ͑GLE͒ with two variables ͑k͒ and (k), which leads to a reduced GLE for the density fluctuation
Here, the effective frequency is defined as 2 ϭ
with S(k) the structure factor and v 2 ϭk B T/m the thermal velocity, and the memory kernel is defined as
where Qϭ1Ϫ P is the orthogonal projection operator, L is the Liouville operator, and the denominator is ͗ ͘ where ͑k͒ is the Fourier transform of the interaction potential and the higher order k 2 term is ignored. The application of the Gaussian factorization scheme to the relevant part of the memory kernel leads to
where g (r)ϭ(r)g(r) is the dressed interaction potential. Linearizing the Percus-Yevick closure leads to the following approximation:
where c(r) is the direct solute-solvent correlation function. Replacing Ϫ␤(r)g(r) with the direct correlation function c(r) follows the same spirit as the mean spherical approximation. Further, we take the continuous limit of k, and symmetrize the integrand. The resulting expression for the memory kernel is written as
which is exactly the same expression derived with more complicated mode coupling procedures. 49, 51, 76 Combined with the mean spherical approximation for the direct correlation function, the Gaussian factorization approach provides a simple and intuitive alternative to the formalism of mode coupling theory and helps one understand the underlying assumptions involved in the mode coupling approximation. Equation ͑4.12͒ applies to the long-time large-displacement motion, but does not recover the equilibrium distribution. For low-temperature glasses, where the system is not completely ergodic, the dynamic decomposition scheme has to be modified to incorporate dynamic heterogeneities observed on the experimental time scale.
Our
About the same time as our derivation, a more rigorous treatment was obtained by Zaccarelli et al. 77 They related the Newtonian equation for the liquid density to the generalized Langevin equation for F(k,t) as in Eq. ͑4.13͒, and then exploited the fluctuation-dissipation theorem to obtain an explicit expression for the memory kernel instead of the MoriZwanzig form for the memory kernel. Both the random phase approximation for the direct correlation function and the Gaussian factorization for multipoint time correlation functions were used to arrive at the mode-coupling equation for F(k,t) . Their derivation justifies the approximation for the direct correlation function from a dynamic perspective and reveals the self-consistent mean-field nature of the mode-coupling equation for F(k,t) . We will explore both Gaussian factorization and the more rigorous derivation in a future paper.
D. Mode-coupling equation for the bilinear density fluctuation
The Gaussian fitting of the third-order Raman response function is accurate for relatively short times but decays to vanishingly small value. Direct Gaussian factorization of the third-order response is valid only in the hydrodynamic regime. Now we explore a possible way to combine these two limits and obtain the mode-coupling equation of the Raman spectrum. As shown earlier, the Raman correlation function can be written as
where Q 1 (k,t)ϭ(k,t)(Ϫk,t) is the bilinear density mode, and the correlation between different wave vectors is ignored. 78 Unlike the linear density mode, there is no hydrodynamic equation to describe the bilinear mode. Direct Gaussian decomposition reduces the four-point correlation function to
which recovers the hydrodynamic expression, Eq. ͑4.11͒. As shown in the early derivation, applying the Gaussian factorization to the memory kernel in GLE leads to a simple way to obtain the mode-coupling equation. Here, we derive the mode-coupling equation for the bilinear mode Q 1 (k,t) and justify the direct Gaussian factorization as its long-time solution.
To begin, a three-element basis set Q is defined as Q 1 ϭ(k)(Ϫk), Q 2 ϭ(k) P(Ϫk)ϩ(Ϫk) P(k), and Q 3 ϭ P(k) P(Ϫk), where P(k) is the momentum density function ͑i.e., the longitudinal current͒, P(k)ϭ͚ i P ik exp(ikr i ), P ik ϭP i k , and k is the unit vector in the k direction. Here, a simplified hydrodynamic approach is used in constructing the basis set, in which the temperature fluctuation is ignored. 52, 73 Within this basis set, we can write the GLE using the Mori projection operator defined as Pϭ͗¯Q
A complete mode-coupling description includes the projection onto different k wave vectors. Following the argument of Keyes and Oppenheim, 78 the most important contribution arises from the diagonal parts. To simplify the calculation, we consider only the diagonal contributions in the derivation of GLE, giving
͑4.22͒
where the asterisk ͑ * ͒ stands for the time convolution, i.e., A * Bϭ͐ 0 78 and the Gaussian factorization approximation, these frequencies are given as
t A(tϪ)B()d. Using the N-ordering method
⍀ 12 ϭ k m , ⍀ 21 Ӎ 2k ␤S͑k͒ , ⍀ 23 Ӎ 2k m , ⍀ 32 Ӎ k ␤S͑k͒ ,
͑4.23͒
where S(k) is the static structure factor. In Eq. ͑2.1͒, vector f (t) represents the fluctuation force defined as f (t) ϭe i(1ϪP)Lt (1ϪP)Q , matrix K(t) represents the memory kernel, given by
. Using the same approximation for expressing (k), the initial value of the fluctuation force f (0) becomes
͑4.24͒
where only the linear term of k is kept. Following a conventional approach, we replace the operator e i(1ϪP)Lt with the full time propogator e iLt , and then use the fluctuationdissipation relation to derive the expression for the memory kernel K(t). We apply two approximations in our calculation: the Gaussian factorization, which is assumed to be valid for the long-time memory kernel, and the mean spherical approximation ͑MSA͒, 77 c(k)ϷϪ␤ g (k), used in the derivation of the mode coupling equation for (k,t). Thus, the three nonzero elements are given by
Ϫq,t ͒F͑ q,t ͒F͑ k,t ͒,
where C(k,q)ϭc(q)
2 (k"q) 2 ϩc(q)c(kϪq)͓k"(kϪq)͔, F is the density correlation function ͑intermediate scattering function͒, F(k,t)ϭ͗ k (t) Ϫk (0)͘/N, and ⌽ is the moment correlation function ͑logitudinal current correlation function͒, ⌽(k,t)ϭ␤͗P k (t) P Ϫk (0)͘/Nm. Madden derived a similar result, but he did not incorporate the dynamics of mode-coupling effects. 52 Equations ͑4.22͒ and ͑4.25͒ relate the four-point correlation functions to the linear density fluctuation. Some of the approximations used are not necessary, and a more rigorous derivation of the mode-coupling equation is presented in a future paper by Wu and Cao.
In principle, if the frequencies and memory kernels are known, the correlation functions can be solved for a given set of initial conditions from Eq. ͑4.25͒. Here, instead of numerical calculations, we use the mode-coupling equation to justify the direct Gaussian factorization expression of the four-point density correlation function. We begin by writing Eq. ͑4.22͒ explicitly as
which yields the first-, second-, and third-order differential equations for ͗Q 1 (t)Q 1 (0)͘. Direct Gaussian factorization of the three basis-set elements yield ͗Q 1 (0)Q 1 (t)͘
, and cross terms. These approximate relations can be shown to satisfy the first-order and second-order time differential equations exactly, and the third-order time differential equation approximately, when the mode-coupling equations for F(t) and ⌽(t) are used. In other words, the direct Gaussian factorization of the four-point density correlation function is consistent with the long-time solution to the mode-coupling equation in Eq. ͑4.26͒, thus justifying the hydrodynamic limit of the third-order Raman response function.
V. PAIR, TRIPLET, AND QUADRUPLET CONTRIBUTIONS
An alternative to Gaussian factorization is the dynamic Kirkwood superposition approximation, which decomposes many-body time correlation functions into pair quantities. The Gaussian factorization scheme is based on liquid densities in space, whereas the dynamic Kirkwood decomposition is based on particles with specified identities. For example, Skinner and co-workers have used the approximation to develop a molecular theory for condensed phase spectroscopy 45, 46 ͑see Appendix E͒. Here, we use a similar approach to evaluate the contributions from two particles ͑pair͒, three particles ͑triplet͒, and four particles ͑quadruplet͒ to third-order Raman correlation function.
A. Two-particle contribution
With the renormalized DID interaction in Eq. ͑2.11͒, the time-dependent part of the correlation function can be decomposed as C(t)ϭ͗⌸(t)⌸(0)͘ϭC 2 (t)ϩC 3 (t)ϩC 4 (t), where C n (t) is the n-particle contribution. These terms are explicitly given as
where the total number of interaction pairs adds up to N 2 (NϪ1) 2 . For simplicity, we first calculate the two-particle contribution to the time-correlation function of the total polarizability
͑5.4͒
where P 0 is the joint PDF for finding two particles at r 1 and r 2 initially and then the same particles at r 1 Ј and r 2 Ј at a later time t. The two sets of coordinates are transformed into relative coordinates rϭr 1 Ϫr 2 and rЈϭr 1 ЈϪr 2 Ј and the center of mass coordinates r c ϭ(r 1 ϩr 2 )/2 and r c Јϭ(r 1 Јϩr 2 Ј)/2, so that P 0 ϭ P c.m. (r c ,r c Ј ,t) P rel (r,rЈ,t). It is implied here that the center-of-mass motion is decoupled from the relative motion so that the joint PDF is a function of relative coordinates only. Consequently, C 2 (t) becomes
͑5.5͒
which is identical to Eq. ͑5.4͒ with P 0 (t)ϭ2N P rel (t). In Eq. ͑5.5͒, the joint probability of the relative coordinate is written as P rel (r,rЈ,t)ϭg(r)G(r,rЈ,t), where g(r) is the equilibrium pair distribution function and G(t) is the Green's function. The initial value of the Green's function is a delta function G(r,rЈ,0)ϭg(r)␦(rϪrЈ) so that the two expressions in Eqs. ͑5.1͒ and ͑5.5͒ are equivalent.
As an alternative, the exact expression in Eq. ͑5.5͒ can be rewritten as 
G(r,rЈ,t)T (rЈ)
, we reduce Eq. ͑5.6͒ to
͑5.7͒
where VϭN/ is the volume and the approximation is due to the over-accounting of the pair distribution function g(r). It turns out that this approximate form of C 2 (t) is consistent with the approximate expressions for C 3 (t) and C 4 (t) derived in the following.
B. Dynamic Kirkwood superposition
To proceed, we evaluate the three-particle contribution Consequently, the three-body contribution is factored where g is the four-body distribution function and G is the four-body Green's function. Evidently, the integration over the coordinates other than r 12 and r 34 Ј leads to the reduced probability distribution function P in Eq. ͑3.1͒ for the fourbody contribution. As illustrated in Fig. 13 , we repeat the same procedure as in the derivation of Eq. ͑5.9͒, and factorize C 4 (t) into the product of two-body averages and twobody correlation functions as
which differs from Eq. ͑5.9͒ only with a static factor ͗e ikr ͘.
FIG. 12.
Schematic of the dynamic Kirkwood superposition approximation for the three-body contribution to the polarizability tensor correlation function. The three-body propagation is approximated by the pair motion of particles, and the three-body equilibrium is maintained initially through the Kirkwood superposition.
Finally, combining Eqs. ͑5.7͒, ͑5.9͒, and ͑5.10͒ yields
where the relative weight of three contributions is approximately proportional to ͗e ikr(0) ͘. Evidently, the two-particle, three-particle, and four-particle contributions have the same angular dependence, and the same time dependence in Fourier space but with different equilibrium weights. Using the spherical harmonics expansion, we explicitly calculate the two independent radial functions in Eq. ͑3.5͒ and in Eq. ͑3.6͒, giving
and
͑5.14͒
where all the quantities are two-body equilibrium averages and time-correlation functions. The inherent structure in liquids leads to prominent peaks in the two-body distribution function and timecorrelation function in Eqs. ͑5.13͒ and ͑5.14͒ such that the integral in Fourier space is dominated by these peaks. It then follows from Eqs. ͑5.13͒ and ͑5.14͒ that the contributions from the two-particle, three-particle, and four-particle terms share similar temporal profiles with the relative ratios determined by the static structure. In fact, by virtue of ͗e ikr ͘ ϭS(k)Ϫ1, we can rewrite Eq. ͑5.12͒ as
where the ratios of the three contributions are related to the structure factor. For relatively large wave number, S(k) becomes very small, so that the contributions follow the ratio: C 2 :C 3 :C 4 Ϸ1:Ϫ2:1. This ratio has been observed in numerical simulations and has been analyzed by Ladd et al. 53 Their analysis applies a similar dynamic decomposition but invokes free-particle diffusion instead of more general dynamic propagation G 2 and G 0 , thus ignoring the different time dependencies between the depolarized component and the isotropic component. In deriving Eq. ͑5.12͒, we have made several assumptions: ͑1͒ The center-of-mass motion is decoupled from the relative motion. ͑2͒ The geometric constraint on the manybody configuration is imposed only at the initial time. ͑3͒ The many-body distribution function and the many-body Green's function are decomposed in a similar way as the Kirkwood superposition approximation. These assumptions emphasize the central role of pairwise relative motions and local structures at short time scales but ignore possible collective motions. Nevertheless, the resulting expressions based on these assumptions allow us to understand and calculate many-particle contributions in terms of two-body properties.
C. Diffusion model
In general, the Green's function G l (t) decays faster as the angular momentum number l increases. We confirm this statement with the help of the diffusion equation
͑5.17͒
where D is the diffusion constant for the relative motion between two Xe atoms. The potential of mean force is determined from U(r)ϭϪK B T ln͓g(r)͔. Skinner and co-worker also used a generalized time variable to incorporate the initial behavior on the coarse-grained level. Equation ͑5.17͒ can be transformed into a Hermitian form and its time-dependent solution can be formally expanded as G l (r,rЈ,t) ϭ ͚ n nl (r) nl (rЈ)exp(Ϫ nl t), where nl (r) is the eigenfunction and nl is the corresponding eigenvalue. The longtime exponential decay is dominated by the first nonzero eigenvalue 1l . Given the eigensolution for lϭ0, the eigenvalue for nonzero l can be evaluated via perturbation theory
which increases as a function of l(lϩ1). Therefore, the intensity along the magic angle, associated with G 0 (t), decays slower than the intensity from the C xzxz component, associated with G 2 (t). Though based on the diffusion model, we believe that this conclusion holds in general.
FIG . 13 . Schematic of the dynamic Kirkwood superposition approximation for the four-body contribution to the polarizability tensor correlation function. The four-body propagation is approximated by the pair motion of particles, and the four-body equilibrium is maintained initially through an extension of the Kirkwood superposition.
VI. CONCLUSIONS
To conclude, we summarize the main results in response to the issues raised in Sec. I.
͑1͒ Within the Drude oscillator model, the leading term of the anisotropic part of the Raman response is determined by the two-body dipole-dipole tensor, whereas the leading term of the isotropic part of the Raman response is determined by the three-body dipole interaction. Higher order many-body polarization terms can be incorporated through a renormalization procedure. In comparison with the anisotropic part, the isotropic part of the effective dipole tensor has a short interaction range, thus resulting in a fast initial decay in the isotropic response of atomic liquids.
͑2͒ The three distinct tensor elements in the third-order Raman response are decomposed into an isotropic component and an anisotropic component with the coefficients determined by the tensor properties of the dipole interaction. The decomposition does not only apply to integrated scattering intensity or the peak intensity but is also valid for all the time. Moreover, the polarization dependence obtained in this fashion is general in that it does not rely on the particular model of liquid dynamics or the type of liquids.
͑3͒ The Gaussian factorization scheme treats liquid densities at different times as Gaussian variables and maintains the equilibrium distribution by imposing equilibrium distribution functions. This procedure combined with the mean spherical approximation for the direct correlation function allows us to recover the mode-coupling equations for the intermediate scattering function and the bilinear density correlation function. Another approach based on the dynamic Kirkwood superposition scheme decomposes the many-body time correlation function into pair quantities. Although both schemes can be understood as two possible realizations of dynamic decomposition of high-order time correlation functions, Gaussian factorization applies to density fluctuations in space, whereas dynamic Kirkwood superposition applies to particles in liquid.
͑4͒ The two dynamic decomposition schemes are applied to the calculation of the third-order Raman response in Xe with several observations. ͑i͒ The two-particle, threeparticle, and four-particle contributions to the Raman polarization have similar temporal profiles in Fourier space but with different amplitudes determined by the static structure. ͑ii͒ In dense liquids, the long-time decay of the isotropic component is slower than that of the anisotropic component. ͑iii͒ The Gaussian fitting according to initial moments gives a relatively good prediction of the response peak. ͑iv͒ The Gaussian factorization scheme leads to a simple hydrodynamic expression, which relates the Raman response to density fluctuations and predicts the dynamic response with reasonable accuracy.
These analytic results are compared favorably with numerical simulations and can be generalized to more complicated liquids. Future research will be devoted to the calculation of fifth-order spectra ͑see Paper II͒ as well as the modeling of nonlinear spectra of molecular liquids.
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APPENDIX A: THREE-BODY DIPOLE-DIPOLE INTERACTION IN THE DILUTE HARD-SPHERE MODEL
The many-body polarizability is expanded in terms of the dipole tensor T in Eq. ͑2.4͒, where the first term is the polarizability of individual atoms and the second term leads to the anisotropic part of the dipole-induced-dipole ͑DID͒ interaction. To account for the isotropic DID polarizability, we now evaluate the third term ␣ 3 T i,k T k, j . The diagonal element of this term iϭ j adds to the atomic polarizability given by Eq. ͑2.6͒. The off-diagonal element of this term contributes to the dipole-dipole interaction ⌬T 12 ϭ␣ ͵ dr 3 g͑r 1 ,r 2 ,r 3 ͒/g͑ r 12 ͒T͑ r 13 ͒T͑ r 32 ͒ Ϸ␣ ͵ dr 3 g͑r 13 ͒g͑ r 32 ͒T͑ r 13 ͒T͑ r 32 ͒, ͑A1͒
where the Kirkwood superposition approximation g(r 1 ,r 2 ,r 3 )Ϸg(r 12 )g(r 23 )g(r 31 ) is adopted. The radial function associated with the anisotropic polarizability is
and the radial function associated with the isotropic polarizability is
where j l is the lth order spherical Bessel function and q 2 (k)ϭϪ͐ j 2 (kr)g(r)/r 3 dr. In this appendix, ⌬T D (r) and ⌬T I (r) are calculated for a dilute hard-sphere fluid. At the low-density limit, the pairwise correlation function g(r) takes the form of the step function,
where a is the diameter of the liquid molecule. The Fourier transform of the step function is given by
where the angular part is given by D tensor. Substituting Eq. ͑A5͒ into Eq. ͑A3͒, we have
where xϭkr and yϭa/r. Because the integrand is an even function of x, the lower limit of the integral can be expanded to Ϫϱ, and the integral is expanded from real space to complex space. Then, Eq. ͑A6͒ becomes where the three integrals are evaluated using the residue theorem, giving
with ⑀ an infinitesimal positive variable. Though each integral diverges at the small ⑀ limit, the combination of three integrals cancels out all the divergent terms, and the converged sum in Eq. ͑A7͒ gives ⌬T I (r) as
which is a step function at 2a. The same approach is applied to the calculation of ⌬T D (r). First, ⌬T D (r) is rewritten as 
, ͑A15͒
which modifies 1/r 3 interaction.
APPENDIX B: RENORMALIZATION OF THE DRUDE OSCILLATOR MODEL
To facilitate the analysis of Raman spectroscopy, we present here a simplified derivation of the renormalized polarizability and dipole-induced-dipole ͑DID͒ propagator. We follow the same notations used by Cao and Berne. 40 In an isotropic fluid all particles are identical so that the thermal average of the diagonal elements of the polarizability tensor defines the renormalized polarizability
͑B1͒
where the bracket designates the thermal average over disordered liquid configurations. The expansion can be represented by diagrams with open circles as the tagged particles, closed circles as the integrated particles, and lines as the DID propagator. Wherever circles connect two or more otherwise separated subdiagrams, the many-body distribution function is factorized accordingly so that the configurational average associated with subdiagrams can be decoupled from the configurational average of the other parts of the diagram. With this approximation, all the decorations at closed circles ͑i.e., all the subdiagrams singly connected to the backbone of the diagram͒ can be removed by replacing ␣ with the renormalized quantity ␣ . As demonstrated in Fig. 14 , the many-body integration of the decorations at the open circle can be resummed as
where ͚ is the infinite sum of the simple connected diagrams ͑i.e., decorations͒. As shown in Fig. 15 , the ring diagrams in the ͚ expansion can be re-summed to yield
͑B3͒
where the renormalized propagator T will be explained in the following. Here, the self-energy term ͚ is evaluated with the help of T instead of the Padé approximation or the MSA solution for the dipolar fluid. Following the definition for ␣ , we define the offdiagonal element of the polarizability tensor as
where the configurational average excludes indices 1 and 2. First, all the decorations on the backbone can be removed by replacing the polarizability by the renormalized polarizability ␣→␣ . Second, we keep only diagrams with linear chain structures similar to the Dyson expansion and average over the intermediate particles between indices i and j. Third, the equilibrium average over the n-body distribution is approximately decomposed along the linear chain as g͑r 1 ,r 2 ,r 3 ,...,r n ͒Ϸg͑ r 1 Ϫr 2 ͒g͑ r 2 Ϫr 3 ͒ ϫg͑r 3 Ϫr 4 ͒¯g͑ r nϪ1 Ϫr n ͒ ϫg͑r n Ϫr 1 ͒, ͑B5͒
which extends the Kirkwood approximation beyond the three-body distribution function. With these approximations, we re-sum the expansion of the dipole interaction in Fig. 16 and obtain
where the dipole tensor T͑r͒ dressed by the pairwise distribution function g(r) is denoted as T g (r)ϭg ( 
The transformation back to coordinate space leads to T ϭh D Dϩh I I, where the anisotropic part is
and the isotropic part is
. We solve Eq. ͑B7͒ self-consistently with Eq. ͑B2͒ to yield the fully renormalized ␣ and T . Hence, instead of the Padé approximation or the MSA solution for a dipolar fluid, we explicitly re-sum the diagrams using a decomposition similar to the Kirkwood approximation.
APPENDIX C: MOLECULAR DYNAMICS SIMULATIONS OF LIQUID Xe
Molecular dynamics simulations were carried out using a cubic box containing 108 Xe atoms under the usual periodic boundary condition and minimum image conventions. The interaction between Xe atoms was modeled by a Lennard-Jones potential
with parameters ⑀ϭ236.6k B and ϭ3.88A from the literature. 73 The Lennard-Jones system was equilibrated under reduced temperature T*ϭk B T/⑀ϭ0.75 and reduced density *ϭ 3 ϭ0.85. The atomic polarizability of Xe varies slightly in literature, and it is taken as ␣ϭ4.16A 3 in our simulation, i.e., ␣*ϭ␣/ 3 ϭ0.071. 79, 80 Equations of motion were integrated using the leap-frog algorithm. The reduced time unit is ͱm/⑀, which is 2.7 ps for liquid Xe. All quantities in our simulations are reported in reduced units unless specified otherwise. The time step for MD is 5ϫ10 Ϫ3 reduced time unit. In accord with the spherical cutoff convention, all distance-dependent quantities were calculated within a sphere of a radius of half the box length. The time correlation functions were accumulated with a resolution of 5 time steps. The molecular dynamics simulations were carried out to 10 5 time steps from equilibrium configurations of the liquid. Equilibrium properties, such as the static structure factor and the velocity-velocity correlation function, were calculated and found within good agreement in previously published results. 73, 81, 82 As a numerical test, we use the the pair interaction approximation of the total polarizability tensor ⌸ϭ͚␣T␣ in Eq. ͑2.5͒, which leads to the ratio C zzzz :C zyzy :C zzy y ϭ4:3: Ϫ2 for an isotropic system. In order to generate an isotropic liquid sample, we compared two numerical methods. The first method is the Ewald summation technique of deLeeuw, Perram, and Smith in their calculation of dielectric constants of polar fluids. 83 In the Ewald summation, the dipole-dipole interaction tensor is modified by the replica of the simulation box and the continuum medium, giving
where L is the size of the cubic system studied, ⑀ s is the dielectric constant of surrounding medium, and Ew is the Ewald summation,
with c an arbitrary constant and erfc the complementary error function. The constant c in our simulation is taken to be 5.0, which is sufficiently large that the only contribution in the real space part is nЈϭ0 in the second term of Ew . The number of reciprocal vectors n used in the first term of Ew is 63. In the second method, a simple spherical cutoff in the dipole-dipole interaction at half the box length is employed to recover the rotational symmetry of the cubic simulation box. As shown in Table I , though the two methods predict different values, they both give the same intensity ratio C zzzz :C zyzy :C zzy y ϭ4:3:Ϫ2, indicating the correct isotropic condition. The Ewald summation has a more reliable theoretical basis; however, due to the constraint on CPU time, we employ the simple spherical cutoff method in the simulations.
APPENDIX D: INITIAL MOMENTS OF THE THIRD-ORDER RAMAN CORRELATION FUNCTION
Because of the many-body polarization in atomic liquids, the renormalized dipole-induced-dipole ͑DID͒ interaction tensor, T ϭh D (r)Dϩh I (r)I, has both a traceless anisotropic part and a diagonal isotropic part. In this appendix, we derive the initial moments of the correlation functions within the renormalized Drude oscillator model. Components of T along the arbitrary directions and ͑representing x, y, and z͒ are given as
where n is the th component of the unit vector and ␦ represents the delta function. First the leading order moment of the correlation function is 
͑D2͒
where ͗ f (r)͘ r represents the radial average, ͗ f (r)͘ r ϭ͐ f (r)g(r)r 2 dr. The three distinct components of the correlation function are
͗T zz T y y ͘ϭ͗h I
͗T zy T zy ͘ϭ͗
which satisfy the polarization decomposition derived in Sec. II. Next we derive the second moment of the correlation function. To begin, the first-order time derivative of the renormalized DID tensor is
͑D6͒
where which also satisfy the polarization decomposition relation.
Finally, we derive the fourth-order moment of the correlation functions. To begin, we write the second-order time derivative of the polarizability tensor as
where ‫ץ‬ i j 2 ϭ‫ץ‬ i ‫ץ‬ j , F i represents the ith component of the force, which is related to the potential U(r) by F i ϭϪ‫ץ‬ i U(r). From Eq. ͑D12͒, the fourth-order moment becomes
which is separated into four parts. These four parts in Eq. ͑D13͒ are explicitly evaluated as of the solute. The dressed interaction potential is defined as g (r)ϭ(r)g(r) with g the solvent-solute pair correlation function. Equation ͑E3͒ has been obtained by Hills using various superposition approximations. If is the potential responsible for the solute-solvent structure, we then apply the mean spherical approximation and replace Ϫ␤(r)g(r) with the direct correlation function c(r which has been used by Banchi, Cherayil, Fayer, and their co-workers for calculating vibrational relaxation. 47, 48 The Gaussian factorization scheme starts to fail at short times and does not recover the equilibrium distribution at the initial time. To improve the accuracy of the Gaussian factorization, one has to correct the initial value of the correlation function while maintaining the structure of the dynamic decomposition. One possible way to include the initial-value correction is to rewrite Eq. ͑E3͒ as C͑t ͒ϭ ͵ dr drЈ G͑r,rЈ,t ͒ ϫ͑rϪr 0 ͒͑ rЈϪr 0 ͒ ͑r,rЈ,r 0 ͒ ͑r,rЈ͒ , ͑E5͒
where the solute motion is not included. Here, (r,rЈ,r 0 ) is the density-density correlation function in the presence of the solute, and ͑r,rЈ͒ is the density-density correlation function without the presence of the solute. The denominator ͑r,rЈ͒ cancels the van Hove function in the numerator at the initial time, thus recovering the exact initial value. With the Kirkwood decomposition approximation of (r,rЈ,r 0 ), Eq. ͑E5͒ recovers the simple Gaussian factorization expression in Eq. ͑E3͒. Similar corrections can also be introduced in Fourier space.
Dynamic Kirkwood superposition
We follow the method used by the Skinner group. First, the energy gap correlation function is separated into the twoparticle and three-particle contributions C 2 (t) and C 3 (t), C(t)ϭC 2 (t)ϩC 3 (t). The two-body contribution is written as where r 1 and r 1 Ј are the solvent-solute separations at time zero and time t, respectively, and G(r 1 ,r 1 Ј ,t) is the Green's function for the solvent-solute motion. If the solute is immobile, Eq. ͑E6͒ is exact because the center-of-mass motion is irrelevant. The three-particle contribution involves two solvent particles and the solute, 
͑E7͒
where rЈ is the solvent-solute separation at time t and r is the solvent-solute separation at the initial time. The threebody Green's function is factorized into the two-body solvent-solute Green's function, and the Kirkwood superposition approximation is used to evaluate the three-body distribution function. Then, we have C 3 ͑ t ͒Ϸ 2 ͵ dr 1 dr 2 dr 1 Ј ͑r 2 ͒g͑ r 1 ͒g͑ r 2 ͒g͑ r 12 ͒ ϫG͑r 1 ,r 1 Ј ,t ͒͑ r 1 Ј͒, ͑E8͒ which can be understood as a different dynamic factorization scheme. As shown by the Skinner group, the above-given expression for C 3 (t), in combination with C 2 (t), predicts the energy gap correlation function with remarkable accuracy. The prediction of vibrational relaxation rate using this approach is reliable and leads to simple physical interpretation. 45, 46, 84 Both dynamic Kirkwood superposition and Gaussian factorization are designed to decompose multiple correlation functions to linear correlation functions. The simple Gaussian factorization scheme takes into account the solventsolvent density fluctuation but ignores the solute-solvent dynamic effect, whereas the dynamic Kirkwood superposition takes into account the solute-solvent dynamics at low to intermediate densities but ignores the solvent-solvent dynamics at high densities. 85 Therefore, the first scheme works better for weak solvent-solute interactions and the second scheme works better for strong solvent-solute interactions.
