We establish the existence and multiplicity of solutions for the semiclassical nonlinear Schrödinger equation
Introduction and main results

The problem
In this paper we study the existence and multiplicity of solutions for the semiclassical nonlinear Schrödinger equation:
where ε > 0 is a small parameter. We are interested in the case that the potential V changes sign and may not be bounded from below. The problem (Q ε and g(x, u) = f (x, |u|)u. In very recent years, Eq. (Q ε ) has been deeply investigated by variational methods. See for example [2, 5, 6, [8] [9] [10] [11] [12] [13] [14] [15] [19] [20] [21] [22] [23] [24] [25] [26] [27] and the references therein. In these papers, they did not handle Eq. (Q ε ) directly, but instead they handled an equivalent equation. Let λ := ε −2 , then Eq. (Q ε ) is equivalent to the following one
(P λ )
− u + λV (x)u = λg(x, u) for x ∈ R N , u(x) → 0 a s |x| → ∞.
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This equivalent equation was studied in [2, [8] [9] [10] [11] [12] [13] [14] [15] [19] [20] [21] [22] [23] . Specially, if g(x, u) = |u| p−2 u (p > 2), [5, 6] considered the following equivalent equation
is bounded from below, and there exists b > 0 such that the set Λ b := {x ∈ R N : V (x) < b} has finite measure.
Motivated by present works, in this paper, we consider more general case and weaken the condition of (V * ). Assume that Under this condition (V 0 ), V may not be bounded from below, and in this case the spectrum of A λ may not be bounded from below. Moreover, 0 may be a spectrum of A λ , and so the operator A λ cannot lead the behavior at 0 of the equation, which brings difficulty in usual arguments. Fortunately, we have an embedding theorem as compensation (see Proposition 2.3).
Since the boundedness of (PS) c or (C) c -condition is always needed in searching solutions for Eq. (P λ ), then the assumptions on the nonlinearity g(x, u) are very important. Most of the papers assumed that g(x, u) is superlinear and subcritical in u. Recall that g is superlinear if |g(x, u)|/|u| → ∞, as |u| → ∞, g is subcritical if g(x, u) C |u| p−1 for 2 p < 2 * with 2 * := 2N/(N − 2) (N 3), and g is critical or supercritical if c 1 |u|
g(x, u) for all large |u|. Floer and Weinstein in [10] considered N = 1, g(u) = u 3 and studied firstly the existence of spike solutions based on a Lyapunov-Schmidt reduction. This result was extended in high dimension case with N 2 and for g(u) = |u| p−2 u in Oh [11, 12] . For the general subcritical case see [6, 8, [13] [14] [15] [19] [20] [21] [22] [23] [24] . Later, the papers [2, 9] considered the critical case, and acquired solutions for Eq. (Q ε ). Up to present, a few of papers handled the case that the nonlinearity g is asymptotically linear at ∞. More recently, Ding and Szulkin [5] considered the asymptotically linear case, in this case we can have that
Under some non-periodic asymptotically linear conditions and (V * ), the authors proved that Eq. (Q ε ) has existence and multiplicity of solutions when
for some x. Motivated by this result, in this paper, under the more general condition (V 0 ), we consider the case that the nonlinearity g is asymptotically linear at ∞ and prove the existence and multiplicity of solutions for Eq. (Q ε ).
The main theorems
g(x, s) ds. Throughout this paper we assume that the following conditions are satisfied: 
|u| < b max for some R 0 0, where b max := sup{b ∈ R: the measure of the set Λ b has finite measure};
(R 5 ) One of the following holds:
Remark 1.1. From the definitions of γ and β in (R 3 ) and (R 4 ), we have β < γ < b max . And from the conditions (R 1 )-(R 5 ), it yields that for any ε > 0, there is C ε > 0 such that
Moreover, we have
where C > 0. 
Clearly, for both the above of examples, β = inf b(x) and γ = sup |x| R 0 b(x) for an arbitrarily fixed R 0 > 0.
The equivalent variational problem
Recall that λ = ε −2 , and (Q ε ) is equivalent to Eq. (P λ ). 
The embedding theorem and space decomposition
In this section, we first study the spectrum of the operator A λ = − + λV , where λ = ε −2 > 0. Recall that the op- Proof. This result is that of Lemma 2.4 in [2] . Here we give the outline of the proof for reader's convenience. Set
By the Weyl's theorem, we know that
In the following, we follow the idea of [4, 29] 
where H ± = {z ∈ H; U z = ±z} and H 0 = {z ∈ H; U z = 0} (see Theorem IV, 3.3 in [7] 
whose induced norm will be denoted by | · | A λ . Definê
and hence,
2 ) be the domain of the self-adjoint operator |A λ | 1 2 which is a Hilbert space equipped with the inner product
and the induced norm z λ = (z, z) 1 2 λ . E has the following orthogonal decomposition 
which implies in particular that
(2.
2)
The self-adjoint operator
Indeed, let z n [7] ). This implies
λ , we obtain that |A 
So we have the following orthogonal decomposition for H:
Correspondingly, E has the decomposition 
(2.6)
The abstract critical point theorems
Now, we define
By assumptions and Proposition 2.3 Ψ (u) ∈ C 1 (E, R) and
Define the functional
It follows that critical points of Φ λ are solutions of (P λ ). In order to study the critical points of Φ λ , we now recall some abstract critical point theory developed recently in [1] ; see also [16, 17] for earlier results on that direction.
Let (E, · ) be a Banach space with direct sum decomposition E = X ⊕ Y and P X , P Y denote the projections onto X , Y , respectively. For a functional Φ λ ∈ C 1 (E, R), we write Φ λa := {z ∈ E:
Recall that Φ λ is said to be weakly sequentially upper semi-continuous if for any z n z in E one has Φ λ (z) lim inf n→∞ Φ λ (z n ), and Φ λ is said to be weakly sequentially continuous if lim n→∞ Φ λ (z n )w = Φ λ w for each w ∈ E. A sequence {z n } ⊂ E is said to be a (C) c -sequence if Φ λ (z n ) → c and (1 + z n )Φ λ (z n ) → 0. Φ λ is said to satisfy the (C) c -condition if any (C) c -sequence has a convergent subsequence.
From now on we assume that X is separable and reflexive, and fix a countable dense subset B ⊂ X * . For each b ∈ B there is a semi-norm on E defined by 
Some preliminary works
The (C) c -sequences
In this section we discuss the Cerami-condition on E. Proof. Let {u n } ⊂ E be such that
To prove that {u n } is bounded we develop a contradiction argument related to that introduced in [18] . If u n λ → ∞, as n → ∞, let w n := 
This is impossible if (i) of (R 5 ) is satisfied. Now we assume that (ii) of (R 5 ) holds. Thus there exists ρ > 0 such that
λδ .
Set Ξ := {x ∈ R N : w(x) = 0}. By (4.4) and the unique continuation arguments similar to [5, 28] , we deduce that |Ξ | = ∞. 
for all R R β , where Γ k := {x ∈ R N ; |x| k}.
Proof.
We follow the idea of the proof in [2, 9] . For each j ∈ N,
Without loss of generality we can assumen j+1 n j . In particular, for n j =n j + j we have
Clearly, there is R β satisfying 
Clearly,
Proof. Observe that, for any
Now, (4.7) and the local compactness of Sobolev embeddings imply that, for any R > 0, 
Proof. Let {u n } ⊂ E be an arbitrary (C) c -sequence. Now we use the decomposition 
, and hence u n j − u λ → 0. This ends the proof. 2
Linking structure
In order to study the linking structure of the function Φ λ , we first give the following lemma: 
Plainly, η 1 , . . . , η m are linearly independent. Moreover,
For any λ > 0, we have the representation η j = η 
By (4.9), we know that (A λ η j , η j ) 2 > 0 ( j = 1, 2, . . . ,m) . This implies that k j = 0 for j = 
where γ θ > 0. From the above, we obtain that for λ Λ m Obviously,
Proof. By the inequality (1.2), we choose p > 2 such that for any ε > 0,
and the desired result follows. , we have w n λ = 1,
(4.10)
We claim that w + = 0. Indeed, if not, it follows from (4.10) and (R 1 ) that w − n λ → 0 and thus w n → w = w 0 . Also
where β is given in (R 3 ). It follows that |w n | 2 → 0. Then 1 = w n λ → 0 and this contradiction implies that w + = 0. Since λ > Λ m , we have
So there is sufficiently large R > 0 such that 12) where
Thus (4.10), (4.11) and the weakly semi-continuity of norm imply that 0 lim 
Proof of Theorem 1.3.1
In this section we will apply Theorems 3.1 and 3.2 to Φ λ and obtain solutions for (P λ ). Let Proof. For every a ∈ R, consider a sequence {u n } in Φ λa which T B -converges to u ∈ E, and write u n = u + n + u 
