In general coding theory, we often assume that error is observed in transferring or storing encoded symbols, while the process of encoding itself is error-free. Motivated by recent applications of coding theory, we introduce the problem of distributed encoding which comprises of a set of K ∈ N isolated source nodes and N ∈ N encoding nodes. Each source node has one symbol from a finite field, which is sent to each of the encoding nodes. Each encoding node stores an encoded symbol from the same field, as a function of the received symbols. However, some of the source nodes are controlled by the adversary and may send different symbols to different encoding nodes.
I. INTRODUCTION
These days we deal with huge amounts of data whose production is distributed, as in IoT and blockchain applications. These data are stored in a distributed manner as well. Coding is used to protect data against storage failures and also to reduce the communication load to repair the failed nodes. See [1] for a survey of the research in this field.
The use of coding in distributed systems is motivated by its successful application in communication systems. In those systems, coding is used to protect data against errors or erasures caused by the communication channel. There are two approaches to model the error in channels and find the fundamental limits of coding. Shannon considered a probabilistic model for errors and defined successful communication as one in which the probability of decoding error approaches zero, as the length of the code increases. With that model, the notion of the capacity of the channel determines the fundamental limits on the rate of coding in a successful communication. On the other hand,
Hamming took the worst-case approach, in which up to a certain number of errors might happen in any locations, chosen by an adversary. Therefore an appropriate code should be able to correct errors of any pattern. For those scenarios, the fundamental limits of coding characterize a region for the parameters of the code, e.g. minimum distance, size of the code, length of the message and codeword vectors, where one can guarantee that an error correcting code with those parameters exists. On the other side, if the parameters are out of that region, it is certain that no code with those parameters exist. Characterizing fundamental limits in the second model usually leads to combinatorial problems. Examples of fundamental inequalities in coding theory are the well-known Singleton bound, Plotkin bound and Johnson bound, See [2] .
In general coding theory, it is often assumed that the encoder is immune to errors of any kind. In other words, errors affect the coded symbols, after the intact process of encoding. Recently, new scenarios have emerged in which the sources of data are distributed. To protect such data, we store encoded versions of them in a distributed fashion. Thus, the source and the encoding of data are both distributed. An example of such scenario is sharding in blockchain [3] , [4] . In distributed encoding of distributed data, the basic assumption of error-free encoding might no longer be valid. The specific case of our interest is the presence of adversarial source nodes that give inconsistent data to the different encoding entities. This can make the process of decoding impossible.
In this work, we investigate the problem of distributed encoding and storing. We assume there are K ∈ N isolated source nodes that produce data symbols. The source nodes are connected to N ∈ N nodes, called encoding nodes.
Each encoding node stores a (coded) symbol as a function of the symbols it receives, so that the original symbols are recoverable from the coded symbols. The challenge is that some of the source nodes, up to β ∈ N, might be adversarial and send different symbols to different nodes as an attack to prevent the correct recovery of the other symbols. The goal is to be able to correctly recover the input symbols of the honest source nodes, using the coded values of the encoding nodes, in every possible scenario of adversarial acts. By honest source nodes, we mean those that act consistently and send the same data to all of the encoding nodes. By adversarial act, we mean sending different data to different encoding nodes. Note that we do not know the adversarial source nodes, and they can be any of the source nodes. We assume that the number of different symbols that a source node can inject into the system is upper limited by an integer v. This is a fair assumption, because there are already methods, such as proof-of-work, that does not allow the source nodes to flood the system. A decoder connects to an arbitrary subset of t ∈ N encoding nodes and decodes the messages. In this paper, we characterize t * as the minimum of t, for which there are encoding functions such that the decoder can recover the messages of the honest nodes correctly.
Example 1. Consider the distributed encoding system depicted in Fig. 1 , wherein 3 source nodes send messages to 5 encoding nodes and they store a function of the received messages. In this example, the first source node is the adversary and sends two different messages to the encoding nodes. The second and third source nodes are honest as they send the same message to all encoding nodes. If the first node sends 4 different symbols to the encoding nodes, then the number of equations, which is 5, would be less than the number of total variables, which is 6. In that case, if the encoding functions are not designed properly, then decoding the messages becomes impossible.
Suppose the decoder connects to the encoding nodes and has y 1 , y 2 , y 3 , y 4 , y 5 . Decoder does not know the adversary or how adversary has operated, so it has to take account of all possibilities. In particular, there are 3 cases for the
x 1
x 2
x 3 Fig. 1 . A distributed encoding system with K = 3 source nodes, N = 5 encoding nodes, β = 1 adversarial node, where the adversary is the first source node and sends two different messages to the encoding nodes to confuse the system. The distributed encoding system is required to guarantee the correct decoding of the messages of the honest nodes. For example, if the adversary generates 4 symbols, and the encoding functions are not designed properly, then we have a set of 5 equations with 6 variables, and decoding the messages of the honest nodes might be impossible. adversary and 15 cases for different ways of sending two different messages to the encoding nodes 1 , amounting to 45 cases in total. Some cases are shown in table I.
The presence of the adversaries in communication networks and distributed systems is a well studied area. A number of papers, as [5] , [6] , and [7] consider a network with an adversary that controls up to a certain number of arbitrary edges and can alter the messages on those edges. Under this model, [5] and [6] provide bounds on the capacity of the network, while [7] characterizes the exact capacity and introduces optimal codes. In another model, studied in [8] , adversary controls up to a certain number of arbitrary nodes of the network, and can put arbitrary messages on the outgoing edges of those nodes. While linear codes are enough to achieve the capacity in the edge based adversarial model according to [7] , [8] has shown that nonlinear codes are necessary in the node based adversarial model.
Similar adversarial models are studied in the context of distributed storage systems. In [9] , up to a specific number of erasures and errors occur on the links that connect the storage nodes to the data collector or the node under repair, during reconstruction of the data and repair. [9] has introduced optimal linear coding schemes for the two "minimum storage regenerating" and "minimum bandwidth regenerating" points. On the other hand, [10] , [11] , [12] , and [13] , consider a distributed storage system wherein the adversary takes over up to a specific number 1 There are 5 cases when adversary sends x1 to one encoding node and x ′ 1 to the other four encoding nodes. There are 10 cases when adversary sends x1 to two encoding nodes and x ′ 1 to the other three encoding nodes. 
of storage nodes and sends arbitrary data during node repair and data reconstruction. Under such model, [10] and [11] derive upper bounds on the amount of information that can be stored securely in the system, under some conditions, and also provide a coding scheme. [12] extends the results of [10] and [11] to more general conditions and introduce a capacity achieving scheme. [13] shows the usefulness of the nonlinear code of [8] in node based adversarial distributed storage systems.
The paper is organized as follows. We define the problem in section II. In section III, we state our main results.
We provide achievability and converse proofs in sections IV and V, and also sections VI and VII, and conclude in section VIII.
II. PROBLEM FORMULATION
We consider (N, K, β, v) distributed encoding system, consisting of K source nodes and N encoding nodes, where each source node is directly connected to each of the encoding nodes through a secure and error free channel, for some K, N ∈ N. A source node k ∈ {1, . . . , K} sends a data symbol x n,k ∈ F \ {0} to the encoding node n ∈ {1, . . . , N }, where F is a large field and g.c.d(K − 1, |F|) = 1 2 . We use x n,k and x nk interchangeably when it is not confusing. Source nodes are partitioned into two sets A and H, adversarial and honest source nodes, respectively, where |A| ≤ β, for some β ∈ N and β < K. In other words, there are at most β adversaries. An honest node k ∈ H generates only one message x k ∈ F and sends this message to all encoding nodes. Thus, k ∈ H, x 1k = x 2k = · · · = x N k = x k . However, an adversarial node may generate more than one version for its message to confuse the system. Still, the number of versions that an adversarial node can generate is limited due to some protecting mechanism, such as proof of work. In particular, we assume that for a source node k ∈ A, |{x 1k , x 2k , . . . , x N k }| ≤ v, for some v ∈ N. Honest nodes are isolated, and not aware of the messages of the other nodes. However, adversarial nodes are free to collaborate with each other, but still not aware of the messages of the honest nodes.
The encoding node n ∈ {1, . . . , N }, stores y n = f n (x n1 , . . . , x nK ), where f n : F K → F is the encoding function of node n. The decoding function g T :
In other words, g T takes y i1 , . . . , y it , and produces (x T 1 , . . . ,x T K ) as the decoded messages of the source nodes 1, . . . , K.
A code for the distributed encoding system of parameters (N, K, β, v), with the N encoding functions f 1 , . . . , f N ,
In other words, the system guarantees correct recovery of the messages of the honest nodes, without necessarily identifying the set of honest and adversarial nodes, or any guarantee to decode the message of the adversarial nodes.
• The encoding is maximum distance separable (MDS), meaning that if all source nodes behave honestly, all K messages can be recovered from any set of K encoding nodes.
Whenever it is not confusing, we denotex T k by x k . For an (N, K, β, v) distributed encoding system, we define t * (N, K, β, v) as the minimum t for which a t-correct code exists. If we restrict the encoding functions f 1 , . . . , f N to be linear functions, we denote this notion by t * linear (N, K, β, v). In this paper, the objective is to characterize t * (N, K, β, v) and t * linear (N, K, β, v).
III. MAIN RESULTS
The following theorems state the main results of this paper for an (N, K, β, v) distributed encoding system.
Let us focus on the case where N ≥ h + βv + 1. In this case, t * (N, K, β, v) = h + βv + 1, i.e. t * is independent from N . We know that in an (N, K, β, v) distributed encoding system, the maximum number of different variables is h + βv, i.e. | K k=1 {x 1,k , . . . , x N,K }| ≤ h + βv. Thus, it is natural to have t * ≥ h + βv, to form a set of equations where the number of equations is more than or equal to the number of variables. However, since the decoder is not aware of the set A of adversarial nodes, it has to take into account K β options for the set of adversarial nodes. On top of that, for each choice of A, the decoder has to consider many different sets of equations depending on how each adversarial node has utilized its options. In this paper, we develop a nonlinear code such that with just one extra equation, i.e. from an arbitrary set of encoding nodes T with size h + βv + 1, the decoder can produce (x 1 , . . . ,x K ), where it is guaranteed that ∀k ∈ H,x k = x k . However, perhaps surprising, the decoder may remain confused about who are the adversarial nodes.
For the case where K ≤ N ≤ h + βv, we show that K of the encoding nodes need to store uncoded messages, i.e. f n (x n1 , . . . , x nK ) = x nn for 1 ≤ n ≤ K, and without all of those K encoding nodes, the decoder cannot recover the messages of the honest nodes correctly.
This result shows that to achieve t * (N, K, β, v), having nonlinear codes is necessary. In the case N ≥ h+2βv−β, t * linear (N, K, β, v) = h+2βv −β, i.e. t * linear is independent from N . Even though there are at most h+βv variables in an (N, K, β, v) distributed encoding system, we need at least h + 2βv − β linear equations to produce (x 1 , . . . ,x K )
where ∀k ∈ H,x k = x k . That is to say, 2β(v − 1) extra equations are needed, rather than just one equation as we saw in the previous theorem. The reason for this redundancy in the number of equations is that adversary (or adversaries) can choose its (their) messages in a such way that shifts the messages of the honest nodes, without knowing their messages. In other words, adversary can exploit the linearity of the equations to cause the decoder to decodex k = x k + ∆ k instead of x k , for at least one k ∈ H. Such strategy is not useful in a well designed nonlinear system, because adversary would not know the contribution of its message in the result of the nonlinear function, as such contribution would be a function of the messages of the honest nodes.
Remark. We emphasize that identifying the set of honest and adversarial nodes or decoding the messages of adversarial nodes correctly is not necessary to satisfy the correctness condition (1).
IV. ACHIEVABILITY PROOF OF THEOREM 1
In this section, we state the achievability proof of Theorem 1. First consider the case K ≤ N ≤ h + βv. The proposed N -correct code for this case consists of
where L n : F K → F denotes a linear function whose coefficients are chosen independently and uniformly at random from F. Since the decoder has all the N coded values, including those in (2), it can declare (x 1 , . . . ,x K ) = (x 11 , . . . , x KK ). If node k ∈ H, x kk = x k , so the correctness condition (1) is satisfied. The MDS property is also satisfied with high probability due to the randomness of the coefficients in (3).
We take a completely different approach for the case N ≥ h + βv + 1 and introduce the following (h + βv + 1)correct code that consists of N nonlinear functions f 1 , . . . , f N as
It is easy to verify that this code has the MDS property with high probability, thanks to the random coefficients of L 1 , . . . , L N . The decoding procedure for this code is shown in Algorithm 1, for t = t * = h + βv + 1. In each round of the algorithm,Â is the set of the presumed adversaries, andĤ is the set of the presumed honest source nodes. Each set I (j) k in the partitioning of T in line 11 represents a subset of the encoding nodes that receive the same message from an adversarial node k. In line 14,x (i) k is the version i of the message of the adversarial source node k. The system of equations in the line 17 has h + βv + 1 equations and h + βv variables, therefore it might not have any solution. Thus, not allÂ and {I
k } k∈Â result in feasible solutions. In the following, we explain how to solve the system of equations in the line 17, and then prove that the code in (4) is (h + βv + 1) correct. For ease of notations, first we explain the decoding for β = 1 and then generalize to more adversaries. Without loss of generality, supposeÂ = {1}. Furthermore, suppose that for the partitioning I
It is easy to see that if we find w 1 , . . . , w K , defined as
we can calculatex
1 ,x 2 , . . . ,x K . We also define
Based on (5) and (6), we have
Based on the above definitions, we can rewrite the t equations that we have as follows.
• For all n ∈ I
1 , using (4) and (5), we can rewrite f n (x
• For all n ∈ I (6) , and (7), we can rewrite f n (x
or equivalently, by multiplying both sides by wK si ,
We can treat (8) and (9) as a set of h+v +1 linear equations with h+v variables w 1 , . . . , w K , w 1 wK s2 , . . . , w 1 wK sv , presuming the right-hand side of (9) is known. Without loss of generality, suppose the first equation is of form (8) . We set this equation aside for later and use the remaining h + v linear equations to find w 1 , . . . , w k , w 1 wK s2 , . . . , w 1 wK sv as linear functions of wK s2 , . . . , wK sv as follows. It is easy to confirm that the corresponding system of equations is full rank with high probability, due to the randomness of the coefficients. (10) , and then also s 2 , . . . , s v with w K , and finally {x (i) 1 } 1≤i≤v ,x 2 , . . . ,x K . In order to examine the feasibility of the solution that we found, we use the first equation that we set aside earlier. If {x (i) 1 } 1≤i≤v ,x 2 , . . . ,x K satisfy that equation, we conclude that the solution is feasible (we discuss the correctness of this solution later). Now assume β ≥ 2. Without loss of generality, supposeÂ = {1, . . . , β}. Furthermore, suppose that for k ∈Â, for each partitioning I
we can calculatex h+1 , . . . ,x K . We also define
Thus, we have defined
andx
Based on the above definitions, we rewrite the t equations that we have as follows. Using (4) and (12), we rewrite
Using (4), (12) , (13) , (14) , and (15), we rewrite f n (x
or equivalently, by multiplying both sides by
We can treat (16) and (17) as a set of t = h + βv + 1 linear equations with h + βv variables
assuming the right-hand side of (17) is known. Without loss of generality, suppose the first equation is of form (16).
We set this equation aside for later and use the remaining h + βv linear equations to calculate the variables as linear
It is easy to confirm that the corresponding system of equations is full rank with high probability, due to the randomness of the coefficients. Thus,
. This is because each w β K Sn , n ∈ T , is a multiplication of one element from each of the sets { wK si,1 } 2≤i≤v , . . . , { wK s i,β } 2≤i≤v . By solving that system of nonlinear equations, we can calculate { wK si,1 } 2≤i≤v , . . . , { wK s i,β } 2≤i≤v , then w 1 , . . . , w K by (18), andx β+1 , . . . ,x K . In order to examine the feasibility of the solution that we found, we use the first equation that we set aside earlier. If the solution satisfies that equation, we conclude that the solution is feasible. Lemma 1. The nonlinear code described in (4), with the decoding in Algorithm 1 and t = t * = h + βv + 1, satisfies the correctness condition (1).
In the following, first we state a basic lemma that is needed throughout the rest of this paper. Then, in order to make the proof of Lemma 1 comprehensible, first we prove it for the toy parameters β = 1, h = 2, v = 3, and then prove it generally.
Lemma 2. Consider the sets
A = {a 1 , . . . , a v } and B = {b 1 , . . . , b v } for some a i , b i ∈ F, 1 ≤ i ≤ v, and C = {c i,j = a i − b j , 1 ≤ i, j ≤ v}. There exists a subset C ′ = {c i1 , . . . , c i2v−1 } ⊆ C, |C ′ | = 2v − 1, such that each element of C is a linear combination of elements of C ′ , with constant coefficients, i.e. not functions of a i , b j , 1 ≤ i, j ≤ v.
As an example, consider
Another choice for
A. Proof of Lemma 1 for β = 1, h = 2, v = 3
Suppose that β = 1, h = 2, v = 3, and adversary is indeed the first source node, and has the messages
1 , while the messages of the honest nodes are
The decoder needs to consider a source node as adversary.
In the first case, suppose that decoder considers the first source node as adversary. Then, decoder needs to solve the following system of equations for z
where |T | = h + v + 1 = 2 + 3 + 1 = 6, and i n , j n ∈ {1, 2, 3} for n ∈ T . The above equation is equivalent to
The existence of solution for (24) depends on i n , j n , which we explore in the following two cases.
Case 1A. i n = j n , n ∈ T
We show that as expected, the only solution for this case is z
Now (25) is an underdetermined linear system of the above variables, since it has 6 equations and 7 variables. In other words, we have
where G is a 6 × 7 matrix, composed of α nk , n ∈ T , k ∈ {1, 2, 3}, according to (25). G is full rank with high probability because α nk were chosen uniformly and independently at random from F. We add one row of uniformly and independently random elements of F to G to obtain a full rank 7 × 7 matrixG, and also add one element t to the right hand side zero vector, and obtain the following augmented full rank linear system.
Solution of the above system is
are the corresponding entries ofG −1 . Now we use (26) to extract the relations between w 1 , w 2/11 , w 2/22 , w 2/33 , w 3/11 , w 3/22 , w 3/33 .
Substituting (29) into (30) gives
This concludes that with high probability, the only solution of (25) is z
can be written as a linear combination of w 2/11 , w 2/12 , w 2/22 , w 2/23 , w 2/33 . Therefore, (34) can be written as
where G is a 6 × 11 matrix, composed of α nk , n ∈ T , k ∈ {1, 2, 3}, and w = [w 1 w 2/11 w 2/12 w 2/22 w 2/23 w 2/33 w 3/11 w 3/12 w 3/22 w 3/23 w 3/33 ] T .
G is full rank with high probability because α nk were chosen uniformly and independently at random from F. We add 5 rows of uniformly and independently random elements of F to G to obtain a full rank 11 × 11 matrixG, and also add 5 elements t 1 , . . . , t 5 to the right hand side zero vector, and obtain the following augmented full rank
are the corresponding entries ofG −1 .
Now we use (35) to extract the relations between the elements of w.
By substituting (38) into (39), we express t 2 , t 3 , t 4 , t 5 as linear combinations of t 1 , x
On the other hand, (40) results in as variables, we have a degree 2 nonlinear system. For any
are not zero in both equations. Bezout theorem ( [14, Theorem 4.1]) states that two equations of two variables which have total degrees 3 d 1 and d 2 and have no common factor, have at most d 1 d 2 common roots. Using this theorem, for any (x 4 , there are at most 4 solutions for (t 1 , x (1) 1 ). Thus, the probability that the transmitted (x
1 , x 2 , x 3 ) is indeed among the possible ones is at most 4 |F| , which is negligible. This concludes that with high probability, (34) does not have any solution.
Without loss of generality, supposeÂ = {2}. The decoder needs to solve the following system of equations for
In the following two cases, we show that with high probability,Ã = {2} does not result in any solution. 3 By degree of a polynomial of n variables x1, . . . , xn, we mean the maximum degree of its monomials. A monomial of x1, . . . , xn is x a 1 1 . . . x an n , a1, . . . , an ∈ Z, and its degree is a1 + · · · + an.
Case 2A. i n = j n , n ∈ T In this case, (43) can be rewritten as
In order to solve (44), we define the new variables
Since (44) has 6 equations and 9 variables, it is an underdetermined linear system of the above variables, and can be expressed as
where G is a full rank 6 × 9 matrix, composed of α nk , n ∈ T , k ∈ {1, 2, 3}, and
We add 3 rows of uniformly and independently random elements of F to G to obtain a full rank 9 × 9 matrixG, and also add 3 elements t 1 , t 2 , t 3 to the right hand side zero vector, and obtain the following augmented full rank
are the corresponding entries ofG −1 . We use (45) to extract the relations between the elements of w.
x
By substituting (48) into (49), we express t 2 , t 3 as linear combinations of t 1 , x
On the other hand, (50) results in
1 ) = 0 (52) Substituting (51) into (52) and considering t 1 , x
(1) 1
as variables, we have a degree 2 nonlinear system. For any (x
1 , x
are not zero in both equations. According to Bezout theorem, for any (x
1 , x 2 , x 3 ) ∈ (F \ {0}) 4 , there are at most 4 solutions for (t 1 , x
1 ). Thus, the probability that the transmitted (x
1 , x 2 , x 3 ) is indeed among the possible ones is at most 4 |F| , which is negligible. This concludes that with high probability, (44) does not have any solution.
Case 2B. ∃n ∈ T : i n = j n In this case, we have
where there exists at least one n ∈ T such that i n = j n , in any labeling of z
2 , z
2 . In order to solve (53), we define the new variables.
According to Lemma 2, any z 1 z (in) 2 − x (jn) 1
x 2 , i n , j n ∈ {1, 2, 3}, can be written as a linear combination of w 3/11 , w 3/12 , w 3/22 , w 3/23 , w 3/33 . Since (53) has 6 equations and 11 variables, it is an underdetermined linear system of the above variables, and can be expressed as
where G is a full rank 6 × 11 matrix, composed of α nk , n ∈ T , k ∈ {1, 2, 3}, and
We add 5 rows of uniformly and independently random elements of F to G to obtain a full rank 11 × 11 matrix G, and also add 5 elements t 1 , . . . , t 5 to the right hand side zero vector, and obtain the following augmented full
where
are the corresponding entries ofG −1 . We use (54) to extract the relations between the elements of w.
By substituting (57) into (58), we express t 2 , t 3 , t 4 , t 5 as linear combinations of t 1 , x
1 x 2 . In other words, we can write
On the other hand, (59) results in
Substituting (60) into (61) and considering t 1 , x (1) 1 as variables, we have a degree 2 nonlinear system. For any
are not zero in both equations. According to Bezout theorem, for any (x 4 , there are at most 4 solutions for (t 1 , x
1 , x 2 , x 3 ) is indeed among the possible ones is at most 4 |F| , which is negligible. This concludes that with high probability, (53) does not have any solution.
The proof that follows is the general extension of the explained example.
B. Proof of Lemma 1
In the following, we assume β = 1. Proof for β ≥ 2 is similar. Suppose that adversary is indeed the first source node, and has the messages x . The decoder needs to consider a source node as adversary.
In the first case, suppose that decoder considers the first source node as adversary. Then, decoder needs to solve the following equations for z
where |T | = h + v + 1, and i n , j n ∈ {1, . . . , v} for n ∈ T . The above equations are equivalent to
The existence of solution for (63) depends on i n , j n , which we examine in the following two cases.
Note that the condition i n = j n , n ∈ T , may need a relabeling of i n , n ∈ T to hold. In this case, (63) can be rewritten
In order to solve (64), we define the new variables
Now (64) is an underdetermined linear system of the above vh + 1 variables, since it has h + v + 1 equations. In other words, we have
where G is a (h + v + 1) × (vh + 1) matrix, composed of α nk , n ∈ T , 1 ≤ k ≤ K, according to (64). G is full rank with high probability because α nk were chosen uniformly and independently at random from F. We add M = (vh + 1) − (h + v + 1) = vh − h − v rows of uniformly and independently random elements of F to G to obtain a full rank (vh + 1) × (vh + 1) matrixG, and also add M elements t 1 , . . . , t M to the right hand side zero vector, and obtain the following augmented full rank linear system.
where 
and therefore
for 2 ≤ i ≤ v and 3 ≤ k ≤ K. The number of equations in (70) is (v − 1)(h − 1) = M + 1. Substituting (68) in the M + 1 equations of (70), a trivial solution is t 1 = · · · = t M = 0. It is easy to see that this solution corresponds to
In order to eliminate this solution from (70), let t j = t 1 s j , 2 ≤ j ≤ M , and eliminate t 1 . 
1 , x 2 , . . . , x K ) is indeed among the possible ones is at most 2 M +1 |F| , which is negligible. This concludes that with high probability, the only solution of (64) is z
Case 1B. ∃n ∈ T : i n = j n We show that with high probability, this case does not result in any solution. Recall that the main system of equations is
1 , . . . , z
(v) 1 . In order to solve (72), we define the new variables.
The number of the above variables is (2v − 1)h + 1. According to Lemma 2, any
Therefore, (72) can be written as
G is full rank with high probability because α nk were chosen uniformly and independently at random from F. We add M = (2vh − h + 1) − (h + v + 1) = 2vh − 2h − v rows of uniformly and independently random elements of F to G to obtain a full rank (2vh − h + 1) × (2vh − h + 1) matrix G, and also add M elements t 1 , . . . , t M to the right hand side zero vector, and obtain the following augmented full rank linear system.G
are the corresponding entries ofG −1 . Now we use (73) to extract the relations between the elements of w.
The number of equations in (77) is h(v−1), and the number of equations in (78) is (h−1)(v−1). By substituting (76) into (77), we express t L+1 , . . . , t M , as linear combinations of t 1 , . . . , t L , and
In other words, we can write w k/ii , w k/j,j+1 , 2 ≤ k ≤ K,
as linear combinations of t 1 , . . . , t L , and
On the other hand, (78) results in
Substituting (79) into (80) and considering t 1 , . . . , t L , x 1 , x 2 , . . . , x K ) is indeed among the possible ones is at most 2 L+1 |F| , which is negligible. This concludes that with high probability, (72) does not have any solution.
In the following two cases, we show that with high probability,Ã = {2} does not result in any solution.
Case 2A. i n = j n , n ∈ T In this case, (81) can be rewritten as
In order to solve (82), we define the new variables
Since (44) has h + v + 1 equations and 2v + (h − 1)v = hv + v variables, it is an underdetermined linear system of the above variables, and can be expressed as
uniformly and independently random elements of F to G to obtain a full rank (hv + v) × (hv + v) matrixG, and also add M elements t 1 , . . . , t M to the right hand side zero vector, and obtain the following augmented full rank
where γ 1/j , γ 2/j , γ k/ii/j , 3 ≤ k ≤ K, 1 ≤ i ≤ v, 1 ≤ j ≤ M are the corresponding entries ofG −1 . We use (83) to extract the relations between the elements of w. 
The number of equations in (87) is v − 1 and the number of equations in (88) is (h − 1)(v − 1). By substituting (86) into (87), we express t L+1 , . . . , t M as linear combinations of t 1 , . . . , t L , x
In other words, we can write
On the other hand, (88) results in
Substituting (89) into (90) and considering t 1 , . . . , t L , x
1 as variables, we have L + 1 degree 2 nonlinear equations of L + 1 variables. Using Bezout theorem, for any (x
1 , x 2 , . . . , x K ) is indeed among the possible ones is at most 2 L+1 |F| , which is negligible. This concludes that with high probability, (82) does not have any solution. matrixG, and also add M elements t 1 , . . . , t M to the right hand side zero vector, and obtain the following augmented full rank linear system.G
(94) Solution of the above system is
We use (92) to extract the relations between the elements of w.
The number of equations in (96) is (v − 1)h and the number of equations in (97) is (h − 1)(v − 1). By substituting (95) into (96), we express t L+1 , . . . , t M as linear combinations of t 1 , . . . , t L , and
In other words, we can write w 1/i , w 2/i , w k/ii , w k/j,j+1 ,
i.e.
On the other hand, (97) results in
Substituting (98) into (99) and considering t 1 , . . . , t L , x
1 , x 2 , . . . , x K ) is indeed among the possible ones is at most 2 L+1 |F| , which is negligible. This concludes that with high probability, (91) does not have any solution.
V. CONVERSE PROOF OF THEOREM 1
Before presenting the converse proof, we state three lemmas. Lemma 3. Consider a t-correct code for an (N, K, β, v) distributed encoding system with the encoding functions f 1 (x 1 , . . . , x K ), . . . , f N (x 1 , . . . , x K ). For any m ∈ N, encoding functions f n1 , . . . , f nm , 1 ≤ m ≤ K, there are at least m input symbols x k1 , . . . , x km out of the K input symbols, such that for each symbol x kj , j ∈ {1, . . . , m}, at least one of f n1 , . . . , f nm is a function of x kj .
Proof. The case m = 1 is trivial. The case m = K is equivalent to the MDS property of t-correct codes. For Proof. First, note that for any two different sets A 1 , A 2 ∈ {1, . . . , K}, |A 1 | = |A 2 | = β, A 1 ∩ A 2 = ∅, the h functions that are not functions of {x i } i∈A1 and {x i } i∈A2 , differ in at least one function. Otherwise, there are h functions in f 1 , . . . , f N that are functions of at most h − 1 symbols out of the K symbols, which contradicts Lemma 3.
Without loss of generality, assume for the first β symbols, x 1 , . . . , x β , the h functions f β+1 , . . . , f h+β are not functions of them. Now take x 2 , . . . , x β+1 . According to the above discussion, the h functions that are not functions of them, differ with f β+1 , . . . , f h+β in at least one function. Without loss of generality, suppose f 1 is that function. So f 1 is not a function of x 2 , . . . , x β+1 , but is a function of x 1 , because otherwise the h + 1 functions
. . , f h+a } are not functions of x 1 , . . . , x β , which is against Lemma 3. Now take x 1 x 3 , . . . , x β+1 . Again, the h functions that are not functions of them, differ with f β+1 , . . . , f h+β in at least one function. Without loss of generality, suppose f 2 is that function. So f 2 is not a function of x 1 x 3 , . . . , x β+1 , but is a function of x 2 , because otherwise the h + 1 functions {f 2 , f β+1 , . . . , f h+β } are not functions of x 1 , . . . , x β , which is against Lemma 3.
By similar arguments, we deduce that without loss of generality, f n is a function of x n , and is not function of {x i } 1≤i≤β,i =n , for 1 ≤ n ≤ β. In the following, we show that f 1 , . . . , f β are not functions of x β+2 , . . . , x K . Take x 2 , . . . , x β , x β+2 . We know that the h functions that are not functions of them, differ with f β+1 , . . . , f h+β in at least one function. This one different function is not among f 2 , . . . , f β , because they are functions of x 2 , . . . , x β , respectively. Suppose this function is among f h+β+1 , . . . , f N , and without loss of generality, suppose it is f β+h+1 .
But the h+2 functions {f 1 , f β+1 , . . . , f β+h+1 }, are not functions of x 2 , . . . , x β , which is not possible due to Lemma 3. Therefore the only remaining choice is that f 1 is that different function that is not function of x 2 , . . . , x β , x β+2 .
So we proved that f 1 is a function of x 1 , and is not a function of x 2 , . . . , x β+2 . Similarly, f 1 is not a function of the remaining inputs, x β+3 , . . . , x K . Similarly, f 2 , . . . , f β are not functions of x β+1 , . . . , x K . Therefor, f 1 , . . . , f β are univariate functions of x 1 , . . . , x β , respectively. Since x 1 , . . . , x β are arbitrary, we proved that there exists at least one univariate function of each of the K input symbols. Due to the MDS property of t-codes, there is at most one univariate function of each input symbol. Therefore there are exactly K univariate functions of x 1 , . . . , x K among f 1 , . . . , f N . Proof. The proof is by induction. Now we state the converse proof. First we study the case of N ≥ h + βv + 1. We need to show that for any (N, K, β, v) distributed encoded system, there is no t-correct code, with t ≤ h + βv. We prove it by contradiction.
We assume there is a (h+βv)-correct code. We show that for this code, there is a set T ⊆ {1, . . . , N }, |T | = h+βv, and a valid assignment of {x nk } n∈T ,k∈{1,...,K} , that results in two feasible solutions that differ in the message of at least one common honest node. Proofs for β = 1 and β > 1 are slightly different. In the following, parts of the proof that are different for β = 1 and β > 1 are distinguished. Let us denote the K input symbols of f 1 , . . . , f N by x 1 , . . . , x K .
Step 1. First suppose β = 1. Since N ≥ h + v + 1, there are at least v + 1 functions in f 1 , . . . , f N , that are functions of x 1 , according to Lemma 3. We choose h + v functions that include at least v + 1 functions of x 1 .
Without loss of generality, suppose they are f 1 , . . . , f h+v . Now suppose β ≥ 2. Due to the MDS property of any t-correct code, there is at most one univariate function of each symbol among f 1 , . . . , f N . Since N ≥ h + βv + 1, we choose h + βv functions out of f 1 , . . . , f N that include at most K − 1 univariate functions. Without loss of generality, suppose they are f 1 , . . . , f h+βv .
Step 2. For β ≥ 2, we view f 1 , . . . , f h+βv as an (h + βv)-correct code and apply Lemma 4 to conclude that there exist β symbols, so that at most h − 1 function out of f 1 , . . . , f h+βv are not functions of them. Without loss of generality, suppose those β symbols are x 1 , . . . , x β .
Step 3. For x k ∈ {x 1 , . . . , x β }, there are at least β(v − 1) + 1 functions in f 1 , . . . , f h+βv , that are function of x k , according to Lemma 3. Therefore, for each x k ∈ {x 1 , . . . , x β }, we choose v − 1 distinct functions from f 1 , . . . , f h+βv , that are functions of x k , that is in total β(v − 1) functions for all x 1 , . . . , x β . Without loss of generality, suppose those β(v − 1) functions are f h+β+1 , . . . , f h+βv , in which the first v − 1 functions are functions of x 1 , the second v − 1 functions are functions of x 2 , and so forth. In other words, functions in the set G k
Step 4. We consider f 1 , . . . , f h+β , as an (h + β)-correct code and use Lemma 5 to conclude that among them, there are β different functions of x 1 , . . . , x β , respectively. Without loss of generality, suppose they are f 1 , . . . , f β , i.e. f 1 is a function of x 1 , f 2 is a function of x 2 , and so forth. For β = 1, since we know there are at least v + 1 function of x 1 in f 1 , . . . , f h+v , there are two function of x 1 in f 1 , . . . , f h+1 . We assumed one of them is f 1 . Without loss of generality, suppose the other one is f 2 . For β ≥ 2, since we know that there are at most h − 1 functions among f 1 , . . . , f h+β that are not functions of x 1 , . . . , x β , according to step 3, at least one of f β+1 , . . . , f h+β is a function of at least one of x 1 , . . . , x β . Without loss of generality, suppose f β+1 is a function of x 1 .
We can summarize the so far obtained results as follows, where dots in each function denote the remaining variables that are not required to be specified.
Set
Encoding Functions
. . .
Step 5. We choose {β + 1, . . . , β + h} to be the honest nodes and {1, . . . , β} to be the adversaries. Consider the following assignments. 
2 , . . . , x 
uniformly and independently at random from F. We show that there is (x
2 . . . , x (2) β ) ∈ F β+1 , that along with the mentioned values, results in y 1 , . . . , y n that corresponds to a feasible solution other than the chosen values.
For any (x
is a feasible solution for the corresponding y 1 , . . . , y N .
Step 7. Consider the set {f n } n∈T of size K = h + β, that consists of f β+1 , . . . , f β+h , and the first function of each G k , for 1 ≤ k ≤ β. In other words,
According to the MDS property, the system of equations
β , w β+1 , . . . , w K ) = y n , n ∈ T (103) has a unique solution for w 
in addition to (102).
Step 9. Consider the set T ′ that consists of indices of the first functions of G k for 1 ≤ k ≤ β, and β + 1.
Obviously T ′ ⊆ T . The first function in G k , is a function of the k'th input, for 1 ≤ k ≤ β, and f β+1 is a function of the first input. Thus, any (x
2 , . . . , x
β ) ∈ F β+1 results in a distinct (y n ) n∈T ′ , and therefore a distinct (y n ) n∈T . Since (w β+1 , . . . , w k ) are determined by (y n ) n∈T , according to (103), there are |F| β+1 solutions for (w (1) 1 , . . . , w (1) β , w β+1 , . . . , w K ). In those |F| β+1 solutions, (w β+1 , . . . , w K ) = (x β+1 , . . . , x K ) in at most |F| β solutions. Therefore, there is (x
2 , . . . , x (2) β ) ∈ F β+1 , which results in a solution (104), where (w β+1 , . . . , w K ) = (x β+1 , . . . , x K ). In other words, there are two feasible solutions that are different in the message of at least one honest node.
So we proved that for t = h + βv, there is no t-correct code for any (N, K, β, v) distributed encoding system, where N ≥ h + βv + 1. In the case of N ≤ h + βv, similar arguments proves that there is no t-correct code for t < N . This concludes the proof.
VI. ACHIEVABILITY PROOF OF THEOREM 2
First consider the case K ≤ N ≤ h + 2βv − β. The proposed N -correct linear code for this case is
where L n : F K → F denotes a linear function whose coefficients are chosen independently and uniformly at random from F. Since the decoder has all the N coded values, including those in (105), it can declare (x 1 , . . . ,x K ) = (x 11 , . . . , x KK ). If node k ∈ H, x kk = x k , so the correctness condition (1) is satisfied. The MDS property is also satisfied with high probability due to the randomness of the coefficients in (106).
For N ≥ h + 2βv − β, we propose the following linear code.
f n (x n1 , . . . , x nK ) = L n (x n1 , . . . , x nK ), 1 ≤ n ≤ N.
Again, due to the random coefficients of L 1 , . . . , L N , this code has MDS property with high probability. The decoding procedure for this code is described in Algorithm 1, for t = t * linear = h + 2βv − β. Thus, the system of equations in line (17) of Algorithm 1 is a linear system. In the following, we show that the proposed linear code satisfies the correctness condition in Lemma 6. Lemma 6. The nonlinear code described in (107), with the decoding in the Algorithm 1 and t = t * linear = h+2βv−β, satisfies the correctness condition (1) .
Proof. Without loss of generality, suppose the first β source nodes are indeed the adversaries, i.e. A = {1, . . . , β} and H = {β + 1, . . . , K}. We denote the v messages of the adversarial source node k by {x
According to the definition in section II, we denote the message of the honest node k by x k , β + 1 ≤ k ≤ K. As the first case, suppose that for an arbitrary subset T = {n 1 , . . . , n t }, t = t * linear = h + 2βv − β, in addition to the real scenario, there is another solution for f n (x n1 , . . . , x nK ) = y n , n ∈ T , in which againÂ = {1, . . . , β}, the messages of the source node k ∈Â are {z (i) k } 1≤i≤v , and the message of k ∈Ĥ is x k + ∆ k (we will examine other cases ofÂ as well). Our goal is to prove ∆ k = 0 for k ∈Ĥ (in general, the goal is to prove ∆ k = 0 forĤ ∩ H).
We have the following linear system of equations.
L n (z n1 , . . . , z nβ , x β+1 + ∆ β+1 , . . . , x K + ∆ K ) = L n (x n1 , . . . , x nβ , x β+1 , . . . , x K ), n ∈ T ,
The above system of equations is equivalent to L n (z n1 − z n1 , . . . , z nβ − z nβ , ∆ β+1 , . . . , ∆ K ) = 0, n ∈ T .
(108)
This linear system of equations can be expressed as
where A k , 1 ≤ k ≤ β, and B are t × t and t × (K − β) matrices respectively, and are composed of the coefficients of the linear code. We know
According to Lemma 2, there exist
Therefore, (109) can be rewritten as
The linear system of equations in (111) has β(2v − 1) + h variables and t = β(2v − 1) + h equations. We show that in this system, 
Using (112), we rewrite (111) as
Since entries of B are chosen independently and uniformly from F, and are independent from entries ofÃ, we have rank([Ã|B]) = rank(Ã) + rank(B) = r + h ≤ t, with high probability. Therefore, [Ã|B] is a full (column) rank matrix and the unique solution of (113) is
In the second case, suppose that for a T = {n 1 , . . . , n t }, t = t * linear = h + 2βv − β, in addition to the real scenario, there is a solution in whichÂ = {m, . . . , β + m − 1} for some 2 ≤ m ≤ β, the messages of the source node k ∈Â is {z (i) k } 1≤i≤v , the message of the source node k ∈Ĥ \ {1, . . . , m − 1} is x k + ∆ k , and the message of the source node k ∈ {1, . . . , m − 1} is z k . We have the following linear system of equation.
L n (z 1 , . . . , z m−1 , z n,m , . . . , z n,β+m−1 , x β+m + ∆ β+m , . . . , x K + ∆ K ) = L n (x n1 , . . . , x nβ , x β+1 , . . . , x K ), n ∈ T , where {z n,k } n∈T = {z (i) k } 1≤i≤v for k ∈Â, and {x nk } n∈T = {x (i) k } 1≤i≤v for 1 ≤ k ≤ β. The above system of equations is equivalent to L n (z 1 − x n1 , . . . , z m−1 − x n,m−1 , z n,m − x n,m , . . . , z n,β − x nβ , z n,β+1 − x β+1 , . . . , z n,β+m−1 − x β+m−1 , ∆ β+m , . . . , ∆ K ) = 0, n ∈ T . (114)
This system of equations can be expressed as
where A k , 1 ≤ k ≤ β + m − 1, and B are t × t and t × (K − β − m + 1) matrices respectively, and are composed of the coefficients of the linear code. We know
In addition, since
and
Therefore, (115) can be rewritten as
The linear system of equations in (119) has
variables and t = β(2v − 1) + h equations. We show that in this system, ∆ β+m = · · · = ∆ K = 0. Let
and rank(A) = r for some r ∈ N.
It is easy to confirm that there exists a full rank (t × r) matrix,Ã, and a variable vector
Using (120), we rewrite (119) as
Since entries of B are chosen independently and uniformly from F, and are independent from entries ofÃ, we have rank([Ã|B]) = rank(Ã) + rank(B) = r + h − m + 1 ≤ t, with high probability. Therefore, [Ã|B] is a full (column) rank matrix, which results in w ′ 1 = · · · = w ′ r = ∆ β+m = · · · = ∆ K = 0. In the last case, suppose that for a T = {n 1 , . . . , n t }, t = t * linear = h + 2βv − β, in addition to the real scenario, there is a solution in whichÂ ∩ {1, . . . , β} = ∅ and 2β < K. Without loss of generality, supposê A = {β + 1, . . . , 2β}, the messages of the source node k ∈Â is {z (i) k } 1≤i≤v , the message of the source node k ∈Ĥ \ {1, . . . , β} is x k + ∆ k , and the message of the source node k ∈ {1, . . . , β} is z k . We have the following linear system of equation.
L n (z 1 , . . . , z β , z n,β+1 , . . . , z n,2β , x 2β+1 + ∆ 2β+1 , . . . , x K + ∆ K ) = L n (x n1 , . . . , x nβ , x β+1 , . . . , x K ), n ∈ T ,
The above system of equations is equivalent to L n (z 1 − x n,1 , . . . , z β − x n,β , z n,β+1 − x β+1 , . . . , z n,2β − x 2β , ∆ 2β+1 , . . . , ∆ K ) = 0, n ∈ T .
where A k , 1 ≤ k ≤ 2β, and B are t×t and t×(K −2β) matrices respectively, and are composed of the coefficients of the linear code. Since
Therefore, (123) can be rewritten as 
The linear system of equations in (126) has βv + βv + (h − β) = β(2v − 1) + h variables and t = β(2v − 1) + h equations. We show that in this system, ∆ β+m = · · · = ∆ K = 0. Let
and rank(A) = r for some r ∈ N. Since size of A is t × (2βv), we have r ≤ 2βv. It is easy to confirm that there exists a full rank (t × r) matrix,Ã, and a variable vector [w ′ 1 , . . . , w ′ r ], such that
Using (127), we rewrite (126) as
Since entries of B are chosen independently and uniformly from F, and are independent from entries ofÃ, we have rank([Ã|B]) = rank(Ã) + rank(B) = r + h − β ≤ t, with high probability. Therefore, [Ã|B] is a full (column) rank matrix, which results in w ′ 1 = · · · = w ′ r = ∆ 2β+1 = · · · = ∆ K = 0.
VII. CONVERSE PROOF OF THEOREM 2
In this section, we show that for any t-correct linear code for a (N, K, β, v) distributed system with linear functions f 1 , . . . , f N , if t < t * linear , there exist a set T ⊆ {1, . . . , N }, |T | = t, and a valid assignment of {x nk } n∈T ,1≤k≤K , that result in two feasible solutions that differ in the message of at least one honest node. In the following, we explain such assignment for t = t * linear − 1 = h + 2βv − β − 1. First assume that β = 1. Since N ≥ h + 2v − 1, there are at least 2v − 1 functions in f 1 , . . . , f N , that are functions of the first input, according to Lemma 3. We choose t = h + 2v − 2 functions that include at least 2v − 1 functions of the first input. Without loss of generality, assume they are f 1 , . . . , f t . Therefore, there are at most h − 1 functions among f 1 , . . . , f t that are not function of the first input. Now suppose β ≥ 2. Due to the MDS property of any t-correct code, there is at most one univariate function of each symbol among f 1 , . . . , f N . Since N ≥ h + 2βv − β, we choose t = h + 2βv − β − 1 functions out of f 1 , . . . , f N that include at most K − 1 univariate functions. Without loss of generality, suppose they are f 1 , . . . , f t .
According to Lemma 4, there exist β source nodes such that at most h − 1 function out of f 1 , . . . , f t are not functions of them. Without loss of generality, suppose they are the first β source nodes.
We choose the first β source nodes as adversaries. Our goal is to find {x (i) k } 1≤i≤v,1≤k≤β , {z (i) k } 1≤i≤v,1≤k≤β , {x k } β+1≤k≤K , and {∆ k } β+1≤k≤K , such that f n (x n1 , . . . , x nβ , x β+1 , . . . , x K ) = f n (z n1 , . . . , z nβ , x β+1 + ∆ β+1 , . . . , x K + ∆ K ),
or equivalently f n (z n1 − x n1 , . . . , z nβ − x nβ , ∆ β+1 , . . . , ∆ K ) = 0, 1 ≤ n ≤ t,
k } 1≤i≤v , for 1 ≤ k ≤ β, and at least one of {∆ k } β+1≤k≤K is nonzero. In the first step, we choose the configuration in (131) for 1 ≤ k ≤ β. This configuration signifies how adversaries have sent their data versions to the encoding nodes. and the unspecified elements are zeros. The sizes of the submatrices in (134) are as follows.
Matrix
Size
Therefore, rank(A) ≤ h + 2βv − β − 1. We know that the submatrix consisting of any t rows from P is full rank.
Therefore B is full rank. The submatrix
is full rank, if and only if all {A i } 1≤i≤2v−1 are full rank. According to the following lemma, we can assume that A * is full rank. Since rank(A) ≤ h + 2βv − β − 1, there is a linear combination of the columns of A that equals zero. But, A * and B are full rank, so this combination contains at least one column from both A * and B.
Therefore, (134) has a nonzero solution in which ∆ = 0. This completes the proof. Proof. This lemma states that we can divide C into 2v − 1 full rank submatrices. First, we verify that C = [p n,k ] 1≤n≤t,1≤k≤β has the properties that are stated in the lemma.
• Property 1: We know that the submatrix consisting of any t rows from P is full rank. Therefore, C is full rank.
• Property 2: Based on the discussion at the beginning of this section, at most h − 1 functions in f 1 , . . . , f t are not functions of the first β inputs. Therefore, at most h − 1 rows of C are zeros.
• Property 3: According to the MDS property of t-codes, the submatrix of any K = h + β rows of P is full rank, thus the submatrix of any h + β rows of C is also full rank. Now we present the proof. The case v = 1 is trivial. So suppose v ≥ 2. Let r n denote the n'th row of C, where 1 ≤ n ≤ t. We know that according to property 3, there are β independent rows among the first h + β rows of C. Let R ′ 2 be the set containing the indices of those rows. There are β independent rows among the first h + β rows of C − {r n } n∈R ′ 2 . Let R ′ 3 be the set containing the indices of those rows. Similarly, there are β independent rows among the first h + β rows of C − {r n } n∈R ′ 2 − {r n } n∈R ′ 3 . In the same way, we construct R ′ 2 , . . . , R ′ 2v−1 . In the last step, h + β − 1 unchosen rows from C remain, by which we construct R ′ 1 . If {r n } n∈R ′ 1 are full rank, the proof is complete. In the case of β = 1, the h rows in {r n } n∈R ′ 1 are full rank, because each row is one
