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ABSTRACT
Measuring the angular clustering of galaxies as a function of redshift is a powerful
method for extracting information from the three-dimensional galaxy distribution.
The precision of such measurements will dramatically increase with ongoing and fu-
ture wide-field galaxy surveys. However, these are also increasingly sensitive to obser-
vational and astrophysical contaminants. Here, we study the statistical properties of
three methods proposed for controlling such systematics – template subtraction, basic
mode projection, and extended mode projection – all of which make use of externally
supplied template maps, designed to characterise and capture the spatial variations
of potential systematic effects. Based on a detailed mathematical analysis, and in
agreement with simulations, we find that the template subtraction method in its orig-
inal formulation returns biased estimates of the galaxy angular clustering. We derive
closed-form expressions that should be used to correct results for this shortcoming.
Turning to the basic mode projection algorithm, we prove it to be free of any bias,
whereas we conclude that results computed with extended mode projection are biased.
Within a simplified setup, we derive analytical expressions for the bias and discuss the
options for correcting it in more realistic configurations. Common to all three methods
is an increased estimator variance induced by the cleaning process, albeit at different
levels. These results enable unbiased high-precision clustering measurements in the
presence of spatially-varying systematics, an essential step towards realising the full
potential of current and planned galaxy surveys.
Key words: cosmology: observations – large-scale structure of Universe – methods:
data analysis – methods: statistical – methods: numerical
1 INTRODUCTION
Over the last decades, cosmological galaxy surveys col-
lecting statistically representative samples of galaxies
over a wide sky area have been become legion (e.g.,
Huchra et al. 1983; Condon et al. 1998; York et al. 2000;
Jones et al. 2004; Cole et al. 2005; Drinkwater et al.
2006; Ilbert et al. 2006; Skrutskie et al. 2006; Kaiser et al.
2010; LSST Dark Energy Science Collaboration 2012;
de Jong et al. 2013; Frieman & Dark Energy Survey Collaboration
2013; McMahon et al. 2013; Ben´ıtez et al. 2015). An im-
portant method for extracting and characterising galaxy
clustering information is the computation of the two-
point correlation function on the sphere, the angular
correlation function (or its Fourier transform, the an-
gular power spectrum). It has proved invaluable as a
powerful interface to confront theoretical cosmological
⋆ E-mail: f.elsner@ucl.ac.uk
models with observational data (e.g., Totsuji & Kihara
1969; Peebles & Hauser 1974; Hermit et al. 1996;
Blake & Wall 2002; Zehavi et al. 2002; Tegmark et al.
2004; Eisenstein et al. 2005; Padmanabhan et al. 2007;
Percival et al. 2010; Reid et al. 2010; Beutler et al. 2011;
Wake et al. 2011; Busca et al. 2013; Crocce et al. 2015).
With decreasing statistical error bars that result from
a steady increase in volume probed by current and future
surveys, a proper control of systematic effects, capable of
introducing spurious signals, is becoming more and more
challenging. Among others, contaminants may be the re-
sult of inherent survey characteristics (e.g., survey depth,
seeing, or airmass), the details of data gathering and pro-
cessing (e.g., imprinted by the image calibration procedure),
or astrophysical foregrounds (e.g., dust extinction), most
of which are spatially varying over the survey footprint.
As a result, comprehensive template libraries of maps de-
scribing the variation of survey properties over the sky
have become a standard data product in state-of-the-art
c© 2015 The Authors
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galaxy surveys (Ross et al. 2011, 2012; Leistedt & Peiris
2014; Leistedt et al. 2015). The maps can then be used in a
science analysis to either verify the robustness of results, or
to actively correct for the impact of systematics.
Several methods have been proposed in literature to use
systematics templates to study or reduce the contamination
of galaxy angular clustering measurements by signals of non-
cosmological origin (e.g., Scranton et al. 2002; Blake et al.
2010; Vargas-Magan˜a et al. 2014, see also Huterer et al.
2013; Morrison & Hildebrandt 2015). In the template sub-
traction approach introduced in Ho et al. (2012) (also ap-
plied in Ross et al. 2011), the level of cross-correlation be-
tween systematic template maps and data is used to clean
angular clustering estimates of contaminants. An alternative
technique, basic mode projection, excludes specific spatial
patterns described through a set of templates by assigning
infinite variance to them (Rybicki & Press 1992; with ap-
plications in, e.g., Tegmark et al. 1998; Slosar et al. 2004;
Smith et al. 2009; Elsner & Wandelt 2013; Leistedt et al.
2013). A variant thereof, extended mode projection, was
subsequently introduced to identify the most important of
all available templates prior to the analysis, to reduce the
total number of modes that have to be marginalised over
(Leistedt & Peiris 2014; Leistedt et al. 2014).
While many of the proposed methods seem adequate
in reducing the impact of systematics, some of them were
realized to have a detrimental effect on the galaxy clus-
tering signal (see, e.g., the discussion in the Appendix of
Ross et al. 2012). In this paper, we concentrate on the three
systematics mitigation methods mentioned above and study
if and in what way the cleaning procedure affects the statisti-
cal properties of angular clustering estimates. In particular,
we investigate whether the results represent unbiased esti-
mates of the signal properties, and assess if the application
of cleaning procedures introduces additional variance to the
measurement.
The paper is organised as follows. In Sect. 2, we provide
a detailed discussion of the statistical properties of power
spectrum estimates cleaned using the template subtraction
method. We then turn our focus to basic and extended mode
projection in Sect. 3, and contrast results obtained in har-
monic space and real space (Sect. 4). Finally, we summarise
our findings in Sect. 5.
2 TEMPLATE SUBTRACTION
In this section, we discuss the properties of a method pro-
posed by Ho et al. (2012) to account for systematic effects
that may induce spurious signals. The general idea behind
this approach is to use a set of externally supplied tem-
plates to be subtracted from the data with optimally chosen
weights, which in turn are estimated from a cross-correlation
of the template and data. In favour of a transparent discus-
sion, we will first restrict ourselves to the cleaning of a full
sky data set with a single template here and later generalise
our results to multiple templates on the cut sky (Sect. 2.2
and Appendix A).
2.1 Analytical bias calculation, full sky
We first analyse the statistical properties of the proposed
estimator. For a single contaminant that contributes to the
observed signal with unknown amplitude ǫ, we can construct
a linear data model as a first order Taylor expansion in the
template f ,
d = s+ ǫf , (1)
where s is the signal to be inferred from the data vector d of
the experiment. It is further assumed that signal and tem-
plate are uncorrelated, i.e., their cross-covariance vanishes.
Implicitly assuming a non-vanishing template power
spectrum Cf×fℓ , in Ho et al. (2012), the authors derive an
estimator for the template cleaned signal power spectrum
Cs×sℓ ,
ĈTSℓ = Ĉ
d×d
ℓ − ǫˆ
2Ĉf×fℓ , (2)
where
ǫˆ = Ĉd×fℓ /Ĉ
f×f
ℓ . (3)
For consistency with the proposed method in its original
formulation, we consider ǫˆ to be a function of the multipole
moment ℓ in what follows. We hence obtain
ĈTSℓ = Ĉ
d×d
ℓ −
(
Ĉd×fℓ
Ĉf×fℓ
)2
Ĉf×fℓ
= Ĉs×sℓ −
(
Ĉs×fℓ
)2
Ĉf×fℓ
. (4)
It is then possible to check if the estimator is unbiased
by calculating the ensemble average of all signal realisations,〈
ĈTSℓ
〉
= Cs×sℓ −
1
Cf×fℓ
〈(
Ĉs×fℓ
)2〉
. (5)
While it may be reasonable to assume that chance corre-
lations between signal and template vanish on average, the
same is not true for the square of this product,〈(
Ĉs×fℓ
)2〉
=
〈
1
2ℓ + 1
∑
m
asℓma
f ∗
ℓm
1
2ℓ + 1
∑
m′
asℓm′a
f ∗
ℓm′
〉
=
1
2ℓ+ 1
Cs×sℓ C
f×f
ℓ , (6)
where we made use of the statistical isotropy of the signal,
〈asℓma
s ∗
ℓm′〉 = C
s×s
ℓ δmm′ . We therefore obtain for the ensem-
ble average〈
ĈTSℓ
〉
= Cs×sℓ
(
1−
1
2ℓ+ 1
)
, (7)
i.e, the estimator is biased low, with a relative bias of bℓ =
−1/(2ℓ + 1). It can be shown (see Appendix A1) that the
bias scales with the number of independent templates used
in the cleaning process,
bℓ = −n/(2ℓ+ 1) . (8)
2.2 Analytical bias calculation, cut sky
Finally, we extend our full sky results obtained so far to
the more realistic case where data are available only on a
fraction of the sphere. In the following, we will assume that
MNRAS 000, 1–11 (2015)
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all power spectra have been calculated with a pseudo-Cℓ
power spectrum estimation code (Hivon et al. 2002) which
allows us to develop our results self-consistently within a
common framework. We note, however, that the use of other
(e.g., maximum likelihood) estimators is possible but leaves
our conclusions unchanged.
On the cut sky, the spherical harmonics lose their or-
thogonality, which manifests itself in a coupling between for-
merly uncorrelated Fourier modes. Here, we have to modify
Eq. (6) to take this effect into account. Making use of the
properties of the coupling kernels, we obtain for the ensem-
ble averaged, mask deconvolved signal power spectrum〈(
Ĉs×fℓ
)2〉
=
〈∑
ℓ1
M−1ℓℓ1
1
2ℓ1 + 1
∑
m1
asℓ1m1a
f ∗
ℓ1m1
×
∑
ℓ2
M−1ℓℓ2
1
2ℓ2 + 1
∑
m2
asℓ2m2a
f ∗
ℓ2m2
〉
=
∑
ℓ1ℓ2ℓ3
(
M−1ℓℓ1
)2 1
2ℓ1 + 1
Mℓ1ℓ2Mℓ1ℓ3C
s×s
ℓ2
Cf×fℓ3 ,
(9)
where Mℓℓ′ are the coupling matrices (see Appendix A2 for
formal definitions and details of the calculation). On the cut
sky, Eq. (7) hence takes the more complicated form〈
ĈTSℓ
〉
= Cs×sℓ
×
(
1−
∑
ℓ1ℓ2ℓ3
(
M−1ℓℓ1
)2 1
2ℓ1+1
Mℓ1ℓ2Mℓ1ℓ3C
s×s
ℓ2
Cf×fℓ3
Cs×sℓ C
f×f
ℓ
)
,
(10)
which correctly reduces to Eq. (7) in the full sky limit. We
can then just read off the multipole-dependent relative bias,
bℓ = −
∑
ℓ1ℓ2ℓ3
(
M−1ℓℓ1
)2 1
2ℓ1+1
Mℓ1ℓ2Mℓ1ℓ3C
s×s
ℓ2
Cf×fℓ3
Cs×sℓ C
f×f
ℓ
. (11)
Lastly, we discuss the most general case considered here,
the cleaning of a data set on the cut sky with multiple tem-
plates. Building on the results derived in Appendix A1, the
relative bias is
bℓ = −
1
Cs×sℓ
〈
Ĉ
s×f †
ℓ Ĉ
f×f −1
ℓ Ĉ
s×f
ℓ
〉
= −
1
Cs×sℓ
∑
ij
(
C
f×f −1
ℓ
)
ij
×
∑
ℓ1ℓ2ℓ3
(
M−1ℓℓ1
)2 1
2ℓ1 + 1
Mℓ1ℓ2Mℓ1ℓ3C
s×s
ℓ2
C
fi×fj
ℓ3
. (12)
We provide an approximate estimate of the bias on the
cut sky that reflects the scaling of the coupling matrices with
the sky fraction,
bℓ ∼ −n/
(
f2sky(2ℓ+ 1)
)
, (13)
where n is the number of independent templates used in the
analysis. We stress that the accuracy of Eq. (13) depends
sensitively on the functional form of signal-, template-, and
mask power spectra, and is only valid for large to interme-
diate sky fractions.
Figure 1. Direct subtraction of systematic templates leads to
biased power spectrum estimates. Removing contributions from
ten templates, we show the resulting relative bias of the averaged
power spectrum of 1000 simulations (blue solid line) and its ana-
lytical prediction (black solid line). In the multipole region where
ℓ ≤ (n − 1)/2, a cleaned power spectrum cannot be constructed
(gray region to the left).
2.3 Verification with simulations
We now confirm the results obtained thus far using 1000
simulated Gaussian random maps drawn from a flat power
spectrum. To showcase the biasing effect of the cleaning pro-
cedure, we generated a set of ten independent random tem-
plates to be subtracted from the simulated maps. After a
power spectrum analysis on the full sky using the template
subtraction method, Eq. (2), we computed the relative devi-
ation of the averaged recovered power spectra with respect
to the input. The observed multipole dependent bias, shown
in Fig. 1, is in good agreement with the analytical estimate.
We then verified our understanding of the cleaning pro-
cess on the cut sky. Using an azimuthally symmetric binary
mask that restricts the power spectrum measurement to lat-
itudes of −40◦ ≤ b ≤ 40◦ (fsky ≈ 65%), we analysed 1000
simulations using a pseudo-Cℓ estimator. After applying the
cleaning procedure, we again computed the bias of the re-
sult. As can be seen in Fig. 2, it has increased substantially
compared to the full sky analysis. Aside from the exact ana-
lytical estimate, we also compare the numerical results to the
approximate bias description given in Eq. (13). We obtain
good agreement between simulations and analytical expres-
sions.
2.4 Discussion
The bias identified in the previous paragraphs can be un-
derstood intuitively. Even if signal and template are uncor-
related on average, there will still be chance correlations
for every individual signal realisation. By construction, the
cleaning procedure will then minimise the cross-correlation
between signal and template, thereby leading to an over-
correction in the ensemble mean. To be more precise, since
the cleaning coefficients ǫˆ are computed for all multipole
moments individually, at a given ℓ, the power in one of the
(2ℓ + 1) available Fourier modes will be removed by each
template, giving rise to the simple expression in Eq. (8).
MNRAS 000, 1–11 (2015)
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Figure 2. Same as Fig. 1, but for partial sky coverage. The bias
becomes larger for a cut sky analysis. Keeping all other simulation
parameters the same, we computed pseudo-Cℓ power spectra on
about 65% of the sky. The approximate analytical bias estimate,
obtained from a simple rescaling of the full-sky results, is also
shown (black dashed line).
From a more formal point of view, the problem arises from
the fact that while we derive an estimate of the cleaning
coefficient ǫˆ in Eq. (3), we use its square (i.e., a non-linear
transform of it) in the cleaning step Eq. (2). Although we
indeed obtain 〈ǫˆ〉 = ǫ on average, we however find
〈
ǫˆ2
〉
6= ǫ2.
It is interesting to discuss the limiting case where the
number of independent Fourier modes in the data drops be-
low the number of cleaning templates, (2ℓ + 1) < n for a
full-sky data set. For each of these multipole moments ℓ, the
n × n matrix constructed from all possible template auto-
and cross-power spectra becomes rank deficient. As a result,
a unique solution for the cleaning coefficients ǫˆ no longer
exists.1 What is more, and this also includes the case where
2ℓ + 1 = n, the template-subtracted power spectrum esti-
mates Ĉs×sℓ vanish by construction and a meaningful con-
clusion about the cleaned signal amplitude cannot be drawn.
Owing to the aggressive scaling with the sky fraction,
bℓ ∝∼ f
−2
sky, on the cut sky the bias can become substan-
tial even when the data set is cleaned with only a single
template. Fortunately, since we derived closed-form expres-
sions for the bias, we can naturally propose a correction pro-
cedure: to obtain unbiased power spectrum estimates only
requires the multiplication of all Ĉs×sℓ estimates with the
multipole-dependent factor 1/(1 + bℓ), where bℓ is given by
one of the expressions in Eqs. (8), (12), or (13). As discussed
above, depending on the number of templates used, a cor-
rection will not be possible for multipoles below a certain
ℓmin.
It is also worth noting that the cleaning procedure
comes at a price. Since the effective number of Fourier modes
available to measure Ĉs×sℓ is reduced, the final bias-corrected
power spectrum estimates will suffer from excess variance
(i.e., they have larger error bars). More quantitatively, while
a cosmic variance-limited estimate of a power spectrum com-
1 Of course, it is still possible to obtain a (non-unique) solution
to the system of equations, for example by means of the Moore-
Penrose pseudo-inverse.
puted on the full sky has variance Var(Ĉℓ) = 2C
2
ℓ /(2ℓ + 1),
the template cleaning process increases the uncertainty in
the measurement to Var(Ĉs×sℓ ) = 2(C
s×s
ℓ )
2/(2ℓ + 1 − n).
The impact of the cleaning process on the error bars of clus-
tering measurements has not been identified and addressed
in previous applications of this method.
While the cleaning coefficient ǫˆ in Eq. (2) is a function
of multipole moment in the original formulation of the algo-
rithm, other authors have assumed it constant within power
spectrum bins (e.g., Giannantonio et al. 2015), or decided
to keep it fixed entirely (e.g., Ross et al. 2011). Restricting
the number of free parameters in the cleaning procedure will
then result in a reduced bias, since chance correlations are
removed only to a lesser extent. However, these approaches
also leave less freedom in case the systematics templates
can only approximately capture the signal contamination,
and may therefore increase the systematics residuals in the
cleaned clustering estimate. Since an analytical calculation
of the bias is no longer possible for these variants of the tem-
plate subtraction method, simulations would be required to
correct clustering estimates in practical applications.
Our analytical studies also provide a more principled
explanation for the results of numerical tests conducted in
Ross et al. (2012) on mock galaxy catalogues to aid the anal-
ysis of BOSS data. While the authors compare variations
of the template subtraction method which only allow for
a qualitative comparison, they also find that the cleaning
procedure results in a negative bias of galaxy clustering es-
timates, in agreement with the results presented here.
We note in passing that results obtained in this sec-
tion resemble the bias identified in so called internal linear
combination (ILC) maps constructed from multi-frequency
observations of the cosmic microwave background radiation
(see the discussion in, e.g., Hinshaw et al. 2007; Saha et al.
2008).
3 MODE PROJECTION
An alternative method for subtracting a set of templates
from a data set was proposed by Rybicki & Press (1992). It
can be straightforwardly included into the optimal quadratic
power spectrum estimator for which the computation is
based on inverse variance weighted combinations of the data
vector (Tegmark 1997).
3.1 Basic mode projection
We first discuss the basic mode projection approach
marginalising over a single template. The underlying idea
of this technique is to modify the signal covariance matrix
to assign infinite variance to modes that are to be excluded
from the analysis. In the following, we verify the unbiased-
ness of the derived power spectra.
3.1.1 Analytical bias calculation
Let us first review the basic equations of the optimal
quadratic estimator (Tegmark 1997). To simplify the dis-
cussion, we will consider a full-sky analysis of noiseless data
and choose the spherical harmonic space as basis for our
calculations. Retaining the data model defined in Eq. (1),
MNRAS 000, 1–11 (2015)
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the estimator derives the power spectrum from a quadratic
combination of the data,
Ĉs×sℓ =
∑
ℓ′
N−1ℓℓ′ d
†
Eℓ′d , (14)
where N is the estimator normalisation given by the Fisher
matrix Nℓℓ′ = 2Fℓℓ′ . Here, the (ℓmax + 1)
2 × (ℓmax + 1)
2
matrices
Eℓ = C
−1 ∂C
∂Cℓ
C
−1 (15)
are expressed as a function of the covariance matrix
C =
∑
ℓ
CℓDℓ , (16)
which takes a particularly simple form since we work in
spherical harmonic space. The matricesDℓ are diagonal and
of rank (2ℓ+ 1),
(Dℓ)ij =
{
δij ℓ
2 < i ≤ (ℓ+ 1)2
0 otherwise
, (17)
trivially fulfilling the useful relation DℓDℓ′ =Dℓ δℓℓ′ .
Mode projection is now included by means of a rank-one
update to the covariance matrix in the equations above, C˜ =
limσ→∞C + σff
†. The Sherman-Morrison formula allows
the inverse to be calculated exactly,
C˜
−1 = C−1 −
C
−1ff†C−1
f†C−1f
. (18)
We obtain for the ensemble-averaged, unnormalised sig-
nal power spectrum estimate〈
d
†
E˜ℓd
〉
=
2ℓ+ 1
Cs×sℓ
(
1−
Cf×fℓ /C
s×s
ℓ∑
ℓ′(2ℓ
′ + 1)Cf×fℓ′ /C
s×s
ℓ′
)
, (19)
an identity which we derive in Appendix B1. The diagonal
elements of the normalisation factor, used to calibrate the
estimator, are
N˜ℓℓ = tr
(
C˜
−1 ∂C˜
∂Cℓ
C˜
−1 ∂C˜
∂Cℓ
)
=
2ℓ+ 1(
Cs×sℓ
)2
(
1−
2Cf×fℓ /C
s×s
ℓ∑
ℓ′(2ℓ
′ + 1)Cf×fℓ′ /C
s×s
ℓ′
+
(2ℓ+ 1)
(
Cf×fℓ /C
s×s
ℓ
)2
(∑
ℓ′(2ℓ
′ + 1)Cf×fℓ′ /C
s×s
ℓ′
)2
 , (20)
as detailed in Appendix B1. Note that although we work
on the full sky, once mode projection is included the Fisher
matrix is no longer diagonal,
N˜ℓℓ′ = tr
(
C˜
−1 ∂C˜
∂Cℓ
C˜
−1 ∂C˜
∂Cℓ′
)
=
2ℓ+ 1
Cs×sℓ C
s×s
ℓ′
Cf×fℓ /C
s×s
ℓ (2ℓ
′ + 1)Cf×f
ℓ′
/Cs×s
ℓ′(∑
ℓ′′(2ℓ
′′ + 1)Cf×fℓ′′ /C
s×s
ℓ′′
)2 (21)
for ℓ 6= ℓ′. This newly introduced effect of mode coupling is
in agreement with the interpretation that mode projection
is in fact equivalent to masking. It is then possible to prove
Figure 3. Basic mode projection leads to unbiased power spec-
trum estimates. Top panel : the average power spectrum estimate
of 1000 simulated maps, computed on the cut sky with an opti-
mal quadratic estimator with basic mode projection, is consistent
with the input over the full multipole range (blue circles). Bot-
tom panel : the increase in error bars of the power spectrum mea-
surement as a result of mode projection is in the sub-percentage
regime.
that〈
ĈBMPℓ
〉
=
∑
ℓ′
N˜−1ℓℓ′
〈
d
†
E˜ℓ′d
〉
= Cs×sℓ (22)
(see Appendix B2), i.e., the basic mode projection algorithm
is unbiased.
3.1.2 Verification with simulations
To verify results obtained for the basic mode projection al-
gorithm, we applied the technique to a set of 1000 simu-
lated maps and templates with the same properties as pre-
viously introduced in Sect. 2.3. We used the identical mask
(fsky ≈ 65%) and restricted the analysis to relatively low
resolution to accommodate the comparatively high compu-
tational complexity of the optimal quadratic estimator. We
show binned measurements of the relative bias computed
from the averaged power spectrum in Fig. 3, where we pro-
jected out ten independent templates. In agreement with the
theoretical analysis presented above, we find no evidence for
a bias in power spectrum measurements with basic mode
projection. Comparing the diagonal elements of the Fisher
matrix with and without mode projection enabled, we also
show the increase in error bars of the power spectrum coef-
ficients induced by the cleaning procedure.
MNRAS 000, 1–11 (2015)
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3.1.3 Discussion
Unlike the template subtraction approach discussed in
Sect. 2, basic mode projection correctly accounts for the
reduced variance in power spectrum estimates in Eq. (19)
with an appropriately rescaled expression for the estimator
normalisation Eqs. (20), (21). Although we restricted the
analytical derivations in this section to the case of a single
template, this conclusion seems to hold for arbitrary num-
bers of templates, as indicated by the results of our numer-
ical studies. Likewise, since the quadratic estimator takes
into account the analysis mask in a mathematically exact
way, the discussion extends to the cut-sky case.
The inverse of the normalisation provides us with direct
access to the estimator variance. In contrast to the template
subtraction method in Sect. 2, the more complicated math-
ematical expressions make a straightforward interpretation
difficult. If we assume, however, a constant ratio of tem-
plate to signal power spectra, we can gain some insights by
deriving an approximate expression for the variance of the
signal power spectrum estimate. Considering the case of a
full-sky data set with mode projection of a single template,
we obtain
Var(Ĉs×sℓ ) ≈
2(Cs×sℓ )
2
2ℓ+ 1
(
1 +
1
(ℓmax + 1)2
)
. (23)
Alternatively, we can express the increased variance in terms
of a reduced effective sky fraction of the experiment,
Var(Ĉs×sℓ ) ≈
2(Cs×sℓ )
2
(2ℓ+ 1) feffsky
, (24)
where we have defined feffsky ≈ 1 − 1/(ℓmax + 1)
2 < 1. Here,
the excess variance is approximately given by the ratio of
the single template mode projected to the total number of
Fourier modes present in a data set band-limited at ℓmax.
We observe a smaller increase in variance compared to the
template subtraction method, where the cleaning procedure
is applied at every multipole moment independently. Still,
some of the discussion in Sect. 2.4 also applies to mode pro-
jection: in case the number of templates is too large com-
pared to the number of Fourier modes at multipole moment
ℓ, power spectrum estimation is rendered impossible.
3.2 Extended mode projection
Although basic mode projection is unbiased, including tem-
plate marginalisation over a large number, possibly thou-
sands, of systematics maps will result in a substantial in-
crease in estimator variance, considerably degrading the pre-
dictive power of the data set. This observation prompted
the development of the extended mode projection algorithm
(Leistedt & Peiris 2014), where a smaller subset of tem-
plates to be projected is selected among all available tem-
plates by means of some heuristic criterion prior to the power
spectrum analysis. The idea behind the selection process is
to identify systematic maps that show noticeable correla-
tions with the data and may therefore be adequate tracers
of spurious signals. Systematic maps that are not or only
slightly correlated with the data, on the other hand, appear
to lack relevance for describing possible contaminants and
are therefore excluded from being marginalised over.
3.2.1 Analytical bias calculation
In the following, we assess the effects of the template selec-
tion step on the statistical properties of the power spectrum
estimate. To do so, we first have to specify a selection crite-
rion. While an approximate χ2 estimate computed from the
cross-power spectrum of signal and template was used in
the original formulation of the algorithm (Leistedt & Peiris
2014), here we adopt a simplified measure to enable a more
transparent discussion. We consider a full sky experiment
and a template f , containing power only at a single multi-
pole moment fℓm ∝ δℓℓ′δm0. Setting aℓ0 to be the spherical
harmonic coefficient of the data vector corresponding to the
template mode, we adopt a selection criterion based on a
predefined threshold t ≥ 0 such that the extended mode
projection algorithm defaults to a standard power spectrum
estimation method if |aℓ0| ≤ t, while it otherwise makes use
of basic mode projection.
We compute the ensemble average of the signal power
spectrum estimate to check if the estimator is unbiased. For
this first test, we assume that the data is free of any con-
taminant. In that case,
〈
ĈEMPℓ
〉
=
〈∏
m6=0
∫ ∞
−∞
daℓm
∫ −t
−∞
daℓ0 P ({aℓm})
∑
m |aℓm|
2
2ℓ+ 1
+
∏
m6=0
∫ ∞
−∞
daℓm
∫ t
−t
daℓ0 P ({aℓm})
∑
m6=0 |aℓm|
2
2ℓ
+
∏
m6=0
∫ ∞
−∞
daℓm
∫ ∞
t
daℓ0 P ({aℓm})
∑
m |aℓm|
2
2ℓ+ 1
〉
= Cs×sℓ
(
1−
√
2
πCs×sℓ
t
2ℓ+ 1
e
− t
2
2C
s×s
ℓ
)
, (25)
for a Gaussian random field aℓm. We conclude that for the
case considered here, power spectra estimated with the ex-
tended mode projection algorithm are biased with a relative
bias of
bℓ = −
√
2
πCs×sℓ
t
2ℓ+ 1
e
− t
2
2C
s×s
ℓ . (26)
In the presence of a contaminating signal that can be
perfectly characterised by the template, however, the situa-
tion changes. For the updated data model d = s+kf , where
k = ǫ
/√
Cs×sℓ ≥ 0 is the relative level of contamination,
the integral bounds in Eq. (25) shift from ±t to ±t− k. We
then obtain a generalised form of Eq. (26),
bℓ = −
√
2
πCs×sℓ
1
2(2ℓ+ 1)
(
t− k + (t+ k) e
2tk
C
s×s
ℓ
)
e
−
(t+k)2
2C
s×s
ℓ
−
k2
2(2ℓ + 1)Cs×sℓ
erf
 k − t√
2Cs×sℓ
− erf
 k + t√
2Cs×sℓ
 ,
(27)
where the bias becomes a function of the additional parame-
ter k. We note that the results obtained in Eqs. (26) and (27)
are only valid for the selection criterion introduced above.
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3.2.2 Verification with simulations
To test our results for correctness, we again compare the
analytical results derived in the previous paragraph to sim-
ulations. Since Eqs. (26), (27) are both functions of the
selection threshold t, we present results of the parameter
exploration for a fixed multipole moment, ℓ = 5. To ver-
ify the first case discussed, Eq. (26), we simulate 100 000
systematics-free data sets. We compute power spectra using
extended mode projection with a single template, where we
chose the values of the threshold parameter from a regu-
larly spaced grid. To check the second result, Eq. (27), we
prepared a new set of simulations, adding a constant contri-
bution of a contaminant with amplitude k = 0.5. In Fig. 4,
the derived relative bias estimates are plotted as a function
of the selection threshold. Comparing the analytical formula
to simulation results, we find good agreement.
3.2.3 Discussion
Although the extended mode projection algorithm is a very
close derivative of basic mode projection, the two approaches
to systematics mitigation behave qualitatively differently re-
garding their ensemble averaged power spectrum estimates.
For extended mode projection, we find in general a non-zero
bias whose exact numerical value is dependent on the tem-
plate selection criterion adopted in the analysis. In agree-
ment with results presented in Sect. 3.1, the bias vanishes
in the limit t→ 0, where extended mode projection becomes
equivalent to basic mode projection. Likewise, if the data are
free of systematics, the bias goes to zero in the limit t→∞,
where extended mode projection reduces to simple power
spectrum estimation. The latter result changes, however, in
case there is a contaminant contributing to the observed sig-
nal. If it can be captured by the template, then there exists
a non-zero value of the threshold parameter for which the
power spectrum estimates become unbiased. Unfortunately,
to locate this sweet spot would require knowledge of the
actual level of systematics in the data, which will not be
easily available in real-world applications. Although beyond
the scope of this paper, we note that forward-modelling sim-
ulations, attempting to model the full transfer function of
the survey including systematic effects, appear to be well-
suited to provide the additional information needed to de-
bias signal power spectra (Berge´ et al. 2013; Busha et al.
2013; Chang et al. 2015).
It is relatively straightforward to identify the source of
the observed bias. Since the template selection process is
based on the actual data realisation, it will inevitably be
influenced by chance correlations between signal and tem-
plate. As a result, for the selection criterion adopted here,
larger values of the signal amplitude are more likely to trig-
ger the use of mode projection than smaller values, leading
to an underestimation of the signal variance on average.
4 RESULTS FOR ANGULAR CORRELATION
FUNCTION MEASUREMENTS
Since we assumed an isotropic signal, results in the previous
sections have been exclusively derived in spherical harmonic
space, a basis where symmetries simplify most of the analyt-
ical calculations considerably. Real space angular correlation
functions are widely used in the field of large scale structure
analysis. Their information content is equivalent; they are
related to power spectrum measurements in a mathemati-
cally exact way,
w(θ) =
∞∑
ℓ=0
2ℓ+ 1
4π
CℓPℓ (cos(θ)) , (28)
where the Pℓ are Legendre polynomials of degree ℓ.
In the following, we discuss the generalisation of our
harmonic space results to real space. Unfortunately, since
the most popular angular correlation function estimator in-
troduced by Landy & Szalay (1993) does not use the inverse
variance weighted data vector as basis for the calculation,
the mode projection methods reviewed in Sect. 3 cannot be
straightforwardly extended to real space analyses applying
this estimator. We will therefore only consider the template
subtraction method of Sect. 2.
4.1 Analytical bias calculation
To obtain real-space expressions for the bias, we first discuss
the direct transformation of our results from Sect. 2 to real
space, i.e., still assuming that the cleaning procedure itself
was performed in harmonic space. Given an analytical ex-
pression for the multipole dependent relative bias bℓ of the
signal power spectrum, we obtain for the ensemble averaged
angular correlation function
〈
ŵ(θ)TS
〉
= ws×s(θ) +
∞∑
ℓ=0
2ℓ+ 1
4π
(
bℓ C
s×s
ℓ
)
Pℓ (cos(θ))
= ws×s(θ) + wb(θ) , (29)
where the real-space bias term wb(θ) now always implic-
itly depends on Cs×sℓ and cannot be easily expressed as a
multiplicative correction to ws×s(θ). This is a characteristic
property, typical for the mixing of Fourier modes in angular
correlation function measurements. Given the bias derived
in harmonic space, Eq. (12) (or its approximation, Eq. (13)),
it is then possible to obtain equivalent real space expressions
to debias angular correlation function measurements cleaned
with the template subtraction method using Eq. (29).
In the more realistic case where the full analysis, in-
cluding the cleaning step, is performed in real space, the
situation grows more complex. Building on the formalism
developed for the harmonic space analysis in Sect. 2 and
Appendix A, we find for angular correlation function esti-
mates on the cut sky, cleaned with multiple templates,〈
ŵ(θ)TS
〉
= ws×s(θ)−
〈
ŵ(θ)s×f †ŵ(θ)f×f −1ŵ(θ)s×f
〉
= ws×s(θ)−
∑
ij
(
w(θ)f×f −1
)
ij
wss×fifj (θ) ,
(30)
where we identify the second term on the right-hand side as
bias wb(θ). If the analysis is performed on the full sky, for
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Figure 4. Extended mode projection power spectrum estimates can be biased. For a single template analysis, we show the relative bias
of the algorithm as a function of the template selection threshold from simulations (blue solid lines) and analytical estimates (black
solid lines) for the multipole moment ℓ = 5. The bias is strictly non-positive in case the data are intrinsically free of any contaminants
(left-hand panel), while it otherwise crosses zero (right-hand panel).
example, we find
wss×fifj (θ) =
∑
ℓ
(
2ℓ+ 1
4π
Pℓ (cos(θ))
)2
×
1
2ℓ+ 1
Cs×sℓ C
fi×fj
ℓ . (31)
To derive this expression for the bias in real space, we again
needed to make use of the isotropy of the signal in the
Fourier domain. As before, the mode mixing in angular cor-
relation function estimates prevents us from writing the es-
timator bias term in Eq. (31) as a signal-independent mul-
tiplicative factor.
4.2 Verification with simulations
To demonstrate the correctness of our calculation, we com-
puted angular correlation function estimates of 1000 simu-
lated maps, cleaned with the template subtraction method
in real space. To this end, we generated band-limited Gaus-
sian maps drawn from a Cℓ ∝ (ℓ + 1)
−1 power spectrum,
smoothly truncated at ℓmax using a cosine apodisation. We
derived correlation function measurements of the signal on
the full sky using ten templates in the cleaning process,
adopting a minimal width for the angular binning set by
the pixel size. In Fig. 5 we show results at several different
values of θ in comparison with the analytical estimate ob-
tained from Eq. (31), finding good agreement. We note that
the data points are significantly correlated across all angular
scales.
4.3 Discussion
While the conclusions presented in Sect. 2 remain qualita-
tively unchanged, we find that applying template cleaning in
real space leads to somewhat different bias estimates. Un-
fortunately, the coupling of Fourier modes in angular cor-
relation function estimates complicates the analytical bias
calculation.
Figure 5. Same as Fig. 1, but for measurements of the angular
correlation function in real space. The bias formally remains finite
at all angular scales as a result of mode coupling.
While power spectra are a function of an integer vari-
able ℓ, the argument of the angular correlation function
is a real number. It is therefore necessary to adopt some
binning scheme for the latter and average the measure-
ments over angular separations in intervals with finite width,
θmin ≤ θ ≤ θmax. Since varying the binning will result in a
different bias introduced by the cleaning procedure, we con-
sider the use of Monte Carlo simulations to correct angu-
lar correlation function estimates cleaned with the template
subtraction method to be the preferred strategy in practical
applications. For that reason, we limited the derivation of
analytical results to a single example.
5 SUMMARY AND CONCLUSIONS
Measurements of the angular clustering of cosmological data
have become a standard analysis tool in modern cosmol-
ogy. To mitigate the impact of systematic effects, capa-
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ble of introducing spurious signals of non-cosmological ori-
gin, a number of approaches have been proposed in lit-
erature. Concentrating on three popular techniques, tem-
plate subtraction (Ho et al. 2012), basic mode projection
(Rybicki & Press 1992), and extended mode projection
(Leistedt & Peiris 2014), we presented an in-depth discus-
sion of the effects of the systematics mitigation method on
the inferred power spectrum estimates. Based on a rigorous
mathematical analysis, and in agreement with simulations,
we concluded that two out of the three methods – template
subtraction and extended mode projection – return biased
estimates of the cleaned signal power spectra. In detail, we
obtain the following results:
For template subtraction, we derived closed-form ex-
pressions for the multipole-dependent bias in the most gen-
eral case considered here, the cleaning of data with multiple
templates on the cut sky. We explained its root cause as a
consequence of chance correlations between the signal real-
isation and the template. Our results then allow debiased
power spectrum estimates to be obtained with this method,
or, equivalently, measurements of the angular correlation
function. We further identified an increase in variance of the
estimates and concluded that for a given number of cleaning
templates, the clustering on specific angular scales can no
longer be measured. Extending the discussion to the tem-
plate cleaning of angular correlation function estimates, we
obtained consistent results. Since we found the analytical
bias calculation in real space to be more involved, we pro-
posed to mainly use simulations to obtain the correction
factor needed to debias results.
The analysis of basic mode projection showed that
power spectrum estimates remain unbiased in this frame-
work. We verified analytically that mode projection in-
creases the estimator variance and introduces additional
coupling between Fourier modes. Owing to the details of the
cleaning process, we found the excess variance to be smaller
than for the template subtraction method.
Lastly, assessing the properties of the extended mode
projection algorithm, we identified the power spectrum es-
timates to be biased. Since the basic mode projection al-
gorithm has been proven bias-free, we showed that it re-
sults from the selection process that was used to decide if a
given template should be marginalised over. We concluded
that the bias originates from chance correlations between
the template and the data, which introduce an implicit de-
pendence of the selection process on the signal amplitude.
Although we were able to obtain analytical expressions that
would in principle allow debiased power spectrum estimates,
they depend on the details of the adopted template selec-
tion criterion as well as on the actual level of contamination,
which we presume unknown.We conclude that additional in-
formation, for example provided by forward-modeling sim-
ulations of the data including systematics, is necessary to
obtain unbiased signal estimates.
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APPENDIX A: TEMPLATE SUBTRACTION
A1 Full sky analysis with multiple templates
We now extend our results derived in Sect. 2 for a single
template to an arbitrary number n of linearly independent
templates using the updated data model
d = s+
n∑
i=1
ǫifi . (A1)
To this end, we first have to generalise the estimator Eq. (2)
by transforming it into a matrix equation,
ĈTSℓ = Ĉ
d×d
ℓ − ǫˆ
†
Ĉ
f×f
ℓ ǫˆ , (A2)
where ǫˆ† = (ǫˆ1, . . . , ǫˆn), and
(
Ĉ
f×f
ℓ
)
ij
= Ĉ
fi×fj
ℓ . Contrary
to the single template case, the estimates for ǫˆ are now com-
puted by solving a system of linear equations,
ǫˆ = Ĉf×f −1ℓ Ĉ
d×f
ℓ , (A3)
where the vectors
(
Ĉ
d×f
ℓ
)
i
= Ĉd×fiℓ . We find,
ĈTSℓ = Ĉ
d×d
ℓ − Ĉ
d×f †
ℓ Ĉ
f×f −1
ℓ Ĉ
d×f
ℓ
= Ĉs×sℓ − Ĉ
s×f †
ℓ Ĉ
f×f −1
ℓ Ĉ
s×f
ℓ . (A4)
To show the equality of the two right-hand side expressions,
we first note that, given Eq. (A1),
Ĉd×dℓ = Ĉ
s×s
ℓ + 2
∑
i
ǫˆiĈ
s×fi
ℓ +
∑
ij
ǫˆi ǫˆjĈ
fi×fj
ℓ . (A5)
Using Ĉd×fiℓ = Ĉ
s×fi
ℓ +
∑
j ǫˆjĈ
fi×fj
ℓ , we obtain
Ĉ
d×f †
ℓ Ĉ
f×f −1
ℓ Ĉ
d×f
ℓ = Ĉ
s×f †
ℓ Ĉ
f×f −1
ℓ Ĉ
s×f
ℓ
+ 2
∑
ijq
(
Ĉ
f×f −1
ℓ
)
ij
Ĉ
fj×fq
ℓ ǫˆqĈ
s×fi
ℓ
+
∑
ijpq
(
Ĉ
f×f −1
ℓ
)
ij
Ĉ
fj×fq
ℓ ǫˆq ǫˆpĈ
fi×fp
ℓ ,
(A6)
from which Eq. (A4) follows. Applying the same procedure
as in Eq. (6), we find for the ensemble averaged signal power
spectrum estimate〈
ĈTSℓ
〉
= Cs×sℓ −
〈
Ĉ
s×f †
ℓ Ĉ
f×f −1
ℓ Ĉ
s×f
ℓ
〉
= Cs×sℓ −
Cs×sℓ
2ℓ+ 1
∑
ij
(
C
f×f −1
ℓ
)
ij
C
fi×fj
ℓ
= Cs×sℓ
(
1−
n
2ℓ+ 1
)
, (A7)
i.e., the generalised expression for the relative bias on the
full sky is bℓ = −n/(2ℓ+ 1).
A2 Cut sky analysis with a single template
For completeness, we start by listing the definitions of the
pseudo-Cℓ coupling kernels and matrices used in Sect. 2.2, as
derived by Hivon et al. (2002). Setting aℓm to be the spheri-
cal harmonic expansion coefficients of an unmasked map on
the full sky, the effect of an arbitrary real window function
W then results in a related set of coefficients aℓm,
aℓm =
∑
ℓ′m′
aℓ′m′
∫
dnYℓ′m′W (n)Y
∗
ℓm
=
∑
ℓ′m′
aℓ′m′Kℓmℓ′m′ . (A8)
The coupling kernels K can be explicitly expressed in terms
of a product of Gaunt coefficient with wℓm, the spherical
harmonic expansion of the mask,
Kℓ1m1ℓ2m2 =
∑
ℓ3m3
wℓ3m3(−1)
m2
×
[
(2ℓ1 + 1)(2ℓ2 + 1)(2ℓ3 + 1)
4π
]1/2
×
(
ℓ1 ℓ2 ℓ3
0 0 0
)(
ℓ1 ℓ2 ℓ3
m1 −m2 m3
)
, (A9)
where the last two factors are Wigner 3j symbols.
The pseudo-Cℓ coupling matrices then relate the power
spectrum of the masked coefficients aℓm to the full sky co-
efficients aℓm such that the pseudo-Cℓ estimates become
unbiased,
〈
Ĉℓ
〉
=
∑
ℓ′ Mℓℓ′
〈
ĈPCLℓ′
〉
= Cℓ. Given the or-
thogonality relations of the Wigner 3j symbols, they take a
particularly simple form,
Mℓ1ℓ2 =
2ℓ2 + 1
4π
∑
ℓ3
(2ℓ3 + 1)C
w×w
ℓ3
(
ℓ1 ℓ2 ℓ3
0 0 0
)2
. (A10)
With the definitions given above, we can now derive
the result quoted in Eq. (9). For brevity, let X = 〈(Ĉs×fℓ )
2〉,
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then
X =
∑
ℓ1m1
ℓ2m2
M−1ℓℓ1M
−1
ℓℓ2
1
2ℓ1 + 1
1
2ℓ2 + 1
×
∑
ℓ3m3
Cs×sℓ3 Kℓ1m1ℓ3m3K
∗
ℓ2m2ℓ3m3
×
∑
ℓ4m4
Cf×fℓ4 K
∗
ℓ1m1ℓ4m4Kℓ2m2ℓ4m4 . (A11)
Expanding the coupling kernels using Eq. (A9), we obtain
X =
∑
ℓ1m1
ℓ2m2
M−1ℓℓ1M
−1
ℓℓ2
1
2ℓ1 + 1
1
2ℓ2 + 1
×
∑
ℓ3m3
ℓ4m4
Cs×sℓ3 C
w×w
ℓ4
(−1)m2+m3+m4
√
(2ℓ1 + 1)(2ℓ2 + 1)
×
(2ℓ3 + 1)(2ℓ4 + 1)
4π
(
ℓ1 ℓ3 ℓ4
0 0 0
)(
ℓ2 ℓ3 ℓ4
0 0 0
)
×
(
ℓ1 ℓ3 ℓ4
m1 −m3 m4
)(
ℓ2 ℓ3 ℓ4
−m2 m3 −m4
)
×
∑
ℓ5m5
ℓ6m6
Cf×fℓ5 C
w×w
ℓ6
(−1)m1+m5+m6
√
(2ℓ1 + 1)(2ℓ2 + 1)
×
(2ℓ5 + 1)(2ℓ6 + 1)
4π
(
ℓ1 ℓ5 ℓ6
0 0 0
)(
ℓ2 ℓ5 ℓ6
0 0 0
)
×
(
ℓ1 ℓ5 ℓ6
−m1 m5 −m6
)(
ℓ2 ℓ5 ℓ6
m2 −m5 m6
)
. (A12)
By first performing the sum over the projective quantum
numbers m3,m4,m5, and m6, combined with the orthogo-
nality relations of the Wigner 3j symbols and upon substi-
tuting Eq. (A10), we arrive at the much simplified expression
Eq. (9).
APPENDIX B: BASIC MODE PROJECTION
B1 Estimator mean and variance
Here, we prove the identities used in the derivation of
Eqs. (19), (20), and (21). To do so, we first obtain simplified
expressions for a series of terms we will make use of in the
process. We find
tr
(
Dℓff
†
)
= (2ℓ+ 1)Cf×fℓ , (B1)
f†C˜−1f =
∑
ℓ
(2ℓ+ 1)
Cf×fℓ
Cs×sℓ
, (B2)
tr
(
C˜
−1ff†DℓC˜
−1ff†
)
= (2ℓ + 1)
Cf×fℓ
Cs×sℓ
∑
ℓ′
(2ℓ′ + 1)
Cf×fℓ′
Cs×sℓ′
, (B3)
tr
(
C˜
−1ff†DℓC˜
−1ff†Dℓ
)
=
[
(2ℓ+ 1)
Cf×fℓ
Cs×sℓ
]2
. (B4)
Then, from〈
d
†
E˜ℓd
〉
=
1
Cs×sℓ
× tr
[(
Dℓ −
C
−1ff†Dℓ
f†C−1f
)(
1−
C
−1ff†
f†C−1f
)]
, (B5)
Eq. (19) follows. Likewise, we find for
N˜ℓℓ =
1(
Cs×sℓ
)2
× tr
[(
Dℓ −
C
−1ff†Dℓ
f†C−1f
)(
Dℓ −
C
−1ff†Dℓ
f†C−1f
)]
, (B6)
and
N˜ℓℓ′ =
1
Cs×sℓ C
s×s
ℓ′
tr
(
C
−1ff†DℓC
−1ff†Dℓ′
(f†C−1f)2
)
(B7)
for ℓ 6= ℓ′, and therefore obtain Eqs. (20) and (21).
B2 Proof of unbiasedness
Given our results summarised in Eqs. (19), (20), and (21),
we now want to show that the quadratic estimator re-
mains unbiased when mode projection is included, i.e.,∑
ℓ′ N˜
−1
ℓℓ′ 〈d
†
E˜ℓ′d〉 = C
s×s
ℓ . As it turns out, it is simpler
to prove the equivalent expression 〈d†E˜ℓd〉 =
∑
ℓ′ N˜ℓℓ′C
s×s
ℓ′
instead. Indeed, we find,∑
ℓ′
N˜ℓℓ′C
s×s
ℓ′ =
2ℓ+ 1
Cs×sℓ
(
1− 2
Cf×fℓ /C
s×s
ℓ∑
ℓ′(2ℓ
′ + 1)Cf×f
ℓ′
/Cs×s
ℓ′
+
Cf×fℓ /C
s×s
ℓ∑
ℓ′(2ℓ
′ + 1)Cf×fℓ′ /C
s×s
ℓ′
×
∑
ℓ′
(2ℓ′ + 1)Cf×f
ℓ′
/Cs×s
ℓ′∑
ℓ′′(2ℓ
′′ + 1)Cf×fℓ′′ /C
s×s
ℓ′′
)
=
〈
d
†
E˜ℓd
〉
. (B8)
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