Abstract: We present a new way to deal with doubly in nite lower Hessenberg matrices based on the representation of the matrices as the sum of their diagonal submatrices. We show that such representation is a simple and useful tool for computation purposes and also to obtain general properties of the matrices related with inversion, similarity, commutativity, and Pincherle derivatives. The diagonal representation allows us to consider the ring of doubly in nite lower Hessenberg matrices over a ring R as a ring of Laurent series in one indeterminate, with coe cients in the ring of R-valued sequences that don't commute with the indeterminate.
Introduction
In nite matrices have been studied for a long time. They played a central role in the early stages of the development of Quantum Mechanics and Functional Analysis. The analytical problems that appear in the multiplication of in nite matrices, and the continuity of the operators represented by such matrices were extensively studied, but the study of the purely algebraic properties of the in nite matrices has not received the attention that it deserves. The spaces of triangular in nite matrices are the ones that have been studied in more detail and are often used in combinatorics, summability theory and some branches of algebra. On the other hand, the theory of doubly in nite matrices [a n,k ], where the indices run over all the integers, is underdeveloped. Only some particular kinds of bi-in nite matrices, such as block-Toeplitz and Jacobi matrices, have been studied.
Rings of convergence-free doubly in nite matrices were studied by Köthe and Toeplitz in [4] . Jabotinky [3] represented composition operators by means of doubly in nite matrices to study iteration of analytic functions. Barnabei, Brini, and Nicoletti studied recurrence properties and connections with the Umbral Calculus of doubly in nite matrices in [1] . More recently, several authors have extended the Riordan groups, which are generated by multiplication and composition operators, to the bi-in nite context. See [5] and [6] .
Bi-in nite block Toeplitz matrices have been studied for a long time. See [7] and the references therein. In [9] we used doubly in nite matrices to obtain results about groups of generalized Pascal matrices. A multimatrix version of doubly in nite matrices was used in [8] to study Lagrange inversion formulas. A good reference for the theory of formal power series and formal Laurent series is Henrici's book [2] .
In the present paper, we introduce a new way to deal with doubly in nite matrices and show that it is a convenient and e ective way to obtain algebraic properties of such matrices. The basic idea is quite simple: we consider a doubly in nite matrix as the sum of its diagonal submatrices. Such idea was motivated by our work in the matrix approach to orthogonal polynomials introduced in [10] , where we considered equations in in nite matrices that were solved by nding the diagonals of the unknown matrices in a recursive way.
The results obtained for doubly in nite matrices yield immediately some related results for in nite matrices with indices in the nonnegative integers, by means of block decomposition and truncation. For example, some results in [11] can be obtained in this way.
In Section 2 we present the basic de nitions and notation that we will use in this paper. In Section 3 we introduce the representation by diagonals of the Hessenberg doubly in nite matrices, which allows us to consider the ring of Hessenberg doubly in nite matrices as a ring of Laurent series in one indeterminate S with coe cients that do not commute with S. We also show how to use the diagonal representation to compute matrix multiplications and to nd inverses of some matrices. In Section 4 we use the diagonal representation in order to obtain some properties related with similarity and commutativity of the doubly in nite matrices.
Doubly in nite matrices
In this section we de ne a convergence-free ring of doubly in nite matrices and present the de nitions and notation that we will use in this article.
Let R be an associative ring with unit, denoted by e. Let L be the set of all bilaterally in nite matrices A = [a n,k ], where the indices n and k run over all the integers and, either A = or there exists an integer i(A), called the index of A, such that i(A) = min {n − k : (n, k) ∈ Z × Z, a n,k ≠ }. This means that the support of the map (n, k) → a n,k , from Z × Z to R, is contained in the half-space {(n, k) ∈ Z × Z : n − k ≥ i(A)}. We say that the entries a n,k are on the diagonal of index j if n − k = j. A matrix is diagonal if all of its nonzero entries, if there are any, lie on a single diagonal. Let Dm be the set of diagonal matrices of index m, for m in Z. The zero matrix is in Dm for every m.
The matrices in L are represented in the usual way. The rst subindex corresponds to rows and increases as we go downward, and the second subindex corresponds to columns and increases as we go to the right. Therefore, if A is a nonzero element of L then all the entries a n,k above the diagonal of index i(A) are zero and there is at least one nonzero entry in the diagonal of index i(A). We say that L is the set of lower semi-matrices. 
and this shows that c n,k may be nonzero only when
. Let us note that the multiplication of two elements of L involves only nite sums of elements of R and therefore no convergence problems arise. Köthe and Toeplitz [4] considered some convergence free rings that are larger that L.
The identity for the multiplication is denoted by I. It is the element of D such that its (k, k) entry is equal to e for every k in Z.
We show next that the elements of L are connected with formal Laurent series. Let V be the set of in nite column vectors v = (v j ) such that v j ∈ R for each j ∈ Z and, either v = or there exists an integer i(v) such that v j = if j < i(v) and v i(v) ≠ . Note that every element A of L has its columns in V and that the map v → Av is a well-de ned additive map on the set V, where
Each element v = (v j ) of V can be identi ed with the formal Laurent series
where z is an indeterminate and the coe cients are in R. Therefore Av can be identi ed with the Laurent series
and for each k in Z the series
corresponds to the k-th column of A, and we can consider A as a doubly in nite sequence of formal Laurent series with coe cients in R. It is clear that the rows of the elements of L can be considered as reversed formal Laurent series. See [2] .
The shift matrix S is the element of D such that its entry (k + , k) is equal to e for every k in Z. It is easy to verify that S is invertible and its inverse S − is the element of D − with entry (k, k + ) equal to e for every In the following proposition we list some basic properties of elements of the ring L. The proofs are simple computations. 
Proposition 2.1. 1. If A ∈ L commutes with S (or with S − ) then A is constant along its diagonals, that is, A is a Toeplitz matrix. 2. If A commutes with S m for some m ≠ then A is a block Toeplitz matrix with blocks of size |m| × |m|.

The set D is closed under addition and multiplication and contains the identity I. 4. An element U = [u n,k ] of D is invertible if and only if u k,k is invertible in R for every k in Z, and in that case
U − is also in D .
If W is in
Representation by diagonals and non-commutative Laurent series
Let A be an element of L and m be an integer. We denote by δm(A) the element of Dm that has a k+m,k as its entry in the (k + m, k) position for each k in Z, that is, the diagonal matrix of index m that coincides with A on the m-th diagonal. Then we can express a nonzero matrix A in the form
This is just a convenient way to say that A is constructed by putting its diagonals in the proper places. Note that there are really no sums involved in (3.1), since for any pair of integers (n, k) there is only one diagonal that may have a nonzero entry in the position (n, k) and it is δ n−k (A). Now de ne
Note that γm(A) is in the ring D for every m and δm(A) = S m γm(A). Therefore
We say that this is the representation by diagonals of the matrix A. Therefore the ring of matrices L is the set of matrices of the form
together with the zero matrix. This representation for the elements of L looks like a Laurent series where S plays the role of the indeterminate and the matrices U k are the coe cients, but, in general S does not commute with the U k . We nd next an expression for the multiplication in L using the representation by diagonals.
Theorem 3.1. Let A be given by (3.4) and let
Proof: By Proposition 2.1, part 7, we have
where
is the diagonal shift of U n−k by −k steps and satis es (U
The limits of the sum over k in (3.5) 
are obtained from k ≥ i(B) and n − k ≥ i(A).
The ring D , which is a subring of L, is isomorphic to the set of functions from Z to the ring R, equipped with its natural operations of addition and multiplication of functions. Note that this ring contains many divisors of zero and that it is commutative only when R is commutative. From Theorem 3.1 we see that L is a noncommutative modi cation of the ring of formal Laurent series with coe cients that are functions from Z to R. If we consider S as a kind of indeterminate then the fact that, in general, S does not commute with the coe cients, which are in D , is what makes the diagonal shifts appear in the multiplication formula (3.5).
The Laurent series representation gives us immediately a su cient condition for invertibility in L.
Proposition 3.1. Let A = k≥i(A) S k U k , where the matrices U k are in D , and suppose that U i(A) is invertible.
Then A is invertible in L.
First proof: Let
We will show that from the equation AB = I we can obtain all the matrices V k in a recursive way. By Theorem 3.1 we have
If AB = I then the summand corresponding to n = in the previous sum must be equal to the identity matrix I. That is, U , which exists since U i(A) is invertible by the hypothesis. For n > the coe cient of S n in the expression for AB must be zero and therefore
Since U i(A) is invertible, so are its diagonal shifts, and then the previous equation gives V n−i(A) in terms of V k , with −i(A) ≤ k ≤ n − − i(A), and diagonal shifts of some coe cient matrices of A. Therefore, all the diagonal coe cient matrices V k are uniquely determined in a recursive way. Using forward substitution it is easy to nd an explicit, but quite long, expression for the matrices V k . For example,
and
If instead of the equation AB = I we consider BA = I, using induction and some straightforward computations we can show that the coe cient matrices of B obtained in this case coincide with the corresponding coe cient matrices of B obtained above. Alternatively, we can show that the matrix B obtained above satis es BA = I and therefore B is the unique two-sided inverse of A. This completes our rst proof. For the usual formal Laurent series the result analogous to this theorem is often proved by using geometric series. Such method of proof also works in our context, as we show next.
Second proof: The condition for invertibility of the previous proposition is not necessary. Consider the following simple example. Let R be the ring of × matrices over R and let
The elements a and b are divisors of zero, since a = b = , and ab + ba = e, the identity in R. Let A = Ia + Sb. Note that A is a Toeplitz matrix. A simple computation shows that Ib + S − a is the inverse of A. Block decomposition of the in nite matrices explains why this example works and also why it is not easy to nd necessary conditions for invertibility in L.
Some properties of the ring L
In this section we use the diagonal representation of the elements of L in order to obtain some properties related with similarity and commutativity. 
and suppose that i(A) ≠ and every entry of U i(A) is an invertible element of the center of R. Then there exists an invertible matrix P of index zero such that P − AP = S i(A) U i(A) .
Proof: Note that U i(
Equating corresponding coe cients of S r+i(A) in both sides of the previous equation we obtain
When r = we get 
If V , V , . . . , V r− have been determined then the previous equation can be solved for Vr and we get an expression that depends on the diagonal shift V
, the already known V k , and some of the coe cient matrices U k of A. Note that P is not unique, since we can choose |i(A)| arbitrary entries of V k in each step. Then there exists an invertible matrix P of index zero such that P − AP = U .
If the matrix U i(
Proof:
Equating the coe cients of S n in both sides we obtain
This equation holds trivially if n = and, by the hypothesis, for n ≥ it can be written as
and therefore the coe cient matrices V k can be computed in a recursive way. Let us note that the diagonal matrix U of the previous theorem is not necessarily invertible. It may have one entry equal to zero in the diagonal of index zero. Consider, for example, (U ) k,k = k for k ∈ Z, with R = R. Proof: 
Final remarks
We have shown that the diagonal representation is a useful tool to deal with the elements of L, for computations and also to derive general properties. Here we presented a few examples, but it is clear that many other algebraic properties of the in nite matrices can be obtained with our methods. Note that the ring R can be, for example, the algebra of n × n matrices over some eld.
In the ring L, using suitable choices of R, we can study orthogonal Laurent polynomials, generalized Riordan groups, Lagrange inversion formulas, and Umbral Calculus.
We have not considered here the duality induced by the re ection of the matrices with respect to the anti-diagonal n + k = − . The importance of that duality has been proved in [1] , [8] , and [9] .
The extension to the case of multi-matrices (indices in Z d ) is a subject for further research. See [8] , where
Lagrange inversion in several variables was studied in a ring of multi-matrices.
