Abstract. A least-squares mixed finite element method for the incremental formulation of elasto-plasticity using a plastic flow rule of von Mises type with isotropic hardening is presented. This approach is based on the use of the stress tensor, in addition to the displacement field, as independent process variables. The nonlinear least-squares functional is shown to constitute an a posteriori error estimator on which an adaptive refinement strategy may be based. For the finite element implementation under plane strain conditions, quadratic (i.e., next-to-lowest order) RaviartThomas elements are used for the stress approximation while the displacement is represented by standard quadratic conforming elements. Computational results for a benchmark problem of elastoplasticity under plane strain conditions are presented in order to illustrate the effectiveness of the least-squares approach.
1. Introduction. In this paper, a least-squares mixed finite element method for the incremental formulation of elasto-plastic deformation models is studied. This approach works with the stress tensor as an independent process variable, in addition to the displacement field. It is based on a first-order system modelling the elasto-plastic deformation process. The method studied in this paper constitutes an extension of the least-squares mixed finite element approach for linear elasticity presented in [12] . The closely related least-squares approaches investigated in [13] and [14] could similarly be generalized to the elasto-plastic case. The main result of this paper is that, under the assumption of a plastic flow rule of von Mises type with isotropic hardening, the nonlinear least-squares functional associated with elasto-plasticity is elliptic with respect to an appropriate product space for the stresses and displacements. Our computational results suggest that the approximation properties actually deteriorate in the perfectly plastic case. This implies that it is not possible to extend our ellipticity result to perfect plasticity. Despite this deterioration of the approximation order in the perfectly plastic case, the adaptive implementation of the least-squares finite element method provides remarkably accurate results, in particular, for the stresses.
Finite element methods of least-squares type have been the object of many studies recently (see, e.g., the survey [7] ). These methods may be viewed as an alternative to mixed finite element methods of saddle point structure whenever accurate approximations of the stress tensor is desired. Among its advantages is the greater flexibility in combining finite element spaces for the different process variables which are not restricted by an inf-sup condition. Moreover, if the least-squares functional is elliptic with respect to some norm on the underlying function spaces, then its local evaluation provides an a posteriori error estimator. This may be used in an adaptive refinement technique, see [5] for a detailed study of such strategies in the context of least-squares formulations. The most appropriate combination for the elasto-plasticity models treated in this paper consists of Raviart-Thomas elements for the stresses cou-pled with conforming finite element spaces of the same polynomial degree for the displacement components. This is due to the fact that the same order of approximation is achieved for the individual variables. In particular, next-to-lowest order RaviartThomas spaces are combined with piecewise quadratic conforming finite elements in our computations.
The numerical simulation of elasto-plastic deformation processes has been an intensive area of research for several decades. Two monographs which appeared at the end of the last century cover the state of the art from a more engineering-oriented perspective [22] and a more abstract mathematical view [15] . Error estimation and adaptive refinement strategies for elasto-plasticity based on duality techniques were proposed and studied in [19, 20] . Other approaches to adaptive finite element computations for elasto-plastic deformation processes are described in [1] . Even earlier, several error indicators were investigated about their suitability for problems of elastoplasticity from an engineering point of view in [4] . The solution of the nonlinear algebraic systems associated with finite element discretizations of elasto-plastic models was the subject of [3] , [6] and [24] . As in [24] , multigrid methods were applied in [16] to the solution of elasto-plastic deformation models discretized by finite elements. The efficiency was tested for benchmark test problems defined in [23] which constitutes another contribution to the same book resulting from a larger project on adaptive finite element methods in computational mechanics in which several research groups were involved. A detailed comparison of our least-squares finite element method with the adaptive approaches mentioned above is beyond the scope of this paper. Such a comparison would certainly depend on the choice of norm in which the approximation of the different variables are desired. At the very least, our least-squares method can be expected to provide more accurate stress approximations, in terms of computational effort, than a displacement-based approach.
The issue of time discretization is omitted almost completely in this paper by restricting ourselves to the implicit Euler scheme. Issues of the time discretization are important, however, in order to obtain accurate simulations of elasto-plastic deformation processes, see [10, 11] for details on this subject. A general framework for the numerical approximation of different models of elasto-plasticity was recently provided in [17] .
In Section 2, the first-order system model of incremental elasto-plasticity and the corresponding least-squares variational formulation is derived. The equivalence of the least-squares functional to a certain error norm on the product space of stresses and displacements is shown in Section 3. This establishes ellipticity of the leastsquares variational formulation and implies that the local evaluation of the leastsquares functional constitutes an a posteriori error estimator to be used in adaptive refinement strategies. Section 4 contains the reduction to plane strain conditions and the specific finite element spaces appropriate under these circumstances. Finally, in Section 5 the numerical results obtained with our adaptive least-squares method for a benchmark problem of elasto-plasticity are presented.
2. Least-Squares Formulation of Incremental Elasto-Plasticity. Elastoplastic deformation processes are usually modelled by a first-order system of the form
for the stress tensor σ : Ω → IR 3×3 and the displacement field u : Ω → IR 3 . In (2.1), div σ means row-wise application of the divergence operator, and ∇u contains the gradient vectors of the components of u in each row. Similarly to the model of linear elasticity,
denotes the strain tensor, and
represents the linear material law. The difference to the elastic case lies in the term p which stands for the plastic strains satisfying additional constraints. To this end, we need to define the deviatoric stress part
The system (2.1) is extended by the constraint
with a hardening function K(α) and the evolution equationṡ
The parameter γ acts as a Lagrange multiplier associated with the constraint (2.5) and satisfies therefore
The hardening parameter α : Ω → IR constitutes an additional process variable in the case of elasto-plasticity with hardening. Due to (2.6), elasto-plasticity models become time-dependent with the need to employ an appropriate time-discretization scheme. The model for elasto-plastic deformation processes described above is taken from [22, Chap.2] . We restrict our exposition to these basic relations required for the derivation of the system arising in each step of a time-discretized model. Details on the mechanical background of elasto-plasticity models and different variational formulations suitable for numerical treatment may be found in [22] , [15] or in [21, Chapter 6] . Discretization in time by an implicit Euler scheme leads to a first-order system for the increments σ inc and u inc in the representation σ = σ old +σ inc and u = u old +u inc , respectively. The system associated with one time-step in an incremental formulation of elasto-plasticity may be written as
The stress operator R(ε; σ old , α old ) in (2.8) depends, in general, nonlinearly and nonsmoothly on ε as soon as plastic deformation occurs.
For notational convenience the increments σ inc and u inc are simply denoted by σ and u (which had a different meaning in (2.1)) throughout the rest of this paper. For simplicity, we will also omit the dependence on σ old and α old in the stress operator and simply write R(ε) instead of R(ε; σ old , α old ). We introduce the Sobolev spaces
and associated subspaces
where homogeneous boundary conditions are imposed. The solution of (2.8) for σ :
In connection with the incremental formulation (2.8), g stands for the increment of the boundary traction. The solution space for u :
For the case of von Mises plasticity with isotropic hardening, the stress response is given by
where the return parameter γ R (dev(σ old + C ε)) is implicitly defined as the solution of the equation
The return parameter γ R in (2.10) plays the same role as the Lagrange multiplier γ in (2.6) and satisfies γ R = 2µ ∆t γ, if ∆t denotes the time-step size. The hardening parameter is updated by
For the theoretical study in the next section, the following conditions on K(α) are assumed to hold for all α > 0 (cf. [6] ):
This is satisfied, for example, for exponential hardening where
with given parameters K ∞ ≥ K 0 > 0, H > 0 and ω > 0 which are denoted as saturation stress, initial yield stress, hardening modulus and hardening exponent, respectively.
In the case of perfect plasticity, we have K(α) ≡ K 0 , which means that (2.12) is not satisfied and the theoretical results in Section 3 do not hold. Nevertheless we will present computational results for the perfectly plastic case in this paper. Since, for |dev(σ old + C ε)| > 2/3K 0 , the return parameter is simply given by
we end up with
for the stress response. This means that different strain increments ε andε lead to the same stress response as long as tr(ε) = tr(ε) and dev(ε) is aligned with dev(ε). We close this section with the least-squares formulation of the first-order system (2.8). Throughout this paper, · will simply denote the
The least-squares functional, associated with (2.8), is given by
14)
The weighting of the second term in the above functional is motivated from our earlier work on linear elasticity in [13, 12] . Its implementation is straightforward using the explicit formula
for the inverse of the operator defined in (2.3). The corresponding least-squares formulation consists in minimizing (2.14) among all suitable (σ,
For hardening laws which satisfy (2.12), the well-posedness of the system (2.8) is studied in [15, Section 8] . If the first-order system (2.8) is guaranteed to possess a unique solution, then it is also the unique minimizer of (2.15).
The analysis carried out in the next section will be based on a Korn's inequality of the form
3 with a constant C K . Korn's inequality (2.16) is known to hold, e.g., if Γ D does not vanish (cf. [8, Section VI.3] ). In fact, the constant in (2.16) satisfies C K ≥ 2µ since, if div v = 0,
3. The Nonlinear Least-Squares Functional as an Error Estimator. In this section, the equivalence of the nonlinear least-squares functional in (2.14) to the natural norm of the error is established. To this end, the estimate given in the following lemma is required.
Lemma 3.1. Under the assumptions (2.12), there exists a constant C R ∈ [0, 1) such that
The special form (2.9) of the stress operator R(ε) implies
On the other hand,
With the abbreviations ξ = dev(σ old + C ε(u)) and η = dev(σ old + C ε(v)) this means that it is sufficient to show
This inequality certainly holds if
is satisfied for all x ∈ Ω. In order to prove (3.2), we fix x ∈ Ω and investigate the function
holds. γ R (ξ) may be computed from differentiating the defining equation (2.10) . This leads to
or, equivalently,
This implies
which leads to
This may be rewritten as
For the first of the two terms on the right hand side in (3.5), (2.12) implies that it is bounded by (1 + K 1 /(3µ)) −1 . For the second term let C T denote an upper bound for the largest strain increment in the sense that |dev(ε(u))| ≤ C T holds. This implies that
is satisfied. Using (2.10) and the fact that K is monotonically increasing (which follows from (2.12)), this leads to
Therefore, (3.2) holds with
Remark. In the case of perfect plasticity, different displacements u and v may lead to the same stress states R(ε(u)) = R(ε(v)) as can be seen from (2.13). Therefore, (3.1) does not hold with C R < 1 in that case.
(Ω) 3 be the solution of the first-order system (2.8). Then, under the assumptions (2.12), there exist positive constants β, β (which do not depend on the Lamé parameter λ) such that
Proof. For simplicity we set µ = 1 and observe that the equivalence is invariant with respect to the scaling of µ. Using the fact that (σ, u) is the exact solution of (2.8), we obtain
For the lower bound in (3.6), we use the decomposition of an arbitrary matrixvalued function τ ∈ L 2 (Ω) d×d into its symmetric and antisymmetric part,
Obviously, (sy τ , as τ ) 0,Ω = 0 which implies
If this estimate is applied with
, we obtain
(note that as(C −1/2 (R(ε(u)) − R(ε(ū)))) = 0). The combination of (3.7) and (3.8) leads to
Inserting C 1/2 ε(u −ū) and using the result of Lemma 3.1, we are further led to
where ρ ∈ (0, 1) is still free to be chosen appropriately below.
, then we are left with estimating the quadratic functional
from below. The decomposition of τ into its symmetric and antisymmetric part and integration by parts leads to
Inserting (3.11) into (3.10) we obtain
For the last term in (3.12), Korn's inequality (2.16) may be used to obtain
where δ ∈ (0, 1) is still free to be chosen appropriately. Inserting this into (3.12) yields
If ρ is restricted to the interval (C 2 R , 1), then we may choose
. If we insert this into (3.13), we see that
holds. Finally, ρ ∈ (C 2 R , 1) may be chosen such that it satisfies
(This is clearly possible since the left-hand side tends to 0 as ρ approaches 1 and depends continuously on ρ.) We have therefore shown that
holds withβ
which, combined with (3.9), implies the lower bound in (3.6) with β =β(1 − ρ)/3. The upper bound in (3.6) follows directly from (3.7) and (3.1) which gives
Remark. In the case of perfect plasticity, it is no longer possible to show the lower bound in (3.6) along the lines in the above proof. In fact, our numerical results documented in Section 5 suggest that the equivalence (3.6) is actually lost in the case of perfect plasticity.
The practical implication of Theorem 3.2 is that, under the assumptions (2.12), the least-squares functional F(σ h , u h ; σ old , α old ) constitutes an a posteriori estimator for any approximation (σ h , u h ). By its very definition, for any triangulation T h of Ω,
This means that the local evaluation of the functional, F T (σ h , u h ; σ old , α old ), can be used in an adaptive refinement strategy.
Of course, the approximation (σ h , u h ) to be used in practice comes from the solution of the least-squares minimization problem (2.15) with respect to finite element spaces. It can already be observed from the definition (2.9) that R(ε(u)) is not differentiable with respect to u everywhere. In the proof of Theorem 3.1, it becomes apparent that
is not smooth for those
since S(ξ), defined in (3.3), is not smooth for |ξ| = 2/3K(α old ). The non-smoothness of R(ε(u)) implies that the least-squares functional F(σ, u; σ old , α old ) is also not differentiable for displacements which satisfy (3.17) . This causes the Gauss-Newton iteration with a line search strategy (cf. [18, Chap. 10] ) commonly used in least-squares finite element computations to slow down as plastic deformations become dominant. The issue of efficiently solving the nonlinear algebraic least-squares problems resulting from the discretization of (2.15) will be discussed elsewhere.
Plane Strain Model and Finite Element Approximation.
We restrict our computations in this paper to two-dimensional domains by assuming plane strain conditions, i.e.,
This implies that
and therefore σ = R(ε(u)) is of the general form
If we denote our two-dimensional domain again as Ω, then σ 1 = (σ 11 , σ 12 ) ∈ H(div, Ω) and σ 2 = (σ 21 , σ 22 ) ∈ H(div, Ω). Moreover, σ 33 is constant in the x 3 -direction and may be assumed in L 2 (Ω). For the two remaining displacement components we still have
The choice of appropriate finite element spaces Σ h and U h for the approximation of σ and u, respectively, is done with the aim to achieve a certain approximation order with respect to the norm in (3.6). Suitable for the stress approximation is a product space of Raviart-Thomas elements (of degree k ≥ 0) for σ 1 and σ 2 and discontinuous piecewise polynomials (of the same degree k ≥ 0) for σ 33 . The interpolation estimate for Raviart-Thomas elements (cf. [9, Prop. III.3.9]) yields
for i = 1, 2 with a suitable interpolation operator Π h . Standard piecewise polynomial interpolation, separately on each element T ∈ T h , leads to
with the corresponding interpolation operator Q h . Finally, H 1 -conforming finite elements which consist of piecewise polynomials of degree k + 1 lead to
for the interpolation error. Combined with the result of Theorem 3.2, (4.2), (4.3) and (4.4) imply the error estimate
for the least-squares finite element approximation.
In particular, for k = 1, i.e, using next-to-lowest-order Raviart-Thomas elements combined with discontinuous piecewise linear elements for σ and continous piecewise quadratic elements for u, we obtain
for the least-squares finite element approximation. This is actually the combination of finite element spaces that we used in our computations presented in the next section. However, the regularity assumptions div
(Ω), and u ∈ H 3 (Ω) 2 are rarely fulfilled in applications of practical relevance. The approximation estimate (4.5) therefore only serves as a guideline for the properties of the finite element spaces. In our actual computations the least-squares finite element method is implemented in an adaptive fashion based on (3.16) for a posteriori error estimation.
The implementation of the least-squares finite element method is done by evaluating the integrals in (2.14) with an appropriate quadrature rule. Since the finite element spaces used in our computations include piecewise polynomials up to degree 2, the integrands in the least-squares functional involve polynomials up to degree 4. A 7-point quadrature rule which is exact for polynomials of degree 5 on triangles (see [2, Sect. 5.1]) is therefore used in our implementation. The return parameter γ R (dev(σ old +C ε(u))) is computed at all quadrature nodes. The hardening parameter
(cf. (2.11)) is approximated by piecewise linear, not necessarily continuous, functions on the triangulation T h . This leads to the same order of approximation for the hardening parameter α as for the other process variables. 5. Computational Tests. In this section, numerical results for a benchmark problem of elasto-plasticity taken from [23] are presented. The problem to be considered is given by a quadratic plate of an elasto-plastic isotropic material with a circular hole in the centre under plane strain conditions. At the upper and lower edges of the plate, traction forces pointing outwards are applied. Because of the symmetry of the domain, it suffices to discretize only a fourth of the total geometry. The computational domain is then given by Ω = {x ∈ IR 2 : 0 < x 1 < 10, 0 < x 2 < 10, x 2 1 + x 2 2 > 1} (see Figure 5 .1). The boundary conditions on the top edge of the computational domain (x 2 = 10, 0 < x 1 < 10) are set to σ · n = (0, t)
T , on the right edge (x 1 = 10, 0 < x 2 < 10) and on the circular arc (x 2 1 + x 2 2 = 1) the boundary conditions are σ · n = (0, 0). Symmetry boundary conditions are prescribed on the rest of the boundary, i.e., (σ 11 , σ 12 ) · n = 0, u 2 = 0 on the bottom (x 2 = 0, 1 < x 1 < 10), and u 1 = 0, (σ 21 , σ 22 ) · n = 0 on the left (x 1 = 0, 1 < x 2 < 10). The Poisson ratio is ν = 0.29 which implies for the Lamé constants λ = 1.381 µ. Actually µ = 1 is set in our computations for simplicity since the stress values do not depend on the size of µ. .45 e-8 9.92 e-9 7.68 e-10 1.43 e-10 1.64 e-11 2.39 e-12 Example 1. Our first set of computational experiments uses a combination of linear and exponential isotropic hardening of the form with K 0 = 450, K ∞ = 750, H = 129 and ω = 16.93 taken from [23] . The load is increased starting from t = 0 in steps of ∆t = 2.5. These rather small load steps were chosen in order to rule out artefacts caused by the first order time discretization used in our computations. For each load step, an initial triangulation consisting of 52 elements is successively refined based on the local evaluation of the least-squares functional. Tables 5.1 to 5.3 show the error reduction, measured in terms of the functional, at different stages of the simulation. For t = 150, the results are still well within the elastic domain which means that the results in Table 5 .1 simply correspond to a linear elasticity problem. Inelastic deformation starts around t = 170 so that the results in Table 5 .2 already correspond to elasto-plastic computations for t = 300. Further increase of the load to t = 400 in Table 5 .3 leads to a spreading of the zone in which inelastic deformations occur.
In Tables 5.1 to 5 .3, the computational results show that the reduction rate of the functional does not deteriorate much as the load is increased and inelastic deformations become more dominant. The optimal convergence behavior achievable with the finite element spaces used here would result in a reduction of the least-squares functional proportional to (dim U h + dim Σ h ) −2 . This behavior would be achieved with uniformly refined triangulations under sufficient regularity conditions (see (4.5) , note that dim U h + dim Σ h h −2 in two space dimensions). In Tables 5.1 to 5 .3, the number of degrees of freedom is approximately doubled with each refinement. This corresponds to a reduction of the functional by a factor 4 with each refinement, which is approximately achieved in our numerical results, at least on the finer levels.
The antisymmetry, measured by as σ h 2 0,Ω , is also shown in Tables 5.1 to 5.3. Note that (3.8) implies
but that the antisymmetry actually accumulates with time. In the elastic case, for t = 150, the reduction occurs at about the same rates for the antisymmetric stress and for the least-squares functional. However, in the presence of plastic deformations, for t = 300 and t = 400, the antisymmetry is actually reduced at a faster rate than the functional. This is due to the fact that the antisymmetric stress is actually an accumulated quantity while the least-squares functional shows the full deterioration of the functional with increasing load. It can also be observed from Tables 5.1 8 .00 e-6 7.34 e-7 6.12 e-8 6.76 e-9 6.24 e-10 3.74 e-11 which will be done further below. In this setting, K(α) ≡ K 0 with K 0 = 450 which means that the internal hardening variable α is obsolete. For perfect plasticity, the conditions (2.12) are not valid, and therefore the theoretical results from Section 3 are not established.
With the same load steps as in Example 1 we obtain the numerical results shown in Tables 5.4 to 5.6. The results for t = 150 are, of course, identical to those in Table 5 .1 since this still constitutes the same elastic problem as in Example 1. For t = 300, a reduction rate which nearly reaches the optimal asymptotic behavior of F(σ h , u h ) (dim U h + dim Σ h ) −2 is attained. The reduction of the functional is much slower at the load step t = 400 and slows down even more for t = 450. Figure 5 .3 shows on the left the size of the deviatoric stress, scaled as |dev(σ)|/K 0 , for the load steps t = 300, 400 and 450. The zone where plastic deformation occurs is clearly visible and expands with increasing load. The fact that the reduction of the functional slows down significantly as the plastic zone occupies most of the computational domain supports our speculation that this causes the ellipticity of the leastsquares functional in the sense of Theorem 3.2 to deterioriate. Shown on the right in Figure 5 .3 are the triangulations which result after six steps of adaptive refinement based on the element-wise evaluation of the least-squares functional.
Despite this deterioration of the convergence behavior, our results obtained with the least-squares method agree remarkably well with the benchmark results tabulated in [23] . In order to illustrate this, the benchmark results for a selected stress value, s 22 (1, 0), are shown for a full load cycle in Figure 5 .2. The load cycle starts by increasing the traction forces t from 0 to 450 (pointing outwards), then decreasing from 450 to -450, and finally increasing from -450 to 0 again. The solid curve is the result of our computations, the circles represent the values for the reference solution taken from Table 11 .8 in [23] . Throughout the load cycle the difference between our results and the benchmark values are marginally small. Even after the completion of the cycle, our least-squares method gives a value of 514.38 for s 22 (1, 0) compared to the reference solution of 513.93.
