The last-mentioned lack in Szego's proof can, however, be removed by making use of the representation of Herglotz type instead of Poisson's. The Herglotz representation is really well known but it will be frequently referred to in subsequent arguments so that we re-formulate it here for the sake of convenience explicitly as a lemma; for instance, cf. [3] .
LEMMA 1. It is necessary and sufficient for Φ(z) e Oΐ that Φ(z) is representable by means of Herglotz integral ί ™ 0i φ I _>ΐ-where f>(ψ) is a real-valued function defined for -π < φ 5Ξ π which is increasing and has the total variation equal to unity, i.e.
tions. It will further serve as a model for dealing with more general problems. Now, the theorem to be proved may be formulated as follows: . L W-re"? dp(ψ) ' = j valid for every θ throughout -π<6^π, since both members are continuous in θ. This condition is equivalent to the requirement that for every fixed θ the quantity e' lφ /(e^~ re iθ ) 2 has the same argument for every φ (-π<φ^π) with dp(φ)>Q. But, we can show, moreover, that for any fixed 6 this quantity has never the same argument for any distinct values of if. In fact, as if varies from -π to π, the quantity 2 describes the curve which is described by re iθ /(l -re* 0 ) 2 as β varies from -π to π. This curve is nothing but the image-curve of \z\=r by Koebe's function z/(l -z) 2 . Since it is simple and strictly star-like with respect to the origin, any two distinct points on the curve have never the same argument. Consequently, in order that p(φ) is associated to an extremal function, it is necessary and sufficient that p(φ) remains unchanged except a single jump with the height necessarily equal to unity. Hence, the form of extremal function is given by -εz <po being a real value with -π < ψo ^ π where the associated function p(φ) jumps.
For the functional estimated in theorem 1, the range of integration with respect to 6 corresponds to the whole circumference -π < θ ^ π. However, the length of the image-curve of any arc on \z\=τ cari be also estimated in a similar manner. In fact, we can state more generally the following extension. 
Proof.
We obtain quite similarly as in the proof of theorem 1 the estimation
Now, the integrand of the last integral, i.e. 1/(1 -2r cos θ + r 2 ) is an even function of θ which decreases strictly as 6 increases from 0 to π. Hence we get
The assertion about extremal functions is also verified similarly as in theorem 1.
Lemmas.
The main purpose of the present paper is first to generalize Rogosinski's theorem 1 to some extent by means of the representation for Φ(z) e 9ΐ referred to in lemma 1 and then to establish several mean distortion theorems on the class 9ί in a systematic manner. Namely, we observe a linear operator x applied to Φ(z) and an increasing convex function F(X). Our problem to be discussed is then to obtain the precise estimate for the functional defined by within the class 9Ϊ in terms of a definite function of r and further to determine extremal functions for the estimation.
The first part of the problem can be really dealt with similarly as in theorem 1. It will be shown that the functional under consideration is majorized by its value attained by substituting (I + εz) / (I -εz) with |ε| = l for Φ(z), i.e. this linear function possesses always the extremal character. However, other extremal functions can appear for certain operators ~Γ. Accordingly, the second part of the problem is not so simple if we attempt to determine the whole of extremal functions. It will be convenient to establish some preparatory lemmas which will serve for this purpose. We begin with a lemma on an elementary mapping which will play in the principal lemma an auxiliary role of cancelling the zero-points or poles of a function without altering its argument. Proof. The uniqueness assertion of the mapping function is readily verified, for instance, by means of a theorem on radial slit mapping. That it is expressed as written in the lemma may be shown directly. In fact, we have
so that the image of \z\=r by ω(z, c) is a segment on the positive real axis. Since ω(z, c) is regular except a simple pole at the origin, it is surely univalent in | z \ < r. It is evident that the normalization conditions are also satisfied. Next, it is readily seen from its explicit expression that tϋ(z, c) satisfies for any real φ the relation which implies 
λ=-l , μ=l so that, by virtue of arg Ω(z, c)=0 valid along \z\ =r, there follows
The necessity proof proceeds as follows. If the relation under consideration holds identically with respect to θ, the quantity argFXze'* 9 ) with any fixed z = re ίQ must have the same value depending only on θ for every value of φ with dp(<p) > 0 provided ¥(ze~ί φ ) does not vanish. Hence, Ω(z, c) being real and positive along 1 2 1 = r, arg Y(ze~ί φ ) has also the same property. Let φ Q and <pι be any values of ψ with dp(<p)>Q, and we observe the function defined by
Since Y(z) is regular and non-vanishing throughout 0 < \ z \ ^ r, X(z) is regular for \z\^r even at z = Q. Further it remains real and positive along \z\=r. In general, any bounded set lying entirely on the real axis cannot be the boundary of the image of \z\^r by a (not necessarily univalent) mapping regular there unless it degenerates to a single point. Consequently, X(z) must be a constant which is real and positive. Let the Laurent expansion of Y(z) be where {n v } is a strictly increasing (finite or infinite) sequence of integers for which the sequence of corresponding coefficients {c v } does not involve zero. We then get and obtain further, by comparing the coefficients of z n v, for any v. Since -X"(0) is real positive, we get X(ϋ) = 1, whence follows
for any v. Now since N=mn is equal to the greatest common measure of the set {w v }, there exist two members of the set, n r and n s say, such that N is just the greatest common measure of them. Hence, for some integers u and v, we have un r -vn s = N. Consequently, the above relations applied to ft v = n γ and to n v = ns imply
Thus, <fo and <pι being arbitrary pair where dp(φ) does not vanish, it has been shown that p(φ) must possess the property stated in the lemma.
For subsequent purpose it will often become necessary to know the actual values of the integers n and m defined in lemma 3. Accordingly, as a supplement of this lemma, we pick out particular cases for which we formulate the following lemma. It may be noted by the way that, if Ψ(z) has zero-points or poles, then m may be actually greater than unity. It may be illustrated by an example. Let 0 < I a \ < r and put, as before,
Then this function is a single-valued function of z n but not of any higher power of z. Hence, the function defined by
with any positive integer m is also of the same nature. But, for any p(ψ) with the jumps alone at mn values φ jk -2((j -Y)n + k lgy<Ξm) with any respective heights p jk , we get
Main results.
We are now in position to formulate our main theorems. We observe a linear operator jβ which has ^R as its domain of argument function and produces by applying to any Φ(z) e Dΐ an analytic function j?[Φ(^)] singlevalued about the origin. It is supposed that the operator is homogeneous of degree zero, i.e., for any constant c, the function J7[0(z)] coincides after substitution z\cz with X[Φ(c2)]. In particular, we have since p(ψ) is increasing for ~π<φ^π and has the total variation equal to unity. Hence, integrating with respect to #, we get g dθ re re" dp(<p)
For Φ(z) = (I + εz) / (I -εz)
with | e | = 1, it is evident that the equality sign holds surely in the estimation.
In dealing entirely with extremal functions in the estimation stated in theorem 3, we first consider especially the case where F(X) is linear. Then, by virtue of the homogeneity of the relation to be considered, we have only to observe the case F(X) = X. In case F(X) is non-linear and hence strictly convex, the condition in theorem 4 imposed on extremal function is to be modified by supplementing a further condition. In case w = l, the last condition of theorem 5 degenerates to the trivial one, whence follows the following corollary:
COROLLARY. The equality sign in the estimation given in theorem 3 (and a fortiori that given in theorem 4) holds for any fixed r if and only if Φ(z) is of the form with provided F(X) is strictly increasing and the value of the integer m defined in lemma 3 in which Ψ(z) is replaced by -£[(! + 2) /(I -3)] is equal to unity.
Though the following result is an immediate consequence of the corollary of theorem 5 combined with lemma 4, we write down it here for its frequent use in the subsequent discussions.
THEOREM 6. Under the conditions imposed on X and F(X) in theorem 3, let X[(l + z)/(l-z)] be non-constant, regular and non-vanishing for 0 < | z \ r and F(X) be strictly increasing. Then the equality sign in the estimation given in theorem 3 holds for any fixed r if and only if Φ(z) is of the form given in the corollary of theorem 5. //, moreover, J7[(l + z)/(l -z)'] satisfies an additional condition that its derivative does not vanish at 2 -0, then the extremal function must be of the form (1 + εz) / (1 -εz) with
M=ι.
In theorems 4, 5 and 6, it has been supposed that J7[(l + z)/(l -z)'] does not reduce to a constant. However, it is to be noted that, if it reduces to a constant, the operator X degenerates identically to a constant, i.e. its range consists of a single constant function. In fact, we then get by means of lemma 1 X[Φ(z)] = X[(l + z)/(l -z)] for any
Here we supplement a remark on the corollary of theorem 5. We now suppose for a while that the operator X is also applicable termwise to the Taylor series of argument function of which the bases z v (y = 0, 1, 2, •) do not belong to 9ΐ except the first one. Then we get, in particular,
LI -^J v=ι
Consequently, the condition that this function is single-valued with respect to z n is equivalent to the system of conditions The last relation coincides formally with that given in theorem 3 with t instead of r and applied to an operator which transforms Φ(z) into ψ(z). The corollary of theorem 5 then asserts that for such an operator the equality sign in the last estimation is realized not only by a function of the form (1 + ηz n }/(l -ψ n ) with |^| = 1 but also by any function of the form mentioned there.
Consequences.
Rogosinski's original theorem 1 is, of course, a particular case of theorems 3 and 6. In fact, putting the desired result follows readily after reducing both members by r vp . In fact, we have only to remember the identity
The equality sign holds for any fixed r if and only if Φ(z) is
in which the last member shows, in particular, that .£[(1 + 2)/(l -z)] is single-valued in z n but not in any higher power of z, and then to transform the estimate by changing the integration variable 6 into ff/n, whence follows r J -7C
14-
(ii) We can proceed similarly as above. We now take It will be readily verified that, corresponding to the formulation of theorem 2, the range of integration in the estimation may be replaced by any measurable set E instead of -π < θ ^ π. For instance, the estimation in theorem 7 (i) reduces for n = 1 after this generalization to We remember here by the way that we could consider the functional
Then the above estimation for v = 0 would be replaced by^2
together with the same extremal functions, in conformity with the result given above for y>0; cf. also a remark at the end of this section.
Here it is noted, by the way, that the integral of the form dθ with any constant <?^0 can be evaluated in terms of elementary functions provided λ is an even integer. Here we are interested in the case λ > 0. Actual calculation will show that there exists, in general, a recurrence formula
We may suppose 0 ^ 0 ^ π. Since we have, in particular, the quantity Sλ(r, σ) with an even positive integer λ as suffix can be obtained from S 2 (r, σ) by means of repeated differentiation combined with elementary operations. We observe, for instance, the particular case β -π. Then, since we have 82(1*, π) = π/(l -r 2 ), it is evident that Sλ(r, π) with such a λ is a""rational function of r 2 . Moreover, it will be verified, for instance, by induction with respect to λ/2 that Sλ(r, π) is expressed by the formula In particular, the quantity Tλ(r, π) with an even positive integer λ as suffix is a rational function of r 2 which can be explicitly written down.
As the next example illustrating a consequence of theorems 3 and 6, we state here the following theorem:
(0 < r < 1).
equality sign holds for any fixed r if and only if Φ(z) is of the form [ + εz)/(l-εz) with \ε\=l.
Proof. We may put in theorems 3 and 6
and r Jo whence readily follows the desired estimation after reducing both members of that obtained from theorem 3 by l/r p . In applying theorem 6, we have only to verify that J7[(l 4-z)/(l -z)']=-z~l(2 Ig (1 -z) + z) does not vanish in 0 < I z I < 1. It can be shown moreover that J7[Φ(z)] for any Φ(z) e ^R vanishes nowhere in z \ < 1. In fact, the condition Φ(z) e Dί implies by virtue of a theorem due to Noshiro [4] and Wolff [7] (see the remark below) that its integral is univalent in | z \ < 1, so that -C\_Φ(z)~\ does not vanish in \z\ < 1.
REMARK. In this occasion, for the sake of convenience, a very brief proof will be given of the theorem due to Noshiro and Wolff in a slightly precise form:
Let f(z) be regular and satisfy $lf'(z)>Q in a convex domain D. Then, for any points Zi and z 2 in D, we have In particular, f(z) is then univalent in D.
In fact, the point Zi + t(z 2 -Zi) describes, as the real parameter t varies from 0 to 1, the segment connecting z\ and z 2 which lies in D. Hence, we get
%2 -Zί Jo
Cf. Ozaki [5] .
While the function -Ig X is convex for X>0, it is not increasing so that theorem 3 cannot be applied directly for F(X) = -Ig X. However, a supplementary inequality can be derived with reference to this function. Finally, it is to be noticed that throughout the present paper the results obtained for 9ϊ can be suitably modified for several other classes similar to 3ί. The most essential point in our discussion is that any member of the class admits an integral representation of the form 
Applications.
Corresponding to length-distortion stated in theorem 1, we can derive as a consequence of itself an analogous estimation on areal distortion. 
\l-rj)
and actual evaluation of the last integral gives the desired result. The assertion on extremal functions is also evident.
The estimate in theorem 10 expresses, of course, the area of the imagedomain of the curvilinear quadrilateral | arg z < mE/2, r 0 < | z \ < r by the mapping (l + z)/(l -z). In theorem 10, the case where E covers the whole circumference and r 0 becomes 0 may be of practical interest so that it will be especially stated below.
COROLLARY. Let A(r) ~ A(r, Φ) be the area of the image-domain of \z\<r by a mapping Φ(z) e Oΐ which is counted according to the multiplicity. Then we have
and the equality sign appears for any fixed r if and only if Φ(z) is of the form (l-i-βz)/(l-£z) with |e| = l.
The estimate in this corollary is naturally equal to the limit value of the estimate in theorem 10 as r 0 ->0 and mE-*2π, i.e. r->oo. If we would attempt to obtain this corollary alone, direct calculation would lead to the result in simpler way. In fact, we havê
On the other hand, this corollary may be regarded also as a particular case of a more general theorem 11 which will be formulated below. However, it will be of some interest that this particular case is also a consequence of theorem 1 combined with classical isoperimetric inequality which can be shown to be valid also in case of multivalent mapping. In fact, we have simply From the integral representation given in theorem 1, we see that, for any z in |z|<l, the point Φ(z)eΣft laid on the w-plane lies always in the interior of the circle described by w -(e ίφ + z) / (e iφ -z) as <p varies from -π to π. Consequently, the range of Φ(z) originating from |z|<r(<l) is contained in the range-circle of (1 + z)/(1 -z) as z varies throughout \z\<r. But Φ(z) may be multivalent so that this inclusion does not necessarily take place in the sense of subordination. However, the areal distortion illustrated above shows that the area of the image of | z \ < r by Φ(z) which is counted according to multiplicity does not exceed the area of the imagecircle of \z I < r by the mapping (1 + z)/(l -z). Now, theorem 10 is a particular case of theorem 11 formulated below which is in itself an immediate consequence of theorems 3 and 6. 
A supplement.
In conclusion, we supplement here a slight remark. Rogosinski [6] has also pointed out that the length of the image-curve of any radial segment argz = θ, Q<\z\<r by a mapping Φ(z)e 9ϊ can be estimated by 
