Abstract-In this paper, a novel approach for contourbased 2D shape recognition is proposed, using a class of information theoretic kernels recently introduced [1] . This kind of kernels, based on a non-extensive generalization of the classical Shannon information theory, are defined on probability measures. In the proposed approach, chain code representations are first extracted from the contours; then n-gram statistics are computed and used as input to the information theoretic kernels. We tested different versions of such kernels, using support vector machine and nearest neighbor classifiers. An experimental evaluation on the Chicken pieces dataset shows that the proposed approach significantly outperforms the current state-of-the-art methods.
I. INTRODUCTION
Object recognition is undoubtely an important and still open research area in computer vision and pattern recognition. The classification of three-dimensional (3D) objects has been addressed using different approaches [2] , [3] , many of which are based on the analysis of two-dimensional (2D) aspects of objects, namely, 2D shapes. Many recognition tasks are addressed using only features of the boundary or the 2D shape. In this context, many contour representations have been proposed, like Fourier descriptors and chain code [3] . Actually, object contours have shown to be very expressive in many contexts, and they have been often exploited in several approaches proposed in the past, exhibiting different characteristics: robustness to noise and occlusions, invariance to translation, rotation, and scale, computational requirements, and accuracy [3] , [4] .
In this paper, a novel method for contour-based 2D shape recognition is proposed, using a class of information theoretic kernels recently introduced [1] . This type of kernels, based on a non-extensive generalization of the classical Shannon information theory, are defined on (possibly unnormalized) probability measures. In [1] , these kernels were used in text categorization tasks, by being specifically applied to different types of multinomial representations of the texts: relative term frequencies (also known as bags of words) and n-gram statistics (relative frequencies of subsequences of n symbols).
In the approach herein presented, we begin by extracting chain code representations of the contours, which yields sequences of symbols. From these sequences, n-gram statistics are then computed, which are used as input to the information theoretic kernels.
The proposed approach has been tested on the Chicken Pieces database [5] , a challenging testbed composed by silhouettes of different chicken parts (wings, backs, drumsticks, thighs, and breasts). We tested different information theoretic kernels, ranging from the classic Jensen-Shannon divergence kernel, to different versions of the recently introduced Jensen-Tsallis kernels [1] . These kernels are used in support vector machine and nearest neighbor classifiers. A study of the performance of these classifiers, as a function of the kernel parameters, has been carried out, as well as an evaluation of fully automatic versions, where the parameters are automatically computed from the training set. The results presented in Sect. 3 show that the classifiers based on the Jensen-Tsallis kernels significantly outperform the current state-of-the-art methods. Before presenting such results, the method characteristics are detailed in Sect. 2, and final remarks are summarized in Sect. 4.
II. THE PROPOSED METHOD
In this section, the proposed methodology is presented. In particular, after describing how to obtain the probability measure from the contours, the information theoretic kernels are described.
A. From contours to probability measures
To extract a probability measure from a contour, we have different options, e.g., using hidden Markov models (HMM) [6] . Here, we adopt a simpler technique, based on statistics of n-grams extracted from chain code representations of the contours. For a given n, the n-gram statistics correspond to a multinomial distribution. This choice opens the door to the use of information theoretic kernels, which are defined on pairs of multinomial distributions. Although other, more complex models, such as HMM, could be considered, the corresponding kernels can not be computed in closed form. Because the information theoretic kernels defined in [1] can also be applied on unnormalized measures, they can be used either directly with the raw n-gram counts or with the corresponding normalized versions (multinomials).
B. Information theoretic kernels
Kernels on probability measures have been shown very effective in classification problems involving text, images, and other types of data [7] , [8] , [9] , [10] . Given two probability measures p 1 and p 2 , representing two objects, the following information theoretic kernels can be defined (for more details, see [1] ):
• Jensen-Shannon kernel,
with JS(p 1 , p 2 ) being the Jensen-Shannon divergence
where H(p) is the usual Shannon entropy.
• Jensen-Tsallis kernel,
where T q (p 1 , p 2 ) is the Jensen-Tsallis q-difference, defined as:
and S q (r) is the Jensen-Tsallis entropy, defined, for a multinomial r = (r 1 , r 2 , ..., r L ), with r i ≥ 0 and
. q represents the free parameter of the kernel, which can be chosen for example by cross validation. In [1] , versions of these kernels applicable to unnormalized measures were also defined. Let µ 1 = ω 1 p 1 and µ 2 = ω 2 p 2 be two unnormalized measures, where p 1 and p 2 are the normalized counterparts (probability measures) and ω 1 and ω 2 arbitrary positive real numbers (weights). The weighted versions of the Jensen-Tsallis kernel are defined as follows:
• Weighted Jensen-Tsallis kernel (version 1),
where
and
It was shown in [1] that k 
III. EXPERIMENTAL RESULTS
We test the proposed approach on the publicly available Chicken Pieces dataset 1 [5] . This dataset contains 446 binary images (silhouettes) of chicken pieces, each belonging to one of five classes representing specific chicken parts: wing (117 samples), back (76), drumstick (96), thigh and back (61), and breast (96) -some examples may be found in Fig.  1 . This constitutes a challenging classification task, which has been studied by several authors [5] , [11] , [12] .
From binary silhouettes, contour descriptions are extracted: notice that these contour descriptions completely specify the underlying shape. These contours are then encoded using the (8 directions) chain code, leading to a sequence of symbols (on an alphabet of 8 symbols) for each contour. From the sequence of symbols corresponding to each shape contour, we compute statistics of n-grams (for n = 2, n = 3, and n = 4), that is, we count how many times each possible subsequence of length n exists in each contour. This can be seen as a bag-of-words representations of the sequences, where the dictionary contains all the 8 n possible length-n sequences/"words". In summary, each shape is represented by a 8 n -dimensional vector of nonnegative numbers (which may or may not be normalized to unit sum) that will serve as arguments for the kernels defined in the previous section subsequently used by a kernel-based classifier.
We consider two types of classifiers: support vector machines (SVMs) and K-nearest neighbors (K-NN). Parameter C of the SVM learning algorithm is optimized by 10-fold cross validation (CV). For the K-NN classifiers, we consider both the simplest version 1-NN as well as K chosen by 10-fold CV. Concerning parameter q of the Jensen-Tsallis kernels, we report results both with the best performing value and with the value selected by 10-fold CV. Finally, we found that the best choices of n were n = 4, in the case of the SVM, and n = 3 for the K-NN classifiers. Table I reports Accuracies of different kernels, for different values of the parameter q.
Table II compares our best results against other published results on the same dataset [13] , [14] , [11] , [15] , [16] , [12] , [17] , [18] . Although the experimental procedure is not the same in all those references, the results suggest that the proposed method performs better than the others. 
IV. CONCLUSIONS
In this paper, a novel approach for contour-based 2D shape recognition has been proposed. In the presented methodology, chain code representations are extracted from the shape contours, and n-gram statistics are then computed, representing the input of some information theoretic kernels recently introduced [1] , based on a non-extensive generalization of the classical Shannon information theory. We tested different versions of such kernels, using support vector machine and nearest neighbor classifiers. An experimental evaluation on the Chicken pieces dataset showed that the proposed approach significantly outperforms the current state-of-theart methods.
