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Alladi and Gordon [J. Combin. Theory Ser. A 63 (1993), 275-300] have recently 
proved a general partition identity which generalized earlier results by Bressoud 
and G611nitz by analyzing a continued fraction introduced by Ramanujan. This 
result was the motivation for the investigation of the sets of partitions and 
bipartitions defined in this article. We construct explicit bijections between the sets 
of partitions and bipartitions under consideration, giving a new proof of the 
formula for the Gaussian polynomials and leading to a strong refinement of the 
theorem by Alladi and Gordon. © 1995 Academic Press, Inc. 
1. INTRODUCTION 
The start ing point  for this article was a recent paper  by Al ladi  and 
Gordon [1], in which they proved the theorem on part i t ions [1, Theo-  
rem A] stated below which general ized results by Bressoud and G611nitz. 
First we have to recall  some notation. Let m > 2 be a fixed modulus and 
A =(A  1 . . . . .  A k) be a part i t ion of n. If  a is a positive integer and 
h i = a + (t - 1)m for some t _> 1, we say that ~i is an a -par t  of A of 
m-level t. In the statements below we always tacitly assume that the 
part i t ion h has no other parts than those explicitly ment ioned.  
THEOREM 1.1. Suppose m >_ 2 and a, [3 ~ N with a < [3 < a + m.  Let  
A (n ;  i, j )  = #{h F- n: h has i + j distinct a-parts, 
j distinct ([3 - a)-parts,  
each (f i  - a)-part  is o f  m-level  <_ i + j} 
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Then 
B(n; i, j )  = #{/l P n: ~ has i distinct a-parts, j distinct ~3-parts, 
each a-part is o f  m-level > j, 
no two fi-parts are on consecutive m-levels] 
C(n; i, j )  = #{)t P n: )t has i a-parts, j ~3-parts, 
with difference > m between parts, 
no two ~3-parts have consecutive m-levels}, 
A (n ; i , j )  = B(n ; i , j )  = C(n ; i , j ) .  
Remark.  In fact, we can get rid of the assumption on a and fi and just 
assume a < fl and a ~/3 (rood m) by redefining C(n; i, j )  as follows: 
C(n; i, j )  = #{A ~ n: A has i a-parts, j/3-parts, 
no two parts are on the same m-level, 
no part has an m-level one less than that of a/3-part} 
It is not hard to check that this gives indeed the same number of partitions 
under the stronger assumptions on a and/3 in the theorem above, though 
the set of partitions is in general not the same. 
The theorem above is obtained as an easy consequence of the following 
theorem [1, Theorem 1 N] (resp. [1, Theorem 1D]). Here, we denote by 
~-c n a coloured partition A of n. 
THEOREM 1.2. Set 
,~N(n; i, j)  = [A Pc n: A has i + j distinct redparts, 
j distinct blue parts, one blue part may be O, 
all blue parts are < i + j - 1} 
~'N(n; i, j)  = {~. Pc n: A has i distinct redparts, 
j distinct non-consecutive blue parts, 
each red part is > j} 
~N(n: i, j) = {A Pc n: ,~ has i red parts and j blue parts, 
all parts are distinct, 
after each blue part there is a gap > 2}. 
Then 
#s~¢N(n; i, j )  = #,-~N(n; i, j )  = #~N(n;  i, j ) .  
While Alladi and Gordon give an explicit bijection for proving 
#~N(n;  i, j) = #~N(n;  i, j), the equality with #,.~N(n; i, j)  is proved by 
analyzing the numerator and denominator of the following continued 
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fraction introduced by Ramanujan: 
R(a,  b) = 1 + 
l+aq+ 
bq 
bq 2 
bq 3 
1 +aq2+ - - -  
Our original goal was to produce a combinatorial proof, i.e., a bijection, 
also for the equality #seN(n; i, j) = #~N(n;  i, j). Since the conditions 
occurring in dN(n;  i, j) and ,.~N(n; i, j) can be "separated," it seems to 
be clearer to consider bipartitions. We define the following two sets of 
bipartitions of a given number n, for all i and j: 
aC(n; i , j )  = {('W1; "/T2) k- n: l(~-1) < i + j , I (~-2) _<j, and max ~- z < i} 
, . .~(n;i, j)  = {(~-1;~-2) ~ n: I(~-,) < i , / ( r r2)  < j} .  
Here (~'1; ~r2) ~- n means that (~'1; ~re) is a pair of partitions such that the 
sum of the parts of ~'1 and ~r 2 together equals n, l(~r) denotes the length 
of the partit ion ~r, and max ~r its largest part. In the sets above, the 
restriction on rr 1 in ~.~(n; i, j)  is weakened in -d(n; i, j)  and a stronger 
condition on 77" 2 is imposed. In the special case when i + j > n the effect 
of shifting the restrictions becomes particularly striking; then we have a 
bijection between the two sets 
~(n; i , j )  = {('W1;'B'2)  I--- n ]  l ( 'w2)  <j ,max ~- 2 < i} 
~(n; i , j )  = {(~rl; ~-2) F-n: I(7/'1) _~ i , l (~-2) < j} ,  
that is, instead of having two " independent"  conditions on ~r I and ~r 2 in 
~'(n;  i, j), we have both conditions combined on ~r 2 in ae(n; i, j). 
The obvious relation between d(n ;  i, j), 2 (n ;  i, j )  and ~gU(n; i, j), 
~N(n;  i, j), respectively, is given by 
LEMMA 1.3. For all n, i, j there are. natural correspondences between 
i+j j -  1 
(a) sCn(n; i , j )  and s¢(n -  ~ k -  ~ l ; i , j ) ,  
k=l  /=1 
i+j j 
(b )~ ' " (n ; i , j )  and ~_,~(n - ~ k -  ~., (2l - 1) ; i , j )  
k=j+l  l= 1 
i+j j -  1 
=~,~(n-  ~. ,k -  ~_,l;i, j). 
k=l  /=1 
Hence #sO(n; i, j )  = #~(n;  i, j)  for all n, i, j" will yield the theorems in 
[1] stated above. Indeed, there is a much finer correspondence between 
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these sets which is implied by an underlying bijection between certain sets 
of partitions (or an equivalent version in terms of partitions and biparti- 
tions); see Theorem 2.2 below. As an immediate consequence, this will 
then allow us to deduce a strong refinement of Theorem 1.2, see Theorem 
2.3 below. 
2. CORRESPONDENCES BETWEEN CERTAIN PARTITIONS 
AND BIPARTITIONS 
First observe that the set ~(n;  i, j) has a canonical decomposition i to 
"layers": 
2(n ; i , j )  = U {('77"1;77"2): 771 1-" n -  I~r2l,l(rrl) <i},  
I'n'2l_<n 
l(~r2)--<j 
where [~r2[ denotes the sum of the parts of the partition 77 2. So for any 
partition ~'2 with [~r 2] _< n and l(Tr 2) _.< j we have a layer corresponding 
to {% ~- n - [~'2f: l(rq) < i}. Now there is a similar decomposition i to 
layers for the set ae(n; i, j). 
PROPOSITION 2.1. There is a bijection between the set ae(n; i, j) and the 
set 
U 
I'rihl_< n
l((ra)<-j 
{(~I: (P l ;P2)) :  (Pl;P2) [ " -n -  [~, l , l (p l )  <_j, maxp 1 <_ i, 
j + 1 < min P2, max P2 -< J + i} 
defined as follows. 
Let ("/T1; 7T 2) ~ ~(n'~ i, j), say 
rr] = ( lm*,zm2,. . . , jmi , ( j  + 1)m'+l , . . . , ( j  + i)m'+i), 
where we denote the partition conjugate to rq by rr' 1. Then defining 
+1 = ( lm',2m2, . . . ,  jm,)', p~ = 7rz, P2 = ((J + 1)m'<, " ' ' ,  (J + i) m'+') 
gives an element (771; (Pl; P2)) in the set corresponding to ~l in the union 
above. 
It is clear how to go back from a given ~1 and (Pl; P2) to an element 
(rrl; rr 2) in ae(n; i, j), and thus the map given above is indeed a bijeetion. 
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We call the sets 
{(P l ;P2)  k-- n -- I~'~1: l(pl) ~ j ,  max& _< i, 
j + 1 < rain P2, max P2 -< J + i} 
occurring above for a fixed ~'1, the layers of H(n; i, j). 
We will now prove that indeed the layers in the decompositions above 
correspond. This is a bit surprising at first glance since the " J - layers"  
depend on j, whereas the --@-layers" do not. 
Now the layers of d (n ; i , j )  can easily be transformed into sets of 
partitions by mapping a bipartition (&; P2) as above to the partition with 
the parts of P'I and P2 combined. Then the correspondence b tween the 
layers of ag and ~'  is an immediate consequence of the following result on 
partitions. 
THEOnEM 2.2. Given any i, j, n ~ N o, we set 
aCi,i( n ) = {p t- n: max p < i + j, p has at most i parts < j} 
~ i (n )  = {rr ~- n: l(rr) <_ i}. 
Then 
#agi,j(n ) = #~i (n )  fo ra l l i , j ,n ,  
and in fact, we will construct an explicit bijection between the sets aC/,/n) 
and 2 i (n )  below. In particular, the cardinality of ~i , j (n)  does not depend 
on J. 
Proof. For j > n, there is nothing to prove as then aCi, j(n) =~'i(n). 
We are now going to construct a bijection fj: ~e. ~(n) --+ sCi,j_l(n ) for all 
j > 1, which will prove the theorem. 
If p ~sYi, j (n)~agi ,  j_l(n) , then set fa.(p)=p. Now take p ~agi, j(n) , 
p ~ aC/,~_l(n), say p = (D  . . . . .  ( j  + i)a~+l). Since p ~ di, j_l(n) , we must 
have aj+ i 4= O. 
We now transform p in a number of steps until we reach an element in 
ae,,j_ l(n). Set p(0) = p. We replace a part j + i by a part j and add i ls to 
all parts < j, adding extra zero parts to have exactly i such parts, formally: 
p(1) = ( l i - (a l+ . . .+a j_ , ) ,2a  I . . . .  , ( j _  1)aJ-z, ja j  l+l+aj ,  
(J + 1) ~'+' . . . . .  ( j  + i)°,+'-1). 
That is, we remove a part j + i, bend it into a hook of arm length j and 
leg length i, and insert this hook back into the partition to obtain O {1). 
Note that after this has been done, the resulting partition still has at most 
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i parts < j, but it now has more than i parts < j. If there are parts j + i 
left, i.e., aj+~ - 1 > O, then continue by removing these parts and replac- 
ing them by hooks in the same way as above until all the parts j + i have 
been removed and we have reached (after m steps, say) a partition 
p(m) = ( lb l  . . . .  , jb, . . . .  , ( j  + i - 1) bj+i-~) 
with i -  1 Ek=lbk < i, and hence p(m) ~ di ,  j _ l (n) .  Set f j(p) = p(m). 
It is easy to see that each of the steps of the algorithm above is 
reversible,i.e., the multiplicities of the parts in p(t- 1) can easily be restored 
from the multiplicities in p(O (see the example below). More precisely, 
given any element p ~ ~, j _ l (n ) ,  p ~ ag,,~(n), this must have the form 
p = ( la l , . . . , j  aj . . . . .  (J + i -  1)~'+*-~), 
with J i -  1 ~k=lak  > i and Ek= aa~ --< i, and we can reverse the algorithm above 
to obtain an element in aei , /n)  after a finite number of steps. Thus, the 
algorithm produces an explicit bijection 
+ 
for all j > 1, and the theorem is proved. 
Remark.  It is not hard to check that the steps leading from p = p(0) to 
p(m) can also be described more compactly as follows. Set (o~ 1. . . .  , ~r t) = 
(1 a' . . . .  , ( j -  1)a~-l), so t < i. Now remove all ai+ i parts j + i at once 
from p, get aj+ i parts j for the final partition, and replace the partition 
(~rl,. . . ,  o" t) by the partition 
{ai_ t 
o" = ~ j+i ,° ' l  + a j+ i , . . . , ° t  + aj+i) .  
We now have to extract further parts j from this partition ~ in an 
appropriate way, according to the algorithm above. Let 
r = #{k:  ~r k + aj+ i >j}.  
Then we obtain r further parts j for f j(p) from d, and the i lower parts of 
f j(p) are given by: 
O.t_r+ + aj+i _ j , . .  ~ + aj+i _ j ,  i - t  •, aj+i, or 1 @ aj+ i, • . ., oft_ r + aj+i) .  
This corresponds to removing j-strips consisting of a node from each of 
the j rightmost columns of the partition ~, as long as the largest part is 
still > j. 
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EXAMPLE. To illustrate the algorithm, here is an example for the 
values i = 4 and j = 20. 
We start with the partition p = (3 8 10 20 212 22 235 24~6), which is in 
d4,20, but not in sC4,a9. Hence we obtain: 
p(0) = ( 3 8 10 20 21 a 22 235 2416) 
p(1) = (1 4 9 11 202 212 22 235 2415) 
p(9) = (9 
p(lO) = ( 
p(~) = (1 
p(12) = ( 
12 17 19 201° 212 22 235 247 )
10 13 18 2012 212 22 235 246 ) 
11 14 19 2013 212 22 235 245 ) 
2 12 15 2015 212 22 235 244 ) 
0 (16) = (4 6 16 19 2019 212 22 235 ) 
As  p(16) ~ &¢4,19, we  thus have f (p)  = p(16). 
In the more compact version of the algorithm, we remove all 16 parts 24 
at once, to obtain 16 further parts 20 immediately, and we then have to 
deal with the partition (16 19 24 26) as described above. Here r = 2, so we 
extract wo further parts 20 and we obtain (4 6 16 19) as the lower parts of 
fz0(P)- Collecting all the parts together, we thus have again computed the 
image fz0(P) = p(16) given above. 
From our theorem, Proposition 2.1, and the remarks on the layer 
decompositions we easily obtain refinements of some of the results in [1]; 
we only state the following refinement of the main theorem [1, Theo- 
rem IN]: 
THEOREM 2.3. Given a partition ~r ~- m with l(Tr) <_ j, we define the 
partition ~" I-- m + ~= 1(2k - 1) to be the canonically corresponding parti- 
tion with j distinct non-consecutive parts. Then for any n > m + ~ = 1 
(2k - 1) + E£+~+lk the following two sets of coloured partitions of n are 
equinumerous , 
dN(n ; i ,T r )  = {A ~dN(n; i , j ) :  hjred =~')  
~N(n ; i ,T r )  = {A ~X(n; i , j ) :  Ablue = ~'}, 
where Ablue resp. /~red consists of aU the blue resp. red parts of A, and for a 
partition A E t iN(n ;  i, j)  one determines A~e d as follows: 
Let Arid be the partition of n - Y'.~+=ilk into at most j + i parts obtained 
f rom Are d by subtracting 1, 2 , . . . ,  j + i from its parts (in increasing order), 
say /~red = ( lal, 2a2 . . . . .  J ai . . . .  ( j  + i)aJ+i). Then AJed = (U 1, 2a2, . . . ,  jaO'. 
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3. REMARKS ON THE CORRESPONDENCES 
Remark 3.1. There is a canonical bijection 
<,0( . )  = {p ~- .: max p < i} 
~i ,n (n)  = {p t- n: l (p )  < i} 
given by conjugation. Hence it would have been sufficient o show that the 
algorithm gives an injection ~i, j(n) ~ di, j_l(n) at each step. 
Note that our algorithm does not produce this canonical bijection but 
rather a very different one! For i = n, ~ , (n )  =~(n)  = ~, , j (n)  for all n 
and j, and the algorithm just gives the identity. In general, the algorithm 
fixes a partition "whenever it can"; i.e., partitions p ~. , (n )  with 
max p < i are fixed, i.e., sent to p ~ d~,0(n). Even for the special partition 
(n) there is no such easy description of the image. 
EXAMPLE. Here is the complete description of the algorithm for n = 10 
and i = 2. (As long as a partition is fixed, there is no entry in the line 
between it, except in the last line.) 
j .A2j( IO) 
10 (10) 
9 
8 
7 (12 8) 
6 
5 (226) 
4 
3 (32 4) 
2 
1 (12 2 3 2) 
0 (1 s 2) 
(1 9) 
(127)  
(235)  
(1 3 3) 
(1 x°) 
(28) 
(136)  
(242 ) 
(25 ) 
(2 5 ) 
(3 7) 
(145)  
(1234)  
(12 3 3) 
(14 2 3 ) 
(4 6) 
(1242 )
(1224 )
(12 2 4 ) 
(52 ) 
(2 2 3 2 ) 
(16 2 2 ) 
Remark 3.2. Translating the partition identity in Theorem 2.2 into an 
identity for the corresponding enerating functions, we obtain another 
proof of the fact that the generating function G(i, j; q) for the number 
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p( i ,  j ,  n)  of partitions of n into at most j parts, each < i, has the form 
(see [2, Theorem 3.1]): 
(q ) j+ i  i 1 - -q i+k  
G( i , j ;q ) -  - 1-[ 
(q ) i (q ) j  k -1  1 -- qk " 
Indeed, the partition identity in Theorem 2.2 is a combinatorial interpreta- 
tion of the formula 
i 1 j+i 1 
l~  qk -- G( i , j ;q )  I--[ qk"  
k=l 1--  k=j+l 1 -  
If one does not try to obtain a fine correspondence b tween the layers of 
the sets d (n ;  i, j)  and ~'(n; i, j), but just looks for a bijection between 
these sets, this means one is searching for a combinatorial proof of the 
"uncancelled" equation for the Gaussian polynomials: 
i 1 J 1 j+i 1 
I - I  q ~ kl~I= 1 1 q k -- G ( i , j ;  q )  1-I k=l  1 -- = -- k=l  1 -- 
qk"  
Different bijections corresponding to this latter formula have been given 
by Zeilberger (see [3, Theorem 2.1]) and Joichi and Stanton [4]. Indeed, 
Zeilberger's algorithm also gives a refined correspondence, but between 
subsets parametrized by a much coarser invariant han our layers above, 
namely only by the length of the first partition of an J-bipartit ion. On the 
other hand, these bijections between sets of bipartitions are simpler to 
describe compactly than our bijection above which was constructed with 
an iterative algorithm. 
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