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Abstract
By representing the field content as well as the particle creation operators
in terms of fermionic Fock operators, we compute the corresponding matrix el-
ements of the Federbush model. Only when these matrix elements satisfy the
form factor consistency equations involving anyonic factors of local commu-
tativity, the corresponding operators are local. We carry out the ultraviolet
limit, analyse the momentum space cluster properties and demonstrate how
the Federbush model can be obtained from the SU(3)3-homogeneous sine-
Gordon model. We propose a new Lagrangian which on one hand constitutes
a generalization of the Federbush model in a Lie algebraic fashion and on the
other a certain limit of the homogeneous sine-Gordon models.
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1 Introduction
The analysis of the structure and properties, as well as the evaluation of exact form
factors, is one of the central problems in 1+1 dimensional quantum field theories.
One of the main reasons for their distinct role is that they serve to compute very
efficiently correlations functions of local operators O(x). Instead of a perturbative
expansion in the coupling constant one may expand the correlation functions in
terms of exact expressions of n-particle form factors, that is the matrix element of
a local operator O(x) located at the origin between a multiparticle in-state and the
vacuum
FO|µ1...µnn (θ1, . . . , θn) ≡
〈
O(0)Z†µ1(θ1) . . . Z†µn(θn)
〉
in
. (1)
The operators Z†µ(θ) are creation operators for a particle of type µ as a function of
the rapidity θ.
Since the original proposal of this method to evaluate correlation functions [1],
various schemes have been suggested to compute these objects. One of the origi-
nal approaches is modeled in spirit closely on the set up for the determination of
exact scattering matrices. It consists of solving a system of consistency equations
which have to hold for the n-particle form factors based on some natural physical
assumptions, like unitarity, crossing and bootstrap fusing properties [1, 2]
F
O|...µiµi+1...
n (. . . , θi, θi+1, . . .) = F
O|...µi+1µi...
n (. . . , θi+1, θi, . . .)Sµiµi+1(θi,i+1) , (2)
FO|µ1...µnn (θ1 + 2πi, . . . , θn) = γ
O
µ1
FO|µ2...µnµ1n (θ2, . . . , θn, θ1) , (3)
Res
θ¯→θ0
F
O|µ¯µµ1...µn
n+2 (θ¯ + iπ, θ0, θ1. . . θn) = i(1− γOµ
n∏
l=1
Sµµl(θ0l))F
O|µ1...µn
n (θ1. . . θn). (4)
Here γOµ is the factor of so-called local commutativity defined through the equal
time exchange relation of the local operator O(x) and the field Oµ(y) associated to
the particle creation operators Z†µ(θ)
Oµ(x)O(y) = γOµ O(y)Oµ(x) for x1 > y1 . (5)
The factor γOµ is very often omitted in the analysis or simply taken to be one, but it
can be seen that already in the Ising model it is needed to set up the equations con-
sistently [3]. A consequence of its presence is that a frequently made statement has
to be revised, namely, that (2)-(4) constitute operator independent equations, which
require as the only input the S-matrices Sij(θij) between particles of type i and j
as a function of the rapidity difference θij ≡ θi−θj . In the following manuscript we
demonstrate that apart from ±1, which already occur in the literature, this factor
can be a non-trivial phase. Thus the form factor consistency equations contain also
explicitly non-trivial properties of the operators.
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Trying to find solutions to these equations has been pursuit successfully for many
models and has led to the determination of closed exact expressions for n-particle
form factors for a wide class of local operators O(x), e.g. [1, 2].
Alternatively some authors develop methods which borrow ideas which have
proven to be very powerful in the context of conformal field theory, where the use
of symmetries and their related algebras has led to a successful determination of
correlation functions [4]. Yet, the most direct way to compute the matrix elements
in (1) is to find explicit representations for the operators Z†µ(θ) and O(x). For
instance in the context of lattice models this is a rather familiar situation and one
knows how to compute matrix elements of the type (1) directly. The problem is then
reduced to a purely computational task (albeit non-trivial), which may, for instance,
be solved by well-known techniques of algebraic Bethe ansatz type, e.g. [5]. In the
context of field theory a similar way of attack to the problem has been followed by
exploiting a free field representation for the operators Z†µ(θ) and O(x), in form of
Heisenberg algebras or their q-deformed version. So far a successful computation of
the n-particle form factors with this approach is limited to a rather restricted set of
models and in particular for the sine-Gordon model, which is a model extensively
studied by means of other approaches [2, 6], only the free Fermion point can be
treated successfully [7, 8] so far. One of the main purpose of this manuscript is to
advocate yet another approach, namely the evaluation of the matrix elements (1)
based on an expansion of the operators in the conventional fermionic Fock space.
Recalling the well-known fact that in 1+1 space-time dimensions the notions of
spin and statistics are not intrinsic, it is clear that both approaches are legitimate.
Since the model we mainly consider in this manuscript, the Federbush model, is
closely related to complex free Fermions the usage of fermionic Fock operators
seems natural. Nonetheless, we expect this procedure to hold in more generality
and to allow an extension to other models.
Our manuscript is organized as follows: In section 2 we recall an explicit fermionic
free field representation for the particle creation operators Z†µ(θ) occurring in (1)
valid for all diagonal scattering matrices. In section 3 we treat the complex free
Fermion, we provide a generic expression for a potentially local operator and spe-
cialize it to particular operators whose form factors we directly compute, namely the
order and disorder field and various components of the energy-momentum tensor.
In section 4 we extend this analysis to the Federbush model and show in partic-
ular how it is related to homogeneous sine-Gordon (HSG) models on the level of
the scattering matrix. In addition we analyze the momentum space cluster prop-
erty. We pay special attention to the factor of local commutativity. In section 5
we propose a Lie algebraic generalization of the Federbush model. In section 6 we
sustain the relation between the Federbush and the HSG-models by carrying out
the ultraviolet limit. We state our conclusions in section 7.
2
2 Fock space representation for the FZ-operators
In order to proceed in the way as outlined above, we have to provide explicit rep-
resentations for the creation operators Z†µ(θ) and the fields O(x). The former oper-
ators are characterized by their braiding behaviour, i.e. when they are exchanged
they pick up the scattering matrix as a structure constant. We restrict our consid-
erations in this manuscript to theories in which backscattering is absent, such that
the exchange algebra for the Z-operators reads [9]
Z†i (θi)Z
†
j (θj) = Sij(θij)Z
†
j (θj)Z
†
i (θi) = exp[2πiδij(θij)]Z
†
j (θj)Z
†
i (θi) . (6)
As indicated in (6), the scattering matrix Sij(θij) can be expressed as a phase.
Identical relations hold for the annihilation operators, i.e. Z†(θ) → Z(θ) in (6).
When we braid a creation and an annihilation operator the presence of an additional
central term was suggested in [10]
Zi(θi)Z
†
j (θj) = Sij(θij)Z
†
j (θj)Zi(θi) + 2πδijδ(θi − θj) , (7)
which ensures that one recovers the usual (fermionic) bosonic (anti)-commutation
relations in the case (S = −1) S = 1. The relations (6)-(7) are commonly referred
to as Faddeev-Zamolodchikov (FZ) algebra. A representation for these operators in
the bosonic Fock space was first provided in [11]
Z†i (θ) = exp
[
−i
∫ ∞
θ
dθ′ δil(θ − θ′)a†l (θ′)al(θ′)
]
a†i(θ) . (8)
By replacing a constant phase with the rapidity dependent phase δij(θ) and turning
the expression into a convolution with an additional sum over l, the expression (8)
constitutes a generalization of formulae found in the late seventies [12], which in-
terpolate between bosonic and fermionic Fock spaces for arbitrary spin. The latter
construction may be viewed as a continuous version of a Jordan-Wigner transfor-
mation [13], albeit on the lattice the commutation relations are not purely bosonic
or fermionic, since certain operators anti-commute at the same site but commute
on different sites. Alternatively, one may also replace the bosonic a’s in (8) by
operators satisfying the usual fermionic anti-commutation relations
{ai(θ), aj(θ′)} = 0 and
{
ai(θ), a
†
j(θ
′)
}
= 2πδijδ(θ − θ′) (9)
and note that the relations (6) are still satisfied [14]. In the following we want to
work with this fermionic representation of the FZ-algebra (6). Having obtained
a fairly simple realization for the Z-operators, we may now seek to represent the
operator content of the theory in the same space. In general, this is not known and
we have to resort to a study of explicit models at this stage.
3
3 Complex free Fermions
To illustrate the procedure, to fix some of our notations and to set the scene for
the Federbush model, we will commence with the free Fermion. Let us consider N
complex (Dirac) free Fermions described as usual by the Lagrangian density∗
LFF =
N∑
α=1
ψ¯α(iγ
µ∂µ −mα)ψα . (10)
The associated equations of motion, i.e. the Dirac equations (iγµ∂µ −mα)ψα = 0,
may then of course be solved with the help of the well-known Fourier decomposition
of the complex free Fermi fields
ψα(x) =
∫
dp1α√
4πp0α
(
aα(p)uα(p)e
−ipα·x + a†α¯(p)vα(p)e
ipα·x
)
α = 1, . . . , N.
(11)
We abbreviated as usual
√
m2α + p
2
α = p
0
α and employed the Weyl spinors
uα(p) =
√
mα
2
(
e−θ/2
eθ/2
)
and vα(p) = i
√
mα
2
(
e−θ/2
−eθ/2
)
. (12)
The amplitudes of the scattering matrices are simply Sαα′ = −1 for all combinations
of α, α′ and the FZ-algebra coincides by construction with the Clifford algebra (9),
that is Zα(θ) = aα(θ).
A further property, which we want to exploit here and in the next section, is
the U(1)-symmetry of the Lagrangian LFF, that is changing
ψα(x)→ ηαψα(x), (13)
with ηα ∈ U(1) leaves the Lagrangian in (10) invariant. This simple symmetry will
allow an a priori judgement about vanishing form factors.
∗We use the following conventions throughout the paper:
xµ = (x0, x1), pµ = (m cosh θ,m sinh θ)
g00 = −g11 = ε01 = −ε10 = 1,
γ0 =
(
0 1
1 0
)
, γ1 =
(
0 1
−1 0
)
, γ5 = γ0γ1,
ψα =
(
ψ(1)α
ψ(2)α
)
, ψ¯α = ψ
†
αγ
0 .
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3.1 Form factors of some local operators
Let us now define a prototype auxiliary field
χακ(x) =
1
4π2
∫
dθdθ′
[
κα(θ, θ′)
(
a†α(θ)a
†
α¯(θ
′)ei(p+p
′)·x + aα(θ)aα¯(θ
′)e−i(p+p
′)·x
)
+κα(θ, θ′ − iπ)
(
a†α¯(θ)aα¯(θ
′)ei(p−p
′)·x − aα(θ)a†α(θ′)e−i(p−p
′)·x
)]
. (14)
This field is essentially bilinear in the free Fermi fields up to the function κ(θ, θ′),
whose precise expression, which gives the field its individual characteristic, we will
leave generic for the time being. The properties of this function, like κ(θ − iπ, θ′ −
iπ) = κ(θ, θ′), as well as the form of the space-time dependent exponentials, are
dictated by the crossing in (1). It means bringing consistently some of the particle
creation operators Z†µ(θ) to the left of the operator O(0) introduces these con-
straints. Fields of this nature appear already in [16]. We now want to compute the
matrix element of a general operator composed out of χακ(x)
Oχακ (x) = :eχακ(x): . (15)
The direct computation of matrix elements related to these fields is straightforward
by employing Wick’s first theorem†. Noting that the contribution from the normal
ordered part is of course zero, since all annihilation and creation operators are
brought to the left and right, respectively, we obtain for instance
F˜
χακ |α¯α
2 (θ1, θ2) =
1
4π2
∫
dθdθ′κα(θ, θ′)
(
aα(θ)aα¯(θ
′)a†α¯(θ1)a
†
α(θ2)
)
=
∫
dθdθ′κα(θ, θ′)δ(θ − θ2)δ(θ′ − θ1) = κα(θ2, θ1) . (16)
Proceeding in this way to higher particle numbers, we compute
F˜
Oχ
α
κ |n×α¯α
2n (θ1, . . . , θ2n) =
1
n!
∫
dθ
′
1 . . . dθ
′
2n
n∏
i=1
κα(θ′2i−1, θ
′
2i) detD2n , (17)
where Dℓ is a rank ℓ matrix whose entries are given by
Dℓij = cos2[(i− j)π/2]δ(θ
′
i − θj) , 1 ≤ i, j ≤ ℓ . (18)
We used the identity
aα(θ
′
n) · · ·aα¯(θ′3)aα(θ′2)aα¯(θ′1)a†α¯(θ1)a†α(θ2)a†α¯(θ3) · · ·a†α(θn) +
aα(θ
′
n) · · ·aα¯(θ′3)aα(θ′2)aα¯(θ′1)a†α¯(θ1)a†α(θ2)a†α¯(θ3) · · ·a†α(θn) + · · · = DetDn. (19)
†The difference between the product of some linear operators and its normal ordered prod-
uct has to be a c-number determined by all possible contractions, i.e. for the linear operators
A,B,C, . . . holds ABC . . .− :ABC . . . : = sum over all possible contractions (see e.g. [19]).
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A further generic field, which we want to study and which, in contrast to Oχακ , now
possesses non-vanishing matrix elements with an odd particle number is
Oˆχακ (x) = :ψˆα(x)eχ
α
κ(x): . (20)
This field involves the fermionic field with the spinor structure stripped off
ψˆα(x) =
∫
dp1α
2πp0α
(
aα(p)e
−ipα·x + a†α¯(p)e
ipα·x
)
. (21)
Similarly as before we compute the matrix elements
F˜
Oˆχ
α
κ |α(n×α¯α)
2n (θ1, . . . , θ2n+1) =
1
n!
∫
dθ
′
1 . . . dθ
′
2n+1
n∏
i=1
κα(θ′2i, θ
′
2i+1) detD2n+1 . (22)
Note that Oχακ (x) and Oˆχακ (x) are in general non-local operators, in the sense
that it is not guaranteed that they (anti)-commute for space-like separations, i.e.
[O(x),O′(y)] = 0 for (x − y)2 < 0. At the same time F˜On is just the matrix ele-
ment as defined on the r.h.s. of (1) and not yet a form factor of a local field, in
the sense that it satisfies the consistency equations (2)-(4), which imply locality of
O‡. In order to distinguish between this two different situations we denote matrix
elements in general by F˜On and form factors of local operators by F
O
n . For instance,
as a consequence of the monodromy equation (3), a necessary condition for these
two functions to coincide for χακ(x) is
κα(θ, θ′ + 2πi) = −γχακα¯ κα(θ, θ′) . (23)
Before specifying the functions κ more concretely such that the corresponding O’s
become local, we would like to compare briefly the generic operators of the type
(14), (15) and (20) with some general expressions for “local” operators which ap-
pear in the literature [17, 14, 18]. We carry out this argument in generality without
restriction to a concrete model. Let us restore in equation (1) the space-time depen-
dence, multiply the equation from the left with the bra-vector
〈
Z†µn(θn) . . . Z
†
µ1
(θ1)
∣∣∣
and introduce the necessary amount of sums and integrals over the complete states
such that one can identify the identity operator I
∑
n=1...∞
µ1...µn
∞∫
−∞
dθ1 . . . dθn
n!(2π)n
FO|µ1...µnn (θ1 . . . θn)
〈
Z†µn(θn) . . . Z
†
µ1
(θ1)
∣∣∣ e−i∑j pj ·x
=
∑
n=1...∞
µ1...µn
∞∫
−∞
dθ1 . . . dθn
n!(2π)n
〈
O(x)Z†µ1(θ1) . . . Z†µn(θn)
〉〈
Z†µn(θn) . . . Z
†
µ1
(θ1)
∣∣∣
= 〈O(x) I .
‡A rigorous proof of this statement to hold in generality is still an open issue.
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Cancelling the vacuum in the first and last line, and noting that we can replace
the product of operators, which is left over also by its normal ordered version, we
obtain the expression defined originally in [17]
O˜(x) =
∑
n=1...∞
µ1...µn
∞∫
−∞
dθ1 . . . dθn
n!(2π)n
FO|µ1...µnn (θ1 . . . θn) : Z
†
µn
(θn) . . . Z
†
µ1
(θ1) : e
−i
∑
j
pj ·x
(24)
Hence this field is simply an inversion of (1). From its very construction it is clear
that O˜(x) is a meaningful field in the weak sense, that is acting on an in-state
we will recover by construction the form factor related to O(x). In addition, one
may also construct the well-known expression of the two-point correlation function
expanded in terms of form factors, as stated in [17]. However, it is also clear that
O˜(x) 6= O(x), simply by comparing (24) and the explicit expressions for some local
fields occurring in the free fermionic theory, e.g. (14), (15) and (20). The reason is
that acting on an in-state with the latter expressions the form factors are generated
in a non-trivial Wick contraction procedure, whereas when doing the same with (24)
the Wick contractions will be trivial. Therefore general statements and conclusions
drawn from an analysis made on O˜(x) should be taken with care. It is also needless
to say that from a practical point of view the expression (24) is rather empty, since
the expressions of the form factors F
O|µ1...µn
n (θ1 . . . θn) themselves are usually not
known and their determination is in general a quite non-trivial task. In [17, 14, 18]
the integration in the formula (24) is a rather artificial contour integration which
takes care about analytic continuations of values of iπ. This does not seem to be a
fundamental feature, since it remains completely obscure how to incorporate bound
states in this manner.
Let us now return to our concrete analysis by specifying κ.
3.1.1 The order and disorder field
Having in mind to proceed to the Federbush model, we will restrict ourselves from
now on to the case of two complex Fermions, i.e. N = 2 in the Lagrangian (10).
The free fermionic theory possesses some very distinct fields, namely the disorder
and order fields
µα(x) = :e
ωα(x): and σα(x) = :ψˆα(x)µα(x):, α = 1, 2, (25)
respectively. The names for these fields result from the ultraviolet limit, see also
section 5, since then they flow to their equivalent counterparts in the conformal field
theory [15], namely to primary fields with scaling dimension 1/16. We introduced
here the fields
ωα(x) = χ
α
κ(x), with κ
1(θ, θ′) = −κ2(−θ,−θ′) = i
2
e−
1
2
(θ−θ′)
cosh 1
2
(θ − θ′) . (26)
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Admittedly, the precise form of the fields ωα(x) appears to be slightly unmotivated
at this stage. However, we will provide a better rational for this in the next section,
where we see that they originate by relating a so-called triple normal ordering pro-
cedure for a field, which can be constructed directly from the Fourier decomposition
of the free Fermi fields (11), to another one associated with the usual Wick normal
ordering. It will turn out that the field ωα(x) emerges as the limit of a Federbush
model field to the free fermionic theory, i.e. limλ→1/2 Ω
λ
α(x) = ωα(x), see equation
(71).
Let us now compute the form factors related to the above mentioned fields µα(x)
and σα(x). Using the particular form of κ
α(θ, θ′) as defined in (26), we compute
the integrals in (17) and obtain a closed expression for the n-particle form factors
of the disorder operators
F
µ1|n×1¯1
2n (θ1, . . . , θ2n) = (−1)nF µ2|n×2¯22n (−θ1, . . . ,−θ2n)
F
µ1¯|n×1¯1
2n (−θ1, . . . ,−θ2n) = (−1)nF µ2¯|n×2¯22n (θ1, . . . , θ2n)
= in2n−1σn(x¯1, x¯3, . . . , x¯2n−1)Bn,n , (27)
with
Bn,m =
∏
1≤i<j≤n
(x¯22i−1 − x¯22j−1)
∏
1≤i<j≤m
(x22i − x22j)∏
1≤i<j≤n+m
(ui + uj)
=
detVm(x2) detVn(x¯2)
detWn+m(u) . (28)
Associated with the particles and anti-particles we introduced here the quantities
xi = exp(θi) and x¯i = exp(θi), respectively. The variable ui can be either of them.
We also employed the elementary symmetric polynomials σk(x1, . . . , xn), defined as
σk(x1, . . . , xn) =
∑
l1<...<lk
xl1 . . . xlk (29)
(see e.g. [21] for more properties), the Vandermonde determinant of the rank ℓ
matrix Vℓ whose entries are given by
Vℓij(x) = (xj)i−1, 1 ≤ i, j ≤ ℓ (30)
and the determinant of the rank ℓ− 1 matrix Wℓ−1 with entries
Wℓ−1ij (x) = σ2i−j(x1, . . . , xℓ) , 1 ≤ i, j ≤ ℓ − 1 . (31)
The relations between F
µ1|n×1¯1
2n and F
µ2|n×2¯2
2n as stated in (27) follow most trans-
parently from (26) and (17). One may easily verify that the expression (27) indeed
satisfies the consistency equations (2)-(4) with γ
µα
α¯ = −1 for α = 1, 2. We justify
this choice in the next section by carrying out the Federbush model→ two complex
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free Fermion limit. Noting that µα(x) is invariant with respect to the symmetry
property (13), it follows immediately that
F
µα′ |αα...ααββ...ββ
k+l (θ1, . . . θk, θk+1 . . . , θk+l) = 0, α 6= β¯, k 6= l, α′ = 1, 2, 1¯, 2¯ . (32)
This means that, up to a re-ordering of the particles, the expressions reported in (27)
are in fact the only non-vanishing form factors related to µα(x) for α ∈ {1, 2, 1¯, 2¯}.
In a similar way we compute the n-particle form factors of the order operator
F
σ1|1(n×1¯1)
2n+1 (θ1, . . . , θ2n+1) = (−1)nF σ2|2(n×2¯2)2n+1 (−θ1, . . . ,−θ2n+1)
F
σ1¯|1(n×1¯1)
2n+1 (−θ1, . . . ,−θ2n+1) = (−1)nF σ2¯|2(n×2¯2)2n+1 (θ1, . . . , θ2n+1)
= in2n−1σn(x¯1, . . . , x¯2n−1)Bn,n+1, (33)
As a consistency check, one may once again verify that (33) fulfills the form factor
equations (2)-(4) with γσαα¯ = 1 for α = 1, 2. Again, we postpone the justification of
this choice to the next section by carrying out the Federbush model→ two complex
free Fermion limit. Noting that σα(x) → ηασα(x) by (13), it follows immediately
that
F
σα|αα...ααββ...ββ
k+l (θ1, . . . , θk, θk+1 . . . , θk+l) = 0 for α 6= β¯, k 6= l + 1 . (34)
Of course, this way of proceeding also works for the real free Fermion and one
may recover the well-known expressions of the literature [16, 20, 3]. As a difference
to our previous computations, however, we have to take care of more contributions
in the contraction procedure. Keeping the form of κα(θ, θ′) as defined in (26), but
taking α = α¯, we compute for instance
F µ2 (θ1, θ2) =
1
4π2
∫
dθdθ′κ(θ, θ′)
(
a(θ)a(θ′)a†(θ1)a
†(θ2) + a(θ)a(θ
′)a†(θ1)a
†(θ2)
)
=
∫
dθdθ′κ(θ, θ′)[δ(θ − θ2)δ(θ′ − θ1)− δ(θ − θ1)δ(θ′ − θ2)]
= i tanh
θ12
2
. (35)
Proceeding in this way to the higher n-particle form factors we only have to replace
in (17) the matrix Dℓ with D˜ℓ, whose entries are D˜ℓij = δ(θ
′
i − θj). Computing the
integrals we get
F µ2n(θ1, . . . , θ2n) = i
n Pf(A) = in
√
detA = in
∏
1≤i,j≤2n
tanh
θij
2
, (36)
where A is an anti-symmetric (2n × 2n)-matrix whose entries are given by Aij =
9
tanh θij/2 and Pf denotes its Pfaffian
§. In a similar way we compute the n-particle
form factors of the order operator
F σ2n+1(θ1, . . . , θ2n+1) = i
n Pf(A) = in
∏
1≤i,j≤2n+1
tanh
θij
2
. (37)
Expressions of the type (36) and (37) can be found already in the first paper of
[16]. The product expressions for F µ2n and F
σ
2n+1 were also derived in [20] and [3],
respectively, by means of solving the form factor consistency equations (2)-(4).
3.1.2 The energy momentum-tensor
A further field which plays an important role in any theory is the energy-momentum
tensor, which for the free Fermion in our normalization simply reads
T µν = 2i(:ψ¯1γ
µ∂νψ1 : + :ψ¯2γ
µ∂νψ2:). (38)
With the help of equation (11) we compute easily
T µν = χtµν1 + χt
µν
2
, (39)
using
t0µα (θ, θ˜) = −2πimα(pα)µ sinh
θ + θ˜
2
, t1µα (θ, θ˜) = −2πimα(pα)µ cosh
θ + θ˜
2
, (40)
where we recall the definition of χκ(x) from (14). A specially distinct role is played
by the trace of the energy-momentum tensor, since on one hand it is directly pro-
portional to the operator which breaks the conformal invariance [22] and on the
other hand it occurs explicitly in various computations associated to the ultraviolet
limit like the c-theorem [23] and the ∆-sum rule [24] (see section 5). It acquires the
explicit form
T µµ = 2im1:ψ¯1ψ1: + 2im2:ψ¯2ψ2:=χt1 + χt2 , tα(θ, θ˜) = 2πim
2
α sinh
θ˜ − θ
2
. (41)
It is clear that only the two-particle form factor can be different from zero and we
compute it in an analogous way as in the previous section, that is using Fourier
§Denoting the permutation group of 2n indices by S2n and the signature of the permutation π
by sgn(π), the Pfaffian of a matrix A is defined as
Pf(A) = 1
2nn!
∑
π∈S2n
sgn(π)
n∏
i=1
Aπ(2i−1),π(2i) .
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decomposition (11) with subsequent contractions,
F
T 0µ|α¯α
2 (θ, θ˜) = −2πimαpµ sinh
θ + θ˜
2
, (42)
F
T 1µ|α¯α
2 (θ, θ˜) = −2πimαpµ cosh
θ + θ˜
2
, (43)
F
Tµµ|α¯α
2 (θ, θ˜) = F
Tµµ|αα¯
2 (θ, θ˜) = −2πim2α sinh
θ − θ˜
2
. (44)
When taking α = α¯, these expressions coincide with the ones which may be found in
the literature for the real Fermion. As usual, we may verify that various equations
which hold for the operators themselves also hold for the associated form factors.
For instance, the conservation of the energy-momentum tensor
∂µT
µν = i
[
Pˆµ, T
µν
]
= 0 (45)
is reflected by the fact that
(
p0 + p˜0
)
F
Tµ0|α¯α
2 = −
(
p1 + p˜1
)
F
Tµ1|α¯α
2 . (46)
Here we used the explicit form of the momentum operator
Pˆµ =
∫ ∞
−∞
dx1T 0µ =
2∑
α=1
∫
dp1α
2πp0α
(pα)µ (a
†
α(p)aα(p)− aα¯(p)a†α¯(p)) (47)
when changing in (45) derivatives to commutators by means of the Heisenberg
equation of motion. It is then easy to verify that [Pˆµ, a
†
α(p)] = (pα)µa
†
α(p) and
[Pˆµ, aα(p)] = −(pα)µaα(p), such that we verify explicitly
∂µχ
α
κ(x) = i[Pˆµ, χ
α
κ(x)] , (48)
which is of course what we expect. Equation (48) is a further support for the
consistency of the generic definition of χακ(x) in (14).
4 The Federbush Model
The Federbush model [25] was proposed forty years ago as a prototype for an
exactly solvable quantum field theory which obeys the Wightman axioms [26, 27,
28]. Formally it is closely related to the massive Thirring model [29]. It contains
two different massive particles Ψ1 and Ψ2. A special feature of this model is that the
related vector currents Jµα = Ψ¯αγ
µΨα, α ∈ {1, 2}, whose analogues occur squared in
11
the massive Thirring model, enter the Lagrangian density of the Federbush model
in a parity breaking manner
LF =
∑
α=1,2
Ψ¯α(iγ
µ∂µ −mα)Ψα − 2πλεµνJµ1 Jν2 (49)
due to the presence of the Levi-Civita pseudotensor ε. It is then easy to verify that
the related equations of motion
(iγµ∂µ −m1)Ψ1 = 2πλεµνJν2 γµΨ1, (iγµ∂µ −m2)Ψ2 = 2πλενµJν1 γµΨ2, (50)
can be solved by
Ψ1 =
... exp(2
√
πiλφ2)
...ψ1 = Φ
λ
2ψ1, Ψ2 =
... exp(−2√πiλφ1)
...ψ2 = Φ
λ
1ψ2, (51)
if in addition the free bosonic fields φα constitute potentials for axial vector currents
composed out of the free Fermions ψα
1√
π
∂µφα = ενµJ
ν
α = ψ¯αγµγ
5ψα, λ 6= 0, α = 1, 2 . (52)
The triple normal ordering in equation (51) is defined as
...eκφ
... = eκφ/
〈
eκφ
〉
for κ
being some constant. This is very advantageous in the calculation of commutation
relations, since one can simply deal with ordinary operator relations instead of hav-
ing to handle messy Wick contractions. We stress that in case the coupling constant
λ vanishes, that is when LF reduces to LFF and the relations (50) correspond to
two decoupled Dirac equations, the relation (52) does not hold.
In order to compute the factors of local commutativity γOµ , as defined in (5),
we need various (anti)-commutation relations. The fields ψα(x) are complex free
(Dirac) Fermions of masses mα and the fields φα(x) are free Bosons, such that for
α, β = 1, 2 we trivially have
[φα(x), φβ(y)] = [Φα(x),Φβ(y)] = [φα(x),Φβ(y)] = {ψα(x), ψβ(y)} = 0 , (53)
{ψα(x), ψ†β(y)} = δαβδ(x1 − y1) . (54)
The commutation relations involving mixed expressions of ψα and φβ are less obvi-
ous and in fact it is crucial to note that these fields are not mutually local, that is
[ψα(x), φβ(y)] 6= 0 for space-like separations, i.e. (x− y)2 < 0. Concretely we have
the following equal time exchange relations for α, β = 1, 2
[ψα(x), φβ(y)] =
√
πδαβΘ(x
1 − y1)ψα(x) , (55)
ψα(x)Φ
λ
β(y) = Φ
λ
β(y)ψα(x) e
2πi(−1)βλδαβΘ(x
1−y1) , (56)
−ψα(x)Ψβ(y) = Ψβ(y)ψα(x) e−2πi(−1)
βλδ|α−β|,1Θ(x
1−y1) , (57)
Ψα(x)Φ
λ
β(y) = Φ
λ
β(y)Ψα(x) e
2πi(−1)βλδαβΘ(x
1−y1) , (58)
−Ψα(x)Ψβ(y) = Ψβ(y)Ψα(x) e−2πiλ(−1)βδ|α−β|,1 . (59)
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We used here the Heavyside step function Θ(x), defined as usual as Θ(x > 0) = 1,
Θ(x < 0) = 0 and Θ(0) = 1/2. One may convince oneself easily that (55) is compat-
ible with (52) and that the remaining equations are straightforward consequences
of (53)-(55). Apart from this choice, which agrees with the one in [32], one can
also find in some places of the literature, e.g. [31], that in (55) the Θ-functions
are replaced by ε(x)/2 = Θ(x) − Θ(−x). This is of course also compatible with
(52). However, an immediate consequence of our choice is that the Federbush fields
Ψα(x) are only mutually local if they are of the same type α, whereas when taking
the ε-function instead, they are mutually local for all values of α and β. The dif-
ferent choices will of course lead to different factors of local commutativity γ and
will therefore alter the consistency equations (2)-(4). Arguing on the properties of
these equations we provide more reasoning for our choice below.
A further important implication of the fact that ψα and φβ are not mutually
local is that the fields Ψα are in different Borchers classes
¶ as the free Fermion.
Thus, there is a chance for the existence of a nontrivial scattering matrix, which
was indeed found in [26, 31]. In fact, we will now demonstrate that this S-matrix
can be obtained as a limit of a more complex model, that is the homogeneous
sine-Gordon (HSG) model.
4.1 Federbush Models from HSG-models
Ever since the equivalence between the massive Thirring- and the sine-Gordon
model was demonstrated [33], there have been various identifications between dif-
ferent types of models. In a similar spirit we also want to show now how a fermionic
model is obtainable from a bosonic one, albeit in contrast to the above situation our
fermionic scattering matrix will be constructed solely out of the asymptotic phases
of a given scattering matrix
lim
θ→±∞
Sij(θ) = e
∆±ij . (60)
Starting from a consistent solution to the crossing and unitarity relations
Sjkab (θ)S
kj
ba (−θ) = 1 and Sjkab (θ) = S k¯jb¯a (iπ − θ) , (61)
one clearly has the constraint ∆+ij = −∆−ji = ∆−¯i . This means that
Sˆij = e
∆+ij+∆
−
ij (62)
will also be a valid solution to the unitarity-crossing relations for S. Having no
rapidity dependence there is no bound state bootstrap equation to be concerned
¶An equivalence class of complete, local field systems is referred to as a Borchers class. Its
crucial property is that it characterizes completely the scattering matrix without having to resort
to particular fields. (For more details see e.g. [30] p.104, however, this notion is of no further
relevance for our concrete computations.)
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about, such that (62) already constitutes a consistent scattering matrix. Concretely
we will now show that when taking Sij(θ) in (60) to be the scattering matrix of the
SU(3)3-HSG model, as found in [34], the resulting S-matrix Sˆij in (62) will be the
one of the Federbush model at a particular value of the coupling constant. In fact
it can be shown that this prescription leads to a much wider range of scattering
matrices which can be directly associated to a Lagrangian of a Federbush model
generalized in a Lie algebraic manner, see section 5. Let us recall now the scattering
matrix of the SU(3)3-HSG model
SSU(3)3(θ) =


(2)θ −(1)θ −(−2)θe−iπτ (−1)θeiπτ
−(1)θ (2)θ (−1)θeiπτ −(−2)θe−iπτ
−(−2)θeiπτ (−1)θe−iπτ (2)θ −(1)θ
(−1)θe−iπτ −(−2)θeiπτ −(1)θ (2)θ

 . (63)
We abbreviated (x)θ = sinh
1
2
(θ + iπx/3)/ sinh 1
2
(θ − iπx/3) and τ = ±1/3. For
the rows and columns we adopt here the ordering {1, 1¯, 2, 2¯}. We also took the
resonance parameters σ of the HSG-model to be zero, since they will not play any
role in our further considerations. Computing now the limit according to the above
prescription we obtain
lim
θ→∞
[S
SU(3)3
ij (θ)S
SU(3)3
ij (−θ)] = SFB = −


1 1 e−2πiλ e2πiλ
1 1 e2πiλ e−2πiλ
e2πiλ e−2πiλ 1 1
e−2πiλ e2πiλ 1 1

 . (64)
We found it convenient to relate the parameter τ to the λ in the Lagrangian density
(49) as τ = 1 − λ. Then SFB corresponds to the scattering matrix derived in
[26, 31], apart from the overall minus sign, which is due to the fact that we adopt the
convention that the particles are ordered in opposite order in the in- and out-states,
i.e. we include the statistics factor into the S-matrix. After having taken the limit
(64), the crossing and unitarity equations also hold when we relax the constraint for
τ and allow it to take completely generic values different from 1/3. Thus, whenever
the coupling constant λ becomes an even integer the theory decouples into a system
of two free complex Fermions. From a Lagrangian point of view we expect this kind
of behaviour of course for vanishing λ.
Having specified the scattering matrix of the model, we are in the position to
state directly from (8) a representation for the FZ-algebra. The explicit version of
(8) then reads
Z†1(θ) = exp
(
−iλ
∫ ∞
θ
dθ′:ρ2(θ
′):
)
a†1(θ) (65)
Z†
1¯
(θ) = exp
(
iλ
∫ ∞
θ
dθ′:ρ2(θ
′):
)
a†
1¯
(θ) (66)
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Z†2(θ) = exp
(
iλ
∫ ∞
θ
dθ′:ρ1(θ
′):
)
a†2(θ) (67)
Z†
2¯
(θ) = exp
(
−iλ
∫ ∞
θ
dθ′:ρ1(θ
′):
)
a†
2¯
(θ) (68)
with
ρα(θ) = a
†
α(θ)aα(θ)− a†α¯(θ)aα¯(θ) . (69)
We will now specify more concretely various local operators of the Federbush model
for which we want to compute the form factors explicitly by using the fermionic
free field representation (65)-(68).
4.2 Form factors of some local operators
We compute now explicitly the bosonic fields φα(x) by solving equation (52) and
express them in terms of our general formula (14)
φα(x) =
√
π
∫ x1
−∞
dx1:Ψ†αΨα: = χ
α
κ˜(x) with κ˜
α(θ, θ′) =
π
3
2
2 cosh 1
2
(θ − θ′) . (70)
A field closely related to φα(x), but whose origin is far less direct, is
Ωλα(x) = χ
α
κˆ(x) with κˆ
1(θ, θ′) = −κˆ2(−θ,−θ′) = i sin(πλ)e
−λ(θ−θ′)
2 cosh 1
2
(θ − θ′) . (71)
It is this field which constitutes the analogue to the auxiliary field already used in
the previous section. In view of the periodicity of the scattering matrix (49), we
may restrict the range of λ to λ ∈ (0, 2)/1. The special role of λ = 1 was treated in
more detail in [35]. Important for our purposes is the value λ = 1/2 for which the
operator Ωλα(x) reduces to ωα(x) as defined in equation (14).
4.2.1 The order and disorder field
In close relation to the free fermionic theory one may also introduce the analogue
fields to the disorder and order fields in the Federbush model
Φλα(x) = : exp[Ω
λ
α(x)] : and Σ
λ
α(x) = :ψˆα(x) Φ
λ
α(x): . (72)
In [32], Lehmann and Stehr showed the remarkable fact that the operator Φλα(x),
which is composed out of free Bosons, occurring in (51) can be viewed in two
equivalent ways. On one hand it can be defined through a so-called triple ordered
product and on the other hand by means of a conventional fermionic Wick ordered
expression
Φλα(x) =
... exp[−2√πiλφα(x)]
... =: exp[Ωλα(x)] : . (73)
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Having again in mind to compute the factors of local commutativity γOµ , as defined
in (5), we need various equal time exchange relations. With the help of (55)-(59)
we compute
− ψα(x)Σλβ(y) = Σλβ(y)ψα(x) e2πi(−1)
βλδαβΘ(x
1−y1) , (74)
Φλα(x)Σ
λ
β(y) = Σ
λ
β(y)Φ
λ
α(x) e
2πi(−1)βλδαβΘ(x
1−y1) , (75)
−Ψα(x)Σλβ(y) = Σλβ(y)Ψα(x) e2πiλ(−1)
β(δαβΘ(x
1−y1)−δ|α−β|,1Θ(y
1−x1)) , (76)
Σλα(x)Σ
λ
β(y) = Σ
λ
β(y)Σ
λ
α(x) e
2πi(−1)βλδαβ . (77)
Having obtained the relevant exchange relations we can read off the factors of local
commutativity for the operators under consideration
γ
Φλβ
α = −γΣ
λ
β
α = e
2πi(−1)βλδαβ and γ
Φλβ
α¯ = −γ
Σλβ
α¯ = e
−2πi(−1)βλδαβ . (78)
Note in particular, that for λ → 1/2 we recover, as we expect, the values corre-
sponding to the two complex free Fermions
lim
λ→1/2
γΦ
λ
α
α = γ
µα
α = −1 and lim
λ→1/2
γΣ
λ
α
α = γ
σα
α = 1 . (79)
Having assembled all the ingredients, let us now turn to the explicit computation
of the n-particle form factors related to the field Φλα(x). Since LFF respects the same
symmetry as LF, namely (13), it is an immediate consequence that the only non-
vanishing form factors of Φλα(x) have to involve an equal number of particles and
anti-particles α and α¯. That means
F
Φλ
α′
|αα...ααββ...ββ
k+l (θ1, . . . θk, θk+1 . . . , θk+l) = 0 , α 6= β¯, k 6= l, α′ = 1, 2, 1¯, 2¯ . (80)
Turning now to the non-vanishing form factors, we compute by employing again
Wick’s theorem
F
Φλ1 |1¯1
2 (θ1, θ2) =
1
4π2
∫
dθdθ′κα(θ, θ′)
(
aα(θ)aα¯(θ
′)Z†α¯(θ1)Z
†
α(θ2)
)
=
i sin(πλ)eλθ12
2 cosh 1
2
θ12
= F
Φ−λ2 |2¯2
2 (θ1, θ2) . (81)
Note, that in the contraction of an aα(θ)- and a Z
†
α(θ)-operator there is no contri-
bution from the exponential term inside the Z†α(θ), since it involves always particles
of a different type than α, see (65)-(68). Proceeding again in the same way as in
the previous section, we obtain as closed expressions for the n-particle form factors
F
Φλ1 |n×1¯1
2n (x¯1, x2 . . . x¯2n−1, x2n) = (−1)nFΦ
−λ
2 |n×2¯2
2n (x¯1, x2 . . . x¯2n−1, x2n) =
F
Φ−λ
1¯
|n×1¯1
2n (x¯1, x2 . . . x¯2n−1, x2n) = (−1)nF
Φλ
2¯
|n×2¯2
2n (x¯1, x2 . . . x¯2n−1, x2n) =
in2n−1 sinn(πλ)σn(x¯1 . . . x¯2n−1)
λ+ 1
2σn(x2 . . . x2n)
1
2
−λBn,n . (82)
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We may now convince ourselves, that the expressions for F
Φλα|n×α¯α
2n indeed satisfy the
consistency equations (2)-(4). The first two equations are rather obvious to check
and we will not report this computation here, but the verification of the kinematic
residue equation (4) deserves mentioning
Res
x→x¯
F
Φλ1 |(n+1)×1¯1
2n+2 (−x¯, x, x¯1, x2, . . . , x¯2n−1, x2n) =
2nin+1 sinn+1(πλ)σn+1(−x, x¯1 . . . x¯2n−1)λ+ 12σn+1(x, x2 . . . x2n) 12−λRes
x→x¯
Bn+1,n+1 =
i
[
1− γΦλ11
2n∏
k=1
S1k
]
F
Φλ1 |n×1¯1
2n (x¯1, . . . x¯2n−1, x2n) . (83)
Recalling the definition of Bn,n of (28), we used Resx→x¯Bn+1,n+1 = −x−1Bn,n and
the value for γ
Φλ1
1 from (78). Note the factor sin(πλ), which was originally found
in [35], and which appears in our presentation in (71) relatively unmotivated, is
absolutely crucial for the validity of (83).
Similarly we evaluate the matrix elements of Σλα
F˜
Σλ1 |1(n×1¯1)
2n+1 (θ1, . . . , θ2n+1) = (−1)nF˜Σ
−λ
2 |2(n×2¯2)
2n+1 (θ1, . . . , θ2n+1) =
F˜
Σ−λ
1¯
|1(n×1¯1)
2n+1 (θ1, . . . , θ2n+1) = (−1)nF˜
Σλ
2¯
|2(n×2¯2)
2n+1 (θ1, . . . , θ2n+1) =
(2i)n
2
sinn(πλ)
× σn(x¯2 . . . x¯2n)
λ+ 1
2
σn(x1 . . . x2n+1)
λ− 1
2
∏
1≤i<j≤n
(x¯2i − x¯2j)
∑
k
ik+1
∏
j<l;j,l 6=k
(xj − xl)
(xk)
1
2
−λ
∏
j 6=k
∏
l
(xj + x¯l)
. (84)
However, the expressions of F˜
Σλα|α(n×α¯α)
2n+1 only satisfy the consistency equations (2)-
(4) for λ = 1/2. This reflects the fact that Σλα(x) is only a local operator for this
value of λ, see equation (77). Thus, the equations (2)-(4) “know” about the locality
properties of the operator involved.
As we already commented above, part of the operator content of the Federbush
model reduces to the one of the complex fermionic theory. We may check explicitly
that the same limit is respected by the form factors
lim
λ→1/2
F
Φλα|n×α¯α
2n (θ1, . . . , θ2n) = F
µα|n×α¯α
2n (θ1, . . . , θ2n), (85)
lim
λ→1/2
F˜
Σλα|α(n×α¯α)
2n+1 (θ1, . . . , θ2n+1) = F
σα|α(n×α¯α)
2n+1 (θ1, . . . , θ2n+1) . (86)
Note, however, that since the real fermionic theory can not be obtained directly
from the Federbush model, see also section 3.1.1., we also do not recover, as we
expect, the same expressions for the form factors when the particles are taken to
be self-conjugate.
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4.2.2 The Federbush fields
Let us now compute the form factors of some fields which occur explicitly in the
Federbush model. From the expressions of the previous section the form factors for
the Federbush fields follow easily
F
Ψ1|(n×2¯2)1
2n+1 (θ1, . . . , θ2n+1) =
√
πF
Φλ2 |n×2¯2
2n (θ1, . . . , θ2n) u1(θ2n+1) , (87)
F
Ψ2|(n×1¯1)2
2n+1 (θ1, . . . , θ2n+1) =
√
πF
Φλ1 |n×1¯1
2n (θ1, . . . , θ2n) u2(θ2n+1) . (88)
Recall the definition of the Weyl spinors uα(θ) from equation (12). It is clear that
for each component these fields satisfy the form factor consistency equations. As
already mentioned in section 3.1.2. and as is quite common in the literature, e.g.
[37, 38], third reference in [6] etc., one may verify that various equations which hold
for the operators are also satisfied by the related form factors. However, one should
be aware that such relations also hold for the matrix elements F˜ , which do not yet
satisfy the consistency equations (2)-(4). Hence, the only conclusion one may draw
from such comparisons is a relative consistency amongst the solutions obtained.
Such arguments do not serve as a stringent identification of the operators, albeit
they give an indication. We illustrate this statement with the following simple
computation. Let us take the fields as defined in (70) and evaluate directly by
Wick contracting
F˜
∂0φα|α¯α
2 (θ, θ˜) =
√
πF˜
J1α|α¯α
2 (θ, θ˜) = −iπ
3
2mα cosh
θ + θ˜
2
, α = 1, 2 , (89)
F˜
∂1φα|α¯α
2 (θ, θ˜) = −
√
πF˜
J0α|α¯α
2 (θ, θ˜) = iπ
3
2mα sinh
θ + θ˜
2
, α = 1, 2 . (90)
This confirms precisely the conservation equations (52) on the level of the matrix
elements. However, it is also easy to see that the expressions (89) and (90) are
not yet solutions of the form factor consistency equations (2)-(4). In principle,
these equations together with the Dirac equation already ensure that the Ψα are
solutions of the equations of motion (50). Nonetheless, it is instructive to verify
(50) explicitly. Using still the representation (70), we compute
F˜
εµνJν2 γ
µΨ1|2¯21
3 (θ1, θ2, θ3) = iπ
3
2m2u1(θ1 + θ2 − θ3) (91)
F˜
γµ∂µΨ1|2¯21
3 (θ1, θ2, θ3) =
iπ
5
2λ(m2u1(θ13 + θ1) +m2u1(θ13 + θ1) +m1u1(θ3))
cosh 1
2
θ12
(92)
F˜
Ψ1|2¯21
3 (θ1, θ2, θ3) =
iπ
5
2λ
cosh 1
2
θ12
u1(θ3) . (93)
Assembling these expressions, we confirm directly the validity of (50) at the level of
the three particle matrix elements. We expect of course this property also to holds
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for higher orders. It is easy to check that (91)-(93) do not constitute solutions of the
equations (2)-(4), in particular (87) does not reduce to (93). Thus on one hand we
see that formal operator equations do not serve as a conclusive means of operator
identification and we therefore need alternative arguments such as the ultraviolet
limit in section 5 etc. On the other hand this underlines further the need for the
introduction of the field Ωλα(x).
4.2.3 The energy momentum tensor
The energy-momentum tensor for the Federbush model has been computed in [39].
Its evaluation involved a small subtlety, since the one obtained directly from the La-
grangian does not lead to the correct Poincare´ generators, such as (47). This could
be fixed in the usual way by exploiting the ambiguity in the definition. Essential
for our purposes is once again the trace, which is
T µµ = 2im1:Ψ¯1Ψ1: +2im2:Ψ¯2Ψ2: . (94)
Using the representation (51) for the Federbush fields, we compute the only non-
vanishing form factor for T µµ to
F
Tµµ|α¯α
2 (θ, θ˜) = F
Tµµ|αα¯
2 (θ, θ˜) = −2πim2α sinh
θ − θ˜
2
. (95)
This means the function is the same as the one for the complex free Fermion.
4.3 Momentum space cluster properties
As a consequence of Weinberg’s power counting theorem one has also a further
property of form factors which involves the structure of the operators themselves,
namely the momentum space cluster property, see e.g. [1] some reasoning on this. It
serves on one hand as a consistency check for possible solutions of (2)-(4) and on the
other as a construction principle for new solutions, e.g. [36]. It states that whenever
some of the rapidities, say κ, are shifted to plus or minus infinity, the n-particle
form factor related to a local operator O factorizes into a κ and an (n−κ)-particle
form factor which are possibly related to different types of operators O′ and O′′.
Introducing the translation operator T ϑa which acts on a function of n variables as
T ϑa f(θ1, . . . , θa, . . . , θn) 7→ f(θ1, . . . , θa + ϑ, . . . , θn) (96)
and the operators
T¯ ±a,b = lim
ϑ→∞
b∏
p=a
T±ϑ2p−1, and T ±a,b = lim
ϑ→∞
b∏
p=a
T±ϑ2p , (97)
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the statement of momentum space cluster decomposition reads
T¯ ±a,κT ±a,κFOn (θ1 . . . θn) ∼ FO
′
2(κ−a+1)(θ2a−1 . . . θ2κ)F
O′′
n−2(κ−a+1)(θ1 . . . θ2a−2, θ2κ+1 . . . θn) .
(98)
Of course, we could have defined the product of T¯ ±a,κT ±a,κ to be just one operator,
but it will be convenient for us to distinguish the shifts in even and odd positions
of the particles. Let us now see the effect of the action of these operators on the
various functions which build up our form factor solutions, see (27), (33) and (82).
We compute
T¯ ±1,κT ±1,ζ
[
σn(x¯1 . . . x¯2n−1)
λ+ 1
2
σm(x2 . . . x2m)
λ− 1
2
]
∼ e±λϑ(κ−ζ)±ϑ (κ+ζ)2
[
σn(x¯1 . . . x¯2n−1)
λ+ 1
2
σm(x2 . . . x2m)
λ− 1
2
]
, (99)
and
T¯ ±1,κT ±1,ζBn,m ∼ Bκ,ςBn−κ,m−ς


e
ϑ(ζ−κ)[κ−ζ2 −n+m]−ϑ
(κ+ζ)
2
[
σκ(x¯1...x¯2κ−1)
σς (x2...x2ς )
]n−m+ς−κ
e−ϑ
(κ−ζ)2
2 +ϑ
(κ+ζ)
2
[
σn−κ(x¯2κ+1...x¯2n−1)
σm−ς (x2ς+2...x2m)
]κ−ς . (100)
In order not to overload our symbols, we have slightly abused here the notation.
Whereas in (28) the xi, x¯j-dependence of Bn,m always start at i, j = 1, in (100)
the dependence of Bn−κ,m−ς for the minus shift is the same as in the corresponding
factor for the symmetric polynomials. Besides the explicit functional dependence
on the r.h.s. of (99) and (100) it is instructive to consider at first the leading order
behaviour
T¯ ±1,κT ±1,ζ
[
σn(x¯1 . . . x¯2n−1)
λ+ 1
2
σm(x2 . . . x2m)
λ− 1
2
]
Bn,m ∼
{
e
ϑ(ζ−κ)[κ−ζ2 −n+m−λ]
e
ϑ(ζ−κ)[κ−ζ2 +λ] . (101)
From this we see directly that in general the final expression will tend to zero, unless
ζ = κ, |ζ − κ| = 2λ or |ζ − κ ± 2| = 2λ, by noting that our solutions only allow
|n−m| = 0, 1. So, let us now collect the functional dependences in equations (99)
and (100) and see how our form factor solutions combine under clustering to new
form factors. We compute
T¯ ±1,κT ±1,κFΦ
λ
α|n×α¯α
2n ∼ FΦ
λ
α|κ×α¯α
2κ (θ1 . . . θ2κ)F
Φλα|(n−κ)×α¯α
2(n−κ) (θ2κ+1 . . . θ2n) , (102)
T¯ ±1,κT ±1,κFΦ
λ
α¯|n×α¯α
2n ∼ FΦ
λ
α¯|κ×α¯α
2κ (θ1 . . . θ2κ)F
Φλα¯|(n−κ)×α¯α
2(n−κ) (θ2κ+1 . . . θ2n) , (103)
T¯ ±1,κ+1T ±1,κFΦ
±12
α |n×α¯α
2n ∼F σα¯|(κ×α¯α)α¯2κ+1 (θ1 . . . θ2κ+1)F σα|[(n−κ)×α¯α]α2(n−κ)−1 (θ2κ+2 . . . θ2n), (104)
T¯ ±1,κT ±1,κ+1FΦ
∓12
α |n×α¯α
2n ∼F σα|(κ×α¯α)α2κ+1 (θ1 . . . θ2κ+1)F σα¯|[(n−κ)×α¯α]α¯2(n−κ)−1 (θ2κ+2 . . . θ2n), (105)
T¯ +1,κT +1,κF σα|(n×α¯α)α2n+1 ∼F µα¯|κ×α¯α2κ (θ1 . . . θ2κ)F σα|[(n−κ)×α¯α]α2(n−κ)+1 (θ2κ+1 . . . θ2n+1) , (106)
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T¯ −1,κT −1,κF σα|(n×α¯α)α2n+1 ∼F µα|κ×α¯α2κ (θ1 . . . θ2κ)F σα|[(n−κ)×α¯α]α2(n−κ)+1 (θ2κ+1 . . . θ2n+1) , (107)
T¯ +1,κT +1,κ+1F σα|(n×α¯α)α2n+1 ∼F σα|(κ×α¯α)α2κ+1 (θ1 . . . θ2κ+1)F µα|(n−κ)×α¯α2(n−κ) (θ2κ+2 . . . θ2n+1), (108)
T¯ −1,κT −1,κ+1F σα|(n×α¯α)α2n+1 ∼F σα|(κ×α¯α)α2κ+1 (θ1 . . . θ2κ+1)F µα¯|(n−κ)×α¯α2(n−κ) (θ2κ+2 . . . θ2n+1), (109)
T¯ +1,κT +1,κF σα¯|(n×α¯α)α¯2n+1 ∼F µα|κ×α¯α2κ (θ1 . . . θ2κ)F σα¯|[(n−κ)×α¯α]α¯2(n−κ)+1 (θ2κ+1 . . . θ2n+1) , (110)
T¯ −1,κT −1,κF σα¯|(n×α¯α)α¯2n+1 ∼F µα¯|κ×α¯α2κ (θ1 . . . θ2κ)F σα¯|[(n−κ)×α¯α]α¯2(n−κ)+1 (θ2κ+1 . . . θ2n+1) , (111)
T¯ +1,κ+1T +1,κF σα¯|(n×α¯α)α¯2n+1 ∼F σα¯|(κ×α¯α)α¯2κ+1 (θ1 . . . θ2κ+1)F µα¯|(n−κ)×α¯α2(n−κ) (θ2κ+2 . . . θ2n+1), (112)
T¯ −1,κ+1T −1,κF σα¯|(n×α¯α)α¯2n+1 ∼F σα¯|(κ×α¯α)α¯2κ+1 (θ1 . . . θ2κ+1)F µα|(n−κ)×α¯α2(n−κ) (θ2κ+2 . . . θ2n+1). (113)
Thus, omitting the shift operators we have formally the following decomposition of
the operators
Φλα −→ Φλα × Φλα σα −→
{
µα × σα
µα¯ × σα
µα −→
{
µα × µα
σα × σα¯ (114)
together with the equations for α ⇆ α¯. This means the stated operator content
closes consistently under the action of the cluster decomposition operators.
5 Lie algebraically coupled Federbush models
The Federbush model as investigated in the previous section only contains two types
of particles. In this section we propose a new Lagrangian, which admits a much
larger particle content. The theories are not yet as complex as the HSG-models,
but they can also be obtained from them in a certain limit such that they will
always constitute a benchmark for these class theories. Form factors related to
these models may be computed similarly as in the previous section.
Let us consider ℓ× ℓ˜-real (Majorana) free Fermions ψa,j(x), now labeled by two
quantum numbers 1 ≤ a ≤ ℓ, 1 ≤ j ≤ ℓ˜ and described by the Dirac Lagrangian
density LFF. We perturb this system with a bilinear term in the vector currents
Jµa,j = Ψ¯a,jγ
µΨa,j
LCF =
ℓ∑
a=1
ℓ˜∑
j=1
Ψ¯a,j(iγ
µ∂µ −ma,j)Ψa,j − 1
2
πεµν
ℓ∑
a,b=1
ℓ˜∑
j,k=1
Jµa,jJ
ν
b,kΛ
jk
ab , (115)
and denote the new fields in LCF by Ψa,j. Furthermore, we introduced ℓ2 × ℓ˜2
dimensional coupling constant dependent matrix Λjkab, whose further properties we
leave unspecified at this stage. As in the usual Federbush model, the effect of the
presence of the Levi-Civita pseudotensor ε is that the theory described by LCF is
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not parity invariant. Thus LCF may be viewed as a system of coupled Federbush
models [25].
The formal equations of motion associated to LCF are easily derived as
(iγµ∂µ −ma,j)Ψa,j = πεµνγµ
ℓ∑
b=1
ℓ˜∑
k=1
ΛjkabJ
µ
b,kΨa,j . (116)
The solutions to these equations can be constructed in close analogy to the ones of
the Federbush model. The fields
Ψa,j =
... exp(
√
πi
ℓ∑
b=1
ℓ˜∑
k=1
Λjkabφb,k)
...ψa,j = Φ
λ
a,jψa,j (117)
solve the equations of motion (116) with the additional assumption that the bosonic
fields φa,j constitute potentials for axial vector currents
1√
π
∂µφa,j = ενµJ
ν
a,j = ψ¯a,jγµγ
5ψa,j, Λ
jk
ab 6= 0, ∀ b, k . (118)
As in the previous section, we used here once again the triple normal ordering in
equation (117). It needs further computations, similar to the ones for the Federbush
model, to make it rigorous that also in this context the triple ordering can be
associated to a standard Wick normal ordering. Nonetheless, it appears natural
to expect that this can be generalized analogously and we take this here as an
assumption.
Accepting this, we can now compute various equal time exchange relations with
1 ≤ a, b ≤ ℓ, 1 ≤ j, k ≤ ℓ˜
[φa,j(x), φb,k(y)] = [Φa,j(x),Φb,k(y)] = 0 (119)
[φa,j(x),Φb,k(y)] = {ψa,j(x), ψb,k(y)} = 0 (120)
[ψa,j(x), φb,k(y)] =
√
πδa,bδj,kΘ(x
1 − y1)ψa,j(x) (121)
ψa,j(x)Φ
λ
b,k(y) = Φ
λ
b,k(y)ψa,j(x) e
−iπΛjkabΘ(x
1−y1) (122)
−ψa,j(x)Ψb,k(y) = Ψb,k(y)ψa,j(x) e−iπΛ
jk
abΘ(x
1−y1) (123)
Ψa,j(x)Φ
λ
b,k(y) = Φ
λ
b,k(y)Ψa,j(x) e
−iπΛjkabΘ(x
1−y1) (124)
−Ψa,j(x)Ψb,k(y) = Ψb,k(y)Ψa,j(x) e−iπΛ
jk
ab . (125)
The equations (119) and (120) are again clear since ψa,j and φa,j are free Fermions
and Bosons, respectively. Equation (121) is compatible with (118) and the re-
maining equations are simply consequences of (119)-(121). With the help of these
equations we compute directly the scattering matrix. We will be slightly casual
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here about complete rigour and do not worry with test functions and smeared out
operators. Noting that φa,j |0〉 = 0, we obtain from
lim
t→−∞
Ψa,jΨb,k |0〉 = Sˇjkabψa,jψb,k |0〉 , limt→+∞Ψa,jΨb,k |0〉 = Sˆ
jk
abψb,kψa,j |0〉 (126)
the S-matrix
Sjkab = (Sˆ
jk
ab )
−1Sˇjkab = −eiπΛ
jk
ab . (127)
Let us now see whether (127) is consistent in the usual sense, i.e. that it passes all
the tests of consistency or if the latter put some constraints on the possible values
for the coupling constant dependent matrix Λjkab. We demand the usual crossing and
unitarity relations (61), which means we should have
Λjkab = −Λkjba + 2Z and Λjkab = Λk¯jb¯a + 2Z . (128)
We will now provide some concrete solutions to (128) and therefore (127).
5.1 HSG-type solutions
Let us take
Λjkab = 2λabεjkI˜jkK
−1
ab¯
(129)
where K denotes the Cartan matrix of SU(N) and I˜ the incidence matrix of a
simply laced Lie algebra, which we refer to as g˜. The λab are ℓ
2 coupling constants,
which are, however, not entirely independent of each other. For instance we assume
λab = λba. Furthermore, we characterise the anti-particle exclusively by the first
quantum number, i.e. (a, i) = (a¯, i), where the particle a¯ may be constructed from
a by the automorphism which leaves the associated Dynkin diagram invariant. In
the case of SU(N), we simply have a¯ = ℓ+1− a. It is clear that (129) satisfies the
first relation in (128), whereas the second relation introduces further constraints
on the λ’s. To be more concrete we specify now (127) for some special choices of
N and the Lie algebra g˜.
5.2 The Federbush model
Considering now the case SU(3)3 with λ11 = λ22 = −2λ12 = −2λ21 = λ, we obtain
the scattering matrix of the Federbush model SFB as defined in (64), where we
now used the ordering {(1, 1), (2, 1), (1, 2), (2, 2)}. In comparison with the previous
section, one should notice, that we have now realised this model in terms real
Fermions rather than complex ones.
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5.3 g˜6
To illustrate the formulae (128) and (127) a bit more, let us consider a slighly
more complex model, namely g˜6. When specifying the quantities in (129) to these
algebras, we obtain
Sij = −


e2πiλεijIij e2πiλ
′εijIij 1 e−2πiλ
′εijIij e−2πiλεijIij
e−2πiλ
′εijIij e2πiλ
′′
εijIij 1 e−2πiλ
′′
εijIij e2πiλ
′εijIij
1 1 1 1 1
e2πiλ
′εijIij e−2πiλ
′′
εijIij 1 e2πiλ
′′
εijIij e−2πiλ
′εijIij
e−2πiλεijIij e−2πiλ
′εijIij 1 e2πiλ
′εijIij e2πiλεijIij

 , (130)
where the rows and columns are ordered as 1, 2, . . . 5. In this case, we have three
independent coupling constants λ, λ′ and λ′′.
5.4 The HSG-limit
From the specific example in (64), we expect that the HSG-models are in general
closely related to (127) with (129). Indeed, taking λab = 1 for 1 ≤ a, b ≤ ℓ, we
obtain
Sjkab = −e2πiεjkIjkK
−1
ab¯ , (131)
which clearly satisfies the first relation in (128), whereas for the second relation,
we simply have to recall the well-known fact that (K−1SU(N))ab = min(a, b) − ab/N .
Comparing with the expression
lim
θ→∞
[SjkHSGab (θ)S
jkHSG
ab (−θ)] = e2πi (K
SU(N)
a¯b )
−1I . (132)
we note that these solutions coincide. This means when one eventually solves the
HSG-models, one can always take the limit to the corresponding quantities of LCF
for consistency checks.
6 The ultraviolet limit
When having found a solution to the form factor consistency equations, with the
factor of local commutativity and the scattering matrix as the only input, one
normally does not know which operator this particular solution corresponds to. Of
course in the present situation we are in a better position, since we are already
working with an explicit representation for the operators. Nonetheless, in section
4.2.2. we saw that even this can still lead to wrong assignments and it is desirable
to have more information. By calling the operators Φλα, µ, and Σ
λ
α, σ, disorder
and order operators, respectively, we have already borrowed the terminology from
the underlying conformal field theory. In order to make this correspondence more
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manifest one may carry out explicitly the ultraviolet limit. The ultraviolet Virasoro
central charge of the theory itself can be computed from the knowledge of the form
factors of the trace of the energy-momentum tensor [23] by means of the expansion
cuv =
∞∑
n=1
∑
µ1...µn
9
n!(2π)n
∞∫
−∞
. . .
∞∫
−∞
dθ1 . . . dθn(∑n
i=1mµi cosh θi
)4 ∣∣∣F Tµµ|µ1...µnn (θ1, . . . , θn)∣∣∣2 .
(133)
In a similar way one may compute the scaling dimension of the operator O from
the knowledge of its n-particle form factors [24]
∆Ouv = −
1
2 〈O〉
∞∑
n=1
∑
µ1...µn
∞∫
−∞
. . .
∞∫
−∞
dθ1 . . . dθn
n!(2π)n
(∑n
i=1mµi cosh θi
)2
×F Tµµ|µ1...µnn (θ1, . . . , θn)
(
FO|µ1...µnn (θ1, . . . , θn)
)∗
. (134)
In general the expressions (133) and (134) yield the difference between the cor-
responding infrared and ultraviolet values, but we assumed here already that the
theory is purely massive such that the infrared contribution vanishes. Let us now
evaluate these formulae.
6.1 The complex Fermion
Since for the free Fermion one only has to sum up to the two particle contribution,
the infinite sum (133) and (134) terminate and can be evaluated even analytically.
For the case N = 2 we obtain
cuv = 2 and ∆
µα
uv = ∆
µα¯
uv =
1
16
. (135)
The scaling dimensions of σα and σα¯, which are expected to coincide with (135),
can not be computed from (134), since it involves an odd number of particles.
6.2 The Federbush model
We may proceed similarly for the Federbush model. In the ultraviolet limit it
obviously corresponds to two complex free Fermions and we there expect to obtain
cuv = 2 . (136)
Indeed using (95), the computation is identical to the one carried out in the previous
section. Note, that this value of 2 coincides with the ultraviolet central charge of
the SU(3)3-HSG model. This is however also not entirely surprising by recalling
the identification (64). The corresponding thermodynamic Bethe ansatz equations
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will be identical to for free Fermions. More striking is the result of the evaluation
of (134), which yields with (95) and (81)
∆Φ
λ
α
uv = ∆
Φλα
uv =
λ2
4
. (137)
Note, that ∆Φ
1/2
α
uv = ∆
Φ
1/2
α
uv = 1/16, which is once again the limit to the complex
free Fermion. Yet more support for the relation between the SU(3)3-HSG model
and the Federbush model comes from the analysis of λ = 2/3, which corresponds
to the SU(3)3-HSG value τ = 1/3 (see (63)). In that case we obtain from (137)
∆Φ
2/3
α
uv = ∆
Φ
2/3
α
uv = 1/9. We now compare with the general formula for the scaling
dimensions of the SU(3)3-HSG model
∆(Λ, w) =
(Λ · (Λ + 2ρ))
12
− (w · w)
6
, (138)
where Λ is a highest weight vector of level smaller or equal 3, w the corresponding
lower weights and ρ the Weyl vector. We are specially interested in the field cor-
responding to ∆(λ1, λ1) with λ1 being a fundamental weight, since this field was
previously observed [36] to correspond to the disorder operator. Indeed, we find
that
∆(λ1, λ1) = ∆
Φ
2/3
α
uv = ∆
Φ
2/3
α
uv . (139)
Thus precisely at the value of the coupling constant of the Federbush model at
which the SU(3)3-HSG S-matrix reduces in the limit (64) to the S
FB, the operator
content of the two models overlaps.
7 Conclusions
We computed explicitly the form factors of the complex free Fermion and the Feder-
bush model related to various operators. On one hand we carried out this task by
representing explicitly the field content as well as the particle creation operator in
terms of fermionic Fock operators and computed thereafter directly the correspond-
ing matrix elements. On the other hand we verified that these expressions satisfy
the form factor consistency equations only when the operators under consideration
are mutually local. This can already be seen for the free Fermion, for which we
could have also computed the matrix element of the field Φλα(x). In that context
one observes that only for λ = 1/2 this function solves the consistency equations
(2)-(4). We observed a similar phenomenon in the Federbush model. Whereas the
matrix elements of the field Σλα(x) can be computed in a closed form for generic
values of λ, they become only meaningful form factors for λ = 1/2, that is when
the field becomes local. It turned out to be crucial that the consistency equations
contain the factor of local commutativity as defined in (5). It is important to note
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that this factor is related to the equal time exchange relation between the operator
and the field associated to the particle next to it in the multi-particle state.
Our solutions turned out to decompose consistently under the momentum space
cluster property.
Further support for the identification of the solutions was given by an analysis
of the ultraviolet limit.
We demonstrated how the scattering matrix of the Federbush model can be
obtained as a limit of the SU(3)3-HSG scattering matrix. This “correspondence”
also holds for the central charge, which equals 2 in both cases, and the scaling
dimension of the disorder operator at a certain value of the coupling constant. We
proposed a Lie algebraic generalization of the Federbush models, which on the other
hand can be obtained in a certain limit of the homogeneous sine-Gordon models.
We expect that the construction of form factors by means of free fermionic Fock
fields can be extended to other models.
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