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We show that there exist two dimensional (2D) time reversal invariant fractionalized insulators
with the property that both their boundary with the vacuum and their boundary with a topological
insulator can be fully gapped without breaking time reversal or charge conservation symmetry.
This result leads us to an apparent paradox: we consider a geometry in which a disk-like region
made up of a topological insulator is surrounded by an annular strip of a fractionalized insulator,
which is in turn surrounded by the vacuum. If we gap both boundaries of the strip, we naively
obtain an example of a gapped interface between a topological insulator and the vacuum that does
not break any symmetries – an impossibility. The resolution of this paradox is that this system
spontaneously breaks time reversal symmetry in an unusual way, which we call weak symmetry
breaking. In particular, we find that the only order parameters that are sensitive to the symmetry
breaking are nonlocal operators that describe quasiparticle tunneling processes between the two
edges of the strip; expectation values of local order parameters vanish exponentially in the limit
of a wide strip. Also, we find that the symmetry breaking in our system comes with a ground
state degeneracy, but this ground state degeneracy is topologically protected, rather than symmetry
protected. We show that this kind of symmetry breaking can also occur at the edge of 2D fractional
topological insulators.
PACS numbers: 71.10.Pm, 73.43.-f, 11.30.Qc
I. INTRODUCTION
One of the most important distinctions between two
dimensional topological insulators and two dimensional
trivial insulators is that the interface between a topolog-
ical insulator and the vacuum carries robust gapless edge
modes1–4 while no such modes are present for a trivial
insulator. The edge modes of a topological insulator are
protected by the fundamental symmetries of time rever-
sal and charge conservation2,5,6. That is, it is impossi-
ble to fully gap out the edge of a topological insulator
without breaking at least one of these symmetries, either
explicitly or spontaneously.
Inspired by topological insulators, searches for such
“symmetry protected” edge modes have been carried out
in other systems. One extension is to systems with other
symmetries7–10 beyond time reversal and charge conser-
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FIG. 1: (a) Boundary between a strong pairing insulator (red)
and the vacuum (gray). (b) Boundary between a topological
insulator (blue) and a strong pairing insulator. (c) A geome-
try that contains both boundaries, in which the strong pairing
strip can be considered as a broadened boundary between the
topological insulator and the vacuum.
vation symmetry. Another important extension is to sys-
tems with intrinsic topological order11–14, that is systems
that support bulk excitations with fractional statistics.
In both cases, one of the central issues is the stability of
the edge modes. Because of recent intensive studies10–19,
much of the stability issue has been understood in a sys-
tematic way. Of particular relevance to this work are
Refs. 11,12 , which analyzed the edge stability of 2D time
reversal invariant Abelian insulators. Here, by “Abelian”
insulators, we mean insulators whose fundamental bulk
excitations obey Abelian fractional statistics. Ref. 11,12
found that time reversal invariant Abelian insulators can
be divided into fractional topological insulators and frac-
tional trivial insulators according to the edge stability,
similar to the usual “unfractionalized” insulators.
In this paper, we follow the work of Ref. 11 and 12,
and continue to study the edge stability of two dimen-
sional time reversal invariant Abelian insulators and in-
teresting phenomena resulting from the stability study.
While Ref. 11 and 12 focused on edge modes that live at
the interface between an insulator and the vacuum, the
same approach can be used to study boundaries between
two different insulators. As we show below, the analysis
of these boundaries yields a surprising result: there ex-
ist time reversal invariant fractionalized insulators with
the property that both their boundary with the vacuum
(Fig. 1a) and their boundary with a conventional topo-
logical insulator (Fig. 1b) can be fully gapped by appro-
priate edge interactions – without breaking time reversal
or charge conservation symmetry. An example of such a
fractionalized insulator is the “strong-pairing insulator”
which we define in Sec. II A. To understand why this re-
sult is surprising, note that such a scenario is impossible
for time reversal invariant band insulators: in such sys-
2tems, a boundary can be gapped if and only if the two
neighboring phases have the same Z2 invariant. Hence,
there are no band insulators with the property that both
their boundary with the vacuum and their boundary with
a topological insulator can be gapped without breaking
any symmetries.
The purpose of this paper is to derive this result and
resolve a paradox associated with it. The paradox oc-
curs when we consider a geometry in which a disk-like
region made up of a conventional topological insulator
is surrounded by an annular strip of the strong-pairing
insulator, which is in turn surrounded by the vacuum
(Fig. 1c). This system has an energy gap everywhere ex-
cept at the topological insulator/strong pairing insulator
boundary, and at the strong pairing insulator/vacuum
boundary; these interfaces may or may not support gap-
less edge modes, depending on what interactions are
present nearby. Let us suppose that the annular strip
is much wider than the microscopic correlation length,
so that these two boundaries decouple from another and
can be treated independently. Then, according to the
above result, we can introduce edge interactions which
will fully gap out both the topological insulator/strong
pairing insulator boundary and the strong pairing insula-
tor/vacuum boundary without breaking time reversal or
charge conservation symmetry. This scenario leads us to
an apparent contradiction: thinking of the annular strip
as a wide edge, we have seemingly constructed a fully
gapped interface between a topological insulator and the
vacuum that does not break any symmetries!
The resolution of this paradox is subtle. We find that
the strip spontaneously breaks time reversal symmetry,
but this symmetry breaking has an unusual character.
In particular, we find that the symmetry breaking in the
strip cannot be detected by local order parameters. More
precisely, the expectation value of any local order param-
eter is extremely small – exponentially small in the width
of the strip. The only order parameters that are sensitive
to the symmetry breaking are nonlocal string-like oper-
ators that describe tunneling processes between the two
edges of the strip. Closely related to this, we find that,
unlike traditional symmetry breaking, there are multiple
degenerate ground states and this ground state degener-
acy cannot be split even if time reversal symmetry is ex-
plicitly broken. Indeed, we find that the ground state de-
generacy is a topological degeneracy that originates from
the topological order in the annular strip, rather than
a symmetry breaking degeneracy. We call this unusual
kind of symmetry breaking weak symmetry breaking21
and we show that there is a crossover between weak sym-
metry breaking and conventional symmetry breaking as
the width of the annular strip is reduced: in the narrow-
strip limit, the broken time reversal symmetry becomes
detectable by local order parameters and the topological
degeneracy becomes a symmetry breaking degeneracy.
The paper is organized as follows. In Sec. II, we con-
struct the strong pairing insulator and show that its
boundary with the vacuum and its boundary with a topo-
logical insulator can be fully gapped without breaking
any symmetries. We then derive the resulting paradox
and discuss its resolution in terms of weak symmetry
breaking. Then we move on to analyze the weak symme-
try breaking. We discuss the existence of nonlocal order
parameters in Sec. III, discuss ground state degeneracy
as well as finite size corrections in Sec. IV, and discuss
the exponential suppression of local order parameters in
Sec. V. The discussion is generalized to fractional topo-
logical insulators in Sec. VI, with a general nonlocal order
parameter found in Sec. VID. We conclude in Sec. VII.
In appendix A, we obtain general formulas for the ground
state degeneracy of gapped edges in various geometries,
and in appendix B we prove a theorem for Abelian spin
Hall insulators.
II. DERIVATION OF PARADOX
In this section, we derive the paradox through a de-
tailed study of the boundaries in Fig. 1a, Fig. 1b and
Fig. 1c respectively.
A. The strong pairing insulator
First, we construct a toy model for the strong pairing
insulator. To this end, we recall that a toy model for
a conventional 2D topological insulator can be obtained
by considering a state in which spin-up and spin-down
electrons form decoupled ν = 1 integer quantum Hall
states with opposite chiralities. The wave function for
this state is given by:
ψ({z↑i ,z
↓
i }) =
∏
i<j
(z↑i − z
↑
j )
∏
i<j
(z¯↓i − z¯
↓
j )
× exp
[
−
∑
i
(
|z↑i |
2 + |z↓i |
2
)
/4l2B
]
, (1)
where z↑i , z
↓
i denote the coordinates of the spin-up and
spin-down electrons, lB denotes the magnetic length, and
z¯↓i means the complex conjugate of z
↓
i . (We leave the
anti-symmetrization between the two spin species im-
plicit, as is standard for multi-component/multi-layer
quantum Hall wave functions). This state is called a
“quantum spin Hall” insulator since it exhibits a nonva-
nishing spin-Hall conductivity: σsH = ν = 1 (in units of
e/2π).
By generalizing this construction, one can easily ob-
tain toy models for time reversal invariant fractional-
ized insulators3,11,13. Indeed, to construct such states,
we simply imagine that the spin-up and spin-down elec-
trons form fractional quantum Hall states with opposite
chiralities. These states are called “fractional quantum
spin Hall” insulators since they have a fractional spin-
Hall conductivity σsH .
3The “strong pairing” insulator is a particular fractional
quantum spin Hall state in which the spin-up and spin-
down electrons form ν = 1/2 strong pairing FQH states
with opposite chiralities. Here, the ν = 1/2 strong pair-
ing FQH state is an Abelian fractional quantum Hall
state in which spin-polarized electrons first bind together
to form charge 2e Cooper pairs, and then the pairs form
a k = 8 bosonic Laughlin state. The wave function for
the strong pairing insulator state is given by
ψ({w↑i ,w
↓
i }) =
∏
i<j
(w↑i − w
↑
j )
8
∏
i<j
(w¯↓i − w¯
↓
j )
8
× exp
[
−
∑
i
(
|w↑i |
2 + |w↓i |
2
)
/4l2B
]
, (2)
where w↑i , w
↓
i denote the coordinates of the charge 2e,
spin polarized Cooper pairs formed out of the spin-up
and spin-down electrons.
B. Boundary between strong pairing insulator and
vacuum
In this section we analyze the boundary between the
strong pairing insulator and the vacuum (Fig. 1a). We
show that this boundary can be fully gapped without vi-
olating time reversal and charge conservation symmetry.
In other words, we show that the strong pairing insulator
does not have symmetry-protected edge modes. (There
is a simple criterion for determining the stability of this
boundary and its generalization (see Sec. VIA), however
here we will give a detailed analysis.)
To begin, let us recall the edge theory of the strong
pairing FQH state. Since the strong pairing FQH state
is a k = 8 Laughlin state made out of charge 2e Cooper
pairs, its edge can be modeled by a single chiral boson
mode φ with a Lagrangian
L =
8
4π
[
∂tφ∂xφ− v(∂xφ)
2
]
. (3)
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FIG. 2: Schematics of boundary modes. (a) The boundary
between the strong pairing insulator and the vacuum has two
modes, φ1, φ2. (b) The boundary between the strong pair-
ing insulator and the topological insulator has four modes,
φ3, φ4, φ5, φ6. (c) The combination of the two boundaries
has six modes, φ1, φ2, φ3, φ4, φ5, φ6. (Labeling starts from the
right.)
The edge of the strong pairing insulator can be modeled
as two copies of the strong pairing FQH edge:
La =
8
4π
[
∂tφ1∂xφ1 − v(∂xφ1)
2
]
+
8
4π
[
−∂tφ2∂xφ2 − v(∂xφ2)
2
]
. (4)
Here φ1 and φ2 describe the spin-up and spin-down edge
modes respectively (Fig. 2a). In this normalization con-
vention, the creation operator for spin-up, charge 2e
Cooper pairs is of the form b†↑ ∼ e
8iφ1 while the creation
operator for spin-down Cooper pairs is b†↓ ∼ e
−8iφ2 .
We will adopt the convention that φ1 and φ2 transform
under time reversal symmetry as
φ1 → φ2 , φ2 → φ1. (5)
This transformation law guarantees that the Cooper pair
creation operators transform correctly under time rever-
sal, namely b†↑ → b
†
↓, and b
†
↓ → b
†
↑.
The above Lagrangian can be written in a compact
form using the so called K-matrix formalism22–24:
L =
1
4π
(∂tΦ
TK∂xΦ− ∂xΦ
TV∂xΦ), (6)
with K a symmetric nonsingular integer matrix, V
a positive-definite velocity matrix, and Φ a multi-
component field. In our case of the strong pairing insula-
tor, the Lagrangian La in (4) is written in the K-matrix
formalism with
K = Ka =
(
8 0
0 −8
)
, V = Va =
(
8v 0
0 8v
)
, (7)
and
Φ = Φa =
(
φ1
φ2
)
. (8)
In this notation, a general product of spin-up and spin-
down Cooper pair creation and annihilation operators
can be written in the form eiΛ
TKaΦa where Λ is a two
component integer vector.
Our aim is to show that the two edge modes in Eq. (4)
can be gapped out by suitable perturbations, without
breaking time reversal or charge conservation symmetry.
We will now argue that the following perturbation does
the job:
Ua = U(x) cos(Λ
T
1KaΦa − α(x)), Λ1 =
(
1
−1
)
. (9)
To see this, notice that this term describes a spin-flip
process in which a spin-up/spin-down Cooper pair is de-
stroyed and a spin-down/spin-up Cooper pair is created.
Thus this term is charge conserving. Furthermore, it is
time reversal invariant according to the transformation
(5). To see that it gaps out the edge, we make a change
4of variables to θ = 8φ1 + 8φ2, ϕ =
1
2 (φ1 − φ2), which
transforms the Lagrangian (4) to a sine-Gordon model:
La − Ua =
1
2π
∂xϕ∂tθ −
v
4π
[
(∂xθ)
2
16
+ 16(∂xϕ)
2
]
− U(x) cos(θ − α(x)) (10)
It is then clear that for large U , the field θ will become
locked to the minimum of the cosine potential and the
edge will be gapped.
In principle, we should also check that this perturba-
tion does not break any symmetry spontaneously. We will
verify this in Sec. II D and will postpone the discussion
of spontaneous breaking until then.
C. Boundary between strong pairing insulator and
topological insulator
In this section we show that the boundary between
the strong pairing insulator and a conventional topolog-
ical insulator (Fig. 1b) also does not have symmetry-
protected edge modes. (Again, there is a simple crite-
rion for determining the stability of this boundary (see
Sec. VIA), but we give a more detailed analysis here.)
The boundary between these two states can be mod-
eled by four edge modes φ3, φ4, φ5, φ6 (Fig. 2b), with a
Lagrangian of the form
Lb =
8
4π
[
−∂tφ3∂xφ3 − v
′(∂xφ3)
2
]
+
8
4π
[
∂tφ4∂xφ4 − v
′(∂xφ4)
2
]
+
1
4π
[
∂tφ5∂xφ5 − v
′′(∂xφ5)
2
]
+
1
4π
[
−∂tφ6∂xφ6 − v
′′(∂xφ6)
2
]
. (11)
Here φ3, φ4 are the spin-up and spin-down edge modes
of the strong pairing insulator and φ5, φ6 are the spin-
up and spin-down edge modes of the topological insula-
tor. Our normalization convention is such that the cre-
ation operators for spin-up and spin-down electrons in
the topological insulator edge are given by ψ†↑ ∼ e
iφ5 ,
ψ†↓ ∼ e
−iφ6 . Similarly, the Cooper pair creation opera-
tors on the strong pairing edge are given by b†↑ ∼ e
−8iφ3 ,
b†↓ ∼ e
8iφ4 .
Alternatively, the Lagrangian Lb can be written in the
K-matrix formalism (6) with
Kb =


−8 0 0 0
0 8 0 0
0 0 1 0
0 0 0 −1

 , Vb =


8v′ 0 0 0
0 8v′ 0 0
0 0 v′′ 0
0 0 0 v′′

 , (12)
and
Φb =


φ3
φ4
φ5
φ6

 . (13)
We use the same convention for the time reversal trans-
formation law of the strong pairing edge modes φ3, φ4 as
in Eq. (5):
φ3 → φ4 , φ4 → φ3. (14)
On the other hand, we assume that the topological insu-
lator edge modes φ5, φ6 transform as:
φ5 → φ6 , φ6 → φ5 − π. (15)
The extra π in this transformation law is necessary be-
cause the electron creation operators should transform as
ψ†↑ → ψ
†
↓, and ψ
†
↓ → −ψ
†
↑.
Our goal is to show that the gapless edge modes (11)
can be gapped out by an appropriate local perturbation
without breaking time reversal or charge conservation
symmetry, explicitly or spontaneously. As before, we will
accomplish this gapping by adding backscattering terms
similar to (9). Since there are 4 gapless edge modes, we
need to add two such backscattering terms. We will now
argue that the following two scattering terms do the job:
Ub = U(x)[cos(Λ
T
2KbΦb − α(x))
− cos(ΛT3KbΦb − α(x))],
Λ2 =


0
1
1
−3

 , Λ3 =


−1
0
3
−1

 . (16)
These terms have all the required properties. First of all,
these perturbations are local, i.e., they are composed out
of products of electron creation/annihilation operators
acting near some point x in space. Indeed, in the K-
matrix formalism, local operators – i.e. those composed
out of electron creation/annihilation operators – are of
the form eiΛ
TKΦ with Λ an integer vector. (On the other
hand, quasiparticle creation and annihilation operators,
which are generally non-local, take the form eil
TΦ where l
is an integer vector). Second, we can see that both terms
are neutral and hence preserve the U(1) charge symme-
try. This can be seen from the physical picture of the
perturbations. For example, the Λ2 term corresponds to
a process in which one spin-down Cooper pair is created
in the strong pairing edge while one spin-up electron is
created and three spin-down electrons are annihilated in
the topological insulator edge, or vice versa. So this term
is clearly charge conserving. Similarly, we can see that
the Λ3 term is charge conserving. Third, these terms are
time reversal symmetric according to the time reversal
transformation (14) and (15).
Now that we have established that the perturbations
(16) have the required symmetry properties, we have two
questions to answer: (i) whether the perturbations will
gap the edge and (ii) if so, whether any symmetry is spon-
taneously broken as a consequence of this gapping. To
answer the first question, we use the null vector criterion
of Ref. 25. According to this criterion, a perturbation of
5the form (16) will gap out the edge for large U if and
only if
ΛT2KbΛ2 = Λ
T
3KbΛ3 = Λ
T
2KbΛ3 = 0. (17)
The origin of the null vector criterion is that it guarantees
that one can make a linear change of variables from Φb to
Φ′b such that the Lagrangian for Φ
′
b will be equivalent to
two decoupled sine-Gordon models. It is then clear that
if U is sufficiently large, the two combinations ΛT2KbΦb,
ΛT3KbΦb will become locked to the minima of the cosine
potential and the edge will be gapped. (See appendix A
for a derivation).
One may easily check that Λ2,Λ3 satisfy the null vec-
tor condition (17). We conclude that the boundary can
indeed be gapped by (16). As for question (ii) regard-
ing spontaneous symmetry breaking, we will discuss this
issue in the next subsection.
D. Absence of spontaneous symmetry breaking on
both boundaries
To determine whether the two gapped boundaries
studied above spontaneously break any symmetries, we
use a general criterion introduced by Ref. 12. This cri-
terion, which we will call the “primitivity criterion” can
be stated as follows: Consider a general K-matrix edge
theory (6) with a 2N × 2N K-matrix and perturbations
U1 cos(Λ
T
1KΦ− α1), . . . , UN cos(Λ
T
NKΦ− αN ). (18)
Suppose that the Λi obey the null vector condition
ΛTi KΛj = 0, so that these perturbations can gap the
edge. The primitivity criterion states that the resulting
gapped edge will not break any symmetry spontaneously
if {Λi} are “primitive.” Here, we say that an integer
vector Λ is primitive if it cannot be written as an inte-
ger multiple of another integer vector – i.e. Λ 6= kΛ′ for
any integer k and integer vector Λ′; similarly, a vector
set {Λi} is primitive if all linear combinations
∑
i aiΛi
are primitive for any integers a1, . . . , aN with no com-
mon divisor. A simple way to check the primitivity of
{Λi} is to see if the set of N × N minors of the matrix
M = (Λ1, . . .ΛN ) are relatively prime: Ref. 12 showed
that the set of 2N dimensional vectors {Λ1, . . . ,ΛN} is
primitive if and only if the N ×N minors of M have no
common divisor.
The basic intuition behind the primitivity condition is
that it checks for the existence of a local order param-
eter. We can see this with a simple example: suppose
Λ = kΛ′ so that Λ is not primitive. Then when the
cosine term cos(ΛTKΦ) locks the value of ΛTKΦ to its
minima, it will also freeze the value of (Λ′)TKΦ. We
can then construct an operator of the form ei(Λ
′)TKΦ−iα
that will have a nonzero expectation value in the ground
state. Furthermore, since Λ′ is a fraction of Λ, this op-
erator can transform nontrivially under symmetries that
leave cos(ΛTi KΦ) invariant, implying that a symmetry is
broken spontaneously. In this way, we see that if the set
of {Λi} is not primitive, then a local order parameter
can be constructed and spontaneous symmetry breaking
is possible. On the other hand, if {Λi} is primitive then
no order parameter can be constructed (or at least no or-
der parameter of the form eiΛ
TKΦ), and thus spontaneous
symmetry breaking is not possible.
A rigorous derivation of the primitivity condition can
be obtained using the ground state degeneracy formula
(23) from section IVA (see also Eq. (A2) in appendix A).
That formula applies to Abelian states in a disk geome-
try with an edge that has been gapped by perturbations
of the form (18). It states that the ground state de-
generacy of such a system is equal to the greatest com-
mon divisor of the set of N × N minors of the matrix
M = (Λ1, . . . ,ΛN). Given this formula, it is easy to
establish the primitivity condition: we can see that the
primitivity condition guarantees that the ground state
of our system is non-degenerate. It then follows that
no symmetry is broken spontaneously, since any spon-
taneously broken symmetry would necessarily be accom-
panied by either a ground state degeneracy or gapless
excitations, and our system is gapped by assumption.
We now apply the primitivity condition to the two
gapped boundaries studied above. We can see that
{Λ2,Λ3} is primitive by direct calculation of the 2 × 2
minors of the matrix M = (Λ2,Λ3). Also, it is clear
from inspection that Λ1 is primitive. We conclude that
neither of the two boundaries studied in the previous two
sections spontaneously break any symmetries.
E. The paradox
We have shown that both the boundary between the
strong pairing insulator and the vacuum and the bound-
ary between the strong pairing insulator and the topolog-
ical insulator can be gapped without breaking any sym-
metry. We will show that this result leads us to an ap-
parent paradox.
As discussed in the introduction, the paradox occurs
when we consider a geometry in which a disk-like region
filled with a topological insulator is surrounded by an an-
nular strip filled with a strong pairing insulator which is
in turn surrounded by the vacuum (Fig. 1c). Let us call
the outer boundary between the strong pairing insulator
and the vacuum boundary a, and call the inner boundary
between the strong paring insulator and the topological
insulator boundary b. Clearly, boundary a can be mod-
elled in the same way as the boundary in Fig. 1a, with two
edge modes φ1, φ2 and the edge Lagrangian La[φ1, φ2] in
(4). Likewise, boundary b can be modelled in the same
way as the boundary in Fig. 1b, with four edge modes
φ3, φ4, φ5, φ6 and the LagrangianLb[φ3, φ4, φ5, φ6] in (11)
(See Fig. 2c). Assuming that the annular strip is much
wider than the microscopic correlation length, we can
neglect coupling between the two boundaries. The total
6Lagrangian for the annular strip is then given by
L = La[φ1, φ2] + Lb[φ3, φ4, φ5, φ6]. (19)
Note that both φ1 and φ3 are edge modes of the spin-
up component of the strong pairing insulator, but they
are located at opposite sides of the strip, so they have
opposite chiralities. It is the same for φ2 and φ4. Such
opposite chirality is reflected in our normalization con-
ventions in (4) and (11) which differ by a minus sign.
In Sec. II B, we constructed a perturbation Ua which
gaps out the two modes φ1, φ2 at the strong-pairing in-
sulator/vacuum boundary. In Sec. II C, we constructed
a perturbation Ub which gaps out the four modes φ3, φ4,
φ5, φ6 at the strong-pairing insulator/topological insu-
lator boundary. Furthermore, we showed that neither
of these gappings lead to the breaking of time reversal
or charge conservation symmetry – either explicitly or
spontaneously.
Let us now imagine adding the perturbations Ua and
Ub to boundary a and b respectively in the geometry
Fig. 1c. With exactly the same analysis in Sec. II B
and Sec. II C, we know that both boundaries a and b are
gapped and no symmetry breaking occurs. If we think
of the annulus as a wide interface between a topological
insulator and the vacuum, then we seem to have found a
way to gap the edge of the topological insulator without
breaking any of the fundamental symmetries – an impos-
sibility. In what follows we will show how to resolve this
apparent paradox.
III. NONLOCAL ORDER PARAMETER
Now we resolve the paradox associated with the ge-
ometry in Fig. 1c. The resolution involves an unusual
kind of breaking of time reversal symmetry, which we
call weak symmetry breaking. In this and the next two
sections, we will prove that the annular strip undergoes a
spontaneous breaking of time reversal symmetry, and we
will characterize the “weakness” of such breaking. In this
section, we obtain a nonlocal order parameter as the first
evidence of the weak breaking of time reversal symmetry.
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FIG. 3: Physical picture of the nonlocal order parameter
W (x), Eq. (20): it moves a quasiparticle (2, 2)T between the
two boundaries, and at the same time it flips an electron spin
at boundary b (black dot).
A. Existence of order parameter
In Sec. II B and IIC, we analyzed boundary a and
boundary b separately and we showed that no sponta-
neous symmetry breaking occurs when either of these
boundaries is gapped. Now let us consider the geometry
of Fig. 1c where boundaries a and b are connected by an
annular strip. If the strip is very wide, the two bound-
aries must decouple from one another, and thus it is clear
that there cannot be symmetry breaking at either of the
two gapped boundaries. In other words, we expect that
there are no local order parameters acting near either of
the two boundaries that acquire a nonzero ground state
expectation value. (For a more detailed argument against
the existence of local order parameters, see Sec. V).
Given that there are no local order parameters, it is
tempting to conclude that the system in Fig. 1c does
not break any symmetries. However this conclusion is
incorrect. The problem is that checking for local order
parameters is not enough to determine the existence of
spontaneous symmetry breaking: we also need to include
nonlocal operators such as quasiparticle tunneling opera-
tors between the two boundaries. Including such nonlocal
observables is the key to resolving the paradox. In fact,
it is natural to include these nonlocal observables: The
paradox occurs when we think the annular strip as a wide
edge of the topological insulator, so we should include all
operators acting within the strip.
We now demonstrate that there exists a nonlocal or-
der parameter of time reversal symmetry breaking, i.e.,
a nonlocal operator that is odd under time reversal and
that acquires a nonvanishing ground state expectation
value. This order parameter is defined by
W (x) = cos(2φ1 + 2φ2 + 2φ3 + 2φ4 + φ5 + φ6) (20)
where the position variable x is written explicitly to
emphasize that W can live anywhere along the bound-
aries. To understand the physical meaning of W , recall
that in the K-matrix formalism, the operator eil
TΦ cre-
ates a quasiparticle excitation l at the boundary. Thus,
ei2φ1+i2φ2 creates a quasiparticle (2, 2)T at boundary
a while ei2φ3+i2φ4 annihilates a quasiparticle (2, 2)T at
boundary b. Also, the operator eiφ5+iφ6 corresponds to
an electron spin flip. Putting these all together, we see
that W describes a physical process in which a quasipar-
ticle l = (2, 2)T tunnels from boundary a to boundary b,
or vice versa, and at the same time an electron flips its
spin at boundary b (Fig. 3).
Let us verify that W (x) is indeed an order parameter
of time reversal symmetry. First, we note that W (x) →
−W (x) under time reversal transformation (5), (14) and
(15). Second, to see that W acquires a ground state
expectation value when boundaries a and b are gapped,
note that one may write W as
W = cos
[
1
4
(
ΛT1KaΦa + Λ
T
2KbΦb + Λ
T
3KbΦb
)]
, (21)
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FIG. 4: Local operators (Ua, Ub) and string operators (S
I
l ,
SIIl ). There are two types of non-contractible string opera-
tors, type-I and type-II, associated with moving quasiparti-
cles along the two dashed lines respectively. The width of the
annular strip is D while the average length of the boundaries
is L.
following the notations from equations (9) and (16).
In the large U limit, the fields ΛT1KaΦa, Λ
T
2KbΦb and
ΛT3KbΦb are locked at the minima of the cosine poten-
tials, therefore W is locked to a classical value. In gen-
eral, the expectation value ofW is nonvanishing, because
the phase α(x) in (9) or (16) is arbitrary. Hence, W (x)
is indeed an order parameter characterizing the breaking
of time reversal symmetry.
B. Nonlocality of order parameter
The nonlocality of the order parameterW is clear from
the physical picture behind it: it involves quasiparticle
tunneling across the annular strip. However,W in (20) is
expressed in the edge theory, in which the bulk degrees of
freedom are projected out. The edge theory cannot tell
the distance between the boundaries and the width of the
annular strip does not appear explicitly. This makes it
ambiguous to talk about the nonlocality ofW . Therefore,
it is necessary to clarify this conceptual ambiguity. In
particular, we discuss below how the width of the strip
enters our edge theory analysis.
To begin, we compare the three characteristic lengths
in our problem: the microscopic correlation length ξ, the
width of the stripD, and the average length of the bound-
aries L. In the toy models in Sec. II A, the microscopic
scale ξ is the magnetic length lB. In our analysis, we
always assume ξ ≪ L. The ratio of D to ξ gives two lim-
its of our problem: the wide-strip limit D ≫ ξ, and the
narrow-strip limit D ∼ ξ. Up to now, we have assumed
the wide-strip limit.
Now we clarify the concepts of local and nonlocal op-
erators. Local operators are those acting on a region
whose size is comparable to ξ, for examples, Ua in (9)
which acts somewhere at boundary a and Ub in (16)
which acts somewhere at boundary b (see schematics in
Fig. 4). They are composed out of the electron cre-
ation/annihilation operators located within the region
where these local operators are defined. Nonlocal oper-
ators act on a region whose size is much larger than the
microscopic scale. The string-like operators SIl and S
II
l
sketched in Fig. 4, called type-I and type-II string opera-
tors, are our main examples of nonlocal operators – they
will be useful in the study of the ground state degener-
acy in Sec. IV. They describe a quasiparticle l tunneling
along the dashed lines in Fig. 4. SIl acts on the scale L
and SIIl acts on the scale D. Obviously S
I
l is nonlocal.
Whether SIIl is local or nonlocal depends on what limits
we take: it is local in the narrow-strip limit (D ∼ ξ) and
it is nonlocal in the wide-strip limit (D ≫ ξ).
With the above preparation, we are ready to discuss
the locality/nonlocality of the order parameter. As men-
tioned above, the operator W is defined in the edge
Hilbert space where the notion of the width of the strip
fades away, so it is ambiguous to talk about the local-
ity/nonlocality of W . However, since physically W de-
scribes quasiparticle tunneling across the annular strip,
there must exist a SIIl -like string operator W˜ in the full
Hilbert space whose projection in the edge Hilbert space
is W . W˜ and W are the same physical quantity (the or-
der parameter) but expressed in different representations.
Introducing the W˜ representation of the order parame-
ter makes it easy to understand its locality/nonlocality:
Similarly to SIIl , the order parameter is nonlocal in the
wide-strip limit, but it becomes a local quantity in the
narrow-strip limit. This clarifies what we mean by non-
locality of the order parameter in the wide-strip limit.
In what follows, we will abuse notation and not distin-
guish W from W˜ as long as no confusion occurs. We will
use the phrases “W is local” or “W is nonlocal” with no
further explanation.
A natural question is then: How is the local-
ity/nonlocality of the order parameter manifested in the
edge theory? One manifestation is that the operator
W enters the edge Hamiltonian with only exponentially
small coefficients in the wide-strip limit. Imagine we
project W˜ to W in the edge Hilbert space. In the wide-
strip limit, W˜ does not enter the microscopic Hamilto-
nian. Furthermore, the bulk of the strip is gapped. Thus,
W can only be generated from a quasiparticle tunneling
process and a rough estimate of the coefficient ofW in the
effective edge Hamiltonian is of the order of exp(−αD),
with α a positive number. In the limit D/ξ → ∞, the
coefficient vanishes andW is forbidden from entering the
edge Hamiltonian. We see the width of the annular strip
D enters the edge theory in this rather implicit way.
Finally, we make a comment about the narrow-strip
limit. In that limit, the order parameter W becomes lo-
cal, and therefore the symmetry breaking becomes locally
detectable. The symmetry breaking becomes “strong”.
Hence, reducing the width of the strip provides a natu-
ral crossover from the weak breaking to the usual break-
ing of time reversal symmetry. Such a crossover will be
discussed in more detail in Sec. IVD from the view of
ground state degeneracy. Strictly speaking, whenever we
8say weak symmetry breaking, we stay in or close to the
wide-strip limit.
IV. GROUND STATE DEGENERACY
It is well known that systems with a spontaneously
broken discrete symmetry necessarily exhibit a ground
state degeneracy. Here we show that the weak symmetry
breaking in our system (Fig. 1c) also leads to a ground
state degeneracy. However, the ground state degeneracy
differs from the usual symmetry breaking case in several
ways. First, we find a degeneracy of 4 instead of the
two-fold degeneracy one expects for time reversal sym-
metry breaking. Second, we find that the degeneracy
cannot be split by any local perturbation of the Hamil-
tonian, including perturbations that break time reversal
symmetry. Thus, the ground state degeneracy should be
regarded as a topological degeneracy, not a symmetry-
breaking degeneracy. Both of these unusual features dis-
appear in the narrow-strip limit: in that case, we find a
crossover to a two-fold degeneracy that is protected by
time reversal symmetry.
A. Computing the degeneracy
In this section we calculate the ground state degener-
acy of our system (Fig. 1c) in the wide-strip limit. Our
calculation is based on a formula derived in appendix A.
This formula gives the ground state degeneracy of a gen-
eral system with the geometry of Fig. 1c, in which both
the disk and the annulus contain Abelian states and all
boundaries are gapped. Before explaining this result, we
first discuss a simpler formula that gives the ground state
degeneracy of a general Abelian state defined in a disk
geometry with a gapped edge.
The formula for the ground state degeneracy in a
disk geometry is as follows. Consider an Abelian state
described by a 2N × 2N K-matrix K. Suppose that
this state is defined in a disk, with an edge gapped by
backscattering terms
U1 cos(Λ
T
1KΦ), . . . , UN cos(Λ
T
NKΦ), (22)
where {Λi} are 2N -dimensional linearly-independent in-
teger vectors that satisfy the null vector condition
ΛTi KΛj = 0. Then, the ground state degeneracy (GSD)
is given by
GSDdisk = gcd(N ×N minors of M), (23)
where gcd stands for the “greatest common divisor” and
M is the 2N ×N matrix whose columns are the vectors
Λi
M = (Λ1, . . . ,ΛN ). (24)
Note that equation (23) gives the total ground state de-
generacy of our system, not just the topologically pro-
tected degeneracy26,27, which is presumably trivial for a
disk-like system.
A detailed derivation of the formula (23) is given in ap-
pendix A. Here we provide an intuitive, but less rigorous
explanation. First, consider the structure of the edge
Hilbert space before we add the backscattering terms
(22). In this case, the following operators commute with
the Hamiltonian:
PI =
1
2π
∫ L
0
dx∂xΦI . (25)
These operators have integer eigenvalues pI , so every
eigenstate can be labeled by a 2N -component integer vec-
tor p. Eigenstates with the same values of p are said to
belong to the same “sector.” Each sector contains a low-
est energy state together with an infinite tower of excited
states associated with phonon excitations.
Let us now add the backscattering terms (22). These
terms have two effects. First, the combinations ΛTi KΦ
become locked to the minima of the cosine potential at
low energies. Therefore, ΛTi K∂xΦ = 0, so the only sectors
that have low energy states are those with
ΛTi Kp = 0, (26)
for all Λi. Let us denote the set of all integer vectors p
that satisfy equation (26) by Γ. The second effect is that
the p’s are no longer good quantum numbers since the
cosine terms couple states in sector p with states in sector
p + Λi. To obtain good quantum numbers, we need to
consider p (mod A) where A is the N dimensional lattice
generated by Λ1, ...,ΛN . Note that A ⊆ Γ by the null
vector criterion.
To complete the derivation, we note that it is natural
to expect that there is one degenerate ground state for
each of the low energy sectors. In other words, there
is one ground state for each element of Γ/A. It is then
not hard to show that the number of elements of Γ/A is
precisely equal to the expression in equation (23), thus
proving the claim.
Having “warmed up” with the disk case, we now in-
troduce the formula for the ground state degeneracy for
general Abelian states defined in the geometry of Fig.
1c. Suppose that the annular strip is described by an
Abelian state with a 2N × 2N K-matrix Ks, while the
disk is described by an Abelian state with a 2M × 2M
K-matrix Kd. Suppose that the outer boundary a and
the inner boundary b are gapped by backscattering terms
corresponding to {Λa,1, ...,Λa,N} and {Λb,1, ...,Λb,N+M}
where the Λa,i are 2N -dimensional, and the Λb,i are
(2M+2N)-dimensional integer vectors. Then the ground
state degeneracy is given by:
GSDFig. 1c = gcd((2N +M)× (2N +M) minors of M
′)
(27)
9whereM′ is a (4N +2M)× (2N +M) matrix. The first
N columns of M′ are
KsΛa,iΛa,i
02M

 , i = 1, ..., N, (28)
where 02M is the 2M -dimensional zero vector while the
last M +N columns are(
02N
Λb,i
)
, i = 1, ...,M +N. (29)
The physics behind equation (27) is similar to the disk
case and we refer the reader to appendix A for its deriva-
tion. Here, we will simply apply this formula to compute
the degeneracy in our system. In our case, we have
ΛTa,1 = (1,−1),
ΛTb,1 = (0, 1, 1,−3),
ΛTb,2 = (−1, 0, 3,−1), (30)
and Ks = diag(8,−8). Therefore, the matrixM
′ is given
by
M′ =


8 0 0
8 0 0
1 0 −1
−1 1 0
0 1 3
0 −3 −1

 . (31)
We conclude that the ground state degeneracy for our
system is
GSDFig. 1c = gcd(3× 3 minors of M
′) = 4. (32)
B. Topological origin of the degeneracy
In the previous section we showed that the system
drawn in Fig. 1c exhibits a four-fold ground state degen-
eracy. The next question is to determine the robustness
of this degeneracy. Here we show that the degeneracy
cannot be split by any local perturbation of the Hamil-
tonian, including perturbations that break time reversal
symmetry. We conclude that the ground state degener-
acy should be thought of as a topological degeneracy –
analogous to the degeneracy of a topologically ordered
state on a torus, rather than a symmetry-breaking de-
generacy.
Our argument is similar to previous approaches for es-
tablishing topological degeneracy26,27: our strategy is to
construct string-like operators that (1) satisfy a nontriv-
ial commutation algebra, and (2) map ground states to
ground states. We then use these two properties to prove
that the ground state degeneracy is robust.
We make use of two types of string-like operators. The
first type of operator, which we call SIl , acts along a non-
contractible loop in the annular strip (i.e. the dashed
circle in Fig. 4). Physically this operator describes a
three step process in which one first creates a quasipar-
ticle/quasihole pair l/l¯, then winds l around the central
disk, and finally brings l back to l¯ and annihilates the
pair. The second type of string-like operator, which we
call SIIl , acts along a path connecting the inner and outer
boundaries of the strip. This operator describes a process
in which one creates a pair l/l¯, then takes l¯ to boundary
a and l to boundary b, and finally annihilates them sep-
arately at the two boundaries.
A key property of these two types of string operators
is that they don’t commute with each other in general.
Instead they satisfy the algebra
SIlS
II
l′ = e
iθ
ll′SIIl′ S
I
l (33)
where θll′ is the mutual statistical phase between
quasiparticle l and l′. To see this, note that
(SIl )
−1(SIIl′ )
−1SIlS
II
l′ describes a process in which quasi-
particle l is braided around quasiparticle l′, followed by
a process in which quasiparticle l is braided in the op-
posite direction around an empty disk. The difference
between the phases acquired during these two processes
is exactly the mutual statistics eiθll′ .
We now construct the above algebra (33) more explic-
itly. First, we need to parameterize the different string
operators in our system. We begin with the type-I string
operators. Recall that in the strong pairing insulator,
the quasiparticle excitations are labeled by two compo-
nent integer vectors l. Therefore, all the SIl can be built
out of two generating string operators, SI1 and S
I
2, corre-
sponding to lT = (1, 0) and lT = (0, 1) respectively.
Next consider the type-II string operators, SIIl . An
important point is that SIIl can only be constructed if
the quasiparticle l and quasihole l¯ can be locally anni-
hilated at the boundaries of the annular strip; in gen-
eral this local annihilation is only possible for a subset of
quasiparticles28. In the present case, we will argue that
the subset of quasiparticles that can be annihilated in-
cludes lT = (2, 2) and its multiples. To see this, consider
the following operator defined within the edge theory:
S = exp[−i(2φ1 + 2φ2 + 2φ3 + 2φ4)]. (34)
The operator S is a string-like operator that describes
a process in which a quasiparticle (2, 2)T tunnels from
boundary a to boundary b. If we apply S to one of the
ground states of our system, it will create an excited state
with a quasiparticle (2, 2)T on boundary b and a corre-
sponding quasihole on boundary a. In order to construct
a type-II string operator out of S, we need to construct
local operators acting on the two boundaries that can
annihilate these excitations and return the system to its
ground state. We claim that the follow operator does the
job:
V = exp[−i(φ5 + φ6)]. (35)
Clearly V is a local operator that describes a single elec-
tron flipping its spin on boundary b. Furthermore, con-
sider the product V · S. We can see that V · S looks
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like the nonlocal order parameterW in Eq. (20) – in fact
W = (V ·S+S† ·V †)/2. Therefore, just like W , V ·S ac-
quires a ground state expectation value when the edges
are gapped by the backscattering terms (9) and (16).
The fact that V ·S acquires an expectation value tells us
that if we apply V · S to a ground state of our system,
the resulting state has a nonvanishing overlap with the
ground state subspace. In other words, the operator V
gives some amplitude for annihilating the quasiparticle
(2, 2)T at the boundary. We conclude that (2, 2)T can
indeed be annihilated at the boundary. In addition, we
have an explicit expression for the corresponding string
operator, which we denote by SII0 :
SII0 ∼ V · S (36)
= exp[−i(2φ1 + 2φ2 + 2φ3 + 2φ4 + φ5 + φ6)].
We will find this expression useful in Sec. IVC.
We have constructed three fundamental string oper-
ators: SI1, S
I
2, S
II
0 . To find their commutation algebra
(33), we recall that according to the K-matrix formal-
ism, the mutual statistics between two excitations l, l′ of
the strong pairing state is given by
θll′ = 2πl
T
(
8 0
0 −8
)−1
l′. (37)
Substituting lT = (1, 0), (0, 1), (2, 2), we derive the alge-
bra
SI1S
II
0 = e
ipi/2SII0 S
I
1,
SI2S
II
0 = e
−ipi/2SII0 S
I
2. (38)
With the above algebra in hand, we are now ready to
complete the argument. The key point is that each of the
string operators SI1, S
I
2, S
II
0 map ground states to ground
states, so the ground state subspace must provide a rep-
resentation of the algebra (33). Given that the smallest
representation of this algebra is four dimensional, we im-
mediately deduce that the ground state subspace must
have degeneracy of at least 4. Furthermore, the same
reasoning holds even if we add some arbitrary local per-
turbation to the Hamiltonian: our argument only de-
pends on the quasiparticle statistics in the bulk and the
basic structure of edge, both of which are expected to
be stable to arbitrary local perturbations of the Hamil-
tonian (as long as the perturbations are not so large that
they close the bulk or edge gap). We conclude that the
system has a minimal four-fold degeneracy that cannot
be split by any local perturbation in the wide-strip limit.
In other words, the four-fold ground state degeneracy of
our system is topologically protected.
C. Parameterization of degenerate ground states
We will find it useful to construct explicit matrix rep-
resentations of the above string operators within the
four dimensional ground state subspace. We begin
with SII0 . From the algebra (38), we can see that the
eigenvalues of this operator are necessarily of the form
{λ, λeipi/2, λeipi , λe3ipi/2}. In fact, since we are free to
rescale SII0 by a complex scalar, we can assume without
loss of generality that the eigenvalues of SII0 are of the
form einpi/2 with n = 0, 1, 2, 3. Working in this eigenba-
sis, we have
SII0 =


1 0 0 0
0 i 0 0
0 0 −1 0
0 0 0 −i

 . (39)
Similarly, from the algebra (38) we deduce that
SI1 = (S
II
2 )
−1 =


0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0

 (40)
(after an appropriate rescaling). Labeling these basis
states by |n〉, n = 0, 1, 2, 3, we can equivalently write
these equations as
SII0 |n〉 = e
ipin/2|n〉,
SI1|n〉 = |n− 1〉,
SI2|n〉 = |n+ 1〉, (41)
where the addition and subtraction in the last two equa-
tions is performed modulo 4. We can also obtain the
matrix representation of the non-local order parameter
W using the fact that W ∼ (SII0 + (S
II
0 )
†):
W |n〉 ∼ cos(nπ/2)|n〉. (42)
At this point it is worth mentioning an important prop-
erty of the string operators, namely, their action within
the ground state subspace does not change if we deform
the path along which they act. More precisely, if we let
SII0γ denote the string operator corresponding to a par-
ticular path γ, then
SII0γ |n〉 = S
II
0γ′ |n〉, (43)
for any two paths γ, γ′ connecting the two boundaries
of the strip. The other string operators, SI1, S
I
2 exhibit
a similar path independence. To derive (43), note that
SII0γ and S
II
0γ′ obey the same algebra (38), so the operator
SII0γ · (S
II
0γ′)
−1 commutes with SI1. At the same time, it
is clear that SII0γ · (S
II
0γ′)
−1 commutes with SII0γ (at least
if γ, γ′ do not intersect). These two facts imply that
SII0γ · (S
II
0γ′)
−1 = CI where I is the 4 × 4 identity and
C is some complex scalar. Hence, as long as we rescale
the two operators appropriately so that C = 1, they will
obey (43).
To complete the picture, we now construct an ex-
plicit matrix representation for the time reversal trans-
formation T . According to the time reversal transforma-
tions (5), (14), (15), and the expression (36), we have
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T −1SII0 T = −S
II†
0 . It follows that
T |n〉 ∼ |n+ 2〉. (44)
Choosing an appropriate phase convention for |n〉, we
conclude that the time reversal operator can be repre-
sented within the ground state subspace as
T = TK , T =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 . (45)
where K is the anti-linear complex conjugation operator.
D. Crossover to narrow-strip limit
The above four-fold topological ground state degener-
acy is obtained in the wide-strip limit. We now study the
degeneracy in the narrow-strip limit. We find that as the
width of the strip is reduced, the degeneracy undergoes a
crossover to a two-fold degeneracy which is protected by
time reversal symmetry. Thus, in the narrow-strip limit
the ground state degeneracy behaves exactly as we would
expect for a system with spontaneously broken time re-
versal symmetry.
The new element that emerges as the width of the strip
is reduced is that we need to include a small, but finite
amplitude for quasiparticle tunneling between the two
boundaries of the strip. These quasiparticle tunneling
terms will generically split the four-fold ground state de-
generacy discussed above, as we now demonstrate.
To see that quasiparticle tunneling will split the ground
state degeneracy, it is sufficient to give one example. We
consider the following tunneling term:
H1 = ǫ
∫ L
0
dx cos(4φ1+4φ2+4φ3+4φ4+2φ5+2φ6). (46)
This term describes a process in which the quasiparticle
lT = (4, 4) tunnels from one boundary to another, while
simultaneously two electron spins are flipped at bound-
ary b. Importantly, H1 is charge conserving and time
reversal invariant according to (5), (14), (15), so there is
no symmetry principle that prevents it from appearing
in our Hamiltonian as the width of the strip is reduced.
Furthermore, from the expression (36), we can see that
H1 ∼ (S
II
0 )
2 + h.c.. Therefore, by (39), the matrix ele-
ments of H1 between the different ground states are of
the form
H1 ∼


ǫ 0 0 0
0 −ǫ 0 0
0 0 ǫ 0
0 0 0 −ǫ

 . (47)
From these matrix elements, we see that in lowest order
of perturbation theory, H1 will split the four-fold ground
state degeneracy into a two-fold degeneracy.
The discussion above establishes that as the width of
the strip is reduced, the degeneracy will generically split
from 4 → 2 as a result of quasiparticle tunneling. The
next question is whether it is possible for the degeneracy
to split further. We now show that such further split-
ting is not possible as long as time reversal symmetry is
preserved. To establish this point, we will show that the
matrix elements of local time reversal invariant pertur-
bations H1 between different ground states are always of
the form
H1 =


ǫ1 0 0 0
0 ǫ2 0 0
0 0 ǫ1 0
0 0 0 ǫ2

 (48)
with ǫ1 and ǫ2 being real numbers. It will then follow that
the perturbationH1 cannot split the two-fold degeneracy,
at least in lowest order of perturbation theory.
To see that H1 has the form (48), note H1 must sat-
isfy two requirements. First, it must be time reversal
invariant so that
TH∗1T = H1, (49)
where T is given by (45). Second, H1 must be local, that
is H1 =
∑
aHa where each Ha acts on a finite region
whose size is much smaller than L. Using this fact, we
can show that Ha commutes with S
II
0 within the ground
state subspace. Indeed, if γ is the path along which SII0
acts, we can always choose a new path γ′ that has no
overlap with the region of support of Ha. Using path
independence (43) we can then deduce:
〈m|HaS
II
0γ |n〉 = 〈m|HaS
II
0γ′ |n〉
= 〈m|SII0γ′Ha|n〉
= 〈m|SII0γHa|n〉. (50)
Hence
〈m|SII0γH1|n〉 = 〈m|H1S
II
0γ |n〉. (51)
Equations (49) and (51) together imply that H1 has the
form (48). Thus, we see a two-fold degeneracy is guaran-
teed by time reversal symmetry.
Note that if we include corrections due to finite length
L of the edges, H1 does not have to satisfy the second
requirement (51). The two-fold degeneracy then will be
lifted, leading to a unique ground state. This is easy
to understand since spontaneous symmetry breaking is
impossible in finite-size systems.
V. LOCAL ORDER PARAMETER
In Sec. II and Sec. III, we argued that the weak break-
ing of time reversal symmetry could be detected by a
nonlocal order parameter W (20). In this section, we
study the properties of local order parameters. We show
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that local order parameters can also detect the symmetry
breaking, but only very weakly. More precisely, we show
that the expectation values of local order parameters are
exponentially small in the width of the strip.
The argument for the exponential suppression of local
order parameters is as follows. Consider a local observ-
able O that is odd under time reversal, and that may
live anywhere in the system, not restricted to the bound-
aries. Since O is odd under time reversal, it follows from
equation (45) that
〈n|O|n〉 = −〈n+ 2|O|n+ 2〉. (52)
At the same time, since the ground state degeneracy
is topologically protected, we know that the matrix el-
ements of the local operator O must take the form
〈m|O|n〉 = Cδmn + ǫmn, (53)
where C is a constant and ǫmn is a finite-size correc-
tion that vanishes in the thermodynamic limit. The cor-
rection ǫmn is directly related to the finite-size splitting
between topologically degenerate ground states and by
analogy with this splitting, we expect ǫmn to depend ex-
ponentially on the width of the strip: ǫmn = O(e
−αD).
Combining these two equations, we conclude that
〈m|O|n〉 = O(e−αD). (54)
In other words, the expectation value of any local order
parameter is exponentially small in the width of the strip.
The above argument shows that the expectation values
of local order parameters are at most exponentially small
in the width of the strip. In fact, we will now argue that
local order parameters generically saturate this bound.
One way to see this is to consider the effects of quasi-
particle tunneling. Consider, for example, the following
term:
H1 = ǫ
∫
dxσ(x)W (x). (55)
Here σ(x) = cos(φ5+φ6) andW (x) is the nonlocal order
parameter given in (20). The above term (55) will gener-
ically appear in our edge Hamiltonian since it is time
reversal invariant and charge conserving and therefore
there is no symmetry prohibiting it. On the other hand,
we expect the coefficient ǫ to be exponentially suppressed,
ǫ ∼ exp(−αD), since this term involves a tunneling pro-
cess across the strip.
Including (55) into our edge Hamiltonian has an im-
portant effect: it is not hard to see that this term induces
a small expectation value for σ sinceW (x) obtains an ex-
pectation value in the unperturbed ground state. In fact,
in lowest order of perturbation theory we have:
〈σ〉 ∼ ǫ · 〈W 〉 ∼ exp(−αD). (56)
With equation (56), the argument is now complete: we
have demonstrated that σ – a local order parameter –
generically has an exponentially small expectation value
as a result of the finite width of the strip. Clearly, the
same reasoning applies to other local order parameters
as well.
In summary, we have shown that for local order param-
eters, the symmetry breaking is indeed weak – exponen-
tially suppressed by the width of the annular strip. As we
approach the narrow-strip limit, local order parameters
obtain larger and larger expectation values, and thereby
the weak symmetry breaking becomes the usual “strong”
symmetry breaking.
VI. GENERALIZATION
In the above sections, we studied the paradox and the
weak breaking of time reversal symmetry through the ex-
ample in Fig. 1. In this section, we construct many other
similar examples, and show that these interesting phe-
nomena are quite general. We consider the geometries in
Fig. 5, which is almost the same as Fig. 1 but the topo-
logical insulator is replaced by a general fractional topo-
logical insulator and the strong pairing insulator is re-
placed by a general fractional trivial insulator. We show
that there exist many fractional topological insulators
and fractional trivial insulators such that all boundaries
in Fig. 5 are gapped without locally breaking any symme-
try. Therefore, similarly to Fig. 1c, a paradox occurs in
Fig. 5c: thinking of the annular strip as a wide boundary
between the fractional topological insulator and the vac-
uum, we have gapped this boundary without apparently
breaking any symmetry. At this point, we should not be
surprised of the paradox, because it may be related to
weak symmetry breaking. Indeed, we will show that in
all the cases studied here, there is weak breaking of time
reversal symmetry when the paradox occurs.
A. The stability criterion
To simplify our analysis of the stability of the bound-
aries in Fig. 5 and avoid similar technical analyses to
those in Sec. II, we will use the general edge stabil-
Frac.
Trivial
Vacuum
(a)
Frac.
Trivial
Frac.
Topo.
(b)
Frac.
Topo.
Frac. Trivial
Vacuum
(c)
FIG. 5: The same geometries as in Fig. 1, with the topological
insulator replaced by a general fractional topological insulator
and the strong pairing insulator replaced by a general frac-
tional trivial insulator.
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ity criterion derived in Ref. 12. The criterion says that
the boundary of an Abelian insulator, modelled by a K-
matrix K, carries a protected gapless edge mode if and
only if the quantity 1e∗χ
TK−1τ is odd. Here, e∗ is the
smallest charge in the insulator, χ is related to time re-
versal symmetry, and τ is related to charge conservation
symmetry. Before using the criterion, we explain the
meaning of the parameters τ , e∗ and χ.
As argued in Ref. 12, the boundary of a general time
reversal invariant Abelian insulator is modeled by a K-
matrix theory
L =
1
4π
(KIJ∂tΦI∂xΦJ − VIJ∂xΦI∂xΦJ ), (57)
where K and V are 2N × 2N matrices. The parame-
ters χ and τ tells us how the fields ΦI transform under
the basic symmetry transformations, i.e., the U(1) charge
symmetry and time reversal symmetry. Under a U(1)
charge transformation U(θ) with θ the rotational angle,
the fields transform as
ΦI → ΦI + θK
−1
IJ τJ , (58)
where τ is an 2N -component integer vector. This ex-
pression defines τ , which is called the “charge vector”.
According to this transformation, it is easy to check that
the operator eil
TΦ creates a quasiparticle with charge
lTK−1τ . Then, the smallest charge e∗ can be defined
as
e∗ = minl(l
TK−1τ). (59)
The time reversal symmetry T acting on the fields ΦI
leads to a transformation
ΦI → TIJΦJ + πK
−1
IJ χJ , (60)
where T is a 2N × 2N integer matrix, and χ is a 2N -
component integer vector. This expression defines χ,
which we can think as a “time reversal vector”. The
parameters K, τ cannot be chosen arbitrarily: As shown
in Ref. 12, the requirement of time reversal invariance
gives
T TKT = −K,
T τ = τ. (61)
Also, the property of the time reversal symmetry, T 2 =
(−1)Ne , where Ne is the total number of electrons in the
system, gives the following constraints on T and χ:
T 2 = 1,
(1− T T )χ ≡ τ (mod 2). (62)
We see that the parameters (K, τ, T, χ) capture the
essence of time reversal invariant Abelian insulators.
B. Boundary stability in Fig. 5a and Fig. 5b
We now apply the stability criterion to the bound-
aries in Fig. 5a and Fig. 5b. Let us parameterize the
fractional trivial insulator with (K1, τ1, T1, χ1), and the
fractional topological insulator with (K2, τ2, T2, χ2). Ac-
cording to the very definitions of the fractional topo-
logical/trivial insulator, we must have 1e∗
1
χT1K
−1
1 τ1 be-
ing even and 1e∗
2
χT2K
−1
2 τ2 being odd, with e
∗
1 and e
∗
2 the
smallest charges in the fractional trivial insulator and
the fractional topological insulator respectively. Also,
by construction, the boundary in Fig. 5a can be gapped
without breaking any symmetry.
The stability of the boundary in Fig. 5b is not as
straightforward. The boundary contains the edge modes
from the central disk and the modes from the inner edge
of the annular strip. Hence, the modes can be modeled
by the K-matrix theory with parameters
Kb =
(
−K1 0
0 K2
)
, τb =
(
τ1
τ2
)
Tb =
(
T1 0
0 T2
)
, χb =
(
χ1
χ2
)
(63)
The minus sign before K1 comes from the fact that the
inner edge modes of the annular strip have opposite chi-
rality to the outer edge modes.
Applying the stability criterion explained above, we
see that the boundary in Fig. 5b contains gapless edge
modes, if and only if the quantity
1
e∗b
χTb K
−1
b τb =
1
e∗b
(χT2K
−1
2 τ2 − χ
T
1K
−1
1 τ1) (64)
is odd. Here, e∗b is defined as
e∗b = minl(l
TK−1b τb)
= min{m,n}(me
∗
1 + ne
∗
2), (65)
where l is an integer vector, and m, n are integer num-
bers. With this criterion, it will be easy for us to con-
struct many examples where the boundary in Fig. 5b is
unstable. Stable boundaries also exist, however they are
not interesting to us.
Before we construct other examples in which the
boundary in Fig. 5b is unstable, let us check that the
criterion is consistent with the example from Fig. 1. In
that case, the strong pairing insulator has parameters
K1 =
(
8 0
0 −8
)
, τ1 =
(
2
2
)
T1 =
(
0 1
1 0
)
, χ1 =
(
0
0
)
. (66)
and the topological insulator has parameters
K2 =
(
1 0
0 −1
)
, τ2 =
(
1
1
)
T2 =
(
0 1
1 0
)
, χ2 =
(
0
1
)
. (67)
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where T1, χ1, T2 and χ2 can be read off from the time
reversal transformations (14) and (15). The parameters
(Kb, τb, Tb, χb) can be obtained according to (63). Then,
the smallest charges are e∗1 = 1/4, e
∗
2 = 1 and e
∗
b =
1/4, and thereby 1e∗
1
χT1K
−1
1 τ1 = 0 and
1
e∗
b
χTb K
−1
b τb = −2.
Therefore, both boundaries in Fig. 1a and Fig. 1b are
unstable, in agreement with the results from Sec. II.
C. Infinitely many examples of unstable boundary
in Fig. 5b
Now we look for other examples in which the boundary
in Fig. 5b is unstable. In fact, we will show that there
are infinitely many such examples.
We will restrict to a special class of Abelian insula-
tors, which we call “Abelian spin Hall insulators”. We
will see below that this class is already enough for us
to find infinitely many examples where the boundary in
Fig. 5b is unstable. Of course, there are also examples
beyond Abelian spin Hall insulators, however we will not
list them here.
The Abelian spin Hall insulators12,13 has the parame-
ters of the form
K =
(
K W
WT −K
)
, τ =
(
t
t
)
T =
(
0 1
1 0
)
, χ =
(
0
t
)
, (68)
where K is symmetric and W is skew symmetric. One
may check that the requirements in (61) and (62) are
satisfied. We assume gcd(t) = 1 for simplicity. Let the
fractional topological insulator and fractional trivial in-
sulator in Fig. 5 both be of this type. In this case, the sta-
bility criterion (64) simplifies further. As we explain be-
low, the boundary stability of Fig. 5b is fully determined
by the single number 1/e∗1: if it is even, the boundary is
unstable; if it is odd, the boundary is protected. Using
this result, it is then easy to construct infinitely many
examples in which the boundary in Fig. 5b is unstable.
For example, the following Abelian spin Hall insulators
are fractional trivial insulators and all have their 1/e∗
being even:
K =
(
m n
n m
)
, W = 0, t =
(
1
1
)
. (69)
Here,m and n both are odd integers. The smallest charge
is e∗ = 1/(m+ n). So, clearly 1/e∗ is even.
The proof of the above result relies on a theorem of
Abelian spin Hall insulators, proven in Appendix B. The
theorem states that the smallest charge in an Abelian
spin Hall insulator with protected edge modes must have
an odd denominator. On the other hand, the smallest
charge of an Abelian spin Hall insulator without pro-
tected edge modes can have either odd or even denomina-
tor. Given this result, we see that 1/e∗2 must be odd while
1/e∗1 can be either even or odd. Then, using the fact that
1
e∗
1
χT1K
−1
1 τ1 is even and
1
e∗
2
χT2K
−1
2 τ2 is odd, one finds that
1
e∗
b
χTb K
−1
b τb, defined in (64), has the same parity as 1/e
∗
1.
Hence, the boundary in Fig. 5b can be gapped without
breaking any symmetry if and only if 1/e∗1 is even.
D. Weak symmetry breaking in Fig. 5c
Let us now consider the geometry in Fig. 5c. In the
case that the boundaries a and b both are unstable, a
similar paradox to that in Sec. II E occurs: thinking of the
annular strip as a wide edge, we can construct a gapped
edge of a fractional topological insulator. Furthermore,
according to the above subsection, there are infinitely
many examples where this paradox arises.
The question then is: Do all these examples exhibit
weak symmetry breaking, just like the topological insula-
tor/strong pairing insulator example? Below we answer
this question in the affirmative. We prove the answer
by finding a nonlocal order parameter for time reversal
symmetry breaking on a general ground. The existence
of the nonlocal order parameter establishes the existence
of weak breaking of time reversal symmetry. We will
not discuss the ground state degeneracy here, though
we expect it behaves similarly to the topological insu-
lator/strong paring insulator example.
Let us set up some notations before searching for
a nonlocal order parameter. We have already asso-
ciated the fractional trivial insulator with parameters
(K1, τ1, T1, χ1), and the fractional topological insulator
with parameters (K2, τ2, T2, χ2). Let K1 be a 2N1× 2N1
matrix and K2 be a 2N2×2N2 matrix. Boundary a is de-
scribed by parameters (Ka, τa, Ta, χa) = (K1, τ1, T1, χ1),
and boundary b is described by (Kb, τb, Tb, χb) defined in
(63). Let the edge modes of the annular strip at bound-
ary a be described by Φ1, the modes of the annular strip
at boundary b be described by Φ′1, and the modes of the
disk be described by Φ2. In total, boundary b is described
by
Φb =
(
Φ′1
Φ2
)
. (70)
For notational consistency, we also denote Φa = Φ1.
According to Ref. 12, if a boundary is unstable, it is
always possible to find simple scattering terms that pre-
serve the symmetries to gap it out, just like what we
have done in the example in Sec. II. Let us assume as in
Ref. 12 that the boundary a is gapped by N1 scattering
terms
Ua,i(x) cos(Λ
T
a,iKaΦa − αa,i(x)), (71)
where i = 1, . . . , N1. The integer vector set {Λa,i} is as-
sumed to satisfy the following properties. First, they are
linearly independent and neutral Λa,iτa = 0, and they
satisfy the null vector criterion ΛTa,iKΛa,j = 0. Second,
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if a vector Λa,i belongs to the set, its time reversal part-
ner −TΛa,i also belongs to the set. Finally, the vectors
{Λa,i} satisfy the primitivity condition. These properties
ensure that the scattering terms are charge conserving,
time reversal invariant, and can gap the boundary a with-
out locally breaking any symmetry. Let the boundary b
be gapped by the scattering terms
Ub,i(x) cos(Λ
T
b,iKbΦb − αb,i(x)), (72)
with i = 1, . . . , (N1 + N2). Again, {Λb,i} should satisfy
the symmetry requirements as well as the null vector cri-
terion and the primitivity condition.
Once the boundaries are gapped, we claim that there
exists a nonlocal order parameter for the time reversal
symmetry breaking. In the edge theory, it is expressed
as
W (x) = cos[
1
e∗2
τT1 (Φ1 +Φ
′
1) +
1
e∗2
τT2 Φ2]. (73)
It describes a physical process where a quasiparticle la-
beled by l = τ1/e
∗
2 tunnels from boundary a to bound-
ary b, and at the same time a quasiparticle labeled by
l′ = τ2/e
∗
2 is created at the edge of the disk. Note that
the quasiparticle l′ is local because τ2/e
∗
2 can be written
as K2Λ with an integer vector Λ, as is a consequence of
the definition of e∗2.
We prove the claim below. First, we show that W is
odd under time reversal transformation. According to
(60), we have
Φ1 → T1Φ1 + πK
−1
1 χ1
Φ′1 → T1Φ
′
1 − πK
−1
1 χ1
Φ2 → T2Φ2 + πK
−1
2 χ2. (74)
Then, with the property (61), we have
W (x)→ (−1)
1
e∗
2
τT
2
K−1
2
χ2
W (x). (75)
Since the disk is assumed to be a fractional topological
insulator, the quantity 1e∗
2
τT2 K
−1
2 χ2 is odd. Hence, W →
−W under the time reversal transformation, as claimed.
Second, we show that W (x) indeed acquires a nonva-
nishing ground-state expectation value. To see this, we
first write W in a slightly different form,
W = cos[
1
e∗2
τTa Φa +
1
e∗2
τTb Φb]. (76)
In the large U limit, the cosine terms in (71) and (72)
lock the fields ΛTa,iKaΦa and Λ
T
b,iKbΦb to classical val-
ues. We will now argue that the field τTa Φa and τ
T
b Φb
also acquire classical values. The integer vectors {Λa,i}
satisfy the neutrality condition ΛTa,iτa = 0, and the null
vector criterion ΛTa,iKaΛa,j = 0. Let X be the space
spanned by the vectors satisfying the N1 linear equations
{ΛTa,iKax = 0}, where x is a 2N1 dimensional vector.
Then, X has dimension N1. The null vector condition
tells us that {Λa,i} is a basis of X. From the neutrality
condition, we see the vector K−1a τa is also a solution of
the linear equations {ΛTa,iKax = 0}. Hence, K
−1
a τa ∈ X,
implying that K−1a τa can be expressed as a linear combi-
nation of {Λa,i}. Therefore, the field τ
T
a Φ1 can be writ-
ten as a linear combination of the fields ΛTa,iKaΦa and
acquires a classical value. Similarly, we can show that
τTb Φb acquires a classical value. Hence, we achieve our
conclusion that the nonlocal operator W (x) in (73) in-
deed obtains an expectation value when both boundaries
a and b are gapped. In general, the expectation value is
nonvanishing, because the phases αa,i in (71) and αb,i in
(72) are arbitrary. We conclude that our system exhibits
weak time reversal symmetry breaking when boundaries
a and b are gapped.
VII. CONCLUSION
To summarize, we have shown that the strong pair-
ing insulator has the interesting property that both its
boundary with the vacuum, and its boundary with a
topological insulator can be fully gapped without break-
ing either time reversal or charge conservation symmetry.
This result is closely connected with an apparent para-
dox. The paradox occurs when we consider a geometry
in which a disk-like region containing a topological insu-
lator is surrounded by an annular strip made of a strong
pairing insulator, which is in turn surrounded by the vac-
uum. Naively, it appears that if we gap both boundaries,
we can construct a fully gapped interface between a topo-
logical insulator and the vacuum that does not break any
symmetries – a contradiction.
The resolution of this paradox is that the above sys-
tem spontaneously breaks time reversal symmetry in an
unusual way which we call “weak symmetry breaking.”
This weak symmetry breaking cannot be detected by any
local order parameter if the annular strip is much wider
than the microscopic correlation length. The only or-
der parameters that can see the symmetry breaking are
nonlocal string-like operators that describe quasiparticle
tunneling across the strip. In addition, we have shown
that this unusual symmetry breaking is associated with
an unusual ground state degeneracy: the system has a
four-fold ground state degeneracy which is topologically
protected rather than the expected two-fold symmetry-
protected degeneracy. We have also generalized these
discussions to fractional topological insulator/fractional
trivial insulator/vacuum sandwich structures, where we
found a large class of other systems exhibiting weak sym-
metry breaking.
In the course of our analysis, we have developed several
tools that may be useful more generally. Most notably,
we derived general formulas for the ground state degen-
eracy of gapped edges (appendix A) in different geome-
tries. These formulas take account of both topological
degeneracy and symmetry-breaking degeneracy in a uni-
fied framework.
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The present work can be loosely grouped with recent
studies of exotic phenomena at gapped boundaries of
topological insulators. A well known example of such
phenomena is the discovery of Majorana zero modes at
the edge of a topological insulator29. Another interesting
example is the recent observation that surface states of
3D symmetry protected phases can be gapped by form-
ing 2D intrinsic topological orders. For instance, the sur-
face of a 3D bosonic topological insulator can form a Z2
topological phase20. More recently, it was also shown the
surface state of a 3D fermionic topological insulator can
realize non-Abelian topological order30–33. We see that
gapped edges/surfaces of topological phases have rather
rich physics. The weak symmetry breaking phenomenon
identified in this work provides another example of this
richness.
We envision several directions for future research. One
direction is to consider symmetry protected topological
phases with symmetries beyond charge conservation and
time reversal symmetry. It would be interesting to see if
the paradox and the associated weak symmetry breaking
generalizes to these systems. It would also be interesting
to see if analogous phenomena occur at the surfaces of
three dimensional topological insulators.
Note added. After this work was submitted for pub-
lication, we noticed a related work34 which also studies
unconventional ways of gapping out the edges of 2D sym-
metry protected topological phases.
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Appendix A: Degeneracy of gapped edges
In this appendix, we calculate the ground state de-
generacy of general gapped edges modeled in the K-
matrix formalism. The edges are gapped by backscat-
tering terms, i.e., cosine potentials. Various geometries
are considered, including a disk geometry, a cylindrical
geometry and the geometry in Fig. 5c. Let us first list
the results, then prove them in the following subsections.
Disk geometry—We consider an edge of a disk de-
scribed by a Lagrangian
L(Φ,K, {Λi}) =
1
4π
(
∂tΦ
TK∂xΦ− ∂xΦ
TV∂xΦ
)
+ U1 cos(Λ
T
1KΦ) + · · ·+ UN cos(Λ
T
NKΦ) (A1)
where K is a 2N × 2N matrix and Φ contains 2N com-
ponents. The 2N dimensional integer vectors {Λi} are
linearly independent and satisfy the null vector criterion
ΛTi KΛj = 0, so that the edge is gapped at large U ’s. We
will show that the ground state degeneracy (GSD) in this
model is given by
GSDdisk = gcd(N ×N minors of M) (A2)
where M = (Λ1, . . . ,ΛN ), a 2N × N matrix, and gcd
stands for “greatest common divisor”.
Cylindrical geometry—In this case, there are two
boundaries: the right boundary a and the left bound-
ary b. We consider a model in which the two boundaries
are described by the edge Lagrangian
L(Φa,K, {Λa,i}) + L(Φb,−K, {Λb,i}) (A3)
where the form of L follows (A1). Both fields Φa and Φb
contain 2N components. {Λa,i} are linearly independent
2N dimensional integer vectors, as are {Λb,i}. In addi-
tion, {Λa,i} and {Λb,i} satisfy the null vector criterion,
ΛTa,iKΛa,j = Λ
T
b,iKΛb,j = 0. We will show that when
the boundaries are gapped at large U ’s, the ground state
degeneracy of the system is given by
GSDcylinder = gcd(2N × 2N minors of M) (A4)
and M is a 4N × 2N matrix
M =
(
KΛa1 · · · KΛaN 0 · · · 0
Λa1 · · · ΛaN Λb1 · · · ΛbN
)
. (A5)
The geometry in Fig. 5c—Here we assume the two
boundaries, the outer boundary a and the inner bound-
ary b, are modeled by the Lagrangian
L(Φa,Ks, {Λa,i}) + L(Φb,Kb, {Λb,i}), (A6)
where Φa describes 2N modes on boundary a, and Φb
describes 2N + 2M edge modes on boundary b with
2N modes from the annular strip and 2M modes from
the disk. The disk and the annular strip are associ-
ated with K-matrices Kd and Ks respectively, so Kb =
diag(−Ks,Kd). The integer vectors {Λa,i} are 2N di-
mensional and {Λb,i} are 2N + 2M dimensional. Both
are linearly independent and satisfy the null vector crite-
rion. We will show that when the boundaries are gapped,
the degeneracy in this geometry is given by
GSDFig.5c = gcd ((2N +M)× (2N +M) minors of M) ,
(A7)
where M is a (4N + 2M)× (2N +M) matrix. The first
N columns of M are
KsΛa,iΛa,i
02M

 , i = 1, . . . , N (A8)
with 02M the 2M dimensional zero vector, and the last
M +N columns of M are(
02N
Λb,i
)
, i = 1, . . . , N +M (A9)
with 02N the 2N dimensional zero vector.
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1. Disk geometry
We will prove the formula (A2) by mapping the edge
theory to a collection of non-chiral Luttinger liquids, for
which the degeneracy is easily seen. We illustrate our ap-
proach with the example of the strong pairing insulator.
We then prove the formula (A2) for general cases.
a. Strong pairing insulator
Consider the following model for the edge of a strong
pairing insulator,
Lsp =
8
4π
∂xφ1(∂tφ1 − v∂xφ1)
−
8
4π
∂xφ2(∂tφ2 + v∂xφ2)
+ U cos(8φ1 + 8φ2). (A10)
In this case, the matrix
M =
(
1
−1
)
. (A11)
So, according to the formula (A2), the ground state is
nondegenerate. Below we will establish this result with
a systematic calculation.
We will use a Hamiltonian formulation of the edge the-
ory. The Hamiltonian is given by
H =
8v
4π
[
(∂xφ1)
2 + (∂xφ2)
2
]
−U cos(8φ1+8φ2), (A12)
where the basic commutation relations are
[φ1(x), ∂yφ1(y)] =
i
8
2πδ(x− y),
[φ2(x), ∂yφ2(y)] = −
i
8
2πδ(x− y). (A13)
The particle densities are ∂xφ1/2π and ∂xφ2/2π. On
a disk geometry, the total number of particles in each
component must be integers. Therefore, H should be
diagonalized with the constraints
∫ L
0
dx
1
2π
∂xφ1(x) = p1 ,
∫ L
0
dx
1
2π
∂xφ2(x) = p2
(A14)
where p1, p2 are integers, and L is the length of the edge.
We wish to understand the ground state degeneracy of
the Hamiltonian H through a mapping to the standard
non-chiral Luttinger liquid. To this end, we consider the
change of variables
θ = 8(φ1 + φ2),
ϕ =
1
2
(φ1 − φ2). (A15)
In terms of these variables, we have
H =
v
4π
[
(∂xθ)
2
16
+ 16(∂xϕ)
2
]
− U cos(θ) (A16)
with the commutation relations
[θ(x), ∂yϕ(y)] = i2πδ(x− y).
[θ(x), ∂yθ(y)] = [ϕ(x), ∂yϕ(y)] = 0. (A17)
The constraints become∫ L
0
dx
1
2π
∂xθ(x) = 8(p1 + p2) ,∫ L
0
dx
1
2π
∂xϕ(x) =
1
2
(p1 − p2). (A18)
We observe that the above Hamiltonian (A16) and
commutation relations are identical to those of a non-
chiral Luttinger liquid with a backscattering term
HLL = π(vθρ
2
θ + vϕρ
2
ϕ)− U cos(θ),
[ρθ(x), ρϕ(y)] =
i
2π
∂xδ(x − y), (A19)
where vθ = v/16 and vϕ = 16v and
ρθ =
1
2π
∂xθ , ρϕ =
1
2π
∂xϕ. (A20)
Here, ρθ and ρϕ are the density of vortices and particles
in the non-chiral Luttinger liquid.
On the other hand, the constraints (A18) are not the
same as a standard Luttinger liquid. Indeed, assuming
the Luttinger liquid is defined with periodic boundary
conditions, it will have the constraint that the number
of vortices and the number of particles must be integer.
That is,∫ L
0
dxρθ(x) = pθ ,
∫ L
0
dxρϕ(x) = pϕ (A21)
where pθ, pϕ are integers. These constraints are clearly
different from (A18).
For this reason, H is not exactly equivalent to a non-
chiral Luttinger liquid, HLL. However, we will now argue
that they do have identical low energy spectra for large
U . In particular, they have the same ground state de-
generacy.
The first step is to note that the low energy eigenstates
of H all have p1 + p2 = 0. Indeed, this follows immedi-
ately from the fact that
p1 + p2 =
1
2π
∫ L
0
(∂xφ1 + ∂xφ2) (A22)
together with the fact that φ1 + φ2 is locked to the min-
imum of the cosine potential for all low energy states.
By the same reasoning, we can see that the low energy
eigenstates of HLL all have pθ = 0.
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The next step is to note that there is a unitary equiva-
lence between the Hamiltonian H defined within the sub-
space p1+p2 = 0, and the Hamiltonian HLL defined with
the subspace pθ = 0. Indeed, we have already seen that
the two Hamiltonians and commutation relations match
up; all we have to check is that the constraints match as
well. To this end, we note that within the p1 + p2 = 0
subspace, the constraints (A18) reduce to∫ L
0
dxρθ(x) = 0 ,
∫ L
0
dxρϕ(x) =
1
2
(p1 − p2) = integer,
(A23)
while within the pθ = 0 subspace, the constraints (A21)
reduce to∫ L
0
dxρθ(x) = 0 ,
∫ L
0
dxρϕ(x) = pϕ = integer, (A24)
We can see that the constraints do in fact match.
Now that we have shown that the two Hamiltonians
H and HLL have identical low energy spectra. Since it
is clear the HLL has a non-degenerate ground state, the
Hamiltonian H also has a non-degenerate ground state.
b. General cases
Now we consider a general edge on a disk, modeled by
the Lagrangian
L(Φ,K, {Λi}) =
1
4π
(
∂tΦ
TK∂xΦ− ∂xΦ
TV∂xΦ
)
+ U1 cos(Λ
T
1KΦ) + · · ·+ UN cos(Λ
T
NKΦ) (A25)
where Φ is a 2N -component field, K is a 2N × 2N sym-
metric nonsingular integer matrix, and {Λi} are 2N di-
mensional linearly independent integer vectors satisfying
the null vector criterion, ΛTi KΛj = 0. The basic commu-
tation relations are
[ΦI(x), ∂yΦJ(y)] = i2πK
−1
IJ δ(x − y). (A26)
The particle densities are ∂xΦI(x)/2π. On the disk ge-
ometry, the total number of particles of each component
should be integers; thus we have the constraints∫ L
0
dx
1
2π
∂xΦI = pI (A27)
where pI are integers.
We would like to understand the ground state degener-
acy of the Lagrangian (A25) with constraints (A27), by
generalizing the discussion of the strong pairing insula-
tor. We will map the model to a system of N standard
non-chiral Luttinger liquids. The three important things
to keep track of during the mapping are: (1) the com-
mutation relations, or equivalently, the K-matrix K; (2)
the form of cosine potentials, or equivalently, the corre-
sponding integer vectors {Λi}; and (3) the constraints
from total particle numbers. We will not keep track of
the kinetic part of the Hamiltonian, since it is not im-
portant at the end when we take the large U limit.
The mapping involves three steps. The first step is to
simplify the problem by making use of the Smith nor-
mal form for integer matrices. Let M be the matrix
with columns Λ1, . . . ,ΛN . According to the Smith nor-
mal form, the matrix M can be written as M = SDR.
Here, S is a 2N × 2N integer matrix and R is an N ×N
integer matrix, both with determinant 1. D is 2N × N
integer matrix of the form
D =


d1 0 · · · 0
0 d2 · · · 0
...
...
...
...
0 0 · · · dN
...
...
...
...
0 0 · · · 0


, (A28)
where dI are integers. Since {Λi} are linearly indepen-
dent, the rank of the matrix D is N , which means no dI
is zero. Alternatively, we write D as
D =
(
D¯
0
)
, (A29)
where D¯ is a diagonal N ×N integer matrix.
With the above Smith normal form of the matrix M,
we make the change of variables
Φ′ = S−1Φ. (A30)
Accordingly, the Lagrangian transforms as
L(Φ,K, {Λi})→ L(Φ
′,K′, {Λ′i})
with
K′ = STKS,
Λ′i = S
−1Λi.
The new parameters {Λ′i} and K
′ acquire simpler forms.
The matrix
(Λ′1, . . . ,Λ
′
N ) = S
−1M =
(
D¯
0
)
R =
(
D¯R
0
)
, (A31)
which means all Λ′i are vectors with the last N compo-
nents vanishing. According to the null vector criterion,
MTKM = 0. Then, RTDTK′DR = 0, that is
(RT D¯, 0)K′
(
D¯R
0
)
= 0.
Therefore, K′ must have the following form
K′ =
(
0 A
AT B
)
, (A32)
where A is nonsingular and B is symmetric.
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In terms of the new variables Φ′I , the constraints (A27)
become ∫ L
0
dx
1
2π
∂xΦ
′
I =
∑
J
S−1IJ pJ = p
′
I . (A33)
Since S is an integer matrix with determinant 1, its in-
verse S−1 is also an integer matrix with determinant 1.
Moreover, all rows of S−1 are primitive vectors. There-
fore, the sum
∑
J S
−1
IJ pJ generates all integers while vary-
ing the integers pJ . That is, p
′
I is an arbitrary integer.
The next step is to make another change of variables
and map the problem to a problem of N non-chiral Lut-
tinger liquids. Let us make the change of variables
Φ′′ = TΦ′ (A34)
where
Φ′′ =


θ1
...
θN
ϕ1
...
ϕN


, T =
(
0 A
1 12 (A
−1)TB
)
. (A35)
It is easy to check that the new variables satisfy the com-
mutation relations
[θI(x), ∂yθJ(y)] = [ϕI(x), ∂yϕJ(y)] = 0,
[θI(x), ∂yϕJ(y)] = i2πδIJδ(x− y). (A36)
In terms of the new variables, the cosine potentials are
− UI cos(
∑
J
RJIdJθJ ), I = 1, . . . , N. (A37)
and the constraints are∫ L
0
dx
1
2π
∂xθI =
N∑
J=1
AIJp
′
N+J ,
∫ L
0
dx
1
2π
∂xϕI = p
′
I +
1
2
N∑
J,K=1
A−1JIBJKp
′
N+K . (A38)
We observe that the commutation relations match
those of non-chiral Luttinger liquids. However, the con-
straints and cosine potentials are not “standard”. In the
standard Luttinger liquids, we expect cosine potentials
to be
− UI cos(dIθI), I = 1, . . . , N, (A39)
and the constraints on total charges and vortices are∫ L
0
dx
1
2π
∂xθI = pθI∫ L
0
dx
1
2π
∂xϕI = pϕI . (A40)
with pθI , pϕI integers.
The final step is to take the large U limit, and focus
on the low energy spectra, as we did in the example of
a strong paring insulator. In this limit, all the fields∑
J RJIdJθJ are locked at the minima of the cosine po-
tentials. This means the low energy Hilbert space is con-
strained by∑
J
RJIdJθJ = 2πsI , I = 1, . . . , N (A41)
where sI are integers. Because R is an integer matrix
with determinant 1, we have
dIθI = 2πs
′
I , I = 1, . . . , N (A42)
where s′I are also arbitrary integers. One immediately
realizes that the “standard” cosine potentials (A39) pro-
duce the same low-energy constraints.
The final thing to check is the constraints of total par-
ticle numbers. In the low energy subspace, θI are con-
stants, so the constraints (A38) become∫ L
0
dx
1
2π
∂xθI = 0,
∫ L
0
dx
1
2π
∂xϕI = p
′
I . (A43)
This matches the constraints (A40) of the non-chiral
Luttinger liquids in the low energy subspace in which
pθI = 0.
Now the model has been mapped to a standard Lut-
tinger liquid problem, with the same set of constraints in
the low-energy Hilbert space. The ground state degener-
acy of the system with N standard non-chiral Luttinger
liquids is easily seen. The I-th non-chiral Luttinger liq-
uid has a degeneracy of |dI |, so the overall degeneracy
is |d1 · · · dN |. So the degeneracy of the original model
(A25) is also |d1 · · · dN |. Since M = SDR with S and R
having determinant 1,
GSDdisk = |d1 · · · dN |
= gcd(N ×N minors of M) (A44)
where M = (Λ1, . . . ,ΛN ).
2. Cylindrical geometry
In the cylindrical geometry, there are two edges: the
right edge a and the left edge b. We consider the case in
which the two edges are well separated and individually
gapped. The two edges are modeled by the Lagrangian
Lcylinder = L(Φa,K, {Λa,i}) + L(Φb,−K, {Λb,i}) (A45)
where the expression of the Lagrangian L is given in
(A25). (The velocity matrix V and scattering amplitudes
UI are not important, so we do not keep track of them; all
U ’s are eventually taken to infinity.) Φa and Φb are 2N -
component fields, describing edges a and b respectively.
The integer vectors {Λa,i} are linearly independent 2N
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dimensional vectors that satisfy the null vector criterion
ΛTa,iKΛa,j = 0. The integer vectors {Λb,i} are also lin-
early independent and satisfy the null vector criterion
ΛTb,iKΛb,j = 0. Note that {Λa,i} and {Λb,i} need not
be equal, i.e., the two edges may be gapped in different
ways.
The constraints from particle numbers are different
from those for the disk geometry. In the cylindrical geom-
etry, a single edge may contain some number of fractional
particles, leading to the constraints
∫ L
0
dx
1
2π
∂xΦa,I = K
−1
IJ paJ ,∫ L
0
dx
1
2π
∂xΦb,I = −K
−1
IJ pbJ , (A46)
where paJ , pbJ are integers. However, the total number of
particles on the two edges must be integer, giving another
constraint
K−1IJ (paJ − pbJ ) = qI (A47)
where qI is an integer.
We would like to find the ground state degeneracy of
the model (A45) with constraints (A46) and (A47), when
the edges are gapped. Our strategy will be to map the
model (A45) onto the model for the disk geometry, and
then make use of the results obtained above.
First, let us write the theory (A45) in a compact form
Lcylinder = L(Φ,Kt, {Λt,i}) (A48)
where
Φ =
(
Φa
Φb
)
, Kt =
(
K 0
0 −K
)
,
Λt,i =
(
Λa,i
0
)
, Λt,i+N =
(
0
Λb,i
)
,
with i = 1, . . . , N .
Next, we make the change of variables
Φ′ =
(
Φ′a
Φ′b
)
= S
(
Φa
Φb
)
, S =
(
K 0
1 1
)
. (A49)
Then, the Lagrangian transforms as L(Φ,Kt, {Λt,i}) →
L(Φ′,K′t, {Λ
′
t,i}), with the new parameters defined as
K′t = (S
T )−1KtS
−1 and Λ′t,i = SΛt,i. The explicit ex-
pressions of the new parameters are
K′t =
(
0 1
1 −K
)
,
Λ′t,i =
(
KΛa,i
Λa,i
)
, Λ′t,i+N =
(
0
Λb,i
)
, (A50)
where i = 1, . . . , N . Note that the null vector criterion is
still satisfied by {Λ′t,i}: Λ
′T
t,iK
′
tΛ
′
t,j = 0.
Finally, we check the constraints after the change of
variables. In terms of the new variables, the constraints
are∫ L
0
dx
1
2π
∂xΦ
′
aI = paI ,
∫ L
0
dx
1
2π
∂xΦ
′
bI = qI . (A51)
where paI and qI are arbitrary integers.
We see that the new model for the edges on the cylin-
drical geometry, with the Lagrangian L(Φ′,K′t, {Λ
′
t,i})
and constraints (A51), is in the same form as the edge
model for the disk geometry. So, we can make use of
the results for the disk geometry to obtain the ground
state degeneracy when the edges are gapped. According
to the results in the above subsection, the ground state
degeneracy is given by
GSDcylinder = gcd(2N × 2N minors of M), (A52)
where the matrix M = (Λ′t1, . . . ,Λ
′
t,2N ), i.e.,
M =
(
KΛa1 . . . KΛaN 0 . . . 0
Λa1 . . . ΛaN Λb1 . . . ΛbN
)
. (A53)
3. The geometry Fig. 5c in the main text
The ground state degeneracy for the geometry in
Fig. 5c can be obtained in a way similar to that for the
cylindrical geometry: again, we map the problem to the
one in the disk geometry.
Let the annular strip be associated with a 2N×2N K-
matrix Ks, and the disk be associated with a 2M × 2M
K-matrix Kd. The two boundaries, the outer boundary
a and inner boundary b, are modeled by the Lagrangian
LFig. 5c = L(Φa,Ks, {Λa,i}) + L(Φb,Kb, {Λb,i}) (A54)
where the expression for L is given by (A25). Φa is a
2N -component field and Φb is a (2N + 2M)-component
field. Φb is decomposed into two parts, a 2N -component
field Φb1 describing the modes from the inner edge of the
annular strip and a 2M -component field Φb2 describing
the modes from the edge of the disk. At the same time,
Kb can be written as
Kb =
(
−Ks 0
0 Kd
)
. (A55)
The integer vector sets {Λa,i} and {Λb,i} satisfy the null
criterion individually, and vectors in each set are linearly
independent. The constraints of particle numbers on each
edge are ∫ L
0
dx
1
2π
∂xΦaI = K
−1
s,IJpaJ ,∫ L
0
dx
1
2π
∂xΦb1,I = −K
−1
s,IJpb1,J ,∫ L
0
dx
1
2π
∂xΦb2,I = pb2,I , (A56)
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where paI , pb1,I , pb2,I are integers. Like the cylindrical ge-
ometry, an additional constraint comes from the require-
ment that the total number of particles on the annular
strip should be an integer:
K−1s,IJ(paJ − pb1,J) = qI (A57)
where qI is an integer.
So, the boundaries in Fig. 5c are modeled by the La-
grangian (A54) with constraints (A56) and (A57). We
now map this model to the one for the disk geometry, fol-
lowing the same steps for the cylindrical geometry. First,
we write the Lagrangian in a compact form
LFig. 5c = L(Φ,K, {Λi}) (A58)
where
Φ =
(
Φa
Φb
)
, K =
(
Ks 0
0 Kb
)
,
Λi =
(
Λa,i
0
)
, Λj+N =
(
0
Λb,j
)
,
with i = 1, . . . , N and j = 1, . . . , N +M .
Then, we make the change of variables
Φ′ =

Φ′aΦ′b1
Φ′b2

 = S

ΦaΦb1
Φb2

 , S =

Ks 0 01 1 0
0 0 1

 . (A59)
The Lagrangian changes accordingly, L(Φ,K, {Λi}) →
L(Φ′,K′, {Λ′i}) with the new parameters
K′ =

0 1 01 −Ks 0
0 0 Kd

 ,
Λ′i =

KsΛa,iΛa,i
02M

 , Λ′j+N =
(
02N
Λb,j
)
, (A60)
where i = 1, . . . , N , j = 1, . . . , N + M , and 02N and
02M are the 2N - and 2M -dimensional zero vectors re-
spectively. Note that Λa,i are 2N -dimensional, Λb,i are
(2M + 2N)-dimensional.
In terms of the new variables, the constraints become
∫ L
0
dx
1
2π
∂xΦ
′
aI = paI ,∫ L
0
dx
1
2π
∂xΦ
′
b1,I = qI ,∫ L
0
dx
1
2π
∂xΦ
′
b2,I = pb2,I (A61)
where paI , qI , pb2,I are arbitrary integers.
Therefore, in terms of the new variables, the bound-
aries in Fig. 5c are modeled by the Lagrangian
L(Φ′,K′, {Λ′i}) with constraints (A61), which is in the
same form as the model for the disk geometry. Thus,
according to the results for the disk geometry, the degen-
eracy is given by
GSDFig.5c = gcd[(2N +M)× (2N +M) minors of M],
(A62)
with the matrix
M =
(
Λ′1, . . . ,Λ
′
2N+M
)
, (A63)
where {Λ′i} are given in (A60).
Appendix B: A theorem about Abelian spin Hall
insulators
In this appendix, we prove a theorem about Abelian
spin Hall insulators, i.e., those with parameters
K =
(
K W
WT −K
)
, τ =
(
t
t
)
,
T =
(
0 1
1 0
)
, χ =
(
0
t
)
, (B1)
where K is symmetric and W is skew symmetric. Before
we state the theorem, we make two comments. First,
we assume that gcd(τ) = 1 for simplicity. With this
assumption, the inverse of the smallest charge e∗, de-
fined as e∗ = minl(l
TK−1τ), is always an integer. (In
fact, even if we start with gcd(τ) 6= 1, it is possible
to find an equivalent description with gcd(τ) = 1. For
example, a description with K′ = diag(K, 1,−1,−1, 1)
and τ ′ = (τ, 1, 1, 1, 1) is equivalent to the description
with K and τ , because the two descriptions result in the
same fractional statistics between quasiparticles. Clearly,
gcd(τ ′) = 1.) Second, we consider only fermionic insu-
lators in which the constituent particles are electrons;
in these systems, fermionic excitations must have odd
charge while bosonic excitations must have even charge.
This requirement leads to a constraint on K and t, that
is KII ≡ tI (mod 2).
The theorem is:
Theorem 1 For Abelian spin Hall insulators, if 1/e∗ is
even, the quantity 1e∗χ
TK−1τ is also even. In particular,
Abelian spin Hall insulators with protected edge modes
must have 1/e∗ being odd.
The second half of the theorem is obtained by combining
the first half and the stability criterion in Sec. VIB. In
the case of sz conserving Abelian spin Hall insulators, i.e.,
those with W = 0, the theorem was previously obtained
in Reference 11.
To prove the theorem, we first simplify the expressions
of e∗ and χTK−1τ . With (B1), we find
e∗ = minl[l
T (K −W )−1t], (B2)
χTK−1τ = −tT (K −W )−1t. (B3)
Examining these equations, we see that e∗ looks like the
smallest charge of a quantum Hall system with a K-
matrix K = K −W , and −χTK−1τ looks like the Hall
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conductance. We will find this analogy is useful in our
proof, but there is a problem: a K-matrix is symmet-
ric while K −W is not. Therefore, we will now discuss
how to extend the definitions of charge and statistical
phase to a general nonsingular integer matrix K. The
new charges and statistical phases are mathematically
well defined and will help us to complete the proof of the
theorem, though their physical meaning is unclear.
Consider a nonsingular integer matrix K and a charge
vector t. Quasiparticles are described by an integer vec-
tor l. We define the “left-charge” of l by
ql = t
TK−1l. (B4)
(Similarly, one may define right-charge q¯l = l
TK−1t.) We
define mutual statistical phase between quasiparticles l
and l′ as
θl′l = 2πl
′TK−1l. (B5)
Note that if K is not symmetric, θll′ 6= θl′l. Physically,
the symmetry θll′ = θl′l must be satisfied. Therefore,
the above definition of statistical phase is purely a math-
ematical construction, without a clear physical meaning.
We will say a quasiparticle l is “left-trivial” if the sta-
tistical phase θl′l is a multiple of 2π for any quasiparticle
l′. (Similarly, one may define a right-trivial quasiparticle
which has its statistical phase θll′ being a multiple of 2π
for any l′.) One can show that left-trivial particles are
described by vectors KΛ where Λ is an integer vector.
They carry integer left-charge tTΛ. An important prop-
erty of a left-trivial particle l is that if KII ≡ tI (mod 2),
its self-statistical phase θll satisfies
1
2π
θll ≡ ql (mod 2). (B6)
This property is a natural extension of the following
property of physical electronic systems: fermionic exci-
tations carry odd charge and bosonic excitations carry
even charge.
With the above preparation, we can now prove the the-
orem. Consider a fictitious “quantum Hall liquid” with
K = (K −W ) and a charge vector t, following the no-
tations in (B1). We study properties of the particular
quasiparticle labeled by the vector t/e∗, where e∗ is given
by (B2). Its properties will lead us to Theorem 1. First,
this quasiparticle is left-trivial, from the very definition
of e∗. Second, its left-charge Q and self-statistical phase
θ are given by
Q =
1
e∗
tT (K −W )−1t, (B7)
θ = 2π
tT
e∗
(K −W )−1
t
e∗
= 2πQ
1
e∗
. (B8)
Left-trivial particles all have integer left-charge, so Q is
an integer. Then, θ/2π is even if 1/e∗ is even. Third,
with the skew-symmetry of W , we have (K − W )II =
KII ≡ tI (mod 2). Then, the property (B6) is applicable,
implying that Q and θ/2π have the same parity. Thus,
Q is even if 1/e∗ is even. Finally, according to the ex-
pression (B3), we have 1e∗χ
TKτ = −Q. So, 1e∗χ
TKτ is
even if 1/e∗ is even. This completes our proof.
In the case of sz conserving Abelian spin Hall insula-
tors, i.e. W = 0, the above fictitious quantum Hall liquid
with K = K −W becomes a real quantum Hall liquid.
Then, the above proof has a physical interpretation in
terms of a flux insertion thought experiment11.
A final remark: if we consider general Abelian insu-
lators beyond Abelian spin Hall insulators, the theorem
will break down. A counter example is:
K =


0 2 1 1
2 0 3 −3
1 3 1 0
1 −3 0 −1

 , τ =


0
4
1
1

 ,
T =


−1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 , χ =


0
0
0
1

 . (B9)
It is easy to check that the smallest charge e∗ is 1/2.
However, χTK−1τ/e∗ = −1.
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