Four flicker change-detection experiments demonstrate that scene-specific long-term memory guides attention to both behaviorally relevant locations and objects within a familiar scene. Participants performed an initial block of change-detection trials, detecting the addition of an object to a natural scene. After a 30-min delay, participants performed an unanticipated 2nd block of trials. When the same scene occurred in the 2nd block, the change within the scene was (a) identical to the original change, (b) a new object appearing in the original change location, (c) the same object appearing in a new location, or (d) a new object appearing in a new location. Results suggest that attention is rapidly allocated to previously relevant locations and then to previously relevant objects. This pattern of locations dominating objects remained when object identity information was made more salient. Eye tracking verified that scene memory results in more direct scan paths to previously relevant locations and objects. This contextual guidance suggests that a high-capacity long-term memory for scenes is used to insure that limited attentional capacity is allocated efficiently rather than being squandered.
Research investigating change (Becker, Pashler, & Anstis, 2000; O'Regan, Rensink, & Clark, 1999; Rensink, 2000 Rensink, , 2002 Simons, 2000; Simons & Levin, 1997) and inattentional blindness (Mack & Rock, 1998; Rock, Linnett, Grant, & Mack, 1992; Simons & Chabris, 1999) suggests that focal attention is required for the explicit representation of visual objects. In addition, it seems that sparse attentional capacity limits the number of objects that can be represented at any instant to about three or four items (Luck & Vogel, 1997; Pashler, 1988) . Finally, once attention is removed from an item, it reverts to its preattentive form and is no longer part of an individual's immediately available representation (Becker & Pashler, 2002 Wolfe, Klempen, & Dahlen, 2000) . 1 These conclusions highlight the important role that the allocation of attention plays in visual cognition (Rensink, 2000) . In order to interact effectively with the world, one needs a mechanism to insure that these limited attentional resources are allocated to relevant aspects of a scene rather than squandered on irrelevant portions.
A number of researchers have begun to investigate the potential mechanisms and sources of information that might be used to guide the allocation of attention. Some of these researchers have focused on how low-level visual distinctiveness or salience may be used to guide attention (Itti, 2000; Itti & Koch, 2000 , 2001 . While visual salience is clearly a factor that can influence the allocation of attention, saliency models are best at predicting eye movements, presumably an index of attention, when the displays are simple displays and when the viewer has no task. Given more complex scenes, the viewer's task greatly influences the pattern of eye movements (Yarbus, 1967) . Indeed, it has recently been suggested that when observers are given a search task while viewing pictures of real-world scenes, saliency-based computational models are no better at predicting eye movements than are random models (Henderson, Brockmole, Castelhano, & Mack, 2007) . Instead, it seems that the allocation of attention during goal-directed viewing of complex scenes is influenced by higher order types of information. Presumably these higher forms of information are designed to insure that attention is allocated efficiently to behaviorally relevant aspects of the scene.
One type of higher order information that has been shown to be effective in guiding the allocation of attention is knowledge about structural consistencies within our environments. Chun and Jiang (Chun, 2000; Chun & Jiang, 1998 , 1999 , 2003 have pointed out that the visual world is often stable over time, and thus, objects within a particular environment tend to covary in a meaningful and predictable way. In addition, their contextual cuing paradigm demonstrates that people are sensitive to these fixed structures. In the typical contextual cuing paradigm, a participant searches arrays of rotated Ls for a rotated T. Across blocks of trials, certain displays repeat such that the arrangement of the distractors is correlated with the location of the target. Although participants do not become explicitly aware of this correlation (Chun & Jiang, 2003) , attention is guided by this repeated structure to the appropriate location of the target, resulting in faster searches (Chun, 2000; Chun & Jiang, 1998) .
This contextual cuing finding suggests that people are sensitive to consistencies in the structure of the environment. The fact that these consistencies can efficiently guide attention even when the environments are contrived, abstract arrays suggests a mechanism that is quite sensitive to consistencies. However, the findings may underestimate how large a role knowledge of context and scene structure plays in the allocation of attention within real-world scenes. Real-world scenes are much richer than search arrays and probably offer many more memory retrieval cues and higher order cues to scene regularities.
Indeed, recently Brockmole and Henderson (2006b) superimposed a target letter on a real-world scene and found that the richer, real-world context produced a much larger contextual cuing effect (an advantage that is about 20 times greater) and that the learning occurred more quickly (about 5 times faster) than with traditional contextual cuing paradigms involving random arrays of objects. In addition, their participants became explicitly aware of the contexttarget location correlations, suggesting that the additional benefit found with real-world scenes may have resulted from a second, more explicit memory system. These results suggest that one can use memory of a scene to guide attention to behaviorally relevant locations within the scene.
In a related study, Summerfield, Lepsien, Gitelman, Mesulam, and Nobre (2006) had participants memorize the location of images of keys that were placed within real-world scenes. During the training phase of the experiment, participants saw each scene five times with the key appearing at the same location within the scene. By the end of this training, participants were able to use their memory of the key location within a specific scene to rapidly shift attention, and their eyes, to the location of the key. Interestingly, they compared the speed of the allocation of attention based on memory with the speed of attentional shifts based on a peripheral onset cue and found that memory shifts were even faster than shifts based on a peripheral cue. In addition, a test performed 1 or 2 days later verified that the memory for the location of the keys persisted, indicating that the allocation of attention was based on a long-term memory representation, and that knowledge of the location was available explicitly. Finally, they used event-related functional magnetic imaging to demonstrate that the memory-based allocation of attention benefit was correlated with hippocampal activity, suggesting that the hippocampus plays a key role in using memory to allocate attention to relevant locations within a known visual context. These studies suggest that people are able to use a long-term memory representation of real-world scenes to rapidly guide attention to previously relevant locations within a scene. It is possible that contextual learning supports only the guidance of attention toward previously relevant locations. However, it is also possible that one learns information about not only critical locations but also the identity of important items in a given context. If so, one might expect that contextual cuing could also help guide attention toward previously relevant objects in a given scene, even when they occupy new locations.
There has been little work investigating whether contextual cuing can cue attention on the basis of item identity. To our knowledge, only one study has investigated whether a correlation between context and target identity can help people locate the critical target more quickly. Chun and Jiang (1999) had participants search arrays of shapes for the one symmetrical shape. In this case, a given set of distractor shapes always occurred with the same-shaped target, although the location of the target varied. Again, participants were unaware of the correlation. Still, over repeated trials, they became faster at detecting the symmetrical target, suggesting that an implicit memory system was guiding attention on the basis of the probable shape of the target. Interestingly, this identity-based learning happened fairly quickly (within the first epoch, or four pairings of repeated context) and the benefit was larger (a benefit of about 200 ms during the first epoch) than with the location-based cuing (a benefit of about 80 ms) that they reported in their original article (Chun & Jiang, 1998) . Thus, it seems that this cuing based on object identity might be even more robust than is location-based cuing. However, it is difficult to directly compare these two studies. Not only were the participants different, but the task itself was different.
In our experiments, we investigate whether familiarity with a real-world scene produces both location-based and object identitybased contextual cuing. In addition, we investigate the relative impact of each type of information in situations where both types have an equal likelihood of being helpful. Given that the deployment of attention, and certainly overt attention, is usually thought of as a "winner-take-all process," a thorough understanding of the allocation process must include information about how different sources of information are prioritized, compete, or combine when viewing real-world scenes.
The visual search method employed in traditional contextual cuing paradigms is not ideally suited to investigating these issues. In those paradigms, the identity of the target is either known to the participant prior to the beginning of a trial or must be different from the distractors along some easily identifiable visual dimension that is known to the participant (e.g., the one symmetrical item among nonsymmetrical items). This need to define the target object before a trial makes it difficult to design a search paradigm that uses real-world scenes and allows one to independently vary target locations and identities across trials.
Thus, rather than using a traditional search paradigm where a participant searches for some known object, we used a flicker change-detection task in the current experiments. In this task, participants are shown two scenes that are identical except that one scene contains a single additional item. The two scenes alternate, with a brief blank screen separating each scene presentation. The participant's task is to detect the additional item. This type of change detection requires focal attention (Rensink, O'Regan, & Clark, 1997) , and thus the time required to detect the change can be used as an index of when focal attention first analyzed the change item (Simons & Rensink, 2005; Tse, 2004) . Importantly, this method does not require informing the participant about the identity of the to-be-changed item prior to a trial. In addition, this method allowed us to make the target an item that was part of the real-world scene rather than an unrelated item that was superimposed on the scene, as was used by Brockmole and Henderson (2006b) .
To investigate the role of long-term contextual memory in this allocation process, we had participants perform two blocks of change-detection tasks, each separated by a 30-min filled interval. The first block of trials allowed participants to view each specific scene once, thereby providing an opportunity to form memories of the scenes as well as memories of the specific changes that occurred within those scenes. During an unanticipated second block of trials this method allowed us to present the same scenes while manipulating whether the item changing within the scenes was identical to the original change (Experiments 1, 3, and 4), shared the location but not object identity with the original change (Experiments 2-4), shared the object identity but not location of the original change (Experiments 2-4), or shared neither identity nor location with the original change object (Experiments 1-4). By using this method, we could determine whether the memory of the scene context directed attention efficiently toward the original location of the change or toward previously relevant objects that occupied new locations, and this allowed us to investigate directly the relative benefit derived from each of these processes. This direct comparison of different sources of information provides insight into how different sources of information compete for the allocation of attention. In Experiment 4, we also combined the changedetection method with eye tracking to investigate whether the effects are due to the initial allocation of attention, as indexed by eye movements, or by some postallocation identification or decision process.
Finally, this repeated change-detection method allowed us to evaluate whether an intentional shift in strategy could be responsible for the larger contextual cuing effects reported with realworld scenes as opposed to arbitrary arrays. In cuing paradigms with arbitrary arrays (Chun, 2000; Chun & Jiang, 1998 , 1999 , 2003 , participants never became explicitly aware of the repetition of the same scenes. Thus, participants had no motivation to adopt a strategy of memorizing the correlation between scene context and the target location. By contrast, in previous real-world scene experiments (Brockmole & Henderson, 2006b; Summerfield et al., 2006) people readily recognized that the same displays were repeating during the training phase. Given this recognition, it is possible that, during the training phase, participants shift to a strategy of intentionally memorizing the critical location within a given scene. Unlike earlier experiments, in our experiments the same scene was present only twice: once in a study block and once in an unanticipated test block in which we evaluated the strength of contextual cuing. To the extent that we find large cuing effects when using this method, we can be confident that these results do not reflect an intentional shift toward memorizing the key locations/objects within a scene. Rather, these cuing effects would likely be due to the fact that the richness of the real-world scenes makes the scenes powerful contextual cues.
Experiment 1

Methods
Participants. Eighteen undergraduate students with either normal or corrected-to-normal vision participated for financial compensation.
Materials. The experiment was programmed in Macromedia Director and run on a 19-in. (48.26-cm) cathode ray tube monitor with 1024 ϫ 768 pixels resolution running at 85 Hz. The program involved change detection trials with images presented in 24-bit color (see Figure 1 ). All images used in the four experiments were drawn from the same set of images, although not all images were presented in all experiments (the number used depended on how many comparison conditions were involved in the experiment).
To create the images, we photographed 18 unique real-world environments (e.g., a backyard, a locker room, a library, a family room). Within each environment we selected two objects that could swap locations without either item appearing out of place in either location. There was no systematic relationship between the locations of the two objects, except that we attempted to find two objects that were separated by at least 6°of visual angle. We physically removed both items from the background and took a picture. We then reinserted one of the objects in the scene and took two pictures: one with the item in its original location and one with the item in the original location of the second object. Finally, we removed that item and took two pictures with the other item in the display, each picture showing the item in one of the two locations. In this way, all images were real photographs, and the insertion of objects in the scenes was done physically rather than digitally.
Procedure. Participants sat in front of a computer and were instructed that they were about to see a number of pairs of pictures and that the two pictures in each pair were identical except that the second one included an additional object. The participants' task was to detect the new objects as quickly and accurately as possible.
The experiment then began with three practice trials designed to familiarize participants with the task and the method of responding. After the first three trials, participants were instructed that those had been practice trials, and they were prompted to ask the experimenter, if they had any questions. If not, they hit the continue button, which began a sequence of 12 experimental trials.
Each trial began with the word ready. When the participant hit the space bar, a reaction time (RT) timer began and the sequence of images began with a 383-ms presentation of the scene. This image was replaced by a gray screen, which appeared for 283 ms. Then the modified scene, identical to the original except for the one additional item, appeared for 383 ms. This scene was followed by another 283-ms gray frame. This entire cycle repeated until the participant detected the change. As soon as the change was detected, the participant pressed the space bar a second time. This response stopped the RT timer and replaced the image with a 283-ms gray frame, followed by the original view of the scene. The participant then used a mouse to indicate the location of the change object within the original scene.
If the change was correctly localized (within 1°of visual angle of the correct change location), the trial ended and the next trial began with the word ready. If the change was not successfully located, then the same trial was repeated until the participant successfully located the change. This was done to insure that the participant correctly identified the change during the first block of trials. If a trial had to be repeated for correct change localization, the RT for that trial was not entered into the analyses. We also ran analyses in which we summed the RT for the original trial and the repeated trial with the same scene, but doing so did not affect the overall results, so we have not reported those analyses.
At the end of the trials, the participants were informed that they were done with the change-detection experiment and were asked to participate in an unrelated activity that lasted for approximately 30 min. After completing the unrelated activity, participants were asked to participate in a second block of change-detection trials.
The second block of trials consisted of the same type of changedetection trial used in the first block of trials. The second block began with the same three practice trials as in the original study block to refamiliarize the participant with the task, and these were followed by 18 experimental trials. Six trials consisted of entirely new, unfamiliar scenes. The remaining 12 trials consisted of the same scenes used in the original block of trials. For six of these repeated scenes, the change that occurred within the scene was identical to the original change. In the remaining six trials, the change consisted of a new object appearing in a new location within the scene. The order of presentation of the 18 scenes was randomized.
Participants produced RTs for four types of changes: changes to scenes during the first block of trials, changes to new scenes in the second block of trials, new changes occurring in previously viewed scenes, and identical changes in previously viewed scenes (see Figure 1) .
Counterbalancing scenes. The experiment was a withinparticipant design. The changes themselves, however, were counterbalanced across participants, so that any given change appeared an equal number of times in each condition. For example, a given change (i.e., a ladder appearing against a garage wall) would appear as a change in a novel scene for Participant A (who did not see the garage scene during the study block), as a new change in a familiar scene for Participant B (who saw a bike leaning against the work bench in the garage during the study block), and as an identical change for Participant C (who saw the ladder appearing against the garage wall in the study block). Thus, the locations of changing objects, as well as those objects' relative sizes and saliencies, were counterbalanced across all conditions. In other words, across participants, all conditions had the same changes. All changes were also consistent with the scene and appeared in locations where the object was likely to appear.
Results
If the change was not successfully identified within 20 s, that trial was eliminated from further analysis. This criterion resulted in the elimination of 21 of the 540 total trials. The mean time required to detect each type of change is plotted in Figure 2 . A repeated Figure 1 . An example of the stimuli used in Experiment 1. Top panel: In the first block of trials, participants had to identify that a stack of CDs had been added in the center of the desk in the image on the right. Bottom panel: After a filled delay, participants took part in an unanticipated second block of trials. During this block, some scenes contained the same changes (top right image), while others contained a new object in a new location (bottom right image), in this case the soft drink can on the left corner of the desk. There were also scenes that did not appear in the original block of trials.
measures analysis of variance (ANOVA) verified that conditions differed significantly, F(3, 51) ϭ 4.702, p ϭ .006, and was followed up with planned comparisons. There was no significant difference, F(1, 17) ϭ 0.127, p Ͼ .7, between the time required to detect a change in the first block of trials (M ϭ 4,543.34 ms, SE ϭ 245.72) and that for the new scene condition in the second block of trials (M ϭ 4,310.33 ms, SE ϭ 599.91), suggesting that practice with the change-detection task does not result in faster change detections for novel scenes. Changes in Block 2 that consisted of a new change appearing in a familiar scene (M ϭ 3,640.78 ms, SE ϭ 305.34) were detected faster, F(1, 17) ϭ 5.959, p ϭ .026, than were changes in Block 1. Changes in Block 2 (M ϭ 2,770.46 ms, SE ϭ 270.74) that were identical to changes in Block 1 were detected much more quickly, F(1, 17) ϭ 40.302, p Ͻ .001, than were changes in Block 1. Finally, identical changes were detected marginally faster than were novel changes in familiar scenes, F(1, 17) ϭ 4.315, p ϭ .053.
Discussion
Participants detected a new change more quickly when it appeared within a familiar scene (a scene that appeared in the first block of trials) than when it did within an unfamiliar scene. This effect of scene familiarity suggests that observers generate a scene-specific memory during their initial exposure to the scene that allows attention to reach the location of the change more rapidly. Since the changes in this condition were novel to the participant, faster change detection could not be attributed to memory for the specific change that the participant detected in the first block of trials but must instead be attributed to some more general memory for the scene. This result is consistent with Brockmole and Henderson's (2005) finding that long-term scene memory supports the orienting of attention to new objects within a familiar environment.
Participants were faster still at detecting a change when it was identical to the original change that they detected within a given scene. This faster detection of familiar changes suggests that, in addition to general memory for the scene, participants have memory for the specific change that occurred within a particular scene. This specific information could take multiple forms. It is possible that the memory of the scene includes knowledge about the behaviorally relevant location within a given scene. When the scene is encountered a second time, the retrieval of this location information may guide attention to that location. Alternatively, it is possible that the memory of the scene includes information about the identity of the behaviorally relevant object within the scene. When the scene is encountered a second time, the memory of the relevant object might give that object an advantage in a competition for attention, resulting in faster allocation of attention to the target object based on its identity. It is also possible that both sources of information are part of the process by which scene memory affects attentional allocation. Experiment 2 will isolate the contribution of location-based information, object-based information, and general scene knowledge on the allocation of attention.
Experiment 2 Method
Participants. Forty-one undergraduate students with normal or corrected-to-normal vision participated for class credit or financial compensation.
Procedure. The procedure was identical to that for Experiment 1 with two exceptions. First, both blocks of trials consisted of the same 16 scenes; no novel scenes were presented in the second block of trials. Without these trials we are unable to evaluate general practice effects of performing a change-detection task, but in our two experiments that had this control (Experiments 1 and 4), we found no evidence of these types of practice effects.
Second, the types of changes presented during the second block of scenes differed from those presented in Experiment 1. To isolate the effects of location information on search, we created four location (LOC) trials in the second block that consisted of new objects changing in locations that previously contained a change during the first block of trials. Likewise, to isolate the effects of object information, we created four object (OBJ) trials that consisted of previously changing objects in a new location within the scene. Finally, to isolate the effects of general scene familiarity, we created eight new change (NC) trials that consisted of a new object changing in a new location (see Figure 3) . (It was necessary to have eight rather than four changes consisting of a new object changing in a new location to insure that across participants each specific change was counterbalanced so that it was equally likely to appear in all conditions.)
Results
If the change was not successfully identified within 20 s, that trial was eliminated from further analysis. This criterion resulted in the elimination of 53 of the 1,312 total trials. The mean time required to detect each type of change is plotted in Figure 4 . A repeated measures ANOVA verified that conditions differed significantly, F(3, 120) ϭ 19.751, p Ͻ .001, and was followed up with planned comparisons.
Changes in NC trials (M ϭ 3,951.17 ms, SE ϭ 207.14) were detected more quickly, F(1, 40) ϭ 7.512, p ϭ .009, than were changes in the study block (M ϭ 4,855.07 ms, SE ϭ 260.39). Changes in OBJ trials (M ϭ 3,307.17 ms, SE ϭ 244.13) were detected faster, F(1, 40) ϭ 4.563, p ϭ .039, than were changes in NC trials. Changes in LOC trials (M ϭ 2,697.42 ms, SE ϭ 150.89) were detected even more quickly, F(1, 40) ϭ 4.422, p ϭ .042, than were changes in OBJ trials.
Discussion
The results from Experiment 2 suggest that there are multiple sources of information stored in a long-term memory of the scene, each of which can influence the allocation of attention to different degrees. A novel change was found more quickly in a familiar than an unfamiliar scene. This finding replicates Experiment 1, confirming the existence of general scene memory that allows for fast detections of a novel change in a familiar environment. Again this general scene familiarity effect is consistent with Brockmole and Henderson's (2005) finding that long-term scene memory supports the orienting of attention to new objects within a familiar environment.
However, a change was detected even more rapidly when it occurred to the same object that originally changed within the scene, even when the object appeared in different locations across viewing sessions. This finding suggests that the recognition of the familiar scene primes the object identity of the original change object, resulting in faster allocation of attention toward this object.
Finally, a change was detected faster still when it occurred in the original change location, even if the object that changed was not the original change object. This finding suggests that attentional priority is given to previously relevant locations within a familiar scene.
This pattern of results suggests that there are multiple sources of information within the memory of the scene that can be used to guide the allocation of attention. In addition, attention seems to be guided to previously relevant locations more efficiently than to previously relevant objects. One possible interpretation of this difference is that these different sources of information are used in a strategic or hierarchical fashion. Under this view, attention is allocated preferentially to previously relevant locations within a scene, then to previously relevant objects. Before adopting this interpretation, however, we decided to consider alternative explanations of this pattern of results.
One alternative explanation worth exploring is whether these hierarchical effects could result from a unique aspect of our method. In particular, in this experiment the initial viewing time for each scene varied; it was dependent on how rapidly the participant was able to detect the change in the scene. This variability in initial viewing time could produce these apparent hierarchical effects if different types of information require different amounts of initial encoding. For instance, if memory for relevant locations requires less initial coding than memory for relevant objects, a proposal that is consistent with findings that memory for spatial layout information is particularly robust (Sanocki & Epstein, 1997) , then object-based cuing would appear only in a subset of trials in which the initial exposure to the scene was sufficiently long. By contrast, location-based cuing would occur on a larger subset of trials, including those in which the initial scene exposure was fairly brief. This unequal mixture of trials could produce a mean difference between conditions similar to the hierarchical influence we have reported.
Under this hypothesis, the time required to detect changes in our different conditions should be systematically related to the initial viewing time with a given scene. To examine this possibility, we ran an additional analysis on the data from Experiment 2. For this analysis, we performed a median split of each participant's trials based on the initial exposure time for each scene. This resulted in two groups of scenes, those that had brief initial exposures and those that had long initial exposures. A 2 ϫ 3 repeated measures ANOVA with two levels of initial scene exposure time (long and brief) and the three change conditions (NC, OBJ, and LOC trials) failed to support this alternative interpretation. Under this interpretation, there should have been a significant Initial Exposure Time ϫ Condition interaction, but there was not, F(2, 36) ϭ 1.113, p ϭ .339. Thus, it seems that differences in initial scene viewing times cannot account for the finding that attention is guided to previously relevant locations more efficiently than to previously relevant objects.
2
A second potential explanation for these hierarchical effects is that they may have been an artifact of the method of response we used in Experiment 2. Participants demonstrated that they had detected a change by indicating the location of the change. Thus, the bias we found for attending to relevant locations within a scene may have resulted because the method of responding was biased toward location information. Experiment 3 investigates whether location information still dominates object information when the method of responding biases object identity information rather than location information.
Finally, Experiment 1 found that identical changes were detected quickly, and Experiment 2 found that changes that occurred in the same location were detected quickly. However, it is unclear whether identical changes are detected more quickly than changes 2 It is worth noting that both main effects in the median split analysis were significant. While the main effect of change conditions, F(2, 36) ϭ 3.939, p ϭ .028, is not surprising given the original analysis, the main effect of initial scene exposure duration, F(1, 18) ϭ 9.588, p ϭ .006, is somewhat counterintuitive. The effect resulted because scenes that produced slow change detections in the study block also produced slow change detections in the second block of trials. One might have expected that the longer initial viewing time would allow for a more detailed memory of the scene (Melcher, 2006) , which would have supported faster change detections the second time the scene was encountered. Instead, it seems that additional initial viewing time is not able to overcome the increased time required to find changes in more complex scenes. that share the change location but not the object identity. It is possible that identical changes were detected quickly in Experiment 1 based solely on the fact that they occurred in the same location as the original change. Alternatively, it is possible that identical changes would be detected more quickly than changes to a new object in the same location, suggesting that memory for relevant objects and memory for relevant locations may have independent effects on the allocation of attention. Experiment 3 directly compares identical changes with changes that share only the same location as the original change.
Experiment 3
In Experiment 3, observers verified their detection of the change by picking the name of the change object from a list of possible items. If the nature of the response biased the subsequent allocation of attention, this method should bias object identity information. In addition, we added an identical change condition to the second block of trials to assess whether identical changes are detected faster than are changes that occur to new objects in the original change location.
Method
Participants. Sixty students with normal or corrected-tonormal vision participated for class credit.
Procedure. The procedure of Experiment 3 was similar to that for Experiment 2, with a few notable exceptions. Participants viewed 12 scenes in both blocks of trials. In the second block, there were three trials for each of four types of changes: the three change types used in Experiment 2 (LOC, OBJ, and NC trials) and a new condition called an identical change (IC) trial, in which changes were identical to the changes in the study block.
The procedure that participants used to indicate what item changed was also different for this experiment. Instead of indicating where in the scene the change occurred, participants chose from a list of four possible change objects. The list named four objects that would have been consistent with the theme of the scene, and the order of the list of items was randomized for each trial. If the participants chose the correct object from the list, the program went to the next trial. If they did not choose the correct object from the list, that trial started over.
Results
If the change was not successfully identified within 20 s, that trial was eliminated from further analysis. This criterion resulted in the elimination of 81 of the 1,440 total trials. Experiment 3 replicated all of our main findings from Experiments 1 and 2 (see Figure 5) . A repeated measures ANOVA on the five change conditions confirmed that different changes were detected at different rates, F(4, 236) ϭ 40.446, p Ͻ .001. Planned comparisons replicated a general familiarity effect on search efficiency; changes in NC trials (M ϭ 4,922.14 ms, SE ϭ 218.24) were detected more quickly, F(1, 59) ϭ 13.193, p ϭ .001, than were changes in the study block (M ϭ 5,861.87 ms, SE ϭ 176.03). In addition, we replicated the findings that memory of the change object provides additional benefit for change detection; changes in OBJ trials (M ϭ 4,122.95 ms, SE ϭ 188.58) were detected more quickly, F(1, 59) ϭ 8.686, p ϭ .005, than were changes in NC trials. Importantly, even though participants were now asked to identify changes on the basis of object information, we replicated the finding that memory of the original change location dominates memory for the original change object; changes in LOC trials (M ϭ 3,419.71 ms, SE ϭ 155.95) were detected more quickly than were changes in OBJ trials, F(1, 59) ϭ 8.661, p ϭ .005. Finally, we compared the speed of detection for IC trials to that for LOC trials to determine whether memory for the change object would produce additional benefit above knowledge of the location alone. Although there was a trend for changes in IC trials (M ϭ 3,102.15 ms, SE ϭ 159.10) to be detected more quickly than those in LOC trials (M ϭ 3,419.71 ms, SE ϭ 155.95), the trend did not reach significance, F(1, 59) ϭ 2.305, p ϭ .134.
Discussion
Experiment 3 replicated the general scene familiarity effect in which changes were detected more quickly when the scene was familiar even if the change itself was novel. This finding suggests some general memory for the scene (Brockmole & Henderson, 2005) . The results also replicated the finding that specific memory of the previously relevant object exists and results in faster change detections when the change object remains constant across Blocks 1 and 2, even if the location of the object is different between the two blocks. In Experiment 3, the task emphasized object identity information. Even so, changes to new objects in the previously relevant location were detected faster than were changes to previously relevant objects that now appeared in new locations. This finding suggests that information about relevant locations within a scene trumps information about relevant objects in a scene.
Experiment 4
Although the results of Experiments 1-3 suggest that memory of the scene context guides the allocation of attention, another explanation of the results is possible. One might argue that a fairly detailed visual memory of the scene, similar to the visual longterm memory (VLTM) discussed by Hollingworth and colleagues (Hollingworth, 2003 (Hollingworth, , 2004 (Hollingworth, , 2005a (Hollingworth, , 2006a Hollingworth & Henderson, 2002; Hollingworth, Williams, & Henderson, 2001) , allows for faster identification of objects when the scene is familiar. If so, familiarity may result in brief attentional dwell times on each object. An unguided search with briefer dwell times on each object may ultimately lead to faster detection of a change, even if memory of the context did not guide attention more directly to the relevant locations and objects.
This hypothesis predicts that the scan path used to detect a change would be no more direct for a familiar scene than for an unfamiliar scene; the only difference would be that the dwell time on each object would be briefer when the scene was familiar. By contrast, the hypothesis that memory of the scene context guides the allocation of attention more directly to the change predicts a more direct scan path. To differentiate between these two potential explanations, we tracked participants' eye movements while running another experiment.
Method
Participants. Nineteen students with normal or corrected-tonormal vision participated for class credit or financial compensation.
Procedure. The procedure for Experiment 4 was similar to that for the previous experiments. The main difference was that participants' eye movements were recorded with an Eyelink II eye tracker (SR Research, Osgoode, Ontario, Canada). Also, the ready display was replaced by a center fixation point that allowed for trial by trial recalibrations of the eye tracker. Only after participants verbally gave the ready signal while fixating on the center point would the experimenter begin the trial.
In addition, participants no longer indicated change detection through a keyboard response. Instead they indicated their responses by fixating the location of the change. The trial ended when a fixation remained within 1°of visual angle of the change for 1500 ms. If a change was not detected within 20 s, the trial was discarded.
Again, participants performed two blocks of trials, each separated by a 30-min filled interval. The study block of trials consisted of 12 scenes, while the test block consisted of 15 scenes across five different conditions: the four conditions from Experiment 4 (IC, NC, LOC, and OBJ trials) plus a novel scene (NS) control condition. Each participant was presented with three trials for each condition. Once again, the specific changes were counterbalanced across participants.
Results and Discussion
Changes not detected within 20 s were eliminated from analysis; this resulted in the elimination of 8 out of 513 trials. We then determined the time and ordinal fixation number of the first fixation that occurred within 1°of the location of the change.
The time to first fixate on the change data (see Figure 6 ) replicated the basic pattern from previous experiments. A repeated measures ANOVA comparing the six conditions demonstrated that scene familiarity influenced the speed with which people fixated changes, F(5, 90) ϭ 6.956, p Ͻ .001. Follow-up contrasts confirmed that familiarity with a scene resulted in the rapid deployment of attention to previously relevant locations. Changes in both IC trials (M ϭ 1,356.11 ms, SE ϭ 121.13) and LOC trials (M ϭ 1717.26 ms, SE ϭ 294.34) were fixated more quickly, F(1, 18) Ͼ 4.85, p Ͻ .05, for both trials, than were changes in NC trials (M ϭ 3,061.37 ms, SE ϭ 477.18). In addition, an identical change was fixated no more quickly, F(1, 18) ϭ 1.768, p ϭ .2, than a change that appeared in the original location but occurred to a new object (LOC trials), suggesting that this early shift of attention toward the previously relevant location was independent of object identity information. By contrast, when the change occurred in a new location, object identity information did help guide attention to previously relevant objects; changes in OBJ trials (M ϭ 2,055.37 ms, SE ϭ 257.64) were fixated significantly more rapidly, F(1, 18) ϭ 4.703, p ϭ .044, than were novel changes in a familiar scene (NC trials).
Although the time to first fixate the change data replicate the pattern results in Experiments 1-3, these data are consistent with two possible interpretations. One interpretation would be that memory for a scene allows one to more efficiently allocate attention to previously relevant locations and objects within the scene. A second interpretation is that the allocation process is unaffected by scene memory; instead, scene memory may allow for faster identification of objects during each fixation of a nonguided search. Investigating the directness of participants' scan paths should allow us to differentiate between these two possibilities. If memory guides the allocation of attention, one would expect that the scan paths would be more direct to familiar changes.
To investigate scan paths, we calculated scan pattern ratios (Brockmole & Henderson, 2006a; Henderson, Weeks, & Hollingworth, 1999) for each trial.
3 The scan pattern ratio is the ratio of the total distance that the eye traveled prior to first fixating on the change divided by the distance between the initial eye position in the trial and the change. Thus, a scan pattern ratio of 1 would indicate that the participant went directly to the target, and a ratio of 2 would indicate that the eye moved twice as far as the most direct path between the starting fixation point and the change. Figure 7 plots the mean scan pattern ratio for each condition. The figure clearly shows evidence for guidance of attention by scene memory; in conditions in which the change occurred in familiar locations or to familiar objects, the scan path to the change was more direct. A repeated measures ANOVA comparing the six conditions demonstrated that scene familiarity reduced the scan pattern ratios, F(5, 90) ϭ 7.060, p Ͻ .001. The pattern of results also closely replicates the fixation time data. Changes in both IC trials (M ϭ 2.85 ms, SE ϭ 0.32) and LOC trials (M ϭ 3.27 ms, SE ϭ 0.41) resulted in more direct scan paths, F(1, 18) Ͼ 6.837, p Ͻ .02, for both trials, than did novel changes in familiar scenes (M ϭ 5.46 ms, SE ϭ 0.90). In addition, changes in IC trials were fixated no more directly, F(1, 18) ϭ 0.728, p ϭ .405, than were changes in LOC trials, suggesting that this early shift of attention toward the previously relevant location was independent of object identity information. By contrast, when the change occurred in a new location, object identity information appeared to guide attention to previously relevant objects; the scan paths for OBJ trials (M ϭ 4.09 ms, SE ϭ 0.63) were more direct, F(1, 18) ϭ 7.595, p ϭ .013, than those for NS trials (M ϭ 6.66 ms, SE ϭ 0.86) and were fixated marginally more directly, F(1, 18) ϭ 3.776, p ϭ .068, than were changes in NC trials.
These scan path data suggest that the faster change-detection times were due to a more direct allocation of attention toward the previously relevant locations and objects. Indeed, a correlation, r(95) ϭ .683, p Ͻ .001, between the time to first fixate a change and scan pattern ratio suggests that 46.6% of the variability in fixation time can be accounted for by the directness of the scan path. Thus, it seems that memory of the scene context allows one to more rapidly fixate and detect changes because it allows one to make a more direct scan path to previously relevant locations and objects.
It is worth noting that, unlike in prior experiments, a novel change in a familiar scene (time: M ϭ 3,061 ms, SE ϭ 477.18; scan pattern ratio: M ϭ 5.46, SE ϭ 0.90) was fixated no more rapidly than was a change in an NS trial (time: M ϭ 3,151 ms, SE ϭ 311.31; scan pattern ratio: M ϭ 6.66, SE ϭ 0.86). This finding was true whether one looked at the time to first fixate the change, F(1, 18) ϭ 0.03, p ϭ .865, or the scan pattern ratio, F(1, 18) ϭ 1.163, p ϭ .295. The finding that the eye reaches a novel change in a familiar scene no more rapidly or directly than it does a change in a novel scene suggests that the modest general scene familiarity effect found in previous experiments may be due to a speedup of a postallocation identification or decision process 3 We also ran analyses with the ordinal fixation number of the first fixation on the change as the dependent variable. These analyses are similar to the scan path analyses, so we report only the scan path analyses here. rather than more rapid allocation of attention to a change based on scene familiarity.
Finally, we investigated whether participants tended to look at the original location of the change in the OBJ trials. Note that in this condition, the original change object appeared in a new location, thus leaving the original location of the change void of an object. Even though no object appeared at the original change location, participants looked at that location prior to finding the change on just under half of the trials (M ϭ 45.58%, SD ϭ 29.82%). In addition, when participants looked at the original change location, they did so rapidly, in terms of the time to first fixate (M ϭ 1,141.72 ms, SD ϭ 555.34). This tendency to look rapidly at the original change location, even when there was no object at that location, again highlights the high priority given to previously relevant locations in the scene.
In addition, Hollingworth (Hollingworth, 2005b (Hollingworth, , 2006a Hollingworth & Henderson, 2002; Sacks & Hollingworth, 2005) has suggested that object information within VLTM is indexed to spatial locations, such that fixating a location that held an object helps one retrieve the memory of that object. If our participants were activating the object representation only after fixating the original location of the object, one might expect that the speedup we found for OBJ trials would be related to how often a given participant first looked at the original change location. Specifically, this hypothesis suggests that participants who were likely to rapidly fixate the original location would be likely to have greater object priming. However, we found no evidence for this relationship; a correlation between the number of original locations fixated and the time taken to detect change in the OBJ trials was positive and nonsignificant, r(19) ϭ .383, p Ͼ .1. This positive relationship is the opposite of what one would expect if retrieving the identity of the original change object depended on first fixating the original location of the item.
General Discussion
In four experiments we found evidence for an incidental long-term memory of a visual scene that influences the allocation of attention when viewing the scene again. Further, within this memory system, there are multiple sources of information that have differential impacts on the allocation of attention. It appears that attention is rapidly allocated to previously relevant locations within a scene. It also seems that attention is biased toward previously relevant objects within a scene, although the time course required for this bias to guide attention to the relevant object seems to be longer than the time course of the mechanism that guides attention toward relevant locations. Eye-tracking results corroborate these findings and suggest that memory of the scene context results in a more direct scan path to previously relevant locations and objects rather than simply speeding the identification of objects during an unguided search.
Our finding that repeated exposure to a scene allows for more rapid deployment of attention to relevant locations within the scene is consistent with the conclusions of classic contextual cuing paradigms (Chun & Jiang, 1998 , 1999 , 2003 . However, consistent with other experiments using real-world scenes (Brockmole & Henderson, 2006b; Summerfield et al., 2006) , our experiments observed much larger effects than those obtained with arbitrary stimuli.
Unlike in traditional contextual cuing paradigms, we showed our participants each scene only twice, once to familiarize them with the scene and once to measure the benefit of this familiarity. Participants also had no foreknowledge that they would be seeing these scenes again. Thus, there was no incentive for our participants to adopt a strategy of intentionally encoding the relevant locations or objects within a scene. Even so, we found large contextual cuing effects. These findings suggest that the benefit of real-world scenes is related to the richness of the stimulus rather than a strategic shift to memorize critical locations. Further, the findings clearly demonstrate that large contextual cuing effects can occur incidentally with only a single exposure to a real-world scene. 4 In addition, this new method allowed us to demonstrate that familiarity with a real-world scene can guide attention to behaviorally relevant objects on the basis of their identity. Although there has been one report from the contextual cuing literature with arbitrary displays that context can cue attention on the basis of object identity (Chun & Jiang, 1999) , ours is the first report of this effect with real-world scenes. As with the location effect, the object identity effect is far larger with real-world scenes than with arbitrary scenes.
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Not only was this method able to demonstrate object identity based on cuing of attention, but it allowed us to randomly interleave trials in which previously relevant locations were important and trials in which previously relevant object identity were important. The participant had no way of knowing at a trial's outset which type of information would be beneficial. Thus, we were able to investigate how these different types of information were prioritized. Our results clearly show that these two types of information tend to be used in a hierarchical fashion, with location-based information being used prior to object identity information. In addition, when object identity information was made more salient to the task (Experiment 3), location information continued to dominate object identity information, suggesting that this hierarchy is somewhat fixed and does not change with task demands.
It is worth noting, however, that while task demands did not alter the relative time course of the use of location-and objectbased information, they may have increased the use of this type of information. Given the large proportion of trials during the second block in which location information and object identity information was beneficial, we cannot rule out the possibility that task demands led participants to adopt a strategy of recalling and using that information. Even so, our results clearly show that both location-and object-based information is remembered from the first viewing of the scene (at which point there was no strategic reason to preferentially encode this information) and can, at least when beneficial, be used to efficiently guide the allocation of attention.
The object identity cuing effect suggests that recognition of a familiar scene allows one to recall the item that had previously been relevant within that scene and that this knowledge speeds the search for the item. In theory, there are two potential processes that may be responsible for this object identity cuing effect. First, recalling the previously relevant object might allow one to constrain search to areas that are likely to contain that type of object. Prior research suggests that people can use top-down knowledge about likely locations for an object to constrain the search (Hollingworth, 2005b; Oliva, Torralba, Castelhano, & Henderson, 2003; Torralba, Oliva, Castelhano, & Henderson, 2006) . Second, recalling the previously relevant object may activate that item in visual short-term memory (VSTM), and attention may be biased toward this item through a process similar to Desimone and Duncan's "biased competition" model (Chelazzi, Duncan, Miller, & Desimone, 1998; Desimone, 1999; Desimone & Duncan, 1995) . Under this model, activating an object representation in VSTM biases the attentional selection process through reentrant projections, which boost the gain for lower level visual neurons that code for characteristics associated with the active item. Under this view, it might take object-based cuing longer to develop because the object-based cuing might require time for the reentrant processes to successfully bias attention.
It is worth noting that these two possibilities are not mutually exclusive, and it might be difficult to differentiate between the two possibilities. In order to do so, one might attempt to compare primed objects that appear in locations where they are likely to appear with primed objects that appear in locations where they would be unlikely to appear. However, this comparison may not be warranted; there is evidence that objects that are inconsistent with the scene context are fixated earlier (Becker, Pashler, & Lubin, 2007; Loftus & Mackworth, 1978) and are found more quickly in a visual search task.
Finally, our finding that memory for relevant objects and locations influences the allocation of attention is consistent with previous research investigating eye movements during real-world actions, like making tea (Land, Mennie, & Rusted, 1999) or sandwiches (Hayhoe, 2000) . These studies suggest that memory of the locations of task-relevant objects allows the visual system to quickly access information that is crucial to the current part of the task. For example, participants made accurate saccades to objects beyond their field of view when they had previously seen the object and the object became relevant to the next step in the task. This ability to rapidly fixate objects in a real-world environment that are beyond the current field of view provides strong evidence for the use of memory in the guidance of attention. However, it is not clear that the memory used to guide attention in these tasks is long-term memory rather than short-term memory. For instance, a sandwich maker who fixated the mustard during his or her search for the bread may have realized that mustard would be needed soon. Thus, the person may have kept the relevant location active in short-term memory until the mustard was required. By contrast, our use of an unanticipated second block of trials that followed a 30-min filled interval virtually insured that our participants were using long-term memory for specific objects and locations to guide attention.
Our findings that long-term memory for a scene influences the allocation of attention may be consistent with claims by Hollingworth and colleagues (Hollingworth, 2003 (Hollingworth, , 2004 (Hollingworth, , 2005a (Hollingworth, , 2006a 4 Hollingworth (2006b) reported that previewing a real-world scene for 10 s prior to being told the target for a search produced fast search times and almost direct eye movements to the location of the target. He interpreted this as evidence that a single exposure of a scene was adequate to produce guidance of attention to relevant locations. However, given the nature of the task, one should immediately adopt a strategy of attempting to memorize as many likely targets as possible. In addition, in that search task it is difficult to evaluate whether the system responsible was a long-term memory or a medium-term memory of the type described by Melcher (2001) . 5 As mentioned in the introduction, one of the striking things about contextual cuing is that it occurs implicitly, without explicit awareness of the repeating structure in the displays. Although our results are similar, in that they demonstrate that memory for a repeated scene guides attention, our use of real-world scenes most likely allowed for a more explicit recognition of the repeated scenes (Brockmole & Henderson, 2006b ) and thus differs from traditional contextual cuing. Hollingworth & Henderson, 2002; Hollingworth et al., 2001 ) that a fairly large capacity representation of the scene is formed in VLTM during scene viewing. Under this view, when a person reencounters the same scene, the activation of VLTM is able to guide attention to relevant aspects of the scene, helping to insure that the limited attentional capacity is allocated efficiently. However, it may be premature to assume that the memory system we have documented is necessarily the same VLTM discussed by Hollingworth and colleagues. According to the visual memory theory of scene representation, the VLTM memory system is both visual and vast. While our results are consistent with such a system, it is possible that the memory we have documented is neither visual nor vast. In our experiments there was only one relevant location and one relevant object during the initial viewing of each scene. It is unclear from our results whether multiple locations and objects can be tagged as relevant within a single scene. Thus, it is possible that the memory system that contains this specific information is fairly capacity limited, capable of representing details about only a limited number of relevant objects and/or locations.
It is also unclear whether the memory we have tested in our experiments is truly visual. In their experiments investigating VLTM, Hollingworth and colleagues (Hollingworth, 2003 (Hollingworth, , 2004 (Hollingworth, , 2005a (Hollingworth, , 2006a Hollingworth & Henderson, 2002; Hollingworth et al., 2001) took great pains to demonstrate the visual nature of the VLTM system. They show that the system is able to detect rotations of the same object within the scene and is sensitive to changes of a different member of the same class of object. They suggest that this level of sensitivity demonstrates that the memory system they are investigating is truly visual. In our experiments, it is possible the memory was visual in nature, but it is also possible that it was a more conceptual representation of the global scene gist. Indeed, recent contextual cuing studies using real-world scenes implicate global scene structure as the main source of contextual cuing in real-world scenes (Brockmole, Castelhano, & Henderson, 2006) . More experimentation would be needed to definitively determine that the effects we report are due to the same VLTM system that Hollingworth and colleagues describe. In either case, however, the results do demonstrate the existence of a scene-specific long-term memory that is able to guide the allocation of attention to previously relevant locations and objects.
