The aim of this article is to motivate and describe the parameter ecology program, which studies how different parameters contribute to the difficulty of classical problems. We call for a new type of race in parameterized analysis, with the purpose of uncovering the boundaries of tractability by finding the smallest possible parameterizations which admit FPT-algorithms or polynomial kernels. An extensive overview of recent advances on this front is presented for the Vertex Cover problem. Moving even beyond the parameter ecology program we advocate the principle of model enrichment, which raises the challenge of generalizing positive results to problem definitions with greater modeling power. The computational intractability which inevitably emerges can be deconstructed by introducing additional parameters, leading towards a theory of fully multivariate algorithmics.
Introduction
Parameterized complexity starts from the premise that there are usually secondary measurements, apart from the primary measurement of overall input size, that can significantly affect the computational complexity of a problem, in qualitatively different ways that merit systematic investigation. Parameterized complexity makes room for one such measurement, the parameter, and turns on the contrast between the classes of bivariate functions FPT and X P. This is formalized by saying that a parameterized problem Π takes as input a pair (x, k), where x is a string over a finite alphabet and k is the parameter (usually a positive integer). The problem Π is fixed-parameter tractable (FPT) if it can be solved in time f (k)n c where n is the overall input size, that is, n = |(x, k)|, c is a constant, and f (k) is some function of the parameter k. FPT denotes the class of bivariate functions of this form, and FPT denotes the class of parameterized problems solvable in FPT-time. X P is the class of bivariate functions of the form O(n g(k) ), and XP denotes the class of parameterized problems that can be decided in time bounded by a function in X P.
Viewing complexity theories as concretely driven by contrasting function classes, the classical framework of P versus NP is about the contrast between the univariate function classes: P, solvability in time O(n c ), and functions of the form O(2 n c ). In practical algorithmics one would much prefer an algorithm with a runtime bounded by a function (of the overall input size) in P. Hardness for NP indicates probably being stuck with a running time of the latter kind.
FPT generalizes P ; parameterized complexity theory can be viewed as a natural two-dimensional generalization of the one-dimensional classical framework. From a theoretical point of view, parameterized analysis aims to obtain a better understanding of the structure of a problem: how do different parameters contribute to the difficulty of an instance, in terms of the function classes f (k)n c and n g(k) ? But there is also a very practical reason to study the parameterized complexity of hard problems, because the parameterized toolkit has the potential to yield two types of deliverables that facilitate an attack on the seeming intractability of NP -hard problems. Historically the most prominent deliverable takes the form of an algorithm to solve the problem in FPT-time, which is relevant for parameterizations which are small on real-world instances. But there is another desired outcome of parameterized analysis, a kernelization algorithm, and there have been many exciting developments in this subfield over the last several years [9, 70] . Whereas FPT is (in general) concerned with exponentialtime algorithms, a kernelization algorithm (or kernel ) for a parameterized problem Π is an algorithm which transforms an instance (x, k) in polynomial O(n c ) time into an instance (x , k ) such that (x, k) ∈ Π ⇔ (x , k ) ∈ Π, with a guarantee on the size of the output instance: |x |, k ≤ g(k) for some function g, which is called the size of the kernel. Since many kernelization algorithms take the form of a set of reduction rules, they are widely applicable as preprocessing routines, and model the common practice of applying data-reduction heuristics before attacking computationally difficult problems.
It turns out that, in general, kernelization is just the study of parameterized algorithms in disguise: a decidable parameterized problem has a kernel if and only if it is FPT [46, Lemma 4.8] . But the search for a problem kernel becomes interesting (and, one could argue, useful) once we demand that the function g which bounds the size of the reduced instance is polynomial. The quest for such polynomial kernels began in earnest after Alber et al. [2] found a kernel with 335k vertices for k-Planar Dominating Set in 2003, and has spawned a myriad of interesting theoretical and practical results; we will see some of them later in this survey.
The two types of deliverables motivate two types of "races" in parameterized complexity research: the race for the smallest possible function f (k) in the running time of an exact algorithm, and the race for the smallest possible function g(k) to upper bound the size of a kernel. These races are well-established, and the current leader boards are exhibited on the FPT community wiki [102] . We will see later that the parameter ecology program gives rise to a new kind of race, but first we continue our introduction into parameterized complexity. Having defined the two types of good news that parameterized analysis potentially has to offer, let us give two classical examples which also illustrate the expressibility of negative results in this theory.
k-Vertex Cover
Instance: An undirected graph G and integer k. Parameter: k. Question: Is there a set S ⊆ V (G) of size at most k which contains at least one endpoint of every edge? k-Dominating Set Instance: An undirected graph G and integer k. Parameter: k. Question: Is there a set S ⊆ V (G) of size at most k such that each vertex not in S, has a neighbor in S?
Although the classical versions of both problems are NP -complete, the input parameter k contributes to the complexity of these two problems in two qualitatively different ways.
1. There is a simple bounded search tree algorithm for k-Vertex Cover that runs in time O(2 k n) [43] . 2. The best known algorithm for k-Dominating Set uses fast matrix multiplication [48] , and gives a running time of Θ(n Θ(k) ) -it is only a minor improvement on the brute force algorithm of trying all k-subsets, which takes O(n k+1 ) time for a graph with n vertices. Table 1 shows the contrast between these two kinds of complexity. Does this mean that Vertex Cover is an easier problem than Dominating Set? The difference in running times certainly seems to suggest that this is the case, but the answer to this question is more subtle; we will discuss it at length in Section 2.
Classically, evidence that a problem is unlikely to have an algorithm with a runtime in the good class P is given by determining that it is NP -hard, PSPACE -hard, EXP -hard, etc. In parameterized complexity analysis there are analogous means to show likely parameterized intractability. The current tower of the main parameterized complexity classes is:
The cited running time shows that Vertex Cover lies in FPT, parameterized by the size k of a solution. The familiar k-Independent Set problem is complete for W [1] and k-Dominating Set is complete for W [2] (cf. [43] ). The naturally parameterized Bandwidth problem is hard for W [t] for all t [11] , but not known to belong to W [P ]. The best known algorithms for the parameterized k-Independent Set and k-Dominating Set problems run in Ω(n Ω(k) ) time [48, 97] Chen et al. [22] proved that if there is an algorithm for the k-Independent Set problem that runs in time O(n o(k) ) then FPT is equal to M [1] . From this it follows that if there is an algorithm for the k-Dominating Set problem that runs in time O(n o(k) ) then FPT is equal to M [1] . The parameterized complexity class W [1] is entirely natural, being anchored (completely) by a natural form of the Halting Problem. The parameterized complexity class M [1] also arises naturally, through a kind of complexity renormalization. The parameterized Vertex Cover problem can be solved in time O(2 k n) by the elementary search tree algorithm A. Consider then the following parameterized problem aimed at extending this FPT success:
Renormalized k-Vertex Cover Instance: An undirected graph G and integer k. Parameter: k. Question: Is there a set S ⊆ V (G) of size at most k log n which contains at least one endpoint of every edge?
Note that algorithm A allows us to solve this problem in time O(n k ), and it is therefore quite natural to ask if this more ambitious (renormalized) version of Vertex Cover might be FPT or not. One way of defining the increasingly important parameterized complexity class M [1] is as simply the class of all those parameterized problems that are FPT-equivalent to Renormalized k-Vertex Cover. The definition of M [t] for t ≥ 2 is elaborated in the monograph of Flum and Grohe [59] .
The results of Chen et al. [22] mentioned above give some perspective on how hard it might be to significantly improve on brute force for the parameterized k-Independent Set and k-Dominating Set problems (if this is possible). Because it is known that FPT is a proper subset of XP [43, Chapter 15] 
For further background on parameterized complexity we refer the reader to the textbooks [43, 59, 99] , the double special issue of surveys of aspects of the field and various application areas [45] , and to the recent survey by Downey and Thilikos [47] . Having given an overview of the positive and negative results possible in the theory of parameterized complexity, let us move in the direction of the ecology program by reconsidering our two favorite graph problems. For k-Vertex Cover and k-Dominating Set, the parameter is the size of the solution being sought. Indeed, when studying the decision version of an optimization problem, the most natural parameter is often the desired solution size. But a parameter that affects the complexity of a problem can be many things, as we shall see when we consider the problem ML Type Checking in the next section.
The Complexity Ecology of Parameters

Why Ecology?
ML is a logic-based programming language for which relatively efficient compilers exist. One of the problems the compiler must solve is the checking of the compatibility of type declarations. This problem is known to be complete for EXP (deterministic exponential time), so the situation appears discouraging from the standpoint of classical complexity theory [74] . However, the implementations work well in practice because the ML Type Checking problem is FPT with a running time of O(2 k n), where n is the size of the program and k is the maximum nesting depth of the type declarations [89] . Despite the severe intractability of type checking from a classical point of view, the implemented ML compilers (that include type-checking subroutines) work efficiently because they exploit the bounded nesting depth of the inputs. The explanation is that humancomposed programs typically have a maximum type-declaration nesting depth of k ≤ 5. The reason that naturally occurring programs have small nesting depth is because the programs would otherwise risk becoming incomprehensible to the programmer creating them! Type checking is not an optimization problem; hence there is no obvious "natural" parameter. The example shows that relevant secondary measurements that affect problem complexity can take many different forms, such as the size of the solution, aspects of the structure of typical instances, aspects of If the first symbol is © then the parameterized problem is in FPT, while § signifies hardness for W [1] . The second symbol indicates whether there is a polynomial kernel (©) or not ( §). The kernelization lower-bounds for problems in FPT are conditioned on one of the following two assumptions: (a) NP ⊆ coNP /poly, or (b) that not all coNP -complete problems admit distillation algorithms (cf. [10] ). Entries marked with are not stated explicitly in the literature, but follow from known results or unpublished insights.
the algorithmic approach, or the quality of an approximation (cf. [100] ). For any real-world problem, there may be several such secondary measurements in various ranges of magnitude that should be considered, or measurements with qualitatively different roles, such as structural (e.g., treewidth) and solution size.
What the example of ML Type Checking points to (we think) is that often the "inputs" to computational problems of interest to real-world algorithmics are not at all arbitrary, but rather are produced by other natural computational processes (e.g., the thinking processes and abilities of the programmer) that are themselves subject to computational complexity constraints. In this way, the natural input distributions encountered by abstractly defined computational problems often have inherited structural regularities and restrictions (relevant parameters, in the sense of parameterized complexity) due to the natural complexity constraints on the generative processes. This connection is what we refer to as the ecology of computation.
Having identified a reason to expect some kind of structure in our realworld problem instances, we are driven to explore how to exploit that structure in order to solve problems more efficiently. It therefore seems to be useful to know how all the various parameterized structural notions interact with the computational objectives one might have. For example, faced with the apparent parameterized intractability of k-Dominating Set, one could ask whether a bound on the treewidth of the input graphs allows Dominating Set to be solved more efficiently. It has long been known that this is the case: when a tree-decomposition of width k is supplied, a minimum size dominating set can be computed in O(3 k k 2 n) time [116] . The familiar paradigm of efficiently solving various problems for graphs of bounded treewidth just represents one row of a matrix of algorithmic questions. Table 2 illustrates the idea. We use here the shorthand: TW is Treewidth, BW is Bandwidth, VC is Vertex Cover, DS is Dominating Set, G is (orientable) Genus and ML is Maximum Number of Leaves in a Spanning Tree. An entry in the table describes the current state of knowledge about the parameterized complexity and the existence of polynomial kernels when the input graph is assumed to have a structural bound described by the row, and the problem described by the column is to be solved to optimality. It turns out that there are some non-trivial choices to be made when it comes to formalizing such non-standard parameterizations, but we defer the discussion of these matters to Section 2.2 and focus on the main ideas. The entry in the second row and fourth column of the table indicates that there is an FPT algorithm to optimally solve the Dominating Set problem for a graph G of bandwidth at most k, but that there is no polynomial kernel for this problem unless NP ⊆ coNP /poly. The entry in the fourth row and second column indicates that it is unknown whether Bandwidth can be solved optimally by an FPT algorithm when the parameter is a bound on the domination number of the input. Note that a positive answer to the last question would imply that the treewidth of planar graphs can be computed in polynomial time (as is known to be the case for the related width-measure branchwidth [111] ).
Using the information in the table, we can come back to the question whether Dominating Set is harder to solve than Vertex Cover. Classically this is certainly not the case; both are NP -complete, hence solved in polynomial time on a non-deterministic machine, but presumably require exponential time to solve deterministically. We can use Table 2 to compare the difficulty of the two problems under various parameterizations. The two relevant columns suggest that when it comes to the existence of FPT-algorithms, both problems are equally hard -Vertex Cover and Dominating Set are FPT for exactly the same parameterizations. A careful reader will note that the existence of polynomial kernels differs, for the third row: Vertex Cover under its natural parameterization has a kernel with 2k vertices [25] , while Dominating Set parameterized by vertex cover does not, unless NP ⊆ coNP /poly [41] . So rather than saying that Dominating Set is harder than Vertex Cover, we can conclude that (for the considered parameterizations) both problems are equally difficult to solve, but Vertex Cover is easier to kernelize. Kernels for Vertex Cover will be discussed at length in Section 4. For now, we keep our attention on Table 2 but switch the perspective from columns to rows.
Observe that all parameterizations by vertex cover number are in FPT, while none of the parameterizations by domination number are known to be in FPT ! So the difference in parameterized complexity status for k-Vertex Cover and k-Dominating Set is not caused by Dominating Set being harder than Vertex Cover; it is because the parameterization by domination number is harder than the parameterization by vertex cover number. This is explained by noting that graphs with a vertex cover of size k are more restricted than those with a dominating set of size k -the non-trivial connected graphs with a size-k vertex cover form a proper subset of those with a size-k dominating set -and therefore a restriction on the vertex cover number gives an algorithm "more structure" to exploit than a bound of the domination number. The take-away message from this comparison is: the parameterized complexity of a problem is determined by the parameterization, rather than the underlying classical problem 2 !
Formalizing Structural Parameterizations
Let us come back to the question of what it formally means to parameterize a problem by a structural measure, by returning to the example of Dominating Set on a graph of bandwidth at most k. If we were to give a full definition of this problem, it could be the following: Dominating Set parameterized by bandwidth Instance: An undirected graph G and integer q. Parameter: A value k which bounds the bandwidth of G. Question: Does G have a dominating set of size at most q?
The classification of this problem as FPT in Table 2 is based on the fact that the treewidth of a graph is not greater than its bandwidth [8] , which allows the use of the algorithm to solve Dominating Set on graphs of bounded treewidth mentioned earlier. But this intuition about the difficulty of the problem is not captured by all possible formalizations, and this is partly due to issues which are hidden by the instance-parameter-problem notation. At the most elementary level, a parameterized problem is the set of pairs (x, k) which encode yesinstances to the problem. Which language Q corresponds to the Dominating Set problem parameterized by bandwidth, as we have just put it? A first answer might look like this: Q = (x, k) x encodes a graph G of bandwidth at most k and an integer q, such that G has a dominating set of size at most q .
Unfortunately the behavior of this formalization differs radically from our intended meaning, which is best illustrated by noting that membership in Q is W [t]-hard to decide for all t! Since a graph G on n vertices trivially has a dominating set of size n, by our current definition the instance (x := G, n , k) is contained in Q if and only if G has bandwidth at most k, and this results in the aforementioned complexity. The problem comes from the fact that the distinction between parameter and solution value was lost in the formalization, and was effectively turned into the task of simultaneously deciding the bandwidth and the domination number of the input graph. What the right formalization is, depends on the question that we intend to ask: do we want to study (I) how hard it is to verify and exploit a bounded parameter value, or (II) how to exploit structure when we are promised it is there but we do not know it yet, or (III) what we can do when a witness for the structure is supplied along with the input? Clearly, the given definition of the language Q corresponds to (I), the task of verifying a claimed bound on the input parameter and simultaneously solving the problem at hand. If it is W [1]-hard to verify the parameter value, then the resulting parameterizations generally do not lie in FPT.
Using a promise problem. The most straight-forward way out of our conundrum is to model the parameterization as a promise problem, which takes the form of two disjoint languages: one containing the yes-instances which satisfy the structural promise, and one containing the no-instances satisfying the promise. An algorithm decides a promise problem if it accepts all yes-instances and rejects all no-instances; there is no restriction on the behavior on inputs which are not contained in either. In our concrete example, the set Q defined earlier contains the yes-instances, and we define the set of well-formed no-instances Q as the pairs (x, k) for which x encodes a tuple G, q where G has bandwidth at most k, and G does not have a dominating set of size q. Since the instances where the bandwidth of G exceeds k fall outside the range of well-formed yesor no-instances, the restriction to a promise problem effectively means that we do not have to verify the claimed bound on the bandwidth of the input graph; all we demand is that if the bandwidth of the input graph is suitably bounded, then the algorithm gives the correct answer in FPT-time. The promise version of Dominating Set parameterized by bandwidth is indeed contained in FPT : on input (G, q) and the value k, the algorithm first computes a tree decomposition of width at most k in f (k)n time using Bodlaender's algorithm [7] , and then applies the algorithm of van Rooij et al. [116] . Observe that this algorithm takes too long on malformed instances where k does not bound the bandwidth of G, but the definition of a promise problem allows for this.
When we aim to study how hard it is to exploit a certain structure, a formalization as a promise problem allows us to avoid the issue of having to verify the presence of this structure; it is suitable when asking questions of type (II) mentioned above. Unfortunately, the use of a promise problem means that whenever we apply theorems from the FPT-toolkit which were proven for arbitrary decision problems, we have to ensure that they still hold in the promise setting. The question "can we exploit this given structure in the instance to solve the problem efficiently" leads us to an alternative that does not rely on promise problems.
Supplying a witness in the input. When studying a structural parameterization of problem Π, we can conceptually simplify matters by studying two separate questions: (a) how hard is it to compute the relevant structural measure, either exactly or approximately, and (b) how hard is it to solve Π when a witness for the structure is given? The first problem is subject of study when considering the parameterized complexity or approximation complexity of the optimization problem corresponding to the structural measure, whereas the most interesting question from the viewpoint of parameter ecology is question (b). We could therefore opt for the following alternative definition of our running example:
DS parameterized by the bandwidth of a given layout Instance: An undirected graph G, an integer q, and a linear layout of G given by a bijection f :
The language of yes-instances corresponding to this definition contains those pairs (x, k) where x encodes a tuple G, q, f such that f is a linear layout of bandwidth at most k for G, and G has a dominating set of size at most q. By supplying a layout in the input, we can test in polynomial time whether an instance obeys the claimed bound on its bandwidth or not, and this idea generalizes to all parameterizations corresponding to problems in NP. By combining this test with the treewidth algorithms sketched earlier, we can classify this formalization as FPT.
Observe that since the bandwidth of the given layout is used as the parameter, rather than the optimum value, this approach is generally only suitable only for minimization parameters, i.e., parameters where smaller means better. For an example of why this approach may not result in relevant questions for maximization parameters, consider the Dominating Set problem parameterized by the number of leaves in a given spanning tree of the graph:
DS parameterized by # of leaves in a given spanning tree Instance: Graph G, an integer q, and a spanning tree T of G. Parameter: The number of leaves k in tree T . Question: Does G have a dominating set of size at most q?
It is an easy exercise to devise a polynomial-time transformation that given a graph G, outputs a graph G and a Hamiltonian path in G such that the domination number of G is exactly one larger than that of G. Using this transformation, we can reduce the classical Dominating Set problem to our last parameterization of Dominating Set with a constant parameter value k = 2, by using the Hamiltonian path as a spanning tree with exactly two leaves. Hence the considered parameterized problem is already NP -complete for constant parameter values, and is therefore not interesting. The reason is of course that when parameterizing by the quality of a given witness to the structural measure, having a suboptimal witness for minimization parameters gives us a larger parameter (allowing us more running time and a larger output for a kernelization algorithm), whereas for maximization parameters having a suboptimal witness demands a faster output and smaller kernel. So when we are in pursuit of objective (III), studying what we can do when the structure is supplied along with the input, we can generally avoid the issue of a promise problem for minimization problems; for maximization parameters we nevertheless have to resort to them.
In summary, we have seen that there are various ways to formalize a structural parameterization, depending on which type of question (I)-(III) you intend to answer. Each way of formalizing comes at a price. One should be informed of these issues when studying the ecology of parameters, to choose the formalization which best suits the research interest. Various choices have been made in the literature. In the study of FPT algorithms on graphs of bounded treewidth, one often assumes that a tree decomposition is given along with the input. Although Treewidth is FPT (and therefore a tree decomposition can be computed in FPT-time, if none is given), computing an optimal decomposition currently takes O(2 [7, 103] , and this would be the bottleneck for many linear-time algorithms. When studying kernelization complexity under structural minimization-parameters, the model where the structural description is given along with the input is often used (e.g., [34, 77] ) whereas the setting of a promise problem was the implicit foundation for work on parameterizations by max leaf number [14, 55] . Proposition 1 (Cf. [20] ). Given a graph G and a size-k vertex-deletion set S ⊆ V (G) to a perfect graph, a maximum independent set in G can be computed in O(2 k n c ) time for some constant c.
Proof. We exploit the fact that Independent Set is polynomial-time solvable on perfect graphs, and try all ways in which an independent set could intersect S. For each independent subset S ⊆ S, the largest independent sets I in G with I ∩ S = S are exactly the sets S ∪ I for which I is a maximum independent set in G − (S ∪ N G (S )): observe that I cannot contain any vertices of S, nor any vertices of N G (S ) (else it would not be independent). Since
is an induced subgraph of the perfect graph G − S, and perfect graphs are hereditary, a maximum independent set of the perfect graph G − (S ∪ N G (S )) can be computed in polynomial time by the algorithm of Grötschel, Lovász and Schrijver [69, Chapter 9] . Hence we find a maximum independent set in G as the largest set taken over all choices of S .
The proposition shows that Independent Set is in FPT parameterized by the size of a given vertex-deletion set to a perfect graph. It is not at all clear whether this is also the case when S is not given in the input. If it would be possible to compute an f (opt)-approximation to the smallest perfect-deletion set in FPT-time, then combining the approximation algorithm with Proposition 1 would give an FPT-algorithm for the parameterization by a promised bound on the vertex-deletion distance to a perfect graph. But whether or not such an approximation algorithm exists is unclear; it is W [2]-hard to compute the minimum vertex-deletion distance to a perfect graph [73] , and the close connection between the Perfect Deletion problem and Hitting Set exhibited in that paper suggests that Perfect Deletion may be as hard to approximate in FPT-time as Dominating Set. The parameterized approximation complexity of the latter problem is still a big open problem in the field of parameterized approximation [91] . Thus we arrive at our open problem.
Open Problem 4. Is the Independent Set problem (or equivalently, Vertex Cover) in FPT when parameterized by a (promised) bound on the vertexdeletion distance to a perfect graph, without giving the deletion set in the input?
A similar type of question can be asked for 3-Coloring, which was shown to be FPT parameterized by the size of a given dominating set [78] .
Open Problem 5. Is 3-Coloring in FPT when parameterized by a promised bound on the domination number of the graph?
Systematically Attacking a Row
Exploration of the parameter ecology table is facilitated by noting that there are various techniques which can be used to systematically attack the entries of a row -or in other words, that there are techniques which appear to be widely applicable to various different problems under the same parameterization. These tools may help to quickly classify a parameterized problem as FPT, or as having a polynomial kernel. In this section we explore some of these techniques. After the initial classification, the game begins to find better FPT algorithms and smaller kernels. For many problems in FPT, remarkable improvements are eventually achieved [102] .
Courcelle's Theorem for Graphs of Bounded Treewidth
The study of problems on graphs of bounded treewidth is well-developed and supports many systematic approaches based on automata-theory and logic, the most famous example being Courcelle's theorem [3, 7, 16, 31, 43, 59, 99] . Formulating a problem in Monadic Second-Order Logic is a quick way of showing that a problem is FPT on graphs of bounded treewidth. As knowledge of these techniques is widespread, let us just mention a recent breakthrough result in this area. Cygan et al. [35] have shown that the solvability in singleexponential 2 O(k) n c time (for a given tree decomposition of width k) which was known for many problems whose solutions can locally be verified, can also be extended to connectivity problems at the cost of using randomization. For a multitude of problems, the phenomenon of solvability in randomized singleexponential time on graphs of bounded treewidth has since been captured by a special kind of logic dubbed Existential Counting Modal Logic [104] .
Well-Quasi-Ordering
One of the most powerful FPT classification tools is well-quasi-ordering (wqo). For completeness we briefly recall some of the main notions of wqotheory; the interested reader is referred to the textbook [43, Chapter 7] for more details. A quasi-ordering on an (infinite) set S is a reflexive and transitive relation ≤ S on S. A quasi-ordered set S, ≤ S is a well-quasi-order if for all infinite sequences A = a 1 , a 2 , . . . over S there are indices i < j such that a i ≤ S a j and a j ≤ S a i . A lower ideal in a wqo is a subset S ⊆ S which is closed downwards under ≤ S : if x ∈ S and y ≤ S x, then y ∈ S .
The main algorithmic power of wqo comes from the fact that every lower ideal is characterized by a finite obstruction set: for every ideal S ⊆ S there is a finite set of minimal forbidden elements O S such that x ∈ S ⇔ ¬∃y ∈ O S : y ≤ S x. If order testing under ≤ S is tractable, then the existence of a finite obstruction set leads to a tractable algorithm for deciding membership of an element x in a lower ideal S : simply test for every element y in the obstruction set O S whether y ≤ S x.
The classic example in this area is of course the celebrated Graph Minor Theorem by Robertson and Seymour, which says that finite graphs are well-quasiordered by the minor relation. They also showed that determining whether a graph H is a minor of a graph G, parameterized by |H|, is FPT (we say that the minor order has FPT order tests) [107, 108] . These two results together show that membership in any minor-closed family of graphs can be tested in O(n 3 ) time -for a fixed family, the largest element in the obstruction set has constant size -and therefore provide a very powerful FPT classification method applicable to many graph problems. Historically, the results from the Graph Minors project provided a major impetus to the development of parameterized complexity theory (see [43] ). In the remainder of the section we highlight the potential of wqo theory to provide FPT classifications for the parameterized problems studied by the ecology program, based on recent work by subset of the authors and Danny Hermelin.
Recall that the vertex cover (resp. feedback vertex) number of a graph is the smallest number of vertices needed to cover all edges (resp. cycles), and that the circumference of a graph is the length of its longest cycle. Graph H is a minor of G if H can be obtained from G by repeated edge deletion, edge contraction and vertex deletion. If H can be obtained by vertex/edge deletion and the contraction of edges which have at least one endpoint of degree two, then H is a topological minor of H. And finally, if H can be obtained using only edge contraction and vertex deletion (no edge deletion) then it is an induced minor of G. Of the three, only the "plain" minor relation gives a wqo in general graphs, but this changes when imposing structural restrictions on the set of graphs under consideration.
Lemma 1 ([52]
). For every fixed k ∈ N, the following holds:
1. The set of all graphs of vertex cover number at most k is wqo by subgraphs. 2. The set of all graphs with feedback vertex number at most k is wqo by topological minors.
3.
The set of all graphs with circumference at most k is wqo by induced minors.
These well-quasi-orders guarantee the existence of finite obstruction sets for lower ideals of the set of structurally bounded graphs, under the respective relationships. To leverage these obstruction sets to establish fixed-parameter tractability results, we also need an algorithm to perform order tests under the subgraph, topological minor and induced minor relationships. In the restricted graph settings considered by the lemma, we can use Courcelle's theorem with the fact that graphs of vertex cover number, feedback vertex number, or circumference at most k, also have treewidth at most k: this leads to the existence of a f (k + |H|)n algorithm for order tests between two graphs 3 . The combination of these well-quasi-orders with the FPT order tests results in the following classification tools.
Theorem 1 ([52]
). For every fixed k ∈ N, there is a linear-time algorithm for recognizing any family of graphs with:
1. vertex cover number at most k that is closed under subgraphs. 2. feedback vertex number at most k that is closed under topological minors. 3. circumference at most k that is closed under induced minors.
Let us finally give a concrete example of an ecology result that can be obtained using this machinery. Observe that the bandwidth of a graph does not increase when taking a subgraph. Hence the graphs of bandwidth at most are closed under subgraphs, resulting in the following corollary.
Corollary 1 ([52]
). For every fixed k, ∈ N there is a linear-time algorithm which on input a graph G that has a vertex cover of size at most k, decides whether or not the bandwidth of G is at most .
We should note that, in general, a straight-forward application of the wqo technique results in non-uniform algorithmics; in the preceding example, there is a different algorithm for every combination of k and . However, there are methods available which often make it possible to obtain a uniform algorithm at the cost of an increased running time [53, 54] .
The study of general FPT classification tools, such as well-quasi-ordering, for rows of the parameter ecology matrix other than bounded treewidth, has scarcely begun. It would be interesting to investigate which rows can be systematically attacked using wqo's.
Protrusions to Kernelize Graph Problems with Structural Parameters
The techniques discussed in the previous sections can be used to establish the existence of FPT-algorithms, but generally do not tell you anything about kernel sizes. We will now see an example of a generally applicable technique which often results in linear -vertex kernels for graph problems in restricted graph families, under structural parameterizations. These meta-kernelization schemes revolve around the notion of protrusions, and are based on the idea of repeatedly replacing large yet simple parts of the graph by smaller parts which enforce the same restrictions on the existence of a (global) solution [9, 12, 60, 62] .
Formally, an r-protrusion in a graph G is a set of vertices X ⊆ V (G) such that |N G (X)| ≤ r and tw(G[X ∪ N G (X)]) ≤ r, i.e., a vertex set with at most r neighbors, whose closed neighborhood induces a graph of treewidth at most r. We will be concerned with r-protrusions where r is some constant -hence the implied bound on the treewidth of the protrusion ensures that for most problems, it is easy to analyze the behavior within the protrusion (for example using Courcelle's theorem). Given a large r-protrusion X, we would like to replace it by a smaller subgraph which has the same effect on the existence of a solution. In general, the presence of the "simple but large" protrusion X in the graph may have arbitrary effects which cannot be simulated by small replacement subgraphs; but there is a wide class of problems where pieces with a constant-size boundary can be simulated by constant-size subgraphs. This is captured by the notion of finite integer index, which has its roots in automata theory and reduction algorithms [17, 38] . Without going into too much details, a decision problem on graphs has finite integer index if for every constant-size separator in a graph, the number of ways in which an optimal solution on the "left" side of the separator can respond to changes in the "right" side of the separator is bounded by a function of the separator size alone. This ensures that given a sufficiently large r-protrusion, there is a smaller protrusion with the same behavior that can be substituted for it. Graph problems with finite integer index are abundant, including classic examples such as Dominating Set, Independent Set and Connected Vertex Cover. An example of a problem which does not have finite integer index is Longest Path.
Before explaining more of the technique, let us describe what kinds of parameterizations we are attacking. In the literature, these meta-kernelization techniques are applied to the natural parameterizations of bidimensional problems. But since the focus of this survey is on the ecology of parameters, we explain the ideas for structural parameterizations 4 . So pick your favorite constant t, and let the (vertex-)deletion distance of graph G to treewidth t be defined as the size of a smallest set X ⊆ V (G) such that tw(G − X) ≤ t. Note that for treewidth 0 and 1, this coincides with the vertex cover number and feedback vertex number. The meta-kernelization techniques can be applied to problems parameterized by the deletion-distance to constant treewidth, regardless of the constant.
So how does a replacement strategy yield polynomial kernels for such structural parameterizations? For the protrusion-replacement strategy to be effective as our sole means of obtaining small kernels, we need to ensure that the graph has become small with respect to our structural parameter value once all remaining protrusions are small. Unfortunately, this is not the case in general: for all constants t and r there are graphs with deletion distance k to treewidth t in which all r-protrusions have constant size, yet whose total size is unbounded in k; a concrete example is the complete bipartite graph K k,n with n, k > r, in which any r-protrusion has size at most r, but which is arbitrarily large compared to its vertex-deletion distance to treewidth zero (since deleting the k vertices on the left side leaves an independent set). That is why the framework is applied to graphs from restricted graph classes. While originally used in the setting of planar and bounded-genus graphs, it has since been generalized to H-minor-free graph classes for arbitrary H [63] . The restriction to such sparse graph families is sufficient to make the approach work: it can be proven that for every graph H, there is a constant r such that if G is H-minor-free, has deletion distance k to constant treewidth, and its largest r -protrusion has constant size, then |V (G)| ∈ O(k) (for fixed H and r ).
Combining the protrusion reduction rule with the size bound on H-minorfree graphs in which all r -protrusions have constant size, yields linear-vertex kernels for all problems with finite integer index parameterized by the deletion distance to constant treewidth (regardless of what the constant is), when the inputs graphs are H-minor-free for some H. Thus the protrusion replacement technique yields linear-vertex kernels for a wide range of problems under structural parameterizations, albeit only on restricted graph families. Let us remark at this point that there are good reasons why the framework fails to yield polynomial kernels on general graphs when parameterized by the deletion distance to constant treewidth: for several basic graph problems such as Vertex Cover [34] , Feedback Vertex Set [79] and Hamiltonian Cycle [14] this has been proven to be impossible, subject to NP ⊆ coNP /poly, even when parameterized by the size of a given deletion set to treewidth two.
Other techniques
Finally, let us briefly mention two other methods which have been used successfully in the past to attack problems under structural parameterizations. A famous theorem by H. W. Lenstra jr. shows that testing the feasibility of an Integer Linear Program (ILP) in n variables is FPT parameterized by n. Successive improvements to his theorem [64, 81] have been used to establish the fixed-parameter tractability of voting problems [50] and various graph layout problems parameterized by vertex cover number [56] . We refer to Niedermeier's book for more examples of the applicability of the technique, such as Closest String [99, Chapter 11.2] .
Many graph problems admit linear-vertex kernels when parameterized by the maximum number of leaves in a spanning tree for the input graph -or the sum of these numbers over all connected components, in case the input is disconnected -which can be explained by a theorem due to Kleitman and West [84] . Their elegant result states that a graph on n vertices, with minimum degree at least three, has max leaf number at least n 4 + 2 . A corollary to this theorem essentially shows that the only reason a large graph can have a small max leaf number, is because there are long paths of degree-2 vertices. For all graph problems in which such long degree-2 paths can be shrunk to a constant size (in particular, all problems of Table 2 except Bandwidth), this leads to a linear-vertex kernel [14, 49, 55] .
A Refined View of Ecology: Studying a Hierarchy of Parameters
Take a breath and reflect on what has been discussed so far. We advocated the investigation of how various structural notions interact with our computational objectives -both due to theoretical interest (it tells us how various aspects of a problem contribute to its difficulty) and due to practical relevance (as it may result in one of the two positive deliverables for parameters which are small in real-world instances). We organized these studies in a table, dealt with the proper formalization of our questions and looked at systematic ways to attack rows of this table. Now that we have motivated the ecology program and given some examples of what it entails, it is time to take the next step and refine our view of parameter ecology.
Relationships Between Parameters
Is the table perspective the best way of organizing our assault on intractability? One might wonder whether all the entries in this infinite table of problems versus parameters are really interesting. Are we just creating more work for ourselves, studying toy problems? Indeed, not all the entries in our table hold the same appeal. For example, many of the FPT classifications for the Bandwidth row of Table 2 were based on the fact that the bandwidth of a graph bounds its treewidth, together with FPT algorithms for bounded treewidth: these entries told us nothing new. What the table fails to take into account are the relationships between various parameters, and it is about time we remedy the situation. Fig. 1 therefore organizes structural parameters of graphs into a hierarchy, based on the partial ordering on them. The parameters in the hierarchy correspond to the optimum values of classic optimization problems on graphs, structural measures, and to the (vertex-)deletion distance to well-known graph classes (see [8, 18] for definitions). For example, the parameter Odd Cycle Transversal is the size of the smallest vertex set intersecting all odd-length cycles, and the Distance to Linear Forest is the minimum number of vertices whose removal results in a forest of maximum degree at most two. The figure gives relationships between these parameters: we see that graphs of vertex cover number k or max leaf number k both have treewidth O(k), while the vertex cover number of a graph can be arbitrarily large compared to its max leaf number, and vice versa.
The aforementioned FPT classification for Bandwidth parameterized by treewidth is an example of the propagation of results through the hierarchy: if Chromatic Number
Figure 1: A hierarchy of parameters, with larger parameters drawn higher. An unlabeled line between two parameters means that the parameter drawn lowest is never larger than the one drawn highest. These unlabeled relationships (cf. [109] ) follow from inclusions between graph classes [18] or bounds which can be found in Bodlaender's survey on treewidth [8] . When a line between parameters is labeled by a bound, the lower-drawn parameter is represented by and the higher-drawn parameter by h.
a problem is FPT parameterized by π(G) and parameter π (G) is larger in the sense that there is a function f such that f (π (G)) ≥ π(G) for all graphs G, then an FPT-algorithm parameterized by π(G) also yields fixed-parameter tractability 5 under π (G). Similarly, a W [1]-hardness proof for some parameterization implies that all smaller parameterizations are also W [1]-hard. When the relationships between the parameters are polynomial (which all bounds in Fig. 1 are) then the (non-)existence of polynomial kernelizations propagates through the hierarchy as well: positive results transfer upwards to larger parameters, and negative results carry over to smaller parameters.
Using the propagation of results by the given relationships, the hierarchy guides us in our attack on intractability, pointing us to interesting questions and telling us over which flank a problem may be attacked. For example, as we know that Bandwidth is NP-complete on trees [67, GT40] which have trivial feedback vertex sets of size zero, we know that no parameterization below Feedback Vertex Set can be FPT unless P = NP ; hence we should look for FPT results for parameters which are larger than, or incomparable to, the feedback vertex number. When also taking the W [t]-hardness of the natural parameterization into account, the hierarchy shows that the remaining viable regions for tractable parameterizations are the vertex-deletion distance to a single clique, the distance to a linear forest, or the vertex cover/max leaf number. And indeed, early results in the parameter ecology program have shown fixedparameter tractability for the latter two [55, 56] . The hierarchy now points us to an interesting open problem: since fixed-parameter tractability parameterized by the distance to a linear forest would imply the tractability by vertex cover and max leaf number, the former parameterization has the potential to unify and generalize two fixed-parameter tractable cases of Bandwidth.
Open Problem 6. Is Bandwidth in FPT
6 parameterized by the deletion distance to a linear forest?
The idea of considering "larger" parameterizations when encountering intractability has been applied in a few cases; especially regarding the parameter treewidth. Thanks to recent work we now know that besides Bandwidth, there are various other problems which are W [1]-hard for the parameter treewidth. Among them are List Coloring, Pre-Coloring Extension and Equitable Coloring [51] ; General Factor [114] ; and Minimum Maximum Outdegree [113] . Not all these problems behave the same using larger parameterizations like vertex cover number: although Pre-coloring Extension and Equitable Coloring become fixed-parameter tractable, List Coloring remains W [1]-hard for graphs of bounded vertex cover number [58] .
These examples illustrate that the questions which the parameter hierarchy implores us to ask are not about toy problems, but are well motivated due to the inherent difficulty of the problems: W [1]-hardness of the parameterization by treewidth forces us to resort to larger parameters when looking for fixedparameter tractability. The unfortunate fact of nature that the problem is hard for smaller parameterizations leaves us little other choice (besides taking an additional parameter, will be discussed in Section 5.1).
Establishing a New Race: Pushing Towards the Boundaries of Tractability
Although FPT classifications by vertex cover number give us some grip on problems such as Bandwidth which are hard parameterized by treewidth, they should in no way be the end of our investigations. As the hierarchy shows, there is a range of parameters between vertex cover number and treewidth and it is always meaningful to find out whether positive news (in the form of FPTalgorithms or polynomial kernels) can be transferred to smaller parameterseven if this (initially) requires a worse dependency on the parameter in the run-time or kernel size.
Consider two graph parameters π (G) and π(G) such that π (G) is structurally smaller than π(G) in the sense that there is a function f such that π (G) ≤ f (π(G)) for all graphs, whereas there is no g such that π(G) ≤ g(π (G)) on all graphs 7 . For all such pairs of parameters, there are (under mild technical conditions which are satisfied for NP-hard problems) inputs on which any FPT-algorithm or polynomial kernel with respect to π is better than algorithms with respect to π, regardless of the growth rates of the functions involved. The structural difference between the parameters implies that there are inputs where a bigger function of the smaller parameter yields a better overall run-time than the smaller function on the larger parameter. Similarly, there will be inputs where the kernel bound guaranteed by a bigger (yet polynomial) function of a smaller parameter beats the bound which is guaranteed for the larger parameterization. These observations motivate the search for positive FPT-deliverables for increasingly smaller parameters. Another justification for the search of good news for smaller parameterizations, even at the cost of bigger functions f (k) or kernel sizes, is the observed trend that once good news has been established, successive improvements are usually found that decrease the run-time and kernel size 8 . These ideas call for a new type of race in parameterized complexity analysis: the race for the best (i.e., smallest) parameter with respect to which the problem is still FPT, or still admits a polynomial kernel. Only if we know where the boundary lies between FPT and W [1]-hardness in the parameter landscape, do we fully understand what constitutes the difficulty of the problem. No parameterized analysis of a problem should therefore be complete without asking: can we extend our positive news to a smaller parameter? There have been interesting improvements in this regard for the Vertex Cover problem. The existence of a kernel with 2k vertices for the naturally parameterized k-Vertex Cover problem has been known for a decade [25] . But it was recently shown that Vertex Cover parameterized by the size of a given feedback vertex set admits a kernel with O( 3 ) vertices [77] . For a practical example of the relevance of this smaller parameter, consider a path on n vertices: it has vertex cover number k = n/2 but feedback vertex number zero. The kernelization with respect to the natural parameterization promises to shrink an instance (P n , k) to an equivalent instance on at most 2k ≈ n vertices; the instance is not guaranteed to shrink at all. But as the parameter feedback vertex number is zero, the kernelization with respect to that parameter promises that the instance will 7 This holds for all relationships exhibited in the hierarchy of Fig. 1 , with the exception of the pair Cutwidth and Topological Bandwidth since one is sandwiched by the other: tbw(G) ≤ cw(G) ≤ tbw(G) 2 . This phenomenon has interesting applications in parameterized approximation. For concreteness of the discussion at hand, one could think of π (G) as treewidth, and π(G) as the vertex cover number. 8 There are, however, some intriguing cases where the function f (k) for a smaller parameter provably cannot be decreased to match the dependency function of a larger parameter: compare the non-elementary lower-bound by Frick and Grohe [65] for MSOL model-checking parameterized by treewidth to the (doubly)exponential upper bounds parameterized by vertex cover and max leaf number, as given by Lampis [88] .
be shrunk to constant size! It now seems as if the polynomial kernelization by feedback vertex number was just the tip of the iceberg; further milestones in the race for the best Vertex Cover parameterizations form the topic of Section 4.
The existence of a polynomial kernel for a "better-than-natural" parameterization of Vertex Cover raises the question whether the same exists for Feedback Vertex Set, which is one of the other big success-stories of kernelization.
Open Problem 7. Is there a structural parameter smaller than feedback vertex number with respect to which Feedback Vertex Set admits a polynomial kernel?
Since the feedback vertex number measures the vertex-deletion distance to treewidth one, a natural choice of smaller parameter would be the distance to treewidth two. Alas, we shall have to look elsewhere for a positive solution to the problem: assuming NP ⊆ coNP /poly the Feedback Vertex Set problem does not admit a polynomial kernel parameterized by deletion distance to an outerplanar graph (which is a larger parameter than distance to treewidth two), which follows by a simple adaptation of the kernel lower bound for Odd Cycle Transversal [80] .
Of course, the quest to extend positive news to smaller parameterizations is only one side of the story: we should consider simultaneously whether negative results can be lifted to larger parameters. When the upwards and downwards motions meet, we have succeeded in uncovering the boundary of tractability for the problem under consideration. Notable examples of results in parameter ecology include work on the Graph Coloring problem [20, 78, 90] , on problems parameterized by the "number of gaps in an interval representation" [61] , refined parameterizations for Two Layer Planarization [115] , and on parameterizations by Twin Cover [66] , a parameter sandwiched between treewidth and vertex cover number. The next section gives a detailed report on advances for the Vertex Cover problem.
Case Study: Milestones in the Analysis of Vertex Cover
In this section we survey recent developments in parameter ecology for the Vertex Cover problem. True to our own advice of Section 3.1, we shall start by considering the relationships between the parameters which are relevant for this problem; we will encounter some parameters which were not present in Fig. 1 . After getting a feel for these parameters we discuss the most recent results with respect to them.
Interplay Between Vertex Cover Parameterizations
To truly appreciate the advancements which have been made for Vertex Cover we need to spend some time on the relationships between the various parameters. Although this material might seem a bit dry at first glance it is of vital importance, which can be inferred from the fact that -as we shall see later on -merely this knowledge of the interactions between parameters is sufficient to answer an open problem posed by Gutin et al. [71] .
Some interesting parameterizations of Vertex Cover are based on the idea of parameterizing above or below tight bounds. For an undirected graph G, let µ(G) denote the cardinality of a maximum matching and let the vertex cover number of G be vc(G). If M is a matching, then a vertex cover contains at least one endpoint of every edge in M . Hence all graphs satisfy vc(G) ≥ µ(G), and it is easy to find graphs where equality holds. Rather than using the requested size of the vertex cover as the parameter, one may therefore attempt a parameterization by the excess of the size of a vertex cover over the matching number: one could ask whether G has a vertex cover of size µ(G) + k, parameterized by k, and the resulting values of k are smaller than the natural parameter. To place the parameterization by this "above guarantee" value k in our hierarchy, we cannot rely on some input value k: we consider the corresponding structural measure vc(G) − µ(G), which will give us the right feeling for the strength of the parameterization.
We can also parameterize below a tight bound. Let γ (G) be the minimum cardinality of a maximal matching 9 . For any maximal matching M ⊆ E(G), the 2|M | endpoints of the matching edges form a vertex cover -else the matching would not be maximal -hence vc(G) ≤ 2γ (G) ≤ 2|M |. Given a maximal matching M and graph G, one can ask whether G has a vertex cover of size 2|M | − k, parameterizing below the guaranteed upper bound. To relate this parameterization to others, we again turn to a structural measure of graphs. In this case the relevant measure is 2γ (G) − vc(G), and
it is a smaller measure than the vertex cover number.
Proposition 1 illustrated the relevance of parameterizations by the vertexdeletion distance to graph classes in which Vertex Cover is polynomial-time solvable. It turns out [95] that an interesting role is played by the König (-Egerváry) graphs -these are the graphs that satisfy vc(G) = µ(G). König's famous theorem states that all bipartite graphs satisfy this condition, which shows that the deletion distance to a König graph cannot exceed the distance to a bipartite graph. In other words, the size of an odd cycle transversal bounds the distance to a König graph. This parameter also has an interesting connection to the parameterization above lower bound that we encountered earlier. Lemma 12] ). Let G be a graph with deletion distance k to a König graph. Then
Lemma 2 ([95,
The next parameterization we consider -one of the current best in the parameter hierarchy for which positive results are known -also takes the form of an "above lower bound" question. It revolves around the linear-programming relaxation of Vertex Cover: the linear program with non-negative real-valued variables w v for v ∈ V (G) that seeks to minimize v∈V (G) w(v), with a con-straint w u + w v ≥ 1 for every edge {u, v} ∈ E(G). Feasible solutions to this LP are also called fractional vertex covers, and the minimum value of a valid solution is denoted by lp(G). By the nature of relaxation, all graphs satisfy lp(G) ≤ vc(G); the difference can be arbitrary. As before, we may ask whether G has a vertex cover of size lp(G) + k, parameterized by k. This boils down to the study of the related structural measure vc(G)−lp(G). It is related to several parameters we saw before, as was proven by Kratsch and Wahlström in their recent work [86] . To give an accurate picture of the relationships between parameters, we show that vc(G) − µ(G) ≤ 2(vc(G) − lp(G)), improving on their bound. The following classic result due to Nemhauser and Trotter is the key to the proof.
Theorem 2 ([4, 83, 96]).
For every graph G there is an optimal half-integral solution to the LP-relaxation of Vertex Cover on G in which all vertices are assigned values from the set {0, 1/2, 1}. Furthermore, if S 0 , S 1/2 , S 1 are the sets of vertices with value 0, 1/2 and 1 in an optimal fractional vertex cover, then there is a minimum (integral) vertex cover X of G such that S 1 ⊆ X ⊆ S 1 ∪S 1/2 , i.e., a vertex cover containing all vertices of S 1 and none of S 0 .
Proof. Fix some optimal half-integral solution I to the LP-relaxation of Vertex Cover on G, and let S 0 , S 1/2 , S 1 be the sets of vertices which obtain the values indicated by their respective subscripts. Let X ⊆ V (G) be a minimum vertex cover of G such that S 1 ⊆ X ⊆ S 1/2 ∪ S 1 whose existence is guaranteed by the Nemhauser-Trotter theorem. Let X 1/2 := X ∩ S 1/2 , which implies that X = X 1/2 ∪ S 1 . We show how a large matching in G can be constructed in two parts.
Let us first show that S 1 can be matched into S 0 , i.e., that the bipartite graph G with partite sets S 1 and S 0 and edge set {{u, v} ∈ E(G) | u ∈ S 0 ∧ v ∈ S 1 } has a matching saturating all of S 1 . Assume for a contradiction that there is no such matching in G . By Hall's theorem [110, Theorem 16.7] this guarantees the existence of a set S 1 ⊆ S 1 such that |N G (S 1 )| < |S 1 |. Now consider the fractional vertex cover of G which is obtained from I by decreasing the value of all vertices in S 1 from 1 to 1/2, and increasing the values for N G (S 1 ) from 0 to 1/2; it is easy to verify that this strictly decreases the total weight of the solution. For every vertex in S 1 whose weight is lowered, the weight of all its neighbors is either already at least half, or explicitly increased to 1/2; hence this altered solution satisfies all constraints, contradicting the optimality assumption for I. Therefore it is possible to match S 1 into S 0 , which gives us the first part of a matching.
For the second part of the matching we will construct, define Y 1/2 := S 1/2 \ X 1/2 . We show that Y 1/2 can be matched into X 1/2 , i.e., that the bipartite graph G with partite sets Y 1/2 and X 1/2 has a matching saturating Y 1/2 . For a contradiction similar as before, assume that no such matching exists. Let Y 1/2 ⊆ Y 1/2 be a Hall set such that |N G (Y 1/2 )| < |Y 1/2 |. The fractional vertex cover obtained from I by increasing the value of all vertices in N G (Y 1/2 ) from 1/2 to 1, and decreasing the values assigned to Y 1/2 from 1/2 to 0, has smaller weight than I. As the vertices in Y 1/2 form an independent set in G (they are a subset of a complement of a vertex cover), they have all their G-neighbors in the set N G (Y 1/2 ) ∪ S 1 , which implies that all vertices for which the weight is decreased to 0 end up with all their neighbors having weight at least 1. So the result is a valid fractional vertex cover, again contradicting optimality of I: we conclude that Y 1/2 can be matched into X 1/2 .
These two pieces of information allow us to lower-bound the size of a maximum matching in G:
The last steps are justified by noting that the fractional solution has cost exactly |S 1 | + |S 1/2 |/2 by definition of the sets S i , and that the minimum vertex cover X has cardinality |S 1 | + |X 1/2 | since it avoids S 0 . The inequality implies the lemma by simple formula manipulation.
The bound given by Lemma 3 is best-possible, which is witnessed by graphs which are disjoint unions of triangles. In the other direction it is easy to see that vc(G) − lp(G) ≤ vc(G) − µ(G), as the value of the LP-relaxation must be at least the size of a maximum matching: for every edge in the matching, the two endpoints of the edge together have value at least one.
Before we start the discussion of recent results, there is one more "above guarantee" parameterization to consider. Let ∆(G) be the maximum degree of a vertex in G. For readability, we will write ∆ instead of ∆(G), and m instead of |E(G)| in the remainder. Since a single vertex can cover at most ∆ edges, any vertex cover has size at least m/∆, and there are graphs where this is sufficient. So we may ask whether G has a vertex cover of size m/∆ + k parameterized by k, giving rise to the structural measure vc(G) − m/∆. It is not difficult to show how this measure relates to the excess of an integral vertex cover over a fractional vertex cover.
Proof. Fix some fractional vertex cover, and observe that ∆ · lp(
This implies the claim by simple formula manipulation.
We have now established the relationships needed to annotate a proper hierarchy containing the parameters relevant to this section: it is given in Fig. 2 . Let us interpret recent results in the light of these interactions.
Parameterized Complexity of Vertex Cover
To make sense of the multitude of results for this drosophila of parameterized algorithmics, we describe the advances one parameter at a time. It has Vertex Cover [25] vc(G) − m/∆ [71] 2γ (G) − vc(G) [71] Max Leaf [55] Distance to Linear Forest Genus [67] Distance to a Clique [13] [77] Feedback Vertex Set Distance to Chordal Distance to Outerplanar [80] Pathwidth [10] Odd Cycle Transversal Distance to König
Treewidth Distance to Perfect
Chromatic Number . Relationships between parameters present in Fig. 1 are not repeated. The three parameters grouped at the bottom are equivalent up to constant factors. The proofs for the bounds not mentioned explicitly in the main text are easy exercises.
been known for decades that the natural parameterization k-Vertex Cover is FPT [19] , the current-best run-time being O(1.2738 k + kn) which was obtained after a series of improvements [25, 26, 46, 101, 102] . k-Vertex Cover admits a kernel with 2k vertices, which can be obtained using the Nemhauser-Trotter theorem [25, 96] , or by crown reductions [1, 27, 28] . The existence of smaller kernels has been subject of repeated study. Chen et al. [24, Corollary 3.13] showed that for every ε > 0, no polynomial-time algorithm can reduce instances (G, k) of k-Vertex Cover to equivalent instances (G , k ) on at most (2−ε)k vertices such that G is a subgraph of G and k ≤ k, unless P = NP . A breakthrough result by Dell and van Melkebeek [40] showed that the number of edges in the kernel (which is quadratic in the number of vertices) cannot be significantly improved either: unless NP ⊆ coNP /poly (which implies a collapse of the polynomial hierarchy [119] ), there is no kernel for k-Vertex Cover which reduces an instance to an equivalent one of bitsize O(k 2−ε ) for any ε > 0. It is possible to shave a little bit off the kernel size, though: Soleimanfallah and Yeo [112] showed that for every constant c there exists a kernel with 2k − c vertices. This is mostly of theoretical interest however, since the running time of the kernelization algorithm is exponential in c. Their approach was extended by Lampis [87] , who obtained a kernel with 2k − c log k vertices for any c by exploiting a connection to Almost 2-SAT.
This connection was first uncovered by Mishra et al. [93] [94] [95] when studying the influence of the deletion distance to König graphs on the complexity of Vertex Cover: they established the FPT-equivalence of Vertex Cover Above µ(G) and Almost 2-SAT. Razgon and O'Sullivan later found an FPTalgorithm for the latter problem, thereby placing Vertex Cover Above µ(G) in FPT. Successive improvements to the running time quickly followed each other [37, 105] , the current record-holder being an algorithm by Cygan et al. which runs in O(4 k n c ) time. Through their seminal use of matroid techniques for kernelization, Kratsch and Wahlström obtained a randomized polynomial kernel for Vertex Cover Above µ(G) [86] . By relating the measure vc(G) − lp(G) to vc(G) − µ(G), they showed the same good news holds for Vertex Cover Above lp(G) which is currently one of the strongest parameterizations known to be tractable. It came as a surprise that this parameterization admits a polynomial kernel: we often find that the boundary for polynomial kernelizability lies higher in the hierarchy than the threshold for solvability in FPT-time.
Such a separation is witnessed for example when considering more traditional measures of graph structure such as treewidth. As Vertex Cover can be formulated in Monadic Second Order Logic (even without using quantifications over edge sets), it is FPT parameterized by treewidth [16] and even smaller parameters such as cliquewidth [32] . These width measures (parameters which do not increase when making multiple disjoint copies of a graph) generally do not yield parameterizations admitting polynomial kernels, as was indeed proven to be the case for Vertex Cover parameterized by treewidth [10] ; the proof assumes NP ⊆ coNP /poly, and also applies to pathwidth.
Another branch of parameterizations can be interpreted as parameterizing away from triviality (cf. [20, 99, 100] ). If the input graph is "close" to a graph class F in which Vertex Cover is polynomial-time solvable, then one expects to be able to exploit this connection to solve the problem more efficiently. Formalizing closeness as the vertex-deletion distance to F, the proof technique of Proposition 1 indeed shows that if F is hereditary and a deletion set to F of size k is given, then the problem can be solved in O(2 k n c ) time. As the feedback vertex number measures the deletion distance to a forest in which the problem is easily solvable, the kernelization for the corresponding parameterization [77] which was already mentioned in Section 3.2 shows how this distance to triviality can be exploited.
There is a remarkable gap between polynomial kernelizability and fixedparameter tractability for such parameterizations away from triviality. If F contains all cliques, then Vertex Cover parameterized by distance from F does not admit a polynomial kernel unless NP ⊆ coNP /poly [13] , while we saw before that even the distance to the much richer class of perfect graphs yields FPT-algorithms. The difficulty of data reduction for these parameters cannot just be explained by the density of the graphs in F: considering sparser and simple classes F such as the graphs of treewidth two [34] , or even outerplanar graphs 10 , the corresponding parameterizations admit no polynomial kernels. With regards to parameterizations above and below tight bounds, Gutin et al. [71] proved that when given a maximal matching M in graph G and an integer k, it is W Proof. Let (G, k) be an instance of Vertex Cover Above m/∆. Compute a maximum matching in G, and let k := m/∆ + k − µ(G). If k < 0 then the instance asks for a vertex cover of size less than that of a matching; hence we may safely output no. We will show that if the input consists of a yesinstance, then k ≤ 2k. To see this, observe that if (G, k) is a yes-instance then m/∆ + k ≥ vc(G), so:
The combination of Lemma 3 and Proposition 2 shows that vc(G) − µ(G) ≤ 2(vc(G) − m/∆). By elementary manipulation this implies:
Combining the two inequalities shows that k ≥ m/∆ − µ(G). Adding k to both sides gives:
which indeed proves that yes-instances satisfy k ≤ 2k. Hence after computing the value of k , we may safely output no if it exceeds 2k. In the remaining cases we make a copy G of G, and interpret (G , k ) as an instance of Vertex Cover Above µ(G). It is trivially equivalent to the input instance, and as the problem we reduce to is FPT [37, 95, 105, 106] , and admits a randomized polynomial kernel [86] the theorem follows.
This concludes our discussion of the milestones of Vertex Cover research. By propagating the cited results through the hierarchy as described in Section 3.1, we arrive at the complexity picture of Fig. 2 . We finish the section with some open problems related to this material.
Open Problem 8. Find a deterministic, polynomial kernel for Vertex Cover Above µ(G).
Open Problem 9. Find a parameterization which is structurally smaller than vc(G) − lp(G) (in the sense of Section 3.2) with respect to which Vertex Cover is FPT.
After the discussion of these technical matters, we return to programmatic contemplations.
Towards Fully Multivariate Algorithmics
Model Enrichment vs. Deconstruction of Intractability
For practitioners who have to solve NP -hard problems on a daily basis, it is good to know that there are parameterized approaches to tractability which may help them to cope with the computational difficulties they are facing. Many hard problems described in the appendix of Garey and Johnson's famous monograph [67] have been successfully attacked by the FPT paradigm, resulting in clever techniques to solve them more efficiently for bounded parameter values. But what would help practitioners even more than FPT-algorithms and kernels for the cleanly abstracted mathematical problems around which the theory of NP -completeness has developed, would be to show them how to solve the problems they are actually dealing with! The problems described by Garey and Johnson are not the problems encountered in real life; rather they are simplified and idealized into slick, simple definitions. For the study of intractability, this was perfectly suitable: if the idealized versions of real-life problems are NPcomplete, then surely the real, more complicated, problems are no easier. But when we are in the business of identifying fixed-parameter tractability, we are in the fortunate situation of having positive news to report. Suddenly, there is no valid justification anymore for studying simplified, dumbed-down problem settings: if an abstract version of the problem is FPT, we should try to establish the same result for more general formulations of the problem! After gaining an understanding of the difficulty of the problem by establishing its boundaries of tractability in the parameter hierarchy, we should, in the interests of greater realism and a better fit to applications, explore more richly structured variations of the problem and try to extend our positive results to these generalized settings. For example, a common type of model enrichment is to include weights into a problem formulation. Such weights allow real-world problems to be modeled more accurately, for example by using them to express differing costs among the combinatorial objects. The study of weighted problems and generalized models has permeated the approximation community, which is another branch of theoretical computer science where positive results are obtained for difficult problems (c.f. [33] ). In sharp contrast, the investigation of the parameterized complexity of enriched models is still in its infancy. Notable examples of the parameterized analysis of richer problem settings include the results of Marx et al. [92] applicable to various forms of constrained separation problems, work on Group Feedback Vertex Set [36, 86] which generalizes the well-studied problems of (Subset) Feedback Vertex Set, Multiway Cut and Odd Cycle Transversal, and work on weighted problems [6, 23, 27, 57, 76] .
Unfortunately, we may quickly find ourselves back in the land of intractability when generalizing our problem definitions, even for parameterizations which were FPT in the original setting. Recall for example the Graph Coloring problem from Section 3.1, which is FPT parameterized by treewidth while its generalization List Coloring is already W [1]-hard parameterized by vertex cover number [58] . One could resort to parameters which are even larger than the vertex cover number, but it seems implausible that these would be small on typical instances. The hardness result shows that the difficulty of List Coloring is not just caused by a rich structure of the graph, as the problem remains hard when imposing severe bounds on this structure: the restricted choice of colors for the vertices, as given by the list function, has introduced a new source of difficulty for the problem which was not present in the simpler Graph Coloring model. Instead of moving to larger parameters, we could try to deconstruct the intractability of the problem by taking an additional parameter to bound the difficulties introduced by the list function. Extra parameters which lead to fixed-parameter tractability can typically be extracted from the hardness proof by asking: "Why are the instances created in the proof unreasonable?". An examination of the negative result(s) [51] shows that the reduction from Multicolored Clique produces instances of List Coloring where "most" vertices have lists of allowable colors of size 2, whereas the total universe of allowed colors is large. This is clearly unreasonable, and prompts us to consider the maximum number of colors which are "forbidden" for a vertex as an additional parameter. Proof. We show that for no-instances the total number of colors q is bounded by d + k. Assume therefore that q ≥ d + k + 1. By definition of the deficiency, this implies that every vertex has at least k + 1 colors on its list. As G has treewidth at most k, there is an elimination order of G in which each vertex has degree at most k upon elimination [8, Section 7] . So suppose v 1 , v 2 , . . . , v n is a permutation of the vertices such that each vertex has at most k neighbors which come later in the ordering. Now process this ordering from back to front, greedily assigning each vertex a color from its list while removing that color from the lists of its neighbors. Each assignment decreases the size of the lists of its neighbors by at most one. When we process vertex v i , we have only assigned colors to vertices with indices j > i. Hence the property of the elimination order ensures that at most k colors were removed from v i 's list, and there is a color left to assign to v i . Therefore this procedure results in a proper list coloring if q ≥ d + k + 1, which shows we may simply output yes in such situations.
List Coloring with Bounded Treewidth and Deficiency
In the remaining cases, there are at most d + k relevant color choices for a vertex. Hence we may apply standard dynamic programming techniques [16] , since the number of states in a bag will not exceed (k + 1)
d+k . As this term is bounded by a function of the parameter alone, the sketched approach solves the problem in FPT-time.
This example shows how we may cope with the intractability of enriched problem models by distilling extra parameters from the hardness proofs. When applying this practice, one should take the problem domain into account to employ parameters which may reasonably be expected to be small on typical instances; something which is arguably lacking from the presented example.
Open Problem 10. Find a small parameter relating to the structure of the list function, such that List Coloring parameterized by treewidth plus is FPT.
As the coloring example illustrates, the goal of model enrichment naturally raises challenges to deconstruct the intractability that often arises from generalized problem statements. In the pursuit of practically relevant algorithmics, we have to find the right balance between the modeling power of our problems versus the amount of structure (in terms of combined parameters) which is needed to establish tractability. Such investigations therefore naturally turn into a dialectic between these two principles. A nice example of how this plays out for the problem Interval Constrained Coloring is given by Komusiewicz et al. [85] , and similar case studies exist for other problems [5, 98, 100] . We end the section with a concrete challenge about model enrichment.
Open Problem 11. Find a meta-kernelization theorem (in the sense of [12, 60, 62] ) which is applicable to problems on weighted graphs.
A Theory of Fully Multivariate Algorithmics
The principle of model enrichment leads naturally to a setting in which we simultaneously consider multiple parameters of a problem instance. Instead of performing a two-dimensional analysis, we would like to assess problem complexity through a fully multivariate framework. Unfortunately, the tools for such an analysis are currently lacking. In a limited sense, the multivariate generalization of parameterized complexity theory is achieved by aggregate parameterization. The parameter k can encode a whole list of secondary measurements. For concreteness, let us illustrate by assuming k encodes (r, s, t), where these are three relevant secondary measurements. The qualitative distinction framed by parameterized complexity theory, allows us to determine whether the exponential costs (that we expect to be associated to an NP -hard problem with three such relevant secondary measurements), can be confined to some function f (k) of these measurements. But we cannot distinguish, via aggregate parameterization, whether this function might be f (k) = r s t or something more benign, such as f (k) = 2 O(r) + 2 O(s) + 2 O(t) . Presently, there is no satisfactory answer to the question of how parameterized complexity theory can be generalized beyond its successful two-dimensional outlook. It is natural to investigate this question, but there is of course no guarantee that there is any similarly natural and productive fully-multivariate generalization possible. In mathematics, complex analysis can be viewed as a productive "two-dimensional" generalization of real analysis, but it seems not to admit a really useful fully-multivariate generalization, despite some practical applications of quaternions. However, this is a different mathematical context, and the quest to generalize parameterized complexity and FPT to a fully-multivariate set of tools, is an ill-posed question. There can be a variety of ways to bring in several secondary measurements in interesting and relevant ways that go beyond simple ad hoc aggregate parameterization. Can we set up or conduct a useful and interesting completeness program based on contrasting trivariate function classes? This might be considered a minimalist objective, if generalization of parameterized complexity theory is possible.
Concluding Remarks
We have surveyed the driving ideas behind the parameter ecology program while highlighting technical challenges and recent results. Let us summarize the message that we have tried to convey through this lengthy discussion.
Real-life inputs to computational problems are not arbitrary, but inherit structural regularities and restrictions from the generative processes and underlying problem domains -this connection is coined the ecology of computation. Structure which is present in instances can be captured by suitable parameterizations, allowing an attack on the seeming intractability of practical problems. The parameterized complexity of a problem is determined by the parameterization rather than the underlying classical problem, and there are techniques available which can successfully be applied to many different problems under the same parameterization. Investigations of the complexity of various parameterizations should be backed by a thorough understanding of the interplay between these parameters, which can be obtained by organizing them in a hierarchy. To truly understand the nature of a problem's hardness, a game of how low can you go has to be played in this hierarchy to find the smallest parameterizations exhibiting tractability in the form of FPT-algorithms or polynomial kernels. This calls for a race for the best parameterizations, which eventually reveals the boundaries of tractability.
To better serve the needs of practitioners, it is important to study whether positive results for abstracted, simple problems can be lifted to richer models which have a better fit to applications. Establishing tractability of such generalized problems for a single parameter might force us to move so far upwards in the parameter hierarchy that we cannot reasonably except practical instances to have small values for such parameters. In the spirit of deconstructing intractability we may opt alternatively for taking additional parameters instead of a single, larger parameter. Relevant secondary measurements to be used as parameters can be found by studying hardness proofs and asking: "Why are the produced instances unreasonable?". For a complete understanding of the way in which multiple parameters simultaneously influence the problem difficulty, a theory of fully multivariate algorithmics is necessary to refine the crude view offered by studying the complexity of aggregate parameterizations. Little is currently known about the potential for multidimensional generalizations of the parameterized framework. Interesting challenges await us.
