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Voorwoord 
Deze syllabus dient als leidraad voor een werkweek "Numeriek oplos-
sen van differentiaalvergelijkingen" georganiseerd door het Mathematisch 
Centrum. Behandeld worden een aantal numerieke oplossingsmethoden voor 
gewone, stijve en partiele differentiaalvergelijkingen, Getracht is een 
boekje .te schrijven, dat als wegwijzer kan dienen voor hen die in de 
praktijk met het oplossen van dergelijke vergelijkingen geconfronteerd 
worden. Hiertoe zijn een flink aantal volledig uitgewerkte voorbeelden en 
complete ALGOL 60 programma's opgenomen. 
In hoofdstuk I worden lineaire meerstapsmethoden behandeld. Een ALGOL 
60 versie van deze methoden wordt gegeven in de procedure "multistep", 
waarna een uitgewerkt voorbeeld volgt. 
In hoofdstuk II wordt een methode aangegeven om stijve differenti-
aal vergelijkingen efficient op te lessen. De procedure "exponential fitted 
runge kutta" wordt beschreven en aan de hand van een voorbeeld toegelicht. 
In hoofdstuk III wordt aangegeven hoe hyperbolische en parabolische 
differentiaalvergelijkingen door middel van partiele discretisatie in een 
stelsel gewone differentiaalvergelijkingen omgezet kunnen worden, zodat 
gestabiliseerde Runge-Kutta methoden toepasbaar zijn. De procedure "modi-
fied runge kutta" wordt beschreven, -terwijl ook hier uitgebreide voor-
beelden zijn opgenomen. 
In hoofdstuk IV komen tenslotte partiele differentiaalvergelijkingen 
van het elliptische type ter sprake. Hier wordt de versnelde methode van 
Richardson voor het oplossen gebruikt. De procedures "richardson" en 
"elimination" worden tezamen met een uitgewerkt voorbeeld uitvoerig be-
handeld. Aan het eind van ieder hoofdstuk zijn een aantal vraagstukken 
als oefenstof opgenomen. 
De gebruiker van deze handleiding wordt er tenslotte nog op gewezen, 
dat de in dit boekje beschreven procedures, die in eerst instantie ge-
maakt zijn voor de X8 rekenmachine van het Mathematisch Centrum, geconver-
teerd zijn of worden voor de SARA rekenmachine, de Cyber 73, waarbij hier 
en daar nog enkele modificaties zijn aangebracht. De procedures zullen 
volledig gedocumenteerd in de bibliotheek NUMAL verkrijgbaar zijn. 
Amsterdam, juli 1972 E. Slagt 

MAT~TICAL CENTRE SYLLABUS 20, 1975, I, 1-24. 
( 1. 1) 
LINEAIRE MEERSTAPSMETHODEN VOOR 
GEWONE DIFFERENTIAALVERGELIJKINGEN 
P.W. HEMKER 
Een vergelijking van de vorm 
SY: d2y 
F(x,y, dx ' dx2 ' ... ' 
is een n-de orde gewone differentiaalvergelijking. De orde van de diffe-
rentiaalvergelijking, n, is de orde van de hoogste afgeleide welke in 
(1.1) voorkomt. Als alie nevenvoorwaarden, zoals de waarde~ van y,y', ..• , 
(n-1) . . . y , worden gegeven voor dezelfde waarde van de onafhankeliJke varia-
bele x0 , is het probleem een begiruua.a:r>deprobleem. Als de noodzakelijke 
nevenvoorwaarden niet allen voor hetzelfde punt gegeven worden noemen we 
het probleem een ranauaardeprobleem. 
Iedere n-de orde gewone different:laalvergelijking kan geschreven worden 
als een stelsel eerste orde differentiaalvergelijkingen. Hiervoor defi-
nieren we de variabelen 
SY: v, dx 
dv1 d2 
= v2 =.!!....I. dx al 
b . n 1 n I. .. en su stitueren we v1, v2, ••• , vn-l end y dx = dvn-l dx in de vergeliJ-
king (1.1). Hieruit blijkt dat we ons kunnen beperken tot het oplossen 
van stelsels eerste orde differentiaalvergelijkingen. 
Opmerking 
In enkele gevallen waarin vergelijking (1.1) een bijzondere structuur 
2 
bezit, kan het nuttig zijn deze reductie tot een stelsel niet uit te voe-
ren, maar gebruik te maken van deze bijzondere structuur. Dit kan in het 
bijzonder het geval zijn als een aantal van de afgeleiden diy/dxi (O~i<n) 
niet expliciet in (1.1) voorkomt. 
1.1. De constructie van een,oplossing 
Laten we ons eerst tot een enkele eerste orde differentiaalvergelij-
king beperken. Het zal later blijken dat uitbreiden tot een stelsel dif-
ferentiaalvergelijkingen geen extra moeilijkheden oplevert. Zij gegeven 
de differentiaalvergelijking 
( 1. 3) .& - ( ) dx - f x,y , f: lR xlR -+ lR 
We kunnen de functie f in een tekening voorstellen als een verzameling van 
richtingen voor iedere waarde van de onafhankelijke variabele x en van de 
afhankelijke variabele y. We nemen aan dat f een continue functie is van 
x en y, welke bovendien aan een Lipschitz-voorwaarde voldoet: 
( 1 • 4) 3k > 0 
Als nu een punt A gegeven is, kunnen we de oplossing eenvoudig tekenen 
door, met toenemende waarden van x, een baan in het x-y-vlak te volgen 
waarvan de richting gelijk is aan die welke voorgeschreven wordt door f. 
\ \ 
\ \ \ \ \ \ \ \ 
\ \ \ \ \ \ \ \ \ \ 
'- '-
' "' 
\ \ \ \ \ 
/ / / _,,.,. 
-
........ 
I I I I I I I I I I 
, fig. 1.1. Het richtingsveld van de differentiaalvergelijking 
dy/dx = -2.5y + (5x+3)(x+1)-2 
Numerieke methoden voor gewone beginwaardeproblemen komen er dan ook op 
neer dat we de oplossing van de differentiaalvergelijking benaderen met 
een kromme die zich dicht langs de richtingen van het richtingsveld aan-
slui t. Deze kromme wordt bepaald door stap voor stap een volgend punt 
(xn+i•Y~+ 1 ).te berekenen. 
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Wanneer men te maken krijgt met een beginwaardeprobleem waarvan de 
structuur niet direct een eigenaardig karakter vertoont, is het een goed 
gebruik in eerste instantie te trachten dit probleem op te lossen met een 
standaardmethode. Een aantal algoritmen welke zich hier goed voor lenen, 
zijn bijvoorbeeld de Runge-Kutta methoden zoals ze staan beschreven in 
Zonneveld [1964]. (Tijdens deze cursus zullen we op deze methoden niet ver-
der ingaan.) Een aantal moeilijkheden kan zich echter voordoen. Het meest 
voorkomende is het verschijnsel van de "stijve differentiaaZvergeUjking". 
Dit treedt op wanneer het gestelde probleem een analytische oplossing hee~ 
waarvan sommige componenten een zeer stabiel karakter hebben. In dat ge-
val zullen deze standaardmethoden, vanwege de eis van numerieke stabiliteit, 
gedwongen zijn de numerieke integratie voort te zetten met zeer kleine 
staplengte. De belangrijke begrippen anaZytisahe (inherente) stabiZiteit 
en nwnerieke stabiZiteit, welke hier naar voren komen, zullen we hieronder 
toelichten. 
1.2. Ana.lytische en numerieke stabiliteit 
De oplossing y{x) van een differentiaalvergelijking hangt, behalve 
van de functie f (zie (1.3)), ook af van een gegeven beginvoorwaarde: 
y{a)= b. Beschouwen we twee oplossingen y1 en y2 van een differentiaal-
vergelijking met beginvoorwaarden welke een weinig verschillen 
d d?'1(x) = f(x,y), 
d d?'2(x) = f(x,y), 
dan noemen we de differentiaalvergelijking anaZytisah (of inherent) sta:-
bieZ op het interval (a,c) als geldt 
Een belangrijke grootheid, welke de stabiliteit in de omgeving van een 
punt in het x-y vlak bepaalt (ZoaaZe stabiZiteit), is de partiele afge-
leide fy, 
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Schrijven we 
dan.zien we dat het gedrag van de verschilfunctie v(x)= y 1(x) 
weer beschreven wordt door een differentiaalvergelijking en dat voor 
kleine waarden van v(a) = E bij benadering geldt 
( 1 . 5) .£__ v(x) = f (x,y) v(x) dx y 
ofwel 
v(x) 
Hieruit volgt direct dat een differentiaalvergelijking in ieder geval sta-
biel is op die plaats waar f (x,y) < 0 y 
Voor een stelsel differentiaalvergelijkingen 
s is n, 
laat het begrip partiele afgeleide zich uitbreiden tot het begrip 
Jaaobiaan,de matrix van partiele afgeleiden 
J(x,y) = (ar./ay.)(x,y). ]. J 
Het stabiliteitsgedrag wordt geheel bepaald door deze Jacobiaan. Het 
stelsel differentiaalvergelijkingen is nu stabiel als voor alle eigen-
waarden van de Jaaobiaan A. geldt Re A· < O. ]. ]. 
Wanneer de partiele afgeleide f (x,y)(of de Jacobiaan J(x,y)) onafhankelijk y 
is van de argumenten x en y spreekt men van lineaire (een lineair stelsel) 
differentiaalvergelijkingen. Een niet-lineaire vergelijking hee~ een sta-
bili teitsgedrag dat afhankelijk is van de plaats in het x-y vlak. 
Nwnerieke stahiliteit is een wezenlijk ander begrip. Zegt inherente 
stabiliteit iets over de analytische oplossing, numerieke stabiliteit zegt 
iets over de numerieke berekening. Bij een rekenproces worden telkens 
fouten geintroduceerd zoals afbreekfouten en afrondfouten. Een numeriek 
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proces heet nu numeriek stabiel wanneer het min of meer ongevoelig is voor 
deze fouten, zodat geen opeenhoping van gemaa.kte fouten ontstaat. We on-
derscheiden (1) absolute stabiliteit: de numerieke fout wordt in absolute 
waarde steeds kleiner, en (2) relatieve stabiliteit: de numerieke fout 
blijf't klein ten opzichte van het gewenste resultaat van de berekening. 
Een numeriek proces heet instabiel wanneer de gemaa.kte fouten versterkt 
Worden en daardoor op den duur het gewenste resultaat kunnen verdringen. 
We zullen ons op deze plaats niet bezighouden met het analyseren van 
het stabiliteitsgedrag van de verschillende methoden voor het oplossen van 
gewone differentiaalvergelijkingen. We volstaan hiertoe met verwijzen naar 
een aantal boeken: Henrici [1962], Gear [1971] en MC Syllabus 15.1 [1972] 
Een enkele opmerking over numerieke stabiliteit moet hier echter toch ge-
maa.kt worden. 
Bij een theoretische behandeling van de numerieke stabiliteit van 
methoden voor gewone differentiaalvergelijking, worden bijna uitsluitend 
locaal lineaire beschouWingen gegeven, d.w.z. men beperkt zich tot een 
klein gebiedje in het x-y vla.k (juist dat gebiedje waar men de oplossing 
wil construeren) en men neemt aan dat de Jacobiaan in dat gebiedje pra.k-
tisch constant is. 
1.3. Het stabiliteitsgebied 
Het stabiliteitsgedrag van een numerieke methode, bij het oplossen 
van een bepaald probleem, hangt ten nauwste samen (1) met het kara.kter 
van het op te lossen probleem, met name van de Jacobiaan in de omgeving 
van de oplossing, J(x,y(x)), en (2) met de staplengte h waarmee de inte-
n 
gratie uitgevoerd wordt. De stabiliteit van een bepaalde methode wordt ge-
kara.kteriseerd door een gebied S in het complexe vla.k. Een numeriek sta-
biel proces wordt verkregen wanneer voor iedere stap uit het integratie-
proces en voor iedere eigenwaarde A· van de Jacobiaan geldt dat h A. E S 
1 n i,n 
Een belangrijk onderscheid valt te ma.ken tussen expliaiete methoden 
en impliaiete methoden om gewone differentiaalvergelijkingen op te lossen. 
Bij expliciete methoden wordt in iedere stap van het integratieproces 
Yn+ 1 berekend door een vast aantal malen de functie f(x,y) te evalueren 
waarbij tevoren de argumenten x en y bekend zijn. Bij een impliciete 
methode moet voor iedere integratiestap een (in het algemeen niet-lineaire) 
vergelijking opgelost worden van de vorm 
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Waar expliciete methoden- zoals standaard Runge-Kutta - door hun (betrek-
kelijke) eenvoud de voorkeur schijnen te verdienen, blijken deze alle een 
begrensd stabiliteitsgebied te bezitten. Voor beginwaardeproblemen waar 
IA. I grote waarden aanneemt, kan het voorkomen dat de integratie met 
J. 
kleinere stappen meet worden uitgevoerd dan men op grond van nauwkeurig-
heidscriteria wenst (stijve differentiaalvergelijkingen). Sommige impli-
ciete methoden hebben dit nadeel niet. 
1.4. Extra informatie voor efficienter rekenen 
Hoewel het in principe mogelijk is een beginwaardeprobleem numeriek 
te integreren met een algoritme die als enige informatie over het gestelde 
probleem de definierende functie f en de bijbehorende startwaarden 
gebruikt, zullen we dikwijls aan de algoritme extra informatie willen ver-
schaffen om de berekening efficienter te kunnen uitvoeren. Informatie 
welke hiervoor o.a. in aanmerking komt is 
(1) een analytische uitdrukking voor de Jacobiaan, 
(2) de ligging van de eigenwaarden in het complexe vlak. 
Di~ijls is een redelijke benadering van een van deze twee al voldoende 
om de efficiency van de berekening aanzienlijk te verhogen. De Jacobiaan 
wordt gebruikt in semi-impliciete methoden en wordt ook bij impliciete 
methoden gebruikt om de vergelijking G = 0 op te lessen. Wanneer de lig-
ging van de eigenwaarden bekend is, kan dit gebruikt worden om de techniek 
, 
van het "exponentieel fitten" toe te passen. Deze techniek die ook zeer 
geschikt is voor het oplossen van stelsels gewone differentiaalvergelij-_ 
kingen zal behandeld worden in een volgend hoofdstuk. 
1.5. Lineaire meerstapsmethoden 
In dit hoofdstuk zullen we een beschrijving geven van de meerstaps-
methoden volgens Adams-Moulton [1883,1926:1 en Curtiss-Hirschfelder 
[1952], zoals ze later zijn uitgewerkt dour Nordsieck [1962] en Gear 
[1968]. Deze methoden behoren tot de lineaire meerstapsmethoden, een klas-
se van methoden waar een uitgebreide theorie ove~ bestaat. (Henrici [1962] 
Gear [1971], MC Syllabus 15.1 [1972].) De nieui,.- = ontw:ikkelingen zijn 
vooral gericht op het efficient oplossen van steZseZs stijve differenti-
aalvergelijkingen. We willen hier op de theoretische aspecten niet ingaan, 
deze kunnen gevonden worden in bovengenoemde boeken. We zullen hier de 
nadruk leggen op de structuur en het gebruik van procedures zoals ze wor-
den gegeven door Gear [1971] (in FORTRAN) en door Hemker [1971](in 
ALGOL 60). 
Beschouw het stelsel differentiaalvergelijkingen 
( 1.6) 
geschreven in vectornotatie. Zij h > 0 een vast gekozen staplengte en laat 
x 
n 
n = 0, 1,2, ••• ,N, 
een riJ punten Z1Jn met gelijke tussenruimte. We sohrijven y voor de be-
n 
nadering van y(x) (n = 0,1,2, ••• ,N), de oplossing van (1.6) met een ge-
n 
. . + geven beginvoorwaarde y0: 
y = y(x ) + t 
n n n 
+ Wanneer we aannemen dat e0 t = O dan heet t de ZoaaZe n-1 n 
disaroetise'l'ingsfout van de methode en de methode heet nauh)keu'l'ig van d.e 
o:rd.e p als geldt 
t = O(hp+l ). 
n 
Een lineaire meerstapsmethode om (1.6) op 1te lessen, wordt gedefi-
nieerd door de vectorvergelijking 
( 1. 7) (n~k) 
+ + + Waarbij k startwaarden y0 ,y1, ••• ,yk_ 1 nodig zijn. Een methode wordt ge-
definieerd door de keu?.e van de parameters a .• a. (i=0,1, ••• ,k); er be-
1 1 
staan methoden die eer. hoge orde van nauwkeurigheid bezitten en stabiel 
zijn voor voldoend kle,· ~h. Twee typen van deze methoden komen als bij-
zonder gunstig naar voren. Dit zijn (1) de methoden welke de waarden 
f(y . ) ( Osi:s:k' "l.oor een polynoom verbinden (de Adams-Moul ton methoden; 
n-1 
a. = O voor i 
1 
:'., ••• ,k). Deze bereiken de orde van nauwkeurigheid p = k+1 
maar bezitten een - met hogere orde afnemend - begrensd stabiliteitsge-
7 
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bied. En daarnaast (2) de methoden welke de waarden y 1 (Osisk) met een n-
polynoom verbinden (de Curtiss-Hirschfelder methoden; Si= 0 voor i = 1,2, 
••• ,k). Deze laatste methoden, met een orde van nauwkeurigheid p = k, zijn 
slechts stabiel voor ps6. Het stabiliteitsgebied van deze methoden strekt 
zich echter (voor ps6) uit over de gehele negatieve reele as. 
7.50 7.50 
.so 
.50 
fig. 1.2. Stabiliteitsgebieden voor Adams-Moulton methoden (links) 
en voor Curtiss-Hirschfelder methoden (rechts) 
De voorwaarden voor consistentie en het bepalen van stabiliteitsgebieden 
voor de lineaire meerstapsmethoden wordt uitgebreid behandeld in hoofd-
stuk IV van MC Syllabus 15. 1 [ 1972], 
We beschouwen de k-stapsmethoden (1.7) met a0 ~ O, deze kunnen worden 
geschreven als 
( 1. 8) y = h f(y ) +"$, 
n n S = -S /a , 0 q 
-r + + + -t:(+ waarin ~ een lineare combinatie is van y 1,y 2 , •.. ,y k'r Y 1), .•• , n- n- n- n-f( y n-k). Als S = 0 i~ de methode expliciet en levert de berekening van yn 
geen moeilijkheden op. Als S ~ 0 is de methode impliciet en is (1.8) een 
stelsel van m (niet-lineaire) vergelijkingen met m onbekenden. De gebrui-
kelijke iteratieve methode om dit stelsel op te lossen wordt gegeven door 
( 1.9) hSf( y ) + °$, 
r n 
r = 0, 1,2, .•. 
waarin 0yn een beginapproximatie is van yn. Het is eenvoudig in te zien 
dat dit iteratieproces convergeert voor kleine waarden van JhA. J 
l_ 
(A 1 ,A2 , .•• ,An de eigenwaarden van de Jacobiaau). Voor stijve stelsels 
houdt dit echter in dat de staplengte klein gekozen moet worden. Een an-
dere, geschikte, iteratieve methode om (1.8) op te lossen is het gewijzig-
de Newton-Raphson iteratieproces, dat gedefinieerd wordt door 
(1.10) r yn - (I-hSJ*)-1 ( y -t-hSf( y )), r n r n 
waarin J* een benadering is van de Jacobiaan J( y ). Dit schema conver-
r n 
geert als alle eigenwaarden van de inverse matrix in absolute waarde klei-
ner dan een zijn. Zijn A1,A2 , ••• ,Am de eigenwaarden van J* dan zijn 
i = 1,2, ... ,m, 
1 ;,.. hS\ 
de eigenwaarden van (1-hSJ*)- 1 • De iteratiemethode is dan geschikt voor 
stijve stelsels. We merken op dat men bij het uitvoeren van dit proces de 
beschikking moet hebben over een benadering van de Jacobiaan J. 
De vectorfunctie t, gedefinieerd door (1.8) is in het geval van de 
Curtiss-Hirschfelder methoden een lineaire combinatie van y . (O<iSk) en 
. n~ 
in het geval van .de Adams-Moulton methoden een lineaire combinatie van 
y 1 en f(y . ) (O<iSk). Een lineaire transformatie voert bij de Curtiss-n- n-1 
Hirschfelder methoden de vector (y 1,y 2 , ••• ,y k) over in de vector der n- n- n-
achterwaartse differenties 
Bij de Adams-Moulton methode kan (y 1,r 1,r , 2 , ... ,f k) worden overge-n- n- n- n-
voerd in 
( _k-1 ~ y 1 • f 1 • Vf 1 ..... v-- "' 1 I ( k-1 ) !) = n- n- n- n-
( h I h2 II hk (k)/k') 
= yn-1' Y n-1'°'P" n-1 1 ••• 1 Yn-1 · · 
+ We kunnen ~ derhalve ook beschouwen als een lineaire combinatie van 
hi (i);·• (osisp-1) Yn-1 1 ' 
We kunnen nu eenvoudig, op expliciete wijze, beginschattingen 
h hp-1 (p-1);( 1)' b k d d' t xt 1 t' bl.0 J0 oYn• oYn•'''• oYn p- • ere enen oor irec e e rapo a ie, 
voorbeeld met behulp van de formules 
9 
10 
en 
h oY'n= 
+ Nadat op deze wijze beginschattingen verkregen zijn, worden yn en 
hy' iteratief verbeterd met behulp van ( 1.10); y' (r>O) wordt gedefi-n r n 
nieerd door 
Wanneer dit iteratieproces beeindigd is kunnen de waarden hiy~~~/i! 
(2$i$p) berekend worden door de beginschattingen te corrigeren met een 
term a. x (y - 0y ). De factor a. is afhankelijk van de gekozen methode en 1 n n 1 
van de gekozen orde. (Voor het bewijs hiervan en voor de berekening van 
ai zij verwezen naar MC Syllabus 15.1 [1972].) 
Een volledige rekenproces in een integratiestap luidt dus als volgt: 
+ + 
oYn yn-1 
h +, h +, oYn yn-1 
h2 y"/2 ( Aij) h2 y" /2 O n n-1 
hp-1 y(p-1)/(p-1)! 
0 n 
p.P-1 :y(p-1) /(p-1) ! 
n-1 
={:r1 als i$j met A .. lJ 
als i>j 
d (I-hi3J*)- 1 (hf( y )-h +,) 
r r n ryn 
+ + d r+1Yn = ryn + 13 r r=0,1,. •. ,R-1 
h +, h• y' + d 0 r+1Yn r n r 
(1.11) 
hi +(i);·• =hi +(i) + a.(hy'-h oY') Yn i. oYn i n n ( 2:Si:Sk). 
Wanneer de orde van de formule bij de volgende stap hoger gekozen wordt, 
wordt bovendien berekend 
hk+1 y(k+1)/(k+1)! = ~(hy~ - h oY~)/(k+1). 
1.6. Een strategie voor het toepassen van lineaire meerstapsformules 
We hebben nog een groot aantal vrijheden als we dit proces willen 
toepassen. Zo moeten we nog beslissen 
(1) wanneer we een nieuwe J* zullen berekenen, 
(2) welke methode we zullen toepassen: Adams-Moulton of Curtiss-
1 Hirschfelder, en 
(3) met welke orde en welke staplengte we zullen integreren. 
In het kort zullen we de strategie vermelden die in de procedure 
MULTISTEP gerealiseerd is: 
11 
1. We kiezen een minimale en een maximale staplengte (een minimale stap-
lengte is o.a. nodig om ons van een eindig proces te verzekeren). 
2. Als we geen reden hebben om aan te nemen dat de vergelijking stijf 
is, integreren we in eerste instantie met de Adams-Moulton methode. 
3 Bij niet-stijve differentiaalvergelijkingen (Adams-Moulton methode) 
nemen we eerst J* = O; blijkt dat het iteratieproces niet snel genoeg con-
vergeert met de laatste J* dan wordt de Jacobiaan ter plaatse geevalueerd. 
4. We starten de integratie met een eerste orde methode en met de mini-
male staplengte (een hogere orde methode kunnen we niet gebruiken omdat we 
niet over hi y(i)/i! (i~2) beschikken). 
12 
5, We nemen minstens k equidistante stappen met een k-stapsmethode. 
6. We verlagen of verhogen de orde van nauwkeurigheid nooit met meer dan 
een tegelijk. 
7. Na een aantal stappen met een p-de orde methode berekenen we h ( i) 
(i=p-l,p,p+1), d.i. de staplengte die een voorgeschreven afbreekfout (eps) 
. . . . . ( i) 
zal veroorzaken biJ het gebruik van de 1-de orde methode. De maximale h 
wordt gekozen als nieuwe staplengte, in combinatie met de bijbehorende 
orde i. (Enige veiligheidsmarges zijn ingebouwd om overbodig heen- en 
terugspringen te verhinderen.) We maken er gebruik van dat de i-de orde 
afbre.ekfout evenredig is met 
11 hP y(p) /p! II voor i p-1 
n 
+ +. 
II Ryn - oYnll voor i p, 
II (Ryn-Oyn) - (Ryn-1-0yn-1) II voor i p+1. 
8. In een aantal gevallen zullen we gedwongen zijn een integratiestap te 
verwerpen en een stap met kleinere staplengte opnieuw uit te voeren. Dit 
kan optreden (A) als het proces niet (voldoende snel) convergeert terwijl 
J* een goede benadering is van J of (B) als de verkregen afbreekfout gra-
ter is dan de gewenste. 
9. Wanneer bij de minimale staplengte de berekende afbreekfout groter 
blij~ dan de gewenste, wordt dit waarschijnlijk verborzaakt door stijf-
heid van de differentiaalvergelijking *); wanneer dit optreedt bij het 
gebruik van een Adams-Moulton methode, wordt overgeschakeld op een 
Curtiss-Hirschfelder methode, wanneer dit optreedt bij een Curtiss-
Hirschfelder methode wordt verder gerekend met de backward-Euler methode 
met de minimale staplengte. (N.B. de backward-Euler methode is de 
Curtiss-Hirschfelder methode van orde 1.) Wanneer in dit laatste geval 
niet aan het locale foutcriterium is voldaan, wordt dit in een output-
parameter gemeld. 
*) Stijfheid van de differentiaalvergelijking is een begrip dat zowel af-
hankelijk is van de vergelijking zelf, als van de eisen die de gebrui-
ker aan de oplossing stelt: eps en hmin. 
1.7. De procedure MULTISTEP 
Tot slot geven we de gebruiksaanwijzing voor ALGOL 60 procedure MULTISTEP 
Declaratie 
procedure MULTISTEP (x,xend,y,hmin,hmax,ymax,eps, 
first,dd,fxyi,i,jacij,j,n,available, 
stiff); 
~ hmin,hmax,eps,xend,available,n; 
Boolean available,stiff,first; 
integer i,j,n; 
real x,xend,hmin,hmax,eps,fxyi,jacij; 
array y,ymax,dd; 
<procedure body>; 
Para.meters 
x <variable>; 
Deze wordt o.a. gebruikt als Jensen-para.meter voor fxyi en 
jacij; de onafhankelijke variabele; 
ingang: xO de beginwaarde van het integratie interval; 
xend <expression>; 
de eindwaarde van het integratie-interval (xend > x); 
y <array identifier>; array y [0:7,1:n]; 
de afhankelijke variabele; 
ingang: de beginwaarden voor het stelsel 
differentiaalvergelijkingen 
y[O,i]:= y[i] (xO); 
uitgang: y(xend); 
hmin,hmax: <expression>; 
eps 
de minimale resp. de maximale stap waarmee de integratie 
wordt uitgevoerd; 
<expression>; 
de maximaal toegestane relatieve locale fout; 
<array identifier>; array ymax[1:n]; 
ingang : de toegestane absolute locale fout/eps; 
13 
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first 
dd 
i,j 
fxyi 
jacij 
uitgang:ymax [i] is de maximale waarde welke y[i] 
tijdens het integratie proces hee~ aangenomen; 
<identifier>; 
bij een eerste aanroep van de procedure moet first:= 
~ opdat gestart kan worden met een eerste orde 
Adams-methode. Bij het verlaten van de procedure is 
·first:= false zodat bij het voortzetten van de 
integratie de procedure voortgaat op de wijze die 
vanaf de laatste aanroep met first:= true de beste 
gebleken is (een hogere orde Adams- of Curtiss-methode); 
<array identifier>; array dd[0:7,0:n]; 
throughput en meldingen: 
dd[O,O] 0 Adams-methode gebruikt, 
overgeschakeld op Curtiss-methode; 
dd[1,0] 
dd[2,0] 
dd[3,0] 
O·geen fouten opgetreden tijdens executie, 
bij de huidige hmin kan de nietlineariteit van het 
probleem niet gevolgd worden; 
aantal stappen waarbij met de huidige hmin 
de vereiste locale fout niet binnen de 
gestelde grenzen bleef; 
if dd[2,0] = 0 then O else 
schatting van de maximale locale fout; 
<identifier>; 
worden gebruikt als Jensen-parameter voor fxyi en 
jacij; 
<express.ion>; 
een uitdrukking afhankelijk van x,y,i welke de 
waarde van dy./dx gee~; 
:L 
<expression>; 
een uitdrukking afhankelijk van x,y,i,j, welke 
(ad lib.) de waarde van a(dy./dx)/ay. gee~ 
:L J 
(de Jacobiaan van het stelsel); 
available: <Boolean expression>; 
stiff 
n 
een uitdrukking welke aangee~ of door jacij de 
Jacobiaan ter beschikking gesteld wordt; 
<Boolean expression>; 
als stiff:: true gebruikt de procedure direct 
methoden welke geschikt zijn voor het oplossen van 
stijve differentiaalvergelijkingen, zonder eerst de 
Adams-Moultonmethoden te proberen; 
<expression>; 
het aantal vergelijkingen waaruit het stelsel bestaat. 
1.8. Voorbeeld van een aanroep 
15 
Als voorbeeld van het gebruik van de procedure MULTISTEP geven we een 
gedeelte uit een programma waarin met verschillende waarden van de parame-
ters eps en hmin de oplossing wordt berekend van het beginwaardeprobleem 
dy/dx. = (-1000 x {y+z-2) - 0.013) x y 
dz/dx. = -2500 x (y+z-2) x z 
met de beginwaarden 
y(O) = 1; z(O) 1. 
De resultaten worden telkens afgedrukt voor x 0.005 en x = 50 
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1 • 9. Opgaven 
1. Zij gegeven het beginwaardeprobleem 
s -(1-c)s + qc, 
c M((1-c)s - pc, 
s(O) = 1, c(O) = O, 
M = 1000; q = 0.99; p 1.00. 
Bereken met een standaard Runge-Kutta procedure s(t) en c(t) voor 
t = 1,2,3,4,5. 
Bereken met behulp van de procedure MULTISTEP s(t) en c(t) voor 
t = 1,2,3,4,5,10,15,20,25,50. 
Voer de berekening een aantal malen uit met verschillende nauwkeurig-
heid. 
Hoe nauwkeurig is het verkregen resultaat? 
Ga telkens na hoeveel f'unctie-evaluaties en hoeveel evaluatie van de 
Jacobiaan nodig zijn. 
Is hier sprake van een stijve differentiaalvergelijking? 
2. Twee gekoppelde chemische reacties worden beschreven door de chemi-
sche vergelijkingen 
ABB 
k1 
:;::::!" AB 
k2 
+ B, 
0.940. 
Het verloop van de concentraties [ABB] = y en [AB] 
ven door het stelsel differentiaalvergelijkingen 
dy/dt 
dz/dt 
z wordt beschre-
Gegeven is: 
a= 1; b = 2; y(O) = 0.25; z(O) = 0.5. 
Bereken y(t) en z(t) voor t = 0.333, 0.672, 1.012, 100 
Gebruik de procedure MULTISTEP met 
hmin 0.002, 0.005, 0.01, 0.02 
eps 10-3• 10-4 • 10-5• 10-6 
stiff:=~· 
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Wordt bij de integratie een Adams-Moulton of een Curtiss-Hirschfelder 
gebruikt? 
Welke uitspraak kan men doen omtrent de nauwkeurigheid van de 
resultaten? 
3. Zij gegeven het beginwaardeprobleem 
x -o.o4x + 104yz, 
y o.o4x + 104yz - 2 310 7Y , 
z 2 310 7Y , 
x(O) = z(O) = O; y(O) = 1. 
Laat zien dat dit probleem equivalent is met 
u(O) 
2 0.3v , 
4oo(1-u-0.0001v) - 1oooov(u+0.3v), 
v(O) o. 
Is hier sprake van een stijve differentiaalvergelijking? 
Bereken u(0.4), v(0.4), u(10), v(10) en ga na hoeveel functie-evalu-
aties en hoeveel evaluaties van de Jacobiaan nodig zijn. 
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Op het Mathematisch Centrum zijn de laatste jaren nieuwe Runge-Kutta 
formules gevonden waarvan de stabiliteitseigenschappen die van de stan-
daard Runge-Kutta formules verre overtreffen. Deze formules zijn dan ook 
geschikt voor de integratie van stijve differentiaalvergelijkingen. Boven-
dien blijken ze heel goed bruikbaar voor de integratie van beginwaarde-
problemen voor parabolische en hyperbolische differentiaalvergelijkingen. 
In dit hoofdstuk zullen·we nader ingaan op de integratie van stijve dif-
ferentiaalvergelijkingen. In hoofdstuk 3 komen partiele differentiaalver-
gelijkingen aan de orde. 
2.1. Methode van Euler 
De meest eenvoudige formule voor de integratie van het beginwaarde-
probleem 
( 2. 1 ) y' = f(x,y), 
is de formule van Euler: 
(2.2) Y + h f(x ,; ) , 
n n n n 
n=0,1, .••• 
Deze formule is tevens de eenvoudigste vorm van een Runge-Kutta methode. 
2.2. Algemene Runge-Kutta methoden 
Een generalisatie van de Euler-formule werd door Runge [1895] gegeven. 
Voeren we de afkorting 
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in, dan kan de algemene m-punts Runge-Kutta formule geschreven worden als 
jxn+1 x + µ. h ' j 0, 1, ... ,m-1, n J n 
+ + 
oYn+1 yn' 
+ + 
:>.1,0 Ofn+1' 1Yn+1 Yn + h n 
(2.3) + + :>-2,0 
+ 
+ :>.2,1 h f 2Yn+1 Yn + h Ofn+1 n n 1 n+1 
Hierin zijn µ. en ;>.. 1 nader te bepalen parameters. J J, + Schema (2.3) berekent uit het resultaat yn in het punt x = xn via m-1 
+ + tussenresultaten jYn+1 in de tussenpunten x jxn+1 een nieuwe vector Yn+1 
in het punt x = xn+1 (zie figuur 2.1). 
yn=oyn+1 
x 
n 
3Yn+1 Yn+1 
I 
x 
fig. 2.1. 3-punts Runge-Kutta-proces voor een 
scalar-vergelijking 
Een Runge-Kutta formule wordt volledig vastgelegd door de (mxm) drie-
hoeksmatrix (:>.. 1 ) en de vector(µ.). In de praktijk kiest men altijd J• J 
(2.4) o, µ. 
J 
;>.. 0 + ;>.. 1 + ..• + ;>. •• 1' j J, J, J,J- 1, ••. ,m-1, 
zodat ·nu de matrix (;>.. 1 ) op een eenduidige wijze een Runge-Kutta proces J. 
genereert. 
2.3, Standaard Runge-Kutta formule 
De meest bekende Runge-Kutta formule werd door Kutta [1901] gegeven. 
In de notatie (2.3) luidt deze formule 
1 
+ hn' Oxn+1 xn, 1xn+1 2xn+1 x + 2 hn' 3xn+1 xn n 
_,. _,. 
oYn+1 yn' 
_,. 
+lh 1Yn+1 yn 2 n Ofn+1' 
_,. _,. 
+lh 1 fn+1' 2Yn+1 yn 2 n 
_,. _,. _,. 
3Yn+1 yn + h 2fn+1 n 
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_,. _,. _,. 
cl 
o1n+1 +l 
_,. 1 _,. 
+ i 3fn+1J, Yn+1 4Yn+1 = yn + h 1fn+1 + 3 2fn+1 n 6 3 
of in compacte vorm 
l 0 0 0 2 
0 l 0 0 
(A· 1) 2 J, 0 0 0 
1 1 1 1 
6 3 3 6 
2.4. Orde van nauwkeurigheid 
Stel dat het integratieproces gevorderd is tot het punt (x ,y ) in 
n n 
het (x,y)-vlak. Door dit punt gaat een oplossing ~(x ,y ;x) van de diffe-
n n 
rentiaalvergelijking. Dus zou men exact integreren dan zou men in het punt 
x = x = + h d t _,.( _,. ) . d D • k . t n+1 xn n e vec or z xn,yn;xn+1 vin en. e numerie e in egra-
. _,. 
tieformule levert echter de benadering Yn+1• Het verschil 
(2. 5) 
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wordt de ZoaaZe d:isaretiseringsfout genoemd (ook wel afbreekfout in het 
punt (x ,y ) ) . Wanneer 
n n 
voor h + 0 
n 
dan heet de integratieformule na'UJJ)keurig van d,e ord.e p (vergelijk hoofd-
stuk 1 , blz. 7 ) . 
Stelling 2. 1 
De Runge-Kutta formules gegenereerd door de diagonaalmatrix 
[( 0 0 >-2, 1 (2.6) ( :>.. 1) :>. 0 J' m-1,m-2 
0 
zijn nauwkeurig van de orde p 1 . 
Als geldt 
(2.7) :>. 1 
m-1,m-2 = 2 
dan is de orde van nauwkeurigheid p 2. 
Zie MC Syllabus 15.1 [1972]. 0 
Stelling 2.2 
De Runge-Kutta formules gegenereerd door de matrix 
A1 ,o 0 0 
1/4 A2, 1 
1/4 0 A3,2 
(2.8) (A. 1) J, 1/4 0 0 A m-3,m-4 
1/4 0 0 17/60 
1/4 0 0 5/12 0 
1/4 0 0 3/4 
zijn naurkeurig van de orde p 3 
Zie MC Syllabus 15.1 [1972], D 
De door deze 2 steliingen gedefinieerde klassen van Runge-Kutta 
formules zijn onderwerp van uitvoerige studie geweest op het MC. In het 
bijzonder is nagegaan hoe de nog vrije parameters ).. 1 gekozen kunnen J. 
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worden om efficiente en betrouwbare integratieformules te krijgen. Hierbij 
werd in het bijzonder gezocht naar formules met gunstige stabiliteits-
eigenschappen. Hiernaast zijn ook gestabiliseerde vierde en vijfde orde 
Runge-Kutta formules bestudeerd. De geinteresseerde lezer verwijzen we 
hiervoor naar de referenties: Beentjes & Dekker [1972] en van der Houwen 
[1971a, 1971b, 1972]. 
2.5. Toepassing op lineaire differentiaalvergeli,jkingen 
Om het karakter van een Runge-Kutta formule te leren kennen passen 
we deze toe op de lineaire vector-differentiaalvergelijking 
(2.9) y' .... Jy, 
waarin J een matrix voorstelt met niet van x of y afhangende matrixele-
menten. Bijvoorbeeld de formule gedefinieerd door (2.6) gee~ 
(2.10) I+ hn J(I + Am-1,m-2 hn J(I + Am-2,m-3 J(I + 
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Hierin stelt I de eenheidsmatrix voor. Introduceren we de nieuwe parameters 
f3., j = 2,3, ..• ,m gedefinieerd door 
J 
{
f32 = Am-1,m-2' 
(2.11) 
f3. A 1 . . f3. 1' J m+ -J,m-J J-
dan kan (2.10) geschreven worden als 
j 3, ... ,m, 
(2.12) [I+ h J + s2(h J) 2 + ••. + f3 (h J)m] y n n m n n 
= p (h J) y . 
m n n 
Dus de Runge-Kutta formule (2.6) toegepast op de lineaire vergelijking 
(2.9) vereenvoudigt zich tot het toepassen van een polynoom operator 
P (h J) van de graad ·m in h J op de vector y . Het is eenvoudig in te m n n n 
zien dat dit voor elke Runge-Kutta formule (2.3) geldt, uiteraard met 
andere polynomen P (z), d.w.z. andere coefficienten f3 .• Zo leidt de derde 
m J 
orde nauwkeurige Runge-Kutta formule (2.8) na toepassing op vergelijking 
(2.9) tot formule (2.12) waarin de coefficienten f3. nu echter gegeven 
J 
worden door 
(2.13) f3. 
J 1+4A . 2 . 1 Am-j+2,m-j+1• 13j-1' m-J+ ,m-J+ 
+ 4A . . 
m-J+1,m-J j 4, 5, .... ,m-1 
We merken nog op dat voor een Runge-Kutta formule die nauwkeurig van de 
orde p is de eerste p coefficienten altijd gegeven Worden door 
(2.14) 
dus 
(2.15) 
1 f3. =-:-;-, 
J J• 
j 1,2, •.. ,p, 
p ( z) 
m 
1+z+ •.• +1- zp + f3 zp+ 1 + +Sm zm. p! p+1 ... 
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2.6. Stabiliteit 
.... +* Stel dat we in plaats van yn een verstoorde waarde yn verkregen hebben. 
. .... +* • Dan zullen we ook in plaats van Yn+1 een verstoorde waarde Yn+1 vinden. 
Een goede integratieformule zal de verstoring y* - y niet grater laten 
n n 
warden. Dus men zou willen eisen dat de integratieformule zodanig is dat 
(2.16) 
Hierin stelt II II de een of andere vectornorm voor; bijvoorbeeld de maxi-
mum norm of de Euclidische norm. We zullen laten zien dat de nog vrije 
parameters A· 1 in de formules (2.6) en (2.8) zo gekozen kunnen warden J, 
dat aan deze stabiliteitsvoorwaarde voor een grote klasse van differentiaal-
vergelijkingen voldaan kan warden. 
.... Beschouw de vergelijking voor het tussenpunt jYn+1 uit schema (2.3): 
+* beschouw ook de vergelijking voor het tussenpunt jYn+ 1 behorende bij de 
verstoorde beginwaarde Y*: 
n 
Uit deze relaties volgt met behulp van de middelwaardestelling 
+* .... Door recursie vinden we voor het verschil yn+ 1 - Yn+ 1 de formule (verge-
lijk (2.10)) 
(2.17) 
waarin P (z) juist het door (2.12) gedefinieerde polynoom is. Dus de sta-m 
biliteitsvoorwaarde (2.16) wordt voor Runge-Kutta formules 
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(2.18) 
Vergelijking (2.17) is als het ware de variatievergelijking van de 
Runge-Kutta methode. Het polynoom P (z) wordt het stabiliteitspolynoom m 
genoemd. De operator P (h J ) zullen we de amplifiaatieoperator in het m n n 
punt (x , y ) noemen. Het gebied Sin het complexe Z-vla.k waar P (z) in n n m 
modulus kleiner dan 1 is wordt het stabiliteitsgebied genoemd, dus 
(2.19) S = {z!P (z)J < 1}, 
m 
2.7. Interne stabiliteit 
Wanneer tijdens de berekeningen, nodig om de stap yn + Yn+ 1 uit te 
voeren, geen afrondfouten gemaa.kt worden, dan beschrijft de amplificatie-
operator Pm(hn Jn) de mate waarin een verstoring van yn in Yn+ 1 doorwerkt. 
We zullen nu nagaan hoe afrondfouten gemaa.kt bij de berekening van de 
tussenpunten jYn+1' j = 1, ••. ,m, doorwerken in Yn+1• Hierbij beperken we 
ons tot Runge-Kutta processen waarin de matrix (A. 1 ) uitsluitend nullen J' bevat behalve op de hoofddiagonaal en in de eerste kolom (merk op dat de 
door stelling 2.1 en 2.2 gedefinieerde processen een dergelijke parameter-
matrix hebben). We hebben dus te ma.ken met een rekenschema van de vorm: 
r + + oYn+1 yn' 
+ + + 
1Yn+1 yn + A1,0 h Ofn+1' n 
(2.20) 
+ + + + j jYn+1 yn + A· 1 h Ofn+1 + A. . 1 h j-1fn+1' 2, 3, ... ,m, J, n J,J- n 
+ + 
Yn+1 mYn+1 • 
" + .. Stel dat de berekening van de vector jYn+1 aanle1d1ng gee~ tot een 
+* .. + fout jpn en laten we de door dergeliJke fouten verstoorde vectoren jYn+1 
+* aangeven met .y 1• Dan krijgen we in plaats van (2.20) het rekenschema J n+ 
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+ 
hn ot:+1 ·-1Yn+1 = yn + A1,0 + 1Pn' 
+* + 
ot:+1 
r* +* jYn+1 = yn + A. 0 h + A. • 1 h + jpn' J, n J,J- n j-1 n+1 
+ +* 
j = 2,3, ••. ,m, 
Yn+1 = mYn+1" 
Met behulp van de middelwaardestelling volgt uit (2.20) en (2.20*) 
+* + +* 
1Yn+1 1Yn+1 1pn' 
+* + +* 
- j-1Y:n+1) -jYn+1 - jYn+1 = A· . 1 hn Jn(j-1Yn+1 + tn• J,J-
+* + 
-
+ j =2,3, •.• ,m, 
Yn+1 - Yn+1 = mYn+1 -mYn+1· 
Door recursie volgt hieruit 
m m-2 +* 
+ TI A . . 1 [h J ] 2P + j=3 J ,J- n n n 
+ A h J P* + p* 
m,m-1 n n m-1 n m n· 
We definieren nu de functies 
m 
(2.21) Q(z)=. TI A.. 1 zµ, µ j=m+1-µ J,J- µ = 1, 2, ••• ,m-1 . 
De waarden van Q (h o), o eigenwaarde van J , bepalen de mate waarin af-µ n n 
rondfouten zich ophopen. De factoren Q (h lal ) zullen we interne µ n max 
ampZifiaatiefaator>en noemen. Om de inte!'l'le stabiZiteit te verzekeren zal 
men voorwaarden van de vorm 
(2.22) maximum IQ (h I o I) I < n 
lSµSm-1 µ n max 
moeten stellen; hierin stelt n een tolerantie voor die des te kleiner ge-
kozen zal moeten worden naarmate de machine-precisie geringer is (verge-
lijk Dekker [1972]). 
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2.8. Exponentieele aanpassing 
We hebben de variatievergelijking voor de Runge-Kutta formules afge-
leid; laten we deze vergelijking eens vergelijken met de variatievergelijk-
king van de differentiaalvergelijking. In hoofdstuk 1 werd hiervoor aange-
geven 
(2.23) J(x,y(x)) :if, 
waarin v(x) het verschil van twee oplossingen y(x) en y*(x) is. Uit 
(2.23) volgt direkt 
(2.24) 
x 
n 
Dus zoals de amplificatieoperator P (h J ) in benadering de numeriek m n n 
verstoringen in het numerieke integratieproces beschrij~, zo beschrij~ 
f x +h de amplificatieoperator exp( n n J dx) verstoringen in het analytische 
x 
integratieproces. n 
Het principe van exponentiele aanpassing is nu dat voor zekere ver-
storingen ~ de werking van de nuirierieke en analytische amplificatie-
operatoren in de punten (xn,yn)' n = 0,1, •.• , identiek is, dus 
(2.25) P (h J ) ~ = exp 
m n n 
x 
n 
Aangezien de locaal analytische oplossing i niet bekend is vervangt men 
deze voorwaarde in de praktijk door 
(2.25') P (h J ) ~ = exp(h J ) ~. m n n n n 
Dit is realistisch in de gevallen waar de Jacobiaan langzaam verandert. 
-r Wanneer e een eigenvector van Jn is met eigenwaarde o dan reduceert 
(2.25') tot 
(2.25") P (h o) = exp(h o). 
m n n 
Men zegt dat het polynoom P (z) enkeZvoudig exponentieeZ aangepast is in m 
het punt z = h o. Men spreekt van Z-voudige aanpassing wanneer 
n 
(2.26) exp(z), j 0,1, ••. ,1-1. 
Voorwaarden van bovenstaand type vindt men in een aantal recente publica-
ties. We noemen Pope [1963], Liniger en Willoughby [1970] en MC Syllabus 
15 [1972]. 
We merken op dat het stabiliteitspolynoom van een p-de orde nauwkeu-
rig Rung-Kutta proces (p+1)-voudig in z = 0 aangepast is (vergelijk 
(2.15)). 
2. 9. Stijve differentiaal vergeli,jkingen 
Een voorbeeld van een stijve differentiaalvergelijking is een verge-
lijking waarvan de Jacobiaan een eigenwaardenspectrum heeft bestaande uit 
3 clusters, een dicht bij de oorsprong, de andere twee clusters toege-
voegd complex met groot negatief reeel deel (zie figuur 2.2). 
o-vlak 
fig. 2.2. Eigenwaarden-spectrum van een 
stijve differentiaalvergelijking 
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Om een stabiele integratieformule voor een dergelijke vergelijking te 
contrueren zal het stabiliteitspolynoom zodanig moeten zijn dat het sta-
biliteitsgebied S een gebied bij de oorsprong bevat en gebieden in de om-
geving van de punten z1 = hn 01 en z1 = hn 81, waarin 01 en (51 de "middel-
punten" van de twee complexe clusters van eigenwaarden zijn. Stel dat het 
polynoom R (z) het gewenste stabiliteitsgebied bij de oorsprong hee~ en 
r 
bovendien consistent met orde van nauwkeurigheid p is, dus 
(2.27) R (z) 
r 
1 + z + .•• + .1_, zp + S 1 zp+1 + .•• +Sr zr. P• p+ 
36 
We schrijven het stabiliteitspolynoom P (z) als 
m 
(2.28) P ( z) 
m 
waarin de 1 = m-r nog vrije coefficienten 8. gebruikt kunnen worden om J Pm(z) exponentieel aan te passen in z 1 en z 1• Wanneer z1 = z 1 dan kan een 
1-voudige aanpassing in z 1 verkregen Worden. Wanneer z1 ~ z1 dan kunnen 
beide punten 1/2-voudig aangepast warden (in dit geval dient 1 = m-r even 
te zijn). Een expliciete constructie van de aldus gedefinieerde stabili-
teitspolynomen vindt men in Dekker [1972]. Men kan nu de volgende stelling 
bewijzen voor het exponentieel aangepaste polynoom (2.28): 
Stelling 2.3 
Zij z1 = lz 1 I exp(i$). Het stabiliteitsgebied S van (2.28) bevat het 
stabiliteitsgebied van Rr(z) en de cirkelvormige gebieden 
_,/ 1-r 
I z1 I 1 
I z - z 1 I ~ als $ 1 TI, 
8 1 r 
l-2r . 
I z1 I 
1 
(2.29). I z - z1 I ~ 2 
28 1 lsin $I r l-2r als $ 7f • 
lz 1 I 
1 
lz - z 1 I ~ 2 
28 
r 
1 I sin $I 
Zie van der Houwen [ 1971b]. D 
Uit deze stelling volgt dat het stabiliteitsgebied van grootte ver-
andert wanneer de integratiestap h verandert (bij gegeven eigenwaarde n 
o1). Aangezien men in de praktijk de eigenwaarde o1 dikwijls niet exact 
kent moeten de methoden met 1 < r voor $ = 7f en 1 < 2r voor $ ~ 7f met de 
nodige zorg toegepast warden. 
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2. 1 O. De procedure "exponential fitted runge-kutta" 
We zijn nu zover dat een Runge-Kutta formule van de orde p = 1, 2 of 
3 geconstrueerd kan worden waarvan het stabiliteitspolynoom exponentieel 
aangepast is in punten z1 = hn o1 en z1 = hn 61. Een ALGOL 60-versie van 
deze integratieformule vindt men in Dekker [1972]. Deze algoritme, de pro-
cedure "exponential fitted runge kutta", integreert beginwaardeproblemen 
van het type (2.1). Van de door de gebruiker op te geven integratfestappen 
wordt gecontroleerd of ze voldoen aan de voorwaarden voor stabiliteit bin-
nen een stap (voorwaarde (2.22)) en de stabiliteitsvoorwaarden voorgeschre-
ven door (2.29). Zonodig wordt de integratiestap hieraan aangepast. De pro-
cedrue "exponential fitted runge kutta" is gedocumenteerd in de LR-ui tgave 
van het Mathematisch Centrum (LR 3,3,7). Volledigheidshalve volgt hieron-
der de gebruiksaanwijzing met referenties naar de notatie en en theorie 
zoals die in dit hoofdstuk gegeven is: 
Declaratie 
procedure exponential fitted runge kutta (t,te,mO,m,u,sigma, 
phi,diameter,derivative,k,step,r,l,beta,third order, 
tol,output); 
integer 
real 
array 
boolean 
mO,m,k,r,l; 
t,te,sigma,phi,diameter,step,tol; 
u, beta; 
third order; 
procedure derivative,output; 
Parameters 
t 
te 
mO,m 
<variable>; 
de onafhankelijke variabele x; 
bij aanroep moet t de waarde van x0 hebben; 
t kan als Jensen-parameter gebruikt worden; 
<expression>; 
eindwaarde van x; 
<expression>; 
indices van eerste en laatste component van de vector-
di fferentiaal vergelijking; 
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u 
sigma 
phi 
di a.mater 
<array identifier>; array u [mO:mJ; 
+ het array u stelt de vector yn voor; 
+ bij aanroep moet dit array de componenten van y0 bevatten; 
<expression>; 
de waarde van Jo 1 1 (zie figuur 2.2); 
<expression>; 
de waarde van ~_in radialen (zie figuur 2.2); 
<expression>; 
diameter 2Jdo 11 van de linker clusters (zie figuur 2.2); 
derivative: <procedure identifier>; 
k 
een procedure die als volgt door de gebruiker gegeven moet 
worden: 
procedure derivative ( x ,y) ; real x array y; 
<body>; 
+ + na uitvoering moet het array y de componenten van f(x,y) bevatten; 
<variable>; 
k stelt de index n voor; 
k telt dus het aantal integratiestappen; 
bij aanroep moet keen startwaarde hebben (b.v. k O); 
k kan als Jensen-parameter gebruikt worden; 
step <expression>; 
r 
1 
beta 
stelt de integratiestap hn voor en moet door de gebruiker opge-
geven worden; 
wanneer de stabiliteit van het integratieproces in gevaar komt 
verkleint de procedure de waarde van step automatisch; 
<expression>; 
de graad van het polynoom R (z) uit (2.28); 
r 
<expression>; 
orde van de exponentiele aanpassing; 
1 = m-r, waarin m het aantal te gebruiken punten van de 
Runge-Kutta formule is; 
<array identifier>;~ beta [O:l+r]; 
bij aanroep moet beta[j] = s. voor j = O, ••• ,r; 
J 
dus het polynoom R (z) moet van te voren door de gebruiker r 
opgesteld worden; 
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third order: <boolean expression>; 
indien third order = true dan rekent de procedure 3e orde 
nauwkeurig (mits het polynoom R (z) geschikt gekozen is), anders 
r 
hoogstens 2e orde nauwkeurig; 
tol <expression>; 
output 
een maat voor de nauwkeurigheid waarmee binnen een stap 
gerekend wordt en hee~ te maken met de tolerantie n in voor-
waarde ( 2. 22) ; 
<procedure identifier>; 
een procedure waarmee de gebruiker de waarden van 
t, u[mO:m], sigma, phi, diameter, k en step 
kan opvragen. 
2.11. Voorbeeld van aanroep 
In de biochemie is het volgende beginwaardeprobleem van belang: 
(2.30) 
y' 1 
Gevraagd wordt de oplossing in het punt x = 50 
Met een 5e orde Runge-Kutta proces werden in 16104 stappen de vol-
gende waarden gevonden: 
(2.31) 
. 7658783202 •.•• 
.4337103535 .•• , 
We zullen de oplossing nu trachten te vinden met de procedure 
exponential fitted rung kutta. Daartoe beschouwen we eerst de Jacobiaan 
van het systeem; deze wordt gegeven door 
J 
y 1 + .99 J 
-1000( 1+y 1) 
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De eigenwaarden worden gegeven door 
o = i (s±fs2-4P), 
S ~1001 - 1000y1 + y2 , 
p 10( 1-y 2). 
Een redelijke benadering is 
(2.32) 00 - -
Op grond hiervan moet men verwachten dat het systeem een zeer stijf gedrag 
zal vertonen, zodat een exponentieel aangepaste Runge-Kutta methode een 
effeciente integratietechniek lijkt. Hierbij kan men dan in de eigenwaarde 
o1 exponentieel aanpassen. Gee~ men de exacte waarde van Jo 1J mee aan de 
procedure (sigma= Jo 1 J) dan kan voor de parameter diameter nul gekozen 
worden, waarmee de stabiliteitsconditie geen beperking aan de integratie-
stap oplegt. Om echter ook het effect van de stabiliteit te illustreren 
zullen we voor o1 de benaderde waarde (2.32) nemen. Voor diameter nemen we 
de waarde 2(.99+y1); volgens een stelling van Gerschgorin ligt de exacte 
waarde van o1 namelijk binnen de cirkel bepaald door (2.32) en deze waarde 
van diameter. Verder moet men nog het polynoom Rr(z) zo kiezen dat o0 bin-
nen het bijbehorende stabiliteitsgebied ligt. Aangezien echter o0 erg 
klein.is zullen we hiervoor geen bijzonder polynoom hoeven te kiezen, dat 
wil zeggen we kunnen r = p kiezen, ofwel 
R ( z) 
r 
1 2 +..L p 1 + z + 2T z + .•. p! z . 
Hieronder volgt de volledige tekst van het gebruikte ALGOL 60-program-
ma en de hiermee verkregen resultaten: 
1 Dtli.Lli 
2 
3 eBCCtQUBE EXPONENTIAL rlTTED RUNGE KUTTACT. TE, MO. M, u, SIGMA, PHI, 
4 DIAMETER, DERIVAT1YE 1 K, 5 STEP, R, L1 BETA, THIRDOAOER, 
6 TOL, OUTPUT)J 
7 !~It!itB MO, M, K, R, LI 
8 BE&I. T, TE, SIGMA, PHI, DIAM~TER, ITEP, TOLi 
9 ABBU U, BETAI 
10 DQQl.tali THIRDOROER1 
11 !BQ,tCUBE DERIVATIVE, OUTPUTJ 
12 
13 DE&.Lli lliit!iEB NI 
14 Bt&L THETAO,THETANM1,TAu,a;eo,PHIO.PHIL.,BETARJ 
15 DQCLt6~ FIRST,COMPLEX,CHANGEJ 
16 !liitGt6 6BB6X P[11Lll 
17 B,6L a@B6X MU,LABOA!01R•L.•111PT!01RJ,FAC,aETaCt01L•ll1RL!MOIMJ, 
18 A[11L,11Lll 
19 
20 !BO,tQYBt FORMCONSTANTSI 
21 D'iltl !~It§'B I I I 
22 FIRSTl•t&L5EI 
23 FAC[OJ:•11 
24 !:QB 111 •1 Ute 1 Uliiil. L•1 llQ PAC[ II I 1• 11 •FAC[ II •1l 1 25 PT!R)l•LeFAC[L•1JJ 
26 tQB I I 1•1 iIE! 1 U~Ill. A QQ PTtR•I lll•PTtR•l1•11•CL•I 11/11 27 tliQ FORMCONSTANTSJ 
28 
29 eec,EQUB~ FORMBETAI 
30 Dt~l~ !liI~~CB I l,JJI Bt!L ae,c,01 
31 .Lt FIRST I~Etl PORMCONSTANTSJ 
32 01:C11EXP(•BlJ 
33 BETAC!L•111•D/FAC[L•111 
34 tQB I 11•1 5Ite 1 UliilL L•1 gg 
35 ilt!i.Ltl ClaB•C/111 Dl•D•CI 8ETActL•1•11Jl•OIFAC(L.•i•lll C:lilll 
36 BBl•11 
37 tQB I ll•A•1 SICe 1 U~Iil. R•L. gQ 
38 DC:G!tl c1a01 
39 fQB JJl•O Sit! 1 U~I!~ R QQ 
40 Cl•IB!TA[JJ)•(!f JJCL I~tti 8ETACIJJ) ~1.5& Q))ePTiJJl/(ll•JJ)~CIBI 
41 BETA I I I 11 •C/8/FACIL•A• I I I /FAC! I I •11"'1 )• 
42 I.Lt I I <I. I~tti B!eDETACI 11 I C:l.U 01 j 
43 a11uaeea 
44 ttiD 4, tliQ FORMBETAJ 
46 
47 eac,tQUBE SOLUTIONOFCOMPLEX!QUATIONSJ 
48 Dt~.L~ ltiI~GtB I l,JJ,C1,C31 
49 Bl:AI. C2.E,81,ZI I ,COSPHI ,SINPHI ,C:Oll IPHI ,SINI ll'HI ,COll'HILI 
50 Btal. 6BBAX or11LJ1 
51 
52 !BQCtQUBt ELEMENTS or MATRIX! 
53 DlG!tl PHIL.l•PHIOI 
54 COSPHI l•COS(PHIL.)I SINPHI ldlN(PHIL.)j 
55 COSI !PHI 1•11 SINI IPl<l 1•01 
56 fQB I I t•D SI£! 1 U~I!~ L.•1 QC 
41 
42 
57 8£1i.Llll C1:•R•1+11J C21•1J 
58 tQB JJ 1 •1.-1 sue -2 ut1I.L1. 1 og 
59 Dtlilt! A[JJ,L.-11J:•c2•cOSJ1PH11 
60 A[JJ+t.L•l l] l•C2•SINI IPHI I 
61 c21 •c1-c2 J C11 •C1·1 
62 EtiQ I 
63 COSPHll.l•COSI LP"l•COSPHl•SINI IPHl•SINPHIJ 
64 SINI IPHI l•COSI JPHloSJNPHl+SINI ll'Hl•COSPHll 
6!l COSJ IPHI laCOSPHll. 
66. Et!QJ 
67 DET(A,L,PJ 
68 tt!Q EL OF MATI 
69 
70 !BQ,EQUBE RIGHT HANO S10EJ 
71· DEG.Lt! ElaEXP(B•COSPHl)J 
72 B11•B•SINPHl•(R+1)•PHIL.J 
73 COSI IPHI l•!•COS(81)1 SINI IPHI l•h81N(ll1)1 
74 U1•1/BI z111aBHR1 
75 tQB JJl•L. 8%£! •2 Ut!I.LL. 2 QQ 
76 UCl.Ltl O!JJJ 1•%1 l•llNI J'HI I 
?1 D[JJ•1Jl•ZI l•COSI IPHll 
78 COSPHIL l•COSI JPHl•COSPHl•SINI IPHl•llNPHIJ 
79 SIN) IPHI raCOSI 1PHl•SINPHl+SINI IPHl•COIPHll 
80 cos1 IPHI l•COSPHILJ 
81· Zlll•Zll•B 
82 UQI 
83 COSl11>HJl•Zl11•11 SINllPHJl•OJ 
84 tQB 11 r•R site ~1 u~r11. o aa 
85 8c;liJ.lll C11•11J C2:•8ETA[llJJ 
86 C3r•.LE 2•1 l>L.•2 I~Ct! 2 tL.St L•2•1ll 
87 COSPHll. l•COSI JPHl•COSPHl-SINI IPHl•llNPHll 
88 SIN) IPHI raCOSI 1PHl•SINPHJ+SINI IPHl•COSPHll 
89 COSJ JPHI laCOSPHILJ 
90 EQB JJ I •I. ut:e •2 llt!I!L. C3 QO 
91· llf:li.Lti O[JJJ l•O[JJJ+ZI l•C2e&INI IP'HI I 
92 D[JJ•1l 1•D[JJ•1l•ZI lec2eC08l 1PHI I 
93 C21•C2•C1J·C11•C1•1 
94 tti(lJ 
95 Zlll•Zll•81 
96 £f:jQ 
97 ttiQ RIGHT HAND &IOEJ 
98 
99 .LE PHIO+PHIL I~ttl ELEMENTS or MATRIX! 
100 RIGHT HANO 510!1 
101 SOL(A,L.,P,O); 
1.02 ECB II :•1 sne 1 UtlI.LL. I. (lQ IETAIR+l 1 Jl•O[L•1•1 I J•l:L 
103 &t!Q Scl.OFCOM[QJ 
104 
105 !BQ,tQUBt COEFFICIENT! 
106 l'il~ i~I&~'B J,KJ BtAL. CJ 
107 80J•BJ PHIOl•PHIJ 
108 U BH I~&tl . 
109 D&~lt! lt CO~PLtX I~&tl SOLUTION O~ COMPL!~ EQUAT10NI 
110 [~§[ FORMBETA 
111 tt:lDI 
1i2 l.ABOA!OI :•MU[OJ 1•01 
113 !~ THIROOROEA I~tti 
114 §t!iltl THETAO:a,251 TH£TANM11•,75J 
115 lt Bc1 I~tt:l 
116 D&liJ.~ Cl•MUIN•111•2/3J LA90A[N•111•,/121 
43 
117 EDS Jl•N-2 s±te -1 Ut!Iil. 1 gp 
118 DtGltl Cl•MUIJll•C/(C•,251/IN•J•tll 
119 LABDA[JJl•C•,25 
120 r;tjQ 
121 ttlll tL.H 
122 DtGitl Cl•MU[N•111•B!TAl21•4/3J LA80A[N•1Jl•C•,25J 
123 [QB Jl•N•2 &±te ·1 UtlI!L. 1 au 
124 DtGitl ClaMU[Jl1•C/(C•,25)e8ETAIN•J•11/BETA[N•JI/ 
125 (it JcL. It"tl B l:L.lt 111 
126 LAIDAIJll•C•,25 
121 £t10 
128 ttlll 
129 ttlQ tL.5t 
130 lti!tl THETAOl•Ol THETANM11•1l 
131 it: B<1 I~t:tl 
132 Dti!tl [QB Jl•N-1 &rte •1 UtliiL. 1 QO MUIJll•LAIDAIJll•l/CN•J+1) 
133 ttlll tl.5E 
134 l'i!tl L.ABDA[N•111•MU[N•11J•IETA[211 
135 [QB JJ•N•2 1t1e •1 YHI!~ 1 go 
136 MUIJll•LAIDAiJJl•ICTA(N•J+1l/81TAIN•Jl/C!£ JCL I~&tl I t~I& 1) 
137 ttlll 
138 ttlQ 
139 ttlQ COE,,ICl!NTJ 
140 
141 !BD,tQUBt STEPSIZ!l 
142 Dtilt! Bt6L. D,TAUSTAB,TAUSTAllNTJ 
143 TAUl•ST!PJ . 
144 COMPLEX!• A8S(PHl•3,1416)>,01 
145 ![ COMPL!XA!V!N(L)••l ICEtl 
146 ltG!tl NLCRJ PAINTTEXTl~ZL COMPLEX EN L Ni!T EV!N.)J 
147 GQIQ END or ErRK 
148 tt!Ql 
149 DI• !C COMPLEX I~ttl (SIGMA/DIAM!T!A/BIN(PHl))+C,5•L/Rj 
150 EL.St (2•SIGMA/DIAMET!Rl+IL/RIJ 
151 TAUITABl•ABS(D/!ETAR/SIGMA)I 
152 01• it: THIADOAO!R I~ttl (2•-12•TOL/B!TAIRJl+C1/IN•1il•4+CCL•1)/(N•1)) 
153 tL.5t IM12•T0L>+l1/R)/8!TAAI 
154 TAUSTA81NTI• ABS(O/SIGMA)I 
155 ![ TAU>TAUSTAB I~Etl TAUloTAUSTABJ 
156 ![ TAU>TAUSTABINT I~Etl TAUl•TAUITABINTJ 
157 ![ T+TAU>TE•l1•M•11l I~Etl TAUl•TE•TJ 
158 B1aTAUe81GMAJ Ol•DIAMETER•,1•TAUJ Ol•D•DJ 
159 ![ TAU<T•-·12 I~Et! iDIQ ENO or ,,RKI 
160 CHANGEla 80a0 • ((B•B0)•(1•80)+1e90•(PHl•'HIQ)•(,Hl•PHl0)>0) 
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2.12. Opgaven 
1. Vind de waarde in x = 1 van de oplossing van het beginwaardeprobleem 
6 y"' + 1000y" + 1001000y' + 10 y = o, 
y(O) = -y' (0) = y"(O) = 1. 
2. Gegeven het beginwaardeprobleem (Liniger-Willoughby [1970]) 
3. Gegeven het beginwaardeprobleem (Lapidus-Seinfeld [1971]) 
y' = -200y - e-x(199y+1991) + 2000, 
y(O) = 10. 
Gevraagd y(-4) en y(10). 
4. Gegeven het beginwaardeprobleem (Liniger-Willoughby [1968]) 
y' 1 
y' 2 
2 
.01 - [1001(1+y1) + y 1J [.01 + Y1 + y2J, 
2 2 3 
-.01y2 - Y1 - Y2 - Y1Y2 - Y2• 
5. Gegeven het beginwaardeprobleem (Robertson [1964]) 
y' 1 
y' 2 
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GESTABILISEERDE RUNGE-KUTIA METHODEN VOOR 
PARABOLISCHE EN HYPERBOLISCHE DIFFERENTIAALVERGELIJKINGEN 
E. SLAGT 
3.1. Definities en afspraken 
Een vergelijking van de vorm 
( 3. 1 ) F( x ,y, •.• ; u, u , u , ... ; u , u , ••. ) = 0 
x y xx xy 
heet een partiele differentiaalvergelijking (p.d.v). Hierin stellen ux' uxy 
. .. . au a2u de part1ele afgele1den ax , resp. ClyClx voor. 
We zoeken naar een functie u(x,y, ... ), die aan (3.1) voldoet. Boven-
dien moet de oplossing u in het algemeen aan verschillende extra voor-
waarden voldoen, De graad van de hoogste afgeleide, die in de p.d.v. 
voorkomt heet de orde van de p.d.v •. 
Voorbeeld: 1e orde: u 
-
CU = o. 
x y 
2e orde: 2 o, u - c u = 
xx yy 
a au 
u 
- Cly c(y) -= o. x Cly 
Iedere hogere orde p.d.v. kan geschreven worden als een stelsel 1e orde 
p.d.v.n •. 
Voorbeeld: u = u gaat door u = v en u = w over in het stelsel xx yy x y 
1e orde p.d.v.n.: 
{
v = w, 
x y 
w = v . 
x y 
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We kunnen ons dus beperken tot stelsels 1e orde p.d.v.n .• 
Een dergelijk stelsel wordt gegeven door 
n 
-+ ( 3, 2) l -+ A. u b, l. x. i=1 l. 
waarin -+ (u1 , ••. ,um)T, u = 
A.: een nxm matrix • 
l. 
Dit stelsel heet: 
homogeen, als b = o, 
lineair met constante coefficienten, als alle elementen van A. constant 
l. 
zijn, 
lineair, als alle elementen van A. en b differentieerbare functies van 
l. 
x1, ••• ,xn zijn. 
quasi-lineair, als er elementen van A. en b zijn, die behalve van 
-+ l. 
,x1, ••• ,xn ook nog van u afhangen. 
Veelal werken we met p.d.v.n. in 2 onafhankelijke variabelen x en t. 
Voorbeeld: ut + uux = 1 (quasi-iineair, 1e orde, inhomogeen). 
3.2. Eerst orde q_uasi-lineaire Eartiele differentiaalvergelijkingen 
Een dergelijke vergelijking wordt in 2 onafhankelijke variabelen al-
gemeen gegeven door 
(3.3) au + bu 
x y c, 
waarin a, b en c differentieerbare functies van x,y en u zijn. Voor de op-
lossing u(x,y) moet gelden, dat ieder punt P met coordinaten (x ,y ,u ) p p p 
een raakvlak aan het integraaloppervlak u(x,y) hee~, waarvan de rich-
tingscoeffecienten aan (3.3) voldoen. Anders gezegd 
(3.4a) dx dy du= a b c. 
Het stelsel gewone differentiaalvergelijkingen (3.4a) definieert de karak-
teristieke krommen van de p.d.v •• Invoering van de para.meters leidt tot 
(3.4b) dx ds = a; du ds = c. .9x = b ds ' 
Het beginwaarde- of Cauchy-probleem 
Zij geeist, dat een oplossing u van (3.3) gaat door de beginkromme 
(3.5) x = x(t); y y(t); u u(t), 
dan bepalen (3.4b) en (3,5) een schaar kara.kteristieke krommen 
( 3.6) x = x(s,t); y y(s,t); u u(s,t). 
Voldoende voorwaarde om de para.meters s en t in x en y uit te drukken is 
In dat geval volgt de oplossing u(x,y) onmiddellijk uit de nog niet ge-
bruikte vergelijking van (3.6) (Courant-Hilbert [1962]). 
Voorbeeld: 
y > 0 
De kara.kteristieke differentiaalvergelijkingen zijn 
dx = ds u, du = ds O. 
De oplossing van dit stelsel gewone differentiaalvergelijkingen is 
F XO + uos• Yo + s, u = uo 
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De beginkromme in para.metervorm is 
Yo o, XO uo p. 
Dit geef't 
{: 
p(1+s), 
s, 
P· 
Door eliminatie vans verkrijgen we de karakteristieken (zie figuur 3.1): 
y -1 p x - 1. 
s en p elimineren geef't de oplossing van 
de p.d.v. met de gegeven beginvoorwaarde 
u(x,y) _L y+1 
y 
0 
fig. 3.1. Karakteristieken. 
3,3, Tweede orde quasi-lineaire partiele differentiaalvergeli,jkingen 
In 2 onafhankelijke variabelen worden deze algemeen gegeven door 
(3.7) au + 2bu + cu = f(x,y,u,u ,u ). 
xx XY yy x y 
Met deze p.d.v. associeren we een karakte'Pistieke vergelijking 
(3.8) aA2 - 2bA + c = O, 
en de karakteristieken volgen uit 
(3,9) .& -dx - A. 
Voor deze 2e orde p.d.v.n. kennen we de volgende type-indeling: 
. . 2 ZiJ D = b - ac, dan heet de p.d.v. 
{ hyperboUeah als D > o, 
parabolisah als D o, 
eZliptisah als D < o, (Courant-Hilbert [1962]). 
Het laatste type zal in hoofdstuk 4 behandeld worden. 
Voorbeeld: 
u y 
dus a 1,b=O,c -y. De karakteristieke vergelijking is 
2 A - y 0 met oplossing A 
1 
±y2 
De karakteristieken volgen uit 
"" 1 =- = ±y2 
dx 
en hebben de gedaante 
1 
x = ±2y 2 + c. 
De karakteristieken zijn dus parabolen met vergelijking (zie figuur 3.2): 
Het type volgt uit.D = y. 
De p.d.v. is derhalve: 
{ P=•bol".oh voor y 
hyperbolisch voor y > 
elliptisch voor y < 
3.4. De methode der li,jnen 
y 
o, 
o, 
0. 
fig. 3.2. Karakteristieken 
In deze paragraaf bespreken we de theorie en een aantal voorbeelden 
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van de method.e d.er lijnen (method of lines). 
Zij gegeven een {quasi-) lineaire p.d.v. van de 1e orde in x en t 
op R: {-L 5 x 5 L 
0 5 t 5 T. 
(3.10) 
We schrijven nu de tijdafgeleide expliciet 
u =-§.u +.£. 
t b x b 
Vervolgens verdelen we het x-interval [-L,L] door middel van roosterpunten 
x. = j x h (j=-1, ••• ,1), waarin 
J 
h 11x = 1 1 
a Vervanging van de operator ax in (3.10) door een differentiequotient gee~ 
een stelsel gewone differentiaalvergelijkingen 
(3.11) 
-+ du -+ ± ) dt = Du + 1'' ( t ,x • 
De vector~ wordt gevormd door de componenten u_1+1, •.. ,u1_ 1 en de opera-
tor D is het discrete analogon van de operator -a/b a/ax. 
Door deze discretisatie introduceren we een fout van een zekere orde q in 
h: O(hq). 
Voorbeeld: 
a 
- -+ 
ax 
waarbij E de translatieoperator is. 
+ h( u ) . h2 E+uj uj+1 u. + 2 (u ) . J x J xx J 
- h( u ) . h2 ( u ) . E u. uj-1 u. +-
- J J x J 2 xx J 
dus 
u. 
J 
h2 (u).+-6 (u ).+ ••. XJ XXXJ 
h3 
+ 6 (u ) . + ... 
xxx J 
h3 
- 6 (u ) . + ... 
xxx J 
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Dit houdt in, dat 
De beginvoorwaarde u(x,O) f(x) wordt nu 
(j=-1, ... ,1)' 
terwijl de eventuele randvoorwaarden u(-L,t) 
vector F opgenomen worden, zie (3.11). 
g(t) of u(L,t) h(t) in de 
Als we uitgaan van een hogere orde p.d.v., dan moeten we die eerst 
omzetten in een stelsel 1e orde p.d.v.n., waarna omzetting in een stelsel 
gewone differentiaalvergelijkingen volgt (Van der Houwen e.a. [1971]). 
Voorbeelden 
1 • 
t x 
[
U =AU op - 00 < x ~ L voor t > 0 (A.>O), 
u(x,O) f(x) , 
u( L, t) g{t). 
Discretisering van de plaatsafgeleide geeft: 
d~ E+ - E 
dt = A 2h - ~ + F(t). 
Volledig uitgeschreven wordt dit stelsel: 
d 
dt 
I: 
u. 
J 
A. 
=-2h ••• 0 -1 0 1 0 
-1 0 
• -1 
__, 
0 u. + 
J 
0 
0 ~-1 :. ',1,J 
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Als we aannemen, dat we een integratiemethode hebben, die het volgende 
tijdsniveau (t 1) direct uit het vorige berekend (t ), dan krijgen we het M n 
volgende afhankelijkheidsgebied in het x,t-vlak: 
t 
x 
L 
fig. 3,3, Afhankelijkheidsgebied. 
Per niveau verliezen we een punt uit het x-interval door de gekozen discre-
tisatie van de operator a/ax. Als de integratie-methode gebruik maakt van 
m tussenniveau's, dan verliezen we m punten per tijdstap. 
Willen we nu de oplossing weten op de rechthoek 
~ x ~ 1 
R 
~ t ~ T, 
dan schatten we hoeveel integratiestappen, zeg K, nodig zijn om het probleem 
tot t = T te integreren en we noeten dan starten met 21 + Km punten op de 
x-as. 
Voor een homogene 1e orde p.d.v. geldt, dat de oplossing constant is 
langs een karakteristiek, want daar geldt immers 
du eds 0 
In ons voorbeeld zijn de karakteristieken 
De richtingscoefficient van deze evenwijdige rechten is negatief en daarom 
mag alleen een rechterrand voorgeschreven worden, wil het probleem goed 
gesteld zijn. 
2. 
u(x,o) = f(x), 
u(-L,t) = g(t), 
u(L,t) = h(t). 
Deze tweede orde p.d.v. is eerste orde in t en kan dus direct in de vorm 
dit -+ 
-=nu+ F(tl· dt ' 
geschreven worderi, waarin 
2 
-2 
0 1 -2 
-D = h 
0 
3. r, .. "t = uxx• 
u(x,o) = f(x), 
u(O,t) = u(2n,t) 
0 
-+ -2 
en F(t) = h 
-2 
0 1 -2 
O<x<2'ir 1 
= g(t). 
Substitutie van ut = v resulteert in het 2x2-stelsel 
(u) = ( O 
v t ~/t a2/ax2 
u(O,x) = f(x), 
v(O,x) = f"(x), 
u(O,t) = u(2n,t) = g(t), 
v(O,t) = v(2n,t) = g'(t). 
g(t) 
0 
0 
h(t) 
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2 2 E+ - 2 + E Vervangen we de operator a /ax door-----
h2 
, dan verkrijgen we het 
volgende stelsel: 
1 \ 0 
I 
\ Q J 
\ 
0 \ 
I 0 \ I 
0 
+ 
dr + 
- = - - - - - - - - - - - - - - - r + dt 
-2/h2t 1/h2t I g(t)/h2t o-------o -1/t 
1/h~ -2/h2t I I \ 1/h2t I I \ 0 9 \ '-.._ '-.._ ......_ I ......_ I \ I 0 '-.._ ' 
'- ...._ '- I I I I '-.._ \ I I l/h2t ~/h2t '1/h2t I 0 \ 0 
I \ 
0--
- - - - - 0 1/h2t -2/h2t I 
-1'/t g(t)/h2t I 
Hierin bestaat de vector r uit de componenten r , ••• ,r2N en (r1, .•. ,rN) 1 2ir 
= (u1•····~), (rN+1•···•r2N) = (v1, •.. ,vN) (Nh- 1), 
De beginvoorwaarde wordt: 
{
f(jxh), 
f"((j-N)h), 
:<;; j :<;; N, 
N+1 :<;; j :<;; 2N. 
We hebben nu gezien, dat p.d.v.n. met begin- en randvoorwaarden terug 
te brengen zijn tot·het Cauchy-probleem voor het stelsel gewone differen-
tiaalvergelijkingen 
{ d~ = ~ + F(t), dt 
~ = f(jh), 0 
3.5. Gestabiliseerde Runge-Kutta methoden 
(j=O, ••• ,N). 
In de vorige paragrafen van dit hoofdstuk hebben we gezien, dat de 
partiele differentiaalvergelijkingen van het hyperbolische en parabolische 
type gebracht kunnen worden op een vorm, die numeriek behandeld kan worden 
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met methoden, waarvan de theorie grotendeels in het begin van hoofdstuk 2 
behandeld is. Hierin werden gestabiliseerde Runge-Kutta methoden geintroduceerd, 
die gegenereerd werden door een matrix 
:\10 0 ••• 0 
(3.12) (A. 1) = ~20 :\21 Jt 
0 
Amo A llDll-1 
De parameters ;\. 1 werden bepaald door J. 
a) consistentievoorwaarden (orde van nauwkeurigheid p), 
b) stabiliteitsvoorwaarden (voorwaarden voor de stapgrootte T), 
c) voorwaarden voor eenvoud en geheugenbeperking. 
Bovendien zagen we, dat bij iedere Runga- Kutta methode een stabiliteits-
polynoom 
(3.13) P (z) = 1 + z + ••• + ..!.... zp +a zP+1 + ••• +a zm 
m p!. '"'p+1 '"'m 
hoort, met bijbehorend stabiliteitsgebied 
(3.14) S: {zlP (z)I < 1}. 
m 
Als S enkelvoudig samenhangend is heten de absolute waarden van het snij-
punt van de randkro!IDlle as van S met de negatieve en imaginaire as de pe§Ze· 
en imagina.ipe stabiUteitsgNns resp. B (m) en a. (m). De straal van de ' · 
re im 
cirkel met middelpunt in 01 die in het linker halfvla.k nog juist tot 
S u as behoort zullen we de absolute stabiZiteitsgpens B k (m) noemen. De 
aus 
nog vrije parameters Bp+1, ••• ,Bm worden nu zo gekozen, dat B(m) maximaal 
is. De gebruikte methode is nu stabiel als alle grootheden T6 met 6 eigen-
waarde van D in S liggen. 
Voor enkelvoudig samenhangende stabiliteitsgebieden geldt dus: 
(3.15) 
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met cr(D) de spectraalradius van de matrix D. Het is dus van het grootste 
belang om de ligging van de eigenwaarden van de Jacobiaan D van het te 
integreren stelsel te kennen. 
In het algemeen zijn de eigenwaarden van parabolische vergelijkingen 
negatief en van hyperbolische vergelijkingen zuiver imaginair. Dit is de 
reden, dat er voor ieder type een klasse van stabiliteitspolynomen ont-
wikkeld is(Van der Houwen [1970]). 
Enkele belangrijke stabiliteitspolynomen zijn: 
cS imaginair: 
P2(z) + z + 2 z B· (2) 1e orde 
l.ID 
P3 (z) + z + 1/2z2 + 1/4z3 Bim(3) 2 2e or de 
P4(z) + z + 1/2z2 + 1/6z3 + 1/24z4 B· (4) 2/2. 4e or de l.ID 
P5(z) + z + 1/2z2 + 3/16z3 + 1/32z4 + 1/128z5 Biro ( 5) 4 2e orde 
cS reeel: 
+ x + 1/8x2 B (2) 8 1e orde 
re 
+ x + 1/2x2 + 1/4x3 Bre(3) = 6.27 2e or de 
B (4) 6 3e or de 
re 
2 3 4 P4(x) 1 + x + 1/2x + 1/6x + .0184557x 
2 3 4 of P4(x) = 1 + x + 1/2x + .078x + .0036x Bre(4) :: 12 2e or de 
In stelling 2.1 (hoofdstuk 2) hebben we gezien, aat er 1e en 2e orde Runga-Kutta 
formules zijn, die ·gegenereerd worden door matrices met slechts elementen 
op de hoofddiagonaal. 
(3.16) 
De grootheden A .. 1 (j=1, .•• ,m-1) worden gegeven door J,J-
A. . 1 = B ./B .. J,J- m+1-J m-J 
De genererende matices behorend bij de eerste twee polynomen van elke 
zojuist genoemde klasse zijn derhalve van de gedaante 
[':' ~J 61 ~ :J. 0 (A. 1) ( :>... 1) = 1/2 J, J, 0 
en ~l l~a ~· [:a 0 (A. 1) = (A. ) = 1/2 J, J,l 0 
In de volgende paragraaf zullen we een procedure behandelen, welke op 
het Mathematisch Centrum ontwikkeld is. Voor deze procedure "modified runge 
kutta" behoeven door de gebruiker niet de elementen van de matrix (:>... 1 ) J. 
gegeven te worden, maar de coefficienten van het stabiliteitspolynoom en de 
gewenste orde van nauwkeurigheid p = 1, 2 of 3, De procedure berekent dan 
zelf deze matrixelementen. We zullen daarom verder geen aandacht besteden 
aan het opstellen van de matrices vo.or hogere orden. 
3.6. De procedure "modified runge kutta" 
Een ALGOL 60-versie van deze procedure vindt men in Beentjes [1972]. 
Deze algoritme integreert beginwaardeproblemen van het type (3.11). De 
stapgrootte wordt bepaald op grond.van de door de gebruiker gewenste abso-
lute en relatieve locale precisie en de stabili tei tsvoorwaarde ( 3. 15). De 
procedure "modified runge kutta" is gedocumenteerd in de LR-uitgave van het 
Ma.thematisch Centrum (LR 3,3.6). Volledigheidshalve volgt nu de gebruiks-
aanwijzing met referenties naar de in dit hoofdstuk gegeven theorie. 
Declaratie 
procedure modified runge kutta (t,te,mO,m,u,sigma,i,derivative,k,data, 
alfa,norm,aeta,reta,eta,rho,output); 
integer mO,m,i,k,norm; 
real t,te,sigma,alfa,aeta,reta,eta,rho; 
arra..y u,data; 
procedure derivative,output; 
Parameters 
t <variable> 
bij de aanroep van modified runge kutta moet t de beginwaarde 
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te 
mO,m 
u 
sigma 
i 
derivative 
k 
data 
van de variabele waarover geintegreerd wordt hebben; 
<expression>; 
de eindwaarde van t; 
<expression>; 
indices van de eerste en laatste vergelijking van het stelsel 
gewone differentiaalvergelijkingen (3.11); 
<array identifier>; arrayµ[ mO,nil ; 
bij de aanroep van modified runge kutta moet dit array de 
startwaarden u(t0 ) bevatten; 
<expression>; 
de absolute waarde van de in modulus grootste eigenwaarde van 
de Jacobiaan D, die niet in het positieve halfvlak ligt; 
sigma moet door de gebruiker gegeven worden; 
<variable> 
telt het aantal evaluaties van het rechterlid tijdens een in-
tegratiestap en loopt van O tot en met n-1; 
<procedure identifier> 
in deze procedure geef't de gebruiker het rechterlid van ver-
gelijking (3.11); 
de heading van de procedure luidt: 
procedure derivative ( t, v) ; real t; array v; 
<body>; 
<variable>; 
telt het aantal integratiestappen; 
<array identifier>; array data [-3:data[-2]]; 
een 1-dimensonaal array, dat de volgende door de gebruiker 
te geven informatie moet bevatten: 
data[-3]: het aantal rechterlid evaluaties, dat men wenst te 
gebruiken voor een schatting van de locale fout; 
data[-2]: de graad van het stabiliteitspolynoom n; 
data[-1]: orde van nauwkeurigheid p; 
data[O] : de stabiliteitsparameter S(n); 
data[1], ... ,data[data[-2]]: de coefficienten s. van het 
J 
stabiliteitspolynoom; 
al fa <expression> 
norm 
aeta,reta 
eta 
rho 
output 
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de toename van de stapgrootte is hiermee als volgt te regelen: 
Tk S alfa X Tk_1• 
<expression>; 
voor norm = wordt gerekend met de maximumnorm, 
voor norm = 2 met de Euclidische norm; 
<expression>; 
verlangde absolute en relatieve precisie; 
zijn aeta en reta beide negatief, dan wordt de stapgrootte 
alleen bepaald op grond van het stabiliteitscriterium (3.15); 
<variable>; 
de tolerantie nk als functie van aeta, reta en II ~II 
<variable>; 
de discrepantie pk; 
<procedure identifier>; 
de heading van deze procedure, die door de gebruiker gegeven 
meet worden luidt: 
procedure output; 
<body>. 
3.7. Voorbeelden 
1. Beschouw het volgende Cauchy-probleem: 
-= < x < =, 0 s t s T, 
(3. 17) 
-= < x < =. t = o. 
Het bijbehorende stelsel gewone differentiaalvergelijkingen is dan van de 
vorm 
(3.18) dt 
E -E 
. + - )-+ Jh ~ -1 u. {
.@ = ( 
uo = jh + 1. 
j = 0,±1,±2, •••• 
Hierin is Ueen vector met oneindig veel componenten, die corresponderen 
met de roosterpunten jh. 
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De operator D is nu een matrix van oneindige orde: 
0 -j/2 -1 -j/2 0 
(3. 19) D 0 -(j+1 )/2 -1 (j+1 )/2 0 
0 -(j+2)/2 -1 (j+2)/2 0 
D heeft eigenfuncties Ew• waarvan de j-de component gegeven wordt door 
E (j) 
w 
a(t) exp(iwjh), 
met w een willekeurig reeel getal. De corresponderende eigenwaarde o van 
D wordt gegeven door 
(3.20) -1 + ij sin wh. 
De spectraalradius van D is dus 
(3. 21) cr(D) = max 
j 
/--;; 
11+j~. 
Omaat de eigenwaarden van D op de lijn Re(z) = -1 liggen zijn de polynomen 
behorend bij imaginaire eigenwaarden geschikt om dit probleem te integreren. 
Van deze polynomen kunnen we 
(3.22) + z + 1/2z3 + 1/4z3 B. (3) = 2 im 
(3.23) 1 + z + 1/2z2 + 1/6z3 + 1/24z4 B. ( 4) im 
gebruiken voor resp. 2e en 3e orde exacte resultaten. 
De analytische oplossing van (3.17), U(t,x) = exp(-t) + x wordt nu 
benaderd tot op termen, die resp. 
voor (3.22) 
en 
voor (3.23) 
bedragen. 
De stabiliteitsconditie eist voor de tijdstap: 
T < 
stab -
8. (n) im 
7D) < 
8. (n) 
j~!'.x+ 1 = O(h). 
We ma.ken dus op zijn minst een totale benaderingsfout van O(h3 ). We worden 
in dit voorbeeld geconfronteerd met een matrix D en vector U van oneindige 
orde. In werkelijkheid nemen we uiteraard een eindig aantal componenten en 
afhankelijk van de graad van het stabiliteitspolynoom n en het aantal punten 
waarin we de oplossing uiteindelijk willen weten, starten we met een van te 
voren berekend aantal componenten (zie 3.4.,voorbeeld 1, blz. 56). 
Het aantal relevante vergelijkingen neemt gedurende het integratieproces 
af. Stel dat U geinitialiseerd is in de punten x = jh, j = g0 ,g0+1, ••• ,g. 
De indices mO en m worden tijdens het proces aangepast, door middel van een 
procedure mO, waarin mO toeneemt en m afneemt. 
In de procedure derivative wordt de evaluatie van het rechterlid van 
(3.18) beschreven. 
Als we ons tot doel stellen de oplossing van (3.17) te kennen op de 
rechthoek 
{
-.05 .s. x .s. .05 
R: 
O.s_t.s_.5, 
(.;.Jxh), 
en we kiezen h = .005, dan moet op t 
roosterpunten bekend zijn. 
.5 de oplossing in minstens 21 
Voor polynoom (3.22) geldt: 
2 2 ....?..... 
T .S. a(D) < J+1 = m+1 
max 
< 
2 
g+1 • 
en om te weten met hoeveel vergelijkingen we moeten starten lessen we de 
volgende vergelijking op: 
2J+1 + 2Kn 2g +1, waarin K 
ofwel 
66 t 
21 + 2 x ..:.2 (g+1) x 3 2g + 1, 2 
waaruit volgt 
x 
43, K~ 11 , 1/22. go -.05 g T > 
fig.3.4. Afhankelijkheidsgebied 
voor polynoom (3.22) 
De stabiliteitsvoorwaarde schrij~ een start met minstens 87 vergelijkingen 
voor. Nauwkeurigheidscondities kunnen ons echter tot kleinere stappen dwingen, 
zodat beter wat veiliger grenzen 
g = -g = 100 Q, 
gekozen kunnen warden. We geven nu het volledige ALGOL 60 programma met de 
resultaten, zoals dat door de regeldrukker van de EL X8 van het Mathematisch 
Centrum werd afgedrukt. 
Het ALGOL 60-programma 
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llEliJ.tl tQ~~ttlI THE INITIAL VALUE PROBLEM WT•XWX•Wo YOaX•1 
BY PROCEDURE Moo1r1!D RUNG! KUTTAI 
eBQ,tQUBt MOOl,IED RUNGE KUTTA(T,T!1M01M1U~SIGMA 1 1,0!RIYAT1YE,K1 
DATA,ALrA 1NORM,AETA 1R!TA,!TA,AHO,OUT'UT)I 
J.!:!It~t!! MQ,M, I ,K,NORMI 
Bt&• T,TE,SIGMA,AL,A,AETA,A!TA,ETA,RHOI 
ABB&X U1DATA1 . 
eBQ,.tllQBc; DERIVATIVE,OUTPUTI 
U!i.Ltl 11••11 
Ac;!iJ.tl J.~IE!itB P,N,N1,Q1 
Q~~ BEA• ECO,EC1,EC2,TAUO,TAU11TAU2,TAUS,T21 
BEA• 'THETAO,THETANM1,TAU,GAMMA,9ETAN1 
ABBAx Mu,LABDAIO:DATAl•21•11.e£TA!1toATA1•2111 
TH!THA(010ATA(•3)•1l1RD 1R(M01MJI 
DDC•E&tl START,ST!P11 
BtA• fBQ~tDUBE NORMrUNCTION(NRM1Wll .L!:!It!i,8 NRMI 
6BB6X W1 
Dt!i.Ltl l~IE!i~~ J1 B~A• s,x, 
81•01 
!t NRM•1 I~ttl tgB Jl•MO &!te 1 U~I!• M QQ 
DE!iltl Xl•ABSCWIJlll 
J.E X>S Itlttl Sl•X 
EtlDI . . 
.Lt NRM•2 I~ttl Sl•SQRT(V!CvECCMO,M,O.w,wlll 
NOR~rUNCTION:•S 
l';f:l!l NORMru I 
eec,tDUBt COEFflCf[NTJ 
Dt!iJ.tl l~It!i~~ J,KJBt&• SJ . . 
N11cDATA(•3]JN:•OATA[•2J1P:•DATA[•111 
BETANto0ATA[0]JGAMMAfa,5J 
EgB Jl•1 5IE~ 1 Utlil~ N Qg BETAIJJl•OATAiJll 
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QU2 
EtiQl 
~t N1•4. ~l:!Eti . 
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El•!t P•3 I~Etl 0 t~3E 9ETAt3)1 
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Fl•!f Pc3 Itt~ 0 t•5E BETAl~JI 
A1•MU(1J1B:•MUl2J1Cl•MU(J)ID1aTH£TAOJ 
TH!THA[3]1•15•1A•Bl•(1/6•£)•A•(B•D)e(Ao(,5•8ETAl2JI 
•(1/J•F•Fl))/(Bo(A•Bio<C•D)e8•A•C•(8•D)o(A•C))J 
THfTHA[2)1aDral1/6•E·8•(C•D)eTMETHA(3J)/(AO(l•D))I 
TMETHAl1Jl•CJs(,5·BfTAi2J•B•D•C•THETHA(31)/AI 
TH!THA[OJl••C•D•THfTHAl31J 
Ql•lt P•1 I~~~ 2 t•IE 3 
~IH21 . 
.j.t N1•8 I~ttl 
a'il~ B~A• asaa~ ALPHA1116.116>,Aux1013Ji 
fQB J1•+ 5Ite 1 U~IlL 6 og 
El:ll2 
EQB K1•1 §I'e 1 U~I!L 6 og 
ALPHA[J,KJ1•!C J•l I~t~ 
8ETA[N+1•KJ/8ETA[N•KI EhS~ 
!C J•2 I~~~ MU[K+1J-MUl11 &~i~ 
lE J•3 I~'~ <!C K•1 t~E~ n 'LI' 
8ETA[N+2-KJ/BETA(N•KJI 'LS' 
!t J•4 I~&~ MU[Kl•ALPHAl11~l ,~., ' 
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•MU[1l•(l/J•BETA[21•MU[N•111J 
AUX[0)1•••121RNKSOLELM(ALPHA,6,AUK,THETHA)I 
Sl•(,,•BETA[2J•SUM(J,1,6,THtTHA[JJJ)/MU[1JI 
ECB J1•? srte •1 Ul:JI!L 2 QO 
THETHA[J)laTHETHA[J•1)/MU[JJJ 
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AETAl•READI RETAl•READI 
MDOlflED RUNGE KUTTA(T, it K>25 I~tH T &:~I' ,5, MQ, M, 
U, M+1; 11 DERIVATIVE, K, . 
DATA, 1,5, 21 AETA, RETA,ETA, ~HO, OUTPUT)J 
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THE INITIAL· VALUE PROBLEM WT•XllX•W, ·WO.X+1 
BY PROCEDURE MODl~IEO RUNG! ICUTTA 
DEGRE!• 3 ORO!Ra 2 H•+,5000y• 2 
I( T X••,015 
-.010 •.005 0 .oo5 .010 • 015 !PS EPSABS 
1 .0198 +,9054 +,9304 .. ,9554 +.9804 +1.0054 +1. 0'304 +1. 0'54 .00000 .00000 2 10402 +,8856 +,9106 +,9356 +,9606 +,9856 +1,0106 +1. 0356 .00000 .00001 
3 ,0613 +,8656 +,8906 +,9156 +.9406 +,9656 +,9906 +1.01,6 .00000 .00001 4 ,0830 +,8453 +,8703 +,8953 +.9203 +,9453 •,9703 +,9953 ,00000 .00001 
'5 ,1055 +,8249 +,8499 +,8749 +.8999 +,9249 +,9499 +,9749 .00000 .00002 6 ,1287 .+,8042 +,8292 +,8542 +,8792 +,9042 +. 9292 +,9542 .00001 .00002 7 ,1,28 +,7833 +,8083 +,8333 +.8583 +,8833 +,9083 +,9333 .00001 .00002 8 , 1778 +,7621 +,7871 +,8121 +,8371 +,8621 ... 8871 •• 9121 .00001 .00003 9 .2038 +,7406 +,7656 +.7906 +.8156 +,8406 +,8656 +,8906 .00001 .00003 10 ,2308 •• 7189 +,7439 +.1689 +,7939 +,6189 •.8439 +,8689 .00001 ,00004 
11 ,2590 +,6968 •• 7218 +. 7468 •• 7718 +,7968 •• 8218 +,8468 .00001 .00005 
12 .2884 +,6?44 +,6994 +,7244 •• 7494 +,?744 •,7994 • ,8244 .00002 .00005 13 ,3192 +,6517 +,6767 +,7017 +,7267 +,7517 +,1767 +,8017 .00002 .00006 14 ,3514 +,6287 +,6537 +,6787 +,7037 ·+. 728? +,7537 +,7787 .00002 .00007 15 ,3853 +,6052 +,6302 +,6552 +,6802 +,7052 +,7302 +,7552 .00002 .00001 
16 ,4210 +,5813 +,6063 +,6313 +,6563 +,6813 +,7063 •• 7313 ,00003 .ooooe 17 ,4588 +,5570 +,5820 +,6070 +.6320 ... 6570 +,6820 +,7070 .oooo:s .00009 
18 ,4988 +,5322 +,5572 +,5822 +.6072 +,6322 +. 6572 +,6822 ,00004 ,00011 
19 ,5000 +,5315 +,5!565 +,5815 +.6065 +,6315 +,6565 +,6815 .00004 .00011 
2. Beschouw het begin-randwaarde probleem 
-11/2 .s_ x .s_ 11/2, 0 .s_ t .s_ T, 
(3.24) U(x,O) = cos x, 
-11/2 .s. x .s. 11/2, 
V(-11/2,t) = U(11/2,t) o, O.s_t.s_T. 
Het stelsel gewone differentiaalvergelijkingen wordt nu: 
dU (E+-2+E 
- - l u + F( t l. dt - h2 
(3.25) 
+ u0 cos(jxh), 
met 
-2/h2-1 1/h2 0 
1 /p.2 2 
-2/h -1 1/h2 
0 1 /h2 2 -2/h -1 
(3.26) D = 
0 
De eigenwaarden o van D worden hier 
(3.27) -1 - 4/h2 sin2 wh 2 
en due is de spectraalradius 
(3.28) cr( D) 
0 
1/h2 
0 
2 
-2/h -1 
0 
en F(t) 
0 
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De eigenwaarden zijn negatief reeel en we kiezen nu een van de polynomen uit 
de bijbehorende klasse, b.v. 
(3 .29) P4(x) = 1 + x + 1/2x2 + 1/16x3 , 13 ( 3) = 6 .27. 
re 
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De analytische oplossing U(x,t) 
term, die 
-2t 
e cos x wordt nu benaderd tot op een 
bedraagt. De stabiliteitsconditie stelt 
6.27 T <---
stab - 1+4/h2 
We maken dus op zijn minst een totale benaderingsfout O(h4). Dit impliceert, 
dat voor dit geval ook een eerste orde schema gebruikt kan worden, omdat ook 
dan de afbreekfout 0(T2 ) = O(h4) van dezelfde grootte orde is. We kunnen 
b.v. het polynoom 
(3.30) 1 + x + 5/32x2 + 1/128x3 + 1/8192x4 , 32, 
nemen, dat een 5x zo grote stap toelaat. 
We geven nu de procedure derivative en de actuele aanroep van modified 
runge kutta: 
procedure derivate (t,v); ~ t; array v; 
begin integer j; real vjm1,vj; 
end· __ , 
vjm1 := v[mO]; 
v[m0+1] :~ (v[m0+2]-2*v[m0+1])/(h*h) - v[m0+1]; 
for j:= m0+2 step 1 until m-2 do 
begin vj:= v[j]; 
end· __ , 
v[j]:= (v[j+1]-2*vj+vjm1)/(h*h) - vj; 
vjm1 := vj 
v[m-1]:= (vjm1-2*v[m-1])/(h*h) - v[m-1] 
Kies h = ~/100, dan -mO 
kutta wordt: 
m 50 en de actuele aanroep van modified runge 
modified runge kutta (t,if k > 20 then t else .1,-50,50, u,1+4/h/h,i,derivative,k,~a,1.5,2,10-5 ,10-4 ,eta,rho,output); 
Tenslotte geven we nog de resultaten van dit voorbeeld: 
75 
THE INITIAL BOUNDARY VALU! PROBLEM WT•WXX•W1 ·WO•CDS(X)1 
W(•Pl/2,Tl•W(Pl/2,Tl•O 
DEGREE• 4 O~'ER• 1 H••.3142•• 1 
IC T h•P I /2 •Pl/4 Pi/4 Pl/2 !PS r;,uu ETA RHO 
1 .oooo •• oooo +,7071 +i. 0000 •• 7071 •.OOQO .oooo .oooo .0001 ,000000 
2 .0001 •,0000 +,7070 +,9999 •• 1010 •• oooo .oooo .oooo .0001 ,000000 
3 .0006 •• oooo +,7062 +,9987 +.7062 +,oooo .oooo .oooo .0001 ,000003 
4 .0035 •• oooo +,7021 +,9930 •• 1021 •• oono .oooo .0001 .0001 ,000081 
5 ,0064 +,0000 • ,.6981 +,9873 . +,6981 •• oooo .oooo .0002 .0001 ,000080 
6 ,0093 +,0000 +,6941 .. ,9816 +.6941 +.oono .oooo .0002 .0001 ,000080 
7 .0122 +,0000 +,6901 +,9759 •• 6901 •• onoo .oooo .0003 .0001 .000079 
8 .01so •• oooo •,6861 +,9703 +.6861 +,oono .0001 ,0004 .0001 ,0000?9 
9 .0179 •• oooo +,6821 +,9647 +.6821 ·•. 0000 .0001 .0005 .0001 .0000?9 
10 .0208 +,0000 +,6782 +,9,91 •• 6782 +,oooo .0001 .0005 .0001 ,000078 
11 .0237 •• oooo +,6743 +,9536 +,6743 •• oooo .0001 .0006 .0001 .000078 
12 ,0266 ... 0000 +,6704 +,9481 •• 6704 +,oooo .0001 ,0001 .0001 I 000077 
13 ,0295 •• oooo +,6665 +,9426 +.6665 •• oooo .0001 ,0008 .0001 '000077 
14 ,0324 •.0000 +,6627 +,9372 +,6627 +,oorio .0001 .0008 .0001 ,000077 
15 ,0353 +,0000 +,6588 +,9317 +.6588 •, oolio .0001 .0009 .0001 ,000076 
16 .0382 •,0000 +,6550 +,9264 +.6550 •.0000 .0001 .0010 .0001 ,000076 
17 ,0411 •• oooo +,6512 +,9210 +,6512 +,oono .0002 .0010 .0001 ,000076 
18 ,0440 +,0000 +,6475 +,915? +,6475 •• oooo .0002 .0011 .0001 ,000075 
19 ,0469 •• oooo +,6437' +,9104 +,6437 •• oooo .0002 .0012 .0001 ,000075 
20 ,Q498 +,0000 +,6400 +,9051 +.6400 +,0000 .0002 .0012 .0001 ,0000?4 
21 ,0!527 +·,0000 +,6363 .,8998 +.6363 •• 0000· .0002 .0013 .0001 .000074 
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3 • 8 . Opgaven 
1. Gegeven is het stelsel p.d.v.n.: 
{
p - 2x~ p~O,y) 0 0, ~ - 2xpy o, (y>O), p(x,o) x, 
(x>O, y>O), 
q(x,O) (x>O). 
a. Toon aan, dat de karakteristieken voldoen aan: 
y ± x2 constant, 
2 p + q is constant langs y + x = c en p - q is constant langs 
2 y x c. 
b. Bepaal p(5,24), q(5,24) en q(o,49). 
2. Geef het type van de p.d.v.: 
( 1-y)U + 2xU + ( 1+y).U = H(x,y,U ,U ) • xx xy yy x y 
3, Toon aan, dat de karakteristieken van de p.d.v. 
yU 
xx 
2xU yU 
xy yy G(x,y) 
oplossingen zijn van de vergelijking 
en vindt deze oplossingen (door x/y als nieuwe variabele te nemen) in 
de vorm: 
Als U en U voorgeschreven zijn langs de x-as schets dan het afhanke-y 
lijkheidsgebied van het punt (3,4). 
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4. Gegeven is de p.d.v. 
u +2xu x+y 
x y 
met beginvoorwaarde u(O,y) = O. 
Bepaal met behulp van de kara.kteristieken de waarde van U in het punt 
(2,1). 
5. Beschouw het beginwaardeprobleem: 
A = constant, t > O, -oo < x < oo, 
U(x,O) = f{x), -oo < x < oo, 
Schrijf dit probleem als een stelsel gewone differentiaalvergelijkingen 
van de vorm: 
+ du + + 
dt =Du+ F(t), 
zo, dat a) A ~x:: D + O(h2 ); 
b) A~x::D+O(h3 ). 
Bepaal in beide gevallen de spectraalradius van de matrix D en verge-
lijk voor zekere A en f(x) de analytische oplossing van dit probleem 
met de numeriek oplossing, verkregen m.b.v. de in dit hoofdstuk be-
schreven procedure. 
6. Als in opgave 5 voor de p.d.v.: 
u(x,O) f(x). 
Kies stabiliteitspolynomen voor verschillende waarden van k1 en k2 • 
7. Beschouw het 1-dimensionale golfprobleem: 
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t > o, -00 < x < oo, 
U(x,O) = f(x), -co < x < oo, 
ut (x,O) = g(x). 
a) Schrijf dit probleem als stelsel 1e orde p.d.v.n. met behulp van de 
substitutie: v = ut en w = ux en pas de beginvoorwaarden aan. 
b) Maak er vervolgens een stelsel gewone differentiaalvergelijkingen 
van en bepaal de spectraalradius van de matrix D. 
Los het verkregen stelsel numeriek op m.b.v. de in dit hoofdstuk 
beschreven procedure. 
c) Is er een substitutie mogelijk, waarbij een stelsel 1e orde p.d.v.n. 
ontstaat en U t.och direct opgelost wordt? Zo ja, behandel dit 
geval als a) en b). 
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4.1. Randwaardeproblemen voor elliptische partiele differentiaalvergelijkingen 
4.1.1. Definities en afspraken. In paragraaf 3.3 werd reeds de definitie 
gegeven van een tweede orde elliptische partiele differentiaalvergelijking 
in twee variabelen. We geven de definitie hier opnieuw. De vergelijking 
(4.1) 
heet unifoZ'ITI ettiptisoh in een enkelvoudig samenhangend open gebied n van 
het platte vla.k lR 2 als voor alle x e: n geldt 
(4.2) 
We zullen ons in dit hoofdstuk beperken tot vergelijkingen in twee ver-
anderlijken. Van het gebied n zullen we steeds aannemen dat zijn rand, die 
we met an noteren, voldoende glad is, d.w.z. voldoende vaa.k differentieer-
baar. Verder is G = n u an. Een tineaire tweede orde elliptische differen-
tiaalvergelijking hee~ de gedaante 
(4.3) 
waarin alle coefficienten van x en y mogen afhangen. Het deel met de 
hoogste afgeleiden, de eerste drie termen van (4.3) dus, heet het hoofd-
deet van de elliptische operator L. 
Voor de volledigheid geven we nog de definitie van een hogere orde 
elliptische vergelijking. Als we ons beperken tot reele coefficienten van 
zo'n vergelijking, dan bestaan er slechts elliptische vergelijkingen van 
even orde. In onze schrijfwijze ma.ken we daarvan gebruik. 
Een differentiaalvergelijking van de orde 2m 
(4.4) Lu = l a. (x,y) { 2) j (2)1u = f j+lS2m Jl ,ax ay 
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heet uniform elliptisch in Q 
als geldt dat de uitdrukking 
(4.5) Q(x,y,f;,n) 
voor elke (x,y) E Q definiet is. 
fig. 4.1 
4.1.2. Vool'beelden. De vergelijking van Laplace, ook wel potentiaalver-
gelijking genaamd, 
2 2 lm:=~+~=O, 
ax2 al 
is elliptisch in elk gebied van het x - y - vlak. Een oplossing van deze 
vergelijking heet een harmonische functie. Een voorbeeld van een hogere 
orde elliptische vergelijking is de biharmonische vergelijking 
4.1.3. Stelling. Het hoofddeel van een tweede orde elliptische differenti-
aalvergelijking in twee variabelen met analytische coefficienten is via 
een geschikte transformatie te schrijven als de operator van Laplace 6. 
Bewijs: zie Coolen, Forch e.a. [1969], p. 5 e.v. 
Een consequentie van deze stelling is dat het veelal voldoende is verge-
lijkingen van de vorm 
(4.6) 
te bekijken, als we iets van het karakter van tweede orde elliptische 
differentiaalvergelijkingen willen leren kennen; (4.6) heet de canonie-
ke vorm van elliptische differentiaalvergelijkingen van de tweede orde in 
twee variabelen. 
4.1.4. Zelfgead,jungeerde operator. Een elliptische operator heet zelf-
geadjungeerd in Q, als voor voldoend gladde functies v en w de uit-
drukking 
(4.7) II (wLv-vLw)dxdy 
Q 
alleen afhangt van de waarden van v en w en hun afgeleiden op de rand aQ, 
Een ee~voudige berekening laat zien, dat de operator L gedefinieerd door 
(4.3) zelfgeadjungeerd is,als 
en 
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Het begrip zelfgeadjungeerd komen we ook tegen in de theorie ~an de eindige 
vectorruimten. Elke zelfgeadjungeerde operator in een eindige vectorruimte 
kan worden voorgesteld door een Sj'!lllilletrische matrix. 
4.1.5. Voorbeeld. De operator van Laplace is zelfgeadjungeerd. Dit volgt 
uit de bekende formule van Green 
(4.8) JJ(u.tiv-v~u)dxdy = -f (u ~~ - v ~~)ds, 
an 
waarin a/av de afgeleide langs de naar binnen gerichte normaal op de 
rand voorsLelt, en ds een lijnelement langs de rand aQ. 
4.1.6. Randwaardeproblemen. Er zijn vele oplossingen van een elliptische 
vergelijking. Maar we zijn altijd slechts geinteresseerd in een oplossing 
die voldoet aan bepaalde gegeven voorwaarden op de rand van het gebied Q. 
De drie belangrijkste voorwaarden voor vergelijking (4.3) zijn: 
(4.9) u = g op aQ, 
(4.10) b au 1 d\) + b au 2 as = g op 3Q, 
(4.11) bo + b1 3u + b 3u av 2 3s g op aQ, 
waarin a/as de afgeleide langs de raaklijn aan de rand aQ voorstelt. 
Men kan laten zien (zie bijvoorbeeld Forsythe & Wasow [1960], p.161), 
dat voor de vergelijking van Laplace deze drie voorwaarden overgaan in 
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(4.9 1 ) u = g op an, 
( 4, 1Q I) au an, _ .. = g op av 
( 4. 11 ' ) au + au = av g op an. 
Deze d.rie randvoorwaarden d.ragen resp. de namen Di:r>iahlet voorwaarde, 
Neumann voorwaarde en Pandvoorwaarde van de derde soort. 
Over de existentie en de uniciteit van de oplossing van een ellip-
tisch randwaardeprobleem.bestaat een uitgebreide literatuur. Zie bijvoor-
beeld de verslagen van het Colloquium Elliptische Differentiaalvergelijkin-
gen van het Mathematisch Centrum, 2 delen, resp. Coolen, Forch, e.a. [1969] 
en Van den Brink, Coolen, e.a. [1970], waarin uitvoerige literatuurlijsten 
zijn opgenomen. Als voorbeeld noemen we de volgende stelling. 
4.1.7. Stelling. Het Dirichletprobleem 
Au f in Sl, 
g op an, 
u continu in n = n u an. 
en het derde randwaardeprobleem 
Au = f 
au + au = g 
av 
u continu 
in n, 
op an, 
in n, 
zijn eenduidig oplosbaar. Het Neumannprobleem 
Au = f in n, 
au in an, -= g av 
u continu in n, 
a f- O, 
is dat op een constante na ook ender de additionele voorwaarde 
(4.12) Jf r dxdy. 
n 
Bewijs. Zie bijv. Coolen~ Forch e.a.[1969], hoofdstukken 2 en 3. D 
4.1.8. Opmerking. Het komt er op neer, dat men voor eenduidige oplosbaar-
heid van een randwaardeprobleem niet te veel en niet te weinig voorwaar-
den op de rand moet geven. Voor tweede orde elliptische vergelijkingen 
moet men kennelijk overal op de rand een voorwaarde geven. Voor vergelij-
kinge~ van de orde 2m zijn precies m voorwaarden overal op de rand nodig. 
Als voorbeeld weer de biharmonische vergelijking 
h.trn = 0 in Q, 
= 
au h an, u g, --= op av 
u continu in "fi. 
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Een van de meest bruikbare analytische hulpmiddelen bij het bestuderen 
van elliptische differentiaalvergelijkingen is het maxirrrwrrp'l'inaipe. We zul-
len dit principe formuleren voor de vergelijking 
(4.13) Lu 
die de canonieke vorm van elliptische vergelijkingen van de tweede orde is. 
4.1.9. Stelling. Als a00 ~ 0 dan kan een niet~constante oplossing van Lu 0 
niet een positief maximum of een negatief minimum aannemen binnen Q, 
Bewijs. Zie Forsythe & Wasow [1960], p.174. 
4.1.10. Stelling. Een niet-constante oplossing van h.u 
mum of minimum slechts op de rand van het gebied Q 
O kan zijn maxi-
Bewijs. In tegenstelling tot wat wij gedaan hebben bij de vorige stel-
lingen, geven we het bewijs hier wel, omdat daarmee nog een belangrijke 
eigenschap van harmonische functies naar voren komt, de zogenaa.mde middel-
waardeeigensahap. Uit de functietheorie is bekend dat elke functie u(x,y) 
het reele deel is van een analytische complexwaardige functie w(z), z = x + iy. 
Volgens de integraalstelling van Cauchy is dan 
(4.14) wz --1-J ~ ( ) - 2ui C ~- z ' 
waarin C een cirkel met straal r en middelpunt z is, die geheel binnen Q 
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ligt. Daar ~ ie z +re kunnen we voor (4.14) ook schrijven 
1 J 2TI "6 
w(z) = 2• 0 w(z+re1 )de. 
Door hiervan het reele deel te nemen vinden we 
(4.15) 1J~ u(x,y) = 2• 0 u(x+rcose, y+rsinB)de, 
hetgeen betekent dat u(x,y) het gemiddelde is van zijn waarden op elke 
cirkel rond (x,y). De stelling volgt nu door (4.15) toe te passen in elk 
punt (x,y) waar u een maximum of minimum aanneemt zonder locaal constant 
te zijn. D 
4.2. Discretisatie van elliptische randwaardeproblemen 
De numerieke behandeling van elliptische randwaardeproblemen ver-
schilt nogal van die van hyperbolische en parabolische begin(randwaarde-) 
problemen. Daar kan men de partiele differentiaalvergelijking met begin-
voorwaarde(n) omzetten in een stelsel gewone differentiaalvergelijkingen 
met beginvoorwaarde(n). De onafhankelijke variabele was de tijd t. 
Hier hebben we geen tijdachtige variabelen; de methoden beschreven bij de 
parabolische en hyperbolische vergelijkingen lukken dan ook niet, te meer 
omdat hier ook rond©m randvoorwaarden worden gesteld. 
4.2.1. Keuze van het net. We discretiseren 
elliptische problemen naar beide variabelen tege-
lijk. Bij de methoden van het eindige differentie-
type - andere zullen we niet bekijken - wordt het 
samenhangende gebied n, met onafhankelijke varia-
bele (x,y) E n, waar men de functie u zoekt, ver-
vangen door een eindige verzameling Qh van punten. 
I 
v 
~ 
~- ~~ 
....._ 
fig. 4.2 
Deze punten worden meestal gekozen als de roosterpunten van een recht-
hoekig net (zie fig. 4.2). Ook wij zullen ons hiertoe beperken. 
~ 
) 
We gebruiken nu een andere notatie dan die uit de vorige paragraaf. In het 
vervolg zullen we alle continu gegeven of te bepalen functies aangeven met 
hoofdletters, en alle functies die slechts waarden hebben in de rooster-
punten met kleine letters. Elke afhankelijke functie U(x,y), gedefinieerd 
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op n, wordt vervangen door een roosterfunctie u(x,y), gedefinieerd op~· 
Het probleem om uit het elliptische randwaardeprobleem U(x,y) te bepalen 
wordt op deze wijze vervangen door het probleem een eindig stelsel simul-
tane algebraische vergelijkingen op te lossen, waarin de waarden van 
u(x,y), (x,y) E nh als ombekenden voorkomen. Dit proces heet disaretisatie. 
Op welke wijze dat stelsel algebraische vergelijkingen wordt opgelost, is 
een van de discretisatie onafhankelijk probleem, dat we in paragraaf 
4.4 behandelen. 
4.2.2. Enige probleem bi,j discretisatie. (i) Op welke wijze moet de rand 
worden gerepresenteerd als deze niet bestaat uit zijden van de rechthoe-
ken van het rooster? 
(ii) Wat zijn goede benaderingen Lh van de elliptische differentiaalopera-
tor L, en hoe moeten we de normale afgeleide au/av op de rand represente-
ren? Het eindige differentie-analogon van het randwaardeprobleem moet met 
dit randwaardeprobleem consistent zijn, d.w.z. als de maaswijdte van het 
net tot 0 nadert, dan moet het differentieprobleem naderen tot het dif-
ferentiaalprobleem. Dus ~u = f moet overgaan in LU = F. 
(iii) Wat is het verschil tussen u(x,y) en U(x,y) voor punten (x,y) E ~? 
De grootheid II u(x,y) - U(x,y) II heet de disaretisatiefout, waarbij 
11 • II een of andere norm voorstelt. Deze moet met de maaswijdte tot 0 
naderen. 
We zullen alleen maar rege"lmatige, reahthoekige netten bekijken. Dit 
betekend dat de roosterafstand t; in de x-richt:i:ng, en de roosterafstand n 
in de y-richting niet veranderen. Voor onregelmatige en niet-rechthoekige 
netten, zie bijv. Forsythe & Wasow [1960]. Meestal zullen we de punten 
nummeren met twee gehele getallen j en 1, en zullen we j van links naar 
rechts laten lopen, en 1 van onderen ,naar boven. 
4.2.3. Discretisatie van elliptische operatoren. Hoe discretiseren we 
de operator 
(4.16) 
Voor een compacte notatie introduceren we de zogenaamde moleauulnotatie. 
Laat (x,y) een punt van nh· zijn, dan behoren, daar we ons tot regelmatige 
roosters beperken, de punten (x ± t;, y ± n) eveneens tot nh. We schrijven 
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nu voor 
( 4.17) 
au(x-s,y-n) + bu(x,y-n) 
+ cu(x+s,y-n) + du(x-s,y) 
+ eu(x,y) + fu(x+s,y) 
+ gu(x+s,y+n) + hu(x,y+n) 
+ iu(x+s,y+n) 
[
g hi] 
d e f 
a b c 
u , 
(x,y) 
fig. 4.3 
waarbij we eventueel een rij of kolom zullen weglaten. Vervang nu 
u -2 door s [ 1 -2 1 J u, 
xx 
2 2 [ 1 ~ s/n, u door , ,- ~r,o·Tn p yy 
(4.18) u door (21:;)-2 0 0 0 u, 
xy 
p 0-p 
Ux door (2s)- 1 · [1 0 -1 J u, 
u door p(2t:;)-1 [_~] u. y 
Hierbij zien we af van eventuele moeilijkheden in de buurt van de rand. 
Als we al deze uitdrukkingen combineren, dan wordt de met 1 corresponde-
rende differentieoperator Lh: 
-apA11 
2 
P A02 1 + 2PsA01 1 r;pA11 
(4.19) 1tu = s -2 A20-~sA10 2 - 2(A2d+p A02) 2 + s Aoo A20+~sA10 
apA11 2 P A02 - ~pl:;A01 -apA11 
waarin alle functies Ajl in het punt (x,y), het middelste punt van het 
negental, worden geevalueerd. 
u, 
Deze keuze van differentieoperatoren wordt gemotiveerd voor de beken-
de Taylorenontwikkeling met restterm. We laten dit zien voor het differen-
tie-analogen van Uxx 
tie-analogon van U 
xx 
U(x+i;,y) 2 U(x,y) + l;U (x,y) + ai; U (x,y) + x xx 
1 3 1 4 
+ 6 i; uxxx(x,y) + 24 i; Uxxxx(x+e1i;,y), 
en U(x,y) - l;U (x,y) + ai; 2u (x,y) + x xx 
waarin o < e1,e2 < 1 • 
Optellen en herrangschikken van beide gelijkheden levert 
i;-2 (u(x+l;,y) - 2U(x,y) + U(x-1;,y)) = 
Onder de .aanname dat de vierde partiele afgeleide naar x van U begrensd 
is op [x-1;,x+i;J volgt dan 
i;-2[1 -2 1]U(x,y) - U (x,y) = o(i;2 ) als i; + O. 
xx 
Op eenvoudige wijze is nu de volgende stelling te bewijzen. 
4.2.4. Stelling. Wanneer alle vierde partiele afgeleiden van U(x,y) 
begrensd zijn op n, dan geldt op n voor i; + 0 en 1;/n = 0(1) 
(4.20) 2 1nU(x,y) - LU(x,y) = 0(1; ). 
We bekijken nu nog eens apart de discretisatie van de operator van Laplace. 
4.2.5. Stelling. Laat 6h gedefinieerd zijn door 
(4.21) 
waarin 
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1 -2 ( 2 ) -2 ( 2) 1 1 2 s 1 +p -y , 1 2 = s y-p , 
(4.22) -2( ) -2 13 = s y-1 , 14 = -2Ys , 
p = sf~. y nog een te bepalen reele parameter is. 
Dan geldt dat voor s + 0 en s/n = 0(1) 
(4.23) 
Bewijs. Door t:.hU uit te schrijven in termen van U(x ± s, y ± n), ceze in 
Taylorreeksen t.o.v. het punt (x,y) te ontwikkelen wordt (4.20) verkregen.O 
4. 2. 6. Hogere orde approximatie van de potentiaal vergeli,jking. In het al-
gemeen volgt uit de vorige stelling dat voor (x,y) E Q 
t:.h u - r:.u = o( s2 ) , s + o, P = o( 1 ) , 
als maar de afgeleiden tot en met de vierde orde begrensd zijn op n. Wan-
neer we ons echter beperken tot harmonische functies, dus t:.U = O, dan kunnen 
we hogere orde approximaties vinden door gebruik te maken van 
2 2 2 2 a u/ay = -a u/ay , 
formule (4.23) gaat dan over in 
1 2 -2 2 2 a4u t:.hU- t:.U = 12 s p (p -1211s +1) 4 + 
dX 
(4.24) 1 4 -2 2 2 2 a6u + 360 s P (p -1)(p +1-3011s l -::--6 + 
ax 
1 6 -6 6 2 4 4 2 
+ 20160 s P (p +1-2811s p (2p -5p +2)) 
We zullen nu (4.21) en (.4.24) bekijken voor verschillende waarden van y. 
2 Voor y = 1 + p is L1 O, en krijgen we de bekende vijfpunts + fo'1.'n1Ule 
(4.25) 
waarvoor geldt 
(4.26) + 2 8hU - 8U = O(~ ) voor ~ + O, p = 0(1) 
Als we bovendien p = kiezen, krijgen we het overbekende molecuul 
(4.27) 
Kiezen we y = t(1+p 2), dan verdwij~t de eerste term in het rechterlid 
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van (4.24), en krijgen we een approximatie voor 8 met een. foutterm van 
0(~4 ). Als we, additioneel, p = 1, d.w.z. ~ = n = h kiezen, krijgen we 
zelfs een benadering voor 8 met fout van de orde ~6 • Uit (4.24) volgt dan, 
dat 
(4.28) 1 6 a8u 8 '\i U - 8U = 3024 ~ B + O( ~ ) ' ~ + 0 • 
ax 
Deze keuze van p en y gee~ een formule die bekend staat als de negen-
punts Laplaae diffe~entiefo'1.'n1Ule 
(4.28) 
4.2.7. Opmerking. Als we de moleculen, die de Laplace vergelijking simu-
leren, bekijken zien we dat steeds de waarde van de roosterfunctie in het 
middelste punt van het negental gelijk is aan een gewogen gemiddelde van 
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de andere acht. Dit correspondeert met de middelwaarde-eigenschap (stelling 
4.1.10). 
4.2.8. Belangri,jke opmerking. In het voorgaande hebben we gesproken over 
de orde van aonsistentie, d.w.z. over de mate waarin de differentieoperator 
op de differentiaaloperator lijkt. Dit betekent nog niet zonder meer dat 
de roosterfUncties u naar de analytische oplossing U aonvergeren voor 
~ + O, ~/n = 0(1). Op deze problematiek zullen we hier niet ingaan; men zij 
verwezen naar Forsythe & Wasow [1960], p.283 e.v .• Steeds zullen we ervan 
uitgaan dat er convergentie is voor s + O. 
4.2.9. Discretisatie van Dirichletrandvoorwaarden. Tot nog toe hebben we 
alleen gesproken over de discretisatie van de elliptische operator in het 
inwendige van n. Richten wij nu onze aandacht op de rand. Als de rand be-
staat uit een aaneenschakeling van verbindingslijnstukken tussen de roos-
terpunten, dan is discretisatie van de Dirichletrandvoorwaarden eenvoudig: 
geef u(x,y) de voorgeschreven waarde op de rand. 
Wanneer de rand niet zo "mooi" is, dan meet men interpoleren. Als voor-
beeld geven we een Zineaire approximatie (zie figuur 4.4): 
(4.29) U(x+(1-s)s,y)= sU(x,y)·+ 
+ (1-s)U(x+~,y) = 
G(x+(1-s)s,y), 
waarin G de Dirichletrandvoorwaarde 
in het continue probleem is. Als 
differentievergelijking in de buurt 
van de rand moeten we dan opnemen 
(4.30) u(x+s,y) G(x+(1-s)$.y) - sU(x,y) 1-s 
x+ y) 
fig. 4.4 
Hogere orde interpolatie is mogelijk. Zie daarvoor Forsythe & Wasow [1960], 
p.198 e.v., Hildebrand [1968], p.266 e.v .. 
4.2.10. Discretisatie van de Neumannrandvoorwaarde. We behandelen slechts 
de situatie dat de rand is opgebouwd uit lijnstukjes die de roosterpunten 
verbinden. Taylorontwikkeling geeft (zie figuur 4.5): 
U(x,y+n) = U(x,y) + 
+nu (x,y) + n2u (x,y+en), y y 
waarin 0 < e < 1. Hieruit volgt dan 
dat de normale afgeleide te benaderen 
is door 
(4.31) U (x,y) y 
U(x,y+n) - u(x,y) + o(n). 
n 
l.. ... J_J,, 
l : ( X,y) I an 
o I I 
I I I 
' I I 
--t------r------1--
, ' I 
I I o 
fig. 4. 5 
Het kan echter op een eenvoudige manier een orde nauwkeuriger. Breid het 
rooster met een regel naar onderen uit (zie figuur 4.5, stippellijn). 
Dan is met behulp van Taylorontwikkelingen t.o.v. (x,y) aan te tonen dat 
uy(x,y) = U(x,y+n) - U(x,y-n) + O(n2) . 
2n 
Op deze wijze hebben we echter een aantal extra onbekenden U(x,y-n), 
(x,y) E an, geintroduceerd. Dit vangen we op door aanvullend oak voor 
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de randpunten de differentievergelijking die in het inwendige van n geldt, 
te introduceren. Voor de Neumannrandvoorwaarde ~~ = 0 op an komt dit over-
een met het voortzetten van de analytische oplossing over de rand heen, zo-
danig dat 
U(x,y-n) U(x,y+n) 
voor alle n. 
Voor minder mooie randen zij verwezen naar de literatuur Forsythe & 
Wasow [1960] en Hildebrand [1968], resp. p.198 en 266. 
4.2.11. Discretisatie van de operator Lin de buurt van een willekeurige 
rand. Men zij verwezen naar bovengenoemde literatuur. 
4.3. Het stelsel differentievergelijkingen gezien als matrixvergelijking 
4.3.1. Andere schrijfwijze van de differentievergelijkingen. Laten we aan-
nemen dat een elliptische randwaardeprobleem gediscretiseerd is volgens de 
methoden van de vorige paragraaf. Laten we de verzameling van die punten 
van de rand an, waarin de roosterfunctie u meet warden bepaald, aangeven 
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met 3Qh' en ~ = Qh u 3Qh. In plaats van de notatie van de vorige para-
graaf te gebruiken, kunnen we voor elk punt (x,y) = P E Qh de bijbehorende 
differentievergelijking ook schrijven als 
1bu(P) = l _ a(P,Q)u(Q) = z(P) , 
Q E Qh 
(4.32) 
waarin de a(P,Q) getallen zijn die afhangen van ~ en n, en van de gebruik-
te discretisatie van de differentiaaloperator of van de randvoorwaarden. 
Merk op dat in (4.32) de randvoorwaarden mede zijn opgenomen. Laat N het 
aantal punten P E Qh aangeven; het is vaak handig de waarden van de roos-
terfunctie u(P) als een vector ~ met N componenten te beschouwen. De li-
neaire operator 1b wordt dan gepresenteerd door een vierkante matrix A van 
orde N; i.p.v. 1bu(P) = z(P) schrijven we A~ = ~. Aan de hand van een 
voorbeeld zullen we een en ander toelichten. 
4.3.2. Voorbeeld. Beschouw een rechthoek 
met zijden 4h en 3h (zie figuur 4.6), 
waaroverheen een rooster is gelegd, 
zoals in de figuur is aangegeven. De 
roosterafstanden ~ en n worden beide 
gelijk aan h gekozen. In dit vier-· 
kant bekijken we het Dirichletrand-
waardeprobleem 
(4.33) L'IU = F in Q, 
u = G op an, 
ty 
(0,3h) 
(o,o) 
(jh,lh) 
I 
I 
-+ x 
(4h,O) 
fig. 4.6 
dat we discretiseren m.b.v. de vijfpunts + formule (4.27). Het gediscreti~ 
seerde probleem ziet er dan uit als 
(4.34) + L'lhu f in ~· 
u g op anh, 
waarin Qh {(jh,lh) s j s 3, s 1 s 2}, 
Qh { (jh,lh) 0 s j s 4, 0 s 1 s 3}, 
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en a°ii = °ii \ ~· 
Schrijven wij nu (4.34) in de vorm van een matrixvergelijking: 
-, 
(4,35) h-2 
0 1 0 
1-4 1 
1-4 1 
1-4 
0 
0 1 
1 1-4 1 
0 
1-4 1 
1-4 
0 
u[O,O] 
u[1,0] 
u[2,0] 
u[3,0J 
u0~J 
u[O, 1] 
u[ 1 , 1] 
u[2,1] 
u[3, 1] 
u[4,1J 
0 u[0,2] 
u[ 1 ,2] 
u[2,2] 
u[3,2] 
0 u[4,2] 
u[0,3] 
u[ 1,3] 
u[2,3] 
u[3,3] 
u[4,3J 
-
waarin de niet weergegeven matrixelementen alle 0 zijn. 
h-2g[O,O] 
h-2g[1,0] 
h-2g[2,0] 
h-2g[3,0] 
h-2g[4,0J 
-2- - --h-g[0,1] 
f[1,1J 
f[2, 1] 
f[3, 1] 
"" 
h-2gC4, 1] 
h-=2g[o,2J 
f[ 1 ,2] 
f[2,2] 
f[3,2] 
h-2g[4,2] 
h-:.'Zg[ 0:3] 
h-2g[ 1 ,3] 
h-2g[2,3] 
-2 h g[3,3] 
-2 4 h g~ ,3] 
V.ooruitlopend op de notatie die in ALGOL 60 voor arrays wordt gebruikt, 
schrijven we u[j,l] voor de waarde van de roosterfUnctie in het punt 
(jh,lh). Het is echter nogal omslachtig om de u[j,l] met (jh,lh) e an 
mee te nemen in de matri:x:vergelijking, omdat deze reeds bekend zijn. 
We schrijven (4.33) dan vaa.k liever in gePed:uaeerde V01'm 
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-4 0 u[ 1, 1] f[ 1, 1] g[ 1 ,O] + g[ o, 1J 
-4 1 I u[2, 1] f[2, 1 J g[2,0] 
(4.36) h-2 0 ~~1-~ u[ 3, 1] f[ 3, 1 J g[3,0] + g[4,1J uri ;2J ri'.1~J g(i ;3T + -gro ~T 
I 1 
I -4 u[2,2] f[2,2] g[2,3] 
11 0 -4 u[3,2J [3,2] g[3,3] + g[4,2] 
Dit correspondeert met het opleggen van een beperking welke punten we de 
lopende index Q in (4.32) laten doorlopen, en voor welke P we de verge-
lijking als vergelijking beschouwen. In (4.36) dus nh i.p.v. nh. 
We hopen dat aan dit voorbeeld duidelijk is geworden hoe de matrix A 
behorende bij de differentieoperator 1b• en hoe de vectoren ~en i eruit 
zien. Merk op dat i in zich zowel het rechterlid als de randvoorwaarden 
van het oorspronkelijk randwaardeprobleem herbergt. 
4.3.3. Enkele definities en notaties. Het symbool II ~II zal een niet nader 
bepaalde vectornorm van ~ aangeven. Het meest zullen we gebruiken de 
eualidisahe lengte 
en de maximumnorm 
max 
1s:is:N 
Ju. I. J. 
Daarmee corresponderend voeren we twee matrixnormen in, nl. 
en 
sup 
II ul1 00 
respectievelijk de spectraal en de maximum matrixnorm. Een matrix A kan 
men spiegelen om de hoofddiagonaal: het resultaat heet de getransponeerde 
AT van A. Als A= AT, dan heet A symmetr-isah, als AAT = ATA, dan heet A 
noI'maa l • 
De matrixvergelijking 
(4.37) + Au + z 
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is een bijzonder geval van een klassiek probleem uit de lineaire algebra. 
Over lineaire stelsels algebraische vergelijkingen bestaat een uitgebreide 
literatuur, en er bestaan allerlei methodes om deze op te lessen. Het 
ligt voor de hand dat het oplossen van stelsel (4.37) het meest succes-
vol verloopt, wanneer we de speciale eigenschappen uitbuiten die de ma-
trix A in verband met zijn oorsprong, de differentieoperator Lh, hee~. 
4.3.4. Enkele eigenschappen van de uit Lh verkregen matrix A. 
(i) L heeft een grote orde N, van enkele tientallen tot enige tienduizend-
tallen. 
(ii) De verhouding tussen het aantal elementen dat v.an O verschilt tot het 
totaal aantal elementen is zeer klein. Zo'n matrix heet een ijle .matrix. 
Een element a(P,Q) (zie (4.32)) verschilt namelijk slechts dan van O, wan-
neer de roosterpunten P en Q gekoppeld voorkomen in een differentie-uit-
drukking die een afgeleide of een randvoorwaarde representeert. In (4.35) 
zien we dat er hoogstens 5 elementen verschillend van O op een rij voor-
komen. 
(iii) Een belangrijke eigenschap van A is dat de elementen die van O ver-
schillen vaak gemakkelijk te genereren zijn wanneer ze nodig zijn, zodat 
ze geen geheugenruimte in de computer vereisen. Dit is zeker het geval wan-
neer de coefficienten van de elliptische partiele differentiaalvergelijking 
eenvoudig zijn. De technieken om de elementen a(P,Q) te verkrijgen kunnen 
dan in een procedure worden opgenomen. In paragraaf 4.7 zal deze residual 
heten. Een dergelijke matrix heet een gegenereerde matrix, in tegenstelling 
tot een opgeslagen matrix. 
(iv) Wanneer in het oorspronkelijke continue randwaardeprobleem de opere-
tor zelfgeadjungeerd is, dart is de matrix van het gereduceerde stelsel ver-
gelijkingen symmetrisch, d.w.z. A= AT. Merk echter op dat, hoewel (4.36) 
een symmetrische matrix heeft, de matrix in (4,35) niet symmetrisch is. Bij 
problemen, waar~ij het gebied n niet zodanig is dat de rand ervan bestaat 
uit lijnstukken die roosterpunten verbinden, zullen we er in het algemeen 
niet in slagen om een synunetrische matrix te krijgen. 
(v) Vaak is A een definitieve matrix. Dit maa.kt het oplossen aanmerkelijk 
prettiger. 
(vi) We herinneren eraan dat een permutatiematrix IT een vierkante matrix 
is, waarvan de elementen 0 of 1 zijn, met precies een element 1 in elke 
T -1 T kolom en elke rij. Voor IT geldt: ITIT =I, zodat IT =IT • 
Schrijf nu A= (a .. ). Dan heet A redueeerbaar als de verzameling ge-lJ 
hele getallen {1,2, ••. ,N} de vereniging is van twee niet-lege verzamelingen 
S en T zodanig dat a .. = O voor alle i E S en alle j E T. D.w.z. A is re-lJ 
duceerbaar als er een permutatiematrix IT bestaat zodanig dat 
(4.38) 
Als de matrix A reduceerbaar is, dan betekent dit dat een aantal N1 < N 
componenten van de vector u in A~= ~ eenduidig is bepaald door een N1-tal 
.... . . 
componenten van de vector z. Dit kan optreden wanneer S"lh uiteenvalt in twee 
verzamelingen waarvan de punten op geen enkele wijze gekoppeld zijn. Maar 
dan hebben we met twee randvoorwaardeproblemen te ma.ken. We zullen daarom 
altijd aannemen dat A niet reduceerbaar is. 
(vii) Vaa.k is de resulterende matrix diagonaai dominant, d.w.z. dat 
A = (a .. ) voldoet aan lJ 
N 
I a.· I ~ l I a .. I, 
11 j=1 lJ i = 1 , ••• ,N, 
met strikte ongelijkheid voor minstens een i. 
4,3,5, Directe en iteratieve oplossingsmetboden. Methoden om de matrix-
vergelijking (4,37) op te lossen, worden gewoonlijk onderscheiden in 
direate en iteratieve oplossingsmethoden. Directe methoden, waartoe bij-
voorbeeld Gauss-eZiminatie behoort, zijn die waarin het exacte antwoord 
in een eindig aantal stappen gevonden wordt, als er geen afrondingsfou-
ter optraden. Dergelijke algoritmen zijn ingewikkeld en niet-herhalend. 
Iteratieve methoden bestaan uit een herhaald toepassen van een eenvoudig 
algoritme, maar bereiken, zelfs bij afwezigheid van afrondingsfouten, 
de exacte oplossing slechts als limiet van een rij. 
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In deze syllabus zullen we ons beperken tot iteratieve opZossingsme-
thoden. Voor directe zij verwezen naar Dekker [1968] en Dekker & Hoffmann 
[1968]. Een reden om directe methoden niet te gebruiken bij het oplossen 
van matrixvergelijkingen die afkomstig zijn van elliptische randwaardepro-
blemen is, dat het opslaan van de matrixelementen vaak niet zal lukken. 
Zelfs als men de matrix A opslaat als een bandmatrix (zie Dekker [1968]), 
dan rtog hee~ men voor een differentieprobleem ment een rooster van 20-x20 
punten zo'n 33600 woorden in de X-8 rekenmachine nodig, en dat is dan nog 
een bescheiden rooster. Iteratieve methoden buiten de eigenschap uit dat 
A gegenereerd kan worden, en dat A veel nullen bevat. Verder menen sommige 
auteurs (bijv. Forsyth & Wasow [1960]) dat iteratieve methoden minder 
last hebben van afrondigsfouten dan directe methoden. 
4.4. Stationaire lineaire iteratieve methoden 
4.4.1. Algemeen. In iedere iteratieve methode om het niet-singuliere stel-
sel(4.37) op te lossen (met oplossing A- 1 ~) wordt een rij ~ gedefinieerd 
• ->- -1+ . in de hoop dat ~ + A z als k ->- oo, Iteratiemethoden van de eerste orde 
hebben de vorm 
(4.39) 
Als fk onafhankelijk is van k, dan is het iteratieproces stationair. Als 
+ fk een lineaire functie is van ~- 1 , dan heet het proces Zineair. Een Ji-
neair stationair proces kan men schrijven in de vorm 
(4.40) + ~ = 
+ H~-1 + + Mz, k 1,2,3, ... , 
+ 
waarin u0 de beginapproximatie van het proces is. Als (4.40) convergeert, 
dan is dit naar 
+ 
u 
+ Definieer vk 
(4.41) 
+ 
u. Deze voldoen aan 
+ Hvk_1, k=1,2,3, ••• , 
+ 
zodat na k iteraties de fout vk gegeven wordt door 
(4.42) 
De bruikbaarheid van het iteratieproces hangt af van fi If I! , immers 
(4.43) 
Het is duidelijk dat II Hkll < 1 moet zijn, wil de methode convergeren. 
De gemiddeZde aonvergentiesneZheid na k iteraties R(k) wordt gedefinieerd 
door 
(4.44) R(k) ln II Hkll k 
4.4.2. Stelling. Voor grote waarden van k wordt de gemiddelde convergen-
tiesnelheid gegeven door 
(4.45) R(k) ~ - (1- 12=1.) ln cr(H) - ln v + (p-1) ln k k k 
waarin v een constante is, cr(H) de speatraaZradius van H (d.w.z. het maxi-
mum van de absolute waarden van de eigenwaarden van H), en waarin p de 
grootste orde is van alle diagonale ondermatrices J van de Jordan-nor-
r 
maalv9rm J van H met cr(J ) = cr(H). 
r 
Bewijs. Zie Van der Houwen [1968], p.31. D 
T Opmerking. Voor normaZe matrices H (d.w.z. HH T H H) geldt p v = 1, 
zodat (4.45) overgaat in 
( 4. 46) R(k) - ln cr(H). 
4.4.3. Modelprobleem. Om verschillende methoden te vergelijken past men 
deze meestal toe op de matrixvergelijking behorende bij het Dirichlet-
probleem met verdwijnende randvoorwaarden 
. + We kiezen - 6h om ervoor te zorgen dat de 
probleem heet het modeZprobZeem, en wordt 
+ 
voor - 6h u = f met ~ = n = h. 
eigenwaarden positief zijn. Dit 
daarom gekozen, omdat een gede-
tailleerde analyse ervan mogelijk is. De eigenwaarden o van de ope-
m,n 
+ 
rator fih zijn 
(4.47) o = 2(-2 + cos mh + cos nh)h-2 
m,n 
en de eigenfuncties 
(4.48) e = sin mjh sin nlh 
m,n 
hetgeen door invullen is te bewijzen. Uit (4.47) volgt voor kleine h dat 
+ de eigenwaarde -o van -fih voldoen aan 
m,n 
2 ~ - 0 ~ 8h-2 - 2. 
m,n 
4.4.4. De methode van Jacobi. Schrijf de matrix A 
de vorm 
(4.49) A E + D + F , 
(a .. ) in (4.37) in 
lJ 
99 
waarin E de elementen onder de diagonaal bevat, en verder nullen, F de ele-
menten boven de diagonaal, en verder nullen, en D de diagonaalelementen 
en verQer nullen. Neem aan dat 
(4.50) a.. 'f 0 
ll 
De methode van Jacobi, ook wel die der sinruZta:ne verpZaateingen genaamd, 
wordt nu gedefinieerd door 
ofwel 
Dus is 
-+ 
z 
-1 ( )-+ -1-+ 
-D E+F ~- 1 + D z 
( -1 )-+ -1-+ I - D A ~- 1 + D z 
-1 We merken op dat D direct bepaald kan worden omdat D een diagonaalmatrix 
is. 
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4.4.5. Stelling. Als A een niet reduceerbare diagonaal dominante matrix is, 
dan convergeert de methode van Jacobi. 
Bewijs. Zie Forsythe & Wasow [1960], p.221. D 
4.4.6. De methode van Jacobi voor het modelvoorbeeld. De gereduceerde 
matrix corresponderende met -~+ is h 
4 -1 
-1" 
4 " -1 -1 
" " "' 
' 
"' "' "' " 
"' 
' A=h-2 
""' 
" 
-1 
" " " 
"' 
" -1 
"' 
"'-1 
"' " 
" 
-1 '4 
-1 
' -1 -1 4 
waaruit E, D en F onmiddelijk zijn af te lezen. Daar A symmetrisch is en de 
hoofddiagonaalelementen allen gelijk zijn, is H = I - D- 1A ook symmetrisch. 
Een eenvoudige berekening leert dat 
(4.50) H 
en 
(4. 51) R(k) 
-ln II Hll h2 -ln a(H) ""2 voor kleine h. 
4.4.7. Definitie. Het ke residu behorende bij de matrixvergelijking 
A~ = ~ wordt gedefinieerd als 
(4,52) -+ -+ A~ -z , 
waarin ~ de ke iterand is; ;k is een maat die aangeeft in hoeverre ~k aan 
de vergelijking voldoet. 
4.5 De methode van Richardson 
4.5.1. Niet-stationaire methoden. We zullen een niet-stationair iteratief 
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proces beschrijven om het stelsel vergelijkingen (4.37) op te lessen. We 
nemen daarbij aan dat A Peele eigenwaarden bezit en een noP1T1ale matrix is 
(d.w.z. lll:IT = HTH). Beide zijn bijvoorbeeld het geval als A synunetrisch is. 
We nemen verder voorlopig aan dat A positief definiet is, d~w.z. dat alle 
eigenwaarden aj·van A positief zijn. We nemen aan data s aj s b, voor 
alle j • 
. Voor dergelijke matrices beschouwde Richardson [1910] het volgende 
niet-stationaire proces 
;_+1 = ( 1-wkA)i\ + ~ i = 
= ;_ - wk(A;_ - !) 
Hierin stellen de wk nog nader te bepalen, zgn. Pela:xatiepapameteps voor. 
+ + + De fout vk = ~-u voldoet aan 
k-1 
+ 
vk+1 = .n (1-wJ.A)v0 = Pk(A)v0 , 
J=O 
(4.55) 
waarin dus Pk(A) een polynoom van de graad k in A is. Uit (4.55) volgt 
(4.56) 
Volgens stelling 4.4.2. geldt voor normale matrices dat cr(A) = II All .. , zo-
dat we voor (4.56) ook mogen schrijven 
(4.57) ll~kll 00 s cr(P(A))ll~0 11 00 = 
= max!P(a.) I 11 ~0 11 j J 00 
Het gaat er dus kennelijk om max!P(a.)I zo klein mogelijk te krijgen, want 
• J 
dan is II ~kll zo klein mogelijX. Omdat we de eigenwaarden aj niet kennen, be-
tekend dit dat we IPk(a)I klein moeten ma.ken over het hele interval 
a s a s b. 
Richardson stelde in 1910 voor de 
Pk(a) = Il (1-w.a) gelijkmatig over het 
J. 
-1 k nulpunten w. van het polynoom 
J 
interval te verdelen, en inderdaad 
bereikte hij daarmee een effectief resultaat. Een veel verfijndere gedachte 
is natuurlijk (Flanders & Shortley [1950], Young [1953]) het polynoom Pk(a) 
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met Pk(O) = 1 zodanig te kiezen, dat de waarde van [Pk(a)J over as as b 
zo klein mogelijk is. 
fig. 4.7 
4.5.2. Stelling. Het polynoom 
(4.58) 
Tk(~) 
b-a 
waarin Tk(y) het Chebyshev polynoom van graad k is, heeft van alle ke 
graads polynomen in a die voldoen _aan Pk(O) = de kleinste rnaximu.1Jlllorm 
over het interval [a,b]. 
Bewijs. Volgt onmiddellijk uit de minimaxeigenschap van de Chebyshev poly-
nomen Tk(y), die door Markov in 1886 bewezen is. D 
4.5.3. Het eerste orde proces van Richardson. We definieren Richardsons 
methode m.b.t. de matrix A door de keuze 
(4.59) as min(a.), b ~ cr(A). j J 
Vaak zullen we de eigenwaarden a. oplopend in grootte geordend denken, zo-
J 
dat we dan ook hebben a 1 = min(aj) ~ a. 
We moeten nu de relaxatiepararneters bepalen. De nulpunten van Pk(a) 
zijn 
(4.60) -1 a = w. 
J 
j 0,1, ..•• ,k-1' 
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en de nulpunten van Ck(a,b,a) warden gegeven door 
(4.61) 1 1 2j+ 1 a= 2(a+b) + 2(a-b)cos 2k TI , j = 0, 1,. . .,k-1 
Gelijkstellen van de rechterleden van (4.60) en (4.61) levert dan de waar-
den van w •• 
J 
In overeenstemming met 4.4.1. definieren we de gemiddelde convergen-
tiesnelheid na k iteraties als 
(4.62) P(k) 
Omdat Pk(A) normaal is, hebben we 
II Pk(A) II,,., = cr(Pk(A)) ""'max !Pk(a} I 
a:s;ast 
Uit de definitie van de Chebyshev polynomen volgt dat 
(4.63) b+a) .; a) Tk(b-a "" cosh(2k b 
voor a<< b en k >> 1 (zie Forsythe & Wasow [1960], p.228 e.v.),zodat 
(4.64) max IPk(a) I ""' [cosh(2k./ ~)]-~ 
a:s;ast 
Hieruit volgt 
(4.65) R(k) ""'~ ln [cosh(2k ./ ~)] ""'2./ ~ - lnk 2 
voor k >> 1 en a << b. 
4.5.4. Toepassing op het modelvoorbeeld. Om de zojuist besproken methode 
te vergelijken met die van Jacobi (zie vorige paragraaf), passen we deze 
toe op het modelvoorbeeld. Daar is a 1 = 2 en cr(A) ""'8h~2 • zodat (4.65) 
overgaat in 
(4.66) R(k} ""h - ln 2 k 
hetgeen aanmerkelijk sneller is dan h2/2 {vgl. (4,51)). 
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4.5.5. Nadelen van het eerste orde proces van Richardson. Een groot nadeel 
is dat men van te voren de graad van het toe te passen polynoom Ck(a,b,a) 
moet geven, en dit niet kan laten afhangen van de resultaten tijdens het 
rekenproces. Een verstandige tactiek is vaak het aantal iteratieslagen te 
laten bepalen door de opgegeven nauwkeurigheid. Dit is hier dus niet moge-
lijk. Bovendien blijkt dat de eers.te orde methode van Richardson instabiel 
is voor grote waarden van k en b/a. Dit zullen we niet bewijzen, maar aan-
nemelijk maken m.b.v. figuur 4.8. Het toepassen van het polynoom Ck(a,b,A) 
... 
op v0 komt in feite neer op het k maal toepassen van een lineaire operator 
(1-wA). In de figuur wordt duidelijk wat er gebeurt als w- 1 links van het 
t 1-wa 
fig. 4. 8 
... 
midden van [a,b] ligt: als we v0 ontbinden naar de eigenvectoren, i.e . 
(4.67) ... c.e. , 
J J 
dan betekent toepassen van (1-wA) dat die componenten van ~O langs eigen-
vectoren behorende bij grote eigewaarden met een factor groter dan 1 wor-
den vermenigvuldigd. Men kan dan ook gemakkelijk begrijpen dat de instabi-
litiet sterk afhangt van de keuze van de volgorde van de relaxatieparame-
ters w •• 
J 
4.5.6. Tweede orde Richardson proces. Als men voldoende geheugenruimte 
heeft, kan men deze nadelen opheffen door het -tweede orde proces van 
Richardson te gebruiken. Beschouw het tweede orde proces 
(4.68) k 1'2 •... ' 
... ... 
... waarin nu u0 en u 1 beginapproximaties zijn. De fout vk voldoet aan 
(4.69) k = 1,2,. ... 
Verder nemen we aan dat s0 1, zodat 
(4.70) 
Merk op dat keuze 8k 
We hebben weer 
1 voor alle k, leidt tot formule (4.55), 
k 1,2, ... 
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Substitueer dit in (4.69), dan moeten de polynomen kennelijk voldoen aan de 
recurrente betrekking 
(4.71) 
Aan de andere kant kunnen we uit de welbekende recurrente betrekking voor 
Chebyshev polynomen 
k <:'. 1 • 
de volgende formule voor Ck(a,b,~) afleiden: 
(4. 72) 
waarin y0 (b+a}/(b-a) en k ~ 1. Als we nu voor k <:'. 1 definieren 
(4.73) 
dan zijn de relaties (4.71) en (4.72) identiek. Als we aanvullend definie-
ren 
1 • 
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dan verkrijgen we polynomen Pk(a), die identiek ZlJn met de polynomen 
Ck(a,b,a) voor elke k. Door as min(aj) te nemen, en b ~ cr(A), verkrijgen 
we de tweede orde methode van Richardson. 
Het verschil tussen de eerste en de tweede orde methode is sZechts 
het volgende. Stel dat we n iteratieslagen willen uitvoeren. Dan is, als 
we afzien van afzonderingsfouten, na n iteraties in beide methoden precies 
hetzelfde resultaat bereikt. Maar voor iedere k, 1 s k < n, hebben we bij 
het tweede orde proces oak een Chebyshev polynoom toegepast, van graad k, 
zodat de tussenresultaten oak zinvol zijn, in tegenstelling tot het eerste 
orde proces, dat zinloze tussenresultaten oplevert. We hoeven ons dus oak 
niet van te voren op een bepaald aantal slagen vast te leggen bij het twee~ 
de orde proces. 
4.5.7. De procedure "richardson". De methode in deze paragraaf uiteengezet 
is geheel vervat in de procedure "richardson", die in paragraaf 4.7 beschre-
ven wordt. 
4.5.8. Boven- en ondergrens voor de eigenwaarden. Bij de methode van 
Richardson kunnen we de kennis van een boven- en ondergrens voor de eigen-
waarden niet ontberen. In de volgende paragraaf zal blijken dat we a niet 
zodanig hoeven te kiezen dat alle·a. > a, zodat hier enig soelaas optreedt. 
J 
Eer. bovengrens voor de eigenwaarden is te vinden m.b.v. de volgende stel-
ling. 
4.5.9. Stelling (Gerschgorin). De eigenwaarden van A 
waardig) liggen in de vereniging van de cirkels 
n 
(a .. ) (evt. complex-lJ 
(4.75) lz-a. ·I s l 
j=1 
jr! 1 
I a. - I , i=1, ..• ,n, Z E C . ll lJ 
Bewijs. Zie bijv. Varga [1962]. D 
Gevolg (belangrijk voor ons omdat we met reele eigenwaarden te maken heb-
ben): Laat a de eigenwaarde zijn van A met grootste absolute waarde. max 
Dan geldt 
s max 
i 
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en 
(4. 77) I a. I ~ max I I a .. 1 
max j i iJ 
4.6. Versnelling van de methode van Richardson 
4.6.1. Beschri,jving. Van de methode van Richardson wordt een variant be-
handeld, die een grotere convergentiesnelheid hee~. In essentie komt deze 
methode erop neer, dat het polynoom Ck(a,b,a.) nu zo gekozen wordt dat niet 
a~ min(a..), maar a> min(a..). Toepassing van C (a,b,A) op een begin-J J k 
t - Ck(a,b,a.) ..•• Ep(a. 1,a.) 
1 ' \ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
I 
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, 
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I 
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+ 
approximatie met fout v0 = l j c.~. hee~ dan het volgende effect: J J 
l Ck(a,b,a..)c.~. j J J J 
+ waarin de factor waarmee e 1 wordt vermenigvuldigd aanmerkelijk grater is 
dan die waarmee de overige ~- warden vermenigvuldigd. De component van ~O 
+ J 
in de richting van e 1 springt er dus uit. Door daarna een tweede polynoom 
Ep(A) toe te passen dat precies door a. 1 gaat, wordt deze component ver-
nietigd. Het toepassen van Ck(a,b,A) noemen we de reduatiefase, het toe~as­
sen van E de eliminatiefase van het proces. p 
( i) 
(ii) 
(iii) 
(iv) 
We behandelen, zeer in het kort, de volgende vier vragen. 
Vind een formule, zodanig dat a. 1 tijdens het proces wordt bepaald. 
Vind polynomen E (A) die elimineren. p 
Wat is de convergentiesnelheid van deze versnelde methode ? 
Bepaal de graad p van E (A). p 
4.6.2. De procedure "elimination". Deze variant van de methode van Richard-
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son wordt geeffectueerd door eerst de procedure "richardson" toe te passen 
met een geschatte a > a 1, en daarna de procedure "elimination", die in de 
volgende paragraaf wordt beschreven. 
4.6.3. Bepaling van de kleinste eigenwaarde. Er geldt 
_,. 
~+1 
en 
A~rekken levert 
_,. _,. 
~+1 - ~ 
Als nu a 1 < a is, en a s aj s b voor j ~ 2, dan geldt voor voldoend grote k 
(4.78) ~+ 1 - ~ <>< const[Ck+1(a,b,A) 
Definieer nu het quotient 
(4.79) 11~+ 1 - ~II 
II~ - ~- 1 II 
dat tijdens het rekenproces gemakkelijk te bepalen is. Uit (4.78) volgt dat 
(4.80) 
Door nu de eigenschappen van de uit de Chebyshev polynomen afgeleide poly-
nomen Ck(a,b,a1) uit te buiten, kan men een formule voor a 1 vinden van de 
vorm 
(4.81) 
hetgeen tijdens het proces te berekenen is. Voor precieze details zij ver-
wezen naar Van der Houwen [1967]. In de procedure "elinination" is deze be-
paling van de kleinste eigenwaarde opgenomen. 
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4.6.4. Stelling. De keuze van het polynoom E . Schrijven we het polynoom 
dat de eigenvector behorende bij a 1 moet elimineren, als EP(a1,A), dan moet 
E voldoen aan p 
(4.82) 1 ' 0 • 
Het polynoom 
met 
* 2a1 + b(cos(u/(2p))-1) 
a1 cos(u/(2p))+1 
voldoet aan de eis (4.82). Bovendien is dit polynoom ender de polynomen die 
aan (4.82) voldoen het polynoom dat de kleinste maximumnorm hee~ over 
* [a1 ,b]. 
Bewijs. Zie Van der Houwen [1967], p.9 e.v •. D 
4.6.5. De convergentiesnelheid. Het totaal.toegepaste polynoom na k itera-
* ties in de reductiefase en pin de eliminatiefase is CP(a1 ,b,A)Ck(a,b,A), 
zodat de gemiddelde convergentiesnelheid na k+p iteraties gegeven wordt door 
R(k+p) 
(4.83) 
Met gebruikmaking van (4.65) is dit voor grote k, normale A en a << b gelijk 
aan 
(4.84) 
* 2pl ~ + ln (C (a1 ,b,A))+ ln 2 
R(k+p) "" 21 ~ - k+p 
Winst t.o.v. de gewone methode van Richardson: voor k + 00 is de convergen-
tiesnelheid l(a/A 1) maal zo groot. 
* 4.6.6. De graad p van C .0!_1..J1....A2_. We willen de uitdrukking (4.84), als func-P 
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tie van p, bij gegeven k, zo groot mogelijk ma.ken. Hieruit volgt dan een 
vergelijking voor p, die wij hier niet zullen reproduceren. De grootte van 
* ln (Cp(a1,b,A)) is dan eenvoudig te bepalen. Men zij verwezen naar Van der 
Houwen [1968], p.102. In de procedure "elimination" wordt de graad automa-
ties volgens het in de referentie gegeven precede bepaald. 
4.7. De procedures "richardson" en "elimination" 
We geven nu een beschrijving van de ALGOL 60 procedure "richard-
son" en "elimination", die in de losbladige reeks van het Mathematisch Cen 
trum onder de nummers LR 3.3.10 resp. LR 3.3.11 zijn opgenomen. Beide gaan 
uit van een matrixvergelijking 
-+ -+ Au z 
waarin A een matrix met positieve eigenwaarden is. Bij het gebruik van 
"richardson" moet het interval [a, b] waarover reductie plaatsvindt door de 
gebruiker gegeven worden. Voor b moet een bovengrens voor de eigenwaarden 
van A gekozen worden; hoe scherper deze bovengrens, hoe beter. Als men voor 
a een getal kleiner dan de kleinste eigenwaarde kiest, dan wordt reductie 
op alle eigenvectoren van A uitgeoefend; kiest men a groter dan de kleinste 
eigenwaarde, dan zal deze, of een gemiddelde van een aantal van de kleinste 
eigenwaarden, domineren. De waarde hiervan komt in domeigval terecht. Toe-
passing van de procedure "elimination" doet in het geval dat domeigval ge-
lijk is aan een eigenwaarde, de component var1 de fout langs de eigenvector 
behorende bij deze eigenwaarde sterk verminderen. 
4.7.1. De procedure richardson. Declaratie en betekenis van de parBlileters 
worden hier gegeven. De tekst van de body vindt men bij het uitgewerkte 
voorbeeld in de volgende paragraaf. 
Declaratie: 
procedure richardson (u,lj,uj,ll,inap,residual,a,b,n,discr,k,rateconv, 
domeigval,output); 
value 
integer 
real 
lj,uj,11,ul,a,b; 
lj,uj,11,ul,n,k; 
a,b,rateconv,domeigval; 
array 
boolean 
procedure 
Parameters: 
u 
lh,uj,11,ul 
inap 
residual 
a,b 
n 
u,discr; 
inap; 
residual, output; 
<array identifier>; 
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in het tweedimensionale array u[lj :uj ,11 :ul] staat na 
iedere iteratieslag de door de procedure berekende be-
naderde oplossing van A~ = ~; de gebruiker kan in u een 
beginapproximatie opgeven bij de aanroep van richardson. 
<expression>; 
ender- en bovengrenzen van het array u. 
<boolean>; 
als de gebruiker van een beginapproximatie, te geven in 
het array u, wil uitgaan, dan moet inap:= true gekozen 
worden; bij de keuze inap:= false wordt door de proce-
dure als beginapproximatie een vector met alle compo-
nenten 1 aangehouden. 
<procedure identifier>; 
deze procedure moet door de gebruiker gedeclareerd worden: 
procedure residual ( u); array u; 
<body>; 
de gebruiker moet ervoor zorgen dat bij aanroep residual 
het meegegeven array u verandert in Au-z en in u substi-
tueert; wanneer het matrixprobleem afkomstig is van een 
elliptische differentiaalvergelijking, is het handig om 
bij het schrijven van de body van residual van de mole-
cuulnotatie (paragraaf 4.2) uit te gaan. 
<expression>; 
in a en b moet de gebruiker ender- en bovengrens van het 
reductie-interval aangeven; er moet gelden a > 0. 
<expression>; 
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discr 
k 
rateconv 
domeigval 
output 
n geeft het aantal iteratieslagen aan, dat richardson 
zal uitvoeren; n kan via een "Jensen 
re parameters worden gekoppeld. 
<array identifier>; array discr [1:2] ; 
in dit array levert richardson na iedere iteratieslag 
de volgende waarden af: 
in discr[ 1 J II Air-~11 2 , waarin II 
in discr[2] II Air-~11 00 • waarin II 
<variable>; 
11 2 euclidische norm; 
11 00 maximumnorm. 
k telt de iteratieslagen die de procedure richardson 
uitvoert, en kan o.a. voor output als Jensen-parameter 
dienen. 
<variable>; 
na iedere iteratie staat hierin de convergentiesnelheid. 
<variable>; 
na iedere iteratie wordt door de procedure aan domeig-
val de waarde van de dominante eigenwaarde, voorzover 
aanwezig, afgeleverd volgens formules (4.80) en (4.81) 
<procedure identifier>; 
deze procedure moet door de gebruiker zelf gedeclareerd 
worden als volgt: 
procedure output(k); value k; integer k; 
<body>; 
via deze procedure kan men beschikken over de volgende 
grootheden: 
voor 0 $ k s n: in array u; II Al'.i. -~II in resp. discr J{ 2,oo 
[1J en discr [23 
voor 0 $ k $ n: bovendien rateconv en domeigval m.b.t. 
Gebruikte procedures: geen. 
4.7.2. De procedure "elimination". 
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Declaratie: 
procedure elimination (u,lj,ul,ll,ul,residal,a,b,n,discr,k,rateconv, 
domeigval, output); 
~ 
integer 
real 
array 
lj,uj,11,ul,a,b; 
lj,uj,11,ul,n,k; 
a,b,rateconv,domeigval; 
u,discr; 
procedure residual,output; 
Parameters: 
u 
lj,uj,11,ul 
residual 
a,b 
n 
discr 
k 
rateconv 
:<array identifier>; 
in het tweedimensionale array u[lj:uj,ll:ul] staat na iedere 
iteratieslag de door de procedure berekende benaderde oplossing 
van A~=~; de gebruiker moet bij de aanroep van elimination in 
u een beginapproximatie geven. 
<expression>; 
ender- en bovengrenzen van het array u; 
<procedure identifier>; 
als bij richardson. 
<expression>; 
b wordt gekozen als bij richardson; de keuze van a doet er 
niet toe. 
<variable>; 
in n levert elimination de graad van het eliminatiepolynoom af. 
<array identifier>; 
als bij richardson 
<variable>; 
k telt het aantal iteratieslagen die elimination uitvoert, en 
kan o.a. voor output als Jensen-parameter dienen. 
<variable>; 
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domeigval 
output 
als bij richardson. 
<variable>; 
bij aanroep van elimination moet de gebruiker ervoor zorgen 
dat domeigval de waarde van de te elimineren eigenwaarde heeft; 
verder als bij richardson. 
<procedure identifier>; 
als bij richardson. 
Gebruikte procedures: zeroin (zie Dekker & Hoffmann [1968]) en richardson. 
4.7.3. Het benodigde aantal iteraties. In het algemeen is het niet mogelijk 
een a priori schatting te geven van het aantal iteraties dat richardson no-
dig heeft om de oplossing of de dominante eigenwaarde met een bepaalde, ge-
wenste nauwkeurigheid te berekenen. De procedure "richardson'' is echter zo 
geprogrammeerd, dat het mogelijk is het aantal uit te voeren iteraties te 
laten afhangen van grootheden die bij iedere iteratieslag toch al door "ri-
chardson" worden bepaald, met name van 
(i) de bij iedere iteratieslag berekende gemiddelde convergentiesnelheid 
( rateconv); 
(ii) de norm van het bij de iteratieslag berekende residu (discr[1] en 
discr[2J); 
(iii) de grootte van het verschil tussen de bij twee opeenvolgende iteraties 
berekende dominante eigenwaarden (met iets meer moeite). 
Van elk van de genoemde mogelijkheden geven we een voorbeeld. 
( i) Als men wil dat het i teratieproces afgebroken wordt als de convergentie-· 
snelheid kleiner wordt dan .01, en dater in ieder geval niet meer dan 50 
slagen worden gedaan, dan moet men voor de para.meter n de uitdrukking 
if rateconv <.01 ~ k ~ 50 
substitueren. 
(ii) Als men het iteratieproces wil laten afbreken als de discrepantie vol-
doende klein geworden is, dan moet men bijv. voor n substitueren 
if discr[1] < 10-3 ~ k else 60. 
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(iii) Di t geval meet men iets anders realiseren, omdat de procedure "richard-
son" slechts beschikking heeft over de laatst berekende waarde van domeigval 
en niet over de voorgaande. Door echter bijvoorbeeld twee variabelen d1 en 
d2 globaal te declareren en de procedure output als volgt te laten beginnen, 
kan men n laten afhangen van een voldoend nauwkeurig bepaalde domeigval: 
procedure output (k}; value k; integer k; 
begin if k = 0 ~ d1 := d2:= 1 else 
begin d2:= d1; d1:= domeigval; 
n:= if abs ((d1-d2)/d2) < 10t(-q} ~ k ~ 100 
end· __ , 
<vervolg body> 
~output; 
4.8. Uitgewerkt voorbeeld 
4.8,1. Beschrijving van werkwijze. We bekijken in een vierkant met zijde 11 
een Dirichletprobleem voor de vergelijking van Poisson, nl. 
(4.85) 
(4.86) U(x,y) G(x,y} 
F(x,y), O<x<11, O<y<11, 
{
x=0,11; O<y<11, 
y=0,11; O<x<11, 
waarin G(x,y) een functie is die op de rand van het vierkant gegeven is. 
We leggen een vierkant rooster over het vierkant met roosterafstanden 
~=n=h=11/N, en kiezen als discretisatie van de operator van Laplace 6 de 
vijfpunts + formule (4.27) 
6+ 
h [: -4 l 
Het bij (4,85) en (4.86) behorende gediscretiseerde probleem kan geschreven 
worden als 
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(4.87) 
(4.88) 
-~~ u[j,l]= f[j,l], j u[j ,OJ g[j,O], 
u[0,1] g[O, 1], 
u[j ,NJ g[j ,N]' 
u[N, 1] g[N,1], 
j ,l=O, •.• ,N-1 , 
j=O, ... ,N, 
l=O,. .• ,N, 
j=O, ••. ,N, 
l=O, •.• ,N. 
Hier is, zoals in paragraaf 4.2 is afgesproken, u[j,l] = U(jh,lh), f[j,l]= 
= F(jh,lh), g[j,l] = G(jh,lh). Voor het gemak houden we de niet-gereduceer-
de vorm (zie paragraaf 4.3) voor het gediscretiseerde probleem aan. Verme-
nigvuldigen we (4.87) met h2 , dan ziet de uitdrukking A;-!, die we in de 
procedure "residual" moeten programmeren, er uit als 
(4.89) 
in de roosterpunten die in het inwendige van het vierkant liggen, en 
{ u[j ,OJ - g[j,O] 
u[O,l] - g[O,l] 
(4.90) 
u[j,N] - g[j,N] 
u[N,l] - g[N,l] 
+ in de roosterpunten op de rand. Wanneer we nu voor u0 een beginapproximatie 
kiezen die aan de randvoorwaarden g voldoet, zien we dat het residu A;-! 
voor die componenten van~ die corresponderen met een u[j,l] op de rand 
steeds de waarde 0 oplevert. In de procedure "residual" die in de nog te vol-
gen programmatekst is opgenomen, is een en ander van bovenstaande beschou-
wingen in ALGOL 60 omgezet. 
4.8.2. De keuze van F en G. We zullen twee gevallen numeriek behandelen, nl. 
het homogene Dirichletprobleem, waarvoor 
(4.91) {
F(x,y) : 0 in het inwendige van het vierkant, en 
G(x,y) = 0 op de rand, 
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met bijbehorende analytische oplossing U(x,y) _ O,en 
F(x,y) 2 2 -2(x +y ) 
G(x,O) 0 ' O<x<7r 
(4.92) G(O,y) 0 ' O<y<7r 
G(x,7r) 2 2 0<X<7r 7f x 
G(7r,y) 2 2 O<y<7r 7f y 
2 2 
met analytische oplossing U(x,y) = x y . In het nog te volgen programma 
wordt het rechterlid F geintroduceerd door de procedure 11 f 11 , de randvoor-
waarden door gebruik van "analsol". 
4.8.3. De keuze van de overige para.meters. Voor ons voorbeeld kozen we een 
betrekkelijk klein aantal roosterpunten, nl. 10 x 10 inwendige roosterpunten, 
corresponderend met N = 11, d.w.z. lj = .11 = O, uj = ul = 11. De eigenwaar-
den van de operator -6~ kennen we reeds; de grootste is 8h-2 -2, de klein-
2 + . 2 2 ste is 2. De eigenwaarden van -h 6h liggen dus tussen 2h en 8-2h . Een een-
voudige berekening m.b.v. (4.47) laat zien dat de op een na kleinste eigen-
2 
waarde ongeveer gelijk is aan 4.9h • 
4.8.4. Numerieke resultaten. We geven een overzicht van een aantal resulta-
ten, verkregen voor verschillende waarden van a, met en zonder "elimination". 
In onderstaande tabel staat in de eerste kolom een programmanummer, en in 
de tweede de, in dit geval bekende, analytische oplossing. Een sterretje (*) 
bij het getal in de kolom n (aantal slagen "richardson") betekent dat het 
aantal iteraties automatisch is bepaald afhankelijk van het aantal in kolom q 
genoemde cijfers dat de waarde van domeigval in twee opeenvolgende itera-
ties niet mocht veranderen. De wijze waarop dit programmatechnisch is geef-
fectueerd, is beschreven aan het eind van de vorige paragraaf. In de kolom· 
p staat het aantal uitgevoerde eliminatieslagen; nn=n+p, een maat voor de 
* hoeveelheid werk. R (nn) is de numeriek verkregen convergentiesnelheid, ter-
wijl R(nn) de theoretische convergentiesnelheid is, berekend m.b.v. formule 
(4.84), waarbij voor het laatste gebruik gemaakt is van een tabel in Van der 
Houwen [1968] p.104/105. R( 00 ) is de asymptotische convergentiesnelheid. In 
de laatste kolom staat de maximumnorm van het verschil tussen de berekende 
oplossing u+ en de analytische oplossing in de roosterpunten. Deze extreem nn 
kleine getallen hangen sa.men met het feit, dat in dit speciale voorbeeld 
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de oplossingen van de differentiaal- en de differentievergelijking gelijk 
zijn (zie verder vraagstuk 4.9.1). 
* II ir -ull anal. a n p nn q R (m) R(nn) R(m) 
opl. nn m 
403 0 2h2 50 0 50 - .28 .27 .29 .2910-5 
4o4 4h2 44 7 51 .34 .34 .41 -6 0 .2210 
405 2 2 2h2 50 0 50 .29 .28 .29 niet berekend x y 
406 x2y2 4h2 44 7 51 .36 .34 .41 niet berekend 
407 x2y2 4.9h2 44 6 50 .41 .39 .45 .2410-6 
408 x2/ 4h2 45* 7 52 4 .34 .34 .41 .3810-5 
409 x2y2 4.9h2 35 * 6 41 4 .40 .38 .45 • 1110-4 
2 2 4.9h2 32 * 410 xy 6 38 3 .37 .38 .45 .2710-3 
2 2 4.9h2 37 * 411 x y. 6 43 5 .41 .38 .45 .3510-5 
Tabel 4. r. Overzicht van numerieke resultaten 
4.8.5. Het ALGOL 60 progra.mma. Hieronder volgt de volledige tekst en out-
put van het progra.mma dat wij hebben gebruikt om bovenstaande resultaten 
te verkrijgen, zoals dit door de regeldrukker van de EL-X8 is afgedrukt. 
De procedures "richardson" en "elimination" vindt men op de regels 3 t/m 
124. De procedure "residual" die wij als gebruiker van "richardson" en 
"elimination" zelf moesten schrijven, staat op de regels 126 t/m 142 afge-
drukt. Op de regels 155 t/m 174 tre~ men twee procedures output aan, waar-
van de tweede de afhankelijkheid van het aantal iteratieslagen van de be-
reikte nauwkeurigheid in de bepaling van de dominante eigenwaarde realiseert. 
De overige procedures zijn voor de lezer niet van belang, omdat ze maar 
een van de vele mogelijkheden vormen om een volledig ALGOL programma te 
realiseren. 
1 
2 
3 DtG!~ CQ~~'~I A DIRICHLET PROBLEM 'OR LAPLACE S ECUATIONJ 
4 
5 EBQ,,QUB' RICHARDSON(U,LJ,UJ,LL,UL, 1NAP,RESIDUAL,A,e,N,DISCR,K1 
6 RATECONV,DOMEIGVAL,OUTPUT!I ~~LUt LJ,UJ,LL,UL,A,BI 
7 !~I'~'B N,K,LJ,UJ,LL,UL! 8,6~ A,8,RATECONV.DO~EIGVALI DQQLt&~ INAP1 
8 &BB&! U,OISCRI eBQ,tQ~BC RESIOUAL,OUTPUTJ 
9 a'~!~ L~I,~CB J,L1 et&L x,v,z,vo,c,o,ALFA,oMEGA,oMEGAO, 
10 EIGMAX,EIGEUCL,EUCLRES,MAXRES 1 RCMAX 1 RCEUCL.~AXRESO,EUCLR£101 
11 6B~&! V,RES[LJJUJ,LL:ULli 
12 eBQ,tQVB~ CALPARJ 
13 'Q~~~~I CALPAR CALCULATES T~E PARAMETERS AL'A AND OMEGA 
14 Of EACH ITERATION! 
15 DtG!~ ALrA1• Z/(Z • ALFAil 
16 OMEGA!• 1/IX • OMEGA • V) 
17 t~Q CALPARI 
18 eBQ~CQVB' ITERATIONI 
19 'Q~~t~I flRST THE ITERATION fORMULA IS CONSTRUCTED! 
20 D'@l~ 8'6L AUXV,AUXU,AUXRES,EUCLUV,MAXUVI 
21 EUCLUVI• EUCLRESI• MAXUVI• MAXR£81a 01 
22 rae J1• LJ ~rte 1 u~t1L uJ gg 
23 EQB LI• LL ~rte 1 U~IlL UL gg RES!J,LJ:• V[J,LJI 
24 RESIOUAL(RES)J 
25 EQB J:• LJ §Ite ~~IlL UJ gg 
26 EQB LI• LL ~rte 1 U~I!L UL gg 
27 OtG1~ AUXV:• U[J,Lll AUXUI• V(J,L)I AUXAE9J• RES[J,L)I 
28 AUXVI• ALFA • AUXU • OMEGA • AUXRES • It • ALfA) • AUXVI 
29 V[J,L]I• AUXVI U[J,Lll• AUXUI 
30 ~Q~~t~I THE NORMS OF THE K·TH RESIDUAL ANO THE Olr,ER[NCE 
31 BETWEEN THE (K•l)·T~ AND K-TH ITERAND ARE CALCULATED! 
32 AUXUI• ABS(AUXU • AUXV)I AUXRESla ABS(AUXRES)J 
33 MAXUVI• !~ MAXUV < AUXU I~t~ AUXu E~SC MAXUVI 
34 MAXRESI• !~ MAXRES < AUXAES I~t~ AUXRfS t~5e: MAXR!IJ 
35 EUCLUVI• EUCLUV • AUXU * AUXUJ 
36 EUCLRESI• EUCLRES + AUXRES • AUXRESI 
37 l::~QI 
38 EUCLUVI• SQRT(EUC~UVll EUCLRESla SQRT(EUCLRESll 
39 OISCR(lJ:a EUCLRESJ OISCRl2l1= MAXRF.SI 
40 'QM~~~I DOMEIGVAL IS EVALUATED! 
41 MAXUVI• MAXRES/MAXUVI EUCLUVI• EUCLRES/!UCLUVI 
42 EIGMAX1a MAXUV e (C • MAXUV)/(,25 • 0 • MAXUV)J 
43 EIGEUCLI• EUCLUV * (C • EUCLUV)/(,25 e 0 • EUCLUVll 
44 OOMEtGVALl• ,5 • (EIGMAX • EIGEUCL)I 
45 ~Q~~~~! rlNALLY T~E RATE CF CONVERGENCE 19 CALCULATED! 
46 RCEUCLI• •LN(EUCLRES/EUCLRESO)/KI 
47 RCMAXI• •LN(MAXRE5/MAXRES0)/KI 
48 RATECONV:a ,5 * (RCEUCL + RCMAX) 
49 '~[;1 I TE RAT I ON I 
50 'Q~~t~I THE CONSTANTS fOR STARTING CALPAR ARE CALCULATED! 
51 ALFAI• 21 OMEGA1• 4/(B. A)I VOI• ce +A)/(~ - All 
52 XI• ,5 • (B + A)I VI• (B • A) * (B • A)/161 Zl• 4 • VO * VOI 
53 'QM~~~I THE CONSTANTS NEEDED FOR DOMEIGVAL ARE CALCULATED! 
54 Cl• A • BJ CJ• SQRT(Cll Dia SCRT(Al • SQRT(B)I OJ• 0 •·DJ 
55 'Q~~t~I THE INfTIAL APPROXIMATION IS PUT INTO ARRAY UJ 
56 !E ~INAP I~t~ 
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57 D'~l~ EQB JI• LJ SI~~ 1 U~Il~ UJ QQ 58 ~QB LI• LL ~rte 1 U~IlL UL gg U(J1Lll• 1 
59 tl:le!l 
60 'Q~~E~I THE ?EROTH ITERATION IS NOW P!RFORM[Dl 61 Kl• Ot 
62 EQB JI• LJ 5IEe 1 u~+lL UJ llO 
63 EQB LI• LL ~rte 1 U~IlL UL QQ RES(J,L)I• uiJ,Lll 64 RESIDUAL(RES)l 65 OMEGAOI• 2/(8+A)l 
66 D'~l~ Bt!L AUXRESOl 
67 MAXRESOI• EUCLRESOto 01 
68 EQB JI• LJ 5IEE 1 U~I!L UJ QQ 
69 r2e LI• LL ~rte 1 u~11~ uL aa 
70 Dtii~ AUXRESOt• RES[J,Lll 
71 V[J,LJI• U(J,L] - OMEGAO. AUXREsoi 72 AUXRESOla ABS(AUXRESOll 
73 MAXRESOI• lE MAXRESO < AUXRESQ I~~~ AUXRESO 'LI' MAXREIOJ 74 EUCLRES01• EUCLRESO + AUXREIO • AUXRESO 
75 '~QI 
76 EUCLRESOI• SoRT(EUCLRESO) 
77 t!illll 
78 DISCR(l]I• EUCLRESOl DISCR(2]1• MAXRESOJ 79 DUTPUT(K)l 
80 lE K ~ N I~t~ ~QIQ FINALLVJ 
81 NEXT STEPI 
82 Kia K + 11 C~LPARl ITERATION! OUTPUT(K]J 
83 !E K < N I~E!ii GOIC NEXT STEPl 
84 FINALLY I 
85 t~Q RICHARDSON! 
86 
87 eBCCEQUBE ELIMINATION(U,LJ,UJ,LL,UL,RES1DUAL.A,B,N,D1Sc~.K.RATECONV, 88 DOMEIGVAL,OUTPUT)1 ~e~~t LJ,UJ,LL,UL,A,si !~T~i,8 LJ,UJ,LL,UL,N,KJ 89 e'aL A,e,RATtcoNv,ooME1GvAL1 e8B!X u.01scR1 90 eBQ~tQ~8i; R[SIOUAL,OUTPUTJ 
91 llC!ll~ 8l:eb Pl,AUxcos,c,01 . 
92 B~'k eBQ~~QUBt ARCcoscx>i K~LUt X: BEAL Xl 93 ARCCOS:• lE X ~ 0 I~'~ ARCTAN(SQRT(1•X•X)/X) CL§C 94 PI + ARCTAN(SQRTf1•X•Xl/X)I 
95 BtAL escccouec TANH(Z)l ~ALUt Zl BEAL ZI 96 lit@!~ Bl:!L u.v1 UI• EXP(Z)I VI• EXP(-Z)J 
97 TANH!• (U •V) I CU + V) 
98 C~Q TANH! 
99 Bt8L eBQC,QUBt OPTPOL(X)J KeLUC XJ BEA~ XJ 100 llC@!~ Bt~L W,Y1 
101 LI W:• (B • CQS(,5ePl/X) + OOMEIGVAL] I (8 • DOMEIGVAL)J 102 !r ABS(W) < 1 I~t~ 
103 llEGl~ YI• ARCCOS!W)l 
104 OPTPOL:• 2 • SQRT(A/8) + SIN(X•V) I COS!X•V] • 105 (Y • 8•Pl•SIN(,5•Pl/X)•,5 I IX• (B•DOMEIGVALI • SORT(1•W•W])) 106 '~Q ~b~C 
107 DE~l~ !E A8S(Wl > 1 I~Et:i 
108 lit~!~ VI• LN(W + S0RT(W•W•1))J 
109 OPTPOL1• 2 • SQRT(A/8) • TANH(X•V) • (V + B•Pl•llN(,5•Pl/Xl• 110 , 5/ ( X. ( B•DOME I GVAL )•SORT( W•W•l l) j 
111 t~Q tLSC 
112 lltG!li XI• X + ••21 GQIQ L 'liQ 
113 Et:illl 
114 Ct:iQ OPTPDLI 
115 Pll• 4 • ARCTAN(1ll 
116 Cl• 11 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
1?.7 
128 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
141 
142 
143 
144 
145 
146 
147 
148 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 
161 
162 
163 
164 
165 
166 
167 
168 
169 
170 
171 
172 
173 
174 
17' 
176 
!t OPTPOL(C) < 0 I~~tl 
§ll:G!~ D:• ,5 *PI • SQRT(B/OOMEIGVAL)J 
Ml DI• 0 • DJ 
!t ZEROIN(C,D,OPTP0L(C),C•••3) I~Cl':I NI• ENTl!R(C•,5) 
tl.H !iQIQ Ml 
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tt:/12 f:l.~t N:o lJ 
Auxcos:= COS(,5•Pl/N)J 
RICHARDSONCU,LJ,UJ,LL,UL,IBU,,RESIOUAL:(2•DOMCIGVAL • 8•(AUXC08•1)1/(AUXCOB•1), 
B,N,OISCR,K,RATECONV, 00MEIGVAL 1 0UTPUT) 
l:l':IQ ELIMINATION! 
eBQ,tl2UBt RESIOUAL(U)J ABBAX UJ 
D'!ilt:! l~!~§,8 UJMIN1,ULMINi,LJPLU51J 
B'AI. U2J Bll:AL ABBA! U1[LJ:UJll 
UJMINt:• UJ • 11 UL~IN1 I• UL • 11 LJPLUS18• LJ + 11 
tQB JI• LJ ~Ite 1 Y~Ill. UJ Qg 
flf;§l!i U1[Jl I• U[J,LL] I U[J,LL) I• 01 ll:l':IDI 
tQB LI• LL • 1 ~Ir:e 1 Ul':II!I. ULMIN1 gg 
DtG!tl U1[LJJI• U[LJ,Lll U[LJ,Lll• DI 
tDB JI• LJPLUS1Sit! 1 U~l!L UJMIN1 QQ 
Dll:Gll':I U21• U[J,L)I 
U[J,L)l1(4. U2. U1iJ-1) • U1[J) • ulJ•1.LJ • U[J,L•1l)• '<J•H1L•H)•H21 
U1[J)I• U2 
ttlQJ 
u·1uJ.LI I• OJ 
ttlQJ 
EQB JI• LJ 5I&e 1 Ul':II!L UJ gg U[J,UL)I• 0 
f:l':ICI RES I DUAL J 
Bt:AI. ~BQ,t:QUBr: rcx.V)I ~Al.UC X,VJ BtAI. x:v1 
FI• •2•(X•X + V*V)J 
Bf:AI. eeg~r:QUBr: ANALSOL(x,vi1 ¥ALU& x,VJ BtAI. X,VJ 
ANALSOLI• X•X•V•VJ 
eBQ~tQUBt INITAPPR(U,J,L,Gll !tliglitB J,Li ABBAX UI Bt&I. GJ 
tQB J:• LJ arr:e 1 U~Il~ UJ QO 
~QB LI• LL arte 1 U~Il~ UL QQ 
U[J,L]:a l~ J•LJ QB J•UJ QB L•LL QB L•UL I~'~G '~§' i1 
eBQ&t~UBt OUTPUT1CK)J ~A~Ut Kl ltlltitB Ki 
u21ti l~n!!t8 •' 
H K • 0 Itjt:ti 
§tGl~ CARRIAGE(3)J 
PRINTTEXT(~ K DISCR!1l OISCRl21 RATECONV 
NLCR 
ttlQI 
NLCRJ r1XTC3,0,K) J f:CB 11• 1.2 QQ rLOT(6,2~01SCRI I Jli 
lt K > 0 It!ttl 
~t@l~ rLOT!?,2,RATECONV)J FLOT(7,2,00MEIGVAL) ttiQI 
ttlQ 0UTPUT1 I 
fBQ~CQUBE OUTPUT2(K)J ~Al.Ut Kl ltiltGtB Kl 
lltliHI 
lf: K • 0 lt!t:ti 011• 021• 0 El.St 
llElilti 02:• 011 011• OOMEIGVALJ 
NI• !tABS((01 • 02]/02) < 10t(•Q) I~t~ K ~~It NN 
t:l':IDI 
OUTPUT1(K) 
C:tlQ OUTPUT21 
DOMEIGVAl.t)I 
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+O ~J 
+1.1 UJ 
•O ~L 
+11 UL 
+50 N 
+4 Q 
+,3260000000000 .. - A 
+,7830000000002,.+ B 
IC 01SCR[1] OISCR[2] RAT~CONV OOMEIGVAL 
+O +.204406 .. + 3 +,156345 .. + 3 
+1 +.100476 .. + 3 +,508460 .. + 2 •.9167294,.- 0 +. 26210·13 ... 0 
+2 •.103373,.+ 3 +,703953 ... 2 +,3699275 .. - 0 -.~2443Y~ .. + 1 
•3 +.786671 .. + 2 +,360373,.+ 2 +,4037331 .. • 0 -.2716363 .. + 1 
+4 +,534238 .. + 2 +,355258 ... 2 +,3529579,.- 0 •, 21477H .. + 2 
+5 +,366002 .. + 2 +,171509w+ 2 +,3930074,.. 0 .. 1 407874~, •• 1 
+"6 +,243742 .. + 2 +,148305 .. + 2 +,3734976 .. - 0 -.2183809 .. + 2 
+1 +,164317 .. + 2 +,681899,.+ 1 +,4038038,.- 0 -.2123047 .. + 1 
+A • . 112547 .. + 2 +,539277 .... 1 •• 3916459 .. - 0 .,3887923 ... 1 
+9 +,784873,.+ 1 +.237861 .. + 1 +,4136284,.- 0 .,,860083 .. - 0 
+10 +,554476,.+ 1 +,195974,.+ 1 +,3993257,.- 0 -,68~24Y7w• 0 
+11 +.414666 .. + 1 ·+ .109338 .. + 1 +,4027547 .. - 0 -.18120119 ... 0 
+12 +.324981 .. + 1 +,106386,.+ 1 +,3804867,.- 0 - .1209331 .. + 1 
+13 +.264812 .. + 1· +,643147,.. 0 +,3784504 .. - 0 -.2312218 .. - 0 
+14 •.221553 .. + 1 +,575793,.- 0 +,3617391,.- 0 •• e11i544 ... 0 
+15 + .188292u+ •1 +,401828,.. 0 •.3550363 .. - 0 ·+. 2781859 .. - 1 
•16 +.163814 .. + 1 +,347354 .. - 0 +,3417508,.• 0 .,6912841 .. - 1 
+17 +.143762 .. + 1 +,265942 .. - 0 +,3333432,.• 0 +.12867~2 .. - 0 
•18 •.126357,.+ 1 +,254913 .. - 0 +,3195854,.- 0 +. 90n61J1 .. - 1 
+19 +.111717,.+ 1 +,218179 ... 0 +,3101005.- 0 +,143600~ .. - 0 
+20 +.990569 .. - 0 +,184138 .. - 0 +,3018431 .. - 0 +.1595131 .. - 0 
•21 +. 877204,.- 0 +,162472 .. - 0 .•. :?933439,.- a +.1537639 ... 0 
•22 +.778258,.- 0 +,140459.,. 0 +,2860389,.- 0 +.1641562 .. - 0 
+23 +.690415 .. - 0 +,121933 ... 0 •,2792809 .. - 0 +,16869~4 .. - 0 
+24 +.612635,.. 0 +,108160 .. - 0 +. :?726314,.. 0 +.1651442 .. - 0 
•2~ +.543668,.. 0 +,963246 .. - 1 •.2664325 ... 0 +.1618803 .. - 0 
+26 +,482489.,. 0 +,867391 ... 1 +,2604967,.- 0 +.155761• .. - 0 
+27 +.428202 ... 0 +,768444 ... 1 •• 2553021 .. - 0 +.15951Y7,.. 0 
+28 +,380029,.- 0 •,680682 .. - 1 +.,2504809 .. - 0 +.1594547,.. 0 
+29 +.337279 .. - 0 •• 602594 ... 1 +,2460020 .. - 0 +.1614941 .. - 0 
+30 +.299341,.- 0 +,533693 .. - 1 +,2418145 .. - 0 + .1612161 .. - 0 
+31 +,265671 .. - 0 •• 474211 .. - 1 +,2378446,.- 0 +.1610703 ... 0 
+32 +.235788,.. 0 +,421076 ... 1 •• 2341333 .. - 0 + .1611642 .. - 0 
+33 •• 209266.,- 0 +,373803,. • 1 +,2306506 .. - 0 •• 1614001 .. - 0 
+34 •.185728 .. - 0 +,330999,.. 1 +,2274100 .. - 0 + .16233:l• .. - 0 
+3~ +.164837 .. - 0 +,293728 .. - 1 +,2243238 .. - 0 +.1620311• .. - 0 
+36 +.146296,.. 0 +,260597 ... 1 +,2214120 .. - 0 +,16212Y9 ... 0 
+37 +.129841 .. - 0 +,231261 .. - 1 •• 2186543,.- 0 +.1620965 .. - 0 
+38 + .115236.,. 0 +.205239 ... 1 +,2160410 ... 0 +.16201~e ... 0 
+39 +.102274,.- 0 +,182174,.. 1 • • 2135597.,- 0 +.1619961 .. - 0 
+40 +,907706 .. - 1 +,161704.,. 1 +,2112022 .. - 0 +.16197'1 .. - 0 
+41 +,805608 .. - 1 +,143518 .. - 1 +,2089610 .. - 0 +,1619Q4B,.• 0 
+42 +,714993.,- 1 +,127386 .. - 1 +,2068258 .. - 0 +.16195J4,.. 0 
+43 +,634571 .. - 1 •• 113054,.. 1 +,2047912 .. - 0 +.1620004 ... 0 
+44 +,563194,.- 1 +,100326 .. - 1 •,7028501 ... 0 +,16204H~ ... 0 
•45 •• ~99846 .. - 1 +,890386., • 2 .... 2009943 .. • 0 ·• .1620445 .. -· 0 
K DI SCRl1 I 
•0 •• 499846 •• 
•1 ••• 79329.-
•2 •.·421992.-
•3 •• 338859.-
•4 •• 243905.-
•5 •.1so11s ... 
•6 •.670250 ... 
+7 •.356356.-
•.1620281055439.-
•52 
•. 3'70243,?4•U1•• 
•• 3!98266495724.-
DISCR[21 RATECDNY 
• .890386.- 2 
+,853856.- 2 •,4190317.-
•• 751746.- 2 • '8464260.-
•. 603657.- 2 •.1295611.-
+.434488 •• 2 +.1793761.• 
•0267393 .. - 2 •,2405832.-
+.1193?9 .... 2 •.3348824 •• 
• • 671,99 .. - 6 +, 1360075.+ 
DOME IGYAL 
•• 8930285.-
·• ,6043001·-
•• 4408361·· 
•• 6412276111• 
• • 6022018w• 
• • 4110752 .... 
•• 3697520.-
SPllAL.LfST f I Gl!'.NVALUE, rAOM ANAL VT IC FORMULA 
TOTAL NUl"Bl!.'.R OF ITl!'.RATION! 
RAT! or CONy[RGEMcE w I TH RESPECT TO THE ZEAOTH 1 fEltAND O' Ill I CHARDION 
THtOA RATE CONY (+ LN(SIGMA(ELIMIN OP INN))) 
OIF•tqtNCt 8ETWf[N CALCULATED ANO ANALYTIC SOLUTION 
.:. : JI ·o .. : ••. : •. ;i ___ : ___ :. :~. .·: :. -:! •....... _ t~ _ .. : .... :!::::.:: :.:~--~~. ~--~!~. :; ..... ;t' ........ ::! ........ :~~ . . .· _ .. t~~---···········. I 
- . 
•O 1-.0000.- a •• nooo ... o -.000011• o -.0000111- o -.nnnn •• o •• 0000 •• o •• 0000.- o •• 0000 •• o .•• oooa •• o -.0000 •• o •,0000 •• o .•• ooao .. • o 
•1 1-.0000 •• 0 •.2549 •• 6 •• 5n37.• 6 .,7300 •• 6 •. a1ei •• 6 .,9910.- 6 •• 1020.- 5 o,9519 •• 6 •• 8346.- 6 .,,947 •• 6 •• 2111 •• 6 -.1728.-10 
•2 1-.0000.- o ·.5ol7.• 6 •.1014.· 5 •• 1463.•' -.1174 •• 5 • .,1971.•' •,2o19.- '•,1860.- 5 -.1615.· 5 •.1172.• 5 •,5468·· 6 •.6912.·10 
•3 1-.0000.- o -.?Joo.• 6 •,1463.- 5 -.2102 •• 5 -.2546 •• 5 -.2e14 •• 5 ·,2869 0 -' -,2661.- 5 -.2324.· 5 -.169e •• 5 -.eo15 •• 6 •.1673.- 9 
•• 1-.0000.- o -,8781.• 6 •,177•·· 5 •• 2546 •• 5 -.3o69 •• 5 •,3362.- 5 •,3411 0 - 5 •. J191.• 5 •,2799 •• 5 -.2060.• 5 •.1020.• 5 •,276~.- 9 
·5 1-.0000.- 0 -,9910.• 6 •,1971.- 5 -.2814.- 5 -.JJ6? •• 5 -.3647.- 5 •,J689.-' •,3472.- 5 •,3006.- 5 -.2212.-' •.11310• 5 -.698~.- 9 
•6 1-.0000.- 0 -.1020.- 5 -.2019.- 5 •,2869 •• 5 -,3411.- 5 .,3689.- 5 •,3758.- 5 •,J491.· 5 •,2960.· 5 ·.2t69.· 5 •.112•.- 5 -.6694.· 9 
+7 l•.OOOOio• 0 •,9519 ... 6 •,1860io• 5 •12661•• 5 •.3191 .. - 5 •,3472tt• 5 •,3491•• 5 •,320?.• !!I •,2686u•' •,1997 .. • 5 •,106'!5.,. !5 •,989~ ... 9 
+8 1-.0000.- o •,83•6 •• 6 •.1615.- 5 -.232•.· 5 -.2799,.. 5 -.3006.- 5 •,2960.- 5 •,2686 •• s -.2256.- 5 -,1659 •• 5 -.8799,. 6 -.11oe •• e 
•9 1-.oooow- o -,5947 .... 6 •.1112.- 5 ... 1698 ... !5 -.2of..n ... 5 ... 2212.-' •.216a ... 5 •,1997 •• ' •,1659MI .. is •.1152'tt• 5 •,57•o •• 6 -.1s1J.· e 
•10 l•,0000•• 0 .. ,2711•• 6 •.9 .. 6111• 6 •,IQ14.,. 6 •.1u19.,.' ... 1131•• 9 •,1124.-' •,1064•• 9 .,8796"• 6 ·,!739 .. • 6 •,21'73,.• 6 •.219'4•• 8 
•11 1-.0000.- o ·,6366,•11 -.2541.-10 -.1164.- 9 -.1019 •• 9 •• 2619.· 9 •,4657.- 9 .,9895 •• 9 •• 4o75.· 9 -,1513.• e -. 1o4s,. 8 -.116•.· a 
I\) 
.s=-
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4.9. Opgaven 
+ ( 9) 
.!±..:..2.:..1. (Hildebrand [1968]). Neem aan dat 6h en 6h gediscretiseerd zijn 
t.o.v. een vierkant rooster met maaswijdte h. Laat zien dat dan de volgen-
de beweringen waar zijn. 
(a) Als U = e-xsin y, 
+ 6hU - 6U = 
6( 9 )u 6U 
h 
dan is 
h2 
- u + 
6 6 
h 
= 1008 
(b) Als U sin x sin y, dan 
6~U - 6U h2 =6U + 
6( 9 )u 
- 6U 
h2 
h 3u 
6U = 0 en 
is 6U -2U en 
O(h4 ) 
+ O(h4 ) 
(c) Als U 2 2 is 2 2 x y , dan 6U = 2(x +y ) en 
6+U -h 6U = 0 
6( 9 )u 
h - 6U = 
g_ h2 
3 
Aanwi,jzing. Maak gebruik van stelling 4.2.5. Merk op dat het gebruik van de 
negenpuntsformule alleen zin heeft, voor de vergelijking 6U = O, en dat hij 
voor niet homogene vergelijkingen zelfs slechter kan zijn dan de vijfpunts 
+ formule. 
~· In het uitgewerkte voorbeeld in de vorige paragraaf hadden wij juist 
als analytische oplossing van het Dirichletprobleem in een vierkant met niet-
2 2 homogene randvoorwaarden U = x y . Stel twee Dirichletproblemen in een vier-
kant op die precies de analytische oplossingen (a) en (b) uit vraagstuk 
4.9.1 hebben, en behandel deze numeriek op dezelfde manier als in de vorige 
paragraaf reeds met (c) is gebeurd. Vergelijk de numerieke uitkomsten en ver-
klaar het verschil • 
.!!.:.2.:J.:_ (Hildebrand [1968]). (a) Toon aan dat als 6U =Oen U een polynoom is 
van graad drie of lager in x en y, U dan ook exact voldoet aan de vergelij-
. + king 6hU = 0. 
(b) Illustreer het resultaat van (a) numeriek door de oplossing van het 
probleem 
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a2u a2u 0 O<x<1 O<y<1 --+--= 
' ' ax2 a/ 
U(O,y) 0 U( 1 ,y) 1-3y 2 O<y<1 
U(x,O) 3 x ' U( x, 1 ) x3-3x O<x<1 
. . + te benaderen met behulp van de differentie-operator ~h met h = .1, en deze 
t 1 . . . . 3 3 2 . d t e verge 1Jken met de analytische oplossing U = x - x:y in e roos erpun-
ten • 
.!:±.:.2.:2±.· Gegeven is het randwaardeprobleem 
U(x,71) = 1 , -71<x<71 
U(x,-71) 
au 
ax(7l,y) 
0 ; 
sin y , 
au 
ax(-71,y) = cosy ' 
-71<X<71 
-71<y<71 
-71<y<71 . 
Zoek hiervan de oplossing m.b.v. de in dit hocfdstuk gegeven procedures. 
Kies bijvoobeeld ~=n=71/20. (De discretisatie van de normale afgeleiden is 
behandeld in paragraaf 4.2) 
~· Beschouw het volgende randwaardeprobleem in het gebied 
n = { ( x,y) I 1 < x2 + y2 < 4}: 
(4.93) 2 2 1<x +y <4 , 
(4.94) u u1 2 2 0 x,+y =1 y > 
2 2 
u u2 x +y =1 y < 0 
au = H(U-U ) 2 2 
av o ' 
x +y =4 
' 
(4.95) 
met H, u0 , u 1, u2 gegeven constanten. De randvoorwaarde (4.95) is een voor-
beeld van de stralingsvoorwaa:ride van Newton (hier is a/av de afgeleide langs 
de naar binnen gerichte normaal). 
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Men kan (4.93) t/m (4.95) opvatten als een mathematisch model voor de 
stationaire temperatuurverdeling in een oneindig lange ringvormige pijp 
waarvan het ringvormige gebied uit figuur 
4.10 de loodrechte doorsnede is, die aan 
de binnenkant b6ven resp. onder op constante 
temperaturen u1 resp. u2 wordt gehouden, en 
die aan de buitenrand warmte in de omgeving, 
die een temperatuur u0 heeft, uitstraalt; H 
is hier een stralingsconstante. 
fig. 4.10 
Het ligt voor de hand om (4.93) t/m (4.95) te schrijven in poolcoor1i-
naten r,8 (x=rcos 8, y=r sin 8): 
(4.94 I) 
( 4 • 95 I ) 
a2u 1 au 1 a2u 
--+--+---=O, 
ar2 r ar r2 a82 
U( 1 , 8) 
U(1,0) 
au (2,8) 
ar 
0<8<11 
-11<8<0 
H(U(2,8)-u0} , 
1<r<2, -11:>8:>11 , 
Leg nu over het gebied n een rooster waarvan de roosterpunten gegeven wor-
den door de doorsnijdingen van cirkels r = jp + 1 en rechte lijnen e = la 
( p en a constantes, en a een "nette" fractie van 211). Discretiseer de opera-
tor van Laplace gegeven in poolcoordinaten t.o.v. dit rooster zodanig dat 
de fout O(p 2 ) is. Benader de oplossing van het zo te verkrijgen discrete 
analogon van (4.93•) t/m (4.95•) m.b.v. de in dit hoofdstuk beschreven 
procedures. Kies daarbij bijvoorbeeld u0 = O, u1 = 1, u2 = 2 en H = .05. 
4.9.6. (a) Laat zien dat de differentie-operator 
0 0 0 0 
0 2 -8 2 0 
(t,+)2 -4 h h -8 20 -8 
0 2 -8 2 0 
0 0 0 0 
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2 t.o.v. een vierkant rooster de biharmonische operator 6 benadert op een 
term van de orde h2 na, dus 
(b) Een overal even dunne vierkante elastische plaat wordt begrensd door 
x = O, x = 1, y = 0 en y = L. Als er geen uitwendige kracht op wordt uitge-
oefend, dan voldoet een kleine uitwijking U uit de evenwichtstoestand aan 
2 6 U = O. Veronderstel dat de plaat zonder vervorming ingeklemd is langs de 
drie randen x = O, x = 1 en y = 1, zodat U = O en au/av = O geldt langs de-
ze randen, en dat de plaat langs y = 0 in een parabolische vorm is ingeklemd, 
zodanig dat daar geldt 
x x) u = 1 ( 1-r; ' 
au 
ay = o . 
Leg over het gebied O<x, y<L een vierkant rooster met maaswijdte h, en ge-
bruik de in (a) gegeven differentie-operator als benadering van 62 om nume-
riek de waarden van U in de roosterpunten te benaderen • 
.!±.J1...:.1. Een membraan is gespannen in een 1-vormig raam, zodanig dat het het 
gebied getekend in figuur 4.11 overspant. De eigenfrequenties A van dit 
membraan worden gevonden uit 
onder de randvoorwaarde 
U 0 op de rand, 
waarin U dan de bij de eigenwaarde A2 behorende eigenfunctie is. Deze 
eigenfrequenties zijn voor deze geometrie niet op eenvoudige analytische 
manier te vinden. Probeer een benadering van de laagste te vinden met 
behulp van de procedure "richardson". 
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