Group and individual solutions are considered for hard problems such as satisfiability problem. Time-space trade-off in a structured active memory provides means to achieve lower time complexity for solutions of these problems.
Introduction
Time of computation is the most popular computational complexity measure and an important parameter, which implies restrictions on practical computability (tractability) in comparison with theoretical/potential computability. In some cases, it is possible to reduce time of a solution of a given problem by means utilization of more memory (space) for computation and applying group solutions, i.e., when the problem is solved for a sequence of parameters. An important peculiarity of this approach is that a structured memory (cf., for example, (Burgin, 2003) ) is used to achieve such advantages in time-space trade-off.
Here we do not analyze problems of simulation of computations with a structured memory by means of a traditional Turing machine with one linear tape. These problems will be considered in other works.
In the last section of the paper, individual solutions are considered.
Boolean expressions
Boolean expressions are built from the following elements:
1.Boolean variables, for example, x, y, z, x 1 , y 3 , x i etc.
2.Unary Boolean operator ¬ applied to one expression. It is possible to find proofs, for example, in (Davis and Weyuker, 1983 ).
3.Binary Boolean operators (symbols of
Boolean
Group Solutions
An algorithmic problem P is usually a question about some properties of objects from an infinite, as a rule, set X. The most popular in theoretical literature algorithmic problem is the question if a given word u belongs to a given language L, which, in this case, is the set X. Definition 10. Solving an algorithmic problem P for one object will be called an individual solution.
Definition 11. Solving an algorithmic problem P for a group of objects from X will be called a group solution.
We assume that the set X is countable and an evaluation function l: X → N into the set N of all whole numbers is defined. For instance, any enumeration of X is such an evaluation function.
Definition 12. Solving an algorithmic problem P for all objects u from X with l(u) ≤ n for some number n will be called a sequential solution. Proof. As we are interested in practical aspects of computation, we do not use Turing machines for building such algorithm, although it is possible to simulate all described procedures and operations by a conventional Turing machine. SAT is considered here for all Boolean expressions represented in a finite alphabet Σ with m symbols. The computational structure utilized here consists of a (potentially infinite) number of copies of the switching element SW m , memory cells that store symbols from the alphabet Σ, a separating structure D, and three finite automata A neg , A dis , and A con . It is possible to consider such structure as a grid automaton (Burgin, 2003a) or realize it as a kind of structured memory, an active structured memory containing elements that establish connections between cells in the process of inductive Turing machine functioning (cf., for example, (Burgin, 2003) ).
The switching element SW m has one inlet and m outlets each of which corresponds to one symbol from Σ. It works in the following manner. A symbol a from Σ is given to SW m as an input. After this, SW m activates (opens) its outlet that corresponds to the symbol a. It is possible to assume that it takes one unit of time to perform a switching or if we build SW m using Boolean elements, time of switching is equal to m. Such switching elements are described in (Minsky, 1967) .
The automata A neg , A dis , and A con realize Boolean operations negation, disjunction, and conjunction, correspondingly. Such simple automata are called Boolean elements (Minsky, 1967) . To find satisfiability of A, we use the following properties of Boolean expressions.
¬D is satisfiable if and only if D is not a tautology.
D∨H is satisfiable if and only if either D or H or both are satisfiable.
These properties allow to find satisfiability of A using the automata A neg , A dis . It demands a fixed number of steps, which does not depend on the length of A.
In the case when A is equal to D∧H, it follows from De Morgan's laws that A is equivalent to the expression ¬(¬D∨¬H). As l(D) < n + 1 and l(H) < n + 1, we can check satisfiability of A in the same way as in two previous cases.
In a similar way, we check if A is a tautology for A is equal either to ¬D or to or to D∧H, utilizing the following properties of Boolean expressions.
D∧H is a tautology if and only if both D and H are tautologies.
As D is equivalent to ¬¬D, we also have:
¬D is a tautology if and only if D is not satisfiable.
For the case when A is equal to D∨H, we use the equivalent formula ¬(¬D∧¬H).
The principle of induction concludes the proof of Theorem 1.
This proof also gives us the following result.
Theorem 2.
There is a sequential solution for TAU such that each individual solution is obtained in polynomial time.
Remark 2. The network N built for sequential solutions in the proof of Theorem 1 grows very fast. Actually, it has exponential speed of growth. As a result Theorem 1 demonstrates how the time-space trade-off allows one to achieve very high speed of computation utilizing very big memory. This technique is similar to the technique used in (Burgin, 1999) to demonstrate that inductive Turing machines with a structured memory are more efficient than conventional Turing machines.
Theorem 1 allows us to reconsider the problem of relations between classes P and NP.
Theorem 3 (Cook Theorem, 1971) . SAT is NP-complete.
Now it is possible to find a proof of this theorem in many textbooks (cf., for example, (Davis and Weyuker, 1983) or (Hopcroft, Motwani, and Ullman, 2001)).
Cook's Theorem means that all problems in NP can be reduced to SAT.
Theorem 4 (Cook-Levin Theorem). SAT is in P if and only if NP = P.
Now it is possible to find a proof of this theorem in some textbooks (cf., for example, (Sipser, 1997)).
Theorems 1 and 4 imply the following result.
Theorem 5. With respect to sequential solutions, NP = P.
Individual Solutions
At first, we consider Boolean expressions in the disjunctive normal form.
Lemma 3. A conjunctive clause is satisfiable if and only if it does not contain a
Boolean variable and its negation.
Indeed, expression x∧¬x is not satisfiable. Consequently, any conjunctive clause that contains this expression is not satisfiable. In the case when a conjunctive clause C contains only different variables, we take the following truth assignment T: 1 is assigned to all variables without negation, while 0 is assigned to all variables with negation. By the definition of conjunction, this truth assignment satisfies C.
Dual to Lemma 3 is the following result.
Corollary 1. A conjunctive clause is not satisfiable if and only if it contains some
The definition of disjunction implies the following result.
Lemma 4. Boolean expression A is in the disjunctive normal form is satisfiable if and
only if at least one of its conjunctive clauses is satisfiable.
These results allow us to treat a restricted version of the satisfiability problem SAT that is called the disjunctive satisfiability problem DSAT:
Given a Boolean expression A in the disjunctive normal form, find if it is satisfiable.
As above, DSAT is considered here for all Boolean expressions represented by words in a finite alphabet Σ with m symbols. To continue, we prove the following statement (E). SORT, and MERGE SORT) that have time complexity of O(n log n) (cf., for example, (Knuth, 1973) ).
We prove it by induction in n that is equal to the sum of items in L and M, i.e., n =
d(L) + d(M).
The base of induction. thus, r = 2 ≤ 1 + 2 = 3 and the statement (E) is true.
When d(L) = 2 and d(M) = 1, everything is symmetric to the previous case.
A step of induction.
Assume that the statement (E) is true for n -1, there are two lists L = { a 1 , a 2 , … , 
) and the statement (E) is true for n.
This completes the proof for the case 1.
It is possible to reduce cases 2 and 3 to the case 1, taking a 1 as a. Thus, by the principle of induction, the statement (E) is true for all n.
It is necessary to remark that when variables x i are coded as words in the alphabet Σ, then each comparison demands O(log 2 n) steps. However, in this case the length of Boolean expressions is also multiples by the same factor. As a result, coding does not violate polynomial time of computation.
Statement (E) implies that there is a polynomial p(n) such that it takes not more than This concludes the proof of Theorem 1.
Another restricted version of the satisfiability problem SAT is called the conjunctive satisfiability problem CSAT:
Given a Boolean expression A in the conjunctive normal form, find if it is satisfiable.
De Morgan's laws, Theorem 6, and a possibility to go from DNF to CNF in a polynomial time imply the following result.
Theorem 7.
There is an individual solution for DSAT obtained in polynomial time.
As it is proved that it is possible to reduce SAT to CSAT in a polynomial time, we have the following result.
Theorem 8 (Cook's Theorem, 1971) . CSAT is NP-complete.
Now it is possible to find a proof of this theorem in many textbooks (cf., for example, (Hopcroft, Motwani, and Ullman, 2001)).
Theorems 6 and 4 imply the following result.
Theorem 9. NP = P.
Conclusion
Here very rough estimates of computational time are given. Later research will give more exact time and space characteristics.
