Let G n,m be the family of graphs with n vertices and m edges, when n and m are previously given. It is well-known that there is a subset of G n,m constituted by graphs G such that the vertex connectivity, the edge connectivity, and the minimum degree are all equal. In this paper, S(a, b)-classes of connected (a, b)-linear graphs with n vertices and m edges are described, where m is given as a function of a, b ∈ N/2. Some of them have extremal graphs for which the equalities above are extended to algebraic connectivity. These graphs are Laplacian integral although they are not threshold graphs. However, we do build threshold graphs in S (a, b).
Basic notions
Let G = (V , E) be a simple graph with n vertices v i ∈ V and m edges {v i , v j } ∈ E, for i, j = 1, 2, . . . , n and i / = j ; the vertex degree is d v i , and the degree sequence of G is π(G) [7] . The maximum degree of G is (G) = d v 1 and the minimum degree is δ(G) = d v n . (λ 1 , . . . , λ n−1 , λ n ), is the sequence of the eigenvalues of L(G) displayed in non-increasing order λ 1 · · · λ n−1 λ n . It is well-known that L(G) is a positive semidefinite and singular matrix, so λ n = 0. Further, G is a disconnected graph if and only if λ n−1 = 0. Because of that, λ n−1 is called the algebraic connectivity of G, denoted a(G) [4] . When each element of ζ (G) is an integer, G is called a Laplacian integral graph [12] . A Laplacian integral graph G is called integrally completable graph if there is a sequence of Laplacian integral graphs G 0 , G 1 , . . . , G t such that G 0 = G, G t = K n , and for each i = 1, . . . , t, G i is formed from G i−1 by adding an edge between a pair of non-adjacent vertices of G i−1 [10] .
The Laplacian matrix of G is L(G) = D(G) − A(G), where A(G) is the adjacency and D(G) is the diagonal matrix of the vertex degrees of G. The spectrum of L(G), ζ (G) =
A graph G is a threshold graph if and only if it does not have an induced subgraph isomorphic to one of the forbidden graphs P 4 , C 4 or 2K 2 . It is well known that connected threshold graphs have maximal degree equal to n − 1 [2] . According to Merris [12] threshold graphs are Laplacian integral and, when they are also connected, they are known as degree maximal graphs. A graph G is a cograph if and only if it does not have P 4 as an isomorphic induced subgraph [3] . It is well known that any cograph is Laplacian integral.
The average degree of G is d(G) = 2m n , since 2m is equal to the sum of the vertex degrees of G. As d(G) is not necessarily an integer, Lima et al. [11] introduce two integer invariants given as a function of the average degree of G: S(a, b) . Oliveira et al. [16] proved that when a, b ∈ N/2 and n > max{2a, 2b}, S(a, b) = ∅ if and only if either a = 1 2 or (a = 1 and b ∈ N, b 2).
Harary [6] gives a procedure to build a κ-connected graph on n vertices and κn 2 edges which is known as Harary graph, denoted H κ,n . They are extremal with respect to the minimum number of edges in order to have κ(H κ,n ) = λ(H κ,n ) = δ(H κ,n ), where κ(H κ,n ) is the vertex connectivity and λ(H κ,n ) is the edge connectivity of H κ,n . For more details, see [5] . When the number of edges is an input data instead of the vertex connectivity, Hakimi's algorithm -a variation of Harary's procedure -builds graphs that also satisfy those equalities [8] . These graphs are not necessarily extremal with respect to the minimum number of edges, although they are extremal concerning the vertex and edge connectivities. This paper is developed as follows: The Hakimi graphs are introduced in Section 2, where we describe several properties for them; Hakimi graphs with maximium algebraic connectivity are given in Section 3; Section 4 is dedicated to Laplacian integral graphs in S(a, b). Finally, some conclusions are presented in the last section.
Hakimi graphs
For given n, m ∈ N, such that n m < n(n−1) 2 , let G n,m be the set of graphs with n vertices and m edges. Harary [7] proves that, for n 3, there is a graph H which satisfies
Further, he presents a construction of a graph on n vertices that is κ-connected and has the fewest possible edges, where n and κ are given. This graph is called the (κ, n)-Harary graph.
Hakimi [8] develops a Harary-based algorithm to build graphs that satisfy (2.1). Hakimi's algorithm, HA, works when n, m ∈ N are given, where 4 n m < n(n−1) a graph G = (V , E) for E = ∅. The goal is to share the edges between n vertices in order to have a graph as well-balanced as possible. Consequently, it uses the classic Euclidean division procedure to distribute edges between vertices by m = qn + r, 0 r < n and q = m n . Also it considers the distances of vertices i and j as |j − i| n = min{(j − i) mod n, (i − j) mod n} according to the following steps:
Hakimi's Algorithm
Step Example. Consider n = 5 and m = 7. From Step 1, q = 1, r = 2 and p = 1. In Step 2, since 2 − 1 ≡ 1 mod 5, {1, 2} is an edge of G, see Fig. 1a . Based on the same argument, the edge {1, 5} is added while edges {1, 3} and {1, 4} are not inserted in that graph, see Fig. 1b . Following the procedure, edges {2, 3}, {3, 4} and {4, 5} are inserted into the current graph and from Step 3, since s = 2, edges {1, 3} and {2, 4} are also inserted to obtain the graph of Fig. 1c .
There are graphs that satisfy 2.1 but do not necessarily result from HA, see Fig. 2 . As a consequence of HA, the next theorem classifies each resultant graph according to its degree sequence. 
< r n − 1, H has the minimum degree δ(H ) = 2q + 1, and it has the maximum degree in the interval
Proof. The proof follows directly from Hakimi's algorithm and all the arguments are similar to the one used in the proof of case (iii) as follows: when 0 < r < n+1 2 , Hakimi's algorithm is executed until it produces a 2q-regular graph. We have s = min r, n+1 2 = r. So, r edges are added in the current graph and the resultant graph has 2r vertices with maximum degree 2q + 1 and n − 2r vertices with minimum degree 2q.
Observe that graphs produced according to case (iv) of Theorem 2.1 are not unique, see Fig.  3 . In order to obtain only one graph from the algorithm, it is necessary to restrict the arbitrariness introduced in Step 4. This is done when we replace Step 4 by the following one:
Step 4 . If r > s, r − s edges are inserted between two non-adjacent vertices in the graph obtained from Step 3, according to lexicographic ordering.
Hence, we obtain a deterministic procedure, called Modified Hakimi's Algorithm, MHA, which gives a unique graph for each n and m, where n m < n(n−1) 2 . It is called the Hakimi graph and denoted H n,m . When it is not necessary to specify the numbers of vertices and edges, we use H instead of H n,m .
From now on, we work with the MHA to obtain Hakimi graphs. The Hakimi graph H 6,11 is displayed in Fig. 3a. 
Hakimi graphs with maximum a(G)
Fiedler [4] proved one of the most classic results involving connectivity parameters, a(G) κ(G) λ(G), G / = K n . Based on it, researchers have been looking for graphs for which the equality a(G) = κ(G) is true. Kirkland et al. [9] describe graphs that satisfy the equality above.
The main goal of this section is to show the existence of Hakimi graphs H for which a(H ) = κ(H ) = λ(H ).
For a fixed n, consider In Table 3 .1, we observe that for m 17, a(H ) achieves its maximum value on H 7 which is equal to the vertex connectivity. In Table 3 , and let H n,e be the Hakimi graph with n vertices and e edges. Lemma 3.1 determines its vertex connectivity and Theorem 3.1 shows that H n,e has maximum algebraic connetivity among all graphs with n vertices and e edges. Lemma 3.1. If n is even, H n,e is (n − 2)-regular and κ(H n,e ) = n − 2. If n is odd, H n,e has n − 1 vertices with the maximum degree n − 2 and only one vertex with minimum degree n − 3. Consequently, κ(H n,e ) = n − 3.
Proof. Let e = qn + r. If n is even, e = n(n−2) 2 . So, r = 0 and q = n−2 2 . Therefore, H n,e is 2q-regular.
If n is odd, we need to prove that r < n+1
As we know that 2e = 2qn + 2r, we get 2r = n − 1 and r = n−1 2 . Therefore, H n,e is a graph from Theorem 2.1, case (iii). Since q = e n , we have q = n−3 2 . Then, H n,e has 2r = n − 1 vertices with the maximum degree (H n,e ) = n − 2 and only one vertex with minimum degree δ(H n,e ) = n − 3.
Based on the arguments above, we have κ(H n,e ) = n − 2, if n is even and κ(H n,e ) = n − 3, if n is odd.
From Lemma 3.1 and considering parameters μ(G) and h(G) defined before (see Section 1), we are able to determine which class of (a, b)-linear graphs H n,e belongs to. Specifically, when n is even, H n,e ∈ S n−2 2 , 0 and, when n is odd, H n,e ∈ S n−2 2 , 1 2 . In order to prove Theorem 3.1 we need to review the following well-known results whose proofs can be found in Mohar [14] and Merris [13] .
• (I) The Laplacian spectrum of a complete graph is ζ(K n ) = (n, . . . , n, 0); • (II) The Laplacian spectrum of a path with n vertices is 2 1 − cos kπ n , k = 0, 1, . . . , n − 1.
• (III) The Laplacian spectrum of a cycle with n vertices is 2 1 − cos G c be a complement graph of G and ζ (G) = (μ 1 , μ 2 , . . . , μ n−1 , 0) the Laplacian spectrum of G. The Laplacian spectrum of G c is ζ(G c ) = (n − μ n−1 , . . . , n − μ 1 , 0).
The Laplacian spectrum of a non-connected graph is the union of the Laplacian spectra of its connected components.
Theorem 3.1. We have a(H n,e ) = κ(H n,e ) = λ(H n,e ) = δ(H n,e ). Moreover, if H
∈ H n has m = n(n−2) 2 − 1
edges, a(H ) < a(H n,e ).
Proof. Let H n,e be Hakimi graph with n vertices and e = n(n−2) 2 edges. Let n be even. From Lemma 3.1, κ(H n,e ) = n − 2 and H n,e is a (n − 2)-regular graph. So, H c n,e is the union of As n is even, both eigenvalues 2 and 0 have the algebraic multiplicity equal to Therefore, a(H n,e ) = n − 2 and, consequently, a(H n,e ) = κ(H n,e ). Since H n,e ∈ H n , we obtain a(H n,e ) = κ(H n,e ) = λ(H n,e ) which confirms the maximality of a(H n,e ). Let n 5 be odd. From Lemma 3.1, κ(H n,e ) = n − 3 and H n,e has n − 1 vertices with maximum degree (H n,e ) = n − 2 and only one vertex with minimum degree δ(H n,e ) = n − 3. So, H c n,e is the union of P 3 and n−3 2 copies of K 2 . Using the same arguments of the case before, the Laplacian spectrum of H c n,e is the union of ζ(P 3 ) and ζ(K 2 ). Then, So, a(H n,e ) = n − 3 and, consequently, a(H n,e ) = κ(H n,e ) = λ(H n,e ). Next, we need to prove that if H ∈ H n has m = n(n−2) 2
ζ(H

− 1 edges, a(H ) < a(H n,e ).
If n is odd, we have to consider the following cases:
(i) If n = 5, e = 7 and a(H 5,7 ) = 2, see Fig. 4 . There, we can find another Hakimi graph H 5, 6 .
Its Laplacian spectrum is ζ(H 
into that graph. Now, the resultant graph is Hakimi graph with n vertices and m edges. It is isomorphic to K n without the following edges:
Consequently, 62, 2.62, 1.38, 0.38, 0) , from (I) up to (IV), we get a(H ) = n − 3.62 and so, a(H ) < a(H n,e ).
When n 4 is even, we have to consider the following cases:
(i) For n = 4, the unique Hakimi graph is C 4 .
(ii) Suppose that n > 4. In this case, m = n(n−2) 2 − 1, r = n − 1 and q = n−4
. Since r > n+1
2 , the MHA executes Steps 2, 3 and 4 . At the end of Step 3, the current graph S is (n − 3)-regular and so, S c is 2-regular and has only cycles as its connected components. In Step 4 , the algorithm inserts n 2 − 1 edges in S, according to the lexicographic ordering to get Hakimi graph H . From Theorem 2.1, δ(H ) = 2q + 1 = n − 3. As H c ⊆ S c , it has at least one vertex with degree 2. Hence, for some k 3, H c has either P k or C k as a connected component. So, the greatest Laplacian eigenvalue of H c is at least 3 and a(H ) n − 3 < a(H n,e ).
2 + x and H n,z be a Hakimi graph with n vertices and z edges.
If n is odd, z =
It is easy to see that 2x n − 1 n < 1. Hence, this inequality becomes the following equality
Proof. As x < n 2 and z = n(n−2) 2 + x, H n,e is a subgraph of H n,z . It is well known that, for G / = K n , a(G) n − 2 and for every G, if we add an edge between two non-adjacent vertices in copies of K 2 . Again, from (I) up to (V), we get ζ(H n,z ) = (n, . . . , n, n − 2, . . . , n − 2, 0). Therefore, a(H n,z ) = κ(H n,z ) = λ(H n,e ) = n − 2.
Closing this section, we define the following subclass of Hakimi graphs H * n = {H n,e } ∪ H n,z |z = e + x, x ∈ N, and x < n 2 . Of course H * n is a very small set, mainly if we compare its cardinality with that of H n . As an example, return back to Tables 3.1 
Laplacian integral graphs in S(a, b)
In this section, we present two distinct families of Laplacian integral graphs. The first one is the set H * n and, the second one is the set of threshold graphs in S(a, b) whose existence is a consequence of Theorem 4.2. According to Merris [15] , threshold graphs are Laplacian integral. As a consequence of Theorem 4.2, once the graphs in S(a, b) are threshold, they are also Laplacian integral.
Conclusions
For given n and m, the graphs built by Hakimi's algorithm are highly connected. In fact, they have the maximum vertex connectivity among all graphs with n vertices and m edges. Based on a little modification of this algorithm, we built Hakimi graphs. From m e, where e = n(n−2) 2 , these graphs have the maximal algebraic connectivity among all graphs with n vertices and m edges. Also, we show that H n,e is an extremal graph, since it has the minimal number of edges in H * n . Besides, we show that extremal Hakimi graphs are integrally completable. Finally, we prove that, every non-empty S(a, b) contains Laplacian integral graphs. Moreover, for some values of a and b (a ∈ N and b = 0) or a ∈ N/2 − 
