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Abstract
By emplying the main ideas from G. Brosch, two results of R. Nevanlinna’s Four Value Theorem type on
the unicity of meromorphic functions in the open complex plane sharing three distinct values, and a fourth
value or a pair of values weakly are proved, which extend and generalize previous results of R. Nevanlinna,
G.G. Gundersen, H. Ueda and G. Brosch.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and main result
In 1929, R. Nevanlinna (see [9,21]) proved his famous Five Value Theorem, which states that
the condition that any two non-constant meromorphic functions in the open complex plane C
share five distinct values in P1 := C∪{∞} IM implies that they must be identically equal to each
other. On the other hand, his Four Value Theorem implies that, for any two distinct non-constant
meromorphic functions f and g in C, if they share four distinct values in P1 CM, then f must
be some bilinear transformation of g. One person should be mentioned here is G.G. Gundersen,
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the weaker ones of sharing four values 3CM + 1IM and 2CM + 2IM. Furthermore, he gave
an example f (z) = eh(z)+b
(eh(z)−b)2 and g(z) = (e
h(z)+b)2
8b2(eh(z)−b) to show that the case 4IM = 4CM really
exists, where h(z) is a non-constant entire function in C, and b is a non-zero constant. For the
remaining problem, still open at present, that whether the condition 1CM+3IM = 4CM is true or
not, he also did some partial but important work (see [3–6]). Another one should be mentioned is
E. Mues, who, by introducing the concept of “CM” shared values, proved R. Nevanlinna’s Four
Value Theorem with much broader assumptions, which will be showed later (see [16]).
Now, it is presumed that the reader is familiar with the fundamental results in Nevanlinna’s
value distribution theory of meromorphic functions of single complex variable in the open com-
plex plane C, which is the main instrument used for studies in this paper, and hence by which
the condition that any non-constant meromorphic function always means meromorphic in C is
assumed throughout this paper, such as the First Main Theorem, the Second Main Theorem, and
the lemma of logarithmic derivative, and the basic notations, such as the characteristic func-
tion T (r, f ), the proximity function m(r,f ), and the counting function N(r,f ) and the reduced
counting function N¯(r, f ) of poles. Also, the term S(r, f ), often called the error term, denotes
any quantity satisfying S(r, f ) = o(T (r, f )) (r → ∞, r /∈ E), except for a potentially excluded
set E ⊂ R+ with finite linear measure (see [9,21]).
For any two distinct non-constant meromorphic functions f and g, and a value a ∈ P1, we
say that they share the value a CM provided that they have the same a-points with counting
multiplicities, while share the value a IM provided that they have the same a-points without
counting, or in other words, with ignoring multiplicities. And we say that they share the value a
“CM,” if we simultaneously have
N¯
(
r,
1
f − a
)
− N¯E(r, a;f,g) = S(r, f ) + S(r, g) (1.1)
and
N¯
(
r,
1
g − a
)
− N¯E(r, a;f,g) = S(r, f ) + S(r, g), (1.2)
where N¯E(r, a;f,g) denotes the reduced counting function of the common a-points of f and g
with the same multiplicities. Then, E. Mues proved the result that the condition 4“CM” = 4CM
holds well as mentioned before.
Now, let us introduce some notations. The first one is known as weighted value sharing due
to I. Lahiri, by which he and his school did a lot of important works (see, e.g., [10–14]).
Definition A. For a non-negative integer or positive infinity k, a value a ∈ P1 and a non-constant
meromorphic function f , let Ek(a,f ) be the set of the zeros of f −a with multiplicities counted
as follows: a zero of f −a with multiplicity m k is counted m-times, while a zero of f −a with
multiplicity m > k is counted (k + 1)-times. For another non-constant meromorphic function g
distinct from f , if Ek(a,f ) = Ek(a, g), then we say that f and g share the value a with weight k.
Remark. It is obvious that any two distinct non-constant meromorphic functions f and g share
the value a CM if E+∞(a, f ) = E+∞(a, g), and share the value a IM if E0(a, f ) = E0(a, g).
Also, if we set νaf and νag to be the divisors of the zeros of f − a and g − a, respectively, then
Ek(a,f ) = Ek(a, g) implies that (see [2])
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{
νaf , k + 1
}= min{νag , k + 1}
for k ∈ N ∪ {0}. Hence, the notation Ek(a,f ) is used to measure the differences between CM
shared values and IM shared values, if k is some positive integer.
Definition B. We use the term Ek)(a, f ) to denote the set of the zeros of f − a counted with
multiplicities, while the term E¯k)(a, f ) to denote the set of the zeros of f − a counted without
multiplicities, if those zeros of f − a in both sets are of multiplicities less than or equal to k.
Also, set E(k(a,f ) := E+∞(a, f ) − Ek−1)(a, f ) and E¯(k(a, f ) := E0(a, f ) − E¯k−1)(a, f ), re-
spectively.
Then, we denote by Nk)(r,1/(f − a)) and N(k(r,1/(f − a)) the corresponding counting
functions of the sets Ek)(a, f ) and E(k(a,f ), while by N¯k)(r,1/(f − a)) and N¯(k(r,1/(f − a))
the corresponding counting functions of the sets E¯k)(a, f ) and E¯(k(a, f ), respectively.
By introducing the main idea of the notation E¯k)(a, f ), H. Ueda showed that
Theorem C. (See [20].) Let f and g be two distinct non-constant meromorphic functions, and
let a1, a2, a3 and a4 be four distinct values in P1. If f and g share the values a1, a2 and a3 CM,
and satisfy E¯k)(a4, f ) = E¯k)(a4, g) for some positive integer k  2, then f is some bilinear
transformation of g.
Also, an example is given by H. Ueda in [20] such as f = e2z + ez + 1 and g = e−2z +
e−z + 1 to illustrate that the assumption k  2 is necessary for the values 0, 1, ∞ and 3/4, since
E¯1)(3/4, f ) = E¯1)(3/4, g) = ∅.
In his doctoral thesis, G. Brosch obtained a series of results on the topic of two distinct non-
constant meromorphic functions sharing three distinct values CM and its related problems, one
of which states that
Theorem D. (See [1].) Let f and g be two distinct non-constant meromorphic functions that
share three distinct values a1, a2 and a3 in P1 CM. If, for other two values a4, a5 in P1 distinct
from a1, a2 and a3, we furthermore assume that E0(a4, f ) = E0(a5, g), then f is some bilinear
transformation of g.
Now, we shall show the main result of this paper as the following
Theorem 1. Let f and g be two distinct non-constant meromorphic functions that satisfy
Ekj (aj , f ) = Ekj (aj , g) (j = 1,2,3) for three distinct values a1, a2 and a3 in P1, and for three
positive integers k1, k2 and k3 such that k1k2k3 > k1 + k2 + k3 + 2. Furthermore, if we assume
that E¯k)(a4, f ) = E¯k)(a5, g) for other two values a4, a5 in P1 distinct from a1, a2 and a3, and
for some positive integer k  2, then f is some bilinear transformation of g.
Remark. It is evident that our theorem is an improvement and a generalization of Theorems C
and D, and hence of the result by G.G. Gundersen showing the condition that 3CM+1IM = 4CM
holds, since the notations E0(a, f ) and E¯+∞)(a, f ) given before coincide, anyway. Further, it is
easy to see that the set {k1, k2, k3} = {1,2,6} or {1,3,4} or {2,2,3} hold well.
Since f and g share the values a1, a2 and a3 IM, then we have S(r, f ) = S(r, g). In the sequel,
we denote this term by S(r) for sake of brevity.
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The following result of H.X. Yi is very interesting, which shows that under the assumptions
of Lemma 1, f and g share the values 0, 1 and ∞ “CM.”
Lemma 1. (See [23].) Let f and g be two distinct non-constant meromorphic functions that
satisfy Ek1(0, f ) = Ek1(0, g), Ek2(1, f ) = Ek2(1, g) and Ek3(∞, f ) = Ek3(∞, g) for three pos-
itive integers k1, k2 and k3 such that k1k2k3 > k1 + k2 + k3 + 2. Then, for h ∈ {f,g}, we have
N¯(2(r, h) + N¯(2
(
r,
1
h
)
+ N¯(2
(
r,
1
h − 1
)
= S(r). (2.1)
The next result could be proved analogously to the main results of I. Lahiri [12–14] and
H.X. Yi [22]. We refer the reader to a recent paper of the author in the first place and H.X. Yi
(see [8, Lemmas 2 and 3]) for a detailed proof.
Lemma 2. Let f and g be two distinct non-constant meromorphic functions that satisfy
Ek1(0, f ) = Ek1(0, g), Ek2(1, f ) = Ek2(1, g) and Ek3(∞, f ) = Ek3(∞, g) for three positive
integers k1, k2 and k3 such that k1k2k3 > k1 + k2 + k3 + 2. If we furthermore assume that f is
not any bilinear transformation of g, then for h ∈ {f,g} and a ∈ C− {0,1,∞}, we have
(i) T (r, f ) + T (r, g) = N1)
(
r,
1
h
)
+ N1)
(
r,
1
h − 1
)
+ N1)(r, h) + N¯0(r) + S(r);
(2.2)
(ii) N
(
r,
1
f − g
)
= N1)
(
r,
1
f − g
)
+ S(r), N0(r) = N¯0(r) + S(r); (2.3)
(iii) T (r, h) = N
(
r,
1
h − a
)
+ S(r), N(3
(
r,
1
h − a
)
= S(r), (2.4)
where N0(r) denotes the counting function of the zeros of f − g but not the zeros of f , f − 1
and 1/f , and not those of g, g − 1 and 1/g, respectively, while N¯0(r) denotes the reduced one.
The undermentioned result played quite an important role in the proof of the result given
by G. Brosch stated before as Theorem D, and hence in this paper, which was firstly given by
E. Mues (see [17] or [21, Theorem 5.22]).
Lemma 3. Let f be a non-constant meromorphic function that satisfies the following Riccati
differential equation
f ′ = a0 + a1f + a2f 2, (2.5)
where a0, a1 and a2 (≡ 0) are three small meromorphic functions related to f , which means
that T (r, aj ) = S(r, f ) for j = 0,1,2. Then, for any small meromorphic function ω related to f ,
which obviously could be some constant anyway, if it is a solution of Eq. (2.5), then we have
N¯(r,1/(f − ω)) = S(r, f ), while if it is not a solution of Eq. (2.5), then we have T (r, f ) =
N¯(r,1/(f − ω)) + S(r, f ).
The next two results are given by Q.C. Zhang (see [24]), but the essential ideas for their proofs
are stemmed from P. Li and C.C. Yang (see [15]).
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satisfy N¯(r,ωj ) + N¯(r,1/ωj ) = S∗(r) for j = 1,2. If ωs1ωt2 − 1 is not identically equal to zero
for all pairs of integers s and t such that |s| + |t | > 0, then N¯0(r,1;ω1,ω2) = S∗(r), where
N¯0(r,1;ω1,ω2) denotes the reduced counting function of the common 1-points of ω1 and ω2,
and S∗(r) = o(T ∗(r) := T (r,ω1) + T (r,ω2)) (r → ∞, r /∈ E) depends only on ω1 and ω2.
Lemma 5. (See [7,24].) Let f and g be two distinct non-constant meromorphic functions that
share the values 0, 1 and ∞ CM. If, with the same notation N0(r) as that introduced in the
statement of Lemma 2, we assume N0(r) = S(r), then
lim sup
r→+∞
N0(r)
T (r, f )
>
1
2
(2.6)
if and only if f is some bilinear transformation of g.
The last result listed below is essentially due to K. Niino and M. Ozawa (see [18]), and N. Toda
(see [19]), while it is a little more precise than theirs. However, all the three results have been
proved from the original ideas of R. Nevanlinna.
Lemma 6. Let f0, f1, . . . , fp be p + 1 non-constant meromorphic functions such that
Θ(∞, fj ) = 1 for j = 0,1, . . . , p, and let λ0, λ1, . . . , λp be p + 1 non-zero constants such
that
p∑
j=0
λjfj ≡ 1. (2.7)
Then, we have
p∑
j=0
Θ(0, fj ) p + 1 − 1
p
, (2.8)
where Θ(∞, fj ) := 1 − lim supr→+∞ N¯(r,fj )T (r,fj ) and Θ(0, fj ) := 1 − lim supr→+∞
N¯(r,1/fj )
T (r,fj )
for
j = 0,1, . . . , p, respectively.
Proof. Firstly, we suppose that f0, f1, . . . , fp are linearly independent. Differentiating both
sides of (2.7) μ-times for μ = 1,2, . . . , p, yields
p∑
j=0
λjf
(μ)
j ≡
p∑
j=0
λj
f
(μ)
j
fj
fj ≡ 0. (2.9)
Then, the Wronskian Δ := ‖f0, . . . , fp‖ = ‖f0, . . . , fj−1,1, fj+1, . . . , fp‖/λj ≡ 0, from which
we could immediately derive that fj = Δ˜j /(λj Δ˜) such that Δ˜ ≡ Δ/f0 · · ·fp ≡ 0 and Δ˜j ≡
fj‖f0, . . . , fj−1,1, fj+1, . . . , fp‖/f0 · · ·fp ≡ 0 for j = 0,1, . . . , p. Furthermore, we obtain
m(r, Δ˜j ) = S0(r) for j = 0,1, . . . , p, and m(r, Δ˜) = S0(r) by the lemma of logarithmic deriv-
ative such that S0(r) = o(To(r) := ∑pj=0 T (r, fj )) (r → ∞, r /∈ E), which depends only on
f0, f1, . . . , fp .
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m(r,fj0)m(r, Δ˜j0) + m
(
r,
1
Δ˜
)
+ O(1)
m(r, Δ˜j0) + m(r, Δ˜) + N(r, Δ˜) − N
(
r,
1
Δ˜
)
+ O(1)

p∑
j=0
N
(
r,
1
fj
)
−
p∑
j=0
N(r,fj ) + N(r,Δ) − N
(
r,
1
Δ
)
+ S0(r). (2.10)
Noting the facts that any zero of fj with multiplicity m > p is a zero of Δ with mul-
tiplicity at least m − p for j = 0,1, . . . , p by Δ = ‖f0, . . . , fp‖, and any pole of fj with
multiplicity n is a pole of Δ with multiplicity at most n + p for j ∈ {0,1, . . . , p} − {j0} by
Δ = ‖f0, . . . , fj0−1,1, fj0+1, . . . , fp‖/λj , then,
T (r, fj0)
p∑
j=0
N
(
r,
1
fj
)
−
p∑
j =j0
N(r,fj ) + N(r,Δ) − N
(
r,
1
Δ
)
+ S0(r)
 p
p∑
j=0
N¯
(
r,
1
fj
)
+ p
p∑
j =j0
N¯(r, fj ) + S0(r). (2.11)
Therefore, for any given sufficiently small ε > 0, we obtain that
T (r) := max
0j0p
{
T (r, fj0)
}
 p
p∑
j=0
(
1 − Θ(0, fj ) + ε
)
T (r, fj ) + p
p∑
j=0
(
1 − Θ(∞, fj ) + ε
)
T (r, fj ) + S0(r)
 p
(
p + 1 −
p∑
j=0
Θ(0, fj ) + (p + 1)ε
)
T (r) + p(p + 1)εT (r) + S0(r),
which implies that
p∑
j=0
Θ(0, fj ) p + 1 − 1
p
+ 2(p + 1)ε → p + 1 − 1
p
as ε → 0. (2.12)
If f0, f1, . . . , fp are linearly dependent, then, we might, without loss of generality, suppose
that {f0, f1, . . . , fs} (0 < s < p) is the maximal linearly independent subset of {f0, f1, . . . , fp}.
Analogously, we could derive
∑s
j=0 Θ(0, fj ) s + 1 − 1/s, from which we could obtain (2.8)
immediately, since the function −1/x increases for x > 0 and the value of Θ(0, fj ) is at most 1
for j = s + 1, s + 2, . . . , p. 
3. Proof of Theorem 1
Without loss of generality, we assume that a1 = 0, a2 = 1, a3 = ∞, a4 = a and a5 = b such
that a, b ∈ C−{0,1}. Otherwise, a bilinear transformation will help to this end. Also, we suppose
that f is not any bilinear transformation of g. Then, in view of the second equality of (2.4), we
might assume k = 2 in the following.
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Ψ := f
′(f − a)
f (f − 1) −
g′(g − a)
g(g − 1) . (3.1)
If Ψ ≡ 0, then it is easy to see that f and g share the values 0, 1 and ∞ CM, and satisfy
E¯1)(a, f ) = E¯1)(a, g) and E¯2)(a, f ) − E¯1)(a, f ) = E¯2)(a, g) − E¯1)(a, g) by the assumptions
that Ek1(0, f ) = Ek1(0, g), Ek2(1, f ) = Ek2(1, g) and Ek3(∞, f ) = Ek3(∞, g) for three pos-
itive integers k1, k2 and k3 such that k1k2k3 > k1 + k2 + k3 + 2, and E¯2)(a, f ) = E¯2)(a, g).
Hence, f and g share the value a “CM” by the second equality of (2.4), which implies that f
would be some bilinear transformation of g from the result of E. Mues stated before, a con-
tradiction against our supposition. If Ψ ≡ 0, then T (r,Ψ ) = S(r) by the lemma of logarithmic
derivative and the conclusions of Lemma 1, since the poles of Ψ are all simple and derive from
the zeros, 1-points and poles of f and g with different multiplicities. Now, since we assume that
E¯2)(a, f ) = E¯2)(a, g), then
N¯2)
(
r,
1
f − a
)
= N¯2)
(
r,
1
g − a
)
N
(
r,
1
Ψ
)
 T (r,Ψ ) + O(1) = S(r). (3.2)
Hence, we have
N2)
(
r,
1
f − a
)
 2N¯2)
(
r,
1
f − a
)
= S(r)
and
N2)
(
r,
1
g − a
)
 2N¯2)
(
r,
1
g − a
)
= S(r),
which, combined with (2.4), imply that both T (r, f ) = S(r) and T (r, g) = S(r), a contradiction.
All the foregoing discussions show that a = b.
Now, we shall proceed the proof by distinguishing two cases.
Case 1.
Either N(2
(
r,
1
f − a
)
= S(r) or N(2
(
r,
1
g − b
)
= S(r).
Without loss of generality, we might suppose that
N(2
(
r,
1
f − a
)
= S(r). (3.3)
With the same notations in [8, Lemma 2] such as
h1 := f
g
, h2 := f − 1
g − 1 and h3 :=
h2
h1
,
which obviously yield
f = h2 − 1
h3 − 1 and g =
h−12 − 1
h−13 − 1
,
we define
ψ := (f − a)(h3 − 1) = h2 − ah3 + a − 1 (3.4)
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′
ψ
. (3.5)
Then, neither ψ nor ω is a constant. If not, say, ψ = c = 0, then every zero of f − a would be a
pole of h3, a contradiction against (2.4), (3.3) and the fact that
3∑
j=1
(
N¯(r, hj ) + N¯
(
r,
1
hj
))
O
(
N¯(2
(
r,
1
f
)
+ N¯(2
(
r,
1
f − 1
)
+ N¯(2(r, f )
+ N¯(2
(
r,
1
g
)
+ N¯(2
(
r,
1
g − 1
)
+ N¯(2(r, g)
)
= S(r).
The discussions hold well for showing that ω is not a constant.
By the relationships between h1, h2, h3 and f , g, we have
h3 − 1 = f − g
f (g − 1) , (3.6)
from which we immediately derive that f − a and h3 − 1 almost have no common zeros, except
for those points possibly belonging to the set E(3(a, f ) with a counting function being a S(r)
from the second equality in (2.4). Hence, by (3.4), we know that almost all the zeros of ψ are
simple, i.e.,
N
(
r,
1
ψ
)
= N¯
(
r,
1
ψ
)
+ S(r), (3.7)
from (3.3) and the fact that N(2(r,1/(h3 −1)) = S(r), which derives from the fact that N¯(r, h3)+
N¯(r,1/h3) = S(r) and the following reasoning
T (r,h3) N¯(r, h3) + N¯
(
r,
1
h3
)
+ N¯
(
r,
1
h3 − 1
)
+ S(r) N¯
(
r,
1
h3 − 1
)
+ S(r)
 N¯
(
r,
1
h3 − 1
)
+ 1
2
N(2
(
r,
1
h3 − 1
)
+ S(r)N
(
r,
1
h3 − 1
)
+ S(r)
 T (r,h3) + S(r).
Also, we have
T (r,h3) = N¯
(
r,
1
h3 − 1
)
+ S(r) = N1)
(
r,
1
h3 − 1
)
+ S(r). (3.8)
From (3.4), (3.6) and (3.7), we know that, besides those zeros of f −a, all the zeros of ψ come
from the zeros of f −g but not the zeros of f , f − 1 and 1/f , and not those of g, g − 1 and 1/g,
respectively, those multiple zeros of f , g−1, 1/f and 1/g with a total reduced counting function
equaling to S(r) by (2.1), those simple zeros of f and g − 1 such that they are the multiple zeros
of f − g with a total reduced counting function equaling to S(r) by the first equality of (2.3),
and those common simple poles of f and g such that they are the common 1-points of h1 and h2
with a reduced counting function being a S(r) by the following ratiocination.
In fact, if z∞ is a common simple pole of f and g such that ψ(z∞) = 0. Then, f (z∞) −
g(z∞) = O(1) must hold, which means that h1(z∞) = h2(z∞) = 1. Since
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h3 − 1 and g =
h−12 − 1
h−13 − 1
,
it is easy to see that z∞ is a multiple zero of h3 − 1, and hence the counting function of those
points such as z∞’s is a S(r) by (3.8).
All the discussions with (3.3), (3.7) and (3.8) imply that, with the same notation N¯0(r) as that
defined in the statement of Lemma 2,
N
(
r,
1
ψ
)
= N1)
(
r,
1
f − a
)
+ N¯0(r) + S(r) (3.9)
and
N1)
(
r,
1
h3 − 1
)
= N¯(r, f ) + N¯0(r) + S(r). (3.10)
Combining (3.3)–(3.5), (3.7), (3.9), (2.4), the lemma of logarithmic derivative and the fact
that N¯(r, h2) + N¯(r, h3) = S(r) yield
T (r,ω) = N(r,ω) + m(r,ω) = N¯(r,ω) + S(r) = N¯(r,ψ) + N¯
(
r,
1
ψ
)
+ S(r)
= N¯(r, h2) + N¯(r, h3) + N1)
(
r,
1
f − a
)
+ N¯0(r) + S(r)
= N
(
r,
1
f − a
)
+ N¯0(r) + S(r),
and hence
T (r,ω) = T (r, f ) + N¯0(r) + S(r). (3.11)
Now, we define three meromorphic auxiliary functions
τ1 := a − 1
b − 1
(
h′2
h2
− bh
′
3
h3
)
,
τ2 := 12
a − 1
b − 1
(
h′′2
h2
− bh
′′
3
h3
)
,
τ3 := 16
a − 1
b − 1
(
h′′′2
h2
− bh
′′′
3
h3
)
.
If τ1 ≡ 0, then
ϕ :=
h′2
h2
h′3
h3
=
h′2
h2
h′2
h2
− h′1
h1
≡ b.
By (2.7) in [8, Lemma 2] (with interchanged positions of f and g), we have
(g − b)
(
h′2
h2
− h
′
1
h1
)
= f
′
f
g − f
f − 1 ,
which, combined with the assumption that E¯2)(a, f ) = E¯2)(b, g), implies that any zero of g − b
with multiplicity less than or equal to 2 would be a pole of h
′
2
h2
− h′1
h1
, if it is not a zero of f − a
with multiplicity 2. Hence, by (2.4), (3.3) and the fact that
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j=1
T
(
r,
h′j
hj
)

3∑
j=1
(
N¯(r, hj ) + N¯
(
r,
1
hj
))
+ S(r) = S(r),
we have T (r, g) = S(r), a contradiction. Thus, τ1 ≡ 0. Furthermore, we see that τ1, τ2 and τ3 are
three small meromorphic functions related to f and g.
Now, take za to be a simple zero of f − a such that τj (za) = 0 for j = 1, 2, 3. By (2.4) and
(3.3), we know that there exist infinitely many points such as za’s. Then, g(za) = b, h2(za) =
(a − 1)/(b − 1) and h3(za) = b(a − 1)/a(b − 1). By (3.4) and (3.5), the Laurent expansions of
ψ and ω around za , respectively, are
ψ(z) = τ1(za)(z − za) + τ2(za)(z − za)2 + τ3(za)(z − za)3 + O
(
(z − za)4
)
and
ω(z) = 1
z − za +
α(za)
2
+ β(za)(z − za) + O
(
(z − za)2
)
, (3.12)
where α := 2τ2/τ1 and β := 2τ3/τ1 − (τ2/τ1)2.
Define the function
R := ω′ + ω2 − αω − γ, (3.13)
where γ := 3β − α2/4 − α′. Then, the Laurent expansion of R around za is
R(z) = − 1
(z − za)2 + β(za) +
1
(z − za)2 +
α(za)
z − za +
α2(za)
4
+ 2β(za)
− (α(za) + α′(za)(z − za))
(
1
z − za +
α(za)
2
)
− 3β(za) + α
2(za)
4
+ α′(za)
+ O(z − za) = O(z − za),
and hence R(za) = 0.
If R ≡ 0, then by (2.4) and (3.3), we have
T (r, f ) = N1)
(
r,
1
f − a
)
+ S(r)N
(
r,
1
R
)
+ S(r) T (r,R) + S(r)
m(r,R) + N(r,R) + S(r). (3.14)
By (3.9), the facts that N¯(r,ψ) = S(r) (shown in the discussions above (3.11)) and T (r, τj ) =
S(r) for j = 1, 2, 3, we could derive
N¯(r,R) N¯(r,ψ) + N¯0(r) + S(r) = N¯0(r) + S(r). (3.15)
If z0 is a simple zero of ψ such that f (z0) = a, then analogous discussions as above imply
that the Laurent expansion of R around z0 is R(z) = O( 1z−z0 ). So,
N(r,R) = N¯(r,R) + S(r),
from which and (3.14), (3.15), together with the lemma of logarithmic derivative, we could im-
mediately obtain that
T (r, f ) N¯0(r) + S(r). (3.16)
Since we suppose that f is not any bilinear transformation of g, then none of h1, h2 or h3
is a constant. Noting the fact that N¯0(r) N¯0(r,1;h1, h2) + S(r) anyway, it implies that f and
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denotes the reduced counting function of the common 1-points of h1 and h2. In fact, there exist
two integers u and v such that hu1h
v
2 ≡ hu+v1 hv3 ≡ 1 with uv(u + v) = 0. Hence,(
f
g
)u(
f − 1
g − 1
)v
≡ 1,
from which we could immediately derive that f and g share the values 0, 1 and ∞ CM. Then,
from the conclusions of Lemma 5 and (3.16), we derive a contradiction.
All the foregoing discussions yield R ≡ 0, which implies that ω is a solution of the following
Riccati differential equation
ω′ = γ + αω − ω2, (3.17)
where T (r,α) = S(r) and T (r, γ ) = S(r).
By (3.4) and (3.5), we have
ψ
(
ω − h
′
2
h2
)
= a
(
h′2
h2
− h
′
3
h3
)
(h3 − η1),
where
η1 :=
(
1 − 1
a
) h′2
h2
h′2
h2
− h′3
h3
such that T (r, η1) = S(r). Since any simple zero of ψ is a simple pole of ω, and noting (3.7),
we have
N¯
(
r,
1
ω − h′2
h2
)
 N¯
(
r,
1
h′2
h2
− h′3
h3
)
+ N¯
(
r,
1
h3 − η1
)
+ N¯(r,ψ) + S(r)
 N¯
(
r,
1
h3 − η1
)
+ S(r)
 N¯
(
r,
1
ψ(ω − h′2
h2
)
)
+ N¯
(
r,
h′2
h2
− h
′
3
h3
)
+ S(r)
 N¯
(
r,
1
ω − h′2
h2
)
+ N¯(2
(
r,
1
ψ
)
+ S(r)
 N¯
(
r,
1
ω − h′2
h2
)
+ S(r). (3.18)
Applying the Second Main Theorem concerning three small meromorphic functions (see
[9,21]) to the function h3 with its three small functions 0, ∞, η1, and noting the fact that
N¯(r, h3) + N¯(r,1/h3) = S(r), we conclude that
T (r,h3) N¯(r, h3) + N¯
(
r,
1
h3
)
+ N¯
(
r,
1
h3 − η1
)
+ S(r) N¯
(
r,
1
h3 − η1
)
+ S(r)
 T (r,h3) + S(r),
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T (r,h3) = N¯
(
r,
1
h3 − η1
)
+ S(r).
Together with (3.18), we could derive that
T (r,h3) = N¯
(
r,
1
ω − h′2
h2
)
+ S(r), (3.19)
which combined with (3.8) and (3.10) yields that
N¯
(
r,
1
ω − h′2
h2
)
= N¯
(
r,
1
h3 − 1
)
+ S(r) = N¯(r, f ) + N¯0(r) + S(r). (3.20)
Furthermore, by (3.4) and (3.5), we could also obtain
ψ
(
ω − h
′
3
h3
)
=
(
h′2
h2
− h
′
3
h3
)
(h2 − η2) and ψω = h
′
2
h2
h3(h1 − η3), (3.21)
where
η2 := (a − 1)
h′3
h3
h′2
h2
− h′3
h3
and η3 := a
h′3
h3
h′2
h2
such that T (r, η2) = S(r) and T (r, η3) = S(r). Applying analogous discussions as those after
(3.6) for getting (3.10) to
h1 − 1 = f − g
g
and h2 − 1 = f − g
g − 1 (3.22)
to obtain
N1)
(
r,
1
h1 − 1
)
= N¯
(
r,
1
f − 1
)
+ N¯0(r) + S(r) (3.23)
and
N1)
(
r,
1
h2 − 1
)
= N¯
(
r,
1
f
)
+ N¯0(r) + S(r), (3.24)
which together with (3.21) could similarly derive that
N¯
(
r,
1
ω − h′3
h3
)
= N¯
(
r,
1
h2 − 1
)
+ S(r) = N¯
(
r,
1
f
)
+ N¯0(r) + S(r) (3.25)
and
N¯
(
r,
1
ω
)
= N¯
(
r,
1
h1 − 1
)
+ S(r) = N¯
(
r,
1
f − 1
)
+ N¯0(r) + S(r). (3.26)
Now, if one of 0, h′2/h2 and h′3/h3 is a solution of the Riccati differential equation (3.17),
say 0, then from the conclusions of Lemma 3, (2.4), (3.3), (3.26) and similar discussions as those
on (3.8) for
T (r,h1) = N¯
(
r,
1
)
+ S(r),
h1 − 1
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T (r, f ) = N1)
(
r,
1
f − a
)
+ S(r) N¯
(
r,
1
h1 − ab
)
+ S(r) T (r,h1) + S(r)
= N¯
(
r,
1
h1 − 1
)
+ S(r) = N¯
(
r,
1
ω
)
+ S(r) = S(r),
a contradiction. Analogously, neither h′2/h2 nor h′3/h3 is a solution of the Riccati differential
equation (3.17). Hence, by the conclusions of Lemma 3 again, together with (3.11), (3.20), (3.25)
and (3.26), we have
T (r,ω) = T (r, f ) + N¯0(r) = N¯(r, f ) + N¯0(r) + S(r),
T (r,ω) = T (r, f ) + N¯0(r) = N¯
(
r,
1
f
)
+ N¯0(r) + S(r)
and
T (r,ω) = T (r, f ) + N¯0(r) = N¯
(
r,
1
f − 1
)
+ N¯0(r) + S(r),
which imply that
T (r, f ) = N¯(r, f ) + S(r) = N¯
(
r,
1
f
)
+ S(r) = N¯
(
r,
1
f − 1
)
+ S(r). (3.27)
Combining (2.1), (2.2) with (3.27), and noting that
T (r, g) = N2)
(
r,
1
g − b
)
+ S(r) 2N1)
(
r,
1
f − a
)
+ S(r) = 2T (r, f ) + S(r),
we could obtain
T (r, f ) + T (r, g) = 3T (r, f ) + N¯0(r) + S(r),
which shows that
T (r, g) = 2T (r, f ) + S(r) and N¯0(r) = S(r). (3.28)
Hence, by (2.4), (3.3) and (3.28), we obtain
N(2
(
r,
1
g − b
)
= S(r). (3.29)
From (2.7) in [8, Lemma 2], which states that
(f − ϕ)
(
h′1
h1
− h
′
2
h2
)
= g
′
g
f − g
g − 1 ,
the second equality of (2.4) and (3.29), it is not difficult to get ϕ ≡ a. Otherwise,
N(2
(
r,
1
g − b
)
 2N
(
r,
1
ϕ − a
)
+ O
(
T
(
r,
h′1
h1
)
+ T
(
r,
h′2
h2
))
 2T (r,ϕ) + S(r) = S(r),
a contradiction. Hence, h
′
2 ≡ a h′3 . By (3.4) and (3.5), we haveh2 h3
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′
ψ
= h
′
2
h2
+ h
′
2
h2
a − 1
f − a =
h′2
h2
f − 1
f − a . (3.30)
Substituting (3.30) into the Riccati differential equation (3.17) yields the following Riccati dif-
ferential equation about f ’s
f ′ = δ0 + δ1f + δ2f 2, (3.31)
where T (r, δj ) = S(r, f ) for j = 0, 1, 2. By (3.27) and the conclusions of Lemma 3, we know
that δ2 ≡ 0, and neither 0 nor 1 is a solution of the Riccati differential equation (3.31). Hence,
δ0 ≡ 0 and δ0 + δ1 + δ2 ≡ 0.
Since f = h2−1
h3−1 , then
f ′ = h
′
2h3 − h′3h2 − h′2 + h′3
(h3 − 1)2 . (3.32)
A routine calculation on (3.31) and (3.32) leads to
ρ0h
2
2 + ρ1h23 + ρ2h2h3 + ρ3h2 + ρ4h3 ≡ 1, (3.33)
where T (r, ρj ) = S(r) for j = 0,1,2,3,4, and ρ0ρ1 ≡ 0.
Now, applying parallel discussions as those on (3.8) to h1 and h2, together with (3.8), (3.10),
(3.23), (3.24), (3.27) and the second equality of (3.28), to conclude
T (r,h1) = N¯
(
r,
1
h1 − 1
)
+ S(r) = N¯
(
r,
1
f − 1
)
+ S(r) = T (r, f ) + S(r),
T (r, h2) = N¯
(
r,
1
h2 − 1
)
+ S(r) = N¯
(
r,
1
f
)
+ S(r) = T (r, f ) + S(r)
and
T (r,h3) = N¯
(
r,
1
h3 − 1
)
+ S(r) = N¯(r, f ) + S(r) = T (r, f ) + S(r).
So, none of h1, h2 and h3 is a small meromorphic function related to f , which implies that none
of ρ0h22, ρ1h
2
3, ρ3h2 and ρ4h3 is a constant unless ρ3ρ4 ≡ 0.
Next, we shall show that ρ2h2h3 is not a constant provided that ρ2 ≡ 0. On the contrary, we
suppose that ρ2h2h3 = c0 = 0, then
T (r,h2h3) = T (r, ρ2) + O(1) = S(r). (3.34)
Rewrite ρ2h2h3 = c0 = 0 in terms of f and g as
f (g − 1)2
g(f − 1)2 =
c0
ρ2
,
which implies that f and g share the values 0, 1 and ∞ almost CM, since anyway,
∣∣N(r,f ) − N(r, g)∣∣N(r,ρ2) + N
(
r,
1
ρ2
)
 2T (r, ρ2) + O(1) = S(r),
and ∣∣∣∣N
(
r,
1
f
)
− N
(
r,
1
g
)∣∣∣∣= S(r) and
∣∣∣∣N
(
r,
1
f − 1
)
−N
(
r,
1
g − 1
)∣∣∣∣= S(r),
analogically.
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m(r,f ) + m
(
r,
1
f
)
+ m
(
r,
1
f − 1
)
= S(r). (3.35)
Then,
m
(
r,
(g − 1)2
g
)
m
(
r,
f (g − 1)2
g(f − 1)2
)
+ 2m(r,f − 1) + m
(
r,
1
f
)
+ O(1)
m
(
r,
(g − 1)2
g
)
+ m(r,f ) + 2m
(
r,
1
f − 1
)
+ S(r)
m
(
r,
(g − 1)2
g
)
+ S(r)
and
m(r,g)m
(
r,
g
f
)
+ m(r,f ) + O(1)m(r,g) + m
(
r,
1
f
)
+ S(r)m(r,g) + S(r).
From the above two equalities, (3.27), (3.34), (3.35) and the discussions immediately
above (3.35) for the values 0, 1 and ∞, and noting that T (r, (g − 1)2/g) = 2T (r, g) + O(1)
by the classical Valiron Formula (see [21]), we have
T (r,h2h3) = T
(
r,
f (g − 1)2
g(f − 1)2
)
+ S(r) = m
(
r,
f (g − 1)2
g(f − 1)2
)
+ S(r)
= m
(
r,
(g − 1)2
g
)
+ S(r) = T
(
r,
(g − 1)2
g
)
− N
(
r,
(g − 1)2
g
)
+ S(r)
= 2T (r, g) − N(r, g) − N
(
r,
1
g
)
+ S(r)
= 2T (r, g) − N(r,f ) − N
(
r,
1
f
)
+ S(r)
= 2(T (r, g) − T (r, f ))+ m(r,f ) + m(r, 1
f
)
+ S(r)
= 2m(r,g) + S(r) = 2m
(
r,
g
f
)
+ S(r) = 2T
(
r,
g
f
)
+ S(r)
 2N
(
r,
1
g
f
− 1
)
+ S(r) 2N
(
r,
1
f − 1
)
+ S(r) = 2T (r, f ) + S(r),
a contradiction. So, ρ2h2h3 is not a constant if ρ2 ≡ 0, and T (r,h2h3) = S(r).
Now, since T (r,hj ) = T (r, f ) + S(r) and N¯(r, hj ) + N¯(r,1/hj ) = S(r) for j = 1, 2 and 3,
then we have Θ(0, ρ0h22) = Θ(∞, ρ0h22) = 1, Θ(0, ρ1h23) = Θ(∞, ρ1h23) = 1, Θ(0, ρ2h2h3) =
Θ(∞, ρ2h2h3) = 1, Θ(0, ρ3h2) = Θ(∞, ρ3h2) = 1 and Θ(0, ρ4h3) = Θ(∞, ρ4h3) = 1. Apply-
ing the conclusions of Lemma 6 to (3.33) immediately yields a contradiction, and hence Case 1
could be ruled out.
Case 2.
Neither N(2
(
r,
1
f − a
)
= S(r) nor N(2
(
r,
1
g − b
)
= S(r).
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of (2.4) and the assumption that E¯2)(a, f ) = E¯2)(b, g), we have
N(2
(
r,
1
g − b
)
 2N
(
r,
1
Ψ
)
+ S(r) 2T (r,Ψ ) + S(r) = S(r),
a contradiction. Hence,
f ′(f − a)
f (f − 1) ≡
g′(g − a)
g(g − 1) . (3.36)
Analogically, we define
Φ := f
′(f − b)
f (f − 1) −
g′(g − b)
g(g − 1) . (3.37)
If Φ is not identically equal to zero, then similarly,
N(2
(
r,
1
f − a
)
 2N
(
r,
1
Φ
)
+ S(r) 2T (r,Φ) + S(r) = S(r),
a contradiction, too. Hence,
f ′(f − b)
f (f − 1) ≡
g′(g − b)
g(g − 1) . (3.38)
Combining (3.36) and (3.38) yields a contradiction since f ≡ g, which completely finishes the
proof of Theorem 1.
4. Further results
If we replace the truncated value sharing assumption E¯k)(a4, f ) = E¯k)(a5, g) in Theorem 1
by weighted value sharing assumption Ek(a4, f ) = Ek(a5, g), then we have the following
Theorem 2. Let f and g be two distinct non-constant meromorphic functions that satisfy
Ekj (aj , f ) = Ekj (aj , g) (j = 1, 2, 3) for three distinct values a1, a2 and a3 in P1, and for
three positive integers k1, k2 and k3 such that k1k2k3  1. Furthermore, if we assume that
Ek(a4, f ) = Ek(a5, g) for other two values a4, a5 in P1 distinct from a1, a2 and a3, and for
some positive integer k  2, then f is some bilinear transformation of g.
Proof. On the contrary, we assume that f is not any bilinear transformation of g. Now, we define
the following six auxiliary functions
Hl :=
(
f ′
f − al −
f ′
f − a4
)
−
(
g′
g − al −
g′
g − a5
)
(l = 1,2,3),
Hu,v :=
(
f ′
f − au −
f ′
f − av
)
−
(
g′
g − au −
g′
g − av
)
(u < v and u,v = 1,2,3).
If Hl0 ≡ 0 for some l0, then
f − al0 = c1 g − al0
f − a4 g − a5
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ear transformation of g, a contradiction. Hence, Hl ≡ 0 for l = 1,2,3. Analogically, we have
Hu,v ≡ 0 for all u < v and u, v = 1,2,3.
Since f and g satisfy the conditions that Ekj (aj , f ) = Ekj (aj , g) for j = 1, 2, 3, and
Ek(a4, f ) = Ek(a5, g), then, form the lemma of logarithmic derivative and the fact that almost
all the poles of Hl (l = 1, 2, 3) and Hu,v (u < v and u, v = 1, 2, 3) are simple, we have
k1N¯(k1+1
(
r,
1
f − a1
)
+ k2N¯(k2+1
(
r,
1
f − a2
)
N
(
r,
1
H3
)
+ S(r) T (r,H3) + S(r) N¯(r,H3) + S(r)
 N¯(k3+1
(
r,
1
f − a3
)
+ N¯(k+1
(
r,
1
f − a4
)
+ S(r),
which implies that
(k1 + 1)N¯(k1+1
(
r,
1
f − a1
)
+ (k2 + 1)N¯(k2+1
(
r,
1
f − a2
)

3∑
j=1
N¯(kj+1
(
r,
1
f − aj
)
+ N¯(k+1
(
r,
1
f − a4
)
+ S(r). (4.1)
Also we have
k3N¯(k3+1
(
r,
1
f − a3
)
+ kN¯(k+1
(
r,
1
f − a4
)
N
(
r,
1
H1,2
)
+ S(r) T (r,H1,2) + S(r) N¯(r,H1,2) + S(r)
 N¯(k1+1
(
r,
1
f − a1
)
+ N¯(k2+1
(
r,
1
f − a2
)
+ S(r),
which implies that
(k3 + 1)N¯(k3+1
(
r,
1
f − a3
)
+ (k + 1)N¯(k+1
(
r,
1
f − a4
)

3∑
j=1
N¯(kj+1
(
r,
1
f − aj
)
+ N¯(k+1
(
r,
1
f − a4
)
+ S(r). (4.2)
Summing (4.1) and (4.2) immediately yields
3∑
j=1
(kj − 1)N¯(kj+1
(
r,
1
f − aj
)
+ (k − 1)N¯(k+1
(
r,
1
f − a4
)
= S(r).
From Definition A, we know that if two distinct non-constant meromorphic functions f and g
share a value a with finite weight k, then they share the value a with finite weight p (0 p  k).
Since we assume k1k2k3  1 and k  2, so, without loss of generality, we set k1 = k2 = k3 = 1
and k = 2. Then, we derive that
N¯(3
(
r,
1
)
= S(r),
f − a4
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N¯(2
(
r,
1
f − a1
)
+ N¯(2
(
r,
1
f − a2
)
 N¯(2
(
r,
1
f − a3
)
+ S(r). (4.3)
Analogous discussions imply that
N¯(2
(
r,
1
f − a1
)
+ N¯(2
(
r,
1
f − a3
)
 N¯(2
(
r,
1
f − a2
)
+ S(r) (4.4)
and
N¯(2
(
r,
1
f − a2
)
+ N¯(2
(
r,
1
f − a3
)
 N¯(2
(
r,
1
f − a1
)
+ S(r), (4.5)
which together with (4.3) immediately turn out the following equality
3∑
j=1
N¯(2
(
r,
1
f − aj
)
= S(r). (4.6)
Since (4.6) is equivalent to (2.1), which is the core in the proofs of Lemma 2 and Theorem 1,
so now we just resort to Section 3 to terminate our proof. 
Corollary 3. Let f and g be two distinct non-constant meromorphic functions that satisfy
Ekj (aj , f ) = Ekj (aj , g) (j = 1, 2, 3, 4) for four distinct values a1, a2, a3 and a4 in P1, and
for four positive integers k1, k2, k3 and k4 such that k1k2k3k4  2, then f is some bilinear trans-
formation of g.
Remark. It is obvious that Corollary 3 is an extension of R. Nevanlinna’s Four Value Theorem
such that the set {k1, k2, k3, k4} = {1,1,1,2} hold well.
If any two distinct non-constant meromorphic functions f and g satisfy the requirement in
R. Nevanlinna’s Four Value Theorem, i.e., they share four values, say 0, 1, a (∈ C − {0,1}) and
∞ CM, then it is known that they assume one and only one of six relations, i.e.,
(i) f + g ≡ 0, or (ii) fg ≡ 1 for a = −1;
(iii) f + g ≡ 1, or (iv) f ≡ g
2g − 1 for a =
1
2
;
(v) f + g ≡ 2, or (vi) f ≡ g
g − 1 for a = 2.
It is natural to find out the explicit forms or relationships of f and g, if they satisfy the
requirements of Theorems 1 and 2.
Similar discussions as [14, Lemma 6] show that if two distinct non-constant meromorphic
functions f and g share 0, 1 and ∞ IM, and f is some bilinear transformation of g, then they
satisfy one and only one of six relations such that
(1) fg ≡ 1,
(2) f + g ≡ 1,
(3) (f − 1)(g − 1) ≡ 1,
(4) f ≡ αg,
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(6) (f − α)(g + α − 1) ≡ α(1 − α),
where α = 0,1 is a constant.
Now we set a1 = 0, a2 = 1, a3 = ∞, a4 = a and a5 = b such that a, b ∈ C − {0, 1} in
Theorems 1 and 2, then we could make the following discussions.
If fg ≡ 1, then since 0 and ∞ are lacunary values of f and g, we have
T (r, f ) N¯(r, f ) + N¯
(
r,
1
f
)
+ N¯
(
r,
1
f − a
)
+ S(r)
 N¯
(
r,
1
f − a
)
+ 1
2
N(2
(
r,
1
f − a
)
+ S(r)
N
(
r,
1
f − a
)
+ S(r) T (r, f ) + S(r),
which implies that
T (r, f ) = N¯
(
r,
1
f − a
)
+ S(r) = N¯1)
(
r,
1
f − a
)
+ S(r).
Analogously, we have
T (r, g) = N¯1)
(
r,
1
g − b
)
+ S(r).
Hence, ab = 1.
If f + g ≡ 1, then similar discussions as above yield a + b = 1.
If (f − 1)(g − 1) ≡ 1, then analogous discussions show (a − 1)(b − 1) = 1.
If f ≡ αg with α = 0, 1, then 1 and α are lacunary values of f , and 1 and 1/α are lacunary
values of g. If a = α, then b = 1/α, which implies that ab = 1. If a = α, then b = 1/α, which
implies that α = a/b.
If f − 1 ≡ α(g − 1) with α = 0, 1, then 0 and 1 − α are lacunary values of f , and 0 and
1 − 1/α are lacunary values of g. Similarly, we derive that either (a − 1)(b − 1) = 1 or α =
(a − 1)/(b − 1).
If (f − α)(g + α − 1) ≡ α(1 − α) with α = 0, 1, then ∞ and α are lacunary values of f ,
and ∞ and 1 − α are lacunary values of g. Analogously, we get that either a + b = 1 or α =
a(1 − b)/(a − b).
All the above discussions turn out to be the following
Corollary 4. Under the assumptions of Theorems 1 and 2, f and g satisfy one and only one of
nine relations, i.e.,
(i) fg ≡ 1 (ab = 1);
(ii) f + g ≡ 1 (a + b = 1);
(iii) (f − 1)(g − 1) ≡ 1 ((a − 1)(b − 1) = 1);
(iv) f ≡ ag (ab = 1);
(v) f ≡ a
b
g;
(vi) (f − 1) ≡ (1 − a)(g − 1) ((a − 1)(b − 1) = 1);
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b−1 (g − 1);
(viii) (f − a)(g − b) ≡ ab (a + b = 1);
(ix) (f − a(1−b)
a−b )(g − b(a−1)a−b ) ≡ ab(a−1)(1−b)(a−b)2 .
At the end of this paper, we would like to propose the following two questions.
Question 1. Could we get the same conclusions of Theorems 1 and 2, if we set {k1, k2, k3} =
{2,2,2} in Theorem 1 and {k1, k2, k3, k} = {1,1,1,1} in Theorem 2, respectively?
Question 2. Could we obtain some joint inequality, and hence some more precise relationships
of k1, k2, k3 and k in Theorem 1?
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