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Abstract
We investigate the properties of the ground state of strong coupling lattice QCD at finite density.
Our starting point is the effective Hamiltonian for color singlet objects, which looks at lowest order
as an antiferromagnet, and describes meson physics with a fixed baryon number background. We
concentrate on uniform baryon number backgrounds (with the same baryon number on all sites), for
which the ground state was extracted in an earlier work, and calculate the dispersion relations of the
excitations. Two types of Goldstone boson emerge. The first, antiferromagnetic spin waves, obey a
linear dispersion relation. The others, ferromagnetic magnons, have energies that are quadratic in
their momentum. These energies emerge only when fluctuations around the large-Nc ground state
are taken into account, along the lines of “order from disorder” in frustrated magnetic systems.
Unlike other spectrum calculations in order from disorder, we employ the Euclidean path integral.
For comparison, we also present a Hamiltonian calculation using a generalized Holstein–Primakoff
transformation. The latter can only be constructed for a subset of the cases we consider.
1
I. INTRODUCTION
The study of quantum chromodynamics at high density is of fundamental importance.
In recent years the field has attracted wide attention with renewed interest in color super-
conductivity (CSC). For a review see [1].
CSC at high density is a prediction of weak-coupling analysis. It is imperative to confirm
this prediction by non-perturbative methods. Bringoltz and Svetitsky [2] studied high-
density quark matter with strong-coupling lattice QCD (see also [3]). This theory is de-
scribed by an effective Hamiltonian for color singlet objects. At lowest order in the inverse
coupling, the Hamiltonian looks like an antiferromagnet, and describes the dynamics of
meson-like objects within a fixed background of baryon number. Higher orders in the in-
verse coupling add the effective Hamiltonian with kinetic terms for the baryons that are
very hard to treat [2]. The global symmetry group of the antiferromagnet depends on the
formulation of the lattice fermions. For naive, nearest-neighbor fermions, studied here and
in Ref. 2, the symmetry is U(4Nf ). The representation of U(4Nf ) carried by the fields on
each site depends on the baryon number on that site.
From the antiferromagnetic effective Hamiltonian one can derive a path integral for a
nonlinear sigma model (NLSM). The path integral can be studied in the large-Nc limit with
semiclassical methods.
Following Ref. 2, we choose to work with baryon number backgrounds that have the same
baryon number B on all sites with |B| = 1, 2, . . . , 2Nf − 1. These backgrounds are close to
lattice saturation (that happens for B = 2Nf), but involve relatively simple calculations;
The sigma fields on all sites belong to the same manifold and represent the same number
of independent fluctuations (see [2]). Any other distribution of baryon number can also
be treated with the NLSM, but will involve sigma fields whose structure changes from site
to site. This makes the calculations of the semi-classical ground state and excitations less
straight forward than presented here and in Ref. 2. We leave the treatment of non-uniform
baryon number backgrounds, together with the kinetic terms for the baryons to future study,
as a step towards comparing our results to those of grand canonical approaches.
For the baryon number background we study, the classical (Nc = ∞) vacuum of the
NLSM is hugely degenerate: If one aligns the σ fields on the even sites, the field on each
odd site can independently wander a submanifold of the original σ manifold. It was shown
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in [2] that fluctuations in O(1/Nc) couple the σ fields on the odd sites to each other and
give an effective action that lifts the classical degeneracy. The ground state breaks U(4Nf).
Here we treat the problem in the context of “order from disorder” [4–9], a phenomenon
known in the study of condensed matter systems. Its essence is that fluctuations of quantum,
thermal or even quenched nature can lift a classical degeneracy. A famous example is the
Kagome´ antiferromagnet [7] whose classical ground state energy is invariant under correlated
rotations of local groups of spins, leading to a degeneracy exponential in the volume. This
system has modes with zero energy for all momentum. These zero modes obtain nonzero
energy due to quantum fluctuations. The same thing happens in our NLSM. Here we identify
the zero modes, show how they get nonzero energy of O(1/Nc) and calculate their dispersion
relations.
We end up with two kinds of Goldstone boson. The first are antiferromagnetic spin
waves with a linear dispersion relation. The second kind are ferromagnetic magnons with a
quadratic dispersion relation. This is consistent with the loss of Lorentz invariance due to
finite density. This set of excitations falls into the pattern described by Chadha and Nielsen
[10] and by Leutwyler [11] in their studies of nonrelativistic field theories. In general, a
nonrelativistic system that undergoes spontaneously symmetry breakdown can posses two
types of Goldstone boson. The energy of type I bosons is an odd power of their momentum.
Their effective field theory has a second time derivative which means that each excitation is
described by one real field as in the case of a relativistic scalar field. Type II bosons have
a dispersion relation that contains an even power of the momentum. They can appear only
in nonrelativistic theories having properties similar to a Schro¨dinger field theory, namely
theories whose action has only a first time derivative. As in the Schro¨dinger case, each
excitation is described by a complex field, or two real fields. The number of Goldstone
fields is of course equal to the number nG of broken generators. The counting of massless
excitations is summarized by the Chadha–Nielsen counting rule,
nI + 2nII ≥ nG, (1.1)
Where nI(nII) are the number of type I and II Goldstone bosons. A well known example is
the SU(2) spin system with a collinear ground state , where nG = 2. The antiferromagnet
has two spin waves with a linear dispersion relation (nI = 2, nII = 0) while the ferromagnet
has one magnon with a quadratic dispersion relation (nI = 0, nII = 1). As mentioned above
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in our case both nI and nII are nonzero.
Most discussions of “order from disorder” work in a Hamiltonian (but see [8, 9]). We
employ instead the Euclidean path integral. In Appendix C we also present a Hamiltonian
calculation using a generalized Holstein-Primakoff [12] transformation. The latter can only
be constructed for a subset of the cases we consider. The Euclidean calculations are less
restrictive in their applicability.
II. THE NONLINEAR SIGMA MODEL
In Ref. 2 the problem of lattice QCD at finite densities was transformed to a nonlinear
sigma model. In this section we review this approach in order to make the current work
self-contained. The starting point is strong coupling QCD with naive fermions. This theory
is described by an antiferromagnetic (AF) effective Hamiltonian, which is invariant under a
global U(N) symmetry with N = 4Nf . This quantum Hamiltonian is given by
Heff =
J
2
∑
nµˆ
Qαβ(n)Qβα(n+ µˆ). (2.1)
Here α and β are Dirac-flavor indices taking values from 1 to N , and Qαβ(n) are the gener-
ators of U(N) on site n. The Hilbert space on each site forms an irreducible representation
of U(N) which corresponds to a rectangular Young tableau with Nc columns. The number
m of rows in the Young tableau can vary from site to site and is determined by the local
baryon number Bn according to
mn = Bn +N/2. (2.2)
Therefore, a first step in this Hamiltonian approach is to fix the local baryon number. This
restricts the diagonalization of (2.1) to a certain sector of the Hilbert space, in contrast
to other approaches that fix a chemical potential [1, 3] and let the local baryon number
fluctuate. This point makes the comparison between the two approaches nontrivial and out
of the scope of this paper. It also reduces the possibility of sketching a phase diagram to
identifying the ground state for a given configuration of Bn, as was done in Ref. 2.
To write the Euclidean path integral we use a generalized spin-coherent-state representa-
tion, which turns out to be especially useful in the large-Nc limit. The result is a nonlinear
sigma model (NLSM), which we proceed to describe.
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A. Elementary fields
Following [2] we study only the case of uniform baryon density, Bn = B > 0. The
σ field at site n is an N × N hermitian, unitary matrix that represents the coset space
U(N)/[U(m) × U(N −m)]. It can be written as a unitary rotation of the standard matrix
Λ,
σn = UnΛU
†
n, (2.3)
with
Λ =

 1m 0
0 −1N−m

 . (2.4)
A convenient parameterization [12] for the unitary matrix Un is
1
Un =


√
1− φnφ†n φn
−φ†n
√
1− φ†nφn

 . (2.5)
Here φn is an m× (N −m) complex matrix that furnishes coordinates for U(N)/[U(m) ×
U(N −m)]. Inserting into Eq. (2.3), we obtain
σn =


1− 2φnφ†n −2φ
√
1− φ†nφn
−2
√
1− φ†nφnφ†n −1 + 2φ†nφn

 . (2.6)
Note that Nc does not enter the definition of these degrees of freedom.
B. The action and the ground state
The action of the NLSM is
S =
Nc
2
∫
dτ
[
−∑
n
TrΛU †n∂τUn+
J
2
∑
nµ
Tr σnσn+µˆ
]
. (2.7)
The overall Nc factor allows a systematic treatment in orders of 1/Nc. The classical ground
state is found by minimizing the action, which gives field configurations that are τ indepen-
dent and minimize the interaction. For B 6= 0, this leaves a huge manifold of degenerate
field configurations.
1 This can be related to the form used in [2] by setting φ = a sin
√
a†a/
√
a†a. The main advantage of this
φ parameterization is that the kinetic part of the action is quadratic in φ [see (3.6)].
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To clarify this important point, consider the energy of one link,
E =
J
2
Tr σ1σ2. (2.8)
To minimize E we work in a basis where σ1 = Λ. The analysis in [2] then shows that
σ2 can wander freely in the manifold U(m)/[U(2m − N) × U(N − m)], a submanifold of
U(N)/[U(m)×U(N−m)]. A ground state of the infinite lattice can be constructed replicat-
ing σ1 and σ2 on the even and odd sites of the lattice. Thus all the σ fields on the even sites
“point” to Λ while on the odd sites, each σ field wanders independently in the submanifold.
This classical ground state has a huge degeneracy, exponential in the volume. We proceed
to analyze its stability.
In [2] it was shown that O(1/Nc) fluctuations lift the degeneracy and choose a collinear
ground state, where all the σ fields on the odd sites point in the same direction. Without
loss of generality the ground state can be chosen to be
σeven = Λ,
σodd = Λ2 ≡


12m−N 0 0
0 −1N−m 0
0 0 1N−m

 = V ΛV †, (2.9)
with
V =


1 0 0
0 0 1
0 −1 0

 . (2.10)
This ground state breaks U(N) to U(2m−N)×U(N−m)×U(N−m), with 2(3m−N)(N−m)
broken generators. This was the main result of Ref. 2.
III. FLUCTUATIONS AROUND THE GROUND STATE
In this section we write an effective action for fluctuations around the ground state up to
O(1/Nc). Working at O(1) first, we identify the zero modes that correspond to the classical
degeneracy. We then show how quantum fluctuations give them nonzero energy.
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A. Effective action and O(1) dispersion relations
The fields φ, suitably shifted, can be identified with the Goldstone bosons around the
ground state (2.9). For the even sites, φ = 0 indeed gives σ = Λ. For the odd sites, the
vacuum is at
φ =

 0
1N−m

 ,
where the upper part of φ is a (2m−N)× (N −m) matrix. We therefore shift φ on the odd
sites according to
U ′ ≡ V U,
σ′(φ) ≡ V σ(φ)V †. (3.1)
This gives σ′(0) = Λ2. We drop the primes henceforth.
For later convenience we write φ as
φ =

 χ
π

 . (3.2)
Here π is an (N −m)− dimensional square matrix while χ has (2m−N) rows and (N −m)
columns. Both are complex. Thus
σeven =


1− 2χχ† −2χπ† −2χ
√
1− φ†φ
−2πχ† 1− 2ππ† −2π
√
1− φ†φ
−2
√
1− φ†φχ† −2
√
1− φ†φπ† −1 + 2φ†φ


, (3.3)
and
σodd =


1− 2χχ† −2χ
√
1− φ†φ 2χπ†
−2
√
1− φ†φχ† −1 + 2φ†φ 2
√
1− φ†φπ†
2πχ† 2π
√
1− φ†φ 1− 2ππ†


. (3.4)
Each submatrix in Eqs. (3.3)–(3.4) has dimensions as indicated in (2.4).
After scaling φ→ φ/√Nc the action takes the form,
S = Tr
∫
dτ
∑
n
[
χ†n∂τχn+ π
†
n∂τπn
]
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+J
∑
nµˆ
[
πnπ
†
n + πn+µˆπ
†
n+µˆ− πnπn+µˆ − π†nπ†n+µˆ
]
+
J√
Nc
∑
nµˆ
[
χ†nχn+µˆπn − χ†n+µˆχnπn+µˆ + h.c.
]
+
J
Nc
∑
nµˆ
[
χnχ
†
nχn+µˆχ
†
n+µˆ− πnπ†n+µˆπ†n+µˆπn+µˆ− πn+µˆπ†n+µˆπ†nπn (3.5)
−πnπ†nχ†n+µˆχn+µˆ− πn+µˆπ†n+µˆχ†nχn
+
1
2
(
πn+µˆπ
†
n+µˆπn+µˆπn + πn+µˆπnπ
†
nπn
+πn+µˆχ
†
n+µˆχn+µˆπn+ πn+µˆπnχ
†
nχn + h.c.
)]
+O(1/N3/2c ).
The AF structure of the action demands the introduction of an fcc lattice. We write the fields
φn ≡ φAN with A = (even, odd) and N belonging to an fcc lattice. We Fourier transform
according to
φAN(τ) =
√
2
Ns
√
1
β
∑
k,ω
φAk e
i(k·N−ωτ) ×


1 A = even
e−ikz/2 A = odd
. (3.6)
Here k ≡ (k, ω). In momentum space the action is given by S = S2+S3+S4 with (discarding
Umklapp terms)
S2 = Tr
∑
k
(
πe†k π
o
−k
) −iω + 2dJ −2Jdγk
−2Jdγk iω + 2Jd



 πek
πo†−k


+
(
χe†k χ
o
−k
) −iω 0
0 iω



 χek
χo†−k

 , (3.7)
S3 = 2Jd
√
2
NsNcβ
Tr
∑
kp
(
χo†p χ
e
kπ
o
p−kγk − χe†k χok−pπepγk−p+ h.c.
)
, (3.8)
S4 = 2Jd
2
NsNcβ
Tr
∑
kpq
(
χekχ
e†
p χ
o
qχ
o†
q+k−p − πekπe†p πo†q πoq−k+p − πe†k πepπoqπo†q−k+p
−χe†k χepπoqπo†q+k−p − πekπe†p χo†q χoq−k+p
)
γk−p (3.9)
+
1
2
((
πe†k π
e
p + χ
e†
k χ
e
p
) (
πok−p−qπ
e
q + π
e†
−qπ
o†
−(k−p−q)
)
(
πo†k π
o
p + χ
o†
k χ
o
p
) (
πek−p−qπ
o
q + π
o†
−qπ
e†
−(k−p−q)
))
γk−p−q.
γk is given by
γk =
1
d
d∑
µ=1
cos kµ/2. (3.10)
8
At large Nc, S3 and S4 are small perturbations. The bare propagators can be read from
S2,
(Gpik)AB =
1
ω2 + 4J2d2E2k

 iω + 2Jd 2Jdγk
2Jdγk −iω + 2Jd


AB
, (3.11)
(Gχk)AB =

 −1/iω 0
0 1/iω


AB
. (3.12)
(The propagators are diagonal in the internal group indices.) Here Ek =
√
1− γ2k. The
poles of the propagators give the dispersion relations of the various bosons at O(1). The
result is
ω2 + (2JdEk)
2 = 0 for π, (3.13)
and
ω = 0 for χ. (3.14)
The π excitations are 2(N −m)2 AF spin waves. At B = 0 they are the only excitations.
It is easy to verify that the Euclidean dispersion relation is ω2 ∼ −|k|2 at low momentum.
The χ excitations are 4(N−m)(2m−N) zero modes (“soft” modes). Their energy is zero for
all momentum, a sign of the local degeneracy of the classical ground state discussed above.
We conclude this subsection by classifying the different excitations according to their
U(2m−N)× U(N −m)× U(N −m) representations. We denote a representation by
(r1, r2, r3)
(q1,q2,q3). (3.15)
Here r1 denotes the representation of SU(2m−N), and r2,3 denote the representations of the
two SU(N −m) subgroups. qi are the charges of the excitations under the remaining U(1)
factors of the unbroken subgroup. These are generated by the following diagonal matrices.
1N ,


12m−N 0 0
0 0 0
0 0 0

 , and


0 0 0
0 1N−m 0
0 0 −1N−m

 . (3.16)
We give the different representations in Table I. The crucial point is that the AF spin
waves and the zero modes reside is completely different representations. This means that
the separation between these excitations in the O(1) spectrum will survive at higher orders
and that mixing can not occur.
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Field Representation Dimension
π
(
1, N −m,N −m
)(0,0,+2)
(N −m)2
χeven
(
2m−N, 1, N −m
)(0,+1,+1)
(2m−N)(N −m)
χodd
(
2m−N,N −m, 1
)(0,+1,−1)
(2m−N)(N −m)
TABLE I: U(2m−N)×U(N −m)×U(N −m) representations of the excitations. The conjugate
fields belong to the conjugate representations. n(n) stands for the fundamental(its conjugate)
representation of SU(n) and 1 stands for a singlet.
B. Self energy calculation and O(1/Nc) dispersion relations of the χ fields
In this section we calculate the self energy of the χ fields to first order in 1/Nc. We shall
see that the poles in the soft modes propagators move away from zero energy in this order.
The Feynman rules for this problem are presented in Appendix A. We treat S3 and S4 as
perturbations to S2 and present the contributions to the self energy in Fig. 1.

Σ =

+

+

.
1
FIG. 1: Dyson equation for the self energy of the χ fields. Solid lines correspond to the π propa-
gators and dashed lines to the χ propagators.
Since the χ propagator is divergent at ω = 0 for all k, one must insert its self energy
self-consistently, making the replacement
(Gχk)
−1 → (Gχk)−1 − Σk. (3.17)
Σ is a matrix coupling odd and even degrees of freedom according2 to
Σ =

 Σ1 Σ2
Σ∗2 Σ
∗
1

 . (3.18)
Thus the χ propagator is replaced by
Gχk =
1
(−iω − Σ1,k)(iω − Σ∗1,k)− |Σ2,k|2

 iω − Σ∗1,k Σ2,k
Σ∗2,k −iω − Σ1,k

 . (3.19)
2 We assume that the χ propagator has a similar structure as Eq. (3.11).
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Here we assume that both matrices Σ1,k and Σ2,k are diagonal in group space and that
ReΣ1,k < 0 (3.20)
for the stability of the path integral.
In Appendix B we derive self-consistent equations for Σ1,k and Σ2,k. Defining tanh θk =
−ReΣ2,(0,k)/ReΣ1,(0,k), we write these equations in the form of a single integral equation,
(N −m) tanh θk =
∫
BZ
(
dq
4π
)d
I2(q,k) sinh θq
∫
BZ
(
dq
4π
)d
I1(q,k) cosh θq − η(k)
≡ βk
αk
. (3.21)
η(k) and I1,2(q,k) are defined in Appendix B. The poles of the propagators may then be
obtained from (3.19) [see Eq. (B14)]. The dispersion relations turn out to be
±iω = 2Jd
Nc
√
(N −m)2α2k − β2k
=
2Jd(N −m)
Nc
αk
√
1− tanh2 θk (3.22)
≡ 2Jd(N −m)
Nc
ǫk.
The solution of Eq. (3.21) for d = 3 can be obtained numerically by assuming that the
function θk depends only on |k| in most of the Brillouin zone. We plot the solution in Fig. 2
for N −m = 1, 2, 3, 4, 5. Recall that the baryon density is given by B = m−N/2. Thus for
Nf ≤ 3 we cover all baryon density short of saturation.
The form of ǫk is shown in Fig. 3. It is easy to check that the bosons are massless, since
η(0) = I1,2(q, 0) = 0 implies that αk and βk vanish at k = 0. This is of course a direct result
of the Ward identities concerning the global U(N) symmetry. Moreover, near k = 0 both
α and β have a quadratic dependence on |k|. This means that at low momenta ǫk ∼ |k|2,
characteristic of ferromagnetic magnons. A possible exception is the case N−m = 1. There
we see that at low momenta, tanh θk → 1 and thus it is possible that ǫk ∼ |k|2+p with p a
positive integer3.
Finally we recall that the relation between the number of χ fields and the number of
physical excitations depends on the dispersion relation. Because the soft modes obey ǫk ∼
|k|2, the 4(N − m)(2m − N) fields describe only half that many ferromagnetic magnons.
The case of N −m = 1 might be different depending on whether p is odd or even.
3 ǫk cannot be nonanalytic at k = 0 since the integrals in Eq. (3.21) are regular there.
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FIG. 2: Solution of Eq. (3.21) for N −m = 1, 2, 3, 4, 5.
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FIG. 3: Rescaled energy of the χ bosons for for N −m = 1, 2, 3, 4, 5. The energy for N −m = 1 is
divided by a factor of 7 in order to present it on the same scale with the other cases.
IV. SUMMARY AND DISCUSSION
We find two kinds of low energy excitations corresponding to type I and type II Goldstone
bosons [10, 11]. The type I bosons are 2(2Nf − B)2 antiferromagnetic spin waves that
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have a linear dispersion relation. Including quantum fluctuations of O(1/Nc) we also have
4B(2Nf −B) type II bosons4. We call them ferromagnetic magnons since they derive their
energy from the effective ferromagnetic interaction [2] between next-nearest-neighbor sites,
produced at O(1/Nc). As typical for magnons, their dispersion relation is quadratic is
momentum5.
The mechanism that removed the classical degeneracy and gave energy to the type II
Goldstone bosons is known in the condensed matter literature as order from disorder [4–9].
It takes place in systems that posses a classical degenerate ground state. For example we
mention the double exchange model [6] and the Kagome´ antiferromagnet [7]. There, the
classical ground state energy is invariant under a rotation of local groups of spins making
it exponentially degenerate, like in our problem. It is worth recalling that the zero density
system is also classically degenerate [2, 13]. There, one can realize the baryon distribution
by putting baryon numbers B and −B on the even and odd sites. At O(1), the ground
state energy does not depend on B. This leads to a discretely degenerate ground state. At
O(1/Nc), order from disorder occurs and quantum fluctuation remove this degeneracy to
pick out a ground state with B = 0.
The energy scale of the type II Goldstone bosons is smaller by a factor of Nc compared
to that of the type I bosons. This points to a possible hierarchy of phase transitions at finite
temperature which can be described by a classical model that has the Hamiltonian
H = J1 Tr
∑
nµˆ
[σnσn+µˆ]− J2 Tr
∑
nµˆ
[σnσn+2µˆ] . (4.1)
For J2 = 0, the ground state will be highly degenerate as above. A small positive value
of J2 removes this degeneracy and picks out a ferromagnetic alignment of the next-nearest-
neighbor σ fields. Thus for T ≪ J1,2 the ground state is invariant only under
U(N −m)× U(N −m)× U(2m−N). (4.2)
This symmetry pattern will persists until some finite temperature T FMc ∼ J2. For T > T FMc
the ferromagnetic magnons melt the magnetization and restore some of the symmetry. This
situation will persists until a second temperature TAFMc ∼ J1 where the symmetry will be
4 Recall that the local baryon number B ranges from 0 to 2Nf with unit increments.
5 A possible exception is forN−m = 1, where the energy may depend on a different power of the momentum.
Correspondingly, the number of excitations will be different.
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restored completely. As long as J1 ≫ J2 (which corresponds to Nc ≫ 1 in our system), the
hierarchy of phase transitions is well defined.
Finally we mention that recent works [14] on effective field theories for dense QCD also
predict the existence of type II Goldstone bosons. It is tempting to identify these with our
ferromagnetic magnons. First, however, one must reduce the artificial U(4Nf ) symmetry
of the action to the physical chiral symmetry. We defer this important issue to further
publications.
APPENDIX A: FEYNMAN RULES
The following are the Feynman rules extracted from Eqs. (3.7)–(3.10). A = (e, o) stands
for even and odd respectively. Latin indices take values in the range [1, (N − m)2] while
Greek indices take values in the range [1, (N −m)(2m−N)]. The propagators are given in
Fig. 4. The vertices extracted from the cubic and quartic interactions [Eqs. (3.8)–(3.10)] are
given in Figs. 5– 6.
(a)
(
Gpik;ijkl
)
AB
=

k
piAkl pi
†B
ij (b)
(
G
χ
k;iαβj
)
AB
=

k
χAαi χ
†B
jβ
1
FIG. 4: Propagators.

p
k q
χBβj
χ
†A
iα
piCfg =

k
q
p
χ
†B
jβ
χAαi
pi
†C
gf
= −2Jd
√
2
NsNcβ
δαβδjfδgi [δAoδBeδCo − (e↔ o)] γk.
1
FIG. 5: Vertices corresponding to the cubic interaction.
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(a)

k
p q
l
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†o
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χ
†e
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χeγf
= −2Jd 2
NsNcβ
δifδjgδγβδαδγp−q.
(b)

k
p q
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†A
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NsNcβ
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(c)

q
p
k
l
pi
†C
ef
pi
†B
kl
pi
†A
ij
piDgh =

l
k
p
q
pi
†D
gh
piCef
piBkl
piAij
= −Jd 2
NsNcβ
δihδjkδleδfg [δDeδAeδBoδCe + (e↔ o)] γp.
(d)

k
p q
l
χ
†B
eβ
pi
†A
ij
χDδh
piCfg
= 2Jd 2
NsNcβ
δgiδjeδβδδhf [δAeδCeδBoδDo + (e↔ o)] γp−q,
(e)

k
p
q
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pi
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ef
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kl
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χDδj =

l
q
p
k
χ
†D
iδ
χAαj
piCkl
piBef
= −Jd 2
NsNcβ
δαδδjkδleδif [δAeδBeδCoδDe + (e↔ o)] γp.
1
FIG. 6: Vertices corresponding to the quartic interaction.
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APPENDIX B: THE SELF CONSISTENT EQUATIONS
In this appendix we derive the integral equations represented by Fig. 1 and solve them
approximately in order to obtain the dispersion relations of the χ bosons to O(1/Nc). In
analogy with the propagators of the antiferromagnetic spin waves we assume the following
structure for Σ1,k and Σ2,k (we denote the frequency by Ω),
Σ1,k = A1(Ω
2;k) + iΩB1(Ω
2;k), (B1)
Σ2,k = A2(Ω
2;k) + iΩB2(Ω
2;k), (B2)
where A1,2, B1,2 are real and A
2
1 ≥ A22 for stability. In order to perform frequency integrals
we make a rational ansatz. For example,
A1 = −2Jd
Nc
P1(Ω
2;k)
Q1(Ω2;k)
< 0, (B3)
A2 =
2Jd
Nc
P2(Ω
2;k)
Q2(Ω2;k)
, (B4)
Where P1,2(Ω
2;k) and Q1,2(Ω
2;k) are polynomials of the same order in ω2. Thus we have
(Gχk)AB =
1
Ω2[(1 +B1)2 −B22 ] + A21 −A22

 iΩ(1 +B1)− A1 A2 + iΩB2
A2 − iΩB2 −iΩ(1 +B1)− A1


AB
.
(B5)
Since B1,2 ∼ O(1/Nc) we drop them in the denominator. The self-consistent equations for A
and B then decouple, and only the former are needed to find the poles of the χ propagators.
The equations6 are
P1(Ω
2;k)
Q1(Ω2;k)
= 2(N −m)
∫
BZ
(
dq
4π
)d ∫ ∞
−∞
dω
2π
[
− E
2
q
(ω − Ω)2 + E2q
+
1
Nc
P1(ω
2; q)/Q1(ω
2; q)
ω2 + E˜2(ω2; q)
−
ω(ω − Ω)
(
γ2q − γ2k
)
+ 1
Nc
P1(ω
2; q)/Q1(ω
2; q)
(
2γkγqγq−k − γ2q − γ2k
)
[
ω2 + E˜2(ω2; q)
] [
(ω − Ω)2 + E2q−k
]

 ,(B6)
where the three terms come from the three diagrams in Fig. 1 and
P2(Ω
2;k)
Q2(Ω2;k)
=
2
Nc
∫
BZ
(
dq
4π
)d ∫ ∞
−∞
dω
2π
P2(ω
2; q)/Q2(ω
2; q)
ω2 + E˜2(ω2; q)
×

2γkγq − γq−k
(
γ2q + γ
2
k
)
(ω − Ω)2 + E2q−k
− γq−k

 , (B7)
6 We have rescaled ω → 2Jdω and Ω→ 2JdΩ.
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which comes from the second and third diagrams in Fig. 1. Here
Eq =
√
1− γ2q (B8)
and
E˜(ω¯2; q) =
1
Nc
√√√√P 21
Q21
− P
2
2
Q22
≡ 1
Nc
P
Q
. (B9)
It remains to evaluate the O(1/Nc) contribution of the following integrals
I i1 =
1
Nc
∫ ∞
−∞
dω
2π
Pi/Qi
ω2 + E˜2
, (B10)
I i2 =
1
Nc
∫ ∞
−∞
dω
2π
Pi/Qi(
ω2 + E˜2
)
[(ω − Ω)2 + E2]
, (B11)
I3 =
∫ ∞
−∞
dω
2π
ω(ω − Ω)(
ω2 + E˜2
)
[(ω − Ω)2 + E2]
. (B12)
All these integrals are convergent at large ω and can be evaluated with residue calculus.
Beginning with I i1,
I i1 =
1
Nc
∫ ∞
−∞
dω
2π
PiQiQ
2
j
ω2Q2 + 1
N2
c
P 2
. (B13)
The poles of the integrands are given by
ω2Q2(ω2) +
1
N2c
P 2(ω2) = 0. (B14)
To leading order in 1/Nc the roots are determined by either
ω2 = − 1
N2c
P 2(0)/Q2(0) (B15)
or by
Q2(ω2) = 0. (B16)
Since the polynomials Pi and Qi do not depend on Nc and Qi(0) can be chosen to be 1, the
solutions of Eq. (B16) are all O(1). Moreover since Q2 > 0, all the roots appear in complex
conjugate pairs (ωn, ω
∗
n). For definiteness we choose Imωn > 0 and close the contours from
above. The leading contribution to Eq. (B10) comes from the poles given by Eq. (B14). The
calculation of I2 and I3 is similar, but one has two more poles to consider, at ω = Ω ± iE.
The result is
I i1 =
1
2
Pi(0)√
P 21 (0)− P 22 (0)
, (B17)
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I i2 =
1
2
Pi(0)√
P 21 (0)− P 22 (0)
1
Ω2 + E2
, (B18)
I3 =
1
2
E
Ω2 + E2
. (B19)
Thus we find that to O(1/Nc), all integrals depend only on the values of the polynomials at
ω = 0. Finally, Eqs. (B6)–(B7) simplify to
P1(Ω
2,k)
Q1(Ω2,k)
= (N −m)
∫
BZ
(
dq
4π
)d [
cosh θq
(
1 +
2γkγqγq−k − γ2q − γ2k
E2q−k + Ω
2
)
−
Eq−k
(
γ2q − γ2k
)
E2q−k + Ω
2
− Eq

 , (B20)
P2(Ω
2,k)
Q2(Ω2,k)
=
∫
BZ
(
dq
4π
)d sinh θq

2γqγk − γq−k
(
γ2q + γ
2
k
)
E2q−k + Ω
2
− γq−k



 . (B21)
Where we have defined
tanh θq =
P2(0, q)
P1(0, q)
. (B22)
Taking Ω = 0, and dividing Eq. (B21) by Eq. (B20), we have
(N −m) tanh θk =
∫
BZ
(
dq
4π
)d
I2(q,k) sinh θq
∫
BZ
(
dq
4π
)d
I1(q,k) cosh θq − η(k)
≡ βk
αk
. (B23)
Here we have further defined
η(k) =
∫
BZ
(
dq
4π
)d [γ2q−k − γ2k
Eq
+ Eq
]
, (B24)
I1(q,k) =
(
1 +
2γqγkγq−k − γ2q − γ2k
E2q−k
)
, (B25)
I2(q,k) =

2γqγk − γq−k
(
γ2q + γ
2
k
)
E2q−k
− γq−k

 . (B26)
A solution of this equation must obey
∫
BZ
(
dq
4π
)d
I1(q,k) cosh θq − η(k) ≥ 0, (B27)
so that the stability condition (3.20) will be satisfied.
After solving the integral equation (3.21) one can extract the spectrum of the χ bosons
by calculating the poles of the propagator (3.19). These poles are given by equation (B14).
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As seen there are two kinds of solutions. The O(1/Nc) poles of the form (B15) give rise to
a low energy band [see Eq. (B9)]
±iω = 2Jd
Nc
√
P 21 (0,k)− P 22 (0,k) (B28)
Using Eq. (B22) and Eq. (3.21) we have
±iω = 2Jd(N −m)
Nc
αk
√
1− tanh2 θk ≡ 2Jd(N −m)
Nc
ǫk. (B29)
The O(1) poles that solve Eq. (B16) represent uninteresting massive excitations.
APPENDIX C: HAMILTONIAN APPROACH FOR N −m = 1
In this appendix we derive the self-consistent equations in a Hamiltonian formulation
using a generalized Holstein-Primakoff transformation for N −m = 1.
The Hamiltonian is [2]
H =
J
2
∑
nµˆαβ
Qαβ(n)Qβα(n+ µˆ). (C1)
The U(N) generators Qαβ(n) obey
[Qαβ(n), Qγδ(m)] = (Qαδ(n)δβγ −Qγβ(n)δαδ) δnm. (C2)
For N −m = 1 there is a simple representation of these operators [12],
Qαβ =
Nc
2


1N−1 − 2φφ† 2φ
√
1− φ†φ
2
√
1− φ†φφ† −1 + 2φ†φ


αβ
. (C3)
Here φ is a (N − 1)–component field that obeys
[
φ†i , φj
]
=
1
Nc
δij . (C4)
This representation is the generalized Holstein-Primakoff transformation. (We are not aware
of such a representation for N −m > 1. ) Next we write
φ =

 χ
π

 . (C5)
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The (N−2)–component field χ will represent the zero modes and the fields π will constitute
the antiferromagnetic spin waves.
We write the generators on the even sites by inserting Eq. (C5) into Eq. (C3). As in
Section IIIA we replace Q by
Q′(φ) ≡ V Q(φ)V † (C6)
on the odd sites. V is given in Eq. (2.10). It is easy to see that the algebra (C2) on the odd
sites is obeyed by Q′ as well.
Now, we scale φ → φ/√Nc , substitute Q and Q′ into Eq. (C1), and expand up to
O(1/Nc). We are left with
Heff = N
2
cE0 +NcH2 +
√
NcH3 +H4, (C7)
where
H2 = 2J
(
1− N − 1
Nc
)∑
nµˆ
(
πnπ
†
n + πn+µˆπ
†
n+µˆ − πnπn+µˆ− π†nπ†n+µˆ
)
, (C8)
H3 = 2J
∑
nµˆ,i
(
χeniπ
o
n+µˆχ
†o
n+µˆ,i − χeniπ†en χ†on+µˆ,i + h.c.
)
, (C9)
H4 = 2J
∑
nµˆ


∑
ij
χniχ
†
njχn+µˆ,jχ
†
n+µˆ,i
∑
i
[
1
2
(
πnχniχ
†
niπn+µˆ + πnπn+µˆχn+µˆ,iχ
†
n+µˆ,i + h.c.
)
−
(
χniχ
†
niπn+µˆπ
†
n+µˆ + (n↔ n + µˆ)
)]
(C10)
+
1
2
(
πnπnπ
†
nπn+µˆ + h.c.
)
− πnπ†nπn+µˆπ†n+µˆ + (n↔ n + µˆ)
}
1. The ground state at O(1)
At lowest order in 1/Nc, the Hamiltonian is given by H2, which does not depend on χn.
Moving to momentum space and diagonalizing H2 with a Bogoliubov transformation, we
have
NcH2 = 2Jd [Nc − (N − 1)]
∑
q
√
1− γ2q
(
a†qaq + b
†
qbq
)
. (C11)
γq is given by Eq. (3.10) and
 πeq
π†o−q

 =

 coshϕq sinhϕq
sinhϕq coshϕq



 a†q
b−q

 . (C12)
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Here tanh 2ϕq = γq and the fields aq and bq obey the usual commutation relations of ladder
operators. The O(1) ground state |0〉 is thus given by
aq|0〉 = bq|0〉 = 0. (C13)
To O(1) the excitations of |0〉 are AF spin waves with a linear dispersion relation. The ground
state |0〉 has a local degeneracy, corresponding to arbitrary numbers of χ bosons (creation
of a χ boson costs zero energy at this order). This is exactly the result of Section IIIA.
2. Self energy and O(1/Nc) effective Hamiltonian
In this section we calculate an effective Hamiltonian that splits the spectrum of the
degenerate subspace discussed above. We use Rayleigh-Schro¨dinger perturbation theory
[15]. H4 contributes at first order and H3 at second order. Both give a contribution of
O(1/Nc). We must diagonalize the following Hamiltonian within the degenerate subspace.
H˜eff = PH4P + PH3
1− P
D
H3P. (C14)
P is a projection operator onto the degenerate sector andD is the energy denominator. Once
H˜eff is calculated, we follow [4] and use the Wick theorem to decouple its anharmonic terms
in all possible ways. This step includes substitution of various bilinears by their vacuum
expectation values. We calculate the vevs of the π bilinears using (C12) and (C13),
〈ππ†〉en = 〈ππ†〉on±µˆ =
2
Ns
∑
q
sinh2 ϕq, (C15)
〈π†enπ†on±µˆ〉 = 〈πenπon±µˆ〉 =
2
Ns
∑
q
sinhϕq coshϕqe
±iqµˆ, (C16)
and write an ansatz for the vevs of the χ bilinears,
〈χiχ†j〉en = 〈χiχ†j〉on±µˆ ≡
1
Ns
∑
q
∆1qδij , (C17)
〈χ†enjχ†on±µˆ,i〉 = 〈χeniχon±µˆ,j〉 ≡ −
1
Ns
∑
q
∆2qδije
±iqµˆ. (C18)
Here ∆1,2 are assumed to be real. Using Eqs. (C15)–(C18) we decouple H4 into the following
form
PH4P ≃ 2Jd 2
Ns
∑
qk,i
(
χeki χ
†o
−ki
) ∆1q + 1−
√
1− γ2q −∆2qγq
−∆2qγq ∆1q + 1−
√
1− γ2q



 χ
†e
ki
χo−ki

 .
(C19)
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The calculation of of the second term in (C14) is very cumbersome. We will not pursue
it here and just present the first steps. We take the projection operator to be
1− P =∑
k
|ka〉〈ka|+ |kb〉〈kb|, (C20)
where, for example |ka〉 ≡ a†k|0〉 ⊗ |χ〉. Here |χ〉 is |ka〉’s component in the χ Fock space.
In general (C20) is not correct, since it takes into account excitations of one spin wave only.
Here it suffices since H3 connects |0〉 only with excitations of that sort. Next we replace the
energy denominator with
D = 2JdNc
√
1− γ2k +O(1). (C21)
This assumes that the energy of the χ bosons is smaller than the energy of the spin waves
by a factor of Nc. After a lot of algebra we get
H˜eff ≃ 2Jd
∑
k,i
(
χeki χ
†o
−ki
) J1k J2k
J2k J1k



 χ
†e
ki
χo−ki

 , (C22)
with
J1k =
∫
BZ
(
dq
4π
)d
(∆1q + 1) I1(q,k)− η(k), (C23)
J2k =
∫
BZ
(
dq
4π
)d
∆2qI2(q,k). (C24)
I1,2(q,k) and η(k) are as given in Eqs. (B25)–(B26). To get self-consistent equations we
calculate the vevs (C17)–(C18) using (C22). The resulting equations are
∆1k + 1 =
1√
1− (J2k/J1k)2
, (C25)
∆2k =
J2k/J1k√
1− (J2k/J1k)2
. (C26)
Defining ∆1k + 1 ≡ cosh θk, ∆2k ≡ sinh θk and dividing Eq. (C26) with Eq. (C25) we get
exactly Eq. (3.21) for N −m = 1.
This Hamiltonian calculation sheds light on the meaning of the function θk in terms of
vevs of the χ operators. A stable solution that obeys (3.20) has finite vevs. Mathematically,
the integral equation (3.21) has also a trivial solution with θk = 0 that leads to ∆1,2 = 0.
However, this solution does not obey (3.20) and is thus unphysical, giving J1 < 0 and making
H˜eff not positive definite.
Finally, we recall that the absence of a Holstein–Primakoff transformation foretold a
Hamiltonian approach for N −m > 1. The path integral approach is more general
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