Abstract-We propose a contention based reservation MAC protocol for a collaborative sensing scenario involving a set of surveillance UAVs communicating with a hub. Data transmission rights are secured via distributed contention access between the UAV nodes for K available mini-slots. Each node chooses a slot with probability p independently of the others and is only allowed one attempt in a frame. We investigate the optimal choice of p which maximizes the one-shot probability of success(or alternately, the expected number of successes), β, over the K minislots. We show that β is prone to local maxima and develop an empirical formula based on goodness-of-fit which matches the numerically obtained values closely.
I. INTRODUCTION
Use of networked unmanned aerial vehicles (UAV's) is becoming increasingly common for various tactical airborne surveillance scenarios. For example, a swarm of geographically dispersed UAV's may be deployed to observe a terrestrial area for target detection and recognition via typical imaging (RF and/or optical backscatter) mechanisms. Each UAV node is assumed to communicate with a central node (e.g., a low earth satellite or other sophisticated high-altitude aircraft) in a star topology. The fusion center, typically with significant processing power, then performs on-board processing and forwards a composite image or sequence of images along with intermediate decisions to a remote (typically ground-based) command center for final evaluation/confirmation and follow-up action (see Figure 1 ). We assume that data at different sensors are independent (hence equally important to the overall decision) and consequently, no prioritized channel access is necessary for any subset of the UAV's. Additionally, we assume that each node has only one data packet to transmit to the fusion center.
Some distinguishing characteristics of our targeted application scenarios can be summarized as follows: (a) the size and duration of data packets are large and therefore collisions are expensive in terms of latency and wasted bandwidth, (b) the load profiles which are triggered by an event of interest are extremely bursty, thereby invalidating usual Poisson traffic models adopted for MAC performance analysis [1] , [2] , [3] , (c) the maximum propagation delay could be potentially very large and therefore carrier sensing based MAC protocols may not be efficient, and (d) the success of such missions depends critically on how quickly the field images are received at the fusion center. Consequently, a key design challenge for a MAC protocol is to regulate channel contention between users to ensure that enough information is successfully received at the fusion center with minimal latency.
II. DESCRIPTION OF THE RESERVATION PROTOCOL
The proposed protocol is contention based variable length TDMA whose frame structure is shown in Figure 2 . A frame comprises a sequence of K minislots for contention access (called a contention window), a feedback broadcast period and a variable length data transfer period. Nodes, which are assumed to be time-synchronized, use the contention window to compete for a transmission slot during the data transfer period. During the contention period, each node attempts to pick one of the K minislots with probability p, independently of the others, and transmit a reservation packet to the fusion center. node may choose at most one minislot per frame. Therefore, a node which chooses minislot k backs out of contention till the end of the current contention window (and possibly, till the end of the current superframe if its reservation request was successful), irrespective of whether it was successful or not. Since carrier sensing is not assumed and the fusion center does not send a feedback after every contention minislot (to minimize latency), nodes which transmit a reservation request in slot k may not know right away (this may happen, e.g., if the distance between a pair of transmitting nodes is sufficiently large) whether its transmission was successful or not. However, once feedback is received from the fusion center after a batch of K contention slots 1 , all nodes which transmitted a reservation request will know if their requests were successful, and if not, they join the contention pool at the beginning of the next frame. If a node does not choose any of the K slots in the current frame, it tries again in the next frame. Any node winning a contention slot is allocated a data slot in the same frame.
We assume that each image is transmitted as a single data packet (the duration of a data transmission slot might therefore be much larger than the duration of a contention minislot) and that all data slots are of equal length. Also, necessary guard times are assumed to be built into the durations of the contention/data slots. The number of transmission slots within a data transfer period is variable and equal to the number of winners during the contention phase. Interleaved between the contention window and the data transfer period is a feedback broadcast period in which the fusion center broadcasts the following control information to the sensing nodes in a single broadcast packet: (a) the transmission schedule for the data transfer period, specifying which node transmits first, second, etc 2 and (b) information on the outcomes of the minislot contention. This may be either explicit (binary or ternary) or implicit, in which case the fusion center may report the number of contenders to be used for computing the optimal slot selection probability p * for the next frame or it may compute p * itself and include it in the broadcast packet.
Depending on the number of initial contenders and the value of K chosen, a sequence of several frames (which we call a superframe, see Figure 3 ) may be needed for reliable decision making at the fusion center. Successive frames are separated by a control packet carrying binary feedback broadcast by the fusion center to signal the end (or not) of the current superframe. The decision whether to terminate the current superframe is made based on the output of a suitable "decision rule" executed at the fusion center. We assume that transmitted data packets arrive without errors/losses, which obviates the need for acknowledgements from the fusion center. Acknowledgements, if required, can be provided in the control packets. This will allow a successful contender in frame m to re-contend in frame m + 1 if its data packet is lost or corrupted beyond recovery. Fig. 3 . Structure of a superframe comprising M frames. Interleaved between successive frames is a control packet which is broadcast by the fusion center to signal the end (or not) of the current superframe. If needed, acknowledgements on the data transmissions in the m th frame can also be provided in the control packet succeeding it.
III. ANALYSIS OF THE CONTENTION ACCESS PERIOD: SINGLE CHANNEL CASE
Let N denote the number of contending nodes at the beginning of the contention access period and K (2 ≤ K ≤ N ) the number of minislots in a contention window. Throughout this paper, we will assume that N ≥ 2. At the beginning of each minislot, say k, each node chooses to transmit in it with probability (w.p.) p, independently of the other contending nodes. We assume that p ≤ 1/K, the reasons for which are discussed subsequently. As mentioned before, each contending node may choose at most one minislot in every frame. Consequently, a node which chooses minislot k backs out of contention till the end of the current contention window (and possibly, till the end of the current superframe), regardless of whether it is successful or not. If it does not choose minislot k, it proceeds to minislot k + 1 and chooses it w.p. p. We say that minislot k is successful if one and only one node chooses it, idle if no node chooses minislot k and colliding if more than one node chooses minislot k.
Let P succ (k) denote the probability of success in any minislot k. Clearly, for k = 1,
For any other minislot 2 ≤ k ≤ K, the probability of success is a function of the 'number of nodes left to choose from minislots k, k + 1, . . . K', a random variable which we denote by X k:K . The p.m.f of X k:K is given by:
where m = 1, 2, . . . N. Therefore, for 2 ≤ k ≤ K, it can be shown that:
Typically, P succ (k) exhibits bimodal behavior for higher values of k when N is large. For small N , however, P succ (k) can exhibit bimodal behavior even for relatively smaller values of k.
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Let β be the aggregate contention success rate (or alternately, the expected number of successes in a contention frame) defined as follows:
The normalized version, β/K, can be interpreted as the average probability of success of any minislot. Substituting (1) and (3) in (4), we have:
We now make a 'large N , small p(1 − p) k ' approximation (which holds if p is small and N is large, as demonstrated subsequently):
and substitute (6) in (5) to obtain,
While (7) may not appear to be any more tractable than (5), we have observed that maximizing the former w.r.t. p using a line search routine (e.g. the medium-scale option of the fmincon function in MATLAB 3 ) is easier. On a related note, we would like to point out that β is typically not concave over p ∈ (0, 1) and finding its global optimum is hard. We will address this issue and its ramifications in greater detail subsequently. Table I shows the exact (5) and approximate (7) values of β for several (N, K) combinations. As can be observed from the figures, for a given K, the approximation is extremely accurate for large N . Also, the optimal value of p, p * , is approximately equal to 1/N (which, in hindsight, validates approximation (6)), which is also confirmed by numerical optimization of (7) using MATLAB's fmincon function (see Table I ). While it is widely known that p * = 1/N for K = 1, simulations suggest that the approximation p * ≈ 1/N holds well for any value of K ∈ [2, 1.7N ] since the corresponding drop in β is less than 3%, even though the approximation itself could be about 35% from the optimal (see Figure 4a ). For K ≥ 1.8N , however, p * resembles a heavy-tailed distribution and the approximation (and corresponding reduction in β) gets progressively worse (see Figure 4b) . Observe also that for K ∈ [2, 1.7N ], 1/N always under-estimates p * , whereas, for K ≥ 1.8N , 1/N overestimates p * . A refined empirical model of p * as a function of K and N is presented at the end of this section.
We now revisit our assumption p ≤ 1/K. As illustrated in Figure 5 , the plot of β vs. p can exhibit local maxima if N is allowed to increase for a given K (or, if K is allowed to decrease for a given N ). This is not surprising since P succ (k) can be bimodal as mentioned previously. However, extensive simulations suggest that the optimum (of β) always occurs at the first 3 Of course, the expression for β needs to be negated if fmincon is used since β is to be maximized and fmincon is a minimization routine. 7N , except for N = 10). Empirically, the maximum deviation of p * from the approximation p * ≈ 1/N occurs when K is about 70% of N , for any N . Observe also that 1/N always under-estimates p * (by as much as 35% for N = 500) for the range of K shown. However, the drop in β due to the approximation p * ≈ 1/N is less than 3% for any N , despite the fact that the deviation of the approximation 1/N from the optimal could be as high as 35% for large N . The plots are almost identical for the exact (5) and approximate computations (7). Observe that the approximation 1/N always over-estimates p * for this range of K. Also, the approximation ratio gets progressively worse as K increases. The plots are almost identical for the exact (5) and approximate computations (7).
peak which corresponds to p ≈ 1/N . Consequently, the constraint p ≤ 1/K is adequate for capturing the first peak of the β curve when K ≤ N . Additionally, imposing this constraint effectively shrinks the search domain leading to faster convergence of any numerical optimization routine. When K is comparable to or exceeds N , it is possible that the true optimum will be missed if the constraint p ≤ 1/K is imposed. Fortunately, since the β curve is much more well-behaved (tending towards unimodal) when N and K are comparable (e.g., if N ≤ 2K), the constraint should be relaxed to, say, p ≤ 2/K (or dropped altogether), which we have found is adequate for capturing the true optimum. For example, the optimal p with the constraint p ≤ 1/K is 0.04 for N = K = 25, while the true optimum is 0.0506 (which is what MATLAB's fmincon function returns when the constraint p ≤ 2/K is imposed).
In Figure 6 , we have plotted P succ (k), evaluated at p = p * , vs. k for K = 25. For large N and K N , it can be seen that the probability of success in any minislot is almost constant (strictly speaking, with a small droop). This is intuitively justified since the number of contenders is expected to remain large enough (so that the chance of a latter slot going idle is almost comparable to that of an initial slot) even towards the end of the contention window when K N . Specifically, if Y k denotes the number of nodes which have chosen minislot k, it can be shown that, for k = 1, 2, . . . K,
However, as K → N from below or when K > N, the chances of a latter minislot going idle will be significantly higher, since a substantial number of nodes would have chosen one of the previous minislots but those remaining in the contention pool (if any) would not be able to benefit from it because of the rather small value of p * , which, as mentioned in the previous paragraph, is approximately 1/N . In terms of Y k , we can therefore expect E [Y k ] to be much smaller than 1 as K → N from below or when K > N. As N increases for a fixed K, the probability of success of any minislot is almost constant. For smaller values of N , Psucc(k) is maximum at an intermediate slot, e.g., at k = 5 for N = 25 and k = 10 for N = 50.
Previously, we have mentioned that the approximation p
small N ) since the consequent drop in beta is less than 3%. We now propose empirical formulae for estimating p * as a function of K and N when K ≤ 10N . These are based on analysis of parameters from extensive goodness-of-fit tests, appear to provide excellent estimates of p * over the entire range of K considered. Let K 1 denote the maximum value of K such that
. Also, let K 2 be the value of K (in the range [1, K 1 ]) at which the deviation of p * from 1/N is the maximum. From Figure 4a , it can be seen that:
For large N , a good empirical approximation of p
Assuming p 
In Figure 7a , we have plotted p * (solid lines) and p
. For large N , the approximation is extremely good, despite being slightly offset over the negative slope section of the curve. This is because we assumed p * to be exactly equal to 1/N at K = K 1 , but a close examination of Figure7a reveals that p * is slightly greater than 1/N at K = K 1 . When N is relatively small, the error in the approximation is due to the fact that (1/N )(1 + e −1 ) = 0.1368 but p * (K = K 2 ) = 0.1268. For small N , we have found that a better empirical approximation of p
which evaluates to 0.1308 for N = 10. Similarly, for N = 25, K 2 = 18 and the r.h.s of (11) evaluates to 0.0523 compared to the optimal which is p * (K = K 2 ) = 0.0528. Using (11) and assuming p * (K = 1) = p * (K = K 1 ) = 1/N as before, a better piecewise linear approximation of p * for small N and K ∈ [1, K 1 ] is:
In Figure 7b , we have plotted p * (solid lines) and the new p approx (dashed lines) defined in (12) for N = 10. Clearly, the approximation is now at most 3% from the optimal compared to 8% previously.
We now consider the range Figure 4b , it appears that p * follows a power law when 10N ] . Indeed, a log-log transformation reveals that log(p * ) is almost linear 4 with a slope (denoted by θ) given by:
Using (13) and p * (K = K 1 ) = 1/N , an approximation of p * can easily be derived to be:
In Figure 7c , we have plotted p * (solid lines) and p 10N ] . For the range of K considered, the approximation is at most 6% from the optimal, with the maximum deviation occurring at K = 3.5N for N = 10 and K = 3.3N for N = 50/100/500.
IV. CONCLUSION We have proposed a contention based variable length reservation MAC protocol for fast information extraction from a widearea sensor monitoring network such as a swarm of UAV's. Analysis was presented for numerical computation of the optimal slot selection probability p * during the contention phase of the protocol which maximizes the expected number of successful transmissions within the contention window. Empirical formulae have also been derived for p * which match the numerically obtained solutions closely. Observe that the approximation is slightly offset from the optimal over the negative slope section of the curve. This is because we assumed p * to be exactly equal to 1/N when K = K 1 , but a close examination reveals that p * is slightly greater than 1/N at K = K 1 . For relatively large N , the approximation is within 4% of the optimal. For smaller values of N , it is within 8% of the optimal. For all N , the approximation is at most 6% from the optimal, with the maximum deviation occurring at K = 3.5N for N = 10 and K = 3.3N for N = 50/100/500.
