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Introdution générale
1
Depuis plus d'un demi sièle, la biologie subit une révolution de grande ampleur.
Les déouvertes apitales faites en génétique ont fortement ontribué à ette muta-
tion. Elles nous permettent désormais d'explorer la struture tridimensionnelle des
protéines, à l'aide prinipalement des tehniques de ristallographie aux rayons X ou
de résonane magnétique nuléaire. Cette onnaissane permet alors d'appréhender
la fontion biologique de la protéine à un niveau atomique. Toutefois, la struture de
es maromoléules est en perpétuelle évolution dans leur onditions physiologiques.
Cette dynamique struturale est généralement déterminante pour l'ativité de la pro-
téine. Or les tehniques expérimentales ne permettent pas toujours de renseigner les
proessus dynamiques. En ela, la modélisation moléulaire est un omplément né-
essaire aux approhes expérimentales. Ainsi, la simulation des systèmes biologiques
permet d'aquérir des informations sur des proessus se déroulant à diérentes éhelles
de temps.
La modélisation moléulaire repose diretement sur les prinipes de la physique
et de la himie. Cependant, les équations de la théorie ne peuvent être résolues exa-
tement et des approximations doivent être utilisées dans la desription d'un système
moléulaire. Il est don préférable d'avoir en référene des données expérimentales
qui permettent de valider les résultats de modélisation. De façon générale, les ap-
proximations du modèle doivent être le plus satisfaisantes possible au regard des
aratéristiques du système moléulaire (taille, type des atomes, . . .) et des proprié-
tés que l'on souhaite aluler. En ontrepartie, l'utilisation d'un modèle trop préis
peut engendrer des temps de alul inonevables de façon ourante. Par onséquent,
le hoix du modèle requiert un ompromis entre préision et eaité. Des eorts
importants sont onsarés au développement des tehniques de simulation an d'amé-
liorer onjointement es deux fateurs. Un élement déterminant est le traitement des
interations életrostatiques prépondérantes dans les systèmes moléulaires. Le tra-
vail présenté en première partie de ette thèse propose une nouvelle approhe pour le
alul de es interations.
De grands progrès ont également été aomplis es dernières années en biolo-
gie ellulaire. Les tehniques d'imagerie dans e domaine ont été révolutionnées par
l'utilisation des protéines uoresentes. Elles ont permis d'améliorer onsidérable-
ment notre ompréhension des proessus ellulaires. Le dernier prix Nobel de himie
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a d'ailleurs réompensé les Professeurs Osamu Shimomura, Martin Chale et Roger
Tsien pour la déouverte de la protéine uoresente GFP (Green Fluoresent Protein)
et la mise au point de son utilisation omme marqueur. Ces tehniques d'imagerie
sont en plein essor depuis quinze ans et leur potentiel n'a jamais été aussi prometteur
qu'aujourd'hui. Leur développement va de paire ave la modiation des protéines
uoresentes pour améliorer leurs propriétés. L'ingénierie de es marqueurs biolo-
giques néessite une onnaissane ne de leur propriétés physiques et himiques. En
ollaboration étroite ave l'équipe de ristallographie inétique de notre institut, nous
avons étudié plusieurs protéines uoresentes d'intérêt majeur. Ce travail eetué à
l'aide de tehniques de simulation numérique est présenté dans la seonde partie de
ette thèse.
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Partie A - Traitement des
interations életrostatiques dans les
systèmes moléulaires
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Introdution
Un système moléulaire est généralement onstitué d'un ensemble de moléules et
d'ions qui interagissent mutuellement. Parmi es interations, elles de type életro-
statique sont les plus fortes. Par onséquent, il est fondamental de les onsidérer ave
beauoup de préautions. Un as de gure important en biologie est l'interation des
résidus d'une protéine entre eux ou ave des moléules de solvant. Les interations
életrostatiques inuenent ainsi la struture globale de la protéine et l'évolution de
elle-i au ours du temps. Ces interations sont d'ailleurs souvent ritiques pour la
fontion de la protéine (f. appliations des hap.5 et 6). En partiulier, il est onnu
que les interations életrostatiques jouent un rle déterminant dans le pouvoir ata-
lytique des enzymes [1, 2℄. De plus, elles subsistent à longue distane ontrairement à
d'autres types d'interations plus faibles. Toutefois, es dernières peuvent également
inuener drastiquement les propriétés d'une protéine (f. hap.4).
Au Laboratoire de Dynamique Moléulaire, nous nous intéressons partiulière-
ment à la modélisation des réations himiques dans les protéines. Pour e faire, il est
indispensable de traiter onvenablement les interations életrostatiques entre le site
atif d'une protéine et son environnement. Le premier objetif de ette thèse est de
proposer un modèle ohérent de e type d'interations. L'approhe proposée se veut
généralisable à diérentes méthodes de alul. Un tel traitement n'existe pas atuel-
lement et il permettrait de répondre à ertains problèmes spéiques de e domaine.
Le projet ambitionne à terme d'augmenter la préision et l'eaité des méthodes de
simulation numérique pour l'étude de la réativité des systèmes biologiques.
Nous présentons e travail en trois hapitres progressifs partant des onepts de
base pour aboutir aux résultats prinipaux. Dans le premier hapitre, nous abordons
les prinipes théoriques essentiels à la ompréhension de notre travail. Le seond ha-
pitre présente l'ensemble des méthodes que nous avons développées pour le alul de
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8harges partielles atomiques. Finalement, notre nouveau traitement des interations
életrostatiques dans les systèmes moléulaires est exposé dans le troisième hapitre.
Chapitre 1
La méanique quantique
L'essentiel des lois physiques néessaires à la ompréhension des systèmes moléu-
laires est issue de la méanique quantique. Un bref retour théorique est proposé dans
e hapitre, allant des fondements de ette physique vers les méthodes atuelles de
alul en himie quantique. Plus spéiquement, nous abordons les onepts de base
des méthodes exposées dans les hapitres suivants.
1.1 Les fondements
La physique quantique a vu le jour au début du XXe sièle pour expliquer des
expérienes dont les résultats étaient inexpliables par la physique lassique.
1.1.1 La dualité onde-partiule
La physique lassique (dites "newtonienne") permet de dérire l'évolution spatiale
et temporelle de deux atégories d'objets qui transportent de l'énergie :
Les ondes. Elles ne sont pas loalisées dans l'espae mais sont aratérisées par leur
longueur d'onde. Elles transportent de l'énergie de façon déloalisée.
Les partiules. Elles sont loalisées dans l'espae. La onnaissane instantanée de
leur position et de leur vitesse permet de aluler leur énergie et leur impulsion.
En 1900, Max Plank réussit à expliquer le spetre du orps noir en exprimant
les énergies absorbées et émises sous forme de quanta proportionnels à la fréquene
des ondes életromagnétiques [3℄. Cinq ans plus tard, Albert Einstein omprend l'ef-
fet photoéletrique en armant que l'énergie du rayonnement életromagnétique est
elle-même quantiée [4℄. Les ondes életromagnétiques révèlent alors un omporte-
ment de faiseau de partiules appelées photons.
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En 1924, Louis de Broglie généralise la dualité observée pour les photons, en asso-
iant à toute partiule un aratère ondulatoire [5℄. Son hypothèse est onrmée trois
ans plus tard par des expérienes de diration d'életrons [6℄. Cette généralisation
mène à une relation où l'impulsion de toute partiule est inversement proportionnelle
à sa longueur d'onde assoiée. Ainsi, la masse importante d'un objet marosopique
induit une longueur d'onde trop ourte pour permettre l'observation du aratère
ondulatoire.
Louis de Broglie assoiait une onde réelle à toute partiule, or les objets quan-
tiques ne sont ni l'un ni l'autre. Ils se omportent simplement soit omme des ondes
(interférenes, diration), soit omme des partiules (eet photoéletrique, diusion
Compton)
1
. Des travaux théoriques omplémentaires vont alors permettre de dénir
plus préisément la nature des objets quantiques.
1.1.2 L'inertitude d'Heisenberg
Pour loaliser un objet quantique ave préision, un photon doit intéragir ave
lui. Durant l'interation, une partie de l'impulsion du photon est transférée à la
partiule. Il est don impossible de mesurer ave préision simultanément la position
et l'impulsion d'un objet quantique
2
. Werner Heisenberg a déterminé ette relation
d'inertitude [7℄ omme étant :
∆r ∆p ≥ ~/2 (1.1)
où ∆r et ∆p sont les inertitudes respetives sur la position et l'impulsion, et ~ la
onstante de Plank divisée par 2π.
De même, il existe une relation d'inertitude entre d'autres ouples d'observables,
omme elui du temps et de l'énergie :
∆E ∆t ≥ ~/2 (1.2)
1
Une analogie simple à la dualité onde-orpusule est la projetion d'un ylindre sur deux murs
perpendiulaires que l'on observe soit omme un retangle soit omme un erle, bien que l'objet ne
soit ni l'un ni l'autre.
2
A l'éhelle marosopique, ette inertitude de mesure est négligeable et les lois de Newton sont
par onséquent appliables.
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où ∆E et ∆t sont les inertitudes respetives sur l'énergie et le temps. Ainsi, la durée
de vie d'un état exité détermine la largeur naturelle de la bande spetrosopique
assoiée.
1.1.3 Les postulats
Entre 1920 et 1930, plusieurs sientiques éminents ont déni préisément les lois
de ette physique. Tandis que Werner Heisenberg développait la méanique quantique
sous une forme matriielle, Erwin Shrödinger l'établissait omme une méanique
ondulatoire [8℄. Les membres de l'Eole de Copenhague soutenaient que la méanique
quantique pouvait être dénie par un ensemble de postulats.
Postulat 1 L'état d'un système physique est omplètement déni à tout instant t
par la onnaissane de son veteur d'état |ψ(t)〉.
La fontion d'onde du système ψ({~ra}, t) est la représentation du veteur d'état
dans l'espae des oordonnées, tel que :
ψ({~ra}, t) = 〈~r1, ~r2, · · · , ~rn|ψ(t)〉 (1.3)
où {~ra} est l'ensemble des oordonnées des partiules 1, 2, · · · , n du système.
Le arré du module de la fontion d'onde représente la densité de probabilité de
trouver le système dans la onguration spatiale {~ra}. La fontion d'onde doit être
normée, ar la probabilité de trouver le système dans tout l'espae est égale à un, tel
que :
1 = 〈ψ(t)|ψ(t)〉
=
∫∫∫
ψ∗(~r1, ~r2, · · · , ~rn, t) ψ(~r1, ~r2, · · · , ~rn, t) d~r1, d~r2, · · · , d~rn
=
∫∫∫
|ψ(~r1, ~r2, · · · , ~rn, t)|2 d~r1, d~r2, · · · , d~rn (1.4)
Postulat 2 A haque observable de la méanique lassique, il orrespond un opéra-
teur linéaire et hermitique en méanique quantique.
Postulat 3 Dans toute mesure d'une observable assoiée à un opérateur Aˆ, les seules
valeurs qui seront toujours obtenues sont les valeurs propres ak qui satisfont :
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Aˆ |ψk〉 = ak |ψk〉 (1.5)
Les veteurs propres |ψk〉 de Aˆ sont orthonormaux entre eux, tel que :
〈ψl|ψk〉 = δlk =
{
1 si l = k
0 si l 6= k (1.6)
où δlk est le delta de Kroneker.
Le veteur d'état du système ontient toutes les informations, notamment elles
onernant l'observable A en étant une ombinaison linéaire de ses états (ou veteurs)
propres :
|ψ(t)〉 =
K∑
k=1
|ψk〉 ck(t) (1.7)
où K est le nombre d'états propres de A aessibles au système.
Lors d'une mesure de la propriété A, la probabilité de trouver la valeur ak est :
pk(t) = 〈ψ(t)|ψk〉 〈ψk|ψ(t)〉
= c∗k(t) ck(t)
= |ck(t)|2 (1.8)
Si deux opérateurs ommutent, il est possible de leur trouver une base de veteurs
propres ommuns et par onséquent de mesurer simultanément ave préision les 2
observables assoiées. Dans le as ontraire, il existe une relation d'inertitude entre
les deux propriétés physiques (f  1.1.2).
Postulat 4 La valeur moyenne de toute grandeur observable orrespondant à l'opé-
rateur Aˆ est donnée par :
〈A〉 = 〈ψ(t)|Aˆ|ψ(t)〉 (1.9)
Postulat 5 Le veteur d'état d'un système évolue dans le temps suivant l'équation
de Shrödinger dépendante du temps :
i~
∂
∂t
|ψ(t)〉 = Hˆ (t)|ψ(t)〉 (1.10)
où Hˆ (t) est l'opérateur hamiltonien assoié au système.
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1.2 La himie quantique
La himie quantique est le domaine de la méanique quantique onsaré à l'étude
des systèmes moléulaires.
1.2.1 Les états stationnaires
En himie quantique, les életrons et les noyaux sont onsidérés omme partiules
élémentaires ar ils se onservent lors des réations
3
. Un életron gravitant autour
d'un noyau est assimilable à un ourant életrique. Par onséquent, l'életron devrait
rayonner de l'énergie et alors se rapproher du noyau pour nalement tomber sur
lui. En 1913, Niels Bohr postula que les életrons ne se déplaent autour du noyau
que sur des orbites déterminées et énergétiquement stables, orrespondant à des états
stationnaires [9℄. Il n'y a émission de lumière que lorsque l'életron passe d'une orbite
à une autre.
Dans le référentiel propre à la moléule, on peut alors onsidérer que les harges
sont au repos et que les interations entre elles-i sont de type életrostatique et non
pas életromagnétique. Ainsi, l'hamiltonien d'un système moléulaire au repos est
indépendant du temps, e qui est en aord ave le prinipe de onservation d'énergie
pour un système isolé. En onséquene, les variables de temps et d'espae peuvent
être séparées dans la fontion d'onde du système :
ψ({~ra}, {~RA}, t) = Φ({~ra}, {~RA}) e−iE t/~ (1.11)
Même dans les as où l'hamiltonien évolue dans le temps, omme lors d'une ex-
périene de spetrosopie, seuls les états stationnaires Φn({~ra}, {~RA}) seront généra-
lement reherhés. Ils sont les états propres de l'hamiltonien du système au repos et
ainsi solutions de l'équation de Shrödinger indépendante du temps :
Hˆ Φ({~ra}, {~RA}) = E Φ({~ra}, {~RA}) (1.12)
3
Leurs oordonnées seront notées respetivement en minusule et en majusule.
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1.2.2 Le prinipe variationnel
Tout état approhé Φ˜ d'un système possède une énergie supérieure ou égale à elle
de l'état fondamental exat, tel que :
〈Φ˜|Hˆ |Φ˜〉︸ ︷︷ ︸
E
≥ 〈Φ0|Hˆ |Φ0〉︸ ︷︷ ︸
E0
(1.13)
Une extension de e prinipe est la méthode des variations linéaires, dans laquelle
la fontion d'essai Φ˜(~r) représentant l'état du système est une ombinaison linéaire
de plusieurs fontions :
Φ˜(~r) =
L∑
i=1
fi(~r) ci (1.14)
La fontion d'essai optimale est obtenue en minimisant l'énergie par rapport aux
oeients {ci}. Ces dérivations mènent à un système d'équations linéaires qui s'érit
sous la forme d'un déterminant séulaire :
|H −E S| = 0 (1.15)
où H et E sont les matries respetives de l'hamiltonien et de l'énergie du système.
S est la matrie de reouvrement dont un élement Sij représente le volume partagé
par 2 fontions fi(~r) et fj(~r) dans tout l'espae, tel que :
Sij =
∫∫∫
f ∗i (~r) fj(~r) d~r (1.16)
La résolution du déterminant séulaire (1.15) fournit L solutions Φ˜n(~r) qui onstituent
une représentation approhée des états de plus basse énergie. Si un nombre inni de
fontions était utilisé, alors les solutions représenteraient exatement tous les états
stationnaires du système.
1.2.3 L'hamiltonien moléulaire
En unités atomiques, l'hamiltonien non-relativiste d'un système de N életrons et
M noyaux est :
Hˆ =−
M∑
A=1
1
2MA
∇2A −
N∑
a=1
1
2
∇2a −
M∑
A=1
N∑
a=1
ZA
|~RA − ~ra|
+
N∑
a=1
N∑
b>a
1
|~ra − ~rb| +
M∑
A=1
M∑
B>A
ZAZB
|~RA − ~RB|
(1.17)
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où
~RA, MA et ZA sont la position, la masse et le numéro atomique respetifs du
noyau A ; ~ra est la position de l'életron a.
Les deux premiers termes sont les opérateurs d'énergie inétique des noyaux et des
életrons, dénis par le laplaien ∇2 . Les trois derniers termes dénissent l'ensemble
des interations életrostatiques entre partiules par la loi de Coulomb. La présene
des distanes inter-partiules, dans es derniers, rend impossible la séparation des
variables et ainsi la résolution exate de l'équation de Shrödinger indépendante du
temps (1.12) pour un système moléulaire. Des approximations doivent être utilisées
pour trouver les solutions approhées de l'équation.
1.2.4 L'approximation de Born-Oppenheimer
Par la diérene de leur masse respetive, les éhelles de temps des noyaux et des
életrons peuvent être séparées dans la fontion d'onde tel que :
Φ({~ra}, {~RA}) = Φel({~ra}; {~RA}) Φnuc({~RA}) (1.18)
où les oordonnées nuléaire {~RA} deviennent des paramètres pour la fontion d'onde
életronique Φel({~ra}; {~RA}).
A l'éhelle de temps la plus rapide, les életrons se déplaent dans le hamps des
noyaux xes et l'hamiltonien moléulaire (1.17) devient :
Hˆ = −
N∑
a=1
1
2
∇2a −
M∑
A=1
N∑
a=1
ZA
|~RA − ~ra|
+
N∑
a=1
N∑
b>a
1
|~ra − ~rb|︸ ︷︷ ︸
Hˆ el
+
M∑
A=1
M∑
B>A
ZAZB
|~RA − ~RB|
(1.19)
Le terme d'intération entre noyaux étant onstant, le problème (1.12) se réduit à la
résolution de la struture életronique :
Hˆ
el Φel({~ra}; {~RA}) = E el({~RA}) Φel({~ra}; {~RA}) (1.20)
où l'énergie életronique E el({~RA}) est alulée pour une géométrie {~RA} donnée.
A l'éhelle de temps la plus lente, les noyaux se déplaent dans le hamps moyen
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des életrons et l'hamiltonien moléulaire (1.17) devient :
Hˆ = −
M∑
A=1
1
2MA
∇2A +
〈
−
N∑
a=1
1
2
∇2a −
M∑
A=1
N∑
a=1
ZA
|~RA − ~ra|
+
N∑
a=1
N∑
b>a
1
|~ra − ~rb|︸ ︷︷ ︸
Hˆ el
〉
+
M∑
A=1
M∑
B>A
ZAZB
|~RA − ~RB|
= −
M∑
A=1
1
2MA
∇2A + E el({~RA}) +
M∑
A=1
M∑
B>A
ZAZB
|~RA − ~RB|︸ ︷︷ ︸
E pot({~RA})
(1.21)
où E pot({~RA}) onstitue l'énergie potentielle du système.
Dans l'approximation de Born-Oppenheimer [10℄, les noyaux se déplaent sur des
surfaes d'énergie potentielle orrespondant aux états életroniques Φeln de la moléule.
Cette approximation "adiabatique" est en général parfaitement valide. Toutefois, elle
peut devenir disutable dans ertains as, notamment en photohimie. Avant toute
exploration des surfaes d'énergie potentielle, il est néessaire de résoudre le problème
(1.20) de la struture életronique
4
.
1.2.5 La théorie des orbitales moléulaires
L'équation de Shrödinger (1.20) ne peut être résolue analytiquement que pour
l'atome d'hydrogène et les ions hydrogénoides. Les solutions de l'équation orres-
pondent alors à des orbitales atomiques que l'életron peut ouper. Pour les atomes
à plusieurs életrons, seule une forme approhée des orbitales peut être déterminée.
Le terme de répulsion entre les életrons dans l'hamiltonien (1.19) rend impossible la
résolution exate de l'équation de Shrödinger. En himie génerale, une forme simi-
laire aux orbitales des ions hydrogénoides est ommunément utilisée pour dérire les
orbitales des atomes polyéletroniques. Leur numéro atomique doit ependant être
onsidéré an de aratériser onvenablement la taille et l'énergie des orbitales.
Pour une moléule, la théorie des orbitales moléulaires énone que les orbitales
spatiales sont une ombinaison linéaire d'orbitales atomiques [11℄. Cette théorie per-
mit de omprendre la nature des liaisons himiques ainsi que de nombreux phéno-
4
An d'alléger les notations, l'indie "el" et les paramètres { ~RA} seront désormais omis.
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mènes expérimentaux (diamagnétisme du dioxygène, ondutivité du graphite, . . .).
Pour déterminer les orbitales d'une moléule, il est peu ommode d'utiliser les
orbitales issues des ions hydrogenoides qui sont le produit d'une harmonique sphé-
rique et d'une fontion radiale. John Slater proposa de remplaer le polynme de
la omposante radiale par une fontion exponentielle plus simple à manipuler [12℄.
Bien qu'elles dérivent onvenablement les orbitales atomiques, les fontions de Slater
onduisent à des intégrales diiles à aluler ; ainsi, des gaussiennes (Gaussian Type
Orbital) appelées "primitives" leur sont géneralement préférées :
ηGTO(α,~r − ~RA) = N (x− xA)k(y − yA)l(z − zA)m e−α(~r−~RA)2 (1.22)
où
~RA est la position du noyau atomique A de oordonnées artésiennes (xA,yA,zA)
et N le fateur de normalisation de la primitive. L'exposant α dénit la largeur de la
fontion gaussienne an de aratériser une ouhe életronique (nombre quantique
prinipal). La symétrie des diérents types d'orbitales atomiques (s, p, . . .) est respe-
tée par les fateurs k, l et m dont la somme est égale au nombre quantique azimutal
(0, 1, . . .).
Une ombinaison linéaire de primitives (Contrated Gaussian Funtions) est e-
pendant néessaire pour retrouver une forme juste des orbitales de haque atome :
ηCGFµ (~r − ~RA) =
K∑
g=1
ηGTOg (α,~r − ~RA)Dgµ (1.23)
où Dgµ sont les oeients de ontration, dont les valeurs optimales sont tabulées
tout omme elles des exposants α ; K est le nombre de primitives utilisées pour
onstituer les fontions gaussiennes ontratées, lesquelles orrespondent aux fon-
tions de base disponibles pour représenter une orbitale atomique.
Diérents types de base de fontions sont utilisées en himie quantique et une
nomenlature spéique leur est assoiée. Les bases minimales dérivent une orbitale
atomique à l'aide d'une seule fontion de base. Par exemple, la fontion unique d'une
orbitale atomique utilisée par les bases STO-3G est une ombinaison de 3 primitives
qui permet de retrouver la forme approhée d'une orbitale de Slater (Slater Type
Orbital). Les bases étendues utilisent plusieurs fontions de base pour dérire une or-
bitale atomique. Pour une base 6-31G, l'extension est limitée aux orbitales atomiques
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suseptibles d'évoluer au ours du temps : les orbitales de ÷ur sont représentées par
une fontion de base omposée de 6 primitives, tandis que les orbitales de valene
sont somme de deux fontions de base omposées l'une de 3 primitives et l'autre
d'une seule. Pour les orbitales de valene, le poids de haune des 2 fontions de base
est optimisé lors du alul variationnel. Cette exibilité permet de mieux ajuster
l'extension spatiale d'une orbitale donnée dans son environnement moléulaire. Dans
une base 6-31+G*, des fontions de base supplémentaires dites de diusion (+) per-
mettent de représenter la densité életronique loin des noyaux. La déformation d'une
orbitale atomique par l'approhe d'un autre atome est prise en onsidération par des
orbitales de polarisation (*). D'autres bases étendues ommunément utilisées sont
elles de type -pVXZ (orrelation-onsistent polarized valene X zeta) qui utilisent
X fontions de base pour dérire une orbitale atomique de valene.
Au nal, une orbitale moléulaire obtenue par le alul est une ombinaison li-
néaire de fontions de base tel que :
φi(~r) =
L∑
µ=1
ηµ(~r)Cµi (1.24)
Plus le jeu de fontions de base est étendu, plus la fontion d'essai possède de para-
mètres variationnels Cµi et mieux l'orbitale moléulaire est déterminée.
1.2.6 Le prinipe d'exlusion de Pauli
Comme toute partiule quantique, l'életron possède une propriété intrinsèque de
spin assoiée à son moment angulaire. Cette propriété a été déouverte experimen-
talement an d'expliquer l'eet Zeeman [13℄ et le dédoublement de la raie jaune du
spetre d'émission du sodium [14℄.
Un életron possède deux états propres de spin |α〉 et |β〉 pour lesquels la om-
posante selon l'axe z du moment angulaire de spin est égale respetivement à +1/2
et -1/2. L'état életronique d'un système de spin total S est de multipliité 2S+1
relative au nombre d'états propres de la omposante selon z du moment angulaire de
spin. Par exemple, un état triplet (S=1) est onstitué de trois miro-états dégénérés
de omposantes de spin +1, 0 et -1 selon l'axe z.
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Toutefois, l'hamiltonien életronique non-relativiste de notre équation (1.20) dé-
pend uniquement des oordonnées spatiales des életrons et ne peut pas expliquer
ertains phénomènes tels que eux ausés par le ouplage spin-orbite. Seuls des ha-
miltoniens prenant en onsidération le spin peuvent être utilisés pour interpréter la
struture hyperne de spetres, omme le permet notamment elui de la théorie quan-
tique relativiste formulée par Paul Dira [15℄. La fontion d'onde életronique est pour
sa part fontion des oordonnées spatiales ~r de l'életron et de sa oordonnée de spin
w, et devient ainsi Φ({~xa}) ave pour oordonnée életronique :
~x = (~r, w) (1.25)
Du fait de l'indisernabilité des életrons, la fontion d'onde életronique doit
être antisymétrique par rapport à l'éhange des oordonnées ~x de 2 életrons, tel que
l'énone le prinipe d'exlusion de Pauli :
Φ(~x1, · · · , ~xi, · · · , ~xj, · · · , ~xN) = − Φ(~x1, · · · , ~xj, · · · , ~xi, · · · , ~xN) (1.26)
Dans un système moléulaire, haque életron oupe une spin-orbitale qui est le
produit d'une orbitale spatiale et d'une fontion de spin :
χ(~x) =


φ(~r)α(w)
ou
φ(~r)β(w)
(1.27)
Le prinipe d'exlusion de Pauli impose que seuls 2 életrons de spins opposés peuvent
ouper la même orbitale spatiale [16℄.
1.3 La théorie Hartree-Fok
La méthode Hartree-Fok est un moyen d'obtenir des solutions approhées de
l'équation de Shrödinger pour des systèmes à plusieurs életrons.
1.3.1 L'approximation orbitale
Les életrons sont orrélés entre eux par le fait que la probabilité de trouver un
életron dans une position donnée dépend diretement de la position instantannée
des autres életrons du système. L'approximation orbitale onsiste à négliger ette
orrélation életronique en formulant la fontion d'onde
5
d'un système à N életrons
5
Nous onservons la notation Φ et E pour la fontion d'onde életronique exate et nous adoptons
la notation Ψ et E pour les solutions approhées de type Hartree-Fok.
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omme le produit des spin-orbitales oupées [17℄ :
ΨHP (~x1, ~x2, · · · , ~xN) = χa(~x1)χb(~x2) · · ·χq(~xN) (1.28)
Toutefois, le produit de HartreeΨHP ne respete pas le prinipe d'antisymétrie [18℄
et il est néessaire d'érire la fontion d'onde sous forme de déterminant de Slater :
Ψ(~x1, ~x2, · · · , ~xN) = (N !)−1/2
∣∣∣∣∣∣∣∣∣
χa(~x1) χb(~x1) · · · χq(~x1)
χa(~x2) χb(~x2) · · · χq(~x2)
.
.
.
.
.
.
.
.
.
.
.
.
χa(~xN ) χb(~xN ) · · · χq(~xN )
∣∣∣∣∣∣∣∣∣
(1.29)
où (N !)−1/2 est le fateur de normalisation du déterminant.
1.3.2 L'équation de Hartree-Fok
Dans le adre de l'approximation orbitale, la fontion d'essai antisymétrique la
plus simple pour dérire l'état fondamental életronique d'un système à N életrons
est le déterminant de Slater (1.29) que l'on peut réérire
6
omme :
|Ψ0〉 = |χaχb · · ·χq〉 (1.30)
La exibilité du alul variationnel réside dans le hoix des spin-orbitales. En mini-
misant l'expression de l'énergie assoiée au déterminant par rapport au hoix de ses
spin-orbitales, nous obtenons une équation aux valeurs propres appelée équation de
Hartree-Fok qui détermine les spin-orbitales optimales :(
−1
2
∇21 −
M∑
A=1
ZA
|~RA − ~r1|
+
〈
N∑
e 6=1
1
|~r1 − ~re|
〉)
︸ ︷︷ ︸
fˆ1
χ(~x1) = E χ(~x1) (1.31)
où fˆ1 est un opérateur eetif mono-életronique appelé opérateur de Fok. Les deux
premiers termes de fˆ1 rassemblent les opérateurs mono-életroniques relatifs à l'éner-
gie inétique de l'életron et son attration ave les noyaux
7
. Le troisième terme a-
ratérise le potentiel moyen ressenti par l'életron 1 ausé par la présene de haun
des autres. De e fait, l'opérateur fˆ1 dépend des spin-orbitales des életrons diérents
de 1 et par onséquent de es fontions propres. Ainsi, l'équation de Hartree-Fok est
6
Cette notation onserve uniquement la diagonale du déterminant omplet en respetant l'ordre
des oordonnées d'életrons de 1 à N.
7
Ces termes sont désignés généralement par l'opérateur monoéletronique hˆ1.
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non-linéaire et doit être résolue itérativement.
L'astue de l'approximation Hartree-Fok (HF) est de remplaer le problème à
plusieurs életrons (1.20) par un problème à un seul életron (1.31) dans lequel la
répulsion életronique est traitée de façon moyennée. Le déterminant de Slater (1.30)
est onstitué des spin-orbitales de plus basse énergie. La meilleure estimation de
l'énergie de l'état fondamental que l'on puisse obtenir à partir de ette fontion d'onde
est appelée la limite Hartree-Fok. La diérene entre ette valeur limite et la valeur
exate orrespond à l'énergie de orrélation.
1.3.3 Les équations de Roothaan-Hall
Pour un système moléulaire dont l'état fondamental est un singulet, il est d'usage
d'appliquer la méthode RHF(Restrited Hartree-Fok). Dans e traitement, les orbi-
tales spatiales de plus basse énergie sont ontraintes d'être doublement oupées par
des életrons de spins opposés. Ces orbitales appelées ouhes fermées onstituent le
déterminant de Slater de l'état fondamental. La méthode RHF permet de transfor-
mer l'équation générale de Hartree-Fok (1.31) en une nouvelle équation aux valeurs
propres :
fˆ1 φi(~r1) = εi φi(~r1) (1.32)
où fˆ1 est l'opérateur de Fok et εi l'énergie de l'orbitale spatiale φi(~r1).
Pour un système moléulaire de spin total non nul, ertaines orbitales spatiales
appelées ouhes ouvertes ne ontiennent qu'un életron. Dans e as, il est nées-
saire d'utiliser la méthode UHF (Unrestrited Hartree-Fok) pour laquelle deux jeux
d'orbitales spatiales diérents sont déterminés pour les spin-orbitales de type α et
pour elles de type β. Les équations dénissant les deux systèmes de spin demeurent
similaires à elles du traitement RHF.
L'appliation de la théorie des orbitales moléulaires (1.24) à l'équation RHF (1.32)
mène aux équations de Roothaan-Hall [19, 20℄ :
L∑
ν=1
Fµν Cνi = εi
L∑
ν=1
Sµν Cνi i = 1, 2, · · · , L (1.33)
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L'élément Fµν de la matrie de Fok F est :
Fµν =
∫∫∫
φ∗µ(~r1) fˆ1 φν(~r1) d~r1 (1.34)
L'élément Sµν de la matrie de reouvrement S est :
Sµν =
∫∫∫
φ∗µ(~r1) φν(~r1) d~r1 (1.35)
Le système d'équations (1.33) peut être réérit sous forme matriielle :
F C = S C ε (1.36)
où C est la matrie arrée des oeients linéaires Cµi :
C =


C11 C12 · · · C1L
C21 C22 · · · C2L
.
.
.
.
.
.
.
.
.
.
.
.
CL1 CL2 · · · CLL

 (1.37)
et ε est la matrie diagonale des énergies εi :
ε =


ε1 0
ε2
.
.
.
0 εL

 (1.38)
1.3.4 Les matries aratéristiques
Les développements préédents mènent à deux matries aratéristiques :
La matrie densité
La densité életronique est dénie omme le arré de la fontion d'onde életro-
nique (f  1.1.3 : postulat 1). Si L orbitales HF sont déterminées à partir des fontions
de bases, alors nous pouvons érire la densité életronique omme :
ρ(~r) =
L∑
i=1
ni φ
∗
i (~r) φi(~r) (1.39)
=
L∑
i=1
ni
(
L∑
ν=1
η∗ν(~r)C
∗
νi
) (
L∑
µ=1
ηµCµi(~r)
)
=
L∑
µ=1
L∑
ν=1
L∑
i=1
niCµiC
†
iν︸ ︷︷ ︸
Pµν
η∗ν(~r)ηµ(~r) (1.40)
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où ni est le nombre d'életrons (0,1 ou 2) oupant l'orbitale φi et Pµν un élement de
la matrie densité P.
La matrie de Fok
La densité életronique pouvant être dénie soit par la matrie C ou la matrie P ,
il est faile d'exprimer les élements de la matrie de Fok RHF en fontion de ette
densité :
Fµν = (µ|hˆ1|ν)︸ ︷︷ ︸
Hcoreµν
+
L∑
λ=1
L∑
σ=1
Pλσ[(µν|σλ)− 1
2
(µλ|σν)]
︸ ︷︷ ︸
Gµν
(1.41)
où Hcoreµν est un élément de la matrie de l'hamiltonien de oeur H
core
et Gµν un
élément de la partie biéletronique G de la matrie de Fok. La présene des éléments
Pλσ de la matrie densité rappelle que les équations de Roothaan-Hall doivent être
résolues itérativement.
Le oût prinipal d'un alul RHF réside dans la détermination des intégrales bi-
életroniques à quatre entres (µν|σλ) et de la matrie G. Le temps d'un alul RHF
est ainsi proportionnel au nombre de fontions de base à la puissane quatre, soit L4.
1.3.5 La transformation symétrique
Les équations de Roothaan-Hall (1.36) ne orrespondent pas à un problème aux
valeurs propres, puisque le jeu des fontions de base n'est pas orthonormal. Une ortho-
gonalisation des fontions de base est d'abord néessaire an de pouvoir diagonaliser
la matrie de Fok. Une des proédures possible est la transformation symétrique.
L'étape initiale onsiste à diagonaliser la matrie de reouvrement par transfor-
mation unitaire :
T † S T = s (1.42)
où s est une matrie diagonale ontenant les valeurs propres de S.
T est la matrie unitaire qui ontient les oeients assoiés aux veteurs propres de
S.
L'étape suivante onsiste à obtenir la matrie de transformation X :
X ≡ S− 12 = T s− 12 T † (1.43)
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Si on applique la matrie de transformation à la matrie C, alors :
C ′ = X−1 C C = X C ′ (1.44)
la substitution dans les équations de Roothaan-Hall donne :
F X C ′ = S X C ′ ε (1.45)
et la multipliation par X† donne8 :
X† F X︸ ︷︷ ︸
F ′
C ′ = X† S X︸ ︷︷ ︸
I
C ′ ε (1.46)
où F ′ est la matrie de Fok transformée et I la matrie identité.
On obtient nalement un problème aux valeurs propres :
F ′ C ′ = C ′ ε (1.47)
Une diagonalisation de la matrie F ′ permet d'obtenir les valeurs et veteurs propres
voulus.
1.3.6 La proédure SCF
Comme nous l'avons mentionné au paragraphe 1.3.2, la détermination de la fon-
tion d'onde Hartree Fok néessite un alul itératif. Les étapes de la proédure SCF
(Self Consistent Field) d'un alul RHF sont brièvement énumérées i-dessous :
1. Dénition du système ({~RA}, {ZA}, N) et des fontions de base ({ηµ(~r)}).
2. Calul des matries S , Hcore et des intégrales (µν|σλ).
3. Diagonalisation de la matrie S et alul de la matrie X.
4. Suggestion initiale de la matrie densité P .
5. Calul de la matrie G à partir de la matrie P et des intégrales (µν|σλ).
6. Calul de la matrie de Fok F = Hcore +G.
7. Calul de la matrie de Fok transformée F ′ = X† F X.
8. Diagonalisation de la matrie F ′ pour obtenir C ′ et ε.
8
Tout omme la matrie de reouvrement, X est symétrique et don égale à son adjoint.
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9. Calul de la matrie C = X C ′.
10. Calul de la nouvelle matrie densité P à partir de C.
11. Comparaison de la nouvelle matrie densité ave la préédente : si le ritère de
onvergene n'est pas satisfait, retour à l'étape 5 ave la nouvelle matrie P .
12. Obtention de P pouvant servir au alul de propriétés.
1.3.7 Le alul des observables
Au même titre que la fontion d'onde, la matrie densité ontient toutes les in-
formations onernant la struture életronique du système à l'état fondamental. Par
onséquent, il est possible de retrouver toute propriété du système à partir de la ma-
trie densité.
La plupart des observables sont une somme de ontributions monoéletroniques
et il est possible d'érire leur valeur moyenne omme :
〈A〉 =
L∑
µ=1
L∑
ν=1
Pµν Aνµ (1.48)
où Aνµ est un élement matriiel de l'opérateur monoéletronique assoié à l'obser-
vable A.
En revanhe, si une observable est aratérisée par une somme de ontributions bi-
életroniques alors la valeur moyenne sera :
〈B〉 = 1
2
L∑
µ=1
L∑
ν=1
L∑
η=1
L∑
λ=1
Pµν PηλBνµλη (1.49)
où Bνµλη est un élement matriiel de l'opérateur biéletronique assoié à l'observable
B.
L'énergie de l'état fondamental E0 étant dénie par un somme d'opérateurs mo-
noéletroniques et biéletroniques (1.41), nous pouvons l'érire omme :
E0 =
L∑
µ=1
L∑
ν=1
Pµν
(
Hcoreνµ +
1
2
Gνµ
)
(1.50)
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1.3.8 L'énergie de l'état fondamental
L'expression (1.50) est le résultat d'un alul RHF réalisé à l'aide d'un jeu de
fontions de base. Cette énergie RHF peut s'exprimer autrement en fontion des
orbitales spatiales, tel que :
E0 = 2
N/2∑
i=1
(i|hˆ1|i) +
N/2∑
i=1
N/2∑
j=1
2 (ii|jj)︸ ︷︷ ︸
Jij
− (ij|ji)︸ ︷︷ ︸
Kij
(1.51)
Jij est appelée intégrale de Coulomb :
(ii|jj) =
∫∫∫ ∫∫∫
|φi(~r1)|2 1|~r1 − ~r2| |φj(~r2)|
2 d~r1d~r2 (1.52)
L'intégrale de Coulomb représente la répulsion oulombienne lassique entre les den-
sités életroniques |φi(~r1)|2 et |φj(~r2)|2.
Kij est appelée intégrale d'éhange :
(ij|ji) =
∫∫∫ ∫∫∫
φ∗i (~r1)φj(~r1)
1
|~r1 − ~r2| φ
∗
j(~r2)φi(~r2) d~r1d~r2 (1.53)
L'intégrale d'éhange représente le phénomène non lassique que deux életrons de
même spin s'évitent et don réduisent la répulsion életronique.
D'une manière générale, l'énergie Hartree-Fok s'exprime dans le jeu des spins-
orbitales oupées, tel que :
E0 =
N∑
a=1
〈a|hˆ1|a〉+
N∑
a=1
N∑
b>a
〈ab|ab〉 − 〈ab|ba〉︸ ︷︷ ︸
〈ab||ab〉
(1.54)
avec 〈ab|ab〉 =
∫∫∫∫ ∫∫∫∫
χ∗a(~x1)χ
∗
b(~x2)
1
|~r1 − ~r2| χa(~x1)χb(~x2) d~x1d~x2
L'énergie HF est en résumé une somme des ontributions 〈a|hˆ1|a〉 de haque életron
et des interations 〈ab||ab〉 entre paire unique d'életrons tel que :
〈ab||ab〉 =
{
Jab si spins opposés
Jab −Kab si spins parallèles
(1.55)
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Les intégrales de Coulomb et d'éhange étant positives, la prise en ompte des in-
terations d'éhange entre életrons de même spin diminue E0 an de l'approher
de la valeur exate de l'énergie à l'état fondamental. Des méthodes omplémentaires
permettent de aluler la orrélation életronique qui subsiste entre életrons de spins
opposés. Cependant, l'utilisation des méthodes post-Hartree-Fok augmente rapide-
ment le oût de alul.
1.4 La théorie de la fontionnelle de la densité
La théorie de la fontionnelle de la densité ou DFT (Density Funtional Theory)
est une approhe alternative aux aluls Hartree Fok. Elle permet de dérire l'état
fondamental d'un système en inluant diretement la orrelation életronique.
1.4.1 Le théorème de Kohn-Hohenberg
En utilisant le prinipe variationnel, Walter Kohn et Pierre Hohenberg démontrent
en 1964 que l'énergie d'un système à l'état fondamental est une fontionnelle unique
de la densité élétronique [21℄. Du fait que la fontion d'essai n'est plus la fontion
d'onde mais la densité életronique, le prinipe variationnel aratéristique de la DFT
devient :
E0[ρ˜] ≥ E0[ρ] (1.56)
Dans le adre de l'approximation de Born-Oppenheimer, la fontionnelle de la
densité dénissant l'énergie életronique fondamentale E0 s'érit :
E0[ρ] = T [ρ] +
M∑
A=1
∫∫∫
ZA ρ(~r)
|~RA − ~r|
d~r +
1
2
∫∫∫ ∫∫∫
ρ(~r) ρ(~r′)
|~r − ~r′| d~rd
~r′ + Exc[ρ] (1.57)
Les deux premiers termes orrespondent à l'énergie inétique des életrons et à l'éner-
gie d'interation életrostatique noyaux-életrons. Les deux derniers termes orre-
pondent aux énergies de répulsion oulombienne et d'éhange-orrelation életro-
niques.
1.4.2 L'équation de Kohn-Sham
Le terme inétique de l'énergie posant un problème majeur, Walter Kohn et Lu
Sham proposent en 1965 l'utilisation de l'approximation orbitale (f  1.3.1) pour
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déterminer la fontionelle de la densité [22℄. Ainsi, e terme devient la somme des
énergies inétiques de haque életron :
T =
N∑
a=1
〈χa| − 1
2
∇21|χa〉 (1.58)
La densité életronique s'érit par onséquent de la même manière (1.39) que dans
le formalisme Hartree-Fok. La exibilité du alul variationnel réside alors dans
le hoix des spin-orbitales onstituant la densité. En minimisant l'expression de la
fontionnelle (1.57) par rapport à la densité, nous obtenons une équation aux valeurs
propres appelée équation de Kohn-Sham qui détermine les spin-orbitales optimales :(
−1
2
∇21 −
M∑
A=1
ZA
|~RA − ~r1|
+
∫∫∫
ρ(~r)
|~r1 − ~r|d~r +
∂Exc[ρ]
∂ρ
)
︸ ︷︷ ︸
fˆKS
1
χ(~x1) = E χ(~x1) (1.59)
où fˆKS1 est un opérateur eetif mono-életronique appelé opérateur de Kohn-Sham.
Les deux premiers termes de fˆKS1 rassemblent les opérateurs mono-életroniques re-
latifs à l'énergie inétique de l'életron et son attration ave les noyaux. Le troisième
terme dénit la répulsion oulombienne ressentie par l'életron 1 ausée par la densité
életronique du système. De e fait, l'opérateur fˆKS1 dépend de la densité életronique
et par onséquent de ses spin-orbitales propres. Ainsi, l'équation de Kohn-Sham est
non-linéaire et doit être résolue itérativement par une proédure similaire à elle du
hamp auto-ohérent (f  1.3.6). Comme pour les méthodes Hartree-Fok, un jeu de
fontions de base est utilisé pour former les orbitales moléulaires. La forme du terme
d'éhange-orrelation n'étant pas onnue, nous l'exprimons pour le moment par la
dérivée de sa fontionnelle par raport à la densité.
La densité exate du système pourrait alors être déterminée si la fontionnelle
d'éhange-orrelation orrigeait l'approximation faite sur le alul de l'énergie i-
nétique des életrons indépendants. En appliquant la densité exate à la fontion-
nelle (1.57), l'énergie exate du système à l'état fondamental serait obtenue. Or, la
fontionnelle d'éhange-orrelation n'est pas onnue et des formes approhées doivent
être utilisées.
1.4.3 Les fontionnelles d'éhange-orrélation
Un enjeu permanent de ette théorie est de paramétrer une fontionnelle d'éhange-
orrelation qui soit la plus prohe possible de sa forme analytique réelle.
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Approximation de la densité loale
L'approximation de la densité loale ou LDA (Loal Density Approximation) per-
met de formuler une fontionnelle d'éhange-orrélation pour une densité uniforme
d'életrons :
ELDAxc [ρ] =
∫∫∫
ρ(~r) εx[ρ(~r)] d~r +
∫∫∫
ρ(~r) εc[ρ(~r)] d~r (1.60)
où εx[ρ(~r)] et εc[ρ(~r)] sont les énergies respetives d'éhange et de orrélation par
életron.
La forme analytique de la fontionnelle d'éhange est onnue pour un gaz uniforme
d'életron, tel que :
εx[ρ(~r)] = − 3
4
(
3 ρ(~r)
π
)1/3
(1.61)
Pour l'énergie de orrélation, plusieurs fontionnelles ont été paramétrées à partir de
aluls Monte-Carlo quantique sur le gaz uniforme d'életrons [23℄.
Approximation du gradient généralisé
Dans le as des systèmes réels où la densité n'est pas uniforme, l'approximation
LDA n'est valable que loalement. La prise en ompte du gradient de la densité dans
la fontionnelle permet de traiter onvenablement les zones de grande variation de
densité. Diérentes fontionnelles ont été développées dans l'approximation du gra-
dient généralisé ou GGA (Generalized Gradient Approximation), e qui a permis une
nette amélioration des résultats pour es systèmes.
La fontionnelle BLYP (Beke Lee Yang Parr) est une fontionnelle de type GGA
qui regroupe deux améliorations par rapport à elles de type LDA : Axel Beke a
tout d'abord proposé une orretion ∆EB88x du terme d'éhange [24℄ ; Chengteh Lee,
Weitao Yang et Robert Parr ont ensuite développé une fontionnelle de orrélation
ELY Pc tenant également ompte du gradient de la densité [25℄.
Les fontionnelles hybrides
Une amélioration supplémentaire a été apportée aux fontionnelles de type GGA,
en traitant une partie des interations d'éhange par l'opérateur d'éhange Hartree-
Fok appliqué au déterminant de Slater des spin-orbitales de Kohn-Sham. La fontion-
nelle d'éhange-orrélation la plus utilisée est sans onteste la fontionnelle hybride
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B3LYP (Beke 3 parameters Lee Yang Parr) [26℄. Elle propose une amélioration de
la fontionnelle BLYP en inluant une fontionnelle d'éhange EHFx de type Hartree-
Fok, tel que :
EB3LY Pxc = E
LDA
xc + a(E
HF
x − ELDAx ) + b∆EB88x + c(ELY Pc − ELDAc ) (1.62)
où a ≈ 0, 2 , b ≈ 0, 7 et c ≈ 0, 8 sont des paramètres qui ont été déterminés empiri-
quement.
1.5 L'approhe semi-empirique
Les méthodes Hartree-Fok sont dites ab initio ar elles n'ont auun reours à des
données expérimentales. Pour les méthodes ab initio et DFT, la taille des systèmes
étudiés ne peut exéder quelques dizaines d'atomes. En revanhe, des systèmes de
plusieurs entaines d'atomes peuvent être traités ouramment par les méthodes semi-
empiriques qui pour leur part utilisent des données expérimentales.
1.5.1 Les prinipes
Les méthodes semi-empiriques les plus ourantes ont pour voation de réduire le
nombre d'intégrales à aluler. Elles sont fondées sur les approximations suivantes :
• Seules les életrons de valene sont traités expliitement. Leurs orbitales sont
représentées par une base minimale de fontions.
• Les intégrales de reouvrement sont négligées lors de la proédure SCF.
• Les intégrales bi-életroniques à 3 ou 4 entres sont supposées nulles ; la prise
en onsidération des intégrales bi-életroniques à 1 ou 2 entres dépend de la
méthode utilisée.
Ces approximations sont ompensées par l'utilisation de données expérimentales :
• Les éléments non diagonaux de la matrie Hcore sont estimés au moyen de rela-
tions empiriques qui onsidèrent que es termes sont proportionnels à l'intégrale
de reouvrement des orbitales atomiques onernées.
• Les intégrales mono et bi-életroniques à 1 entre sont estimées à partir de
données spetrosopiques d'atomes et d'ions, en partiulier à partir de potentiels
d'ionisation et d'anités életroniques.
• Les intégrales bi-életroniques à 2 entres sont paramétrisées an que les mé-
thodes reproduisent au mieux les données expérimentales ou tirées de aluls
ab initio de haute préision obtenues pour un grand nombre de omposés.
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La rédution du nombre d'intégrales bi-életroniques à aluler transforme l'ordre
du temps de alul de la matrie de Fok en L2 (arré du nombre de fontions de la
base minimale). Cependant, le temps d'un alul semi-empirique est proportionnel à
L3 en onséquene de l'étape de diagonalisation de la matrie de Fok.
1.5.2 La matrie densité
Lors de la proédure SCF, l'approximation S = I simplie onsidérablement la
résolution des équations de Roothaan-Hall ar elle permet d'aéder diretement à
l'équation aux valeurs propres (1.47). Ainsi, la matrie densité déterminée lors d'un
alul semi-empirique est dénie par :
P ′µν =
L∑
i=1
ni C
′
µi C
′†
iν (1.63)
An de omprendre la nature de ette matrie densité, nous utilisons la transforma-
tion symétrique à partir d'un élement de la matrie densité exate :
Pµν =
L∑
i=1
ni Cµi C
†
iν
=
L∑
i=1
ni
(
L∑
a=1
XµaC
′
ai
)(
L∑
b=1
C
′†
ibX
†
bν
)
=
L∑
a=1
L∑
b=1
Xµa
(
L∑
i=1
niC
′
aiC
′†
ib
)
X†bν
=
L∑
a=1
L∑
b=1
XµaP
′
abX
†
bν (1.64)
Au nal, la matrie densité exate peut être retrouvée par transformation symétrique
de la matrie densité approhée
9
:
P = X P ′ X† (1.65)
1.5.3 Les méthodes
An d'améliorer les approximations onsidérées, une série de méthodes semi-
empiriques a progressivement été développée depuis un demi-sièle. Pendant ette
thèse, inq d'entre elles parmi les plus évoluées ont été utilisées :
9
Il doit toutefois être gardé à l'esprit que la matrie densité approhée d'un alul semi-empirique
dérit uniquement les életrons de valene du système.
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MNDO (Modied Neglet of Diatomi Overlap) [27℄
AM1 (Austin Model 1 ) [28℄
RM1 (Reparameterized Model 1 ) [29℄
PM3 (Parametri Method 3 ) [30℄
PDDG/PM3 (Pairwise Distane Direted Gaussian) [31℄
Ces méthodes reposent sur le même type d'approximations, mais dièrent prini-
palement par leur paramétrisation. Elles fournissent généralement des résultats ables
pour des omposés organiques, notamment pour des systèmes onjugués. Cependant,
leur apaité à traiter des atomes dius omme le soure ou le phosphore est générale-
ment ritique. Par ailleurs, la paramétrisation et l'appliation des métaux demeurent
très diiles.
Lors d'appliations, il est préférable d'utiliser plusieurs méthodes semi-empiriques
an de vérier la reprodutibilité des résultats. Pour e faire, AM1 et PDDG onsti-
tuent des méthodes de référene utilisant haune des modes de paramétrisation dif-
férents. Enn, il est important de disposer de données expérimentales ou de aluls
quantiques plus préis an de juger de la validité des résultats.
Chapitre 2
Les harges partielles
Les harges partielles permettent de représenter de façon simple la répartition de la
densité életronique dans un système moléulaire. Elles sont fréquemment appliquées
à la loi de Coulomb pour aluler les interations életrostatiques. Par ailleurs, les
harges partielles sont des indies importants pour la ompréhension de diérenes
struturales ou de méanismes réationnels. De façon générale, l'obtention de harges
partielles reportant dèlement l'état réel des atomes dans une moléule est ainsi
un enjeu important. Dans le adre de ette thèse, une détermination préise de la
répartition des harges est une étape ruiale dans notre traitement des interations
életrostatiques (f hap.3).
2.1 Les méthodes de alul existantes
Le onept de harges partielles demeure artiiel ar elles ne sont pas des ob-
servables physiques. De e fait, diérentes dénitions existent sans qu'auune ne soit
réellement plus légitime qu'une autre [32, 33℄. Du moins, la méthode de alul doit
être hoisie en fontion des propriétés que l'on souhaite analyser. Il est même utile
d'essayer plusieurs méthodes an d'avoir un reul ritique sur les harges obtenues.
Les prinipales méthodes de alul sont présentées i-dessous.
2.1.1 Les analyses de population
Les méthodes de himie quantique sont généralement utilisées dans le formalisme
des jeux de fontions de base entrées sur les atomes (f  1.2.5). Une approhe immé-
diate pour le alul de harges partielles est par onséquent l'analyse des populations
életroniques onstituées par es fontions de base.
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Les harges de Mulliken
En intégrant dans l'espae l'expression (1.39) de la densité életronique, nous
retrouvons le nombre total d'életrons :
N =
L∑
µ=1
L∑
ν=1
PµνSνµ ≡
L∑
µ=1
(P S )µµ (2.1)
Il est possible de déomposer la population életronique en 2 termes, tel que :
N =
L∑
µ=1
PµµSµµ +
L∑
µ=1
L∑
ν 6=µ
PµνSνµ (2.2)
où le premier terme orrespond à la somme des populations nettes de haque fontion
et le seond à elle des populations de reouvrement entre fontions de base.
A partir de ette déomposition de la population életronique, Robert Mulliken pro-
posa une dénition pour les harges partielles atomiques [34℄ :
qA = ZA −
L∑
µ∈A
PµµSµµ −
L∑
µ∈A
L∑
ν 6=µ
PµνSνµ (2.3)
Cette dénition revient à partager entre deux atomes une partie égale (la moitié) de
la population de reouvrement de deux fontions de base leur appartenant.
Nous pouvons érire nalement les harges de Mulliken omme :
qA = ZA −
L∑
µ∈A
L∑
ν=1
PµνSνµ ≡ ZA −
L∑
µ∈A
(P S )µµ (2.4)
L'analyse de Mulliken est simple, rapide et donne une représentation orrete des
harges partielles ave des jeux de fontions de base de taille petite ou moyenne. Mais
l'utilisation d'orbitales diuses donne lieu à des variations imprévisibles des harges
partielles. En eet, une fontion diuse dérit prinipalement
1
la densité életronique
sur les atomes voisins à elui sur lequel elle est entrée et don attribuée par l'ana-
lyse de Mulliken. Ainsi, l'extension des jeux de fontions de base ne mène pas à une
onvergene des harges de Mulliken.
1
La densité radiale de l'orbitale atomique est maximale sur les atomes voisins.
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Cette analyse de population permet également de aluler un autre onept théo-
rique d'importane, l'ordre de liaison [35℄ :
BAB =
L∑
µ∈A
L∑
ν∈B
(P S )µν (P S )νµ (2.5)
Les harges de Löwdin
Une autre dénition de harges partielles a été proposée par Per-Olov Löwdin [36℄.
Il utilisa judiieusement la propriété suivante sur les traes de matries an de refor-
muler la relation (2.1), tel que :
N = tr(P S) = tr(S
1
2 P S
1
2 ) (2.6)
Par ette propriété, les harges de Löwdin sont dénies omme :
qA = ZA −
L∑
µ∈A
(S
1
2 P S
1
2 )µµ ≡ ZA −
L∑
µ∈A
P ′µµ (2.7)
En omparaison ave l'analyse de Mulliken, elle de Löwdin n'eetue auun partage
de population de reouvrement mais onserve le problème renontré ave des orbitales
diuses.
L'ordre de liaison devient dans l'analyse de Löwdin :
BAB =
L∑
µ∈A
L∑
ν∈B
P ′µν P
′
νµ (2.8)
Les harges NAO
L'analyse des NAO (Natural Atomi Orbitals) et des NBO (Natural Bond Orbi-
tals) est une proédure de diagonalisation de la matrie densité [37℄. Cette méthode
permet de redistribuer la densité életronique dans des orbitales naturelles atomiques
et moléulaires. Des harges atomiques peuvent alors être dérivées de es orbitales
naturelles. Bien que moins dépendante aux jeux de fontions de base que les analyses
de Mulliken et Löwdin, ette méthode néessite un temps de alul plus important.
2.1.2 Les fragmentations de l'espae
Le onept de harges partielles revient à partager entre les atomes la densité
életronique de la moléule. Ainsi, une possibilité de alul des harges est de partager
l'espae de la moléule en régions atomiques.
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Les harges AIM
La méthode de Bader ou AIM (Atoms In Moleules) onsidère la densité életro-
nique omme une somme des densités appartenant aux atomes [38℄. Le volume propre
de haque atome dans la moléule est délimité par une surfae sur laquelle le ux de
la densité est nulle, tel que :
∇ρ(~r) . ~n = 0 (2.9)
où ~n est le veteur normal à la surfae.
Cette dénition fournit une analyse topologique intéressante. L'évaluation des
harges AIM s'avère peu dépendante au jeu de fontions de base utilisé. Cependant,
la méthode de Bader est très oûteuse et aentue généralement la polarisation des
liaisons.
Les harges de Hirshfeld
La méthode de Hirshfeld ou stokholder (ationnaires) partage la densité életro-
nique de la moléule en fontion de la densité atomique initiale de haque atome [39℄.
Cette démarhe permet de aluler des harges partielles atomiques :
qA = ZA −
∫∫∫
ρatA (~r)∑M
I=1 ρ
at
I (~r)
ρ(~r) d~r (2.10)
où ρatI (~r) est la densité életronique de l'atome I isolé à la même position que dans
la moléule.
La forme analytique omplexe du fateur de pondération néessite une résolu-
tion numérique (f  2.2.2). Cette méthode présente une faible dépendane aux jeux
de fontions de base, mais attribue généralement aux liaisons un aratère trop o-
valent [40℄.
Il existe des approhes voisines à elle d'Hirshfeld, telle que la méthode VDD
(Voronoi Deformation Density) [41℄. La méthode des polyèdres de Voronoi est un
partage géométrique de l'espae de la moléule. Les droites reliant un atome aux
autres sont oupées en leur entre par un plan perpendiulaire, formant un polyèdre
de Voronoi qui dénit le volume propre de l'atome [42, 43℄. La méthode des atomes de
Stewart est un ajustement de densités atomiques sphériques par rapport à la densité
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életronique de la moléule [44℄. Les harges partielles de es approhes sont diiles
à obtenir et généralement de valeur trop grandes.
2.1.3 La reprodution des observables
Le alul des harges partielles a souvent pour but de aratériser les interations
életrostatiques du système ave son environnement. Il est don judiieux de dénir
les harges partielles par rapport à des observables telles que le moment dipolaire ou
le potentiel életrostatique.
Les harges GAPT
La méthode GAPT (Generalized atomi polar tensor) dénit les harges partielles
à partir d'un tenseur atomique aratéristique [45℄ :
V APT =


∂µx
∂xA
∂µx
∂yA
∂µx
∂zA
∂µy
∂xA
∂µy
∂yA
∂µy
∂zA
∂µz
∂xA
∂µz
∂yA
∂µz
∂zA

 (2.11)
où µx, µy, µz sont les omposantes du moment dipolaire de la moléule, tandis que
xA, yA, zA sont les oordonnées artésiennes de l'atome A.
Les harges GAPT sont dénies omme le tiers de la trae du tenseur polaire ato-
mique, tel que :
qGAPTA =
1
3
(
∂µx
∂xA
+
∂µy
∂yA
+
∂µz
∂zA
)
(2.12)
Cette méthode est partiulièrement oûteuse du fait qu'elle néessite le alul de la
dérivée seonde de l'énergie. Par onséquent, elle n'est utilisée généralement qu'après
un alul de fréquenes de vibration. Tout omme le moment dipolaire, les harges
GAPT sont dépendantes du niveau de alul de la fontion d'onde. Elles fournissent
des résultats préis lorsque la orrelation életronique est susamment bien traitée
dans le alul de la densité életronique.
Les harges ESP
La méthode ESP (EletroStati Potential) [46, 47, 48℄ permet d'obtenir un jeu de
harges partielles qui reproduit au mieux le potentiel életrostatique alulé sur une
surfae de Connolly
2
de la moléule. Une fontion d'ajustement est appliquée aux
2
Une surfae de Connolly est tissée sur les sphères de Van der Waals des atomes de la moléule.
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points ~rg d'une grille plaée sur la surfae moléulaire :
F =
points∑
g=1
(
V obs(~rg)− V fit(~rg)
)2
(2.13)
L'observable potentiel életrostatique V obs est de forme analytique :
V obs(~rg) =
M∑
A=1
ZA
|~rg − ~RA|
−
∫∫∫
ρ(~r)
|~rg − ~r| d~r (2.14)
Le potentiel életrostatique ajusté V fit est de forme analytique :
V fit(~rg) =
M∑
A=1
qA
|~rg − ~RA|
(2.15)
Les harges partielles sont optimales lorsqu'elles onduisent la fontion d'ajustement
à un minimum, tel que :
∂F
∂qA
= − 2
points∑
g=1
V obs(~rg)− V fit(~rg)
|~rg − ~RA|
= 0 (2.16)
En outre, il est néessaire d'imposer à ette minimisation une ontrainte sur la somme
des harges partielles par la méthode des multipliateurs de Lagrange.
La méthode ESP donnent des harges partielles de référene pour de petites mo-
léules [49℄. Dans le as de grands systèmes moléulaires, les harges ESP sont onve-
nables pour les atomes prohes de la surfae de Connolly mais sont mal évaluées pour
les atomes "enfouis" dans le système. Par ailleurs, les harges ESP sont très sensibles
à de faibles hangements de onformation.
Les harges RESP
La méthode RESP (Restrained EletroStati Potential) [50℄ utilise une fontion de
pénalité qui permet d'éviter les harges souvent trop élevées pour les atomes enfouis.
D'autres ontraintes sont imposées an de permettre la transférabilité des résultats
d'un système à un autre. La moléule est divisée en fragments dont la harge totale
de haun est maintenue neutre. Par ailleurs, la symétrie est prise en ompte en
égalisant les harges des hydrogènes d'un méthyle. Les ontraintes RESP réduisent
également la sensibilité aux hangements onformationnels. Une solution alternative
mais plus oûteuse est l'ajustement des harges sur le potentiel életrostatique alulé
pour plusieurs onformations [51℄.
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2.1.4 Les méthodes paramétrées
Bien que les harges ESP soient appropriées pour traiter de petites moléules, leur
temps de alul est non négligeable. Pour évaluer les harges d'une série de ligands
ou de moléules organiques, il est parfois préférable d'avoir reours à des méthodes
paramétrées plus rapides.
Les harges basées sur l'életronégativité
Beauoup de méthodes ont été proposées pour aluler les harges atomiques à
partir de paramètres. Les méthodes les plus abouties sont basées sur le prinipe d'éga-
lisation des életronégativités [52℄. Cette approhe a prinipalement été développée
par Johann Gasteiger [53℄, William Goddard III [54℄ et Patrik Bultink [55, 56℄.
Elle onstitue un des moyen les plus eae pour dénir les harges atomiques des
moléules étudiées en drug design.
Les harges CM
La méthode CM (Charge Model) développée par Christopher Cramer et Donald
Truhlar permet une orretion des harges partielles de Löwdin par le biais d'une
fontion paramétrée. La fontion de orretion de la harge atomique dépend des
ordres de liaison impliquant l'atome et son environnement ovalent. Les paramètres
de la fontion ont été initialement optimisés par rapport aux moments dipolaires ex-
périmentaux d'un grand nombre de moléules organiques.
La méthode CM permet d'obtenir des harges partielles de haute qualité pour un
temps de alul peu élevé. Néanmoins, elle néessite une paramétrisation spéique
pour les diérents types de liaison ovalente du modèle et pour haque méthode de
himie quantique assoié à un jeu de fontions de base donné. Ce modèle de harge a
été paramétré pour ertaines méthodes semi-empiriques [57℄, puis ertaines méthodes
ab initio et DFT [58℄.
Les harges RLPA
La méthode RLPA (Redistributed Löwdin Population Analysis) [59℄ utilise une
approhe similaire au modèle CM an de orriger les harges de Löwdin obtenues ave
une base 6-31+G*. Les populations venant des fontions diuses sont redistribuées
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par une fontion paramétrée, e qui permet de orriger l'inompatibilité de l'analyse
de Löwdin ave l'utilisation d'orbitales diuses (f  2.1.1).
Les harges AM1-BCC
La méthode AM1-BCC (Bond Charge Corretions) est une orretion des harges
de Löwdin-AM1 par le biais d'une fontion paramètrée aratérisant la topologie
de la moléule [60, 61℄. Les paramètres de orretions AM1-BCC des divers types
de liaisons ovalentes ont été initialement optimisés sur une série d'environ 2700
moléules an de reproduire leur potentiel életrostatique alulé au niveau HF/6-
31G*. La simpliité et la paramétrisation ab initio du modèle AM1-BCC permet de
aluler très rapidement des harges de haute qualité pour des ligands organiques.
2.2 Les méthodes de partition
Notre objetif est d'utiliser le onept de harges partielles pour aluler les inter-
ations életrostatiques mises en jeu dans les systèmes biologiques. L'environnement
d'un atome pouvant hanger brutalement au ours d'une réation, nous souhaitons
une méthode qui n'impose pas de topologie donnée au système. De plus, nous envi-
sageons une approhe standard pouvant être appliquée à toute méthode de himie
quantique quelque soit le niveau de alul. Pour es diérentes raisons, les méthodes
paramétrées sont inadaptées à notre objetif.
Par ailleurs, la forme analytique des fontions utilisées doit être failement dé-
rivable et l'évolution des harges doit être numériquement stable par rapport à de
faibles hangements de onformation. La méthode doit de même être apable de dé-
nir un système de taille importante. Ainsi, les méthodes de type ESP sont elles aussi
inadaptées à notre projet. Les méthodes de type numériques pourrait être envisagées,
bien que leur forme analytique soit souvent trop ompliquée pour assurer une déri-
vation faile et un alul rapide.
De façon générale, nous utilisons des fontions de base pour le alul de la densité
életronique. Les méthodes de Mulliken et Löwdin répondent ainsi à nos ritères de
séletion. La simpliité de es méthodes étant toutefois ritiquable, nous avons tenté
d'améliorer es analyses de populations reposant sur les fontions de base.
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2.2.1 L'utilisation des primitives
An d'améliorer le partage de la densité életronique, il est judiieux de faire une
analyse de population basée sur les primitives. Le hangement de base (1.23) mène à
reformuler la population életronique (2.1), tel que :
N =
L∑
µ=1
L∑
ν=1
K∑
g=1
K∑
h=1
PµνD
†
νgS
′
ghDhµ ≡
L∑
µ=1
(P D† S ′ D )µµ (2.17)
où S ′ est la matrie de reouvrement des fontions primitives et D la matrie des
oeients de ontration de gaussiennes.
La forme gaussienne des primitives permet de aluler failement les élements de
la matrie de reouvrement S ′. Prenons par exemple une primitive qui représente une
orbitale atomique de type 1s :
ηGTO1s (α,~r − ~RA) =
(
2α
π
)3/4
e−α|~r−
~RA|
2
(2.18)
où l'exposant α détermine la largeur de la fontion gaussienne entrée en ~RA .
Le produit de deux primitives de type 1s forme une troisième gaussienne de même
type (voir gure 2.1), tel que :
ηGTO1s (α,~r − ~RA) ηGTO1s (β,~r − ~RB) = KAB ηGTO1s (p,~r − ~RP ) (2.19)
avec


p = α + β
~RP =
α~RA+β ~RB
α+β
KAB =
(
2αβ
(α+β)π
)3/4
e−
αβ
α+β
|~RA−~RB |
2
L'analyse de Mulliken attribue une part égale de la population de reouvrement aux
deux atomes qui l'ont réée. Ce partage ne prend pas en ompte la position du re-
ouvrement (entrée sur P) par rapport aux deux atomes (A et B). Or, un alul
standard de himie quantique rée des reouvrements distribués tout le long de la
distane interatomique. D'autre part, seuls les atomes impliqués dans la réation de
la population de reouvrement se voient attribuer une harge. Là enore, la position
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A BP
ηA
ηB
ηP
Fig. 2.1: Reouvrement ηP de 2 primitives ηA et ηB de type 1s.
du reouvrement n'est pas onsidérée par rapport à elle des autres atomes de la
moléule, bien qu'elle puisse être entrée sur l'un d'entre eux. Prenons l'exemple du
dioxyde de arbone : ertaines populations de reouvrement de fontions de base des
2 oxygènes sont entrées sur le arbone entral, bien qu'elles soient nalement attri-
buées aux 2 oxygènes.
Nous proposons ii une analyse de population qui retie les launes de la méthode
de Mulliken. Pour toutes les populations életroniques formées dans la base des pri-
mitives, un partage réaliste est déni entre tous les atomes du système tel que :
S ′gh =
M∑
A=1
wghA S
′
gh , avec
M∑
A=1
wghA = 1 (2.20)
où wghA est le poids attribué à l'atome A dans le partage de la population du reou-
vrement.
Une harge partielle atomique est alors dénie omme :
qA = ZA −
L∑
µ=1
L∑
ν=1
K∑
g=1
K∑
h=1
PµνD
†
νg
(
wghA S
′
gh
)
Dhµ (2.21)
Les oeients de ontration de gaussiennes et les éléments de la matrie densité
n'interviennent que dans la multipliation de l'intégrale de reouvrement an de dé-
terminer la population életronique assoiée. Chaque intégrale de reouvrement S ′gh
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est l'objet d'une partition atomique. Les indies g et h représentent les deux pri-
mitives à l'origine du reouvrement, à partir desquelles il est possible de retrouver
la position du reouvrement et elles des atomes qui l'ont rée. Pour le alul des
fateurs de partition atomique wghA , nous nous sommes inspirés des tehniques de
quadrature numérique utilisées en DFT.
2.2.2 La quadrature numérique
Si la forme analytique d'une propriété est onnue, nous pouvons déterminer sa
valeur totale par l'intégration suivante :
I =
∫∫∫
F (~r) d~r (2.22)
où F (~r) est la valeur de la propriété en un point ~r donné.
Le alul de l'intégrale I peut être approximé par disrétisation, tel que :
I ≈
G∑
g=1
v(~rg)F (~rg) (2.23)
où G est le nombre de points de la grille et v(~rg) le poids d'intégration numérique
d'un point ~rg de la grille.
En DFT, la forme omplexe des fontionnelles d'éhange-orrélation (f  1.4.3) ne
permet pas une résolution analytique et des tehniques numériques doivent être utili-
sées. Un shéma général de quadrature numérique a été proposé par Axel Beke pour
le alul des propriétés moléulaires [62℄. L'intégration numérique s'eetue ave des
grilles entrées sur haque atome de la moléule, tel que :
I ≈
M∑
A=1
GA∑
gA=1
v(~rgA)wA(~rgA)F (~rgA) (2.24)
où wA(~rgA) est un fateur de partition
3
attribué à l'atome A au point ~rgA d'une grille
entrée sur son noyau.
2.2.3 Les shémas de partition
Les fateurs de partition de l'intégration numérique (2.24) attribuent le degré
d'appartenane d'un point de la moléule à un atome donné. Un point à proximité
3
Cette partition atomique failite le alul numérique en transformant une intégration à plusieurs
entres en une somme d'intégrations à un seul entre de symétrie sphérique.
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d'un noyau sera totalement attribué à l'atome orrespondant. Au delà d'une ertaine
distane du noyau, le fateur de partition atomique sera nul. Le problème prinipal est
de déterminer une partition orrete pour des positions internuléaires. Il onvient
pour ela de onevoir la densité életronique de la moléule omme un ensemble
de densités életroniques atomiques qui se reouvrent. Cette démarhe orrobore à
la notre et 'est pourquoi nous avons hoisi d'appliquer les fateurs de partition de
quadrature numérique à notre analyse de population.
Le shéma original
Dans son shéma de partition, Axel Beke proposa d'utiliser les oordonnées el-
liptiques (λ, µ, θ) dénies i-dessous par les relations (2.25) et la gure 2.2.
λAB =
|~RA − ~RP |+ |~RB − ~RP |
|~RA − ~RB|
µAB =
|~RA − ~RP | − |~RB − ~RP |
|~RA − ~RB|
(2.25)
A B
P
θ
λ=constante
Fig. 2.2: Dénition des oordonnées elliptiques.
Une fontion de partition est dénie entre 2 atomes par :
s(µAB) =
1
2
[1− fk(µAB)] (2.26)
La fontion fk(µAB) est une fontion omposée où k est l'ordre d'itération
4
, tel que :
f3(µAB) = p {p [p (µAB)]} (2.27)
Le polynme de Beke est de forme :
p(µAB) =
3
2
µAB − 1
2
µ3AB (2.28)
4
L'ordre d'itération 3 est reonnu optimal pour la quadrature numérique DFT.
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An de satisfaire la ondition (2.20), le fateur de partition atomique normalisé issu
du shéma de Beke est déni omme :
wghA =
∏M
B 6=A s(µAB)∑M
C=1
∏M
D 6=C s(µCD)
(2.29)
L'extension du shéma original
Nous avons également développé un shéma où les fontions de Beke sont appli-
quées diretement à l'analyse de population de Mulliken. La partition multiatomique
du shéma original est remplaée par une partition diatomique entre les atomes à l'ori-
gine de la population de reouvrement. Les fateurs de partition atomique deviennent
alors :
wghA = s(µAB) et w
gh
B = 1− s(µAB) (2.30)
où A et B sont les atomes à l'origine de la population du reouvrement S ′gh.
Dans l'analyse de Mulliken, les fateurs wghA et w
gh
B sont xés à 1/2. Ave la fon-
tion de partition, nous prenons en onsidération la position du reouvrement par
rapport à tous les atomes dans le shéma multiatomique, et par rapport aux atomes
A et B dans le shéma diatomique. Pour les deux shémas, nous avons itéré de 1 à 6
fois le polynme de Beke an de tester toutes les fontions de partition envisageables.
La partition linéaire
Nous avons par ailleurs développé une méthode que l'on nommera "linéaire". Dans
la fontion de partition de ette méthode, les polynmes de Beke sont simplement
remplaés par la valeur de la oordonnée ellyptique, tel que :
s(µAB) =
1
2
[1− µAB] (2.31)
Nous avons uniquement appliqué la fontion au shéma diatomique an d'aéder à
une méthode de alul eae. En eet, la fontion de partition (2.31) peut failement
être remplaée dans e as par les oordonnées artésiennes. Les fateurs de partition
atomique deviennent alors :
wghA =
|~RB − ~RP |
|~RA − ~RB|
et wghB = 1−
|~RB − ~RP |
|~RA − ~RB|
(2.32)
La gure 2.3 permet de omparer le prol de la fontion linéaire (2.31) ave les
fontions de partition de Beke (2.26).
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Fig. 2.3: Prols des fontions de partition linéaire (gris) et de Beke d'ordres d'ité-
ration de 1 (rouge) à 6 (orange).
Le traitement hétéronuléaire
Dans son shéma de quadrature numérique, Axel Beke propose également un
traitement spéique pour les systèmes hétéronuléaires. Il utilise les rayons de Bragg-
Slater qui onstituent une dénition empirique des rayons ovalents atomiques [63,
64℄. Sa démarhe est de remplaer dans la fontion de partition la oordonnée initiale
µAB par la oordonnée νAB, tel que :
νAB = µAB + aAB (1− µ2AB) (2.33)
Le fateur d'éhelle aAB aratérise la diérene de taille entre les atomes par :
aAB =
Ω2B − Ω2A
4ΩAΩB
(2.34)
où ΩA et ΩB sont les rayons de Bragg-Slater respetifs des atomes A et B.
Ce hangement de oordonnée permet de modéliser la taille respetive des atomes
en déplaçant la fontion de partition s(µAB) le long de l'axe de la oordonnée ellip-
tique. An que la fontion de partition demeure monotone, il est toutefois néessaire
de poser une limite à e déplaement :
|aAB| ≤ 1
2
(2.35)
Cette limite onerne les atomes dont le rapport des rayons de Bragg-Slater est su-
périeur à 2,4.
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Les fontions de Stratmann
An de mettre au point des méthodes DFT à roissane linéaire, Eri Stratmann
et ses ollègues ont proposé une alternative
5
aux fontions de Beke pour le alul nu-
mérique de l'énergie d'éhange-orrélation [65℄. Ils suggeraient de remplaer fk(µAB)
par g(µAB; a) dans la fontion de partition (2.26), tel que :
g(µAB; a) =


−1 µAB ≤ −a
z(µAB; a) −a < µAB < +a
+1 µAB ≥ +a
(2.36)
avec z(µAB; a) =
1
16
[
35
(µAB
a
)
− 35
(µAB
a
)3
+ 21
(µAB
a
)5
− 5
(µAB
a
)7]
où a est une valeur seuil qui détermine la grandeur d'une sphère atomique dans la-
quelle une position est totalement attribuée à l'atome.
Un seuil a de 0,64 était suggeré dans le papier original [65℄, bien que la valeur de
0,86 soit généralement retenue en pratique. Nous avons traé le prol des fontions
de Stratmann ave es valeurs seuils et diérents ordres d'itération du polynme
z(µAB; a). Le traé de es fontions se superposent aux fontions de Beke et donne-
raient ainsi les mêmes résultats. Par onséquent, seules les fontions de Beke ont été
implémentées, bien que les fontions de Stratmann orent une perspetive d'eaité
6
intéressante.
2.2.4 L'appliation aux méthodes ab initio et DFT
Les shémas de partition ont tout d'abord étaient appliqués aux méthodes ab
initio et DFT, par le biais d'une analyse de multiples.
La dénition des multiples
L'énergie d'interation életrostatique d'une distribution de harge ave un po-
tentiel extérieur est dénie omme :
Eelec =
∫∫∫
ρ(~r)V (~r) d~r (2.37)
5
Nous préisons que les auteurs n'applique pas de traitement hétéroatomique.
6
Le seuil a permet d'éviter un grand nombre de aluls à proximité des noyaux atomiques.
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Le potentiel életrostatique peut se développer en série de Taylor au voisinage d'une
position de référene ~r0 , tel que :
V (~r) = V (~r0) + (~r − ~r0)
(
∂V (~r0)
∂~r
)
+
1
2
(~r − ~r0)2
(
∂2V (~r0)
∂~r 2
)
+ · · · (2.38)
L'inlusion du développement (2.38) dans la dénition (2.37) fait apparaître la notion
de multiples :
Eelec =
∫∫∫
ρ(~r)d~r︸ ︷︷ ︸
q
V (~r0)
+
∫∫∫
ρ(~r) (~r − ~r0) d~r︸ ︷︷ ︸
µ
(
∂V (~r0)
∂~r
)
+
1
2
∫∫∫
ρ(~r) (~r − ~r0)2 d~r︸ ︷︷ ︸
Θ
(
∂2V (~r0)
∂~r 2
)
+ · · · (2.39)
où q, µ et Θ sont les multiples d'ordre 0 (harge), 1 (diple) et 2 (quadruple)
respetivement.
L'analyse des multiples distribués
Les multiples permettent de dénir la symétrie d'une distribution de harge
soumise ou non à un potentiel extérieur. Plus le développement multipolaire est im-
portant, plus la distribution de harge est lairement dénie et plus son énergie d'in-
teration ave un potentiel extérieur est préise. Une méthode simple pour obtenir
une telle desription est l'analyse des multiples distribués [66℄. Cette analyse est
spéiquement destinée à une fontion d'onde alulée à partir de fontions de base
gaussiennes. Les propriétés analytiques des primitives sont en fait utilisées pour dé-
nir les multiples réées aux points P de reouvrement de elles-i (voir gure 2.1).
L'étendu du développement multiplaire dépend de la symétrie des primitives. Par
exemple, si deux primitives de type p (soit 2 diples) se reouvrent, la population de
reouvrement est dénie par une harge, un diple et un quadruple.
Anthony Stone a développé sa méthode dans un programme appelé GDMA (Gaus-
sian Distributed Multipoles Analysis). L'analyse néessite la matrie densité P et la
dénition du jeu de fontions de base d'un alul eetué par le programme de himie
quantique Gaussian [67℄. GDMA permet d'eetuer l'analyse pour un ensemble de
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points hoisis. L'analyse des multiples est faite d'abord aux points P de reouvrement
des primitives. Les multiples d'un point P sont ensuite attribués au point le plus
prohe parmi eux ayant été hoisis. Notre utilisation du programme étant destiné au
partage des populations de reouvrement des primitives, nous avons séletionné na-
turellement l'ensemble des points P. Par ailleurs, seuls les multiples d'ordres 0 nous
intéressaient pour nos méthodes de partition de la densité életronique. En omplé-
ment des aluls Gaussian et GDMA, nous avons inplémenté en Python l'ensemble
de la proédure pour le alul des harges partielles.
2.2.5 L'appliation aux méthodes semi-empiriques
L'approhe préédente basée sur les multiples distribués ne peut être appliquée
aux méthodes semi-empiriques, ar la matrie densité alulée P ′ est biaisée par l'ap-
proximation S=I (f  1.5). De façon générale, les méthodes de partition doivent
obligatoirement être appliquées à la matrie densité exate P.
Les harges de Löwdin peuvent diretement être obtenues à partir de la matrie
densité du alul, grâe à la dénition standard :
qA = Z
′
A −
L∑
µ∈A
P ′µµ (2.40)
où Z ′A est la harge nuléaire de l'atome A auquel on soustrait le nombre d'életrons
de oeur non pris en ompte dans le alul semi-empirique de la matrie densité P ′.
La détermination des harges de Mulliken néessite le alul des matries de trans-
formation symétrique, tel que :
qA = Z
′
A −
L∑
µ∈A
L∑
x=1
L∑
y=1
XµxP
′
xyX
−1
yµ ≡ Z ′A −
L∑
µ∈A
(X P ′X−1)µµ (2.41)
Pour les méthodes de partition, une harge partielle atomique est dénie omme :
qA = Z
′
A −
L∑
µ=1
L∑
ν=1
L∑
x=1
L∑
y=1
K∑
g=1
K∑
h=1
XµxP
′
xyX
†
yνD
†
νg
(
wghA S
′
gh
)
Dhµ (2.42)
Ces méthodes de alul de harges partielles pour des fontions d'onde semi-
empiriques ont été implémentées en Fortran90 dans la librairie fDynamo [68℄. Ce
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programme développé au laboratoire est destiné à l'étude des méanismes réation-
nels dans les protéines.
Plus généralement, les développements matriiels présentés dans e manusrit per-
mettent de dénir les méthodes de façon théorique. En pratique, es développements
doivent être alulés de façon fragmentée an d'assurer l'eaité des algorithmes.
Par ailleurs, la quantité d'information stokée pendant le alul doit être limitée. Bien
que e type de préautions soit toujours respeté, il est essentiel de tester la qualité
des résultats avant toute optimisation de la programmation. Ainsi, les tests i-dessous
jugent de la préision des méthodes sans préoupation d'eaité.
2.3 Résultats et disussion
An de mettre à l'épreuve la validité de nos méthodes de partition, nous avons
eetué un ensemble de tests sur des moléules de petite taille.
Pour des raisons de larté, nous adoptons la nomenlature suivante :
 DEN : observable alulée à partir de la matrie densité.
 ESP : ajustement des harges par rapport au potentiel életrostatique.
 MLK et LWD : analyse des populations de Mulliken et Löwdin.
 LNR : méthode de partition linéaire.
 DHB1 à DHB6 : di(D)-homo(H)atomique partition de Beke (k=1 à 6).
 DXB1 à DXB6 : di(D)-hétéro(X)atomique partition de Beke (k=1 à 6).
 MHB1 à MHB6 : multi(M)-homo(H)atomique partition de Beke (k=1 à 6).
 MXB1 à MXB6 : multi(M)-hétéro(X)atomique partition de Beke (k=1 à 6).
2.3.1 Calul de harges ab initio
Nous avons tout d'abord testé la dépendane des méthodes de alul de harges
partielles aux jeux de fontions de base. La géométrie d'une moléule d'eau a initia-
lement été optimisée au niveau HF/6-31G**. La densité életronique Hartree-Fok
alulée ave diérents jeux de fontions de base a servi au alul des harges par-
tielles des diérentes méthodes disponibles. Les valeurs de la harge de l'oxygène sont
reportées dans le tableau 2.1 pour les prinipales méthodes.
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Pour e alul ainsi que les suivants, le degré d'itération de la fontion de Beke
n'inue que dans une moindre mesure sur les résultats. Toutefois, l'ordre d'itéra-
tion 3 est jugé optimal et seuls ses résulats sont présentés ii. Les résultats des autres
ordres d'itération sont donnés en Annexe A, dont le tableau A.1 pour la harge de
l'oxygène de l'eau.
Base ESP MLK LNR DHB3 DXB3 MHB3 MXB3
STO-3G -0,64 -0,38 -0,44 -0,49 -0,67 -0,46 -0,61
3-21G -0,89 -0,74 -0,70 -0,64 -0,81 -0,61 -0,76
6-31G* -0,82 -0,90 -0,83 -0,78 -0,95 -0,78 -0,93
6-311G** -0,80 -0,50 -0,49 -0,48 -0,75 -0,46 -0,72
6-311++G** -0,83 -0,51 -0,50 -0,49 -0,76 -0,48 -0,74
-pVTZ -0,75 -0,48 -0,49 -0,50 -0,75 -0,47 -0,71
-pVQZ -0,75 -0,52 -0,52 -0,52 -0,81 -0,49 -0,76
-pV5Z -0,74 -0,57 -0,57 -0,57 -0,85 -0,57 -0,83
-pV6Z -0,74 -0,40 -0,46 -0,50 -0,69 -0,53 -0,73
Tab. 2.1: Charge de l'oxygène de l'eau pour diérentes méthodes à partir d'une
fontion d'onde HF alulée ave diérents jeux de fontions de base.
Tout d'abord, nous onstatons que seules les harges ESP onvergent ave l'aug-
mentation du nombre de fontions de base et l'amélioration onjuguée de la densité
életronique. Les harges obtenues ave des jeux de fontions de base étendus onsti-
tuent des valeurs de référene pour les petites moléules et ainsi nos diérents tests.
La méthode ESP a toutefois tendane à aentuer légèrement la polarité des liaisons.
Les harges de Mulliken sont pour leur part dépendantes du jeu de fontions de
base utilisé. Des harges raisonnables sont généralement obtenues pour des bases de
taille moyenne telles que 3-21G ii. Pour des bases plus étendues, l'utilisation de fon-
tions diuses rend imprévisible la variation des harges partielles (f  2.1.1). Dans le
as présent, la harge de l'oxygène passe de -0,9 ave 6-31G* à -0,5 ave 6-311G**.
Ce genre de problème n'assure pas de bons résultats de la méthode ave des jeux de
fontions de base étendus.
Les diérents shémas de partition homonuléaire présentent des résultats prohes de
eux de l'analyse de Mulliken, malgré une sensibilité aux fontions diuses quelque
peu réduite. Les shémas de partition hétéronuléaire donnent de meilleurs résultats.
En partiulier, l'augmentation du nombre de fontions de base semble faire onverger
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les harges MXB3 vers les valeurs référenes des harges ESP. Ainsi le shéma de
partition le plus omplexe donne pour la moléule d'eau les résultats souhaités.
La proédure préédente a été appliquée ensuite à la moléule de formaldéhyde.
Les valeurs de la harge du arbone sont reportées dans le tableau 2.2 pour les prini-
pales méthodes. Les résultats de toutes les méthodes sont reportés dans le tableau A.2.
Base ESP MLK LNR DHB3 DXB3 MHB3 MXB3
STO-3G 0,36 0,09 0,21 0,27 -0,11 0,33 -0,01
3-21G 0,49 0,14 0,28 0,33 -0,01 0,51 0,23
6-31G* 0,45 0,14 0,26 0,34 -0,10 0,53 0,15
6-311G** 0,44 0,21 0,37 0,47 0,04 0,61 0,27
6-311++G** 0,48 0,13 0,34 0,46 0,05 0,64 0,34
-pVTZ 0,42 0,21 0,38 0,49 0,07 0,72 0,41
-pVQZ 0,42 0,33 0,46 0,54 0,09 0,82 0,51
-pV5Z 0,42 0,41 0,54 0,62 0,13 0,92 0,58
-pV6Z 0,42 0,23 0,39 0,50 -0,01 0,64 0,21
Tab. 2.2: Charge du arbone du formaldéhyde pour diérentes méthodes à partir
d'une fontion d'onde HF alulée ave diérents jeux de fontions de base.
Ce seond test sur l'atome entral d'une moléule de plus grande taille met davan-
tage à l'épreuve les onsidérations énumérées dans la setion 2.2.1. Les harges obte-
nues pour le arbone montrent une nette démarquation entre haunes des méthodes
de partition et l'analyse de Mulliken. Les shémas de partition di-homo-atomiques
présentent une amélioration des harges de Mulliken. En partiulier, les harges LNR
s'approhent des valeurs ESP.
Les harges DXB3 sont prohes de zéro, tandis que elles de la méthode MHB3
sont trop élevées. Les harges MXB3 présentent de grandes variations ave les han-
gements de jeux de fontions de base. Au nal, les traitements hétéronuléaires et
multiatomiques ne permettent pas d'attribuer une harge onvenable à l'atome de
arbone entral du formaldéhyde.
An de s'aranhir de la ontradition des résultats obtenus pour es deux mo-
léules, il est néessaire de tester les méthodes sur un grand nombre de systèmes
diérents en taille et omposition. Les statistiques obtenues sur un grand ensemble
de systèmes permettent d'obtenir une indiation de valeur sur la qualité des méthodes.
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2.3.2 Calul de diples ab initio
Nous avons testé la apaité des harges partielles à reproduire le moment dipolaire
d'un grand nombre de moléules. L'observable moment dipolaire peut être déni à
partir de la densité életronique d'un alul quantique, tel que :
~µDEN =
M∑
A=1
ZA
(
~RA − ~RC
)
−
L∑
µ=1
L∑
ν=1
Pµν(ν|rˆ − RˆC |µ) (2.43)
où
~RC est le entre des harges nuléaires de la moléule.
Le moment dipolaire de la moléule peut par ailleurs être alulé à partir de harges
partielles, tel que :
~µCHARGES =
M∑
A=1
qA
(
~RA − ~RC
)
(2.44)
La géométrie de 200 moléules a initialement été optimisée au niveau B3LYP/6-
31G*. La liste des moléules et leur diple expérimental est reportée dans le ta-
bleau A.3. La densité életronique Hartree-Fok de es strutures a été alulée ave
diérents jeux de fontions de base. Les harges partielles ont été déterminées à par-
tir de ette densité. Les 200 diples ont ensuite été alulés pour haque méthode et
omparés aux valeurs expérimentales. Les erreurs absolues moyennes sont reportées
dans le tableau 2.3 pour les prinipales méthodes.
Base DEN ESP MLK LNR DHB3 DXB3 MHB3 MXB3
3-21G 0,43 0,44 1,38 1,07 0,72 0,97 0,98 1,33
6-31G* 0,35 0,37 0,98 0,84 0,75 1,18 0,83 1,41
6-311G** 0,44 0,46 1,87 0,73 0,52 0,97 2,84 3,01
Tab. 2.3: Erreur absolue moyenne dans le alul des 200 diples (en Debye) par rap-
port aux valeurs expérimentales pour les diérentes méthodes à partir d'une fontion
d'onde HF alulée ave diérents jeux de fontions de base.
La méthode ESP atteste ii sa apaité à reproduire préisément la distribution
des harges dans de petites moléules, aussi bien que le dérit la fontion d'onde. La
méthode de Mulliken est beauoup moins préise, notamment ave l'utilisation de jeux
de fontions de base étendus omme pour 6-311G**. Ce problème est drastiquement
aentué pour les méthodes de partition multiatomique. En revanhe, les méthodes
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de partition diatomique améliorent de façon satisfaisante les harges de Mulliken. En
partiulier, la méthode DHB3 obtient de bons résultats qui s'approhent de eux de
la méthode ESP ave l'augmentation du nombre de fontions de base. La disparition
de la dépendane de ette analyse de population aux jeux de fontions de base est un
résultat important an d'envisager des appliations ultérieures.
2.3.3 Calul de diples DFT
La même proédure a été eetuée pour le alul des moments dipolaires à partir
de la fontionnelle DFT-B3LYP. L'ensemble des 200 diples alulés ave haque
méthode a été omparé aux valeurs expérimentales. Les erreurs absolues moyennes
sont reportées dans le tableau 2.4 pour les prinipales méthodes.
Base DEN ESP MLK LNR DHB3 DXB3 MHB3 MXB3
3-21G 0,29 0,30 0,99 0,78 0,53 0,70 0,73 0,92
6-31G* 0,22 0,23 0,60 0,52 0,48 0,86 0,53 1,01
6-311G** 0,25 0,27 1,53 0,60 0,45 0,76 2,46 2,58
Tab. 2.4: Erreur absolue moyenne dans le alul des 200 diples (en Debye) par rap-
port aux valeurs expérimentales pour les diérentes méthodes à partir d'une fontion
d'onde B3LYP alulée ave diérents jeux de fontions de base.
Les résultats DFT sont tout à fait omparables à eux des méthodes ab initio .
Nous obtenons ave DHB3 les résultats les plus intéressants, bien que le niveau de
préision de la méthode ESP ne soit pas atteint.
2.3.4 Calul de diples semi-empiriques
La même proédure a de nouveau été appliquée, en utilisant désormais des fon-
tions d'onde semi-empiriques. Cependant, l'énergie des strutures a été tout d'abord
minimisée ave le potentiel semi-empirique de alul. Les diples de es strutures
optimisées ont été alulés ave haque méthode et omparés aux valeurs expéri-
mentales. Les erreurs absolues moyennes sur les 200 diples sont reportées dans le
tableau 2.5 pour les prinipales méthodes.
Le tableau A.4 réunit les statistiques de tous les aluls de diples ab initio, DFT
et semi-empiriques. Il doit être noté que l'ensemble des 200 moléules n'a pas pu
être traité ave PDDG et RM1. Les paramètres du brome n'existent pas pour PDDG
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(10 moléules onernées), tandis que eux du siliium n'existent pas pour RM1 (6
moléules onernées).
Méthode DEN LDW MLK LNR DHB3 DXB3 MHB3 MXB3
MNDO 0,44 0,76 0,68 0,63 0,64 0,87 0,64 0,90
PM3 0,40 0,74 0,53 0,56 0,71 0,77 0,68 0,71
AM1 0,39 0,62 0,52 0,59 0,69 0,89 0,69 0,94
PDDG 0,36 0,65 0,56 0,61 0,87 1,10 0,83 1,10
RM1 0,35 0,64 0,60 0,62 0,73 1,08 0,70 1,08
Tab. 2.5: Erreur absolue moyenne dans le alul des 200 diples (en Debye) par rap-
port aux valeurs expérimentales pour les diérentes méthodes à partir de diérentes
fontions d'onde semi-emipriques.
La méthode ESP n'étant pas disponible dans la librairie fDynamo, les résultats
de référene deviennent eux de la densité életronique de la fontion d'onde semi-
empirique. En e qui onerne les méthodes traditionnelles, l'analyse de Mulliken
donne de meilleurs résultats que elle de Löwdin. Cette amélioration est probable-
ment due au fait que l'analyse de population est eetuée à partir de la matrie
densité exate. Les problèmes renontrés ave les méthodes ab initio disparaissent du
fait que les fontions de base sont peu diuses pour les méthodes semi-empiriques.
Ainsi, les résultats de la méthode de Mulliken sont raisonnables, bien qu'ils demeurent
éloignés de eux obtenus diretement à partir de la fontion d'onde.
Pour nos méthodes de partition, l'utilisation de fontions de base étroites engendrent
des résultats similaires pour les partitions di- ou multi-atomiques de Beke. Le trai-
tement multiatomique n'est don pas néessaire pour des fontions d'onde semi-
empiriques. En revanhe, le traitement hétéronuléaire donne de moins bons résultats
que le traitement homonuléaire. Ce dernier présente toutefois des résultats moins
bons que eux de l'analyse de Mulliken. Seule la méthode de partition linéaire donne
des résultats similaires à l'analyse de Mulliken.
Pour analyser plus nement les résultats, nous avons realulé les statistiques en
lassant les moléules par familles. Alors que les résultats des aluls ab initio et
DFT sont parfaitement homogènes, eux des méthodes semi-empiriques peuvent être
légitimement séparés en deux lasses prinipales. Une diérene marquée est en eet
onstatée entre les moléules ontenant simplement les quatre éléments hydrogène,
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arbone, oxygène, azote et les autres moléules. Les erreurs absolues moyennes sur
le alul des 113 diples de la première lasse de moléules sont reportées dans le
tableau 2.6.
Méthode DEN LDW MLK LNR DHB3 DXB3 MHB3 MXB3
MNDO 0,46 0,96 0,69 0,56 0,51 0,64 0,52 0,62
PM3 0,42 0,84 0,57 0,46 0,54 0,71 0,50 0,63
AM1 0,39 0,76 0,53 0,51 0,57 0,84 0,54 0,85
PDDG 0,36 0,68 0,45 0,46 0,63 0,90 0,57 0,81
RM1 0,36 0,69 0,43 0,42 0,56 0,88 0,51 0,82
Tab. 2.6: Erreur absolue moyenne dans le alul des 113 diples des moléules onsti-
tués uniquement des atomes H, C, N et O (en Debye) par rapport aux valeurs ex-
périmentales pour les diérentes méthodes à partir de diérentes fontions d'onde
semi-emipriques.
Les tendanes notées pour l'ensemble des 200 moléules subsistent, bien que des
aratéristiques marquées apparaissent pour ette famille de 113 moléules. Tout
d'abord, la médiorité de l'analyse de Löwdin est aentuée pour ette famille de
moléules "HCNO". Cette analyse est eetuée à partir de la matrie densité P ′. Le
ontraire est en revanhe observé pour les autres méthodes qui utilisent la matrie
densité exate P . Les résultats des 87 diples de la seonde lasse de moléules sont
reportées dans le tableau 2.7.
Méthode DEN LDW MLK LNR DHB3 DXB3 MHB3 MXB3
MNDO 0,40 0,51 0,67 0,72 0,80 1,18 0,78 1,26
PM3 0,38 0,60 0,48 0,69 0,93 0,84 0,91 0,82
AM1 0,39 0,45 0,51 0,69 0,86 0,96 0,88 1,06
PDDG 0,37 0,61 0,72 0,84 1,23 1,38 1,22 1,53
RM1 0,34 0,57 0,85 0,89 0,98 1,36 0,96 1,45
Tab. 2.7: Erreur absolue moyenne dans le alul des 87 diples des moléules onsti-
tués des atomes F, Br, Cl, Si, P et S (en Debye) par rapport aux valeurs expéri-
mentales pour les diérentes méthodes à partir de diérentes fontions d'onde semi-
empiriques.
Les tendanes observées pour la première famille de moléules sont logiquement
inversées pour la seonde. Auune diérene entre les deux familles n'est pourtant
observée dans le alul des observables diples. Le phénomène ne remet don pas
en question les méthodes semi-empiriques pour ette famille de moléules. La diu-
sion des orbitales atomiques est la diérene la plus évidente entre les 2 familles de
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moléules. La qualité des analyses de population dépend alors de la matrie densité
utilisée (P ′ ou P ) et probablement de la diusion des fontions de base du système
étudié.
2.3.5 Conlusion des résultats
En résumé, e sont nos shémas de partition les plus simples qui donnent les
meilleurs résultats. Les méthodes de partition di-homoatomiques LNR et DHB3 ap-
portent la meilleure réponse aux limites de l'analyse de Mulliken pour des fontions
d'onde ab initio et DFT. Les deux méthodes donnent de bons résultats sans être
aetées par l'utilisation de fontions de base diuses.
L'analyse de Mulliken dérit onvenablement les fontions d'onde dans le as des
méthodes semi-empiriques. Les méthodes LNR et DHB3 donnent des résultats de
qualité similaire à elle de Mulliken pour e type de potentiels. Toutefois, un pro-
blème aete l'ensemble de es méthodes pour le traitement d'atomes dius ave les
fontions d'onde semi-empiriques. Une vigilene partiulière doit être onservée lors
de l'appliation de es méthodes à e as de gure.
Nos shémas de partition les plus omplexes donnent les résultats les moins sa-
tisfaisants. Les shémas de partition multiatomiques ne sont pas onvenables pour
des fontions d'onde ab initio et DFT. Ils sont par ailleurs inutiles pour l'analyse des
fontions d'onde semi-empiriques. Le traitement hétéronuléaire donne en général de
moins bons résultats que le traitement homonuléaire.
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Chapitre 3
Les interations életrostatiques
Les méthodes de alul de harges partielles du hapitre préédent ont été déve-
loppées dans le but d'être utilisées pour le traitement des interations életrostatiques
dans les systèmes moléulaires. Leur appliation en tant que telle est présentée dans
e nouveau hapitre.
3.1 La modélisation moléulaire
La modélisation moléulaire est une représentation des systèmes himiques qui a
pour but d'expliquer un grand nombre de leurs propriétés. Le modèle doit être assez
simple pour permettre une ompréhension rapide et assez omplexe pour représenter
orretement le système étudié. Par ailleurs, l'évolution du modèle doit être failement
préditible par des tehniques de simulation (f partieB).
3.1.1 Le système moléulaire
La struture d'un système moléulaire peut être dénie par une matrie R de
dimension 3∗M qui ontient les oordonnées artésiennes des M atomes. Ce système
évolue onstamment entre des ongurations d'équilibre de basse énergie.
L'énergie du système
Au voisinage d'une struture R
eq
à l'équilibre, l'énergie potentielle du système
peut s'érire en série de Taylor :
Epot = Epoteq + G
†
eq
( R− R
eq
) +
1
2
( R −R
eq
)† H
eq
( R− R
eq
) + · · · (3.1)
où G
eq
et H
eq
sont les matries du gradient et de l'hessien de l'énergie à l'équilibre. Le
gradient de l'énergie est nul à l'équilibre. Le terme de l'hessien modélise le aratère
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harmonique du puit de potentiel. Les termes d'ordres supérieurs rendent ompte du
aratère anharmonique qui s'aentue en s'éloignant de l'équilibre.
Le gradient de l'énergie
La matrie gradient G est de dimension 3∗M , étant onstituée de M veteurs :
g
A
=
∂Epot
∂ ~RA
=


∂Epot
∂xA
∂Epot
∂yA
∂Epot
∂zA

 A = 1, 2, · · · ,M (3.2)
Une optimisation de géométrie permet d'aéder à un minimum loal, prohe de la
struture de départ. En pratique, le ritère de onvergene pour la minimisation de
l'énergie est déni omme :
GRMS =
√√√√ 1
3M
M∑
A=1
g†A gA ≈ 0 (3.3)
L'hessien de l'énergie
La matrie hessien H est de dimension 3M∗3M , étant onstituée deM2 tenseurs :
H
AB
=
∂2Epot
∂ ~RA ∂ ~RB
=


∂2Epot
∂xA∂xB
∂2Epot
∂xA∂yB
∂2Epot
∂xA∂zB
∂2Epot
∂yA∂xB
∂2Epot
∂yA∂yB
∂2Epot
∂yA∂zB
∂2Epot
∂zA∂xB
∂2Epot
∂zA∂yB
∂2Epot
∂zA∂zB

 (3.4)
La diagonalisation de la matrie hessien fournit les modes normaux du système et leur
fréquene de vibration. Une moléule non-linéaire possède 3M-6 modes de vibration
indépendants (3M-5 pour une moléule linéaire) et 3M-6 oordonnées internes repré-
sentant les degrés de liberté du système. Une desription en oordonnées artésiennes
possède 6 degrés de liberté supplémentaires qui dénissent la position et l'orientation
du système dans l'espae. De même, les 6 modes non vibrationnels orrespondent aux
modes de rotation et de translation dans les 3 diretions de l'espae.
Nous pouvons érire l'énergie totale du système moléulaire omme :
E = Epot + Evib + Erot + Etrans (3.5)
où Epot, Evib, Erot, Etrans sont les énergies potentielle, de vibration, de rotation et de
translation respetivement. Les trois derniers termes orrespondent à l'énergie iné-
tique des noyaux. Cette déomposition énergétique suppose que les diérents types
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d'états sont indépendants. Cette approximation est tout à fait juste pour les points
stationaires
1
d'un système isolé (phase gaz). Pour les autres as omme une protéine
en solution, les ouplages entre états sont non négligeables et seul un éhantillonage
représentatif des états aesssibles au système (espae de phases) permet d'obtenir
l'ensemble des niveaux d'énergie orrespondants. Les lois de la méanique statistique
permettent ensuite de retrouver des grandeurs thermodynamiques.
Chaque mode de vibration obéit aux lois de la méanique quantique : les niveaux
d'énergie sont quantiés et leur éart est proportionnel à la fréquene de vibration. La
spetrosopie infrarouge permet de provoquer les transitions de niveaux pour haque
mode et d'obtenir ainsi le spetre des fréquenes de vibration. Pour un système de
petite taille, il est possible de reproduire e spetre par un alul de méanique quan-
tique. Pour un système de taille importante, le spetre devient très omplexe et les
méthodes de himie quantique trop oûteuses. Il est néanmoins possible de aluler
l'hessien de l'énergie d'une protéine par la méanique lassique. Les modes de vibra-
tion obtenus donnent un apperçu instrutif des mouvements que peut subir le système
à diérentes éhelles de temps.
3.1.2 La méanique moléulaire
La méanique moléulaire onsidère la moléule omme un ensemble de partiules
lassiques. Les atomes d'un système sont dénis omme des sphères hargées et reliées
entre elles par des ressorts. Une fontion d'énergie spéique à e modèle permet de
onsidérer les propriétés intrinsèques
2
d'une moléule.
Le hamp de fore
Un hamp de fore est l'assoiation d'une fontion d'énergie potentielle et d'un en-
semble de paramètres déterminés pour une famille de omposés. Les paramètres sont
généralement obtenus pour des onditions d'équilibre de l'état fondamental. Cette
paramétrisation est faite à partir de données expérimentales (spetrosopie, ristal-
lographie) et de aluls quantiques de haute préision.
1
Un point de la surfae d'énergie potentielle est dit "stationnaire" lorsque le gradient de son
énergie est nul (as des minima, maxima et point selles).
2
même purement quantiques
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An d'étudier les maromoléules biologiques, diérents hamps de fore ont été
développés [69, 70, 71, 72℄. Leur fontion d'énergie potentielle est similaire et seul
leur mode de paramétrisation les diérenie. Pendant ette thèse, le hamps de fore
OPLS (Optimized Potential for Liquid Simulations) [71℄ a été utilisé. La forme simple
de sa fontion empirique donne une desription rapide et orrete d'une protéine, tel
que :
Epot = Eliaisons + Eangles + Ediedres + Eimpropres + Eelec + EV dW (3.6)
où les quatre premiers termes de l'énergie potentielle orrespondent aux interations
liantes et les deux derniers aux interations non liantes (életrostatique, Van der
Waals). Les paramètres OPLS des liaisons, des angles de valene et des dièdres im-
propres sont en grande partie issus du hamp de fore AMBER (Assisted Model
Building with Energy Renement) [70℄. Le développement d'OPLS se foalise prin-
ipalement sur l'optimisation des paramètres de torsion et eux des interations non
liantes .
L'énergie des liaisons
L'énergie d'étirement des liaisons est dénie par la loi de Hooke :
Eliaisons =
liaisons∑
l=1
1
2
kl(l − l0)2 (3.7)
où kl est la onstante de fore de la liaison, l et l0 sont les longueurs de la liaison à
un instant donné et à l'équilibre respetivement.
L'énergie des angles de valene
L'énergie de variation des angles de valene est également dénie par un potentiel
harmonique :
Eangles =
angles∑
θ=1
1
2
kθ(θ − θ0)2 (3.8)
où kθ est la onstante de fore de l'angle de valene, θ et θ0 sont les valeurs de l'angle
à un instant donné et à l'équilibre respetivement.
L'énergie des angles dièdres
L'énergie de rotation autour des angles dièdres est dénie par une série de Fourier :
Ediedres =
diedres∑
φ=1
V φ1
2
(1 + cosφ) +
V φ2
2
(1− cos 2φ) + V
φ
3
2
(1 + cos 3φ) (3.9)
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où V φi est la onstante de fore du dièdre φ pour un ordre de périodiité i.
L'énergie des dièdres impropres
L'énergie de distorsion hors du plan des dièdres impropres est également dénie
par une série de Fourier :
Eimpropres =
impropres∑
ω=1
V ω1
2
(1 + cosω) +
V ω2
2
(1− cos 2ω) + V
ω
3
2
(1 + cos 3ω) (3.10)
où V ωi est la onstante de fore de l'impropre ω pour un ordre de périodiité i.
L'énergie életrostatique
L'énergie des interations életrostatiques est dénie par la loi de Coulomb :
Eelec =
M∑
A=1
M∑
B>A
fAB
4πǫ0ǫ
qA qB
|~RA − ~RB|
(3.11)
où ǫ0 et ǫ sont les permittivités respetives du vide et du milieu ; qA est la harge
partielle de l'atome A et ~RA sa position ; fAB est un fateur d'éhelle empirique ap-
pliqué aux interations non liantes : il est nul quand A et B sont distants de une ou
deux liaisons, égal à 1/2 quand A et B sont distants de trois liaisons et égal à 1 dans
les autres as.
Le potentiel oulombien (3.11) est largement utilisé pour l'étude des protéines.
Les harges partielles sont généralement déterminées par une méthode de type ESP
(f  2.1.3). Certains hamps de fore dédiés aux moléules organiques utilisent des
multiples d'ordre supérieur (f  2.2.4) pour une desription plus ne des intera-
tions életrostatiques [73℄. Un tel traitement est trop omplexe pour une modélisation
eae des protéines et il est généralement peu utilisé pour les petites moléules. De
plus, la grande dépendane des multiples aux onformations struturales limite la
transférabilité de paramètres [74, 75, 76℄. Une approximation plus rude est la xation
des harges atomiques pontuelles. Certains hamps de fore dit "polarisables" in-
troduisent un terme d'indution qui modélise la apaité du nuage életronique d'un
atome à évoluer par rapport à son environnement. Cette amélioration permet de faire
évoluer la harge atomique pendant une simulation, mais implique un temps de alul
plus long.
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L'énergie de Van Der Waals
L'énergie des interations de Van der Waals est dénie par un potentiel de Lennard-
Jones :
EV dW =
M∑
A=1
M∑
B>A
4 fAB
√
εAA εBB

(√σAA σBB
|~RA − ~RB|
)12
−
(√
σAA σBB
|~RA − ~RB|
)6
(3.12)
où les paramètres ε et σ déterminent respetivement la profondeur et la position du
puit de potentiel.
Le terme en 1/R12 représente l'interation répulsive d'éhange qui traduit les phéno-
mènes lassique et quantique (f  1.2.6) que deux nuages életroniques ne peuvent
ouper le même espae. Le terme en 1/R6 représente l'interation attrative de dis-
persion qui traduit une utuation orrélée des nuages életroniques de deux atomes.
3.1.3 Les potentiels hybrides MQ/MM
La méanique moléulaire permet d'étudier eaement les hangements onfor-
mationnels des moléules, mais sa paramétrisation impose un état életronique et
une onguration donnée du système. Seule la méanique quantique est appropriée
pour traiter les hangements d'états életroniques, les proessus réationnels et tout
phénomène qui implique une grande variation de la struture életronique. Mais le
oût élevé des aluls de méanique quantique limite onsidérablement la taille des
systèmes qu'il est possible d'examiner. Un moyen pour étudier eaement les réa-
tions en solution ou dans les systèmes biologiques est de former des potentiels hybrides
ouplant la méanique quantique (MQ) et la méanique moléulaire (MM) [77, 78, 79℄.
Les potentiels hybrides MQ/MM modélise le site réatif d'un système par la mé-
anique quantique et son environnement par la méanique moléulaire, omme dérit
par la gure 3.1. Ce partage est assoié à un hamiltonien mixte de type :
Hˆ = HˆMQ + HˆMM + HˆMQ/MM + Hˆlimites (3.13)
où HˆMQ et HˆMM sont les hamitoniens propres aux régions MQ et MM dérites res-
petivement par la méanique quantique et la méanique moléulaire ; HˆMQ/MM est
l'hamiltonien qui dérit l'interation entre les atomes MQ et les atomes MM ; Hˆlimites
dérit les interations du système étudié ave son environnement à longue distane
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condition aux
limites
MQ
MM
Fig. 3.1: Division du système moléulaire par un potentiel hybride MQ/MM.
appelé ommunément "onditions aux limites".
L'équation de Shrödinger assoié à l'hamiltonien (3.13) prend la forme :
Hˆ Ψ({~rq}; {~RQ}, {~RM}) = Epot({~RQ}, {~RM}) Ψ({~rq}; {~RQ}, {~RM}) (3.14)
où les positions nuléaires {~RQ} des atomes MQ et {~RM} des atomes MM sont
des paramètres pour la fontion d'onde életronique Ψ (f  1.2.4). Par onséquent,
les termes énergétiques dépendant uniquement des positions nuléaires peuvent être
traités ommes des onstantes lors de la résolution de l'équation (3.14), tel que :
Epot = 〈Ψ|HˆMQ+HˆelecMQ/MM+Hˆlimites(MQ)|Ψ〉+EpotMM+EV dWMQ/MM+Elimites(MM) (3.15)
L'hamiltonien HˆMQ est similaire à l'hamitonien (1.19). L'hamiltonien Hˆ
elec
MQ/MM déri-
vant les interations életrostatiques entre les régions MQ et MM requiert une atten-
tion partiulière et elles-i seront abordées dans la prohaine setion. Les onditions
aux limites inuençant la partie MQ sont résolues par le alul variationnel, tandis
que l'inuene sur la partie MM est traitée séparément. L'énergie potentielle EpotMM
de la partie MM orrespond à l'expression (3.6). Les interations de Van der Waals
MQ/MM sont traitées par le potentiel de Lennard-Jones (3.12), en onservant le
fateur d'éhelle du hamp de fore (f  3.1.2).
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3.2 L'életrostatique en MQ/MM
3.2.1 Le traitement usuel
La manière traditionnelle de traiter les interations életrostatiques entre les
atomes MQ et les atomes MM est dérite par l'hamiltonien i-dessous :
HˆelecMQ/MM =
MM∑
M=1
MQ∑
Q=1
qM ZQ
|~RM − ~RQ|
−
MM∑
M=1
NQ∑
q=1
qM
|~RM − ~rq|
(3.16)
où les MM harges partielles atomiques qM interagissent ave les MQ harges nu-
léaires ZQ dans le premier terme et les NQ életrons dans le seond terme.
L'énergie assoiée à l'hamiltonien (3.16) s'érit :
EelecMQ/MM =
MM∑
M=1
qM


MQ∑
Q=1
ZQ
|~RM − ~RQ|
−
∫∫∫
ρ(~r)
|~RM − ~r |
d~r

 (3.17)
Le terme impliquant les harges nuléaires est realulé à haque hangement de géo-
métrie, tandis que la polarisation de la densité életronique par les harges MM est
onsidérée lors du alul SCF.
Lorsqu'il n'existe auune liaison ovalente entre les parties MQ et MM, les inter-
ations életrostatiques sont naturellement alulées entre toutes les paires d'atomes
MQ/MM. Lorsque la division du système impose la oupure de liaisons ovalentes,
auun fateur d'éhelle n'est généralement appliqué à la frontière ontrairement aux
interations de Van der Waals.
3.2.2 La frontière MQ/MM
Bien que les interations entre les régions MQ et MM soient dénies, la oupure
de liaisons ovalentes doit être traitée onvenablement. Tout d'abord, les interations
liantes perturbées par une telle division MQ/MM doivent être modélisées an d'assu-
rer la ontinuité du système à l'interfae des deux régions. La méthode habituelle est
de onserver dans le alul de méanique moléulaire toutes les oordonnées internes
qui implique au minimum un atome MM. Cette dénition permet d'exlure la région
MQ du alul empirique, tout en assurant sa ohésion ave la région MM.
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Il est ensuite néessaire de ompléter la densité életronique de la région MQ, sous
peine de onserver des radiaux au niveau des liaisons rompues par la divisionMQ/MM.
La méthode la plus simple à mettre en appliation, et de e fait la plus ouramment
utilisée, est la méthode de l'atome de lien [78, 79℄. Elle onsiste à ajouter un atome
d'hydrogène à haque oupure an de ompléter le système MQ, omme le montre la
gure 3.2.
Cα
Cβ
H
H
H
H
MQ
MM
Fig. 3.2: Atome de lien à la frontière MQ/MM.
L'atome de lien permet d'eetuer un alul onvenable de la fontion d'onde éle-
tronique. Dans le traitement habituel, la seule interation onsidérée de l'atome de
lien ave son environnement MM est l'interation életrostatique de la densité éle-
tronique ave les harges MM. L'atome de lien étant plaé à proximité de l'atome
MM frontière (Fig 3.2), la méthode soure d'une surpolarisation de la densité éle-
tronique par la harge MM dans ette région. Une redistribution de la harge MM en
question permet d'atténuer es interations à ourte distane [80, 81℄. L'alternative
majeure à l'atome de lien est l'utilisation des orbitales hybrides gelées pour saturer le
système MQ [82, 83℄. Ce type de méthodes est plus rigoureux mais diile à mettre
en appliation. Il neessite notamment une paramétrisation spéique pour haque
méthode de himie quantique.
Une étude omparative a montré que l'atome de lien donne des résultats de pré-
ision omparable aux autres méthodes à ondition que la distribution des harges
soit traitée orretement à l'interfae MQ/MM [80℄. Le problème de surpolarisation
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due à la fuite de la densité sur les atomes MM est peu important ave les méthodes
semi-empiriques, ar les fontions de base utilisées sont peu diuses. En revanhe,
l'appliation de méthodes ab initio ave des jeux de fontions de base étendus né-
essite plus de vigilane [84, 85℄. L'expansion des potentiels hybrides ab initio et les
problèmes mentionnés i-dessus initent au développement d'une méthode standard
pour le alul des interations életrostatiques MQ/MM [86℄.
3.2.3 Le traitement proposé
Nous proposons un nouveau traitement des interations életrostatiques MQ/MM,
tel que :
EelecMQ/MM =
MM∑
M=1
MQ∑
Q=1
qM qQ
|~RM − ~RQ|
(3.18)
où EelecMQ/MM est la somme des interations életrostatiques entre les MM harges par-
tielles atomiques qM du hamps de fore et les MQ harges partielles atomiques qQ
alulées à partir de la fontion d'onde életronique.
Cette nouvelle approhe répond à plusieurs néessités onernant l'appliation des
potentiels hybrides. Tout d'abord, elle propose un traitement plus ohérent des inter-
ations életrostatiques. L'interation alulée habituellement entre une répartition
préise (densité) de harge MQ et approximative (points) de harge MM est asy-
métrique et probablement inappropriée. La dénition (3.18) propose un traitement
logique des interations életrostatiques entre des harges dérites au même niveau
dans la partie MQ et dans la partie MM.
De plus, elle devrait permettre de réduire fortement le oût d'un alul MQ/MM.
La détermination des interations életrostatiques MQ/MM peut être l'étape limi-
tante du alul pour un grand système moléulaire. Si des milliers d'atomes MM
intéragissent ave un site MQ de taille réduite, autant d'intégrales doivent être théo-
riquement
3
alulées an de déterminer les interations életrostatiques de la densité
életronique ave haunes des harges atomiques MM. Ce as de gure réurrent
en biohimie motive l'adoption du potentiel (3.18), du fait que le alul des harges
partielles doit être beauoup moins oûteux que le alul des intégrales.
3
L'élimination des interations à très longue distane réduit le nombre d'intégrales à aluler.
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Le troisième intérêt est d'éliminer les problèmes de surpolarisation de la densité
életronique par les harges MM. La polarisation de la densité est toujours prise
en ompte à haque pas de la proédure SCF, mais elle est désormais induite par
les interations des harges pontuelles MQ et MM. L'atome de lien n'est pas pris
en ompte dans notre alul (3.18), e qui suprime les interations à ourte portée
renontrées dans les approhes habituelles. Si l'atome de lien était ompris dans le
alul, une redistribution des harges MM à la frontière serait néessaire.
La préision du alul (3.18) repose sur la validité des harges partielles alulées
pour la région MQ. L'obtention de harges atomiques préises pour e alul orira
par ailleurs un suivi préieux de l'état de harge des atomes MQ lors de proessus
réatifs.
3.2.4 La matrie de Fok
An de aluler l'énergie d'un système ave le potentiel hybride MQ/MM que
nous proposons, il est néessaire de onnaître la forme analytique des élements de la
matrie de Fok.
La dénition générale
Un résultat important de la himie quantique est obtenu en dérivant l'expres-
sion (1.50) de l'énergie de l'état fondamental par rapport à un élement de la matrie
densité :
dE0
dPxy
=
(
∂E0
∂Pxy
)
+
L∑
µ=1
L∑
ν=1
(
∂E0
∂Gνµ
)(
∂Gνµ
∂Pxy
)
=
(
Hcoreyx +
1
2
Gyx
)
+
L∑
µ=1
L∑
ν=1
(
1
2
Pµν
)
[(νµ|yx)− 1
2
(νx|yµ)]
= Hcoreyx +
1
2
Gyx +
1
2
L∑
µ=1
L∑
ν=1
Pµν [(yx|νµ)− 1
2
(yµ|νx)]
︸ ︷︷ ︸
Gyx
(3.19)
Du fait que la matrie de Fok est symétrique, nous pouvons onlure :
Fxy =
dE0
dPxy
(3.20)
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Les interations életrostatiques
La propriété (3.20) permet de dénir l'opérateur de Fok assoié à l'énergie ara-
téristique (3.18) de notre approhe. L'appliation du nouveau traitement s'est limitée
aux potentiels hybrides semi-empiriques et nous dénissons ainsi le terme assoié
omme :
Fxy =
dEelecMQ/MM
dP ′xy
(3.21)
Il est judiieux de reformuler l'expression de l'énergie (3.18), omme :
EelecMQ/MM =
MQ∑
Q=1
VQ qQ , avec VQ =
MM∑
M=1
qM
|~RM − ~RQ|
(3.22)
où VQ est le potentiel rée par l'ensemble des atomes MM sur l'atome Q.
Du fait que le potentiel VQ est indépendant de la matrie densité, l'opérateur de
Fok assoié à l'énergie (3.22) s'érit :
Fxy =
MQ∑
Q=1
VQ
(
dqQ
dP ′xy
)
, avec VQ =
MM∑
M=1
qM
|~RM − ~RQ|
(3.23)
Partant de la relation (3.23), nous avons développé des potentiels hybrides MQ/MM
assoiés aux diérentes méthodes de alul de harge partielles preédemment testées
(f hap.2). Leur implémentation a été réalisée en Fortran90 dans la librairie fDynamo.
La méthode de Löwdin
La dérivation d'une harge de Löwdin (2.40) permet d'obtenir l'opérateur assoié
à l'utilisation de ette méthode, tel que :
Fxy = −
MQ∑
Q=1
VQ ×
{
δxy si (x, y) ∈ Q
0 si (x, y) /∈ Q (3.24)
où δxy est un delta de Kroneker.
La méthode de Mulliken
En dérivant la harge de Mulliken (2.41) d'un atome Q par rapport à un élement
de la matrie densité P ′, nous obtenons :
dqQ
dP ′xy
= −
L∑
µ∈Q
XxµX
−1
µy (3.25)
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An de onserver la symétrie de la matrie de Fok, nous dénissons ses éléments
omme :
Fxy = Fyx = −1
2
MQ∑
Q=1
VQ
L∑
µ∈Q
(
XxµX
−1
µy +XyµX
−1
µx
)
(3.26)
Les méthodes de partition
En dérivant la harge atomique (2.42) d'une méthode de partition par rapport à
un élement de la matrie densité P ′, nous obtenons :
dqQ
dP ′xy
= −
L∑
µ=1
L∑
ν=1
K∑
g=1
K∑
h=1
X†yνD
†
νgw
gh
Q S
′
ghDhµXµx (3.27)
An de onserver la symétrie de la matrie de Fok, nous dénissons ses éléments
omme :
Fxy = Fyx = −1
2
MQ∑
Q=1
L∑
µ=1
L∑
ν=1
K∑
g=1
K∑
h=1
(
X†yνXµx +X
†
xνXµy
)
D†νgVQw
gh
Q S
′
ghDhµ (3.28)
3.2.5 Le gradient de l'énergie
An d'appliquer nos potentiels hybrides MQ/MM à des méthodes de simulation,
il est néessaire d'obtenir la forme analytique du gradient de l'énergie.
La dénition
En dérivant la dénition de l'expression de l'énergie (3.22) par rapport à une
position nuléaire, nous obtenons la forme générale de son gradient :
dEelecMQ/MM
d~RA
=
MQ∑
Q=1
[(
dVQ
d~RA
)
qQ + VQ
(
dqQ
d~RA
)]
(3.29)
Le premier terme est obtenu par la dérivation du potentiel VQ, tel que :
dVQ
d~RA
=
MM∑
M=1
qM
|~RM − ~RQ|3
×


0 si A 6= M,Q
(~RM − ~RQ) si A = Q
(~RQ − ~RM) si A = M
(3.30)
Le seond terme est diérent suivant la méthode utilisée pour aluler les harges
partielles.
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La méthode de Löwdin
La dérivation des harges de Löwdin mène à :
dqQ
d~RA
= −
L∑
µ∈Q
(
∂P ′µµ
∂ ~RA
)
≡ 0 (3.31)
Les termes impliquant la dérivation des élements de la matrie densité par rapport
aux oordonnées atomiques sont appelés termes de Pulay [87℄. Dans le as présent
des aluls semi-empiriques, es termes sont nuls.
La méthode de Mulliken
La dérivation des harges de Mulliken mène à :
dqQ
d~RA
= −
L∑
µ∈Q
L∑
x=1
L∑
y=1
P ′xy
[
X−1yµ
(
∂Xµx
∂ ~RA
)
+
(
∂X−1yµ
∂ ~RA
)
Xµx
]
(3.32)
Nous avons appliqué une méthode de perturbations [88, 89℄ usuellement utilisée pour
la dérivation des élements de la matrie de transformation symétrique. Cette méthode
mène au résultat suivant :
(
∂Xµx
∂ ~RA
)
= −
L∑
α=1
L∑
β=1
L∑
λ=1
L∑
σ=1
TµαT
†
αλ
(
∂Sλσ
∂ ~RA
)
TσβT
†
βx
s
1/2
α s
1/2
β (s
1/2
α + s
1/2
β )
(3.33)
Nous avons par ailleurs reproduit les développements de ette méthode perturbative
an de dénir la dérivée des élements de la matrie de transformation symétrique
inverse. Ces développements ont abouti à l'expression suivante :
(
∂X−1yµ
∂ ~RA
)
=
L∑
α=1
L∑
β=1
L∑
λ=1
L∑
σ=1
TyαT
†
αλ
(
∂Sλσ
∂ ~RA
)
TσβT
†
βµ
s
1/2
α + s
1/2
β
(3.34)
Au nal, nous obtenons :
dqQ
d~RA
=
L∑
λ=1
L∑
σ=1
(
∂Sλσ
∂ ~RA
)
Wσλ (3.35)
avec Wσλ =
L∑
α=1
L∑
β=1
L∑
x=1
L∑
y=1
L∑
µ∈Q
Tσβ
T †βxP
′
xyX
−1
yµ Tµα − s1/2β T †βµXµxP ′xyTyαs1/2α
s
1/2
α s
1/2
β (s
1/2
α + s
1/2
β )
T †αλ
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Les méthodes de partition
La dérivation des harges de nos méthodes de partition mène à :
dqQ
d~RA
= −
L∑
µ=1
L∑
ν=1
L∑
x=1
L∑
y=1
K∑
g=1
K∑
h=1
P ′xyD
†
νgDhµ×
(
∂Xµx
∂ ~RA
X†yνw
gh
Q S
′
gh +Xµx
∂X†yν
∂ ~RA
wghQ S
′
gh+
XµxX
†
yν
∂wghQ
∂ ~RA
S ′gh +XµxX
†
yνw
gh
Q
∂S ′gh
∂ ~RA
) (3.36)
Les deux premiers termes sont obtenus à partir de la dénition (3.33). Le troisième
terme dière suivant le shéma de partition : la dérivée des oeients wghQ est quelque
peu fastidieuse et ne sera pas dérite ii. Le dernier terme est obtenu par dérivation
des élements de la matrie de reouvrement des primitives.
L'implémentation d'une telle expression néessite quelques préautions. La validité
du gradient analytique implémenté est testée par omparaison au gradient numérique.
Ce dernier est alulé à partir de plusieurs énergies par la méthode des diérenes
nies. En adoptant ette proédure, haque terme de l'expression peut être vérié
séparément. Cela permet d'aller pas à pas vers l'implémentation exate du gradient
analytique.
3.3 Résultats et disussion
An de tester la qualité du traitement des interations életrostatiques par les
diérents potentiels MQ/MM développés, nous avons alulé un ensemble d'énergies
d'interations intermoléulaires.
3.3.1 Calul d'énergies de formation de dimères
L'énergie de formation de plusieurs dimères de moléules organiques a été alulée
par diérents potentiels. Cette énergie orrespond à l'interation favorable réée entre
deux monomères, tel que :
Eformation = Edimere − (EmonomereA + EmonomereB) (3.37)
Les trois termes sont obtenus séparément par minimisation de l'énergie des strutures
du dimère, du premier et du seond monomère respetivement. Dans le as d'un al-
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ul hybride, le dimère est traité par un potentiel MQ/MM, le premier monomère par
MQ et le seond par MM.
La liste des 62 dimères utilisés ainsi que leur énergie de formation HF/6-31G* est
reportée dans le tableau A.5. Pour 29 des 44 moléules présentes dans ette série de
dimères, les paramètres OPLS n'étaient pas disponibles. Par onséquent, 107 éner-
gies de formation de dimères ont pu être testées en MQ/MM. Les erreurs absolues
moyennes par rapport aux énergies HF/6-31G* sont reportées dans le tableau 3.1
pour les prinipales méthodes. Le tableau A.6 rassemble les résultats de toutes les
méthodes.
Potentiel DEN LDW MLK LNR DHB3 DXB3 MHB3 MXB3
MNDO/MM 9,14 12,12 9,68 8,10 7,25 7,16 7,55 7,71
PM3/MM 8,14 11,66 10,28 7,41 7,05 8,59 7,31 8,68
AM1/MM 7,75 9,63 8,53 7,18 7,06 9,71 7,20 9,04
PDDG/MM 6,82 10,94 10,41 8,55 8,84 11,69 8,56 10,54
RM1/MM 6,25 9,98 8,57 7,26 7,53 10,70 7,49 9,48
Tab. 3.1: Erreur absolue moyenne dans le alul des 107 énergies de formation de
dimères (en kJ/mol) par rapport aux valeurs HF/6-31G* pour les diérents potentiels
hybrides MQ/MM (le hamps de fore MM est toujours OPLS).
Les potentiels hybrides traditionnels utilisent la densité életronique (DEN) pour
le alul des interations életrostatiques MQ/MM. L'objetif prinipal de e test
est de voir si nos nouveaux potentiels hybrides peuvent reproduire des résultats de
qualité similaire aux potentiels atuels. Les potentiels basés sur les harges de Mul-
liken donnent de meilleures énergies d'interation que eux basés sur les harges de
Löwdin. Toutefois, es deux potentiels sont beauoup moins préis que les potentiels
traditionnels.
Comme déjà observé pour le test des méthodes de alul de harges partielles (f  2.3.4),
les shémas de partition multiatomiques ont peu d'utilité pour l'analyse des fontions
d'onde semi-empiriques. Par ailleurs, le traitement hétéronuléaire donne toujours de
moins bons résultats que le traitement homonuléaire.
Nos shémas di-homoatomiques LNR et DHB3 donnent à nouveau des résultats sa-
tisfaisants en reproduisant le niveau de préision des potentiels traditionnels. Ave
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les méthodes semi-empiriques MNDO, PM3 et AM1, les potentiels LNR et DHB3
donnent même des énergies d'interation plus prohes des valeurs de référene (HF/6-
31G*). Il doit toutefois être noté que es bons résultats sont obtenus pour des dimères
de moléules organiques. Des systèmes possédant davantage d'atomes dius pour-
raient notablement altérer la qualité de es résultats (f  2.3.4).
76
Conlusion et perspetives
Nous venons de présenter une nouvelle approhe pour le traitement des intera-
tions életrostatiques ave des potentiels hybrides MQ/MM. Les harges partielles des
atomes MM n'interagissent plus ave la densité életronique mais ave des harges
partielles des atomes MQ. Notre modèle se veut plus ohérent et ontourne par la
même oasion ertains problèmes du modèle traditionnel. Pour le alul des harges
partielles dans la région MQ, nous avons développé une série de méthodes de par-
tition de la densité életronique. Nous les avons ensuite appliqué au traitement des
interations életrostatiques ave des potentiels hybrides MQ/MM semi-empiriques.
Les shémas de partition les plus simples donnent les meilleurs résultats. Cei
assure tout d'abord une ertaine eaité dans le alul des interations életro-
statiques. Les meilleures méthodes reproduisent les résultats des potentiels hybrides
traditionnels pour des systèmes simples. Ces méthodes doivent désormais être appli-
quées aux potentiels hybrides ab initio et DFT. Les résultats obtenus lors des tests
des harges partielles sont déjà prometteurs notamment pour l'utilisation de fontions
de base diuses. Ce as de gure représente un enjeu important, ar il fait intervenir
les problèmes de surpolarisation de la densité életronique à la frontière MQ/MM
pour les potentiels traditionnels. Egalement, l'utilisation de potentiels hybrides de
haut niveau de alul deviendra probablement de plus en plus routinière dans les
années futures. Notre approhe ore des perspetives d'eaité importantes pour
l'appliation de tels potentiels aux protéines.
Nous souhaitons par ailleurs trouver des méthodes de aluls de harges partielles
alternatives aux shémas de partition. Une méthode de type numérique pourrait don-
ner des résultats de préision meilleure et dénitivement bannir la dépendane des
harges partielles aux jeux de fontions de base. Une autre perspetive pourrait être
l'ajout d'un hamp de fore polarisable dans la région MM. Cela permettrait tout
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d'abord de naliser la ohérene de notre modèle ave un même degré de desription
des densités de harges dans les régions MQ et MM. Ensuite, la polarisation devien-
drait mutuelle entre les deux régions et non plus limitée à la polarisation de la région
MQ par la partie MM. En parallèle de l'amélioration onstante des ressoures infor-
matiques, e type de développement méthodologique devrait permettre de poursuivre
les progrès de la modélisation moléulaire pour l'étude des systèmes biologiques.
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Partie B - Etude par simulation
numérique de protéines uoresentes
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Introdution
Les protéines uoresentes sont désormais des outils inontournables pour l'ima-
gerie ellulaire [90℄. Cependant, es marqueurs biologiques possèdent des limitations
omme notamment la perte de uoresene après un temps limité d'illumination (f.
annexe B). Un enjeu important est l'amélioration de leurs propriétés photophysiques
et potentiellement la réation de nouvelles [91℄. Pour étudier et développer les pro-
téines uoresentes, une approhe pragmatique est d'assoier diérents domaines de
ompétene sientique allant de la biologie moléulaire aux tehniques de ristal-
lographie et de spetrosopie. En omplément de es méthodes expérimentales, la
modélisation moléulaire est d'une grande utilité pour omprendre la himie araté-
ristique de es maromoléules biologiques.
Les propriétés intrinsèques d'un hromophore peuvent être étudiées in vauo par
les méthodes de la himie quantique. Cela permet de omprendre les prinipales mo-
diations qu'il subit lors de son exitation [92, 93, 94, 95, 96, 97, 98, 99℄. Dans
la protéine, l'environnement du hromophore modie de façon importante ses pro-
priétés intrinsèques. Cette omplexe biohimie peut être abordée préisemment ave
les potentiels hybrides (f  3.1.3) de la méanique quantique et de la méanique
moléulaire [100, 101, 102, 103, 104℄. Les simulations de dynamique moléulaire las-
sique permettent également d'obtenir de préieuses informations sur l'évolution de
la struture biologique à son état fondamental [105, 106, 107℄ ou à ses états exi-
tés [108, 109, 110℄. Lors de ette thèse, nous avons utilisé plusieurs de es tehniques
de simulation numérique pour l'étude de protéines uoresentes.
Dans ette seonde partie du manusrit, nous présentons es études dans un ordre
historique. Depuis une quinzaine d'année, l'intérêt autour de la protéine aequorea
vitoria GFP a susité le développement de nombreux mutants [111, 112, 113℄. Le
hapitre 4 présente une étude de la dynamique struturale de deux de es mutants,
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l'ECFP (Enhaned Cyan Fluoresent Protein) et la Cerulean. Des protéines homo-
logues à avGFP ont été déouvertes ultérieurement dans les oraux [114℄. Au hapitre
5, nous présentons une étude du méanisme de photoonversion de l'une d'entre elles,
la protéine uoresente photoativable EosFP issue du orail Lobophyllia Hempri-
hii. Enn, nos ollaborateurs ont réemment développé un mutant d'EosFP nommé
IrisFP qui présente de multiples propriétés de phototransformations. Le hapitre 6
revient sur l'étude de la stabilité thermodynamique des diérents états d'IrisFP.
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Chapitre 4
La dynamique struturale des
protéines ECFP et Cerulean
Parmi les nombreux mutants de l'avGFP, les protéines uoresentes yans pos-
sèdent des spéiités importantes. Tout d'abord, elles sont largement utilisées ave
la protéine YFP (Yellow Fluoresent Protein) dans les expérienes de FRET (Fluores-
ene Resonane Energy Transfer) pour l'étude des interations protéine-protéine [113℄.
Conernant les aspets de biophysique, la mutation de la tyrosine du hromophore
de la GFP par un tryptophane élimine la possiblité d'un ESPT (Exited State Pro-
ton Transfer) [115℄. Cette mutation fait également apparaître une omplexité sup-
plémentaire dans les propriétés de uoresene [116℄. En partiulier, les rendements
quantiques de uoresene sont drastiquement aetés [117℄. Les protéines uores-
entes yans onstituent ainsi des systèmes modèles pour identier les fateurs qui
inuenent les propriétés photophysiques d'un hromophore.
Nous avons ii tenté de omprendre les diérenes qui existent entre les propriétés
de uoresene de l'ECFP et elles de l'un de ses mutants, la Cerulean. Le travail de
dynamique moléulaire s'est appuyé sur des données struturales et spetrosopiques
de haute préision. L'artile i-dessous relate l'ensemble de e travail.
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TITLE RUNNING HEAD Structural dynamics of Cerulean fluorescent protein 
ABSTRACT. Enhanced Cyan Fluorescent Protein (ECFP) and its variant Cerulean are genetically-
encoded fluorophores widely used as donors in FRET-based cell imaging experiments. To explain the 
improvement in the fluorescence properties of Cerulean when compared to ECFP, we have determined 
the high-resolution crystal structures of these two proteins at physiological pH, and performed 
molecular dynamics simulations. In both proteins, the N-terminal half of the seventh strand undergoes 
conformational changes on the nanosecond timescale, resulting in a complex set of van der Waals 
interactions with the chromophore. The Y145A and H148D mutations in Cerulean stabilize these 
interactions and allow the chromophore to be more planar and less prone to collisional quenching from 
Ile146, albeit only intermittently. As a consequence, the probability of non-radiative decay is 
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significantly decreased. In addition, we solved the structure of the T65A mutant of Cerulean. It displays 
two conformations of the chromophore, one planar and one twisted, thereby explaining the intermediate 
value of its fluorescence quantum yield. Our results highlight the considerable dynamical flexibility that 
exists in the vicinity of the tryptophan-based chromophore of these engineered fluorescent proteins, and 
provide insights which should allow the design of mutants with enhanced optical properties. 
KEYWORDS Fluorescent proteins, ECFP, Cerulean, X-ray crystallography, molecular dynamics, in 
crystallo spectroscopy, tryptophan-based chromophore, van der Waals interactions 
 
INTRODUCTION 
The potential of Green Fluorescent Protein (GFP) to be a genetically-encoded fluorescent reporter 
was demonstrated as early as 1994.1 The chromophore results from the autocyclization of three 
consecutive amino acid residues Serine-Tyrosine-Glycine located inside the β-barrel shaped core of the 
protein. Efforts to tune the color of its emission by random and site-directed mutagenesis enlarged its 
palette of colors to blue, cyan and yellow.2 Mutation of the chromophore’s tyrosine into a tryptophan 
was crucial to obtain the cyan-fluorescent protein ECFP (Figure 1a) and yellow fluorescence was 
achieved in EYFP by positioning a second tyrosine in a π-stacking interaction with the tyrosine of the 
chromophore. The spectral overlap between the ECFP and EYFP pair has made it an attractive system 
for the development of genetically-encoded FRET sensors.3 As a result, ECFP has become a popular 
reporter but with non-ideal spectroscopic properties: its brightness is significantly lower than most other 
widely-used fluorescent proteins,4 its excitation and emission fluorescence spectra are two-peaked and 
broad, and its fluorescence lifetime behavior is multi-exponential.5 
Several groups have tried to optimize the spectroscopic properties of ECFP. CyPet was obtained by an 
evolutionary strategy, with the sole constraint of optimizing the FRET signal to a yellow FP.6 Rational 
design has only been possible after the crystal structure of ECFP has been determined.7 Inspection of 
the structure revealed the presence of two alternate conformations of the [144-149] strand, one very 
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close to the one adopted in GFP with the Tyr145 side chain in the vicinity of the chromophore 
(Conformation A or gfp, PDB code 1OXD, green trace of Figure 1b), and a new conformation in which 
Tyr145 points toward the bulk solvent (Conformation B or ecfp, PDB code 1OXE, cyan trace on Figure 
1b). This supports the observation from 19F NMR experiments that the chromophore interconverts 
between two conformations on the millisecond timescale.8 As Tyr 145 and His148 interact either with 
the solvent or with the chromophore in each conformation it was postulated that these residues modulate 
the fluorescence properties of the protein.9 The triple mutant S72A/Y145A/H148D, called Cerulean, 
was shown to exhibit a significant increase in brightness and a reduced heterogeneity of fluorescence 
lifetimes.9, 10 The structure of Cerulean was recently solved at pH 5.0, showing an unanticipated trans 
configuration of the Cβ-Cγ bond of the chromophore.11 However, the differences in experimental 
conditions, most importantly in pH, make the identification of the reasons for fluorescence improvement 
very difficult, underscoring the need for a structure of Cerulean at a higher pH. 
In this work, we report the crystal structures of ECFP and Cerulean under the same physiological pH 
crystallization conditions at 1.37 and 1.15 Å resolution, respectively. We have also performed 
fluorescence measurements (emission spectra and lifetimes) on crystals to ensure that the spectroscopic 
properties were preserved in the crystal, and that the structures reflect the properties they have in 
solution. The high similarity between the structures of ECFP and Cerulean prompted us to undertake a 
molecular dynamics simulations study to analyze the differences in chromophore interactions, in 
particular with the [143-150] strand. We were able to identify a structural determinant for the improved 
quantum yield (QY) of Cerulean. In addition, we solved the 1.27 Å resolution crystal structure of the 
T65A mutant of Cerulean in order to investigate the role of residue 65’s side chain on the stabilization 
of the chromophore. Altogether our results give a highly dynamic picture of the interaction between the 
chromophore and its protein matrix. 
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MATERIALS AND METHODS 
Molecular biology. ECFP cDNA in the pQE expression vector (Qiagen) was a kind gift from Prof. N. 
Budisa. The different mutants were obtained sequentially from ECFP by Quick change mutagenesis. 
ECFP-Y145A/H148D was obtained from ECFP with the following primers: Y145A/H148D_For, 5’-
CTGGAGTACAACGCCATCAGCGACAACGTCTATATCACCG-3’, and Y145A/H148D_Rev 5’- 
CGGTGATATAGACGTTGTCGCTGATGGCGTTGTACTCCAG-3’; Cerulean was obtained from 
ECFP-Y145A/H148D with the following primers : S72A_For, 5’-
CGTGCAGTGCTTCGCCCGCTACCCCGAC-3’, S72A_Rev, 5’-GTCGGGGTAGCGGGCGAAGC 
ACTGCACG-3’; Cerulean-T65A was obtained from Cerulean with the following primers : T65A_For, 
5’-GTGACCACGCTAGCCTGGGGCGTGC-3’, T65A_Rev, 5’-GCACGCCCCAGGCTAGC GTGGT 
CAC-3’. All constructs were confirmed by DNA sequencing. 
 
Expression, purification. His-tagged recombinant proteins were expressed in E. coli BL21 CodonPlus 
(DE3) RIL cells (Stratagene) in auto-induction media,12 at 27°C during 24 h. Cells were lysed by 
sonication in presence of 20 mM Tris pH 8, 500 mM NaCl with EDTA-free protease inhibitors 
(Complete, Roche). His-tagged proteins were purified on Ni-NTA Superflow column (Qiagen) and 
eluted with 100 mM imidazole in the above buffer. Fractions containing purified proteins were pooled, 
dialyzed against 20 mM Tris pH 8.0 and concentrated to 25 -70 mg/ml. 
 
Thermal shift assay. Assays were performed using an IQ5 96-well format real-time PCR detection 
system (Bio-Rad) over a temperature range starting from 20°C up to 100°C, in increments of 0.2°C. 
Assay samples were done with 23µL of protein (2mg/ml) and 2 µl of 250x SYPRO Orange dilution 
(Molecular Probes) into a 96-well thin-wall PCR plate (BioRad). The plates were heated and changes in 
fluorescence for the environmentally sensitive dye SYPRO Orange were monitored through a charge-
coupled device (CCD) camera.13 The melting temperature (Tm) values of each protein were determined 
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graphically from the fluorescence first derivative of the melting curves. The wavelengths for excitation 
and emission were 470 nm and 570 nm, respectively. 
 
Crystallisation. We obtained diffraction-quality crystals in conditions based on those published for 
ECFP and EGFP.7, 14. Crystals were grown from protein solution at 12-20 mg/mL in 0.1 M Hepes pH 
6.7-7.5, 14-20% PEG8000, 0-0.1 M MgCl2 in 1-1.5 µl hanging drops using the vapor diffusion method. 
Crystals were transferred to a cryoprotectant solution consisting of the mother liquor supplemented with 
glycerol 20% v/v. 
 
Structure Determination. X-ray diffraction data were collected at 100 K on various macromolecular 
crystallography beamlines of the European Synchrotron Radiation Facility (Grenoble, France), and 
processed using either XDS15 or MOSFLM.16 All crystals belong to the P212121 space group. Solvent 
content is approximately 30%. A 5% random set of reflections was selected for R-free flagging for the 
first ECFP dataset, and kept for each subsequent dataset. Structure refinement was carried out with 
Refmac.17 Structures have been deposited in the Protein Data Bank with PDB IDs XXXX for ECFP, 
YYYY for Cerulean and ZZZZ for Cerulean-T65A. Crystallographic data statistics can be found in 
Table S1. 
 
Spectroscopic characterization. Absorption spectra of solution samples were measured on a UV-
visible spectrophotometer (Cary 3E, Varian). Extinction coefficients were obtained by a method derived 
from the one used for tyrosine-containing GFP chromophores.18 Protein samples with an Optical 
Density not higher than 0.7 were denatured by mixing with an equal volume of NaOH 1 M. The method 
relies on knowledge of the absorption properties of a tryptophan-based chromophore, free from its 
protein environment, which is missing in the literature. We used 30 mM-1.cm-1 as an average of the 
published values of EC434 of ECFP. EC for the denatured chromophore was then deduced to be 46 mM-
1.cm-1 at 462 nm (Figure S1). Fluorescence emission spectra of protein samples were measured on a 
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fluorimeter (Fluorolog 3, HORIBA Jobin Yvon). Fluorescence quantum yields were calculated on 
protein samples with an optical density not higher than 0.05, using 9-amino acridine as a standard (QY= 
0.97 in water). Finally, the overall level of fluorescence can be quantified by brightness, the product of 
the extinction coefficient and the quantum yield. 
Absorption and fluorescence emission spectra for crystals were recorded at the Cryobench laboratory 
of the European Synchrotron Radiation Facility.19 Fluorescence lifetime measurements were performed 
using a time-correlated single-photon-counting (TCSPC) setup adapted for crystals and solutions at 
either cryogenic or room temperature, with an excitation wavelength of 440 nm and a 470 nm 
interferential emission filter.19 
 
Molecular dynamics simulations. MD simulations were performed on the ecfp conformation of ECFP 
and the ecfp and cerulean conformations of Cerulean that were obtained by X-ray crystallography. The 
fDynamo library20 was used to set up the systems and to analyze the MD trajectories. Simulations were 
carried out with the AMBER 9 program (University of California San Francisco), applying the OPLS-
AA force field to the protein21 and the TIP3P water model to the solvent.22 Parameters for the 
chromophore were deduced from equivalent groups in the OPLS-AA force field and were similar to 
those previously used in the literature.23 Protonation states for the proteins at pH 7 were estimated using 
pKa calculations.24 The resulting structures were then solvated in cubic boxes of water molecules and 
sufficient cations were added to ensure a total system charge of zero using the SODIUM program 
(Beckman Institute). Preparation of the systems for simulation consisted of an initial geometry 
optimization of the proteins to remove unfavorable steric interactions with solvent molecules, followed 
by molecular dynamics simulations of the full systems at constant volume and temperature (300 K) for 
100 ps with time-decreasing harmonic constraints on heavy atom positions. Dynamics simulations of 39 
ns duration were performed for each of the systems at constant pressure and temperature. The equations 
of motion were integrated using a leapfrog algorithm and a 2 fs time step. The temperature was 
maintained at 300 K by a Langevin thermostat with a 2 ps-1 collision frequency. The average pressure 
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was held at 1 atm by a Berendsen coupling algorithm25 with a relaxation time of 2 ps and SHAKE 
constraints26 were applied to bonds involving hydrogen atoms. Long-range electrostatic interactions 
were calculated with the particle mesh Ewald method,27 using 8 Å as cut-off distance. Coordinates were 
saved every 2 ps, resulting in 19500 structures per simulation, and all results presented in this article are 
based on this sampling. We observed an equilibration of the temperature in less than 2 ps, while the 
properties of volume, density, pressure and potential energy were equilibrated in less than 20 ps. 
Snapshots of the molecular dynamics simulations superimposed on the X-ray structures, as well as root 
mean square deviations on Cα positions between simulated and X-ray structures, are reported as 
supplementary information for illustration purposes (Figure S2). 
 
RESULTS  
The aim of our study is to provide an explanation for the improvement of fluorescence properties in 
Cerulean compared to ECFP. Given the significant discrepancy in reported values,9, 28 we have 
redetermined molar extinction coefficients (EC) and quantum yields (QY) for ECFP, ECFP-
Y145A/H148D and Cerulean (Table 1) to allow for an accurate comparison. ECs are indistinguishable, 
whereas the QYs of ECFP-Y145A/H148D and Cerulean are ~50% higher than that of ECFP. 
Fluorescence lifetime measurement experiments show that each protein displays two lifetimes, and the 
average fluorescence lifetime increases by ~20 % between ECFP and the other two mutants, reflecting 
the fluorescence QY improvement. Overall, this shows that the S72A mutation has no effect on the 
spectroscopic properties and our structural study will focus on the Y145A and H148D mutations to 
explain QY modulation. 
 
We recorded absorption and fluorescence spectra on all mutant crystals, and measured their 
fluorescence lifetimes, to check whether the crystal environment affects the spectroscopic properties of 
the protein at room temperature. Fluorescence emission spectra and TCSPC histograms can be found as 
supporting information (Figures S3 and S4). The position of the absorption and emission peaks are 
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conserved, whereas the fluorescence lifetimes show a ~25 % decrease. This can be explained by the 
difference in the refractive index of the medium surrounding the protein.29 The refractive index (RI) of 
water is 1.33, whereas a salt crystal has a RI of 1.54 and a lysozyme crystal can have a RI as high as 
1.45.30 Overall, this indicates that spectroscopic properties are well conserved on going from dilute 
solution to the concentrated arrangement of molecules in the crystal at room temperature and that the 
information derived from our structural analyses is relevant in explaining differences between mutants. 
 
We wanted to check whether the mutations of Cerulean were beneficial to the thermal stability of the 
protein. Using the thermal shift assay, we indeed observed a gradual increase of the melting temperature 
(Tm) from ECFP to Cerulean with the sequential additions of Y145A/H148D and S72A double and 
single mutations (Table 1). Interestingly, we found a similar correlation with the resistance to 
denaturation in NaOH during EC measurements. Denaturation was immediate for ECFP and ECFP-
Y145A/H148D, and complete after 3min for Cerulean and Cerulean-T65A, highlighting the stabilizing 
role of the S72A mutation. 
 
Because we anticipated that accurate determination of the [143-150] strand structure would be 
fundamental to our study,7 we devised a specific procedure for the first steps of the ECFP structure 
determination process. Phases were obtained by molecular replacement using a partial model of the 
published structure of ECFP based on a common core identical to the gfp and ecfp conformations.7 This 
model excluded the chromophore, the complete strand from residues 143 to 150, all water molecules, 
and the side chains of Ser205, Ile220 and Glu222. After initial positional refinement, good quality 
electron density was interpretable for the chromophore, all side chains and most of the [143-150] strand. 
At first glance, the strand appeared to be in a single conformation that closely resembles the ecfp 
conformation. However, the electron density was significantly weaker between main chain atoms C and 
Cα of Asn144 (Figure S5a). Because cleavage of the main chain is unlikely, we investigated the 
possibility of dual conformations at this position and indeed found that putting residues 143 to 146 in 
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alternate conformations explained the weakened electron density at this position (Figure S5a, Figure 
2a). The maximum deviation between Cα positions is 1.02 Å for Asn144. In all, we examined ten 
datasets of ECFP crystals, and repeated the procedure. Each time, we observed weak electron density on 
the main chain at position Asn144 that could be explained by two conformations with variable 
occupancies. The two conformations of ECFP in our crystal structure were denoted ecfp and ecfp΄. Both 
clearly differ from the previously-observed gfp conformation (Figure 1b),7 which we were unable to 
unambiguously identify in our crystals. We hypothesize that its absence originates from the significantly 
higher amount of PEG in our crystallization conditions, resulting in a more viscous mother liquor. 
 
We used the same protocol to solve the structure of Cerulean, which is very close to that of ECFP. 
The main difference is found on the [143-150] strand, which could also be rebuilt in two alternate 
conformations (Figure S5b, Figure 3a), one closely resembling the ecfp conformation (‘Outside’ 
conformation of the main chain), and a new one in which the main chain is closer to the chromophore 
(‘Inside’ conformation of the main chain) (Figure 1b). These two conformations are called ecfp and 
cerulean, respectively. In the latter conformation, the side chain of Ile146 adopts a new conformation 
(Figure S5d) that is closer to the chromophore than in the ecfp conformation (Figure 4, Figure S5c). 
 
In both ECFP and Cerulean, the chromophore is in the cis, cis configuration at physiological pH when 
the two partial double-bonds Cα2-Cβ and Cβ-Cγ are considered (Figures S5c and d). Its conformation is 
controlled by the surrounding amino acid residues, mostly through van der Waals (VdW) interactions 
(Figure 4). In particular, the indole ring of the chromophore interacts mainly with Thr203, but also with 
Val150 and Glu222 on one side of the chromophore plane. The other side of the chromophore is within 
VdW distance of Val61, Thr62, Phe 165 and Ile167 and, to a lesser extent, Ile146. There are also some 
side-on interactions, with His/Asp148, and one H-bond between the Nε1 atom and Oγ from Ser205. The 
orientation of residue 148’s side chain differs between ECFP and Cerulean. Asp148 is exposed to the 
solvent in Cerulean, whereas His148’s side chain is parallel to the surface of the protein, which allows it 
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to be within VdW interaction distance of Ile146. The latter residue has a peculiar position in the 
cerulean conformation of Cerulean (Figure 3a), as it interacts preferentially with Val61, Ile167 and 
Thr203, thereby producing a tighter packing (Figure 5). The stabilization of the chromophore is ensured 
primarily by the pair of threonines 62 and 203, whose positions are remarkably symmetric with respect 
to the indole ring. Val150 and Phe165 have a similar cooperative role on the side of the chromophore. 
These two ‘clamps’ are largely responsible for preventing rotation of the indole ring with respect to the 
imidazolinone. The degree of chromophore planarity can be estimated by inspection of the values of the 
torsion angles Φ1 and Φ2 about the Cα2-Cβ and Cβ-Cγ bonds, both of which have partial double-bond 
character (Figure 1a). As a result of the clamping, the chromophore is roughly planar, albeit only 
approximately when compared to the parent GFP and DsRed,31 and is slightly more planar in Cerulean 
than in ECFP (Table 2). 
 
Although we identified a slightly different interaction between the protein and the chromophore in the 
crystal structures of ECFP and Cerulean, we could only hypothesize that the change in orientation of 
Ile146 and residue 148 would explain the improvement in QY. We postulated that molecular dynamics 
simulations based on our structures could unveil subtle details of the interactions between the 
chromophore and the protein matrix. Three molecular dynamics simulations of 39 ns duration were 
performed starting from the X-ray structures of ECFP in the ecfp conformation and Cerulean in both the 
ecfp and cerulean conformations. We did not expect the conversion of any of our structures to the gfp 
conformation, since the ecfp to gfp conversion should occur on the millisecond timescale.8 During the 
ECFP simulation, frequent switching between the ecfp and ecfp΄ conformations is observed (Figure 2b), 
but this local variation of dihedral angles between Cα atoms of Asn144 and Tyr145 is not correlated 
with significant changes in other residue interactions. Unexpectedly, a new conformation ecfp” is 
transiently observed (Figure 3b, Movie S1), in which Ile146 adopts its cerulean conformation, and the 
main chain of residues [143-150] its ecfp (or ‘Outside’) conformation (Table 3). For Cerulean, the 
cerulean conformation is preserved throughout the 39 ns simulation, whereas the ecfp conformation 
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converts to the cerulean one after only 9 ns (Figure 3c, Movie S2)) thereby suggesting that the 
cerulean conformation is the more stable one. Averaging energy terms between pairs of residues 66, 
146 and 148 over the course of the simulation demonstrates that these three residues are engaged, on 
average, in cooperative attractive VdW interactions in ECFP (Table 3). The situation is markedly 
different in Cerulean as such a 3-partner interaction does not exist: there is a repulsive electrostatic 
energy term between Trp66 and Asp148, hardly any interaction between Ile146 and Asp148, and a 
strong VdW interaction between Trp66 and Ile146. 
 
Monitoring of torsion angles during the molecular dynamics simulations shows that the chromophore 
retains a slightly twisted conformation in ECFP, and an almost perfectly planar conformation in 
Cerulean (Table 3). We have observed that the probability of a positive Trp66-Ile146 interaction energy 
is much higher in the ecfp conformation than in the ecfp´´/cerulean conformations, i.e. it occurs when 
Ile146 interacts via its Cγ2 atom with the chromophore (Table 3, Figures 3d and 3e). VdW interactions 
of positive energy correspond to a molecular collision event in which atoms that are too close repel each 
other. This implies that in the ecfp conformation, ECFP and Cerulean have a higher probability of 
undergoing collisional fluorescence quenching. In contrast, the conformation of Ile146 in ecfp´´ and 
cerulean favors a cohesive interaction with the chromophore (Table 3, Figures 3d and 3e). Finally, we 
have analyzed the interaction of Ile146 with the residues forming the binding pocket on one side of the 
chromophore’s indole ring, namely Val61, Ile167 and Thr203 (Figure 5). These residues engage in 
VdW interactions that are 2kJ.mol-1 more stabilizing in Cerulean than in ECFP when equivalent 
conformations are compared. In addition, Ile146 interacts more strongly with either Trp66 or Val161-
Ile167-Th203 in the ecfp΄΄ and cerulean conformations, suggesting a cooperative effect (Table 3). 
 
To complete our study of the relationship between spectroscopic properties and structure of 
tryptophan-based chromophore fluorescent proteins, we investigated the role of Thr65, the first residue 
of the chromophore. The orientation of Thr65 can be related to the protonation state of Glu222 in ECFP 
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and Cerulean. In our structures, Thr65 is consistently H-bonded to Glu222, in contrast to the structure of 
S65T GFP mutants,14 and to the published ECFP structure,7 in which the hydroxyl group of Thr65 
interacts with the carbonyl group of Val61. Conversely, Thr65 is rotated away from Glu222 in the low-
pH structure of Cerulean.11. For GFP it has been proposed that the interaction of the hydroxyl group of 
residue 65 is controlled by the protonation state of Glu222.32 If Glu222 is deprotonated, H-bonding to 
residue 65 will contribute to a decrease of the net charge of the carboxylate group, whereas if it is 
protonated, residue 65 will prefer to interact with Val61. Following this argument, Glu222 should be 
deprotonated in ECFP and Cerulean at physiological pH. 
 
To extend our analysis of the role of Thr65, we have mutated it into alanine in Cerulean. The 
absorption and fluorescence emission peaks of Cerulean-T65A are slightly red-shifted (Table 1, Figure 
S3) whereas the EC is slightly higher than in ECFP and Cerulean, showing that the photon absorption 
cross-section is hardly affected by the mutation (Table 1). The QY is decreased to 0.37, which is 
intermediate between the QYs of ECFP and Cerulean, and the average fluorescence lifetime shows a 
similar trend (Table 1). We also wanted to see how a mutation located away from the 
Trp66/Ile146/Asp148 triad could affect the QY. Overall, the structure of Cerulean-T65A is similar to 
that of Cerulean with, most notably, retention of the cerulean conformation of the [143-150] strand that 
yields the strong interaction of Ile146 with the chromophore. We were also able to identify the ecfp 
conformation. In addition, the presence of strong, but discontinuous, residual density suggests that there 
is at least one more conformation, resembling the gfp one, but which we were unable to model 
unambiguously because its occupancy is low. Surprisingly, there are two conformations of the Gly67-
Val68 peptide bond (Figures 6 and S6) that result in the coexistence of two chromophore 
conformations, one of which exhibits a ~ 0.7 Å in-plane displacement compared to the one adopted in 
Cerulean. The number of conformations of the [143-150] strand and of the chromophore, as well as the 
result of occupancy refinement, indicate that conformations of the chromophore and the [143-150] 
strand are not strongly correlated, and so we will not attempt to describe the nature and strength of 
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interactions about the indole ring but focus instead on the interactions with the imidazolinone ring. The 
absence of an H-bond donor atom in residue 65 forces Glu222 to adopt new conformations relative to 
the chromophore; in conformation 1, Glu222 interacts directly with the conjugated system through an 
H-bond to atom N2 of the imidazolinone ring (Figure 6a), and indirectly in conformation 2 with H-
bonds to Ser205 and a water molecule (Figure 6b). As a consequence of these interactions, the 
chromophore is markedly tilted in conformation 1 and almost perfectly planar in conformation 2 (Table 
2). 
 
DISCUSSION 
In this study we have attempted to relate the structures of tryptophan-based chromophore fluorescent 
proteins to their spectroscopic properties. ECFP is well-known for having two peaks in its absorption, 
fluorescence excitation and emission spectra and several hypotheses have been put forward to explain 
this. In particular it was proposed that it could be due to different structures of the protein,7 but it has 
been more recently suggested that this is in fact an intrinsic property of tryptophan-based 
chromophores.11 The latter hypothesis is in agreement with the spectroscopic characteristics of 
Honeydew, a yellow-green fluorescent protein derived from the red FP DsRed, which harbors a 
tryptophan-based chromophore in a very different amino acid residue environment than ECFP.31, 33 In 
addition, we observe in our NaOH-driven denaturation experiments that the chromophore, most likely 
freed from its specific interactions with the protein, retains two peaks in its absorption spectrum (Figure 
S1). This constitutes an additional piece of evidence that this is a feature of tryptophan-based 
chromophores, which will not be eliminated by any set of mutations. 
 
The critical mutation that gives ECFP its cyan light emission property is Y66W as this mutation alone 
suffices to turn Enhanced Green Fluorescent Protein (EGFP) into a CFP, although with a low level of 
fluorescence. The optimized ECFP contains the three additional mutations N146I, M153T and V163A, 
all found close to the chromophore, and presumably necessary for accommodating the increased bulk of 
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the indole ring when compared to the tyrosyl group of GFP.34 Since M153T and V163A changes are 
present in other well-known green and yellow mutants such as Emerald, GFPuv or Venus, it is apparent 
that the replacement of a hydrophilic by a hydrophobic residue in the N146I mutation plays a pivotal 
role. In wild-type GFP, Asn146’s side chain is completely exposed to the solvent and Tyr145 is buried 
in the vicinity of the chromophore, locked in place by a H-bond to a water molecule. If Ile146’s side 
chain occupied the same position in ECFP as Asn146 in GFP, the protein would be destabilized due to a 
less favorable solvation. Energy minimization during protein folding potentially leads to a twist of the 
seventh β-strand that buries Ile146 in the interior of the protein, whereas Tyr145, thanks to its partial 
hydrophilic character, reorients toward the bulk solvent (Figure 7a) and is stabilized by H-bonds to two 
waters of the protein’s first hydration shell. The new conformation of residues [143-150] modifies the 
number and nature of the interactions of the chromophore with the protein; in particular Ile146 and 
His148 are brought within VdW interaction distance of the indole ring of Trp66 from the chromophore. 
Indeed, our molecular dynamics simulations show that Trp66, Ile146 and His148 are engaged in VdW 
interactions and are likely to play a fundamental role in the fluorescence properties of ECFP (Table 3). 
 
When considering the improvement of Cerulean vs. ECFP, we first checked what could be the 
importance of the S72A mutation that is known to improve folding efficiency.2 We did not observe any 
detectable difference in the spectroscopic properties of ECFP-Y145A/H148D when compared to 
Cerulean (Table 1) and their structures are almost identical (data not shown). However, we observed a 
clear effect of the mutation in our unfolding experiments aimed at measuring Tm and EC. The Tm of 
Cerulean is increased by 3.3°C when compared to ECFP-Y145A/H148D and, whereas the latter is 
almost immediately unfolded by 0.5 M NaOH, it takes 3 minutes to get a fully solvent-exposed 
chromophore in Cerulean. This result is counterintuitive because the mutation essentially results in the 
replacement of a ~20 kJ.mol-1 H-bond between Ser72 and Glu69, which is located on the helix bearing 
the chromophore, by a set of VdW interactions in Cerulean involving Ala72, Ile201 and Val224 and 
with a total energy of only ~5kJ.mol l-1. Nevertheless, examination of the MD trajectories shows that 
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this H-bond is transiently disrupted, suggesting that it does not have a strong stabilizing role on the 
central helix. Consequently, it appears likely that the S72A mutation only plays a role in the 
conformational energy landscape during protein folding and unfolding, events that we cannot probe in 
our experiments. 
 
The comparison of the [143-150] strand position in ECFP and Cerulean highlights the role of the 
Y145A mutation. In ECFP, we have observed two conformations ecfp and ecfp΄ that only differ by four 
residues; in Cerulean, we observe the ecfp conformation, and a new one, cerulean, in which the strand 
penetrates deeper into the protein. During the MD simulation, ECFP adopts a transient new 
conformation ecfp΄΄, which shares similarities with the ecfp (for the position of the strand main chain), 
and cerulean conformations (for the orientation of Ile146’s side chain). Examination of the trajectory 
shows that the hydroxyl group of Tyr145 is constantly H-bonded to water molecules of the solvent. In 
Cerulean, Ala145 cannot be solvated in the same way, hence the Y145A mutation likely favors the 
presence of the stable cerulean conformation which brings the main chain closer to the chromophore. 
 
It has already been postulated that structural heterogeneity of the [143-150] strand has implications 
for the complex spectroscopic behavior of ECFP.7 We have now excluded that it is responsible for the 
two peaks in the absorption and fluorescence spectra. However, it is very likely that this structural 
heterogeneity, which is conserved in ECFP and Cerulean, is responsible for their complex fluorescence 
lifetime behaviors. Although Cerulean has primarily been assumed to be much improved in terms of 
monoexponential fluorescence decay, it has essentially two components, which is already an 
improvement when compared to ECFP.10, 28 Given that the [143-150] strand can significantly alter its 
position on the 1 to 10 ns timescale (Figures 2 and 3), it is likely that it can interact with the excited 
state of the chromophore, for instance through collisional quenching from Ile146, as previously 
mentioned. In the extreme case, it is possible that a molecule from the bulk solvent could occasionally 
enter the chromophore cavity and quench its fluorescence as well. Our structural analysis provides a 
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framework for analyzing the complexity of the fluorescence lifetime behavior of these tryptophan-based 
fluorescent proteins. 
 
The low-pH structure of Cerulean raised questions about the real conformation of the chromophore at 
physiological pH.11 Our results are unambiguous and uncover the structural response of Cerulean to a 
neutral-to-low pH transition (Figures S7 and S8). Cis/trans isomerization of the chromophore around 
the Cβ-Cγ bond probably happens at physiological pH as an infrequent event. Upon acidification, the 
solvent-exposed residue Asp148 becomes protonated and provides a stabilizing interaction to the Nε1 
atom of the isomerized chromophore. The dynamics of the [143-150] strand is altered, and it adopts a 
new conformation, intermediate between the ecfp and cerulean conformations. Due to the different 
environment, residues from the chromophore cavity must reorganize. This constitutes a pH switch, by 
which the protein can maintain fluorescence properties for a wide range of pH. The long timescale 
(hours) of the phenomenon underlines the infrequency of the isomerization. 
 
After having identified structural differences between ECFP and Cerulean, we can explain why 
Cerulean exhibits an improved QY compared to ECFP. First, interactions between the chromophore and 
the surrounding residues control the planarity of the chromophore. It is widely accepted that everything 
else being equal, a more planar chromophore will have a better QY (Table 2).31 The combination of our 
crystallographic and molecular dynamics data shows that the chromophore is indeed more planar in 
Cerulean, although the difference of planarity between the two proteins is higher in the simulation than 
in the experimental structures. We postulate that this difference originates from the glassy ice 
environment in the crystal at 100K exerting a constraint on the [143-150] strand that is stronger than in 
the liquid environment at 300K modeled in our simulation. Indeed we observe that distances between 
this strand and the chromophore are consistently 0.2 Å shorter in the X-ray structures for this strand. In 
ECFP, Ile146 interacts with His148, which brings the latter residue within interaction distance of Trp66 
and leads to the twisting of the indole ring compared to the rest of the chromophore. In contrast, Ile146 
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hardly interacts with Asp148 in Cerulean and the energy term between Asp148 and Trp66 is highly 
repulsive (Table 3). This demonstrates that the H148D mutation in Cerulean removes the interaction 
between residue 148 and the chromophore, allowing it to adopt a fully planar conformation. 
 
Stabilization of the chromophore within the protein matrix favors radiative de-excitation pathways. 
The precise packing of amino acids against the chromophore plays a significant role in that regard. The 
only difference in chromophore environment between ECFP and Cerulean resides in the closer 
positioning of Ile146 in one of the Cerulean conformers. In this conformation, Ile146 can contribute to 
the stabilization of the chromophore through VdW interactions via atoms Cγ2 and Cδ1 (Figure 3). Ile146 
rarely adopts that conformation in ECFP as our molecular dynamics simulation shows that Ile146 
interacts with His148 during most of the simulation, thus hindering reorientation of its side chain toward 
the chromophore (Movie S1). This interaction is absent in Cerulean. Moreover, in the cerulean 
conformation, Ile146 establishes VdW interactions with Val61, Thr203 and Ile167, thereby filling a 
void in the vicinity of the chromophore (Figure 5). Calculation of the VdW interaction energy shows 
that the interaction between the four residues is favorable in that conformation (Table 3) and that they 
form a layer of atoms on one side of the chromophore that rigidifies its environment. We checked 
whether this would affect fluctuations of the Φi angles, thereby suggesting restriction of rotational 
movements of the chromophore as a reason for improvement of the QY.35 Since we did not observe 
noticeable differences in these fluctuations, we specifically looked at the interaction between Ile146 and 
the chromophore and observed that a strong and stabilizing interaction was favored in the cerulean 
conformation of Cerulean, as well as in the infrequent ecfp΄΄ conformation of ECFP. By contrast, this 
interaction is repeatedly destabilizing (E>0) in the ecfp conformation of both proteins (Figures 3d and 
3e). This can be interpreted as follows: in the cerulean/ecfp΄΄ conformation, Ile146 ‘breathes’ in a 
concerted manner with the chromophore, thanks to its strong interaction with Val61, Thr203 and Ile167. 
The change to the ecfp conformation drastically weakens the coupling between its movements and those 
of the chromophore, and Ile146 becomes a quencher of the chromophore’s excited state through 
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collision events. Evidently, the orientation of Ile146’s side chain is controlled by the dynamics of the 
[143-150] strand, which implies that the improvement is only intermittent. 
 
A more planar and better packed chromophore experiencing less collisional quenching constitutes a 
reasonable explanation for the better QY of Cerulean compared to ECFP (Figure 7b). Obviously, the 
QY could be higher if the [143-150] strand did not transiently adopt the ecfp conformation. It should be 
realized that the chromophore cavity has been optimized by nature for a tyrosine-based chromophore, 
which is symmetric, and stabilized by H-bonds to the hydroxyl group on the symmetry axis. For the 
tryptophan-based chromophore, the polar atom nitrogen is off the symmetry axis of the molecule, and 
can only form an H-bond with Ser205, leaving a large surface that can only be stabilized through VdW 
interactions. As a consequence, optimizing CFPs further might appear a daunting task, but the 
information that we present here concerning the specific interaction between the chromophore and the 
[143-150] strand should provide guidelines for mutagenesis. 
 
The structure of Cerulean-T65A at neutral pH provides the picture of a tryptophan chromophore with 
two conformations of its terminal carbonyl group flipped 180° with respect to each other (Figure 6). 
Such a movement is possible only because residue 67 is a glycine in all fluorescent proteins. This is 
reminiscent of E2GFP, the T203Y mutant of EGFP, whose structure has been solved both at alkaline 
and acidic pH.36, 37 At pH 9.0, Gly67 adopts alternatively the two conformations, and the absorption 
spectrum of the protein shows two peaks corresponding to the protonated (A form) and non-protonated 
(B form) form of the chromophore.37 At pH 5.0, it only adopts the unusual conformation and the 
absorption spectrum shows only the A-form peak.36 Thus the equilibrium between the conformations 
appears to be controlled by the strongly-coupled pKa’s of Glu222 and Tyr66 in the chromophore. In 
Cerulean-T65A, the chromophore cannot be ionized, and Glu222’s pKa is probably the main parameter 
that controls the conformational equilibrium. In conformation 1 (Figure 6a), Glu222 must be protonated 
because it interacts directly with the N2 atom of the imidazolinone ring, which is not expected to be 
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protonated.38 In conformation 2 (Figure 6b), Glu222 is deprotonated, and cannot engage in an H-bond 
with the imidazolinone ring. Its negative charge is stabilized by H-bonds to Ser205 and a water 
molecule that is displaced by 1.8 Å from the position it occupies in conformation 1. Reorganization of 
the H-bond network is caused by 180° rotation of Gly67’s carbonyl group. The resulting conformational 
equilibrium constitutes the protein’s response to loss of the stabilizing hydroxyl group of residue 65. As 
a consequence, two chromophore populations coexist. In the first conformation, Glu222 exerts a torque 
on the imidazolinone ring via a H-bond and the chromophore is significantly twisted. In the second, the 
torque is canceled, and the chromophore has an almost planar conformation. The combination of the 
two conformations, one planar and one twisted, provides a rationalization to why the QY of Cerulean-
T65A shows an intermediate value between those of ECFP and Cerulean at physiological pH. This 
structure highlights the flexibility of the ensemble composed by the tryptophan-based chromophore and 
its protein matrix, which should clearly not be thought of as a rigid structure when rationally designing 
mutants. 
 
CONCLUSION 
We have shown that the tryptophan-based chromophore forms a very dynamic ensemble with the 
[143-150] strand in the fluorescent proteins ECFP and Cerulean. VdW interactions between Ile146, 
residue 148 and the indole ring of the chromophore control its planarity and stabilization, thus 
modulating its fluorescence quantum yield. The latter can also be affected by interactions with the 
imidazolinone ring of the chromophore, as exemplified by Cerulean-T65A. These data provides new 
insights to further improve the fluorescence properties of tryptophan-based fluorescent proteins. An 
ideal system would contain mutations that permanently stabilize Ile146 in contact with the 
chromophore. 
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FIGURE CAPTIONS 
Figure 1. a. Schematic representation of the chromophore in ECFP and Cerulean with atom numbering. 
R and R’ are the normal continuation of the protein main chain through Leu64 and Val68, respectively. 
Red lines indicate individual amino-acid residues within the chromophore. Dihedral angles Φ1 and Φ2 
around the aryl-alkene bond are indicated in blue. b. Representation of ECFP΄s three-dimensional 
structure in gold as determined in this study. The mainchain trace of the [141-151] strand of its ecfp 
conformation is represented in cyan. For comparison purposes, the gfp and cerulean conformations of 
the strand are represented in green and deep blue, respectively, as they are observed in the structures of 
EGFP14 and Cerulean (this study). All figures were prepared with PyMol (DeLano Scientific). 
Figure 2. Representation of residues 143 to 146 in the ecfp (solid cyan) and ecfp΄ (transparent cyan) 
conformations of the crystal structure of ECFP. Dihedral angles Ψ and Φ are defined on each side of the 
Asn144-Tyr145, peptide bond. (Ψ, Φ) = (162.1°,-48.5°) and (-78.6°,-160.2°) for the ecfp and ecfp΄ 
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conformations, respectively. b. Evolution of Ψ (red trace) and Φ (green trace) during the molecular 
dynamics simulation starting from the ecfp conformation of ECFP showing that it transiently adopts the 
ecfp΄ conformation. 
Figure 3. a. Representation of residues 66 and 144 to 148 in the cerulean (solid blue) and ecfp 
(transparent blue) conformations of the crystal structure of Cerulean. Distances d1 and d2 between Trp66 
atom Cζ2 and either atom Cγ2 or atom Cδ1 of Ile146 are depicted in red and green, respectively. 
Evolution of d1 (green) and d2 (red) during molecular dynamics simulations started from the ecfp x-ray 
conformations of ECFP (b), and Cerulean (c). These distances served to monitor the ecfp ↔ ecfp´´ and 
ecfp ↔ cerulean transitions in ECFP and Cerulean, respectively. (d1, d2) = (3.6 Å, 5.4 Å) for the ecfp 
conformation in the crystal structure of ECFP; (d1, d2) = (3.8 Å, 6.0 Å) and (6.0 Å, 3.8 Å) for the ecfp 
and cerulean conformations in the crystal structure of Cerulean. Interaction energy terms between 
Tyr66 and Ile146’s side chain for ECFP (d), and Cerulean (e). This shows that the ecfp´´/cerulean 
conformation of Ile146 is in a better interaction with the chromophore in both ECFP and Cerulean, 
resulting in a significantly lower probability of collisional quenching. 
Figure 4. Environment of the indole ring of the chromophore in ECFP and Cerulean. The main two H-
bonds stabilizing the chromophore are depicted in orange. Distances shorter than 4.0 Å illustrating 
potential VdW interactions are depicted in black. The critical set of VdW interactions between Trp46, 
Ile146, His148 is depicted in purple. The two residues in Cerulean showing a different interaction with 
the chromophore, Ile146 and Asp148, are depicted in deep blue. 
Figure 5. Comparison of chromophore environment around Ile146 in ECFP and Cerulean. Atoms are 
depicted as spheres with their VdW radii. a. In ECFP, Ile146 is clearly distant from Thr62, leaving an 
empty cavity in the immediate vicinity of the chromophore. b. Ile146 in the cerulean conformation of 
Cerulean. The complementarity of the Ile146 side chain to those of Val61, Thr62 and Ile167 indicates 
that these four residues form VdW interactions and provide an enhanced stabilization to the 
chromophore, which is supported by energy calculations. 
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Figure 6. Dual conformations of the chromophore in Cerulean-T65A. a. standard conformation of the 
carbonyl group of Gly67, and direct interaction between Glu222 and the imidazolinone ring through H-
bonding. The black arrow indicates the torsion of the imidazolinone ring. b. Alternate conformation in 
which the carbonyl group is flipped 180º from its usual position, Glu222 is not in direct interaction with 
the chromophore, and the chromophore is translated by ~0.7 Å towards the solvent. 
Figure 7. a. Comparison of the interaction of the chromophore with the [143-150] strand in EGFP, 
ECFP and Cerulean. Side chains are truncated to their Cβ positions, except for residues 145 and 146. 
Names of hydrophobic, and hydrophilic, residues are drawn in black and blue, respectively. Tyrosines, 
due to their partial hydrophilic character, have their name in purple. The chromophore is depicted in 
black. Hydrophobic residues are all directed toward the interior of the protein. Hydrophilic residues are 
either parallel to, or pointing outside, the protein surface. This scheme illustrates the impact of the 
hydrophilic to hydrophobic N146I mutation between EGFP and ECFP/Cerulean and also shows that the 
strand enters into the protein’s core in the cerulean conformation than in the ecfp one. b. Schematic 
representation of the interactions controlling the fluorescence properties of the chromophore in ECFP, 
Cerulean and Cerulean-T65A. The chromophore is stabilized by neighboring residues through van der 
Waals interactions (half-circles) and one H-bond (dashed line). Interactions potentially affecting 
chromophore planarity are represented as double-arrows. Potential collisional quenching of the 
chromophore’s fluorescence by Ile146 is shown by a red star. Hydrophilic residues and polar 
interactions are depicted in blue; hydrophobic residues and VdW interactions are shown in black and 
brown respectively.  
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TABLES.  
Table 1. Spectrocopic and biochemical characterization of ECFP mutants. 
Protein ECFP ECFP-Y145A/H148D Cerulean Cerulean-T65A 
Absorption maximum (nm) 435 434 434 437 
Mol. extinct. coeff. (mM-1cm-1) 30.0 +/- 0.4 (n=6)† 30.2 +/- 0.3 (n=4) 30.7 +/- 0.3 (n=5) 32.2 +/- 0.1 (n=4) 
Emission maximum (nm) 474 474 474 478 
Quantum yield (-) 0.30 +/- 0.01 (n=6) 0.44 +/- 0.01 (n=10) 0.44 +/- 0.01 (n=8) 0.37 +/- 0.01 (n=7) 
Brightness (-) 9.0 13.4 13.7 11.8 
Average fluorescence lifetime in 
solution (ns) 3.2 +/- 0.1 (n=23) 3.7 +/- 0.2 (n=6) 3.8 +/- 0.2 (n=5) 3.6 +/- 0.2 (n=7) 
Average fluorescence lifetime in crystal 
(ns) 2.2 +/- 0.2 (n=3) 2.8 +/- 0.3 (n=3) 2.7 +/- 0.4 (n=7) 2.7 +/- 0.3 (n=7) 
Denaturation temperature (°C) 75.7 +/- 0.1 (n=3) 82.0 +/- 0.4 (n=3) 85.3 +/- 0.4 (n=3) 84.8 +/- 0.2 (n=3) 
†n is the number of individual measurements. 
 
Table 2. Torsion angles of the chromophore in CFP and other fluorescent proteins. 
Protein ECFP Cerulean 
Cerulean-T65A 
conf. 1        conf. 2 
GFP Citrine DsRed Rtms5 
PSB Entry code XXXX YYYY ZZZZ 1W7S 1HUY 1G7K 1MOV 
QY (-) 0.30 0.44 0.37 0.67 0.71 0.68 0.00 
Φ1 (°) 7.5 6.6 2.4 13.9 0.2 0.8 0.9 -11.5 
Φ2 (°) -7.4 -6.9 2.2 -7.0 -0.2 -0.4 0.1 42.4 
(Φ1, Φ2): chromophore torsion angles around bonds Cα2-Cβ and Cβ-Cγ 
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 Table 3. Statistics from MD simulations of the observed conformations of ECFP and Cerulean. The 
three sections refer to parameters relevant to: (i) the conformation of Ile146, (ii) the interaction between 
Ile146 and Trp66, (iii) chromophore planarity. 
Protein ECFP Cerulean 
Conformation ecfp ecfp´´ ecfp cerulean 
Conformation of [143-150] strand Outside Outside Outside Inside 
<EI146-res148> (kJ.mol-1) (type) -1.6 (VdW) -1.8 (VdW) -0.5 (both) -0.1 (both) 
<EI146-3AA> (kJ.mol-1) (type) -8.3 (VdW) -8.7 (VdW) -9.5 (VdW) -10.5 (VdW) 
<EI146-W66> (kJ.mol-1) (type) -4.0 (VdW) -6.0 (VdW) -4.4 (VdW) -6.4 (VdW) 
Probability of EI146-W66>0 (‰) 21 3 28 1 
<EW66-res148> (kJ.mol-1) (type) -1.5 (VdW) -2.4 (VdW) 8.3 (elec) 8.0 (elec) 
<Φ1> (°) -8.8 -11.1 -1.6 -0.7 
<Φ2> (°) -1.4 -1.4 0.7 0.6 
<Eres1-res2>: Mean interaction energy between residues 1 and 2 - VdW: van der Waals interactions, elec: 
electrostatic interactions - 3AA: Val61, Ile167 and Thr203. 
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Table S1. Crystallographic data for ECFP, Cerulean and Cerulean-T65A structures. 
 ECFP Cerulean Cerulean-T65A 
Data collection    
Cell parameters 51.2, 62.7, 70.6 51.0, 62.8, 69.5 51.2, 62.9, 69.5 
Beamline ID14-eh1 ID29 ID23-eh2 
Wavelength (Å) 0.933 0.984 0.873 
Resolution limits (Å) 40-1.37 50-1.15 40-1.27 
Completeness¥ (%) 94.9 (70.4) 97.7 (92.1) 100.0 (100.0) 
Multiplicity 4.7 (3.7) 3.6 (3.2) 3.6 (3.3) 
<I/σ(I)> 22.3 (3.3) 20.4 (2.8) 11.3 (2.1) 
Rsym† (%) 4.6 (41.4) 4.1 (45.4) 7.0 (52.8) 
Unique reflections 45997 78022 60026 
Structure refinement    
Rwork‡ (%) 15.6 (23.3) 16.6 (26.9) 16.2 (26.5) 
Rfree§ (%) 18.5 (27.2) 19.0 (28.8) 18.9 (28.8) 
Bond length rmsd (Å) 0.009 0.008 0.010 
Bond angle rmsd (Å) 1.43 1.37 1.46 
Average B-factor (Å2) 9.5 8.8 9.7 
Number of non-H atoms 2197 2242 2277 
¥Values in parentheses refer to the highest resolution shell. 
†Rsym = ΣhΣj⎪Ih,j - <Ih>⎪/ΣhΣjIh,j
‡Rwork =  Σh⎪⎪Fobs(h)⎪ - ⎪Fcalc(h)⎪⎪/Σh⎪Fobs(h)⎪ 
§Rfree is calculated from a set of 5% randomly-selected reflections that were excluded from refinement. 
116
 
 Figure S1. Determining molar extinction coefficients for the tryptophan-based fluorescent proteins 
ECFP (a) and Cerulean (b). After denaturation by NaOH, the chromophore freed from its interactions 
with the protein absorbs maximally at 460 nm, with a second peak at 482 nm. The maximal absorption 
is reached immediately for ECFP, and after 3 minutes for Cerulean. 
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 Figure S2. a. Root mean square deviation of Cα positions from X-ray structures during simulation of 
conformation ecfp of ECFP. Green line: Cα of central helix and β-barrel, Blue line: remaining Cα on 
loops, Red line: all Cα of the protein. b. idem for conformation ecfp of Cerulean. c. Superposition of 10 
structures (light blue) extracted every 2 ns from the first simulation (from 0 to 18 ns) on the 
crystallographic structure of ECFP (red) highlighting the conformation of Ile146’s side chain compared 
to the chromophore. d. Superposition of 10 structures (teal blue) extracted every 2 ns from the second 
simulation (from 0 to 18 ns) on the crystallographic structure of ECFP (purple). 
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Figure S3. Fluorescence emission spectrum for ECFP, Cerulean and Cerulean-T65A in solution and in 
a crystal. The fluorescence properties of ECFP mutants are similar in the dilute solute state (samples 
with OD < 0.05, i.e. with less than 2 μM protein), and the very concentrated hydrated solid state 
(crystals of ~30 mM). The difference in the blue part of the Cerulean spectra can be explained by auto-
absorption of the fluorescence by the bulk of the massive Cerulean crystal. 
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Figure S4. Fluorescence lifetime measurements for (a) Cerulean (solution in red, crystal in yellow) and 
(b) Cerulean-T65A (solution in dark blue, crystal in light-blue). The decrease of the fluorescence 
lifetime can be explained by the increase of refractive index between pure water and the crystal. 
Together with the steady-state fluorescence emission spectra, these results show that our fluorescent 
proteins have essentially retained their fluorescence properties in the crystalline state. 
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 Figure S5. Final 2Fo-Fc electron density for ECFP and Cerulean. a. Electron density in ECFP 
represented at a 1.5σ level superimposed on residues 141 to 148. There is a discontinuity of the main 
chain density between atoms C and Cα of Asn144, suggesting alternate conformation of the residue. b. 
Electron density in Cerulean represented at a 1.5σ level superimposed on residues 141 to 146, showing 
the same discontinuity, and suggesting two conformers for residues 144 to 146. c. Electron density in 
ECFP represented at a 1.2σ level superimposed on the chromophore and its neighboring residues. The 
density of Ile146 is highlighted in cyan. d. Electron density in Cerulean represented at a 1.2σ level 
superimposed on the chromophore and its neighboring residues. The density of Ile146 is highlighted in 
blue. The weaker density shows that Ile146 adopts alternate conformers. 
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 Figure S6. Electron density in Cerulean-T65A represented at a 1.5σ level on the chromophore showing 
the double conformations of the carbonyl group of Gly67. The black arrow figures the in-plane 
translation of the conjugated system moiety. 
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 Figure S7. Plot of Cα positional differences between the low and neutral pH (cerulean conformation) 
structures of Cerulean. The lower red line corresponds to the average difference (0.35 Å), and the upper 
one to twice the average difference. Only differences above the upper line are interpreted. There are 
only nine locations, all in the C-terminal half of the protein, where the main chains differ significantly. 
Four of them are the very C-terminal part (Residues [227-229]), two regions where side chains are 
poorly defined (Residues [132-134] and [156-158]) and a crystal contact (Residues [191-192]). In each 
of these regions, there is at least a solvent-exposed carboxylate group whose partial neutralization of 
their negative charge at pH 5.0 is likely to be responsible for these changes. The remaining five 
differences are located around the chromophore (Figure S8). 
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Figure S8. Superposition of the low- and neutral pH structures of Cerulean, represented in purple and 
blue, respectively. H-bonds to the Nε1 atom of the chromophore are drawn in black. There are five 
regions in the vicinity of the chromophore that can be directly related to the cis/trans isomerization of 
the chromophore around the Cβ-Cγ bond. Residues [149-151] and [164-166] are affected because the 
Val150/Phe165 dyad clamping the chromophore is displaced. Loss of the Hydrogen-bond between 
Ser205 and the chromophore induces repulsion of the Serine side chain, which in turns affects the main 
chain of residues [204-206]. The last difference concerns the [143-150] strand which, in the low-pH 
structure, adopts an intermediate position between the ecfp and cerulean conformations, most likely 
because Asp148 is H-bonded to the chromophore. In addition, the new conformation allows Glu222 to 
be connected to the bulk solvent through a chain of four water molecules, which must participate in the 
modulation of its pKa. Finally, displacement of Tyr200 could be an indirect effect of Val150 movement, 
since Tyr151 undergoes a reorientation of its side chain, which is in interaction with Tyr200 side chain. 
Movie captions 
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Movie S1. Period 18-20 ns of the molecular dynamics simulation on the ecfp conformation of ECFP 
showing the influence of His148 on the conformation of Ile146. Rotation of the His148 side chain 
toward the solvent cancels the VdW interaction with Ile146, allowing the latter to adopt transiently a 
stronger interaction with the chromophore (ecfp´´ conformation). VdW interaction between the 
chromophore and His148 is maintained throughout the simulation. 
Movie S2. Period 0-12 ns of the molecular dynamics simulation on the ecfp conformation of Cerulean 
showing the gradual conversion to the cerulean conformation. The initial position of the [143-147] 
strand, including the Ile146 side chain, is permanently depicted in magenta as a reference. It is apparent 
that once the strand is close enough to the chromophore, Ile146 adopts a conformation that allows it to 
interact stronger with the indole ring. 
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Chapitre 5
Le méanisme de photoonversion
d'EosFP
La déouverte dans les oraux des protéines uoresentes homologues à l'avGFP a
permis d'étendre la palette des marqueurs biologiques pour l'imagerie ellulaire [114℄.
Il a notamment été déelé hez ertaines d'entre elles des propriétés de photoa-
tivation [118℄. Il est par exemple possible de photoonvertir du vert au rouge la
uoresene de ertaines de es protéines photoativables. C'est le as de la proteine
uoresente EosFP et d'une dizaine d'autres protéines de la même famille. Cette pro-
priété ore un moyen préieux de suivre les proessus dynamiques dans les ellules
vivantes [119℄.
Nous avons étudié le méanisme de photoonversion d'EosFP par une explora-
tion individuelle de ses surfaes d'énergie potentielle. Dans e type de traitement
adiabatique, des intersetions oniques entre es surfaes peuvent suggérer des voies
reationnelles possibles. Une approhe alternative est l'utilisation de méthodes de dy-
namique moléulaire qui permettent au système de sauter d'une surfae à une autre
(surfae hopping) lorsque es dernières deviennent très prohes [120℄. Ces méthodes
sont généralement appliables à des proessus photohimiques très rapides tels que
eux de photo-isomérisations [121, 122℄. L'artile i-dessous présente notre étude du
méanisme de photoonversion qui possède une inétique de réation beauoup plus
lente que e type de phénomènes.
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ABSTRACT   Fluorescent proteins undergoing green to red photoconversion have proved to be 
essential tools in cell biology, notably in photoactivation-based nanoscopy approaches. However, the 
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exact mechanism governing photoconversion, which overall involves irreversible cleavage of the 
protein backbone and elongation of the chromophore π-conjugation, remains uncertain. In this paper we 
present a theoretical investigation of the photoconversion reaction in the fluorescent protein EosFP, 
using excited-state hybrid quantum mechanical and molecular mechanical potentials, in conjunction 
with reaction-path-finding techniques. Our results reveal a mechanism in which excitation of the green 
form of EosFP to the first singlet excited state is followed by two intersystem crossing events, first to a 
triplet state and then back to the ground state singlet surface. From there, a number of rearrangements 
occur in the ground state and lead to the red form. Analyses of the structures and of the energetic of the 
intermediates along the reaction path enable us to identify the critical role of the chromophore 
environment in promoting photo-induced backbone cleavage. Possible ways in which photoconvertible 
fluorescent proteins can be engineered to facilitate photoconversion are suggested. 
KEYWORDS Photoconvertible fluorescent proteins, backbone cleavage, excited-state QM/MM 
potentials, Nudged Elastic Band method, intersystem crossings, protein catalysis, electrostatic 
interactions 
 
INTRODUCTION 
During the last fifteen years, fluorescent proteins (FPs) have become indispensable tools in cell biology, 
as their use as markers has revolutionized understanding of cellular processes.1 Some of these proteins 
can change their photophysical properties on exposure to light. Such modifications in the fluorescence 
of photoactivatable fluorescent proteins (PaFPs) include reversible switching between a fluorescent on 
state and a non-fluorescent off state, and irreversible photoconversion between a green and a red-
emitting state.2 The structures of the green and red forms of several photoconvertible fluorescent 
proteins (PcFPs) have been determined by X-ray crystallography, including EosFP,3 KikGR,4 Kaede,5 
and IrisFP6. Because of the utility of these proteins for investigating movements in live cells2 or 
designing super-resolution imaging schemes based on the PALM approach,7 considerable work has 
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gone into optimizing PcFPs. This led to the recent development of the monomeric variants Dendra2,8 
mEos2,9 and mKikGR10 which proved more suitable for designing functional fusion constructs. 
 
A conserved triad of residues, His62-Tyr63-Gly64 characterizes the chromophore of PcFPs.  As for all 
members of the GFP family, the chromophore is enclosed in the center of an 11 stranded β-barrel 
structure (Figure1a) and is held rigid by an environmental network of hydrogen bonds and van der 
Waals interactions (Figure 1b). The green form of PcFPs arises via autocatalytic maturation in the dark, 
yielding a 4-(p-hydroxybenzylidene)-5-imidazolinone π-conjugated system. Illumination with UV light 
causes cleavage of the amide bond between the N atom of residue 61 and the C atom of His62, 
formation of a double bond on the His62 sidechain, and extension of the conjugated system to a 2-[(1E)-
2-(5-imidazolyl)-ethenyl]-4-(p-hydroxybenzylidene)-5-imidazolinone moiety,3,11 leading to the red-
emitting form. Despite these changes, the three-dimensional structure of the protein is almost 
completely preserved in the red form (Figure 1c). However, a water molecule (W1) that is seen in the 
structures of green EosFP, IrisFP and Kaede, is not observed in the red forms. This water molecule is 
absent from both the green and red forms of KikGR, which is characterized by an additional 
isomerization of the His62 sidechain. 
 
The basic (anionic) form of PcFP chromophores absorbs around 500 nm and the acidic (neutral) form 
around 390 nm. Although it has been reported that very intense illumination at 488 nm converts 
Dendra2,8 possibly in the anionic form of the chromophore, it is generally accepted that 
photoconversion only occurs in the neutral (phenolic) form.2,10,12,13 The reaction is irreversible as 
neither dark exposure nor illumination at any wavelength can restore the green state.12 Measurements of 
rate constants for the photoconversion of PcFPs revealed much slower kinetics than for other photo-
induced reactions such as photoisomerization.10,14 As a consequence, the quantum yield of 
photoconversion in PcFPs is low (~10-3-10-4).4,6,10,12 Photoconversion can be abolished by substitution 
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of His62 with any other amino acid,11,13 thereby asserting this residue’s critical role, and by various 
other mutations in the chromophore’s environment.11,15 
 
To date, the exact mechanism of green to red photoconversion in PcFPs remains unknown, although 
several hypotheses have been proposed. Using NMR structures of Kaede, Mizuno et al. suggested 
initially that the imidazole of His62 could become biprotonated and that this would facilitate backbone 
cleavage via β-elimination.11 Based on the X-ray crystallographic structures of EosFP in both its green 
and red states, Nienhaus et al. followed up this idea by proposing an excited state proton transfer 
(ESPT) from the hydroxyl group of Tyr63 to the Nε of His62, followed by a β-elimination step in which 
Glu212 acts as a proton acceptor.3 Finally, Hayashi et al. proposed a water-assisted mechanism to 
explain the loss of the water molecule W1 in the red form of Kaede.5 
 
In fact, a detailed experimental investigation of photoconversion is difficult, due to the low quantum 
yield and the irreversibility of the process. In contrast, molecular simulation can provide important 
insights into the photoconversion mechanism. Especially appropriate tools in this endeavor are hybrid 
quantum chemical (QC)/molecular mechanical (MM) potentials because they are well adapted for 
studying phenomena that require a quantum mechanical description but which occur in large systems. 
Most reported QC/MM studies of photochemical reactions in proteins concern ultrafast events.16 
Examples include photoisomerization of chromophores in rhodopsins,17 photoactive yellow protein18 
and in other fluorescent proteins.19 In this paper, we investigate theoretically the mechanism of the 
green-to-red photoconversion in EosFP which is a typical representative of the PcFP family. By 
employing hybrid QC/MM potentials in conjunction with reaction-path finding techniques, we propose 
that two intersystem crossing (ISC) events to the triplet state T1 and back to the ground state S0 are 
critical for forming the red-emitting state. Structural determinants of the EosFP chromophore pocket for 
efficient photoconversion are also investigated, and general conclusions about PcFPs are drawn. 
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METHODS 
All simulations were performed with the fDynamo library.20 The starting structures for the simulations 
were those of the tetramers determined by X-ray crystallography for the green (PDB id: 1ZUX) and red 
(PDB id: 2BTJ) forms of EosFP.3 The positions of the hydrogen atoms were determined after the 
protonation states of the residues in the protein had been estimated at a pH of 7.0, using standard 
Poisson-Boltzmann calculations.21 All residues were determined to have their expected protonation, 
with the exception of His194, for which the pKa calculation and examination of the X-ray 
crystallographic structures indicated a biprotonation at pH 7.0. The resulting protein structures were 
geometry-optimized in vacuum using the OPLS-AA force field.22 The optimized tetrameric structures 
were then solvated and optimized in a cubic water box of the appropriate size, employing the TIP3P 
MM water model.23 Counter-ions were added to ensure charge neutrality of the overall system. The 
final systems comprised approximately 43100 atoms. 
 
QC/MM simulations were performed starting from the two prepared MM systems. Unless explicitly 
stated in the text, the QC region consisted of 65 atoms and contained the chromophore and the side 
chains of two amino-acid residues: Glu212, which has been proposed to play an essential role in 
photoconversion; and His194, which is involved in π-stacking with the hydroxybenzylidene moiety 
(Figures 1b and 1c). Atoms in the MM region were treated with the OPLS-AA force field and those in 
the QC region with either the AM124 or the PDDG-PM325 semi-empirical methods. The results obtained 
with the two potentials are qualitatively and, in most cases, quantitatively similar, so that we only show 
the PDDG-PM3 results in the main paper. The AM1 results are given as Supporting Information (SI). 
 
To calculate the energy and atomic forces of the system in both ground and excited states, a standard 
configuration interaction (CI) method was incorporated into the fDynamo library. The CI method itself 
permits calculations with a number of possible configuration sets, either all configurations within a 
given active space (full CI) or a mixture of single and double excitations (CIS, CID and CISD) from a 
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closed-shell singlet reference state. Gradients of the energy are calculated with the Z-matrix 
technique.26,27 Our tests showed that a ten-electron/nine-orbital or [10-9]-CISD approximation gave the 
best compromise between accuracy and computational time. Sample results for our systems are given in 
Table S1. The accuracy obtained is similar to that of alternative, often much more computationally 
expensive approaches. To simplify the discussion, we refer to the [10,9]-CISD(PDDG-PM3)/OPLS and 
[10,9]-CISD(AM1)/OPLS hybrid potentials as the PDDG and AM1 potentials, respectively. 
 
To investigate the photoconversion reaction, we employed the nudged-elastic-band (NEB) method28 to 
determine minimum energy paths (MEPs) between various, selected reactant and product structures. 
Although MEPs do not directly give time-scale or thermodynamic information, they can provide useful 
information about possible mechanisms, including the identity of intermediates, the order in which 
events occur and estimates of barrier heights. 
 
All NEB calculations were done using the A monomer of the prepared systems. To reduce the 
computational expense of the optimization, only the ~840 atoms within 10 Å of the Cα atom of His62 
were allowed to move. The remaining atoms were fixed although their interactions with the mobile 
atoms were taken into account. Reaction paths were determined between geometry-optimized start and 
end structures, on either the ground or excited states, and using at least 11 structures along the pathway. 
Whenever suggested by intersystem crossings, results were refined by recalculating parts of the reaction 
path between specific intermediates at the appropriate electronic state. 
 
RESULTS AND DISCUSSION 
 
Previous mechanistic proposals 
Scheme 1 provides a summary of the steps putatively involved in the previously proposed 
photoconversion mechanism of EosFP -an ESPT from the hydroxybenzylidene group of the 
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chromophore to the Nε of His62, followed by a β-elimination reaction in which Glu212 acts as a proton 
acceptor.3 The (arbitrary) notation that we use for the various intermediate states throughout this work is 
also provided in Scheme 1. 
 
Our initial simulations were performed to test the mechanism of Scheme 1 by calculating NEB 
pathways on the excited state singlet (S1) for the first step and on the ground state singlet (S0) surface 
for all following steps. The energy profiles obtained for these latter are shown in Figure 2 and S1 for 
the PDDG and AM1 hybrid potentials, respectively. Overall we consider this mechanism unlikely for 
the reasons given below. 
 
Construction or minimization of NEB pathways between the G and A1 states failed or gave 
unreasonably high energy barriers (not shown). The occurrence of an ESPT from Tyr63 to His62 in this 
step was anticipated from the known strong decrease of the hydroxybenzylidene pKa in S1.29 In avGFP, 
the proton is transferred to Glu222 (corresponding to Glu212 in EosFP) via a hydrogen-bonding 
network.30 Such a network between Tyr63 and His62 does not appear to exist in EosFP, based on the 
crystallographic structures in ground state S0, and it is difficult to identify a realistic path that could 
transiently form in S1, given the ~11 Å distance that separates the hydroxyl group of Tyr63 and the Nε 
atom of His62. Moreover, the Nε atom of His62 resides in a non-polar environment unfavorable for 
protonation. 
 
The next step in the mechanism of Scheme 1 is the cleavage of the Cα-N bond from the imidazolium-
based A1 state. This step appears unlikely to occur as it requires crossing an energy barrier approaching 
150 kJ/mol. It is followed by an intra-residue proton transfer within Phe61 (A2 to A3) and by the 
second step of the β-elimination reaction, which involves proton transfer from Cβ of His62 to the 
carboxylate group of Glu212 (A3 to A4). Together these steps have small energy barriers and result in a 
large decrease in energy. By contrast, the last step (A4 to RA) again requires crossing a substantial 
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energy barrier of ~75 kJ/mol. This step involves proton transfer from Nε to Nδ of the imidazole via an 
intermediate characterized by a sp3-hybridized Cε. This rearrangement is necessary to restore the 
hydrogen bond between the carbonyl moiety of Phe61 and the Nδ atom of His62. 
 
A new proposal 
The previously discussed mechanism starts with an ESPT from the hydroxybenzylidene moiety of the 
chromophore. Thus, the backbone cleavage occurs from an intermediate with a deprotonated 
chromophore (A1 in Scheme 1). This hypothesis appears inconsistent with the fact that 
photoconversion, which is mainly characterized by the backbone cleavage, is not possible from the 
anionic form of the chromophore. To counter this, Mizuno et al. suggested that the hydrogen-bond 
network around the anionic form of the chromophore could be different from that in the intermediate 
deprotonated state.11 Their proposition was based on the well-known three-state model depicting avGFP 
photophysics.29 However, it is not evident how such changes could occur during the reaction as the 
environment of the chromophore, and thus its hydrogen-bond network, remains highly conserved after 
photoconversion (Figure 1b and 1c). 
 
As an alternative we propose that the chromophore remains protonated during the entire 
photoconversion process and that backbone cleavage is a direct consequence of excitation of the neutral 
chromophore. To investigate this hypothesis we tested the mechanism shown in Scheme 2 in which 
Glu212 acts as the proton acceptor in the β-elimination. We started off by optimizing NEB pathways 
between the G and B4 species on the first singlet excited state (S1) surface. The resulting energy 
profiles are shown in Figures 3a and S2a.  
 
The first event along the optimized NEB path is an ESPT from the Nδ atom of His62 to the carbonyl 
moiety of Phe61. The energy of this proton transfer was determined to be ~25 kJ/mol with the PDDG 
potential. A conical intersection between the S1 and first excited state triplet (T1) surfaces appears at 
136
 
the B1 intermediate. On the S1 excited state surface, the activation energies for breaking the Cα-N bond 
is ~110 kJ/mol. This barrier is too high to be crossed, considering the short lifetime of the S1 state, 
which is estimated to be of the order of a nanosecond. Consequently, to reach B4 from G, there must be 
an intersystem crossing from the S1 to T1 surfaces, which we denote ISC1. 
 
Making this assumption, we re-optimized NEB pathways for the transition between the B1 and B4 
structures of Scheme 2 on the T1 surface (Figure 3b and S2b). On going from the B1 to B2 
intermediates, ~15 kJ/mol are required to activate the Cα-N bond cleavage. At B2, the T1 and S0 
surfaces become degenerate and remain so until formation of the B3 intermediate, after which ground 
S0 state become lower in energy. This suggests a second intersystem crossing, ISC2, somewhere 
between the B2 and B3 intermediates. Thus, proton transfer from Cβ of His62 to the Glu212 
carboxylate, leading to B4, occurs on the S0 surface. 
 
To check whether photoconversion could be initiated in the T1 state (rather than in the S1 state), we 
optimized NEB pathways on this surface between the G and B4 structures of Scheme 2. The profiles are 
shown in Figures 4a and S3a. In contrast to what was observed for the S1-optimized pathways 
(Figures 3a and S2a), cleavage of the Cα-N bond is concerted with proton transfer from the Nδ atom of 
His62. Thus, no separate B1 intermediate is observed. However, an activation energy of ~135 kJ/mol is 
required to reach B2, suggesting that photoconversion is much more likely to occur via the ISC1-path. 
 
Contrary to red FP’s such as DsRed, which mature to their red forms in the dark, light is necessary to 
convert PcFPs. To check whether our calculations are in agreement with this fact, we optimized NEB 
pathways on the S0 surface between the G and B4 structures. The profiles shown on Figures 4b and 
S3b, although they display characteristics similar to those obtained in the T1 state (Figures 4a and 
S3a), involves unrealistically high activation energies for the cleavage step, which reach ~300 kJ/mol. 
Thus, the results of our calculations are consistent with the inability of PcFPs to convert in the dark.  
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 Activation with violet light (~390nm) of chromophores in PcFPs in their anionic form does not induce 
photoconversion. To check that our calculations are also able to predict this experimental observation, 
we calculated NEB pathways for cleavage on the S1 surface but using the anionic form of the 
chromophore. The energy profiles are shown in Figures 4c and S3c and are qualitatively similar to 
those obtained for the S0 and T1 states with a neutral chromophore. The Cα-N bond cleavage is 
concerted with proton transfer from the Nδ atom of His62, and the activation energy is very high, at 
~170 kJ/mol. This is in agreement with the impossibility to photoconvert anionic forms of PcFPs. 
 
Role of Glu212 in the photoconversion 
Glu212 is known to be essential for photoconversion of EosFP, as mutation of this residue to a 
glutamine (E212Q) abolishes the reaction.3,15 Nienhaus et al. therefore suggested that the glutamate may 
act as a proton acceptor,3 whereas Mizuno et al. proposed that it participates in the stabilization of the 
transition state.5 
 
In our Scheme 2, we found that proton transfer to Glu212 occurs between intermediates B3 and B4. To 
investigate the back proton transfer from Glu212 to the Nδ atom of His62, we optimized NEB pathways 
on the S0 surface starting from B4 and going to the final red structure R. The optimized profiles are 
shown in Figures 3c and S2c. Overall the process is complex and involves a return of the proton to the 
Cβ atom of His62 in a B3-like state, in which the S0 and T1 states are degenerate, and with an activation 
barrier of ~55 kJ/mol. This suggests that B4 may not be involved in the actual photoconversion 
pathway. 
 
To check if another mechanism is possible, without protonation of Glu212, we optimized NEB 
pathways from the second intersystem crossing ISC2 to the final red structure on the ground state 
138
 
surface S0. The full mechanistic pathway is shown in Scheme 3 and the optimized NEB profiles in 
Figures 5 and S4. Simulations of the mechanism can be visualized with Movies S1 and S2. 
 
First of all, the B2 intermediate has a carbocation on the Cα atom of His62. This makes the Cβ atom very 
acidic and delocalized electrons on the imidazolide make the Cγ atom a strong base, much more so than 
the carboxylate of Glu212. Therefore, in the step between B2 and C3, the proton on Cβ is spontaneously 
transferred to the Cγ of the imidazolide moiety and a double bond is formed between Cα and Cβ. The 
same proton is then transferred to the Nδ of His62 and the imidazole ring is reformed. In the last step, 
the proton on the Phe61 carbonyl rearranges to form the carboxamide. Overall, the complete process is 
energetically downhill and the highest energy barrier for any of the proton transfers is ~25 kJ/mol. 
 
KikGR specificities in the PcFP family 
In the PcFP family, KikGR differs from the other members, in that the His62 sidechain isomerizes along 
the photoconversion pathway. The mechanism depicted in Scheme 3 accounts for this specificity. We 
propose that isomerization of the His62 side chain occurs in the B2 intermediate state of Scheme 3, by 
rotation about the Cα-Cβ single bond, taking advantage of the long lifetime of the triplet state before 
ISC2 takes place. After rotation, formation of the double bond may follow and the final proton transfers 
lead to the red (isomerized) state. In EosFP and Kaede, residue Ile196, in the vicinity of His62, and 
maintained by hydrophobic interactions with Leu210, does not leave enough space for isomerization of 
the His62 sidechain (Figure 6a). The situation is different in KikGR, where Ile196 and Met40 of EosFP 
are swapped to Met198 and Val40 (Figure 6b). As a result, Leu212 maintains a hydrophobic interaction 
with Val40 and leaves Met198 free of interaction. This provides conformational freedom to Met198, 
which allows His62 isomerization to occur (Figure 6b). 
 
Another specificity of KikGR in the PcFP family is the absence of water molecule W1 in the green form 
(Figure 6b). For Kaede and EosFP, Hayashi et al. proposed that W1, which disappears in the red form 
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of these proteins (Figure6a), may assist in photoconversion.5 In our study, we were unable to find 
reasons for such involvement of W1. The absence of the water molecule in the crystal structure of 
KikGR also suggests that it is not essential for the reaction. In our models of EosFP green, W1 is 
hydrogen-bonded to the side chain oxygen atom of Gln38, to the carbonyl group of Ser39 and, to a 
lesser extent, to the Cε atom of His62. The latter two interactions are disrupted during our simulations of 
the photoconversion and formation of the imidazolide moiety on His62 induces their replacement by 
hydrogen-bonds to the Cδ1 atom of Ile10, and, to a lesser extent, to the Cε atom of Met40 (Movies S3 
and S4).  In our model of red EosFP, because our methods require keeping the same number of atoms 
throughout the simulations, the hydrogen-bonds observed in the green form are restored. We suggest 
that, in the real mechanism, rearrangements that occur during photoconversion induce transient 
weakening of the interactions maintained by W1, which eventually leads to the exit of this water 
molecule from the protein.  
 
Electronic structure of intermediates  
Figure 7 is a schematic that illustrates the electronic structures of the various intermediates along the 
photoconversion pathway of Scheme 3 obtained with the PDDG potential. For each intermediate, 
cartoons of the most important electronic configurations in each electronic state are given, together with 
images of the orbitals that are involved. 
 
Overall the majority of the intermediates’ electronic states are dominated by a single electronic 
configuration of the appropriate type. The G electronic states are of simple type except that excitation 
involves the HOMO-1 rather than the HOMO. As these orbitals are localized on the 
hydroxybenzylydene-imidazole and the His62 imidazole moieties, respectively, the S1 and T1 states 
retain charge density on His62. By contrast, for the B1 intermediate, the excitation to S1 and T1 comes 
from the HOMO even though this orbital and the LUMO have very similar character to those of G. 
Thus, there is charge transfer between the His62 imidazolide moiety (where the HOMO is localized) 
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and the hydroxybenzylydene-imidazole group (where the LUMO is localized), which probably explains 
why the S1 and T1 states are degenerate, as the two unpaired electrons in the HOMO and the LUMO 
are in different regions of space and weakly interact. 
 
At the B2 intermediate, T1 retains its simple form although the orbitals involved, the HOMO and 
LUMO, have density concentrated mainly between the imidazolide and imidazolinone moieties, but 
little on the phenol group. S0 and S1 are more complicated. S1 has no compact description whereas S0 
has significant contributions from the two closed-shell configurations that are possible by doubly-
occupying the HOMO and LUMO. These are the same orbitals that are singly-occupied in T1 and may 
indicate why the S0 and T1 states are degenerate for this intermediate. 
 
After B2, the mechanism continues on the S0 surface. The remaining electronic states are all of simple 
type, except for the S1 and T1 states of the red form R, which involve a mixture of two configurations 
obtained by excitation from the HOMO-1 and the HOMO, respectively. 
 
Anionic form of PcFPs 
To better understand the role of the chromophore protonation state in photoconversion, we calculated 
energy profiles for the anionic chromophore using suitably modified structures from the NEB pathways 
optimized with the neutral chromophore. The profiles are shown in Figures 8a and S5. 
 
Clearly, the presence of the extra negative charge on the chromophore is likely to stabilize the starting 
S1 state of G due to electrostatic interactions between Tyr63 and the cationic His194, while perhaps 
destabilizing the S1 state of B1 because formation of the negatively-charged imidazolide is less 
favorable. The trends observed in the profile suggest that the NEB pathways optimized for cleavage 
does not go through a B1-like structure with an anionic chromophore, because the activation barrier, 
approaching 200 kJ/mol, is larger than those found for a concerted reaction (Figures 4c and S3c). 
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 Cartoons of the electronic structures of the anionic G and B1 intermediates are shown in Figure 8b. The 
G states are similar to those of Figure 7 although the charge density localized on the imidazole of His62 
in the HOMO is no longer present. For B1, the S0 state resembles that found before whereas the S1 and 
T1 states have changed markedly. The T1 state of B1, like that of G, now involves excitation between 
the HOMO-1 and LUMO orbitals, both localized on the hydroxybenzylidene-imidazolinone moiety, 
whereas the S1 state involves excitation between the HOMO and LUMO+1 orbitals that are localized 
on the imidazolide and the amide moieties, respectively. This is consistent with the observation that the 
S1 and T1 states are no longer degenerate for this intermediate. Overall, these results show probable 
obstacles for a photoconversion pathway involving an anionic chromophore in PcFPs. 
 
Catalytic effects inside PcFPs 
The influence of the protein on the reaction mechanism was investigated by recalculating the energies 
of the structures along the optimized pathways in vacuo, i.e. by excluding all MM atoms and the 
sidechains of His194 and Glu212. The results are shown in Figures 9a and S6a and indicate a clear 
stabilization of the S1 and T1 (degenerated) states of the B1 intermediate by the protein. The energy 
difference between G and B1 species at the S1 state, which can be approximate as the most critical 
activation barrier to be crossed due to the short lifetimes at this excited state, is shifted from ~25 kJ/mol 
in the protein to ~95kJ/mol in the vacuum. To more fully understand this catalytic effect, the energies of 
the structures along the optimized NEB pathways were recalculated with a new QC/MM partitioning in 
which Glu212 and His194 were excluded from the QC region. The profiles, which are shown in 
Figure S7, are indistinguishable when superimposed on the optimized ones, suggesting that the role of 
these residues can equally well be described with an MM potential. 
 
To probe the specific effects of various residues on the photoconversion mechanism, the profile 
calculations were repeated by systematically setting the MM charges on each residue within the mobile 
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region to zero. This change has minimal effect on the profiles except in the case of Glu212 and the three 
positively charged residues, His194, Arg66 and Arg91, which are found closest to the 
hydroxybenzylidene-imidazolinone moiety (Figure 1b). 
 
The profiles when Glu212 has no MM charge are displayed in Figures 9b and S6b. They indicate that 
removal of the residue’s negative charge actually stabilizes the S1 and T1 excited states of B1 and has 
little effect on the remainder of the pathway. This result is at variance with the suggestion of Hayashi et 
al. for rationalizing the key role of this residue.5 The profiles for His194 are shown in Figures 10a and 
S8. In both there is a stabilization of the green form (structure G) and a destabilization of the B1 
intermediate on the S1 surface. The energy difference between the G and B1 structures increases from 
~25 to ~110 kJ/mol, equivalent to a factor of ~4.5. When compared to His194, the two arginines, Arg66 
and Arg91, show similar, but less pronounced, catalytic effects on the photoconversion energy profiles 
(Figure S9). Clearly, these three positively charged residues, and particularly His194, might have a 
crucial stabilizing effect on the transition state leading to backbone cleavage.  
 
Figure 10b shows cartoons of the electronic states of the G and B1 intermediates in the case where the 
charge of His194 has been nullified. The orbitals have very similar forms to their equivalents in 
Figure 7, except that, they are destabilized and the order of the HOMO and HOMO-1 is reversed. As a 
consequence, the S1 state now has contributions from two configurations, which seems to lead to a 
decrease in the energy. In contrast, in the B1 state, the LUMO, which is localized on the 
hydroxybenzylydene-imidazole group, is destabilized (of 1 eV) by the absence of the positive charge on 
His194, thereby leading to higher energies for S1 and T1. 
 
The results discussed above can also account for the fact that the E212Q variant of EosFP does not 
undergo photoconversion, even though, according to our findings, Glu212 itself does not participate to 
the reaction. Glu212 hydrogen bonds directly to His194 and indirectly, via a water molecule (W3 in 
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Figure 1b), to Arg66. Hence, it is possible that in the E212Q mutant, His194 can no longer be bi-
protonated or that, due to the disruption of the hydrogen-bond network around the chromophore, the 
critical Arg66 residue is displaced, thus impeding photoconversion. This possibility is substantiated by 
the observation that the E212Q mutation increases the pKa of Tyr63 by 0.8 unit (6.6 vs 5.8 in wtEosFP), 
suggesting substantial modifications in the hydroxybenzylidene-imidazole environment.15 The crucial 
role of Arg66 in shifting the Tyr63 pKa found in Dendra2 31 also agrees with this hypothesis. Similar 
indirect effects could account for the loss of activity reported in other PcFP mutants, such as the A69S 
variant of Kaede.11  
 
Getting improved variants of PcFPs  
Based on our findings, it could be speculated that the introduction of additional positively charged 
residues in the chromophore environment, or of mutations that would result in an improved network of 
positive charges, could facilitate photoconversion. However, whereas a lowering of the 
hydroxybenzylidene pKa, as observed in Dendra2 effectively achieves this goal by increasing the 
fraction of protonated chromophores at physiological pH,31 it is expected that the yield of 
photoconversion cannot be improved to an appreciable extent. In the mechanism that we propose in 
Scheme 3, photoconversion is inherently limited by the two intersystem crossings that lead to 
transitions between potential energy surfaces.  
 
Overall, we assign the slow kinetics observed experimentally in PcFPs to the need for two low-yield 
intersystem crossings events. This also accounts for the somewhat surprising finding that such a low 
yield process is accompanied by only very small structural changes between the green and red states in 
PcFPs.  
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 CONCLUSION 
We have investigated the mechanism of photoconversion between the green and red forms of the 
fluorescent protein EosFP using hybrid QC/MM potentials in conjunction with reaction-path-finding 
techniques. The preferred pathway determined from our simulations involves excitation of the green 
protonated form to the S1 state, followed by two intersystem crossings (ISCs), first to the T1 state, and 
then to the S0 ground state. Proton transfer from His62 to the carbonyl group of Phe61 occurs on the S1 
surface, forming an imidazolide ring on His62 sidechain. Cleavage of the amide bond between Phe61 
and His62 occurs on the T1 surface. Both steps involve small energy barriers. Completion of the red 
form occurs on the S0 surface via a series of proton transfers that are downhill in energy, extend the π-
conjugated system, and lead to reformation of the imidazole ring on His62 sidechain. 
The occurrence of ISCs is a novel aspect of the photoconversion mechanism in PcFP’s and provides an 
explanation for the observed low QY of the process. The mechanism proposed in this work differs from 
previous hypothesis in a number of ways: (i) The phenol ring of the chromophore does not undergo an 
ESPT and remains protonated along the whole reaction pathway; (ii) The essential residue Glu212 
remains deprotonated throughout and takes no part in proton transfer; (iii) Waters in the vicinity of the 
chromophore are not implicated. An analysis of the structures and energetics of the intermediates along 
the pathway shows that three cationic residues closest to the chromophore have an important catalytic 
role, whereas Glu212, which is itself anticatalytic, indirectly serves to maintain the integrity of the 
chromophore’s electrostatic environment. These results suggest that engineering EosFP by reorganizing 
or introducing extra cationic residues around the chromophore could facilitate photoconversion to a 
limited extent. 
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HOMO: Highest Occupied Molecular Orbital; LUMO: Lowest Unoccupied Molecular Orbital; PaFP: 
Photoactivable Fluorescent Protein; PcFP: Photoconvertible Fluorescent Protein; PALM: 
PhotoActivated Localization Microscopy. 
 
FIGURE CAPTIONS  
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Figure 1. (a) Tetrameric structure of wt-EosFP. Chromophores are shown as van der Waals spheres; 
(b) superposition of the chromophore and surrounding residues in green forms of EosFP, IrisFP, KikGR 
 
and Kaede (hydrogen bonds as dotted lines); (c) superposition of the chromophore and surrounding 
residues in the red forms of EosFP, IrisFP, KikGR and Kaede.  
Figure 2. Energy profile of optimized NEB paths from A1 to A4 and from A4 to RA at the ground state 
S0 calculated with a PDDG/OPLS hybrid potential.  
Figure 3. Energy profiles of optimized NEB paths calculated with a [10,9]-CISD(PDDG)/OPLS hybrid 
potential: (a) from G to B4 at the excited state S1 (blue plus signs); (b) from B1 to B4 at the excited 
state T1 (green plus signs); and (c) from B2 to B4 and from B4 to R at the ground state S0 (red plus 
signs). Solid lines in each panel give the energies of the optimized NEB structures in the electronic 
states that were not used in the optimization.  
Figure 4. Energy profile of optimized NEB paths calculated with a [10,9]-CISD(PDDG)/OPLS hybrid 
potential from G to B4: (a) at the excited state T1 (green plus signs); (b) at the ground state S0 (red plus 
signs); and (c) with a permanently anionic chromophore at the excited state S1 (blue plus signs). The 
solid lines give the energies of the optimized NEB structures but in the electronic states different from 
the one in which the optimization was performed.  
Figure 5. Energy profile of optimized NEB paths calculated with a [10,9]-CISD(PDDG)/OPLS hybrid 
potential from G to B1 at the excited state S1 (blue plus signs), from B1 to B2 at the excited state T1 
(green plus signs) and from B2 to R at the ground state S0 (red plus signs). The solid lines give the 
energies of the optimized NEB structures in electronic states that were not used during optimization.  
Figure 6. Superposition of structures of EosFP with (a) Kaede and (b) KikGR in the chromophore 
region before (left) and after (right) photoconversion (hydrophobic interactions as dashed lines).  
Figure 7. Schematic of the electronic states along the photoconversion path calculated with a [10,9]-
CISD(PDDG)/OPLS hybrid potential. For convenience, triplets are represented by a single 
configuration (the S=1; Sz = +1 microstate), as are singlets with two unpaired electrons (electrons with 
opposing spins in two different orbitals). The weights of the states (indicated as %), however, include 
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contributions from all equivalent configurations. For each structure, only molecular orbitals involved in 
the excitation are shown. 
Figure 8. (a) Energy profile of photoconversion calculated with a permanently anionic chromophore 
and a [10,9]-CISD(PDDG)/OPLS hybrid potential. Energies of structures extracted from the real path 
(permanent neutral chromophore) are calculated in the S0 (red), T1 (green) and S1 (blue) electronic 
states with a deprotonated chromophore. Crosses show the energies of the optimized path structures 
with the anionic chromophore, and the main differences with the real profile (shown in grey) are 
indicated by arrows. The solid lines are the energies of the structures in the other electronic states. (b) 
Schematic of the electronic states of the G and B1 anionic structures.  
Figure 9. Energy profile of photoconversion calculated: (a) for the chromophore in vacuo with a [10,9]-
CISD(PDDG) potential; (b) in protein with null atomic charges (MM) on Glu212 and with a [10,9]-
CISD(PDDG)/OPLS hybrid potential. A new QC/MM partition is defined for the hybrid potential in 
which His194 and Glu212 are located in the MM region. Energies of structures extracted from the 
optimized NEB path are calculated in the S0 (red), T1 (green) and S1 (blue) electronic states. Crosses 
show the energies of the optimized path structures with the modified potentials, and the main 
differences with the real profile (shown in grey) are indicated by arrows. The solid lines are the energies 
of the structures in the other electronic states. 
Figure 10. (a) Energy profile of photoconversion calculated with null atomic charges (MM) on His194 
and a [10,9]-CISD(PDDG)/OPLS hybrid potential. The QC/MM partition is used in which His194 and 
Glu212 are located in the MM region. Energies of structures extracted from the real path (permanent 
neutral chromophore with initial QC/MM partitioning) are calculated in the S0 (red), T1 (green) and S1 
(blue) electronic states. Crosses show the energies of the optimized path structures with the modified 
hybrid potential and the main differences with the real profile (shown in grey) are indicated by arrows. 
The solid lines are the energies of the structures in the other electronic states. (b) Schematic of the 
electronic states of the G and B1 structures with the modified hybrid potential. 
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SCHEME TITLES  
Scheme 1. Hypothetic photoconversion mechanism inspired from Nienhaus et al.,3 with the 
intermediate structures derived from simulation. Arrows show the main reaction steps in red (color 
assigned to the ground state S0 throughout the paper).  
Scheme 2. Suggested photoconversion mechanism with Glu212 as proton acceptor (B4) and 
intermediate structures derived from simulation. Arrows show the main reaction steps in the color of the 
electronic state involved: blue for S1, green for T1, red for S0.  
Scheme 3. Photoconversion mechanism with the intermediate states (C3, C4) derived from simulation. 
Arrows show the main reaction steps in the color of the electronic state involved: blue for S1, green for 
T1, red for S0.  
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Scheme 1. 
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HO
N
N
O O
Asn65
N
NH
H
N
Phe61
O
Glu212
O
O
H
H
HO
N
N
O O
Asn65
N
N
H
N
Phe61
HO
Glu212
O
O
H
H
HO
N
N
O O
Asn65
N
N
HN
Phe61
HO
Glu212
O
O
H
H
HO
N
N
O O
Asn65
N
N
Glu212
O
O
H
H
H2N Phe61
O
HO
N
N
O O
Asn65
N
N
Glu212
OH
O
H2N Phe61
O
G B1 B2
B3B4
hν
ESPT
HO
N
N
O O
Asn65
N
N
Glu212
O
O
H2N Phe61
O
R
H
 
153
 
Figure 3. 
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Figure 4. 
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Figure 6. 
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Figure 7. 
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Figure 8. 
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Figure 9. 
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Figure 10. 
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 SUPPORTING INFORMATION TO: 
Photoconversion of the fluorescent protein EosFP: a 
hybrid potential simulation study reveals intersystem 
crossings 
 
Mickaël Lelimousin, Virgile Adam, G. Ulrich Nienhaus, Dominique Bourgeois, and Martin J. Field 
 
 
Table S1 
Figures S1 to S9 
Captions for Movies S1 to S4 
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Table S1. Comparison between measured and calculated wavelengths of absorption/emission for 
different states of EosFP. Deviations between calculated energies and experimental energies extracted 
from absorption/emission peak maxima are given in parentheses. 
Green states Red states Measurement / 
Calculation 
Method 
anionic neutral anionic neutral 
λmax absorption, nm  UV-visible spectroscopy 506 390 571 460 
λ S0opt→S1, nm 432 348 453 420 
(deviation, kJ.mol-
1) 
[10,9]-CISD(PDDG)/OPLS
(+ 40.7) (+ 37.1) (+ 54.8) (+ 25.0)
λ S0opt→S1, nm 441 346 472 412 
(deviation, kJ.mol-
1) 
[10,9]-CISD(AM1)/OPLS 
(+ 35.0) (+ 39.1) (+ 44.1) (+ 30.3)
λmax emission, nm  UV-visible spectroscopy 516 - 581 - 
λ S1opt→S0, nm 509 485 530 528 
(deviation, kJ.mol-
1) 
[10,9]-CISD(PDDG)/OPLS
(+ 3.0) - (+ 19.8) - 
λ S1opt→S0, nm 483 406 546 527 
(deviation, kJ.mol-
1) 
[10,9]-CISD(AM1)/OPLS 
(+ 15.7) - (+ 13.1) - 
 
Figure S1. Energy profile of optimized NEB paths from A1 to A4 and from A4 to RA at the ground 
state S0 calculated with a AM1/OPLS hybrid potential.  
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Figure S2. Energy profiles of optimized NEB paths calculated with a [10,9]-CISD(AM1)/OPLS hybrid 
potential: (a) from G to B4 at the excited state S1 (blue plus signs); (b) from B1 to B4 at the excited 
state T1 (green plus signs); and (c) from B1’ to B4 and from B4 to R at the ground state S0 (red plus 
signs). Solid lines in each panel give the energies of the optimized NEB structures in the electronic 
states that were not used in the optimization.  
It has to be notified that results are qualitatively similar as for PDDG calculations. Compared to the 
PDDG results, highest activation barriers are obtained along the NEB path at S1 (a). This difference is 
due to the fact that energy-minimization of the AM1 path at S1 was unable to reach the desired 
convergence criteria. The same problem happened for the NEB path at T1 (b) and that may explain the 
additional step which is observed after ISC1: before backbone cleavage, B1 relaxes to an intermediate 
B1’ which has a similar nuclear structure as B1 with a different electronic structure. B1’ displays a 
lower energy on T1 than on S0. The barrier to break the Cα-N bond on the T1 surface, though, remains 
relatively small at ~20 kJ/mol.  
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Figure S3. Energy profile of optimized NEB paths calculated with a [10,9]-CISD(AM1)/OPLS hybrid 
potential from G to B4: (a) at the excited state T1 (green plus signs); (b) at the ground state S0 (red plus 
signs); and (c) with a permanently anionic chromophore at the excited state S1 (blue plus signs). The 
solid lines give the energies of the optimized NEB structures but in the electronic states different from 
the one in which the optimization was performed.  
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Figure S4. Energy profile of optimized NEB paths calculated with a [10,9]-CISD(AM1)/OPLS hybrid 
potential from G to B1 at the excited state S1 (blue plus signs), from B1 to B1’ at the excited state T1 
(green plus signs) and from B1’ to R at the ground state S0 (red plus signs). The solid lines give the 
energies of the optimized NEB structures in electronic states that were not used during optimization.  
As mentioned in the caption of FigureS2, the AM1 profile is qualitatively similar as the PDDG one, 
with an additional intermediate B1’. The step of backbone cleavage between B1’ and B2 intermediates 
is calculated to have activation energy of only ~5 kJ/mol at the ground state S0. However, as 
intersystem crossing is a rare event, and it is possible that there would be time for breaking the Cα-N 
bond on the T1 surface (see Figure S2b), before the ISC2 occurs.  
 
E
ne
rg
y 
/ k
J.
m
ol
-1
Path Coordinate / Å
0.1 0.2 0.3 0.4 0.5 0.60
-11550
-11650
-11750
-11850
-11950
-12050
-12150
-11450
G
B1
B2
R
C4
C3
B1’
S0
T1
S1
 
 
167
 
Figure S5. Energy profile of photoconversion calculated with a permanently anionic chromophore and 
a [10,9]-CISD(AM1)/OPLS hybrid potential. Energies of structures extracted from the real path 
(permanent neutral chromophore) are calculated in the S0 (red), T1 (green) and S1 (blue) electronic 
states with a deprotonated chromophore. Crosses show the energies of the optimized path structures 
with the anionic chromophore, and the main differences with the real profile (shown in grey) are 
indicated by arrows. The solid lines are the energies of the structures in the other electronic states.  
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Figure S6.   Energy profile of photoconversion calculated: (a) for the chromophore in vacuo with a 
[10,9]-CISD(AM1) potential; (b) in protein with null atomic charges (MM) on Glu212 and with a 
[10,9]-CISD(AM1)/OPLS hybrid potential. A new QC/MM partition is defined for the hybrid potential 
in which His194 and Glu212 are located in the MM region. Energies of structures extracted from the 
optimized NEB path are calculated in the S0 (red), T1 (green) and S1 (blue) electronic states. Crosses 
show the energies of the optimized path structures with the modified potentials, and the main 
differences with the real profile (shown in grey) are indicated by arrows. The solid lines are the energies 
of the structures in the other electronic states.  
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Figure S7.   Energy profiles of photoconversion calculated with a modified QC/MM partitioning in 
which His194 and Glu212 are in the MM region: (a) a [10,9]-CISD(PDDG)/OPLS hybrid potential; and 
(b) a [10,9]-CISD(AM1)/OPLS hybrid potential. For each profile, energies of structures extracted from 
the real path (permanent neutral chromophore with initial QC/MM partitioning) are calculated for the 
S0 (red), T1 (green) and S1 (blue) electronic states with the modified hybrid potentials. Crosses show 
the energies of the optimized path structures with the modified hybrid potentials, and the real profile is 
shown in grey. The solid lines are the energies of the structures in the other electronic states.  
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Figure S8. Energy profile of photoconversion calculated with null atomic charges (MM) on His194 and 
a [10,9]-CISD(AM1)/OPLS hybrid potential. The QC/MM partition is used in which His194 and 
Glu212 are located in the MM region. Energies of structures extracted from the real path (permanent 
neutral chromophore with initial QC/MM partitioning) are calculated in the S0 (red), T1 (green) and S1 
(blue) electronic states. Crosses show the energies of the optimized path structures with the modified 
hybrid potential and the main differences with the real profile (shown in grey) are indicated by arrows. 
The solid lines are the energies of the structures in the other electronic states.  
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Figure S9. Energy profiles of photoconversion calculated with a modified QC/MM partitioning in 
which His194 and Glu212 are in the MM region. (a) and (c) are calculated with a [10,9]-
CISD(PDDG)/OPLS hybrid potential and (b) and (d) with a [10,9]-CISD(AM1)/OPLS hybrid potential. 
(a) and (b) have null atomic charges (MM) for Arg66; (c) and (d) null atomic charges (MM) for Arg91. 
For each profile, energies of structures extracted from the real path (permanent neutral chromophore 
with initial QC/MM partitioning) are calculated for the S0 (red), T1 (green) and S1 (blue) electronic 
states with the modified hybrid potentials. Crosses show the energies of the optimized path structures 
with the modified hybrid potentials, and the main differences with the real profile (shown in grey) are 
indicated by arrows. The solid lines are the energies of the structures in the other electronic states.  
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Movie S1 Simulation of the photoconversion in EosFP determined by NEB calculations with the hybrid 
potential [10,9]-CISD(PDDG)/OPLS. 
Movie S2 Simulation of the photoconversion in EosFP determined by NEB calculations with the hybrid 
potential [10,9]-CISD(AM1)/OPLS. 
Movie S3 Hydrogen-bond partners of the water molecule W1 in EosFP during PDDG-simulation of the 
photoconversion. 
Movie S4 Hydrogen-bond partners of the water molecule W1 in EosFP during AM1-simulation of the 
photoconversion. 
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Chapitre 6
Stabilité thermodynamique des
diérents états d'IrisFP
Une simple mutation dans EosFP a donné naissane à nouvelle protéine uo-
resente nommé IrisFP. Ce mutant, développé par nos ollaborateurs, présente des
propriétés uniques de photoativation. Il assoie en eet la photoonversion irréver-
sible de la forme sauvage à l'interruption réversible de la uoresene des formes
vertes et rouges. La ombinaison de es propriétés ore des possibilités d'appliation
importantes aux protooles émergents d'imagerie de super-résolution [123℄ ou enore
aux tehniques futures de stokage de masse sur des supports biologiques [124℄.
IrisFP onstitue par ailleurs un arhétype pour l'ingénierie des protéines uores-
entes. Nous avons tenté de omprendre omment une simple mutation peut engendrer
de telles modiations des propriétés photophysiques. Notre démarhe a été d'évaluer
la stabilité thermodynamique des diérents états d'IrisFP et de omparer elle-i à
des états existants ou virtuels hez EosFP. Une approhe rigoureuse devrait être le
alul des diérenes d'enthalpie libre par des méthodes de perturbation ou d'inté-
gration thermodynamiques [125, 126℄. Dans l'artile i-dessous, nous montrons que
de simples aluls d'enthalpies ont permis d'identier des fateurs déterminants de la
photophysique d'IrisFP.
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Structural characterization of IrisFP, an optical
highlighter undergoing multiple photo-induced
transformations
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Photoactivatable fluorescent proteins (FPs) are powerful fluores-
cent highlighters in live cell imaging and offer perspectives for
optical nanoscopy and the development of biophotonic devices.
Two types of photoactivation are currently being distinguished,
reversible photoswitching between fluorescent and nonfluores-
cent forms and irreversible photoconversion. Here, we have com-
bined crystallography and (in crystallo) spectroscopy to character-
ize the Phe-173-Ser mutant of the tetrameric variant of EosFP,
named IrisFP, which incorporates both types of phototransforma-
tions. In its green fluorescent state, IrisFP displays reversible
photoswitching, which involves cis–trans isomerization of the
chromophore. Like its parent protein EosFP, IrisFP also photocon-
verts irreversibly to a red-emitting state under violet light because
of an extension of the conjugated -electron system of the chro-
mophore, accompanied by a cleavage of the polypeptide back-
bone. The red form of IrisFP exhibits a second reversible photo-
switching process, which may also involve cis–trans isomerization
of the chromophore. Therefore, IrisFP displays altogether 3 distinct
photoactivation processes. The possibility to engineer and pre-
cisely control multiple phototransformations in photoactivatable
FPs offers exciting perspectives for the extension of the fluorescent
protein toolkit.
fluorescent proteins  microspectrophotometry  photoactivation 
photochromism  protein crystallography
In recent years, f luorescent proteins (FPs) from the greenfluorescent protein (GFP) family have gained enormous pop-
ularity as genetically encoded fluorescence markers (1). They
enable the visualization of a broad range of biological processes,
including gene expression, protein translocation within cells, and
cell movement during development. Photoactivatable FP vari-
ants have been recognized as particularly powerful imaging
tools. Their f luorescence emission intensity or color can be
controlled by irradiation with light of a specific wavelength,
which allows selective highlighting of subsets of protein mole-
cules within cells. This capability has been exploited in applica-
tions ranging from quantitative studies of protein movements in
live cells (2, 3) to optical nanoscopy (4–6), and photoactivatable
FPs may even be used in data-storage devices (7).
Two different groups of photoactivatable FPs are presently
being distinguished. Members of the first group undergo revers-
ible photoswitching between a fluorescent on state and a non-
fluorescent off state (8–10), whereas members of the second
group display irreversible photoconversion, either from a non-
fluorescent to a fluorescent state (11–13) or between 2 fluores-
cent states with different emission wavelengths (14–19).
The structural basis of reversible photoswitching has been
elucidated by crystallographic studies of several FPs including
Dronpa (20), mTFP0.7 (9), and asFP595 (21). In the absence of
light, the 4-(p-hydroxybenzylidene)-5-imidazolinone chro-
mophores of Dronpa and mTFP0.7 assume a cis conformation,
in which the anionic, f luorescent state of the chromophore is
predominant at physiological pH. Light-induced off-switching of
the fluorescence was proposed to arise from a cis–trans photo-
isomerization of the chromophore accompanied by a change of
its protonation state (22–24), a loss of chromophore planarity
and, for mTFP0.7, a more disordered chromophore structure in
the trans conformation (9). Alternatively, the loss of fluores-
cence in the off state was recently explained by light-induced
protonation of the Dronpa chromophore, associated with in-
creased chromophore flexibility, which enhances nonradiative
deactivation pathways (25). In this scenario, cis–trans isomeriza-
tion may occur as a side effect. In asFP595, the nonfluorescent
trans state is thermodynamically more stable than the cis state,
and light irradiation induces a trans–cis isomerization to the cis
state (21), in which a minor, zwitterionic state has been proposed
to promote fluorescence (26). When kept in the dark, reversibly
photoswitching FPs relax within minutes to several hours to the
thermodynamically more stable isomeric state.
For irreversible photoconversion, several mechanisms have
been identified. For EosFP, a photoconverting FP that changes
its emission color from green to red upon irradiation with violet
light (18), the X-ray structures have been determined for the
green and red forms (27, 28). They revealed a light-induced
extension of the conjugated -electron system of the chro-
mophore, accompanied by a breakage of the protein backbone
between the amide nitrogen and the -carbon of His-62 (EosFP
residue numbering is used throughout this article), with surpris-
ingly little change of the overall protein structure (27). Kaede
(29), KikGR (17), and Dendra (14) are further representatives
of green-to-red photoconverters that all share the tripeptide
His-62–Tyr-63–Gly-64 as the chromophore-forming unit. A
-elimination reaction has been invoked to explain backbone
cleavage, which may involve excited state proton transfer
(ESPT) from the neutral chromophore to His-62 (27, 29),
possibly assisted by dislocation of a water molecule (30). For
PA-GFP (11) and PS-CFP (13), irreversible photoactivation
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arises from stabilization of the anionic chromophore upon
irradiation with violet light, presumably due to decarboxylation
of Glu-212, as was earlier observed for GFP (31). Irreversible
photoactivation has also been noticed for PA-mRFP1 (12) and
the asFP595 Ala-148-Gly variant, also known as KFP1 (32); the
underlying structural changes have yet to be elucidated.
The presence of structurally diverse photoactivation mecha-
nisms suggests the intriguing possibility that multiple photo-
transformations can be implemented within a single photoacti-
vatable FP. Such a highlighter would enable sophisticated
photoactivation schemes that could help unravel complex pro-
tein interaction patterns. Here, we introduce IrisFP, a variant of
the tetrameric form of EosFP, which can be switched reversibly
between fluorescent and nonfluorescent forms in its green state,
then photoconverted from green to red, and finally switched
reversibly between fluorescent and nonfluorescent forms in its
red state. A structural characterization of IrisFP based on a
combination of X-ray crystallography and UV-visible spectro-
photometry on crystal and solution samples provides a detailed
picture of the different states of IrisFP at near-atomic level.
Results
Spectroscopic Characterization. In the course of random mutagen-
esis experiments on EosFP, the mutant Phe-173-Ser was gener-
ated. We discovered that this mutant undergoes multiple pho-
toactivation processes and, therefore, named it IrisFP (theGreek
goddess Iris personifies the rainbow). Optical absorption and
emission spectra of IrisFP solution samples and photographs of
crystals recorded after exposure to a variety of illumination
conditions are shown in Fig. 1. The corresponding spectra
measured on single crystals are presented in supporting infor-
mation (SI) Fig. S1; spectroscopic parameters determined on
solution samples are compiled in Table 1. In the green form of
IrisFP (Fig. 1A and Fig. S1A), the main absorption band peaks
at 487 nm; it is f lanked by a vibronic shoulder at 460 nm. A
minor absorption band resides at 390 nm. As for EosFP (18), the
pH dependence of the absorption spectra (Fig. S2) reveals that
the 487- and 390-nm bands are associated with the anionic and
neutral states of the chromophore, respectively. Fluorescence
emission, peaking at 516 nm, appears upon excitation of the
anionic chromophore; the neutral form is only marginally f lu-
orescent. The broader absorption/excitation bands of the anionic
species [full width at half maximum (FWHM) 55 nm] as com-
pared with EosFP (FWHM 25 nm) may reflect enhanced
conformational freedom of the chromophore in IrisFP, which is
also consistent with its decreased fluorescence quantum yield
(  0.43, Table 1).
Illumination of IrisFP solutions or crystals at room tempera-
ture by 488-nm light leads to pronounced changes in the optical
spectra (Fig. 1B and Fig. S1B). The absorption band of the
anionic species at 488 nm decays rapidly, concomitant with an
increase of the band of the neutral species at 390 nm. A crisp
isosbestic point at 426 nm (data not shown) suggests a light-
driven conversion of the chromophore from anionic to neutral.
The resulting species is essentially nonfluorescent. Such exper-
iments are usually difficult to perform with crystals, owing to
their high optical density (in IrisFP crystals, the penetration
depth is only 40 m at 488 nm). Nevertheless, an almost
complete loss of fluorescence can be achieved in crystallo
because progressive deactivation of layers of molecules in the
crystal ensures penetration of the actinic light into the bulk. The
nonfluorescent state of the chromophore is very stable; it
persists for hours in the dark (t1/2 5.5 h in solution). The
recovery (on switching) is markedly accelerated by illuminating
with 405-nm light, occurring within seconds. The quantum yields
for off and on switching are estimated as off  0.014 and on 
Fig. 1. Spectroscopic characterization of IrisFP. Absorption, excitation, and
emission spectra scaled to equal maximum amplitudes are depicted by solid,
dashed, and dotted lines, respectively. Emission spectra of green (red) IrisFP
were obtained by exciting at 488 (532) nm. Excitation spectra of green (red)
IrisFP were obtained by detecting at 550 (620) nm. (A) Green IrisFP. (B) Green
IrisFP before (green lines) and after (gray lines) illumination with 488-nm light.
(C) Red IrisFP (red lines) after photoconversion of green IrisFP (green lines)
with 405-nm light. (D) Red IrisFP before (red lines) and after (gray lines)
illumination with 532-m light. Spectra were recorded on solution samples in
potassium phosphate buffer, pH 9. Insets show pictures of green IrisFP crystals
before (B Upper) and after (B Lower) 488-nm illumination and of red IrisFP
crystals before (D Upper) and after (D Lower) 532-nm illumination, respec-
tively. Crystals are shown in bright-field mode (Insets, Left) and in fluorescence
mode (Insets, Right). Detailed experimental procedures are provided in
SI Text.
Table 1. Spectroscopic properties of IrisFP in solution
Parameter Green IrisFP Red IrisFP Green EosFP Red EosFP
max, ex/em, nm 488 / 516 551 / 580 506 / 516 571 / 581
, M1 cm1 52,200 35,400 72,000 41,000
QYfluorescence 0.43  0.02 0.47  0.02 0.70  0.02 0.62  0.03
QYoff switching* 0.014 0.0020 — —
QYon switching* 0.5 0.047 — —
QYgreen-to-red conversion 0.0018 — 0.0008 —
Effoff† 0.85 0.75 — —
t1/2, thermal recovery , h 5.5 3.2 — —
Detailed experimental procedures are described in SI Text. max, peak wavelength; ex, excitation; em, emission;
, extinction coefficient; QY, quantum yield; t1/2, half-life.
*Standard deviations are estimated as 25%.
†Switching efficiencies based on the following illumination conditions: Green IrisFP: 473 nm, 40 mW,10 min. Red
IrisFP: 532 nm, 50 mW, 10 min.
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0.5, respectively. Off/on switching can be repeated several times
in solution and in the crystal with minimal loss of fluorescence
due to photobleaching (Fig. S3). Overall, the reversible switching
behavior of green IrisFP resembles previous observations made
withDronpa (23) or mTFP0.7 (9), which suggests that IrisFPmay
undergo light-activated chromophore isomerization.
When stimulated by 405-nm laser light, the green IrisFP
chromophore turns red (Fig. 1C and Fig. S1C). This photocon-
version process gives rise to changes in the absorption and
excitation spectra analogous to those reported earlier for the
parent protein EosFP (18). The various bands can be assigned to
differently charged chromophore species based on their re-
sponse to pH changes (Fig. S2) and by comparison with EosFP.
The excitation spectrum shows that the anionic species absorbs
at 551 nm (with a vibronic shoulder at 515 nm) and fluoresces
at 580 nm, whereas the neutral species, with a broad absorption
feature at 450 nm, does not contribute to the fluorescence at
580 nm. Higher-order electronic transitions of the red chro-
mophore are visible in the spectral region 400 nm. Prolonged
exposure to violet light results in a slow decay of red fluores-
cence, possibly due to photobleaching. However, as a result of
intramolecular Fo¨rster resonance energy transfer (FRET) from
green to red subunits within the tetramer, already a moderate
405-nm light exposure yields an almost complete change to red
fluorescence. The quantum yield of photoconversion is en-
hanced as compared with that of the parent protein (green/red
1.8  103, Table 1).
Exposure of red-converted IrisFP to green light (532 nm)
induces yet another photoswitching event, characterized by a
decrease in the red fluorescence (Fig. 1D and Fig. S1D).
Concomitantly, absorption at 551 nm decreases and absorption
at 450 nm increases, which suggests that a neutral form of the
chromophore becomes stabilized. Under our experimental con-
ditions, a maximum switching yield of 75% could be achieved
(Table 1). In the dark, the new species slowly reverts to the red
fluorescent state (t1/23.2 h). The return is strongly accelerated
by exposure to 440-nm light. As for the green species, off/on
switching can be repeated several times in solution and in the
crystal with minimal loss of fluorescence due to photobleaching
(Fig. S3). The quantum yields of photoactivated off and on
switching of the red form are estimated to be off  0.0020 and
on  0.047, respectively. Interestingly, at moderate levels of
photoconversion to the red form, off-switching of the red
fluorescence results in an increase in green fluorescence (Fig.
S4), which arises from the loss of intramolecular energy transfer
from green to red monomers within tetrameric molecules.
X-Ray Crystallographic Characterization. To reveal the structural
basis of the spectroscopically observed photoactivation pro-
cesses in IrisFP, we performed X-ray structure analyses on
crystals that were exposed to light conditions chosen to enhance
particular species. Data collection and refinement statistics are
compiled in Table S1. The X-ray structure of the green form of
IrisFP, crystallized in the dark, was determined at a resolution
of 1.8 Å without prior light exposure. The asymmetric unit
consists of a well-defined tetramer. The individual subunits of
IrisFP show the classical -can fold, with no major deviation
from the EosFP structure (27), as indicated by the backbone rms
deviation of 0.36 Å between the 2 models. The anionic chro-
mophore is slightly nonplanar (Table S1), which may account for
the lower fluorescence quantum yield as compared with EosFP
(Table 1). The phenolate moiety is stabilized by a hydrogen bond
to Ser-142 and 2 water molecules (W-2188 and W-2017, Fig. 2
and S5A). The remarkable photoactivation properties of IrisFP
result from the replacement of Phe-173 by serine. In EosFP,
Phe-173 forces the side chain of Met-159 to establish van der
Waals contact with the hydroxybenzylidene moiety (Fig. 2). The
smaller Ser-173 side chain in IrisFP reduces these steric con-
straints, and the Met-159 side chain rotates away from the
chromophore. Two cavities are created (total volume 13 Å3),
each filled with a water molecule (W-2188 and W-2166, Fig. 2).
The less-densely packed chromophore environment of IrisFP
may lead to enhanced flexibility of the chromophore, which is in
line with the spectroscopic observations that, compared with
EosFP, the absorption and emission bands are broader and the
fluorescence quantum yield is reduced.
To examine the structural basis of photoswitching of the green
form of IrisFP, we illuminated a green crystal with 488-nm laser
light and flash-cooled it immediately afterward. A diffraction
dataset was collected to a resolution of 2.0 Å. An electron density
omit map is shown in Fig. S5B. From the superposition of the
refined models of the fluorescent and nonfluorescent forms in
Fig. 3A, it is evident that off switching is accompanied by a
cis–trans isomerization of the chromophore, as was earlier
reported for Dronpa (20) and mTFP0.7 (9). The trans isomer of
the chromophore is nonplanar (Table S1). Substantial rear-
rangements of residues Ser-142, His-194, Glu-212, Arg-66, and
Ile-157 in the chromophore cavity are also apparent (Fig. 3A).
The hydrogen bond between the phenolate oxygen of the cis
chromophore and the Ser-142 hydroxyl side chain is removed
and Ser-142 achieves a double conformation, either reorienting
toward the solvent or H-bonding to His-194 and W-2188. The
trans chromophore hydrogen-bonds to the presumably deproto-
nated carboxylate group of Glu-144 and to W-2032, most
probably assuming a protonated phenolic form consistent with
the observed loss of fluorescence and the increased absorption
at 390 nm. The hydrogen-bonding network linking Glu-212 and
Glu-144 via His-194 in the cis conformation involves Arg-66 in
the trans conformation, implying large conformational rear-
rangements of the latter 2 residues similar to those observed in
Dronpa (20) or mTFP0.7 (9). In addition, the side chain of
Ile-157 undergoes a flip of 145°, possibly because of transient
repulsion during chromophore isomerization. Based on these
structures, the enthalpy difference between the 2 isomeric forms
of green IrisFP was estimated from QM/MM molecular dynam-
ics as 68 kJ/mol (SI Text and Table S2). This value is substantially
smaller than the one estimated for EosFP (114 kJ/mol), assuming
a similar trans structure. Calculations performed with null
atomic charges for Ser-142 suggest that the stability of the trans
isomeric state largely depends on the electrostatic interactions
Fig. 2. Changes in the chromophore environment induced by the F173S
mutation in EosFP. Common structural elements of EosFP and IrisFP are
represented with green carbon atoms. Residues Phe-173 and Met-159 in EosFP
are represented with gray carbon atoms, whereas the mutated residue Ser-
173 and residue Met-159 in IrisFP are represented with cyan carbon atoms. The
2 water molecules (W-2188 and W-2166) are represented with cyan spheres,
and W-2017 is represented with a green sphere. Hydrogen bonds are shown
with dashed lines and van der Waals interactions with dotted lines.
Adam et al. PNAS  November 25, 2008  vol. 105  no. 47  18345
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between this residue and its environment. These interactions are
much more favorable in IrisFP than in EosFP (Table S3).
Diffraction data collected on a green IrisFP crystal after recov-
ery in the dark from the off state confirmed the reversibility of
the cis–trans isomerization, as the resulting structure was indis-
tinguishable from the one of the initial f luorescent state (data
not shown).
To determine the structure of red IrisFP, a green crystal was
illuminated by 405-nm light and flash-cooled to collect a dif-
fraction dataset at 2.0-Å resolution. Backbone cleavage between
Phe-61 and His-62 was firmly established on the basis of omit
electron density maps (Fig. S5C). Except for this modification,
the superposition of the modeled chromophore environments of
the green and red forms in Fig. 3B shows a nearly unperturbed
chromophore pocket, as was observed earlier for red EosFP (27).
A water molecule proximal to His-62 is dislocated in the red
form, as was recently also reported for Kaede (30). These results
support the notion of identical green-to-red photoconversion
mechanisms for IrisFP and EosFP. Signs of radiation damage
that could be caused by the long violet-light exposure of the
sample, such as decarboxylation of Glu-212, were not noticeable.
To investigate the structural basis of reversible photoswitching
of the red form of IrisFP, a green crystal was irreversibly
photoconverted to the red form by illumination with 405-nm
light and subsequently exposed to 532-nm light to induce re-
versible switching. After flash-cooling, diffraction data were
collected to 2.2-Å resolution. In addition to the features char-
acteristic of green-to-red photoconversion of IrisFP, the electron
density map shows the p-hydroxybenzylidene ring in both the cis
and trans conformations (Fig. S5D). This observation suggests a
partial cis–trans isomerization of the chromophore, with features
similar to those displayed by green off-switched IrisFP (Fig. 3A).
However, the multiple conformations coexisting in the crystal,
possibly as a result of limited penetration of green light within
the crystal, made a reliable structural refinement difficult. Thus,
assuming a trans conformation of the chromophore, only a
tentative, energy-minimized model of the off-switched state
could be produced (Fig. 3C and Fig. S5D). Based on this model,
the enthalpy difference between the 2 isomeric states of red
IrisFP was calculated to be 62 kJ/mol (Table S2). As for the green
form, this difference is much higher for wild-type EosFP (122
kJ/mol) because of the less-favorable interactions of Ser-142 with
its environment.
Discussion
From the spectroscopic and crystallographic data presented
here, it is evident that 2 photoactivation mechanisms occur in
IrisFP: reversible photoswitching between a fluorescent and a
nonfluorescent state, based on cis–trans isomerization of the
chromophore, and irreversible green-to-red photoconversion
between 2 different fluorescent forms of the chromophore. Fig.
4 summarizes the different optical states of IrisFP, highlighting
the richness of its photophysics.
Superposition of the structures of IrisFP, Dronpa, and
mTFP0.7 in their f luorescent cis and nonfluorescent trans states
(Fig. S6) suggests that reversible photoisomerization in these
proteins proceeds by similar mechanisms. In all 3 proteins,
rotation of the chromophore is coupled to concerted motions of
His-194 and Arg-66. Glu-212 and Glu-144 act as nanotweezers,
providing hydrogen bonds to His-194 in the cis configuration and
to Arg-66 in the trans configuration and, thereby, stabilizing both
conformations. However, this common configuration is clearly
not sufficient to enable photoswitching, as it is also found in the
cis state of nonphotoswitchable FPs such as EosFP or Kaede
(29). Stabilization of the trans conformation of the chromophore
requires additional interactions that, in particular, compensate
for the cost of breaking the hydrogen bond linking the phenolate
oxygen of the benzylidene group to Ser-142 in the cis state.
Comparison between EosFP and IrisFP allows a precise iden-
tification of these additional interactions. Our enthalpy calcu-
Fig. 3. Structural changes of the chromophore pocket upon phototransfor-
mation of IrisFP. (A) Superposition of the native green state (green) and the
first reversibly switched state (black) obtained upon illumination at 488 nm.
(B) Superposition of the native green state (green) and the irreversibly pho-
toconverted red state (red) obtained after illumination at 405 nm. (C) Super-
position of the red state (red) with the second reversibly switched state (black)
obtained upon illumination at 405 nm, followed by illumination at 532 nm. In
C, a putative model of the trans state of red IrisFP is shown (black). Hydrogen
bonds are shown as dotted lines. Water molecules are shown as spheres.
Fig. 4. Photoinduced transformations in IrisFP. Structural motions induced
by light are represented by curved arrows of the same color as those used to
represent light illumination at specific wavelengths. CG, cis-green Iris; tG,
trans-green Iris; cR, cis-red Iris; tR, trans-red Iris.
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lations (Table S3) suggest that an essential factor is the avail-
ability of a polar environment around Ser-142 in the trans state.
In IrisFP, such an environment is provided by the repositioning
of Met-159 and by the introduction of water molecule W-2188.
As a consequence, Ser-142 may either hydrogen-bond to His-194
and W-2188 or reorient toward the solvent. Our molecular-
dynamics simulations suggest that these 2 options are prohibited
in EosFP because of the hydrophobic character of Met-159
residing in close vicinity of Ser-142 (Table S2 and Table S3). In
Dronpa andmTFP0.7, Ser-142 is also observed to find hydrogen-
bonding partners inside the barrel or to reorient toward the
solvent in the trans configuration of the chromophore. Thus,
there are several structural solutions to the problem of stabilizing
Ser-142 (Fig. S6): in comparison with EosFP, Dronpa has a
valine instead of Ile-157, mTFP0.7 a histidine instead of Met-
159, and IrisFP a serine instead of Phe-173.
Another factor contributing to the stability of the trans state
is the network of interactions available around the phenolic
oxygen of the chromophore’s benzylidene moiety in this state. In
IrisFP, the phenolic oxygen is stabilized by Glu-144 and water
moleculeW-2032, which both provide hydrogen bonding. There-
fore, in contrast to Dronpa and mTFP0.7, the chromophore
environment in the trans conformation appears largely polar.
Whereas bistability is an essential property of photoswitchable
FPs, efficient photoswitching requires a low transition barrier
between the 2 isomeric states. Free space around the p-
hydroxybenzylidene moiety of the chromophore can clearly
influence the photoswitching kinetics. The superposition of the
cis forms of EosFP, Dronpa, and mTFP0.7 (Fig. S6A) reveals
that these proteins provide rather similar steric environments
around the chromophore. In contrast, in IrisFP, the mutation
Phe-173-Ser creates significantly more space around the chro-
mophore, notably by displacing Met-159 (Fig. 2). This observa-
tion might relate to the exceptional switching quantum yields
measured for this protein. Interestingly, the Dronpa mutant
Met-159-Thr shows substantially faster photoswitching kinetics
than Dronpa (33). Presumably, even more space is freed around
the chromophore in this variant, further lowering the transition
barrier at the expense of a much reduced fluorescence quantum
yield.
It is interesting to note that the 3 proteins compared in Fig. S6
have a different first amino acid in the chromophore-forming
triad, namely cysteine in Dronpa, histidine in IrisFP, and alanine
in mTFP0.7. Therefore, on/off switching by photoisomerization
apparently does not depend on the nature of this amino acid. We
also noticed that the carboxylate group of Glu-212 in IrisFP
rotates by 90° upon isomerization and forms a hydrogen bond to
the presumably unprotonated nitrogen of the chromophore’s
imidazolinone moiety, contrary to what is observed in Dronpa or
mTFP0.7. Therefore, Glu-212 in the neutral trans chromophore
configuration appears to be protonated. Assuming that this
residue is also protonated in the neutral cis chromophore
configuration, this observation may implicate Glu-212 as a
potential donor of a proton in the putative -elimination reac-
tion leading to green-to-red photoconversion in EosFP-type
proteins (27, 29). In the trans configuration of green IrisFP, the
Glu-212 carboxylate side chain appears too far removed from
His-62 for efficient proton transfer (Fig. 3A). Therefore, green-
to-red photoconversion is unlikely to occur from the neutral
trans state. Rather, absorption of a violet photon may lead to
deprotonation of the phenol oxygen (via excited-state proton
transfer), favoring back-isomerization to the cis state, from
which photoconversion to the red form may readily occur. The
excited-state behavior of photoactivatable proteins is to a large
extent determined by the protonation states of the chromophore
and its environment (23, 26). Therefore, more detailed investi-
gations of these protonation states and their interplay with
isomerization will be required to decipher the photoactivation
mechanisms of IrisFP.
One could be concerned that the presence of multiple pho-
totransformations in IrisFP would result in poor yields for each
of them and in a high susceptibility to photobleaching. However,
reversible photoswitching in green IrisFP displays a remarkable
efficiency compared with other Dronpa-like proteins. The yield
of green-to-red photoconversion is also slightly increased com-
pared with its parent protein EosFP, although red IrisFP appears
more susceptible to photobleaching than EosFP. However, upon
illumination with violet light, no chromophore photodamage is
apparent in our crystal structures.
Our structural data suggest that the mechanisms for reversible
photoswitching are essentially the same for green and red IrisFP,
although the inhomogeneous chromophore conformation in the
X-ray structure of photoswitched red IrisFP still leaves some
possibility that isomerization may not be strictly required for
switching in this state, as suggested for Dronpa (25). From the
backbone breakage next to the chromophore in red IrisFP, which
has also been noticed for the photoisomerizable marker protein
asFP595 (21), one may expect an enhanced conformational
f lexibility of the chromophore and thus a facilitated light-
induced isomerization. We noticed, on the contrary, that red
IrisFP can be photoswitched to the nonfluorescent trans form
slightly less efficiently than green IrisFP.
Incomplete green-to-red photoconversion may pose some
limitations in one or the other marker application. Nevertheless,
these adverse effects are greatly alleviated in the tetrameric form
of IrisFP if we deliberately choose to only partially photoconvert
the marker proteins in the sample. The strong FRET coupling
between the chromophores in the tetramer leads to red fluo-
rescence emission upon excitation of the green chromophores
even if only 1 of the 4 chromophores is converted into its red
fluorescent cis form (34). Off switching of the red form then
results in the reappearance of green emission because the trans
configuration of the neutral red chromophore does not absorb
green light (Fig. S4). Thus, the partially red-converted tetramer
effectively shows an interconversion between 2 bright states, red
and green (Fig. S7). Such a mechanism is reminiscent of a
technique used in DsRed to induce a color change (35) and also
relates to the recently designed protein Phamret (36). It could be
exploited further in tandem dimer constructs.
To turn IrisFP into a widely applicable highlighter protein, we
aim to develop a monomeric version by introducing similar
modifications as in EosFP (18), hoping that it will exhibit the
same multiple photoactivation processes that we have observed
here for the tetramer.
Conclusions
Photoactivatable FPs hold great promises for applications in cell
biology. However, reversibly photoswitchable FPs are not visible
in their off state, and photoconvertible FPs are limited by the
nonreversible nature of photoconversion. These drawbacks may
be alleviated with new highlighters such as IrisFP, which com-
bine the 2 modes of photoactivation. Other applications taking
advantage of the multiple phototransformations displayed by
IrisFP will undoubtedly emerge, including two-color nanoscopy
and sequential photoactivation schemes that can be beneficial
for unraveling complex protein–protein interactions. IrisFP also
hints at the possibility to combine read-only and rewritable
capabilities in future mass storage media.
Materials and Methods
The experimental procedures are briefly sketched in the following; a detailed
description is provided as SI Text. IrisFP was overexpressed and purified as
EosFP (18). Rod-shaped crystals (0.2  0.2  0.8 mm3) were grown at 20 °C in
2.4 M ammonium sulfate, 0.1 M bicine (pH 8.4).
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X-ray data were collected at 100 K at the European Synchrotron Radiation
Facility (ESRF). Crystal structures of IrisFP were solved by molecular replace-
ment using EosFP as a starting model. To induce phototransformations,
crystals were illuminated in their crystallization drops before flash-cooling.
Illumination conditions are described in SI Text.
Spectra on solutions were taken at room temperature, by using protein
concentrations of 10 M (absorption) and 1 M (fluorescence) in 100 mM
potassium phosphate buffer (pH 9.0). In crystallo spectroscopy was carried out at
100 K by using the microspectrophotometer of the Cryobench laboratory (37).
Enthalpy differences between pairs of phototransformed states in IrisFP
and wild-type EosFP were calculated with the fDynamo library (38), by using
a QM/MM potential. The chromophore and the His-194 and Glu-212 side
chains were in the QM region, and the remaining atoms were in the MM
region. Enthalpy differences were estimated in 2 ways, by energy minimiza-
tion of single structures and by Langevin molecular dynamics at 300 K for 100
ps with a time step of 1 fs.
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Crystallization. IrisFP was expressed in Escherichia coli (strain
M15pREP4) and purified as described for EosFP (1). Crystals
were grown at 20 °C in 2.4 M ammonium sulfate, 0.1 M bicine
(pH 8.4), using the hanging-drop vapor-diffusion method. Rod-
shaped crystals appeared within 24 h and reached their final size
of (0.2 0.2 0.8) mm3 within a few days. For low-temperature
measurements, crystals were rapidly transferred to a cryopro-
tectant solution [10% glycerol/2.4 M ammonium sulfate/0.1 M
bicine (pH 8.4)] before being flash-frozen in liquid or gaseous
nitrogen at 100 K.
X-Ray Structure Analysis. X-ray diffraction experiments were
performed at the European Synchrotron Radiation Facility
(ESRF). IrisFP crystals were kept at 100 K during data
collection by using a nitrogen stream. Data collection of IrisFP
in its green f luorescent (on) and nonf luorescent (off) states
was performed on beamline ID14-3 (X-ray wavelength  
0.931 Å). Data of the red state were collected on beamline
ID23-1 (  0.816 Å). Data of the red off state were collected
on beamline ID29 ( 0.979 Å). Datasets were integrated and
scaled with XDS (2). Data collection and model refinement
statistics are compiled in Table S1.
Crystal structures were solved by molecular replacement with
the program Molrep (3), using the coordinates of the wild-type
EosFP (PDB ID code 1ZUX) as a search model. Crystallo-
graphic refinement was performed with Refmac (4) and Coot
(5). Chromophore restraints were generated in Libcheck (6)
from idealized coordinates found in the Hic-Up database (7).
Attempts to force chromophore planarity resulted in residual
difference electron density in Fobs  Fcalc maps. Overall rms
deviations were calculated with the program Superpose (8).
Cavity volumes were determined by using the program CASTp
(9). 2Fobs  Fcalc composite omit maps were calculated with
OMIT (10), using phases from the green structure of IrisFP. The
putative model of the IrisFP red off state was energy-minimized
with a QM/MM potential using the fDynamo library (11).
Hydrogen atoms were added according to pKa calculations at pH
7.0 (12). Each monomer was optimized separately. The chro-
mophore and the side chains of Arg-66, Ser-142, Glu-144,
His-194, and Glu-212 were placed in the QM region and treated
with the PDDG semiempirical method (13), whereas the re-
maining atoms were in the MM region and treated with the
OPLS force field (14). Figs. 2 and 3 and Figs. S5 and S6 are based
on the structures of IrisFP monomer B. Minor deviations from
these structures are observed in monomers A, C, and D that do
not affect the conclusions drawn.
Solution Spectroscopy. A few microliters of a concentrated stock
solution of IrisFP were added to 100 mM potassium phosphate
buffer to obtain a final concentration of 10 M (absorption)
and 1 M (fluorescence), respectively. Absorption spectra were
recorded at room temperature on a Cary 1 spectrophotometer
(Varian) with a resolution of 1 nm. Fluorescence excitation and
emission spectra were measured at 25 °C on a SPEX Fluorolog
II spectrofluorometer (Spex Industries) with the excitation line
width set to 0.85 nm. Emission spectra were recorded with
2.2-nm resolution and corrected for the wavelength dependence
of the detector efficiency.
Extinction coefficients of green and red IrisFP chromophores
were obtained in the following way. An absorption spectrum of
green IrisFP at pH 7 was measured, from which the extinction
coefficient of IrisFP at 280 nm was estimated by considering the
number of aromatic amino acids contributing to the band (20).
The extinction coefficient of the green anionic chromophore was
calculated with reference to the absorption at 280 nm, taking into
account that, at pH 7, only a fraction of the chromophores is
anionic. Subsequently, the sample was partially photoconverted,
and the spectrum was modeled with the contributions assigned
to green and red IrisFP. From the loss of the green species and
the concomitant gain of the red species due to photoconversion,
we calculated the extinction coefficient of the red species, taking
into account that the extinction coefficient at 551 nm solely
originates from anionic red chromophores. This latter method
avoids problems arising from partial deterioration of the sample
due to photoconversion. In Fig. 1C, full photoconversion to red
IrisFP was accompanied by such partial deterioration; hence, an
estimation of the extinction coefficient of the red form based on
the absorption ratio between 280 nm and 551 nm leads to an
artificially low value.
Reversible photoswitching of green IrisFP was achieved by
illuminating the sample solution with light of 488 nm at 85
W/cm2 (on/off switching) and 405 nm at 85 W/cm2 (off/on
switching), respectively. For reversible photoswitching of red
IrisFP, 532-nm (on/off switching, 2 mW/cm2) and 458-nm
(off/on switching, 11 mW/cm2) light was used. Green-to-red
photoconversion was induced by illumination with 405-nm
light (30 mW/cm2).
To estimate the quantum yields of the different phototrans-
formations, 20 l of dilute protein solution (concentration 1
M) were filled into a 1  10  30 mm quartz cuvette and
illuminated with light of the respective wavelength (see above).
The light source was carefully adjusted to evenly illuminate the
entire sample volume. The fluorescence intensity was recorded
as a function of time at the appropriate wavelength (green-Em 
520 nm, red-Em  620 nm) by using a SPEX Fluorolog II
spectrofluorometer (Spex Industries). The kinetics were fitted
with a stretched exponential,
y A1exp / t  A0.
Average phototransition times ; were determined according to



	1

,
where 	 represents the gamma function. For photoswitching
processes, absolute quantum yields 
 were calculated by using


1

 hc  Aill  NA
P      ln 10
,
with Planck constant, h, speed of light, c, sample cross-section,
Aill, Avogadro constant,NA, power density, P, wavelength, , and
extinction coefficient, . To ensure that our experimental pro-
tocol was reliable, photobleaching experiments were performed
on Coumarin 307, and we obtained results that were identical to
published data (15). For the photoconversion process with
405-nm illumination, Coumarin 307 was taken as a reference and
the quantum yield was obtained as

 
coumarin
coumarincoumarin

.
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In crystallo Spectroscopy. Absorption and fluorescence spectra in
crystals were recorded at 100 K by using the microspectropho-
tometer of the Cryobench laboratory (16). Crystals in standard
cryoloops were quickly dipped into the cryoprotectant solution
[10% glycerol/2.4 M ammonium sulfate/0.1 M bicine (pH 8.4)]
and placed under a nitrogen flow stream. Spectra were recorded
by using a CCD-based spectrometer (HR2000; Ocean Optics).
Absorption spectra were recorded with a white light source
(DH2000-BAL; Ocean Optics). Green and red fluorescence
were excited by using lasers emitting at 488 nm (532-MAP-A01;
Melles-Griot) and 532 nm (NG-11010-110; JDS Uniphase),
respectively. Fluorescence emission spectra were collected by
using short excitation light pulses (10 ms) to prevent photo-
bleaching.
To induce the various phototransformations in the crystals,
IrisFP crystals were illuminated in their crystallization drops before
freezing, using optical fibers. The reversible switching of the green
form was induced by exposing the crystals for 2 min to 488-nm
laser light at 1 W/cm2. The nonreversible photoconversion from
green to red was induced by exposing the crystals for 30 min to
405-nm laser light at 2.4 W/cm2. Reversible switching of the red
formwas induced by illuminating the crystals for10minwith laser
light at 532 nm (370 mW/cm2).
Enthalpy Calculations. Enthalpy differences between pairs of pho-
totransformed states in IrisFP and wt-EosFP were calculated
with the fDynamo library (11). The states of the proteins were
modeled starting from the crystallographic structures; their
protonation states at pH 7 were estimated by using pKa calcu-
lations (12). The resulting structures were then solvated in a
cubic box of water molecules that contained sufficient sodium
ions to ensure a total system charge of zero.
The potential energy of the system was calculated by using a
QM/MM potential. The chromophore and the His-194 and
Glu-212 side chains (monomer B) were in the QM region and
described by either the AM1 (17) or PDDG (13) semiempirical
methods. The remaining atoms were in the MM region and
treated with the OPLS force field (14) and the TIP3P water
model (18). Nonbonding interactions within the MM region and
between the QM and MM atoms were calculated by using an
atom-based force-switching truncation function with inner and
outer cutoffs of 8.0 Å and 12.0 Å, respectively. Periodic boundary
conditions were applied.
To focus on local modifications around the chromophore,
atoms at a distance of more than 10 Å from the C of Tyr-63
were not allowed to move in each of the simulations. The fixed
atoms were identical for calculations on different states of the
same protein so as to ensure a valid comparison of the potential
energies. Likewise, the condition that the number of atoms in
each state is the same required us to keep Glu-212 deprotonated
in the structures with the trans conformation of the chro-
mophore. We considered this a reasonable approximation, given
that protonation of glutamate is unnecessary in the photoswitch-
ing reaction of Dronpa-like proteins.
Enthalpy differences between different states of the same
protein were estimated in 2 ways (Table S2): (i) by energy
minimization of single structures for each state, which is equiv-
alent to a calculation at 0 K, and (ii) by Langevin molecular
dynamics simulations at 300 K with time steps of 1 fs. Each
simulation covered 100 ps. The enthalpy of each state was
estimated by averaging the potential energies of 1,000 structures
after the system had equilibrated. To identify differences in the
intramolecular interactions between IrisFP and wild-type
EosFP, energy calculations were done on structures resulting
from the above simulations, using null atomic charges on specific
residues. All unfixed residues of the MM region were scanned in
this way, and it was found that Ser-142 has a predominant effect
(Table S3).
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Fig. S1. Absorption and fluorescence spectra of IrisFP crystals at 100 K, depicted by solid and dotted lines, respectively. The emission spectra of the green and
the red forms of IrisFP were obtained by exciting at 488 nm and 532 nm, respectively. (A) Green IrisFP. (B) Green IrisFP before (green lines) and after (gray lines)
illumination with 488-nm light. (C) Red IrisFP (red lines) after photoconversion of green IrisFP (green lines) at 405 nm. (D) Red IrisFP before (red lines) and after
(gray lines) illumination with 532-nm light.
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Fig. S2. Solution absorption spectra of green (Upper) and red (Lower) IrisFP at pH 5 (black), pH 7 (red), and pH 9 (green).
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Fig. S3. Reversible photoswitching of IrisFP. (A) Solution state. (Left) Green IrisFP (0.1M bicine, pH 9). The samplewas exposed to continuous illuminationwith
488-nm light (50 mW/cm2), while 405-nm light (37 mW/cm2) was switched on every 30 s for 10 s. (Right) Red IrisFP (0.1 M potassium-phosphate, pH 7). After
photoconversion, the sample was exposed to continuous illumination with 561-nm light (49 mW/cm2), while 440-nm light (31 mW/cm2) was switched on every
120 s for 30 s. (B) Crystalline state. (Left) Green IrisFP. A capillary mounted crystal was exposed to continuous illumination with 488-nm light (2.5 W/cm2), while
405-nm light (1W/cm2) was switched on every 7.5 s for 25 ms. Crystal drying was observed at the end of the series, explaining the faster decay as compared with
the solution state. (Right) Red IrisFP. A capillary mounted crystal was photoconverted and exposed to continuous illumination with 532-nm light (7.5 W/cm2),
while 440-nm light (1 W/cm2) was switched on every 7.5 s for 200 ms.
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Fig. S4. Red–green photoswitching due to the intramolecular FRET effect. Partial green-to-red photoconversion of the IrisFP tetramer leads to predominantly
redfluorescence, evenwhenexcited at 488nm, becauseof intramolecular FRET fromgreen to redmonomers. Actinic illuminationof thesepartially red tetramers
with green light ( 532 nm) reversibly photoswitches the red monomers to their nonfluorescent form. As a consequence, excitation at 488 nm does not result
in FRET anymore and hence generates an increase in green fluorescence.
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Fig. S5. Omit electron density maps at 1.0  of the various states of IrisFP. Stereo views are shown. (A) Green state. (B) First reversibly switched state (green
‘‘off’’). (C) Red state. (D) Second reversibly switched state (red ‘‘off’’). All structures unambiguously show the conformation of the chromophore triad. After the
first reversible switching (B), isomerization is essentially complete in the crystal. No increased disorder is noticed in the trans state. (C and D) For red IrisFP, the
maps clearly indicate backbone cleavage between Phe-61 and His-62. In D, the density map suggests a mixed occupation by the cis and trans states of the
chromophore.
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Fig. S6. Superposition of the chromophores and close environments of IrisFP, EosFP, Dronpa, and mTFP0.7 in stereoview representation. (A) Chromophores
and surrounding side chains of monomer B of green IrisFP, green EosFP (PDB ID code: 1ZUX), Dronpa (PDB ID code: 2IOV) and mTFP0.7 (PDB ID code: 2OTB) are
shown in the cis conformation in red, cyan, green, and blue colors, respectively. (B) Trans conformations of IrisFP, Dronpa, and mTFP0.7. Residues are labeled
according to IrisFP.
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Fig. S7. Reversible red–green photoswitching in tetrameric IrisFP. (A) Complete photoconversion of the tetramer fromgreen to red IrisFP is assumed, resulting
in the ‘‘normal’’ photoswitching behavior between a red bright state and a dark state. (B) Because of intramolecular FRET, partial photoconversion of the
tetramer can be used to generate reversible photoswitching between 2 bright states. Colored halos represent the emission colors.
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Table S1. Data collection, refinement, and structure quality statistics of the different forms of IrisFP reported in this work
Dataset
Green cis Green trans Red cis Red trans
PDB ID code 2VVH 2VVI 2VVJ —
Data collection
Beamline ESRF / ID14–3 ESRF / ID14–3 ESRF / ID23–1 ESRF / ID29
Wavelength, Å 0.931 0.931 0.816 0.979
Space group P 212121 P 212121 P 212121 P 212121
Cell dimensions
a, Å 86.34 81.31 85.67 81.29
b, Å 96.55 96.38 96.62 96.60
c, Å 139.83 140.61 140.17 141.10
Resolution, Å 45.6–1.8 (1.9–1.8) 46.6–2.0 (2.2–2.0) 45.7–2.0 (2.1–2.0) 42.3–2.2 (2.5–2.2)
Rsym, %* 5.9 (42.8) 10.3 (46.8) 6.7 (43.6) 8.2 (54.7)
Mean I/(I) 19.06 (3.46) 10.1 (2.8) 15.37 (3.44) 12.30 (2.82)
Completeness, % 99.6 (99.6) 97.3 (98.6) 99.1 (99.0) 98.4 (99.4)
Redundancy 4.7 (4.6) 3.7 (3.7) 4.0 (3.9) 4.0 (4.0)
No. of unique
reflections
108,316 (15,990) 73,301 (18,250) 78,543 (10,568) 56,167 (17,806)
Wilson B factor, Å2 29.6 33.9 35.8 42.1
Refinement
Observations/
parameters
3.22 2.22 2.35 —
Rwork/Rfree† 0.185 / 0.218 0.193 / 0.251 0.186 / 0.232 —
No. of atoms
Total 8,444 8,189 8,217 —
Protein 7166 7086 7159 —
Other 91 96 91 —
Water 1,187 1,007 967 —
Mean B factor, Å2 23.1 27.4 30.4 —
Rmsd
Bond lengths, Å 0.009 0.011 0.008 —
Bond angles, ° 1.209 1.322 1.163 —
Chromophore planarity‡
Dihedral angle 1, ° 5.7  1.9 176.4  0.8 14.8  2.3 —
Dihedral angle 2, ° 12.3  0.7 40.3  8.4 21.6  2.7 —
Ramachandran plot,§ %
Most favored 93.7 93.3 93.5 —
Additionally allowed 6.3 6.7 6.5 —
Generously allowed 0.0 0.0 0.0 —
Disallowed 0.0 0.0 0.0 —
Values in parentheses refer to the highest-resolution shell.
*Rsym  ¥j¥hIh,j  Ih/¥j¥h Ih,j.
†Rwork  ¥hFobs  Fcalc/¥h Fobs. Rfree is calculated with a small fraction (5%) of reflections chosen to be part of a test group.
‡Chromophoreplanaritywas assessedby themeasurementof thedihedral angles linkingatomsN15-C9-C8-C7 (dihedral angle 1) andC9-C8-C7-C5 (dihedral angle
2) of the chromophore (averaged over the 4 molecules of the asymmetric unit).
§Determined by PROCHECK (19).
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Table S2. Calculated enthalpy differences between the isomerized states of the chromophore
in IrisFP and EosFP
Simulation method QM/MM potential
H (cG3 tG),
kJmol1
H (cR3 tR),
kJmol1
IrisFP EosFP IrisFP EosFP
Optimization AM1/OPLS 62 107 69 110
Optimization PDDG/OPLS 55 129 66 116
Dynamics AM1/OPLS 68 114 62 122
cG, cis-green; tG, trans-green; cR, cis-red; tR, trans-red.
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Table S3. Enthalpy differences between the isomerized states of the chromophore in IrisFP
and EosFP, calculated with null atomic charges (MM) for Ser-142
Simulation method QM/MM potential
H (cG3 tG),
kJmol1
H (cR3 tR),
kJmol1
IrisFP EosFP IrisFP EosFP
Optimization AM1/OPLS 64 67 70 70
Optimization PDDG/OPLS 58 97 60 83
Dynamics AM1/OPLS 51 53 45 58
cG: cis-green; tG, trans-green; cR, cis-red; tR, trans-red.
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Conlusion et perspetives
Nous avons appliqué des tehniques de simulation numérique à diérentes pro-
téines uoresentes d'intérêt. L'étude de dynamique moléulaire a permis de déteter
les nes interations de van der Waals qui onditionnent l'amélioration des propriétés
de uoresene dans la Cerulean par rapport à l'ECFP (Enhaned Cyan Fluores-
ent Protein). Nous avons également éluidé le méanisme de photoonversion de la
protéine uoresente EosFP par l'utilisation de potentiels MQ/MM appropriés au
traitement des états exités. L'analyse des interations életrostatiques révèle le pou-
voir atalytique déterminant de ertains résidus polaires dans l'environnement du
hromophore. Finalement, la stabilité thermodynamique des diérents états strutu-
raux de la protéine IrisFP a été évaluée par des simulations MQ/MM. Là enore, les
interations életrostatiques jouent un rle manifeste dans les propriétés photophy-
siques omplexes de e nouveau marqueur biologique.
Il serait désormais intéressant d'exploiter les résultats de es études par des pro-
jets de mutagénèse dirigée. Certaines mutations devraient permettre d'améliorer le
rendement quantique de uoresene des protéines yans. Egalement, l'insertion de
nouveaux résidus polaires dans l'environnement du hromophore des protéines pho-
toonvertibles devrait failiter la rupture photo-induite de leur haîne peptidique.
Enn, une étude des méanismes réationnels de photo-isomérisations d'IrisFP per-
mettrait de mieux omprendre la oordination des grands hangements struturaux
qui aompagnent es transformations.
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Conlusion générale
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La simulation numérique est un moyen approprié à l'étude des systèmes biolo-
giques à l'éhelle atomique. Nous avons présenté ertaines appliations de simulation
numérique aux protéines uoresentes. Ces études fournissent des informations qui
sont diiles à obtenir par des tehniques expérimentales. En partiulier, elles ré-
vèlent des interations intramoléulaires déterminantes pour la fontion biologique.
Nous avons examiné de faibles interations de van der Waals qui inuenent
les propriétés de ertaines protéines. Cependant, les interations életrostatiques de-
meurent les plus fortes et onditionnent souvent les propriétés d'un système moléu-
laire. Ces interations peuvent avoir un eet atalytique déterminant sur une réation
himique. Elles peuvent par ailleurs stabiliser un état strutural donné. Il est don
néessaire de modéliser onvenablement les interations életrostatiques dans les sys-
tèmes moléulaires.
Des travaux omme eux que nous avons présentés pour le traitement des intera-
tions életrostatiques devraient ontribuer à améliorer l'eaité et la préision des
méthodes de simulation. Ces eorts devraient permettre à la modélisation moléu-
laire d'aquérir une plae de plus en plus importante dans le domaine des sienes du
vivant.
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Annexe A
Informations supplémentaires sur les
tests des méthodes de partition
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Tab. A.1: Charge de l'oxygène de l'eau pour diérentes méthodes à partir d'une
fontion d'onde HF alulée ave diérents jeux de fontions de base.
Base ESP MLK LNR
STO-3G -0,64 -0,38 -0,44
3-21G -0,89 -0,74 -0,70
6-31G* -0,82 -0,90 -0,83
6-311G** -0,80 -0,50 -0,49
6-311++G** -0,83 -0,51 -0,50
-pVTZ -0,75 -0,48 -0,49
-pVQZ -0,75 -0,52 -0,52
-pV5Z -0,74 -0,57 -0,57
-pV6Z -0,74 -0,40 -0,46
Base DHB1 DHB2 DHB3 DHB4 DHB5 DHB6
STO-3G -0,47 -0,48 -0,49 -0,49 -0,48 -0,48
3-21G -0,68 -0,66 -0,64 -0,64 -0,64 -0,64
6-31G* -0,81 -0,79 -0,78 -0,81 -0,83 -0,84
6-311G** -0,49 -0,49 -0,48 -0,46 -0,43 -0,40
6-311++G** -0,50 -0,50 -0,49 -0,47 -0,44 -0,41
-pVTZ -0,50 -0,50 -0,50 -0,48 -0,46 -0,46
-pVQZ -0,52 -0,53 -0,52 -0,50 -0,47 -0,46
-pV5Z -0,57 -0,57 -0,57 -0,57 -0,55 -0,54
-pV6Z -0,48 -0,49 -0,50 -0,50 -0,48 -0,44
Base DXB1 DXB2 DXB3 DXB4 DXB5 DXB6
STO-3G -0,62 -0,65 -0,67 -0,68 -0,69 -0,70
3-21G -0,84 -0,84 -0,81 -0,76 -0,70 -0,66
6-31G* -0,97 -0,97 -0,95 -0,91 -0,86 -0,84
6-311G** -0,68 -0,72 -0,75 -0,79 -0,83 -0,85
6-311++G** -0,70 -0,73 -0,76 -0,80 -0,84 -0,87
-pVTZ -0,71 -0,74 -0,75 -0,76 -0,77 -0,79
-pVQZ -0,75 -0,79 -0,81 -0,84 -0,88 -0,93
-pV5Z -0,78 -0,82 -0,85 -0,87 -0,90 -0,93
-pV6Z -0,63 -0,67 -0,69 -0,71 -0,74 -0,77
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Base MHB1 MHB2 MHB3 MHB4 MHB5 MHB6
STO-3G -0,46 -0,46 -0,46 -0,45 -0,44 -0,43
3-21G -0,67 -0,64 -0,61 -0,60 -0,60 -0,60
6-31G* -0,81 -0,79 -0,78 -0,79 -0,81 -0,82
6-311G** -0,50 -0,49 -0,46 -0,44 -0,40 -0,38
6-311++G** -0,52 -0,50 -0,48 -0,45 -0,42 -0,39
-pVTZ -0,50 -0,49 -0,47 -0,45 -0,43 -0,42
-pVQZ -0,53 -0,51 -0,49 -0,46 -0,43 -0,42
-pV5Z -0,59 -0,58 -0,57 -0,56 -0,54 -0,53
-pV6Z -0,53 -0,53 -0,53 -0,53 -0,50 -0,47
Base MXB1 MXB2 MXB3 MXB4 MXB5 MXB6
STO-3G -0,58 -0,60 -0,61 -0,62 -0,64 -0,65
3-21G -0,81 -0,79 -0,76 -0,71 -0,66 -0,61
6-31G* -0,96 -0,95 -0,93 -0,89 -0,85 -0,83
6-311G** -0,68 -0,69 -0,72 -0,76 -0,80 -0,83
6-311++G** -0,70 -0,71 -0,74 -0,78 -0,82 -0,85
-pVTZ -0,69 -0,70 -0,71 -0,72 -0,73 -0,75
-pVQZ -0,73 -0,74 -0,76 -0,79 -0,83 -0,88
-pV5Z -0,79 -0,81 -0,83 -0,85 -0,88 -0,91
-pV6Z -0,69 -0,71 -0,73 -0,75 -0,78 -0,81
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Tab. A.2: Charge du arbone du formaldéhyde pour diérentes méthodes à partir
d'une fontion d'onde HF alulée ave diérents jeux de fontions de base.
Base ESP MLK LNR
STO-3G 0,36 0,09 0,21
3-21G 0,49 0,14 0,28
6-31G* 0,45 0,14 0,26
6-311G** 0,44 0,21 0,37
6-311++G** 0,48 0,13 0,34
-pVTZ 0,42 0,21 0,38
-pVQZ 0,42 0,33 0,46
-pV5Z 0,42 0,41 0,54
-pV6Z 0,42 0,23 0,39
Base DHB1 DHB2 DHB3 DHB4 DHB5 DHB6
STO-3G 0,24 0,27 0,27 0,24 0,19 0,14
3-21G 0,31 0,33 0,33 0,33 0,33 0,32
6-31G* 0,29 0,31 0,34 0,38 0,43 0,46
6-311G** 0,41 0,45 0,47 0,45 0,42 0,41
6-311++G** 0,40 0,44 0,46 0,45 0,42 0,40
-pVTZ 0,43 0,47 0,49 0,47 0,42 0,37
-pVQZ 0,50 0,53 0,54 0,52 0,48 0,43
-pV5Z 0,58 0,60 0,62 0,62 0,60 0,58
-pV6Z 0,44 0,48 0,50 0,51 0,51 0,50
Base DXB1 DXB2 DXB3 DXB4 DXB5 DXB6
STO-3G -0,10 -0,12 -0,11 -0,06 0,01 0,04
3-21G 0,02 -0,00 -0,01 0,00 0,02 0,02
6-31G* -0,05 -0,09 -0,10 -0,08 -0,06 -0,04
6-311G** 0,04 0,02 0,04 0,10 0,17 0,23
6-311++G** 0,04 0,03 0,05 0,11 0,17 0,23
-pVTZ 0,07 0,05 0,07 0,12 0,18 0,20
-pVQZ 0,13 0,10 0,09 0,12 0,16 0,19
-pV5Z 0,19 0,16 0,13 0,13 0,14 0,15
-pV6Z 0,04 0,01 -0,01 -0,02 -0,01 0,01
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Base MHB1 MHB2 MHB3 MHB4 MHB5 MHB6
STO-3G 0,20 0,29 0,33 0,32 0,27 0,21
3-21G 0,39 0,46 0,51 0,52 0,52 0,51
6-31G* 0,35 0,45 0,53 0,59 0,65 0,69
6-311G** 0,44 0,55 0,61 0,61 0,58 0,55
6-311++G** 0,49 0,58 0,64 0,63 0,59 0,57
-pVTZ 0,54 0,65 0,72 0,72 0,68 0,62
-pVQZ 0,65 0,76 0,82 0,82 0,78 0,73
-pV5Z 0,74 0,85 0,92 0,93 0,91 0,90
-pV6Z 0,45 0,57 0,64 0,67 0,66 0,65
Base MXB1 MXB2 MXB3 MXB4 MXB5 MXB6
STO-3G -0,08 -0,04 -0,01 0,05 0,11 0,14
3-21G 0,18 0,21 0,23 0,25 0,27 0,29
6-31G* 0,10 0,13 0,15 0,18 0,22 0,24
6-311G** 0,17 0,22 0,27 0,33 0,40 0,46
6-311++G** 0,25 0,30 0,34 0,40 0,46 0,52
-pVTZ 0,31 0,37 0,41 0,47 0,54 0,58
-pVQZ 0,44 0,49 0,51 0,56 0,62 0,67
-pV5Z 0,52 0,57 0,58 0,61 0,63 0,65
-pV6Z 0,15 0,20 0,21 0,22 0,23 0,25
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Tab. A.3: Liste des 200 moléules utilisées pour le alul des moments dipolaires dont
les valeurs experimentales sont indiquées en Debye [58℄.
Moléule µexp (Debye)
1,1,1,2,2,3,3-Heptauoropropane 1.620
1,1,1-Trihloroethane 1.780
1,1,1-Triuoroethane 2.347
1,1-Dihloroethene 1.340
1,1-Diuoroallene 2.070
1,1-Diuoroethane 2.270
1,1-Diuoroethene 1.384
1,2,5,6-Tetrahydropyridine 1.007
1,2-Dihlorobenzene 2.500
1,2-Dihloroethene 1.900
1,2-Diuoroethene 2.420
1,2-Ethanediol 2.280
1,2-Propanediol 2.320
1,3-Dihlorobenzene 1.720
1,3-Diuorobenzene 1.580
1,3-Dioxane 2.060
1-Bromopropane 2.180
1-Chloropropene 1.970
1-Cyanopropene 4.080
1-Fluoropropene 1.460
2,5H-Furanone 4.905
2-Aminopropane 1.190
2-Bromopropane 2.210
2-Butanone 2.780
2-Butenal 3.670
2-Chloropropene 1.647
2-Cyanopyridine 5.780
2-Fluoro-2-Methylpropane 1.959
2-Fluoropropane 1.960
2-Fluoropropene 1.610
2-MethoxyethanoiAid 4.720
2-methylpyrimidine 1.676
2-Propanol 1.224
3,3,3-Triuoropropene 2.433
3,3,3-Triuoropropyne 2.360
3,4-Dihydro-2,4-pyran 1.283
3-Bromopropyne 1.540
3-Chloropropene 1.940
3-Chloropropyne 1.680
3-Cyanopyridine 3.660
3-Cylopentenone 2.790
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Moléule µexp (Debye)
3-Methylene-Oxetane 1.630
3-Oxetanone 0.887
4,5-Dihydroisoxazole 1.770
4-Cyanopyridine 1.960
4-Cylopentene-1,3-dione 1.680
Aetaldehyde 2.750
Aetaldimine 2.560
Aetamide 3.760
AetiAid 1.700
Aetone 2.880
Aetonitrile 3.925
AetylChloride 2.720
Aetylyanide 3.450
AetylFluoride 2.960
AryliAid 2.020
Arylonitrile 3.560
Aminoaetonitrile 2.640
Ammonia 1.470
Aniline 1.530
Anisole 1.380
Aziridine 1.890
Benzonitrile 4.180
Benzylsilane 0.845
Beta-Propiolatone 4.180
BisTriuoromethylEther 0.540
Bromobenzene 1.700
Bromoethene 1.420
Bromoethyne 0.230
CH2CNm 1.330
CH3CNHp 1.390
CH3COCH2m 2.910
CH3COHCH3p 1.550
CH3COOm 3.260
CH3NH2CH3p 1.500
CH3NH3p 2.190
CH3NHm 2.320
CH3OH2p 1.900
CH3OHCH3p 1.200
CH3Om 1.630
CH3SH2p 1.300
Chlorobenzene 1.690
Chloroethene 1.452
Chloroethyne 0.440
CNm 0.770
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Moléule µexp (Debye)
Cyanoaetylene 3.724
Cyanoallene 4.280
Cyanoethane 4.010
CyanogenChloride 2.800
CyanogenFluoride 2.170
Cylobutane-1,2-dione 3.831
CylobutaneCarbonitrile 4.110
Cylobutanol 1.620
Cylobutanone 2.890
Cylopentadienearbonitrile 4.250
Cylopentadienone 3.132
Cylopentanone 3.300
CylopropaneCarbonitrile 4.131
Cylopropanol 1.460
Cylopropanone 2.670
CylopropylAmine 1.190
Dibromomethane 1.430
Dihloromethane 1.600
DiyanogenSulde 3.020
Diyanomethane 3.730
Diuoromethane 1.978
Dimethylamine 1.010
DimethylEther 1.300
DimethylPhosphine 1.230
DimethylSilane 0.713
Dimethylthioether 1.500
Ethanethiol 1.580
Ethanol 1.441
Ethylamine 1.220
Ethylbromide 2.030
EthylChloride 2.050
EthylFormate 1.980
EthylSilane 0.810
Fluoroallene 1.970
Fluorobenzene 1.600
Fluoroethene 1.427
Formaldehyde 2.332
Formamide 3.730
FormiAid 1.410
FormylformiAid 1.860
Furan 0.661
Gamma-Butyrolatone 4.270
HCNHp 0.190
HOOm 2.650
HydrogenCyanide 2.985
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Moléule µexp (Debye)
HydrogenSulde 0.970
Indole 2.100
Isobutyronitrile 4.290
Isoxazole 2.950
Ketene 1.420
Me3NHp 0.870
MePOOMe2 2.029
meta-Fluorotoluene 1.860
Metharylonitrile 3.690
Methanethiol 1.520
Methanol 1.700
MethylAetate 1.720
Methylamine 1.310
Methylbromide 1.821
MethylChloride 1.892
MethylFluoride 1.858
MethylFormate 1.770
Methylketene 1.790
MethylPhosphine 1.100
MethylSilane 0.735
NH2m 1.580
N-Methylaetaldimine 1.498
N-MethylAetamide 3.730
N-Methylformaldimine 1.530
N-Methylformamide 3.860
NO2m 0.160
OCNm 1.490
OH3p 1.530
OHm 1.350
OPF3 1.770
OPH2OH 4.663
OPH3 3.710
OPH 2.345
OPMeOH2 1.061
ortho-Chlorotoluene 1.560
ortho-Fluorotoluene 1.370
Oxetane 1.940
para-Chlorotoluene 2.210
para-Fluorotoluene 2.000
Pentahloroethane 0.920
Pentauoroethane 1.540
Phenol 1.450
Phosphine 0.574
Piperidine 1.189
Propanal 2.520
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Moléule µexp (Debye)
PropanoiAid 1.460
Propanol 1.580
Propenal 3.120
Pyridine 2.150
Pyrrole 1.740
SH3p 1.580
SHm 0.650
t-ButylCyanide 3.950
Tetrauoropropyne 1.710
Tetrahydrofuran 1.630
Tetrahydropyran 1.530
Thietane 1.850
Thioaetaldehyde 2.330
Thioformaldehyde 1.647
Thiophene 0.550
Tribromomethane 0.990
Trihloromethane 1.040
Triuoroaetonitrile 1.262
Triuoroethene 1.320
Triuoromethane 1.652
Trimethylamine 0.612
TrimethylSilane 0.520
VinylmethylEther 0.960
VinylSilane 0.660
Water 1.854
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Tab. A.4: Erreur absolue moyenne dans le alul des 200 diples (en Debye) par rap-
port aux valeurs expérimentales pour les diérentes méthodes à partir de diérentes
fontions d'onde.
Méthode DEN ESP LDW MLK LNR
MNDO 0,44 - 0,76 0,68 0,63
PM3 0,40 - 0,74 0,53 0,56
AM1 0,39 - 0,62 0,52 0,59
PDDG 0,36 - 0,65 0,56 0,61
RM1 0,35 - 0,64 0,60 0,62
HF/3-21G 0,43 0,44 - 1,38 1,07
HF/6-31G* 0,35 0,37 - 0,98 0,84
HF/6-311++G** 0,44 0,46 - 1,87 0,73
DFT/3-21G 0,29 0,30 - 0,99 0,78
DFT/6-31G* 0,22 0,23 - 0,60 0,52
DFT/6-311++G** 0,25 0,27 - 1,53 0,60
Méthode DHB1 DHB2 DHB3 DHB4 DHB5 DHB6
MNDO 0,62 0,63 0,64 0,65 0,67 0,71
PM3 0,61 0,66 0,71 0,73 0,73 0,72
AM1 0,63 0,66 0,69 0,71 0,73 0,75
PDDG 0,71 0,80 0,87 0,91 0,92 0,92
RM1 0,65 0,70 0,73 0,75 0,76 0,77
HF/3-21G 0,92 0,79 0,72 0,71 0,74 0,78
HF/6-31G* 0,80 0,77 0,75 0,76 0,78 0,79
HF/6-311++G** 0,57 0,51 0,52 0,63 0,78 0,93
DFT/3-21G 0,68 0,58 0,53 0,51 0,52 0,53
DFT/6-31G* 0,50 0,49 0,48 0,48 0,49 0,49
DFT/6-311++G** 0,49 0,44 0,45 0,54 0,67 0,77
Méthode DXB1 DXB2 DXB3 DXB4 DXB5 DXB6
MNDO 0,75 0,82 0,87 0,88 0,85 0,82
PM3 0,62 0,71 0,77 0,81 0,84 0,87
AM1 0,73 0,82 0,89 0,92 0,93 0,93
PDDG 0,86 1,00 1,10 1,16 1,20 1,24
RM1 0,91 1,01 1,08 1,14 1,18 1,20
HF/3-21G 1,08 1,00 0,97 1,02 1,10 1,16
HF/6-31G* 1,12 1,14 1,18 1,26 1,35 1,40
HF/6-311++G** 0,79 0,86 0,97 1,08 1,21 1,26
DFT/3-21G 0,77 0,70 0,70 0,75 0,82 0,87
DFT/6-31G* 0,76 0,81 0,86 0,96 1,05 1,11
DFT/6-311++G** 0,65 0,70 0,76 0,86 0,96 0,99
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Méthode MHB1 MHB2 MHB3 MHB4 MHB5 MHB6
MNDO 0,66 0,64 0,64 0,65 0,67 0,71
PM3 0,61 0,65 0,68 0,70 0,70 0,69
AM1 0,68 0,68 0,69 0,71 0,73 0,76
PDDG 0,72 0,77 0,83 0,87 0,89 0,89
RM1 0,67 0,66 0,70 0,72 0,72 0,73
HF/3-21G 0,95 0,96 0,98 1,04 1,11 1,17
HF/6-31G* 0,71 0,76 0,83 0,88 0,92 0,93
HF/6-311++G** 2,87 2,72 2,84 2,98 3,11 3,28
DFT/3-21G 0,67 0,70 0,73 0,77 0,83 0,87
DFT/6-31G* 0,45 0,48 0,53 0,56 0,60 0,64
DFT/6-311++G** 2,46 2,40 2,46 2,54 2,63 2,74
Méthode MXB1 MXB2 MXB3 MXB4 MXB5 MXB6
MNDO 0,85 0,87 0,90 0,91 0,88 0,84
PM3 0,60 0,66 0,71 0,75 0,78 0,81
AM1 0,84 0,89 0,94 0,98 1,00 1,01
PDDG 0,93 1,02 1,10 1,16 1,21 1,24
RM1 0,98 1,03 1,08 1,14 1,17 1,18
HF/3-21G 1,27 1,26 1,33 1,48 1,62 1,70
HF/6-31G* 1,31 1,34 1,41 1,57 1,75 1,87
HF/6-311++G** 2,62 2,76 3,01 3,18 3,32 3,48
DFT/3-21G 0,85 0,85 0,92 1,05 1,19 1,26
DFT/6-31G* 0,87 0,92 1,01 1,18 1,37 1,50
DFT/6-311++G** 2,31 2,41 2,58 2,69 2,79 2,89
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Tab. A.5: Liste des 62 dimères pour le test des potentiels hybrides MQ/MM. Les
strutures initiales ont été optimisées au niveau HF/6-31G*. Les énergies de formation
de es dimères alulées à e niveau HF/6-31G* sont reportées ii en kJ/mol. Elles ont
été utilisées omme énergies de référene pour nos tests. L'ensemble de es données
a été obtenue à l'adresse http : //www.ccl.net/cca/data/ff_evaluation_suite.
Dimère Eformation (kJ/mol)
HOH...OH2 -23.532
HOH...HOH, ylique -18.262
HOH...OHCH3 -23.246
CH3OH...OH2 -23.387
CH3OH...OHCH3 -23.170
C6H5OH...OH2 -30.818
HOH...OHC6H5 -19.709
T-NMA...OH2 -22.707
HOH...T-NMA -30.526
FORMAMIDE, ylique -56.232
FORMAMIDE -30.886
H2NH...HNH2 -13.350
H2NH...NH3 -12.857
HOH...NH3 -27.444
HOH...NH2CH3 -27.305
H3CCOOH...HOOCCH3, ylique -65.057
H2CCOOH...OHH -44.588
IMIDAZOLE...OH2 -26.633
HOH...IMIDAZOLE -29.552
INDOLE...OH2 -24.073
PYRROLE...OH2 -22.416
H3CNH3+... OH2 -80.744
OHH...(-)O2CCH3, bidentate -91.412
HOH...PYRIDINE -25.231
HOH...FURANE -15.230
HOH...THIOPHENE -10.126
HOH...PYRIDINE N-OXIDE -40.663
HOH...METHYLE FORMATE (=O) -24.299
HOH...METHYLE FORMATE (-O-) -14.532
HOH...FORMALDEHYDE -22.109
HOH...ACETONE -26.147
HOH...FCH3 -18.512
FORMAMIDINE...WATER, ylique -41.963
HOH...FORMALDEHYDE IMINE -25.651
GUANIDINE...OHH -30.264
GUANIDINIUM...OHH -77.318
ANILINE...OHH -17.593
HOH...ANILINE -21.494
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Dimère Eformation (kJ/mol)
HOH...O(CH3)2 -22.222
HOH...S(CH3)2 -13.539
OHH...CH3SSCH3, ylique -14.387
HOH...SHC6H5 -8.3595
T-NMA, parallele -29.282
T-NMA, antiparallele -20.568
HOH...N-METHYLEFORMAMIDE -30.043
N-METHYLEFORMAMIDE...OH2 -23.023
CH3COOH...NH3, bidentate -45.397
FORMAMIDINIUM...OH2 -71.027
FORMAMIDINIUM...OH2 , entral -81.960
VINYLAMINE...OH2 -15.889
T-VINYLE ALCOOL...OH2 -31.104
HOH...T-VINYLE ALCOOL -19.628
OXYDE DE METHYLETHYLAMINE...OHH, ylique -58.892
METHYLETHYLHYDROXYLAMINE...OH2 ylique -30.910
T,T-ACIDE OXYLIQUE...OHH ylique -42.714
CIS,CIS-ACIDE OXYLIQUE...OHH ylique -18.641
OHH...T,T-ACIDE OXYLIQUE ylique -14.516
HOH...METHYLE VINYLE ETHER -19.796
HOH...CHLOROETHANE -11.735
H2NH...O(CH3)2 -11.869
T-N-OH,N-METHYLACETAMIDE...OH2 -31.230
HOH...T-N-OH,N-METHYLACETAMIDE -15.582
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Tab. A.6: Erreur absolue moyenne dans le alul des énergies de formation de dimères
(en kJ/mol) par rapport aux valeurs HF/6-31G* pour les diérents potentiels (107
énergies en MQ/MM; 62 énergies en MQ). L'erreur absolue moyenne dans le alul
des 45 énergies de formation de dimères était de 4,16 kJ/mol pour OPLS.
Potentiel DEN LDW MLK LNR Potentiel DEN
MNDO/OPLS 9,14 12,12 9,68 8,10 MNDO 24,06
PM3/OPLS 8,14 11,66 10,28 7,41 PM3 14,63
AM1/OPLS 7,75 9,63 8,53 7,18 AM1 9,35
PDDG/OPLS 6,82 10,94 10,41 8,55 PDDG 13,88
RM1/OPLS 6,25 9,98 8,57 7,26 RM1 15,68
Potentiel DHB1 DHB2 DHB3 DHB4 DHB5 DHB6
MNDO/OPLS 7,73 7,44 7,25 7,21 7,26 7,49
PM3/OPLS 7,01 6,89 7,05 7,08 7,01 6,89
AM1/OPLS 7,26 7,26 7,06 7,01 6,98 7,17
PDDG/OPLS 8,24 8,37 8,84 8,90 9,01 9,04
RM1/OPLS 7,16 7,18 7,53 7,15 6,93 6,40
Potentiel DXB1 DXB2 DXB3 DXB4 DXB5 DXB6
MNDO/OPLS 6,72 6,95 7,16 7,39 7,25 7,10
PM3/OPLS 7,34 8,08 8,59 8,94 9,11 9,00
AM1/OPLS 7,93 8,99 9,71 10,07 9,97 9,81
PDDG/OPLS 9,26 10,78 11,69 12,17 12,07 12,46
RM1/OPLS 8,63 9,83 10,70 11,19 11,25 11,08
Potentiel MHB1 MHB2 MHB3 MHB4 MHB5 MHB6
MNDO/OPLS 7,80 7,59 7,55 7,56 7,75 7,95
PM3/OPLS 7,59 7,26 7,31 7,34 7,22 7,08
AM1/OPLS 7,02 7,12 7,20 7,29 7,33 7,48
PDDG/OPLS 8,93 8,52 8,56 8,77 8,89 8,55
RM1/OPLS 7,36 7,45 7,49 7,46 7,13 6,73
Potentiel MXB1 MXB2 MXB3 MXB4 MXB5 MXB6
MNDO/OPLS 7,60 7,38 7,71 7,76 7,67 7,57
PM3/OPLS 8,16 8,46 8,68 8,86 9,01 9,01
AM1/OPLS 9,19 8,78 9,04 9,26 9,28 9,19
PDDG/OPLS 10,05 9,86 10,54 11,17 11,32 10,96
RM1/OPLS 9,59 9,25 9,48 9,77 9,75 9,50
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Annexe B
Base struturale du
photoblanhiment d'une protéine
uoresente verte photativable
Dans le travail reporté i-dessous, nos ollaborateurs ont exploré des voies de
photoblanhiment réversible et irréversible de la protéine uoresente IrisFP. Ces ré-
sultats apportent des données struturales nouvelles et des hypothèses méanistiques
importantes pour la ompréhension de es phénomènes. Ce travail pourrait être un
point de départ avisé pour une prohaine étude de modélisation moléulaire.
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Structural Basis of Photobleaching in a Photoactivatable Green 
Fluorescent Protein 
Virgile Adam, Philippe Carpentier, Sebastien Violot, Mickaël Lelimousin, Claudine Darnault, G. 
Ulrich Nienhaus, and Dominique Bourgeois* 
Fluorescent proteins (FPs) are invaluable fluorescent markers in cell 
biology.[1] They enclose a highly fluorescent chromophore that 
forms autocatalytically within a rigid β-can structure. Naturally 
occurring FPs have been optimized to emit fluorescence over a wide 
spectral range, and photoactivatable FPs have recently been 
developed that enable protein tracking[2] and play a crucial role in 
super-resolution microscopy.[3] 
Upon illumination, all fluorescent proteins eventually undergo 
non-reversible bleaching.  Typically, the 4-(p-hydroxybenzylidene)-
5-imidazolinone chromophore emits 104 – 105 photons before 
permanent photodestruction. Although photobleaching can be 
exploited in certain cases,[4, 5] it is generally considered as a major 
nuisance, notably in single-molecule or time-resolved studies, and it 
limits the achievable resolution in various nanoscopy applications.[3]  
Photobleaching results from the reactive nature of electronically 
excited states of the chromophore. Residues interacting with the 
chromophore and solvent accessibility to the chromophore pocket 
are known to affect the photostability of FPs.[6] However, contrary 
to organic dyes, the details of the underlying molecular mechanisms 
have remained largely unexplored. Thus, the development of FPs 
with superior photostability has mainly followed empirical 
approaches to date.[6, 7] 
Although high-level singlet excited states can lead to 
photobleaching,[8] it is generally recognized that the triplet state T1, 
due to its long lifetime, is the most likely starting point for reactions 
leading to chromophore destruction.[9] In organic dyes, radical 
formation from T1 has been pointed out as an important pathway for 
photobleaching.[10, 11] Elegant methods have been proposed to 
scavenge such radical states so as to minimize fluorescence blinking 
or bleaching.[12-14] Radical chemistry can also occur in fluorescent 
proteins. For example, in some FPs, decarboxylation of the 
conserved Glu222 (GFP numbering) may occur via a bi-radical 
intermediate (Kolbe mechanism), leading to fluorescence 
activation[15-17] or bleaching.[18] The structural distortions of the 
chromophore induced by radical formation, however, have not yet 
been elucidated. 
Here we have used X-rays as a tool to generate a transient 
radical state in the fluorescent protein IrisFP,[19] a variant of the 
photoactivatable fluorescent protein EosFP from Lobophyllia 
hemprichii.[20] By combining crystallography with in crystallo UV-
vis absorption, fluorescence and Raman spectroscopy,[21] we have 
characterized the associated structural modifications of the 
chromophore and its environment. The results are discussed in terms 
of the photobleaching mechanisms induced by visible light. 
In the course of diffraction experiments carried out on crystals 
of IrisFP, we noticed that the fluorescence emission decays very 
rapidly under a synchrotron X-ray beam, even at 100 K (Fig. 1a). 
This decay occurs much faster than the time needed to collect a 
complete diffraction data set. The loss of fluorescence is mostly 
reversible; only a small, irreversible component is observed (Fig. 1a, 
inset). The corresponding absorbance decay is slower, composed of 
a rapid phase followed by a slower phase, and is much less 
pronounced at comparable doses (Fig. 1a). The absorbance loss is 
also partly reversible (Fig. S1).  
To obtain a structural view of the observed transient 
spectroscopic changes, we collected composite X-ray data sets,[22] 
i.e., subsets of diffraction data using different parts of an IrisFP 
crystal, so as to reconstruct two complete data sets acquired at low 
and moderate X-ray doses, respectively (Fig. 1, Supporting Methods 
and Table S1). The first (median dose: ~0.1 MGy) and second (~0.5 
MGy) data sets correspond to the beginning and end of the fast 
absorbance decay phase, respectively (Fig. 1a). At 0.5 MGy, the loss 
of fluorescence is almost entirely reversible (Fig. 1a, inset). The 
difference electron density map between the two data sets reveals 
structural changes induced by X-irradiation, localized on the 
chromophore and its immediate environment (Fig. 1b). We estimate 
that < 20 % of the molecules in the crystal caused these changes. 
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Pairs of negative and positive difference density features show a 
downward motion of the chromophore’s bridging methylene moiety 
and an upward motion of the benzylidene phenolate oxygen, 
resulting in a loss of planarity of the chromophore. The motion of 
the methylene bridge induces a displacement of Glu212 
(corresponding to Glu222 in GFP), which seems to explore two 
conformations, with the carboxylate group H-bonding either to 
His194 or to Gln38. Glu212, however, does not decarboxylate 
noticeably. The motion of the chromophore phenolate oxygen is 
accompanied by a shift of the Met159 side chain, clearly visible due 
to the heavy sulphur atom. Other structural changes typically 
observed upon X-ray exposure of protein crystals are not visible at 
the doses employed here (Fig. S2).  
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Reversible bleaching of IrisFP in crystallo induced by X-
rays at 100 K. (a) Fluorescence (blue) and absorbance (purple) loss 
upon X-irradiation. The doses used for low- and moderate-dose (LD 
and MD) data collection are indicated (red and green shading). (inset) 
Reversibility of the fluorescence decay. Partial recovery (in black) 
occurs at 100 K, whereas almost complete recovery is rapidly induced 
by short excursions to room temperature (red arrows at 300 s and 
780 s). The process can be repeated several times. (b) Experimental 
electron difference density map (red, -9.5 σ; green: +9.5 σ) between 
the LD and MD data sets, overlaid on a model of IrisFP (PDB code 
2VVH). The difference map averaged over the four IrisFP monomers 
in the crystal asymmetric unit is shown (Supporting Methods). The 
chromophore is displayed in orange, while neighbouring residues are 
shown in grey. Arg66, in contact with the chromophore, is omitted for 
clarity. Arrows indicate structural motions. 
In crystallo Raman spectra of IrisFP were collected with 785-nm 
excitation before and immediately after exposure to a moderate X-
ray dose (0.9 MGy). Although the spectral changes include a 
component from the slow absorbance decay phase, they reveal band 
modifications that are consistent with the observed structural 
changes (Supporting Methods, Fig. 2). Notably, the 1545 cm-1 mode, 
which has been assigned predominantly to a stretching mode of the 
Cα-C5 exocyclic double bond of the anionic chromophore[23], is 
significantly reduced. The absence of other significant changes in 
the Raman spectra suggests that the phenol moiety remains 
chemically intact and that the chromophore does neither isomerise 
nor change its protonation state.[24] Altogether, the diffraction, UV-
vis absorbance and Raman data strongly suggest that the Cα-C5 π-
bond is removed upon moderate X-ray exposure, implying that the 
conjugated π-electron system is reversibly disrupted.  
Electron difference density maps obtained from data sets 
collected at moderate and much higher (~ 20 MGy) X-ray doses, 
respectively, that is, mostly representative of structural changes 
associated with the slow absorbance decay phase, show a strongly 
tilted chromophore and a clear decarboxylation of Glu212 (Fig. S3). 
These structural data are indicative of a permanently bleached state. 
To relate these observations with the mechanism of 
photobleaching induced by visible light, an IrisFP crystal was 
illuminated at 100 K with 488-nm laser light (Supporting Methods). 
An irreversible loss of fluorescence and absorbance was achieved, 
although at short illumination times a transient rise of the 390 nm 
absorbance band was also noticed. We attribute this rise to a photon-
induced protonation of the chromophore possibly involved in the 
photoswitching mechanism of IrisFP, as previously suggested for 
Dronpa[25] (Figs. S4 and S5 and Supporting Information). Due to 
this side-reaction, and because the high optical density of IrisFP 
crystals at 488 nm prevents an even distribution of light throughout 
the crystal volume, structural changes associated with early 
photobleaching by visible light are difficult to capture in X-ray 
diffraction experiments. However, Raman spectra collected on a 
crystal after illumination revealed a decrease of the band at 1545 
cm-1, as in the X-ray case (Fig. 2). Other significant modifications in 
the Raman spectrum also appear (e. g., at 1255 cm-1, 1415 cm-1 and 
1645 cm-1), which might be associated with protonation of the 
hydroxybenzylidene group. These results suggest an irreversible 
rupture of the Cα-C5 π-bond induced by visible light, accompanied 
by further modifications of the chromophore and/or its immediate 
environment.  
To interpret our results, we first address the apparent 
discrepancy between the absorption and fluorescence decays in Fig. 
1a. Most likely, the fluorescence decay kinetics is accelerated by 
quenching effects attributable to radical species generated by X-rays. 
Chemically intact chromophores may thus lose their ability to 
fluoresce, and the absorbance decay is judged more relevant to 
quantitatively evaluate the results (Supporting Information). This 
decay suggests that, upon X-ray exposure, an intermediate state 
rapidly builds up, reaching a steady state level of ~20%. The 
associated structural changes are those seen in Fig. 1b. This 
intermediate (or the starting green emitting species) infrequently 
converts to a permanently bleached state, which corresponds to the 
slow phase in the absorbance decay and yields the structural changes 
of Fig. S3. Importantly, the fast build-up of the intermediate, its 
steady state level at  ~20 %,  together with its slow recovery at 100 
K in the absence of X-rays, imply that the intermediate is not only 
induced, but also efficiently back-converted (‘repaired’) to the initial 
fluorescent state by X-irradiation. Such repair mechanism may 
constitute a general feature of X-ray induced radiation damage 
chemistry in biological molecules.  
We propose that X-ray bleaching of IrisFP at 100 K results 
predominantly from electrons released by water radiolysis. These 
electrons (and electron holes) migrate into the chromophore pocket, 
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where they react with the chromophore to form a transient non-
fluorescent radical, eventually leading to permanent 
photodestruction.  
Absorption of a visible photon in FPs may induce radical states 
arising from intramolecular electron transfer, likely in the triplet 
state. Therefore, radical formation by X-rays and visible light 
proceeds by different mechanisms. Upon absorption of a visible 
photon, charge transfer from Glu212 to the chromophore may occur 
in IrisFP (as in GFP[15]), leaving an unpaired electron on this residue. 
This bi-radical state then relaxes back to the ground state, or 
occasionally leads to decarboxylation of Glu212. A different radical 
forms when a low dose of X-rays is employed at 100 K, probably 
because Glu212 remains chemically intact at such dose. At higher 
doses, however, the susceptibility of Glu212 to decarboxylation is 
evident (Fig. S3).  
 
 
 
 
 
 
 
 
 
 
Figure 2. In crystallo Raman spectra of IrisFP. Spectra collected at 
100 K are shown before X-irradiation (top and grey line), after X-
irradiation (0.9 MGy, middle), and after 488-nm illumination (26 min at 
1.2 kW/cm2, bottom). 
Despite the above mentioned differences, we argue that the 
observed X-ray induced structural changes (Fig. 1b) are relevant to 
the mechanism of bleaching by visible light, because our Raman 
data indicate that the Cα-C5 double bond, key to the chromophore’s 
optical properties, is primarily affected along the bleaching 
pathways induced by both X-rays and visible light. Thus, the 
transient structure observed in Fig. 1b probably represents an early 
intermediate along a photobleaching pathway, trapped before 
permanent photodestruction. This intermediate may also relate to 
some of the reversible dark states observed in numerous single-
molecule studies.[26] We suggest that the strongly reducing electrons 
and oxidizing holes generated by X-ray-induced water radiolysis 
provide an effective shunt pathway to populate a radical state 
directly from the ground state (Fig. 3). Because a radical state would 
form with low probability from the triplet state upon illumination by 
visible light, substantial accumulation is not expected at the 
ensemble level due to competition with other reactions such as the 
photo-induced protonation of the chromophore that was observed 
here.  
 
 
 
 
 
Figure 3. Proposed mechanism for X-ray induced radical generation 
in IrisFP and possible photobleaching pathways. Green (blue) lines 
show photobleaching pathways induced by visible (X-ray) light, 
respectively. Green dashed lines show other possible pathways not 
discussed in this article. R•: radical; B: bleached. 
In organic dyes, a well-known mechanism of photobleaching is 
the destruction of the chromophore by reactive oxygen species 
(ROS), which form when molecular oxygen reacts with the excited 
chromophore,[27, 28] However, some evidence exists that ROS may 
not be the dominant cause of photobleaching in FPs,[29] as their β-
can structure protects the chromophore from the solvent and 
dissolved O2. Yet, fluorescent proteins are typically one order of 
magnitude less resistant to photobleaching as compared to popular 
organic dyes such as cyanines or rhodamines. This observation 
suggests that photobleaching via radical formation might play a 
comparatively important role in FPs. In fact, in the same way as the 
protein matrix tends to protect the chromophore against O2, it may 
also confine radical states within the chromophore pocket, 
preventing relaxation via redox reactions with the surrounding 
medium. 
Finally, our results bear consequences for the structure 
determination of fluorescent proteins by X-ray diffraction. It is 
known that chromophores in FPs may not be strictly planar due to 
constraints imposed by the protein matrix.[30] However, the 
additional distortion induced by even very mild X-irradiation 
observed here for IrisFP suggests that the chromophore geometry in 
a number of FPs whose structure have been solved using 
synchrotron radiation may be slightly over-bent. 
In conclusion, the reversible loss of π-conjugation directly 
observed in IrisFP may help unravelling the mechanisms of blinking 
and/or photobleaching in (photoactivatable) fluorescent proteins, 
which is of importance to rationally design more photostable 
variants.  
Experimental Section 
The experimental procedures are briefly sketched in the following; a 
detailed description is provided as Supporting Information.  
IrisFP crystals were obtained as described.[19] X-ray data were 
collected at 100 K at the European Synchrotron Radiation Facility 
(ESRF), using beamline ID14-2 (X-ray wavelength λ = 0.931 Å; X-ray 
flux ≈ 4.2 × 1010 ph/sec/0.1 × 0.1 mm2). The technique of composite 
data sets[22] was used to reconstruct the “low dose” (LD) and 
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“moderate dose” (MD) data sets. The LD and MD data sets (1.9 Å 
and 2.0 Å resolution, respectively) were each obtained from 6 subsets 
of 20 images, collected at different locations of the crystal, translating 
and rotating the latter between subsequent subsets so as to scan the 
entire reciprocal space. The absorbed dose during the LD data set 
was very small (median dose: ~ 0.1 MGy, i.e., 0.05 % of the 
Henderson limit[31]), and it was still small during the MD data set (~ 0.5 
MGy, i.e., 2% of the Henderson limit). 
Absorption, fluorescence emission and Raman spectra from IrisFP 
crystals were recorded at 100 K using the microspectrophotometer of 
the Cryobench laboratory, either “offline” for 488nm-photobleaching[21, 
32] or “online” for X-ray-photobleaching (beamline ID14-2 was used for 
absorption and fluorescence measurements, and beamline ID23-1 
with an attenuated flux (4.4 × 1010 ph/s) was used for Raman 
measurements).[21, 33] For X-ray photobleaching, a portion of a needle-
shaped crystal was irradiated with an X-ray beam of larger 
dimensions than the probing spectroscopic beam. Bleaching with 
visible light was carried out at 488 nm (1.2 kW/cm2) with an argon ion 
laser. 
Supporting Information Available: Crystallization; X-ray data 
collection; in crystallo spectroscopy; Kinetic model for X-ray induced 
absorbance decay; Phototransformations in IrisFP; Data collection 
statistics and illustrations. 
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Structural Basis of Photobleaching in a 
Photoactivatable Green Fluorescent 
Protein The photo-activatable fluorescent protein IrisFP was observed in a transient radical 
state en route to photobleaching, with near-atomic resolution. X-rays were used to 
populate the radical, which under illumination with visible light presumably forms 
with low probability from the triplet state. Combined X-ray diffraction and in crystallo 
spectroscopic data reveal that radical formation involves pronounced but reversible 
distortion of the chromophore, suggesting a transient loss of π-conjugation.  
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Crystallization.  
IrisFP was expressed in Escherichia coli (strain M15pREP4) and purified as 
described.[1] Crystals were grown at 20°C in 2.4 M ammonium sulphate, 0.1 M bicine, pH 
8.4, using the hanging drop vapour diffusion method. Rod-shaped crystals appeared within 
24 h and reached their final size of (0.2 × 0.2 × 0.8) mm3 within a few days. For X-ray 
diffraction and UV-visible spectroscopy, crystals were rapidly transferred to a 
cryoprotectant solution (10% glycerol/2.4 M ammonium sulphate/0.1 M bicine, pH 8.4) 
before being flash-frozen in liquid or gaseous nitrogen at 100 K. Glycerol was not used for 
Raman spectroscopy to avoid spectral contamination by this molecule. 
 
X-Ray data collection.  
Composite X-ray diffraction data sets were collected at the European Synchrotron 
Radiation Facility (ESRF) on beamline ID14-2 (X-ray wavelength λ = 0.931 Å). They 
were integrated and scaled with the XDS program package.[2] Data collection statistics are 
compiled in Table S1. The technique of composite data sets[3] was used to reconstruct the 
“low dose” (LD) and “moderate dose” (MD) data sets. The LD data set corresponded to a 
total exposure of 32 sec under a non-attenuated X-ray beam (4.2 × 1010 ph/s, 0.1 × 0.1 
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mm2), whereas the MD data set corresponded to a total exposure of 140 sec under the same 
flux. The LD and MD data sets were each obtained from 6 subsets of 20 images (1° 
oscillation per frame), collected at different locations of the crystal, translating the latter by 
50 μm and rotating it by 15º between subsequent subsets (overlap of 5°) so as to scan the 
entire reciprocal space. Only the 16 first images of each subset were used to reconstruct the 
LD data set, whereas all 20 images were utilized to reconstruct the MD data set. The 
absorbed dose during the LD data set was very small, running from 0 to 0.18 MGy (i. e., 
the median dose corresponded to 0.05 % of the Henderson limit[4]), and it was still small 
during the MD data set running from 0.23 to 0.80 MGy (i.e. 2 % of the Henderson limit). 
Hence, no sensible degradation of the diffractions patterns could be noticed. Based on an 
estimation of the crystal content, the approximate number of photons absorbed per unit cell 
was evaluated with the program Raddose.[5] Assuming that a single absorbed X-ray photon 
generates a cascade of up to ~500 e-, ~30 e- and ~160 e- (on average) per unit cell may 
eventually be guided to the chromophores in the LD and MD cases, respectively. 
Therefore, with ~16 chromophores per unit cell, these findings are consistent with very 
small and moderate photobleaching of the chromophores in the LD and MD data sets, 
respectively.  
Experimental difference electron density maps (Fobs, MD – Fobs, LD) were calculated 
with CNS,[6] using phases from the green structure of IrisFP (PDB accession ID 2VVH) 
and Bayesian q-weighting of the difference structure factor amplitudes.[7] 
Initial model refinement of IrisFP against LD and MD data did not give significant 
modifications as compared to the deposited model of IrisFP, which was collected under 
standard synchrotron conditions.[1] Thus, model refinement was not further attempted. 
Experimental electron difference density maps are extremely sensitive to conformational 
changes by only a small fraction of the molecules in the crystal. The fraction of molecules 
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that changed their state between the LD, MD and “standard” data sets are estimated to be 
≤20%, which does not allow for a reliable refinement at the resolution of our data.  
Experimental difference electron density maps (Fobs, HD – Fobs, Standard) were calculated 
with the same procedure as described above for the (Fobs, MD – Fobs, LD) map. The structure 
factor amplitudes Fobs, HD and Fobs, Standard were obtained from a separate experiment, in 
which a series of standard diffraction data sets were collected one after another on an 
IrisFP crystal. We estimate that the doses employed for Fobs, Standard and Fobs, HD are ~twice 
and ~8 times that used for the MD data set, respectively. Due to dose accumulation on the 
crystal and associated expansion of the crystal unit-cell, the quality of the (Fobs, HD – Fobs, 
Standard) map is lower than that of the (Fobs, MD – Fobs, LD) map.  
The NCS averaged (Fobs, MD – Fobs, LD) and (Fobs, HD – Fobs, Standard) maps presented in 
Figs. 1b and S3, respectively, were calculated with Coot.[8] Figs. 1b and S3 were prepared 
with Pymol.[9] 
 
In crystallo spectroscopy. 
Absorption, fluorescence emission and Raman spectra from IrisFP crystals were 
recorded at 100 K using the microspectrophotometer of the Cryobench laboratory, either 
“offline” for 488nm-photobleaching[10, 11] or “online” for X-ray-photobleaching (ESRF 
beamline ID14-2).[11, 12] Crystals were mounted with standard cryoloops. Absorption and 
fluorescence emission spectra were collected using a CCD based spectrometer (HR2000+, 
Ocean Optics, Dunedin, FL, USA). For online experiments, we verified that the entire 
volume of the crystal probed by optical beams (cross sections: 25 μm and 50 μm diameter 
spots in absorbance/fluorescence and Raman mode, respectively) was bathed into the X-
ray beam (cross section 0.1 × 0.1 mm2). Raman spectra were collected with a Renishaw 
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InVia spectrophotometer (Renishaw, Gloucestershire, United Kingdom) with 50 mW 
excitation at 785 nm from a diode laser. Spectra were collected in back-scattering 
geometry, with a 50× objective (focal spot: ~20 μm2) offline, and a 20× objective (focal 
spot: ~50 μm2) online. 
For X-ray photobleaching, a portion of a needle shaped crystal was irradiated with a 
synchrotron X-ray beam (average flux: ~ 6.2 × 1010 ph/sec/0.1 × 0.1mm2, wavelength: 
0.931 Å). Bleaching with visible light was carried out at 488 nm (1.2 kW/cm2) with an 
argon ion laser (532-MAP-A01, Melles-Griot, Carlsbad, CA, USA). In the latter case, the 
fluorescence and absorbance decays are complicated by the heterogeneous sample 
excitation resulting from the small laser penetration depth within the optically dense 
crystals, as well as by possible heating effects. 
Fluorescence mode 
During X-ray photobleaching, short laser pulses (~20 ms) at 440 nm (~ 1 kW/cm2) 
were used to excite fluorescence emission at 1 Hz. We verified that, in the absence of X-
rays, no noticeable fluorescence decay occurred due to the laser excitation beam (not 
shown). For visible light photobleaching, the actinic 488-nm light was also used to excite 
fluorescence. 
Absorption mode 
Spectra were recorded with a white light source (DH2000-BAL, Ocean Optics, 
Dunedin, FL, USA). For visible light photobleaching, 488-nm photobleaching (5 s) and 
absorption spectra recording (10 ms) were interleaved. 
Raman mode 
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Raman spectra were recorded at 100 K from IrisFP crystals mounted in standard 
cryoloops. For X-ray photobleaching, Raman spectra were collected online (ESRF 
beamline ID23-1), before and after 180 s exposure to an attenuated X-ray beam (4.4 × 1010 
ph/s, 1% transmission), equivalent to a 0.9 MGy absorbed dose. For visible light 
photobleaching, Raman spectra were collected offline, before and after 1560 s exposure to 
the 488-nm laser (1.7 kW/cm2 at sample). For recording full spectra (200 – 2000 cm-1), a 
total exposure time of 15 min was used. Data-smoothing, baseline subtraction and cosmic 
ray removal were carried out with the program Wire (http://www.renishaw.com). 
Solution studies 
In absorption and fluorescence mode, photobleaching experiments were also 
performed with thin films of frozen IrisFP solution containing 30% glycerol. Under X-ray 
illumination, reversible and non-reversible bleaching were observed similarly to the 
crystalline phase (not shown). Under illumination by 488 nm light, non-reversible 
bleaching was also observed, although a pH-dependant fraction of the molecules 
apparently underwent a reversible photon-induced protonation reaction as a side pathway, 
as in crystals (not shown). 
 
Kinetic model for X-ray induced absorbance decay 
The absorbance decay of IrisFP at 485 nm (Fig. S1, inset) was fitted to a kinetic 
model representative of the X-ray induced bleaching pathway depicted in Fig. 3: 
 
k1 
k-1 
k2A R B
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Model fitting was performed with a home-made routine based on the IDL software 
(ITT, Boulder, USA). Under illumination by X-rays (first part of the decay), the following 
rate constants were obtained: k1 = 0.0134 s-1 (τ1/2 = 51 s); k-1 = 0.028 s-1 (τ1/2 = 24 s); k2 = 
0.0032 s-1 (τ1/2 = 216 s). Under the used X-ray flux density, these values convert to: k1 = 
2.16 MGy-1 (τ1/2 = 0.32 MGy); k-1 = 4.51 MGy-1 (τ1/2 = 0.15 MGy); k2 = 0.52 MGy-1 (τ1/2 = 
1.35 MGy). The recovery of absorbance at 100 K is characterized by a rate constant k-1, off 
= 0.0048 s-1 (τ1/2 = 146 s), as deduced by exponential fitting of the second part of the 
absorbance trace (Fig. S1, inset). Thus, the rate constant k-1 is essentially photon driven. 
It should be noted that a kinetic model in which species B is attained directly from A 
fits the data equally well, with little changes in the values of k1, k-1 and k2. Thus our data 
do not tell whether or not the bleached state of Fig. S3 is produced via the radical state R. 
 
Photo-transformations in IrisFP. 
IrisFP is a photo-activatable fluorescence protein that has been shown to undergo a 
variety of photo-transformations, notably on/off reversible photoswitching and green/red 
irreversible photoconversion.[1] Because they involve dark, thermally activated steps, the 
reaction pathways that normally lead to these photo-transformations cannot come to 
completion at 100 K, so that all molecules eventually end up in a irreversibly 
photobleached state at this temperature. In contrast, irreversible ensemble bleaching of 
IrisFP with 488-nm light cannot be easily achieved at room-temperature because 
photoswitching rather than photobleaching occurs.  
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SI Tables 
Table S1. Data collection statistics for the composite LD and MD data sets. Values in 
parentheses refer to the highest resolution shell. 
 
 LD MD 
Median absorbed dose, MGy 0.09 0.5 
  Beamline ESRF / ID14-2 ESRF / ID14-2 
  Wavelength, Å 0.933 0.933 
  Space group P 212121 P 212121 
  Cell dimensions   
      a, Å 85.54 85.51 
      b, Å 96.47 96.47 
      c, Å 139.81 139.80 
  Resolution, Å 50.0-2.00 (2.11-2.00) 50.0-1.86 (1.97-1.86) 
  Rsym, %* 10.1 (42.9) 7.9 (40.4) 
  Mean I/σ(I) 10.3 (3.1) 13.9 (3.2) 
  Completeness, % 95.6 (94.4) 93.3 (70.7) 
  Redundancy 3.8 (3.8) 4.8 (3.9) 
  No. of unique reflections 75305 (10884) 91100(10786) 
  Wilson B factor, Å2 19.9 19.0 
*Rsym = ΣjΣh|Ih,j – 〈Ih〉|/ΣjΣh Ih,j 
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Fig. S1
Absorbance decay of an IrisFP crystal under an X-ray beam (6.2 × 1010 ph/s)
at 100 K. A selected set of baseline corrected spectra are shown. The 
absorbance decay kinetics at 485 nm (black color) is displayed in the inset, 
showing a clear biphasic behavior. Recovery in the absence of X-rays is 
shown in red. Fitting to the kinetic model described in the SI is shown in blue. 
Attempts to record absorbance recovery after excursion to room temperature 
failed, due to strong distortions of the baseline induced by the annealing 
procedure.  
Fig. S2
Left panel: Overall structural view of a monomer of IrisFP (monomer A). The 
chromophore, Met159 and Glu212 are shown as sticks. The NCS averaged 
electron difference density map (red: negative; green: positive) between the 
LD and MD data sets is superimposed. Only structural changes at the 
chromophore and its immediate environment are seen. At the low X-ray 
doses employed, no other signs of noise or radiation damage (such as 
decarboxylation of Asp and Glu residues) can be seen elsewhere in the 
protein.
Right panel: Chromophore pocket in all 4 monomers A, B, C and D of the 
crystal asymmetric unit. The non-NCS averaged electron difference density 
map (red: negative; green: positive) between the LD and MD data sets is 
shown. No substantial variation from monomer to monomer is observed.
Fig. S3
Experimental electron difference density map (red: -8.0 σ ; green: 8.0 σ) 
between the HD and standard data sets, overlaid on the model of IrisFP. The 
NCS difference map is shown, averaged over the 4 IrisFP monomers in the 
crystal asymmetric unit. The chromophore is shown in orange, while 
neighboring residues are shown in grey. Arg66, in contact with the 
chromophore, is omitted for clarity.
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Fig. S4
Fluorescence emission decay of an IrisFP crystal under 488 nm illumination 
(1.2 kW/cm2) at 100 K. 
Fig. S5
Absorbance decay of an IrisFP crystal under 488 nm illumination (1.2 
kW/cm2) at 100 K. A selected set of baseline corrected spectra are shown. 
The absorbance decay kinetics at 485 nm is displayed in the inset. The fast 
decay phase is assigned to a reversible photo-induced protonation of the 
chromophore, whereas the slow phase is assigned to irreversible photo-
bleaching.
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Traitement des interations életrostatiques dans les systèmes moléulaires
Les proessus réationnels des systèmes biologiques sont désormais modélisés par des mé-
thodes de plus en plus préises de méanique quantique (MQ) assoiées aux hamps de fore de
méanique moléulaire (MM). Cependant, ette amélioration induit généralement des problèmes
dans le traitement habituel des interations életrostatiques entre les atomes des régions MQ et
MM d'une protéine. Dans ette thèse, nous proposons un modèle plus ohérent des interations
életrostatiques MQ/MM. Pour e faire, une série de méthodes a été développée et testée pour
le alul de harges partielles des atomes de la région MQ. Ces méthodes ont ensuite été utilisées
pour l'évaluation des interations életrostatiques MQ/MM. L'appliation de notre approhe à
des systèmes moléulaires simples révèle un niveau de préision satisfaisant. Ces résultats valident
notre démarhe qui devrait permettre d'appliquer prohainement aux protéines des potentiels
hybrides MQ/MM eaes et préis sans altération de la modélisation des interations életro-
statiques.
Etude par simulation numérique de protéines uoresentes
Une étude de dynamique moléulaire a permis de déteter les nes interations de van der
Waals qui onditionnent l'amélioration des propriétés de uoresene dans la Cerulean qui est
un mutant de l'ECFP (Enhaned Cyan Fluoresent Protein). Nous avons également étudié le
méanisme de photoonversion de la protéine uoresente EosFP par l'utilisation de potentiels
MQ/MM appropriés au traitement des états exités. L'analyse des interations életrostatiques
révèle le pouvoir atalytique déterminant de ertains résidus polaires dans l'environnement du
hromophore. Finalement, la stabilité thermodynamique des diérents états struturaux de la
protéine IrisFP a été évaluée. Là enore, les interations életrostatiques jouent un rle mani-
feste dans les propriétés photophysiques omplexes de e nouveau marqueur biologique. De façon
générale, es études de modélisation moléulaire améliorent notre ompréhension des protéines
uoresentes an de ontribuer à leur développement pour l'imagerie ellulaire.
Treatment of eletrostati interations in moleular systems
Reation proesses in biologial systems are heneforth modeled by more and more advan-
ed quantum mehanis (QM) methods oupled with fore elds of moleular mehanis (MM).
However, this improvement involves generally problems in the usual treatment of eletrostati
interations between atoms from QM and MM regions of a protein. In the present thesis, we
propose a more onsistent model for QM/MM eletrostati interations. Thus, a set of methods
has been developed and tested for the alulation of atomi harges in QM region. Then, these
methods have been used for the evaluation of QM/MM eletrostati interations. Appliation
to simple moleular systems reveals a satisfatory auray level. These results validate our ap-
proah whih may allow soon appliations of preise and eient QM/MM hybrid potentials to
proteins without any problems in the modeling of eletrostati interations.
Computational study of Fluoresent Proteins
A moleular dynamis study has identied weak van der Waals interations whih ontrol the
improved uoresene for Cerulean, a variant of ECFP (Enhaned Cyan Fluoresent Protein). We
have also investigated the photoonversion mehanism of the uoresent protein EosFP using
preditive QM/MM potentials for exited states. Analysis of eletrostati interations reveals
atalyti eets from polar residues in the hromophore environment. Finally, thermodynami
stability of dierent strutures in IrisFP has been estimated. Eletrostati interations are still
ritial for the omplex photophysial properties of this new biologial marker. In onlusion,
these moleular modeling studies improve our knowledge about uoresent proteins in order to
develop more advaned highlighters for ell imaging.
