The current paper focuses on different methods of simulation of an axisymmetric impinging synthetic jet positioned on a constant heat flux disk. This zero-net mass-flux jet provides an unsteady turbulent
INTRODUCTION
Periodic oscillation of a membrane or piston in a cavity, under specific circumstances, can generate a train of vortices. Momentum can be injected into the surrounding area during the blowing stroke, and during the suction stroke, mass flux can be removed from the ambient domain and therefore the total mass flux in an entire cycle remains zero. A typical synthetic jet actuator or zero-net mass-flux (ZNMF), as illustrated in Fig. 1 , consists of a cavity, orifice, and an oscillating diaphragm (usually excited by a pisoelectric cell) or a piston. The synthetic jets have various potential applications such as mixing enhancement, active flow control over airfoils, and cooling. Because of these Greek Symbols α thermal diffusivity (m 2 /s) ε dissipation rate of turbulence kinetic energy θ temperature (K) κ thermal conductivity (W/mK) μ dynamic viscosity (kg/ms) μ t turbulent eddy viscosity (kg/ms) ν 2 normal velocity fluctuation ρ density (kg/m 3 ) φ phase angle (degree) ω turbulence eddy frequency (1/s) several applications, different sizes and shapes, and high efficiency, the synthetic jet is regarded as a hot topic for researchers in the last two decades.
NOMENCLATURE
There are many experimental investigations considering the cooling performance of an impinging synthetic jet. He et al. (2015) have experimentally examined the heat transfer characteristics of an impinging synthetic jet over a vertical flat surface. They have shown that the heat transfer coefficient increases with increasing Reynolds number. Also, synthetic jets have exhibited up to 40% enhancement in Nusselt number compared
FIG. 1:
A schematic of a synthetic jet to steady jets. McGuinn et al. (2013) have considered an axisymmetric synthetic air jet impinging on a surface for a wide range of nozzle-to-surface spacing and stroke length. They have reported that four impinging synthetic jet flow regimes are recognized based on threshold values for the ratio of normalized stroke length to nozzle-to-surface spacing.
The influences of two dimensionless parameters, dimensionless stroke length and Reynolds number, on an axisymmetric synthetic jet have been studied experimentally by Shan and Wang (2010) . It has been found that the Reynolds number does not affect the location where the vortex rings appear, although the vortices go from laminar to turbulent with increasing Reynolds number. This transition decreases the stability of vortex rings and leads to breakdown. Pavlova and Amitay (2006) have explored the mechanism and efficiency of impinging synthetic jets with the aim of cooling a heated surface compared to cooling with continuous jets. They have shown that at the same Reynolds number, synthetic jets are around three times more effective in cooling than continuous jets, proving the ability and high efficiency of synthetic jets in cooling applications. Vukasinovic and Glezer (2003) have studied the flow dynamics and cooling performance of a confined impinging synthetic jet. They expressed that although the cooling efficiency decreases with reduction in spacing between the plates, the low Reynolds number synthetic jet can still entrain the cooler air from ambient along its exit plane and effect substantial cooling.
In contrast to various experimental studies on synthetic jets, simulations and numerical examinations on synthetic jet behavior are rare. Girfoglio et al. (2015) have developed a model to evaluate the efficiency of energy conversion of synthetic jet actuator, comparing global efficiency (ratio of the useful kinetic power to the input Joule power), electrodynamic efficiency (conversion of Joule power to electrodynamic power), and kinetic efficiency (conversion of electrodynamic power to kinetic energy). The modeling was validated against the experimental and numerical data. Their data demonstrated that the global efficiency decreases with increasing applied voltage. Also, the global efficiency has been expressed as the product of kinetic efficiency and electrodynamic efficiency. Jaramillo et al. (2012) investigated a reliable direct numerical simulation (DNS) in an impinging jet at a Reynolds number of 20,000. Their results were utilized as a reference solution to measure the performance of some Reynolds-averaged Navier-Stokes (RANS) models. Explicit algebraic Reynolds stress models, and linear and nonlinear eddy viscosity models were investigated along with K − ε and K − ω turbulence models. Jain et al. (2011) have accomplished numerical simulations to study the effect of various cavity and orifice parameters on a synthetic jet flow field erupted in a quiescent medium. The results have illustrated that changes in the geometric parameters of the orifice affect the synthetic jet flow more than those of the cavity. The flow has been assumed to be compressible and laminar in a two-dimensional axisymmetric geometry. The actuator was a moving diaphragm modeled with a velocity inlet profile, a moving piston, and a moving wall boundary condition. Although the authors declared that the moving wall boundary condition provides the most realistic representation of the diaphragm, the case study did not include heat transfer and the effects of modeling methods on Nu numbers and temperature distributions. Buddhika and Hewakandamby (2009) have discussed using oscillating air jets to enhance the rate of heat transfer in a planar surface. They have employed a two-dimensional model employing a finite element method to simulate a slot-nozzle array placed above a constantly heated planar surface in a laminar jet regime. The jet exit velocity profile has been defined as a sinusoidal function of time and the fluid has been assumed incompressible. Their results have shown that the heat transfer efficiency of oscillatory flow jet is about 2 times that of conventional steady-flow jets. An investigation of a two-dimensional laminar modeling of a synthetic jet for heat transfer enhancement in a microchannel has performed by Timchenko et al. (2007) . The authors have discretized the diffusion terms and pressure gradients by employing the second-order central differencing method. Also, they have used SIMPLE algorithm with pressure correction to link the velocity and pressure field. It has been reported that the rate of heat transfer of air, as the working fluid, is not sufficiently large to be useful in a very high heated surface. Yang and Tsai (2007) have presented a numerical simulation of a transient, twodimensional cylindrical coordinate, turbulent flow and heat transfer. The low-Re K − ω turbulence model and the SIMPLE algorithm have been adopted under the assumption of incompressible flow and constant fluid properties. Computational results have shown that heat transfer is maximum at the stagnation point. Also, the time required to reach the steady-state condition decreases as the Reynolds number increases. A three-dimensional computational model has been developed by Lee et al. (2012) to investigate the effect of synthetic jet interaction with crossflow in the microchannel numerically. The motion of synthetic jet actuator has been simulated by a moving mesh algorithm. They have expressed that the membrane motion could be simulated by a parabola which varies in a sinusoidal fashion in time. Bazdidi-Tehrani et al. (2011) have investigated some turbulence models for an axisymmetric impinging synthetic jet numerically. They have reported that the SST /K−ω turbulence model shows more accurate and reliable data than both standard and low-Re K − ε models. Later, the authors (Bazdidi-Tehrani et al., 2013) compared the ν 2 − f formulation and the SST /K − ω model with the available experimental data of Vukasinovic and Glezer (2003) . They omitted the cavity, orifice, and actuator oscillation and assumed a harmonic time-dependent velocity profile at the end of the orifice. It was concluded that the ν 2 − f turbulence model provides a more reliable prediction of Nusselt numbers in the simulations where cavity and piston oscillation were substituted with a velocity profile. Their results displayed a difference of 21% on average to the experiment. This inaccuracy occurred because the cavity and orifice were omitted in the simulation and a simple velocity profile was set at the exit of the orifice.
Despite many experimental investigations, numerical efforts on the simulation of synthetic jets are restricted and limited. The modeling of the cavity and diaphragm is still a major challenge in the numerical simulation of synthetic jets, which is ignored in most of the articles, and a simple linear or sinusoidal velocity profile is used at the end of the orifice. The simplest way to simulate oscillation of a synthetic jet is to utilize a periodic velocity boundary condition, but it produces imprecise results because it neglects the effects of the oscillations. Another main challenge in the simulation of an impinging synthetic jet that uses a velocity profile is to apply the thermal boundary condition, since the temperature profile leaving the orifice exit is not clear. On the other hand, moving boundary methods which simulate the diaphragm oscillation may express synthetic jet behavior more realistically, but it is more time consuming and has a higher computational cost. The differences between these two major modeling methods and their effects on the prediction of flow field and temperature distribution are still unclear.
Until now, no paper has proposed a competent modeling method and wide-ranging numerical details for simulating impinging synthetic jets. Hence the present work focuses on the effect of simulating the orifice along with diaphragm oscillation on the flow field and heat transfer. First, a synthetic jet setup is simulated and validated against the available experimental data. Second, a comprehensive study of fluid properties and the compressibility effect is investigated. Finally, four different cases are examined to obtain the most capable method in simulation of impinging synthetic jets.
PROBLEM DESCRIPTION

Governing Equations
This study investigates an impinging synthetic jet in a confined region. Governing equations for the analysis of an unsteady, compressible, and turbulent synthetic jet are as follows: The continuity equation:
The momentum equation:
And the energy equation:
The Reynolds stresses are related to the local velocity gradient by defining the turbulent eddy viscosity μ t as in Eq. (4).
Turbulent viscosity number, which is based on some scalar quantities and can vary throughout the field, is widely used in the turbulence models. In this study, two turbulence models are examined to calculate μ t , namely, SST /K − ω and ν 2 − f .
The shear-stress-transport SST /K − ω is a hybrid turbulence model that includes the advantages of both k − ε and standard k − ω models. It is an eddy-viscous-based model that is capable of providing reasonable results in the viscous sublayer at the walls. The turbulence kinetic energy k and the specific dissipation rate ω are characterized by Eqs. (5) and (6), respectively.
Accordingly, μ t can be derived from Eq. (7). A more detailed explanation about this model is available from the work of Menter (1994) .
The ν 2 − f is a relatively new four-equation turbulence model developed by Durbin (1991 Durbin ( , 1995 . This model consists of a wall normal velocity fluctuation (ν 2 ), an elliptic relaxation function (f ), and conventional k and ε parameters. The ν 2 − f model is a low-Reynolds-number turbulence model, which is identified as an outstanding model for problems with stagnation points.
This model is numerically stable and reproduces important characteristics of the Reynolds stress transport models without introducing computational difficulties. Also, since this model is applicable to the whole domain and close to solid walls, there is no need to employ the wall functions. Equations (8) and (9) express υ 2 and f , respectively. Supplementary details about this model may be found in Launder and Sandham (2002) .
Geometry and Boundary Conditions
In the present work, the geometry and boundary conditions are applied corresponding to Vukasinovic and Glezer's setup (2003) as displayed in Fig. 2 . This test case consists of two parallel circular plates each having a diameter D = 158.8 mm that can be considered as an axisymmetric impinging synthetic jet. The orifice diameter is d = 6.35 mm and the nondimensional jet-to-surface distance is equal to 4 (i.e., H/d = 4). The jet is discharged into a confined volume which is bounded with two parallel walls, the orifice plate, and the target surface. Also, a diaphragm is located at the top surface of the chamber against the orifice. The exit flow from the sides (exit surface) faces the ambient air with the standard atmospheric conditions (i.e., θ = 298 K and P = P atm ). A mechanical actuator causes the diaphragm to oscillate and periodically force the air in and out of the orifice. There is a constant uniform heat flux of 18 W on the bottom section with a diameter of d h , equal to 13.6 mm, while the other faces are insulated.
To calculate the Reynolds number, Smith and Glezer (1998) have proposed utilizing an equivalent constant velocity scale defined as Eq. (10). Then, the Reynolds number of the jet is characterized from Eq. (11).
The other basic parameter of a synthetic jet is Stroke length, L 0 . The stroke length is the distance a fluid particle travels during an explosion cycle and it is expressed by Eq. (12).
In the present work, Re is kept at 2210. A no-slip boundary condition is assumed at all the walls, while an adiabatic boundary condition is imposed on all walls except the impinging surface. The impinging surface is divided into two sections: (1) the bottom surface with the diameter of d h which is fixed at constant heat flux condition, and (2) the top surface which is insulated. The problem is solved under the axisymmetric condition; accordingly the bottom boundary condition is chosen as symmetry. The pressure outlet is set at the outer edge (corresponding to the exit face) of the domain which faces the ambient air. The problem to be considered is shown schematically in Fig. 3 .
Two main methods are used to simulate the actuator and oscillation of the synthetic jet. First, some segments of cavity or orifice are omitted and a simple time-dependent velocity profile is set to describe the periodic behavior of jet flow. Second, the moving boundary and grid method is performed to simulate the movement of the piston completely. This model can be used to simulate flows where the shape of the domain is changing with time due to the motion on domain boundaries. This method makes sure that the boundary condition assigned is realistic.
FIG. 3: Computational grid and boundary conditions
The harmonic velocity profile used in our computations is
where fr is the piston frequency and u max is the amplitude that can be calculated from the mass conservation equation. This sinusoidal function has been utilized at various studies of synthetic jet simulation (Yang and Tsai, 2007; Buddhika and Hewakandamby, 2009; Bazdidi-Tehrani et al., 2013) . In literature, it is noted that the turbulence intensity at the orifice outlet of the synthetic jet has no significant impact on the velocity magnitudes or heat transfer rates (Bazdidi-Tehrani et al., 2011); thus we have set the turbulence intensity to 10% for the current simulations too. The turbulence length scale at the orifice outlet, which quantifies the size of the large energy-containing eddies, is selected as 0.07d (Wang and Mujumdar, 2005) . Besides, the initial conditions throughout the domain are defined as:
In the present study, the dynamic layering method is used as a practical mesh motion technique to update the volume mesh in the deforming region (cavity) subject to the piston motion. This method is useful where we need a moving mesh that makes sure that the square cells have a sensible ratio; consequently, a computational mesh is generated at every time step of the unsteady computation. The module adds or removes layers of cells adjacent to the moving boundary based on the height, as depicted in Fig. 4 .
Inside the cavity, we have used the node-based structured mesh with a height of h ideal . Hence all the variables have been located at the intersections of grid lines. The height of cells close to the moving boundary changes due to the movement of the piston. The cells in the layer j would split if h min ≥ (1 + a s ) h ideal and would merge with layer i if h min ≤ a c h ideal , where a s is the layer split factor and it is set to 0.4 in our simulations, and a c is the collapse factor which is 0.04. During the blowing stroke, the height of the cells adjacent to the moving boundary decreases and finally, in the mentioned condition, the cells in layer j merge with the cells in layer i. In this case, all the properties-such as velocity components, density, pressure, and temperature-of the nodes on the boundary, point 1, do not change. Properties of point 2 are deleted and all the properties of point 3 get upgraded by taking an area-weighted average between the points 2 and 3, as expressed in Eq. (14),
where β * 3 is the upgraded component of point 3, and β 3 and β 2 are the old value of properties at points 3 and 2.
In the blowing stroke where the height of the cells close to the moving boundary increases, the layer splits into layer j and layer i. In this case, the properties of points 1 and 3 remain unchanged and the properties of point 2 are generated by linear interpolation between points 1 and 3, as described in Eq. (15),
where β * 3 is the generated component of point 2, and β 3 and β 1 are the value of properties at points 3 and 1, respectively. Dynamic layering is used to split or merge cells adjacent to the moving piston wall to create a reasonable domain grid in every time step.
Modeling Methods
In order to examine the effects of simulating the vibration of the diaphragm on the domain study, four cases are investigated. In case A, the simplest one, a time-dependent flat harmonic (sinusoidal) velocity profile is set at the orifice exit and the cavity and diaphragm operations are omitted. This method is very common in similar works on numerical simulation of a synthetic jet. In case B, the harmonic velocity profile is imposed at the outset of the orifice but the effect of the cavity is not considered. We have deliberately designed the second case to illustrate the effect that considering the orifice will have on prediction of flow field and heat transfer. Case C considers both cavity and orifice in such a way that the diaphragm is replaced with the harmonic velocity profile to simulate the oscillating actuator (piston or membrane). Even though this case includes all synthetic jet actuator components, the motion of the actuator itself is not considered. Finally in case D, the moving boundary and grid method is considered to simulate the full oscillation throughout the cavity. In spite of the greater cost of computing time due to updating new grids in a dynamic mesh simulation method, it models the oscillation of the actuator realistically. This case can state the proficiency of the moving boundary technique to reproduce the flow behavior of an axisymmetric impinging synthetic jet. The modeling methods of four explained cases and the location of the velocity boundary conditions are illustrated in Fig. 5 .
FIG. 5: Four employed modeling methods in the simulation
Summary of Numerical Details
The second-order implicit formulation is chosen to discretize the time-dependent equations including pressure-velocity coupling, utilizing the pressure implicit with the PISO algorithm. Also, a second-order scheme is chosen for momentum and energy discretization (Ferziger and Peric, 2002) .
To ensure that the simulation is converged and the results are independent from the initial conditions, instantaneous velocity u(t) and Nusselt number Nu are monitored at several points on both the near-field and far-field regions. Iteration continues until the oscillation of results is relatively stable and the resulting values [u(t) and Nu] do not change more than 1% in two successive cycles. Similarly, the sensitivity study of the convergence criterion is carried out and a value of 1 × 10 −6 is considered as the residual constraint for the energy equation and 1 × 10 −4 for other equations.
RESULTS AND DISCUSSION
Grid and Time-Step Sensitivity Study
In order to examine the influence of the grid size and time step on the solution, we have carried out three simulations with different grid sizes and three simulations with different time steps. In all of these simulations we have used the ν 2 − f turbulence model with the velocity inlet boundary condition and assumed a compressible flow. The simulation is solved for three domain grids (grid A: coarse 20,000 cells; grid B: medium 43,500 cells; grid C: fine 76,000 cells) to make sure that grid size does not affect the reported consequences. Figure 6 (a) represents the variation of the centerline mean velocity for three grid sizes at H/d = 4 and fr = 160 Hz. Since the influence of the grid modification on the results is negligible (the discrepancies between the medium grid and the fine grid are less than 1%, Table 1 ), all the results presented in this study are obtained using the medium grid.
Similarly, to ensure that the present results are independent of time step, the problem is solved for three different time-step sizes, namely, 100, 200, and 360 time steps per each cycle. The variation of centerline mean velocity with the dimensionless axial Fig. 6(b) , implying that there is no significant difference between results of the second (T /200) and the third (T /360) time-step sizes (Table 2) . Therefore the step size of T /200 is used throughout this work. 
Assessment of Turbulence Model Capabilities
While there are some efforts to examine an efficient turbulence model to simulate an impinging synthetic jet, choosing a comprehensive model is still a challenge in numerical simulations. Recently Bazdidi-Tehrani et al. (2013), with a split of substituting the cavity and the orifice with a harmonic time-dependent velocity profile, have reported that the ν 2 − f turbulence model can provide a quite reliable prediction that is close to the experimental results, displaying a difference of 21% on average. To better predict the Nusselt number, we have simulated (not substituted with a velocity profile) both the cavity and the orifice using the moving boundary technique and then investigated the turbulence model competence (i.e., case 4). We want to find out if the ν 2 − f turbulence model can afford the most accurate data in the simulations using the dynamic mesh method.
In the following figures (Figs. 7-12 ), the time-averaged Nusselt number profiles Nu avg are plotted as a function of dimensionless radial distance r/d at H/d = 4. The figure on the left corresponds to fr = 250 Hz and the one on the right is for fr = 160 Hz. The dots in these figures represent the experimental data, which are compared with the results of our two simulations, one using the SST /k − ω model and the other using the standard ν 2 − f model. It can be seen that both predictions follow the same trend and predict the maximum of Nu avg near the stagnation point. The deviation of results from the experiment employing the ν 2 − f turbulence model is less than 5% for fr = 250 Hz and 7.5% for fr = 160 Hz, and the SST /k − ω model exhibits a deviation of 9% for fr = 250 Hz and 14% for fr = 160 Hz on average. Thus we can conclude that the ν 2 − f turbulence model is relatively more suitable at both frequencies. Getting farther from the stagnation point, the difference between the results of these two models decreases. Calculations show that the ν 2 − f model results have an improvement of 4% for fr = 250 Hz and 6.5% for fr = 160 Hz in predicting the time-averaged Nusselt number at the stagnation point (Nu s ) compared to the SST /k − ω model. The ν 2 − f model uses near-wall turbulence anisotropy and nonlocal pressure strain effects and therefore it is applicable to the whole surface of the impinging wall and in the problems with stagnation points.
FIG. 10:
Centerline mean axial velocity evolution along the dimensionless streamwise distance from the orifice exit (H/d = 4 and fr = 250 Hz)
Thus we can conclude that the ν 2 − f turbulence model works better to provide more reliable results against the available experimental data of the impinging synthetic jet of Vukasinovic and Glezer (2003) , in numerical simulations using both the dynamic mesh method or utilizing a velocity profile as the inlet boundary condition.
Effect of Fluid Properties
We have conducted a comprehensive study on properties of fluid and effect of compressibility on flow field and heat transfer. In this section, we examine a complete simulation of synthetic jet with an orifice, cavity, and sinusoidal movement of the piston in order to monitor the natural behavior of this phenomenon (i.e., case 4). With the purpose of specifying the appropriate fluid properties in computations, three kinds of simulation are carried out.
In the first case, fluid is assumed incompressible with constant density. Vukasinovic and Glezer (2003) have shown that the time-averaged jet temperature at the orifice is about 40 K above the ambient air temperature for H/D = 0.16 and Re = 2210; thus, to be more precise we use the density of air at this temperature which is equal to 1.041 kg/m 3 (Incropera and Dewitt, 2002) . The second case is solved under the condition where the properties of air are dependent on the temperature. In order to achieve this goal, density, dynamic viscosity, heat capacity at constant pressure, and thermal conductivity are assumed to be a linear function of temperature. These thermodynamic quantities are depicted in Table 3 . Finally, in support of compressible flow, the density is assumed to follow the ideal gas law and consequently is a function of both pressure and temperature. Figure 8 shows the distributions of instantaneous axial velocity at the center of the orifice exit during one cycle, with respect to phase angle, for the three cases. The phase angle of oscillation, measured by degree, is calculated from Eq. (14) and varies from 0 to 360 degrees.
This figure demonstrates that the difference between the results of the first (incompressible case) and the second case (using linear properties of air) is not more than 3%. Since the temperature of air does not change very much, the air density in both cases stays alike. So, the results are very close to each other. This small difference shows that the effect of temperature variation on fluid density and velocity distribution can be neglected. Considering the case using the ideal gas model shows that although this case displays a same trend as other cases, two main differences become apparent. First, a delay in phase angle occurs. Second, the peak orifice velocity is higher than the other two cases.
The phase delays compared to the phase angle of the actuator are 330, 310, and 1600 for the incompressible case, the linear properties case, and the ideal gas model case, respectively. The delay in the first and the second cases is made by the effects of viscosity, but in the third one, the compressibility effect is the main reason for the huge phase delay. It is shown that compressibility makes a much bigger phase delay than viscosity. Although the peak of the centerline velocity has a considerable effect on the Nusselt number and velocity distribution, the delay angle is not very important in real applications and is ignored in the time-averaged results.
In case 3, the peak velocity at the center of the orifice exit is about 45% higher than the first and the second cases. Calculations show that time-averaged density of air at the orifice exit is equal to 1.18 kg/m 3 , which is 13% higher than the other two cases. Also, the maximum static pressure at this point is higher. To understand why the magnitude of these properties is higher in the ideal gas model, the instantaneous mass flow rate through the orifice exit was investigated. In Fig. 9(a) , the mass flow rate is positive during the blowing cycle and negative during the suction stroke. Figure 9 (a) shows that the mass flow rate with the incompressible model is lower than the simulation using the ideal gas assumption. In this case, the total mass flux through the orifice is equal to the air density multiplied by the volume swept by the piston inside the cylinder in one stroke. As both density and volume are constant at this model, the value of air mass flux is constant. Also, it is independent from frequency and other flow parameters. In contrast, in case 3, where the ideal gas assumption is used, the air density, and consequently, the mass flux rate, depend on frequency, temperature and pressure of the air, and geometrical parameters. Since the time-averaged density of the air in case 3 is higher than that in cases 1 and 2, the total mass flux in this case is more than the other two cases. Therefore the magnitude of air axial velocity at the orifice exit should be greater than the other cases to produce higher mass flow rate. This fact can be observed in Fig. 8 , where the magnitude of velocity is higher in the case using the ideal gas model than in the incompressible model.
Based on the mass flow discussion, it can be understood that using the incompressible assumption is not suitable in a simulation with the dynamic mesh model and piston displacement, because this case predicts a constant value for total mass flux which is independent from flow variables and is lower than experiments. A lower mass flux rate results in a lower Reynolds number and consequently weaker vortices that have less cooling capacity than reality. Figure 9 (b) compares the time-averaged Nusselt number in different simulations with experimental data. It demonstrates that the incompressible case predicts a lower Nusselt number than the case utilizing the ideal gas model and also experimental data due to an inaccurate mass flow rate. In conclusion, it is recommended to employ the ideal gas model in simulations that include moving boundaries and dynamic mesh methods.
Flow Field Study
We have carried out an extensive numerical study to investigate the effect of simulation of orifice and diaphragm oscillation on the flow field for an impinging synthetic jet. Figure 10 reports the centerline mean longitudinal velocity evolution through one complete cycle for the four described cases at fixed H/d = 4. It can be seen that all cases show almost the same trend and predict the maximum velocity close to y/d = 3. There is no remarkable difference between the results of cases 2 and 3. Since all the walls of the synthetic jet device are isolated, no heat transfer occurs in the cavity and orifice. The temperature profiles of both cases at the orifice exit remain alike. Also, in both cases, while the fluid travels through the orifice, it gets close to fully developed turbulent flow. Consequently, the velocity profiles at the orifice exit are very similar and indicate the same results for both cases.
Case 4, which consists of a dynamic mesh and moving boundary, predicts the centerline mean axial velocity 9% higher than the others. This model simulates the movement of the piston inside the cavity, so the volume of the cavity changes. In case 3, the volume of the cavity is fixed and equal to the maximum value of the cavity in case 4, when the piston is at the bottom dead center. Because the volume does not change in case 3 and the effect of piston movement is neglected, the behavior of the fluid is almost identical under the compressible and the incompressible conditions. In the cases that include an inlet boundary condition, there is not any notable difference between the results of simulations that use compressibility and incompressibility assumptions. In contrast, the flow behavior of air in case 4 is compressible, and the density changes during a cycle. As depicted in Fig. 8 , the peak of axial velocity in a compressible flow is greater than for the incompressible flow. Therefore the magnitude of instantaneous axial velocity in case 4 can reach a higher value than the other cases, and the centerline mean axial velocity is higher as well.
Finally, it can be concluded that the incompressible assumption is suitable when the simulation includes a harmonic velocity profile as a motivator of flow because both incompressible and compressible models show very similar results, but the cost of calculation in the compressible model is higher. Therefore it is recommended to use the incompressible assumption in these kinds of simulations. On the other hand, the compressible model is appropriate when the movement of the actuator is simulated with dynamic mesh methods. This assumption provides more accurate data in synthetic jet flows.
In the following figures, the mean axial velocity profiles are depicted for different distances from the jet exit section as a function of dimensionless radial distance. It is apparent that the maximum difference between the results of four modeling methods occur near the centerline (0 < r/d < 1). The deviation of mean axial velocity from case 4 is shown on average in Table 4 . Getting far from the centerline, the velocity profiles are more similar to each other. Case 1, where the velocity inlet boundary condition is set at the end of the orifice, shows different values from other cases, e.g., with an approximate difference of 40% with respect to the fourth case. Case 1  191  87  31  25  Case 2  139  24  15  15  Case 3  137  30  13  13 This difference is due to the fact that in the other cases, the viscous flow travels through the orifice pipe. Due to the shear stress between the fluid particles and the orifice wall, the velocity profiles are changed along the orifice. Consequently, the velocity profiles exiting the orifice in the last three cases become more realistic compared to the first case, based on the experimental results. Because of the similarity of the results in cases 2 and 3, and inaccurate prediction of case 1, it is recommended to set the velocity profile at the beginning of the orifice in problems with a velocity inlet boundary condition (i.e., case 2).
It is noteworthy that in real applications heat transfer and cooling are not the main issue. Although simulation of the synthetic jet in case 4, which consists of a dynamic mesh, provides slightly more accurate data on velocity distribution compared to cases 2 and 3, it involves more time cost, data computing, mesh technique, and grid updates. Hence it appears that employing an appropriate velocity profile at the beginning of the orifice, as the inlet boundary condition (i.e., case 2), can provide satisfactory prediction of velocity variations. The simulation of diaphragm oscillations by means of grid methods is not necessary in this circumstance. These real applications are, namely, a synthetic jet erupting in a quiescent medium, interaction of a synthetic jet with the boundary layer, and crossflow.
Thermal Characteristics
The effect of modeling a cavity and diaphragm on the computation of heat transfer and temperature distribution is investigated in cases 1-4, described in this paper. Figure 12 illustrates the variation of Nu avg with r/d for cases 1-4 at H/d = 4 and fr = 160 Hz. Figure 12 demonstrates that case 4 can result in a better prediction, displaying an average deviation of 7.5% compared to the available experimental data of the Vukasinovic setup (2003) . There is no remarkable improvement in case 3 as compared with the data of case 2. Nevertheless, the most imprecise values are provided by case 1, with an approximate error of 31% less than the experiment. There are two major reasons for the difference between the values of Nu avg derived from these four modeling methods: diverse velocity profiles exiting the orifice, and different temperature profiles at the cavity outlet.
As depicted in Figs. 10 and 11, the velocity profiles differ in the four cases. Case 4 shows the highest value for velocity components that create a stronger vortex pair. In the blowing stroke when the piston moves upward, a pair of vortex rings is generated and propagates away from the orifice edge. If each vortex pair has enough self-induced velocity to travel far enough, it can escape from being drawn into the orifice during the suction stroke. This condition is the main jet formation criterion for synthetic jets. If the vortex pair is ingested back to the cavity, actually no jet is formed. Over the blowing and suction strokes, the net mas flux crossing the exit plate is zero but the momentum of the jet is not. Vorticity flux plays an important role in applications where synthetic jets operate for cooling. These vortex rings can hit the hot surface and remove a significant amount of heat. Two main dimensionless parameters are used to characterize the vortex rings, the dimensionless stroke length, and Reynolds number. Case 4, which predicts the highest value for velocity profiles, has a higher Reynolds number and consequently, a stronger vortex ring. Therefore it has more cooling capacity than the other cases and shows a higher Nusselt number.
A major challenge on the simulation of the impinging synthetic jet is to set a proper inlet thermal boundary condition. In cases 1-3, the temperature of fluid ejecting into the domain should be defined in addition to the velocity inlet boundary condition. In this paper, the temperature of air at the inlet boundary is considered to be 350 K, as measured by Vukasinovic and Glezer (2003) for H/d = 4, although setting a fixed value for temperature can inevitably result in errors in calculation of temperature distributions, and accordingly, Nusselt numbers. Case 4 simulates both cavity and diaphragm oscillation, and calculates the temperature of the air blowing to the domain or being sucked to the cavity. Therefore it is not necessary to set a thermal boundary condition. Using this method, the error in computing the Nusselt number can be minimized. Hence case 4 displays the most precise results in prediction of Nu avg . Figure 13 displays the mean temperature variations at the orifice outlet section for the four presented cases at H/d = 4 and two specific frequencies. It can be observed that case 1 demonstrates the highest value for air temperature, close to 340 K, while case 4 shows the smallest value. In the suction stroke, the fluid, of which the temperature is less than 340 K, is forced into the cavity. In cases that use a velocity profile as an inlet boundary condition, the flow enters from one side of the cavity, where the orifice is located, and exits to the other side, where the velocity boundary condition is located. Afterward, during the blowing stroke, an air flow with temperature of 340 K blows, moves through the orifice, and enters the domain. In contrast, in case 4, the flow remains in the cavity during the suction and leaves it in the blowing cycle. Since all the walls of the cavity and orifice are isolated, there is no specific change in the temperature of flow. So, the temperature of air leaving the orifice is less than 340 K. That is why the mean air temperature at the orifice exit in case 4 is less than the other cases.
It should be noted that in case 4, the jet flow that impinges the hot disk is at a lower temperature and has more potential power to cool it down. Consequently, the amount of Nu avg predicted by this model is higher than the other ones and close to experimental values. From all of these results and discussions, we can confirm that setting a fixed value for the inlet thermal boundary condition in the blowing cycle can cause an inaccuracy in prediction of cooling. Also, we have concluded that full simulation of the cavity utilizing a moving boundary and dynamic layering technique is the finest method to simulate an impinging synthetic jet. This model is capable of indicating the most truthful data on heat transfer and Nusselt numbers.
CONCLUSIONS
(1) Numerical simulations of an axisymmetric impinging synthetic jet have been performed. A series of numerical solutions with three different grid sizes and three time steps, with air as the working fluid, are carried out and the results are compared with the experiment of Vukasinovic and Glezer (2003) . Results indicate that the ν 2 − f turbulence model works better and provides more reliable results on the numerical simulations that use dynamic mesh methods.
(2) A detailed complementary study of fluid properties and compressibility effect on flow field and heat transfer is carried out. Based on this study, we have concluded that in a simulation with cavity and diaphragm oscillation, using a dynamic mesh and moving boundaries, the ideal gas model describes the behavior of the fluid more realistically than the other methods. On the other hand, there is no tangible difference between the results of incompressible assumption and the compressible model when the simulation includes a harmonic velocity profile as the motivator of flow. Consequently, the incompressible assumption is recommended for problems consisting of velocity profiles as the inlet boundary conditions.
(3) The influence of simulation of cavity and diaphragm oscillation on the flow field and heat transfer for a synthetic jet is investigated by employing four modeling methods. It appears that in an impinging synthetic jet problem, where setting a proper inlet thermal boundary condition is a major challenge, full simulation of the cavity, utilizing a moving boundary and dynamic layering module, has the most reliable results with regard to heat transfer and Nusselt numbers.
(4) We have shown that in a simulation of a synthetic jet where heat transfer and cooling is not the main issue for real applications, employing an appropriate velocity profile at the beginning of the orifice, as the inlet boundary condition (i.e., case 2), provides satisfactory results for prediction of velocity variations. Also, we have shown that for this type of problem, simulation of diaphragm oscillation by means of a grid method is not necessary.
