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ABSTRACT
The flow of fine powder has not been fully understood nor has it been predictable
by current simulation techniques. With the use of atomic force microscopy (AFM),
interparticle forces of attraction and interparticle friction forces between fine particles
have been measured with unprecedented success. In a novel coupling of technologies,
the microscopic interparticle force data was used in a discrete element model (DEM)
simulation to predict the bulk powder flow in multiple geometries. Excellent agreement
between the simulated angles of repose for both glass beads and a microcrystalline
cellulose pharmaceutical excipient was obtained. Qualitative agreement between
simulation and experiment of flow in a rotating box was also obtained for these
materials.
The ability to measure interparticle friction forces for non-spherical particles was
a novel development. The presence of surface asperities was shown to be directly
responsible for changes in friction force. Interparticle friction coefficients were
established by varying the applied load between particles. The average interparticle
friction between the cellulose particles was 0.44, double the value for glass beads. For
both particle types, the population of measured friction coefficients was well represented
by a normal distribution. Interparticle friction was also measured between lactose
particles. However, the surfaces of the lactose particles smoothed under high applied
loads and the measured friction coefficients were lower (an average value of 0.26) than
the cellulose particles. The similar friction coefficients for glass beads and smooth
lactose particles further suggest that the interparticle friction was strongly dependent
upon the surface asperities.
The DEM simulation was used to simulate the relative importance of cohesion
and friction. For angle of repose simulations, increasing the cohesion increased the final
angle in a consistent, linear fashion. Increasing the interparticle friction coefficient
increased the final angle up to a critical friction coefficient. For the range of two
dimensional simulations with the particles shaped as discs, this critical friction coefficient
was about 0.30. Above this threshold, increasing the interparticle friction had no impact
on the angle of repose. This suggests that for most pharmaceutical powders, the
cohesion and shape are the most important particle properties.
Case studies relating interparticle adhesion to labscale powder performance
(flow and blends) were completed with two active pharmaceutical ingredients and a
number of excipients. In all of the flow cases, the rank order of interparticle or
intermaterial adhesion forces measured with AFM was exactly predictive of the rank
order of ease of flow. Similarly, in all of the blending case studies, the rank order of
adhesion force between the active pharmaceutical ingredient and the excipient was
exactly predictive of the rank order stability of blends of the materials. The blend stability
was quantified using an on-line, nondestructive, noninvasive light induced fluorescence
(LIF) instrument.
Separately, the LIF instrument was used to estimate the content of fluorescent
drugs (caffeine and triamterene) in tablets by measuring the surface fluorescence. A
theoretical description of the accuracy of the surface measurement to correctly estimate
the total content in a tablet was derived and validated experimentally by spectroscopic
total tablet assay. The accuracy of the estimation made by the LIF instrument can be
predicted from simply measuring the deviation in signal at locations on a tablet surface.
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1 Introduction
1.1 Pharmaceutical Powders
In the manufacturing of pharmaceutical tablets, the ingredients of the tablets are blended
to ensure that the composition of the active ingredient is uniform. Failure to consistently
manufacture tablets of uniform composition can result in expensive downtime and product failure.
The ingredients, commonly in powder form when blended, consist of active pharmaceutical
ingredient (s) and excipient powder (s). A variety of excipients can be included to dilute the active
ingredients, to improve the binding properties of the mixture, to facilitate disintegration of the
tablet in the human body, or to improve the speed and stability of the blending process.
In 1993, the requirements for demonstrating homogeneity of pharmaceutical products
were set out in a court decision, United States vs. Barr Laboratories, known as the Barr decision.
It was ruled that the composition of the active ingredient in a tablet must be within ten percent of
the desired composition [1]. Since the Barr decision, the pharmaceutical industry has invested a
large amount of time, labor, and equipment to create uniform powder mixtures. The process of
creating uniform mixtures is complicated by the complex physical and chemical properties of
many pharmaceutical powders.
Both theoretical and empirical approaches to describe powder flow and blending have
been researched. Unlike fluid flow and mixing, validated theoretical description of powder
movement or blending of realistic powders does not exist [2, 3]. The majority of theoretical
descriptions of powder blending involve the mixing of spherical particles that differ only in color
and do not account for any cohesion or interaction between the components being mixed [4].
The theory derived from such studies is not useful for describing practical pharmaceutical
powders and, as a result, most powder mixing science in use is empirical. The empirical
approaches employed are primarily trial-and-error and do not give insight into the fundamentals of
powder blending, and cannot be extrapolated to new powder systems [5, 6].
1.2 Thesis Objective
The primary objective of this project was to develop a fundamental model of particle flow
that incorporated experimentally determined microscopic particle interactions and validate the
model with labscale bulk powder experiments. Expertise required to achieve this objective
included the ability to qualify and quantify interparticle interactions at the length scale of particle
surface asperities (micron scale), an understanding of fundamental models of particle flow,
modification of a model of powder flow to include the microscopic interparticle measurements,
and the ability to validate the model of powder flow with labscale experiments. The microscopic
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interparticle analysis expertise was facilitated by Professor Christine Ortiz, DMSE at MIT. The
understanding of and modification to the models of particle flow was facilitated by Professor John
Williams, DCEE at MIT, and by Dr. Paul Cleary, CSIRO of Australia. The labscale experiments
were facilitated by Professor Charles Cooney, CHEE at MIT.
1.3 Overview of Powders Used
The powders used were:
1. Microcrystalline cellulose (MMC) named CP102 manufactured by Asahi Kasei of Japan.
The particles of MCC were composed of crystalline material and were sieved to be in the
size range of 75-150gm for all experiments. The CP102 has an average degree of
polymerization of around 230, giving an average molecular weight of 37 kg/mol. The
degree of crystallinity is around 70% (a typical value for MCC) [7].
2. Spray dried direct compression lactose (DCL) named Pharmatose DCL11 manufactured
by DMV-International. This lactose is mostly crystalline o-lactose monohydrate, but has
been found to have 9-12 wt% amorphous content [8]. The particles of lactose were
seized to be less than 150gtm for all experiments.
3. Glass beads named PT2530 manufactured by Potters Industries of New Jersey. The
beads were unsieved and had a mean particle diameter of 50gm.
1.4 Chapter Bibliography
1. Jimenez, F.A., "Enforcement of the Current Good Manufacturing Practices for
Solid Oral Dosage Forms After United States v. Barr Laboratories," Food and
Drug Law Journal, 52, pp. 67-82 (1997).
2. Metcalfe, G., Shinbrot, T., McCarthy, J.J., and J.M. Ottino, "Avalanche Mixing of
Granular Solids," Nature, 374, Mar. 2, 1995.
3. Prescott, J.K., and R.A. Barnum, "On Powder Flowability,"
Pharmaceutical Technology, Oct. 2000, pp. 60-84.
4. Wang, R.H., and L.T. Fan, "Methods for Scaling-Up Tumbling Mixers," Chemical
Engineering, May 27, 1974, pp. 88-94.
5. Crowder, T.M., and A.J. Hickey, "The Physics of Powder Flow Applied to
Pharmaceutical Solids," Pharmaceutical Technology, Feb. 2000, pp. 50-58.
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6. Hersey, J.A., "Powder Mixing: Theory and Practice in Pharmacy,"
Powder Technology, 15, pp. 149-153 (1976).
7. Personal communication with Tsugunori Yasuda, Vice President, Pharma and
Food Ingredients, Asahi Kasei America, Inc., New York, NY U.S.A.
8. Darcy, P., and Buckton, G., 1998, Crystallization of Bulk Samples of Partially
Amorphous Spray-Dried Lactose, Pharmaceutical Development And Technology,
3 (4): 503-507
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2 Microscopic Visualization of Particles
2.1 Particle Size and Shape
The particles that compose pharmaceutical powders have a wide range of microscopic
appearance. The particles are usually between 10 pm and 200 pm in diameter and have an
assortment of shapes.
2.1.1.1 Particle Size and Size Distribution
Particle diameter is the most common metric of particle size. For non-spherical particles,
multiple methods of measuring particle diameter are in use, some of which are shown in Figure
2.1. The Feret diameter is the perpendicular projection of the tangents to the extremities of the
particle profile. The Martin diameter is equal to the length of a line that divides the particle profile
into two equal areas. Equivalent circle diameter is the diameter of a circle that would occupy the
same area as the particle occupies. Equivalent volume sphere diameter and equivalent surface-
volume sphere diameter are also used [9,10,11,12].
Feret Martin Equivalent Circle
Figure 2.1 Methods of measuring particle diameter
Particle size and particle size distribution can be measured using a variety of methods.
An optical microscope allows for direct visualization of the particles and can be used to measure
particles as small as 5 pum in diameter. An electron microscope can be used to resolve smaller
particles [10]. The diameters measured from microscopy are dependent on the profile orientation
of the particles [10,11]. Microscopy of small particles can be difficult because the particles may
be agglomerated or overlap one another while visualized [13]. Reducing the population density of
the particles can reduce the overlap of particles being visualized.
Dry sieving is a frequently employed method of determining particle size for particles
greater than 45 gm in diameter [10]. The particles pass through sieves based on their narrowest
diameter. Air jet sieving is reported to separate particle diameters down to 20 gm, and wet
sieving, in which the particles are suspended in liquid, separates down to 5 gm [10]. Two
11
common difficulties associated with sieving are that the sieve mesh can be damaged and the
particles must be efficiently presented to the mesh [11].
Other methods for determining particle diameter include sedimentation, permeametry,
electrozone sensing, laser diffraction, and photon correlation spectroscopy (PCS). Sedimentation
of particles in a liquid relates the terminal velocity to equivalent surface-volume diameter.
Permeametry relates the pressure drop of a fluid across a bed of randomly packed particles to
the diameter of the particles. When non-spherical particles are used in permeametry, the
calculated diameter is the equivalent surface-volume diameter. Electrozone sensing involves
flowing particles through a tiny orifice that has a charge applied across it. The amplitude of the
voltage pulse as a particle passes through the orifice is related to the particle volume. Laser
diffraction relates the diffraction angle through a suspension of particles to the particle size
yielding a "laser diameter" [10, 13,14,15]. PCS is a method of determining particle sizes for small
particles (nanometer to micrometer range) by monitoring their random motion due to molecular
bombardment [11].
In all powders, there is a distribution of particle sizes, which can be estimated by
measuring the size of many different particles within the sample. Common particle size
distributions include arithmetic-normal (Gaussian) distribution, log-normal distribution, and Rosin-
Rammler distribution [9,12].
2.1.1.2 Particle Shape and Shape Distribution
For irregularly shaped particles, the distribution of shapes within a sample can be difficult
to describe. The most complete description of shape is to be able to view the particles in three
dimensions. Simpler descriptions of shape have been developed.
There are a number of different shape factors that are used to quantify particle shape.
The volume shape factor is the ratio of particle volume to the particle diameter cubed. The
surface shape factor is the ratio of particle surface area to the particle diameter squared. The
specific surface shape factor is the ratio of surface shape factor to volume shape factor [12,14].
Sphericity, also called Carman's shape factor, is the ratio of the surface area of a sphere with the
same volume as the particle to the surface area of the particle [10,12]. Circularity is the ratio of
the perimeter of a circle with the same area to the perimeter of the particle. The rugosity is the
ratio of the particle perimeter to the perimeter of a smooth curve that circumscribes the particle
perimeter [16]. The surface roughness is the ratio of the perimeter of the particle to the perimeter
of an ellipse with the same area.
Some shape indices are also used to compare the relative lengths of the three
dimensions of a particle. The thickness, the breadth, and the length of a non-spherical particle
are shown in Figure 2.2. One index is the aspect ratio, or elongation, which is the maximum
length of the particle profile divided by the width of the particle profile [10, 17]. The reciprocal of
12
the aspect ratio is the chunkiness factor, which has a range from zero to one. Flakiness or
flatness is the ratio of breadth to thickness. Zigg's index is the ratio of elongation to
flakiness [12].
C
fhiGic r9-5
Figure 2.2 Dimensions of a particle
2.2 Optical Microscopy and Measured Size Distributions
An optical microscope was used to see an overview of the particle size and shape of the
different powders used. The microscope was equipped with a digital camera. Optical
microscope images of the particles resting on a counting slide of known dimensions were used to
determine the size distributions of the population. A sample image of MCC CP102 particles is
presented in Figure 2.3.
Figure 2.3 Optical microscope image of MCC particles
The Feret radii (Figure 2.1) of 111 MCC CP102 particles were measured from
microscopic optical images and the resulting distribution is presented in Figure 2.4 with the best
fit normal and lognormal distributions presented for comparison. The lognormal distribution
agrees slightly better with the experimentally measured distribution than the normal distribution.
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Figure 2.4 Particle size distribution for MCC CP102 particles
A sample image of lactose particles is presented in Figure 2.5. The lactose particles are
slightly smaller and less regular in shape than the MCC. The resulting particle Feret radiui
distribution from a measurement of 20 lactose particles is presented in Figure 2.6. As with the
MCC, the lognormal distribution provides a better representation of the data than a normal
distribution.
Figure 2.5 Sample optical microscope image of lactose particles
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Figure 2.6 Size distribution of lactose particles compared to distribution types
A sample image of glass beads is presented in Figure 2.7. The beads are highly circular
in shape. The radii of 67 glass beads were measured from microscopic optical images and the
resulting size distribution is presented in Figure 2.8. The empirical distribution was found to be
well represented by a lognormal distribution. The mean lognormal value for the radius measured
in meters was -10.6 with a standard deviation of 0.312.
100 microns; ~ ' ?:
Figure 2.7 Optical microscope image of glass beads
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Figure 2.8 Size distribution of glass beads compared to distribution types
2.3 Profilometry
Profilometer machines image the surface of a sample by rastering a sharp, stiff tip across
a surface and recording the height of the sample. The Tencor Profilometer used in this project
uses a tip made of diamond and has a maximum vertical height of approximately 300 microns. A
sample resulting height map is presented in Figure 2.9. Profilometry is not able to resolve
submicron surface features because of the wide diameter of the diamond tip.
3D Profile of a Lactose Particle
Diamond Tip140 l-~~~~[7
120 -
100I
E
t so,
- 60 
40 
20.
0O
250
T1u-
250
uls~Utl) Ut~L1 0 Distance (m)
Figure 2.9 Profilometer height map of a lactose particle [x,y axes 250 gm; z axis is 140 jim]
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2.4 Environmental Scanning Electron Microscopy (ESEM)
Environmental scanning electron microscopy (ESEM) operates in a similar manner to
traditional SEM with the primary advantage of not requiring the sample surface to be conductive.
Samples can be viewed under high vacuum conditions or with a low pressure of water vapor
present. Having the water vapor present reduces the resolution of the instrument but protects the
sample from being burnt by the high intensity electron beam. The advantage of using non-
conductive samples is that organic samples do not need to be precoated with a metal surface.
The pharmaceutical powders were imaged in low pressure water vapor environment
without damage to the particles. Sample images of lactose particles are presented in Figure
2.10.
Figure 2.10 Sample ESEM images of lactose particles
The particles could also be imaged after being adhered to atomic force microscope
(AFM) cantilevers without damage to the sample. ESEM images of two microcrystalline cellulose
(MCC) MCC particles are presented in Figure 2.11.
Figure 2.11 Sample ESEM images of MCC particles on AFM cantilevers
An ESEM image of a glass bead adhered to the end of a triangular AFM cantilever is
presented in Figure 2.12. The glass beads were nearly spherical in shape.
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Figure 2.12 Sample ESEM image of a glass bead adhered to the end of an AFM cantilever
2.5 Atomic Force Microscopy for Surface Imaging
The atomic force microscope (AFM) in contact mode rasters a small, sharp, stiff tip
across a surface. The microfabricated tip is typically about 5 microns in height and is located at
the end of a cantilever (-100 microns in length). As the raster occurs, a laser is reflected off of
the back of the cantilever and track and the reflected laser position is related to the sample
surface height. A schematic of the AFM is presented in Figure 2.13. The laser (red) reflects off
of the cantilever (gold) while the tip is in contact with the surface (gray). The resolution of this
instrument approaches the atomic scale and is significantly higher than that of the profilometer.
Figure 2.13 Atomic force microscope cantilever and tip with laser in red
A visualization of typical AFM components and their function are presented in Figure
2.14. After the laser is reflected off of the back of the cantilever, it is directed to a four quadrant
photodiode. The photodiode is able to simultaneously monitor vertical and lateral deflection of
the cantilever. Changes in the vertical deflection of the cantilever when in contact with a sample
correspond to changes in the force between the cantilever tip and the sample. For AFM contact
imaging, the vertical deflection of the cantilever is kept constant by a feedback loop that
manipulates the vertical position of the piezoelectric scanner on which the sample sits. If the
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force between the sample and the tip is larger than the specified setpoint, then the sample is
lowered by the scanner. The sample would be raised if the deflection was lower than the
setpoint.
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Figure 2.14 AFM components and their function [source unknown]
The AFM instrument used in this thesis was a Digital Instruments (Santa Barbara, CA)
Multimode AFM with a Nanoscope Illa SPM controller. In all experiments, the J-type scanner
was used. The J scanner has a maximum horizontal scan of 125 m and a maximum vertical
scan of 5gtm. All images were taken in contact mode.
Top views of two height images taken at different locations on the top of a MCC CP102
particle are presented in Figure 2.15. The image on the left scans an area 40gtm by 40gm. The
image on the right scans an area of 20gtm by 20pm. In both cases the height color scale is 2gm.
0
0
0
:0.0
0.0
Figure 2.15 Sample AFM height images at two different locations on the same MCC particle
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A sample height image of a lactose particle is shown in Figure 2.16. The scales for the x
and y axes are 25 gm and the total height scale is 4 gm (2 mm/tick). A sample of the roughness
and section analysis tools in the AFM software are shown in Figure 2.17. The surface
topography of the lactose particles was significantly rougher than that of the MCC particles.
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Figure 2.16 AFM 3D image of lactose surface topography
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Figure 2.17 Roughness and section analysis of the lactose height map
AFM images of the surfaces of two glass beads are presented in Figure 2.18. The x and
y axes have a total length of 14gm and the total length of the z axis is 4jim. The surfaces of the
glass beads are smooth relative to the pharmaceutical excipients, but still have micron sized
asperities.
Figure 2.18 AFM images of glass bead surfaces
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2.6 Conclusions
Different techniques can be used to image particles at different scales. For particles in
the range of 10-500tm, optical imaging is useful for quickly determining size and shape
distributions of the particles. For the powders investigated, optical imaging was used for this
purpose. To image to surface, more time consuming techniques are required. Some of the
techniques that were utilized with success include profilometry, environmental scanning electron
microscopy (ESEM), and atomic force microscopy (AFM). Profilometry gives micron scale
quantitative surface analysis. ESEM provides submicron to bulk particle qualitative surface
analysis. AFM is able to give submicron to micron quantitative surface analysis. Using ESEM
and AFM to investigate the particles demonstrated dramatic surface feature differences between
the types of particles. Lactose was the most rough and irregular, and glass beads were relatively
smooth and regular.
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3 Interparticle Surface Forces
Any interparticle forces that are present act simultaneously. The relative strength of the
different forces depends both on the particle properties and the properties of the environment
around the particles.
3.1 Theoretical Forces
3.1.1 Van der Waals
Van der Waals forces are based on molecular attraction and decrease as the distance
between particles increases. Van der Waals forces in dry powders are reported to only be
important for particles less than one micron in diameter. When adsorbed liquid layers exist on the
particles, then van der Waals forces are important up to particle diameters of one hundred
microns [10]. The van der Waals force between two spheres of different radii is given by
Equation 3-1 [18]. In Equation 3-1, A is the Hamaker constant and depends upon the material of
the particles (on the order of 10-' 9 or 10- 20 J), I is the length between the two spheres, d, is the
diameter of one sphere, d2 is the diameter of the second sphere.
Fvw=1212 d + d 2
Equation 3-1 Van der waals forces between two spheres of diferent radii
3.1.2 Electrostatic Forces
Electrostatic charging, or triboelectrification, occurs as a result of friction between
particles and between particles and their container. Electrons physically transfer between the
different solids, and charge is accumulated [10]. Electrostatic charges that build up may cause
some particles to repel each other and others to attract each other. The electrostatic attraction
between two spheres of equal diameter is given in Equation 3-2 [19]. In Equation 3-2, q1 is the
charge of one sphere, q2 is the charge of the second sphere, d is the diameter of the spheres, I is
the distance between spheres.
Equation 3-2 Electrostatic attrac on be wee  two spheres of equal diameter
Equation 3-2 Electrostatic attraction between two spheres of equal diameter
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High temperature and low humidity improve the environment for surface charges to
accumulate. Rubbing of the materials together increases the area of contact and can lead to
charge accumulation [20].
The surface area and the maximum charge density limit the amount of charge that can
accumulate on a particle [20]. The charge on a particle is approximately proportional to the
surface area of the particle [18]. The charge per unit volume, or per mass, is then approximately
inversely proportional to the particle diameter. A result of this is electrostatic forces are usually
more important for smaller particles [18].
Different materials tend to accumulate charge with different levels of ease. Plastics, for
example, tend to accumulate charge easily [20]. The interior of a plastic mixer may become
coated with particles due to the accumulation of static charge. Some aids to relieving this static
include (1) addition of solids with high surface to weight ratios (2) addition of liquids (3) changing
the material of the mixer (4) increasing the humidity in the environment (5) preparing the powders
to reduce the accumulated charge [20].
In experimental work, Bridgwater et al [22] found some electrostatic charge generation
with small beads in an area confined to near the walls. The charges can be difficult to quantify
because they are commonly transient, irreproducible, and difficult to identify [3].
3.1.3 Adsorbed Liquid Layers and Liquid Bridges
When a condensable vapor is in contact with solid particles, some of the vapor will
condense on the particles. Bonding forces between particles can develop if their liquid layers
overlap. The bond strength is dependent upon the area of overlap of the layers and the surface
tension of the liquid. The thickness of the layers is dependent upon the vapor pressure of the
condensable vapor [10].
When a large amount of condensed vapor is present in the system, then liquid bridges
can form between particles. Liquid bridges of water were visually found at relative humidities
greater than 65% [18]. The state of the liquid bridges in a system is categorized into four types.
The states are referred to as pendular, funicular, capillary, and droplet. The pendular state is
when there is a thin liquid bridge between particles, each distinct from one another. The surface
tension of the liquid draws the particles together. Capillary pressure resulting from the curvature
of the liquid bridges is also attracting particles to each other. Moderately increasing the amount
of liquid present reduces the likelihood of the bridges breaking and reduces the curvature of the
liquid bridges. The funicular, capillary, and droplet states all correspond to increasing amounts of
liquid between particles and decreased attractive forces. In the capillary and droplet states, all of
the volume between particles is occupied by liquid [10].
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The adhesive force between particles caused by a liquid bridge is found by summing the
capillary force and the surface tension force, as shown in Equation 3-3 [18]. Where r2 is the
radius of the liquid bridge, PLB is the capillary pressure inside the liquid bridge, a is the surface
tension of the liquid in air.
F13= Lr. i z ar,
Equation 3-3 Adehesion due to liquid bridge force
When the liquid bridge cross section is approximated as a circular arc, as shown in
Figure 3.1, the capillary pressure can be found in Equation 3-4 [18]. In Equation 3-4, r is the
radius of the circular arc.
( Ir1
Figure 3.1 Liquid bridge between two particles of equal diameter
PLB = CT (1 / r1 - 1 / r2)
Equation 3-4 Capillary pressure between two particles of equal diameter
3.1.4 Solid Bridges
Solid bridges can either form when liquid is removed from a system, or by chemical
reaction, or by solidification of melted components [19]. Solid bridges are more permanent
bridges than the liquid bridges. Crystalline bridges may form upon liquid evaporation if the
particle is soluble in the liquid. Alternatively, some portion of the liquid, such as a binder, may
remain upon evaporation and create a liquid binder bridge [10].
3.2 Use of AFM to Measure Interparticle Forces
As pictured in Figure 2.14, with the laser correctly aligned on the back of an AFM
cantilever and reflected onto the photodiode, the tip of the cantilever may be brought in contact
with a sample surface and the deflection of the cantilever related to changes in signal of the
photodiode. The cantilever is assumed to bend like a spring [23]. For contact between the tip
and the sample in the direction normal to a flat sample surface, the force on the cantilever, Fc, is
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proportional to its deflection, 8c, multiplied by its normal spring constant, kN. This relationship is
presented in Equation 3-5.
Fc = kN6c
Equation 3-5 Force acting on cantilever
The deflection of the cantilever cannot be measured directly, but can be calibrated by
contact the cantilever to a hard, flat surface and divided the change in vertical distance traveled
by piezoelectric scanner by the change in vertical position of the laser on the photodiode. This
calibration constant is known as the inverse optical lever sensitivity (IOLS) and relates the
photodiode raw data to the vertical deflection of the photodiode. This is presented in Equation
3-6 with the IOLS multiplied by the difference between the current photodiode position, Lraw, and a
baseline value for the photodiode, Lbaseline.
Fc = (kN ) * (IOLS) * (Lraw -Lbaseline )
Equation 3-6 Force from raw data
By approaching the tip to the sample surface and monitoring the change in the vertical
position of the laser on the photodiode, information on any attractive or repulsive forces on
approach can be obtained. Similarly, monitoring the cantilever deflection during the retraction of
the tip from the sample after contact provides information on adhesion between the surfaces. An
image of the cantilever with a particle adhered to the tip is shown in Figure 3.2.
Laser
Particle
Adhered to
Cantilever
Figure 3.2 Cantilever with adhered particle
There are a number of methods for experimentally determining the normal spring
constant [23]. A common nondestructive method involves the adhesion of beads or particles of
known mass to the end of the cantilever and monitoring the shift in the resonance frequency of
the cantilever [24]. A second nondestructive method that does not require the addition of
anything to the cantilever is thermal fluctuation analysis [25]. In thermal fluctuation analysis, the
time average of the thermally excited vibration amplitude is proportional to the normal spring
constant.
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In this work, the thermal fluctuation technique was completed with the Molecular Force
Probe (Asylum Research, Santa Barbara, CA) prior to the adhesion of any particle to calibrate all
of the cantilevers used in the interparticle force measurements. The entire thermal fluctuation
analysis is included in the standard MFP software. Sample values of the normal spring constants
for triangular cantilevers from a wafer purchased from Digital Instruments (Santa Barbara, CA)
are presented in Table 3-1. The thermal fluctuation was measured five times for each cantilever,
with the average and standard deviations for each cantilever shown. The spring constants of the
different cantilevers on the same wafer were all relatively close in value to each other. This was
found to be the case previously by Cleveland et al [24] in their study as well.
Tip Number
1
2
3
4
5
6
7
8
9
10
11
12
Avg k
285.3
386.2
307.4
322.0
336.0
285.4
315.1
338.1
321.0
348.2
346.2
304.9
STD k
27.63554
20.17835
11.49571
31.09306
19.83615
10.65471
14.30593
11.26979
13.2855
17.92138
9.908895
18.5332
324.6
27.05
8.33%
Table 3-1 Spring constants, k [mN/m], for twelve cantilevers from a single wafer
After addition of pharmaceutical particles to the end of the cantilevers, the resonance
frequency of four of the cantilevers were tested a second time. Two cantilevers with lactose and
two with cellulose were used in this added mass method. The diameter are approximations from
micrographs. The estimated spring constants from the shift in resonance frequency are
presented in Table 3-2. The spring constants estimated with the added mass method are similar
to those measured with the thermal fluctuation analysis.
Type of tip Diameter [m] Added Mass [g] Res. Fre. Hz Est. k[Nm]
Unmodified (2) 0 0 52000 3.40E-01
Lactose (2) 20 6.70E-06 30000 3.60E-01
Cellulose (2) 150 2.83E-03 1500 2.50E-01
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AVG
STD
RSD
Table 3-2 Spring constants estimated from added mass method
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Once the normal spring constant is determined, then the deflection of the cantilever can
be related to relative force measurements. By completing a "force pull" (bring the particles
together and then retracting them), the interparticle forces can be quantified. The quantified force
from a sample force pull is presented in Figure 3.3 between two lactose particles. One lactose
particle was adhered to the end of a cantilever and the second was placed on a sample disc that
had been covered with double-sided tape. The force pull presented in Figure 3.3 is typical for
interparticle AFM measurements. The red line (from right to left) is the force felt by the cantilever
as the two particles approach one another. There is no change in force until the particles come
within nanometers of one another. At this point, they are attracted to one another and "jump-to-
contact" each other. This can be seen as a slight dip (attraction) in the relative force acting on the
cantilever. The particles are then pushed together with a predetermined amount of applied force
(about 20nN in this case) before being retracted from each other. The forces measured over the
course of the retraction are presented in the color blue. There is a relatively large force required
to remove the particles from each other (labeled as "adhesion force"). After this adhesion force is
overcome, then the cantilever springs back to its initial position. This spring back appears as a
linear change in the force curve, but the particles are not in contact during this time, so additional
information can be found in this part of the curve.
Information on jump-to-contact" force and distance
Particles Approach Each Other
;f -20 Particles Retract From Each Other
-40
0 200 400 600 800
Distance (nm)
Information on adhesion force
Figure 3.3 Sample force curve between two lactose particles
Forces between pharmaceutical solids have been measured with AFM previously,
including some interactions between APIs and excipients [26,28,29,30]. Sindel et al [26]
investigated the interaction between a lactose particle adhered to the end of an AFM cantilever
and a compact of lactose. The adhesion forces measured were between OnN and 12nN. These
values were significantly lower than the values calculated per particle contact from macroscopic
measurements of the bulk powder using a tensile strength tester and a Jenike shear cell [27].
The adhesion calculated per interaction for the bulk lactose powder ranged from 13nN-82nN.
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Berard et al [28] investigated the interaction between an inhalant drug crystal (zanamivir)
and compacts of lactose at a range of humidities. The adhesion force ranged from 100nN-
1000nN with significant dependence on the relative humidity. Similarly, Eve et al [29]
investigated the rank order of adhesion between three AFM tips with micronized salbutamol
particles adhered and glass, lactose, salbutamol, and polytetrafluoroethylene (PTFE). The
adhesion force between the particle and other sulbutamol and PTFE was found to increase on
repeated contact. This was attributed to tribocharging of the particles, although blunting of the
tips or sample particles may have increased the contact area and total adhesion force. Price et al
[30] investigated the adhesion of two types of drug particles, each adhered to an AFM cantilever,
to lactose crystals over a range of humidities. As the humidity increased, the adhesion also
increased.
3.3 Experimentally Measured Interparticle Forces
After calibration, particles were adhered to the end of the cantilevers to allow for the
measuring of interparticle forces. The particle adhesion was completed in the AFM instrument
itself by placing a small dot of glue onto a sample plate, bringing the end of the cantilever onto the
glue, changing the sample plate to one with loose particles dispersed across it, and finally
contacting the sticky end of the cantilever onto a particle and allowing the glue to dry. The
success of this technique was dependent on the amount of glue that ended up on the end of the
cantilever and the size of the particle. For small particles (less than five microns), it was
sometimes difficult to use a sufficiently small enough amount of glue to avoid the particle
becoming coated with glue upon contact. The difficulty with large particles was having enough
glue to hold them in place while minimizing the amount of glue that ended up on the back of the
cantilever. Having glue on the back of the cantilever made aligning of the laser difficult. For
particles with diameters in the range of ten to one hundred microns, this method of particle
adhesion was successful in approximately 90% of the attempts after sufficient practice.
3.3.1 Microcrystalline Cellulose (MCC) Particles
Force curves between the MCC tip presented in Figure 3.4 and a randomly selected
sample particle were completed with variations in the load applied between the two particles, the
speed at which the sample particle travels relative to the particle on the tip, and the length of time
the particles remain in contact before retraction. All of the force pulls were taken in the same
location on the sample particle.
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Figure 3.4 ESEM image of cpsl tip
Additionally, the impact of relative humidity on the adhesion between two MCC particles
was investigated and the results are presented in Section 3.3.1.4.
3.3.1.1 Impact of Applied Load
The impact of applied load between the two particles was investigated by completing five
force pulls at a variety of loads ranging from 50-260nN. The adhesion forces that resulted are
presented in Figure 3.5 for three sets of data recorded in succession (1 s, 2nd, 3rd). Within each
data set, the applied load was initially low and then was increased. The resulting trend appears
to be that the adhesion force increases with the number of force pulls between the two particles.
This could be caused by a number of things, including slight blunting of the tip or sample particle
that results in larger contact area and adhesion.
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Figure 3.5 Impact of applied load between two MCC particles
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3.3.1.21mpact of Particle Velocity
The adhesion force between the tip and particle was measured over a range of force pull
speeds. The rate of movement of the sample particle relative to the tip ranged from 0.1 ltm/s to
4Ctm/s. The resulting average forces and deviations are presented in Figure 3.6 for two runs
done in succession. In both runs, there is a moderate decrease in average adhesion force
measured at high velocities compared to the slowest velocity. As with the data presented in
Figure 3.5, the second run has a slightly larger average adhesion force than the first.
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Figure 3.6 Impact of particle velocity on adhesion force between two MCC particles
3.3.1.3Impact of Dwell Time
A series of force pulls were done with variable time of contact between the two MCC
particles before the retract curve was initiated. The resulting adhesion force values are presented
in Figure 3.7 in the order in which they were acquired. The adhesion force was relatively
constant for the first 16 force pulls (dwell times from 0-60 sec). Between the 16 th and 1 8 th pull,
the force of adhesion changed significantly. The force then remained relatively constant for the
next 23 pulls (dwell times from 0-100 sec). When the dwell time was increased a second time,
the adhesion force dropped significantly. No consistent trend of adhesion force dependence
upon dwell time was demonstrated for these MCC particles.
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Figure 3.7 Adhesion force between MCC particles for a range of dwell times
3.3.1.4Impact of Humidity
The moisture uptake isotherm of bulk MCC CP102 at room temperature was provided by
Asahi Kasei America, Inc. [34] and is presented in Figure 3.8. The MCC CP102 does significantly
increase in weight as the relative humidity is increased. The impact of moisture at the
microscopic level is discussed in this section.
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Figure 3.8 Moisture uptake for MCC CP102 [34]
One MCC AFM tip was used to investigate the impact of humidity on the interparticle
adhesion between two MCC particles. A single particle on a tip was brought in contact with a
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single sample particle and a number of repeat force volume images were obtained. Prior to any
force experiments, the entire AFM base, scanner, and head were places inside of an enclosed
chamber. The humidity was modified by placing salt solutions in the chamber to either reduce or
increase the humidity. The humidity was monitored with a hygrometer. The force volume
experiments were first done at room humidity(45% RH, 25°C), then again at low humidity (29%
RH, 25°C), then a final time at high humidity (80% RH, 25°C). Each humidity condition was
allowed to equilibrate for at least eight hours before experiments. A profile ESEM image of the tip
used is presented in Figure 3.9.
Figure 3.9 Profile ESEM image of MCC tip used in humidity experiments
A top view of sample particle that was contacted with the MCC tip is presented in Figure
3.10. An area of 20gm by 20m was used for the force volume images with 32 force pulls taken
in each direction (1024 force pulls in all). A sample force volume image is presented in Figure
3.11. The image on the left is a height map of the surface as measured by the MCC tip during
the force pulls. The image on the right is a map of the adhesion forces between the tip and
sample particle at locations across the surface of the sample particle.
Figure 3.10 Sample MCC particle used in humidity experiments
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Figure 3.11 Sample force volume image between MCC particles at 45%RH
The average adhesion measured in force volume images at the different humidities in
areas of overlap are presented in Table 3-3. Due to slight drift of the piezo and/or cantilever over
the time allowed for the humidity to equilibrate (at least eight hours), the areas of overlap are not
the entire force volume image. The area of overlap between the first and second sets of data
("Area 1") is slightly different than the area between the second and third data sets ("Area 2").
The standard deviation presented in Table 3-3 is the standard deviation of the average adhesion
values given from each force volume image. The deviation within each force volume image is
significantly larger.
Avg Adh
[nN]
238
180
StDev of Avg
Adh [nN]
5
20
29 17 169 19
80 14 203 4
Table 3-3 Average adhesion between MCC particles at different humidity
The adhesion between the two particles showed significant dependence on the humidity
within the chamber. In changing humidity from 45% to 29%, the average adhesion dropped by
nearly 25%. After raising the humidity to a value of 80% from 29%, the adhesion increased by
approximately 20%. This dependence upon humidity suggests that capillary forces are important
over the entire range of humidities tested.
3.3.1.5Distribution of Adhesion Force
Four different MCC particles were adhered to DI cantilevers for use in investigating
interparticle adhesion. The normal spring constant of each cantilever was determined using the
MFP prior to gluing on the cellulose particle. Force volume images between each of the four
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different MCC tips and a number of randomly selected particles were completed. The scan area
of the force volume images were each 1 6rm by 1 6jim near the top of the selected particles.
Force curves were taken with a separation distance of 1 pm, giving 196 force curves between
each tip and sample particle. The resulting height image and adhesion force map from the
interaction of a MCC tip with a sample MCC particle is shown in Figure 3.12.
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Figure 3.12 Height image and adhesion force map between a MCC tip and particle
From one location to the next, the adhesion data between two particles varied
significantly. The complete set of 196 adhesion forces between a tip and a sample particle was
usually well represented by a normal distribution. The average adhesion force between the cp4
tip and five MCC particles are presented in Table 3-4 along with the standard deviation of the
adhesion force at the different locations. In all cases, the relative standard deviation was
approximately 50%. Some of the force curves were not correctly recorded and these were not
included in the averages. It is for this reason that the average of all the adhesion values is not
exactly the average of the average adhesion for each sample particle.
Adhesion Force
Sample Particle Av StDev
1 235.9 136.6
2 146.3 82.0
3 92.9 54.5
4 177.4 91.5
5 158.1 87.9
All 168.0 107.7
Table 3-4 Interparticle adhesion for cp4 tip with five MCC particles
The distribution of the total population of interparticle forces measured with the cp4 tip
are presented in Figure 3.13. Below 95% cumulative frequency, the data is well represented by a
lognormal distribution. The lognormal distribution overpredicts the number of large adhesion
events compared to the data.
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Figure 3.13 Distribution of interparticle forces between the cp4 tip and five MCC particles
A second tip with a MCC particle adhered to the end, cp5 tip, was used to measure
interparticle adhesion. The total population of adhesion forces between this tip and the four
sample particles with which force volume images were obtained had an average adhesion of
109.5nN with a standard deviation of 61.3 nN. The adhesion forces for the cp5 tip were well
described by a normal distribution, as presented in Figure 3.14.
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Figure 3.14 Adhesion force data compared to distributions for cp5 tip with four MCC
particles
One of the sample particles with which the cp5 tip completed a force volume image was
imaged twice in succession to test the repeatability of the adhesion force. The resulting adhesion
force maps are presented in Figure 3.15. Both maps show similar features of vertical streaks of
areas of high adhesion separated by areas of lower adhesion. The average adhesion values and
the deviation about the average are demonstrated in Table 3-5. Both the values for average
adhesion and standard deviation are in agreement between the two force volume images.
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Figure 3.15 Repeat force volume adhesion maps between cp5 tip and a MCC particle
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Table 3-5 Comparison of average adhesion force for repeat images
A third MCC tip, cp6, was used in the investigation of interparticle adhesion. This tip was
first brought in contact with four MCC particles that had been poured onto the sample disc weeks
previously and been stored at room humidity. Most of the particles on the sample disc are
separated from one antoher by tens of microns. It was expected that the long storage time would
discharge any electrostatic charge. After completing those force volume images, the cp6 tip was
contacted with four MCC particles that had been poured onto a second sample disc only minutes
before from a small plastic container. In the plastic container, the particles demonstrated
significant electrostatic attraction to both each other and to the container. On the sample disc,
the particles are in contact with double sided tape. The adhesion forces measured from both
populations were well represented by a normal distribution. The average adhesion and deviation
from the four stored particles ("old") and the four recently poured particles ("new") are presented
in Table 3-6. The average adhesion forces for the two data sets show no difference. It is
possible that the repeated interaction of the cp6 tip and the "old" particles creates an electrostatic
charge comparable to that of the "new" particles. It is also possible that the "new" particles have
discharged any significant surface charge by the time that the experiments are completed (tens of
minutes after the pouring).
Adhesion Force
Data Set Ava StDev
Old 129.9 92.4
New 132.6 77.8
Table 3-6 Comparison of average adhesion for cp6 tip with MCC particles sitting on the
sample disc for various times
The final MCC tip used for interparticle adhesion measurements was cp8. The cp8 tip
was brought in contact with three MCC particles and the total population of adhesion forces was
well represented by a normal distribution. The average force was 114nN with a standard
deviation of 52.1nN.
The distribution of all of the adhesion force data is presented in Figure 3.16 along with
the best fit normal and lognormal distributions. Neither of these distributions types represents the
data well over the entire range of adhesion force. The average adhesion force between MCC
particles and the tip was 133.5nN.
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3.3.2 Lactose (DCL11) Particles
The impact of applied load, interparticle velocity, and dwell time of contact on adhesion
force between particles were investigated using two lactose particles on tips. ESEM images of
the two tips used, 11 and 12, are presented in Figure 3.17. Each of the two tips were brought in
contact with three sample lactose particles. The sample particles used were different for each
lactose tip.
Figure 3.17 Lactose tip, 11 and 12, used in interparticle force measurements
3.3.2.1 Impact of Applied Load
The impact of applied load on adhesion was tested by varying the applied load from as
low as 4nN to as high as 100nN. Five force curves were taken at each applied load. The
39
average and deviations of adhesion force between the 11 tip and three lactose sample particles at
a variety of applied loads are presented in Figure 3.18. The force pulls were taken in the order in
which they are presented on the abscissa. No consistent trend was found for the three particles
interacting with the It1 tip. The third particle tested did show lower average adhesion values at
high applied loads, although the average adhesion with an applied load of 4nN was equal to that
at 100nN.
Figure 3.18 Adhesion force between 11 tip and three sample particles with variation in
applied load
The average interparticle adhesion between the Is2 tip and three random lactose sample
particles are presented in Figure 3.19. As with the 11 tip, no trend is viewed between different
applied loads. The force pulls at the highest applied load resulted in significantly higher adhesion
for particle 2 than the previous set of pulls (at 4nN). Oppositely, the adhesion for particle dropped
significantly at the highest applied load from the previous force pulls. It is possible that when
significant changes in the operating parameters of the force curves (such as increasing applied
load from 4nN to 100nN) are enacted, the AFM piezos to move the sample to a slightly different
position. This would result in an almost random change in the adhesion between the two
particles.
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Figure 3.19 Adhesion force between 12 tip and three sample particles with variation in
applied load
3.3.2.2Impact of Particle Velocity
The rate of movement of the sample particle relative to the particle on the tip during the
force pull was varied while measuring the adhesion force. The rates were varied between
0.1 am/s and 2jtm/s. The experimental set-up was identical to that used in Section 3.3.2.1: the
same two lactose tips were used on sample lactose particles. The adhesion force as a function
of velocity for the 11 tip is presented in Figure 3.20. There was no dependence on velocity for the
variations tested. The only interaction showing any trend was between the 11 tip and particle 3.
The adhesion increased gradually over time, independently of the velocity of the tip.
Figure 3.20 Average adhesion force between 11 tip and sample particles with variation in
velocity
A similar set of experiments were run with the 12 tip and three other sample particles and
the results are presented in Figure 3.21. The adhesion with the second particle did demonstrate
higher adhesion at slow velocities compared to the adhesion at fast velocities. The other two
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particles did not show significant trends as the velocity was varied. Of all six particles tested (with
both the 11 and 12 tips), only one showed a dependence upon the velocity of the tip movement.
Figure 3.21 Average adhesion force between 12 tip and sample particles with variation in
velocity
3.3.2.31mpact of Dwell Time
The time for which the particles were left in contact before retracting the sample particle
from the particle on the tip was varied from Os to 100s. Even with a zero dwell time, the particles
are in contact for a fraction of a second. The length of this contact time is dependent upon the
applied load setpoint and the speed of the sample relative to the tip. For these dwell time
experiments, the applied load setpoint was 60nN and the relative speed was 1 m/s. These
operating conditions resulted in the particles being in contact a minimum of about 0.25s. Any
dwell time is in addition to this minimum time. The average adhesion force and its deviation
between the 11 tip and three sample lactose particles are plotted in Figure 3.22. There were
significant changes in the adhesion over the course of the experiments, and some dependence
on dwell time was evident. All three particles demonstrated a decrease in adhesion force as the
dwell time increased from 10 Os to 1 00s. After the dwell time was reduced gradually back to Os,
only the third particle recovered to its original average adhesion force. The adhesion of the other
two particles remained at a slightly depressed average.
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Figure 3.22 Adhesion between 11 tip and sample particles with variation in dwell time
The average adhesion force between the 12 tip and three sample particles as the dwell
time was varied are presented in Figure 3.23. The trend of decreasing adhesion with increasing
dwell time that was noticed from Figure 3.22 was not presented for the 12 tip. The average
adhesion did not show a consistent dependence on the dwell time in these experiments. The
adhesion with the first particle increased with increasing dwell time except at the maximum dwell
time of 1 00s, at which point it decreased for the remainder of the experiments. The adhesion with
the second particle demonstrated no consistent trend. It did have high variability between the
adhesion forces measured, as it did in Figure 3.19 and Figure 3.21. The adhesion between the
Is2 tip and the third particle was independent of the dwell time, as it had been independent of
applied force and relative velocity.
Figure 3.23 Adhesion between 12 tip and sample particles with variation in dwell time
All of the adhesion forces measured between lactose particles were significantly higher
than the adhesion between a lactose particle and a lactose compact by Sindel et al [26]. The
adhesion forces were within the range calculated per contact in bulk powder testers by Schweiger
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et al [27]. The adhesion is dependent upon the surface topography and the lactose compacts are
much smoother than lactose particles.
3.3.2.4Adhesion Force for Repeat Pulls
The change in adhesion force for repeat pulls was tested between the lactose 12 tip and
sample particles for twelve sample particles. The force pulls on each sample particle were done
in immediate succession with no changes in the operating parameters or position. The adhesion
forces measured with each particle were normalized by the average adhesion with that particle
and are presented in Figure 3.24. There was no consistent trend over the course of the repeat
experiments for the force pulls done on the sample particles.
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Figure 3.24 Normalized adhesion force for repeat force pulls
This experiment was repeated with at least 100 repeat force pulls for a different lactose
tip, 14, and thirteen sample particles. The 14 tip is shown in Figure 3.25. The change in
normalized adhesion force over the course of the repeat force pulls is presented in Figure 3.26.
A slow increase in the average adhesion force was recorded over the repeated force pulls, but
there was no consistent trend between the different sample particles. The variation in adhesion
force for repeat force pulls demonstrated in Figure 3.24 and Figure 3.26 is both irreproducible and
apparently random.
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Figure 3.26 Normalized adhesion force for repeat pulls with a second lactose tip
3.3.2.5Impact of Relative Humidity
The bulk lactose did not change weight when exposed to high relative humidity
conditions, as the MCC CP102 powder did. Two sets of humidity experiments were done with
lactose tips in a manner identical to that done with MCC particles presented in Section 3.3.1.4.
An ESEM image of the first tip used is presented in Figure 3.27. This tip was brought in contact
with a sample lactose particle at relative humidities of 45%, 25%, and then 83% with multiple
force volume images recorded at each humidity.
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Figure 3.27 Profile ESEM image of first lactose tip used in humidity experiments
The force volume images covered an area of 10 tm by 1 Otm on top of the sample lactose
particle (image of which is not shown). Within this area, 1024 force pulls were completed for
each force volume image. The resulting average adhesion values in areas of overlap at the
different values of humidity are presented in Table 3-7. In contrast to the MCC particles, the
lactose shows no change in adhesion at low humidity values. After the humidity is increased to a
value of 83%, the average adhesion does increase.
Avg Adh
[nN]
96
97
StDev of Avg
Adh [nN]
1.6
2.0
25 4 101 2.6
83 9 113 4.0
Table 3-7 Average adhesion values at different humidity values between lactose particles
A second set of lactose adhesion was tested with a different tip and a different sample
particle at both low (36%) and high (81 %) relative humidities. Neither the tip nor the sample
particle was imaged with ESEM. The force volume imaging was done similarly to the first lactose
particles except that the scan area was 32,tm by 324m with 4096 force pulls within each image.
The resulting average adhesion values within force volume images are presented in Table 3-8.
The percentage increase in average adhesion for this second lactose system was comparable to
that found in the first lactose system.
RH No. of FV Avg Adh StDev of Avg
[%] Images [nN] Adh [nN]
36 6 64 1.9
81 7 71 4.7
Table 3-8 Average adhesion values for a second set of lactose particles with varying
humidity
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RH [%]
45
25
No. of FV
Images
4
4
Area 1:
Area 1:
Area 2:
Area 2:
"J"UM2JUM.
This demonstration of capillary forces at high humidity with monohydrate lactose particles
is in agreement with work by Podczeck et al [31,32] measuring adhesion force using a centrifugal
technique and separate work by Berard et al [28] using lactose crystals with AFM. In their
studies, the force required to remove lactose particles from themselves in a bulk measurement
was nearly independent of humidity below values of 75%. Above this threshold, the force
required increased. In the centrifugal experiments, the adhesion force increased dramatically
(three fold increase in adhesion for humidity change from 30% to 90%). In the AFM experiments
by Berard et al [28], the adhesion between lactose crystals increased about 50% as the relative
humidity increased from 30% to 80%.
Lactose particles that had been left in a high humidity environment (80% RH) for weeks
were imaged using ESEM and are compared to ESEM images of lactose stored at room
conditions (45% RH) in Figure 3.28. There is no visible difference between the morphology of the
surfaces. A number of particles were imaged and no visible difference was seen. In the course
of the ESEM warm-up, the sample is subjected to near vacuum conditions which may reverse
any surface morphology change that had occurred. It does appear that no irreversible change in
the morphology is visible from storage ar high humidity for extended time.
Figure 3.28 ESEM images of lactose stored in room humidity and high humidity
3.3.3 Glass Beads
3.3.3.1 Impact of Applied Load
A test of the impact of applied load between two beads during a force curve was
completed for a range of 10-80nN of applied force. The resulting average adhesion and deviation
of five force curves at each applied load are presented in Figure 3.29. There is a slight reduction
in measured adhesion force at larger applied loads, but no significant change was observed.
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Figure 3.29 Impact of applied load between glass beads on interbead adhesion
3.3.3.2Impact of Bead Velocity
The impact of the velocity of particles approaching and retracting from one another was
tested between the glass bead tip and a sample particle. The rate of movement was varied from
0.1 tm/s to 2 pm/s with five force pulls completed at each speed. The resulting average
adhesion force values are presented in Figure 3.30. There was no significant dependence of
adhesion force on velocity for this experiment. Additionally, the deviations between the five
experiments at each velocity were unaffected by the velocity.
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Figure 3.30 Impact of bead velocity on adhesion force between glass beads
3.3.3.31mpact of Dwell Time
The impact of dwell time on the adhesion force between two glass bead particles was
investigated. The beads were left in contact for a variable length of time before being retracted
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from one another. Each dwell time force curve was repeated five times in succession. The
resulting adhesion forces are presented in Figure 3.31. For this experiment, the average
adhesion force is not significantly affected by dwell times as large as 100 seconds. The deviation
of the five adhesion forces measured with a 100 second dwell time was larger than the deviations
for the other dwell times. More experiments are needed to determine the reproducibility of this
increased deviation.
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Figure 3.31 Adhesion force dwell time experiments between glass beads
3.3.3.41mpact of Humidity
No experiments were completed with the glass beads at humidities other than room
humidity (45%). One recent AFM study by Forsyth et al [33] monitored the maximum adhesion
force between a 16 ,tm glass bead and a glass plate over a range of relative humidity values.
The adhesion between the bead and plate showed no change for humidities less than 40%.
Above 40% relative humidity, the maximum adhesion force increases significantly with increasing
humidity. At 90% RH, the maximum cohesion is 70% higher than the maximum cohesion at 40%
RH.
3.3.3.5Distribution of Adhesion Force
Four glass bead tips were used to measure interparticle forces. The forces were
measured using force volume imaging as was done with the MCC tips in Section 3.3.1.5. The
force volume images were done over areas that measured 1 6tm by 1 6tm and the force pulls
were separated by 1 jlm. The same sample beads were used for each tip in an attempt to
determine the dependence of the adhesion on the sample bead selected. The resulting average
adhesion values and deviations are presented in Table 3-9.
49
------- - - 
- ----------- 
-- -- -- 
--- ------ 
.......... - --- 
....... 
---  -
- I -i ---- -  - - -  - - - -,-- -- - -, --- ................-....... ... ......... - - .........i
i
I
T I
PI
-
=l
- f -- " S- 
Avg [nN]:
StDev [nN]:
Avg [nN]:
StDev [nN]:
Avg [nN]:
StDev [nN]:
Avg [nN]:
StDev [nN]:
Avg [nN]:
StDev [nN]:
Avg [nN]:
StDev [nN]:
A v l, ... :... ,
':.. .. ..
StDev [nN]:
Tip
PT6 PT7 : PT8 PT9
12.79
11.84
12.82
11.87
11.18
12.11
9.03
9.90
10.29
11.36
13.01
9.79
': 1 52. :: ..
11.27
9.30
12.48
26.07
21.43
17.29
18.43
15.57
17.22
10.39
12.71
18.24
17.70
I q .
17.82
24.37
25.48
36.04
44.14
27.01
24.20
32.12
31.12
19.62
21.41
27.09
20.74
.... 27 1 -
29.41
13.85
14.90
10.12
13.82
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Table 3-9 Interbead adhesion force between four glass bead tip s and six sample particles
The dependence of average adhesion force is shown in Figure 3.32. The dependence of
average adhesion force appears to be upon the tip used. The PT8 tip was consistently the tip
with strongest adhesion and PT7 usually demonstrated the second largest adhesion. The PT8 tip
was significantly larger than the other tips (radius of 40gzm). The Pt7 tip was the smallest of the
tips (radius of 22.5gm).
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Figure 3.32 Interbead average adhesion depends on tip selected
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The complete set of interbead adhesion data for all tips and sample beads is compared
to the best fit normal and lognormal distributions in Figure 3.33. The data is very well
represented by the lognormal distribution. The average value of the natural log of the adhesion
force when measured in Newtons was -18.5 with a standard deviation of 1.15.
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Figure 3.33 Distribution of all interbead adhesion
distributions
compared to normal and lognormal
The adhesion force between one of the glass bead tips, pt7, and a flat, glass slide was
investigated using a force volume image of the same dimensions as the ones used between the
tips and the sample glass beads. The resulting average adhesion force was 42.0 nN with a
standard deviation of 3.89. This relative standard deviation of 9.3% is less than one-tenth the
value of the relative standard deviation in adhesion forces measured between the tip and glass
beads. The large variability of adhesion force data for different locations on the sample glass
beads is likely caused by the various surface asperities that arise. The surface of the glass slide
was significantly smoother than the beads and void of asperities.
3.4 Conclusions
The AFM was used to investigate interparticle forces by adhering one particle to the end
of a cantilever and contacting it with other particles. In all cases, the only significant force was
interparticle adhesion (the force required to pull the two particles apart). The dependence of the
adhesion force on applied load, particle speed, dwell time, and humidity was investigated for the
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different powder systems. None of the adhesions tested had significant dependence upon these
parameters except for changes in humidity. In accordance with previous research, those
particles that absorbed water on their surface (as measured by weight gain in a humid
environment) did have increased adhesion at increased humidity. The lactose powder did not
show any dependence upon humidity.
Distributions of adhesion forces for interaction between glass beads and interaction
between MCC particles were established with extensive force volume imaging. The glass bead
adhesion distribution was very well represented by a lognormal distribution, with the most likely
adhesion equal to about ten times the average particle weight. The MCC adhesion distribution
had a similar shape that was less well represented by a lognormal distribution. As with the glass
beads, the most likely adhesion between MCC particles was approximately ten times the average
particle weight.
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4 Interparticle Friction
The atomic force microscope was used to measure friction forces between particles
adhered to the end of cantilevers and sample particles adhered to the sample disc. After a series
of calibration experiments, the friction data could be quantified in force. The friction forces
between the tip particles and the sample disc particles were measured over a range of applied
loads to determine friction coefficients. The following sections discuss the calibration
experiments and the friction coefficients found between MCC particles, between lactose particles,
and between glass beads.
4.1 Previous AFM Friction Research with Colloid Probes
The lateral movement of one material across a second results in a frictional resistance to
the movement. In many common cases, the frictional force depends linearly on the applied load.
This relationship is usually interpreted as a "boundary layer" model of friction and its development
is attributed to Eyring [35]. The linear relationship between friction force and applied load is
commonly called Amonton's law [36]. Physically, Amonton's law can result from the interaction of
multiple plastically deformable asperities in contact. The resulting relationship between friction
and applied load is independent of both contact area and sliding velocity for smooth surfaces [37].
Hu et al [38] found experimentally that there was no dependence of friction force on sliding
velocity for the interaction of a silicon nitride tip and mica. However, for surfaces with asperities
Sundararajan et al [39] demonstrated that the friction coefficient will be dependent upon the
applied load and velocity. The extent of these dependencies is complex and must be determined
empirically.
A more general relationship between friction and applied and adhesion has the form
presented in Equation 4-1. The friction force, f, is dependent on the sum of the applied load, L,
and the adhesion, A, raised to a load index, n, and multiplied by a friction coefficient, . The
adhesion is treated as an additional applied load. Meurk suggests that the adhesion that should
be used as an applied load is the adhesion hysteresis which will be somewhat less than the
normal adhesion [37]. The load index typically varies between two-thirds and one. A value of
two-thirds corresponds to an elastic response and a value of unity corresponds to contacting of
multiple asperities [37]. When the load index is equal to one, then the friction coefficient is
constant for all applied loads.
f=-(L+A)
Equation 4-1 Common relationship between friction force and loads
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Three recent works have quantified friction force between a bead adhered to the end of
an AFM cantilever and flat or bead samples. Bhushan and Sundararajan [39] investigated the
friction between glass beads and surfaces of very smooth Si(100) samples. A number of different
beads were used and the diameter of the beads ranged from 7.6 to 29gm. A linear relationship
between friction force and applied load was found and the coefficients of friction between the
beads and the sample ranged from 0.01 to 0.15, with the larger beads demonstrating larger
coefficients of friction than the smallest beads.
Meurk, et al [41] investigated the friction between silicon nitride beads and flat metal
substrates or with other silicon nitride beads. The beads contained various amounts of
poly(ethylene glycol) binder which, with increasing concentration, was found to reduce the friction
coefficients. Three different beads (each with a different binder concentration) were used for
friction measurements with other beads. The range of friction coefficients for these experiments
was 0.06 to 0.07 and the load index ranged from 0.76 to 0.98.
Biggs et al [42] investigated the friction between glass beads of diameter 10-30ltm and
flat glass plates. The friction forces measured were linearly dependent upon applied load. The
friction coefficient obtained was consistently around 1.84 which was surprisingly large. There
was likely an error in either their unique method of calibration [43] or the finite element analysis
used to calculate the lateral spring constant. The authors noted that, according to McLellan and
Shand [44], the macroscopic friction coefficient of glass-glass contacts is dependent upon the
cleanliness of the surfaces. Immediately after glazing, the friction coefficient was close to unity.
One day after the glazing, the friction coefficient dropped to a range of 0.18-0.24.
4.2 Methods of AFM Friction Calibration
A top-down view of an AFM cantilever with a particle adhered to the tip is presented in
Figure 1. Both the normal and lateral deflection of the cantilever can be monitored.
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Figure 4.1 A cantilever with a particle on the tip
For collecting lateral force information, the cantilever is rastered perpendicular to its long
axis. As the probe tip (with or without a particle adhered) moves across a surface, the cantilever
laterally deflects as a function of the lateral force that is being applied to the end of the tip. This
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lateral force on the tip arises from both the surface geometry and any friction between the tip and
the surface.
To obtain friction force measurements, calibration of the raw data to force must be
completed. A number of different methods for calibration of the raw data to friction force have
been investigated by other researchers. The method considered to be the most reliable and
robust is the wedge method [45], which was first introduced by Ogletree, et al [46]. The wedge
method is an in situ method that relies on rastering the tip across smooth surfaces of known
inclines and solving the force balances on each surface to determine the ratio of lateral to normal
force calibration constants. This was the method used in this work and is presented in more
detail in Section 4.2.1. The wedge method requires complete sets of calibration experiments for
each cantilever.
One other in situ method that was introduced by Bogdanovic [45] was subsequently used
by Meurk to investigated friction measurements between silicon nitride granules [41]. This
method involves the use of a sharp upward pointing tip with which the cantilever to be calibrated
is brought in contact during an approach and retract force curve cycle at a number of distances
from the center of the central axis of the cantilever. The lateral spring constant of the cantilever is
determined from this data. The photodiode detector is calibrated separately using a mirror in
place of the cantilever to reflect the laser. The mirror was then tilted slightly using the head
controls of the AFM to a number of known angles and the resulting lateral signal on the
photodiode recorded.
Another method of calibrating the lateral signal from the AFM into a force measurement
involves calculating the lateral stiffness of the cantilever using properties of the materials and
cantilever geometry or finite element modeling [47,48] and then determining the signal response
to changes in the angle of the back of the cantilever. The manner of determining the relationship
between the signal and the angle of the cantilever has been done by in a number of ways. One
way was to monitor the rate of change in signal over the distance required to turn the tip around
when changing scan directions [43]. Another way was to calculate the relationship from the
geometry of the AFM system (laser, cantilever, mirror, photodiode) [50].
In one study, Cain et al [47] were able to compare the calibration methods of Lui [50],
Ogletree [46] and himself [43] for a silicon nitride tip on mica. The three methods resulted in
nearly identical calibration constants and forces calculated.
4.2.1 Wedge Method for Friction Force Calibration
The wedge calibration method for determining the lateral forces acting on an AFM tip was
introduced by Ogletree et al [41] and is the source of the following discussion and much of the
notation. The wedge method has only been demonstrated for tips without colloidal attachments.
The primary difficulty in using the wedge method for tips with colloids or particles attached is
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finding a surface that is both smooth enough over a sufficient length to provide reliable data and
that can be inclined at a number of known angles. The experimental materials and methods used
to overcome this difficulty are presented in Section 4.3.
The wedge calibration is specific to each cantilever and to each alignment of the laser.
For a tip that is perfectly centered at the end of the cantilever, the calibration can be done by
rastering the tip across a surface with isotropic friction of known incline. If the tip is not perfectly
centered, then a second surface of known incline must be rastered across. The two surfaces do
not need to have identical friction properties.
The forces acting on the tip as it is rastered across an inclined surface are presented in
Figure 4.2 and described in Equation 4-2 and Equation 4-3. The forces that can be monitored
using AFM are shown in black and calculated forces are shown in gray. The vertical raw data
(Lraw) and the lateral raw data (Traw) are measured by the photodiode of the AFM. The baselines
(Lbaseline,Tbaseline) are the values measured by the photodiode when the tip and surface are not in
contact. These values may drift over time because the cantilever temperature and position can
change slightly over time. The calibration constants (,3) relate the raw data to force
measurements and must be recalibrated any time either the laser position or cantilever is
changed. The vertical, or normal, calibration constant (P) is the lumping of the normal spring
constant and IOLS value, as presented in Equation 3-6. The angle of incline (0) can be
determined from a height image of the surface. The adhesion (A) between tip and sample is
assumed to act as an additional normal load independent of the applied force.
L N
Figure 4.2 Forces on tip moving across an inclined surface
L=(Lraw-Lbaseline)* D
T=(Traw-Tbaseline) * C
Equation 4-2 Relating raw data to forces
f=Lsin(0)-Tcos(0)
N=Lcos(O)+Tsin(O)+A
Equation 4-3 Forces on the tip
The lateral baseline signal can be further complicated if the probe is not centered on the
cantilever. As demonstrated in Figure 4.3, this results in a lateral deflection when the tip is
brought in contact with a flat sample. The extent of bending of the off-center tip will be a function
58
of the load applied between the tip and sample (at higher loads the cantilever will bend more).
This lateral deflection due to an off-center tip is not caused by friction and, for friction force
measurements, needs to be accounted for in the lateral baseline signal. For this reason, the
lateral baseline signal can be both a function of time (due to drifting) and a function of applied
load. The drifting of the lateral baseline signal over time can be measured experimentally by
simply monitoring the lateral signal when the tip and sample are not in contact both before and
after the experiments. The change in lateral signal due to any off-centering of the tip can be
measured by bringing the tip in contact with a flat, smooth sample.
Off-center tip
Figure 4.3 Bending of a cantilever with an off-center tip
In most cases, the frictional force is found to have a strong dependence on the normal
load between the tip and sample. This relationship may be linear or more complicated. For the
situations in which the friction force is linearly dependent on the normal load, Equation 4-4 can be
used in the force balance to give Equation 4-5.
f=g(N+A)
Equation 4-4 Friction force linearly dependent on normal force
T = pLcos(O)+Lsin(O)+LgA
cos(O)-jisin(O)
Equation 4-5 Lateral force
For the cases in which Equation 4-4 is applicable and the adhesion between the tip and
sample is independent of the applied load, then the change in lateral force with respect to applied
load is only dependent upon the angle of incline and the friction coefficient. This relationship is
presented in Equation 4-6. The angle of incline can be determined from the height image
captured as the tip rasters across the sample. The only remaining unknown parameters in
Equation 4-6 are the friction coefficient and the calibration constants (embedded in T and L). It is
assumed that the calibration constants do not change unless the laser is realigned on the back of
the cantilever or a different tip is used.
dT _ R cos(O)+ sin(0)
dL cos(o)-g sin(0)
Equation 4-6 Change in lateral force with respect to applied load
In order to determine these remaining unknown parameters, an additional assumption
must be made. One possible assumption is that the friction coefficient between the tip and the
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sample is the same when traveling in either direction (trace and retrace). The angle of incline for
the retrace is the negative of the angle for the trace direction. Using this assumption, sufficient
information to calculate the friction coefficient and the ratio of the two calibration constants is
obtained by acquiring lateral data over a range of normal loads for both trace and retrace on a
single angle of incline.
A second possibility is that the tip interacts with the sample surface significantly
differently when traveling in one direction compared to the opposite direction (trace vs. retrace).
This may be the case if the tip has non-symmetric geometry. If the sample surface is consistent
from one location to another, then the friction coefficient between the tip and the sample can be
assumed to be constant for different locations on the sample surface provided that the tip is
traveling in the same direction across the sample. In this case, the tip must be rastered across
two angles of incline of the surface in order to determine the ratio of the calibration constants.
4.3 Experimental Interparticle Results and Discussion
A number of AFM tips were modified with adhered particles of either microcrystalline
cellulose (MCC), lactose (DCL1 1), or glass bead (PT2530). Each tip was calibrated to determine
the ratio of calibration constants (cp,) and then rastering across other particles of its type with a
variety of applied loads to understand interparticle friction.
In the calibration procedure, the tip was brought in contact with a flat piece of mica to
determine the change in lateral baseline signal on a flat surface as a function of applied load.
The determination of the calibration constants was done by rastering across either smooth areas
of mica or across areas of a polished glass bead for a length of either five or ten microns. The
height image and both trace and retrace lateral signal images were simultaneously captured at a
variety of applied loads. A sample line scan, with height data and lateral signal data, of a MCC tip
rastered across a smooth area of mica is presented in Figure 4.4. The blue line in the lateral
signal plot is the data collected in the trace direction and the red is collected in the retrace
direction. A sample scan across an area of polished glass bead is presented in Figure 4.5. Each
applied load was run at least twice over an area (composed of tens of scan lines) and at least
four loads were done for each area.
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Figure 4.4 Typical height and lateral signal scan between a MCC tip and mica
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Figure 4.5 Typical height and lateral signal scan for a MCC tip across the surface of a
polished glass bead
An AFM image of the top of a polished glass bead is shown in Figure 4.6 with the x and y
axes on a scale of 25ptm and a z axis scale of 1 Om. The bead is quite smooth, but does have
some submicron surface irregularities.
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Figure 4.6 AFM image of a polished glass bead
In an attempt to minimize baseline drift over the course of the experiments, the laser was
aligned on the back of the cantilever and the photodiode position came to a steady value before
proceeding with the experiment. The length of time required for the photodiode signals to come
to steady state was usually one to two hours. The baseline drift over time (for both the lateral and
normal signals) was measured frequently - both before and after every time the tip was brought
in contact with a new surface. Any drift was assumed to occur linearly over time and included in
the calculations. The calibration of the first tip is described in detail in Section 4.3.1.1.
In analysis of the friction coefficients across sample particles, an average angle is used to
convert the lateral force into a friction force. An average angle is used because, as shown in
Figure 4.7, the ratio of friction force to lateral force is nearly linear for typical angles atop the
particles.
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Figure 4.7 Friction force for a range of small angles
4.3.1 Microcrystalline Cellulose (MCC) Particles
Three cantilevers with particles of microcrystalline cellulose MCC particles adhered to the
ends were used to measure interparticle friction.
4.3.1.1 CPs5 tip
The cps5 tip contains a MCC particle adhered to the end of a Nanosensors cantilever
using epoxy. An ESEM image of the tip is presented in Figure 4.8. The manufacturer's reported
spring constant for this tip is 42 N/m and this value is used to determine the absolute value of the
applied loads. The IOLS value, as described in Section 3.2, was determined to be 37 nmN.
Figure 4.8 ESEM image of cps5 tip inclined at 450
The lateral signal variation as a function of applied load for tip cps5 when brought in
contact with flat mica is presented in Figure 4.9. In the calibration calculations, an average value
for the slope was used.
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Figure 4.9 Variation of lateral signal as a function of applied load on flat mica
The data used for calibrated the cps5 tip with inclined planes of mica are presented in
Figure 4.10. The tip was rastered across areas of mica that were 10 gim in length (128 data
points) and 2.5 gm in width (32 lines). The lateral signal in the trace direction is positive and the
retrace is negative by convention. The first and last ten data points of the length were removed
from the average to allow for the tip to turn around. The lateral signal has been corrected for any
drift over time. All of the average signal data is linearly dependent upon applied load. Friction
can be measured at a negative applied load in this situation because the cps5 tip adheres
strongly to the mica and contact between the tip and the surface is maintained.
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Figure 4.10 Average lateral signals across inclined planes of mica for a variety of applied
loads
Since the cps5 tip is not symmetric about its point of contact, the calculation of the ratio of
the calibration constants was done with the assumption that the friction coefficient between mica
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and the tip was similar when the tip was traveling in one direction on two different locations of the
mica. Using this assumption the ratio of the lateral to the normal calibration constant (a/B) can be
estimated. Only the trace direction scans yielded convergence on the calculation of the ratio of
calibration constants. The ratio calculated was 0.491 and the resulting friction force plots
between the cps5 and mica are presented in Figure 4.11. The friction coefficients in the trace
direction are very similar over the two different areas of mica. The coefficients in the retrace
direction differ significantly from one another. A second estimation of the ratio of calibration
constants (f/) was calculated to be 0.567 by equating the friction coefficient in the trace direction
along the incline of -0.0063 rad and the retrace direction along the incline of -0.127 rad. The
applied normal load does not include the adhesion so the friction force at zero applied normal
load is larger than zero. From Equation 4-4, the friction force is expected to be zero when the
total normal load (applied plus adhesion) is equal to zero.
CPs5 Tip Across Inclined Mica at -0.0063 rad
Figure 4.11 Friction force as a function of load between cps5 tip and mica
The complete calibration data between the cps5 tip and the mica is repeated in Table 4-1
for clarity.
Trace
Trace: Retrace
Angle [rad]
Incline 1 Incline 2
-0.0063 -0.1274
-0.0063 0.1274
d(Traw -Tbaseline)
d(Lraw -Lbaseline)
Incline 1 Incline 2
0.698 0.432
0.698 -0.460
(al3)
0.491
0.565
Friction Coefficient
Incline 1 Incline 2 Av R2
0.350 0.350 0.98
0.350 0.364 0.98
Table 4-1 Calibration data for cps5 with mica
The cps5 tip was also calibrated by rastering the tip across different ten micron lengths of
a polished glass bead. The polished glass bead was sufficiently large (diameter of approximately
500 ,m) that the angle tangent to the bead was relatively constant over the ten micron lengths.
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The areas of the scans along the polished bead and the averaging of the lateral signal were the
same as for the along the mica. The resulting average lateral signals (after correcting for
baseline drift) are presented in Figure 4.12.
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Figure 4.12 Average lateral signals across inclines of a polished bead for a variety of
applied loads
Using the assumption that the friction coefficient between the MCC tip and the polished
bead was the same on different locations of the bead but dependent upon the scan direction (as
with the mica), the ratio of the calibration constants was calculated. For these areas of polished
bead, the calculation converged and the ratio of calibration constants for the trace and retrace
direction are presented in Table 4-2. The resulting friction force plots are presented in Figure
4.13.
Angle radl
Incline 1 Incline 2
-0.0326 0.0314
0.0326 -0.0314
d(Taw -TbaseinJ)
d(Lraw - Lbaselin)
Incline 1 Incline 2
0.805 1.004
-0.535 -0.710
(a/f)
0.354
0.388
Friction Coefficient
Incline 1 Incline 2 IAv R2
0.334 0.337 0.96
0.233 0.245 0.99
CPs5 Tip Across Inclined Polished Bead at 0.0314 rad
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Table 4-2 Calibration data for cps5 tip and polished glass bead
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Figure 4.13 Friction force as a function of applied load between cps5 tip and polished
glass bead
Since the friction coefficients between the cps5 tip and the polished bead were more
consistent than those of the cps5 tip and mica, the ratio of calibration constants (lf3) was used
throughout the remainder of the calculations.
Using the calibration constants and dependence of lateral baseline shift as a function of
applied load for the cps5 tip, interparticle friction can be quantitatively investigated. The cps5 tip
was brought into contact with and rastered across four sample MCC particles over a variety of
applied loads. The sample particles were firmly adhered to the sample plate by double-sided
tape.
As with the calibration, the data collected is the height and lateral signal during the trace
scan, and the lateral signal during the retrace scan. Sample data from a line scan between the
cps5 tip and the first sample particle are presented in Figure 4.14. The sample data is with an
applied load of 1260 nN.
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Figure 4.14 A row of data between cps5 tip and a MCC particle: height and friction
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One of the resulting height maps (composed of 128 line scans) and the gradient of the
height for the interaction are presented in Figure 4.15. The data presented is with an applied load
of 1260 nN between the cps5 tip and the sample particle. The gradient of the height reveals the
surface asperities that the cps5 tip experiences as it is rastered across the sample particle.
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Figure 4.15 Height map and gradient height map for trace scan between cps5 tip and first
particle
The lateral force maps corresponding to the height map presented in Figure 4.15 are
presented in Figure 4.16. There is significant variability in the lateral force as the tip passes over
surface asperities. As presented in Figure 4.16, the trace scan begins on the left and proceeds to
the right. The cantilever then changes reverses direction and the retrace scan begins from the
right and proceeds to the left. In both scan directions, the cantilever is reversing its bend in the
first fraction of a micron and the data recorded in this region gives no information on lateral force.
To avoid using this data in calculations, the first and last ten data points (7.8%) of each scan are
not used.
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Figure 4.16 Trace and retrace lateral force maps between the cps5 tip and the first sample
particle [applied load = 1260 nN]
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The presence of asperities on the sample particle leads to large variability of lateral force
as the two particles are moved across each other. The correlation of lateral force at a given point
to the lateral force a distance away (done by a shift of one of the data sets to the left or to the
right) is presented in Figure 4.17 for both the trace scan direction and the retrace scan direction.
Both the trace and retrace lateral forces have strong correlation to those forces within one or two
microns, but no longer range correlation. Additionally, the correlation between the trace and
retrace lateral forces is plotted in Figure 4.17. There is no correlation demonstrated between the
forces exhibited in the trace and in the retrace directions.
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Figure 4.17 Self correlation for lateral force and trace:retrace correlation
From Figure 4.15 and Figure 4.16, it appears as though the lateral forces and the height
gradient are strongly correlated. The asperities contribute to lateral force by forcing the cps5 tip
particle to traverse up and over them and also by any lateral contact force upon initial contact.
The correlation coefficient between the height gradient map and the trace and retrace lateral
force as a function of shift in the data position for correlation are presented in Figure 4.18. There
is a strong correlation between the lateral force in the trace direction and the gradient of the
height without any shift in the data. There is also stong correlation between the retrace lateral
force data and the height gradient, in which case the maximum occurs with a shift of the force
data to the right by approximately one micron. This shift for the retrace is because the height
data presented was collected during the trace scan and the retrace height data (if collected)
would be shifted due to the tip having to reverse direction on both sides of the scan.
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Figure 4.18 Correlation between the lateral force and the gradient of the height
The lateral force between the cps5 tip and the first sample particle was measured over
the same scan area for a range of applied loads. Both the average lateral force and the average
friction force (using the average angle of incline of -0.0176 rad) are presented in Figure 4.19. For
both the trace and retrace scan directions, the average lateral force varies linearly with applied
load and the rate of change in both cases is 0.184. The friction coefficient for the trace increases
slightly to 0.202 and the retrace decreases to 0.166. The larger friction coefficient when traveling
in the trace direction compared to the retrace direction is in agreement with the calibration data
across the polished glass beads, in which the trace friction coefficient was also greater than the
retrace.
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Figure 4.19 Average lateral force and average friction force between cps5 and the first
particle for a variety of applied loads
The average friction force over a smooth area of the first sample particle is presented in
Figure 4.20. The smooth area selected was from 0 to 2 m on the ordinate and from 3 to 5 m
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on the abscissa in the height map presented in Figure 4.15. The smooth area of the particle has
slightly lower resistance than the entire scan area.
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Figure 4.20 Average friction force over the smoothest area of the first particle
The cps5 tip was brought in contact with a second, randomly selected MCC particle and
the same experiments of monitoring lateral deflection at a number of applied loads were
completed. A sample height map and height gradient map are presented in Figure 4.21. The
friction force maps for the trace and retrace scan directions for an applied load of 805 nN are
presented in Figure 4.22. All of the correlation plots for the interaction of cps5 and the second
particle appear similar to those of cps5 and the first particle.
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Figure 4.21 Height map and gradient of height between cps5 tip and second sample
particle
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Figure 4.22 Lateral force maps of trace and retrace scans between cps5 and second
sample particle
The friction force over a range of applied loads is presented in Figure 4.23. As with the
first sample particle, the trace direction friction coefficient is slightly larger than the retrace
coefficient.
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Figure 4.23 Average lateral force and friction force between cps5 and the second particle
for a variety of applied loads
The height map and gradient of height map for the third particle with which the cps5 tip
was brought in contact are presented in Figure 4.24. This third particle had an area of relatively
steep descent on the trace scan (ascent on the retrace) at a position of 2 gm and halfway through
the scan. The lateral force maps presented in Figure 4.25 demonstrate a significant force
between the tip and the particle during retrace upon ascent of the steep area. As a result of this
steep area, the average lateral force for the retrace scan direction was strongly affected by
applied load. The average lateral force and friction force for the total scan area are presented in
Figure 4.26. The trace direction average friction coefficient is slightly larger than the retrace
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coefficient. As presented in Figure 4.27, examination of only the upper section of the scan area
lowers the average lateral force and friction force coefficients for both scan directions.
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Figure 4.24 Height map and gradient of height between cps5 tip and third sample particle
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Figure 4.25 Lateral force maps for trace and retrace scans between cps5 and third sample
particle [applied load 798 nN]
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a variety of applied loads
y "0.275x+ 156.512R%0i~:i:~:~ii: 9$7::: W~,i
;4:::::: : :;:T'_.::::.:::::::::::;:::::::::
.':: j*:. l '. U....:
* ;: :./.,.:.,,::':,'L .:,.,:::::: y .:2 .;::,:,2.+ - :L.:;'::;:::;.
...... :: :::: 
2?; ::: :':;0':::::~ :~'9 :: 'i::'72 :;: :
0 500 1000 1500 2000
· Trace · Retrace I Applied Load [nN]
700
600
Y
a) 5000
0U-§ 4000
L 300
a)
' 200
100
0
:·r:::·:··-li·i·:
·ii·i-·:d·: :·
·;
.- kii
:·
·:·······: II-·:::······· ·::·::· ············· · · ·
. zV· ·:··...:, Ilj ·i~ ,~-):i·'·(;i l :: -···· 
·· ·;·····::···-·: (·::?····: . ·-· .··i·...... i 1·i:,: .i.i... .. ( :: :.....:.:( :·'I''""'
·.i,. :··"·'i·:: ·"'·''"".:
,····:··:: -,. -:··.:.,...._ .;
~~~~A~~~~~~< V =~~~~~~~~~~·· 0.28x+l 6 . 2 2.
~~~~~~~~~~~~~~~~~~::;i..::!.~i.~. ":~:~':,::ii.;.~:: ~:'''-~ li:. '? [,il~ . :: :~:.··:r .: ,
... :,..-:: ,.:,:, ;v::. ,....,. , -.:,:,.: -, : ,,:,,.; ... :.,.::.. ,.,:.:;.. . .: .v. ,::..
0 500 1000 1500 2000
· Trace Retrace Applied Normal Load [nN]
Figure 4.27 Average lateral force and average friction force over the upper 4m of the third
particle
The fourth sample particle with which the cps5 tip was brought in contact had a slightly
more tortuous path along the scan direction than the other three particles. The resulting height
map and gradient of height map are presented in Figure 4.28. The lateral force maps for an
applied load of 265 nN are presented in Figure 4.29. The average lateral and friction forces over
the range of applied loads are presented in Figure 4.30.
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Figure 4.28 Height map and gradient of height map between cps5 and fourth particle
E
0o0
Q_
r
1
.=3I z
E
0
cL
1000 (O
Oz
0
Position Along Scan [m] Position Along Scan [am]
Figure 4.29 Lateral force maps for trace and retrace scan directions [applied load =
2655nN]
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Figure 4.30 Average lateral force and friction force between cps5 and the third particle for
a variety of applied loads
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The average friction coefficients between the cps5 tip and the four randomly selected
MCC particles are presented in Table 4-3. For each particle, the coefficient of friction in the trace
direction is slightly larger than that in the retrace direction. It is likely that the cps5 tip geometry
results in either greater contact area or rougher interaction in the trace direction than in the
retrace.
Sample Particle
1
2
3
4
avg
stdev
Trace Retrace Av R2
0.214 0.177 0.96
0.273 0.184 0.98
0.335 0.304 0.96
0.409 0.335 0.99
0.308 0.25 0.97
0.08 0.08 0.02
Table 4-3 Average friction coefficients between cps5 tip and four sample MCC particles
4.3.1.2CPs4 Tip
Similarly to the cps5 tip, the cps4 tip contains a MCC particle adhered to the end of a
Nanosensors cantilever using epoxy. An ESEM image of the tip with the AFM chip inclined at 450
is presented in Figure 4.31. This adhered particle is about twice the diameter of the cps5 particle
presented in Figure 4.8. The manufacturer's reported spring constant for this tip is 42 N/m and
this value is used to determine the absolute value of the applied loads. The IOLS value, as
described in Section 3.2, was determined to be 43 nmN.
Figure 4.31 ESEM image of the cps4 tip adhered to the end of a stiff cantilever inclined at
450
The cps4 tip was calibrated by scanning across inclines of a polished glass bead as in
Section 4.3.1.1. The calibration parameters are presented in Table 4-4. The change in lateral
baseline signal as the load varied was measured on a flat sheet of mica and found to be -0164.
An average value of the ratio of the calibration constants (x/3) was used for all calculations. The
ratio of calibration constants (/) is significantly larger for this tip than for the cps5 tip. The
primary source of this difference is likely the large size difference between the particles adhered
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Friction Coefficient
to the tips (cps4 is about twice as large) and this increases the torque acting on the cantilever.
The friction coefficient between this MCC tip and the polished glass bead was significantly higher
than that for the cps5 tip. Additionally, this tip demonstrated a very large retrace friction
coefficient across the glass.
Angle [rad]
Incline 1 Incline 2
-0.068 -0.145
0.068 0.145
d(raw- Tbaseline)
d(Law -Lbaseline)
Incline 1 Incline 2
0.525 0.372
-0.837 -0.927
(al/)
0.569
0.616
Friction Coefficient
Incline 1 Incline 21 Avg R2
0.387 0.378 0.99
0.583 0.755 0.99
Table 4-4 Cps4 tip experimental calibration parameters
The cps4 tip was subsequently rastered across the surface of six randomly selected
MCC particles. The resulting resistance coefficients are presented in Table 4-5. As it did with the
polished glass bead surface, the cps4 tip demonstrated friction coefficients significantly higher
than those of the cps5 tip. As with the rastering across the glass beads, the retrace friction
coefficient was larger in all cases than the coefficient measured in the trace direction.
Friction Coefficient
Sample Particle Trace Retrace Av R2
1 0.52 0.80 0.93
2 0.32 0.55 0.83
3 0.48 0.51 0.96
4 0.51 0.63 0.97
5 0.49 0.74 0.99
6 0.39 0.65 0.99
avg 0.45 0.65 0.94
stdev 0.08 0.11 0.06
Table 4-5 Lateral and friction resistance coefficients between cps4 tip and six sample MCC
particles
4.3.1.3CPsl Tip
A third MCC tip was adhered to a cantilever for use in interparticle friction measurements.
The cantilever used was an Olympus AC240. The normal spring constant supplied by the
manufacturer was 2 N/m. The IOLS value was measured to be 57 nmN. The particle on this
cantilever was imaged with ESEM extensively both before and after the friction experiments. Two
images of the particle prior to any experiments are presented in Figure 4.32 with the AFM chip
inclined at 45° . The size and surface topography of this particle is typical of the MCC particles.
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Figure 4.32 ESEM images of cpsl tip inclined at 450
Two additional images of the particle prior to any experiments are presented in Figure
4.33 with the AFM chip inclined at nearly 90° . The magnified view on the right demonstrates a
small asperity protruding from the top of the particle. When the cpsl tip is brought in contact with
a sample MCC particle in the AFM, the vertical orientation of the chip is reversed from that in the
ESEM and the top with the protruding asperity will be the first piece to come in contact. As the
cpsl tip is rastered in the AFM across the surface of a MCC particle to collect interparticle friction
data, the direction of movement is the same as out of (trace) and into (retrace) the ESEM image.
Figure 4.33 ESEM images of cpsl tip inclined at nearly 900
The cpsl tip was imaged using ESEM after all of the friction experiments were completed
to investigate any change in the surface topography after the extensive wear of the experiments.
The images presented in Figure 4.34 are at nearly the same tilt as those presented in Figure
4.33. The protruding asperity was not present on the top of the particle after the friction
experiments. Other areas of the surface topography look very similar before and after the friction
experiments.
Figure 4.34 ESEM images of cpsl tip after all experiments
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In addition to Figure 4.34, another set of ESEM images was recorded after the friction
experiments. The images presented in Figure 4.35 are the opposite side of the cpsl tip and
would be the topography of encounter when the tip is traveling in retrace direction. The
topography is similar to that of the trace direction.
Figure 4.35 ESEM images of the retrace direction of cpsl after all experiments
The calibration of the cpsl tip was done only on mica because the polished glass beads
were unavailable at the time of the experiment. The inclines selected for use in calibration
demonstrated similar friction coefficients dependent upon scan direction. The change in lateral
baseline signal as the load varied was measured on a flat sheet of mica and found to be -0.13.
An average value of the ratio of the calibration constants (/,) was used for all calculations
Angle [rad]
Incline 1 Incline 2
-0.0826 0.0030
0.0826 -0.0030
d(Traw -Tbaseline)
d(Lraw -Lbaseline)
Incline 1 Incline 2
(a/lp)
0.981
1.07
Friction Coefficient
Incline 1 Incline 2 Avg R2
0.467 0.408 0.95
0.361 0.362 0.91
Table 4-6 Cpsl tip experimental calibration parameters
The cpsl tip was then brought in contact with four MCC particles and the resulting
average friction coefficients are presented in Figure 4.36. The range of applied loads between
this tip and the sample MCC particles was from about 30 nN to 150 nN for the first three sample
particles. The fourth sample particle had an applied load as high as 600 nN. This range is
significantly lower than for the stiffer cps5 and cps4 cantilevers. As demonstrated in the lower R2
values, the data with this cantilever was more scattered than with the cps5 and cps4 cantilevers.
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Trace
Retrace
0.277 0.374
-0.427 -0.334
-
Sample Particle
1
2
3
4
avg
stdev
Friction Coefficient
Trace Retrace Ava R2
0.516 0.369 0.96
0.334 0.592 0.87
0.470 0.247 0.82
0.415 0.624 1.00
0.43 0.46 0.91
0.08 0.18 0.08
Figure 4.36 Friction coefficients between cps4 tip and four sample MCC particles
4.3.1.4Distribution of MCC Friction Data
All of the average friction coefficients measured between the MCC tips and MCC
particles fell within the range of 0.15 to 0.80. The distribution parameters for fitting the friction
coefficients to a normal and to a lognormal distribution are presented in Table 4-7. The data
compared to the two types of distributions are presented in Figure 4.37. The data can be well
represented by either distribution.
Distribution Type
Normal Lognormal
Avg 0.442 -0.888
StDev 0.164 0.401
Table 4-7 Distribution parameters for MCC interparticle friction coefficients
0.25 0.35 0.45 0.55 0.65 0.75 0.85
* Data - Normal Distribution -- Lognormal Distribution
Figure 4.37 Friction coefficient data compared to normal and lognormal distributions
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4.3.2 Lactose Particles
Three cantilevers with lactose particles adhered to the ends were used to measure
interparticle friction with other lactose particles. The calibration of these tips was done similarly to
the calibration of the MCC tips described in Section 4.3.1.
The surface topography of the lactose particles is significantly more rough than that of the
microcrystalline cellulose MCC particles. Not all areas of the lactose particles were suitable for
analysis by AFM. The maximum change in height for the AFM scanner in use was 4.8 ptm, so all
scan areas used did not exceed this change in height. The magnitude of the friction forces
between lactose particles was quite large (likely due to high interparticle adhesion) and in some
cases the lateral photodiode signal was saturated. Any sections in which this was a problem are
not included in the analysis of the average friction coefficient. As a result of these limitations, the
areas included in the friction analysis have less surface roughness and irregularity than the
average lactose particle surface.
4.3.2.1 LS2 Tip
The lactose particle adhered to the Is2 cantilever is presented prior to any experiments in
Figure 4.38 and Figure 4.39. The cantilever is an Olympus AC240 with a reported spring
constant of 2 N/m. The IOLS value was measured to be 64 nmN.
Figure 4.38 ESEM image of the Is2 tip inclined at 450
Figure 4.39 ESEM images of s2 tip inclined at 900
The same tip after all friction experiments is presented in Figure 4.40. The tilt of the
cantilever and the image contrast is slightly different. The tip after the friction experiments
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appears very similar in general shape to its condition prior to the experiment. However, the top of
the particle appears to be slightly smoother and void of asperities.
Figure 4.40 ESEM images of Is2 tip after experiments inclined at 900
To quantify the impact of this smoothing of the Is2 tip, the first set of friction experiments
was investigated in detail. The first surface with which the Is2 tip was brought in contact was a
polished glass bead for a set of calibration experiments. The resulting lateral signal over the
range of applied load is presented in Figure 4.41 with the first four experiments colored in black.
The first four experiments demonstrated significantly higher lateral deflection by about 20% than
the subsequent four experiments (which were repeats of the first four experiments). This distinct
trend was not observed in any of the other Is2 data. It is likely that over the course of the first four
experiments, the asperities on the s2 tip were smoothed over by the polished glass bead. As a
result, all of the data presented for the Is2 tip is likely with the top of the particle smooth as
presented in Figure 4.40.
Figure 4.41 Lateral signal from first experiment set with Is2 tip on polished glass bead
The calibration of the Is2 tip was done by rastering across smooth areas of a polished
glass bead as described in Section 4.3.1. The data used in calibration is presented in Table 4-8.
An average value of the ratio of calibration coefficients (df3) was used in all calculations.
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Angle [rad]
Incline 1 Incline 2
d(Traw - Tbaseline
d(Lraw -Lbaseline)
Incline 1 Incline 2
0.662 0.997
-1.105 -0.9794
(a/3)
0.363
0.309
Friction Coefficient
Incline 1 Incline 2 Avg R2
0.321 0.347 0.98
0.384 0.303 0.92
Table 4-8 Calibration data for ls2 tip with polished glass bead
After the calibration experiments, the s2 tip was brought in contact and rastered across
10 jim by 10 jim areas of five randomly selected sample lactose particles. As mentioned
previously, the scan areas are smooth relative to a typical lactose particle surface and the top of
the tip has been smoothed done by the polished glass bead.
Friction Coefficient
Sam le Particle Trace Retrace Ava R2
1 0.240 0.356 0.98
2 0.160 0.319 0.98
3 0.226 0.128 0.88
4 0.233 0.246 0.96
5 0.348 0.398 0.98
avg 0.24 0.29 0.96
stdev 0.07 0.11 0.04
Table 4-9 Average friction coefficients between the s2 tip and lactose particles
4.3.2.2Ls3 tip
The second lactose particle adhered to a cantilever and used to measure interparticle
friction is presented from both sides prior to any friction experiments in Figure 4.42. The
cantilever used was a Nanosensors with a reported spring constant of 42 N/m.
Figure 4.42 ESEM image of Is3 tip from the trace and retrace direction inclined at 450
The s3 tip is shown in profile ESEM images in Figure 4.43 for what will become the trace
scan direction in the friction experiments and the retrace scan direction in Figure 4.44.
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IFigure 4.43 Trace profile of Is3 tip prior to any experiments
Figure 4.44 Retrace profile of Is3 tip prior to any experiments
The Is3 tip was imaged using ESEM extensively after the friction experiments as well.
The trace and retrace images with the chip inclined at 450 are presented in Figure 4.45. There
does appear to be significant wear on the top of the particle as viewed in the trace image after the
friction experiments. There are almost no asperities and the particle appears smooth on top.
Figure 4.45 Trace and retrace images of Is3 tip after all experiments
The demonstration of the top surface being rubbed clear of asperities is continued in the
profile ESEM images of Figure 4.46 and Figure 4.47. The magnified retrace image is a bit blurry,
but the wear can be seen clearly in the magnified trace profile image.
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Figure 4.46 ESEM images of the trace profile of Is3 tip after all friction experiments
Figure 4.47 ESEM images of the retrace profile of Is3 tip after all friction experiments
As with the Is2 tip, the first set of friction data with the Is3 tip reveals that the first few
experiments done with the tip result in significantly higher friction force than would be expected
from the following experiments. The first data set is presented in Figure 4.48 and the lateral
signal is changing at a much greater rate with respect to applied load for the first ten experiments
than for the remaining experiments. For comparison, the second set of data (also on mica) is
presented in Figure 4.49 and the rate of change in lateral signal with respect to applied load is
approximately constant. It is likely that over the course of the first set of experiments, the mica is
smoothing the asperities off of the lactose particle and reducing the friction force (proportional to
the lateral signal) measured. It is likely that the high applied loads resulted in the extensive
smoothing seen in Figure 4.47.
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Figure 4.48 First experimental set for s3 tip with mica
Figure 4.49 Second set of experimental data using s3 tip on mica
The calibration data for the s3 tip is presented in Table 4-10 from rastering across
smooth areas of a glass bead.
Angle [rad]
Incline 1 Incline 2
-0.201 -0.051
0.201 0.051
d(Traw 
-Tbaseline)
d(Lraw -Lbaseline)
Incline 1 Incline 2
0.872 1.547
-1.197 -1.973
(a/3)
0.241
0.217
Friction Coefficient
Incline 1 Incline 2 Avg R2
0.401 0.382 0.98
0.478 0.474 0.96
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After the calibration experiments, the Is3 tip was rastered across five lactose particles
and the resulting friction coefficients are presented in Table 4-11.
Sample Particle Trace Retrace Ava R2
1 0.340 0.287 0.79
2 0.159 0.217 0.82
3 0.283 0.229 0.92
4 0.111 0.558 0.97
5 0.687 0.898 0.89
av 0.32 0.44 0.88
stdev 0.23 0.29 0.07
Table 4-11 Friction coefficients between Is3 tip and lactose particles
4.3.2.3LS4 Tip
A third lactose particle was adhered to a cantilever and used in interparticle friction
measurements. The cantilever was an Olympus AC240 with a reported spring constant of 2 N/m.
The particle was only imaged prior to the experiments. The trace and retrace directions are
presented at 450 incline in Figure 4.50.
Figure 4.50 Trace and retrace ESEM images of Is4 tip prior to any experiments
The profile images for the trace direction are presented in Figure 4.51. The retrace
profile images are presented in Figure 4.52. This tip is significantly different from the other tips in
that it has a relatively sharp point on top with which it will interact with the sample particles.
I
Figure 4.51 Trace direction profile ESEM images for Is4 tip
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Figure 4.52 Retrace direction profile ESEM images for Is4 tip
The Is4 tip was calibrated on smooth inclines of a polished glass bead and the resulting
data are presented in Table 4-12. The first set of calibration data did not show any change in the
rate of change of the lateral signal with respect to applied load as was found with both the Is2 tip
and the s3 tip. This may be because the maximum applied load for the s4 tip was only about
250nN compared to 700nN for Is2 and 2000nN for Is3.
Angle rad]
Incline 1 Incline 2
-0.0943 -0.1745
0.0943 0.1745
d(Traw 
-Tbaseline)
d(Lraw - Lbaseline)
Incline 1 Incline 2
1.777 1.181
-1.77 -1.305
(a/3)
0.140
0.187
Friction Coefficient
Incline 1 Incline 2 Avg R2
0.396 0.383 1.00
0.395 0.405 0.99
Table 4-12 Calibration data for Is4 tip on polished glass bead
The tip was then brought in contact with five lactose particles and the interparticle friction
coefficients are presented in Table 4-13. The friction coefficients for this particle are significantly
lower than the coefficients for the other lactose particles. Additionally, there is little variability
between the friction coefficients of the different lactose particles. This may be due to the
relatively sharp point of interaction that has a relatively small area of interparticle contact.
Sample Particle Trace Retrace Ava R2
1 0.165 0.163 0.99
2 0.156 0.170 0.98
3 0.165 0.061 0.81
4 0.099 0.219 0.92
5 0.101 0.119 0.99
avg 0.14 0.15 0.94
stdev 0.03 0.06 0.08
Table 4-13 Friction coefficients for s4 tip in contact with five lactose particles
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4.3.2.3.1 Impact of Relative Velocity
Both theoretically [37] and by experiment [38], the impact of velocity on the friction force
was negligible on smooth surfaces. A surface with asperities will have contact forces between
the two particles at each asperity that contribute to the lateral deflection [39]. The contact forces
will depend upon the velocity with which the scan occurs. The lactose particles contain significant
asperities in most locations along the topography. The importance of velocity on friction force
was tested with the Is4 tip by rastering across sample particle 5 at a number of different rates with
a constant applied load of 40.8nN. The resulting friction force over a range of speeds from 2pm/s
to 20tm/s was normalized by the average friction force and presented in Figure 4.53. The friction
force increases as the scan speed is increased over this range. For a increase of 10 jm/s, the
friction force increased by approximately 2.5%. If the friction force at all applied loads responds
similarly, then the friction coefficient would increase similarly. Additional tests are required to
determine the response at other applied loads.
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Figure 4.53 Impact of scan speed on friction force for constant applied load between
lactose particles
4.3.2.4Distribution of Lactose Friction Coefficients
The distribution parameters for the friction coefficients between lactose particles for a
normal and a lognormal distribution are presented in Table 4-14. The comparison of the data to
these two distributions is shown in Figure 4.54. The data is well represented by a lognormal
distribution.
Distribution Type
Normal Lognormal
Avg 0.261 -1.520
StDev 0.181 0.590
Table 4-14 Distribution parameters for the lactose friction coefficients
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Figure 4.54 Comparison of lactose friction data to distribution types
The lactose friction measurements are significantly lower than those of the MCC particles
presented in Section 4.3.1. This is likely caused by both the biasing of the areas used in the
lactose friction measurements to areas with height changes less than 5pm and by the wear and
smoothing of the lactose particles (both the tip and likely the sample particles as well).
4.3.3 Glass Beads
Four cantilevers with glass beads adhered to the ends were used to measure interbead
friction. The calibration of these cantilevers was done was done similarly to the method
discussed in Section 4.3.1 and in Section 4.3.2. After calibration, the beads were contacted with
sample beads and the friction quantified. The scan areas for the beads presented in Section
4.3.3.1 and Section 4.3.3.2 were all 5Im by 5m. The scan areas for the beads in Section
4.3.3.3 were all 10Cm by 10jtm.
4.3.3.1 PT6 tip
The pt6 tip adhered to the end of a DI cantilever is presented in Figure 4.55. The image
on the left is with the chip inclined at 45 ° . The magnified image on the right is a profile of the top
of the particle with the chip inclined at 900. Both images are prior to friction experiments and no
images were taken after the friction experiments.
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Figure 4.55 ESEM images of pt6 tip at 450 incline and at 900 incline
The pt6 tip was calibrated by rastering across smooth areas of a polished glass bead.
The resulting calibration data is presented in Table 4-15. An average value of the ratio of
calibration constants (/j3) is used in all calculation.
Angle [rad]
Incline 1 Incline 2
-0.0820 -0.2213
0.2213 0.1134
d(Traw -Tbaseline)
d(Lraw - aseline)
Incline 1 Incline 2
0.765 0.14
-0.487 -0.895
(al3)
0.226
0.274
Friction Coefficient
Incline 1 Incline 2 Avg R2
0.278 0.259 0.99
0.356 0.346 0.99
Table 4-15 Calibration data for the pt6 tip
After the calibration experiments, the pt6 tip was brought in contact with a number of
sample glass beads. The friction force was monitored over a range of applied loads and the
resulting friction coefficients are presented in Table 4-16. In all cases, the retrace friction
coefficient is larger than that of the trace direction.
Sample Particle
1
2
3
4
5
6
avg
stdev
Trace Retrace Avg R2
0.061 0.101 0.96
0.073 0.165 0.84
0.372 0.423 0.89
0.200 0.425 0.94
0.084 0.201 0.95
0.061 0.078 0.96
0.14 0.23 0.92
0.12 0.15 0.05
Table 4-16 Friction coefficients between pt6 tip and other glass beads
4.3.3.2PT7 tip
A second cantilever with a glass bead adhered to the end is presented in Figure 4.56.
The image on the right is with the chip inclined at 45 ° . The image on the right is a profile view
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with the chip inclined at 90 ° . This tip had a diameter of about one-half that of the pt6 tip. The
surface topography of both tips are similarly smooth near the top of the beads.
Figure 4.56 ESEM images of pt7 inclined at 450 and 900
The calibration of pt7 was done on a polished glass bead. There was one area of the
bead that demonstrated similar friction coefficients in both scan directions and the calibration
using this area is presented in Table 4-17. The other areas of the bead gave different friction
coefficients and could not be used in calibration.
I Angle [rad]
I Incline 1 Incline 2
Trace: Retrace -0.1309 0.1309
d(Taw- Tbaseline)
d(L...-Lh o~,,.J
Incline 1 Incline 2
0.253 1 -0.253
Friction Coefficient
(a/l) 2
Incline 1 Incline 2 Avg R
0.814 0.347 0.346 0.98 
Table 4-17 Calibration data for pt7 tip
After the calibration experiments, the pt7 tip was rastered across glass beads and the
resulting friction coefficients are presented in Table 4-18.
Sample Particle
1
2
avg
stdev
Trace Retrace Avq R2
0.212 0.223 0.98
0.184 0.271 0.94
0.20 0.25 0.96
0.02 0.03 0.03
Table 4-18 Friction coefficients between pt7 and glass beads
4.3.3.3PT9 tip
A third tip that was used to measure interbead friction is presented in Figure 4.57. The
image on the left is with the chip inclined at 45° . The image on the right is a profile view of the top
of the bead (the area that will contact a second bead in the friction experiments). Both images
are prior to any friction experiments.
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Figure 4.57 ESEM images of pt9 inclined at 450 and at 900
The pt9 tip was calibrated and rastered across glass beads on two separate days. Since
the chip had been removed from the AFM between the two days, the laser needed to be
realigned on the back of the cantilever and the calibration experiments done separately on each
of the days. The calibration data for pt9 on the first day are presented in Table 4-19. For
calculation of the ratio of calibration constants (/,), areas of sample surface with similar friction
coefficients were used without dependence on the sample material.
Trace
Retrace
Trace:Retrace
Material
Incline 1 Incline 2
Mica Bead
Mica Bead
Bead Bead
Angle rad]
Incline 1 Incline 2
-0.0716 0.0497
0.0716 -0.0497
0.0497 -0.0698
d(Taw -Tbaseline)
d(Lraw - Laseline)
Incline 1 Incline 2
0.251 0.471
-0.098 -0.293
0.471 -0.509
(a/1)
0.578
0.633
0.568
Friction Coefficient
Incline 1 1 Incline 2 Avg R2
Table 4-19 Calibration data for pt9 using mica and glass bead on day 1
After the friction calibration experiments, the pt9 tip was brought in contact with three
glass beads and resulting friction coefficients are shown in Table 4-20. As with the calibration
scans, the trace direction consistently demonstrated larger friction coefficients than the retrace.
Sample Particle
1
2
3
avg
stdev
Trace Retrace Ava R2
0.272 0.141 0.98
0.263 0.207 0.98
0.241 0.203 0.96
0.26 0.18 0.97
0.02 0.04 0.01
Table 4-20 Friction coefficients between pt9 tip and glass beads
On the second day of friction experiments using the pt9 tip, calibration experiments were
run across smooth areas of polished glass beads and the resulting data used to calculate the
ratio of calibration constants (a/) are presented in Table 4-21. The ratio of calibration constants
was significantly higher on day 2. This is likely due to the laser being aligned differently on the
back of the cantilever.
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0.223 0.227 0.97
0.130 0.123 0.95
0.223 0.228 0.85
. . . ... .I... ... .... ..
Anqle rradl
Incline 1 Incline 2
-0.1326 -0.0556
-0.0646 0.1047
d(Traw 
-Tbaseline)
d(Lraw -Lbaseline)
Incline 1 Incline 2
0.169 0.230
0.129 0.291
(al)
1.35
1.10
Friction Coefficient
Incline 1 Incline 2 Avg R2
0.350 0.369 1.00
0.226 0.244 0.95
Table 4-21 Calibration data for pt9 using polished glass bead on day 2
The pt9 tip was then brought in contact with a number of glass beads and the friction was
monitored over a range of applied loads. The resulting friction coefficients are presented in Table
4-22. During the friction experiments with the first two sample particles, the retrace lateral signal
was accidentally unrecorded. This mistake was corrected for the final two sample particles.
Sample Particle
1
2
3
4
avg
stdev
Trace Retrace Ava R2
0.138 0.78
0.223 - 0.99
0.354 0.355 0.98
0.206 0.531 0.95
0.23 0.44 0.93
0.09 0.12 0.1
Table 4-22 Friction coefficients between pt9 tip and glass beads on day 2
4.3.3.4Distribution of Glass Bead Friction Data
By combining all of the interbead friction coefficients, a population was established. The
parameters of the normal and lognormal distributions that best fit the data are presented in Table
4-23. A visual comparison of the data to the two distributions is shown in Figure 4.58. Both of
the distribution types are comparable in their ability to represent the experimental data.
Distribution Type
Normal Lognormal
Avg 0.224 -1.652
StDev 0.120 0.598
Table 4-23 Distribution parameters for all glass bead friction data
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Figure 4.58 Distribution of friction coefficients between glass beads
The resulting interbead friction coefficients are comparable to the friction coefficients
introduced in Section 4.1 that were measured by Bhushan and Sundararajan [40] and Muerk et al
[41] for similarly sized beads with substrates. In both of those previous works, the beads and
substrates used were significantly smoother than the unpolished glass beads used in this work.
4.3.3.5 Comparison to a Jenike Shear Cell
Macroscopic friction measurements of a bulk sample of the glass beads in a shear cell
were completed in collaboration with Jenike & Johanson, a powder flow consulting company in
Littleton, MA. Jenike shear cells, as diagramed in Figure 4.59 are used to measure lateral force
as a function of normal load for a bulk of material (-100s grams). The force required to slide the
upper ring is measured for different applied normal loads. For the glass beads, the bulk lateral
resistance coefficient was constant for all loads and equal to 0.54.
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Figure 4.59 Diagram of a Jenike shear cell
The microscopic interparticle friction coefficient can be related to the bulk coefficient
through some model of how the particles flow. A simple model is that the flow of the upper ring
over the bottom ring is assumed to be the flow of a layer of monosized particles over monosized
stationary particles. An example of this model is shown in Figure 4.60 with the moving particles
in red and the stationary particles in blue.
Figure 4.60 Flow of particles over stationary particles
Once the moving particles roll most of the way over the stationary particles, then they can
either fall onto the next particle and wait for the layer velocity to reach them ("sometimes
stationary") or be restricted in their movement enough to maintain their position relative to the
other moving particles ("always moving"). The bulk friction resistance coefficients calculated from
these two simple models are presented in Figure 4.61 along with the experimental value. For the
average experimental microscopic friction coefficient of 0.224 reported in Section 4.3.3.4, the
experimental bulk friction falls in between the two simple models. The similar values of bulk
friction for the models using the microscopic data and the Jenike shear cell experiment offer
additional confirmation that the microscopic data are reasonable.
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Figure 4.61 Model of Jenike shear cell lateral force for monosized particles
4.4 Conclusions
A method of measuring interparticle friction between two microscopic, arbitrarily shaped
particles was developed and used to investigate the friction between sets of particles. Three
different MCC particles on the ends of AFM cantilevers were contacted with fourteen other MCC
particles and the resulting average friction was 0.44. The distribution of friction coefficients was
well represented by either a normal or lognormal distribution. The friction force was found to
correlate strongly to changes in the smoothness of the particle surface (surface asperities).
Three lactose particles were adhered to the ends of AFM cantilevers and friction with
other lactose particles were investigated. Unfortunately, the interparticle friction experiments with
lactose shaved many of the asperities off of the surface in the first few rasters and the resulting
friction experiments were really between smoothed lactose particles. As a result, the interlactose
particle friction coefficients were significantly smaller than between MCC particles with an
average value of 0.26.
Three different glass beads on the ends of AFM cantilevers were interacted with a total of
fifteen other glass beads and the resulting average friction coefficient was 0.224 and the
distribution was relatively well represented by a lognormal distribution.
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5 Simulation of Powder Movement
A brief discussion of simulation techniques is followed by discussion of the simulations
completed using the microscopic data found in Chapters 3 and 4.
5.1 Simulation Techniques
A number of different types of models of powder movement have been investigated by
previous researchers. Three common types of models are presented in the following sections.
5.1.1 Continuum Models
Continuum models of powder movement treat the powder similarly to a fluid. Continuity
equations that conserve both mass and momentum are used. The properties of the powder are
continuous functions and the discrete nature of individual particles is not considered. Some
continuum models include microstructural parameters that improve the predictive power of the
model [51]. Continuum models have been demonstrated to be somewhat successful in
applications related to soil mechanics where cohesion between particles is usually not important.
Continuum models have not been successful with pharmaceutical powders [52].
5.1.2 Kinetic Models
Kinetic models of powder movement treat the particles similarly to molecules in a dense
gas. The motion of individual particles is not recorded and the powder is treated as a bulk
entity [51].
5.1.3 Discrete Element Models
The discrete element models follow each particle as it interacts with other particles and
with the system boundaries. The origins of discrete element models lies in the field of molecular
dynamics [53].
5.1.3.1 Monte Carlo
The Monte Carlo discrete method applies probabilistic rules to particle motion. The
individual particle velocities are assumed to be independently distributed within a defined
distribution function. The velocities are independent of the particle history and the particle
neighbors. Different regions of the powder may have different velocity distributions [53].
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5.1.3.2Cellular Automata
The cellular automata discrete method applies deterministic rules to particle motion. One
cellular automata model of a tumbling mixer that has been developed by Muzzio et al [54]
assumes that particle rearrangements only occur in the surface layer of the powder. The surface
layer is further assumed to be a plane [54]. The plane is broken up into gridpoints, at which
particles may be located. The different types of particles in the mixture have different
probabilities of moving to a new gridpoint. With a correctly chosen set of model parameters, the
cellular automata model compared well with experimental studies of tumbling mixers filled with
glass beads [54].
5.1.3.3Particle Collisions
Discrete element models that simulate every particle collision and track the forces on
each particle are in use. The equations of motion are integrated over time to determine the
position and velocity of every particle. At each time step, any contacts between neighboring
particles are determined, the forces from the contacts are evaluated, and the equations of motion
are integrated for all particles.
Usually, the system geometry, consisting of initial location of particles, container walls,
and any rotation, is created in a preprocessor. Either during or after calculations by the
processor, a postprocessor graphically displays the results.
The primary advantage to this model is that it is physically rigorous and accounts for
every particle as opposed to a continuum approach.
The primary disadvantage to this model is that it is computationally intensive. It may not
be feasible to run this simulation long enough to determine whether segregation of different
particles will occur. Particle geometries more complex than spheres require increased amount of
computation time. Large numbers of non-spherical particles can only be modeled in two
dimensions. Ottino and McCarthy [55] suggest simulating the bulk of the material in the mixer as
stagnant and only calculating interactions near the powder surface to reduce computation time.
They found that this method decreased the computation time by an order of magnitude for the
two tumbler systems investigated.
5.1.3.3.1 Rigid Particles
When the particles are modeled as rigid, there is no elastic deformation of the particles.
All collisions are instantaneous and binary. The time step selected in a rigid particle simulation is
inversely proportional to the collision frequency. As a result, a rigid particle model cannot be
used in stagnant zones, where particles are in contact for long periods of time because the
collision frequency goes to infinity [53].
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5.1.3.3.2 Soft Particles
Soft particle models allow for contacts of finite time between particles. This is achieved
by allowing colliding particles to overlap slightly. A particle may collide with more than one other
particle at a given time. Each contact exerts a force and a moment, which are summed for each
particle and used to determine the trajectory of the particle. The description of collisions of the
particles contain three basic components [53]:
1. A normal force at the point of contact that pushes the particles apart.
2. Energy dissipating during collision
3. Frictional interaction that acts tangential to the area of particle contact.
Different methods of modeling these components have been proposed. The most
common method is to model the interaction of particles only when they are in contact with one
another. No forces that extend beyond particles in contact are included. The normal contact
force is commonly modeled as one or more springs. The springs may be linear, linear with a
dashpot, latched springs, or nonlinear springs. The dashpot allows for energy dissipation during
the collision. The tangential contact force is commonly modeled as a spring with some friction
force linking the particle surfaces. If the tangential force exceeds the maximum friction linking the
particles, then the particles may slide along each other [53,56].
Typically, a spring is used to model elastic deformation of the contacting surfaces and a
dashpot to model plastic deformation. The tangential forces acting on the particles are limited by
friction, represented by the red discs in Figure 5.1 [56]. The equations of the normal, Fn, and
tangential forces, Ft, acting on a particle are given in Equation 5-1 and Equation 5-2. The normal
force is dependent upon the particle overlap, Ax, the spring constant, k, the normal velocity, Vn
and the damping coefficient, C. The tangential force is usually linearly proportional to the normal
force. The proportionality constant is the friction coefficient, gt.
Figure 5.1 Spring and dashpot model of particle collisions [56]
Fn=-k-Ax+C vn
Equation 5-1 Normal force
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F =min4 F ,fk*vt dt+C*vt
Equation 5-2 Tangential force
The limitations of DEM include the large number of calculations required at each timestep
to determine the positions, velocities and forces on all particles. The computer processing time
needed to simulate a simple flow process involving tens of thousands of particles can be on the
order of days. The time requirements increase substantially as more complex geometries are
added to the model. A second limitation is the difficulty in determining correct input values for the
simulation. In addition to the geometric inputs for use in the simulation, typical inputs that depend
on the powder properties include coefficients of restitution for particles, coefficients for the
springs, particle-particle friction coefficients, and particle-wall friction coefficients [57,60]. The
difficulty of measuring some these input parameters are was discussed in Sections 3.2 and 4.3.
The input parameters can be constant for all particles, or varied for different particles within the
mixture.
5.2 Previous Simulations of Powder Flow
DEM simulations have been applied to applications similar to the flow and blending of
pharmaceutical powders. A number of simulations of non-cohesive discs or spheres with
diameters one the order of 1-10mm have been completed. By varying the interparticle friction
coefficient, a value can be found that accurately predicts the flow pattern measured
experimentally [51,58,59]. However, in a detailed analysis, Stewart et al [58] found that different
areas of the simulated mixer required different sets of interparticle properties to correctly predict
the flow. This apparently nonphysical result casts doubt on the trial-and-error technique of
particle properties.
Nase et al [61] completed a two-dimensional DEM simulation of round particles, with
diameters between 0.5mm and 10mm, which included cohesion from theoretical liquid-liquid
bridges. The simulation results compare well with experimental studies of spherical glass beads
with water added [61]. No previous simulation studies have included experimental data to
describe the microscopic interparticle forces.
5.3 Simulations using Microscopic Data as Inputs
Two soft particle model DEM simulations codes were used to model the flow of particles.
One of the codes was written by Professor John Williams of MIT and the other code was written
by Dr. Paul Cleary of CSIRO in Australia. The Williams code had the advantages of being locally
available, complete use of an easy to understand user interface for inputting particle parameters,
and existing models of interparticle cohesion and variable friction between different materials.
The Cleary code had the advantages of Dr. Cleary making modifications to allow to code to
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simulate the microscopic cohesion, being relatively fast in computation time, and having both two
dimensional and three dimensional capabilities.
One significant difference between the cohesion models used in the two codes was that
in the Williams code cohesion between particles was not location specific. This meant that when
two particles came in contact with the cohesion model active, they would stick to one another, but
would not stick at the point of contact. For example, if a particle contacted a second, stationary
particle, then the first particle would roll around and around the stationary particle. In the Cleary
code, the cohesion model was designed with the adhesion data presented in Section 3 in mind.
When two particles came in contact, then they stick to one another at the point of contact.
Other minor differences between the simulation codes were that the Williams code
allowed for a range of values for friction coefficients to be used by assigning fractions of the
particles to different material types, each with their own set of friction coefficients. The Cleary
code, as used in this work, did not allow for a distribution of friction coefficients. Oppositely, the
Cleary code allowed for a distribution of cohesion forces throughout the population of particles,
but the Williams code did not.
5.3.1 Comparison of Simulations from the Two Codes
Both of the codes were used to simulate an angle of repose simulation. The particles
used in the simulation were discs and had the same size distribution as the glass beads
introduced in Section 2.2. All of the surfaces used in the simulation were designed to be
permanently covered by particles, so that they only type of contact was between particles. A
three dimensional diagram of the starting system geometry is shown in Figure 5.2. The
simulation was run in two dimensions.
Starting Geometry
1cm
cm
2.3 cm
Figure 5.2 Starting geometry for the angle of repose experiment
In the simulation, the particles were loaded by dropping them in vertically from above and
then they were allowed to settle. The "tall box" was raised at a rate of 20cm/s with the "table"
remaining stationary. Each simulation code was run with a constant interparticle friction
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coefficient of 0.10 and constant interparticle adhesion of forty times the average particle weight.
The particles had the approximate density of glass, 2500 kg/m 3. The spring constant, k, used for
these particles was 104 N/m with a coefficient of restitution of 0.90.
The resulting angle of repose after all of the particles settled for the Williams code is
presented in Figure 5.3. The resulting angle of repose for the Cleary code is presented in Figure
5.4. The particles in the simulation with the Cleary code were color coded by initial position with
the pink color in the center. The white color is the stationary "table." For angles drawn on Figure
5.4 similar to Figure 5.3, the left angle is 20.6 ° and the right angle is 20.90. Aside from the close
agreement of the repose angles for the two simulation codes, qualitatively the piles look very
similar. The result from the Cleary code appears to have slightly larger clumps of particles near
the edges of the pile. This difference in clumping may be a result of the difference between the
cohesion models. As noted previously, the Williams code would not allow one particle to sit atop
another (unless the top particle was centered on top of the second) and this would reduce the
height of any clumps.
Figure 5.3 DEM angle of repose result from Williams code with cohesion of 40x and g=0.1
Figure 5.4 DEM angle of repose result form Cleary code with cohesion of 40x and g=0.1
One problem encountered with the Williams code that was not resolved was that the
particles that have flowed with the cohesion force activated separated from one another. An
example of this at the edge of the angle of repose simulation is presented in Figure 5.5. The
particle separation at steady state is nonphysical and results from an unknown error within the
cohesion force code. It is unlikely to change the final particle positions greatly for this simulation
geometry because the interparticle spacing is on the order of 10% of particle radius.
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Figure 5.5 Zoomed in look at edges of angle of repose with Williams code
5.3.2 Validation of the Simulation with Experimental Angle of Repose
of Glass Beads
An angle of repose simulation was completed using the Cleary code and the lognormal
distribution for values of adhesion force between glass beads presented in Section 3.3.3.5 and
the average friction coefficient of 0.224 presented in Section 4.3.3.4. The resulting simulated
angle of repose is presented Figure 5.6. The simulated angle on the left is approximately 20.50
and 20.20 on the right. A photograph of the experimental angle of repose with the angles drawn
in is presented in Figure 5.7. The agreement between the simulated and experimental angle is
excellent.
Figure 5.6 DEM simulation angle of repose for glass beads with microscopic data as
inputs
Figure 5.7 Angle of repose of glass beads
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5.3.3 Impact of Microscopic Input Values on 2D DEM Simulations
Dr. Cleary was able to complete a number of angle of repose simulations while
independently varying the values of the input values. The angle of repose was measured after
the completion of each simulation. The angle was calculated from the maximum pile height and
width.
One set of simulations varied the strength of cohesion while keeping a constant
coefficient of friction of 0.10. Within each simulation, there was no distribution of the cohesion
strength. The resulting angles of repose from simulation are presented in Figure 5.8. The
strength of cohesion is quantified using a Bond number (ratio of cohesion force to gravitational
force), which is shown in Equation 5-3. The experimental average Bond number for glass beads
was around 6. The angle of repose increases nearly linearly over the course of increasing the
cohesion.
Bo = Adhesion Force FA
Gravitational Force FG
Equation 5-3 Bond number
Figure 5.8 Simulated impact of cohesion on angle of repose
When using the three largest cohesion strengths presented in Figure 5.8, the bulk
material had extremely large clumps and was not free flowing. The final simulation repose for a
Bond number of 100 is presented in Figure 5.9. Large, irregular clumps were found for this highly
cohesive material.
Figure 5.9 Final repose position with Bond number of 100
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The inclusion of a distribution of cohesion forces was also investigated. The simulation
with a Bond number of 20 and monovalued cohesion force produced a final angle of 17.3° . By
using a lognormal distribution for the cohesion force values, the resulting angle was 20.20. The
weaker bonds broke, but the stronger bonds held together. As a result, the final average
cohesion force was larger than the initial.
The simulated angles for a number of friction coefficients with a constant Bond number of
20 are presented in Figure 5.10. For friction coefficients less than about 0.30, the angle of repose
is strongly dependent upon the friction coefficient. Above this threshold, the angle of repose
remains constant at approximately 220. Lee et al [62] simulated an angle of repose with non-
cohesive materials and found it to varying linearly with friction coefficient for coefficients from 0 to
0.2. No larger values were simulated.
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Figure 5.10 Simulated impact of friction coefficient on angle of repose
The angle of repose simulation was also run for various values of material stiffness (from
104 to 1.6*105) and no change in the angle of repose was observed. The stiffness was not
expected to influence the particle dynamics at the low velocities encountered in the angle of
repose simulation.
The simulations were run with the coefficient of restitution varied from 0.5 to 0.9 and no
change in the angle was observed. As with the stiffness, the restitution was not expected to
significantly influence the particle dynamics at the velocities found in this simulation.
The importance of cohesion during the dropping in and settling of the particles was tested
by having the cohesion active during settling and then, separately, inactive during settling. In
both cases, cohesion was active during the simulation of the walls lifting and the particles coming
to their final angle of repose. The angle of repose resulting was unchanged between the two
cases.
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5.3.4 Use of a 3D Slice DEM Simulation
Dr. Cleary was also able to run DEM simulations of the angle of repose using a three
dimensional slice. The slice used was 250pm wide (approximately five particle diameters). A
comparison of the 2D repose angle to the 3D slice angle for a number of simulations with different
cohesion forces is presented in Figure 5.11. All simulations had a friction coefficient of 0.1. The
3D slice simulation demonstrated a larger angle than the 2D simulation in all cases. In three
dimensions, the particles have more contact with other particles and this causes increased
resistance to flow.
A
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Figure 5.11 Simulated angle of repose with 2D and 3D slice DEM
Additional 3D slice simulations were completed with a lognormal distribution of
interparticle cohesion forces. These results are presented in Figure 5.12. As with the 2D
simulations, the use of a distribution of adhesion values increases the simulated angle of repose.
Figure 5.12 Simulated 3D slice angle of repose with lognormal distribution of cohesion
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5.3.5 Simulation of MCC Angle of Repose
The Williams code was used to simulate the angle of repose of the MCC CP102 particles
with all of the particles modeled as discs. The simulation geometry was the same as the
geometry used for the glass beads. The distribution of interparticle friction coefficients was taken
from the data presented in Section 4.3.1.4 and the average cohesion force from Section 3.3.1.5
was used.
The simulated angle of repose is presented in Figure 5.13. The angle of repose
measured experimentally is shown in Figure 5.14. The simulated angle is about 200 and the
experimental angle is slightly greater than 23° . The primary source of inaccuracy in the
simulation is likely the use of discs as the particle shape. As shown in Section 2.2, the MCC
particles are not best represented as discs. The current DEM code is limited to discs. Despite
this limitation, the agreement between the simulation and experiment is quite good.
Figure 5.13 Simulated angle of repose for MCC CP102
Figure 5.14 Experimental angle of repose of MCC CP102 particles
Sample images of the particles flowing in the simulation of the MCC angle of repose are
presented in Figure 5.15. The particles are color coded by velocity, with the fastest particles in
red traveling at speeds greater than 6cm/s. Despite local variation in particle size and friction
coefficient, the flow is mostly symmetric about the center. Some particles adhere briefly to the
wall as it is raised, but most remain with the bulk of the powder (as with the experiment).
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Figure 5.15 Initial flow patterns in MCC angle of repose simualtion
A second simulation was completed with a single value for all friction coefficients. The
value used was the average value of 0.44. The resulting angle is presented in Figure 5.16. The
angles simulated using an average value for friction was slightly lower than that using the
experimental distribution.
Figure 5.16 Simulated angle of repose for MCC with average value of friction coefficient
5.3.6 Simulation of Particles in a Rotating Box
The Williams code was used to simulate the flow in a rotating box of both the MCC
particles and the glass beads with all of the particles modeled as discs. The interior dimension of
the box was 2cm on each side. As with the angle of repose simulation, all surfaces were coated
with particles. For the labscale experiment, this was accomplished by covered all interior
surfaces with double-sided tape and then pouring particles onto the surfaces prior to the
experiment.
5.3.6.1 MCC CP102 in a Square
The Williams code was used to simulate the flow of MCC CP102 particles with all of the
particles modeled as discs. The box was filled to about 60% of its maximum fill volume. The
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distribution of interparticle friction coefficients was taken from the data presented in Section
4.3.1.4 and the average adhesion force from Section 3.3.1.5 was used.
The comparison of the experiment and simulation at six different positions in the first
quarter turn are presented in Figure 5.17, Figure 5.18, and Figure 5.19. The particles are color
coded by velocity as in Figure 5.15. Both the experiment and the simulation undergo one large
initial avalanche and then smaller avalanches and cascading of particles down the inclined
surface follow. This qualitative agreement is quite encouraging. Comparison of the different flow
positions show that the powder movement predicted by the simulation is slightly freer flowing than
the experimental powder. This is likely due to modeling the MCC CP102 particles as discs,
instead of slightly noncircular particles. An additional exclusion from the simulation is the
distribution of adhesion force. Including the adhesion distribution in the Cleary code was shown
to increase resistance to free flow in Section 5.3.3.
Figure 5.17 Experiment and simulation in positions prior to first avalanche
Figure 5.18 Experiment and simulation during avalanching
Figure 5.19 Experiment and simulation after first avalanche
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5.3.6.2 Glass Beads in a Square
A similar simulation was completed for glass beads in a rotating box of the same size.
The box was filled to about 20% of its maximum fill volume. The distribution of interparticle
friction coefficients was taken from the data presented in Section 4.3.3.4 and the cohesion force
used was the average adhesion measured in Section 3.3.3.5.
The comparison of the experiment and simulation at six different positions in the first
quarter turn are presented in Figure 5.20, Figure 5.21, and Figure 5.22. The particles are color
coded by velocity as in Figure 5.15. In all six positions, the leading edge and shape of the
leading front of particles are in excellent agreement between experiment and simulation.
However, the receding edge appears to have more particles in the experiment than in the
simulation. This is likely because the experiment accidentally has slightly more beads (larger fill
volume) than the simulation.
Figure 5.20 Experiment and simulation prior to any flow
Figure 5.21 Experiment and simulation of flowing beads
Figure 5.22 Experiment and simulation of flowing beads approaching quarter turn
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5.3.6.3 MCC CP102 in a Rectangle
To further test the simulation of MCC particles, the particles were rotated in a rectangle.
The base of the rectangle was 1cm in length and the height was 5cm. The rectangle was filled
30% and rotated at 20rpm.
The experimental flow and the flow predicted by simulation are compared in Figure 5.23,
Figure 5.24, and Figure 5.25. As with the simulation of MCC in a rotating box, the simulation
predicts excessive free flowing of the material. This free flow is likely due to modeling the
particles as discs, instead of slightly noncircular particles. An additional exclusion that would slow
the flow is the distribution of adhesion force.
Figure 5.23 Experiment and simulation of MCC in a rotating rectangle
Figure 5.24 MCC in a rotating rectangle at a quarter turn
I
Figure 5.25 MCC in a rotating rectangle past a quarter turn
5.4 Conclusions
The microscopic properties and interparticle forces that were measured with AFM in
previous chapters were incorporated in simulations of bulk powder flow using discrete element
method (DEM) simulations. The DEM simulations allow for the calculation of the position and
velocity of each particle at every time step. When DEM simulations are completed with large
numbers of particles, then they are computationally slow.
The DEM simulation with the microscopic data was able to produce excellent agreement
between simulation and experiment for the angle of repose and flow in a box of the glass beads.
In the case of simulating flow of MCC particles, the simulation predicted greater flowability than
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was visualized experimental. The primary source of this discrepancy was likely lack of
accounting for the nonspherical shape of the MCC particles.
The simulation was also used to investigate the relative importance of the different
interparticle forces (adhesion and friction) on bulk powder flow. Increasing adhesion consistently
increased the angle of repose of the material. At very high adhesion force values, the material
begins to act more as cement than a flowing bulk powder. In the case of increasing friction, the
angle of repose increased to a threshold value. Above this threshold, increasing the friction did
not influence the angle of repose. For the case studied here, the threshold value of friction was
about 0.30.
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6 Relating Microscopic Adhesion to Powder
Performance
6.1 Previous Investigations into Powder Flow
Some simulation investigations of the impact of microscopic particle properties on powder
flow were mentioned in Section 5.2. However, none of these included experimentally determined
microscopic properties.
One study by Forsyth et al [33] has investigated the effect of relative humidity on both
adhesion between a glass bead on an AFM cantilever and a glass slide and flow of glass beads
in a rotating apparatus. The flow of glass beads was found to change form free-flow behavior to
avalanching behavior at a critical relative humidity. The value of the critical relative humidity was
dependent upon the size of the glass beads (larger glass beads had a higher critical relative
humidity). The adhesion force measured with AFM was only done with the smallest bead (1 6tm)
and the adhesion force increased for all relative humidity values (no corresponding microscopic
critical humidity was found). In a separate set of experiments, the same study calculated the
interparticle force at which the flow transition occurred for iron spheres in a magnetic field. Three
sets of particles with particle diameters from 250-1600,um and the flow transition occurred at
about a Bond number (Equation 5-3) of about 9 in all cases.
6.2 Previous Investigations into Powder Blending
Very little work has been completed that relates interparticle forces to bulk powder
movement in any way. Most of the investigations into bulk powder movement ignore the
microscopic particle properties. As a result of this disconnect much of the understanding of
powder movement and blending is elementary and empirical. A sampling of this knowledge is
presented in the following sections.
6.2.1 Theoretical Regimes and Mechanisms
There are two common regimes of flow in powder tumbling blenders - avalanching and
surface cascading. The avalanching flow regime is encountered at relatively low rotation speeds.
The speed corresponding to the transition between the two regimes of flow in the tumble mixer is
dependent upon the powders being mixed, the shape of the mixer, and upon the material of the
mixer wall.
In a rotating mixer, as the mixer turns, the uphill material avalanches down upon the
downhill material. In modeling the avalanching behavior, some investigators have described the
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process by a single constant angle of avalanche, which has been experimentally demonstrated to
be dependent upon the container geometry and the powder properties [63,64,65]. Alternatively,
some researchers have found that there is a distribution of avalanche angle and that the state of
a system within a tumble mixer undergoing avalanching is determined by chaotic dynamics with
complex periodicity [66].
The mixing of identical particles (perhaps with variations only in color) within an
avalanche has been modeled as a random map consisting of two parts, as shown in Figure 6.1.
The radial mixing is described by a uniform random distribution and the axial mixing is described
by a cross-sectionally averaged diffusion equation leading to a Gaussian random distribution [63].
Non-identical particles may have other mixing patterns within an avalanche.
3y Diffusion
Figure 6.1. Ideal Avalanching Behavior
Another regime of powder flow within a tumbling mixer is the surface cascading region.
The surface cascading regime is characterized by an approximately constant slope of powder
surface and a thin layer of powder flowing down the surface [67]. Discrete, independent
avalanches of material do not exist in the surface cascading region.
The flow pattern in the surface cascading regime is believed to consist of a thin, rapid
flow region at the powder surface [67]. Below this rapid flow region is a nearly non-deforming
region that rotates with the container. A narrow transition region characterized by high shear and
density gradients is believed to exist between the rapid flow region and the non-deforming
region [68].
6.2.1.1 Mechanisms of Powder Mixing
The mechanisms of powder mixing in tumble mixers have been described as convective,
shear, and diffusive [68]. The dominant mechanism as the mixing proceeds changes from
convective to shear to diffusive as the blend is mixed. An example plot of heterogeneity or
unmixedness, a, as the mixing proceeds is shown in Figure 6.5 [68,69]. Three sections are
commonly found in the characteristic curve. The first section (I) is dominated by convection, the
second section (II) has less convective and more shear, and the third section (III) is dominated by
diffusion [70].
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Figure 6.2 Characteristic curve of mixing
It is common for sections of the characteristic curve of mixing to demonstrate linearity
between the logarithm of unmixedness and number of rotations [70]. In these sections, the rate
of mixing can be described as first order, as presented in Equation 6-1. The number of rotations
is represented by the variable N. The rate coefficient, k, is the rate constant of mixing and is
different for each first order section of the characteristic curve of mixing. The rate constant of
mixing will depend upon the blender being used and the powders being blended.
du
-= -k a, atN=O a= 0 c0 > = coexp(-kN)dN
Equation 6-1 First order rate of mixing
6.2.1.1.1 Convective Mixing
Convection is the transfer of a group of adjacent particles from one location to another in
the mixture [71]. Away from the axial center of the mixer, convection is initially much faster than
the slower diffusion mechanism. As the mixing process proceeds and homogeneity is
approached, the lengthscale associated with heterogeneity becomes relatively small and diffusion
becomes the primary mechanism for mixing throughout the mixer [71].
6.2.1.1.2 Shear Mixing
The shear mechanism has been defined as "the change in the configuration of the
components via the setting up of slipping planes within the mixture" [71, 72]. These slipping
planes are common in the narrow region below a cascading surface. This region is characterized
by high shear and density gradients as the "shear" region.
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6.2.1.1.3 Diffusive Mixing
The diffusion mechanism is due to the random motion of the particles on the powder
surface as the mixer rotates and agitates the particles. Diffusion is slow relative to the other
mixing mechanisms. Blenders with axial symmetry, such as the bin blender and the tube blender,
usually have diffusive mixing across the plane of symmetry [68].
6.2.1.2Mechanisms of Powder Demixing
Powders containing particles with different chemical or physical properties flow may have
a tendency to segregate, or demix. Segregation is most common in non-cohesive powders with
particles that differ greatly in size. Segregation is seldom found when all particles in a powder
mixture are less than about fifty microns. In such fine powders, interparticle forces, as described
in Section 3.1, are large relative to the gravitational and inertial forces [73,74]. The particles stick
to one another and are not free to move independently. Common mechanisms of powder
segregation are discussed in the following sections.
6.2.1.2.1 Sifting Due to Size Differences
When a powder mixture is perturbed in such a way as to cause movement,
rearrangement of the particle packing can take place. Gaps between particles may form, into
which particles may fall. Smaller particles are more likely to fall down into gaps than large
particles. This can lead to segregation of the powder mixture based on particle size [74]. The
regions consisting of smaller particles may form and be better packed than the rest of the powder
mixture and may resist the action of the mixer [72].
The rate of particle sifting due to size differences has been described in terms of the
diffusion equation [75]. Bridgwater [72] suggests that the motion of small spheres through a
randomly packed bed of large spheres can occur spontaneously, without strain applied to the
system, under some conditions. A radial Peclet number was used to describe the dispersion
occurring in these systems.
Johanson [76] suggests that when the small particles are more numerous than required
to fill all of the voids between large particles or if the fines are too cohesive to flow into the voids,
then segregation by sifting will not occur. Alonso et al [77] suggest that when particles are quite
small, the particle-particle cohesive forces may overcome the force of gravity acting on the body
and hinder downward sifting.
6.2.1.2.2 Angle of Repose Differences
Differences in angles of repose has been described as the primary demixing mechanism
in tumble mixers [76]. When materials with different angles of repose are mixed or poured, the
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material with the steeper angle tends to concentrate in the center of the pile or mixer [78].
Segregation by the angle of repose mechanism has been described as accentuating segregation
due to size differences because fines are usually found to have a higher angle of repose than
coarse particles [76, 78]. From the center of the powder pile, the small fines would percolate
down through the pile. A powder mixture that is cohesive will be less likely to segregate based on
differences in angle of repose.
6.2.1.2.3 Agglomeration Due to Cohesion
Some powder mixtures form agglomerates capable of withstanding tension. The
agglomeration may occur between particles of similar characteristics or between different types of
particles. Some of the causes of the cohesive forces between particles include interparticle
forces, as well as entanglement of particles and plastic deformation leading to joining of adjacent
particles.
When agglomeration does occur, the agglomerates are susceptible to the mixing and
demixing mechanisms. Cohesive effects are described as having the potential to alter the sifting
mechanism because the cohesive solid may form a thick sliding layer that does not allow
percolation [78]. The agglomerates may be broken up or built up during blending. High-shear
mixers can be used to facilitate the breaking up of agglomerates [76].
6.2.2 Sampling of Powder Blends
Some requirements on sampling of content uniformity in powder blends were established
in the Barr Decision. The requirements include that the sample should be representative of all
portions of the blend, and that the sample size tested for uniformity must not exceed the size of
three dosages [79]. Two golden rules commonly cited for obtaining representative samples of
powder beds are that the powder should be sampled (1) while in motion, and (2) from as much of
the bed as possible [74,79]. The most common method of sampling powder blends in the
pharmaceutical industry is to insert a collector commonly known as a thief. Sampling methods
that are commonly used are discussed in the following sections.
6.2.2.1 Sampling with a Thief
A sampling thief is usually inserted into a stationary bed of powder to collect a sample.
The sample is then analyzed for content off-line in a laboratory. Multiple samples from different
locations in the powder bed are taken to verify that the blend is uniform. Theoretically, over thirty
samples should be taken to ensure that the blend is uniform with a high level of confidence. In
practice, due to slow, off-line analysis and loss of product, only a few samples are taken from a
blend [79]. The lack of movement of the powder bed during sampling is in violation of one of the
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aforementioned golden rules and may lead to misrepresentative samples due to segregation of
the powder as the blender comes to a stop.
Two types of thiefs are presented in Figure 6.3, a side-port thief and a plug thief. Once
the thief is inserted into the bed of powder, the sample is collected by moving the thief shaft in the
direction shown by the arrows in Figure 6.3. The side-plug thief traps powder in its side port. The
plug thief is used for cohesive powders, and the powder sticks in the thief [80]. Two common
types of error associated with thief sampling are: (1) the insertion of the thief disturbs the powder
bed, and (2) particles of different sizes often flow with unequal ease into the thief cavities.
Experimental studies using spherical glass beads have shown that the error associated with thief
sampling can be significant and give misrepresentative results [79].
_irJl-_nnrt Thief Pln Thief
Open to Collect Closed with Ready to With Powder
Sample Powder Trapped Collect Sample
Figure 6.3. Two common types of thiefs for sampling
6.2.2.2Tracer Particles
Both colored particles and radioactive particles have been included in powder mixtures
as tracers [81]. The colored particles can be tracked either with an optical probe or by stopping
the mixing, solidifying the mix by adding wax, and recording the positions of the colored
particles [80]. The radioactive particles can be traced by recording the radioactivity emitted from
the mixture.
6.2.2.3Spectroscopic Probes
The use of optic probes to monitor powder composition has been employed
previously [82,83,84]. In the early development of the use of light to monitor mixtures, mixtures
consisting of particles of different colors were used and the reflectance of light off of the sample
was related to the composition. More recently, powder blend homogeneity has been monitored
using near-infrared spectroscopy. The near-infrared spectroscopy can detect aromatic
functionality commonly found in pharmaceutical compounds [84]. Some of the recently
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developed optic probes can sample the powder non-invasively, which allows the powder to
continue moving as it is sampled. The optic probes are usually surface probes and cannot take
samples from within the powder bed.
6.2.3 Completion of Mixing
Non-segregating powder mixtures will approach a steady state level of mixedness. Once
the measurement of mixedness is relatively constant, the mixing process can be considered
complete. For materials that are found to segregate, an optimum mixing time may exist, above
and below which the mixture is less well mixed.
Mixtures that are completely mixed may be random or ordered in there distribution of
particles. The random state is approached in mixtures that blend well. For any system not
composed of particles with identical physical properties, the random state can never be expected
due to tendencies for bias of movement [72]. An ordered system is a system that is regular. In
powder mixtures, ordered systems occur when an identical number of one type of particle (such
as small particles) adhere to each particle of another type of particle (such as large particles) [85].
6.2.4 Empirical Studies of Powder Mixing
Many empirical studies of mixing with a variety of different materials have been
completed previously. Many of the experiments have been done with sand or glass beads of
different colors. Relatively few experiments have been completed with multicomponent
pharmaceutical powders. The experimentally determined impacts of a variety of powder
properties are discussed in the following sections.
6.2.4.1 Impact of Particle Size
The size of the particles has been found to have a significant effect on the blend
homogeneity of the mixture [75,78,86]. Williams [75] states that all available evidence
demonstrates that the most important factor in segregation is differences in particle sizes of the
mixture components. Williams investigated the mixing in an inclined drum of identical particles
with mean diameters between 100 Ipm and 500 gm and found that segregation decreased as
mean particle diameter decreased [75]. Marinelli and Carson [87] attribute reduced segregation
for smaller particles to greater cohesive strength of finer particles.
When non-identical particles are mixed, segregation based on sifting can occur, as
described in Section 6.2.1.2.1. Sifting of smaller particles to the bottom has been found to occur
even when the large particles have higher density than the small particles [75, 77]. For particles
of the same size but different densities, no segregation was found [75].
One experiment using glass beads found that the percolation of small particles to the
bottom of the mixture occurred for equal density beads of diameter less than four millimeters for
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diameter ratios more than two [75]. When one particle type was more dense and smaller than the
second particle type, a diameter ratio of 1.7 was sufficient to cause segregation, showing that
differences in density may have an effect on percolation due to size differences [75].
6.2.4.2Impact of Particle Shape
Marinelli and Carson [87] state that particle shape is less important than particle size in
flow properties and that irregular shapes have more difficulty flowing than regular shapes.
Bridgwater [72] found that powders with wide shape distributions formed relatively strong
agglomerates. The same study suggests that the role of particle shape on segregation needs
further examination [72].
6.2.4.31mpact of Lubricants
A small amount of lubricants are typically used to improve the flowability or blending of a
mixture. The lubricants may alter the arrangement of particles or discharge electrostatic charge
[81,88]. Taylor et al [89] found amorphous fumed silica and/or magnesium stearate with a weight
fraction ranging from 0.001 to 0.015 improved the flow of their pharmaceutical mixtures.
6.2.4.4Impact of Humidity
High levels of humidity may increase cohesion between particles. The increase in
cohesion is more pronounced for coarse particles than fine particles [90]. High humidity may also
reduce electrostatic interaction among particles.
Williams [75] discusses work done by himself and Kahn in which small quantities of water
are added to powder mixtures and segregation monitored. After adding two percent water by
weight to free-flowing sand, segregation was dramatically reduced in a rotating drum. This trend
was found in a tumbling mixer as well.
6.2.4.51mpact of Container Wall
Certain particles within the mixture may be preferentially attracted to the wall, either by
shape, size, moisture content, or electrostatic charge. The area near the container wall can be
prone to have relatively high electrostatic charge [91], which can lead to cohesive agglomeration
of particles. When the particle diameter is larger than one-twentieth of the tube diameter in flow
through a tube, significant wall effects have been found [80]. A container with a rough wall is less
conducive to free flow than a container with a smooth wall.
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6.2.4.6Impact of Mixer Rotation Speed
Two differing empirical results of the impact of mixer speed have been reported. In one
study, the effect of speed of rotation in a horizontal cylinder tumbler upon the mixing kinetics was
found to have no general effect but perhaps a complex secondary effect [67]. In a separate
study, it is concluded that the mixer speed has a large effect upon the pattern of powder
segregation. At low mixer speed, formation of a core of segregated material occurred and bands
of segregated also formed. Increasing the mixer speed first reduces the number of bands, and
then their intensity, and then the central core is eliminated [92].
6.2.4.71mpact of Loading Fraction
The impact of loading fraction upon mixing is dependent on the mixer type studied. For
fill levels above one-half, a central core of material can form which will never avalanche and will
not participate in the mixing process. The loading fraction in a tumbling mixer is described by
Carley-Macauly and Donald [67] as having the most outstanding impact of any variables upon the
mixing kinetics. In their experimental work, the fastest mixing appears to occur at small load
fractions.
6.3 Micro to Macro: Powder Flow at the Labscale
Investigation into the empirical relationship between interparticle adhesion and the ease
of powder flow was investigated using the MCC CP102 powder and the lactose powder. Angle of
repose, a poured angle at various humidities, and a flow angle down different materials were
tested.
6.3.1 Angle of Repose
The angle of repose was shown to be dependent upon both friction and interparticle
cohesion by simulation in Section 5.3.3. However, for friction coefficients greater than about
0.30, the angle was simulated to be independent of friction. The average glass bead interparticle
friction was slightly less than this threshold. As demonstrated in Table 6-1, the rank order of
average Bond number (Bo) corresponds with the rank order of angle of repose for glass beads,
MCC CP102 particles, and lactose particles. The increase of angle of repose between the
materials presented in Table 6-1 is greater than that which would be predicted from the linear
relationship presented in Figure 5.8 (0.12 ° increase for an increase of 1 in Bond number) for the
change in bond number. The additional increase can be attributed to increases in friction and
shape complexity.
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Particle FA FG Bo AofR
Glass 17 2.9 5.9 210
CP102 133 20 6.7 230
Lactose 75 3.9 19.2 31°
Table 6-1 Angle of repose and Bond number for glass beads, MCC, and lactose
6.3.2 Poured Angle after Storage at Different Humidities
In Sections 3.3.1.4and 3.3.2.5, the impact of humidity at low (-25% RH), medium (-45%
RH) and high (-80% RH) conditions on interparticle adhesion was investigated for MCC CP102
and lactose, respectively. The adhesion force between MCC particles was demonstrated to vary
over all humidities measured. As the humidity was increased, the interparticle adhesion
increased. The adhesion force between lactose particles was less sensitive to humidity and only
showed an increase for the high humidity cases of approximately 80% RH.
A poured angle was measured for the MCC CP102 and lactose powders that had been
stored at various levels of humidity. The poured angle experiment was completed by letting the
powder fall through a 2cm orifice that was positioned 4cm above a 2cm diameter circular plastic
dish. A sample resulting final poured angle for lactose is presented in Figure 6.4.
Figure 6.4 Final poured angle for lactose particles
Final poured angles were measured for both MCC and lactose that had been stored for at
least 24 hours at 30%RH, 40%RH, 60%RH, and 80%RH. Each powder at every humidity was
tested in triplicate and the average angles measured are presented in Figure 6.5. The poured
angle of MCC increased with increasing humidity, as the microscopic interparticle adhesion did.
The poured angle of lactose showed no significant change with the humidity. The microscopic
adhesion data showed no change at low humidities, but there was a slight increase in adhesion at
humidities around 80%.
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Figure 6.5 Dependence of poured angle on relative humidity of storage
6.3.3 Flow of Powder down Surfaces
The flow of both MCC and lactose were tested in flow down inclines of different materials.
The experimental set-up is presented in Figure 6.6. The powder was initially placed on a flat
material. The material was then inclined until the powder slid entirely from its initial location on
the material.
T_ ~ us 1 i_ A ' -lna posl1uon
Initial position
Figure 6.6 Experimental set-up for powder flow down an incline
The different materials used as the test surface were a sheet of steel, a sheet of mica, a
glass slide, and the powder adhered to a glass slide with double-sided tape. The resulting angles
of flow for both the MCC powder and the lactose powder down these materials are presented in
Figure 6.7. Each experiment was done in triplicate. The lactose powder required a steeper angle
of incline in all cases. For the lactose on a glass slide, the powder never flowed from the material
even when the slide was fully inverted 1800. The angle for lactose on glass slide is presented as
900.
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Figure 6.7 Angle of flow down test surfaces
Microscopic adhesion force data was collected with the AFM (method described in
Section 3.2) for a single MCC particle with the different surfaces. This set of experiments was
also completed with a single lactose tip. Five force pulls were completed between the tips and
the sample surfaces. The strength of the adhesion forces measured were normalized by the
approximate particle weight into a Bond number. The bond numbers and corresponding angles
of flow are presented in Figure 6.8. The angles are the same as those presented in Figure 6.7.
In all cases for each powder, materials with higher angles of flow adhered with more strength to
the pharmaceutical particle than materials with lower angles of flow. This trend of consistent rank
order is the same result as that presented for angle of repose in Section 6.3.1.
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Figure 6.8 Angle of flow compared to Bond number
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6.4 Micro to Macro: Powder Mixing at the Labscale
Case studies of mixing with two different active pharmaceutical ingredients (API) were
completed. The API was mixed with either two or three excipients. Separately, the interparticle
adhesion between sample API particles and the excipients were measured using atomic force
microscopy.
6.4.1 Investigation of Interparticle Adhesion and Blend Stability
In three case studies, interparticle adhesion between an API particle and two different
excipients was measured with the AFM (method described in Section 3.2). The blending of the
API powder in each of the two excipients was then done in labscale blenders and monitored
using the LIF instrument.
6.4.1.1Triamterene with MCC and Lactose
The adhesion between triamterene, a fluorescent API, and both MCC and lactose was
investigated using AFM. A single triamterene particle, presented in Figure 6.9, was contacted
with three different MCC particles and three different lactose particles. With each excipient
particle, a force volume image was completed that spanned a 1 jm by 1 zm area and acquired
196 force pulls.
Figure 6.9 Triamterene particle adhered to the end of an AFM cantilever
The resulting average adhesion forces between the triamterene particle and the excipient
particles are presented in Figure 6.9. The standard deviation presented is that between the
average adhesion force on the different excipient particles. The adhesion of the API to MCC was
significantly stronger than the adhesion of API to the lactose.
Triamterene Adhesion to Excipients
MCC Lactose
Avg Adhesion (nN): 30.75 13.80
StDev particles (nN): 4.23 0.17
Table 6-2 Triamterene adhesion to MCC and lactose
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In the selection of excipients, matching of bulk powder properties of the API to those of
the excipient is a common empirical method of predicting blend stability. Some common bulk
properties of the unsieved powders are presented in Table 6-3. The triamterene powder is
significantly smaller in particle size and flows poorly (as shown by angle of avalanche) than either
of the two excipient powders. Of the two excipients, the lactose is composed of smaller particles
and flows poorly.
Triamterene Lot 36H1206
Lactose DCL-11
CP 102
Bulk
Density
(g/mL)
0.289
0.61
0.88
Tap
Density
(g/mL)
0.504
0.72
0.98
Angle of
Avalanche
(degrees)
91.8
55.81
40.33
Particle
Size
(Pm)
10
100
170
Table 6-3 Bulk powder characteristics of the API and excipients
A 0.25% wt amount of triamterene was mixed with each of the excipients in a rotating
circular blender, pictured in Figure 6.10. This labscale blender was rotated at twenty rotations per
minute. The concentration of the API was monitored continuously online with the LIF instrument.
The LIF instrument is discussed in more detail in Section 7.2.2. The mixing experiments of the
triamterene with the two excipients were completed in triplicate.
LIF Flash-
Figure 6.10 Rotating circular blender [diameter of 5cm]
Sample mixing kinetics from the API fluorescence signal are presented in Figure 6.11
with each of the excipients. The plot on the left is for MCC and the plot on the right is for lactose.
The rotation number is the number of times that the blender has been fully rotated. In the sample
mixing kinetics, the cellulose mix appears to be significantly more stable after the initial mixing
kinetics.
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Figure 6.11 Sample mixing kinetics in cellulose and in lactose
The average relative deviations of the signal for the three mixing runs with each excipient
are presented in Table 6-4. The mixing with the MCC resulted in a more homogenous distribution
of triamterene than the mixing with lactose. This is likely because the triamterene adheres
strongly to the MCC and is more likely to stick to it when brought in contact.
MCC Lactose
RSD (steady state) [%] 4.59 7.50
Deviation between runs 0.92 1.44
Table 6-4 Steady state LIF signal deviation for API in the two excipients
The type of interactive force between the API and cellulose was tested by comparing the
interparticle force between the tip and freshly poured MCC and between the tip and the same
population of MCC after sitting undisturbed for three days. The results are presented in Table 6-5
and after three days the average interparticle adhesion has dropped significantly. The likely
cause of this change is that electrostatic charge on the MCC particles has discharged over the
course of the days. The same experiment was completed with the lactose particles and no
change in interparticle adhesion over the course of days was found.
t=0 t=3days
Avg Adhesion (nN): 30.75 16.99
StDev particles (nN): 4.23 3.84
Table 6-5 Triamterene adhesion to MCC over time
6.4.1.2Caffeine with MCC, Lactose, and Sucrose
A similar set of interparticle adhesion force measurements and blend experiments was
completed with caffeine and three excipients. The three excipients used were MCC CP102,
lactose, and sucrose. As was the case with triamterene, the caffeine particles are on the order of
ten microns in particle diameter and do not flow well. Some bulk powder characteristics for the
three excipients are shown in Table 6-6. All of the excipient particles are significantly larger than
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the API particles. Both MCC and sucrose bulk powder is free flowing and composed of large
particles. The lactose has smaller particles and does not flow as freely.
Bulk Tap Angle of Particle
Density Density Avalanche Size
Excipient [g/mL] [g/mL] 1 [mm]
MCC CP102 0.88 0.98 40.33 170
Lactose 0.61 0.72 55.81 100
Sucrose 0.84 0.91 37.79 190
Table 6-6 Bulk powder characteristics of excipients
The caffeine particle used in the interparticle force measurements is presented in on the
end of an AFM cantilever. The interparticle force measurements were completed in the same
manner as those presented in Section 6.4.1.1. The caffeine particle was contacted with three
excipient particles of each type of excipient. On each excipient particle, 196 force pulls were
completed over a 1 00Q.m 2 area.
Figure 6.12 ESEM profile image of the caffeine particle
Mixing experiments were completed with 10% wt caffeine in each of the excipients. The
experiments were completed in the same manner as those presented in Section 6.4.1.1. The
interparticle adhesion forces and steady state deviation of the LIF signal for the mixing
experiments is presented in Table 6-7. The microscopic interaction with the MCC particles was
the strongest and the blend was the most stable. The adhesion with sucrose was the weakest
and the blend was the least stable. This trend is consistent with the mixing experiments of
triamterene.
Avg Caffeine Adh [nN]:
StDev Particle Adh [nN]:
Number of Mixes:
LIF RSD (steady state) [%]:
StDev between mixes:
26.3
8.0
3
7.0
1.3
Material
13.0
2.1
2
7.7
0.3
9.5
1.1
2
11.1
1.3
Table 6-7 Interparticle adhesion force and mixing stability of caffeine with excipients
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6.5 Conclusions
After concluding in Chapter 5 that the adhesion between particles is consistently
important to the flow, case studies were completed to relate interparticle or intermaterial adhesion
to bulk flow. In all of the cases studied here, the flowability was decreased as the intermaterial
adhesion increased. Case studies of blending experiments were completed as well, and the
stability of the blend was found to trend with the interparticle adhesion.
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7 Total Tablet Content Estimation Using a Rapid,
Noninvasive, Nondestructive Technique
The use of a light induced fluorescence (LIF) instrument to estimate the total content of
API in a tablet from sampling of the tablet surface is demonstrated. The LIF surface estimation
was compared to a total tablet UV absorbance test for each tablet. The accuracy of the LIF
estimation was tested on two sets of tablets. The first tablet set had caffeine as the active drug
with concentrations of 5%, 10%, and 20%. The second set of tablets used triamterene as the
active drug with concentrations of 1.64%, 3.22%, and 4.75%.
For both sets of tablets tested, the LIF instrument was able to accurately estimate the
active drug concentration within 10% of total tablet measurement greater than 90% of the time.
In the case of the triamterene tablets, all of the tablets were accurately estimated within 10% of
the total tablet measurement. The largest error amongst all of the tablets tested was 13%.
One set of triamterene tablets were pressed from poorly mixed ingredients in an attempt
to maximize heterogeneity of active drug throughout the batch. Even in this "worst case"
scenario, the LIF instrument accurately estimated 90% of the tables within 10% of the total tablet
measurement.
All of the LIF sampling completed in this work was done offline after the tablets had been
pressed. The rapid sampling and data acquisition (individual spots as quickly as 100Hz) gives
hope that the technique can be used at tablet production speeds to monitor every tablet
produced.
A theoretical description of the error associated with the surface sampling was developed
and found to predict accurately the experimental error between the LIF estimation and the total
tablet measurement. This theory uses one empirically determined parameter: the deviation of LIF
estimations at different locations on the tablet surface. Correct use of this prediction of error has
the potential to reduce the dependence on full scale studies, such as this one, that require time
consuming analysis of many tablets.
7.1 Introduction
7.1.1 Quality Control of Tablets
Ensuring that the tablets manufactured are within their active pharmaceutical ingredient
(API) content specification is critical to producing safe, economic tablets. Current methods of
demonstrating that tablet batches meet specifications involve assaying a small fraction of the
tablets in each batch. When inconsistency in API content between tablets is found, it causes
entire batches of tablets to fail and be discarded. In more serious cases when the inconsistency
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is not found, tablets that appear to meet specifications, but actually do not, are released to the
public and may cause harm to patients.
The current sampling methods do not take full advantage of recent technological
advances in nondestructive methods of API content estimation. It would be ideal to have a rapid,
non-destructive, accurate estimation of the API content in every tablet as it is manufactured. This
study is working toward that goal by demonstrating a light-induced fluorescence (LIF) instrument
under development for use with fluorescent APIs. This instrument is similar to a laser induced
fluorescence instrument designed for monitoring blend homogeneity [93]. Fluorescence has
been successfully used before to monitor the content of a drug in tablets, urine, and serum [94].
7.1.2 Methods for Rapidly Estimating Tablet Concentration
A significant amount of recent research across the world has been designing and
investigating suitable methods for quickly estimating API concentration of tablets without
destroying the tablets. Most of these techniques rely upon spectroscopic analysis and some
common ones are introduced in the following sections. All of these methods are significantly
faster than the current quality control practice of dissolving the entire tablet and then assaying
with HPLC or UV absorption.
7.1.2.1 FT-Raman
Near-infrared FT-Raman spectroscopy was used by Vergote et al [95] to determine
content of an active ingredient (diltiazem hydrochloride) in both commercial and experimental
tablets with good accuracy and precision. The technique that was used took ten minutes per
tablet and involved averaging spectra from five different locations on each tablet. Raman
spectroscopy can be used through some packaging. The instrument used was calibrated for
each session (a start-up time was required).
Similarly, FT-Raman was used by Szostak et al [96] to determine content of
acetylsalicylic acid and acetaminophen in tablets with very good agreement to UV-VIS results.
Each spectra required about 90 seconds to collect. Bell et al [98] were able to detect ecstasy and
related compounds. Niemczyk et al [100] were able to analysis content through gel capsules.
Breitenbach et al [99] used Raman to map drug content on solid surfaces.
Raman spectroscopy has also been used to determine the solid state form of some drugs
in tablets by Taylor et al [97]. The solid state form of some components was found to change
after Raman sampling because of local overheating by the laser. This change in solid state form
could alter the drug dissolution or bioactivity.
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7.1.2.2Near Infrared
Another spectroscopic technique that has been employed to estimate total tablet content
is near infrared (NIR). Both reflectance and transmittance NIR have been employed. One recent
study by Thosae et al [101] compares the two NIR methods for a range of active (1% to 20%) in
tablets. The two methods are non destructive but had difficulty with low concentration
determination (1% and 2%).
Work by Malik et al [102] analyzed a set of aspirin tablets packaged in blister packaging
for salicylic acid and water content. The set contained 1300 tablets and the 43 tablets with the
best NIR readings were compared to HPLC results and the standard error of prediction was
0.06%. A standard was used for calibration before use of the instrument on new days or under
new conditions. This technique required minutes of time to collect the data, but was able to
capture information about a large number of packaged tablets.
Excellent agreement between transmission NIR and HPLC for content of steroid tablets
was found in a complete study by Broad et al [103]. The speed was about 35 seconds per tablet
monitored.
NIR was used by Chen et al [104] in the successful prediction of both content of
theophylline in tablets and tablet hardness.
A complete study by Ritchie et al [105,106] of NIR transmission spectroscopy for
determining active content in both tablets and capsules was successful in its ability to estimate
content compared with HPLC. The paper is set-up like a document for regulation review of the
technique and its repeatability.
Other work with NIR has shown that it is a valuable technique with a wide range of
applications [107,108,109,110,111,112,113].
7.1.2.3Laser-induced Breakdown
Laser-induced breakdown is able to analyze heteroatoms in a section of the tablet by
vaporization and a spectrograph [114]. The vaporization results in a crater approximately ten
microns deep and four hundred microns in diameter. This study took a number of samples at a
number of locations, so the resulting tablets were covered with craters. After each laser event, an
extraction hose removes aerosol particles. Each tablet was fully analyzed with about one
hundred laser events in about one minute. The accuracy and precision were good (RSD 1-4%).
The technique can be used to monitor magnesium stearate with high sensitivity.
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7.1.2.4Micro-thermal Analysis
Micro-thermal analysis uses a modified atomic force microscope (AFM) to measure the
local heat resistance of a substrate [115]. The method is quite slow and was highly dependent
upon local topography, giving poor information.
7.1.2.5Advantage and Disadvantages
Some perceived current advantages and disadvantages of each of these techniques are
presented in Table 7-1.
Method Advantages Disadvantages
*Provides accurate estimation of ,Not rapid: complete sampling of
NIR most APIs each tablet takes on the order of
*Well developed technology that is seconds
commercially available *Some difficulty with low
concentrations of API
*Provides accurate estimation of *Not rapid: slower than NIR
Raman most APIs *Potential change of solid state form
eWell developed technology that is of tablet contents
comnercially available
*Has the potential to resolve *Poor accuracy, not developed
Micro-thermal heterogeneity at the microscale eRequires an expensive, specialized
instrument and a trained operator
*Not commercially available
*Slow: on the order of an hour
eProvides accurate estimation of *Destructive to the tablets (craters
Laser-induced most APIs created)
Breakdown .Can be used for other tablet *Not rapid: complete sampling of
application (coating thickness, each tablet takes on the order of
coating uniformity) seconds
*Rapid: complete sampling can take eAPI must fluoresce
LIF on the order of 50 ms · Not commercially available
*Provides good estimation of
fluorescent APIS
· Successful with low concentrations
of API
Table 7-1 Comparison of technologies for analyzing drug content in a solid dose
7.1.3 Current Research Study
This study demonstrates the use of the current LIF instrument to estimate API content in
tablets of two different sets of ingredients. The first set of tablets contained caffeine as the API
with microcrystalline cellulose, lactose, and magnesium stearate as excipients. The second set
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of tablets contained triamterene as the API with lactose and colloidal silicon dioxide as excipients.
After all of the LIF sampling on the tablets was complete, UV spectroscopy analysis was
performed on each tablet to determine the total amount of API. UV spectroscopy was chosen
because it is reproducible and accepted as a standard analytical technique for content analysis.
Separate calibration and validation tablet sets were used for each set of tablets. The accuracy of
the LIF estimation was determined by comparison to the UV analysis results for each tablet with
the validation sets.
In addition to demonstrating the use of the LIF instrument, a theoretical description of the
accuracy of the estimation of API content in tablets is developed. This theory allows for the
prediction of the accuracy of the method in other cases and using different sampling techniques.
7.2 Materials and Methods
The tablets and instruments used in this study are presented in the following sections.
7.2.1 Pharmaceutical Tablets Used
The ability of the LIF instrument to accurately estimate total tablet concentration was
tested on two different sets of tablets. The caffeine tablets were made in four batches on a 16
station beta press with compression of three tons. The first set of tablets had caffeine as the
active pharmaceutical ingredient (API). The caffeine tablets averaged 500 mg in weight and were
cylindrically shaped, as depicted in Figure 7.1. The average tablet height was 3.4 mm and the
diameter was 12.9 mm. The first batch contained no caffeine. The following three batches
contained 5%, 10%, and 20% caffeine respectively. The other ingredients in the caffeine tablets
were microcrystalline cellulose (40% by wt), lactose (59.5%-39.5% by wt), and magnesium
stearate (0.5% by wt).
Top View Side View
Heighta t
Diameter
Diameter
Figure 7.1 Tablet geometry
The second set of tablets had triamterene as the API. The triamterene tablets were
made in four batches in a Carver tablet press with compression of approximately 2000 psi. The
triamterene tablets averaged 320 mg in weight and were cylindrically shaped. The average
height was 4.2 mm and the diameter was 8.8 mm. The first three batches contained 1.64%,
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3.22%, and 4.75% triamterene by weight respectively. The other ingredients in the triamterene
tablets were anhydrous lactose (98.26% - 95.15% by wt) and syloid (silicon dioxide, 0.1% by wt).
The fourth batch was designed to make less homogeneous tablets by simultaneously placing
some of each of the powder blends from the first three batches into the tablet press hopper with
no additional mixing.
7.2.2 LIF Instrument
The light induced fluorescence (LIF) instrument used in this study was developed at MIT
and the most recent version was manufactured by Honeywell. The instrument monitors
fluorescence of a sample by illuminating it with light at an excitation wavelength and collecting the
resulting emission light at a second, higher wavelength. The specific wavelengths used are
dependent on the fluorescence spectra of the sample and are selected with a set of optic filters.
The path of the light from the source onto the sample and then from the sample into the
photomultiplier tube (PMT) is presented in Figure 7.2.
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Figure 7.2 Path of light within the LIF instrument
The current instrument is able to collect fluorescence samples as fast as 100 Hz. A
power setting comparable to normal artificial light is used to avoid any damage to the tablet. The
data is transmitted from the instrument to a computer by radio frequency. The data is processed
and displayed on the computer using instrument-specific software provided by Honeywell. The
instrument is pictured in Figure 7.3 with a characteristic dimension.
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Figure 7.3 Current instrument manufactured by Honeywell
7.2.2.1 LIF Filters
The filters used in the optic block of the LIF instrument need to be selected for the API of
interest. Caffeine is naturally fluorescent, absorbing light in the range of 190 to 300 nm and
emitting in the range of 300 to 500 nm. The absorbance spectra of caffeine are shown in Figure
7.4. None of the other tablet ingredients were significantly fluorescent near this wavelength.
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Figure 7.4 Absorbance spectra of caffeine
From the known deep UV light absorbance of caffeine, optimal optical filters were
selected for use in the LIF instrument. A filter set named "XF01" from Omega Optical, Inc.
(Brattleboro, VT, USA) were used. The transmission spectra of the excitation filter (blue), the
dichroic mirror (green), and the emission filter (red) are presented in Figure 7.5. The caffeine
absorbs the high energy UV light (concentrated around 250nm) and then relaxes and emits lower
energy UV light (concentrated around 350nm).
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Figure 7.5 Filter set used to monitor caffeine fluorescence
From the partial fluorescence spectra of triamterene, presented in Figure 7.6, a number
of different filter sets were tested. The triamterene tablets were so strongly fluorescent when
excited below 450 nm that the LIF sensor regularly became saturated even at low sensitivity. To
alleviate this problem, the triamterene tablets were excited at a higher wavelength (centered on
485 nm). The filter set used was "XF22" from Omega Optics Inc. (Brattleboro, VT, USA). The
transmission spectra of the filters and dichroic mirror are presented in Figure 7.7.
Triamterene Fluorescence
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Figure 7.6 Partial fluorescence spectra of triamterene
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Figure 7.7 Filter set used to monitor fluorescence of triamterene
7.2.2.2Alignment of Tablets with LIF
In order to sample the tablets, the LIF instrument was positioned above the tablets as
demonstrated in Figure 7.8. The position of the tablet under the instrument could be adjusted
with a rotating dish. The distance between the tablet and the instrument could be adjusted by a
support jack (pictured as a green rectangle).
LIF Sensor
1
rCuvette (with Tablet)
Rotating Dish
Figure 7.8 Alignment of tablets relative to LIF instrument
7.2.2.3Different Sampling Strategies with LIF
The tablets were aligned in four different sampling strategies as presented in Figure 7.9.
For the first three sampling strategies (all but the far away spot), the focal length was kept
constant at 13 mm for the caffeine tablets and 30 mm for the triamterene tablets. The single far
away spot was kept at 26 mm for the caffeine tablets and 60 mm for the triamterene tablets. In
Figure 7.9, the LIF sample spot is depicted as an irregularly shaped beam because the beam is
not perfectly circular. Also, depending on the focal length used, some of the sampling strategies
may have overlapping spots. For each of the positions, ten consecutive LIF readings were
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collected to ensure repeatability. These ten readings were then averaged to give a mean LIF
reading for each position.
Single centered spot Three spots in a line
ConSLan ocal engm / %_ J~~-I
Three spots in a triangle
Longer focal
gives weaker
Figure 7.9 LIF tablet sampling strategies
The size of the light beam emitted by the LIF instrument onto the tablet surface is
dependent upon the focal length. To test the beam size, an adjustable photographical shutter
was placed on top of a tablet. By adjusting the circular opening of the shutter, the diameter of
light that passed through onto the tablet was controlled. The LIF signal as a function of the
maximum allowable size of the beam on the tablet for a focal length of 13 mm (the operating
length for the caffeine tablets) is presented in Figure 7.10. The maximum LIF signal is defined as
the LIF signal detected when no shutter was placed in the light path. The LIF signal
demonstrated a first-order relationship with the size of the incident beam and reached 100% of
the maximum signal when the light area was around 4.0 mm2. For a circle sample area, this is a
diameter of 2.24 mm. Considering the large tablet size (1 2.9mm), it is clear that the spots in a
triangle and in a line did not overlap for these tablets.
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Figure 7.10 Effect of size of incident light beam on LIF signal for a focal length of 13mm
The same experiment was performed with a focal length of 30 mm (the operating length
for the triamterene tablets) and the results are presented in Figure 7.11. For this longer focal
length, the maximum signal occurs with a sample area of 40 mm2, corresponding to a diameter of
7.1 mm. This beam size is large relative to the tablet diameter (8.8mm), and the sample areas in
the triangle and line sampling strategies overlap.
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Figure 7.11 Effect of area of light beam on LIF signal at focal length of 30mm
7.2.3 Spectroscopic Analysis of Total Tablets
After completing the LIF sampling using all of the strategies, the content of API in the
total tablet was analyzed using spectroscopic absorbance. The caffeine was measured with a UV
reader. The caffeine absorbs visible light and was measured in a microplate reader.
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7.2.3.1 UV Reader for Caffeine Tablets
After completing the LIF samples, the total caffeine content in each tablet was
determined using UV analysis. Each tablet was weighed before being dissolved in 200 mL of
distilled water. The tablet was then broken with a spatula and the flask was shaken. To allow
settling of the excipients which did not dissolve, the flask was left to sit for three hours. After
sitting, 70 glL of the clear supernatant was diluted with 930 CpL of distilled water and the solution
was pipetted into a quartz vial. The caffeine content of this solution was then quantified by
measuring its absorbance at 250 nm using a Hewlett Packard 8452A Diode Array
Spectrophotometer.
To generate the relationship between UV absorbance and caffeine concentrations for
calibration purposes, pure caffeine powder from Sigma Corporation (Sigma Anhydrous Caffeine
Powder C-0750) was used. Five solutions with different caffeine concentrations were prepared.
Caffeine powder weighing 150 mg was first dissolved in 200 mL of distilled water to give a 75%
w/v solution. This solution was then subsequently diluted to give 50%, 25%, 12.5% and 2.5% w/v
solutions. For the average caffeine tablet weight of 500 mg, the caffeine contents in the 50%,
25% and 12.5% w/v solutions are expected to be equivalent to the averages of the 20%, 10%
and 5% w/w tablets. After the powder was completely dissolved, 70 jIL of each solution was
diluted with 930 p.L of distilled water before the absorbance of the caffeine content was measured
at 250 nm with the spectrophotometer.
To ensure that the Sigma caffeine powder and the caffeine in the tablets generate
identical UV absorbance and that the undissolved excipients do not interfere with the UV signals,
a parity study was performed. Solutions with identical caffeine concentrations were prepared
from both the tablets and the Sigma pure powder and their UV absorbance compared. This study
was repeated for each of the tablet concentrations, i.e., 20%, 10% and 5% w/w. As shown in
Figure 7.12, the UV absorbance of the caffeine from these two sources was nearly identical.
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Figure 7.12 Comparison of absorbance for pure caffeine and caffeine in dissolved tablets
7.2.3.2Microplate Reader for Triamterene Tablets
For total tablet content analysis, each triamterene tablet was dissolved in 10mL of formic
acid. The solution was filtered to remove undissolved excipients. The resulting solution was
diluted with 100OmL of 10% formic acid in water. A second dilution of 10mL of the solution was
made with 400mL of 10% formic acid in water. Three 100L wells were filled with the diluted
solution for each tablet. Ninety-six well plates were used in a microplate reader with the
absorbance wavelength of 340nm monitored for each well. Each plate contained eight standard
solutions (each run in triplicate) made from known amounts of pure triamterene. As shown in
Figure 7.13, the calibration curve for the UV microplate reader was both linear and reproducible.
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Figure 7.13 Calibration curve for triamterene in microplate reader
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7.3 Estimations Statistics
The LIF instrument samples a fraction of the total tablet and this fraction may or may not
be representative of the entire tablet. If different sections of the same tablet have different
concentrations of API, then different intensities of fluorescence will be found at different locations.
The ability of a tablet section to accurately estimate the total tablet content can be estimated from
the variation in concentration measured at different locations by assuming a distribution of API
concentration throughout the tablet.
In this case, it is assumed that the within a single tablet, any variation in API
concentration is normally distributed. The assumptions made in developing a theoretical
description of the accuracy associated with LIF samples of a tablet surface are:
1. The measurement of the surface fluorescence can be correlated to API concentration.
2. Multiple samples of the tablet concentration, at different places on the tablet, are normally
distributed about the mean value.
3. The UV assay of the entire dissolved tablet can be correlated to API concentration and,
after calibration, provides an accurate measure of total tablet API content.
Using these assumptions, a theoretical description of the accuracy of the LIF samples can be
developed using population sampling statistics. In this case, the population mean is the API
concentration is the tablet. One commonly used metric to determine confidence or accuracy
intervals of a normally distributed population is the standard error, SE, presented in Equation 7-1.
The standard error is dependent upon root of the true variance of the population, a, the number of
independent samples taken, n, and the total population N [116,117,118].
a N-n
TnX N-1
Equation 7-1 Standard error
The true variance of the population is an unknown parameter, but may be estimated,
OEST, from the standard deviation, STD, as shown in Equation 7-2.
= NES>  TD2
Equation 7-2 Estimation of the true variance
Confidence intervals, CI, for the population mean based on the samples taken are
calculated using a normal reliability coefficient, z, as presented in Equation 7-3,
CI = z SE
Equation 7-3 Confidence interval
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In calculating the number of samples required to confidently estimate a population mean,
a maximum relative error of the estimate, , must be specified. The maximum relative error is
multiplied by the average value of the population, AVG, and then related to the confidence
interval as shown in Equation 7-4.
CI = z SE < AVG
Equation 7-4 Relative error of estimate
By combining the above equations, a criteria for determining the confidence associated
with an estimate of the population mean was established and is presented in Equation 7-5.
ZSEZOaEST N-n STD /(N- N-n STD N-nAVG
SE = - j = - < eAVG
n N -1 N N-1 N
Equation 7-5 Confidence associated with an estimate of the population mean
When the population is significantly larger than the population sampled, as in the case of
a LIF sample, then Equation 7-6 is valid.
IN-n
N
Equation 7-6 For large populations
By combining Equation 7-1, Equation 7-2, Equation 7-4, and Equation 7-5, a description
of the reliability of an estimate is found. The reliability associated with an estimate is dependent
upon the number of independent samples taken, the maximum relative error associated with the
estimate, and the relative standard deviation of the independent samples, RSD. This relationship
is presented in Equation 7-7.
n E2
R- SD2
Equation 7-7 Reliability of an estimate
By using Equation 7-4 to convert the reliability to a confidence level, the confidence
associated with an estimate can be found if the maximum acceptable relative error is defined and
the number of samples and relative standard deviation between samples are known. The
relationship of confidence level for a single sample from a large population is presented in Figure
7.14 for a range of acceptable errors and relative deviations. Logically, as the maximum
acceptable error increases, the confidence in the estimate decreases. As the relative deviation
between samples increases, the confidence in the estimate decreases.
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Figure 7.14 Confidence associated with an estimate
7.4 Results and Discussion
The calibration of the LIF signal to API content in the tablet was completed for each set of
tablets. The validation of the ability of the LIF to accurately estimate the API content was
validated with a separate set of tablets.
The caffeine tablets represent high concentration estimation with a wide range in tablet
concentration. The triamterene tablets all had lower concentration of active drug.
7.4.1 Caffeine Tablets
Four different batches of caffeine tablets, each with different concentrations of caffeine,
were analyzed with both LIF and UV. Separate sets from each batch were used for calibration
and validation.
7.4.1.1 Calibration
A calibration curve between LIF output signal and the total tablet concentration measured
by UV absorption was established for each spot in each of the sampling strategies presented in
Figure 7.9. For each spot, ten tablets at each concentration were included in the calibration set
(forty tablets in total). As an example, the calibration curve for the center spot on one side of the
tablets is shown in Figure 7.15. Similar to other sampling strategies, the calibration curve was a
logarithmic function within the concentration range of interest. This non-linearity was likely due to
partial saturation of the PMT detector within the LIF unit or to insufficient power from the light
source to excite all of the caffeine present on the tablet surface.
152
80.0
60.0
co 40.0
U.
20.0
0.0
0% 5% 10% 15% 20% 25%
Caffeine Concentration (%)
Figure 7.15 Calibration curve for single point sampling of caffeine tablets
7.4.1.2Deviation of Samples
Ten repeat LIF readings were taken at each spot for each tablet at each concentration
and calculated as concentration values using the calibration curve. The deviation of the
estimated concentration between different locations on the same tablet is summarized in Table
7-2. The largest standard deviation (SD) observed was 1.04% w/w for one of the 20% w/w
tablets, representing a relative standard deviation of approximately 5%. The smallest SD
observed was close to 0%. The overall average SD between different spots on a tablet surface
was 0.09% w/w for all the repeat readings.
Tablet Caffine Conc. (w/w) 20% 10% 5% 0%
Maximum SD 1.04% 0.20% 0.13% 0.01%
Minimum SD 0.08% 0.03% 0.02% 0.00%
Table 7-2 Standard deviation of LIF readings on different spots on caffeine tablets
7.4.1 .3Validation
The concentrations of caffeine estimated by the LIF samples were compared to the UV
analysis of the dissolved entire tablets. Ten tablets for each of the three nonzero caffeine
concentrations (5%, 10% and 20%) were used in this validation and the results are summarized
in Table 7-3, which shows the percent of tablets whose LIF-estimated concentrations fall
withinl0% of the total tablet concentration measured by UV analysis. Overall, obtaining LIF
readings on both sides of the tablets gave better predictions than doing so only on one side. This
was expected, as there was more information about the tablet when it was sampled on two sides
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and some concentration heterogeneity at different locations on the tablet surface was expected.
This is also likely the reason for the better predictions given by the Line and Triangle sampling
strategies than the Single and Far Away strategies.
Sampling
Strategy
Single
Line
Triangle
Far Away
Sampling Sampling
1 Side Both Sides
73% 80%
83% 93%
83% 87%
63% 67%
Table 7-3 Success of estimations of total tablet content from LIF instrument
The best LIF prediction was achieved by using the Line and Triangle strategies on both
sides of the tablets, predicting 93% and 87% of the tablets respectively to have within 10% of the
UV-measured concentrations. These two strategies were able to predict the caffeine
concentrations of all 30 validation tablets to be within 11% and 13% respectively of the UV
values. The FarAway strategy gave unsatisfactory caffeine content predictions, being able to
predict only two-thirds of the tablets within 10% of the UV-measured concentrations. This is likely
due significant loss of focused light to the environment at this extended focal length.
A parity chart of estimated caffeine concentration from the LIF instrument compared to
the corresponding concentration measurements with UV values for the Line strategy on both
sides of the tablets is shown in Figure 7.16. The data points that fall within the dashed lines are
tablets whose LIF-estimated concentrations were within ten percent of the UV values. In this
case, 93% (or 28 out of 30 tablets) of the LIF estimations were within ten percent of the
concentration measured with UV absorption.
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Figure 7.16 Parity chart of caffeine concentration estimated by LIF and UV
7.4.1.4Accuracy of Statistical Estimation of Error
The distribution of extent of error associated with the LIF estimation of caffeine
concentration is presented in Figure 7.17. The results shown are from the Line strategy applied
on both sides of the tablets. The blue line in Figure 7.17 is the theoretical cumulative percentage
calculated based on the relative standard deviation (RSD) across all spots of the Line strategy.
The experimental values were consistent with the theoretically predicted values and similar
agreement between theory and experiment were observed for all other strategies as well.
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Figure 7.17 Theoretical and experimental error in LIF estimation
7.4.2 Triamterene Tablets
Three batches of triamterene tablets were used to test the LIF instrument at relatively low
active concentration. A fourth batch of tablets pressed from poorly mixed powder was also
completed to represent a worst case scenario in which heterogeneity on a tablet surface would be
maximized.
7.4.2.1 Calibration
A calibration curve between LIF output signal and the tablet concentration was
established using 10 tablets from each of the first three triamterene tablet batches (1.64%,
3.22%, 4.75%). For this calibration set, the total tablet concentration was assumed to be that of
the bulk batch. As demonstrated in Figure 7.18, the calibration curve is linear within the
concentration range of interest. The error bars indicate ±1 standard deviation of the LIF signal
values across the tablets in each batch.
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Figure 7.18 Calibration curve between LIF signal and triamterene concentration for single
point sampling strategy
7.4.2.2Validation
The concentration of triamterene estimated by the LIF samples was compared to UV
analysis of the dissolved entire tablets. Ten tablets from each concentration batch (1.64%,
3.22%, 4.75%) were used in this validation and the results for the linear sampling strategy are
presented in Figure 7.19. The data points that fall within the dashed lines are estimated with LIF
within ten percent of the measured UV concentration. In this case, twenty-six of the thirty
estimations from LIF measurements fall within ten percent of the UV concentration. For the line
strategy on both sides of the tablet, all of the tablet concentrations were accurately predicted
within 10% of the spectroscopic analysis. The success of the different strategies is presented in
Table 7-4.
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Figure 7.19 Parity chart of triamterene concentration for LIF and UV
RSD of LIF Tablets Estimated
Samples within 10%
6.74% 82%
5.84% 88%
4.88% 90%
6.87% 88%
RSD of LIF Tablets Estimated
Samples within 10%
4.74% 93%
3.98% 100%
3.85% 100%
5.07% 90%
Table 7-4 Reliability of LIF estimation for triamterene tablets
The average concentrations of triamterene measured in each of the validation tablet
batches are presented in Table 7-5. The LIF and UV methods produce nearly identical average
concentrations and standard deviations for the tablet populations.
Batch Conc Avg LIF STD LIF Avg Spec STD Spec
(%) Cone (%) Cone (%) Cone (%) Cone (%)
4.75 4.80 0.23 4.75 0.21
3.22 3.33 0.18 3.31 0.17
1.64 1.67 0.03 1.64 0.08
Table 7-5 Batch concentration estimates with LIF instrument
7.4.2.3Accuracy of Statistical Estimation of Error
The agreement between the error estimated from the theory and the experimental error
for the linear strategy on one side is presented in Figure 7.20. As with the caffeine tablets, the
theoretical error was in good agreement with the experimentally measured error.
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7.4.2.4Accuracy of LIF in Worst Case Scenario
A fourth batch of triamterene tablets was made by simultaneously placing leftover
powders from the first three batches (1.64% w/w, 3.22% w/w, 4.75% w/w) into the tablet press
hopper with no premixing. The tablets made from the fourth batch were expected to have greater
heterogeneity of triamterene within the tablets and the local sampling of the LIF instrument was
expected to give less accurate estimation of total tablet content. One hundred tablets from the
batch were randomly selected and each was analyzed by LIF in the four sampling methods
(single spot, linear spots, triangular spots, far-away spot) on both sides of the tablets and with UV
absorbance.
Using the UV measurement of triamterene content as the true value, the ability of the four
LIF sampling methods to estimate the triamterene concentration within ten percent of the true
value is presented in Table 7-6. For this "worst case scenario" of poor mixing, all of the sampling
methods produced similar levels of accuracy in estimation, with an average of 83% of the tablets
estimated within 10% from sampling one side and 88% from sampling of both sides. The linear
method was slightly better than the other sampling methods. The resulting parity chart for the
linear spots sampling method on both sides of the 100 tablets is presented in Figure 7.21. The
error bars represent one standard deviation of the repeatability of each measurement technique.
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Figure 7.21 Parity chart for concentration estimation of tablets from unmixed blend
7.5 Conclusions
The light induced fluorescence (LIF) instrument was demonstrated as a rapid, non-
destructive method of estimating drug concentration in low dose tablets. Its ability to sample the
surface of a single tablet at rapid speeds (individual spots collected as fast as 1 Oms) gives hope
that the technique may be used to monitor the tablets coming off of a tablet press.
LIF analysis was done on two sets of tablets, each with a different API. The caffeine
tablets represented a high concentration set in which the API concentration was as high as 20%.
The triamterene tablets were all lower in concentration, ranging from 1.6% to 5%. For both sets
of tablets, the LIF instrument was able to accurately estimate the API concentration in the total
tablet (determined by dissolving the entire tablets and UV absorbance) within 10% more than
90% of the time. An unmixed set of triamterene tablets ("worst-case") was made and the LIF
instrument was able to provide slightly less accurate estimations of the concentration of
triamterene in the total tablet.
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A theoretical description of the surface sampling statistics was developed and provided
agreement with experimental data for both the caffeine tablets and the triamterene tablets. The
use of this theory requires one empirically determined parameter: the RSD of LIF samples at
different locations on the tablet surface. Correct use of the theory will allow for an estimation of
the expected accuracy of the LIF to predict total tablet concentration by simply determining the
RSD parameter. This would reduce the dependence on full scale studies, such as this one, that
require time consuming dissolution and spectroscopic analysis of each tablet.
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8 Areas for Future Work
The successful demonstration of the strategy of measuring interparticle forces and
simulating bulk flow using a discrete element model (DEM) simulation suggests that this method
should be continued and demonstrated for increasingly complex systems. The systems for
simulation can be made more complex at the microscopic level by including particle shape or
more complex at the large scale by various flow patterns. Quantifying the importance of shape
on bulk flow will be important in determining its importance in the simulations.
Areas for future work with the atomic force microscope (AFM) include interparticle friction
force without smoothing of the particles, as was encountered with the lactose particles. This
could be done by completing the friction force experiments with lower applied loads. Another
area of AFM friction work is to use a scanner with a larger vertical scan height to investigate
particles that have surface features greater in height than five microns (the maximum height for
the current J-type scanner). Here at MIT, this could be done with the 3D MFP that was recently
installed in the Nanotechnology Lab of the Department of Materials Science. The production
head of the 3D MFP is designed to have a maximum height of 1 5pm.
It would also be valuable to use the better understanding of interparticle forces to develop
simpler labscale methods of determining interparticle forces. The capital expense and technical
expertise required for use of an AFM instrument limits its use. However, perhaps a set of
labscale tests could be designed to estimate the interparticle forces. The set of tests could be
validated with AFM experiments.
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9 Capstone Research
The objective of this work was to investigate, through anecdotal evidence, specific
problems in pharmaceutical process development and scale-up in the manufacture of solid
dosage forms (tablets and capsules). The anecdotal evidence was collected by interviewing
engineers, scientists, and/or directors at all eight of the pharmaceutical companies that are
current members of the Consortium for the Advancement of Pharmaceutical
Manufacturing (CAMP). The understanding gained from this investigation resulted in
recommendations to facilitate process development and scale-up.
While this work does focus on problems and areas for improvement, it should be noted
that, in the vast majority of cases, pharmaceutical process development and scale-up results in
processes that produce safe and effective drug products. In fact, most of the interviewees felt
that 5% or less of the processes had development or scale-up problems that resulted in
significant internal costs or delayed the time to market of the product. In the minority of cases
where there is a problem, the costs can typically be millions to tens of millions of dollars in
internal costs and lost product revenue. In the case of the product attempting to be the first
therapy in a given disease area, delays can additionally result in prolonged patient suffering.
9.1 Conducting the Interviews
One-half of the interviews were conducted in person at the place of business for the
company representatives. The other interviews were completed by telephone. Most of the
interviews were conducted with a single interviewee and in no case were there more than three
interviewees at a given time. The specific people that were interviewed and the specific product
names that were discussed are kept confidential. Similarly, the specific problems discussed are
not assigned to or grouped by company.
The interviews began with an introduction to the background of the project and a
description of the confidentiality of the discussion. The interviewee(s) were then asked to discuss
a specific problem that they had been involved with or known the details of in the area of process
development or scale-up of the manufacture of solid dosage forms. Questions were designed to
understand the problem in detail, any solution attempts made and their result, the resources
required in attempt to solve the problem (if known), roadblocks encountered (technical,
organizational, legal, etc.) in the solution attempts, any enabling technologies that were
employed, and the impact of the solution. Following the discussion of the specific problem, other
specific problems were discussed and/or general areas for future research were discussed,
depending on time constraints.
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9.2 Overview of Process Development and Scale-Up
As depicted in Figure 9.1, the development of a process to manufacture a drug occurs in
parallel with the preclinical and clinical testing of that drug [119]. The drug must be demonstrated
in clinical trials before being approved by the Food and Drug Adminstration (FDA) ("Approval")
and may require adverse event reports ("AER") after being introduced to the market if significant
problems are found to occur. The process is developed in parallel to the testing to ensure that
there is sufficient material for the clinical trials and to ensure that a full scale manufacturing
process is nearly ready to go when the drug is approved. In the current regulatory environment,
once a set of clinical studies has been completed or the approval process has begun, it is very
difficult to make changes to the product or process for production needs [120]. The current
paradigm is that once a process has been validated, it will remain mostly unchanged for the
course of its existence. This is valuable in helping the process to perform consistently batch after
batch. The FDA is working to modify this paradigm to validate processes based on performance
criteria as measured by quality assurance tests [121]. The hope is that this modified paradigm
will eventually result in safer, less expensive, more robust processes that can be slightly changed
to improve process performance.
Discovery Dev. Review Marketing
Preclinical Clinical
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Preformulation Formulation
Optimization Scale-Up Changes
Time
Figure 9.1 Drug Testing and Manufacturing Schedule [adapted from 119]
In the formation of a solid dosage form (tablet or capsule), the active pharmaceutical
ingredient (API) is typically chemically synthesized and crystallized to form a powder before being
mixing with other powder ingredients, commonly called "excipients." The excipients are selected
in the "formulation" stage of the process development by a scientist or team of scientists. The
excipients are selected to complement the API and may act as fillers, lubricants, controlled
release agents, or disintegrators. Fillers occupy volume to allow the patient to have a tablet or
capsule large enough to hold. Lubricants reduce the adhesion of the powder to the machinery.
Controlled release agents slow the dissolution of the API into the patient. Disintegrators aid the
break-up of the solid dosage form once it is ingested by the patient.
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The manufacturing processes that are typically used for the production of a drug in a
solid dosage form are dry blending, dry granulation, or wet granulation. As shown in Figure 9.2,
each of these processes involves similar steps [122]. In Figure 9.2, the steps depicted with a
white background are the operations required for a typical dry blending process. The steps
depicted with a gray background are the additional steps required for a typical dry granulation
process. The steps depicted with a blue background are the additional steps required for a
typical wet granulation process.
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Figure 9.2 Process flow diagram for common pharmaceutical solid dose manufacturing
[adapted from 122]
Organizationally, the API chemical synthesis and development is typically completed by a
chemical development team. The full formulation (non- API ingredient selection) is determined by
a pharmaceutical development team. This pharmaceutical development team is typically
responsible for the development of a manufacturing process and runs the pilot scale facilities. A
tech ops team is then in charge of the full scale production. The tech ops team works with the
pharmaceutical development team to facilitate the scaling up of the process from the pilot scale to
the full scale.
Chemical Development Pharmaceutical Tech Ops
(API) me(Full Scale)(Formulation, Process)
Time
Figure 9.3 Typical organizational groups responsible for process development and
scale-up [adapted from 123]
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9.3 Interview Results and Discussion
The interviewees provided both specific issues and general comments on process
development and scale-up that are included in the following sections. Fifteen distinct problems
are described. After review, the problems were grouped into two areas. In order of frequency,
the areas are: material specifications and processing, and communication and planning. Two
specific attempts to implement new technologies are also included.
9.3.1 Material specifications and processing
Pharmaceutical solid dosage forms are composed of multiple cohesive powders with
complex microscopic properties and interactions. The processes through which the powders
pass are equally complex and can be sensitive to minor operating and environmental variables.
As a result, it is not surprising that the majority of problems discussed involved a lack of
understanding of the relationship between material properties and process performance.
9.3.1.1 Release profile sensitive to polymer lot
Release profile performance of this product was dependent upon the polymer lot used.
The polymer lots used in failed and passed batches were characterized and all meet the design
specifications. It is currently not possible to differentiate between the polymer lots that will
provide the desired release profile and those that will not. This is an ongoing problem that has
caused months of delays for the clinical trials.
9.3.1.2 API lots formulate differently
Different lots coming from API process perform differently after wet granulation process
at the full scale. The lots with different performance appeared the same with first pass analysis
(particle size, surface area). It is thought to be variations in the API that is affecting performance,
not other ingredients. The API process development work was done using process type "A", but
now that the product is ready for scale-up, the API process was changed to type "B". The API
production process was changed to type "B" because the manufacturing site was changed and
the process "B" was expected to be an improvement over type "A". The new manufacturing site
has problems producing the API using process "A".
Pilot scale performance with API from process "B" was OK, so the problem at full scale
has caught the process development team off-guard. The full scale process can be run if "use
tests" are done atline to determine if the lot will work. A "use test" involves processes a small
sample of the material and measuring its performance. It is not a suitable approach for full scale
production and is indicative of an uncontrolled process that would have validation problems.
The problem is currently unsolved. Attempts to understand the microscopic wettability
crystal morphology, and porosity are underway. Another possible source of error is consistent
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operation by plant personnel. Any errors that they make are generally unrecorded and the batch
records do not catch all of the changes.
This process development problem has delayed the time to market for this drug. To date
it has cost tens of millions of dollars in lost revenue. Additionally it has required significant
internal resources.
9.3.1.3 Change in process by excipient vendor
The process was experiencing a performance failure of unknown origin. The
morphology, particle size, and impurity level of each ingredient was measured and all appeared
unchanged and passed material specifications. Later found that the lactose vendor had changed
their manufacturing process and the lactose now being produced had a lower surface area. The
API was not sticking to the lactose as it had before. The pharmaceutical company approached
the vendor and asked to add the surface area as a material specification. The vendor agreed and
the problem was resolved.
9.3.1.4 Excipient vendor process change
A high dose, controlled release product with many excipients performed well in process
development including pilot scale and preliminary full scale tests. Three full scale batches were
planned for process validation. The first batch failed the dissolution requirements. The engineers
reviewed all things that may have changed and found nothing obvious. The primary suspect was
the rate controlling excipient and a similar performance problem with a product already on the
market using this same excipient helped focus the investigation on this excipient.
The vendor of the rate controlling excipient at first would not "admit" that there had been
any change to their process and pointed to the material continuing to fall within the material
specifications. After additional discussions with the vendor, the pharmaceutical company
suspected that the excipient vendor had changed their processing by mixing lots that met
specifications with lots that failed specifications. This mixing of lots reduced wasting bad lots of
the excipient but was causing performance problems for the pharmaceutical company. The
pharmaceutical company looked for other vendors, but was able to come to a satisfactory
agreement with the original vendor using tightened material specifications.
9.3.1.5 Impact of hold time on processing
Continuing from the previous problem, when the first batch had dissolution problems, the
final two validation batches were stopped at their stage in the process (blending and granulation)
awaiting the resolution of the problems of the first batch. After four to five weeks of waiting, it was
decided to go ahead and finish processing these final two validation batches. These batches did
not compress well into tablets. Hold time studies had been completed previously to check for the
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degradation of material into impurities, but the effect of hold time on processing was never
checked. After more testing, it was determined that after a certain length of holding the materials
in contact, the material would not compress into tablets. From these tests, a maximum
acceptable hold time for processing was established. The root cause has never been solved
because the problem is now resolved with a maximum hold time. The cause of the problem is
suspected to be related to the interaction of the excipients with the active.
An additional problem that arose with these validation batches was that some tablets
were failing the acceptable quality limit during visual inspection. Physical defects were being
noted on the tablet surfaces. After reviewing the defects, it was determined that tablets from
these validation lots were being given extra scrutiny because of their failure and the visual
inspectors were being too harsh in their assessment of defects. To solve this problem, the
inspection standards were redefined and the personnel retrained.
After overcoming these three problems on the first validation lots, a second set of three
validation lots were processed and performed successfully without any problems. The total
additional expense in personnel (both R+D and process) was estimated to be one million dollars.
The delays caused by having to revalidate the process did not slow the drug in its time to market.
9.3.1.6 Wet granulation water quantity
The dissolution of API was highly sensitive to the quantity of water used during wet
granulation. This was believed to be a result of the formulation ingredients selected. The
formulation was already locked in and approved before this process problem was recognized.
Most of the dissolution problems occurred with material from the end of the batch. The current
production scale resolution of the problem is to discard some of the material from the end of each
batch. In this case, this resolution is considered to be more economical than trying to make
changes to the process or ingredients.
9.3.1.7 Lactose reacting in a batch over time
The material produced in this particular process was stable at times and the process had
already been validated for commercial scale before a problem was identified in a lot tested for
stability. One lot per year was being tested for stability to determine shelf-life and the lactose (a
common excipient) was found to be reacting with another ingredient over time. The lactose being
used was a grade and type commonly used without similar problems.
In attempt to resolve the problem, the manufacturer worked with the lactose vendor to try
to understand the problem. Experts from academia were also brought in to help investigate the
situation. It was decided that it was necessary to continue to use lactose because the regulatory
review process was too complex and time consuming to justify using a completely different
excipients. It was decided to use another grade of lactose and redo the stability tests. The
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problem is currently ongoing and unresolved after 1.5-2 yrs of work. The old product is still being
produced with bad batches discarded.
9.3.1.8 Segregation of ingredients at full scale
At the full plant scale, the concentration of API in the tablets at the end of a run was much
higher than the rest of the batch. The final 7% of each batch in the process failed. In an attempt
to solve the problem, samples were theifed from throughout the process (from the blend, from the
hopper). All of these samples demonstrated uniformity throughout the blend. The problem was
then hypothesized to be caused by a dust cloud that formed during the mass flow exiting the
hopper. The hopper was modified by inserted an inverted cone in the bottom of the hopper and
smoothing the hopper. These steps reduced the failure to the final 0.7% of the batch. This was
still unacceptable, so further investigation was undertaken.
One difference found between the pilot scale and the full scale was that the material in
the pilot scale drums was hand scooped into the next unit operation, whereas the full scale the
movement was automated. In an attempt to eliminate this discrepancy, full scale "automated
hand scooping" was devised to mimic the pilot scale. The use of this automated hand scooping
resulted in the process having no concentration gradient over the course of the batch and
therefore solved the problem. The costs associated with this problem were in personnel time and
overtime. The delays in process development did not result in delays in bringing the product to
market.
9.3.1.9 Change in packaging line
Originally the drug was packed straightaway from the process. A change was made in
which the drug tablets were transferred to a second packaging room by conveyer before being
packed. Although "everything else was the same," the tablet quality changed. It was determined
that the moisture content of the tablets was slightly lower due to evaporation during the transport
along the conveyor. The lower moisture was adversely affecting tablet quality.
9.3.1.10 Fine particle API creates dust
A product launched in 1999 has two APIs: #1 is composed of fine particles, #2 is
composed of coarser particles. All of the excipient materials are coarse as well. There was a
problem with segregation of the different ingredients that was overcome with long blending times.
A second problem that arose at the full scale was that the target concentration of API #1
was 4.5% and the tablets had about 4% in most of the batch and even lower at the end of the
batch. This resulted in the product not being able to be sold. A significant amount of the fine
powder API #1 was "lost" in the process. The process included the powder dropping from the
blender to a bin and then a hopper which caused some of the fines to form a dust cloud. Some of
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the dust cloud was being sucked out of the system by a vacuum. The vacuum bag was filling up
every batch (this was about five times the rate of a normal process). Upon investigation, it was
found that the concentration of API #1 in the vacuum bag was 11-12% (approximately three times
the concentration in the bulk). In attempt to solve the problem, the bin was eliminated so that the
powder drops from the blender directly to the hopper and does not have as much opportunity to
form a dust cloud. This did not solve the problem.
In order to produce product that could be sold, the batch was overdosed with 3% excess
of API #1 to meet the desired content in the final tablets. The final ten minutes of each batch (out
of four hours) was still discarded due to low content of API #1, but the problem was somewhat
resolved. The process was eventually determined to be out of control and the product has not
been sold since 2002.
The process development team is now trying to make the product from a wet granulation
process. To date, this process results in the product failing its dissolution tests. There are plans
to reformulate the ingredients and start the process development procedure again. In addition to
being unable to sell the product, the project has required the full time involvement of
approximately one technician, one engineer, one formulator, and three quality assurance people.
9.3.1.11 General comments by interviewees
Many of the interviewees provided general comments about understanding the
relationship between material properties and process performance. Some of these are listed
below:
Material specifications are established late in the process in collaboration with the suppliers.
Excipient manufacturers do not always notify us of "minor" changes to their processes, even
though they should.
The necessary specs that we need are uncertain and there is a cost premium to determine them.
There is poor cause and effect understanding: most resolved problems are not solved.
Sometimes changes to ingredients thought to be significant do not affect process.
Excipient vendors will provide specs that we request, but we do not know what specs we want.
Excipients always pass their USP test specs because the specs are so wide.
Most processing problems arise around variations in the active ingredients.
In processing, variation in excipients is the #1 problem.
9.3.2 Communication and planning
The interviewees all came from large pharmaceutical companies which do experience
some communication problems common in large enterprises. The process and product
development teams do include personnel from many relevant divisions, however mistakes are
sometimes made.
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9.3.2.1 Changes in EU regulation
A sensory study was being conducted with a product. In the US it was considered a
proof of principle. In the Europe Union (EU) it was classified as a clinical study and therefore
must meet all good practice regulations (as of May, 2004). The law had been on the EU books
since April 2001 but was unknown to the process developers because they were not made aware
of this by internal regulatory compliance people. The process development team did include
regulatory compliance people, but they failed to make the developers aware.
As a result, the raw materials used did not meet all good practice regulations for the EU
and the study could not proceed there. Enough material had been made for the EU study, but
now it cannot be used. Additionally, the facility that made the material has since dismantled and
removed the necessary equipment. The project is now starting again in a different facility that
does not have the equipment to operate the old process. In the new facility, a different dosage
form must be made, so the product ingredients are being reformulated.
Fortunately for the pharmaceutical company, this study is for informational purposes only
and the delays are not going to stop immediate commercial application of any products.
9.3.2.2 Process type changed
A low dose drug under development in a wet granulation tabletting process was switched
to a dry blending encapsulation process at the pilot scale because the wet granulation was
determined by the Technical Operations team to be a more lengthy and costly process at the full
scale. The new dry blending process was more difficult for Pharmaceutical Development to
scale-up and required redoing all of the pilot scale studies. The delays caused by this change did
not include delaying the time to market of the product.
9.3.2.3 Containment issues with a wet granulation process
Initially in the process development, it was decided that the product should be made
using a wet granulation process. The process was developed at the pilot scale and taken to the
full plant scale. At this large scale, it was found that the wet granulation process had significant
containment issues (it required too many valve openings). This containment problem resulted in
the decision to switch the manufacturing process to be roller compaction. When this switch was
decided on, the equipment, such as bin blenders, was unavailable. The full plant scale of the
roller compaction process is experiencing ongoing problems and the process validation has been
delayed. This process problem may delay the time to market, which would be very expensive,
but for now the costs have been in personnel and equipment required for redeveloping the
process.
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9.3.2.4 Difference in mill speed between pilot and plant
The process performance results between pilot scale and plant scale were not matching.
A gap analysis was undertaken to try to understand the difference. This included a double
checking of the equipment during which it was found that while both facilities were running the
same brand and type of milling equipment, the motor on the pilot scale equipment was variable
speed and the motor on the plant scale was single speed. The single speed plant motor was
running much faster than the pilot scale setting. A variable speed motor was obtained for the
plant scale to resolve the problem.
9.3.2.5 Pilot scale granulator does not draw enough power
In an ongoing problem, the pilot scale performance does not match well with the full scale
performance. In an equipment analysis, it was determined that the pilot scale wet high shear
granulator cannot draw enough power to mimic the full scale.
9.3.2.6 General comments by interviewees
Many of the interviewees provided general comments about communication within their
company. Some of these are listed below:
There is some information flow back to Chemical Development (API manufacturers), but usually
Pharmaceutical Development takes what they get.
There are occasional communication errors between Operations and Formulators regarding
which excipients the plant wants to use.
Problems arise when there is a hand-off of responsibility and no dual accountability.
Excipient manufacturers do not always notify us of "minor" changes to their processes, even
though they should.
Each group has their own perspective and local objectives.
Quick access to retrievable information on a process and its development would be valuable.
We have difficulty making final decisions.
Our communication is not perfect, but this is normal for a large organization.
We have brought in an outside consultant to help improve our organizational communication.
We have sufficient time to complete process development: we are waiting on stability tests results
(12-18 months).
9.3.3 A note on new technologies
Bringing in a new technology can be a risky endeavor. The technology may not perform
as expected or the existing personnel may not be sufficiently knowledgeable in its use. As a
result, there is a significant incentive to be a second mover in a technology area. Two examples
of hurdles encountered during implementation attempts are included below.
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9.3.3.1 Trying to use a recycle stream
Recycle streams are uncommon within solid dose pharmaceutical manufacturing. In this
case, the drug was for animal (non-human) consumption, and it was determined that the risk of
putting in a recycle stream was worthwhile to avoid wasting material.
Use of the recycle stream resulted in a transient period at the beginning of each run and
the material produced during this period did not meet specifications. In order to demonstrate how
much start-up time was required before the process was producing material to specification,
extensive sampling was undertaken. Process sampling was done at multiple locations within the
process at multiple times. This additional process sampling added a couple of months to the
process development timeline. Overall, the addition of the recycle stream to reduce waste in this
particular process was determined to be cost effective.
9.3.3.2 New sensor calibration
A new sensor system was implemented on a process. The sensors were giving
information that suggested that the process was out of control. Attempts were made to fix the
process to bring it into control. It turned out that the error was with the calibration of the sensors
and that they had to be repeatedly calibrated to ensure that they were providing accurate
information.
9.3.3.3 General comments by interviewees
Many of the interviewees provided general comments about new technologies and
sensors. Some of these are listed below:
The massive data flow from new sensors is difficult to deal with.
Going microscopically all the time is too expensive and time consuming.
Qualifying instruments is challenging.
Old formulation guidelines are mostly good.
We started a project using NIR but we have difficulties with calibration of secondary sensors.
We tried using LIF [light induced fluorescence] and had problems.
The challenge is in getting mature manufacturing to use new sensors.
We are told to think outside of the box, but we are in a box.
9.4 Conclusions
9.4.1 Material specifications and processing
As evidenced by the final two general comments, there is not consensus about whether
most processing problems arise from the active or from excipients. However, there does appear
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to be a consensus that variation in material properties can have a significant impact on process
performance. As evidenced by the specific problems described, anticipating or resolving the
performance impact can be difficult. The most common current approach to reducing problems
from material variation is to choose materials that have worked in similar processes previously
and to choose excipient vendors that have been reliable and are not expected to make significant
changes.
In seven of the ten specific problems discussed, material that fell within its specifications
was the (actual or suspected) cause of the problem. Resolution of problems caused by in spec
material requires identifying statistically significant differences between passing and failing lots,
and then creating new specifications based upon those differences. Finding the differences
between passing and failing lots is the more difficult of these two resolution steps. Although
finding the differences is not always easy, it is always based upon the underlying physics of the
problem, whether it is the ability of the API to adhere to carrier particles (lactose surface area
spec) or ingredient interaction over time (max holding time spec).
The underlying physics of importance depend on the process and materials, but they are
expected to depend on adhesion (between particles and/or other surfaces), friction, humidity or
moisture, time, intraparticle strength, or more than one of these acting in combination. Many of
these physics are difficult to measure accurately and over a statistically significant population. As
demonstrated in Chapter 6, there is ongoing fundamental research to relate material properties to
process performance. Some analytical measurements such as particle size, wettability, available
surface area, interparticle cohesion by atomic force microscopy (AFM), microscopic visualization
by scanning electron microscopy (SEM), and water bonding by near-infrared (NIR) spectroscopy
can provide insight to particular problems. None of the analytical instruments available will be
universally useful in avoiding or resolving material problems or even monitoring batch to batch
material property variation.
In a given process, the materials and the physics to which they are subjected will
determine which, if any, analytical technique(s) are of value. The range of potentially valuable
techniques is nearly limitless. For this reason, it is valuable for technologies being newly applied
to the analysis of pharmaceutical powders to strive to demonstrate their value in identifying or
resolving specific manufacturing problems. These demonstrations can be done on current
problems or on difficult problems previously encountered. A portfolio of successful
demonstrations would give confidence in a technique and sample problems that it can solve.
None of the specific problems encountered or general comments suggested difficulties
with determining optimal process equipment operating parameters or scale-up parameters. It is
likely that the determination of desired parameters can quickly be determined by a set of
designed experiments. To facilitate the transfer of the process from the pilot scale to the full
scale, equipment of the same design is typically used in both places. This allows for the direct
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transfer of equipment knowledge. The area of equipment scale-up for pharmaceutical powders
has been an active research area for some time, with most of the work concentrating on
establishing similarity criteria [124,125,126].
9.4.2 Communication and planning
Communication and planning errors are probably the most frustrating and demoralizing
because they appear simple or short-sighted in retrospect. As mentioned previously, a process
development team typically does include members from many relevant groups within the
pharmaceutical company. In this way, the process development teams are already well designed
to minimize communication errors. Certainly, having complete process and material information
readily available might have eliminated problems such as not realizing that containment would be
an issue at full scale or recognizing that the plant mill had a single speed motor. To implement a
solution such as this is time consuming and requires personnel training, but in the long run may
reduce the time required to complete gap analyses.
9.4.3 New technologies and sensors
Certainly new technologies and sensors have the potential to improve process efficiency
and process understanding. Most of the process technologies (such as recycle streams) and
sensors (such as NIR) that are being investigated by the pharmaceutical companies have
demonstrated value in other industries. The pharmaceutical companies have been slow to adopt
these technologies due to regulatory concerns, technical challenges in applying these
technologies to their powder processes, a risk adverse manufacturing culture, and uncertainty
regarding the value that the technologies and sensors add.
9.5 Recommendations
Four recommendations arose from the conclusions drawn:
1. Continue research of methods to identify statistically significant differences between
passing and failing lots. These methods should be based upon the relevant physics of
the specific process and materials. While the specific solution and technique employed
to monitor lots may not be easily generalized to other processes, the learnings related to
the underlying physics are likely to be useful in other situations.
2. Strengthen position with excipient suppliers by pursuing multiple vendors and valuing
technical support and communication that is provided by the suppliers. Of particular
importance is ensuring that even "minor" process changes by the supplier is
communicated.
3. Attempt to test processes with a range of in spec material. This does create a very large
experimental space because the materials are complicated. However, a range of
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materials should be tested, particularly in areas that are expected to be of relevant
physics.
4. To improve communication and planning, create retrievable information on the materials
and process for each product. Personnel will be able to use this database of information
to quickly determine process equipment and operating parameters. This will also allow
personnel to compare their problems to previous problems and understand solutions
attempts (both successful and failed) that have occurred.
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