Abstract. We prove that approximative compactness of a Banach space X is equivalent to the conjunction of reflexivity and the Kadec-Klee property of X. This means that approximative compactness coincides with the drop property defined by Rolewicz in Studia Math. 85 (1987), 25 -35. Using this general result we find criteria for approximative compactness in the class of Musielak-Orlicz function and sequence spaces for both (the Luxemburg norm and the Amemiya norm) as well as critria for this property in the class of Lorentz-Orlicz spaces. Criteria for full rotundity of Musielak-Orlicz spaces are also presented in the case of the Luxemburg norm. An example of a reflexive strictly convex Köthe function space which is not approximatively compact and some remark concerning the compact faces property for Musielak-Orlicz spaces are given.
Introduction
If it is not assumed something different X denotes a real Banach space and B(X), S(X) stand for its unit ball and unit sphere, respectively.
Let us start with the following definition. A nonempty set C ⊂ X is said to be approximatively compact if for any (x n ) ⊂ C and any y ∈ X such that x n − y → dist(y, C) := inf{ x − y : x ∈ C}, it follows that (x n ) has a 164 H. Hudzik et al. Cauchy subsequence. X is called approximatively compact if any nonempty, closed and convex set in X is approximatively compact.
Approximative compactness has been introduced by Jefimov and Stechkin in [27] . This property for a Banach space X is strongly related to the approximation theory (see [2] ). Namely, it implies that any element x ∈ X has the best approximant in any nonempty convex and closed subset A of X. We say that y ∈ A is the best approximant for x in A if x − y = dist(x, C). Moreover, approximative compactness of a strictly convex Banach space X guarantees continuity of the function x → P A (x), called the metric projection onto A, where P A (x) = {y ∈ A : dist(x, A) = x − y } for any nonempty, convex and closed subset A of X and any x ∈ X.
A Banach space X is said to have the Kadec-Klee property (or property H for short) if for any sequence (x n ) ⊂ X, and x ∈ X such that x n = x = 1, we have x n − x → 0 provided x n → x weakly. If the weak convergence in this definition is replaced by the local convergence in measure, that is, convergence in measure on any measurable set of finite measure, we obtain the definition of H µ −property for X.
This property was originally considered by Radon [37] and next by Riesz ([38] , [39] ), where it has been proven that L p -spaces (1 < p < ∞) have property H, although L 1 [0, 1] has not. Moreover, it has been proved simultaneously that L 1 [0, 1] has the H µ −property.
Rolewicz [40] introduced the notions of the drop in a Banach space and the drop property for Banach spaces. For any x ∈ X \ B(X) the drop determined by x is the set D(x, B(X)) = conv({x} ∪ B(X)) and X is said to have the drop property if for any closed set C, disjoint with B(X), there exists x ∈ C such that D(x, B(X)) ∩ C = {x}. Montesinos [34] has shown that a Banach space X has the drop property if and only if X is reflexive and X has property H. We will show that the conjunction of reflexivity and property H is nothing but approximative compactness, whence it follows that drop property and approximative compactness coincide. Since for the most important classes of Banach spaces reflexivity has been already described, to get criteria for approximative compactness, we need only to find criteria for property H. This is a great benefit of our observation. In such a way we are able to find criteria for approximative compactness in Musielak-Orlicz spaces, both for the Luxemburg and the Amemyia norm and in Lorentz-Orlicz sequence spaces equipped with the Luxemburg norm. Conditions for approximative compactness for Orlicz spaces endowed with the Luxemburg norm have been found in [26] in both the function case and the sequence case. For the Orlicz norm it has been done in the function case only. However, in that paper a different method via full rotundity was used. The notion of full rotundity was introduced by Ky Fan and I. Glicksberg [16] . A Banach space X is said to be fully k-rotund (k ≥ 2, k ∈ N) if every sequence (x n ) in S(X) such that x (1) n + x (2) n + · · · + x (k) n → k as n → ∞ for all its subsequences (x (1) n ), (x (2) n ), . . . , (x (k) n ), is a Cauchy sequence. Moreover, 2-fully rotund Banach spaces are called simply fully rotund spaces.
Approximative compactness for Musielak-Orlicz spaces over non-atomic measure spaces coincide with reflexivity and strict convexity. Example 1 show that it is not a general rule. We construct a reflexive strictly convex Köthe space which is not approximatively compact. For other results of this type see [3, 36] .
We say that a Banach space X is compactly fully k-rotund if any sequence (x n ) ⊂ S(X) such that x (1) n + x (2) n + · · · + x (k) n → k as n → ∞ for all its subsequences (x (1) n ), x (2) n , . . . , (x (k) n ), forms a relatively compact set. It has been proved in [26] that k-fully rotund Banach spaces are approximatively compact.
It is known (see [11] ) that a Banach space X is fully k-rotund if and only if it is compactly fully k-rotund and strictly convex. For Musielak-Orlicz sequence spaces equipped with the Luxemburg norm criteria for k-full rotundity were presented in [11] . However, the problem was not solved there completely because an additional assumption concerning the Musielak-Orlicz function, namely condition ( * ), was assumed. Criteria for 2-full rotundity of Orlicz function spaces have been obtained in [9] . In this paper we present criteria for full k-rotundity and for approximative compactness for Musielak-Orlicz spaces for both the function and the sequence cases and for both the Luxemburg and the Amemyia norms. It is worth noticing that in the sequence case condition ( * ) is not used in this paper. In the function case condition ( * ) never appeared. Although full k-rotundity implies approximative compactness, in our paper proofs of the criteria for these properties are presented intependently because criteria for full k-rotundity are presented only for a non-atomic finite measure space and under the additional assumption that Φ(t,u) u → 0 as u → 0 for µ-a.e. t ∈ T . We finish the paper with criteria for approximative compactness of Lorentz-Orlicz function (and sequence) spaces.
General auxiliary and new results
Let (T, Σ, µ) be a measure space. Set
where measurable functions f and g equal on T µ-a.e. are identified. A Banach space X is called a Banach function lattice or a Köthe function space over the measure space (T, Σ, µ), if it is a subspace of L o (T, Σ, µ) such that:
, y ∈ X and |x(t)| ≤ |y(t)| for µ-a.e. t ∈ T , then x ∈ X and x ≤ y , 166 H. Hudzik et al.
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o there exists a positive function x ∈ X such that supp(x) = T , where supp(x) := {t ∈ T : x(t) = 0}. In the case of purely atomic measure we can also use the name Banach sequence lattice or a Köthe sequence space.
Let X be a Banach function lattice. A sequence (x n ) in X is said to be equicontinuous if for any ε > 0 there exist numbers σ = σ(ε) > 0, N = N (ε) ∈ N and a set A ∈ Σ with µ(A) < ∞ such that x n χ T \A < ε for any n > N and if B ⊂ A and µ(B) < σ, then x n χ B < ε or any n ∈ N.
A sequence (x n ) in a Banach sequence lattice X is said to be equi-continuous if for any ε > 0 there is i(ε) ∈ N such that (0, . . . , 0, x n (i(ε)+1), x n (i(ε)+2), . . . ) < ε for any n ∈ N.
Theorem 1 ( [10, 15] ). Any Banach function and sequence lattice with the Kadec-Klee property is order continuous. The same holds for the property H µ in place of the Kadec-Klee property.
For the definition of order continuous elements and order continuity of the norm in Banach lattices see [30] and [32] .
Proposition 1 ([19]
). Let X be a Banach function lattice over a measure space
Lemma 1 ([31])
. Let E be a Banach function lattice. If (x n ) ⊂ E, x ∈ E and x n → x in E, then there exist y ∈ E + , (x n k ) ⊂ (x n ) and (ε n k ) ⊂ R + with ε n k ↓ 0 such that |x n k (t) − x(t)| ≤ ε n k y(t) for µ-a.e. t ∈ T (here E + denotes the set of all nonnegative elements from E).
Theorem 2 ([20], Theorem 5 (2)).
In every reflexive Banach sequence lattice the properties H µ and H coincide.
Proposition 2 ([11]
). If X is compactly fully k-rotund, then X is reflexive.
We start with the following general new result.
Theorem 3.
A Banach space X is approximatively compact if and only if X is reflexive and X has the Kadec-Klee property.
Proof. Necessity. It is well known (see [41] , Corollary 2.4, p. 99) that if all closed subspaces are proximinal, then all linear functionals attain their norm (so X is reflexive). Since approximative compactness of X implies that all closed subspaces of X are proximinal the necessity of reflexivity follows. Now we will prove necessity of the Kadec-Klee property. Suppose that X is approximatively compact and X has not the Kadec-Klee property. Then there is a sequence (x n ) ⊂ X and x ∈ X such that x n = x = 1, x n → x weakly and (x n ) does not converge to x. Passing to a subsequence, if necessary, we can assume that there exists d > 0 such that x n −x ≥ d for any natural number n. Let f ∈ X * be a norming functional for x, that is, 1 = f (x) = f . Set C = {z ∈ X : f (z) ≥ 1}. Obviously C is a nonempty, closed and convex subset of X. Since f = 1, z ≥ 1 for any z ∈ C. Hence dist(0, C) = 1 = x − 0 . Since x n → x weakly, f (x n ) → f (x) = 1. Setting z n = x n /f (x n ), we have that z n ∈ C, because f (z n ) = 1 for any n ∈ N. Moreover, since f (x n ) → 1 and x n = 1, we have z n = z n −0 → 1 = dist(0, C). Since X is approximatively compact, (z n ) has a Cauchy subsequence (we will denote it again as (z n )). Since X is a Banach space, z n − z → 0 for some z ∈ X. Hence z n → z weakly. But z n → x weakly, since x n → x weakly and f (x n ) → 1. Consequently z = x. Hence z n − x → 0, which gives immediately that x n − x → 0, a contradiction. This shows that approximative compactness implies the Kadec-Klee property.
Sufficiency. Suppose that X is reflexive and X has the Kadec-Klee property. Let C ⊂ X be a nonempty, closed and convex set. Assume y ∈ X and (x n ) ⊂ C is chosen in such a way that x n − y → dist(y, C). If dist(y, C) = 0, then x n − y → 0 and (x n ) is a Cauchy sequence. So suppose that dist(y, C) = d > 0. Since X is reflexive, passing to a subsequence if necessary, we can assume that (x n ) converges weakly to some x ∈ X. Since C is closed and convex, C is weakly closed. Hence x ∈ C. Moreover,
Then z n = z = 1, and z n → z weakly, since x n − y → d and x n → x weakly. By the Kadec-Klee property of X, z n − z → 0 and consequently x n − x → 0. Hence (x n ) is a Cauchy sequence as required. Remark 1. Let X be an approximatively compact Banach space and V ⊂ X be a nonempty, closed and convex subset of X. Suppose x ∈ X and card(P V (x) = {v ∈ V :
Proof. Suppose for the contrary that v n k − v ≥ d > 0 for some subsequence (v n k ). Since X is approximatively compact, there exist z ∈ P V (x) and a subsequence of (v n k ) (we will also denote it by (v n k )) such that v n k − z → 0. Since cardP V (x) = 1, we have z = v, which leads to a contradiction. Corollary 1. Let X, V, x ∈ X and v ∈ V, be as in Remark 1. If x n − x → 0, then v n − v → 0 for any v n ∈ P V (x n ). In particular, if X is strictly convex or V is strictly convex, which means that for any x, z ∈ ∂(V ) = V \ Int(V ) we have
→ 0 whenever x n → x (here we treat P V (x n ) and P V (x) as elements from V ).
Proof. The result follows immediately from Remark 1 and continuity of the function x → dist(x, V ).
Remark 2. Let X, V and x ∈ X be as in Remark 1. If
Proof. The result follows from Corollary 1. Example 1. We give an example of a strictly convex, reflexive Köthe function space X which is not approximatively compact. In particular, it means that X does not have property H. Therefore X is not locally uniformly convex (compare with [3, 36] ).
Let X be a reflexive Banach space which is not approximatively compact such that there exists a countable set F = {f 1 , f 2 , ...} ⊂ S(X * )that is total over X. Recall that a set G ⊂ X * is called total over X if for any x ∈ X, the condition g(x) = 0 for any g ∈ G implies x = 0. By Theorems 11 and 12 from Section 3 we can choose X as a reflexive, non-strictly convex Orlicz space L Φ = (L Φ (T, Σ, µ), equipped with the Amemiya or the Luxemburg norm, where µ is atomless and σ-finite. L Φ is then generated by an Orlicz function Φ that is not strictly convex on the whole R but both Φ and its Young's complement Φ * satisfy condition ∆ 2 (see [26] and Theorem 8 on page 174) . Since µ is σ-finite and atomless, there exists a sequence {T k } of measurable subsets of T of positive and finite measure such that, for any f ∈ L Φ and k = 1, 2, ..., if g k (f ) = 0, then f = 0. Here
..} is total over X. Let us define on X the norm · 1 by
It is clear that (X, · 1 ) is a Köthe function space and · 1 is equivalent to · , which shows that (X, · 1 ) is reflexive. Moreover, since l 2 is strictly convex, and F is total over X, it is not difficult to check that (X, · 1 ) is also strictly convex. We will show that (X, · 1 ) is not approximatively compact. Since (X, · ) is not approximatively compact, there exist a sequence (x n ) ⊂ S(X) and x ∈ S(X) such that x n converges to x weakly and
Moreover, by the proofs of Theorem 11 and Theorem 12 in Section 3, we can Remark 3. We say that a Banach space X has compact faces if for any f ∈ X * \ {0} the set N f = {x ∈ S(X) : f (x) = f } is compact. We will prove that any approximatively compact Banach space has compact faces. Indeed, by the continuity of the norm, N f is closed. We will show that it is also compact. For any x ∈ N f , we have d(0, N f ) = x = 1 and for any (x n ) ⊂ N f , we have x n = d(0, N f ) for any n ∈ N. Therefore, each sequence (x n ) ⊂ N f is a minimizing sequence for 0 with respect to the set N f . Since X is approximatively compact and N f is closed and convex, the sequence (x n ) contains a subsequence which converges to some x ∈ N f , which means that N f is compact.
In general, the converse is not true. Indeed, the space from Example 1 is reflexive and has compact faces (since it is strictly convex, so the faces are singletons) but it is not approximatively compact. However, for spaces X considered in Theorems 10, 11, 12, 15 and Corollary 2 criteria for approximative compactness can be unified in the following manner: X is approximatively compact if and only if X is reflexive and has compact faces.
Approximative compactness and full rotundity of Musielak-Orlicz spaces
We start with notations and definitions that will be used in this section. Let (T, Σ, µ) be a measure space with a nonatomic measure µ. A function Φ :
is a Σ-measurable function for any u ∈ R; (b) the function Φ(t, ·) is convex, even, continuous at zero and left-continuous on (0, ∞) for µ-almost all t ∈ T ; (c) Φ(t, 0) = 0, Φ(t, u t ) < +∞ for some u t ∈ (0, +∞) and Φ(t, u) → ∞ as u → ∞ for almost all t ∈ T. In the case when T = N and µ is the counting measure on 2 N , we can state that
Then ρ Φ is called the modular and the space
is called the Musielak-Orlicz space generated by Φ. Analogously, for any real
(the space of such sequences is denoted by l 0 ) the modular ρ Φ at x has the form
and then the space
is called the Musielak-Orlicz sequence space. We consider two classical norms in Musielak-Orlicz spaces L Φ (resp. l Φ ): the Luxemburg norm
and the Amemiya norm
(see [6] and [35] ). In the first case we denote the Musielak-Orlicz space by L Φ ; in the second case by L A Φ . Analogously, the respective sequence spaces we denote by l Φ and l
where N denotes the set of natural numbers. Then E Φ (h Φ resp.) are called the subspaces of finite elements. They are the subspaces of order continuous elements from L Φ (resp. l Φ ) in fact.
It is said that a Musielak-Orlicz function Φ :
+ and µ-a.e. t ∈ T , we have
It is said that a Musielak-Orlicz function Φ = (Φ
For some equivalent forms of the ∆ 2 -condition and the δ 2 -condition see [18] and [35] .
We denote by Φ * the function complementary to Φ in sense of Young, i.e., Φ * (t, u) = sup v>0 {vu − Φ(t, v)} for any u ≥ 0 and µ-a.e. t ∈ T (analogously Φ * = (Φ * n ), where Φ * n (u) = sup v>0 {vu − Φ n (v)} for any u ≥ 0 and all n ∈ N, in the sequence case).
For any
where p(t, ·) is the right hand side derivative of Φ(t, ·) on R + and p • k|x|(t) := p(t, k|x(t)|) for µ-a.e. t ∈ T. Next we define 
This interval has the property that x
The dual space of L Φ is well known. Namely, we have
* is uniquely represented in the form x * = ξ v + φ, where v ∈ L Φ * and ξ v is the order continuous functional (order continuous functionals are also called regular functionals) on L Φ generated by v ∈ L Φ * , that is,
and φ ∈ S is a linear singular functional on L Φ , that is, φ(x) = 0 for any x ∈ E Φ . We denote by RGrad(x), (SGrad(y), respectively) the set of all regular (singular, respectively) support functionals at x (that is, norming functionals for x). Now, we need to recall some results that will be used in the proofs of our new results.
Lemma 2 ([7]
). Let Φ be a finite-valued Musielak-Orlicz function and µ be a σ-finite measure. Then there exists a sequence (S n ) ∞ n=1 of measurable sets of finite measure such that
Lemma 3 ([28]
). Let Φ be a Musielak-Orlicz function. There exists a sequence (T n ) ∞ n=1 of pairwise disjoint, measurable sets of positive measure such that n T n = T and sup{Φ(t, u) : t ∈ T n } < +∞ for any n ∈ N and u ∈ R + .
where z ∈ L Φ * and z(t) ∈ [p − (t, x(t)), p(t, x(t))] for µ-a.e. t ∈ T , where p − (t, u) and p(t, u) denotes the left and right derivatives of Φ(t, ·) at u ∈ R.
If (x n ), (y n ) ⊂ S(X) and x n + y n → 2, then for any ε > 0 there exist numbers δ = δ(ε) > 0 and n = n (ε) ∈ N such that for any n > n and any set E ∈ Σ the condition y n χ E < δ implies x n χ E < ε.
Lemma 6 ([6]
). Let T be an interval in R (the whole R and other unbounded intervals are not excluded) and (T, Σ, µ) be the Lebesgue measure space. Let E ∈ Σ be a bounded, closed set. Then E can be decomposed into
for any function v integrable over E.
Theorem 4.
(i) A Musielak-Orlicz space L Φ is reflexive (with respect to the Luxemburg and Amemiya norms) if and only if Φ ∈ ∆ 2 and Φ * ∈ ∆ 2 . (ii) A Musielak-Orlicz space l Φ is reflexive (with respect to the Luxemburg and Amemiya norms) if and only if Φ ∈ δ 2 and Φ * = {Φ * i : i ∈ N} ∈ δ 2 . Proof. It is evident, but since we do not know any reference to this fact, let us sketch a proof. It is known (see [35] 
Φ is reflexive. Moreover, it is known that for any Banach function lattice E, reflexivity of E implies that both E and E * are order continuous. But order continuity of L Φ (and so of L A Φ as well) is equivalent to Φ ∈ ∆ 2 (see [17] ). In such a way we have shown that reflexivity of L Φ gives Φ ∈ ∆ 2 and Φ * ∈ ∆ 2 . The proof in the sequence case is analogous.
Theorem 5 ([23]
). Assume that Φ ∈ ∆ 2 and Φ(t, ·) is a strictly convex function for almost all t ∈ T. Let x n , y n ∈ L Φ , x n Φ = y n Φ = 1. If x n + y n Φ → 2, then x n − y n → 0 locally in measure.
Theorem 6 ([23]
). Assume Φ * ∈ ∆ 2 and Φ(t, ·) is a strictly convex function for almost all t ∈ T. Set for any 
Here for any i ∈ N, We start now with our new results in the topic of Section 3.
Proof. Necessity. For the necessity of the δ 2 -condition see [12] . We will show the necessity of the second condition on Φ. Assume that there is j ∈ N such that Φ j (b j
the element x = b j e j and the sequence (x i ) i>j in l Φ , where
) > 0, this shows that l Φ does not have the Kadec-Klee property with respect to the coordinatewise convergence.
Sufficiency. Fix λ > 1 and let k ≥ 1 corresponds to d = 2λ in the property δ 2 . Let P J be the projection of a sequence onto its first J coordinates, and let
. By coordinatewise convergence, for n large enough we have
. The property δ 2 gives now ρ Φ (λQ J x n − λQ J x) ≤ ε, and it follows that ρ Φ (λ(x n − x)) ≤ 2ε for n large enough. The arbitrariness of ε > 0 gives that ρ Φ (λ(x n − x)) → 0 as n → ∞, whence the arbitrariness of λ > 0 gives that Proof. The proof follows immediately from Theorems 3 and 9.
The following example shows that for nonreflexive Musielak-Orlicz sequence spaces equipped with the Luxemburg norm, the property H µ is essentially stronger than the property H in general. Namely, there exists a MusielakOrlicz sequence space with property H but without property H µ .
Example 2. Let Φ 1 (t) = t for t ∈ [0, 1 2 ], Φ 1 (t) = +∞ for t > 1 2 and Φ i (t) = t for i ≥ 2. By Theorem 9, X = l Φ has not the H µ -property. However, X has property H. To prove this fact, it is enough to show that X = l 1 and the norms · Φ and · 1 are equivalent, because l 1 has even the Schur property and this property is preserved by equivalent norms. It is obvious that l 1 = l Ψ and
On the other hand, since
for all i ∈ N, and consequently,
In consequence, the equivalence of the norms · Φ and · 1 is proved. Lemma 7. Assume that (T, Σ, µ) is a nonatomic, complete and σ-finite measure space and Φ is a Musielak-Orlicz function satisfying the
Proof. Let us fix ε > 0. By Lemma 3 there exists a set A ∈ Σ such that 0
. The sequence (x n χ A ) converges in measure to xχ A . Therefore, there is a subsequence (x n k ) of (x n ) such that x n k χ A → xχ A (and consequently Φ • x n k χ A → Φ • xχ A ) almost everywhere. In consequence (by the fact that µ(A) < ∞) we have Φ • x n k χ A → Φ • xχ A in measure. Let δ > 0 be such that for any B ∈ Σ ∩ A satisfying µ(B) < δ we have that ρ Φ (xχ B ) < . By the Jegoroff Theorem we get that there is a B ⊂ A such that µ(B) < δ, x n χ A\B ⇒ xχ A\B and Φ • x n χ A\B ⇒ Φ • xχ A\B (the sign ⇒ indicates the uniform convergence). So
. Therefore, there is n ε ∈ N such that ρ Φ x n k χ (T \A)∪B < 2ε 3 for n > n ε . By the facts that x n χ A\B ⇒ xχ A\B and ρ Φ xχ A\B < ∞ (which follows by condition ∆ 2 and the fact that xχ A ∈ L 1 ), using the Lebesgue dominated convergence theorem, we get that ρ Φ
all n > m ε . In consequence, for all n > m ε , we have
So we have proved that ρ Φ
≤ y. By the ∆ 2 -condition, we get that for any λ > 0 there exists
≤ y λ . Hence, using the fact that λ(x n k (t) − x(t)) → 0 for µ-a.e. t ∈ T and the Lebesgue dominated convergence theorem, we get ρ Φ (λ(x n k − x)) → 0 as k → ∞. This means, by the arbitrariness of λ > 0, that x n k − x Φ → 0. Using the double extract subsequence theorem, we have that x n − x Φ → 0 as n → ∞.
The following conditions are equivalent: (i) X is approximatively compact.
(ii) X is reflexive and strictly convex. (iii) Φ, Φ * ∈ ∆ 2 and Φ(t, ·) is strictly convex on R for µ-a.e. t ∈ T .
Proof. (ii) ⇔ (iii). By Theorem 4, L
A Φ is reflexive if and only if Φ ∈ ∆ 2 and Φ * ∈ ∆ 2 . If Φ * ∈ ∆ 2 , then Φ * is finitely valued, so Φ(t, u)/u → ∞ as u → ∞ for µ-a.e. t ∈ T . Therefore, the equivalence of conditions (ii) and (iii) follows easily by Theorem 8.
(i) ⇔ (ii). We will present two completely different proofs. Although the second proof is simpler than the first one, it concerns only the Lebesgue measure space in R. Since the first proof concerns arbitrary measure space, it is more general.
First proof. Suppose X is approximatively compact. By Theorem 3, X is reflexive. Assume for the contrary that X is not strictly convex. Then there exist f, g ∈ X, f
Since X is strictly convex if and only if X + is strictly convex (see Theorem 2 in [19] ) we can assume, without loss of generality, that f, g ≥ 0 and f = g.
First suppose that K(f ) = ∅ and K(g) = ∅ (see Theorem 6) .
, that is, F Φ = 1 and F f +g 2 = 1. Then obviously F (f ) = F (g) = 1 and F (t) ≥ 0 µ-a.e.. Let a = T F (t)(l(t) − m(t))χ A dµ(t) and b = T F (t)(m(t) − l(t))χ B dµ(t), where χ Y denotes the characteristic function of Y. Observe that we have a, b ≥ 0. We will show that a > 0 or b > 0.
Indeed, if a = b = 0, then
and consequently, by definitions of the sets A and B, we get a contradiction. Now fix n ∈ N. Since µ is atomless, we can find a partition (A 1 , ..., A 2 n ) of A, and a partition (B 1 , ..., B 2 n ) of B such that
We can assume that the sets which form the above partitions in the n-th step are partitions of the sets from the (n − 1)-th step. Define
) and 
Moreover,
, which gives that f 2n
. Now we will show that f 2n−1
and f 2n
. To do this, note that we have by the definition of k f and k g and by the equalities f
Since f 2n
, and f
and
Hence
This shows that we have equalities in (4) and (5) . Consequently, f 2n−1
, as required. Observe that by definitions of the functions f k , and by (2), we have
Also by the definition and by (2),
for functions f k and f j corresponding to different partitions. This shows that the sequence {f k } does not contain a norm-convergent subsequence. Now put Z = cl(conv({f n })), where the closure is taken with respect to the norm topology. Since F (f n ) =
is a minimizing sequence in Z for 0. But {f n } does not contain a Cauchy subsequence, which leads to a contradiction. Now assume that K(f ) = ∅ and K(g) = ∅. Take k f ∈ K(f ). By convexity of the function λ → ρ Φ (λg), we get 1 = g A Φ = lim n 1 n ρ Φ (ng). Note that for any n ∈ N,
By Φ ∈ ∆ 2 , the function λ → ρ Φ (λ(f + g)) is convex and continuous. Since
and consequently,
, the proof of this case reduces to the proof of the previous one, with f +g 2 in place of g.
180
H. Hudzik et al.
Finally, assume that K(f ), K(g) = ∅. Starting from f and g instead of l and m, we can construct a sequence {f n } as in the first case of the proof. Analogously as in the first case we can show that f k
. Now we will show that f k A Φ = 1 for any k ∈ N. To do this, assume for the contrary that f k A Φ = 1 + d with d > 0 for some k ∈ N. We can assume without loss of generality that k = 2n. Observe that
Reasoning as in the first case of the proof, we get that X is not approximatively compact. Now suppose that X is reflexive and strictly convex. By Theorem 4, the functions Φ, Φ * ∈ ∆ 2 . The function Φ(t, ·) is strictly convex for µ-a.e. t ∈ T . Now we will show that X has property H. To do this, take a sequence (f n ) ⊂ X, f ∈ X such that f n → f weakly and f n A Φ = f A Φ = 1. By Theorem 6, we can find M > 0 such that for any n ∈ N there exist k n ∈ K(f n ) satisfying k n < M. Without loss of generality we can assume that k n → k ∈ R. Since f n A Φ = 1, k n ≥ 1 for any n ∈ N, which gives k ≥ 1. Since Φ is strictly convex, ρ Φ (kf ) > 0. We will show that k − 1 = ρ Φ (kf ). Since f
Let · 1 denote the Luxemburg norm associated with ρ 1 . Observe that ρ 1 (kf ) > 1 and ρ 1 (k n f n ) ≤ 1 for n large enough. Hence k n f n 1 ≤ 1 for n large enough and kf 1 > 1. Let us note that the weak convergence with respect to the norms · 1 and · A Φ coincide. Since k n → k, by the lower semicontinuity of the norm with respect to the weak topology, we get kf 1 ≤ liminf k n f n 1 ≤ 1; a contradiction. Hence
Now define
and let · 2 denote the Luxemburg norm associated with ρ 2 . It is obvious that kf 2 = 1. We will show that k n f n 2 → 1. Since f n → f weakly , k n → k, the weak convergence with respect to the norm · A Φ and the weak convergence with respect to the norm · 2 coincide, liminf k n f n 2 ≥ 1 by the lower semicontinuity of the norm with respect to the weak topology. Suppose that limsup k n f n 2 > 1 + d for some d > 0. Passing to a subsequence, if necessary, and applying (6), we get for n ∈ N, 1 ≤ ρ 2
< 1; a contradiction. Hence lim n k n f n 2 = 1 = kf 2 . Put z n = k n f n / k n f n 2 and z = kf. It is easy to see that ρ 2 (z n ) = z n 2 = 1, ρ 2 (z) = z 2 = 1. Since z n → z weakly, zn+z 2 2 → 1. By Theorem 5, z n − z → 0 locally in measure. We will show that ρ 2 ( zn−z 2 ) → 0. Fix ε > 0. Since ρ 2 (z) = 1 and µ is atomless and σ-finite, we can find A 1 ∈ Σ of finite and positive measure such that ρ 2 (zχ T \A 1 ) < ε and |z(t)| > 0 for t ∈ A 1 . There exists also n o ∈ N such that ρ 2 (zχ Ao ) < ε, where
By the Jegoroff theorem, we can find
Hence for any
Consequently, by the ∆ 2 -condition and the Lebesgue dominated convergence theorem,
Moreover, Φ • z n k → Φ • z coordinatewise µ-a.e. on A \ A o . By the Jegoroff theorem, we can find
) and ρ 2 (zχ B 1 ) < ε. Reasoning as above gives
Since ρ 2 is orthogonally additive and ρ 2 (z n k ) = ρ 2 (z) = 1, we get by (8)
By (7) and (9), we have Second proof. By Theorem 3, we need only to prove that the Kadec-Klee property for L A Φ is equivalent to the facts that the Musielak-Orlicz function Φ is strictly convex and Φ ∈ ∆ 2 .
Let Φ ∈ ∆ 2 and Φ(t, ·) be strictly convex for µ-a.e t ∈ T . Assume that
) and x n → x weakly. By reflexivity of L A Φ we have that Φ * ∈ ∆ 2 , which implies that lim u→∞
Moreover, by the assumption that Φ is strictly convex, we know that such a number k > 0 is only one (otherwise if k, l ∈ K(x) and k = l, then one can easily prove that Φ must be affine between kx(t) and lx(t)). So K(x) = {k} and similarly there are k n > 0 (n = 1, 2, . . . ) such that K(x n ) = {k n }, which yields that k n − 1 = ρ Φ (k n x n ) for any n ∈ N and k − 1 = ρ Φ (kx). We may assume that (
is a bounded sequence, because otherwise considering
in place of (x n ) ∞ n=1 , we have is bounded in any case (also when (k n ) is unbounded). It follows by strict convexity of Φ that k n x n → kx locally in measure (see [23] ). Since (k n ) ∞ n=1 is a bounded sequence, there are k > 0 and a subsequence (k n l ) of (k n ) such that k n l → k as l → ∞. By x n w → x, we get that k n l x n l w → k x. Since k n l x n l → kx locally in measure, we have k x = kx (see Proposition 1). In consequence k = k, whence we get that k n l → k. Therefore ρ Φ (k n l x n l ) → ρ Φ (kx). We may assume without loss of generality that this holds for k n x n in place of k n l x n l . By Lemma 7, we have k n x n − kx Φ → 0, and finally x n − x Φ → 0, because k n → k as n → ∞. Now we will show that condition Φ ∈ ∆ 2 and strict convexity of Φ are necessary for the property H of L A Φ . Condition Φ ∈ ∆ 2 is necessary by Theorem 1. It remains to prove the necessity of strict convexity of Φ. Assume that Φ is not strictly convex on R. Then there are a set C ∈ Σ of positive measure and an interval [a, b] such that 0 < a < b and Φ(t, ·) is affine on [a, b] for µ-a.e. t ∈ C. We will apply Lemma 6. Take δ > 0 such that δ < 
Then defining
we have x
, we see that ky(t) = c for any t ∈ G, that is, ky(t) = c ∈ [a + δ, b − δ] for any t ∈ G. Let (T n ) ∞ n=1 be a sequence of bounded and closed sets such that 0 < µ(T n ) < ∞, T n ⊂ T n+1 , χ T n ∈ E Φ for any n ∈ N and µ(T \ n T n ) = 0 (the sets T n can be constructed using the sums of the sets T n from Lemma 3). Define y n = y + δ k χ En − δ k χ Fn , where (E n ), (F n ) are the sequences decomposing G as in Lemma 6 (with G in place of E). We have for any n ∈ N,
by the fact that Φ is affine on the interval [a, b] and the values of ky+δχ En −δχ Fn belongs to [a, b] for t ∈ G. Consequently,
Moreover, by Lemma 6 and the facts that y n −y = δχ En −δχ Fn and the functions from L A Φ are integrable on the sets V n = T n ∩ S n , where S n are as in Lemma 2, we deduce that y n − y → 0 weakly, that is y n → y weakly. In particular, taking x * ∈ Grad(y), we have
which shows that L A Φ has not the Kadec-Klee property. Theorem 12. Let X = L Φ , where µ is a σ-finite, atomless measure. Then X is approximatively compact if and only if X is reflexive and strictly convex.
Proof. Similarly as in the previous theorem, we will present two different proofs.
First proof. In general, the proof goes on the same line as the proof of Theorem 11. First suppose that X is approximatively compact but not strictly convex. Let f, g ∈ X, f = g, be such that 1 = f Φ = g Φ = f +g 2 Φ . Since X is strictly convex if and only if X + is strictly convex (see [20] ), we can assume that f, g ≥ 0. Let F ∈ X * be a support functional for
. Since X is approximatively compact, X is reflexive. Hence F ∈ L Φ * (T, Σ, µ) and F A Φ = 1. Now we proceed analogously as in the proof of Theorem 11. Starting from f and g instead of l and m (see page 177), we construct the sequence of functions {f n }. We can show as in Theorem 11 that F (f k ) = 1, which implies that f n Φ ≥ 1 for any k ∈ N, whence ρ(f k ) ≥ 1 for any k ∈ N. Also by the orthogonal additivity of ρ Φ ,
where a, b are as in Theorem 11. Put Z = cl (conv({f n })). Reasoning as in the proof of Theorem 11, we get a contradiction with approximative compactness of X. Now suppose that X is reflexive and strictly convex. We will show that X has property H. To do this, take f n ∈ X, f ∈ X of norm one of any n ∈ N such that f n → f weakly. Let F ∈ S(X * ) be such that F (f ) = f = 1. Then F → 0 for some subsequence {f n k }. By the ∆ 2 -condition, we get that f n k − f Φ → 0. Hence, by the double extract subsequence theorem, we get that f n − f Φ → 0, which shows that X has the property H. By Theorem 3, X is approximatively compact, as required.
Second proof (for T ⊂ R and the Lebesgue measure in T ). Basing on Theorem 3, it is enough to show that L Φ has the Kadec-Klee property if and only if Φ ∈ ∆ 2 and Φ is strictly convex. The necessity of Φ ∈ ∆ 2 follows by Theorem 1 and the fact that L Φ is order continuous if and only if Φ ∈ ∆ 2 (see [17] ). Let us prove now the necessity of strict convexity of Φ. Suppose that Φ is not strictly convex. and (E n ), (F n ) be the sequences decomposing D as in Lemma 6 , with D in place of E. There is d > 0 such that
with E ⊂ (C \ D) ∩ Σ satisfies x Φ = 1 (in the case when Φ(t, ·) is finitely valued on some measurable set in T \ C, then we can even find d and E such that ρ Φ (x) = 1). Define x n = x + δχ En − δχ Fn . Then ρ Φ (x n χ D ) = ρ Φ (xχ D ) and x n χ E = xχ E , whence it follows that x n Φ = x Φ . By Lemma 6 we know that x n − x → 0 weakly. Moreover, by the fact that Φ(t, ·) is affine on [c − δ, c + δ] for any t ∈ C, we have
If x n Φ = x Φ = 1 and x n → x weakly, then taking x * ∈ Grad(x), we have x * xn+x 2 → x * (x) = 1, whence
In consequence (see [23] ), we have that x n → x locally in measure. Therefore, applying Lemma 7 finishes the proof.
Theorem 13. Let µ be non-atomic, µ(T ) < ∞ and Φ be a Musielak-Orlicz function such that Φ(t,u) u → 0 as u → 0 for µ-a.e. t ∈ T . Then the MusielakOrlicz space L Φ is fully k-rotund if and only if Φ(t, ·) are strictly convex functions for µ-a.e. t ∈ T and Φ ∈ ∆ 2 , Φ * ∈ ∆ 2 .
Proof. Necessity. The necessity of the conditions Φ ∈ ∆ 2 and Φ * ∈ ∆ 2 follows by Proposition 2. Moreover, full k-rotundity of L Φ implies its approximative compactness (see [26] ). We will show that strict convexity of the functions Φ(t, ·) (for µ-a.e t ∈ T ) is the necessary condition for approximative compactness of L Φ . Suppose that there exists a set A ∈ Σ such that µ(A) > 0 and the functions Φ(t, ·) are affine on some intervals, for any t ∈ A. Let Q = (q n ) ∞ 1 denote the set of all rational numbers. For any k ∈ N, we define the sets 
(considering in the opposite case a subinterval of [a, b] ). Similarly we can assume without loss of generality that B Φ t, a+b 2 dµ < 1, considering a subset of B if necessary. Indeed, in the opposite case, using the facts that Φ t, a+b 2 is a nonnegative, measurable and integrable function we define on Σ∩B a measure ν such that ν(C) = C Φ t, Then ρ Φ (x n ) = 1 (whence x n Φ = 1)and κ(C 
