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West Nile Virus (WNV), a vector-borne disease continues to be a serious threat to
public health in the United States, particularly in the Southwest region. While all the
states in the U.S. experienced a decreasing trend of WNV disease in 2010, the state of
Arizona experienced a sharp increase from 20 in 2009 to 166 cases the following year.
This dissertation endeavored to develop forecasting models to predict future cases of
disease and identify counties with increased propensity for WNV.Furthermore, this
study aimed to identify environmental and economic factors that contributed to the
increase in WNV cases in Maricopa County, Arizona.
A spatiotemporal stochastic regression model was developed using Bayesian principles
and was successful in calculating the annual mean cases of disease from 2003 to 2011for all counties. The model was also able to predict future cases of disease by fitting
historical data. The model-based inference identified counties in the southern region of
Arizona as having an elevated propensity for disease compared to counties in the
northern region.
A Seasonal Autoregressive Integrated Moving Average (SARIMA) model was
developed and effectively forecasted monthly cases of human WNV in Maricopa
County, Arizona. By fitting the SARIMA model to monthly historical disease data from
2005 to 2011, the temporal model presented a decreasing trend of monthly incidence of
disease for 2012.
The impact of home foreclosures, climate variability, and population growth on the
resurgence of human WNV disease cases in Maricopa County during the 2010 epidemic
was investigated. These factors were found to have contributed to the resurgence of the
disease by creating the optimal environmental conditions that allowed the amplification
of mosquito populations, thus increasing the risk of disease transmission to humans.
As spatiotemporal disease data become readily available, forecasting models can be an
important and viable risk assessment tool for public health practitioners.Forecasting
models allow the mobilization and distribution of limited resources to areas with
elevated propensity for disease, and the timely deployment of intervention programs to
reduce the overall risk of disease.© Copyright by Josiah Javier Roldan
December 3, 2012
All Rights ReservedWest Nile Virus: Forecasting Models for a Resurging Vector-Borne
Disease in Arizona, U.S.A.
by
Josiah Javier Roldan
A DISSERTATION
Submitted to
Oregon State University
in partial fulfillment of
the requirements for the
degree of
Doctor of Philosophy
Presented December 3, 2012
Commencement June 2013Doctor of Philosophy dissertation of Josiah Javier Roldan
Presented on December 3, 2012.
APPROVED:
Major Professor, representing Public Health
Co-Director of the School of Biological and Population Health Sciences
Dean of the Graduate School
I understand that my dissertation will become part of the permanent collection of
Oregon State University libraries.My signature below authorizes release of my
dissertation to any reader upon request.
Josiah Javier Roldan, AuthorACKNOWLEDGEMENTS
This work would not have been possible without the help, encouragement and support of
many individuals whom Iowe a great debt of gratitude and thanks.This
accomplishment is equally yours to rejoice and celebrate!
First, I would like to thank Dr. Anthony Veltri for his guidance and support over the last
5 years.The confidence he had in me provided encouragement when I needed it the
most. To Dr. Adam Branscum, this dissertation would not have been possible without
your patience and willingness to impart statistical knowledge. I would also like to thank
Drs. Anna Harding, Susan Carozza, and David Stone for their guidance, support, and
mentorship throughout this journey.
I am appreciative to the College of Public Health and Human Sciences for allowing me
to teach and entrusting in me to take part in various committees and services at the
College.I would be a miss not to recognize my fellow graduate student colleagues,
which whom I've had the pleasure of sharing wonderful moments at Oregon State
University.
To my parents, thank you for all your hard work and sacrifice that allowed me to have
countless opportunities. Finally, to my beloved Nicole, Isaiah, Genevieve and Penelope,
you are my strength and inspiration, and I dedicate this work to you.CONTRIBUTIONS OF AUTHORS
I would like to specially recognize Dr. Adam Branscum for his contributions to Chapter
3 specifically in model development and interpretation of spatially correlated data.TABLE OF CONTENTS
Page
Chapter 1Introduction 1
Chapter 2 Literature Review 5
2.1Prevalence and Distribution of Human West Nile Virus
Disease in the U.S 6
2.2Clinical Description of Human West Nile Virus Disease12
2.3The Resurgence of West Nile Virus in Arizona 15
2.4Best Practices in the Prevention of Human West
Nile Virus Disease 20
2.5Forecasting Models: A Critical Risk Assessment Tool
for the Prevention of Human West Nile Virus Disease.....27
Chapter 3 Bayesian Spatiotemporal Prediction Model for Human WNV
Disease in Arizona 30
3.1Methods and Materials 30
3.2Results 37
3.3Discussion and Conclusion 46
Chapter 4 Temporal Prediction Model for Human WNV Disease in
Maricopa County, Arizona 50
4.1Methods and Materials 50
4.2Results 55
4.3Discussion and Conclusion 62
Chapter 5 The Economy, Climate Change and Human WNV Disease
in Arizona: The Making of the Perfect Storm 67
5.1Methods and Materials 67TABLE OF CONTENTS (Continued)
Page
5.2Results 73
5.3Discussion and Conclusion 79
Chapter 6 Summary and Conclusion 85
6.1Strengths and Limitations 88
6.2Opportunities for Future Research 90
Chapter 7 Bibliography 91
Chapter 8 Appendices 105
Appendix A: Win Bugs Model Syntax and MCMC Iterates 105
Appendix B: SARIMA Model Development Step Using the
Time Series Forecasting System in SAS 110LIST OF FIGURES
Figure Page
1.1Chapter organization of the dissertation 4
2.1A schematic of West Nile Virus transmission cycle 8
2.2The Cu lex species or common household mosquito 9
2.3The Aedes species or floodwater mosquito acquiring a blood meal 9
2.4Movement of West Nile Virus across the U.S., 20002007 10
2.5Annual incidence of West Nile virus neuroinvasive disease in the
United States, 1999-2000, per 100,000 population 11
2.6County level distribution of human West Nile virus disease in the
United States, 2010 15
2.7City borders of Maricopa County, Arizona 16
2.8Carbon Dioxide adult mosquito trap used for WNv surveillance 22
2.9Surveillance of mosquito larvae in water bodies using a dipper 23
2.10 Ultra-low volume application of pesticides to control adult 25
3.1State of Arizona with county borders 30
3.2Human WNv disease cases in Apache, La Paz, Graham, and
Maricopa County, 2003-2010 34
3.3Annual reported cases of human WNV disease from 2003 to 2011
for each county in Arizona ..37
3.4Annual cases of human WNV disease per capita using 2010 census
data 38
3.5Model projections of the mean number of human WNV disease
cases for all counties in Arizona from 2003 to 2011. 41LIST OF FIGURES (Continued)
Figure Page
3.6Geographical distribution of the model estimated mean number
of human WNv cases in Arizona, (a) 2003 and (b) 2011 42
3.7Model-based measurement of county-level spatial random
effects, b(i) 44
4.1Three-step process of the SARIMA model development 53
4.2Time-series plot of monthly reported human WNV disease cases
in Maricopa County, Arizona from 2003 to 2011 56
4.3Autocorrelation function plot of the first 36 observations in the
time-series data of human WNV disease in Maricopa County
using the Time Series Viewer in SAS 57
4.4White Noise Tests, Unit Root Tests, and Seasonal Root Tests
for random error and stationarity with a total of 2-orders of
differencing (1 at the non-seasonal and seasonal lags) 58
4.5Autocorrelation Function and Partial Autocorrelation Function plots
of the first 36 observations of the differenced time-series 59
4.6Forecasting and validation of SARIMA model (0,1,1)x(0,1,1)12 61
4.7Model forecast of monthly human WNV disease cases of SARIMA
(0,1,1)x(0,1,1)12, (1,1,0)X(0,1,1)12, (1,1,0)X(1,1,0)12, and linear
time-trend model 63
4.824-month forecast of SARIMA model (0,1,1)x(0,1,1)12 presenting
a decreasing trend of human WNV disease in Maricopa County,
Arizona 65
5.1County-level percent change in population in the U.S., 2000-2010 70
5.2Abandoned or neglected swimming pool or "green pool" 71
5.3Geographical location of selected 5 weather stations within the
Phoenix Metropolitan Area vicinity used in the analysis 73LIST OF FIGURES (Continued)
Figure Page
5.4Google Earth image of Phoenix Metropolitan Area subdivided into
one-square mile quadrants, N=621 77
5.5Google Earth (2010) image of a neighborhood in the City of Glendale
(Quadrant 222) where 48 green pools were identified 78
5.6Population change in the cities of Mesa, Gilbert and Chandler
between 2000 and 2010, and geographical distributions of human
WNV cases in 2010 with outbreaks occurring mostly in
Eastern Maricopa 79
5.7Use of satellite images to identify potential green pools in a
community 83LIST OF TABLES
Table Page
2.1CDC's case definition of Non-neuroinvasive and neuroinvasive
West Nile virus disease 12
2.2Human West Nile virus disease cases in Arizona and Maricopa
County from 2003 to 2011 17
2.3Estimated numbers of NNID human WNv disease cases in 2010
in Maricopa County and Arizona based on the number of reported
NID disease cases 19
3.1Posterior means, medians, standard deviations and 95% credible
intervals for stochastic spatiotemporal model parameters 40
3.2Reported and model predicted number of human WNv disease
cases with 95% upper and lower limits for all fifteen counties in
Arizona 43
4.1Parameter estimates and RMSE of SARIMA model (0,1,1)x(0,1,1)1260
4.2Observed and model predicted counts of monthly human WNV
disease in Maricopa County, Arizona with 95% upper credible limit61
4.3Models developed with their RMSE value using the Time Series
Forecasting Viewer in SAS 62
4.4Observed and model predicted cases for 2010 with 95% upper
credible limit for SARIMA model (0,1,1)x(0,1,1)12 64
5.1Names, identification number and location of weather stations used
for the analysis of climate variability in the Phoenix Metropolitan
Area 74
5.2Average annual temperature, average precipitation, and the number
of days with precipitation in 2009 and 2010 compared to the 30-year
average for the Phoenix Metropolitan area 74LIST OF TABLES (Continued)
Table Page
5.3Change in total population and density in Maricopa County
between 2000 and 2010 75
5.4Total and average count of green pools per square mile in the
Phoenix Metropolitan Area in September 2009 and 2010 77
5.5Green pools investigated and treated by MCESD in 2009 and 2010....82AIC
ACF
ADHS
Ae.
APA
ARIMA
WinBUGS
CAR
CDC
CO2
Cx.
DIC
°F
IHS
MCDPH
MCESD
MCMC
NPS
NCDC
NCEZID
NID
NNID
PACF
PMA
RMSE
SARIMA
SAS
LIST OF ABBREVIATIONS
Aikeke's Information Criteria
Autocorrelation Function
Arizona Department of Health Services
Aedes
American Psychological Association
Autoregressive Integrated Moving Average
Windows Bayesian Analysis Using Gibbs Sampling
Conditionally Autoregressive
Centers for Disease Control and Prevention
Carbon Dioxide
Cu lex
Deviance Information Criteria
Degrees of Fahrenheit
Indian Health Service
Maricopa County Department of Public Health
Maricopa County Environmental Services Department
Markov Chain Monte Carlo
National Park Service
National Climactic Data Center
National Center for Emerging and Zoonotic Infectious Diseases
Neuroinvasive Disease
Non-neuroinvasive Disease
Partial Autocorrelation Function
Phoenix Metropolitan Area
Root Mean Square Error
Seasonal Autoregressive Integrated Moving Average
Statistical Analysis SoftwareLIST OF ABBREVIATIONS (Continued)
SRSWORSimple Random Sample Without Replacement
TSFS Time Series Forecasting System
UL Upper Limit
U.S. United States
USDA United States Department of Agriculture
USBLS United States Bureau of Labor Statistics
USCB United States Census Bureau
USGCRP United States Global Climate Research Program
USGS United States Geological Survey
VCPs Vector Control Programs
WNV West Nile Virus
WinBUGSBayesian Analysis Using Gibbs SamplingCHAPTER 1
INTRODUCTION
West Nile Virus (WNV), a vector-borne disease continues to be a serious threat to
public health throughout the United States since it was first recorded in New York in
1999 (Nash et al., 2001; CDC, 2012b; Peterson & Fischer, 2012). The WNV enzootic
cycle relies on the mosquito's interplay with its avian reservoir and dead-end hosts such
as humans, who develop clinical disease after an incubation period of 2-6 days
(Campbell, Marfin, Laciotti, & Gubler, 2002).In most cases, WNV infection in
humans is asymptomatic or causes a mild febrile illness known as West Nile fever
characterized by fever, headaches, fatigue, skin rash, swollen lymph glands and eye
pain. The more severe infections can result in neurological disorders known as West
Nile encephalitis and West Nile meningitis, and if left untreated can result in death.
Five years since it was introduced in the continental U.S., human WNV spread westward
across 48 states and by 2011, over 31,000 human infection cases were reported to the
Centers for Disease Control and Prevention (CDC) with over 1,200 fatalities (CDC,
2012).
Currently, there is no available vaccine for WNV in the market for human application
making forecasting models and surveillance systems an important public health weapon
in the prevention of the disease. Forecasting models allow the understanding of spatial
and temporal patterns of human risk to WNV and are critical for targeting limited2
prevention, surveillance and control resources.Disease registries such as the CDC's
ArboNET, plays an important role in the surveillance of human WNV disease by
providing the geographical location of diseasecases.Data are added to disease
registries regularly and the data suggest that vector-borne diseasesare becoming more
geographically distributed (Lemon etal.,2008).To understand the changing
geographical distribution of human WNV disease and the risk itposes to the public, it is
important that epidemiological and vector data are reanalyzed to reconstruct forecasting
models with high levels of accuracy. The specific research questions I strivedto answer
in this dissertation are the following:
®Can the future spatiotemporal distribution of human WNV disease in thestate of
Arizona be predicted by modeling historical space and time data?
®Will the future trend in monthly human WNVcases in Maricopa County
continue to increase by modeling historical temporal disease data?
The models developed in this dissertation were tested and validated for their capability
in forecasting future cases of disease by comparing model-predicted countsto observed
cases.
Furthermore, this dissertation endeavored to conductan in-depth analysis of the
environmental and economic factors that may have contributed to theresurgence of the
human WNV disease in Maricopa County in 2010.3
This dissertation is written in a formal dissertation format as outlined by the Graduate
School at Oregon State University. The dissertation is composed of a literature review
(Chapter 2) and three distinct research projects (Chapters 3, 4, and 5).Each research
project is composed of sections that discussed the methodology, results, and discussion
and conclusion.Chapter 6 presents the summary and conclusion of the dissertation.
The final two chapters consist of the bibliography (Chapter 7) and appendix (Chapter 8).
Chapter two reviews the historical and current scientific literature on human WNV
disease in the United States and in Arizona.The chapter reviews the following
important topics: assessment of current epidemiologic data, clinical description of the
disease, current surveillance and prevention methods, and geographical distribution of
the disease at the state and county-level.The chapter also emphasizes the need for
forecasting models and how it could benefit public health agencies and the scientific
community in combating human WNV disease.
Chapter 3 focuses on the development of a Bayesian hierarchical spatiotemporal model
to predict human WNV disease at the county-level in the state of Arizona. Chapter 4 is
dedicated to developing a seasonal autoregressive moving average (SARIMA) model to
identify temporal patterns and predict future monthly cases in Maricopa County, the
epicenter of the human WNV disease epidemic in Arizona. Chapter 5 investigates how
the economic condition in the region combined with regional climate change and
population dynamics interplayed to create the "perfect storm" for the resurgence of
human WNV disease in 2010.Chapter 6 presents a summary and conclusion of thedissertation including its strengths and limitations, and recommendations for future
research.
The references cited in the projects will be outlined in Chapter 7 following the American
Psychological Association (APA) format.An organization of the dissertation is
presented in Figure 1.1.
Chapter 1: Introduction
Can the future spatiotemporal distribution of human WNV disease in the State of Arizona be
predicted by modeling historical space and time data?
Will the future trend in monthly human WNV cases in Maricopa County continue to increase
by modeling historical temporal disease data?
Conduct an exploratory analysis of the environmental and economic factors that contributed to
the resurgence of human WNV disease in Maricopa County, Arizona in 2010.
r
Chapter 2: Literature Review
The literature review presents how the proposed research is grounded in previous scientific work and how
this research contributes to the existing body of knowledge about human WNV disease.
Chapter 3
Bayesian Spatiotemporal
Prediction Model for Human
WNV Disease in Arizona
Chapter 4
Temporal Prediction Model for
Human WNV Disease in
Maricopa County, Arizona
V
Chapter 6 Summary and Conclusion
Chapter 5
The Economy, Climate Change and
Human WNV Disease in Arizona:
The Making of the Perfect Storm
Chapter 7 Bibliography
Chapter 8 Appendices
Figure 1.1 Chapter organization of the dissertation.5
CHAPTER 2
LITERATURE REVIEW
The purpose of this literature review is to present how the proposed research is grounded
in previous scientific work and how this research contributes beyond the existing body
of knowledge about human WNV disease in Arizona.Specifically, a review of the
following is presented: (1) a historical perspective of human WNV disease and its
prevalence and distribution in the U.S.; (2) the clinical description of thenon-
neuroinvasive (NNID) and the neuroinvasive (NID) forms of the disease and
identification of at-risk populations; (3) the resurgence of WNV in Arizona and
Maricopa County; (4) current prevention efforts being employed by public health
agencies to prevent the disease; and (5) forecasting models as an important risk
assessment tool for the prevention of human WNV disease.6
CHAPTER 2.1
Prevalence and distribution of human West Nile Virus disease in the U.S.
West Nile Virus continues to be a serious threat to human and animal health throughout
the U.S. since it was first recorded in New York City in August 1999. Known as an
arboviral disease of birds, it poses a risk to humans, domestic animals such as horses and
dogs, and other wildlife.The virus belongs to the Flaviviridae family, the genus
FlavivirusJapaneseencephalitisantigeniccomplex,whichincludesJapanese
encephalitis, St. Louis encephalitis, and Murray Valley encephalitis (CDC, 2003). West
Nile Virus was first isolated from the blood of a woman with a febrile illness in the
province of West Nile, Uganda in 1937 (Smithburn, Hughes, Burke, & Paul, 1940) and
was later characterized as a mosquito-borne virus in Egypt in the 1950's (Komar, 2000).
Over the past 40 years, the virus spread to several countries in Europe, Africa, the
Middle East, and Asia.Outbreaks of WNV disease have occurred in Algeria (1994),
Romania (1996 and 1997), The Democratic Republic of Congo (1998), Israel (1998),
and Russia (1999) (Nash et al., 2001). Since its introduction into the United States in
1999, WNV has become the leading cause of arboviral encephalitis in the country,
surpassing St. Louis encephalitis virus (CDC, 2010a).
The introduction of WNV into the U.S. is largely unknown, but the emergence of WNV
in a region of frequent travel destination, global trade and bird migration routes suggests
that natural or importation of animals and plants from overseas as a probable cause7
(Peterson & Marfin, 2002). The DNA sequencing performed on the virus isolated from
both humans and animals in New York City in 1999 revealed a close match with the
virus isolated from the 1998 Israel epidemic (Jia et al., 1999).
West Nile Virus is established as a seasonal epidemic in North America that typically
flares up in the summer and continues into the fall, when mosquito populations are most
abundant West Nile Virus is transmitted between mosquito vectors and its avian hosts,
and adult female mosquitoes acquire the virus in a blood meal from an infected bird.
The virus resides in the mosquito's salivary glands where it is amplified through
repeated transmissions between mosquitoes and infected birds. An infected bird can be
infectious from 1-4 days, after which the bird either becomes ill and dies as a result of
the infection or develops a life-long immunity.Infected mosquitoes can transmit the
virus to other birds, humans, equines, and other mammals including dogs and squirrels
(Figure 2.1).
Transmission of the virus to humans, equines and other animals occur due to incidental
contact. Review of scientific data indicates that the risk of incidental contact increases
when there's an amplification of the mosquito population in close proximity to human
populations (Shaman, Day, & Stieglitz, 2005).Humans infected with WNV develop
clinical disease after a usual incubation period of 2-6 days. In turn, infected individuals
may directly infect other humans through blood transfusions (viremic donors), organ
transplants, breast milk, intrauterine transmission, and occupational exposures (CDC,8
2002a; CDC, 2002b). Clinical symptoms of human WNV disease will be discussed in
the latter part of this chapter.
Figure 2.1 A schematic of the West Nile Virus transmission cycle.
In North America, the primary mosquito vector of WNV is the Culex species, also
known as the common household mosquito (Figure 2.2) (Turell et al., 2005). The Cx.
species is considered the most important vector because of their common occurrence,
willingnesstobite mammals, and theirabilitytofacilitateamplification and
transmission of WNV (Lothrop & Reisen, 2001; Kilpatrick et al., 2005).The Cx.
species is often referred to as an urban and suburban mosquito species because they
prefer water habitats with a high organic content, often associated with storm water
runoff commonly found in urban or suburban landscape (Kilpatrick et al., 2005). They
are geographically distributed throughout most of the U.S.9
Figure 2.2 The Cu lex species or common household mosquito.
Another important mosquito species is the Aedes species, whom are found to be highly
susceptible to WNV and are known to transmit the virus to humans. The Ae. species is
geographically distributed throughout North America and are referred to as nuisance
mosquitoes because they are often the primary cause of community complaints
throughout the U.S. The Ae. species is referred to as flood water mosquitoes because
females lay their eggs on dry soil and hatch when temporary fresh water pools are
present (Turell et al., 2005).
Figure 2.3 The Aedes species or floodwater mosquito acquiring a blood meal.
From 1999, when the first case of human WNV disease was identified in New York to
the end of the 2001 mosquito season, a total of 129 cases of the disease were reported to10
the CDC with 19 fatalities.During the 2002 epidemic, the number of human WNV
cases increased sharply from 66 cases theprevious year to 4,156 cases with 284
fatalities (CDC, 2011a). The epicenter of the epidemic was centered in the Midwest in
the states of Ohio, Illinois, and Michigan with 310, 553, and 557 reported cases,
respectively. The 2003 epidemic recorded the highest annual number of human WNV
disease cases to date with a total of 9,862 reported cases and 264 deaths. Out of the
9,862 cases, 2,866 and 6,830 were diagnosed with NID and NNID, respectively (CDC,
2011a).The main cause of human death was due to the neuroinvasive form of the
disease, which includes West Nile encephalitis and West Nile meningitis. The CDC's
classification of human WNV disease and its clinical description will be covered in
detail in Chapter 2.2.
By 2004, WNV spread westward across the 48 states of the continental U.S.(Figure
2.4), and from Canada to South America (Kramer, Styer, & Ebel, 2008).
Figure 2.4 Movement of West Nile Virus across the U.S, 20002007.
From 2004 to 2007, human WNV disease had appeared to reach a stable incidence rate
of 0.4 per 100,000 population, and in 2008, the incidence rate decreased to 0.2 per11
100,000 population. The decreasing trend in incidence rate continued onto the following
year (Figure 2.5) (CDC, 2010a; CDC, 2010b). Hayes et al. (2005) suggeststhat the
trend may be attributed to the variation in populations of vectors and vertebrate hosts,
accumulation of immunity in avian amplifying hosts, human behavior (i.e., use of
repellents and protective clothing), community-level interventions, reporting practices,
or environmental factors (i.e. temperature and rainfall).
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Figure 2.5 Annual incidence rate of West Nile virus neuroinvasive
disease in the United States, 1999-2009, per 100,000 population.
Between 2008 and 2010, the epicenter of the disease shifted from the Midwest to the
Southwest region of the U.S. Out of the 1,021 reported human WNV cases in 2010,
over 35% occurred in Arizona (167 cases), California (111 cases), and Colorado (81
cases) (CDC, 2012a).While the prevalence of human WNV infections in 2010
continued to decrease throughout most of the U.S., the State of Arizona experienced a
dramatic increase from 20 reported cases in 2009, to 167 cases in 2010 (Arizona
Department of Health Services (ADHS), 2011a).12
CHAPTER 2.2
Clinical Description of Human West Nile Virus Disease
In the U.S., WNV disease became a nationally notifiable arboviral disease in 2001.
Although states are not required to report the disease, state legislatures mandates that
WNV disease be reported to the CDC. ArboNet, an internet-based national arboviral
surveillance system developed by the CDC collects the data for both human and non-
human WNV disease throughout the U.S. The CDC's case definition for NNID and
NID must meet one or more clinical symptomology plus one or more laboratory criteria
(Table 2.1) (CDC, 2003).
Non-neuroinvasive Disease
Fever (>100.4°F or 38°C) as reported by the patient or a health-care provider, and
Absence of neuroinvasive disease, and
Absence of a more likely clinical explanation.
Neuroinvasive Disease
Fever (>100.4°F or 38°C) as reported by the patient or a health-care provider, AND
Meningitis, encephalitis, acute flaccid paralysis, or other acute signs of central or peripheral
neurologic dysfunction, as documented by a physician, AND
Absence of a more likely clinical explanation.
Laboratory Criteria
Isolation of virus from, or demonstration of specific viral antigen or nucleic acid in, tissue,
blood, CSF, or other body fluid, OR
Four-fold or greater change in virus-specific quantitative antibody titers in paired sera, OR
Virus-specific IgM antibodies in serum with confirmatory virus-specific neutralizing
antibodies in the same or a later specimen, OR
Virus-specific IgM antibodies in CSF and a negative result for other IgM antibodies in CSF
for arboviruses endemic to the region where exposure occurred, OR
Virus-specific IgM antibodies in CSF or serum.
Table 2.1 CDC's case definition of Non-neuroinvasive Disease and Neuroinvasive
Disease human WNV disease, and laboratory criteria.13
In most cases, WNV infection in humans is asymptomatic, occurring in approximately
80% of those infected. Up to 20% of those infected with the virus develop the NNID
form of the disease known as West Nile fever. The mild febrile illness is characterized
by fever, headaches, fatigue, skin rash, swollen lymph glands and eye pain lasting about
14 days (CDC, 2005). West Nile fever is a notifiable disease, however the number of
cases may be limited by whether persons with the illness seek care, whether laboratory
diagnosis are ordered, and whether the diagnosing physician reports the case to health
authorities.
The NID form of human WNV is a more severe disease that can result in neurological
disorders known as West Nile encephalitis and West Nile meningitis.Approximately 1
in 140 people infected with WNV will develop encephalitis, meningitis, acute flaccid
paralysis, muscle weakness, ataxia, and seizures, which can result in death if left
untreated (CDC, 2005).Out of the 31,414 cases of WNV disease reported to the CDC
between 1999 and 2011, over 42% (13,241) developed NID (CDC, 2012a).
Estimations of potential human WNV cases based on serologic survey indicate that for
every one case of WNV NID disease there are nearly 140 infections and approximately
20% of infected persons develop NNID disease cases (Mostashari et al., 2001). Based
on this data, the CDC estimated that 54,000 persons were infected with WNV in 2009,
of those 10,000 developed NNID disease (CDC, 2010b). Only 334 NNID disease cases
were reported to ArboNet in 2009, representing only 3.3% of the estimated number.14
No treatment is available to cure WNV disease. For severe cases, the treatment regimen
consists of supportive care that involves hospitalization, intravenous fluids, respiratory
support, and prevention of secondary infections.Currently, two clinical trials are
underway to determine the safety and efficacy of two therapeutic drugs to treat WNV
infection (CDC, 2011b).15
CHAPTER 2.3
The Resurgence of West Nile Virus in the State of Arizona
In 2009, ten years after human WNV disease was first recorded in New York, evidence
of the disease was reported in all geographic regions of the continental U.S. with the
highest incidence of WNV NID occurring in the Midwest. By 2010, the epicenter of the
disease moved from the Midwest to the Southwestern region of the U.S. with over 47%
of all cases occurring in California and Arizona (CDC, 2011a). In 2010, of the 1,021
human WNV cases reported in the U.S., 278 occurred in the two states (Figure 2.6).
Figure 2.6 County-level distribution of human WNV disease
in the United States, 2010.
Legend
I Teel Resuin
rifsto PositiveTOResells'
The State of Arizona is composed of 15 counties and bordered by five U.S. states
(California, Nevada, Utah, Colorado and New Mexico) and the country of Mexico to the16
South. Phoenix, the state capital, is located in Maricopa County, and is the largest city
in the state with an estimated 1,445,632 people (U.S. Census Bureau (USCB), 2011a).
Maricopa County is located near the center of the state, and in addition to Phoenix it also
encompasses the metropolitan cities of Mesa, Tempe and Scottsdale (Figure 2.7).
Nearly 60% of the state's population resides in Maricopa County (USCB, 2011b).
Figure 2.7 City borders of Maricopa County, Arizona.
West Nile Virus first appeared in Arizona in 2003 in Cochise County (ADHS, 2011a).
A mosquito sample collected by Cochise County health officials was found to be17
positive for WNV prompting the Arizona Department of Health Services to issue an
emergency order making WNV a reportable disease. In 2004, Arizona experienced the
highest number of human WNV disease cases with 391 reported cases and 16 fatalities
for the year (ADHS, 2011b). From 2005 to 2009, the annual number of human WNV
cases decreased with only 20 cases being reported in 2009 (ADHS, 2011c). In 2010,
Arizona reported the highest number of disease cases in the U.S. with 166 reported cases
(Table 2.2).Of the 166 human WNV cases, 101 developed NID with 14 fatalities
(ADHS, 2011d).
Year Statewide Maricopa County %
2003 13 7 54
2004 391 357 91
2005 113 80 71
2006 150 77 51
2007 97 68 70
2008 114 91 80
2009 20 19 95
2010 166 115 69
2011 69 45 65
Total 1133 859 76
Table 2.2 Human WNV disease cases in Arizona and Maricopa County
from 2003 to 2011.
According to the ADHS, the demographics of those who developed the disease during
the 2010 epidemic ranged from 5-89 years of age, with a median age of 50.5 years.
Gender distribution was similar with 54% of the cases affecting males and 46% in
females (ADHS, 2011d). The racial makeup of those infected with WNV are Whites
(68.07%), Blacks (1.2%), Asian (.60%), American Indian or Native Alaskan (9.04%),18
Other (4.82%), and Unknown (16.27%). American Indians or Native Alaskans were
disproportionately affected by the disease given that American Indians or Native
Alaskans make up only 4.6% of the population in Arizona based on 2010 U.S. census
(USCB, 2011b).The elderly, the young, and those that are immunocompromised
appear to be most at risk of developing neuroinvasive WNV infection, and people over
50 years of age are 10 times more likely to develop NID (ADHS, 2008).
Historically, the majority of the reported human WNV cases occur in Maricopa County
(Table 2.2). From 2003 to 2011, 859 out of the 1,133 reported cases occurred in the
county and most of the cases were centered in the Phoenix and Tucson metropolitan area
(Figure 2.7) (CDC, 2011a).In 2010, Maricopa County reported 115 human WNV
disease cases, of which 69 developed NID and 46 developed NNID (Maricopa County
Department of Public Health [MCDPH], 2011).
Applying the findings from the serological study performed by Mostashari et al. (2001),
it is estimated that 14,140 human WNV infections occurred in Arizona in 2010. Of
those 14,140 WNV infections, over 2,800 developed NNID or West Nile fever.The
ADHS reported only 65 NNID disease cases in 2010, representing approximately 2.6%
of the estimated number. In Maricopa County, it is estimated that 9,660 human WNV
infections occurred and 1,932 developed NNID in 2010 (Table 2.3). Only 46 cases of
NNID were reported in the county, representing only 3.6% of the estimated number.19
Reported Number of Cases Estimated Number of Cases
Infections NNID NID Infections NNID
Maricopa County 115 46 69 9,660 1,932
State of Arizona 166 65 101 14,140 2,828
Table 2.3 Estimated numbers of NNID human WNV disease cases in 2010 in Maricopa
County and Arizona based on the number of reported NID disease cases.
Due to sharp increase in human WNV disease cases in 2010, there is a collaborative
effort by federal,state and county public health agencies to conduct on-going
surveillance of the disease. The ADHS is collaborating with federal agencies including
the CDC, U.S. Department of Agriculture (USDA), the National Parks Service (NPS),
and Indian Health Service (IHS).The ADHS has also extended its surveillance and
prevention efforts to fifteen counties, three cities, over ten tribal nations, three military
instillations, zoos, and universities to combat WNV (Levy, 2010).
The ADHS placed special emphasis in delivering public health education and awareness
campaigns throughout the state and in tribal nations to prevent human WNV disease.
Tribal communities were particularly vulnerable to the disease and data indicated that
American Indians or Native Alaskans were disproportionately affected by WNV
compared to other racial groups.In response, tribal leaders in collaboration with the
University of Arizona and ADHS conducted training modules for tribal personnel on
basic public health preparedness and response, including the prevention of human WNV
disease (Peate & Mullins, 2008).20
CHAPTER 2.4
Best Practices in the Prevention of Human West Nile Virus Disease
The prevention of human WNV disease is often divided into two areas of responsibility:
individual and institutional.Both have different roles and each area consists of a broad
range of activities that can be very effective in reducing the risk of WNV disease.
Prevention methods at the individual or homeowner level are often very simple tasks,
yet are sometimes overlooked.Prior to the mosquito season, VCPs would employ
public health awareness campaigns prior to mosquito season that promote the following
individual responsibilities to control mosquito population and reduce human risk:
Avoid the outdoors during dawn and dusk when mosquitoes are most active.
When outdoors, use long sleeves and pants to reduce exposed skin where
mosquitoes could bite and use insect repellent containing an EPA-registered
active ingredient.
Make sure screens on windows and doors are secure and without holes that
mosquitoes could enter through.
Remove mosquito breeding sites in the property by emptying standing water
from flowerpots, buckets and barrels.
Replace water in birdbaths weekly and change water in pet dishes daily.
Remove old tires or secure them in a covered area where water will not collect
inside the tire.21
Treat non-moving water ponds with pesticides, equip with acoustic larvicide
system, or supply them with mosquito fish that feed on immature mosquito
larvae.
Keep swimming pools maintained by properchlorination and working
equipment.
Clean debris from rain gutters or remove standing water on flat roofs.
In high-risk counties, such as Maricopa County, VCPs or public health agencies have
statutory powers that allow the due process and abatement of mosquito-related public
health nuisances created on both public and private property. For example, VCPs can
enter homes with outdoor swimming pools that have been abandoned or foreclosed and
treat the swimming pool with larvicide.
Institutional prevention methods involve the collaboration between public health
agencies at the federal, state and county levels. Federal and state public health agencies
typically perform the educational campaigns, data collection, and at times, conduct
epidemiological studies in the event of an epidemic.
The VCPs at the county or district level play an integral part in the surveillance and
control of the mosquito population.Commonly referred toas Integrated Pest
Management principles,it combines multidisciplinary methodologies into mosquito
management strategies that are practical and effective to protect public health and the22
environment (CDC, 2003).This concept involves three key areas: surveillance and
population control, source reduction, and community education.
Surveillance
Surveillance of the mosquito population is critical in understanding the overall risk of
WNV to the general population and can provide important data in determining when
VCPs should initiate specific action plans to reduce the risk. Depending on the region of
the U.S. and available resources, surveillance of mosquito populations are performed
seasonally or throughout the year. Surveillance of the mosquito population involves the
capturing of adult and larval mosquitoes, identification of the species, and testing for the
presence of WNV.
A variety of traps are used by VCPs to capture adult mosquitoes. A commonly used trap
is the Carbon Dioxide (CO2) Trap, which is baited with dry ice and used to sample host-
seeking female mosquitoes (Figure 2.8). The CO2 simulates the exhaled respiratory
Figure2.8CarbonDioxideadult
mosquitotrapusedforWNV
surveillance.23
gases of birds and mammals, and mosquitoes attracted to the trap are drawn in through
the top of the trap and forced downward by a fan into the collection net. These traps are
placed near expected mosquito breeding sites and are left overnight. After collection,
mosquitoes are counted and pooled together for testing for WNV and other arboviruses.
Mosquito larval surveillanceis performed by sampling bodies of water where
mosquitoes potentially may have laid their eggs (Figure 2.9).Water bodies could be
permanent or temporary and can be natural or man-made. Because mosquito larvae tend
to stay in shallow water to conserve energy, larval samples are taken collected near the
edge of a water body using a dipper.After collection, the quantity of mosquito larvae is
counted to determine if the water body requires treatment with larvicide to control the
mosquito population.
Figure 2.9 Surveillance of mosquito
larvae in water bodies using a dipper.
Two additional methods of surveillance for WNV commonly used by VCPs are the
testing of dead birds and the use of sentinel chickens. Communities are encouraged to24
report dead birds to VCPs, which are then collected and tested for WNV. Sentinel
chickens are placed at selected sites for an extended period of time and blood samples
from the chicken are tested periodically for WNV. Both surveillance methods have
proven to be an effective early warning system for WNV risk areas (Carney et al., 2011;
Unlu et al., 2009).
Population Control
In the event that larval or adult populations exceed specific threshold levels that pose a
health risk to the public, the VCPs apply chemical control to reduce mosquito
population. Larviciding and adulticiding are two common practices of chemical control
employed by VCPs.
Larviciding is the application of chemicals in water bodies to kill mosquito larvae or
pupae. The objective is to control the immature stages at the breeding habitats and to
maintain populations at levels that minimize the risk of WNV transmission. Larvicides
commonly used by VCPs are Bacillus thuringiensis and methoprene, an insect growth
regulator. Larviciding is typically more effective and target-specific than adulticiding,
but less permanent than source reduction.
Adulticiding is the application of pesticides to kill adult mosquitoes and is often the only
population control strategy to quickly lower the risk of WNV transmission to humans. It
is applied as an ultra-low-volume spray (commonly referred to as fogging) where small25
amounts of insecticides are dispersed by either truck-mounted equipment or from
aircraft (Figure 2.10). To be effective in killing adult mosquitoes, the insecticides must
drift through the habitats where mosquitoes are flying in order to provide optimal
population control. Application should also be timed to coincide with the activity period
of the species of mosquitoes. Organophosphates such as malathion and some natural
pyrethroids are examples of adulticides commonly used by VCPs.
Figure 2.10 Ultra-low volume application of pesticides to
control adult mosquito populations.
Source Reduction
Source reduction or the alteration or elimination of mosquito larval habitat breeding at
the institutional level remains the most effective and economical method of providing
long-term mosquito control in many habitats (CDC, 2003). Water management of
marshes and estuaries, such as rotational flooding are important by eliminating mosquito
oviposition or egg-laying sites. In urban environments, water management practices can26
be applied to storm water retention structures (or storm drain overflow) designed to hold
runoff before it is discharged into groundwater or surface water.Mosquito control
measures should be considered in the design, construction, and maintenance of these
structures.
Community Education
Public health education campaigns are a critical component when employed accordingly
in conjunction with ongoing surveillance programs and source reduction measures in
reducing the risk of human WNV disease. These campaigns are released ahead of time
in anticipation of the mosquito season when the risk of WNV infection is high.The
CDC's "Fight the Bite" campaign is a public health awareness program to prevent WNV
infection that's been adopted by many public health agencies across the country,
including ADHS.The program focuses on educating the public about adopting
commonsense steps to reduce the risk of WNV infection including: avoid mosquito
bites; mosquito-proofing your home; and helping your community by reporting dead
birds to local authorities.27
CHAPTER 2.5
Forecasting Models: A Critical Risk Assessment Tool for the
Prevention of Human West Nile Virus Disease
The quantity of scientific literature on WNV is vast, specifically in the areas of
epidemiology, ecological determinants, and prevention and control.The number of
studies in the area of statistical modeling of human WNV disease is growing, but most
of these studies model either temporal or spatial trends of the disease.Based on my
research, there were limited published studies that incorporated both temporal and
spatial data to develop forecasting models for human WNV disease. To the best of my
knowledge, the spatiotemporal modeling of WNV in Arizona had never been performed.
The lack of scientific interest in modeling human WNV in the region is partly due to the
decreasing incidence rate of disease prior to 2010. In addition, the disease posed a low-
level risk to the public even though the epicenter of the disease was largely focused in
the region.As a result, WNV in Arizona enlisted very little interest from the scientific
and public health community and limited studies were performed. The resurgence of
human WNV disease in Arizona in 2010 brought renewed focus and concern about
human WNV disease in the region.
Forecasting models that can trend the distribution of diseases over space and time based
on historical data may be beneficial for VCPs and public health agencies.Spatio-
temporal models have been used to trend diseases of public health concern, including28
foot and mouth disease in cattle, chronic wasting disease in white-tailed deer and WNV
(Orme-Zavaleta, Jorgensen, D'Ambrosio, Altendorf, & Rossignol, 2006; Branscum et
al. 2008; Osnas et al. 2009).Successful prediction models could identify counties or
regions of high risk for disease, which allows the mobilization and distribution of
limited resources (i.e. financial, manpower, and equipment) to the area.Furthermore,
public health awareness and intervention programs could be deployed in a timely
manner to communities to reduce the risk of disease.Prediction models also allow
VCPs to determine which and when surveillance and population control methods should
be employed.
The economic impact of seasonal human WNV disease epidemic to a community can be
costly.A study by Zohrabian et al. (2004) estimated the cost of the 2002 WNV
epidemic in Louisiana (329 reported cases) to be $20.1 million from June 2002 to
February 2003.This includes an estimated $9 2 million for public health response,
making up 46% of the total cost. The estimated calculated cost is likely underestimated
due to persons with WNV disease that were not identified or reported to a public health
agency.Prediction models could potentially reduce the economic cost of disease
epidemics significantly, especially in times when state budgets are strained due to the
recession.
The prediction models developed in this dissertation could be an alternative in analyzing
disease data presented in space and time, but more importantly the projects will add to29
the current body of knowledge and aid researchers and public health practitioners in
better understanding the distribution of human WNV disease in Arizona.30
CHAPTER 3
BAYESIAN SPATIOTEMPORAL PREDICTION MODEL FOR HUMAN
WEST NILE VIRUS DISEASE IN ARIZONA
CHAPTER 3.1
Methods and Materials
The objectives of this study are to predict the future incidence and to understand the
geographical distribution of human WNV disease by modeling the disease in both space
and time. To the best of my knowledge, no studies have been published in the literature
on the spatiotemporal patterns of human WNV disease in the state of Arizona(Figure
3.1). I hypothesized that a spatial and temporal trend existed in human WNV disease in
Arizona from 2003 to 2011 with counties in the southern region of the state experiencing
more cases of the disease comparative to other regions.
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Figure 3.1 State of Arizona with county borders.31
Understanding the spatiotemporal patterns of human WNV disease is critical for
identifying emerging high-risk areas and the timely deployment of target-specific public
health awareness campaigns and prevention programs. Vector control programs in the
region would benefit by strategic placement of surveillance equipment and personnel,
and the allocation of limited financial and population control resources (i.e. larvicide and
pesticides) (Eisen & Eisen, 2008).
Bayesian Hierarchical Regression Model
There is ongoing interest in the analysis of disease rates over space and time, and the
body of literature in this scientific area is continually growing.Spatiotemporal
modeling has been successful in predicting future incidences of diseases of public health
concern, including vector-borne diseases. Research performed by Barreto et al.(2008)
concluded that dengue fever is clustered in both space and time. For malaria, space-time
permutation scan statistics were incorporated into an early-warning system to detect
local malaria clusters (Coleman etal., 2009).Bayesian approach to space-time
modeling is becoming a popular statistical method in forecasting diseases of public
health concern. The Bayesian methodology has shown to be effective in estimating the
spatiotemporal distributions of wasting disease in deers (Osnas et al., 2009), foot-and-
mouth disease in cattle (Branscum et al., 2008), and identifying the association between
WNV spatial pattern and climatic factors (Wimberly, Hildreth, Boyte, Lindquist, &
Kightlinger, 2008).32
Bayesian hierarchical regression methodology is widely used for complex statistical
problems, especially in spatial epidemiology when the prevalence rate of a disease is
small and the sampling noise is substantial (Elliot, Wakefield, Best, Briggs, 2000;
Lawson, 2006). These models are also useful when heterogeneity of disease rates exists
across a region and spatial or temporal dependence must be considered. Statistical
models that include these effects are difficult or impossible to estimate with traditional
methods such as maximum likelihood. Bayesian hierarchical methodology has proven
successful in estimating parameters of complex models with spatial dependence and can
smooth estimates by barrowing information from neighboring locations (Gelman,
Carlin, Stern, & Rubin, 2004; Best, Richardson, & Thomson, 2005; Christensen,
Johnson, Branscum, & Hanson, 2011).
There are many uses of geographical epidemiology such as the identification of spatial
heterogeneity of disease risk or cluster analysis. These are often constrained to a single
time period, and analyses are carried out retrospectively. However, public health data
are available prospectively in real time and disease registries update their databases
regularly as new cases are reported. For surveillance and disease prevention purposes it
is important to reanalyze data in periodic intervals (Carmen, Rodeiro, & Lawson, 2006),
and sequential data are particularly suitable to Bayesian modeling.The CDC's
ArboNET surveillance program compiles human WNV disease cases that are reported to
the CDC by state public health agencies, and the data are presented as disease maps by
the United States Geological Survey (USGS).If a spatially referenced WNV disease33
outbreak occurs, itis critical that the scientific community investigate the spatial
dynamics of the disease prospectively over time. The outcome from these investigations
will give valuable indications of emerging disease patterns and provide public health
agencies the necessary data to target high-risk areas with prevention campaigns.
Data and Predictive Factors
County-level data on the number of human WNV disease cases in Arizona from January
2003December 2011 was obtained from the USGS's WNV disease maps (USGS,
2012).West Nile Virus is a nationally notifiable infectious disease and state public
health agencies report WNV cases (human, equine, birds, sentinel chickens and
mosquitoes) to ArboNET.While the CDC compiles the numerical data, the USGS
presents the data geographically at the state and county-level. The surveillance maps are
updated regularly as new WNV disease cases are reported to ArboNET.
Predictive factors used in model development include county-level data on the quantity
of WNV positive mosquito samples collected, the number of days with >90 degrees of
Fahrenheit (°F), and the number of days with >.01 inches of precipitation per year.
Since mosquitoes represent the link to human transmission, mosquito infection
prevalence is considered to be the most sensitive marker of human WNV disease risk
(Brownstein, Holford, & Fish, 2004). Data on the quantity of WNV positive mosquitoes
collected from January 2003December 2010 were obtained from the CDC's NCEZID.
Above normal temperature and precipitation can also influence the mosquito population34
and increase the risk of WNV disease due to incidental bites by WNV infected
mosquitoes (Reisen, Fang, & Martinez, 2006; Soverow, Wellnius, Fisman, & Mittleman,
2009). Meteorological data for Arizona was obtained from the National Oceanic and
Atmospheric Administration, National Climatic Data Center (NCDC).
Statistical Modeling and Implementation
Initial review of the data presented a temporal trend in human WNV disease cases that
varied from county to county, therefore a flexible parametric structure was considered
for the longitudinal component of the model. The annual incidence of human WNV
disease in Arizona is low relative to the U.S. population, and it is not uncommon for
some counties to record zero or a relatively small number of human WNV disease cases
for many years.Apache County, located in the northeastern region of Arizona,
experienced only 10 human WNV disease cases from 2003 to 2011, while La Paz
County recorded only 1 human WNV disease case (in 2005) during the same time
period. Graham County averaged approximately 2 WNV disease cases per year from
2003 to 2009, and saw a sharp increase in 2010 with 9 total cases.Maricopa County
recorded the most human WNV disease with 857 cases from 2003 - 2011 (Figure 3.2).
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Figure 3.2 Human WNV cases in Apache, La Paz, Graham and Maricopa Counties, 2003-
2011.35
A Poisson distribution of human WNV is expected due to the low incidence of disease
relative to the general population. Therefore, a Poisson regression model was considered
with the count of human WNV disease cases as the response variable and population
size of the county as an offset.
To model the temporal trend of human WNV disease cases for each county, a stochastic
process was cogitated because of its ability to capture a wide variety of temporal trends.
Other models such as linear time trend and a predictor-only model for all counties was
also considered and compared to the stochastic process.The Deviance Information
Criterion (DIC) will be used as a metric to compare models (Spiegelhalter, Best, Carlin,
& Linde, 2002).The DIC is computed as the expected deviance over the posterior
distribution of the model parameters plus the effective number of parameters in the
model. The model with the lowest DIC was selected from among the candidate models
under consideration.
A Conditional Autoregressive (CAR) process was incorporated into the model to
account for spatial correlation (Besag & Kooperberg, 1995). In the CAR process, spatial
dependence was expressed through random effects that have a distribution with mean
term equal to a function of the neighboring counties' random effects.Neighboring
counties are defined as counties that share a common border.In addition to spatial
dependence between counties, CAR also examines the temporal dependence between the
different realizations.36
The predictive ability of the model was evaluated by fitting data from 20032010 and a
comparison performed between the model-forecasted values and observed human WNv
disease cases in 2011.
Statistical Computation and Visual Representation
The statistical software that was used for the project is an interactive Windows version
of Bayesian Analysis Using Gibbs Sampling (WinBUGS). The WinBUGS program
allowed the analysis of complex statistical models using Markov chain Monte Carlo
(MCMC) simulation techniques(Gilks, Thomas, & Spiegelhalter,1994;Gilks,
Richardson, & Spiegelhalter, 1996). The basic concept behind MCMC was to take a
Bayesian approach and carry out the necessary numeral integrations using simulation.
To aid in the visual representation of human WNV disease based on the chosen model,
ArcGIS, version 10 (Esri, Redlands, California) was used to show the predicted count
and spatial distribution of the disease at the county-level.37
CHAPTER 3.2
Results
The annual number of reported cases of human WNV disease from 2003 to 2011 in
Arizona varied significantly from county to county. Figure 3.3 shows the trellis plots of
the annual number of human WNV cases in each county.
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Figure 3.3 Annual reported cases of human WNV disease from 2003 to 2011 for
each county in Arizona.38
There is significant heterogeneity among the WNV longitudinal trends. For example,
Greenlee County reported zero WNV cases over the 9-year period while other counties
reported decreasing trend (e.g. Maricopa; row 3, column 2 and Mohave; row 3, column
3).Furthermore, the number of reported WNV cases fluctuated in some counties (e.g.
Coconino, row 1, column 2; Cochise, row 1, column 3).Based on these plots, it is
evident that a flexible longitudinal model was required to account for the wide variety of
temporal trends of human WNV disease each county experienced during the time
period.
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Figure 3.4 Annual cases of human WNV disease per capita using 2010 census data.39
Although Maricopa County recorded majority of WNV disease cases from 2003 to
2011, Graham County recorded the highest number of WNV cases per capita for the
same time period with an annual mean of 0.000072 cases per capita (Figure 3.4).
The covariates included in the model analysis were county data on the annual number of
WNV positive mosquito samples collected (Mosquito), the number of days with >90 °F
(Temperature), and the number of days with >.01 inches of rainfall (Precipitation) from
2003 to 2010.
Y(i,j)Poisson(u[i,j])
log(u [i,j]) 180 + b(i) +,8i* Mosquito(i,j) + )82 * Precipitation(i,j) +/33*
Temperature(i,j) + )84* (j1) + )85 * (j,2) + )86 * (j,3) + )87 * (1,4) + )88 *
(,5)+ fl9 * (1,6) + 131o* (1,7) + flu* 0,8)
b(i)car.normal (adj [], weights[], taub)
(1)
Mosquito(i,j), Precipitation(i,j) and Temperature(i,j) indicated the standardized number
of the covariates and were obtained by subtracting the sample mean and divided by the
sample standard deviation. This was done to facilitate the MCMC sampling procedures
used to fit the model. The term b(i) represented the spatial random effect for county i,
where 1=1,2,....,15.The spatial random effect is a normal conditional autoregressive
(car.normal) process, which the spatial correlation of county i is conditional on the
spatial effect of neighboring counties.40
Additional models were also considered including a model with a linear temporal trend
for all counties and a model with only predictor variables as the covariates. The linear
temporal trend and predictor-only models were not selected because of their higher DIC
values compared to the flexible stochastic spatiotemporal model.The complete
WinBugs model syntax with data is located in the Appendix section.
Posterior means, medians, standard deviations and 95% CI for the parameters of the
stochastic spatiotemporal model is provided in Table 3.1.History plots of the MCMC
iterates with 5000 bum-in indicating successful convergence of the model parameters of
the stochastic model are presented in the Appendix section.
Parameters MeanMedian SD 95% CI
flo -0.12 -0.12 0.35 -0.82 to 0.55
ie 1 0.78 0.78 0.10 0.59 to 0.99
/32 0.18 0.18 0.10 -0.02 to 0.38
/83 1.19 1.19 0.27 0.69 to 1.75
P4 -1.53 -1.52 0.35 -2.23 to -0.87
/35 1.17 1.17 0.20 0.77 to 1.57
)86 -0.33 -0.33 0.22 -0.77 to 0.11
)37 0.15 0.15 0.21 -0.25 to 0.56
/38 -0.33 -0.34 0.21 -0.75 to 0.079
/39 -0.29 -0.29 0.22 -0.72 to 0.14
filo -1.92 -1.91 0.29 -2.50 to -1.36
/311 0.14 0.15 0.20 -0.25 to 0.54
0.11 0.10 0.05 .035 to 0.23
Table 3.1 Posterior means, medians, standard deviations, and 95%
credible intervals for the stochastic spatiotemporal model parameters.
As expected, counties with large quantities of WNV positive mosquito samples collected
and experienced more days with >90 °F experienced more human WNV disease cases
relative to counties with smaller quantities of WNV positive mosquito samples and
experienced less days with >90° annually.Counties that experienced more days with41
>.01 inches of rainfall also experienced more cases of human WNV disease compared to
counties that experienced less rain.Arizona experiences very limited precipitation
throughout much of the year, particularly during the summer months when mosquitoes
are most active.
The main goal of the analysis is to quantify the trend in the mean number of human
WNV disease cases, ,u(i,j).Figure 3.5 plots the model-based estimates and their 95%
credible interval for ,u(i,j) for all counties in Arizona.The estimated means were
obtained by fitting model (1) to the spatiotemporal data from 2003 to 2011, and then
estimating ,u(i,j). These estimates demonstrated that the stochastic spatiotemporal model
can account for the heterogeneity of temporal trends in human WNV disease across
counties.
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Figure 3.5 Model projections of the mean number of human WNV disease cases for
all counties in Arizona from 2003 to 2011. The solid blue lines correspond to the
model estimated mean and the dashed lines represent the 95% credible interval. The
red open circles correspond to observed data.42
Figure 3.6 displays the geographical distribution of the model estimated mean number of
human WNV cases in Arizona in 2003 and 2011.Overall, there is very little to no
change in trend in the occurrence of the disease in most of the counties, particularly in
northern and central regions of Arizona, with the exception of Mohave County who
projected an increasing trend.Counties in the central region (La Paz, Gila, and
Yavapai), and Maricopa County where majority of cases occur in the state, did not
experience a change in disease cases. In the southern region of the state, two counties
(Pinal and Pima) presented an increasing trend of the disease, while Graham and Yuma
Counties saw an opposite trend.Cochise and Santa Cruz Counties, which borders
Mexico to the South, did not see any change in human WNV disease cases.
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Figure 3.6 Geographical distribution of the model estimated mean number of human
WNV cases in Arizona, (a) 2003 and (b) 2011.43
The predictive ability of the spatiotemporal stochastic model is also investigated by
fitting data from 2003 to 2010, and then predicting the number of human WNV disease
cases for each county in 2011.Table 3.2 shows the model predicted human WNV
disease cases and the 95% credible intervals for all counties.
Counties Reported Predicted95% Upper and Lower Limit
Apache 1 0 0 and 3
Cochise 0 1 0 and 4
Coconino 0 0 0 and 3
Gila 0 1 0 and 5
Greenlee 0 0 0 and 2
Graham 0 6 1 and 14
La Paz 0 0 0 and 1
Maricopa 43 26 5 and 71
Mohave 0 2 Oand 6
Navajo 1 0 0 and 1
Pima 19 15 5 and 34
Pinal 1 9 3 and 18
Santa Cruz 1 0 0 and 3
Yavapai 1 0 0 and 2
Yuma 0 0 0 and 2
Table 3.2 Reported and model predicted number of human WNV disease
cases with 95% upper and lower limits for all fifteen counties in Arizona.
The predicted values were obtained by fitting the model to the data from
2003 to 2010 and then predicting the values for 2011.
La Paz County reported 1 human WNV disease from 2003 to 2010, and both the
reported and predicted value for 2011 was 0 with a 95% upper limit of 1. The temporal
trend in Graham County fluctuated from lower to higher values with an increasing trend
from 2003 to 2010. The reported and predicted WNV cases in 2011 for Graham County
was 0 and 6, respectively with a 95% upper limit of 14.Maricopa County, which
reports the majority of the reported WNV disease in Arizona, experienced a decreasing44
temporal trend from 2003 to 2010 and the model predicted value for 2011 was 26
(reported value was 43) with a 95% upper limit of 71.Overall, the stochastic
spatiotemporal model successfully predicted human WNV disease cases (comparative to
the reported cases) within the 95% credible intervals.
The spatial random effect, b (i),is a latent variable that represents the propensity of
county i to experience higher or lower occurrence of WNV with respect to the model-
based average. That is, it is a measure of risk for county i to experience human WNV
disease cases and encapsulates predictors not accounted for by the spatiotemporal
stochastic model. Figure 3.7 shows the quantiles of spatial random effects for all
counties. The counties presenting the greatest risk of disease in terms of their b(i) values
were Coconino, Apache and Pima Counties. The lowest ranked counties were Greenlee,
La Paz, Santa Cruz, and Yuma Counties.
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county-level spatial random effects, b(i).45
Additional models were also considered by fitting the data into a linear temporal trend
and predictor-only models (refer to the Appendix for the model syntax).The linear
temporal trend and predictor-only models had DIC values of 1081 and 1006,
respectively. The stochastic spatiotemporal model was chosen because it had the lowest
DIC value of 657.46
CHAPTER 3.3
Discussion and Conclusion
Thischapterdiscussestheresultsof theBayesiananalysisof county-level
spatiotemporal data on human WNV disease cases from 2003 to 2011 in Arizona.
Arizona was the only state in the U.S. to experience an increase in the annual number of
human WNV disease in 2011. A stochastic spatiotemporal model was presented that
effectively predicted WNV cases and identified future high-risk areas for the disease.
Such a model could assist local and state agencies in initializing public health awareness
campaigns and vector control activities to prevent the disease in the communities they
serve.Additional findings from this study includes the following: the assessment of
predictive factors for human WNV disease; the increasing trend of WNV disease in
Mohave, Pima and Pinal Counties; and the identification of counties with increased
spatial risk for WNV.
The finding that counties experience more days with >90 °F, >.01inches of
precipitation, and collect larger quantities of WNV positive mosquito samples annually
should be considered when developing prediction models for WNV that are dependent
on climactic factors for distribution.Increased temperature reduces the availability of
water sources where female mosquitoes can deposit their eggs resulting with increased
incidental contact between mosquitoes infected with WNV and their hosts (Shaman et
al. 2005).Sampling of adult mosquito population for viral presence is a common47
practice for vector control programs and is considered a cost-effective measure in
determining the risk for human disease transmission.
The 9-year trend of increasing human WNV disease in the Mohave, Pinal, and Pima
Counties could be attributable to the increase in human population between 2000 and
2010 putting more people at risk for the disease.During this time period, Mohave
County's population increased by 29.1%, from 155,032 to 200,186 and Pima County's
population increased by 16.2% to 980,263 persons.Pinal County saw a significant
increase in its population during the same time period, experiencing a 109% increase
from 179,727 to 375,770 persons (USCB, 2012).The increase in population puts more
people at risk of the disease, requiring public health agencies and vector control
programs to be vigilant in their WNV prevention efforts including public awareness
campaigns, treatment of water bodies, and a mechanism for communities to report
mosquito problems in order to reduce the overall risk of disease transmission.
Calculation of the model estimated mean number of human WNVcases per capita
presented differential levels of risk for select counties comparative to the model
estimated case counts from 2003 to 2010.Using 2010 U.S. census data, Maricopa
County had the highest model-predicted number of WNV cases in 2011, but hada low
WNV cases per capita (second quantile; 0.000010.000008) compared to other
counties that presented low-level case counts. Counties such as Graham, Gila, and Pinal
Counties with predicted values less than 12 case counts for 2011 presented the highest48
predicted disease per capita (fourth quantile; 0.0000170.000457). Overall, county-
level population density was an important factor when determining the risk of WNV
disease transmission in humans and should be considered for future model development.
The propensity of counties to present an increased risk for human WNV disease based
on spatial random effect, b(i), is attributable to a wide variety of factors not accounted
for by the spatiotemporal model (Figure 3.7). As expected with spatially correlated data,
counties that reported zero to low numbers of WNV cases (e.g. La Paz County) and
bordered by counties with similar low counts exhibited a lowered b(i) value.Similarly,
counties that experienced high case counts (e.g. Maricopa County) would increase the
risk of disease to bordering counties such as Pima County.
The Bayesian statistical analysis used in this project was successful in modeling
spatiotemporal data of human WNV disease cases in Arizona. Due to the heterogeneity
of temporal patterns observed throughout thestate,a flexiblestructure in the
longitudinal component of the model was necessary.In addition, the spatiotemporal
model was able to account for the spatial relationships at the county-level and predictor
variables could be included into the analysis.
The modeling approach used in this study is applicable to a broadrange of topics,
specifically for data presented in both space and time.The stochastic model can
characterize the spatiotemporal occurrence of disease, identify high-riskareas, and49
predict future cases of disease. With increased emphasis on fiscal responsibility at all
levels of government, such a model could assist public health agencies andvector
control programs determine when and where to conduct community education and
prevention efforts necessary to reduce the burden of disease.
In summary, results from the analysis of county-level human WNV disease data in
Arizona partly supports the hypothesis that an increasing spatiotemporal trend of disease
existed in counties in the southern region of the state between 2003 and 2011. Counties
in the northern and central region of the state saw little tono change in disease cases
during the same time period.The Bayesian hierarchical stochastic regression model
identified counties with the propensity for human WNV disease.The model
development process used in this study is applicable to predicting temporal and spatial
counts of disease, particularly for diseases that present a wide range of distribution and
risk factors such as human WNV.50
CHAPTER 4
TEMPORAL PREDICTION MODEL FOR HUMAN WEST NILE VIRUS
DISEASE IN MARICOPA COUNTY, ARIZONA
CHAPTER 4.1
Methods and Materials
This study endeavored to develop a temporal model to forecast future incidence of
human WNV disease in Maricopa County, Arizona. From when the first case of the
disease was diagnosed in the state in 2003 to 2011, 76% (859 cases out of 1133) of all
human WNV disease cases in the state occurred in Maricopa County.The monthly
human WNV data from 2003 to 2011 presented an overall decreasing trend of disease
and based on this data, I hypothesized that the disease trend will continue to decrease for
2012. Furthermore, this study will feature the Time Series Forecasting System (TSFS)
component of SAS as an effective model development and analytical tool for non-
stationary temporal data.
The economic impact of the WNV disease to Maricopa County is substantial and the
public health response could cost nearly $10 million for a seasonal epidemic (Zohrabian
et al., 2004).Due to the depressed economic condition in the county, future cases of
human WNV disease could further strain the already limited financial resources.
Therefore, it is important to consider forecasting models as a public health prevention
and risk assessment tool.51
The SARIMA model is a forecasting process designed for analyzing time-series data
with a seasonal element (Box & Jenkins, 1976). The body of knowledge on SARIMA
modeling is large and its application in modeling diseases of public health concern has
grown over the last decade. The review of literature indicates that no studies have been
published that forecast human WNV disease using a temporal model at the state or
county-level in the study area. Given that the epicenter of the disease is located in the
Southwest of the U.S. provides additional support in the need to develop forecasting
models that focus on the region. A successful forecasting model could benefit county
public health agencies and VCPs in mobilizing prevention programs prior to the start of
the mosquito season, thereby preventing human loss and reducing the economic impact
of human WNV disease.
Seasonal Autoregressive Integrated Moving Average Model
The SARIMA model is an extension of the Autoregressive Integrated Moving Average
(ARIMA) model developed by George Box and Gwilym Jenkins in the mid 1970s. The
model has historically been used by economists, specifically in the area of econometrics
to analyze time-series data of important economic indicators such as the quarterly
unemployment rate and the stock market (Montgomer, Zarnowitz, Tsay, & Tiao, 1998;
Chen, 1997). More recently it has been used by other scientific fields including public
health to assess the correlation between excess mortality and seasonal influenza, and the
forecasting of mosquito-borne diseases such as WNV, malaria and Ross River virus52
(Reichert, et al., 2004; Tong, Bi, Donald, & McMichael, 2002; Abeku et al., 2004; Hu,
Tong, Mengersen, & Oldenburg, 2006; Trawinski, & Mackay, 2008).
Time-series data is any sequence of observations ordered by time, such as weekly,
monthly or annual observations. Most time-series patterns can be described in terms of
two basic classes of components: trend and seasonality.Trends represent a general
systematic linear or non-linear component that change over time, and does not repeat.
Seasonality is similar to trends, but differs in that it repeats itself in systematic intervals
over time.
The SARIMA model is a common methodological approach to analyzing non-stationary
time-series data that contain both non-seasonal and seasonal components (Box &
Jenkins, 1976). The model is defined as (p,d,q)(P,D,Q)s; the (p,d,q) represent thenon-
seasonal component of the model, the (P,D,Q), denotes the seasonal component, and the
s value indicates the length of the seasonal period. In total, the model is composed of
six parameters: p and P represent the autoregressive parameters, d and D represent the
order-of-differencing, and q and Q represent the moving average parameters.The
autoregressive parameters (p and P) is a function of prior observations in the time-series,
while moving average parameters (q and Q) is a function of past errors from prior
observations in the time-series. The order-of-differencing (d and D) parameters indicate
the number of correlated observations that must be removed in order to make the time-
series stationary in regards to its mean and variance.53
Data
Data on the monthly incidence of human WNV disease for Maricopa County, Arizona
was obtained from the CDC's, National Center for Emerging and Zoonotic Infectious
Diseases (NCEZID), Division of Vector-Borne Diseases from January 2003 to
December 2012.The monthly count of disease cases from 2003 to 2011 was used as
the predictor variable to forecast future monthly incidence of disease for 2012.
Statistical Computation
The SARIMA model development is a three-step process: first, identification of the
order-of-differencing; second, estimation of the autoregressive and moving average
parameters; third, forecasting and validation of new values based on the model
parameters (Figure 4.1).
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Figure 4.1 Three-step process of the SARIMA model development.
One of the requirements for proper SARIMA modeling is that the time-series must be
stationary in regards toits mean and variance (Box & Jenkins, 1976).In the
identification step, the number of correlated observations to be removed or differenced54
in the time-series was determined in order to achieve stationarity. The estimation step
requires the assessment of the autoregressive and moving average parameters of the
stationary time-series. One of the advantages of the SARIMA model is that it penalizes
the model fit when the parameters are over-estimated.In the forecasting step, new
values were generated based on the parameters of the model along with confidence
intervals.The new values are then compared to actual observations to validate the
model.
A selection of SARIMA models with different parameter values was compared. The
selection of the model was dependent on the model's Root Means Square Error (RMSE)
value. Root Mean Square Error measures the predictive ability of a model and a lower
RMSE translates to a better model in terms of forecasting. The reported human WNV
disease count from January 2012 to December 2012 was used to validate the model by
comparing the forecasted values to observed values.
All statistical analyses and model development was performed using Statistical Analysis
Software (SAS), version 9.3 (SAS Institute, Inc., Cary, North Carolina).55
CHAPTER 4.2
Results
Maricopa County is located in the central region of Arizona and is the most populous
county in the state. From 2003 to 2011, 76% (859 out of 1133 cases) of all reported
human WNV disease cases in Arizona occurred in Maricopa County (USGS, 2012).
West Nile Virus is a seasonal mosquito-borne disease in Arizona with the season
occurring between the months of May and November. Figure 4.2 presents the temporal
pattern of monthly human WNV cases from January 2003 to December 2011 with
majority of the cases occurring during the months of August and September.
The first case of human WNV disease in Maricopa County was documented in 2003 and
during that first year nine cases were recorded with 1 fatality (CDC, 2011a). In 2004,
the number of human WNV disease increased significantly with 347 total cases
recorded. Of the 347 cases, 247 occurred earlier in the mosquito season during the
months of June and July. From 2004 to 2009, the overall temporal trend of the disease
saw a decreasing trend in Maricopa County, then increasing sharply in 2010. Due to the
significant departure in the number of human WNV cases reported during the 2003 and
2004 seasons compared to the proceeding years, data from 2003 to 2004 were excluded
from the model development.56
Figure 4.2 Time-series plot of monthly reported human WNV disease cases in Maricopa
County, Arizona from January 2003 to December 2011.
Model Development - Identification Step
Using the Time Series Viewer in SAS, the graph of the non-stationary time-series data is
displayed to determine if a trend and seasonality existed (refer to the Appendix for the
model development steps with screen shots).To determine the order-of-differencing
needed to make the series stationary in regards toits mean and variance, the
Autocorrelation Function (ACF) plot of the time-series data was reviewed and analyzed.
Evaluation of the ACF plot indicated correlations at both non-seasonal lag (lags 0 and 1)
and seasonal lag (lags 0, 12, and 24).Figure 4.3 shows the ACF plot of the first 36
observations of the temporal data with the degree of correlation.The correlations
indicated that the time-series is not stationary and will require 1-order of differencing at
the non-seasonal lag and 1-order of differencing at the seasonal lags. It is recommended57
(Box & Jenkins, 1976) that no more than 2-orders of total differencing (non-seasonal
and seasonal lag combined) be used for model development.Over differencing will
penalize the model and will result with the model failing to fit the data. The seasonal
period for the time series is 12 months (s=12).
Figure 4.3 Autocorrelation Function plot of the first 36 observations in the time-series
data of human WNV disease in Maricopa County using the Time Series Viewer in
SAS.
Review of the white noise and stationarity tests (Figure 4.4) after differencing at the
non-seasonal and seasonal lags indicated that thereis high probability that the
differenced time-series has achieved stochasticity (White Noise Test with >99%
Probability) and stationarity (Unit Root Tests and Seasonal Root Tests with >99.9%
Probability).58
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Figure 4.4 White Noise Tests, Unit Root Tests, and Seasonal Root Tests for random
error and stationarity with a total of 2-orders of differencing (1 at the non-seasonal
and seasonal lags).
Model DevelopmentEstimation Step
Estimation of the autoregressive and moving average parameters (p,q) and (P,Q) of the
stationary time-series required diagnostic statistics of candidate models and calculation
of the RMSE value. Review of the ACF and Partial Autocorrelation Function (PACF)
plots of the differenced time-series assisted in determining whether an autoregressive or
moving average parameters would benefit the model.The ACF and PACF plots
displayed a sharp cutoff after lag 0, and the autocorrelation at lags 1 (non-seasonal) and
12 (seasonal) are both negative, which is indicative of a moving average model (Figure
4.5).59
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Figure 4.5 Autocorrelation Function and Partial Autocorrelation Function
plots of the first 36 observations of the differenced time-series.
The sharp cutoff at lags1 and 12 identified the quantity of the moving average
parameters of SARIMA model (0,1,1)x(0,1,1)12 with a seasonality of 12 months.
Additional SARIMA models were alsodeveloped and analyzed including an
autoregressive model (1,1,0)x(1,1,0)12, a combination model of autoregressive at the
non-seasonal lag and moving average at the seasonal lag (1,1,0)x(0,1,1)12, a model with
a total of 3-orders of differencing (0,1,1)x(0,2,1)12, and a linear time trend model.
Of the five models tested, the model based on diagnostic tests and the lowest RMSE
value (RMSE = 8.3332) was SARIMA model (0,1,1)x(0,1,1)12.The SARIMA model
contained the following parameters: 1 non-seasonal moving average, 1 seasonal moving60
average, and a total of 2-orders of differencing (1 at the non-seasonal lag and 1at
seasonal lag) with a seasonality of 12 months. Table 4.1 presents the RMSE and the
parameter estimates based on conditional least squares estimation for SARIMA model
(0,1,1)x(0,1,1)12.
Model Parameters EstimateStandard
Error T valueProb > IT(
Moving average, Lag 1 0.6361 0.0911 6.9849 < .0001
Moving average, Lag 12 0.5564 0.1277 4.3581 < .0001
Model variance, 62 69.2184
RMSE 8.3332
Table 4.1 Parameter estimates and RMSE of SARIMA model (0,1,1)x(0,1,1)12.
The diagnostic statistics indicated SARIMA model (0,1,1)x(0,1,1)12 fits the time-series
data well (Figure 4.6). With the exception of the 2010 season, the seasonal pattern in
the number of WNV disease is captured effectively within the 95%upper credible
interval of the model when comparing model-estimated values to observedcases. The
moving average parameter estimates for q (Lag 1) and Q (Lag 12) are 0.6361 and
0.5564, respectively and both parameters have significant t values.Furthermore, the
tests for residual white noise indicated that the residuals are uncorrelated.
Model DevelopmentForecasting & Validation
The SARIMA (0,1,1)x(0,1,1)12 model's forecasting capability is validated using the
Time Series Forecasting System after the parameters have been established in the
estimation step.The model adequately tracked the empirical data and successfully61
forecasted monthly human WNV cases in 2012 within the 95% upper credible interval
(Figure 4.6).Table 4.4 presents the observed cases, model predicted values and their
95% upper credible limit.
SARIMA(0,1,1)x(0,1,1)12
Model predicted Upper 95% CI Observed Cases
Figure 4.6 Forecasting and validation of SARIMA model (0,1,1)x(0,1,1)12. The red
line represents the observed values and the blue line indicates the model predicted
values. The dashed line is the 95% upper credible interval of the model predicted
values.
Month/Year Observed Predicted 95% UL
Jan 2012 0 0 13
Feb 2012 0 0 14
Mar 2012 0 0 15
Apr 2012 0 0 16
May 2012 2 0 17
Jun 2012 4 2 23
Jul 2012 10 18 39
Aug 2012 33 13 36
Sep 2012 9 11 34
Oct 2012 0 1 36
Nov 2012 0 0 22
Dec 2012 0 0 22
Table 4.2 Observed and model predicted counts of monthly human WNV in
Maricopa County with 95% upper credible limitThe 2012 predicted values
were obtained by fitting the SARIMA model (0,1,1)x(0,1,1)12 to 2003-2011
data.62
CHAPTER 4.3
Discussion and Conclusion
This section discusses the results of the temporal prediction model of human WNV
disease in Maricopa County, Arizona. Using historical data of monthly reported WNV
cases from 2005 to 2011, a SARIMAmodel was developed using the Time Series
Forecasting System of SAS to predict monthly case counts for 2012. Seasonal ARIMA
model (0,1,1)x(0,1,1)12 successfully predicted 2012 monthly case counts withinthe 95%
upper credible intervals.Additional temporal models considered in the study are
presented and the future trend of the disease in Maricopa County based on the model's
predictive inference is discussed.
Four additional models were developed, but were not chosen due to their higher RMSE
value or inability to fit the time-series data.Table 4.3 presents a list of the models
considered and their RMSE value.
Model no. Models RMSE
1 SARIMA (0,1,1)x(0,1,1)12 8.3332
2 SARIMA (1,1,0)x(0,1,1)12 8.8072
2 SARIMA (1,1,0)x(1,1,0)12 9.1351
4 Linear time-trend 10.3399
5 SARIMA (0,1,1)x(0,2,1)12 N/A
Table 4.3 Models developed with their RMSE value using the Time
Series Forecasting Viewer in SAS.63
Figure 4.7 presents the forecasts of the other models considered in the study. Seasonal
ARIMA model (1,1,0)x(0,1,1)12, which combines an autoregressive parameter at the
non-seasonal lag and moving average parameter at the seasonal lag had the second
lowest RMSE value (8.8072) and had a significantly high 95% upper interval.The
forecast for the autoregressive SARIMA model (1,1,0)x(1,1,0)12 with an RMSE value of
9.1351 had a similar outcome in regards to model fit when compared to SARIMA
(0,1,1)x(0,1,1)12. The linear time-trend model had the highest RMSE value (10.3399) of
all the models considered, and as expected the model did not capture the seasonal
pattern of WNV.
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Figure 4.7 Model forecast of monthly human WNV disease cases of SARIMA
(0,1,1)x(0,1,1)12, (1,1,0)x(0,1,1)12, (1,1,0)x(1,1,0)12, and linear time-trend model.64
Seasonal ARIMA model (0,1,1)x(0,2,1)12 was considered due to correlation at the
seasonal lags 12 and 24 based on the ACF plot, but the attempt to make the series
stationary with 2-orders of differencing at the seasonal lag resulted in the model being
penalized and failing to fit the data (Figure 4.7),.
Seasonal ARIMA model (0,1,1)x(0,1,1)12 was selected overall because of its low RMSE
value. The model adequately tracked the seasonal changes of human WNV cases from
2006 to 2009 and 2011, but was not successful in capturing the seasonal change in
disease cases during the 2010 seasonal (Table 4.4).In July 2010, the model predicted
only 14 cases (42 observed cases) with a 95% upper credible limit of 30.
Month Observed casesModel predicted cases95% upper credible limit
Jan 0 0 10
Feb 0 0 12
Mar 0 0 13
Apr 0 0 14
May 0 0 15
Jun 17 1 17
Jul 42 14 30
Aug 20 28 45
Sep 28 31 47
Oct 8 18 34
Nov 1 17 24
Dec 0 4 20
Table 4.4 Observed and model predicted cases for 2010 with 95% upper credible
limit for SARIMA model (0,1,1)x(0,1,1)12.65
The SARIMA model's inability to track the July 2010 disease trend is primarily due to a
shift in disease cases occurring earlier in the season during in June and July. Prior to the
2010 season, majority of disease cases were occurring during the months of August and
September. Furthermore, a bimodal effect in true disease cases was observed during the
2009 and 2010 season that was not observed in prior years, which the model was not
able to account for.
Based on the 24-month forecast of SARIMA (0,1,1)x(0,1,1)12, the model is projecting a
modest decrease in trend of human WNV diseasein Maricopa County (Figure 4.8).
This is consistent with the overall trend of observed cases from 2010 to 2012.To
improve the model's forecasting accuracy, it is recommended that observed cases of
WNV disease be incorporated into the time-series as data becomes available.
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Figure 4.8 24-month forecast of SARIMA model (0,1,1)x(0,1,1)12 presenting a
decreasing trend of human WNV disease in Maricopa County, Arizona.66
In summary, the analysis of monthly human WNV disease data supported the hypothesis
that a decreasing trend of disease is projected for Maricopa County, Arizona. Seasonal
ARIMA (0,1,1,)x(0,1,1)12 successfully modeled observed case within the 95% upper
credible interval for the 2012 season. Although the primary goals of this study was to
develop a forecasting model for WNV and provide an alternative process in analyzing
non-stationary temporal data, the study was also able to present the efficiency of the
TSFS in SAS. The software's ease of use and menu-based front-end functionality is an
attractive method and should be considered when analyzing non-stationary time-series
data.67
CHAPTER 5
THE ECONOMY, CLIMATE CHANGE AND HUMAN WEST NILE VIRUS
DISEASE IN ARIZONA: THE MAKING OF THE PERFECT STORM
CHAPTER 5.1
Methods and Materials
It is largely unknown why Arizona experienced such a significant rise in human WNV
disease cases in 2010 with 166 cases reported compared to the 20 cases the previous
year. Most of the cases occurred in Maricopa County with 19 and 115 reported cases in
2009 and 2010, respectively. The ADHS in conjunction with the CDC, USDA and IHS
are currently performing investigations to identify potential explanations for the sharp
increase in disease cases. The ADHS is attempting to quantify the prevalence rate of
select species of mosquitoes infected with WNV, while the USDA is focused on
identifying which avian host is most susceptible to the virus (Levy, 2010). These studies
are essential, but are limited because they are exclusively focused on understanding the
vector-pathogen-host relationship and how they may have contributed to the resurgence
of the disease.It is important that a more integrated approach be considered by also
looking into the environmental, ecological, and economic factors such as regional
climate change, population dynamics, and home foreclosures. This exploratory analysis
conducted an in-depth analysis of these elements and identified how these factors
interplayed to create the perfect storm that resulted in the resurgence of human WNV
disease in Arizona in 2010.68
Climate Variability
The U.S. Global Change Research Program (USGCRP) concluded in their 2009 report
that global climate change will have great implications on the distribution of vector-
borne diseases, including WNV (Karl, Melillo, & Peterson, 2009).The changing
climatic conditions such as increasing temperature, precipitation, and extreme weather
conditions changes the life cycle and geographical distribution of animals and insects
that spread diseases.The regional distribution of mosquitoes is highly dependent on
regional climate variability and geographic characteristics, as both play important roles
in disease transmission cycles (Tong et al., 2002; Hu et al., 2004).Precipitation and
temperature are two important weather factors that can affect the distribution and
amplification of mosquito populations. A study by Takeda et al. (2003) found that
above average precipitation levels have been associated with mosquito outbreaks, which
in turn can cause an increase in animal and human WNV cases.
County-level meteorological data was retrieved from the NCDC, specifically from
weather satellitesin the Phoenix Metropolitan Area (PMA).Precipitation and
temperature records from 2009 and 2010 was analyzed and compared to historical
averages to identify if significant departures occurred that might have contributed to the
increased transmission of human WNV disease.69
Population Dynamics
In the global scale, population growth combined with urbanization can significantly
influence the geographic expansion of mosquito-borne diseases (Lemon et al., 2008).
As the human population grows, the demand for housing also increases resulting with
human encroachment into habitats that favor mosquito breeding. Population growth also
increases the potential breeding areas in private dwellings (i.e. old tires, ornamental
ponds, and swimming pools) that could amplify mosquito populations. As communities
continue to grow, the need for comprehensive mosquito control management programs
will also increase.
Human population data from the USCB was analyzed to determine the role of Arizona's
population growth and density in the resurgence of human WNV disease. The state of
Arizona continues to be a popular destination for many people largely because of its
warm and consistent climate throughout the year.Particularly for retirees and for 65
years of age and older who are more susceptible to developing the more serious form of
WNV disease (West Nile meningitis and encephalitis).Arizona had the 2nd highest
population growth in the U.S. experiencing a 24% increase in population between 2000
and 2010 (USCB, 2011c). Maricopa County, where majority of WNV diseaseoccur in
the state, also experienced population growth further burdening the already densely
populated county (Figure 5.1).70
Percentage Change
-- Percentage
50 0 or more
25to 49.9
10 0 to 24.9
00 to 99
99 to 0 0
Zi Less than 9.9
Comparable data
rot availatle
U S change 9 7 percent
Figure 5.1 County-level percent changes in population in the
U.S., 2000-2010.
Economic Recession and Foreclosures
The sustained economic downturn in the regionmay have played an important role in
increasing the risk of human WNV disease during the 2010 epidemic. Thedeclining
home prices over the past couple of years coupled with the rising unemploymentrate
resulted in foreclosure rates in Arizona twice that of the nationalaverage, and majority
of the foreclosure activity was occurring in Maricopa County(Bontrager, 2009).
Arizona has the largest number of swimming poolsper capita compared to other states.
The large number of swimming pools combined with the high foreclosurerates resulted
in numerous recreational pools being neglectedor abandoned putting communities at
risk of the human WNV disease.71
The Maricopa County Environmental Services Department (MCESD) refers to these
swimming pools as "green pools" and is the ideal habitat for mosquito breeding (Figure
5.2).
Figure 5.2 Abandoned or neglected swimming pool or "green
pool".
Economic data from the U.S. Bureau of Labor Statistics (USBLS) was accessed to
provide an understanding of the overall economic conditions including unemployment
and foreclosure rates in Maricopa County during 2009 and 2010.
The number of green pools in the PMA was estimated using historical satellite images
from Google Earth, Version 6.2 (Google Inc., Mountain View, California, 94043). The
PMA is divided into one-square mile quadrants and estimation of the green poolswas
performed using a simple random sample without replacement (SRSWOR). Knowing72
the number of green pools in the area may help betterprepare public health practitioners
and VCPs in preventing future cases of human WNV disease.
I hypothesized that during the 2010 season, Maricopa County experienceda departure
from the 30-year average in rainfall and temperature for the region, and presented
greater quantity of green pools due to home foreclosures compared to the 2009season.
Furthermore, cities that experienced significant population growth between 2000 and
2010 will have a higher propensity for human WNV disease compared to cities thatsaw
limited population growth.73
CHAPTER 5.2
Results
Climate Variability
Increased precipitation and temperature are two important meteorological variables that
can impact the geographical distribution and influence the amplification of mosquito
population. Meteorological data from 2009 and 2010 were retrieved from the NCDC for
Maricopa County to determine if any significant variance from 30-year historical
averages were observed that may have contributed to the 2010 WNV epidemic. A
representative sample of weather stations located within the vicinity of PMA was
selected to provide a snap shot of climate conditions during 2009 and 2010 (Figure 5.3).
The name, identification number, and location of the weather stations used in the
analysis are presented in Table 5.1.
Figure 5.3 Geographical
locations of 5 weather stations
within the Phoenix
Metropolitan Area vicinity.74
Name Identification no. Location
East Mesa USC00028499 Lat: 33.383 Lon: 111.967
Litchfield Park USC00024977 Lat: 33.499 Lon: 112.363
Phoenix Sky Harbor AirportUSW00023183 Lat: 33.428 Lon: 112.004
Tempe ASU USC00028499 Lat: 33.383 Lon: 111.967
Youngtown USC00029634 Lat: 33.595 Lon: 112.301
Table 5.1 Names, identification number and location of weather stations used for the
analysis of climate variability in the Phoenix Metropolitan Area.
In 2009 and 2010, the Phoenix Metropolitan Area had an average annual temperature of
73.6°F and 72.8°F, respectively.These average temperatures were not significantly
different from than the 30-year average (1981-2010) for the region, which was 72.6°F
(NCDC, 2012). The amount of precipitation and the number of days with rainfall in the
PMA during 2009 and 2010 saw significant departure from the 30-year average (Table
5.2).In 2009, the average rainfall for the area was only 4.2 inches, a departure of -5.2
inches from the 30-year average of 9.41 inches. For that same year, it rained only 13
days compared to the 30-year average of 19 days.In 2010, the PMA recorded an
average rainfall of 12.0 inches, a difference of +2.6 inches from the 30-year average.
During that same year, a total of 25 days with precipitation was observed, a difference of
+6 days compared to the 30-year average.
2009 201030-year average (1981-2010)
Average temperature (°F) 73.6 72.8 72.6
Average precipitation (inches) 4.2 12.0 9.4
Days with precipitation 13 26 20
Table 5.2 Average annual temperature and precipitation, and the number of days
with rainfall in 2009 and 2010 compared to the 30-year average for the Phoenix
Metropolitan Area.75
Population Dynamics
The Western U.S. continues to be a popular destination for many people, especially for
those over 65 years of age. Between 2000 and 2010, Arizona's population increased by
24.6%, from 5,130,632 to 6,392,017.The 65 years of age and older population
experienced a 32% increase in population during the same period, from 667,839 to
881,831 (UCSB, 2011e).Maricopa County experienced a similar population growth
(24%), from 3,072,149 in 2000 to 3,817,117 in 2010 and further exacerbating the
population density.Maricopa County covers 9,200 square miles and is the 3rd most
densely populated county in the U.S. increasing from 333.9 persons per square mile in
2000 to 414.9 in 2010 (Table 5.3).
2000 2010 Difference
Total population 3,072,149 3,817,117 + 744,968
Persons per square mile 333.9 414.9 + 81.0
Table 5.3 Change in total population and density in Maricopa County between
2000 and 2010.
Economic Recession and Foreclosures
The U.S. economic recession that began in 2007 combined with the housing bubble
affected many parts of the United States, particularly the state of Arizona.In the
beginning of 2009, the unemployment rate in Arizona was 8.3% and by March 2010 it
has reached the highest point at 10.8%, 1.2% above the national rate of 9.6% (USBLS,
2012).Maricopa County, where 60% of the population in the state resides, also
experienced a similar increase in annual unemployment rate for the same time period.76
The annual unemployment rate in 2010 increased to 9.6% from 9.1% in the previous
year, and January 2010 recorded the highest unemployment rate with 10.4% (USBLS,
2012). As the unemployment rate increased so did the number of foreclosed homes in
the county resulting in many green pools. Once the chlorine used to chemically treat
swimming pools dissipated and organic material accumulated, these green pools became
perfect breeding ground for the Cx. species mosquitoes, which prefer water bodies with
high organic content for oviposition.
Most of home foreclosures occurred in the PMA with estimates as high as 1 in 21
housing units in the area was under foreclosure action. By the end of 2010, foreclosures
represented 39% of all single-family home transactions (foreclosures and resales), up
from 36% the previous year (Butler, 2011). The total number of single-family home
foreclosed in the Phoenix area in 2010 was 41,625, which represents 4.1% of all single-
family homes in the county.
Using historical images in Google Earth from September 2009 and September 2010, the
number of green pools in the PMA was estimated. A 621-square mile area around
Phoenix and encompassing the cities of Scottsdale, Mesa, Gilbert, Peoria, Tempe,
Glendale and Guadalupe was identified and sectioned into 1-square mile quadrants
(N=621) (Figure 5.4).77
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Figure5.4 Google Earth image of Phoenix Metropolitan Area
subdivided into one-square mile quadrants, N=621.
A sample of 83 quadrants (n=83) was randomly chosen and the number of green pools
was visually counted. Green pools were identified by their dark coloration comparative
to the light-blue coloration of a maintained swimming pool (Figure 5.5). The number of
green pools in the PMA in September 2009 was estimated at 12,780 (12,141-13,419)
with a margin of error of ±5%, compared to the estimated 13,662 (1297914,245)
green pools in September 2010 (Table 5.4).
September2009 September2010
Green Pools 12,780 13,662
Average per square mile 21 23
Table 5.4 Total and average count of green pools per square mile in the
Phoenix Metropolitan area in September 2009 and 2010.79
CHAPTER 5.3
Discussion and Conclusion
This chapter discusses the results of the exploratory analysis of regional economic
conditions, climate variability and population dynamics that may have contributed to the
2010 WNV epidemic in Maricopa County, Arizona. Furthermore, the potential use of
Goggle Earth as an analytical tool to estimate and identify green pools in communities
by VCPs is presented.
Majority of human WNV cases during the 2010 epidemic occurred at the Eastern side of
Maricopa County in the cities of Mesa, Gilbert, and Chandler (Levy, 2010).Figure 5.6
presents the geographical locations of disease cases from June to September 2010 and
the change in city population between 2000 and 2010.
Figure 5.6 Population change in the cities of Mesa, Gilbert and Chandler between 2000
and 2010, and geographical distributions of human WNV cases in 2010 with outbreaks
occurring mostly in Eastern Maricopa (red dot indicate September cases and black dots
indicate cases from previous months).80
The cities of Mesa, Gilbert and Chandler all experienced population growth well above
the county average of 24%, particularly in Gilbert and Chandler who observed an 89.6%
and 33.7% increase, respectively. The increase in population means more people were
at risk of being bitten by mosquitoes and potentially developing WNV disease.The
population increase in the last decade influenced the growth of housing developments in
the region.As the number of homes increase, so does the number of unintended
breeding sites (i.e. tires, ornamental water structures, swimming pools, sewage drains,
etc.) that are commonly found in urban and suburban settings.Homeowners often
overlook their role in the overall strategy in preventing WNV disease by removing
potential mosquito breeding sites around their residence. As the population continues to
grow in the region, public health agencies should anticipate the increased risk of disease
and employ prevention programs that will educate the public about human WNV
disease.Particularly for those 65 years of age and older who are more susceptible to
developing the more serious form of the disease - West Nile meningitis and encephalitis.
Maricopa County experienced above-average precipitation (12.0 in.) in 2010 than the
previous year when compared to the 30-year average (9.4in.)for the region.
Furthermore, the number of days it rained in 2010 (26 days) was above the historical
average (20 days), and substantially more than the number of days it rained in 2009.
Increased precipitation can amplify mosquito populations resulting with increased
probability of incidental contact with birds, animals and humans. Although Arizona
receives very little rain throughout much of the year, the state does experience81
rainstorms or "monsoons" during the hot summer months between June and September.
These summer rainstorms coincide with the mosquito season and provide the
precipitation necessary to create water bodies where female mosquitoes can lay their
eggs.Thisisparticularly beneficial for Cx.quinquefasciatus (Southern house
mosquito), who thrive in urban landscape and their larvae are commonly found in water
containing high organic matter (Carpenter and LaCasse, 1955).
The occurrence of extreme weather conditions including hotter temperatures and
increase heavy precipitation are expected to increase in the near future.Public health
agencies, particularly VCPs in Arizona should be attentive when increased precipitation
is forecasted for the region.Increased mosquito sampling and testing for WNV
infectivity should be warranted to determine the vector capability in transmitting the
disease.
There is strong indication that green pools contributed to the 2010 WNV epidemic
primarily as a mechanism for the amplification of Cx. mosquito population.Results
from the simple random sample, the average count of green pools per one-square mile
area during 2009 and 2010 was estimated to be 21 and 23, respectively.Although the
increase of two green pools per square mile may not be a significant increase, just one
green pool in a one-square mile block is enough to facilitate the amplification of
mosquito populations placing entire communities at risk. Review of the data shows that82
in 2010, the number of mosquito samples infected with WNV in Maricopa County was
185, a three-fold increase from the previous year of 55 samples (USGS, 2012).
The Maricopa County Environmental Services Department, Vector Control Division
investigates possible green pools that are reported by people in the communities.In
2009, MCESD investigated 10,463 green pools in Maricopa County, nearly 1,500 more
than the following year (Table 5.5) (MCESD, 2010).This data is inconsistent with
simple random sample estimates of green pools in the PMA, which showed an increase
in the number of green pools in 2010 potentially contributing to the increase in WNV
cases.
Green pools 2009 2010
Investigated 10,463 9,002
Treated 3,002 2,888
Table 5.5 Green pools investigated and treated by MCESD in
2009 and 2010.
The decrease in the number of green pools reported by communities in 2010 suggests
that the relatively low count of WNV cases in 2009 may have lowered the community's
perception of the risk for disease. This perception may have contributed to people not
reporting potential green pools and individuals not making the necessary behavioral
changes (i.e. staying indoors during dusk or using mosquito repellant when outdoors) to
lower the risk of disease transmission. The number of green pools investigated in 200983
(10,463) as a result of people from the community reporting potential sites was
significantly more than the following year (Table 5.5).
The use of satellite images as a tool to identify green pools in communities is a
promising technology that is now being utilized by MCESD (Figure 5.7).As green
pools are reported to MCESD, the address or neighborhood can be viewed and a
decision can be made whether an investigation and treatment is warranted. The aerial
images allow the measurement of the green pool and determine the quantity of larvicide
needed to effectively treat the green pool.
Figure 5.7 Use of satellite images
to identify potential green pools in
a community.
In summary, the results of the exploratory analysis on climate variability, population
dynamics, and economic conditions in Maricopa County indicated that each played an
important role in the 2010 WNV epidemic.The population growth in the region
between 2000 and 2010 placed more people at risk, especially in the Northeast section84
of the county. The above-average annual precipitation in 2010 may have created more
temporary water bodies necessary for mosquito oviposition in Maricopa's urban
landscape. More importantly, the high home foreclosure rates in the county resulted
with many neglected swimming pools or green pools inducing the amplification of
mosquito populations and putting many communities atrisk for WNV.The
combination of all three factors interplayed creating the perfect storm that promoted the
resurgence of human WNV in Maricopa County, Arizona.85
CHAPTER 6
SUMMARY AND CONCLUSION
This chapter summarizes the findings from the three studies of the dissertation and
presents the strengths and limitations within each study. Furthermore, recommendations
for future studies will also be presented that can further our scientific knowledge about
human WNV disease.
In the first study, a spatiotemporal stochastic regression model was developed using
Bayesian principles that included WNV positive mosquito samples, precipitation, and
temperature as covariates in the model. The model had the lowest DIC value compared
to other models and it successfully calculated the annual mean cases of disease from
2003 to 2011 at the county-level. The model was also successful in predicting future
cases of disease in 2011 by fitting historical data from 2003 to 2010. The model-based
inference identified counties in the southern region of Arizona of having an elevated
propensity for disease compared to counties in the northern region. While Maricopa
County continues to experience the majority of human WNV disease cases in Arizona,
counties that border Maricopa County are expected to experience higher rates of disease
per capita.As populations continue to increase in these counties, public health
prevention programs must also expand to reduce the risk of disease transmission to
communities.86
In the second study, a SARIMA model was developed by fitting historical monthly
incidence of human WNV disease in Maricopa County from 2005 to 2011 to predict
disease cases in 2012.Seasonal ARIMA model (0,1,1)x(0,1,1)12 presented the best
predictive ability compared to other models because of its low RMSE value and ability
to capture the trend and seasonality of the temporal data.Model-based inference
indicates a decrease trend of disease in Maricopa County in the future plausibly due to
the comprehensive and continued WNV awareness campaign currently employed by the
county public health department.
In the third study, the exploratory analysis presented a unique environment that
stimulated the amplification of mosquito population in Maricopa County during the
2010 epidemic. During the summer of 2010, the Phoenix Metropolitan area experienced
more precipitation, increased home foreclosure activity resulting in more greenpools,
and observed a significant population increase between 2000 and 2010. The
combination of these factors increased the probability of incidental contact between
mosquitoes infected with WNV and humans resulting in increased disease cases in 2010
compared to the previous year. Furthermore, due to the relatively low number of cases
during the 2009 season, it's plausible that the overall perception of risk for WNV
transmission for those individuals living within Maricopa County may have been
lowered the following year.This may have encouraged individuals from taking the
necessary behavioral modifications (i.e. avoiding outdoor activities duringdawn or87
dusk, etc.) to reduce their risk of disease transmission resulting in more people
developing human WNV disease.88
CHAPTER 6.1
Strengths and Limitations
Strengths
The statistical methodology used in the first two studies of this dissertation can be
applied to a wide variety of diseases or topics of public health concern. Furthermore,
the methodology provided an alternative process in analyzing data presented in spatial
and temporal forms, and identified geographical and temporal trends of disease. This is
particularly beneficial for public health agencies and VCPs by allowing them to allocate
limited resources to high-risk areas.
To the best of my knowledge, no scientific studies have been published to model
spatiotemporal trends of human WNV diseasein Arizona.Inaddition, no
comprehensive analysis had ever been done that identify economical and environmental
factors that may have contributed to the 2010 WNV epidemic in Maricopa County. The
findings in this dissertation could assist the scientific community in improving our
understanding of human WNV disease and add to the current body of knowledge about
the disease.
Limitations
The predictive ability of the spatiotemporal regression model developed in the first study
would be improved by including population as a predictor variable in the model.89
Findings from this dissertation indicated that human population in Arizona played an
important role in the overall increased risk of disease for many counties. For the second
study, a spatiotemporal model would be a better alternative than a time-series model by
providing a geographical distribution of human WNV disease. Due to confidentiality
concerns geocoding of monthly disease cases in Maricopa County were not provided.
Identification of green pools using Google Earth aerial imagery is subjective and can
result in misidentification. This may have been due to images that were not very clear
or swimming pools with bottoms that were intentionally painted dark green. To reduce
misidentification, green pools that were questionable due to poor image quality were not
counted.
Information regarding the distribution and population of host birds could provide
important information in understanding their role in the amplification of WNV in the
region.Current studies on the vector-host-pathogen relationship for WNV in Arizona
are ongoing and results are pending.Results from these studies combined with the
findings in this dissertation could improve our understanding of the 2010 WNV
epidemic.90
CHAPTER 6.2
Opportunities for Future Research
The use of aerial imagery to identify green pools does have its disadvantages, such as
the misidentification of potential green pools due to poor image quality or swimming
pool bottoms intentionally painted dark green.The application of remote sensing to
identify green pools would be a viable alternative for future studies in addressing the
subjectivity and misidentification of green pools and other potential water bodies.
This dissertation provided evidence on how regional economic conditions can have a
significant effect on the epidemiology of human WNV disease in Arizona.The
recession and economic decline that began in 2007 had a negative impact on state and
county budgets throughout the state.As a result, public service programs including
public health and vector control programs were underfunded limiting their ability to
conduct comprehensive prevention programs. Future research is recommended to
understand the relationship between budget reductions in public health programs and
human WNV disease in Arizona.91
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CHAPTER 8
APPENDICES
Appendix A: Win Bugs Model Syntax and MCMC Iterates
The following Win Bugs code presents the syntax of the stochastic spatiotemporal
regression model.The syntax includes the three standardized covariates (mosqstar,
precstar and tempstar). The variables n indicates the number of counties and j indicates
the number of sampling years.
model
{
for(i in 1:n){
for(j in 1:9){
mosqstar[i,j] <- (mosq[i,j]mean(mosq[,j])) /sd(mosq[,j])
precstar[i,j] <- (prec[i,j] - mean(prec[,j]))/sd(prec[,j])
tempstar[i,j] <- (temp[i,j]mean(tempr,j1))/sd(temp[,j1)
y[i,j]dpois(mu[i,j])
log(mu[i,j]) <- beta() + b[i] + betal * mosqstar[i,j] + beta2 *
precstar[i,j] + beta3 * temp star [i,j] + beta4 * equal s (j ,1) +
beta5*equals(j,2) + beta6*equals(j,3) + beta7*equals(j,4) +
beta8*equals(j,5) + beta9*equals(j,6) +beta10*equals(j,7) +
betal 1 *equals(j,8)
}
}
b[1:n]car.normal(adj[], weights[], num[], taub)
for(k in 1:sumNumNeigh){
weights[k] <- 1
}
beta0dnorm(0,0.01)
betaldnorm(0,0.01)
beta2dnorm(0,0.01)
beta3dnorm(0,0.01)
beta4dnorm(0,0.01)
b eta5dnorm(0,0.01)
beta6dnorm(0,0.01)106
beta?dnorm(0,0.01)
beta8dnorm(0,0.01)
beta9dnorm(0,0.01)
betal0dnorm(0,0.01)
betal 1 - dnorm(0,0.01)
taubdgamma(0.5,0.0005)
}
list(beta0=0, betal=0, beta2=0, beta3=0, beta4=0, beta5=0, beta6=0, beta7=0,
beta8=0, beta9=0, betal0=0, betal l =0, taub=1,
b =c (0,0,0,0,0,0,0,0,0,0,0,0,0,0,0)
list(n=15,
num=c(3,4,4,6,3,7,4,6,3,4,6,4,2,5,3),
adj=c(
10,6,5,
13,11,6,5,
14,10,9,4,
14,12,10,8,6,3,
6,2,1,
12,11,10,5,4,2,1,
15,14,9,8,
15,14,12,11,7,4,
14,7,3,
6,4,3,1,
15,13,12,8,6,2,
11,8,6,4,
11,2,
9,8,7,4,3,
11,8,7),
sumNumNeigh=64
y[,1] y[,2] y[,3] y[,4]y[,5]y[,6]y[,7]y[,8] y[,9] mosq[,1] mosq[,2] mosq[,3]
mosq[,4] mosq[,5] mosq[,6] mosq[,7] mosq[,8] mosq[,9] prec[,1] prec[,2] prec[,3]
prec[,4] prec[,51 prec[,6] prec[,7] prec[,8] prec[,9] temp[,1] temp[,2] temp[,3]
temp[,4] temp[,5] temp[,6] temp[,7] temp[,8] temp[,9]
0 5 1 1 1 0 0 1 1 1 8 1
1 1 0 0 1 0 2 2 2 2 3
2 1 3 1 39 27 31 32 31 26 28
23 32
01 1 2 0 0 0 2 0 8 6 1
2 0 0 0 2 0 2 2 2 3 4
4 2 4 2 98 74 79 69 50 64 73
75 81107
0 0 0 1 2 0 1 2 0 1 0 0
1 2 0 1 2 1 3 4 4 2 3
3 2 6 3 47 33 30 34 39 33 32
31 32
21 0 1 1 2 0 9 0 4 1 0
1 1 2 0 9 0 4 4 5 1 6
5 3 7 2 11392 101 99 108 93 78
93 98
0 0 0 0 0 0 0 0 0 2 0 0
0 0 0 0 0 0 1 2 2 2 4
2 0 2 0 144 113 114108 117 100 125
116 136
2 4 2 0 3 5 0 8 0 26 4 2
0 3 5 0 9 0 0 0 0 1 1
1 0 1 1 144 121 135 127 136 114 136
127 133
0 0 1 0 0 0 0 0 0 2 14 1
0 0 0 0 0 1 1 3 2 1 1
1 1 1 1 159 170 150 158 172 160 158
141 147
7 35780 77 68 91 19 11543 26 10280
77 68 91 19 116 110 3 2 3 2 2
2 1 3 1 157 164 149147 165 156 154
145 111
0 5 3 2 1 0 0 1 0 0 5 3
2 1 0 0 0 1 1 4 2 1 2
1 1 2 2 122 113 102 126 132125 125
120 116
01 0 0 0 0 0 0 1 0 12 0
0 0 0 0 1 3 1 2 1 2 3
2 1 4 1 57 42 43 43 53 44 42
46 47
2 7 16 47 15 13 0 10 19 7 29 16
47 15 13 0 12 11 3 2 2 3 2
2 1 2 1 140 134 134 135 147 132 149
140 149
0 8 7 18 6 3 0 15 1 8 9 7
18 6 3 0 15 12 1 1 2 2 2
2 1 2 1 175 181 172 165 186 165 171
160 166
0 0 0 1 0 0 0 0 1 0 0 0
1 0 0 0 0 0 1 2 2 4 2
3 3 5 2 10990 89 81 83 75 109
89 112108
01 1 0 0 0 0 0 1 3 15 1
0 0 0 0 0 0 4 4 4 2 3
3 2 4 2 10187 76 86 98 90 87
84 94
01 1 0 0 0 0 0 0 38 44 1
0 0 0 0 0 9 1 2 1 0 1
1 1 2 1 174184164169187182 163
154164
END
History plots of 5001-50,000 MCVC iterates with 5000 burn-in indicatinga successful
convergence of the parameters in the stochastic model.
1 A
0.0 12
1.0
ae
-2.0 54-
JAt 26000 40 40601
0.75 az . 2.0
1.0,
0.0 4 GO-
500' t
eer-,c,
400 5
.125
20000
ne-e104
40002
2_5
-2.D
.3.0
41.0
5!&1
besab
20205
:eV?...
406430 6001 255.0
uw
40520
0G- 1.5°
C5' 1.0
0_0 0.5
-0.5 0.0
-1_0 2.6
294.0
aeraVon
40000 5001 20000
iteration
40000
befael Ds...
1.0 1_0
0.5 0.5
0.0
0.5
5001 20000
itaret.n
40000 51441 20000
ile.rat*n
40000
lysta10 . 9
0_6
o.e
-1.0 0.0
20000 40000 0001 2Mg0 40000
1 ter,V1 1144..n109
The linear-time trend (2) and predictor-only (3) models considered in Project 3.1 Bayesian
Spatiotemporal Prediction Model for Human WNV Disease in Arizona. Both models were not
chosen because of their higher DIC values.
{
for(i in 1:n){
for(j in 1:9)1
mosqstar[i,j] <- (mosq[i,j] -
mean(mosq[,j]))/sd(mosq[,j1)
precstar[i,j] <- (prec[i,j]mean(prec[,j])) /sd(prec[,j])
tempstar[i,j] <- (temp[i,j] - mean(temp[,j]))/sd(temp[j])
y[i,j]dpois(mu[i,j])
log(mu[i,j]) <- beta() + b[i] + betal * mosqstar[i,j] +
beta2 * precstar[i,j] + beta3 * tempstar[i,j] + beta4*j
}
}
b[1:n]car.normal(adj[], weights[], num[], taub)
for(k in 1:sumNumNeigh){
weights[k] <- 1
model
{
for(i in 1:n){
for(j in 1:9){
mosqstar[i,j] <- (mosq[i,j]
mean(mosq[,j]))/sd(mosq[,j])
precstar[i,j] <- (prec[i,j] - mean(prec[,j]))/sd(prec[j])
tempstar[i,j] <- (temp[i,j]mean(tempkj1))/sd(temp[,j])
y[i,j]dpois(mu[i,j])
log(mu[i,j]) <- beta0 + b[i] + betal * mosqstar[i,j] +
beta2 * precstar[i,j] + beta3 * tempstar[i,j]
}
}
b[1:n]car.normal(adj[], weights[], num[], taub)
for(k in 1:sumNumNeigh){
weights[k] <- 1
(2)
(3)110
Appendix B: SARIMA Model Development Step Using the Time Series
Forecasting System in SAS
Model development steps of SARIMA model (0,1,1)x(0,1,1)12 with screen shots using
the Time Series Forecasting System functionality of SAS.
STEP 1: Identification of the order of differencing (d) and (D)
STEP 1-1
Using the Solutions tab on the
Main Menu, open the Analysis
option and click on the Time
Series Viewer.
STEP 1-2
In the Series Selection window,
identify the time series data to
view, the time series variable to
analyze,andthetimeID
variable.The time ID variable
is the time interval.In this
study the time ID is Months.
Whencomplete,clickon
"Graph"STEP 1-3
In the Series Selection window,
identify the time series data to
view, the time series variable to
analyze,andthetimeID
variable.
The time ID variable is the time
interval between observations.
In this study the time ID is
Months. When complete, click
on "Graph".
The graph of the time-series data
willbedisplayedandtrends
and/or seasonality related to the
data can be visually identified.
111STEP 1-4
Click on the correlaton box (2nd
box from top) to view the ACF,
PACF and Inverse ACF plots.
Review of theAutocorrelation
Function plot indicate correlations
between lags 0 and 1 at the non-
seasonal lag and correlation at the
1st and 2nd seasonal lag.
Identification of thecorrelated
lags will determine if differencing
is required to make a stationary
time-series.
STEP 1-5
Click on the non-seasonal and
seasonaldifferencingiconsto
view the change in ACF plots to
detetining if stationarity in the
timeseriesisachievedafter
differencing.
It is recommended that no more
than 2 orders of differencing is
used during model development.
112STEP 2: Estimation of the autoregressive and moving average parameters
STEP 2-1
Using the Solutions tab on the
Main Menu, open the Analysis
option and click on the Time
Series Forecasting System.
STEP 2-2
In the Data Selection windown,
identify the time series data set
to analyze and the time ID. The
time ID variableisthe time
interval.
Click on OK when complete.
STEP 2-3
OntheDevelopModels
window,highlightthetime
series variable to analyze.
Click OK.
113STEP 2-4
OntheDevelopModels
window, select the date range
for model fitting and forecasting
range.
Rightclickon the Develop
Models windown and highlight
the Fit Arima Model option.
STEP 2-5
Input the value of the order of
differencing (d, D) identified in
Step 1, and the autoregressive
(p,P) and the moving average
(q, Q) parameters at the non-
seasonal and seasonal lags.
Click OK when complete.
The developed SARIMA model
will be highlighted along with
RMSE value of the model.
114
Repeat steps 2-4 and 2-5to
developadditionalSARIMA
models with different parameter
values.STEP 3: Forecasting with SARIMA models
STEP 3-1
OntheDevelopModels
window, highlight the SARIMA
model.
Rightclick on the Develop
Models window and choose the
View Forecast option.
Thegraphofthemodel
predictedvaluesofthe
SARIMA modelispresented
along with their 95% credible
intervals.
The model predicted values can
be observed by choosing the
(bottom icon)
STEP 3-2
Viewthemodelparameter
estimates and statistics of fit by
clicking on the (4th icon from
top)intheModelViewer
window.
115STEP 3-3
Viewthemodelparameter
estimates and statistics of fit by
clicking on the (4th icon from
top)intheModelViewer
window.
116