In [1] and [2] we demonstrated how Pascal-like triangles arose from the probabilities associated with the various outcomes of a particular game (see Definition I below). It was also shown that they could be considered as generalisations of Pascal's triangle. In this article we show how Fibonaccilike sequences arise from our Pascal-like triangles, and demonstrate the existence of simple relationships between these Fibonacci-like sequences and the Fibonacci sequence itself.
where "C, is the binomial coefficient denoting the number of combinations of r objects from n objects.
Proof There are nCm arrangements of n cards, all of which are white except for m of them, which are red. The game ends in the y th round if a red card is in the yth place and the other m -1 red cards are positioned after the yth place. There are n -YCm _ 1 ways of arranging the cards in this way so n-YCm _ 1 gives us the number of ways that the game can end in the yth round. enumerates all possible arrangements of the n cards that would lead to fJv losing the game.
(1) U(p, n, 1, v) = Ln-;+pJ = La..rJ + 1. (1), (2) and (3) see Lemma 2 in [1] . Results (4) and (5) are obvious from the definition of U (p, n, m, v) .
Lemma 2: Proof See Theorem 2 of [1] . It is well known that the sum of the nth row of Pascal's triangle is 2
n •
The horizontal rows of our Pascal-like triangles also sum to interesting sequences, as is shown below:
Example 2: With ak denoting the sum of the k th row of Figure I , we have a, = 1, az = 2, a3 = 5, a4 = 10, as = 21, and so on. It would appear that this sequence may be generated recursively by { I ifn 0 (mod2),
Definition 3: For any positive integers n, p and v such that v " p, we
We need two further Lemmas in order to prove some properties of the
Lemma 3: For any positive integers p, n, m and v such that v " p -I and
Proof Result (I) follows directly from Definition 2, while (2) follows from Lemma 2(1). 
Proof By Lemma 2 U (P, n + I, n + 1, v) 
Olfn-v+I,;:,O(modp)
For integers p and q we use mod (q, p) to denote the non-negative residue of q divided by p.
Theorem 3: For natural numbers p, v and n such that v " p
Proof We proceed by induction on n. When n
where we have used the result mod (I -v, p) =
Next we suppose that the theorem is true for n = k and show that this implies its truth for n = k + 1. We shall use Lemma 4 to calculate Ap,v (k + 1), so we need to know the value of mod (k -v + 1, p). 
Thus, by (2) of Lemma 4 we know that
Therefore, by (I) of Lemma 4,
thereby completing the proof of the theorem.
The sequences Ap,v . However, for p ;;. 7, these sequences appear not to have been registered and might therefore be new. We now show, by way of an example, how Ap,v (n) can arise in our game:
Example 3: Let p = 2 and n = 6, but suppose that m is not known, Thus m could be 1,2,3,4,5 or 6. There are two ways to calculate the probability that 0, loses. Either (I) Each value of m from 1 to n is equally likely, so that
. In this case the probability that e I loses IS F(2,6,1,1)
We assume that each of the 2
It is well known that the sum of the numbers on certain diagonals of Pascal's triangle give Fibonacci numbers. The sums of the numbers on diagonals of our triangles do in fact give rise to Fibonacci-like sequences. On considering Figure 1 , for example, we may obtain the sequence bl = I, b 2 = 1, b3 = 2 + 1 = 3, b4 = 2 + 2 = 4, bs = 3 + 4 + 1 = 8, b6 = 3 + 6 + 3 = 12, b7 = 4 + 9 + 7 + 1 = 21, and so on. Figure 1 is reproduced as Figure 2 below, with the highlighted diagonal giving rise to It would appear that the rule of this sequence is given by
Our aim now is to generalise the above.
Definition 4: For positive integers p, n and v such that v " p,
Lemma 5: For any positive integer v > I then
Proof In order to prove (I) we have 
For k = 1, 2, .. , , t2 + 1, by Lemma 3(1) the kth terms in each of the above sums are equal. Thus if n is even (so that tl = t2) we have
On the other hand, if n is odd (so that t1 = t2 + 1) we need to calculate the last term (i.e. the (tl + l)th term) in the expression for Bp,v (n). When n is odd, we have tl = !(n -1) and thus, by Lemma 2(4),
In order to prove (2) we just need to use Lemma 2 in conjunction with Definition 4.
Proof First let us suppose that n -v = pk for some positive integer k.
completing the proof.
Proof From Definition 4 we have
and
where
If n is even then tl = t: = t) + 1. By Theorem 2 we have, for Thus the sum of the second to the (tl + 1) th term of(3) is equal to the sum of the second to the (t, + 1) th term of (4) added to the sum of the first to the tl th term of (5), and we are just left with the task of comparing the first terms of (3) and (4), The first term of (3) is U (p, n, 1, v) , and the first term of (4) is U (p, n -1, 1, v). Thus, by Lemma 2(1),
and hence by Lemma 6 the theorem is proved in this case.
Next suppose that n is odd, so that tl = t2 + 1 = t] + 1. By Theorem 2 we have, for k = 1,2, ... , t2,
, and hence the sum of the second to the (t2 + l}th term of(3) is equal to the sum of the second to the (t2 + l)th term of (4) added to the first to the t] th term of (5). So in this case we need to compare the first and (t, + l)th = (t2 + l)th terms of (3), the first term of (4) and the (t] + l)th term of (5).
By Lemma 2,
Since n is odd we know that tl = !(n -1) and ti = t] = !(n -3).
Therefore n -tl = tl + 1 and n -2 -t] = t] + 1, and hence, by Lemmas 2(3) and 2(4), we have
and the proof is complete on using Lemma 6 once again.
The relation between Bp,v(n) and the Fibonacci sequence F (n)
Example 3: By Lemma 5 it suffices to consider just the case v = 1. Here we compare the Fibonacci sequence F(n) with Bp,1(n) for p = 2,3,4: 
= F(2n + 1)2 -1,
where n is a positive integer. For a proof of the above see [4] . From these formulae we obtain the following:
we know of no simple relationship between Bp,l (n) and F(n). k = 0,1,2,3.
Extending the game
The game described in Definition 1 ends as soon as a player draws a red card from the box. We can extend the game to a second stage by continuing with the remaining p -1 players and n -1 cards in the box (m -1 of which are red), As soon as a player loses in the second stage, the remaining p -2 players can begin the third stage, and so on. The game continues until h players have lost. If h = 1 the game is the same as that given by Definition 1. If h = p -1 then there will be one overall winner (subject to the other parameters allowing this to occur). 
13-, and
where the upper limits in the above sums are given by
1,-
= tl = ts or t2 + 1 = t) = t) so that (6) gives, for It is clear that either t2 z = 0,1,2, ... , t2,
V(n+ I-v-pz,m)= V(n-v-pz,m)+ V(n-v-pz,m-I). (11)
If t2 = tl then (8), (9), (10) and (11) (8) is equal to the t, th term of (10). If t2
this we obtain n-v-p(t,
and n+ I-v-p(ll
This, in conjunction with (7) and (11), gives 
as required.
Remarks
(1) It is well known that the conditions (6) and (7) are satisfied by the binomial coefficients ncm, so we may think of the above theorem as a way of generalising these numbers. nC m Since nCm is the total number of arrangements of n cards, all of which are white except for m of them, which are red, we see that The following theorem provides a result for the special case h = 2. Example 5: In Figure 4 we see a Pascal-like triangle produced by the list {W(3, n, m, {I,2}; n = 2,3, ... ,6 andm = 2,3, ... , n} arranged as shown in Figure 3 . By Theorem 7, Definition 2 and the comment after Definition 5 we have 
