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A BSTRACT

In this thesis we present a system for detection of events in video. First we propose a multiview
approach to automatically detect, track, and consistently label heads, hands, and other objects
across cameras (zooms). Next a number of features are developed which are used by the machine
learning process for event detection. Finally, we demonstrate a new machine learning paradigm,
TemporalBoost, that can recognize events in video. One aspect of any machine learning algorithm
is in the feature set used. The approach taken here is to build a large set of activity features, though
TemporalBoost itself can work with all feature spaces used by other boosting algorithms. We
also show how multiple levels of zoom can cooperate and complement each other to help solve
problems related to activity recognition.

Tracking and Labeling Head and Hands: To perform activity recognition the system must be
able to detect and recognize heads and hands in the scene. Our method relies on a standard face
detector to find the head. A color model of the found head region is built online. We can find
the hands using the color model, since they are similarly colored. There can be spurious regions
marked as hand regions, so a multiview constraint is introduced to reduce false positives. We track
these regions using mean shift. Detecting and tracking objects in time and consistently labeling
these objects across zoom levels are two necessary tasks for such activity recognition. Thus, we
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provide a novel method that is able to determine the consistent labeling of arbitrary tracks across
multiple zoom levels.

Features for Adaboost: We provide a rich set of features (weak classifiers) that are able to
distinguish between various actions. The type of features we create fall into three categories:
Multizoom features, temporal features, and frame-wise features. We go over all the features in
more detail in the relevant chapters, and here we summarize a small subset of them. Three features
that we present use multiple zooms simultaneously in cases in which a single zoom might not have
been sufficient. The features developed are: 1) segmenting an object in the hand 2) determining
number of hands in head region 3) localizing the hand in facial region. These features have in
common the use of the epipolar geometry and use of multiple observations coming from different
sources to improve results. Another temporal/framewise feature that we develop has the ability to
segment the hand against complex or cluttered backgrounds. Solving the problem of segmenting
the hand over cluttered backgrounds such as the face is essential for many problems in the domain
of computer vision such as, Human Computer Interaction (HCI), surveillance, and virtual reality
(i.e., augmented desks). The similar colors and texture of the hand and face make the problem
particularly challenging. Our method is based on the underlying concept of an image force field.
In this representation each individual image location consists of a vector value which is a nonlinear
combination of the remaining pixels in the image. We introduce and develop a novel physicsbased feature that is able to measure regional structure in the image thus avoiding the problem of
local pixel-based analysis, which breaks down under our conditions. The regional image structure
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changes in the occluded region during occlusion, while elsewhere the regional structure remains
relatively constant. We model the regional image structure at all image locations over time using
a Mixture of Gaussians (MoG) to detect the occluded region in the image. We have tested the
method on a number of sequences demonstrating the versatility of the proposed approach.

Machine Learning for Activity Recognition:

We also propose a new boosting paradigm to

achieve detection of events in video. Previous boosting paradigms in vision focus on single frame
detection and do not scale to video events. Thus new concepts need to be introduced to address
questions such as determining if an event has occurred, localizing the event, handling the same action performed at different speeds, incorporating previous classifier responses into the current decision, using temporal consistency of data to aid detection and recognition. The proposed method
has the capability to improve weak classifiers by allowing them to use previous history in evaluating the current frame. A learning mechanism built into the boosting paradigm is also given which
allows event level decisions to be made. These two contributions make extensive use of temporal
continuity of video at both the weak classifier and detector levels, respectively. This is contrasted
with previous work in boosting which uses limited higher level temporal reasoning and essentially
makes object detection decisions at the frame level. We also introduce a relevant set of activity
features. Features are evaluated at multiple zoom levels to improve detection. We show results for
a system that is able to recognize 11 actions. Our system is the first that we know of which uses a
boosting methodology to perform activity recognition, achieving temporal invariance.
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CHAPTER 1
INTRODUCTION
Activity recognition is an active research area in computer vision, and there has been an increasing
amount of research done in this field in recent years [AC99] [Gav99] [SHe04]. The task of detecting and localizing events in video is a challenging problem. There are many different contexts
where activity recognition would play a major role. Applications ranging from gesture recognition
to Homeland Security to multimedia retrieval rely on a robust method to detect actions in video.
Other applications being studied are those related to surveillance.
Indeed a growing number of surveillance applications are utilizing forests of sensors for increased monitoring over large areas. These cameras generally have a low zoom to cover as much
area as possible, yielding valuable tracking information and overall scene context. Other work in
activity recognition has focused on facial expression analysis and gesture recognition using highly
zoomed cameras of the face and hands. By sacrificing overall scene context the higher zooms
gain valuable detailed, subtle cues about specific events in the scene. There is currently a gap
between the surveillance class of applications, where the cameras generally have a low zoom and
subjects are tracked simply as blobs, and the gesture analysis applications which analyze highly
detailed images of faces, hands, and eyes. Several researchers have hinted at the possibility of com-
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bining multiple cameras with different levels of zoom for improved activity recognition [Pen00]
[GLS03]. Therefore, this thesis proposes an approach for activity recognition to capitalize on the
complementary strengths in coarse views, mid level views, and fine views.
In many problem domains there are certain regions in the scene where detailed (highly zoomed)
monitoring is needed. In other areas only a coarser view of the scene is needed. Consider an office
environment where someone is working at a desk. Many actions one would perform in this environment involve the head, such as talking, using the phone, looking at something, eating, coughing,
putting on eye glasses, etc. A coarse view of the scene can give information about the origin and
destination of hand-held objects and about such matters as how fast the hands are approaching the
face. A finer view around the facial region would be able to provide more detailed information
such as where on the face the action occurred, where the person is looking, whether the person is
talking or not, what kind of object is being brought to the face and so on. In this context it would
be helpful to have multiple cameras employing varying degrees of zoom to accomplish activity
analysis. We focus our attention on the problem of action recognition in an office environment as
this gives us a rich set of actions to recognize.

Section 1.1 Overview of the Thesis

The thesis is presented in the following form. The introduction and related work is discussed in the
remaining part of Chapter 1. Chapter 2 presents a method of detecting, tracking, and consistently
labeling the heads and hands after introducing preliminary mathematical notation. Chapter 3 dis-
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Figure 1.1: Example of scene showing zoom 1, zoom 2, and zoom 3 views.
cusses a subset of features designed for TemporalBoost. Chapter 4 gives the details of the current
training methodology along with details on more features used in the machine learning process.
Conclusions and directions for future research are presented in Chapter 5. We now give a brief
introduction and background work into the main problems that were solved in our work.

Section 1.2 Detection, Tracking, and Consistent Labeling Across Cameras

In Chapter 2 we lay the necessary foundation for multizoom activity recognition in the context of
an office environment. To achieve this goal the following problems need to be solved. 1: The
head and hands need to be automatically detected and tracked in each view. 2: Objects need
to be consistently labeled across views. 3: The cameras need to cooperate to perform activity
recognition. We have experimented with a camera configuration in which there is a hierarchy of
N ≥ 3 zooms which give various degrees of detail in the scene, as shown in Figure 1.1. The nonplanarity of the environment requires the above problems to be solved using the epipolar geometry.
We assume that the epipolar geometry of the scene is known, but it could be learned as in [WFZ03].
We first present a method which is able to automatically find people’s head and hands in video
sequences. Our approach utilizes dynamic color models and multi camera cooperation to achieve
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better recognition than was possible with independent cameras. Then a method for consistently
labeling objects across multiple cameras (each camera having a different zoom) is presented. Innovations of our algorithm include incorporating not only epipolar, spatial, and appearance information, but also integrating trajectory matching. Finally, we show results on a number of sequences
to demonstrate the versatility of the proposed approach.

Section 1.2.1 Previous Work

A key element of any multi camera activity analysis system is the consistent labeling of objects
across cameras. An obvious option would be to compute the full 3D alignment using stereo. Basic
stereo methods will fail because the assumption of the standard stereo setup is violated [SK01].
Even after applying polar rectification [PKG99] to our image pairs and then attempting the methods
in [KZ01] and [BVZ98], these direct methods fail because polar rectification cannot resolve the
ambiguities in occlusion and illumination changes across the cameras.
In [Ste98a], a feature based method is used, in which the feature point matches are picked
randomly. Then a homography is estimated and an error function is minimized which allows the
best guesses to help contribute to a better estimate in the next round. In our case however, we
do not have a ground plane to work with, which they require, and we have a full 3D scene. As
noted in [AT01] the approach is also sensitive to noise and match ambiguities. Work presented in
[CSI02] attempts to find the fundamental matrix and establish trajectory correspondences in 3D
scenes. However, their method does not take full advantage of appearance, trajectory, and spatial
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properties, which we have found adds more robustness to finding the consistent labeling across
cameras.
In [RYS02], the rank constraint is used to find linearly dependent trajectories. In this way
similar trajectories can be grouped together for classification. While they achieve good results,
if multiple trajectories in multiple views move similarly then there is ambiguity between which
trajectories are most similar. Further, the method could not be extended to our trajectory matching
because it cannot handle matching degenerate trajectories, like stationary objects.
A method is presented in [CG01] to track across wide field of views. They use epipolar, homography, landmark, apparent height, and apparent color to resolve ambiguities. However the
system assumes common illumination across the cameras. We use a better appearance comparison
using energy minimization. They neglect to use trajectories themselves, which also provide us
a valuable cue to alignment. Further, their approach would have problems without ground plane
calibration.
Work done by [KHM00] show how depth and color information are combined to track multiple
people in a scene using a pair of stereo rigs. Appearance and spatial information are both used to
acquire matching trajectories across views. In [DDC01] range data is acquired from stereo pairs to
match trajectories across views. Pixel data from multiple views is integrated in a late-segmentation
strategy. Each pixel is checked against all trajectories estimated over time.
In [MD03], correspondences are acquired using segmentation and epipolar geometry with information combined from multiple cameras. Their method relies on ground plane calibration and
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will not work as we have no ground plane. Multiple views with widely different zooms are not
considered.
While there has been much work done in multicamera surveillance integrating multiple zooms
simultaneously has not been well studied. Our work provides an algorithm for making high level
inferences about activities using multiple zooms. Further, because no consistent labeling (i.e., correspondence) algorithms were successful in our test cases a new method needed to be developed.

Section 1.3 Development of Features for TemporalBoost

One of the main tasks when using a boosting methodology is the development of a meaningful
set of features (weak classifiers). Until now it has been unclear what types of features should be
used for activity recognition in a boosting framework. It is hoped that our development of activity
features will serve as a basis for others. The features we present have widely different levels of
complexity.
The type of features we create fall into three categories: Multizoom features, temporal features,
and frame-wise features. In Chapter 3 we explore some of these features. In Chapter 4 we give
details on the remaining features. The reason we split the features into two chapters is that features
in Chapter 3 are computationally involved and are significant contributions in their own right.
The features in Chapter 4 are simpler though nonetheless useful. The idea behind the multizoom
features is that certain events require multiple levels of scene detail. We might wish to track
someone coming into an airport, maintain his identity to the ticket counter, and to the destination
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airport. To do so requires multiple levels of zoom that must cooperate to achieve the needed
recognition. We outline types of features that can be used in a multizoom setup and show that
these features can help in cases where using only a single level of zoom would be prone to error. It
is also shown how the individual zoom levels can be combined to create a basic activity recognition
system.
The final feature we develop in Chapter 3 resolves occlusion of the hand over complex backgrounds such as the face. The difficulty lies in the fact that the hand and head are similarly colored/textured regions. A necessary step for many HCI applications such as gesture recognition,
pointing interfaces, hand pose recognition, and event detection is a reliable hand segmentation.
Sign language recognition methods also need to first segment the hand over complex boundaries,
such as the face. Some events like coughing, eating, and taking medication could be more easily
recognized by segmenting the hand from the face. In short there are many applications that could
benefit from having a robust segmentation of the hand over complex backgrounds.
In light of these considerations, we develop a new feature based on the force field image
[HNC02]. The force field image is a physics based image representation. Each image location
is represented by a vector value which is a nonlinear combination of all other pixels in the image.
The approach in [HNC02] focused on a possible feature space for recognition of faces and uses single frames. The feature we develop is the distance traveled by test pixels placed in the force field.
Our novel feature is able to model regional structural changes in the image over time. Local methods (pixel based) cannot resolve the occlusion because there is little change in local color when
similarly colored objects occlude each other. Regional structure in the image does change when
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the hand occludes the face, although local pixel colors in the occluding region remain largely the
same before and during the occlusion. By quantifying the regional structural change in an image
over time we can resolve this kind of occlusion.
We also present a method that is able to model our newly developed feature response over time
and capture where and when occlusion is happening using a Mixture of Gaussians (MoG) modeling
paradigm. We also clarify several concepts from [HNC02] and give more details regarding the use
of this image representation. An extension of the force field computation to video data is also
given.

Section 1.3.1 Previous Work

We first cover previous work in features related to multiple camera activity recognition systems.
Then we present previous work done in the area of resolving occlusion involving the hand and face.
Activity recognition is an important problem in computer vision, and there has been an increasing
amount of research done in this field in recent years [AC99] [Gav99]. The problem of integrating
multiple levels of detail (MLOD) to improve activity recognition is not as well studied. Chapter 2
provides a formulation for studying MLOD in the context of activity analysis.
In [NBV03] multiple cameras are used to cover non overlapping regions to recognize activities.
They introduce the Abstract Hidden Markov mEmory Model to analyze activities, which allows
them to utilize the inherent hierarchical structure of activities. Their approach is used to cover large
spatial environments, however they do not attempt to use multiple levels of detail to perform finer
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action recognition. In [CLF01] a large scene is monitored and people and vehicles are tracked
automatically. Three dimensional world coordinates are determined for all objects. Though the
system does not make any inferences as to what kinds of activities are occurring. All information
is passed to an operator for evaluation.
An active vision system is presented in [STE98b] using one static and one Pan-Tilt-Zoom
(PTZ) camera to identify and track multiple people. This approach makes a number of restrictive
assumptions on the color of people’s clothes and number of people present. No activity analysis
capabilities are demonstrated.
By combining multiple cameras in an active vision system with stereo vision, [HOY00] is
able to perform head and hand tracking and limited gesture recognition. Their correspondence
only considers horizontal epipole line information and object size. A multiple camera approach is
given in [MHT00] to detect events for an intelligent meeting room, however they do not use the
high zoomed cameras for activity analysis. In both these systems the camera positions are known
beforehand. We have tried to avoid active vision systems (i.e., PTZ and foveating cameras) in our
approach to focus on integrating multiple zooms levels simultaneously.
Much of the work in finding the hand in a complex background relies on colored markers
[DS94] on the hands or requires the hand to be the only skin object in view [CW95]. Contour
based approaches [ATL97] [HSS04] [JKS02] and other edge based methods [STT04] rely on good
edges separating the hand and head, which are often not present in such difficult occlusion. There
are edges in the occluded region but they are usually weak. Our approach seeks to take a regional approach and not get confused by local edge inconsistencies. Active contour approaches
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[ATL97] [JKS02] require the hand shape change to be small. Our method has no such constraint.
In [HSS04], hand shape is estimated over a complex background by using a shape transition network with the attributes of contour, position, and velocity. They use a simple template based
approach and skin color segmentation to find the hand during hand face occlusion. Their approach
is sensitive to small changes in lighting, different skin colors, and requires small differences in the
2D hand shapes. Other color based approaches [BML04] [SG00a] [STT04] would have similar
difficulties with lighting, etc. in segmenting the hand over face. Our method makes no use of skin
color. In [SG00a] body parts are tracked using Bayesian Networks but skin color is used to find
the body parts. Further, the conditional probabilities are specified manually. In [FR04] examples
are given handling a few frames of occlusion using shape and color in a Bayesian framework, but
it is unclear if this method can withstand occlusion involving hundreds of frames (as our approach
does). In [ZH03] hand tracking is performed using eigen dynamics analysis, but the hand tracking
system uses pretrained hand models. It is unclear how person-independent these models would be.
A method presented in [BLL02] uses multiscale features to find the hand. Color priors are used,
requiring retraining for new people. This method will not work when the face is present because of
the stronger blobs and ridges on the face. Work in [ZYW00] performs well on segmenting hands
from complex backgrounds. They have an interesting approach that does not use a predefined
color model. Rather it builds skin and background color models for the current image using the
Expectation Maximization algorithm. It assumes that the hand is the only skin colored region in
the image. It would not be able to differentiate between the hand and face. Further the method
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requires that the hand cover a large portion of the image. Our image sequences frequently have
only part of the hand in the image.
An Elastic Graph Matching approach is given in [TM01]. This approach also uses color models
to find skin regions and has problems when the illumination changes, as the skin color model fails.
Training is extensive as each image in the training set requires manual labeling of at least 15 node
points. Their approach has limitations with regard to geometric distortions of the hand as does
[TM02]. Our approach is not hand model based, so we do not have this limitation. In [SGH05]
an approach is given to track hand posture and recognize gestures in real-time. The approach
makes use of a Markov Model combined with simulated annealing to continuously update the
hand posture. The tracking works well but the method is tested on uncluttered backgrounds where
the hand is usually easily discernible from the background. An approach that combines particle
filtering and mean shift to incorporate the strengths of both is proposed in [SWT04]. The method
can update its color model over time. However it appears that the motion model would fail in
cases of long occlusion sequences. No testing is done on complex backgrounds involving the
hand and face or other such cases. In [AL04] an approach is presented to detect and track hands
through occlusion. It relies on a bootstrapping skin color training procedure to first detect the
hands and suffers from the same limitations already specified. One additional problem is that it
assumes that the hands and head are all detected before occlusion occurs. In our setup the hand
comes into view and is already occluding the face. This approach would not work in this kind
of scenario. Other methods already reviewed, [SG00a], also suffer from this limitation. Work
done in [WC05] uses Markov Random Fields to more accurately model a tracked object. Particle
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filtering is used as the underlying tracking mechanism. This setup is able to track though occlusion
of differently colored objects and somewhat cluttered backgrounds, but the main limitation is that
similarly colored regions will not track well through occlusion.
In [CW96] an approach is given that segments the hand from a complex background. They
localize the hand using motion information and map this region to a fovea vector. No method
is given to extend it to work with other people. There is significant change in hand size which
our method can cope with. Most model based approaches presented above fail in the case where
the hand is only partially visible in the image or for gestures not in the database. Many training
approaches do not generalize well because they usually aim to recognize specific gestures. This is
not to say these approaches are inappropriate. Work such as [KT04] reports excellent results on a
limited set of possible detection postures. Whereas in our environment it is not required that the
hand make a specific gesture. Other approaches such as [AS03] are not directly related as they aim
to only recognize the hand posture. Hands are detected using a skin model.
Because of the similar colors of the hand and face, segmentation algorithms such as [CM02]
will generally either under or over segment the hand/face occlusion. In principle, one can do
tracking but then the question becomes how to initialize the tracking. Further, tracking methods
generally fail when tracking across similarly colored regions.
Background subtraction [SG00b] will not work in segmenting the hand over the face because
even a slight movement of the head will trigger a large change of foreground pixels. Further,
supposing the head was relatively fixed, the underlying problem with the RGB (and other color
spaces) input domain is in the similarity of the head and hands. These methods cannot distinguish
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between the head and hand colors. Most background subtraction methodologies operate on RGB or
some other color space (i.e. the input space is color information). When similarly colored objects,
occlude each other the individual pixel values in the region of occlusion give little information
considered individually because the objects are similarly colored. This causes individual pixel
based methods to have difficulty in our context. Methods trying to circumvent these problems
such as [STW02] often require fine tuning of parameters. Our method is fully automated.

Section 1.4 Temporalboost Learning

There are many different learning mechanisms proposed ranging from HMM’s to trajectory matching. Often however it is not known precisely which features will solve a particular task. When
using a large number of features many machine learning methods, such as HMM’s, require large
amounts of training data or else they will overfit. It is often not feasible to have and label the necessary amounts of training data in these approaches. One way to circumvent the problem is to use
a boosting approach where only a subset of the original features are selected. Boosting paradigms
have been gaining popularity though they are not well studied for recognition of video events.
A number of difficulties arise when using a boosted learning framework to recognize video
events. How do we determine that an event has occurred? How do we localize the event in time?
Is there a way to deal with temporal variation of the same action performed multiple times. How
should the “jump” from single frame object recognition to video data event detection occur. Is
there any way to use the temporal continuity properties of video, so as to be able to use previous
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feature responses in evaluating the current frame? Another problem stems from the fact that in object detection the objects can be sized and normalized so that they are essentially aligned with one
another; this makes feature design easier as the features all operate on data at the same scale. In the
context of activities, it is not clear how one would normalize the activity to facilitate comparison.
Would this normalization occur in time, space, illumination or all of the above? More fundamentally, in an approach such as AdaBoost, during training and testing each image is independent of
the others. However in video data, if a face was viewed in one frame, it is likely it would be in
the next if it was a true positive. AdaBoost should be able to decide which weak classifiers can
increase their detection rate when allowed to use their own individual histories. Though a few
boosting methods do operate on video data to conduct tasks such as classification, they do not use
the temporal continuity of video at the weak and strong classifier levels.
A new machine learning paradigm, TemporalBoost, is introduced and we show how this method
can be applied to recognition of video events. When using TemporalBoost for events, a number
of new features needed to be developed to handle temporal variance and other issues relating to
activities. Preliminary results of this method appeared in [SSV04] and [SVS05]. The usual Haar
features, with necessary modifications, could also be used in our context.
Our contributions are in extending the boosting paradigm of machine learning to address the
above limitations with respect to detection of video events. First we present TemporalBoost which
allows features to rely on previous frames to make a decision in the current frame. Further TemporalBoost automatically learns the optimal number of frames needed to recognize each event while
detecting as few false positives as possible. Second, to detect and localize events in video one
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must either build specific classifiers that detect beginning and endings of events or group frame
wise decisions after individual classifiers have been built. We use the latter approach which results
in an additional layer of learning once the strong classifiers are built. Our extension allows both
for detection and localization of actions in video.
The third contribution is in designing a set of features which is useful for activity recognition
in an office environment. In the context of object detection, comparison of feature responses was
simple after image normalization. It is unclear how to normalize events, thus we have chosen
the alternate path of more complex feature design. The features are evaluated simultaneously at
multiple zooms taken from more or less the same viewpoint. Interestingly, many events rely on
features evaluated at multiple zooms. An example of a single image from each zoom is shown in
Figure 1.1.

Section 1.4.1 Previous Work

This research touches on many aspects of activity recognition, so we review previous work in the
following areas: AdaBoost Learning, Activity recognition and event representation. AdaBoost
was developed first in [FS97]. Work in [VJ01] generated much interest in the computer vision
community, and there have been many improvements to AdaBoost, such as FloatBoost [LZ04].
Recently many interesting applications have also emerged, among those [OAF04]. These systems
all make a decision in an object detection context. There has been some recent work in using AdaBoost for speech recognition: In [DB04], a unique training approach using AdaBoost and HMMs
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to sequence learning is proposed; Research in [KL03] also develops an AdaBoost framework to
improve recognition of sequence data. In [YER04] AdaBoost is used for automatic visual feature
formation to boost HMMs for speech recognition. However in most of these speech based methods
the features are taken to be averages over some N frame window. This is not good for localization.
In [BLL04] a method is presented for facial expression analysis using Adaboost. However the
method specifically trains on only two frames for each facial expression (a neutral expression and
a frame during the facial expression). That work essentially does not use video data for training
as our approach does. Temporal features were introduced in [VJS03]. The features were designed
to operate on two frames, though temporal information is not used after feature design. The above
methods do not discover inherent temporal dependencies (if they exist) both between the classifier
responses and between the feature level responses.
In order to recognize activities much previous work has utilized point trajectories or contours
of the objects in question [RYS02]. Work in [HNB04] and [NZH03] focuses on large-scale activities and makes use of both object and trajectory properties of objects in question. In [EBM03] a
motion descriptor based on optical flow measurements is used to classify activities at low resolution. HMM’s have also been widely used to recognize activities [BOP97] [NH02], though the large
number of features in our context might not be suitable to such an approach. Related work can also
be seen in the context of video summarization [ZC04]. Other work in activity recognition focuses
on detailed views of persons and faces[IEE04]. A variety of facial expression analysis methods are
explored in [DBH99]. We seek to employ features at both the coarse and fine level to recognize a
broader class of activities.
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The work in [SHM04] relies on a representational framework for actions using various logical and temporal constraints. Results are shown on detailed views of hands to analyze actions.
Other approaches in representational models for activities include [PA04], [HNB04], [MTB04],
and [ATK02]. We do not focus on event representations in our work in this thesis.
[SSV04] gave a method to automatically track the head and hands across cameras with different
zoom. We employ [SSV04] to acquire hands and head tracks in all views, which we require in the
development of the activity recognition features.
Now that we have presented an overview of our research and the current state of the art, we
proceed to the main contributions of the current research. The remaining chapters will consider
each of our contributions in greater detail, beginning with detection and tracking across multiple
cameras.
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CHAPTER 2
DETECTION, TRACKING, AND CONSISTENT LABELING
ACROSS CAMERAS
In many problem domains there is a need to have both highly zoomed cameras looking at certain
regions and lower zoomed cameras acquiring overall contextual information of the scene. Consider
an office environment where someone is working at a desk. Many actions one would perform in
this environment revolve around the head, such as talking, using the phone, looking at something,
eating, coughing, putting on eye glasses, etc. A coarse view of the scene can give information
about the origin and destination of hand-held objects and about such matters as how fast the hands
are approaching the face. A finer view around the facial region would be able to provide more
detailed information such as where on the face the action occurred, where the person is looking,
whether the person is talking or not, what kind of object is being brought to the face and so on. In
this context it would be helpful to have multiple cameras employing varying degrees of zoom to
accomplish activity recognition.

18

Section 2.1 Definitions and Conventions

There are many good references on the details of 3D multiview geometry. [HZ00] and [Zha98]
provide good introductory knowledge. Only the minimum foundations needed for our purposes are
presented here. A pair of cameras are related by the fundamental matrix, so all points in image I
can then be transferred to their corresponding epipolar line in I ′ by l = p·F, where l = [ α β γ ]
are the coefficients of the line equation
α · r + β · c + γ = 0,

(2.1)

p is any point in I, F is the fundamental matrix and r, c are the row and column indices of point p.
All epipolar lines will pass through the epipole, found directly from F by taking its singular value
decomposition, F = U · W · VT . The epipoles are obtained immediately by normalizing the last
columns of V and U respectively. To transfer an epipolar line to image coordinates normalize l,
then, for lines with slope |m| > 1 apply equation 2.2:
p1 = l × [ 0 1 0 ]T and p2 = l × [ 0 −1/Y

T
1 ] ,

(2.2)

where Y is the height of the image and p1 , p2 are the intersection points of the image with the
epipolar line l. The slope m is the ratio of the coefficients αβ . A slightly modified operation gives
the intersection points for lines with slope |m| ≤ 1:
p1 = l × [ 1 0 0 ]T and p2 = l × [ −1/X 0 1 ]T ,

(2.3)

where X is the width of the image and p1 , p2 are the intersection points of the image with the
epipolar line l.

19

Now consider N cameras (we show 3) zoom 1 through zoom N (for us, zoom 1 through zoom
3). Let Ci be the camera number with zoom i. Define Ii,f to be a color image at frame, f , taken
from camera Ci . Define the set of objects in a particular image frame as Xi,f = {x1i,f , . . . , xm
i,f },
where i is the camera number and f , 1 ≤ f ≤ Z, is the frame number. m represents the number
of objects in a particular frame. An object is defined by its bounding box (top left, bottom right
corners). The centroid of xki,f can be represented as the vector: [x̂ki,f

k T
ŷi,f
] . We would like to

determine the consistent labeling between all objects in the various sequences. For a given frame
m2
1
1
f we have the set T = {X1,f , . . ., XN,f } expanded as T = {{x11,f , . . ., xm
1,f },{x2,f ,. . .,x2,f },. . . ,
N
{x1N,f , . . . , xm
N,f }}, which is the set of all objects for frame f . We would like to find the mapping

a

w(xkn,f ) = {xab11,f , xab22,f , . . . , xbpp,f }
which takes a particular object k in frame f viewed from camera n, and finds the corresponding
object ak with 1 ≤ ak ≤ mbi for all cameras bi , 1 ≤ bi ≤ N, bi 6= n, if the object is visible. m is
subscripted to stress that the number of objects can vary between frames and/or cameras.

Section 2.2 Detection and Tracking of Heads and Hands

For activity analysis the heads and hands first need to be detected, tracked, and labeled across
cameras. This section deals with detection and tracking of heads and hands. Our approach first
finds the head regions and then builds color models of these regions which are used to find the
hands. The head regions are detected independently for each camera, Ca , employing the object
detector described in [VJ01].
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Using the RGB pixel values of the head region, a color model, ha , is built for each, Ca , as
in [KK96]. However in [KK96] the remaining color pixel values are treated as negative samples.
This will not produce a good color model in our case because the hand regions will count as negative samples. To overcome this limitation, after building an initial color model using the positive
sampled regions, the final color model is only negatively weighted by those samples which did not
show up positively in the initial color model. This prevents the hand regions from contributing
adversely to the final color model and provides better segmentation. An appropriate threshold can
be chosen to make a binary decision,

Ha (r, g, b) =





1 ha (r, g, b) > a

(2.4)




0 otherwise

which can then be used to segment the images.

Since the head detector is for frontal head regions only, the color model will be helpful for
detecting hands and heads with small variations in viewpoints. Figure 2.1 shows the input images
in column one. Color segmentation output and head detection is in column two. Detected heads
were drawn with rectangles around them.
Once a detected head given by the head detector has been present for more than four frames,
a mean shift [CRM00] tracker is initialized around this head region, which will provide tracking
information in subsequent frames. There is no limitation to how many heads can be in the scene at
one time. An alternative approach would be to initialize mean shift trackers around head regions
whose centroids project to epipolar lines that intersect found head regions in all other views.
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Figure 2.1: Output from the head detector and color segmentation. Found head regions are marked
by rectangular boxes, and color pixels belonging to the head color model are marked as white. The
first row is frame 3 in zoom 1. The second row shows frame 162 in zoom 1. Though no explicit
color model has been generated for the hands, they show up reliably even for multiple people. In
row 1 both heads are found, but later in the sequence (row 2) the head detector misses one head,
though the color segmentation still finds both head regions as skin regions.
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Next the hands must be found and tracked in each view. We could simply track all skin colored regions that were found from the head color model, but this has problems as there are many
spurious skin regions marked. Better detection is possible using multiple cameras. First for frame
f , all possible hand candidates are independently labeled in each camera, Ca , using Ha . Hand
candidates are those connected components that have size
X
i

Ha (Ia,f (xi , yi )) ≥ δ · Φ1

where Φ1 is the average head size in this camera, δ = .05, and
component. The computation is performed at all levels of detail.

P

i

occurs over the connected

Once all candidate hand regions are labeled, the epipolar geometry is used to confirm or reject
the presence of a hand on an epipolar line in another view. Figure 2.2(a) represents a lower zoomed
image, and Figure 2.2(b) represents a higher zoomed image. Three objects (one head and two
hands) and the corresponding epipolar lines of the objects from the other view are shown in each
image. For each hand candidate in Ca its centroid is projected to an epipolar line in Cb . The
epipolar line is searched for a region with size ǫ · Φ2 , where Φ2 is the average head size in this
camera and ǫ is a small positive constant. If only one region is found on the corresponding epipolar
line in Cb then a mean shift tracker is initialized around these regions in both views, and the regions
are tracked. If there are multiple hand candidates along this line, the search is deemed ambiguous,
and no mean shift trackers are introduced. This can be seen in Figure 2.3. This method is able
to successfully detect and track the head and hands. Figures 2.4-2.7 show automatic initialization
of the hands. In all cases subfigures (a) and (c) are the same frame, f , taken from zoom 1 and 2,
respectively. Subfigures (b) and (d) are the same frame, f ′ , taken from zoom 1 and 2, respectively.
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Figure 2.2: Unambiguous Hand Labeling. Three blobs are shown in (a). Blob t is the head and
has already been identified in the first stage. It is shown (along with its epipolar line projections
in both views for completeness). Blobs u and v are hand candidates. Blob v in (a) has its centroid
projected to its epipolar line in (b). This line in (b) is searched for a matching, unambiguous hand
candidate. It can be seen that there is a single hand candidate (blob y) on this epipolar line. This is
an unambiguous match. Since the match is unambiguous, a mean shift tracker would be initialized
around blob v in (a) and blob y in (b). This process starts the tracking for the matching hand
candidates in both views. Similarly the hand candidate blob u in (a) has its centroid projected to its
epipolar line in (b). This line is then searched and since a single hand candidate, blob x, is on this
epipolar line, mean shift trackers would be initialized around each of these blobs in both views.
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Figure 2.3: Ambiguous Hand Labeling. Three blobs are shown in (a). Blob t is the head and has
already been identified in the first stage. Blob v in (a) has its centroid projected to its epipolar line
in (b). This line is searched and it is found that there are two hand candidates, blobs y and z on
this epipolar line, thus a mean shift tracker would not be initialized around any of these regions.
This is so because there is an ambiguity as to which hand candidate in (b) corresponds to the hand
candidate in (a).
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It often happens that the hand partially overlaps or occludes the face. When one or both hands
overlap with the face the mean shift tracks will find the same candidate region (Shown in Figure
2.8). In this case the algorithm will use one of the tracks for all the overlapping regions. Once the
regions separate, the proposed initialization procedure will find and reinitialize the regions. The
algorithm then can continue tracking these regions using geometrical domain knowledge based on
which side of the face the hand was on.
When there are multiple head and hand regions and when there are other objects that need to
be tracked, a consistent set of labels across cameras for all objects will be necessary. A method to
establish these consistent labels across cameras is presented next.

Section 2.3 Establishing Consistent Set of Labels Across Cameras

In order to allow the cameras to communicate object information to one another, a method to
determine the consistent set of labels across cameras needs to be found. For simplicity we will
describe our method using two cameras. The ideas can easily be extended to work with additional
cameras. Given two cameras, Ca and Cb we want to determine the consistent set of labels for
objects between cameras for frame j (see Section 2.1 for a precise definition).
Our approach uses the following constraints:

• epipolar line projections for each object
• spatial constraints

26

Label E

(a) Frame 1 at zoom 1

Label A

(b) Frame 31 at zoom 1

Label C

Label B

Label D

(c) Frame 1 at zoom 2

(d) Frame 31 at zoom 2

Figure 2.4: In (c) Labels A and B indicate the found two hand candidates. Each hand candidate has
a box around it. Since no matching hand candidates have been found in (a), these hand candidates
are not tracked in subsequent frames. For frame 31 in (d) two hand candidates, Labels C and
D, are found. In (b) a single hand candidate Label E is also found. Labels C and E are not
ambiguous (according to the detection method), so mean shift tracks are initialized around both of
these corresponding regions. Since Label D in (d) has no corresponding hand candidate in (b) no
mean shift tracker is initialized around Label D.
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Label B

(a) Frame 10 at zoom 1

(b) Frame 101 at zoom 1

Label A

(c) Frame 10 at zoom 2

(d) Frame 101 at zoom 2

Figure 2.5: In frame 10 there are no hand candidates in either (a) or (c). In frame 101 in (d)
the hand candidate labeled A is found. In (b) a hand candidate, Label B, is also found. These
hand candidates are not ambiguous so mean shift tracks are initialized around both of these hand
candidates in both zooms.
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Label E

(a) Frame 360 at zoom 1

Label A

(b) Frame 364 at zoom 1

Label B

Label C

(c) Frame 360 at zoom 2

Label D

(d) Frame 364 at zoom 2

Figure 2.6: In (c) Labels A and B indicate the found hand candidates. Since no hand candidates
that match have been found in zoom 1 (a), these hand candidates are not tracked in subsequent
frames. For frame 364 in (d) Labels C and D indicate the found hand candidates. In (b) a single
hand candidate, Label E, is also found. Since Labels D and E are unambiguous, mean shift tracks
are initialized around both of these corresponding regions in (b) and (d). Since hand candidate
Label C in (d) has no corresponding hand candidate in (b) no mean shift tracker is initialized
around Label C in (d).
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Label B

(a) Frame 10 at zoom 1

(b) Frame 52 at zoom 1

Label A

(c) Frame 10 at zoom 2

(d) Frame 52 at zoom 2

Figure 2.7: In frame 10 there are no hand candidates in either (a) or (c). For frame 52 in (d)
hand candidate, Label A, is found. In (b) Label B is also found. These hand candidates are not
ambiguous so mean shift tracks are initialized around both of these hand candidates in both zooms.
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Label D

(a) Frame 190 at zoom 1

(b) Frame 226 at zoom 1

Label B
Label C

Label A

(c) Frame 190 at zoom 2

(d) Frame 226 at zoom 2

Figure 2.8: In (c) the Label A is found as a hand candidate, though this hand candidate cannot be
seen in (a). Since there is a partial overlap occurring with the head and other hand, this hand is
not considered a hand candidate in either (a) or (c). Since no matching hand candidates have been
found in (a), the hand candidates are not tracked in subsequent frames. Frame 226 occurs after the
occlusion. In (d) hand candidates Labeled B and C are found. In (b) a single hand candidate, Label
D, is also found. Since Labels B and D are unambiguous, mean shift tracks are initialized around
both of these corresponding regions. Label C in (d) has no corresponding hand candidate in (b) so
no mean shift tracker is initialized around it.
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• trajectory constraints
• appearance constraints for each object
The algorithm starts by transferring the object centroids in Ca to their corresponding epipolar
lines in Cb . The distance between each epipolar line and each centroid in Cb can be accumulated
and thought of as a matching error between the object in Ca that generated the epipolar line and
the object in Cb . A distance of zero indicates a good match. This is done for every frame in the
sequence. The best match can be selected as the epipolar line/centroid pair with the lowest error.
This leads to the following algorithm.
1. For the f th frame ∀m objects: Xa,f = {x1a,f , . . . , xm
a,f } make a set of all centroids, Pa =
{[x̂1a,f

1 T
ŷa,f
] , . . . , [x̂m
a,f

m T
ŷa,f
] } in camera Ca . Transfer these centroids using the fundamental

matrix to get the set, A, of corresponding epipolar lines
{l1 , . . . , lm } = {{[x̂1a,f

1
ŷa,f

1]Fa,b }, . . . , {[x̂m
a,f

m
ŷa,f

1]Fa,b }}

in camera Cb that correspond to the centroids Pa from Ca .
2. Make a set of centroids Pb = {[x̂1b,f

1 T
ŷb,f
] , . . . , [x̂nb,f

n T
ŷb,f
] } in camera Cb

∀n objects:

Xb,f = {x1b,f , . . . , xnb,f }. There is no requirement for n=m. If the ith object of Ca , xia,f is visible in
Cb it will lie on some epipolar line lk . So ∀[x̂jb,f

j T
ŷb,f
] ∈ Pb and ∀l ∈ A the error for this match

is the Euclidean distance between the centroid and the epipolar line
d(l, [x̂jb,f

j
ŷb,f

j
|lα · x̂jb,f + lβ · ŷb,f
+ lγ |
q
1]) =
lα2 + lβ2
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(2.5)

This distance is the error to match the object, xia,f , in Ca (whose epipolar line is l) with the object,
xjb,f , in Cb . lα , lβ , lγ are the coefficients of l, the epipolar line with parameters described in Equation
2.1. We can compute the accumulated distance error for every centroid p ∈ Pb in Cb with every
epipolar line for every frame and match the objects that had the lowest error.
More formally given an object xia in Ca , to find the corresponding object in all other cameras
Cb compute:
N i,j

a,b
1 X
d([x̂ia,f
∀b 6= a obtain argmin i,j
Na,b f =1
j

i
ŷa,f

1]Fa,b , [x̂jb,f

j
ŷb,f

1]),

(2.6)

i,j
where b is the index of the bth camera. Na,b
is the number of frames for which objects i, j had valid

tracks in cameras a, b respectively. Fa,b is the fundamental matrix between cameras a and b. The
function d is given in Equation 2.5. We have verified that slightly better results can be achieved by
modeling the error measure as a gaussian zero mean random variable
′

d

(l, [x̂jb,f

j
ŷb,f

1]) = √

1
2πσ 2

−

e

¡

q2
2σ 2

¢

(2.7)

where q is the value of Equation 2.5. We used Equation 2.7 in our experiments.
In the above algorithm a method was presented that finds the labeling going from Ca to Cb . It
is desirable for the matching to be commutative (If the number of objects differ across cameras,
i.e. n 6= m, then the matching occurs only in the direction with less objects ), so that
(xi in Ca matches xj in Cb ) ⇔ (xj in Cb matches xi in Ca )
Unfortunately, if the algorithm is computed from Cb to Ca the labeling might not be the same.
Equation 2.6 can give different minimums going in different directions. This can happen, for
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example, when multiple centroids in Ca lie on nearly coincident epipolar lines in Cb . The next
three constraints provide additional restrictions on matched objects to help reduce the incorrect
labelings due to these ambiguities.

Section 2.3.1 Spatial Constraints

When two object centroids in one view project to nearly coincident epipolar lines in another view, it
is difficult to determine which line belongs to which object using solely a Euclidean based distance
criteria. In the case of coincident epipolar lines, the distance metric described in the previous
section might not match the correct objects. In our camera setup the spatial ordering of objects
across cameras must be preserved. We can use this fact to make a better determination as to
which match is correct. The difficulty is in determining which object matches are to be penalized.
Consider Figure 2.9(b) to illustrate the difficulty. The red box indicates the hand track. The white
box indicates the head track. The small blue circles indicate the centroids of each of these bounding
boxes (the lower centroid corresponds to the hand). The red and white lines correspond to the
similarly colored bounding boxes in 2.9(a). Using the distance criteria both blue centroids are
closest to the white epipolar line (corresponding to the head in 2.9(a)). Which match is the correct
one and which should be penalized? To aid in resolving this ambiguity, we consider the two cases:
in the first case, the bounding boxes of the objects intersect each other in both views, shown in
Figure 2.9. In this case the object matches to be penalized can be easily identified.
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(a)

(b)

Figure 2.9: One type of spatial inconsistency. The head and hand bounding boxes intersect in
both views. The first spatial constraint tests for intersecting bounding boxes. If the boxes intersect
in one view, then intersecting boxes in other views are checked for consistency and penalized if
necessary.

Figure 2.10: A second type of spatial inconsistency. In this case the bounding boxes of the skateboard and book do not intersect but the epipolar lines are almost coincident. This could result in
incorrect labeling. The second spatial constraint penalizes label matches that overturn the order of
the centroids.
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Concretely, we proceed in the following manner. Given two objects in Ca : xda,f , xea,f and two
objects in Cb : xgb,f , xhb,f , check the following condition
xda,f
where

V

^

xea,f and xgb,f

^

xhb,f with xda,f Ψ pxea,f implies xgb,f Ψ pxhb,f

represents intersection between bounding boxes. Ψ represents an operator that compares

the ordering of the bounding boxes along the axis (x or y) that the bounding boxes are furthest
apart on, and p is the parity indicating the direction of the comparison operator Ψ. If this condition
is not met, the spatial constraint has been violated and the match between xdb,f and xgb,f is penalized
q
g
h T
][x̂hb,f ŷb,f
] . It will be shown later in
by the Euclidean distance between the centroids: [x̂gb,f ŷb,f

this section how to integrate this penalty into the original error minimization.

In the second case, shown in Figure 2.10, the bounding boxes of the skateboard and book do
not intersect but the epipolar lines are almost coincident, which will result in the epipolar distance
minimization possibly selecting the incorrect labels. To resolve this, recall that every epipolar line
was generated by a known object in Ca . The two objects in Cb nearest the coincident epipolar lines
and the original centroids in Ca that generated the coincident epipolar lines are checked for spatial
consistency. The object matches to be penalized can, thus, be easily identified. Concretely, the
minimum distance between the two epipolar lines
d
e
[x̂da,f ŷa,f
1]Fa,b and [x̂ea,f ŷa,f
1]Fa,b

is computed. The minimum distance between points on the line will occur at one of the end points
of the image, which can be found from Equations 2.2 and 2.3. If min < ε, then the lines are
nearly coincident and the respective centroids in Cb that are closest to either of the epipolar lines
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d
e
[x̂da,f ŷa,f
1]Fa,b or [x̂ea,f ŷa,f
1]Fa,b are identified. Only the situation where two centroids in Cb
d
e
have as their closest epipolar line either [x̂da,f ŷa,f
1]Fa,b or [x̂ea,f ŷa,f
1]Fa,b is considered because

it allows us to unambiguously identify which objects to compare (xgb,f and xhb,f ) and penalize. If
the condition
xda,f Ψ pxea,f → xgb,f Ψ pxhb,f
does not hold then the match between xdb,f and xgb,f is penalized by the Euclidean distance between
q
g
h T
][x̂hb,f ŷb,f
] . Again, it will be shown later in this section how to integrate
the centroids: [x̂gb,f ŷb,f
this penalty into the original error minimization.

Section 2.3.2 Trajectory Constraints

The spatial constraints may not resolve all ambiguities due to inaccuracies in the tracking or fundamental matrix. The spatial constraints work well, but stringent requirements must be satisfied to
make use of them. Therefore a more broadly applicable trajectory constraint is introduced. From a
high level, the trajectory constraint looks at all possible pairs of objects across views and penalizes
them according to how dissimilar their motion is (based on the previous 30 frames). We address
the following three cases: 1. If the motion of both objects is negligible, no penalty is assessed as
the motion vectors cannot be reliably obtained. 2. If the motion of both objects is large, then a
penalty is assessed based on the relative direction of the motion vectors. 3. If the motion of one is
negligible and the other is large, a penalty is assessed based on the current match score (as one of
the motion vectors cannot be reliably obtained).
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The correct correspondences across cameras will be penalized least since their motion is most
similar. This constraint ensures that moving objects in one view match with similarly moving
objects in another view.
Formally, the trajectory constraint penalizes object xiaf in Ca matching object xjbf in Cb by
adding to S(i, j) the amount Ti,j,f =



j

i

0
for Ma,f
< 1 and Mb,f
<1





j
i
∆θi,j,f S(i, j) ∗ (.00001) for Ma,f
> 1 and Mb,f
>1








S(i, j) ∗ .00001
otherwise

where

S(i, j) =

f
X
¡

d′ ([x̂ia,s

i
ŷa,s

1]Fa,b , [x̂jb,s

j
ŷb,s

(2.8)

1])+

s=1

q
ΓA (s) [x̂jb,s

h

j
ŷb,s
][x̂b,ss,l

h

ŷb,ss,l ]T + Ti,j,s

¢

(2.9)

is the current cumulated un-normalized match score between objects xia and xjb . ΓA (s) is an indicator function, A is the set of frames in which the spatial constraint is met, and hs,l is the index of
the centroid that violated the spatial constraint. It is subscripted by l to emphasize that it is possible
for a single object pair to be involved in multiple spatial constraint violations.
i
Ma,f

=

q

i
i
T
[x̂ia,f ŷa,f
][x̂ia,f +j ŷa,f
+j ]

represents the maximum motion in a 30 frame sliding window for any single object i in a particular
i
= ∅ when, there is no bounding box information for xia
camera Ca for a particular frame f . Ma,f

38

in this 30 frame window. To find j compute
j = argmax
j

q
i
i
T
][x̂ia,f +j ŷa,f
[x̂ia,f ŷa,f
+j ]

∆θi,j,f represents the difference between the angle of the maximum motion vectors for each object
∆θi,j,f = arccos

Mia,f · Mjb,f

kMia,f kkMjb,f k

i
Mia,f is the maximum motion vector computed from Ma,f
:

Mia,f = [x̂ia,f − x̂ia,f +j
Since 0 ≤ arccos(∆θi,j,f ) ≤ π

i
i
T
ŷa,f
− ŷa,f
+j ]

∀ ∆θi,j,f , there is no issue of angles becoming imaginary or

wrapping around 2π.

Section 2.3.3 Appearance Constraints

Previous methods have considered color similarity of objects between views to increase the accuracy of the label assignments. This is important when there are small errors in the track data
or epipolar geometry which cause the objects to be matched incorrectly. Directly comparing the
appearance of objects can present difficulties especially when the cameras are not color calibrated.
Relative color similarity between objects still can give useful information. At an abstract level we
can consider all permutations of object matches from one camera to another. Suppose there are
two objects, A, B in Camera 1 and two objects A′ , B ′ in Camera 2. One permutation would be
A matches to A′ and B matches to B ′ . Another permutation would be A matches to B ′ and B
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matches to A′ . Given a permutation we can find the appearance score of this match by computing
the average intensity difference between the corresponding objects in the permutation.
Concretely, after applying the previous constraints to all frames, if there are still ambiguous
matches (i.e., those objects for which there is not a 1-1 mapping), then collect these ambiguous
objects into two lists. The ambiguous objects in Ca are A = {x1a , . . . , xqa } and those in Cb are
B = {x1b , . . . , xqb }, where q is the number of ambiguous objects. To get the correct matches, find
the permutation of superscript indices in B to minimize the relative error:
|A|
M
N
X
¡1X
1 X ¯ ¢2
¯
Ib (x)
Ia (x) −
p = argmin
M i
N pi
P
i=1
x∈xa

(2.10)

x∈xb

where P is the set of all permutations of the indices of ambiguous objects in B. Each p is a set
¯ represents the image intensity at x. Figures 2.11 - Figure 2.13 show
of indices of objects in B. I(x)
some results of the labeling algorithm. The tracks that are colored the same were matched across
views. In Section 2.2 the method automatically finds the heads and hands. To test the accuracy
of the labeling algorithm, we have manually introduced additional bounding boxes around other
objects. The algorithm correctly labels all objects across all views. More results are presented in
Section 4.8. We show the final function that needs to be minimized to satisfy all constraints. Given
an object xia in Ca , to find the corresponding object in all other cameras Cb compute:
N i,j

a,b
1 X¡ ′ i
j
i
∀b 6= a obtain argmin i,j
d ([x̂a,f ŷa,f
1]Fa,b , [x̂jb,f ŷb,f
1])+
Na,b f =1
j
q
¢
h
h
j
][x̂b,ff,l ŷb,ff,l ]T + Ti,j,f + ΓC (xia , xjb )Ω(P ) (2.11)
ΓA (f ) [x̂jb,f ŷb,f

where b is the index of the bth camera. ΓA (f ) and ΓC are indicator functions, A is the set of frames
in which the spatial constraint is met and C is the set of objects for which the appearance constraint
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is met. hf,l is the index of the centroid that violated the spatial constraint. It is subscripted by l
to emphasize that it is possible for a single object pair to be involved in multiple spatial constraint
violations. Ω(P ) is the penalty amount found from Equation 2.10.

Section 2.4 Quantitative Results

The proposed overall method has been formulated in the context of activity analysis for cameras
with multiple levels of zoom. The guidelines for experimental design and evaluation are discussed
next. The cameras were placed so that all were facing the same scene with different levels of zoom.
The successively higher zoom levels each viewed a subset of the scene taken at lower zoom levels.
There were no strict camera placement protocols. Datasets taken at different times did not have to
have identical zooms/placement as the initial experiments. The zoom and camera placement were
different for most of the tests. Because our method uses the fundamental matrix, we did not need
strict camera placement protocols. We wanted this flexibility to make the system less restrictive
and more useful to others. To compute the fundamental matrix 14 point correspondences were
used. This was sufficient calibration for our purposes. The experiments were all in a normal
office environment and no special illumination calibration across cameras was performed. We first
present results of the correspondence algorithm (Section 2.3) and then show results for activity
analysis (Section 3.1).
In evaluating our consistent labeling algorithm the main task to evaluate was how many objects
were correctly labeled across the video sequences. A number of constraints were used (see Sec-
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Figure 2.11: Output of consistent labeling. Each row is a particular time unit in the sequence. For
each row zoom 1, zoom 2, and zoom 3 are shown respectively. The previous object trajectories
are superimposed on the current frame in the sequence. The matched trajectories across views are
shown in similar colors. All objects were labeled across views correctly. Row 3 shows a frame
after the head has moved. Notice that this generates a white line, similarly the white line appears
in the other zooms indicating it is the same trajectory.
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Figure 2.12: Output of consistent labeling. See Figure 2.11 for more information. The matched
trajectories across views are shown in similar colors. It can be seen that all objects were labeled
across views correctly. In Row 1 only the head has moved, and so no other trajectories can be seen.
In Row 2 the hand is scratching the head (trajectory is marked in red across zooms). Row 3 shows
the other hand approaching the head with a mobile phone.
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Figure 2.13: Output of consistent labeling. This figures shows the same sequence as that shown
in Figure 2.11. The difference is that every 30th frame is shown to get a better flow of the video
sequence. The frames go from left to right and top to bottom.
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Figure 2.14: Other Camera Configurations that we tested the labeling algorithm on (Section 2.3).
There were two cameras in this setup. One input image from each camera is shown.
tions 2.3.1 - 2.3.3) to make the matching more robust. A valid question arises: is there any benefit
of the constraints. We show in the following tables how the correspondence matching performed
with various combinations of constraints. Results using only the epipolar distance minimization
(Equation 2.6) are presented in Table 2.1. Table 2.2 shows the effect of using Equation 2.7 for the
error instead of Equation 2.5. Results using only the epipolar distance minimization and spatial
constraints are presented in Table 2.3. Results using only the epipolar distance minimization and
trajectory constraints are presented in Table 2.4. Next results are presented, in Table 2.5, using
only the epipolar distance minimization and appearance constraints. When we combine all four
constraints together we achieve 100% accuracy as presented in Table 2.6. Table 2.7 lists a summary of the average score for each algorithmic setup. This average was obtained by summing the
individual percentage scores for each sequence and dividing by the total number of sequences. The
appearance constraints did well overall. However in sequence 2, the appearance constraints failed,
and this was a sequence that the spatial constraints performed well on. Though in sequence 2, it
was only in combining all the constraints that the algorithm achieved 100%. Thus we can see how
the various constraints work together to achieve better results. Data Sets 1-7 are multiple level
of zoom sequences. Data Set 8, shown in Figure 2.14, is a sequence with partially overlapping
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Table 2.1: Only Epipolar Minimization using Equation 2.5
Sequence #

Objects

in

Objects

in

Objects

in % Matched

# Matched

Camera 1

Camera 2

Camera 3

Sequence 1

7

7

3

85

17/20

Sequence 2

7

7

2

72

13/18

Sequence 3

9

9

2

91

20/22

Sequence 4

6

6

2

100

16/16

Sequence 5

7

7

3

85

17/20

Sequence 6

11

10

2

100

24/24

Sequence 7

4

4

2

100

12/12

Sequence 8

6

6

0

67

8/12

Sequence 9

6

9

3

100

18/18

FOVs as found in many surveillance papers [CA99]. Data Set 9 is a three camera sequence with
partially overlapping FOVs. This labeling algorithm was tested on a number of different camera
configurations to show the robustness of the proposed approach. The proposed labeling algorithm
has been tested on eight such three camera sequences, and one two camera sequence for a total of
over 18,500 video frames with over 160 objects corresponded correctly with 100% accuracy.
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Table 2.2: Only Epipolar Minimization using Equation 2.7
Sequence #

Objects

in

Objects

in

Objects

in % Matched

# Matched

Camera 1

Camera 2

Camera 3

Sequence 1

7

7

3

90

18/20

Sequence 2

7

7

2

83

15/18

Sequence 3

9

9

2

91

20/22

Sequence 4

6

6

2

100

16/16

Sequence 5

7

7

3

85

17/20

Sequence 6

11

10

2

100

24/24

Sequence 7

4

4

2

100

12/12

Sequence 8

6

6

0

75

9/12

Sequence 9

6

9

3

100

18/18
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Table 2.3: Epipolar and Spatial Constraints
Sequence #

Objects

in

Objects

in

Objects

in % Matched

# Matched

Camera 1

Camera 2

Camera 3

Sequence 1

7

7

3

80

16/20

Sequence 2

7

7

2

89

16/18

Sequence 3

9

9

2

91

20/22

Sequence 4

6

6

2

100

16/16

Sequence 5

7

7

3

85

17/20

Sequence 6

11

10

2

100

24/24

Sequence 7

4

4

2

100

12/12

Sequence 8

6

6

0

67

8/12

Sequence 9

6

9

3

100

18/18
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Table 2.4: Epipolar and Trajectory Constraints
Sequence #

Objects

in

Objects

in

Objects

in % Matched

# Matched

Camera 1

Camera 2

Camera 3

Sequence 1

7

7

3

90

18/20

Sequence 2

7

7

2

83

15/18

Sequence 3

9

9

2

91

20/22

Sequence 4

6

6

2

100

16/16

Sequence 5

7

7

3

85

17/20

Sequence 6

11

10

2

100

24/24

Sequence 7

4

4

2

100

12/12

Sequence 8

6

6

0

75

9/12

Sequence 9

6

9

3

100

18/18
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Table 2.5: Epipolar and Appearance Constraints
Sequence #

Objects

in

Objects

in

Objects

in % Matched

# Matched

Camera 1

Camera 2

Camera 3

Sequence 1

7

7

3

100

20/20

Sequence 2

7

7

2

83

15/18

Sequence 3

9

9

2

100

22/22

Sequence 4

6

6

2

100

16/16

Sequence 5

7

7

3

100

20/20

Sequence 6

11

10

2

100

24/24

Sequence 7

4

4

2

100

12/12

Sequence 8

6

6

0

100

12/12

Sequence 9

6

9

3

100

18/18
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Table 2.6: All Constraints
Sequence #

Objects

in

Objects

in

Objects

in % Matched

# Matched

Camera 1

Camera 2

Camera 3

Sequence 1

7

7

3

100

20/20

Sequence 2

7

7

2

100

18/18

Sequence 3

9

9

2

100

22/22

Sequence 4

6

6

2

100

16/16

Sequence 5

7

7

3

100

20/20

Sequence 6

11

10

2

100

24/24

Sequence 7

4

4

2

100

12/12

Sequence 8

6

6

0

100

12/12

Sequence 9

6

9

3

100

18/18

Table 2.7: Summary For All Algorithmic Setups
Algorithm Setup

Average Sequence Score

Only equation 2.5

88.8

Only equation 2.7

91.5

Epipolar and Spatial Constraints

90.2

Epipolar and Trajectory Constraints

91.5

Epipolar and Appearance Constraints

98.1

All Constraints

100
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Section 2.5 Conclusion

In this chapter we have developed a robust multizoom framework to enable activity recognition.
The presented framework is able to combine information from cameras in multiple ways to increase overall system performance. Heads and hands are automatically found and tracked using
multiple levels of detail. We have presented a method which is able to incorporate epipolar, spatial,
trajectory, and appearance together into a unified framework to achieve consistent object labeling
across multiple cameras. In the next chapter we build on this foundation and design features using
these primitives. The features, in turn, will lay the foundation for using TemporalBoost.
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CHAPTER 3
DEVELOPMENT OF FEATURES FOR TEMPORALBOOST
In order to motivate the kinds of features we designed we start by giving a high level view of
what we want to compute. In Figure 3.1(a) we introduce a novel representation of the Hand
And Face Interactivity Space (HAFIS). It is a four-dimensional feature space. The first feature
is based on how many hands are needed for the given action. Sneezing or talking require no
hands, while putting on eye glasses can require two hands. Eating, drinking, scratching one’s
face, using a phone, are head and hand interactions requiring one hand. Of course there is some
overlap between the classifications. The second feature, is based on how long the head and hand(s)
interacted (temporal extent). Swatting a fly off one’s face takes considerably less time than putting
a phone to one’s ear and talking to someone. The third feature is the spatial location of the hand
relative to the head. The face can be broken down spatially to aid activity recognition as in Figure
3.1(b). For instance, when using a phone the hand stays next to the ear and the phone rests by
the ear. Drinking requires one to bring a cup (or straw) to the mouth region and open the mouth.
Scratching the ear actually looks very similar to talking on the phone. To resolve this ambiguity,
we can differentiate the activities based on whether there is an object in the hand, which is the
fourth feature. Other object information, such as where in space an object came from and where it
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spatial inf o
obj ect inf o
dur ation
hands inv ol v ed

(a) See Text for Description of the Axes

(b)

Figure 3.1: HAFIS Space and Face Graph
was placed after it was used, could be acquired as well. The above partitioning represents a natural
way to classify actions and lends itself to a probabilistic framework. This representation gives us
much generality to express a broad class of activities involving the face and hands.
From the above high level description of feature types we derived the following three categories
of features:
• Multizoom Features
• Temporal Features
• Single Frame Features
Multizoom features are those that simultaneously require multiple levels of zoom. They generally
rely on using feature responses in one zoom to conditionally evaluate features in another zoom.
Temporal features are those that require some kind of frame history. They are usually computed at
lower zoom levels as they keep track of scene context that cannot be inferred from a high zoomed
image of the face. An example of this kind of feature would be artifact detection in zoom 1. Single
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frame features are those that do not need information at multiple zooms or time scales. They
can be evaluated frame wise. All of the features in [VJ01] rely on simple frame wise (or region
wise) computations. They expand their feature set to include rudimentary temporal features in
[VJS03]. However, their features do not have the temporal complexity of our features. In our work
we include many kinds of temporal features and show how to incorporate them into an Adaboost
frame work. In the next three sections we explain the features in each category and give some
idea of their individual performance. The design of the features themselves was motivated by
determining at a high level what needed to be computed to determine the actions.

Section 3.1 Combining Multiple Zooms for Improved Action Recognition

After performing tracking and labeling across cameras as described in Chapter 2, the next step is to
use the multiple levels of detail for improved activity analysis. We demonstrate with three features
the capability of our system to use multiple levels of scene detail to improve activity analysis.

Section 3.1.1 Object Segmentation

The first scenario we consider is determining whether there is an object in the hand as it comes
to the face. Using only a view such as zoom 1 will present several challenges because there is
not enough detail to determine whether the hand had an object in it, and whether it went to the
mouth or the ear. In a higher zoomed view such as zoom 3, there is no way to know where the
object originally came from in the scene or where and when to look for the object, but zoom 1 and
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zoom 2 both can provide this information to zoom 3. Thus, multiple zooms need to be combined
in a manner such that each zoom level answers the questions that it is best able to answer. We
show how to combine multiple levels of detail to detect and analyze these objects that are difficult
to detect with a single level of zoom. In previous sections Ca and Cb were denoted as arbitrary
cameras. Here the strengths of each zoom are used, so Cl and Ch denote the lower and higher
zoomed cameras respectively. This notation will be used throughout this section.
To identify if there is an object in either hand, the hands in Cl are analyzed for motion by
computing It,l,f . It indicates temporal derivative for camera, Cl and frame f . Significant motion
of non-skin colored pixels indicates that a potential object is found. p is denoted as the centroid
of this potential object in the lower zoom, Cl . If a significant amount of motion generated by nonskin colored pixels is found in Ch near the intersection of the epipolar line, p · Fl,h , with the image
plane, then an object is assumed to be in the hand. The flowchart (including the auto-correct step
in Section 3.1.1.1) is shown in Figure 3.2. Concretely, for each hand region Bi = xia , in Cl found
using the method in Section 2.2 compute:
X

H l (Il,f (p))Iˆt,l,f (p) > α0

(3.1)

p∈Bi

Where p is an image point, H l is the negated color model of the head and hands for Cl , presented
in Section 2.2. Il,f is the image from camera Cl for this frame f . Iˆt,l,f is a binary valued motion
segmentation produced from It,l,f in the following way:
∀p, Iˆt,l,f (p) = It,l,f (p) > α1
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(3.2)

Inputs:
All Hand
Regions
In Zoom Cl

Eq. 3.1
Count
#
Object Pixels In Hand
Region

# > α0

Eq. 3.3
Compute centroid
and
transfer
to
Ch using epipolar
geometry

Eq. 3.4
Count # Ob- # > α2
ject
Pixels
along epipolar
line in Ch

No Object In Hand according to Cl

Object
in
hand

No Object In Hand according to Ch

Cl and Ch contradict
Inputs:
Hand region
in
Cl

Eq. 3.2
Find moving pixels in hand region

Add all moving pixels to
color model

Color model is
now updated

Figure 3.2: Flowchart for Section 3.1.1 (top row) and 3.1.1.1 (bottom row).
If equation 3.1 holds then Ch can be notified as to where an object may be present by finding the
corresponding epipolar line c · Fl,h , where c is the centroid in Cl
c=

P

p∈Bi

p · H l (Il,f (p))Iˆt,l,f (p)
.
P
ˆ
p∈Bi It,l,f (p)

(3.3)

While it is true that the epipolar geometry maps points to lines (for orthogonal, perspective
cameras), the search for the object can be reduced to two regions. This reduction in the search
space is possible since we know the hand and object are not yet in Ch . Since we have an object
position in Cl , we can find its epipolar line l in Ch . Then intersect this line with the image plane,
and only look at these intersection points, Pi , for entering objects. There will be at most two points
because the images are planar. With the predicted intersection points Pi , regions around these
points, Ri are searched using a modification of equation 3.1:
X

H h (Ih,f (p))Iˆt,h,f (p) + Hl′ (Ih,f (p))Iˆt,h,f (p) > α2

p∈Ri
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(3.4)

The main differences here are that 1) we have a predicted region Ri which gives the probable
location of where to look in Ch and 2) we can use Hl′ which is the object color model from Cl ,
transferred to Ch , to find additional moving non skin pixels. Hl′ is built (using [KK96]) from the
lower zoomed camera, Cl , using the pixels p ∈ Bi such that H l (Il,f (p))Iˆt,l,f (p) > 0. Since the
cameras are not color calibrated the quality of the transferred color model Hl′ could be increased
by performing a color space transform such as [RAG01]. Hl and Hh are the color models for the
head and hands in Cl and Ch respectively (presented in Section 2.2). The object color model of
Cl could be updated based on the object color model in Ch . If inequality 3.4 does not hold then
it means no objects appeared in Ch at location Pi , with the predicted color Hl′ and Ch assumes a
false positive was observed. This allows for a bad segmentation in Cl to be auto corrected in Ch .
The bad segmentation in Cl will not yet be eliminated but the propagation of the error is halted.
Section 3.1.1.1 details how Cl can then be notified of its error to correct the bad segmentation.
If the object is confirmed in Ch , then segmentation in Ch can proceed. By passing location and
color information between cameras, we can achieve better object segmentation. This allows early
identification of objects in Ch . By passing this updated color and spatial information back to Cl we
can update its color and spatial parameters for the object in question, which will allow for better
segmentation in the lower zooms. Results from our multi camera segmentation have demonstrated
that we are able to correctly determine when an object is in the hand and further, when Cl gives
an incorrect result the method is able to determine this in Ch and notify Cl . Results are shown
in Figures 3.3 and 3.4. In Figure 3.3 Cl triggers that an object is present in the hand because the
segmentation is not perfectly correct. This can be seen by observing the hole in the segmented skin
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image. The Ch segmentation is correct and it does not observe any significant motion of non-skin
colored objects, thus it overrides Cl ’s decision and notifies Cl of the incorrect segmentation. In
Figure 3.4, there is a mobile phone being brought to the head. Here Cl identifies an object and
alerts Ch to its possible location and color. Ch then correctly verifies that an object is present.

Section 3.1.1.1 Automatically Correcting Incomplete Segmentations

As stated in Section 2.2 the color model is built using the RGB values of the head pixels. This gives
a good color model for the hands, but it is not always complete. In Figure 3.3 the reason that zoom
2 incorrectly determines that an object is in the hand is because of the incomplete color model
that is built using the head’s color information. It was already shown in Section 3.1 how the color
models of the object can be transferred across cameras to allow for improved object segmentation.
Here we show how the color model of the head and hands in Cl can be auto-corrected. This is a
consequence of the multicamera detection scheme. When Cl incorrectly determines that an object
is in the hand, Cl can go back to this particular frame (which can be done once Ch notifies Cl of
the error) and put these hand pixels that were detected as an object in the color model for the head
and hands.
Concretely, the following steps must be taken: 1. Ch notifies Cl of the incorrect segmentation.
2. Cl then goes back to the frames that it (incorrectly) determined an object was in the hand. 3.
Any moving pixels in this region are then treated as hand pixels and they are added to the color
model for the head and hands. This process greatly increases the accuracy of the color model and
Figure 3.5 shows the segmentation using the corrected color model.
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Figure 3.3: Zoom 2 images are in column one and zoom 3 images are in column two. Row one is
the input images. Row two is the It,l,f images, and the third row is the color segmentation images.
In zoom 2, a poor color model does not correctly segment all of the hand(column one, row three).
Thus zoom 2 incorrectly concludes that an object is present in the hand. However, in zoom 3, the
color segmentation is correct, it can override zoom 2’s decision.
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Figure 3.4: In this case zoom 2 correctly detects an object, and zoom 3 confirms that an object is
present in the hand. See Figure 3.3 for more explanation on the details of each row of images.
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Figure 3.5: This figure shows how an incorrect result in one zoom can be used to correct future
bad segmentations. Column 1 shows the input image. Column 2 shows the segmentation using
the incomplete color model. This figure is the same as Figure 3.3 (column one, row three). Column 3 shows the segmentation of the same image after the notification and update process. This
update of the color model allows for much better segmentation of the hand. This is an interesting
consequence of the multizoom cooperation among cameras.

Section 3.1.2 Determining Number of Hands In Head Region

For action analysis another important subtask is determining how many hands are at the face.
Certain actions require a certain number of hands to be present. Putting on eyeglasses requires
two hands whereas drinking a beverage involves one hand coming to the face. Utilizing multiple
zoom levels aids in the task of determining the number of hands in the head region. Zooms one
and two cooperate in this task. The flowchart for this scenario is shown in Figure 3.6. The first
step is to compute the distance between the head and hand for each zoom as shown in Figure 3.7.
This results in d1 , d2 , d3 , d4 . Then the likelihood of the hand being near the face is computed as
¡ d2 ¢
i
−
1
√
e 2σ2 . Because the hand tracks are noisy we add the distance between the hand and head
2πσ
¡ (d +d )2 ¢
i
j
−
1
2σ 2
for zooms one and two: √2πσ e
. The plot of this measure over time is shown in Figure
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Figure 3.6: Flowchart for Section 3.1.2.

Figure 3.7: Computing distance between the hand and head.
¡ (d +d )2 ¢
2
4
1
(for hand 1 and hand 3). The green plot is √2πσ
e− 2σ2
¡ (d +d )2 ¢
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−
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√
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(for hand 2 and hand 4). When 2πσ e
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method are shown in Figure 3.9.

Figure 3.8: Probability of hand in head region.
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Figure 3.9: Automatic results of determining the number of hands in head region.
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Count # Moving Pixels In
Hand Region
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Figure 3.10: Flowchart for Section 3.1.3.

Section 3.1.3 Localizing Hand on Face

The final scenario we present is determining where on the face the hand is. Many actions can be
distinguished based on where the hand is on the face, such as using the phone and drinking. We
split the head into six regions shown in Figure 3.11a. The computation is similar to that in Section
3.1.1 with the difference being all moving pixels are used. Thus Equation 3.1 becomes
Iˆt,l,f (p) > α4

X

(3.5)

p∈Bi

Equation 3.3 becomes
P

p∈Bi

c= P

p · Iˆt,l,f (p)
.
Iˆt,l,f (p)

p∈Bi
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(3.6)

Equation 3.4 is similarly modified. The region with the maximum number of hand pixels is
taken to be the location of the hand. Results of hand localization are shown in Figures 3.11b and
3.11c. The flowchart for this scenario is presented in Figure 3.10.

a

b

c

Figure 3.11: Automatic results of hand localization.

Section 3.2 Quantitative Results

Results from the multiple levels of detail activity analysis module are now presented. Multiple
camera configurations were tested with various camera placements. The object segmentation module was tested on 15 video clips. The method was required to automatically determine whether
there was an object in the hand for each sequence. In all cases the hand came to the face either
with an object in the hand (eight times) or without an object in the hand (seven times). In all the
trials there were only two bad decisions (one in each category). Some of the clips were challenging. For instance the method was successful in determining that there was an object in the hands
when eye glasses were being brought to the head. With one low zoom it would be hard to see the
eyeglasses. Further, unconstrained search in zoom 3 would have too many false positives. The
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system was able to successfully recognize when only the hands were coming to the head. Figure
3.12 shows a case in which the user enters the scene, though his hand is not put to his head. In this
case, there was significant skin (face) and non-skin(hair, eyes, etc...) in zoom 3, which would have
given a false alarm if the system only looked at zoom 3 or used some other naive method.
The Determining Number of Hands In Head Region module was tested on 10 video clips. The
method was required to determine how many hands were at the face (if any). Five clips had one
hand coming to the face and five clips had two hands coming to the face. The method correctly
determined the number of hands coming to the face in 9 of the clips. The system never said there
were hands at the face when there were none. The Localizing Hand on Face module was tested
on 10 video clips. In all clips the hand came to one of the six regions shown in Figure 3.11a.
The method was required to determine which region the hand was in. The method had only two
incorrect decision. That is we made the correct determination as to which region the hand was in
in eight clips.
In all these scenarios the multicamera formulation is able to discern the context of the scene.
The term refers to the low level tracking information available and coarse object information in the
lower zooms combined with the object detail present in the high zooms. Also present in the high
zooms is more detailed (but spatially limited) tracking information. Because there is no hand near
the head when the user is entering, which is known from the context of zoom 2, the method is able
to disregard the significant non-skin motion which would have otherwise signaled a false positive
that the hand was near the head.
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Figure 3.12: Multizoom Segmentation. The first row shows the input images in zoom 2. The
second row shows the input images in zoom 3. Rows three and four show the Iˆt,l,f images in zoom
2 and zoom 3 respectively. Though there is significant non-skin motion, the system is able to infer
from the context of zoom 2 that the hand is not near the head.
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Figure 3.13: Multizoom Segmentation. Continued on next page;
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Figure 3.13: Column one contains zoom 2 images. Column two contains zoom 3 images. Row one
contains the input images. Row two contains It,l,f images. Row three shows segmentation using
the object color model. In row four segmentation fusing motion and object color is shown. The
final image on the fifth row shows the zoom 3 view of the object segmented using object color,
skin color, and motion information. Color information from both zoom 2 and 3 was used.

Section 3.2.1 Other Directions for Integrating Multiple Levels of Zoom

We have given details on three techniques to combine multiple levels of zoom with applications
for action analysis. There are many other possible ways to use multiple levels of zoom. For
instance one technique would be to measure the temporal duration the hand was in the head region.
Another technique would be to determine what object a person was looking at using the detailed
head position in zoom 3 combined with the scene details (possible objects) in zooms 1 and 2. We
are exploring these and other methods to combine zoom levels.

Section 3.3 Temporal Features

In order to perform activity recognition of actions involving the hand and head strong features that
determine exactly where the hand is over the face needed to be developed. It is intuitive that having
features which determine precisely where the hand is over the face is necessary for action recognition. Determining the boundary of the face and hand is a well known occlusion problem that is
difficult to solve. The difficulty lies in the fact that the hand and head are similarly colored/textured
regions. One feature in particular has proven to be reliable in resolving this occlusion problem,
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Figure 3.14: Activity Feature Space and Face Map
and we devote particular attention to it because of its broad application to other areas of computer
vision research.
The goal of this section is to provide a feature that finds where the hand is at all times during
hand/face occlusion. By reliably tracking the hand across the face at all times, a number of applications ranging from HCI to video indexing and retrieval to performing action recognition can be
performed. To see why such precise localization of the hand in the region of the face is necessary
consider Figure 3.1, reproduced here as Figure 3.14 for convenience. At the most basic level this
information needs to be captured in some way by any activity recognition system. The third feature
is the spatial location of the hand relative to the head. The face can be broken down spatially to aid
activity recognition as in Figure 3.14(b). For instance, when using a phone the hand stays next to
the ear and the phone rests by the ear. Drinking requires one to bring a cup (or straw) to the mouth
region and open the mouth. The primary focus of this section is in measuring accurately this third
feature. Once solved it will allow other aspects of activity recognition and HCI to be solved.
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In algorithmic form, a video is input and the segmentation of the hand over the face is output.
First we compute the potential and force field image representations. Then we place unit test pixels
uniformly throughout the image. Next, we compute the distance traveled of each test pixel in the
force field. Each pixel location has its own mixture of Gaussian model which is updated every
frame when the new distance traveled observation comes in. When the hand enters the image these
distance traveled observations for each test pixel location will change substantially. We compute
(for each test pixel location) the current observation’s distance from its distribution. Hand regions
are those that had the largest distance from their distributions.
First details on the underlying image representation are provided. Next it is shown how formulating the problem using MoG can aid the task of segmenting the hand/face. Finally results are
presented and then we conclude.

Section 3.4 Potential Images

The potential energy at a given position, rj , with respect to position ri , in image I is given by
Ei (rj ) =

I(ri )
|ri − rj |

(3.7)

where rj is the image location in question and I(ri ) is the image intensity at position ri .
Notice that this computation says nothing about the intensity of the pixel at location rj . Ei (rj )
is a function of other image intensities. This quantity is accumulated for every pixel in the image
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(a)

(b)

(c)

Figure 3.15: Potential Image for Various Input Frames. Input images are shown in column a: the
left most column. Potential images are shown in column b. Notice that the potential image is quite
smooth, due to the large convolutions. Column c shows the quantized potential images so that the
equipotential curves can be more easily seen.
to compute the total potential energy at location rj :
E(rj ) =

X

ri 6=rj

I(ri )
|ri − rj |

(3.8)

Equation 3.8 gives the potential energy for a particular image location. This computation is then
performed for every location in the image. This gives the potential energy image. Two potential
images are shown in Figure 3.15.

Section 3.4.1 Force Fields

The force field (which can be derived from the image potential) indicates the force exerted at each
location rj by all the other pixels in the image. The force vector at position, rj , with respect to
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position ri , in image I is given by
Fi (rj ) = Ei (rj )

r i − rj
r i − rj
= I(ri )
2
|ri − rj |
|ri − rj |3

The force, Fi (rj ), is a vector with two components. These vector fields will be very important in
the image representation. The units of pixel intensity, direction, and force are arbitrary as is the
origin of the coordinate system. To find the force exerted by all pixels at a particular image location
rj simply compute
F (rj ) =

X

I(ri )

ri 6=rj

r i − rj
|ri − rj |3

F (rj ) is the normalized vector at rj computed as F (x) =

F (x)
.
|F (x)|

(3.9)
Examples of the force fields

are shown in Figure 3.16. Since the force fields are two dimensional the magnitude and direction
are shown as separate images. The direction was quantized (for display purposes only) into 10
regions.

Section 3.4.2 Finding Potential Wells

Once the potential and force field images have been computed the well points(local extrema) are
computed. This is done in an iterative fashion. Unit test pixels are placed uniformly (resulting in a
rectangular grid of test pixels) throughout the image. They can be placed at every pixel, every other
pixel etc. They are placed in the field and serve to capture the flow of the field. Suppose there are
m test pixels t1 , . . . , tm . Since the position of each test pixel will change as it traverses the force
field, we denote the initial location of ti as ti,0 . To find any ti,j apply the recursive equations:
ti,0 = (xi , yi )
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(a)

(b)

(c)

Figure 3.16: Force Vector Fields for various input frames. Input images are shown in column a.
Column b contains the magnitude of the force field and column c contains the direction (quantized)
of the force field.
ti,j = ti,j−1 + F (ti,j−1 )
Where F (x) is the normalized vector at x, which is computed as F (x) =

(3.10)
F (x)
.
|F (x)|

Given a unit test

pixel starting point, ti,0 , it goes through the force field until it stabilizes at a well point, denoted
as ti,N . Unit test pixels eventually reach stable points. In our examples convergence was always
reached well before N =500 for the 1000’s of image we tested. Iterations needed for convergence
depends on image size and the number of wells. Larger images or ones with fewer wells will need
more iterations. In order to make the method more robust we define the following stopping criteria
for convergence:
1
ti,j − ti,j−δ
≤
δ
2
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(3.11)

(a) 50 iterations

(b) 100 iterations

(c) 150 iterations

(d) 250 iterations

(e) 500 iterations

Figure 3.17: These images show the test pixel locations after 50, 100, 150, 250 and 500 iterations
(of Equation 3.10). The black lines are the paths that the test pixels take through the force field.
The black circles indicate where the test pixels currently are located. As the number of iterations
increases notice how fewer circles appear. This occurs because more of the test pixels reach the
final well locations as the number of iterations increases.
where δ can be in the range of 5-10. The convergence test essentially makes sure that the algorithm
does not stop until the test pixel stops moving. Since movement is determined by normalizing the
vector at ti,j there will always be at least some minimal movement, which is why we consider some
finite, small window. This allows the computation to be ended whenever convergence is reached.
Not all ti end up at the same wells. The path that a test pixel takes is called a channel. It is easy to
see that once two test pixels reach a common point, they both travel the same path from them on.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Figure 3.18: Input frame demonstrating concepts of image representation. (a) is original image,
(b) is the potential image, (c) is the potential image with well points overlaid, (d) is potential image
with channels overlaid, (e), (f), and (g) correspond similarly to the force magnitude image. (h) is
the direction of the force field, while (i) is the original image overlaid with the channels and wells.
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(a)
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(d)

(e)

(f)

(g)

(h)

(i)

Figure 3.19: Input frame demonstrating concepts of image representation. (a) is original image,
(b) is the potential image, (c) is the potential image with well points overlaid, (d) is potential image
with channels overlaid, (e), (f), and (g) correspond similarly to the force magnitude image. (h) is
the direction of the force field, while (i) is the original image overlaid with the channels and wells.
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In practice our representation is similar to a low-pass filter. We develop the relationship to force
and potential to give more intuition into the physical meaning of how test pixels travel through the
force field to potential wells. This design choice will also become more clear in Section 3.5. Moreover with a physical interpretation, it is clear that F (r) = ∇E(r). Some examples of the channels
are shown in Figure 3.17. To get these images, test pixels were placed uniformly throughout the
image. For every ti the wells are found using Equation 3.10. As said previously 500 iterations are
used. We show the intermediate results after various numbers of iterations. Before deriving the
distance traveled feature we would like to give some intuition as to what information in the image
the force field is capturing and why it is useful in our problem domain. Equation 3.9 shows that
the force field captures global structure. However since the effect on the field is proportional to
1
d2

pixels far away will have very small contribution. The net effect is that regional structure is

captured.
The potential image is a scalar at each pixel and it is a measure of the brightness of that region.
The force field is a vector at each pixel location. In this representation the potential and force
values consist of nonlinear combinations of the remaining pixels in the image. Concretely, the
wells are the local maxima of the potential image. The direction of the force field indicates the
paths the wells take. The magnitude of the force field shows that the wells end up at locations of
low force. The channels themselves follow paths perpendicular to the equipotential surfaces. It
measures properties related to regional edge strength. It is not an edge detector, but it is related.
The force field measures regional edge like structure in the image. The potential wells are those
points in the force field where the net force is zero.
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In order to clarify these concepts we show real images used in our data sets. Figures 3.18 and
3.19 show two real images with well positions overlaid on the potential, force, and real image.
We further show channel lines superimposed and the direction field. One can verify that the wells
are at the local maxima in the potential image traversing along paths according to the force field.
Similarly in the force magnitude representation the wells settle in places of low force (i.e. zero
force). This too makes sense as only when the test pixels reach locations of low force will they
stop moving. To the extent that a potential image is affected, the local regions will also be affected.
Further, the well movement is directly related to the potential and force.
Some synthetic images will also help to clarify these concepts. Here we demonstrate the iterative process of traversing to the well points. Figure 3.20(a) shows the initial image. Figure
3.20(b) shows the initial configuration of the test pixels overlaid on the image. Figures 3.20(c)3.20(f)show the movement of the test pixels through the field after various numbers of iterations.
The black lines indicate the path taken by the test pixels. Figure 3.20(g) shows the magnitude of
the force field. Figures 3.21 - 3.24 follow similarly. This gives good intuition into the force field
representation. Finally we show the synthetic examples overlaid at various stages with the wells
and channels in Figures 3.25 - 3.29.
The force field captures regional structure and we can model this regional structure over time
to detect structural changes in the image. Though the hand and head have similar color and texture,
by analyzing regional image structure we are able to capture structural changes that are introduced
when the hand enters the scene. We can see that other methods monitoring pixel wise information
are not enough because of the similar texture of the hand and head. When the hand enters, the
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(a) Original Image

(b) 0 iterations

(e) 150 iterations

(c) 50 iterations

(f) 200 iterations

(d) 100 iterations

(g) Force Magnitude

Figure 3.20: This is a synthetic image used to give some intuition of the force field representation.
(a) is the original image. (b) is the original image with the initial configuration of test pixels
overlaid on it. (c)-(f) show the movement of the test pixels through the force field after 50, 100,
150, and 200 iterations. (g) shows the magnitude of the force field.
local structure would not change (i.e. the pixel values remain largely the same), but there is useful
regional structure variation (we will show examples of this change in subsequent sections). We
now detail how we model this changing force field over time.
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(a) Original Image

(b) 0 iterations

(e) 150 iterations

(c) 50 iterations

(f) 200 iterations

(d) 100 iterations

(g) Force Magnitude

Figure 3.21: This is a synthetic image used to give some intuition of the force field representation.
(a) is the original image. (b) is the original image with the initial configuration of test pixels
overlaid on it. (c)-(f) show the movement of the test pixels through the force field after 50, 100,
150, and 200 iterations. (g) shows the magnitude of the force field.

Section 3.5 Developing New Image Feature

The structure of these field lines for a particular image sequence are relatively constant until the
hand (or anything else) enters the image. Once the hand enters a clear disturbance in the channels
occurs in the region of occlusion. This hypothesis has been borne out in experiments on thousands
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(a) Original Image

(b) 0 iterations

(e) 150 iterations

(c) 50 iterations

(f) 200 iterations

(d) 100 iterations

(g) Force Magnitude

Figure 3.22: This is a synthetic image used to give some intuition of the force field representation.
(a) is the original image. (b) is the original image with the initial configuration of test pixels
overlaid on it. (c)-(f) show the movement of the test pixels through the force field after 50, 100,
150, and 200 iterations. (g) shows the magnitude of the force field.
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(a) Original Image

(b) 0 iterations

(e) 150 iterations

(c) 50 iterations

(f) 200 iterations

(d) 100 iterations

(g) Force Magnitude

Figure 3.23: This is a synthetic image used to give some intuition of the force field representation.
(a) is the original image. (b) is the original image with the initial configuration of test pixels
overlaid on it. (c)-(f) show the movement of the test pixels through the force field after 50, 100,
150, and 200 iterations. (g) shows the magnitude of the force field.
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(a) Original Image

(b) 0 iterations

(e) 150 iterations

(c) 50 iterations

(f) 200 iterations

(d) 100 iterations

(g) Force Magnitude

Figure 3.24: This is a synthetic image used to give some intuition of the force field representation.
(a) is the original image. (b) is the original image with the initial configuration of test pixels
overlaid on it. (c)-(f) show the movement of the test pixels through the force field after 50, 100,
150, and 200 iterations. (g) shows the magnitude of the force field.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Figure 3.25: Synthetic example demonstrating concepts of image representation. (a) is original
image, (b) is the potential image, (c) is the potential image with well points overlaid, (d) is potential
image with channels overlaid, (e), (f), and (g) correspond similarly to the force magnitude image.
(h) is the direction of the force field, while (i) is the original image overlaid with the channels and
wells. The different colors of the channel lines is for display purposes only
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Figure 3.26: Synthetic example demonstrating concepts of image representation. (a) is original
image, (b) is the potential image, (c) is the potential image with well points overlaid, (d) is potential
image with channels overlaid, (e), (f), and (g) correspond similarly to the force magnitude image.
(h) is the direction of the force field, while (i) is the original image overlaid with the channels and
wells. The different colors of the channel lines is for display purposes only

86

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Figure 3.27: Synthetic example demonstrating concepts of image representation. (a) is original
image, (b) is the potential image, (c) is the potential image with well points overlaid, (d) is potential
image with channels overlaid, (e), (f), and (g) correspond similarly to the force magnitude image.
(h) is the direction of the force field, while (i) is the original image overlaid with the channels and
wells. The different colors of the channel lines is for display purposes only
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Figure 3.28: Synthetic example demonstrating concepts of image representation. (a) is original
image, (b) is the potential image, (c) is the potential image with well points overlaid, (d) is potential
image with channels overlaid, (e), (f), and (g) correspond similarly to the force magnitude image.
(h) is the direction of the force field, while (i) is the original image overlaid with the channels and
wells. The different colors of the channel lines is for display purposes only
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Figure 3.29: Synthetic example demonstrating concepts of image representation. (a) is original
image, (b) is the potential image, (c) is the potential image with well points overlaid, (d) is potential
image with channels overlaid, (e), (f), and (g) correspond similarly to the force magnitude image.
(h) is the direction of the force field, while (i) is the original image overlaid with the channels and
wells. The different colors of the channel lines is for display purposes only
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Figure 3.30: Channels before and during occlusion for images in the same input sequence as that
shown in Figure 3.17. Notice that a disturbance in the channels can be seen in the lower left corner
of the image, whereas the rest of the channels in the the image are relatively stable.
of video frames. It is consistent with the fact that the force field is a measure of regional image
structure. Figure 3.30 shows an example of this phenomenon. It can be seen that most of the
channels are stable before and during the occlusion. We could show many more examples of this
phenomenon, but due to space limitations, we will show only one more instance in Figure 3.31.
We next demonstrate how to measure and quantify this changing force field.
If test pixels are placed uniformly in each image we can measure the variation a certain test
pixel exhibits in the distance it travels to a potential well. Since these distances remain relatively
constant when there is no disturbance in the image (i.e. no hand/face occlusion), the distance that
each test pixel travels can be modeled as a random variable with Gaussian distribution. When the
hand enters, the wells and the distances that the test pixels travel will vary significantly. These will
be the foreground channels, and they are somewhat analogous to foreground pixels in background
subtraction.
The reason this occurs is that when another object is introduced, it has its own set of channels
and wells, however, when the two objects merge, the channels and wells of both objects interact
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Figure 3.31: Channels of test pixels for another image sequence. 250 iterations were used. Notice
the large variation in the channels again in the lower left corner, where the hand enters.
with one another. Although the hand and face are similar in color, the potential and force structure
present in the image changes when another object enters the scene. Using the Mixture of Gaussian
modeling technique we are able to measure and localize this change, which allows us to find the
boundary between the face and the hand.
The distance from a test pixel start location to its final well position can be measured by computing
d = |tj,0 − tj,N |

(3.12)

This is the new distance traveled in a force field feature. There are other choices for this distance
measure such as computing the arc length. In any case, the distances these test pixels travel are
relatively constant until the hand enters the facial region. We model the face before occlusion in
terms of the distance traveled at each test pixel start location using a mixture of Gaussian.
Let us assume that in the first video frame for a particular test pixel tj : |tj,0 − tj,N | = X0 . In
the next video frame for the same test pixel location we can compute |tj,0 − tj,N | = X1 . Given the
distance traveled history of a particular test pixel at location tj : X0 , X1 , . . . , Xτ , we want to model
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this density as a mixture of K Gaussians. The current distance traveled by tj , Xτ , at time τ , has
probability
P (Xτ ) =

K
X
i=1

1
e
wi,τ √
2πσi,τ

−(Xτ −µi,τ )
2σ 2
i,τ

(3.13)

of belonging to the current model. wi,τ is the weight of the ith Gaussian, and µi,τ and σi,τ are the
mean and variance of the distribution all at time τ .
If none of the Gaussian distributions match for this particular location tj , the least likely distribution is replaced by the new distance. The distribution’s mean is the distance traveled by tj ,
|tj,0 − tj,N |, with the weight of this distribution set low. At each time instant the weights of the K
distributions are updated as
wi,τ = (1 − α)wi,τ −1 + α(Mi,τ )

(3.14)

with α set to a constant (learning rate) and Mi,τ being an indicator function which is 1 for the
distribution that matched and 0 otherwise. The distribution i that matched the current distance
observation has its mean and variance updated as
µi,τ = (1 − ρ)µi,τ −1 + ρXτ

(3.15)

2
2
σi,τ = (1 − ρ)σi,τ
−1 + ρ(Xτ − µi,τ )

(3.16)

In our case ρ is set to a constant. For notational convenience we denote tju as the mean of the
distribution that matched for test pixel tj . Using this approach we are able to model the distances
traveled by each test pixel in a coherent manner. The next task is to use these models to segment the
hand from the face. One might object and say that we should simply find the zeros of the potential
image and not track the distance to the wells. The problem with only having well information is
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that simply because a well is closer to one test pixel does not mean this test pixel ended there. In
order to determine which pixels are in the occluding region we need to have information regarding
each test pixel and how it is changing relative to the well positions.

Section 3.5.1 Combining Multiple Zooms to Refine Update Rules

Until this point not much has been said of multiple levels of details. As was shown in [SSV04]
all heads and hands in the image can be automatically found. We use their approach to find these
objects at all zoom levels. What this means is that we have the hand and head regions found in zoom
1 and zoom 2. Usually, zoom 3 only has the head region. Whenever the hand comes into zoom
3, we stop updating all models that do not match any of the distributions. To determine when the
hand has come into zoom 3, zoom 2 looks at its head and hand bounding boxes. Whenever a hand
bounding box intersects a head bounding box, zoom 2, notifies zoom 3 to stop updating its model
parameters. Specifically we do not replace the lowest match distribution with the new distance
parameters. If a particular location rstart , does match one of its K distributions then its model
parameters are still updated according to Equation 3.15. This has the effect that once the hand
enters zoom 3, the affected test pixels distributions are fixed so that these new distances are not
learned. Proceeding in this manner will prevent the hand from being merged into the background.
Without this multizoom update rule, the modified background subtraction would fail to segment the
hand as the channel disturbances would be learned and incorporated into the background model.
It might not always be possible to have multiple cameras (zoom levels). Next we present a simple
method that can determine if the hand has entered using only one camera.
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Section 3.5.2 Extracting the Hand

There are two steps needed to extract the hand. We must first identify whether or not the frame
has a hand in it. A good measure is when the maximally changing test pixel’s distance from its
distribution is much larger than its change in the previous frame. This indicates a large change in
the image. Concretely, we say the hand has entered when

tlµ − Xτ > 3 · (tlµ−1 − Xτ −1 ),

(3.17)

where l = argmax tlµ − Xτ ,

(3.18)

l

tlµ is the mean of the distribution for tl , and Xτ is the current distance traveled observation (computed as |tl,0 − tl,N | for tl . tlµ−1 and Xτ −1 are the mean of the distribution and observation for tl at
the previous input frame. The 3 in Equation 3.17 is essentially saying that the new observation’s
distance from the distribution should be more than three standard deviations before the systems
declares that a hand has entered. The goal is to find the set H which is all the hand pixels. Initially
set H ← tl,x , ∀x Ä 1 ≤ x ≤ N . This only gives one ti and corresponding channel, which is not a
complete segmentation. To get the full hand, any test pixel which ended up at the same well is also
assumed to be part of the hand. Further, any test pixel whose well is within β pixels is assumed to
be part of the hand. Concretely, set
H ← H + ta,x , ∀a, x Ä |tl,N − ta,N | ≤ β, 1 ≤ x ≤ N
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(3.19)

There are a few scenarios that will make the above method fail, such as large illumination
changes. Another scenario would be if the person left the scene. In this case the deviation from
the model would be high. If these situations need to be handled we can introduce a higher level
analysis and only conclude that a hand has entered when the higher level process so determines.
These test pixels and corresponding channels taken together segment the hand region. Once
the hand region enters the head region, the distances the test pixels travel will start to vary greatly.
Since we do not want to learn this variation, the models are not updated after the hand enters the
facial region. One could also simply decrease the learning parameter, α, to obtain a similar effect.
If it is desired to accumulate objects more quickly into the background, this behavior can easily be
accomplished by increasing the learning parameter, α.
Figure 3.32 shows a few frames of the raw channel lines found by our method. The final segmentation is achieved by finding the convex hull of this point set H and drawing the hull (unfilled).
Other methods could be used to improve the resulting contour. The full algorithm is given in Table
3.1. Detailed results are presented in Section 3.6.

Section 3.6 Results

Our method was tested on 14 sequences involving hand/face occlusion for a total of 1800 frames.
Not all of these frames contained hand over face occlusion. Of course the non-occlusion frames
were needed in order to build the online distance models. Out of the 1800 frames, roughly one
half contained hand over face occlusion. The method was successful under a variety of lighting
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Table 3.1: Overall Algorithm
For every frame
1. Compute force at every pixel using Equation 3.9
2. Place test pixels ti uniformly; and ∀ti compute Equations 3.10 and 3.12
3. ∀ti Use Equations 3.13 - 3.16 to update online MoG models
4. Check for hand using Equations 3.17 and 3.18
5. If hand present, segment using Equation 3.19, find convex hull and display result
6. Goto Step 1

Figure 3.32: The hand region is shown with the channel lines superimposed on it. These channel
lines are the ones that varied most from the previous location’s model. A convex hull algorithm
could be used to fill in this hand region.

96

conditions. Further we tested the method on 5 subjects with a variety of hand pose configurations.
Figures 3.33 and 3.34 show results of the hand segmentation on different input sequences. We
should note that in Figure 3.33 the head starts out frontal and then rotates to a half-profile position.
Our method is able to cope with rotation to half-profile, after which the model starts to break down.
We assume that the hand is initially not present (which allows us to build the model). In order to
allow translational invariance and to have faster processing, we find the head region using [VJ01]
and only process these regions. During occlusion the head might not be detected thus we hypothesize the head region using its most recent position to continue using the model. If one is interested
in handling these situations, tracking information could be used for the composite head/hand region. We show additional results in other contexts in Section 3.7 operating on full images. We
model every 5th pixel in both directions for faster computation. More samples would improve
segmentation and contour accuracy. Again to obtain the results we run a convex hull algorithm
on the set H, described in Section 3.5.2, and show the hull (unfilled). Notice that in the second
image of Figure 3.34 an over-segmentation occurs. Since our process models regional structure, it
occasionally happens that some additional region near the occluding region is segmented with the
foreground object. The algorithm was always able to determine when the hand entered the image
using the steps in Section 3.5.2.
Next we show a visual comparison between our proposed method, background subtraction
[SG00b], mean shift segmentation [CM02], and mean shift tracking [CRM00] respectively. Figure 3.35 shows four images from a typical input sequence we used. Results using the proposed
force field approach are shown in Figure 3.36. Figures 3.37, 3.38, and 3.39 show results for
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background subtraction [SG00b], mean shift segmentation, and mean shift tracking [CM02] respectively for the same frames shown in Figures 3.35 and 3.36. Our method and [SG00b] both
give pixel wise segmentation, so comparison was straightforward and unambiguous. Further, we
felt it would be interesting to compare against general methods because our approach does not use
hand color/shape to improve its decision, meaning it could possibly be applied in other contexts.
Neither of these two other methods were successful in segmenting the hand from the face.
Additional results are shown in Figures 3.40 - 3.43. These were typical results obtained by
our segmentation algorithm. In Figures 3.40 and 3.43 the channels lines are superimposed on
the segmented hand region, which gives some insight into which channels are in H and how the
convex hull algorithm works. Figure 3.43 shows a sequence that had occlusion lasting for over 250
frames. Even in these cases the segmentation remained correct. The algorithm was always able to
determine when the hand(s) entered the image using the steps presented in Section 3.5.2.
In order to quantify how well the algorithm performed we manually generated ground truth
segmentations for two sequences. Comparisons of our method to the ground truth and background
subtraction [SG00b] are presented in Table 3.2. Comparison was made pixel wise. For our method
each pixel in the convex hull was counted as hand and each pixel outside was counted as nonhand. The true positive percentages for every frame were added and divided by the total number of
frames. A similar method was used to determine the true negative rate. Our method outperformed
[SG00b] in all cases. While [SG00b] segmented part of the hand, it found much of the head region
as hand, indicated by the low true negative rate.
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Table 3.2: This table shows the true positive and true negative segmentation rates for the specified
sequences.
Seq #

#

Our

Frames

Method

Method

in

Our

Method

Method

True Positive

[SG00b] True True

Negative

[SG00b]

%

Positive %

%

Negative %

1

44

80.04

72.00

97.11

74.12

9

150

79.53

73.15

96.58

72.19

in
True

Figure 3.33: Hand Segmentation Results. This was a challenging sequence due to the large rotation
of the face.
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Figure 3.34: Results of hand segmentation algorithm.

Figure 3.35: Example images used for the comparison between our proposed hand segmentation
algorithm, background subtraction, and mean shift segmentation. These figures are some of the
input frames from the output sequence shown in Figure 3.36.

Figure 3.36: Hand Segmentation Algorithm results for the input images in Figure 3.35. The hand
region is shown with the channel lines superimposed on it. These channel lines are the ones that
varied most from the previous location’s model. This case was particularly interesting because of
the eyeglasses on the face.
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Figure 3.37: Background subtraction results for the sequence in Figure 3.35. The first row shows
background subtraction of the whole image, and the second row shows background subtraction of
only the extracted head region (found using [VJ01]). It would be very difficult to extract the hand
from these foreground regions.

Figure 3.38: Mean shift segmentation results on the sequence in Figure 3.35.

Here over-

segmentation occurs and region merging in order to correctly segment the hand would prove difficult.

Figure 3.39: Mean shift tracking results on the sequence in Figure 3.35. Here the main difficulty
is in manual initialization and after prolonged hand/face occlusion the tracker starts to drift.
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Figure 3.40: Hand segmentation with channel lines superimposed.

Figure 3.41: Results of hand segmentation algorithm.
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Figure 3.42: Results of hand segmentation algorithm.

Figure 3.43: Hand Segmentation results on prolonged occlusion. Frames 55, 70, 120, 140, 250,
and 340 are shown. The hand is leaving face in final frame.
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Figure 3.44: Occlusion involving two hands. In this sequence the algorithm correctly finds the
boundary for one of the hands. However because our algorithm looks for only the one well that
changes most, it misses the second hand.
We have tested the algorithm on one sequence involving both hands simultaneously occluding
the face. This is a particularly challenging case. Figure 3.44 shows the output. The maximum
changing well and associated channels (Section 3.5.2) occur on the right side of the image, so
it misses the second hand. However, by allowing more of the maximally changing wells and
associated field lines, the second hand can be segmented. Hand segmentation using this modified
approach are shown in Figure 3.45. Because there are so many changes occurring in the force field
with two hands, there are some spurious regions marked as hand regions. The hand extraction
algorithm could be modified to give more weight to the wells that had the largest percentage of
incoming channels. This would help reduce the effect of the extra wells seen in the top row
of Figure 3.45. We could also compute the number of channels per unit area and give higher
confidence to channel regions that were more uniform.
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Figure 3.45: Occlusion involving two hands. In this sequence the algorithm correctly finds the
boundary in the initial frames of the occlusion. Though there are some segmentation problems
later in the sequence.

Section 3.7 Application to Other Domains

Though we have chosen as the target problem segmenting the hand from the face, there is nothing
inherently that limits the method from only working for heads and hands. Here we report results
we have obtained in other contexts and show that the method is general and has potential to handle
a wide variety of occlusion problems involving similarly colored objects. The first row in Figure
3.46 shows a white box moving across a white wall. The next two rows in Figure 3.46 show
two separate sequences involving newspapers occluding each other. This would present many
challenges for most trakcing/segmentaion algorithms because both objects have such similar color
and texture. In addition to the top newspaper moving, the newspaper being occluded is also moving
slightly, which would present additional difficulties for background subtraction. The final row in
Figure 3.46 shows an irregularly shaped brown bag occluding a brown door behind it. Figures
3.47 and 3.48 show these same frames segmented using background subtraction and mean shift
segmentation, respectively. All these cases would cause most tracking or segmentation methods
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to fail, yet using the regional structure of the image and modeling this structure over time, we are
able to resolve the occlusion problem. We could make improvements to our method to get more
precise boundaries, though we simply wanted to show the utility of the method for other contexts.

Figure 3.46: Results from our method for occlusion involving other types of similarly colored
objects.

Section 3.8 Conclusions

We have laid out in detail four of the features that could be used in a boosting framework. They
have been verified to work at an acceptable level. In Chapter 4 we present a machine learning
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Table 3.3: Subset of Hand to Face Actions. This table makes use of the terminology presented in
Figure 3.1.
Action

Zoom Lev-

Location in Feature Space

els Needed
use phone

low,

mid,

high
scratch chin

low,

object, long duration
mid,

high
scratch ear

low,

low,

mid,

low,

mid,

low,

mid,

low,

mid,

low,

Region 6 motion, variable
duration

mid,

high
rub both eyes

hand to Region 6, with
object, short duration

high
rub eye

hand to Region 6, with
object, medium duration

high
talking

hand to Region 2,4, without object, short duration

high
fork to face

hand to Region 3, without
object, short duration

high
cup to mouth

hand to Region 2,4 , with

hand to Region 5, without
object, long duration

mid,

high

both hands to Region 5,
without object, long duration

put on glasses

low,

mid,

high

both hands to Region 5,
with object, short duration
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Figure 3.47: Results from background subtraction for occlusion involving other types of similarly
colored objects.
framework which is able to combine many features to perform activity recognition. Further in
Chapter 4 we give more details into different features that we use for boosted learning.
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Figure 3.48: Results from mean shift segmentation for occlusion involving other types of similarly
colored objects.
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Figure 3.49: Results from mean shift tracking for occlusion involving other types of similarly
colored objects.
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CHAPTER 4
TEMPORALBOOST LEARNING
We now give details on our new machine learning paradigm, TemporalBoost, and show an application of detecting events in an office environment. The system recognizes 11 events with good
accuracy. The target actions to be recognized are listed in Table 4.1. A visual sample of each action
is given in Figure 4.1. Many of the events we recognize are similar which makes the problem quite
challenging. For instance, medication, drinking, and yawning with hand are all very similar.
The rest of Chapter 4 is organized as follows: The machine learning algorithm is presented in
Section 4.1; Details on the features used are presented in Sections 4.2 - 4.7; Results are presented
in Section 4.8; and finally we conclude. Figure 4.2 presents a high level overview of the entire
learning and recognition process.

Section 4.1 TemporalBoost Learning

Figures 4.3 - 4.5 give an algorithmic overview of TemporalBoost Learning. Each figure represents
a classifier for each event. Each event has a separate classifier. Thus in total we have eleven such
classifiers as seen in the figures. We describe in detail Figure 4.3. A similar explanation holds
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Table 4.1: Actions recognized by system
ID

Name

a1

Talking on phone

a2

Checking voicemail on phone

a3

Bringing cup to face

a4

Scratching/Rubbing face

a5

Resting hand on face

a6

Taking medication

a7

Yawning with hand at mouth

a8

Yawning with no hand at mouth

a9

Putting on eyeglasses

a10

Putting on earphones

a11

Rubbing eyes
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Figure 4.1: Visual Sample of Target Actions. They are shown in the same order as they are listed
in Table 4.1. From left to right and top to bottom. The five figures in the lower row right corner
show some “non-action” events.
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Figure 4.2: Overview of the entire machine learning and recognition process.
for the other classifiers. Input video frames are input into the video classifier. Each video frame
goes to a separate strong classifier. Each strong classifier is comprised of many weak classifiers,
shown as blue boxes. We show six boxes, but this is general for any number of features. Each
weak classifier itself uses a sliding window of automatically determined size n. Each of the strong
classifiers then makes a frame wise decision. The strong classifier decisions can be thought of as
representing different stages of an event. The strong classifier decisions are then fed into another
layer of boosting. This layer is responsible for detecting actions of varying length. It is strictly
speaking an optimization process, but it can be thought of as a second level of boosting. Event
detection then proceeds throughout the video.
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Figure 4.3: This figure presents a visual overview of the TemporalBoost learning paradigm for
event class A.
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Figure 4.4: This figure presents a visual overview of the TemporalBoost learning paradigm for
event class B.
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Figure 4.5: This figure presents a visual overview of the TemporalBoost learning paradigm for
event class C.
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In the TemporalBoost procedure, when choosing the best weak classifier for a given stage we
modify the boosting process to allow the weak classifier to use its previous classifier responses
(previous frames in the temporal sense) if it helps decrease the overall error for this classifier.
There are many ways to use previous weak classifier response data. We consider perhaps the two
simplest. These allow a weak classifier to respond positively for the current frame if 1) any of
the previous t frames were classified as being of the positive class (OR operation) or 2) if all
of the previous t frames were classified as being of the positive class (AND operation). Case 1
will allow more true positives at the expense of possibly allowing false positives. Case 2 will
reduce false positives at the expense of possibly reducing true positives. Other functions could be
considered. For intuition, suppose a feature classifies an action correctly in the previous n frames,
but misclassifies the action in the current frame. TemporalBoost allows this feature to classify the
current frame correctly based on the fact that the previous n frames classified the action correctly
if the overall error was decreased. n is learned automatically; if n = 0 it means previous temporal
information did not help this feature.
We refer to this step as the DiscoverTemporalDependence step. It has a twofold effect. First it
automatically allows for different features to respond in different ways to the input, allowing each
feature to use as much temporal information as it can while minimizing its error for the current
boosting iteration. Second, it allows temporal smoothing to be embedded in the boosting process.
Our search is influenced by the current weights and is different than giving all features temporal
scale.
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Video events happen over multiple frames, but the standard boosting framework makes a decision as to whether an event is happening in every frame. Our second algorithmic extension to
AdaBoost, provides the necessary extensions to learn the allowable variation in action length while
keeping the false positive rate as low as possible. Suppose that the yawning event is occurring but
for the first x frames of the event, both the yawning and medication classifiers respond that their
event is occurring (or only the medication classifier in the multiclass case). Suppose after x + δ
frames only the yawning classifier responds. Suppose that when the medication event does happen
the medication classifier responds for y ≫ x frames. We encountered this phenomenon frequently
in training. If we require that the medication classifier responds for at least y frames, it would prevent the same action from being recognized if it were performed faster in the testing data. Further,
if we allow the medication classifier to respond after x frames we would get many false positives.
Instead the minimum number of frames needed to achieve high true positive and high true negative
rates should be used. This learning process occurs after the classifiers are built. We refer to this
step as the LearnEventVariation step. The full algorithm is in Table 4.4. The algorithm in Table 4.4
is the one-against-all algorithm. Given a target action (class), a, the algorithm will learn a strong
classifier that can recognize the action. A separate classifier for each target action is built.
By using multiple one-against-all classifiers two events occurring simultaneously can be recognized, which is not possible in a single multiclass classifier. Nonetheless, the method has been
implemented and tested on both the one-against-all and the multiclass training approach. Similar results were obtained in both cases. Due to space limitations we leave out the adaptations to
AdaBoost.M1.
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Table 4.2: TemporalBoost Learning Algorithm
For a given class a:
1. Given labeled video data (xa1 , y1a , z1a ), . . . , (xan , yna , zna ): xai represents one video frame. Its label is
yia = 0, 1. zia is the unique video sequence index. The zia label allows multiple training videos to be
concatenated and trained together. All frames from the same video have the same sequence index.

(a) Build the set Ωa for the ath event category by collecting the contiguously labeled frames as
events to obtain the start and end of each event in the video
(b) Each ω ∈ Ωa has ωs and ωe indicating the starting and ending frames for this event.
a =
2. Set wi,1

1
1
2ma , 2la

for yia =0,1 where ma , la are the number of negatives and positives respectively.

3. ∀i Set ha,t
= 0. In this notation hi is the weak classifier that corresponds to fi , hai indicates this
i
classifier is for action a, and ha,t
i indicates the temporal extent of the feature, which is initialized to
zero.
4. For s = 1, . . . , S :

(a) Normalize weights

a
wi,s

a
wi,s
← Pn
a
j=1 wj,s

DiscoverTemporalDependence (Steps 4b-4e)
(b) For each feature, j, train a classifier haj which is restricted to using a single feature.

ǫaj = min

Ã

¯
¯

¯
¯
ha,t
j
¯
¯
X
X
1
¯
¯

wia ¯ a,t
haj (xai−k·[zi =zi−k ] ) − yia ¯ ,
¯

¯ hj + 1
i
k=0
¯

¯
¯
¯

¯
¯!

ha,t
j

¯
¯

X
X
1

a ¯
a¯
a a
wi ¯ a,t
hj (xi−k·[zi =zi−k ] ) − yi ¯
¯ hj + 1
¯
i
k=0
¯
¯
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Table 4.3: TemporalBoost Learning Algorithm
1. set ǫaprev ← ǫaj
2. while ǫaprev ≥ ǫaj
a,t
(a) ǫaprev ← ǫaj , ha,t
j ← hj + 1

(b)

ǫaj = min

Ã

X
i

¯
¯

ha,t
¯
¯
j
X
¯
¯
1
a ¯
a a
a
wi ¯ a,t
hj (xi−k·[zi =zi−k ] )
− yi ¯¯ ,

¯

¯ hj + 1 k=0
¯!
¯

ha,t

¯
¯

j
X ¯ 1
X
¯

a
a ¯
a a
wi ¯ a,t
hj (xi−k·[zi =zi−k ] ) − yi ¯¯
¯
¯ hj + 1 k=0
i

(c) if ǫaprev ≥ ǫaj goto step 4.d

a,t
(d) else ǫaj ← ǫaprev , ha,t
j ← hj − 1 goto step 4.e

3. Choose the classifier, has with the lowest error ǫas
4. Update weights
(1−ea
i ),a

a
a
βs
= wi,t
wi,t+1

where eai = 0 if example xai is classified correctly,
eai = 1 otherwise, and βsa =

1. The final strong classifier is ha (x) =

ǫas
1 − ǫas



PS
PS
Pha,t

1
1
s
a a
a
a a


1
s=1 αs Φs ( ha,t +1
s=1 αs
k=0 hs (xi−k )) ≥ 2
s





0 otherwise

where αsa = log β1a and Φas (x) is evaluated either as ⌈x⌉ or ⌊x⌋ depending on whichever
s

resulted in the lower error term ǫas for the correspondingly selected weak classifier during
stage s.
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Table 4.4: TemporalBoost Learning Algorithm
LearnEventVariation (Steps 6a-6b):
1. After the strong classifier has been built, for action a.
(a) Run the strong classifier over the training data to obtain the candidate labeling. We
refer to this set of candidate activities as Ωa . By grouping contiguously labeled frames
then each ω ∈ Ωa has ω s and ω e indicating the starting and ending frames for this event.
(b) compute argmin errora (k)
k

where errora (k) =

X

ω∈Ωa

[ω e − ω s > k] · Ψ(ω, ω)

[x] is a true/false predicate that evaluates to 1 or 0, respectively and

Ψ(ω, ω) =





−1 ωs ≤ ω s ≤ ωe ||ωs ≤ ω e ≤ ωe ||ω s ≤ ωs ≤ ω e



1

otherwise

122

For clarity, let us point out that in steps 4.b and 4.d the term [zi = zi−k ] is a 1/0 binary predicate that avoids temporal coherence being exploited across boundaries of training videos. Once
the optimal k is found for action a in step 6, detection and localization of this action in video is
straightforward. We emphasize that each action a can have a different optimal temporal extent k.
The action starts when the action is present for k frames and ends when this contiguous detection
ends. By keeping the final decision rule simple it allows us to focus on the lower level task of activity detection rather than on how to combine frame responses, which is a higher level task needed
at the semantic level. Of course in individual frames multiple classifiers can respond positively,
but in order for our method to declare an event is occurring, the classifier for action a has to fire for
k frames. Rarely do two classifiers fire in the same time frame. It is handled by taking the action
with the maximum classifier response.

Section 4.2 Guide to Building Features

Our features were selected by first intuitively determining what constituted each event. For instance, event a3 requires a hand to come to the face, with an object, and bring the object to the
mouth region. Further the mouth might open as the event is taking place. From this high level
analysis for each action we then built features that specialized in responding positively for each of
these sub tasks. These features compute higher level semantics. Generally, all the features compute one of the following: 1) Determining if an object is in the hand, 2) Determining where on
the face an action is occurring (i.e., a phone would go to the ear region, whereas a cup would go
to the mouth region), 3) Determining how many hands are involved in the action, 4)Determining
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Figure 4.6: Examples of the usual Haar features and variations
if the face is moving, 5) Determining if the mouth is opening. These 5 higher level semantics are
referred to in Table 4.5 under the heading Purpose. The standard Haar features are shown in Figure
4.6 in order to illustrate the differences between our features and the usual features.
The whole idea behind boosting is that we can feed it numerous weak classifiers and AdaBoost
will select those that are best. Some of our features might seem inappropriate, but AdaBoost itself
will discover which features are relevant and which are not. There is no harm in giving AdaBoost
an overabundance of weak classifiers. It is with this philosophy that we designed our features. This
is compatible with the original AdaBoost proposal [FS97].
Most boosting approaches normalize size of the training images so that the whole training
image contains only the object to be detected (for a positive example). This allows features to
operate directly on the pixel data. In videos it is unclear how to perform such normalization since
different parts of the image are needed simultaneously. This has prevented us from using such
Haar-like features. We now explain how to compute the features.
The feature computation summary is presented in Table 4.5. We give the feature ID in Column
1. Column 2 gives the purpose of this feature. Column 3 contains a high level description of the
feature. Column 4 gives the steps to compute each feature. α and β are size constraints. These
values are not hard coded because we will have multiple features with varying values for α and β.

124

In this way AdaBoost itself can select which values of α and β work best. Since this table is quite
concise we give more details in subsequent sections on how to compute some of these features so
that the reader will have a better idea of the feature computation process.

Section 4.3 EM Trajectory Fitting

We first give a few examples of features that were not selected in the final boosting process. The
trajectory fitting feature is one such feature. The EM trajectory fitting feature operates with the
following intuition. When the user brings his hand to face with an object he will need to reach for
the object. Since we have the tracking data of the hands, we can record the centroid location of
the hand in time. For every sequence of N frames two lines can be fit to the data. This reaching
motion can be broken down into two parts: reaching for the object and bringing it to the face.
Each part corresponds to one roughly constant slope line segment. By fitting two lines to these
centroid points we can plot the angle between the two lines over time. Figure 4.7 shows a few
sample images from the sequence where the pen is brought to the face. Frames 00248 and 00297
are shown for both zoom 1 and zoom 3. The plot of this feature over time is given in Figure 4.8.
One can see how the angle between the lines goes up after the object is picked up (frame 00297).
Before the object is picked up, the angle is very small. As with all our features we do not say that
this is always the case. But if the boosting process determines that this feature can separate the
positive from the negative class it will be chosen.
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Table 4.5: Description of all features and how to compute them. Col. 1 is the Feature ID. Col. 2 is
the purpose of this feature. The purpose values are described in the first paragraph of Section 4.2.
Col. 3 gives a short description of what the feature is computing. Col. 4 gives details on how to
compute the feature.[x] is a 1/0 binary predicate.
ID

Purpose

What Feature is Comput-

Computational Steps Required

ing
h1

1

Spatial artifact agreement

Computed above

h2

1

Relative size agreement

S(Bi,1 ) − S(Bj,2 ) + S(Bi,1 ) − S(Bk,3 ) + S(Bi,2 ) − S(Bj,3 )

h3

1

Absolute size agreement

h4

1

Artifact distance to face

P

h5

1,2

Number edges in region R

Count number of edges in R

h6

2

Percent hand head overlap

(area of intersection)/(area of head bounding box)

h7

1,2,4,5

Number moving pixels in

P

− I ′ (x) > α0 ]

− I ′ (x) > α0 ] · [RGB(x) ∈ C]

R of specified color, C

P

R
h8

1,2

Number moving pixels in

i (S(Bl,i )

> α) · (S(Bl,i ) < β

Distance from each artifact centroid to the face

x∈R [I(x)

x∈R [I(x)

d

h9

3

Distance hand to head

e− 2σ2 , where d is the distance between the head and hand

h10

3

Distance both hands to

e−

d1 +d2
2σ 2

where d1 , d2 are the distance between each hand and the head

head
h11 −

2

h13
h14

Percentage overlap sides computes what percentage the hand overlaps each side of the face
of face

1

Number Mean Shift Seg-

Count the number of unique segments that occur in the given region

ments in R
h15

1

Number pixels with color
C in R

h16

5

P

x∈R [RGB(x)

gion R

P

Number dark pixels in re-

x∈R (I(x)

∈ C]

< α1 )

h17

4

SSD Based Head Motion

Performing an SSD match on the found head region

h18

4

Global flow head motion

Measure global flow estimate of head region.
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Figure 4.7: Sequence showing user grabbing pen in zoom 1. Note that in zoom 3 there is no way
to determine if the hand is reaching for an object.
Samples points are shown in Figure 4.9a with the corresponding fitted lines overlaid in 4.9b. In
this case an object was picked up before being brought to the face. In the case of Figure 4.10 the
hand is brought to the face without picking up an object. Observe the difference in angle between
two the fitted lines.

Section 4.4 Artifact Features

These features look for artifacts in the background subtraction process of the lower zooms to
determine if an object was recently brought to the face. If an object was recently brought to the
face then the artifact will appear in the background image. This information is overall scene context
information that is not available in zoom 3. The artifact features require previous frame history.
They operate by considering an N frame sliding window and finding the artifacts that meet certain
criteria.
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Figure 4.8: Plot of the angle between the two line segments with parameters computed using the
EM algorithm.

Example of EM Line Fitting

Example of EM Line Fitting
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Figure 4.9: EM Trajectory Line Fitting. In this case the person picks something up with his hand
before bringing it to the face. Notice the substantial angle between the two lines.
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Example of EM Line Fitting

Example of EM Line Fitting
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Figure 4.10: EM Trajectory Line Fitting. In this case the hand is brought to the face without
picking up an object. In this case the angle between the lines is seen to be small.
The artifact features correspond to features h1 -h3 . They were not selected in training. We
describe them to show the kinds of feature that were not selected. We use 1)difference pictures
2)[SG00b], and 3) [EHD00] to acquire foreground images D1 , D2 , and D3 . For simplicity let us
consider one particular zoom (or camera) Ca . Connected components are (B1,1 , B2,1 , . . . , BN1 ,1 ) ,
(B1,2 , B2,2 , . . . , BN2 ,2 ), and (B1,3 , B2,3 , . . . , BN3 ,3 ) for D1 , D2 , and D3 . For each triple Bi,1 , Bj,2 , Bk,3
compute the corresponding centroids [x1

y1 ]T , [x2

y2 ]T , [x3

y3 ]T . Size of each is S(Bi,j ).

The spatial agreement among artifacts measures the spatial distance between each centroid of
each method. The lower the score the higher the agreement between the three methods.
h1 : The spatial agreement is computed as

e = (|[x1

y1 ]T − [x2

y2 ]T | + |[x1

y1 ]T − [x3

y3 ]T |+
|[x2

129

y2 ]T − [x3

y3 ]T |)/3 (4.1)

Figure 4.11: Artifact feature. This figure shows two example frames with one particular method of
background subtraction [EHD00]. Other methods are also used as explained in this section. The
artifacts used in the computations are all connected components.
The absolute size agreement considers all triples of artifacts using all methods and returns the
number of methods that returned an artifact that is reasonably sized. The relative size agreement
feature measures the relative size similarity between all triples of artifacts.
This score for each method/centroid is recorded for every frame. Now when artifacts are observed in zoom 1, there will be a delay between the time the action occurs. Thus an N frame
sliding window needs to be used to look for the smallest error for this feature. Figure 4.11 shows
two sample frames and the corresponding background subtraction in [EHD00]. Multiple background subtraction methods run in parallel and statistics on the artifacts are computed.
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(a) Background subtraction

(b) Difference picture motion

motion detection

detection

Figure 4.12: Motion Features. (a) The foreground pixels are assumed to be the moving pixels and
they are counted on a frame by frame basis in various spatial regions. (b) The moving pixels are
those above a certain threshold. This threshold could be learned by having different variation of
the feature with different thresholds.

Section 4.5 Motion Features

Here we show visual descriptions of several motion features. Figure 4.12 shows background subtraction based and difference picture based motion computations. The features simply count the
number of moving, or foreground, pixels. Figures 4.13 and 4.14 are computed by measuring the
frame to frame head motion using an SSD template and affine transformation respectively. In this
case the features are the motion of the head, in pixel units.
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SSD
Figure 4.13: SSD based motion feature.

Affine
Figure 4.14: Affine based motion feature.
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Section 4.6 Single Frame Features

Single frame features are most closely related to the features found in [VJ01]. However they are
still quite a bit different. Some of the features are listed below.
1. Distance from hand to head
2. Percentage overlap of head and hand bounding boxes
3. Number of non-skin pixels in a particular region
4. Number of moving non-skin pixels in a particular region
5. Number of moving pixels in a particular region
6. Number of mean shift segments in a particular region
7. Number of edges detected in a particular region
They are too numerous to describe the computation of each one, but we describe a subset of
them to give an idea of how they are computed.
The distance from hand to head is relatively straightforward. In any given frame (in zoom 1 or
zoom 2), the distance between the head and hand is computed. The probability of an event can be
represented as e−

distance
2σ

. A higher value indicates more confidence in a hand to head event.

Another feature is counting the number of moving non-skin pixels in a certain region. The rationale is that moving non-skin pixels in the facial region might be an object. Using the previously
built color model of the face allows us to determine non-skin pixels.
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Figure 4.15: First row: Sequence showing person drinking from a mug. Second row: Mean shift
segmentation performed on the above three frames. The idea of this feature is to count the number
of segments in each given region. Here the region is the whole image.
A higher level feature we compute is counting the number of mean shift segments in a particular
region per frame. The idea is that when there is an object in the hand this number will go up to
account for the new object near the face. To compute this we first perform mean shift segmentation
on the image. Then we look in a certain image region (perhaps the whole image) and count the
number of segments that occur. This is one of the more useful features (Adaboost selected it as
the most discriminative feature in our small training set). In Figure 4.15 three input frames and the
corresponding mean shift segmentations are shown. Frames 02854, 02897, and 02990 are shown.
The plot over time of the mean shift segments in this image is shown in Figure 4.16. One can
see how when the object comes into view (approximately frame 02990) the number of mean shift
segments spikes up.
Another feature computed is the number of edges in a particular region of the image. When
an object is being brought to the face there will be additional edges introduced. The frame wise
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Figure 4.16: Plot of the number of mean shift segments in the images of Figure 4.15. The jump in
mean shift segments occurs around frame 2897, when the object is near the face.
features can be evaluated at any zoom and they can be evaluated at any region. Since we know
the head and hand regions they can be evaluated at all these scales and regions. This gives a large
number of features from which Adaboost can select the features that best separate the positive from
the negative data.
In order to provide more insight into the feature computation we show visually the interpretation of several of the features in Figures 4.17, 4.18, and 4.19.

Section 4.7 Visual Inspection of Feature Responses

In Chapter 3 and in this chapter we introduced a number of features to detect activities. Here
we look at some of the features in more detail to determine how well they distinguish between
actions. Figure 4.20 shows frames from a particular training sequence. The frames are shown in
chronological order from left to right and top to bottom. Frames 00235, 00435, 00545, 00745,
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(a) Distance features

(b) Spatial Overlap

(c) Number edges

Figure 4.17: Geometric Statistical Features. (a) shows multiple features which measure the distance between the each hand and different parts of the face. (b) shows how to compute the spatial
overlap between the hand and face. This is computed as the ratio of overlap area to the area of
the smaller object. (c) shows the edge features. The number of edges is counted in various spatial
regions, such as the head, full image, etc.

(a) Mean shift segments

(b) Dark pixels

(c) Skin color segmentation

Figure 4.18: Global Features. (a) shows the mean shift segmentation. The number of segments
is counted in various spatial regions. (b) shows the dark pixels in the image. The number of dark
pixels is counted in every frame. (c) Skin color is learned online from the head detection. The skin
color pixels are then counted in various spatial regions.
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Figure 4.19: Number segments feature with arrows corresponding to the frames in video. This
shows what the feature computation step consists in.
01045, 01245, 01445, 01945, 02045, 02140, 02305, 02345, 02445, 02845, 02945, 02969, 03130,
03150, 03200 are shown. We list the frame numbers so that the feature responses shown below are
meaningful.
Figures 4.21 - 4.25 show a few of the feature responses for the image sequence shown in Figure
4.20. By comparing the feature responses with the given frames one can roughly see how well the
individual features perform. In training the features, each weak learner must determine the optimal threshold (decision boundary) such that the minimum number of examples are misclassified
[VJ01]. Each feature has a linear decision boundary computed as:



 1 if pj fj < pj θj
hj (x) =


 0 otherwise
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Figure 4.20: Example of images from the training sequence. The frames go from left to right and
top to bottom. The whole sequence is over 3000 frames long.
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where hj (x) is the weak classifier which is comprised of a feature fj and a threshold θj , determined automatically by the Adaboost learning framework. The direction of the inequality is
determined by the parity pj . However by only minimizing the total number of errors, the threshold
can be overly influenced by whichever set (positive or negative examples) has more elements. In
order to avoid this problem we have developed a better decision boundary function in which the
normalized similarity is maximized

CorrectN egative
ositive
+ CorrectP
.
T otalN egative
T otalP ositive

This gives both the positive and

negative sets equal chance to contribute to the decision boundary. The above procedure is roughly
equivalent to drawing a horizontal line at the value that classifies the highest number of training
examples correctly. There is often a tendency to make the decision boundary a more complex function, but this increases the chances of overtraining. We have kept the decision boundaries simple to
avoid overtraining. After the thresholds for each feature are chosen the Adaboost classifier training
can begin.
One problem encountered was how to convert the features into activity features. Adaboost
must have labels to train with, and the features must be designed to answer yes or no for whatever
class is being recognized. Our features were designed for answering questions about a specific
sub-action. For instance many of the described temporal features determine whether an object is
in the hand or not. Determining whether there is an object in the hand is not an action in itself.
To correct this, the features must give an answer as to whether the given class is occurring. In the
case of the object in hand temporal features, they would answer yes for events like phone to face or
cup to face, but would answer no to actions like scratching face or resting hand of face. Adaboost
requires a large number of features, and while we have approximately twenty base features they
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Figure 4.21: Plot of the number of mean shift segments for the whole sequence shown in Figure
4.20.
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Figure 4.22: Plot of the number of edges for the whole sequence shown in Figure 4.20.
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Figure 4.23: Plot of the number of moving nonskin pixels for the whole sequence shown in Figure
4.20.
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Figure 4.24: Plot of the number of moving pixels for the whole sequence shown in Figure 4.20.
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Figure 4.25: Plot of the number of skin colored pixels for the whole sequence shown in Figure
4.20.
might not always be enough to recognize all actions in an office environment. By varying the
parameters of the edge detection and mean shift segmentation we can greatly increase the number
of features available. We can vary parameters such as the N frame sliding window of the temporal
features. Other features can be varied in a similar manner. This expansion of base features would
be analogous to changing the size of the haar like Adaboost features found in [VJ01].

Section 4.8 Results & Discussion

To test the AdaBoost activity recognition framework we ran a number of experiments. We report
these results and give other implementation details of the training process. We have tested the
system on the actions listed in Table 4.1. All results were obtained using a separate one-againstall classifier for each action. Detailed result on the features selected by the classifiers for the
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Table 4.6: Preliminary results showing the features selected in a cascade for the drinking event
classifier. The feature name is shown in Column 1. The true positives and true negatives (on a
frame by frame basis) are shown in Columns 2-3 respectively.
Feature Name

True Positives True Negatives

Overlap bottom

107/140

3049/3050

Moving non-skin

98/140

2592/3050

Clusters

124/140

2640/3050

Number edges

123/140

1863/3050

Cascade

138/140

2936/3050

drinking, phone, and empty hand events are shown in Tables 4.8 - 4.8. Parallel results for the
testing sequences are shown in Table 4.8.
We performed a variety of experiments. Multiple people were used in the training/testing
phase and the method achieved good success rates. We limited the system to allowing a maximum
of seven weak classifiers for each action because we have higher level features. This also prevents
over-training. We trained using the basic features presented in Chapters 3 - 4. Each feature was
computed at all three zoom levels. For those features that were computed in a given region, the
regions we computed these features at were the whole image and the found head and hand regions,
respectively.
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Table 4.7: Detailed results showing the features selected in a cascade for the using phone event
classifier. The feature name is shown in Column 1. The true positives and true negatives (on a
frame by frame basis) are shown in Columns 2-3 respectively.
Feature Name

True Positives True Negatives

Hand at face

245/263

2498/2927

Overlapleft/right

181/263

2912/2927

Clusters

227/263

2212/2927

SSD-Motion

200/263

2087/2927

Clusters head

258/263

240/2927

Cascade

247/263

2852/2927

Table 4.8: Detailed results showing the features selected in a cascade for the using phone event
classifier. The feature name is shown in Column 1. The true positives and true negatives (on a
frame by frame basis) are shown in Columns 2-3 respectively.
Feature Name

True Positives True Negatives

Number moving

95/100

2346/3090

Number skin pixels

43/100

3000/3090

Hand at face

77/100

2493/3090

Number edges (head region)

16/100

2153/3090

Overlap bottom

100/100

482/3090

Cascade

98/100

2738/3090
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Table 4.9: Detailed results for the testing sequences. Column 1 shows the specific event for which
results are reported. Column 2 shows the best feature name. Column 3 shows numerically how
well this feature did. Column 4 shows how well the best classifier did on the detection rates.
Action

Best Feature

Percentage Cascade

Drinking

Overlap bottom

87.34

97.48

Using Phone

Hand at face

81.59

85.54

Empty Hand

Number moving

73.38

82.17

We now present results obtained by our algorithm. Overall we had 140 video events to train/test
on totaling nearly 20,000 video frames. Using these events we performed a variety of training and
testing setups. We report results both on detection of actions and localization in time of actions.
In all instances the strong classifier built in training did better than any single feature. Generating ground truth for start and end of events is somewhat difficult, because the start and end of
an event are not easily defined. We had a person not involved with the project annotate the start
and end frames of events and we report results against this annotation. Tables 4.10 and 4.11 give
detailed results for each action on the training and testing data respectively. We first compare our
method to the best individual feature for each classifier (Columns 3-4). The features make a decision on a frame by frame basis. So we count the number of frames that the best feature correctly
responded that a given action was occurring and divide by the total number of frames for this action
to get the true positive rate. We use an analogous procedure to determine the true negative rate. We
compare this result with the results of TemporalBoost’s frame by frame decisions. It can be seen
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Table 4.10: Results on training data. Col. 1 gives the action id. 2 gives the # actions and total #
frames for each action. 3-4 give a head to head comparison between the best feature and the strong
classifier. 5-6 (relevant only for TemporalBoost) give the true positive and false positive action
detection rate. 7 gives TemporalBoost localization percentages.
Action

Frequency /#

Best Feature: True Classifier:

Frames

+ve / True -ve %

True

+ve

TP

FP Localize True

/

+ve / True -ve

True -ve %

%

a1

2/263

68/96

91/91

2

0

90/91

a2

1/46

84/80

100/67

1

0

99/66

a3

6/412

82/98

99/98

5

0

94/97

a4

8/303

80/76

94/93

6

0

91/92

a5

11/501

70/85

93/97

10

3

86/95

a6

9/348

94/79

95/94

9

2

92/94

a7

7/205

95/79

98/97

7

0

96/97

a8

6/464

89/94

95/99

6

0

93/99

a9

9/136

86/87

97/94

8

3

92/95

a10

6/136

97/80

97/96

6

0

90/86

a11

8/336

97/78

99/98

7

0

94/93
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that the classifier outperforms the individual features. We would get even bigger improvements
if more features were in the strong classifier. Columns 5-6 show the number of true positive and
false positives and indicate how well the TemporalBoost procedure was able to correctly detect
events. Localization results (Column 7) are computed in the following manner. For a given action
class ai the start and end frame of each instance is known via the ground truth. Our method also
gave estimated start and end frames for each action of class ai . We compute the total number of
frames that the proposed method overlapped with the ground truth for action ai . We divide this by
the total number of frames ai occurred to obtain the localization true positive rate. An analogous
procedure is used to compute the localization true negative rate. The localization results are often
times lower than the frame wise % (Column 4). This is so because it is harder to find start and
end of events. If an event is missed then every frame of that event is counted as a miss, whereas
a classifier can still get some of the individual frames correct. Table 4.12 gives a partial listing of
some of the features selected for a subset of actions. It is interesting that action a3 relied most on
color information, while actions a4 and a11 both made most use of contextual hand information.
Figure 4.26 shows some example detections from the testing sequences. The detection rates for
a4 and a5 indicate they were two of the harder events for the system. The problem comes from
the fact that these two events are so similar (i.e., hand coming to face in arbitrary area). This is
true because for both events the hand must move a lot initially, which looks like a4 even if it is a5 .
These results could be improved with the addition of more features. Some of our results for action
recognition (about 70 actions) on the testing data set are included in the supplemental material.
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Table 4.11: Results on testing data. Col 1 gives the action name. 2 gives the # actions and total #
frames for each action. 3-4 give a head to head comparison between the best feature and the strong
classifier. 5-6 are relevant only for TemporalBoost and give the true positive, false positive action
detection and rate. 7 gives localization percentages.
Action

Frequency /#

Best Feature: True Classifier:

Frames

+ve / True -ve %

True

+ve

TP

FP Localize True

/

+ve / True -ve

True -ve %

%

a1

4/230

68/94

91/90

3

0

90/91

a2

2/70

82/80

99/68

2

0

90/74

a3

5/400

82/97

98/98

4

1

90/91

a4

9/276

79/79

93/92

7

1

92/92

a5

12/468

70/83

93/95

10

2

89/94

a6

9/367

94/79

90/89

8

1

87/89

a7

7/268

97/81

97/96

6

0

96/96

a8

6/398

89/93

94/97

6

0

93/98

a9

9/132

86/85

95/93

7

3

85/86

a10

6/141

95/77

95/96

4

1

85/87

a11

8/283

96/79

98/97

7

1

90/91
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Figure 4.26: Example output frames from testing sequences showing images labeled automatically
by TemporalBoost. They go from left to right.
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Table 4.12: This table shows some of the features from the strong classifiers selected by the TemporalBoost algorithm during training. Action index is from Table 4.1.
Action

Features Selected

a3

h15 , h9 , h10 , h13 , h8

a4

h9 , h15 , h7 , h18 , h7

a11

h9 , h8 , h16 , h7 , h18

It is interesting to note that in the LearnEventVariation optimization step similar activities seem
to compete for the correct classification with the correct classifier eventually being able to discriminate against the incorrect classifiers. This happens for example with the events a4 and a5 . In
both cases the hand is moving as it is being brought to the face. It is only when the hand rests
on the face that the event is distinguished. This would not be as readily observed in a multiclass
setup. Though, we have also incorporated TemporalBoost learning into the multiclass algorithm
AdaBoost.M1. The results obtained are similar to each action having a separate classifier. We are
able to recognize 11 different activities. A number of experiments were performed to demonstrate
the effectiveness of our approach. This is an encouraging result.
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CHAPTER 5
CONCLUSIONS AND FUTURE DIRECTIONS
We have shown the details of an event recognition system that is able to recognize complex events
in an office environment. In Chapter 2 we gave the foundations needed to use a multizoom system.
This required detection, tracking, and consistently labeling multiple objects across zooms. The
presented method is general and is applicable to other types of camera configurations as well.
In Chapter 3 a number of features were described that have good potential to solve many
problems related to event analysis. We gave details into the kinds of features that can be built
when multiple levels of scene detail are present simultaneously. We have also developed a method
that is successfully able to segment the hand from the face. At a high level the method succeeds
because we developed an image feature that is based on regional information. Although during
the occlusion of head and hand the local pixel regions were similar, the regional image structure
was different before and during the occlusion. Our method detects this change and is able to
recover the occluding region. Our main contributions are 1) the development of a novel feature:
the distance traveled of a test pixel in the image force field and 2) in modeling the distance traveled
of test pixels using a Mixture of Gaussians, which allowed us to capture occlusion information
that is very difficult to extract. We demonstrated a method that is general and extensible to other
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contexts. In the future we would like to explore more deeply the force field representation of
images, and determine its limits in resolving occlusion in other kinds of images. More exact
methods of segmenting the hand using the MoG model could be explored as well. It would be
interesting to test how well the method resolves occlusion with other types of objects.
In Chapter 4 we have introduced a new boosting paradigm to handle various difficulties arising
when using boosting for event detection. Most research in this area has focused on HMM’s and
low-level trajectory analysis. We have demonstrated a robust method to perform activity recognition in an office environment. The presented framework is able to combine information from
cameras in multiple ways to increase overall system performance. The method selects the best
features and zooms necessary to recognize a variety of actions. Activity features were developed
and used in a boosting framework, which we call TemporalBoost. We have developed a large feature set, and this direction shows good promise of extensibility to other actions. A more complete
analysis of the features used would be useful to gain more insight into what kinds of new activity
features, unrelated to the current set, would be useful. There are many possible directions to explore here regarding more generic features. These could include generalized Haar features in time
or classic HMM features, such as shape and motion features.
Currently we have about twenty base features and about two hundred actual features. This
number could be increased to between 40-50. Once this is accomplished, we can vary the parameters, spatial scale, and temporal scale of these features which will result in approximately
1000-2000 features. We then hope to achieve better classification on a larger set of activities. Another issue we want to explore more is the interrelationship between the features at various zooms
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and time scales. Making these relationships more explicit will give us more insight into how the
various zooms and time scales interact together. Since we have chosen to use a machine learning
framework the methods should be extensible to more actions and an increased numbers of features.
Recognizing more events and increasing system robustness are good directions of future research.
There is no reason why our algorithm, TemporalBoost, cannot be used in other kinds of video
data. That is, though we demonstrate our method in the context of events, many things can be
looked at as video events. Object detection, for instance, in the context of video events, would
see each “event” to be a series of video frames in which a particular object was present. It would
be interesting to use TemporalBoost to detect faces in video. Features such as the standard Haar
wavelets could be used. TemporalBoost would be able to discover dependencies in the video data
at the weak classifier and detector levels. We plan to explore how other classes of problems can
fit into our learning framework. Designing more generic features is another direction of future
research.
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