There are many problems related to the design of networks. Among them, the message routing problem plays a determinant role in the optimization of network performance. Much of the motivation for this work comes from this problem which is shown to belong to the class of nonlinear convex multicommodity ow problems. This paper emphasizes the message routing problem in data networks, but it includes a broader literature overview of convex multicommodity ow problems. We present and discuss the main solution techniques proposed for solving this class of largescale convex optimization problems. We conduct some numerical experiments on the message routing problem with some di erent techniques.
Introduction
The literature dealing with multicommodity ow problems is rich since the publication of the works of Ford and Fulkerson's 19] and T.C. Hu 30] in the beginning of the 1960s. These problems usually have a very large number of variables and constraints and arise in a great variety of applications. The linear multicommodity ow problems have naturally attracted much interest of researchers in Operations Research, rst as basic optimization models for network design and operation problems, and then as a natural illustration general nonlinear convex multicommodity ow problems we are concerned with may be c j the capacity of arc j, x 0j represents the total ow on arc j.
Constraints (2) and (4) are respectively classical network and capacity constraints. Constraints (1) are coupling constraints in the sense that, when relaxed, K independent individual ow problems can be solved separately. The nonnegativity constraints (3) express the fact that arcs are used in the direct way. The functions f kj are associated with the ow of each commodity on each arc of the network and are supposed to be nonlinear and convex as well as the functions f j associated with the total ow x 0j . The function f j most used in practice is: f j (x 0j ) = x 0j c j ? x 0j Kleinrock delay function (5) which imposes x 0j < c j in (4) . The case where f j is de ned by (5) and f kj 0 corresponds to the message routing problem 36] (see also 6]). The above multicommodity ow problem can alternatively be formulated using ows through paths of the network. More precisely, let N k denote the number of paths between the nodes s k and t k , and kp the arc-path incidence vector of the pth path de ned by kp (j) = x kp = r k ; 8k (7) 0 x 0j c j ; 8j 2 E (8) 0 x kp ; 8k; 8p (9) where x kp is the ow of commodity k through the pth path.
The simple network constraints are now expressed by (7) and we have the same capacities constraints (8) and coupling constraints (6) . This formulation presupposes that an enumeration of paths for each pair (s k ; t k ) is given. This is unrealistic in practice and the methods dealing with this formulation do not require such an explicit enumeration, but include some path generation iterative procedure.
The reader interested by the e ects of the formulation of the multicommodity network ow problems in the framework of decomposition, is referred to 33].
Literature Overview
In this section, an attempt is made to give a synthesis of solution techniques proposed in the literature for nonlinear convex multicommodity ow problems. In this aim we take into account some criteria which in our point of view characterize the approaches. These criteria are: the decomposition strategy, the multicommodity ow model, the technique used to solve master and subproblems, and the potential applications.
Most approaches use a decomposition strategy as is shown below and, in consequence, a lot of them are based on duality and relaxation of the coupling constraints. The e ciency of dual schemes depends highly on the smoothness of the dual function. This is obtained with a strictly convex objective function of the problem. For instance, Nagamochi 47] has studied the model where all the functions f j and f kj are strictly convex. Strictly convexifying the objective function is also possible as shown by Stern 61] (delay function) or f(x) = n X j=1 f j (x 0j ), f j strictly convex, f kj 0.
f kj (x kj ) f j ; f kj strictly convex.
The second column of table 1 refers to these labels. As already noted, the multicommodity ow problem consists in determining a minimal nonlinear convex cost multicommodity ow through a network that meets the demand for each commodity subject to arc capacities restrictions, ow conservation at transshipment nodes of the network. Other constraints are sometimes added to the models of section 2. One common example is to restrict individual commodity ows on the arcs (see for example 47]).
The multicommodity ow problems of section 2 may be solved by mathematical programming tools. However in real life, their very large scale makes a straightforward application of these tools computationally cumbersome. All the proposed methods take advantage of the structure of the problem in one way or another to be e ective and many of them are based on decomposition. The main motivation for decomposition is to reduce the problem to smaller subproblems, but other important motivations are present in multicommodity ow problems, namely to identify easier submodels as linear or convex minimum cost ow problems or shortest paths calculations, to parallelize or distribute computations among commodities, arcs or paths. The latter motivation has renewed interest for decomposition methods since the eighties with the increased development of parallel and distributed architectures (see 56] 
Solution techniques
As already mentioned, the solution techniques for nonlinear multicommodity ow problems were initially special cases of classical methods for general nonlinear optimization programming. Recent techniques such as proximal and interior point ones have appeared later. In this section, we describe a wide selection of existing algorithms with emphasis on four algorithms which are tested in section 5. We make no attempt to be exhaustive and give references where the interested reader can nd further details and convergence results.
The Flow Deviation method (FD)
The Flow Deviation method is a primal method that has been simultaneously proposed for the message routing problem by LeBlanc 38] , and by Fratta, Gerla and Kleinrock 20] . It is a special case of the so-called Frank-Wolfe's method 66] for solving nonlinear optimization problems with linear constraints. The direction-nding subproblem is solved by computing shortest paths between each pair (s k ; t k ) and loading the required amount of ow onto the corresponding path. The link costs used when nding cheapest routes are the partial derivatives of the objective function evaluated at the current solution. To deal with capacity constraints, the delay function f j is replaced by t+1 ) is within of the largest lower bound found at any iteration; otherwise set t := t + 1 and go to step 2.
If we need to compute the complete routes taken by each commodity, a simple storing of the individual paths can be include in the procedure. The characteristic property of the method is that ow is shifted from the nonshortest paths in equal proportions. This property distinguishes the Flow Deviation method from the method discussed in the next section. When the optimal total link ows are the only quantities of interest, then the Flow Deviation method requires a small amount of storage in its implementation and allows to solve very large networks problems. Some variants of the method have been proposed in the literature 40], 18]. We mention nally that an algorithm for nding a feasible starting multicommodity ow can be found in 36].
Schultz and Meyer 56] use a logarithmic barrier function to treat the coupling constraints. Then the barrier problem is solved by the method of Frank-Wolfe which, as we have already noted, takes advantage of the constraints structure. The search direction is a bit di erent here: the block structure of the problem allows a multidimensional search, that is a K-dimensional optimization problem with simple bounds is solved to coordinate the subproblem solutions.
Projection Method (PM)
The Flow Deviation method tends to keep all generated path ows strictly positive. Such a behavior is improved in the so-called projection methods 6] in which the ow decreases along a nonshortest derivative path proportionally to the di erence between its length and that of the shortest path. If such decrease results in a negative ow, the path ow is simply set to zero.
The capacity constraints are treated as in the Flow Deviation method. At each iteration, the routing problem for the purpose of the next iteration is converted to minimizing a function on the positive orthant. For each commodity k, let path k p be a shortest path between s k and t k with link costs f 0 j (x 0j ). From (11) which is substituted in the objective function obtaining the problem min f( x) To summarize, after an initialization procedure, the following steps are executed sequentially:
1. Compute a shortest path joining (s k ; t k ) for each commodity k with length f 0 j (x t 0j ) on link j where x t is the current solution. The shortest paths are added to the corresponding active paths for each k, if they are not already in the list.
2. The path ows are updated using (13) . The shortest path ows are then adjusted according to (11) .
For the choice of the step length t see 5] . Note that all the nonshortest path ow that are zero will stay at zero. Hence, the computations of the path ows are to be made for paths that carry positive ow.
Another projection method has been proposed by M. Schwartz and C. Cheung 57] for the message routing problem. The projection operator in this approach incorporates the constraint equations. As the authors pointed out, this algorithm is well-suited to networks with a small number of commodities.
Decomposition and cutting plane algorithms
When formulated as a mathematical program, the nonlinear multicommodity ow problem has a constraint matrix with a primal block-angular structure. Decomposition algorithms strive to exploit this structure. First, using a Lagrangian duality, the problem is transformed into a nondi erentiable problem of much smaller size. Next, some specialized algorithm for nondi erentiable optimization is used to solve the transformed problem.
Decomposition principle
Consider the message routing problem formulation given in page 3 with f kj ( ) 0 and the constraints (1){(4). Since the objective function is strictly increasing in x 0j , the coupling equality constraint (1) can be replaced by
x kj x 0j . Associating with the coupling constraints (1) the dual variables u 0, we construct the partial Lagrangian:
x kj ? x 0j ): (14) We associate the dual problem
where L(u) = minfL(x; u) j x satis es (2){(4)g : (16) Problem (16) is separable into n nonlinear one-dimensional subproblems L 0j (u) = minff j (x 0j ) ? u j x 0j j 0 x 0j c j g ; (17) and K shortest paths problems with arc costs u j and optimal value L 1k (u). Both types of problems are easily solved. In particular, the solution of Problem (17) is given by the equation f 0 j (x 0j ) = u j . A closed form solution for the delay function (5) can be readily computed. From duality theory, the optimal value of problem (15) is equal to the optimal solution of the primal problem.
Decomposition methods
There exist many di erent strategies to solve the nondi erentiable problem (15 be a sequence of query points. At each point, one computes L(u t ) and a subgradient t 2 @L(u t ). As mentioned in the previous subsection, the subgradients are direct byproducts of the optimization in (17) and the shortest path computations. Since L(u) is concave, the convex inequality
is valid for all u. Therefore, the following program max n z j z L(u t ) + ( t ) T (u ? u t ); t = 1; : : :
is a polyhedral relaxation of (15) . The standard cutting plane method 9, 34, 12] de nes the next query point u T+1 as the maximizer of (18) . Let us point out that the constraints of the dual of (18) can be interpreted as a convex combination of the matrix columns,
i.e, of the shortest paths. One can therefore easily reconstruct a primal solution, which however may not satisfy the coupling constraint restriction. The analytic center cutting plane method replaces (18) with the so-called set of localization. Let T = max t fL(u t )g be the best lower bound for maxL(u). The set of localization is H T = f(u; z) j z T ; z L(u t ) + ( t ) T (u ? u t ); t = 1; : : : T; 0 u j U; j = 1; : : : ng :
The box constraints on u ensure that the set is compact. (The constant U is arbitrary; it must be such that the optimal solution makes the box constraints inactive u j < U.) The set of localization always contains the optimal solution. ACCPM picks the central point that minimizes the product of all the slacks to the cutting planes and the box constraints. This strategy regularizes the method and achieves great robustness. One of the issue is the ability of the method to compute new analytic centers after adding many cuts (which might be as many as the number of commodities plus the number of arcs). Although the method requires only a few Newton iterations to recompute an analytic center, each iteration remains computationally costly. For a detailed description of the method in the context of nonlinear multicommodity ow problems, we refer to 24]. Let us point out again that the computation of the analytic center of (19) produces dual variables that have the same interpretation as in the case of the standard cutting plane method. This information is very valuable as it yields a natural upper bound on the optimal value, and thus an upper estimate of the distance to the optimum value for the best recorded solution.
The Proximal Decomposition Method (PDM)
This algorithm is a specialized version of the Partial Inverse method designed by Spingarn 59] for the decomposition of convex separable problems. It was initially designed to solve a generic convex constrained program: minimize a convex lower-semicontinuous F on a closed subspace A. If A ? denote the orthogonal subspace to A, an optimal primal-dual pair (x; y) must lie in the Cartesian product space A A ? . The algorithm performs two distinct steps at each iteration: a proximal step which regularizes the objective function by adding a quadratic term depending on the previous primal-dual pair of solutions, and a projection step on the corresponding subspaces. In 43], theoretical results show how an optimal scaling parameter can be chosen to accelerate convergence, basically when F is strongly convex with a Lipschitzian gradient.
Many distinct strategies are possible to put the multicommodity ow problem in the generic form. In 44], the arc-path formulation of the multicommodity ow problem was considered and a coupling subspace A were proposed which includes the equations (6) and (7) . As the set of paths between s k and t k is not known a priori, the authors substitute it at each iteration t = 0; 1; : : : by a subset which contains the previously generated paths. The proximal step consists of one-dimensional convex subproblems for each arc to nd aggregate ows x t+1 0j . Then, new paths are generated by shortest paths calculation with link costs f 0 j (x t+1 0j ) followed by a distributed updating for path ows and potentials. The whole algorithm is represented below with the following notations: N k denote the number of paths corresponding to the commodity k at iteration t, d(j) denote the number of paths sharing j and the residual (violation of constraints (6) and (7) 5. Test (x t+1 0j ; x t+1 kp ; y t+1 j ; Y t+1 k ) for convergence and set t t+1 if one decide to continue the iteration.
These ve steps constitute the heart of (PDM) algorithm which will be used in the tests below. Its good performance relies mainly on the arc-path formulation. Classical node-arc formulation has been proposed earlier: in 10], the subspace A represents the coupling between commodities (equations (1)). Then, the proximal step splits into one-dimensional convex programs for each arc and minimum quadratic cost ow subproblems for each commodity. Hence, the ow conservation equations for all commodities are always satis ed. This feature turns to be very useful in practical applications. The projection step consists on simple updates of the dual variables. Although this algorithm is e cient for solving these problems, it is very slow when the number of commodities is great. One reason why this happens is that the algorithm involves at each iteration quadratic ow subproblems.
In 15], Eckstein and Fukushima give some reformulations of the generalized alternating direction method of multipliers by Eckstein and Bertsekas 14] . These reformulations are then applied to the multicommodity ow problem and other optimization problems. The obtained algorithm for multicommodity ow problem is very close to the one derived from the proximal decompostion method in 10] as it splits into one-dimensional convex programs for each arc and single-commodity minimum cost ow problems for each commodity.
Another interesting application of the proximal point algorithm is given by Ibaraki and Fukushima 31] . The primal-dual algorithm which is proposed for a large class of convex multicommodity ow problem, resembles in the separable case, to those proposed in 10] and 15]. At each iteration, the ow conservation equations are satis ed and the dual optimality is attained when the coupling constraints are satis ed.
Other Methods
In Stern's relaxation method 61], the variables are grouped by destination which allows to have linearly independent set of ow constraints for each destination. The primal variables must be uniquely de ned as nonnegative function of the dual variables. Consequently, the objective function is modi ed to the form (10) . The proposed method is of a Gauss-Seidel type: dual vectors corresponding to each node are computed sequentially while the others are kept xed. Parallel asynchronous versions are also discussed in 7].
Nagamochi has developed a relaxation method for the nonlinear multicommodity ow problem which requires the functions f j and f kj to be strictly convex. Hence, to apply this method to the message routing problem, its objective function must be modi ed as suggested by Stern 61] for example. In the model he is concerned with, capacities constraints are added to individual commodities. The proposed method is an extension of the relaxation method of Bertsekas for network ow problems with separable strictly convex costs 63].
The method proposed by G. Authie 3] ts in the general relaxation framework. It has the particularity to maintain feasibility of the primal variables and consists of solving sequentially (i.e for k = 1 : : : K) the resulting single commodity ow problem for k when the other commodities p 6 = k are xed.
Fukushima's approach 21] is an adaptation of a nondi erentiable optimization technique to the dual of the arc-path formulation of the multicommodity ow problem with f j strictly convex and f k 0. The dual problem is shown to be a problem of maximizing a concave function for which functional values and subgradients can be calculated by using shortest path algorithm. A nonsmooth optimization algorithm of descent type is proposed which takes special features of the dual problem into account. The algorithm has been tested on tra c assignment problems. 49]) is then chosen and a negative cycle, feasible with respect to that commodity, is found and canceled. The canceling step increases the total ow and the ow of the chosen commodity on forward arcs in the feasible cycle and decreases them on backward arcs. It maintains the feasibility of the new commodity and decreases the cost function. As the method needs to store all individual ow vectors, it is suited to networks with a limited number of commodities.
Numerical Experience
Computational experiments have been conducted for most of the techniques discussed in the previous section. But as we already noted, they were run with di erent codes and test problems. However, in this section, we attempt to give a performance evaluation and computational testing of some chosen solution techniques using an actual network with 106 nodes and 904 arcs (recall that much of our motivation comes from the message routing problem). We use di erent densities of the requirement matrix (from 40% to a fully dense matrix, i.e, 11130 = 106 105 commodities share the network for the latter case) and introduce a load factor (up to 3 times the standard demand) to have di erent o ered tra c for this network, leading to twenty test problems.
We have chosen to test four solution techniques; two primal algorithms: the Flow Deviation (FD) 38] , the Projection Method (PM) 5], 6], and two primal-dual algorithms: the Proximal Decomposition Method (PDM) proposed in 44], and the Analytic Center Cutting Plane Method (ACCPM) 24]. We make no attempt of comparison, giving the network designer the possibility to decide which optimization program could solve his individual problem in the most desirable way between the four algorithms.
All the computational tests were performed on an IBM RISC/System 6000 machine and the codes are entirely written in C 1 . This programming language is able to work properly with speci c data structures. Double precision was used for all calculations. The candidate paths were generated using Dijkstra's shortest path algorithm and the same initialization procedure is used for FD and PM.
To begin with, we point out that the performance evaluation relies heavily on the precision measure which is used to stop the algorithms. It is not adequate to require that all algorithms reach the same nal accuracy. The rst reason is that the stopping criterion is not unique and di ers from one method to another with varying e ects on the nal accuracies in constraint violations, Kuhn-Tucker conditions and objective function values. The second reason is that some algorithms cannot achieve a higher accuracy (specially on our large testbed network) because they are not specially tailored for that quality criterion but for a di erent one, like very fast early or distributed convergence. Hence, we have chosen to stop each algorithm on its own optimality test.
At each iteration of the Flow Deviation algorithm, a lower bound of the optimal value is available. One can terminate the procedure when the best obtained lower bound during iterations is su ciently close to the objective function value at the new current solution: all the results below are obtained with an accuracy of 1%. One alternative is to utilize Wardrop's equilibrium conditions directly, measuring the di erence in the rst derivative lengths of the paths used within an origin-destination pair 50].
PM is stopped when a normalized measure of deviation from the optimal solution falls below a given tolerance, as proposed by the authors 5]. Here we use a tolerance of 10 ?3 . For PDM, we stop computing when the maximal tolerance for both row residual and the other Kuhn-Tucker optimality are respectively lower than 10 ?4 and 10 ?3 (see 44] for more details). In ACCPM the computation of the analytic centers generates dual variables that allow to derive a lower bound for the optimal solution. The stopping criterion applies to the relative distance to optimality of the best recorded feasible solution. The tolerance parameter is set to 10 ?5 . These tolerances were chosen after several experiments which have shown that with these choices, the aggregate ow di ers only slightly from one algorithm to another. The gure 2 displays the sensitivity of the di erent algorithms w.r.t the convergence accuracy tolerance. An actual 19 nodes-68 arcs network with 30 commodities has been used for these tests as high accuracy is much time consuming with large networks. Note also that with large networks it is not always possible in a reasonable computing time (for reasons pointed out earlier) to require the algorithm to achieve some of the tolerances we use for the small network.
The Flow Deviation method has the reputation of having a slow convergence tail when a high accuracy is required. Its convergence is quick at the beginning and as we get closer to the optimal solution, the algorithm becomes slower. The PM algorithm progress is shown to be often satisfactory near a solution and better than that of FD (see 6], p. 472 for an illustration).
In the message routing problem, the paths ows are not unique although the total link ows are unique. Solutions with a large number of paths are less desirable than solutions which use only a few paths. On this point PDM is most likely to nd solutions with a few number of paths while the other algorithms always nd a solution with a larger number of paths. The reason why (PDM) uses a fewer number of paths, can be explained intuitively by the update of path ows procedure which tends to force many of them to zero. This intuition is here empirically con rmed by our experimentation.
At each iteration of the FD method, a vertex of the feasible set is obtained by shortest paths computation (see section 4.1). Then the next iterate is obtained by a search along the line joining the current iterate with the vertex. The line search will keep all previously generated path ows strictly positive, unless the stepsize equals one which is unlikely in practical situations. This point explains why the Flow Deviation method generates a high number of active paths. Observe that the behavior of FD to keep all generated path ow positive is improved by PM: an increment of ow change is calculated for each path on the basis of the relative magnitudes of the path lengths and the second derivatives of the cost function; if the increment is too large so that the path ow becomes negative, the path ow is set to zero. All these characteristics are observed on gure 4 (for K = 11130) and on the tables 2 and 3, the column headed \Path Dispersion" gives the maximum number of paths used by a commodity. For the construction of the gure we used MATLAB. Specially, the gure 2 is obtained using semilogarithmic scales. The sensitivity of PDM w.r.t the choice of the proximal parameter is illustrated in gure 3. We have used the same value of the parameter = 1 in all the tests, but one can see that in gure 3 that value could be good or bad depending on the data.
Finally we would like to point out that at each iteration of FD and PM, the current solution is feasible, while for PDM, feasibility is not maintained during the iterations like for all dual methods. The case of ACCPM deserves a few lines of discussion. The rst point concerns the role of the box constraint 0 u j U. At the optimum the upper constraint should not be active. In this paper we chose the default value U = 10. This was convenient since for most variables the optimal value were close to 0. However 10 was an underestimate for a few variables associated with nearly saturated arcs. ACCPM handles the box constraint as a trust region. If the computed analytic center gets close to the side of the box, say more than :95U, then this side of the box is multiplied by ten. If the analytic center keeps growing with the bound, this provides an indication that the associated coupling constraint cannot be satis ed, even with higher and higher dual prices. When U reaches the value 10 6 , we declare the multicommodity ow problem infeasible. Finally, should the algorithm be early terminated, the dual solution in the computation of the analytic center allows to construct by a convex combination of the shortest paths a feasible ow for each commodity. However, those ows may not match the coupling constraint (1) . The amount of violation is given by the dual variables associated with the upper box constraints. If the constraint is inactive, the violation is nearly zero by a simple complementarity argument. Tables 2 and 3 report in detail the results obtained with each algorithm on the twenty test problems (recall that K denotes the number of commodities). The times reported are in seconds and the column headed \Delay" corresponds to the values of (5) computed for the solutions given by the algorithms. The table displays a great diversity in the methods even if PM and PDM seem to converge faster. ACCPM is signi cantly slower on these examples. However, the number of iterations is almost independent of the problem size and the load factor. This may explain why the method has been pushed to much larger problems (up to 2000 arcs and 12000 commodities, or 5000 arcs and 7000 commodities), 28].
Our limited numerical experiments cannot allow us to draw de nitive conclusions on the comparative behavior of the tested algorithms. Our aim was, under the light of the message routing problem, to compare di erent aspects of the convergence of some among most e cient methods. Indeed, the above considerations indicate that the choice of the most adequate algorithm for decision makers, will be oriented by analyzing the tradeo between precision and computer time for a speci c application. The di culty in solving convex multicommodity ow problem stems from the coupling constraints and from the fact that in real life, they are very large scale programming problems. This di culty is overcome by decomposition approaches which try somehow to separate the issues of nding individual commodities and coordinate the individual commodities solutions. In this paper, we reviewed the main solution techniques. A computational comparison of the algorithms is not a trivial task since authors have addressed experiments on di erent machines, using codes written in di erent programming languages, and have run di erent test problems. However, we attempt to give an idea of computational performance of some of the algorithms described in the paper on the important message routing ( ow assignment) problem in communication networks. An actual network has been used in this aim. Computational results indicate that the choice of the properly algorithm will be determined by the tradeo precision versus computer time of the speci c application.
