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In this paper, we consider a new system of generalized quasi-variational-like inclusion
(SGQVLI) in Hilbert spaces. We suggest a new iterative algorithm for finding an
approximate solution to SGQVLI, and prove the convergence of this algorithm. Our results
improve and extend some known results.
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1. Introduction
Variational inclusion problems are among the most interesting and intensively studied classes of mathematics problems
and have wide applications in the fields of optimization and control, economics and transportation equilibrium, and
engineering science.
Recently, some new and interesting problems, which are called a system of variational inequality problems, were
introduced and studied. (See [1–9] and the references there in.)
Let H be a Hilbert space, CB(H) be the family of all nonempty closed and bounded subsets of H, 2H be the power set of H .
(1) Fang, Huang and Thompson [1] introduced and studied the following class of variational inclusion problems: Find
x, y ∈ H such that{
0 ∈ F(x, y)+M(x),
0 ∈ G(x, y)+ N(x), (1.1)
where F ,G : H × H → H are single-valued mappings,M,N : H → CB(H) is (H, η)-monotone mappings.
Problem (1.1) is a generalization of [2,3].
(2) Agarwal, Huang and Tan [4] introduced and studied the following class of variational inclusion problems: Find
(x, y) ∈ H × H such that{
0 ∈ x− y+ ρ(A(y)+ S(y))+ ρM(x),
0 ∈ y− x+ γ (B(x)+ T (x))+ γN(y), (1.2)
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where ρ > 0 and γ > 0 are two constants, A, S, B, T : H → H are nonlinear single-valued mappings,M,N : H → 2H are
two maximal monotone mappings.
(3) Kazmi and Bhat [5] introduced and studied the following class of variational inclusion problems: Find x, y ∈ H such
that {
0 ∈ g(x)− g(y)+ ρ(T (y)+M(g(x))),
0 ∈ g(y)− g(x)+ γ (T (x)+M(g(y))), (1.3)
where g, T : H → H are two single-valued mapping,M : H → 2H is maximal η-monotone mapping, ρ > 0 and γ > 0 are
two constants.
(4) Let H1 and H2 be two real Hilbert spaces. In 2005, Yan, Fang and Huang [6] introduced and studied the following class
of variational inclusion problems: Find (x, y) ∈ H1 × H2 such that{
0 ∈ P(x, y)+M(x),
0 ∈ Q (x, y)+ N(y), (1.4)
where M : H1 → CB(H1),N : H2 → CB(H2) are H-monotone mappings. P : H1 × H2 → H1,Q : H1 × H2 → H2 are two
single-valued mappings.
Inspired and motivated by the results in [1,4–6], the purpose of this paper is to introduce and study a new system of
generalized quasi-variational-like inclusions.
Unless other specified,we always suppose thatH1,H2 andH3 are three real Hilbert spaces, gi : Hi → Hi, ηi : Hi×Hi → Hi,
Fi, Ti : H1 × H2 × H3 → Hi, are all single-valued mappings (i = 1, 2, 3). Let Mi, Ai, Bi, Ci : Hi → CB(Hi), i = 1, 2, 3,
be multivalued mappings. We consider the following problem of finding (x∗, y∗.z∗) ∈ H1 × H2 × H3, ui ∈ Ai(x∗), vi ∈
Bi(y∗), wi ∈ Ci(z∗), i = 1, 2, 3, such that{0 ∈ g1(x∗)− g2(y∗)+ ρ1(T1(x∗, y∗, z∗)+ F1(u1, v1, w1)+M1(g1(x∗))),
0 ∈ g2(y∗)− g3(z∗)+ ρ2(T2(x∗, y∗, z∗)+ F2(u2, v2, w2)+M2(g2(y∗))),
0 ∈ g3(z∗)− g1(x∗)+ ρ3(T3(x∗, y∗, z∗)+ F3(u3, v3, w3)+M3(g3(z∗))),
(1.5)
where ρ1 > 0, ρ2 > 0 and ρ3 > 0 are three constants. The problem (1.5) is called a system of generalized quasi-variational-
like inclusion (SGQVLI).
2. Preliminaries
We suppose that H is a real Hilbert space with norm and inner product denoted by ‖ · ‖ and 〈·, ·〉, respectively.
Definition 2.1 (See [1]). Let η : H × H → H be a single-valued operator, multivalued mapping M : H → CB(H) is said to
be
(i) η-monotone, if for any x, y ∈ H ,
〈u− v, η(x, y)〉 ≥ 0, ∀u ∈ Mx, v ∈ My;
(ii) maximal η-monotone, if M is η-monotone and (I + ρM)H = H , for any ρ > 0;
(iii) l− H-Lipschitz continuous, if there exists a constant l > 0 such that
H(Mx,My) ≤ l‖x− y‖, ∀x, y ∈ H
here H(·, ·) is the Hausdorff metric on CB(H).
Definition 2.2. Let g : H → H , η : H × H → H be two single-valued operators, g is said to be
(i) monotone, if
〈g(x)− g(y), x− y〉 ≥ 0, ∀x, y ∈ H;
(ii) α-strongly monotone, if there exists a constant α > 0 such that
〈g(x)− g(y), x− y〉 ≥ α‖x− y‖2, ∀x, y ∈ H;
(iii) β-Lipschitz continuous, if there exists a constant β > 0 such that
‖g(x)− g(y)‖ ≤ β‖x− y‖, ∀x, y ∈ H.
Definition 2.3. Let T : H × H × H → H and g : H → H be single-valued mappings. T is said to be
(i) (ξ , η, ζ )-Lipschitz continuous, if there exist constants ξ > 0, η > 0 and ζ > 0 such that
‖T (x1, y1, z1)− T (x2, y2, z2)‖ ≤ ξ‖x1 − x2‖ + η‖y1 − y2‖ + ζ‖z1 − z2‖, ∀x1, y1, z1, x2, y2, z2 ∈ H;
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(ii) monotone with respect to g in the first argument, if
〈T (x1, ·, ·)− T (x2, ·, ·), g(x1)− g(x2)〉 ≥ 0, ∀x1, x2 ∈ H;
(iii) β-strongly monotone with respect to g in the first argument is there exists a constant β > 0 such that
〈T (x1, ·, ·)− T (x2, ·, ·), g(x1)− g(x2)〉 ≥ β‖x1 − x2‖2, ∀x1, x2 ∈ H.
Definition 2.4 (See [7]). Let η : H × H → H be a single-valued operator. η is said to be
(i) monotone, if
〈η(x, y), x− y〉 ≥ 0, ∀x, y ∈ H;
(ii) δ-strongly monotone, if there exists a constant δ > 0 such that
〈η(x, y), x− y〉 ≥ δ‖x− y‖, ∀x, y ∈ H;
(iii) τ -Lipschitz continuous, if there exists a constant τ > 0 such that
‖η(x, y)‖ ≤ τ‖x− y‖, ∀x, y ∈ H.
Definition 2.5 (See [1]). Let η : H × H → H be a single-valued operator,M : H → 2H be a maximal η-monotone mapping.
Then the resolvent operator JρM : H → H is defined by
JρM(x) = (I + ρM)−1(x), ∀x ∈ H.
Lemma 2.1 (See [1]). Let η : H × H → H be a single-valued δ-strongly monotone and τ -Lipschitz continuous operator,
M : H → 2H be a maximal η-monotone mapping. Then the resolvent operator JρM : H → H is τδ -Lipschitz continuous, i.e.,
‖JρM(x)− JρM(y)‖ ≤
τ
δ
‖x− y‖, ∀x, y ∈ H,
where ρ > o is a constant.
Lemma 2.2. Let ηi : Hi × Hi → Hi, be single-valued operators, Mi : Hi → 2Hi be maximal ηi-monotone mappings, where
i = 1, 2, 3. Then (x∗, y∗, z∗, u1, v1, w1, u2, v2, w2, u3, v3, w3) with (x∗, y∗, z∗) ∈ H1 × H2 × H3, ui ∈ Aix∗, vi ∈ Biy∗, wi ∈
Ciz∗ (i = 1, 2, 3) is a solution of the problem (1.5) if and only if
g1(x∗) = Jρ1M1(g2(y∗)− ρ1F1(u1, v1, w1)− ρ1T1(x∗, y∗, z∗)),
g2(y∗) = Jρ2M2(g3(z∗)− ρ2F2(u2, v2, w2)− ρ2T2(x∗, y∗, z∗)),
g3(z∗) = Jρ3M3(g1(x∗)− ρ3F3(u3, v3, w3)− ρ3T3(x∗, y∗, z∗)),
(2.1)
where JρiMi = (I + ρiMi)−1, ρi > 0, i = 1, 2, 3.
Proof. The conclusion follows directly from Definition (2.5). 
Lemma 2.3. Let H be a real Hilbert space. Then, for any x, y ∈ H,
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉.
Algorithm 2.1. For any given x0 ∈ H1, y0 ∈ H2, z0 ∈ H3, take ui0 ∈ Aix0, vi0 ∈ Biy0, wi0 ∈ Ciz0, i = 1, 2, 3. Let
p0 = Jρ1M1(g2(y0)− ρ1F1(u10, v10, w10)− ρ1T1(x0, y0, z0)),
q0 = Jρ2M2(g3(z0)− ρ2F2(u20, v20, w20)− ρ2T2(x0, y0, z0)),
r0 = Jρ3M3(g1(x0)− ρ3F3(u30, v30, w30)− ρ3T3(x0, y0, z0)).
Hence, there exist x1 ∈ H1, y1 ∈ H2, z1 ∈ H3, such that p0 = g1(x1), q0 = g2(y1), r0 = g3(z1). By Nadler [10], there exists
ui1 ∈ Aix1, vi1 ∈ Biy1, wi1 ∈ Ciz1, i = 1, 2, 3, such that
‖ui1 − ui0‖ ≤ (1+ 1)H(Aix1, Aix0),
‖vi1 − vi0‖ ≤ (1+ 1)H(Biy1, Biy0),
‖wi1 − wi0‖ ≤ (1+ 1)H(Ciz1, Ciz0).
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Let
p1 = Jρ1M1(g2(y1)− ρ1F1(u11, v11, w11)− ρ1T1(x1, y1, z1)),
q1 = Jρ2M2(g3(z1)− ρ2F2(u21, v21, w21)− ρ2T2(x1, y1, z1)),
r1 = Jρ3M3(g1(x1)− ρ3F3(u31, v31, w31)− ρ3T3(x1, y1, z1)).
Hence, there exist x2 ∈ H1, y2 ∈ H2, z2 ∈ H3, such that p1 = g1(x2), q1 = g2(y2), r1 = g3(z2).
By induction, we can define iterative sequences {xn}, {yn}, {zn}, {u1n}, {v1n}, {w1n}, {u2n}, {v2n}, {w2n}, {u3n}, {v3n}, {w3n}
satisfying
g1(xn+1) = Jρ1M1(g2(yn)− ρ1F1(u1n, v1n, w1n)− ρ1T1(xn, yn, zn)), (2.2)
g2(yn+1) = Jρ2M2(g3(zn)− ρ2F2(u2n, v2n, w2n)− ρ2T2(xn, yn, zn)), (2.3)
g3(zn+1) = Jρ3M3(g1(xn)− ρ3F3(u3n, v3n, w3n)− ρ3T3(xn, yn, zn)), (2.4)
‖uin+1 − uin‖ ≤
(
1+ 1
n+ 1
)
H(Aixn+1, Aixn), (2.5)
‖vin+1 − vin‖ ≤
(
1+ 1
n+ 1
)
H(Biyn+1, Biyn), (2.6)
‖win+1 − win‖ ≤
(
1+ 1
n+ 1
)
H(Cizn+1, Cizn), (2.7)
where uin ∈ Aixn, vin ∈ Biyn, win ∈ Cizn, i = 1, 2, 3, and n = 0, 1, 2, . . . .
3. Existence of solution and convergence criteria
Theorem 3.1. For i = 1, 2, 3, let ηi : Hi×Hi → Hi be δi-strongly monotone and τi-Lipschtiz continuous mappings, gi : Hi → Hi
be αi-strongly monotone and βi-Lipschtiz continuous mappings, Ai, Bi, Ci : Hi → CB(Hi) be lAi , lBi , lCi − H-Lipschitz continuous
mappings, respectively, Mi : Hi → 2Hi is maximal η-monotone mapping. Let mapping T1 : H1 × H2 × H3 → H1 be (ξ1, η1, ζ1)-
Lipschitz continuous and k1-strongly monotone with respect to g2 in the second argument, mapping T2 : H1×H2×H3 → H2 be
(ξ2, η2, ζ2)-Lipschitz continuous and k2-strongly monotone with respect to g3 in the third argument, mapping T3 : H1 × H2 ×
H3 → H3 be (ξ3, η3, ζ3)-Lipschitz continuous and k3-strongly monotone with respect to g1 in the first argument. Soppose that
Fi : H1×H2×H3 → Hi is (λi, µi, γi)-Lipschitz continuousmappings. If αi > 1 and there exist constants ρ1 > 0, ρ2 > 0, ρ3 > 0
such that
a ·max
{
ρ1ξ1 + λ1ρ1lA1 + ρ2ξ2 + λ2ρ2lA2 + λ3ρ3lA3 +
√
β21 − 2k3ρ3 + ρ23ξ 23 ,
ρ2η2 + µ2ρ2lB2 + ρ3η3 + µ3ρ3lB3 + µ1ρ1lB1 +
√
β22 − 2k1ρ1 + ρ21η21,
ρ3ζ3 + γ3ρ3lC3 + ρ1ζ1 + γ1ρ1lC1 + γ2ρ2lC2 +
√
β23 − 2k2ρ2 + ρ22ζ 22
}
< 1, (3.1)
where
a = max
{
τ1
δ1
√
2α1 − 1 ,
τ2
δ2
√
2α2 − 1 ,
τ3
δ3
√
2α3 − 1
}
.
Then problem (1.5) admits a solution (x∗, y∗, z∗, u1, v1, w1, u2, v2, w2, u3, v3, w3) and sequences {xn}, {yn}, {zn}, {u1n}, {v1n},
{w1n}, {u2n}, {v2n}, {w2n}, {u3n}, {v3n}, {w3n} converge to x∗, y∗, z∗, u1, v1, w1, u2, v2, w2, u3, v3, w3, respectively.Where {xn}, {yn},
{zn}, {uin}, {vin}, {win}, (i = 1, 2, 3.) are the sequences generated by Algorithm 2.1.
Proof. By Lemma 2.3 and strong monotonicity of g1, we have
‖xn+2 − xn+1‖2 = ‖g1(xn+2)− g1(xn+1)+ (xn+2 − xn+1 − g1(xn+2)− g1(xn+1))‖2
≤ ‖g1(xn+2)− g1(xn+1)‖2 − 2〈(g1 − I)(xn+2)− (g1 − I)(xn+1), xn+2 − xn+1〉
≤ ‖g1(xn+2)− g1(xn+1)‖2 − 2(α1 − 1)‖xn+2 − xn+1‖2.
Which implies
‖xn+2 − xn+1‖ ≤ 1√
2α1 − 1‖g1(xn+2)− g1(xn+1)‖. (3.2)
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Similarly, we can have
‖yn+2 − yn+1‖ ≤ 1√
2α2 − 1‖g2(yn+2)− g2(yn+1)‖, (3.3)
‖zn+2 − zn+1‖ ≤ 1√
2α3 − 1‖g3(zn+2)− g3(zn+1)‖. (3.4)
It follows from Algorithm 2.1 and Lemma 2.1 that
‖g1(xn+2)− g1(xn+1)‖ = ‖Jρ1M1(g2(yn+1)− ρ1F1(u1n+1, v1n+1, w1n+1)− ρ1T1(xn+1, yn+1, zn+1))
− Jρ1M1(g2(yn)− ρ1F1(u1n, v1n, w1n)− ρ1T1(xn, yn, zn))‖
≤ τ1
δ1
‖g2(yn+1)− g2(yn)− ρ1(F1(u1n+1, v1n+1, w1n+1)− F1(u1n, v1n, w1n))
− ρ1(T1(xn+1, yn+1, zn+1)− T1(xn, yn, zn))‖
≤ τ1
δ1
ρ1‖F1(u1n+1, v1n+1, w1n+1)− F1(u1n, v1n, w1n)‖ +
τ1
δ1
‖g2(yn+1)− g2(yn)
− ρ1(T1(xn+1, yn+1, zn+1)− T1(xn+1, yn, zn+1))‖
+ τ1
δ1
ρ1‖T1(xn+1, yn, zn+1)− T1(xn, yn, zn)‖. (3.5)
Since T1 is (ξ1, η1, ζ1)-Lipschitz continuous and k1-strongly monotone with respect to g2 in the second argument, and g2 is
β2-Lipschitz continuous, we have
‖g2(yn+1)− g2(yn)− ρ1(T1(xn+1, yn+1, zn+1)− T1(xn+1, yn, zn+1))‖ ≤
√
β22 − 2k1ρ1 + ρ21η21‖yn+1 − yn‖, (3.6)
‖T1(xn+1, yn, zn+1)− T1(xn, yn, zn)‖ ≤ ξ1‖xn+1 − xn‖ + ζ1‖zn+1 − zn‖. (3.7)
It follows from the Lipschitz continuity of F1, the H-Lipshctz continuity of A1, B1 and C1, (2.5)–(2.7) that
‖F1(u1n+1, v1n+1, w1n+1)− F1(u1n, v1n, w1n)‖ ≤ λ1‖u1n+1 − u1n‖ + µ1‖v1n+1 − v1n‖ + γ1‖w1n+1 − w1n‖
≤ λ1
(
1+ 1
n+ 1
)
H(A1xn+1, A1xn)+ µ1
(
1+ 1
n+ 1
)
H(B1yn+1, B1yn)+ γ1
(
1+ 1
n+ 1
)
H(C1zn+1, C1zn)
≤ λ1
(
1+ 1
n+ 1
)
lA1‖xn+1 − xn‖ + µ1
(
1+ 1
n+ 1
)
lB1‖yn+1 − yn‖ + γ1
(
1+ 1
n+ 1
)
lC1‖zn+1 − zn‖. (3.8)
It follows from (3.2) and (3.5)–(3.8) that
‖xn+2 − xn+1‖ ≤ τ1
δ1
√
2α1 − 1
[(
ρ1ξ1 + λ1ρ1
(
1+ 1
n+ 1
)
lA1
)
‖xn+1 − xn‖ +
(
µ1ρ1
(
1+ 1
n+ 1
)
lB1
+
√
β22 − 2k1ρ1 + ρ21η21
)
‖yn+1 − yn‖ +
(
ρ1ζ1 + ρ1γ1
(
1+ 1
n+ 1
)
lC1
)
‖zn+1 − zn‖
]
. (3.9)
It follows from Algorithm 2.1 and Lemma 2.1 that
‖g2(yn+2)− g2(yn+1)‖ = ‖Jρ2M2(g3(zn+1)− ρ2F2(u2n+1, v2n+1, w2n+1)− ρ2T2(xn+1, yn+1, zn+1))
− Jρ2M2(g3(zn)− ρ2F2(u2n, v2n, w2n)− ρ2T2(xn, yn, zn))‖
≤ τ2
δ2
‖g3(zn+1)− g3(zn)− ρ2(F2(u2n+1, v2n+1, w2n+1)− F2(u2n, v2n, w2n))− ρ2(T2(xn+1, yn+1, zn+1)− T2(xn, yn, zn))‖
≤ τ2
δ2
‖g3(zn+1)− g3(zn)− ρ2(T2(xn+1, yn+1, zn+1)− T2(xn+1, yn+1, zn))‖
+τ2
δ2
ρ2‖T2(xn+1, yn+1, zn)− T2(xn, yn, zn)‖ + τ2
δ2
ρ2‖F2(u2n+1, v2n+1, w2n+1)− F2(u2n, v2n, w2n)‖. (3.10)
Since T2 is (ξ2, η2, ζ2)-Lipschitz continuous and k2-strongly monotone with respect to g3 in the third argument, and g3 is
β3-Lipschitz continuous, we obtain
‖g3(zn+1)− g3(zn)− ρ2(T2(xn+1, yn+1, zn+1)− T2(xn+1, yn+1, zn))‖ ≤
√
β23 − 2k2ρ2 + ρ22ζ 22 ‖zn+1 − zn‖, (3.11)
‖T2(xn+1, yn+1, zn)− T2(xn, yn, zn)‖ ≤ ξ2‖xn+1 − xn‖ + η2‖yn+1 − yn‖. (3.12)
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It follows from the Lipschitz continuity of F2, the H- Lipshctz continuity of A2, B2 and C2, (2.5)–(2.7) that
‖F2(u2n+1, v2n+1, w2n+1)− F2(u2n, v2n, w2n)‖ ≤ λ2‖u2n+1 − u2n‖ + µ2‖v2n+1 − v2n‖ + γ2‖w2n+1 − w2n‖
≤ λ2
(
1+ 1
n+ 1
)
H(A2xn+1, A2xn)+ µ2
(
1+ 1
n+ 1
)
H(B2yn+1, B2yn)+ γ2
(
1+ 1
n+ 1
)
H(C2zn+1, C2zn)
≤ λ2
(
1+ 1
n+ 1
)
lA2‖xn+1 − xn‖ + µ2
(
1+ 1
n+ 1
)
lB2‖yn+1 − yn‖ + γ2
(
1+ 1
n+ 1
)
lC2‖zn+1 − zn‖. (3.13)
It follows from (3.3) and (3.10)–(3.13) that
‖yn+2 − yn+1‖ ≤ τ2
δ2
√
2α2 − 1
[(
ρ2ξ2 + λ2ρ2
(
1+ 1
n+ 1
)
lA2
)
‖xn+1 − xn‖
+
(
ρ2η2 + ρ2µ2
(
1+ 1
n+ 1
)
lB2
)
‖yn+1 − yn‖ +
(
γ2ρ2
(
1+ 1
n+ 1
)
lC2
+
√
β23 − 2k2ρ2 + ρ22ζ 22
)
‖zn+1 − zn‖
]
. (3.14)
Similarly, we can have
‖zn+2 − zn+1‖ ≤ τ3
δ3
√
2α3 − 1
[(
λ3ρ3
(
1+ 1
n+ 1
)
lA3 +
√
β21 − 2k3ρ3 + ρ23ξ 23
)
‖xn+1 − xn‖
+
(
ρ3η3 + ρ3µ3
(
1+ 1
n+ 1
)
lB3
)
‖yn+1 − yn‖ +
(
ρ3ζ3 + γ3ρ3
(
1+ 1
n+ 1
)
lC3
)
‖zn+1 − zn‖
]
.
By (3.9), (3.13) and (3.14), we have
‖xn+2 − xn+1‖ + ‖yn+2 − yn+1‖ + ‖zn+2 − zn+1‖
≤ a
(
ρ1ξ1 + λ1ρ1lA1
(
1+ 1
n+ 1
)
+ ρ2ξ2 + λ2ρ2lA2
(
1+ 1
n+ 1
)
+ λ3ρ3lA3
(
1+ 1
n+ 1
)
+
√
β21 − 2k3ρ3 + ρ23ξ 23
)
‖xn+1 − xn‖ + a
(
ρ2η2 + µ2ρ2lB2
(
1+ 1
n+ 1
)
+ ρ3η3
+ µ3ρ3lB3
(
1+ 1
n+ 1
)
+ µ1ρ1lB1
(
1+ 1
n+ 1
)
+
√
β22 − 2k1ρ1 + ρ21η21
)
‖yn+1 − yn‖
+ a
(
ρ3ζ3 + γ3ρ3lC3
(
1+ 1
n+ 1
)
+ ρ1ζ1 + γ1ρ1lC1
(
1+ 1
n+ 1
)
+ γ2ρ2lC2
(
1+ 1
n+ 1
)
+
√
β23 − 2k2ρ2 + ρ22ζ 22
)
‖zn+1 − zn‖
≤ θn(‖xn+1 − xn‖ + ‖yn+1 − yn‖ + ‖zn+1 − zn‖), (3.15)
where
θn = a ·max
{(
ρ1ξ1 + λ1ρ1lA1
(
1+ 1
n+ 1
)
+ ρ2ξ2 + λ2ρ2lA2
(
1+ 1
n+ 1
)
+ λ3ρ3lA3
(
1+ 1
n+ 1
)
+
√
β21 − 2k3ρ3 + ρ23ξ 23 , ρ2η2 + µ2ρ2lB2
(
1+ 1
n+ 1
)
+ ρ3η3 + µ3ρ3lB3
(
1+ 1
n+ 1
)
+µ1ρ1lB1
(
1+ 1
n+ 1
)
+
√
β22 − 2k1ρ1 + ρ21η21, ρ3ζ3 + γ3ρ3lC3
(
1+ 1
n+ 1
)
+ ρ1ζ1
+ γ1ρ1lC1
(
1+ 1
n+ 1
)
+ γ2ρ2lC2
(
1+ 1
n+ 1
)
+
√
β23 − 2k2ρ2 + ρ22ζ 22
)}
. (3.16)
Let
θ = a ·max
{
ρ1ξ1 + λ1ρ1lA1 + ρ2ξ2 + λ2ρ2lA2 + λ3ρ3lA3 +
√
β21 − 2k3ρ3 + ρ23ξ 23 ,
ρ2η2 + µ2ρ2lB2 + ρ3η3 + µ3ρ3lB3 + µ1ρ1lB1 +
√
β22 − 2k1ρ1 + ρ21η21,
ρ3ζ3 + γ3ρ3lC3 + ρ1ζ1 + γ1ρ1lC1 + γ2ρ2lC2 +
√
β23 − 2k2ρ2 + ρ22ζ 22
}
.
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Then θn → θ as n → ∞. By (3.1), we know that 0 < θ < 1 and so (3.15) implies that {xn}, {yn} and {zn} are both Cauchy
sequences. Thus, there exist x∗ ∈ H1, y∗ ∈ H2, z∗ ∈ H3 such that xn → x∗, yn → y∗, zn → z∗ as n→∞.
Now, we prove that uin → ui ∈ Aix∗, vin → vi ∈ Biy∗, win → wi ∈ Ciz∗. In fact, it follows from the Lipschitz continuity of
Ai, Bi, Ci and (2.5)–(2.7) that
‖uin+1 − uin‖ ≤
(
1+ 1
n+ 1
)
lAi‖xn+1 − xn‖, (3.17)
‖vin+1 − vin‖ ≤
(
1+ 1
n+ 1
)
lBi‖yn+1 − yn‖, (3.18)
‖win+1 − win‖ ≤
(
1+ 1
n+ 1
)
lCi‖zn+1 − zn‖, (3.19)
where i = 1, 2, 3, and n = 0, 1, 2, . . .. From (3.16)–(3.18),{uin}, {vin}, {win} (i = 1, 2, 3) are also Cauchy sequences. Therefore
there exist ui ∈ H1, vi ∈ H2, wi ∈ H3 (i = 1, 2, 3), such that uin → ui, vin → vi, win → wi.(i = 1, 2, 3) Further
d(ui, Aix∗) ≤ ‖ui − uin‖ + d(uin, Aix∗)
≤ ‖ui − uin‖ + H(Aixn, Aix∗)
≤ ‖ui − uin‖ + lAi‖xn − x∗‖ → 0 (n→∞).
Since Aix is closed,we have ui ∈ Aix∗. Similarly, vi ∈ Biy∗, wi ∈ Ciz∗. By continuity of g1, g2, g3, Ai, Bi, Ci, F1, F2, F3, JρiMi and
Algorithm 2.1, we know that (x∗, y∗, z∗, u1, v1, w1, u2, v2, w2, u3, v3, w3) satisfy the relation (2.1). By Lemma 2.2, we claim
that (x∗, y∗, z∗, u1, v1, w1, u2, v2, w2, u3, v3, w3) is a solution of the problem (1.5). This completes the proof. 
Remark 3.2. Theorem 3.1 extends those results in [1–9].
4. Applications
In this section, we will give several examples from the practice with numerical analysis with their new algorithms.
(1) for each j = 1, 2, 3, if gj = Ij (the identity map of Hj) and then the problem (1.5) reduces to the following system of
variational inclusions. Which is to find (x∗, y∗.z∗) ∈ H1 × H2 × H3, ui ∈ Ai(x∗), vi ∈ Bi(y∗), wi ∈ Ci(z∗), i = 1, 2, 3, such
that {0 ∈ x∗ − y∗ + ρ1(T1(x∗, y∗, z∗)+ F1(u1, v1, w1)+M1(x∗)),
0 ∈ y∗ − z∗ + ρ2(T2(x∗, y∗, z∗)+ F2(u2, v2, w2)+M2(y∗)),
0 ∈ z∗ − x∗ + ρ3(T3(x∗, y∗, z∗)+ F3(u3, v3, w3)+M3(z∗)),
(4.1)
where ρ1 > 0, ρ2 > 0 and ρ3 > 0 are three constants.
(2) for each j = 1, 2, 3, if Mj(xj) = 4ηj ϕj for all xj ∈ Hj, where ϕj : Hj → R ∪ {+∞} is a proper, ηj-subdifferentiable
functional and4ηj ϕj denotes the ηj-subdifferentiable operator of ϕj, then problem (4.1) reduces to the following system of
variational-like inequalities, Which is to find (x∗, y∗.z∗) ∈ H1 × H2 × H3, ui ∈ Ai(x∗), vi ∈ Bi(y∗), wi ∈ Ci(z∗), i = 1, 2, 3,
such that{〈y∗ − x∗ − ρ1T1(x∗, y∗, z∗)+ F1(u1, v1, w1), η1(q1, x∗)〉 + ϕ1(q1)− ϕ1(x∗) ≥ 0,
〈z∗ − y∗ − ρ2T2(x∗, y∗, z∗)+ F2(u2, v2, w2), η2(q2, y∗)〉 + ϕ2(q2)− ϕ2(y∗) ≥ 0,
〈x∗ − z∗ − ρ3T3(x∗, y∗, z∗)+ F3(u3, v3, w3), η3(q3, x∗)〉 + ϕ3(q3)− ϕ3(z∗) ≥ 0,
(4.2)
where ρ1 > 0, ρ2 > 0 and ρ3 > 0 are three constants, and for all qi ∈ Hi, i = 1, 2, 3.
(3) for each j = 1, 2, 3, if Mj(xj) = ∂ϕj(xj) for all xj ∈ Hj, where ϕj : Hj → R ∪ {+∞} is a proper, convex, lower
semicontinuous functional and ∂ϕj denotes the subdifferentiable operator of ϕj, then problem (4.1) reduces to the following
system of variational inequalities, Which is to find (x∗, y∗.z∗) ∈ H1 × H2 × H3, ui ∈ Ai(x∗), vi ∈ Bi(y∗), wi ∈ Ci(z∗), i =
1, 2, 3, such that{〈y∗ − x∗ − ρ1T1(x∗, y∗, z∗)+ F1(u1, v1, w1), q1 − x∗〉 + ϕ1(q1)− ϕ1(x∗) ≥ 0,
〈z∗ − y∗ − ρ2T2(x∗, y∗, z∗)+ F2(u2, v2, w2), q2 − y∗〉 + ϕ2(q2)− ϕ2(y∗) ≥ 0,
〈x∗ − z∗ − ρ3T3(x∗, y∗, z∗)+ F3(u3, v3, w3), q3 − x∗〉 + ϕ3(q3)− ϕ3(z∗) ≥ 0,
(4.3)
where ρ1 > 0, ρ2 > 0 and ρ3 > 0 are three constants, and for all qi ∈ Hi, i = 1, 2, 3.
(4) for each j = 1, 2, 3, if Mj(xj) = ∂δKj(xj) for all xj ∈ Hj, where Kj ⊂ Hj is a nonempty, closed and convex subsets and
δKjdenotes the indicator of Kj, then problem (4.1) reduces to the following system of variational inequalities,Which is to find
(x∗, y∗.z∗) ∈ H1 × H2 × H3, ui ∈ Ai(x∗), vi ∈ Bi(y∗), wi ∈ Ci(z∗), i = 1, 2, 3, such that{〈y∗ − x∗ − ρ1T1(x∗, y∗, z∗)+ F1(u1, v1, w1), q1 − x∗〉 ≥ 0,
〈z∗ − y∗ − ρ2T2(x∗, y∗, z∗)+ F2(u2, v2, w2), q2 − y∗〉 ≥ 0,
〈x∗ − z∗ − ρ3T3(x∗, y∗, z∗)+ F3(u3, v3, w3), q3 − x∗〉 ≥ 0,
(4.4)
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where ρ1 > 0, ρ2 > 0 and ρ3 > 0 are three constants, for all qi ∈ Ki.
By the results in Section 3, it is easy to obtain the existences of solutions and the convergence results of iterative
algorithms for problem (4.1)–(4.4). And we omit them here.
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