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Abstract 
Ensemble processing  combines the results (outputs) of several different models, each a disease from a different 
perspective. A number of different methods are available to support ensemble processing: (1) averaging, (2) weighted-averaging, 
(3) Adaboost, and (4) other processing methods that use gate variables 
as an integral part of the Expectation operation in a maximum likelihood estimator.  This paper presents the application of a 
Generalized Regression Neural Network Predictive Model, called the GRNN oracle,  that takes advantage(s) of correlation(s) 
(synergies) that exist between intelligent predictive input model outputs by combining them (at the variance level) for generating 
both clinical and microarray lung cancer data to improve cancer recurrence modeling and predictive performance, when 
compared to any one output taken alone. The hypothesis is: Given a validation data set that contains a sufficient sample size, 
then the GRNN oracle will provide a synergistic combination of output data which is superior in predictive performance accuracy 
(as measured by an ROC analysis) when compared to all input intelligent models, taken individually. This paper will discuss the 
results of our work in evaluating the validity of this hypothesis. 
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1. Introduction 
Automated computer aided diagnostic (CAD) systems were first introduced for commercial use in the medical 
field about a decade ago (R2 [1] and Magic 5[2,3,4] are examples), to be used as a second opinion detection / 
classification aid by the physician. A few years earlier, ensemble processing (sometimes called a mixture of experts 
systems ) was also introduced.  Ensemble processing had the objective of combining, in an intelligent way, diverse 
system outputs as inputs to an intelligently combined system, to produce a more intelligent and synergistic output, 
overall. Ensemble processing combines the results (outputs) of several different models, each looking at a disease 
from a different perspective. A number of different methods are available to support ensemble processing: (1) 
averaging, (2) weighted-averaging, (3) Adaboost, and (4) other processing methods that use gate variables to form a 
 A fairly recent review of these 
candidate methods may be found in the literature (Land, et.al. IJCBDD [5]). The idea behind this processing 
approach is to produce a synergistic result, one that is a combined and more accurate result than any of the 
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individual model outputs that are then used as combined-system inputs. The objectives of this paper are (1) to 
combine these two ideas, CAD and ensemble processing, to form an intelligent system, and (2) to use the 
generalized regression neural network (GRNN) oracle  (GRNN oracle) model that results to obtain a more accurate 
estimate for solving medical classification / diagnosis problems. This oracle was developed using the following two 
hypotheses: First, if two or more intelligent complex adaptive systems (CASs) measure different properties (as 
characterized by CAS input features) of the same environment, these measurement data contain correlated and 
synergistic information that can be exploited by an intelligent, adaptive process, which can improve performance. 
Second, if the method of maximum likelihood combination of these data uses the variance of the estimates (the (yi-
qi,k)2 term in eqn.1),  an even more accurate synergistic-estimate will be the result. The remainder of this paper 
contains (1) details on the formulation of the GRNN oracle, (2) some preliminary results of its application to lung 
cancer data, (3) a discussion of the generated results, (4) the conclusions we reached, and (5) our recommendations 
for further research and analysis sections to be completed soon or in the months ahead.  
 
2.  The GRNN-Based Oracle 
An overview of the GRNN-based Oracle is depicted in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. GRNN Oracle Overview 
 
Given: two or more prediction models of any type, each of which predicts the same scalar output variable. 
Neither the nature of these models nor their inputs is important, as the inputs to the predictive models are not a part 
of discussion. (They are not germane to this formulation.) However, one or more gate variables, whose values will 
have an effect on deciding which of the competing models is most , are important.  
 
The goal here is to design an oracle that uses gate variables to intelligently combine the outputs of competing 
models, using the following concepts. Once the expected error of each prediction model is estimated, these expected 
errors mat be used to compute the weights for each model. When an unknown case is processed, the gate variables 
may be used by the GRNN to decide which CAS outputs are to have the largest weights (i.e, which one operates 
much like a maximum likelihood estimator).  are weighted more heavily than the likely 
inferior s.  
 
For example, for a training set composed of n cases, each case i (i n) consists of p gate variables: xi,j 
,where j p. These gate variables determine the relative efficacy of the CASni prediction models. These m 
competing prediction models then provide outputs qi,k , where k m. Now, the desired output is yi. In the 
following discussion (for simplicity) and for the gate variables and model outputs, just one subscript is used when 
referring to a trial case that is to be evaluated: xj where j p, are the values of the observed gate variables, and 
qk where k m, are the computed outputs of the m competing prediction models. 
 
Now, a weighted Euclidean distance (as determined by the gate variables) is defined between training case i and 
the trial case. k may be derived to be: 
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In order to produce a maximum likelihood estimate, we require that the final prediction be a linear combination 
of the outputs of the competing models of the following form:  
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 (desirable) property that their predictions are unbiased.  This property is 
maintained if, and only if, the following condition in equation (3) is imposed: 
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Now, the linear combination of unbiased estimators having the maximum likelihood error uses weights 
Consequently, when the predicted squared error is used 
in place of the variance in the maximum likelihood variance estimates, the following formula for the weights is 
derived: 
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expected to be computed with sufficient accuracy (set 
experimentally at 2.5% ,with an estimated 5% maximum error) for a proper application of this theory. The GRNN 
oracle is trained (i.e., the p sigma weights are optimized) in the usual cross validation manner. To evaluate the 
quality of a sigma vector, cases are removed from the data set and the formulas just shown are used first to estimate 
wk weights, weight the competing models to get the grand 
prediction, and finally compute the error of this grand prediction. The sigma vector providing the maximum 
likelihood estimate is then found. A powerful hybrid training method combining gradient descent and differential 
evolution has been used to effectively train the sigma values of GRNN oracles (Masters and Land [6]). 
 
3.  Preliminary Results With Lung Cancer Data Set 
To , two publicly available data sets, (by Shedden [7] and Raponi [8]),, for lung 
cancer patients, were obtained. The Shedden data set contains 292 patients and Raponi contains 130, and comprise 
both microarray and clinical data for the same patient set. Using microarray data, from both Raponi and Shedden, a 
batch-adjustment was performed to compensate for center-bias  that existed between the two data sets. Then a 
stratified sample of 20% of the patients -a-  for a representative set to be used for validation / 
testing. The 80% clinical data sets, from both Raponi and Shedden, were used for training three CASs,  These CASs 
were: the Probabilistic Neural Networks (PNN), Support Vector Machines (SVM), and Logistic Regression (LR) 
CASs, and their outputs were used, along with c  as inputs to the GRNN Oracle. 
Five fold cross validation was used for validating each of these processes, which means that 4/5 ths of the data was 
used for training and 1/5 for validation. This process is repeated 4 additional   times, where a different 4/5ths  and 
1/5 th  of data are held out for training and  validation, respectively. Finally, the results of the separate 5 validation 
set results are averaged for a representative estimate of system performance.  Results of these analyses are depicted 
in the ROC curves shown in figures 2 and 3 below, which yielded an interesting, but not surprising result: that the 
GRNN oracle output did not improve the performance, compared to some of the PNN, SVM and LR complex 
adaptive systems, as it was designed to do.  Why? We know this is happening because the 5-fold validation sample 
size is too small, as can be illustrated in the following hypothetical example. Using equation (4) of section 2, and 
assuming that the three CAS system inputs have variances of 2,4 and 8, respectively, a simple evaluation of this 
equation (4), subject to the constraint imposed by equation (3), shows that these three CAS s inputs combine with 
weights 57.1%, 28.6%, and 14.3% (which sum to~100%), which is exactly what one would expect in the proper 
application of the theory described in section 2. That is, the most accurate system inputs receive the highest 
combination percentage of weight, as specified by the oracle. However, section 2 development stipulates that 
variances are to be computed with a  2.5%  (max. 5%) experiential error for a proper application of the theory, 
which brings into play sample size. It will be shown in the forthcoming discussion section that these data set sample 
sizes are insufficient for an accurate computation of the system variances in a proper application of the GRNN 
oracle theory. That is, the discussion section will demonstrate that the validation set size is not large enough to result 
in a 2.5 % (or at the most a  5%) confidence interval for the computed variances.  
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Figure 2. ROC curves for Raponi clinical data set           Figure 3. ROC curves for Shedden clinical data set 
  
Simply stated:  the sizes (number of patients) for both the Raponi and Shedden clinical data sets are insufficient 
for a proper application of the GRNN oracle theory.  Because these are publically available data sets, the only 
option is to increase the number of samples in the validation /testing set, which means that the training set size will 
decrease. That is, a redo of the analysis with two-fold cross validation might help performance. Such an experiment 
will decrease the variance confidence interval but is also is expected increase the bias error in the training 
phase of the process. Another possible option is to combine the two data sets into one. This analysis was performed. 
But such a combination only introduced another set of intra- and inter-institutional variability errors (as reflected by 
a poor AZ) that only exacerbate the result.  Another, although remote, possibility is that the physicians at the several 
cancer research centers, who collected the data, may not have chosen the optimum feature set for best classification 
accuracy.   However, feature selection was out of the hands of the researchers performing this analysis.  
option to address this problem is to increase the number of samples (see next section) not a 
viable option for this analysis, given the totality of the circumstances. Referring to figure 3, the GRNN Oracle does 
perform slightly better than the other classifiers for the Shedden clinical data set comparison. This results, as is 
demonstrated below, because the validation set sample size is larger than that for the Raponi, but still is of 
insufficient size for the oracle to provide an accurate synergistic estimate. That is, the full range of performance 
improvement expected from the GRNN Oracle does not occur.  
 
4.  Discussion 
This discussion section evaluates the GRNN Oracle on of data set sizes. The following 
question is addressed: how does the margin of error (i.e., variance of a confidence interval) for a confidence level 
of 95% change as the test sample size changes?  This margin of error (as represented by the resulting confidence 
interval) is a function of the following set of processing parameters: (1) population size (as represented by the 
respective Raponi and Shedden data set sizes), (2) required sample size (as represented by the validation set size), 
(3) the confidence interval (which represents how accurately the variance used by the GRNN oracle is computed), 
and (4) the confidence level (which represents the confidence that the computed variance lies within that confidence 
interval). These relationships were computed, and then integrated for the 5-fold cross validation process used in this 
research process,.  The results are depicted in figure 4 below. The most interesting result from this analysis is that 
the validation set sizes for the 5-fold cross-validation process are far too low for the GRNN Oracle to be able to 
provide an accurate result as specified by the theoretical development in section 2. The GRNN Oracle is designed 
to work with a 95% confidence interval (or a margin of error of only 2.5%, or with a maximum of 5%). 
Furthermore, the confidence level of 95% ensures that the oracle variance will be within this confidence interval 
95% of the time. Consequently, in order to achieve the 2.5% margins of error, much larger validation set sizes 
are required than are available for this analysis, in the given data sets.  
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In summary, the margins of error, for the combined Shedden and Raponi data sets, are 11%, 13%, and 20% 
respectively, when using a 95% confidence level. Specifically for the Raponi validation set samples, we are 95% 
confident that we are within 20% of the true value of variance, for the Shedden data set, 13%. Furthermore, the 
same interpretations may be applied to the Raponi and Shedden combined validation data set sizes, but with the 
additional possibility of introducing variability by combining sets that may not be equally representative of the 
population of ). These levels of 
error all exceed the experimentally set 2.5% confidence interval for variance expected by the oracle.  
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Figure 4. Confidence Interval (Margin of Error) vs. Required Sample Size 
Graph to ascertain margin of error for a given validation sample set size. The three curves are for the individual 
Raponi, and Shedden data sets, and the combined data sets. 
 
5.  Conclusions 
The objective of this paper was to combine intelligent CAS system outputs as inputs for a smart system and use 
the generalized regression neural network (GRNN) oracle to obtain a more accurate predictive-analytics estimate for 
solving medical classification / diagnosis problems. The idea was tested using two publically available lung-cancer 
data sets, referred to in the literature as the Raponi and the Shedden lung-cancer data sets. Three statistical learning 
theory (SLT) algorithms, PNNs, SVMs, and LR, were used to process these data sets. Then the outputs from these 
SLT algorithms (CASs) were 
processor, with the objective of obtaining a more accurate and synergistic result. However, the result was that the 
GRNN oracle either did not improve (or only slightly improved) performance of these SLT algorithm processors, a 
result that was shown to occur because of the inadequate size of the validation set avaliable, for use in a five-fold 
cross-validation analysis. The only option available for improving the result, we found, would be to increase the 
amount of lung-cancer data collected, and therefore available for the validation process. This was not a viable option 
for this research study. The Raponi and the Shedden data sets were also combined, as an option to improve 
performance. However, this effort, too, was not successful, again because of the insufficient validation data set size, 
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as well as because of the additional possibilities of errors realized, through introducing unintended center effects.  
 
Throughout the paper we have attempted, repeatedly, to make the point that no matter what tools you have 
available to you (and use) for data analysis, even SVMs, if the discovery database is not sufficient, in terms of size, 
but also in terms of content, accuracy, and lack of bias, but especially, most commonly, size, you cannot improve 
the analysis.  The only thing we would add in our future efforts is a further assessment of precisely how a researcher 
or technician can know when the database is (or databases are) indeed big enough (or not) and when and how he/she 
can determine that fact before they start the heavy lifting of the analysis.  Also, one point not discussed here, due to 
space limitations, is what impact "targeted pre-processing" of the data, done to assess any bias in the data, might 
have on how one might optimally proceed before conducting a full analysis.  In our next paper, we will assess the 
importance of all of these additional points.   
 
In sum, we have attempted to craft a thoughtful and thought-provoking article, and to make it clear and very 
persuasive to readers of diverse backgrounds.  But, always, more can be done.  The conclusion we reach is of critical 
importance as the data samples utilized in our analysis are very similar to those used in much of the research going 
on today in the cancer arena.  But data sample sizes are a critical issue that has been dismissed far too casually.  
Obtaining the right amount of the right type of data (the first time, and every time) is most often the most difficult 
and expensive part of any new product development effort.  Even when multi-factor analysis is an input for SVM 
(and we use RFE-SVM to eliminate unnecessary data input), two of the most powerful technologies in the world for 
data analysis for pattern-recognition and machine-learning, SVM can quickly and easily "clog up" and not yield a 
manageable margin.  Getting the database right at the outset, through appropriate forward-thinking (and forward-
looking) management, standardization, and, especially, thoughtful pre-processing--all with keen sensitivity to the 
analysis' specific needs, given the totality of the circumstances-- is critical 
 
6.   Recommendations 
This research study quantitatively demonstrates the need for using an adequate sample size, for a theory to be 
accurately evaluated. Consequently, the GRNN oracle we produced should be re-evaluated in coming weeks or 
months using a data set of sufficient size to properly exercize the theroy we developed in section 2 of this paper.  
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