We first report on the development of new microscope means that reduce background contributions in fluorescence fluctuation methods: i) excitation shutter, ii) electronic switches, and iii) early and late time-gating. The elements allow for measuring molecules at low analyte concentrations. We first found conditions of early and late time-gating with time-correlated single-photon counting that made the fluorescence signal as bright as possible compared with the fluctuations in the background count rate in a diffraction-limited optical set-up. We measured about a 140-fold increase in the amplitude of autocorrelated fluorescence fluctuations at the lowest analyte concentration of about 15 pM, which gave a signal-to-background advantage of more than two-orders of magnitude. The results of this original article pave the way for single-molecule detection in solution and in live cells without immobilization or hydrodynamic/electrokinetic focusing at longer observation times than are currently available.
INTRODUCTION
Fluorescence fluctuation methods, atomic force microscopy (AFM) with single atomic resolution and mass spectrometry, with atomic unit resolution, are the most sensitive analytical tools in the life sciences and biochemistry [1, 2] . They also allow for direct observations of single molecules. Even though single-molecule observations on immobilized molecules are becoming a standard laboratory technique [2] , the measurements on single molecules in solution or in a live cell are a cutting edge technology. It is still a challenging and open task to measure an individual molecule freely diffusing in solution in the upper millisecond and second time regimes with today's instrumentation. Detectors achieve photon detection efficiencies near 0.7 with very low electronic noise (dark current). For example, the sample fluorescence is recorded with EG&G-Perkin Elmer avalanche photodiodes, which measure the precise time delay between excitation and emission for millions of photon events. A new generation of multichannel discreteamplification photon detectors (DAPD) devices have begun to rival the photonmultiplier tube with many parameters comparable to or even better than those of the vacuum-tube devices [3] . Interference filters block Rayleigh scattering with extremely high optical densities and are nearly transparent for the chosen fluorescence emission wavelength. The development of microscope objectives with high numerical aperture (N.A.) has represented a significant contribution to the field of ultrasensitive fluorescence detection as well. The fluorescence collection efficiency is determined by the N.A.
*Address correspondence to this author at the Visiting professorships at ISS and at the Department of Molecular Biology and Immunology, Health Science Center, University of North Texas, USA; E-mail: Zeno.Foldes-Papp@medunigraz.at of the microscope objective. The highest achievable N.A. equals the refractive index of the medium from which the signals are collected, for example 1.33 for the fluorescence collected inside water and 1.52 for fluorescence collected from the surface of a microscope coverslip. The refraction index of a live cell is typically 1.38. A drawback of the very high aperture objectives (N.A. > 1.4 for oil immersion objectives) is that spherical aberrations occur at large angles. For a 1.45 N.A. microscope objective, it is virtually impossible to balance spherical and chromatic aberrations and achieve diffraction limited performance within a large field of view. Therefore, the use of very high aperture objectives is limited to total internal reflection fluorescence (TIRF) wide-field imaging but they should be avoided for confocal microscopy. The development of parabolic mirror objectives (PMOs) for total internal reflection fluorescence (TIRF-PMO) and for supercritical angle fluorescence (SAF-PMO) can overcome a problem of generating diffraction limited detection volumes at large detection angels, which thereby motivates their use in fluorescence correlation spectroscopy (FCS) at surfaces but not in solution. The TIRF-PMO and SAF-PMO generates detection volumes of a few attoliter. With the confocal TIRF-PMO the surface is illuminated exclusively above the critical angle restricting the excitation intensity to the direct vicinity of the coverslip. With the confocal SAF-PMO objective the fluorescence signal is collected exclusively above the critical angle, achieving a comparably fast decay of the detection volume into the analyte solution [4] . This is an alternative approach to Hell and co-workers who used conventional objectives and generated fluorescence detection volumes in solution and at surfaces that are even in the subattoliter range [5] [6] [7] . Data on single fluorophore detection in nanochannels with burst rates at 1 MHz level were reported in ref. [8] by using a conventional 0.9 N.A. microscope objective. The confinement of the fluorophore in the nanochan-nel reduced the background signal. From those data, a reasonable conclusion is that conventional microscope optics is capable of detecting high burst rates if background contributions are minimized.
Because of background rejection in a small detection volume, confocal microscopy is the optical platform of choice for FCS [9, 10] . In order to achieve detection sensitivity at the 'single-molecule level', the count rate per molecule per second (CPM) is an important parameter [9] [10] [11] as well, but background rejection influences the amplitude of the correlation function [9] [10] [11] [12] . For example, the 'background' of high concentrations of autofluorescent molecules can easily hide the low signal from the specific fluorescent molecules and makes weak fluorescence signals extremely difficult to detect. A direct extrapolation from a millisecond to a second time binning is more difficult to perform when photobleaching and triplet crossing influence an evaluation. Under such experimental conditions, it is not possible to extract the CPM from the measurement and a more appropriate measure is the signal-to-background ratio. A lack of diffraction limited optics is usually not a problem in normal FCS; the detection volumes are often enlarged in order to have time for studying different biophysical and biochemical reactions. However, an enlarged detection volume hampers the observation of just one single molecule in solution [12] [13] [14] [15] .
Fluorescence fluctuation methods such as FCS are sophisticated physical methods. We measure spontaneous fluctuations in a number of molecules within a small illuminated volume of less than one femtoliter. The apparent characteristic diffusion fluctuations might take a characteristic period of time, e.g. a millisecond, but it does not matter how precisely we measure the individual fluctuations, we still cannot get the kinds of parameters such as rate constants that we are interested in. We have to measure many fluctuations and then we analyze the emitted fluorescence fluctuations from that particular measurement. In FCS, we correlate the fluorescence fluctuations and obtain, for example, the diffusion fluctuations for a diffusion process [10] . Analysis tools such as burst size distribution [16] , photon-counting histogram (PCH) [17] and fluorescence intensity distribution (FIDA) [18] establish the brightness parameter from the statistics of the amplitude (number of photons) of the fluorescence fluctuations. In fluorescence cross-correlation spectroscopy (FCCS) [19] [20] [21] and two-dimensional fluorescence intensity distribution (2D-FIDA) [22] or dual-color PCH [23] , the second dimension provides coincident information from a second detector, which may represent a different color or a different fluorescence polarization.
Detecting fluorescence fluctuations from a single molecule is mainly an issue of background reduction rather than detection sensitivity because several millions of photons per second can be emitted by a single fluorophore [24, 25] . In fluorescence fluctuation methods, the fluctuations are measured against a background noise of Raman and Rayleigh scattered light from the medium or high dark current of the detector. The first approach that enabled measuring single fluorescent molecules in solution was called time-gated discrimination [26, 27] . The detector was on only for a controlled time interval during a possible fluorescent burst from a single molecule. In the case of Raman scattering, a frequency shift of the light compared to the frequency of the incident light occurs. If an excitation laser has the wavelength 0 then the Raman scattered wavelength is [28] 
where ˆ is the wavenumber in cm -1 characteristic of the medium (solvent, solution). The Raman scattering is a much faster event that the lifetime of a fluorescent dye. Raman scattering generated in the detection volume can be spectrally filtered. In Rayleigh scattering (elastic scattering), the molecule is excited to a virtual state and than relaxed to the same vibrational state. A photon with the same wavelength as the incident light is emitted. In this process, no energy is absorbed by the molecule. Electronic early time-gating discriminates between which photons are incorporated in the analysis based on the time-delay between excitation of the fluorophore and emission of the fluorescence photon as first shown in ref [29] ; the detector recorded the fluorescence bursts for a controlled time interval, e.g. in very large detection volumes of picoliters [29] [30] [31] . It is now performed entirely in software by using a time-correlated single-photon counting (TCSPC) card for data collection as shown in [32, 33] and by others. In order to time-gating away Rayleigh scattering, the time-gate is chosen to start at a time where the amplitude of the excitation pulse is substantially decreased, e.g. at 2.3 nanoseconds after excitation.
The purpose of this original article was to explore different new microscope means in order to reject background contributions. In particular, we studied the effects of i) excitation shutter, ii) electronic switches, and iii) early and late time-gating with TCSPC on the amplitude of correlated fluorescence fluctuation traces. Low-light applications such as single-molecule observation in biology and chemistry require single-photon sensitivity and very fine timing resolution of detected photons because we want to measure the fluctuations from one individual molecule only. Until now, this has not been possible for more than some milliseconds in solution without hydrodynamic/electrokinetic flow or systemic drift. One major challenge in using extended observation (measurement) scales is still the background contributions from the highly pure and photobleached solvent.
EXPERIMENTAL SECTION Optical Set-Up
The optical systems were set up on an ALBAFluorescence Fluctuation System platform (ISS, Champaign, IL) equipped with a laser scanning unit. A detailed description is given in ref [9] . We collected fluorescence fluctuation data using a 635-nm epifluorescence laser diode source (see section Results and Discussion) and a cooled avalanche photodiode (Model SPCM-AQR-15, by EG&G PerkinElmer, Vaudreuil, Quebec, Canada). Controlling and recording a mechanical shutter and electronic switches of excitation laser and detector required that the devices were synchronized with the laser diode illumination and the avalanche photodiode. The excitation wavelength of the pulsed laser was 635 nm with 39 ps pulse width and 50 MHz repetition rate. The light was delivered to the microscope through a single mode, 3.5 m fiber. A Nikon water immersion objective, 60X, N.A. = 1.2 was used. A single-color dichroic filter (633 nm SP Laser Set, Chroma Technology, Rockingham, VT) accepted the 635 nm laser line and reflected above 665 nm. The fluorescence light emitted by the sample travelled back through the scanning mirrors unit. With the long pass filter HQ665lp (Chroma Technology, Rockingham, VT), the emission was directly separated into the channel 1 detector. The measurement time was 50 s with a sampling frequency of 100 KHz resulting in a binning time of 10 s.
The principle of confocal microscopy is the use of a prefocusing lens that focuses the incoming laser beam to a small spot A [9] . This spot is then focused by the microscope lens to an even smaller spot A . The sample will be illuminated by this very small spot A with about 0.25 m, where is the radial distance before the laser intensity has fallen to 14 . 0 2 e . The fluorescence light from this small spot is then collected back through the microscope and focused on the third spot A . At this position a pinhole is inserted to remove fluorescence light originating from molecules not in focus A [9] . If the fluorescence light originates below or above A , a large amount of the light not originating from A will be blocked and not detected by the detector. In this way, depth discrimination is achieved. By using a dichroic mirror, the fluorescence light is separated from the excitation light because the fluorescence light has a longer wavelength than the excitation light. A bandpass filter is inserted between the dichroic mirror and the detector to remove scatted background light.
Signal to Background in Fluorescence Fluctuation Experiments
For a random Poisson process, the fluctuations in a physical parameter such as the number of molecules N about the average parameter value N is given by the variance of the process
Since the fluorescence intensity I is directly proportional to N, we have the following physical properties
and ( )
where i is a multiplier (proportionality constant). 
as first shown in ref. [34] . Thus, the amplitude minus one of the normalized autocorrelation function at 0 = equals the inverse average number of molecules in the small (e.g., femtoliter-sized) observation volume. Here, we consider diffusive processes and not excitation into triplet states. Usual concentrations that can be measured with this approach are between 10 -8 M and 10 -11 M. Concentrations at 10 -8 M give very small amplitudes, whereas concentrations as low as 10 -11 M require very long measurement times.
is related to the signal 0 N and background B as first reported in ref. [35] ( )
where Ñ is the 'apparent' number of molecules. We omit the average symbol in equation (7) and the following equations. In principle, there is no need to calibrate the concentration or instrument sensitivity because Eqns. (6) and (7) are determined without any assumption, except that the solution contains a fluorophore. Another important feature of Eqns. (6) and (7) is that they do not depend upon the brightness of the fluorophore. However, the brightness affects the signal-to-background ratio of the measurement and the ability to see the fluorophore over the background [1] . In aqueous solution of a fluorophore, Rayleigh (elastic) and Raman (inelastic) scattering of the solvent are the main sources of background B because the detector noise (dark current) can be as low as 25 photon counts by using a cooled avalanche photodiode (Model SPCM-AQR-15, by EG&G PerkinElmer, Vaudreuil, Quebec, Canada).
We first present here the derivation of a more convenient formula than Eqn. (7) 
where
The formula (Eqn. (11)) assigns directly measured quantities to 'true' values of molecule numbers 0 N corrected for background contributions B, which is its advantage over the equation (7) . If the background count is more than 100-fold lower than the signal count, then N N0
. In this way, a high signal-to-background count ratio corrects for background contributions. Therefore, we used a Cy5 stock solution for the dilution experiments, i.e. a high average number of molecules per observation volume, at which the high signal-to-background count ratio corrected itself for background.
Models of the Autocorrelation Function that Describes the Scattered Background Rejection
The scattered light can have the same wavelength as the excitation light, if it is Rayleigh scattered, or be shifted if it is Raman scattered. A fast component of a collected fluorescence process is Raman scattering and fluorescent light. We reject the scattered component by implementing timewindows T that are greater than the dynamics of interest
( )
f is the fraction of the amplitude ( ) 
where a fraction of all molecules relates to the background rejection term f by the time-window T applied (optical switch). The diff 1 term stands for the fluorophore and the diff 2 term for the autofluorecence. The origin of the autofluorescence that we observed may not be due to NADH itself but is probably due to fluorescent 'contaminants' in the concentrated NADH solution. This approach does not reduce in any way the value of the demonstration because we simply used it as a fluorescence background signal (see section 'Results and Discussion', subsection 'Early and late time-gating in the presence of autofluorescence'). Assuming an alternative model, by which the diff 2 term was also gradually suppressed by the optical switch T, was not in agreement with the measured data.
By means of an iterative least-square algorithm (Marquart algorithm) the model values were compared to the experimental values and approximated until the differences between the two curves were minimized. Each amplitude value of the autocorrelated fluorescence fluctuation traces was the average of 5 million data points. The best mathematical approximation with the smallest degree of error was taken as the final result yielding a chi-square value close to 1.0. Thus, the data were represented by the theoretical curve with a minimum deviation from the measured correlation curve. In this way, we proved that our model equations (12) and (18) fitted the experimental data.
RESULTS AND DISCUSSION
Background contributions in a highly pure aqueous solution (Fluka, Water TraceSELECT ® , total evapn. residue guarantee 0.0001 %) of a fluorophore Cy5 that was used throughout this study mainly consist of out-of-focus fluorescence light and scattered light. Out-of-focus fluorescence light was removed using the pinhole (see subsection Optical Set-Up, confocal set-up). Some of the scattered light was removed using optical bandpass and interference filters (see Experimental Section, subsection Optical Set-Up). When fluorescent light is collected, optical bandpass filter and interference filters remove wavelengths that are not in the fluorescent range. But even the most excellent optical components cannot reject background contributions completely. For example, the Stokes-shifted Raman scattered light can have spectral components in the fluorescent range.
Comparison of Correlated Fluorescence Fluctuation Traces without and with Mechanical Excitation Shutter
The laser power was 40 W measured at the exit of the objective. In Fig. (1) , we demonstrate how an excitation shutter rejected background-signal contributions. The time traces contained photon bursts, which were equally distributed in time (Fig. 1A) . The photon bursts originated from the fluorophore Cy5 and from background contributions in aqueous solution. Scattered light that remained after optical bandpass and interference filters was removed by applying an additional longer time window of off-times during the measurement (Fig. 1B) resulting in less background contributions and, therefore, in an increased G(0) value (Fig. 1D) compared to the values without excitation shutter (Fig. 1C) . After cutting-off all the shutter's off-times by data processing (Fig. 1E) , we obtained a lower G(0) value (Fig. 1F) , which was fairly the same as the G(0) value without excitation shutter (Fig. 1C) . The time-dependent part of the autocorrelated fluorescence fluctuation data obtained from the aqueous Cy5 solution in the presence of the excitation shutter was superimposed by the slow frequencies of on-and offtimes of 1 Hz as shown in the insert of Fig. (1D) . Applying the two independent models of Eqn. (11) and Eqns. (12) - (17) to the data shown in Fig. ( 
Comparison of Correlated Fluorescence Fluctuation Traces without and with Electronic Switches
The laser power was 50 W measured at the exit of the objective. A series of measurements were made at higher concentrations of the fluorophore Cy5 and compared with a series with electronic switches at 0.5 Hz. Table 1 shows that modulated excitation [36] by an electronic switch could be employed, as expected, at low fluorophore concentration of about 0.17 nM when the background count is less than 100-fold lower than the signal count. At N/1000, modulated excitation with Table 1 . Additional synchronized time-gating of the detector decreased the fluorescence intensity incorporated in the autocorrelation analysis and can also lead to an increase in the amplitude of the fluctuations, but did not yield an overall improvement in the signal-to-background ratio as first shown in the last column of Table 1 .
Comparison of Correlated Fluorescence Fluctuation Traces with Early and Late Time-Gating
Scattered light is a fast process compared with the excitation and fluorescent relaxation process. By using pulsed lasers with short pulses, e.g. 39 ps pulse width and 50 MHz repetition rate, most of the Rayleigh scattering will occur as long as the pulse duration. Because the data are stored in the time-tagged time-resolved mode that allows for recording every detected photon with its individual timing and detection channel information, it is possible to detect photons that arrive at the detector some ps after the excitation pulse. In this way, Rayleigh scattered light can be removed by early time-gating [27] .
Fluorescence from the fluorophore molecules Cy5 in the laser beam and scattering from solvent are two independent processes. In a time interval, the observed photon counts come from any combination of scattering and fluorescence. Hence, the observed distribution of photon counts is the convolution of background scattering and fluorescence emission occurring in the observation (measurement) time. This is the physical reason why the mean fluctuation in the background increases linearly with light intensity. In other words, at any time the emission in the detection volume consists of bursts of fluorescence from fluorophore molecules passing through superimposed on a continuous background due to Rayleigh and Raman scattering.
For data acquisition, we used here a Single Photon Counting (SPC)-card. The laser power measured at the exit of the objective was 50 W. In order to check the dilutions of the aqueous Cy5 stock solution, we measured the total fluorescence intensities I S and the background intensities I B . After subtracting the background intensities I B , the mean fluorescence intensities decreased linearly with the sample dilution step until N/100 according to Eqn. (3). At the final dilution step, the mean fluorescence intensity approach was not sensitive enough but the bulk concentration at N/1000 corresponded to even less than 12 pM estimated by the fluorescence fluctuation approach of Fig. (2) . As shown in Fig.  (2) , we first found conditions of early and late time-gating with TCSPC that made the fluorescence signal as bright as possible compared with the fluctuations in the background count rate in a diffraction-limited optical set-up. The increased amplitude saturated at a certain level of dye dilution indicating that the increase in the amplitudes did not resulted from the electronics of the measurement system (data not shown). With removal of scattering contributions of early and late photons after each excitation pulse during measurement times, we collected a G(0) value of 11.07 at N/1000 compared with a G(0) value of 0.08 at N* (Fig. 2) . Thus, we measured about a 140-fold increase in the amplitude G(0) of autocorrelated fluorescence fluctuations at the lowest analyte concentration N/1000. Our findings gave a signal-tobackground advantage of more than two-orders of magnitude. Early and late time-gating with TCSPC as pioneered in this study for a diffraction-limited optical set-up eliminate background contributions across the measurement time. For comparison with the corresponding data without removing early scatter and late afterglow, we show the amplitudes G(0) of autocorrelated fluorescence fluctuations in the laserpulsed diffraction-limited optical setup in Fig. (3) .
In Table 2 
Early and Late Time-Gating in the Presence of Autofluorescence
The laser power at the exit of the objective was 50 W. We used NADH to simulate a biological environment with some autofluorescence. The 140 mM NADH solution gave an autofluorescence contribution of 550 photon counts per second at 635 nm pulsed excitation with a 50 MHz repetition rate. The precise origins of that signal are not clear but we simply used it as a background signal. The observed autofluorescence may be due to spurious fluorescent molecules in the NADH sample. Such a scenario is, in fact, to be expected considering that the NADH sample is 140 mM. We first report data indicating suppression of autofluorescence in fluorescence fluctuation time-traces. In these experiments, a known number of Cy5 molecules plotted in the first column of Table 3 provided the specific signal. Their autocorrelated amplitudes were reduced due to the excess of autofluorescent molecules as seen in the second column of Table 3 . The level of 'recovering' the Cy5 molecules shown as increase in the autocorrelated amplitudes after early and late time-gating is so far very small compared to the signal increase for a Cy5 solution in the absence of autofluorescence depicted in Fig.  (2) . Our approach for real-time suppression of autofluorescence in fluctuation time-traces is based upon lifetime measurements to discriminate between, for example, shortlived autofluorescence (ca. 0.4 ns) and long-lived specific fluorescence (ca. 1 ns) as illustrated in Fig. (4) . From the life time measurements of the Cy5 and the autofluorescent solutions, we see that removing autofluorescent afterglow 
is not applicable due to stray light or high dark current. # : Only here the model (12) - (17) offers more robust data analysis due to the added possibilities to separate processes from each other. Fig. (2) . Amplitudes G(0) of autocorrelated fluorescence fluctuations with removing early scatter within 600 ps (first off-time) after each excitation pulse and afterglow 15 ns later (second off-time) after each excitation pulse. Only photons within this temporal limit of the timegate were used for data acquisition. N* = 12.24 of a 12.06 nM aqueous Cy5 solution diluted from a Cy5 stock solution that corrected for background contributions by a high signal-to-background count ratio (see Experimental Section). Fig. (3) . Amplitudes G(0) of autocorrelated fluorescence fluctuations without removing early scatter and late afterglow in the laserpulsed diffraction-limited optical setup. N* = 12.24 of a 12.06 nM aqueous Cy5 solution diluted from a Cy5 stock solution that corrected for background contributions by a high signal-tobackground count ratio (see Experimental Section). was insufficiently small at the cut-off time of the chosen late time-gating, whereas the chosen early time-gating was too short in order to remove enough autofluorescence photons embedding the weak fluorescence signal. The lifetimes of a mixture of Cy5 and autofluorescent molecules depend very much on the ratio of both components. Because we missed the proper cut-off points for early and late time-gating in contrast to a Cy5 solution without autofluorescence, the resulting effect in autofluorescence background suppression was very small (Table 3) . 
SUMMARY
Taken together, our new idea and invention is to remove remaining scatter from the solvent, which goes with the fluorescence, by using more than one time window of off-times during the measurement. This physical principle corresponds to early and late time-gating of the arrival of photons in a laser-pulsed diffraction-limited optical set-up if the photons are collected by time-correlated single-photon counting (TCSPC) that give full access to the timing of each photon arrived on the detector. Rejection of background and autofluorescence could only be achieved by early and late time gating in TCSPC mode. We put forward a lifetime approach by which we determined the cut-off time points in the timetagged photon arrival times. However, the resulting effect was small compared with the effect of early and late timegating for a Cy5 solution without autofluorescence. The reason is that the lifetimes of a mixture of Cy5 and endogenous fluorescent molecules depend very much on the ratio of both components. That means that we probably missed the right cut-off points in early and late time-gating in contrast to the Cy5 solution without autofluorescence. The background rejection implemented by mechanical and electronic (optical) switches acts on the scattered background or high dark current. Any optical switch T, where T is the operation rate of the switch, can only reject scattered background or high dark current if T satisfy the condition T >> the time parameter of the process of interest, i.e. in our study the diffusion time of the fluorophore. We first report data showing that modulated excitation can result in rejection of scattered background under those conditions. Background rejection by mechanical and electronic (optical) switches does not discriminate between fluorophore and autofluorescence. Assuming an alternative model, by which the autofluorescence was also gradu-ally suppressed, was not in agreement with the measured data. Background rejection by mechanical and electronic (optical) switches is not in favor of autofluorescence suppression.
CONCLUSIONS
Our obtained results pave the way for single-molecule detection in solution at longer observation times that are currently not available [12] [13] [14] . The concentration of the liquid by dilution is so small that the detection volume contains a single molecule or two or three single but different molecules. Their random motions in a liquid solution are detected by recording the fluorescence fluctuations. The time that a single molecule is in the observation volume and the second and third are not can be precisely calculated under such experimental conditions from first physical principles [12] . To study it definitely at the level of single molecule interactions has, up to now, surpassed the capabilities of modern instrumentation. The first true demonstration of a technology leading towards the observation of just one single molecule confined within solution without hydrodynamic/electrokinetic flow is still missing for an extended observation time of more than one millisecond and a couple of milliseconds, respectively [37] .
