The effect of a mutation on fitness may differ between populations, depending on environmental and genetic context. Experimental studies have shown that such differences exist, but little is known about the broad patterns of such differences or the factors that drive them. To quantify genome-wide patterns of differences in mutation fitness effects, we extended the concept of a distribution of fitness effects (DFE) to a joint DFE between populations. To infer the joint DFE, we fit parametric models that included demographic history to genomic data summarized by the joint allele frequency spectrum. Using simulations, we showed that our approach is statistically powerful and robust to many forms of model misspecification. We then applied our approach to populations of Drosophila melanogaster, wild tomatoes, and humans. We found that mutation fitness effects are overall least correlated between populations in tomatoes and most correlated in humans, corresponding to overall genetic differentiation. In D. melanogaster and tomatoes, mutations in genes involved in immunity and stress response showed the lowest correlation of fitness effects, consistent with environmental influence. In D. melanogaster and humans, deleterious mutations showed a lower correlation of fitness effects than tolerated mutations, hinting at the complexity of the joint DFE. Together, our results show that the joint DFE can be reliably inferred and that it offers extensive insight into the genetics of population divergence. 2 mutation's effect on fitness, population genetics theory can predict a great deal; for example, how likely 3 the mutation is to be lost from or fix in the population. But population genetics theory cannot predict 4 how likely a new mutation is to have a given effect on fitness. It is known that typically the majority of 5 mutations are deleterious (reduce fitness) or nearly neutral (negligible effect on fitness), so only a small 6 minority are adaptive (increase fitness). But these three categories encompass a continuum of fitness effects.
Introduction 1
Mutations that alter organismal fitness are the key input into the evolutionary process. Given a new Figure 1 : The joint allele frequency spectrum and joint distribution of fitness effects. A: Populations that have recently diverged or have gene flow between them will share genetic variants. Some of those variants will have a different effect on fitness in the diverged population (s 2 ) than in the ancestral population (s 1 ). B: The joint distribution of fitness effects (DFE) is defined over pairs of selection coefficients (s 1 , s 2 ). Insets show joint allele frequency spectra corresponding to selection coefficients for pairs of variants that are strongly or weakly deleterious in each population. In each frequency spectrum, the number of segregating variants at a given pair of allele frequencies is exponential with the color depth. C: One potential model for the joint DFE is a bivariate lognormal distribution, illustrated here for strong correlation. D: Another potential model is a mixture of components corresponding to equality (ρ = 1) and independence (ρ = 0) of fitness effects. E: As illustrated by these simulated allele frequency spectra, stronger correlations of mutation fitness effects lead to more shared polymorphism. Here p 1 is the weight of the ρ = 1 component in the mixture model. Using simulated data, we tested the statistical power of joint DFE inference and its robustness to model misspecification, focusing on inferences of the mixture proportion p 1 for the perfectly correlated component of the joint DFE ( Fig. 1D ). See Methods for simulation details. A: Precise inference of p 1 was possible even for modest sample sizes. B: Precise inference of p 1 was also possible even when the populations were only recently diverged. Here T is the populationscaled divergence time. C: The bias in inferred values of p 1 was modest when data were simulated with a demographic model including both exponential growth and migration but analyzed assuming instantaneous growth or no migration. D: The bias in p 1 was also modest when data were simulated with either dominant (h = 0.75) or recessive (h = 0.25) derived alleles, but analyzed assuming additive alleles (h = 0.5). E: The bias in p 1 was also modest when data were simulated under a mixture model with gamma-distributed components, but analyzed assuming lognormal components. F: When data were simulated under a bivariate lognormal model with given correlation coefficient ρ, the inferred mixture proportion p 1 was similar to the simulated ρ, for both symmetric and asymmetric bivariate lognormal simulations.
Figure 3:
Model fits to allele frequency spectra. A) For Drosophila, we fit an isolation-with-migration demographic model to the synonymous data. B) That model fit the data well, as evidenced by the small and mostly uncorrelated residuals. C) The nonsynonymous data showed a substantial reduction in shared polymorphism. Those data were best fit by a joint DFE mixture model ( Fig. 1D ) with p 1 = 0.97, and the resulting model had small residuals. D) For humans, we fit an isolation-with-migration demographic model that included growth before divergence. E) That model also fit the data well. (In these plots, we projected down to a smaller sample size, to smooth variation due to the sparsity of the spectrum.) F) The nonsynonymous human data were well-fit by a joint DFE mixture model with p 1 = 0.99. G) For wild tomatoes, we fit an isolation-with-migration model to data from two closely related species. H) That model fit the data moderately well. I) When we fit the nonsynonymous tomato data with a joint DFE mixture model, we inferred p 1 = 0.91, with similar fit quality. We next estimated the joint DFE using all nonsynonymous variants in each proteome, using our lognormal 137 mixture model for the joint DFE ( Fig. 1D ). For D. melanogaster , we found that mutation fitness effects 138 between Zambian and French populations were highly correlated, with p 1 = 0.967 ± 0.022 (Table S4 ). For 139 humans we found an even higher correlation that was statistically indistinguishable from perfect correlation, 140 p 1 = 0.990±0.010 (Table S5 ). For tomatoes, we found a substantially smaller correlation, p 1 = 0.906±0.019.
141
In all three cases, the resulting models fit the nonsynonymous joint frequency spectrum well, with similar 142 patterns of residuals to the demographic models fit to synonymous data ( Fig. 3C ,F,&I).
143
To investigate the biological basis of the joint DFE, we then considered genes of different function based 144 on Gene Ontology (GO) terms (The Gene Ontology Consortium 2000). For D. melanogaster , we found a wide 145 range of inferred correlations, with the lowest corresponding to mutations in genes involved in the immune 146 system at p 1 = 0.904 ± 0.088 ( Fig. 4 , Table S4 ). Although the p-values for many individual terms were 147 modest, considering all tested GO terms, Fisher's combined probability test yielded a p-value of p ∼ 10 −6 , 148 suggesting that our results are highly enriched for deviations below p 1 = 1. For tomatoes, we found an even 149 wider range of inferred correlations, with the lowest being genes involved in responding to abiotic stimulus 150 at p 1 = 0.858 ± 0.093 ( Fig. 5 , Table S6 ). For humans, we found that all GO terms yielded values of p 1 151 that were statistically indistinguishable from one ( Fig. S2 ). Among the D. melanogaster terms, we found 152 no correlation between the inferred mixture proportion p 1 and other parameters in the joint DFE ( Fig. S3 ),
153
suggesting that the variation we see in p 1 is not driven simply by variation in overall constraint.
154
In humans, we further explored the biological context of the joint DFE by considering genes that are 155 involved in disease and that interact with pathogens. We found a weak signal that genes involved in Mendelian 156 disease tend to have less correlated selection coefficients than other genes ( Fig. 6 ). We also found that genes analysis. Although these demographic models fit the data much less well than our main model, the inferred values of p 1 for the GO terms were highly correlated with those from our main model ( Fig. S4 marginal DFEs (Fig. 2F ).
215
In both humans and D. melanogaster , we found the lowest correlation of mutation fitness effects in genes 216 related to immunity. In D. melanogaster , genes annotated as functioning in the immune system had the 217 lowest correlation among all GO terms tested (Fig. 4) . It is well established that immune system genes with these findings. In humans, we found that genes known to physically interact with only a single virus 224 showed significantly lower correlation of fitness effects than genes known to interact with no or multiple 225 viruses (Fig. 6 ). This may be because genes that are known to interact with only a single virus are more 226 likely to be affected by differences in pathogen content between environments. Thus both our human and 227 D. melanogaster results are consistent with differences in selection due to distinct pathogen environments in 228 Africa and Europe.
229
Beyond immunity, our analyses in D. melanogaster , wild tomatoes, and humans all suggest that the 230 joint DFE differs between genes of different functions (Fig. 4, 5 , & 6). In some cases, these gene sets may 231 naturally correspond to different environmental factors, such as "response to stress" in flies and "response 232 to abiotic stimulus" in tomatoes. In other cases, the biological explanation is less clear. Nevertheless, our 233 results suggest new directions for exploring the environmental responsiveness of different phenotypes in these 234 species.
235
The fitness effect of a mutation may differ between populations due to differences in both environmental 236 and genetic context. The wild tomato species we analyzed overlap in range and are more genetic differentiated 237 than the D. melanogaster and human populations we studied. So in this case we speculate that differences To calculate the expected AFS given a joint DFE, we first cached the expected AFS for the given demographic (Fig. S1 ). The expected AFS for a given joint DFE is then an integral over these cached spectra, and we 249 carry out this integration numerically using the trapezoid rule. In general, probability density for the joint 250 DFE will extend outside the range of cached spectra. To account for this density, we integrated outward from 251 the sampled domain to γ = 0 or −∞ to estimate the excluded weight of the joint DFE. We then weighted to population-specific adaptation. Our implementation of this approach was based on fitdadi (Kim et al.
Simulated data tests
and any gene annotated with a child of a given term was assumed to also be annotated by the parent term.
326
Thus in our analysis a given gene may be present in multiple GO term subsets. We used Ensembl Biomart
327
(Cunningham et al. 2019) to retrieve the annotated GO terms for each gene. 328 We also separately analyzed SNPs classified by SIFT as deleterious or tolerated (Vaser et al. 2016) .
329
To do so, we considered only sites assigned "regular" confidence and ignored "low" confidence sites. To 330 carry out our DFE analysis, we needed to estimate an appropriate population-scaled mutation rate θ N S for 331 deleterious and tolerated mutations. To do so, we randomly inserted mutations into the reference genome 
337
For humans, we also divided genes into classes based on their role in disease and interactions with viruses. 4.00 = 0.13 p = 0.57 3.50 3.75 4.00 = 0.19 p = 0.39 = 0.08 p = 0.71 0.90 0.95 1.00 p 1 = 0.24 p = 0.26 Figure S3 : Parameter correlations among fits to D. melanogaster GO slim groups. The only significant correlation is between µ and p misid , which is driven by the likelihood of secondary mutation on outgroup branch. Figure S7 : Comparison between uncertainties estimated with the Godambe Information Matrix and bootstrap fitting. For the D. melanogaster data, each panel shows a different subset of genes/mutations. In each panel, the histogram shows results from conventional bootstrap fitting, while the smooth curve is a normal distribution centered at the maximum likelihood inferred value and standard deviation estimated using the Godambe approach.
