Schur type functions associated with polynomial sequences of binomial
  type by Itoh, Minoru
ar
X
iv
:0
71
0.
02
68
v6
  [
ma
th.
RT
]  
4 N
ov
 20
08
SCHUR TYPE FUNCTIONS ASSOCIATED WITH
POLYNOMIAL SEQUENCES OF BINOMIAL TYPE
MINORU ITOH
Abstract. We introduce a class of Schur type functions associated with polynomial
sequences of binomial type. This can be regarded as a generalization of the ordinary
Schur functions and the factorial Schur functions. This generalization satisfies some
interesting expansion formulas, in which there is a curious duality. Moreover this class
includes examples which are useful to describe the eigenvalues of Capelli type central
elements of the universal enveloping algebras of classical Lie algebras.
Introduction
In this article, we introduce a class of Schur type functions associated with polynomial
sequences of binomial type. Namely, inspired by the definition of the ordinary Schur
function det(xλi+N−ij )/ det(x
N−i
j ), we consider the following Schur type function:
det(pλi+N−i(xj))/ det(pN−i(xj)).
Here {pn(x)}n≥0 is a polynomial sequence of binomial type. This can be regarded as a
generalization of the ordinary Schur functions and of the factorial Schur functions ([BL],
[CL]). We also consider the following function:
det(p∗λi+N−i(xj))/ det(p
∗
N−i(xj)).
Here we put p∗n(x) = x
−1pn+1(x) (this is a polynomial, and satisfies good relations; see
Section 1.3). The main results of this article are some expansion formulas for these
functions and their mysterious duality corresponding to the exchange pn(x)↔ p
∗
n(x) and
the conjugation of partitions (Sections 3–6). Most of them are proved by elementary
and straightforward calculations. Besides these results, we also give an application to
representation theory of Lie algebras (Section 8).
Let us briefly explain this application. The factorial Schur functions are useful to ex-
press the eigenvalues of Capelli type central elements of the universal enveloping algebras
of the general linear Lie algebra (more precisely, we should say that the “shifted Schur
functions” are useful; by the shift of variables, the factorial Schur functions are trans-
formed into the shifted Schur functions ([OO1], [O])). In this article, we aim to introduce
similar Schur type functions which is useful to express the eigenvalues of Capelli type
central elements of the universal enveloping algebras of the orthogonal and symplectic
Lie algebras. This aim is achieved in the case of the polynomial sequence corresponding
to the central difference. This case associated with the central difference is also related
with the analogues of the shifted Schur functions given in [OO2], which were introduced
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with a similar aim. Moreover, from this investigation of eigenvalues, we see the relation
between following two central elements of U(oN ) and U(spN) (Theorem 8.6): (a) the cen-
tral elements in terms of the column-determinant and the column-permanent given in [W]
and [I6], (b) analogues of the quantum immanants given in [OO2]. Our class is a natural
generalization of the Schur functions containing these interesting functions related with
the classical Lie algebras.
Various generalizations are known for the Schur functions. Many of them are obtained
by replacing the ordinary powers by some polynomial sequence (further generalizations
are known; see [M2]). In particular, the generalization associated with the polynomials in
the form pn(x) =
∏n
k=1(x− ak) is well known [M1], and this contains the factorial Schur
function. In this article, we consider another generalization which is not particularly large
but includes interesting phenomena and examples.
1. Polynomial sequences of binomial type
First, we recall the properties of polynomial sequences of binomial type. See [MR], [R],
[RKO], and [S] for further details.
1.1. We start with the definition. A polynomial sequence {pn(x)}n≥0 in which the degree
of each polynomial is equal to its index is said to be of binomial type when the following
relation holds for any n ≥ 0:
pn(x+ y) =
∑
k≥0
(
n
k
)
pk(x)pn−k(y).
Let us see some examples. First, the sequence {xn}n≥0 of the ordinary powers is of
binomial type, because we have the relation
(x+ y)n =
∑
k≥0
(
n
k
)
xkyn−k
(the ordinary binomial expansion). As other typical examples, some factorial powers are
well known. We define the rising factorial power xn and falling factorial power xn by
xn = x(x+ 1) · · · (x+ n− 1), xn = x(x− 1) · · · (x− n + 1).
Then {xn}n≥0 and {x
n}n≥0 are also of binomial type. Indeed the following relations hold
([MR], [RKO]):
(x+ y)n =
∑
k≥0
(
n
k
)
xkyn−k, (x+ y)n =
∑
k≥0
(
n
k
)
xkyn−k.
It is easily seen that pn(0) = δn,0, when {pn(x)}n≥0 is of binomial type.
1.2. A natural correspondence is known between polynomial sequences of binomial type
and delta operators [RKO].
We recall the definition of delta operators. A linear operator Q = Qx : C[x] → C[x] is
called a delta operator when the following two properties hold: (i) Q reduces degrees of
polynomials by one; (ii) Q is shift-invariant (that is, Q commutes with all shift operators
Ea : f(x) 7→ f(x + a)). A typical example is the differentiation D = d
dx
. Moreover the
forward difference ∆+ and the backward difference ∆− are delta operators:
∆+ : f(x) 7→ f(x+ 1)− f(x), ∆− : f(x) 7→ f(x)− f(x− 1).
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Every delta operator can be written as a power series in the differentiation operator D of
the following form with a1, a2, . . . ∈ C, a1 6= 0:
Q = a1D + a2D
2 + a3D
3 + · · · .
There is a natural one-to-one correspondence between these delta operators and poly-
nomial sequences of binomial type. These are related via the relation
(1.1) Qpn(x) = npn−1(x).
Namely, for a polynomial sequence of binomial type {pn(x)}n≥0, the linear operator
Q : C[x]→ C[x] determined by (1.1) is a delta operator. Conversely, for any delta opera-
tor Q, a polynomial sequence {pn(x)}n≥0 is uniquely determined by (1.1) and the relation
pn(0) = δn,0, and this sequence is of binomial type (these are called basic polynomials).
For example, the differentiation D = d
dx
corresponds to the sequence {xn}n≥0, because
Dxn = nxn−1. Similarly, the forward difference ∆+ and the backward difference ∆−
correspond to the sequences {xn}n≥0 and {x
n}n≥0, respectively:
∆−xn = nxn−1, ∆+xn = nxn−1.
1.3. There is another interesting polynomial sequence associated with a polynomial se-
quence of binomial type. For a polynomial sequence {pn(x)}n≥0 of binomial type, we
put
p∗n(x) = x
−1pn+1(x).
This is a polynomial, because the constant term of pn+1(x) is equal to 0 if n ≥ 0 as seen
above. This p∗n(x) satisfies the following relations (we can prove this by induction). In
other words, {p∗n(x)}n≥0 is a Sheffer sequence [R].
Proposition 1.1. We have
Qp∗n(x) = np
∗
n−1(x), p
∗
n(x+ y) =
∑
k≥0
(
n
k
)
pk(x)p
∗
n−k(y) =
∑
k≥0
(
n
k
)
p∗k(x)pn−k(y).
These polynomials can be extended naturally for n < 0 as elements of C((x−1)) =
{
∑
k≤n akx
k | ak ∈ C, n ∈ Z}. Namely we have the following proposition (this is also
proved by induction):
Proposition 1.2. Let Q be a delta operator. Then there uniquely exist {pn(x)}n∈Z and
{p∗n(x)}n∈Z satisfying the relations
Qpn(x) = npn−1(x), Qp
∗
n(x) = np
∗
n−1(x), pn+1(x) = xp
∗
n(x)
and
pn(x+ y) =
∑
k≥0
(
n
k
)
pk(x)pn−k(y),
p∗n(x+ y) =
∑
k≥0
(
n
k
)
pk(x)p
∗
n−k(y) =
∑
k≥0
(
n
k
)
p∗k(x)pn−k(y).
Here we regard the last two relations as equalities in C[x]((y−1)).
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Note that p∗−1(x) must be equal to x
−1, because xp∗−1(x) = p0(x) = 1. Thus, this
extension is unique.
From now on, we denote these polynomials associated with the delta operator Q by
pn(x) = p
Q
n (x) and p
∗
n(x) = p
∗Q
n (x).
The polynomial p∗n(x) is not a mere supplementary object, but plays a role as important
as pn. We will exhibit some dualities between these two polynomials.
1.4. Consider the following operator:
Rx = [Qx, x] = Qxx− xQx.
We can easily see that Rxp
∗
k(x) = pk(x), and Rx is invertible and shift-invariant. Let us
put p
(a)
k (x) = R
a
xpk(x) for a ∈ Z, so that p
(−1)
k (x) = p
∗
k(x). As seen by induction, this
p
(a)
k (x) satisfies the relation
p(a+b)n (x+ y) =
∑
k≥0
(
n
k
)
p
(a)
n−k(x)p
(b)
k (y).
In the case of Q = ∆+, this operator Rx maps f(x) to f(x + 1) (that is, p
(a)
n (x) =
(x+a−1)n), and this is an algebra automorphism on C[x], but this is not true for general
Q. See also Remark in Section 2.
1.5. In the remainder of this article, we assume that Q is normalized in the sense that
the coefficient of D is equal to 1:
Q = D + a2D
2 + a3D
3 + · · · .
Under this assumption, the associated polynomials pn(x) = p
Q
n (x) and p
∗
n(x) = p
∗Q
n (x)
become monic. Conversely, the delta operator associated with a monic polynomial se-
quence of binomial type is automatically normalized. Thus the following assumptions are
equivalent: (i) Q is normalized; (ii) pQn (x) is monic; (iii) p
∗Q
n (x) is monic. This assumption
is not an essential one, but merely for simplicity.
1.6. Let us see some fundamental examples.
(1) In the case Q = D = d
dx
, we have pn(x) = x
n and p∗n(x) = x
n.
(2) In the case Q = ∆+, we have pn(x) = x
n, and hence p∗n(x) = (x− 1)
n.
(3) In the case Q = ∆−, we have pn(x) = x
n, and hence p∗n(x) = (x+ 1)
n.
(4) We define the central difference ∆0 by
∆0f(x) = f(x+ 1
2
)− f(x− 1
2
).
This is also a delta operator. In the case Q = ∆0, we have p∗n(x) = x
n. Here we put
xn = (x+ n−1
2
)(x+ n−3
2
) · · · (x− n−1
2
).
Hence, pn(x) is expressed as pn(x) = x · x
n. This is seen by a direct calculation.
See [R], [RKO], and [S] for other examples (Abel polynomials, Laguerre polynomials,
etc.).
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2. Definition of Schur type functions
Let us define our main objects, the Schur type functions associated with a polyno-
mial sequence of binomial type. Let pn(x) = p
Q
n (x) and p
∗
n(x) = p
∗Q
n (x) be polynomials
corresponding to a normalized delta operator Q.
For λ = (λ1, . . . , λN) ∈ Z
N , we consider the following determinants:
s˜Qλ (x1, . . . , xN ) = det

pλ1+N−1(x1) . . . pλ1+N−1(xN )
pλ2+N−2(x1) . . . pλ2+N−2(xN )
...
...
pλN+0(x1) . . . pλN+0(xN )
 ,
s˜∗Qλ (x1, . . . , xN ) = det

p∗λ1+N−1(x1) . . . p
∗
λ1+N−1
(xN )
p∗λ2+N−2(x1) . . . p
∗
λ2+N−2
(xN )
...
...
p∗λN+0(x1) . . . p
∗
λN+0
(xN )
 .
We regard these as elements of
C((x−11 , . . . , x
−1
N )) =
{ ∑
k1≤n1,...,kN≤nN
ak1,...,kNx
k1
1 · · ·x
kN
N
∣∣∣∣∣ ak1,...,kN ∈ C, n1, . . . , nN ∈ Z
}
.
It is easy to see that these two determinants are alternating in x1, . . . , xN . Moreover,
when λ = ∅ = (0, . . . , 0), these are equal to the difference product:
(2.1) s˜Q∅ (x1, . . . , xN) = s˜
∗Q
∅ (x1, . . . , xN) = ∆(x1, . . . , xN) =
∏
1≤i<j≤N
(xi − xj).
Indeed, we can transform these to the ordinary Vandermonde determinant by elementary
row operations, because pn(x) and p
∗
n(x) are monic. Having noted this, we consider the
following functions:
sQλ (x1, . . . , xN) = s˜
Q
λ (x1, . . . , xN )/s˜
Q
∅ (x1, . . . , xN),
s∗Qλ (x1, . . . , xN) = s˜
∗Q
λ (x1, . . . , xN)/s˜
∗Q
∅ (x1, . . . , xN).
If Q = D, these are equal to the ordinary Schur functions. We can easily see that they are
symmetric functions for any delta operator Q, and their highest degree parts are equal to
the ordinary Schur function.
From now on, we omit the superscript Q, when it is clear from the context.
The functions sλ and s
∗
λ are polynomials, if λ1, . . . , λN ≥ 0. When λ = (λ1, . . . , λN)
is a partition, namely when λ1 ≥ · · · ≥ λN ≥ 0, we can regard λ as a Young diagram.
In this case, the polynomials sλ (respectively, s
∗
λ) form a basis of the space of symmetric
polynomials.
We can also consider the counterparts of elementary symmetric functions and complete
homogeneous symmetric functions (note that hk and h
∗
k can be defined even if k is a
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negative integer):
ek(x1, . . . , xN) = s(1k)(x1, . . . , xN),
e∗k(x1, . . . , xN) = s
∗
(1k)(x1, . . . , xN),
hk(x1, . . . , xN) = s(k)(x1, . . . , xN ),
h∗k(x1, . . . , xN) = s
∗
(k)(x1, . . . , xN ).
Here we used the abbreviation
(am11 , . . . , a
mn
n ) = (
m1 times︷ ︸︸ ︷
a1, . . . , a1, . . . ,
mn times︷ ︸︸ ︷
an, . . . , an, 0, . . . , 0).
These functions are not equal to the ordinary elementary symmetric functions and the
ordinary complete symmetric functions in general, but there are two exceptions. Namely
eN and h
∗
−N are independent of {pn(x)}.
Proposition 2.1. We have
eN (x1, . . . , xN ) = x1 · · ·xN , h
∗
−N(x1, . . . , xN) =
1
x1 · · ·xN
.
This is easy from the following more general relation:
Proposition 2.2. We have
s(λ1,...,λN )(x1, . . . , xN) = s
∗
(λ1−1,...,λN−1)
(x1, . . . , xN) · x1 · · ·xN .
This is immediate from
s˜(λ1,...,λN )(x1, . . . , xN) = s˜
∗
(λ1−1,...,λN−1)
(x1, . . . , xN) · x1 · · ·xN .
The following relation between s and s∗ is also confirmed by a direct calculation:
Proposition 2.3. When λi ≥ 0, we have
s∗(λ1,...,λN )(x1, . . . , xN) = s(λ1,...,λN )(x1, . . . , xN , 0).
Remark. The shifted Schur function is defined as follows [OO1]:
det((xj +N − j)
λi+N−i)/ det((xj +N − j)
N−i).
In the case of Qx = ∆
+
x , we have pn(x) = x
n, and Rx = [Qx, x] = Qxx − xQx is equal to
the algebra automorphism f(x) 7→ f(x+ 1). Thus this function can be expressed as
det(p
(N−j)
λi+N−i
(xj))/ det(p
(N−j)
N−i (xj))
= RN−1x1 R
N−2
x2
· · ·R0xN det(pλi+N−i(xj))/ det(pN−i(xj)).
Noting this and Proposition 2.3, we can naturally consider the projective limit of this
function. This is an advantage of considering the shift xj 7→ xj +N − j.
How about the case of an arbitrary delta operator Qx? In general, we do not have
such a good relation, because Rx is not an algebra automorphism (thus this is not a
polynomial in general, even if λ is a partition). Thus it does not seem easy to consider a
natural infinite-variable version for general Qx.
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3. Expansions of Schur type functions
For the Schur type functions defined in the previous section, we have the following
expansions (this can be regarded as a generalization of Example 10 in Section I.3 in
[M1]):
Theorem 3.1. For λ1 ≥ λ2 ≥ · · · ≥ λN , we have
sλ(x1 + u, . . . , xN + u) =
∑
µ⊂λ
dλµ(u)sµ(x1, . . . , xN ),
s∗λ(x1 + u, . . . , xN + u) =
∑
µ⊂λ
dλµ(u)s
∗
µ(x1, . . . , xN ),
s∗λ(x1 + u, . . . , xN + u) =
∑
µ⊂λ
d∗λµ(u)sµ(x1, . . . , xN )
as equalities in C[u]((x−11 , . . . , x
−1
N )). Here µ runs over µ = (µ1, . . . , µN) such that
µ1 ≥ µ2 ≥ · · · ≥ µN , µ1 ≤ λ1, . . . , µN ≤ λN ,
and dλµ(u) and d
∗
λµ(u) are defined by
dλµ(u) = det
((
λi +N − i
λi − µj − i+ j
)
pλi−µj−i+j(u)
)
1≤i,j≤N
,
d∗λµ(u) = det
((
λi +N − i
λi − µj − i+ j
)
p∗λi−µj−i+j(u)
)
1≤i,j≤N
.
To prove this, we use the Cauchy–Binet formula:
Proposition 3.2. We have
det(AB)(i1,...,ik),(j1,...,jk) =
∑
1≤r1<···<rk
detA(i1,...,ik),(r1,...,rk) detB(r1,...,rk),(j1,...,jk).
Here we put X(i1,...,ik),(j1,...,jk) = (xia,jb)1≤a,b≤k for a matrix X = (xij). Note that this holds
when the multiplication is defined, even if the sizes of these matrices are infinite.
Proof of Theorem 3.1. We put li = λi +N − i, and consider the matrix
A =
pl1(x1 + u) . . . pl1(xN + u)... ...
plN (x1 + u) . . . plN (xN + u)
 .
The (i, j)th entry pli(xj + u) can be expanded as
pli(xj + u) =
∑
k≤l1
(
li
li − k
)
pli−k(u)pk(xj).
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Thus A is expressed as A = BC with the N × ∞ matrix B and the ∞× N matrix C
defined by
B =

(
l1
0
)
p0(u)
(
l1
1
)
p1(u) . . .(
l2
l2−l1
)
pl2−l1(u)
(
l2
l2−l1+1
)
pl2−l1+1(u) . . .
...
...(
lN
lN−l1
)
plN−l1(u)
(
lN
lN−l1+1
)
plN−l1+1(u) . . .
 ,
C =
 pl1(x1) pl1(x2) . . . pl1(xN )pl1−1(x1) pl1−1(x2) . . . pl1−1(xN )
...
...
...
 .
Applying the Cauchy–Binet formula (Proposition 3.2) to this, we have
s˜λ(x1 + u, . . . , xN + u)
= detA
=
∑
k1,...,kN
det

(
l1
l1−k1
)
pl1−k1(u)
(
l1
l1−k2
)
pl2−k2(u) . . .
(
l1
l1−kN
)
pl1−kN (u)(
l2
l2−k1
)
pl2−k1(u)
(
l2
l2−k2
)
pl2−k2(u) . . .
(
l2
l2−kN
)
pl2−kN (u)
...
...
...(
lN
lN−k1
)
plN−k1(u)
(
lN
lN−k2
)
plN−k2(u) . . .
(
lN
lN−kN
)
plN−kN (u)

· det

pk1(x1) pk1(x2) . . . pk1(xN )
pk2(x1) pk2(x2) . . . pk2(xN )
...
...
...
pkN (x1) pkN (x2) . . . pkN (xN)

=
∑
µ⊂λ
dλµ(u)s˜µ(x1, . . . , xN ).
Here, the first sum is over k1, . . . , kN satisfying ki ≤ li and k1 > · · · > kN , and the second
over µ1, . . . , µN satisfying µi ≤ λi and µ1 ≥ · · · ≥ µN (we define µi by ki = µi +N − i).
Dividing this by ∆(x1 + u, . . . , xN + u) = ∆(x1, . . . , xN ), we have the assertion. 
It is interesting to consider the following variant of dλµ(u) when λ and µ are partitions:
dˆλµ(u) =
∏
j(µj +N − j)!∏
i(λi +N − i)!
dλµ(u) = det
(
p(λi−µj−i+j)(u)
)
1≤i,j≤N
.
Here we put p(n)(x) =
1
n!
pn(x) suggested by the notation of divided power x
(n) = 1
n!
xn. It
is easily seen that dˆλµ(u) is independent of N , though dλµ(u) depends on N . Namely, dˆλµ
does not change, even if we append some zeros at the ends of λ and µ. For this dˆλµ(u),
the following duality holds:
Theorem 3.3. For two partitions λ and µ, we have
dˆλµ(u) = (−)
|λ|−|µ|dˆλ′µ′(−u).
Here λ′ and µ′ mean the conjugates of λ and µ, respectively.
This theorem follows from Theorem 6.1 below. It can also be deduced from the fol-
lowing relation (essentially the same as (2.9) in [M1]), because
∑
k≥0 p(k)(u)p(n−k)(−u) =
p(n)(0) = δn,0:
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Theorem 3.4. Assume that sequences {ck}k≥0 and {c
′
k}k≥0 satisfy the relations c0 =
c′0 = 1 and
∑
k≥0(−)
kckc
′
n−k = δn,0. Then, for two partitions λ and µ, we have
det
(
cλi−µj−i+j
)
1≤i,j≤depthλ
= det
(
c′λ′i−µ′j−i+j
)
1≤i,j≤depth λ′
.
Here we interpret cn and c
′
n as 0 for n < 0.
4. Expansions of e and h
The expansion formulas for the functions ek, e
∗
k, hk, and h
∗
k have more interesting
aspects. Some of these formulas are deduced from the results in the previous section
as special cases, but the others are not, and we observe a mysterious duality in these
formulas. For simplicity, we introduce the following notation:
hk(x1, . . . , xN ; u) = hk(x1 + u, . . . , xN + u),
h∗k(x1, . . . , xN ; u) = h
∗
k(x1 + u, . . . , xN + u),
ek(x1, . . . , xN ; u) = ek(x1 − u, . . . , xN − u),
e∗k(x1, . . . , xN ; u) = e
∗
k(x1 − u, . . . , xN − u).
These can be expanded as follows:
Theorem 4.1. For k ≥ 0, we have
ek(x1, . . . , xN ; u) =
∑
l≥0
(
−N + k − 1
k − l
)
el(x1, . . . , xN)pk−l(u)
=
∑
l≥0
(
−N + k − 1
k − l
)
e∗l (x1, . . . , xN )p
∗
k−l(u),
e∗k(x1, . . . , xN ; u) =
∑
l≥0
(
−N + k − 1
k − l
)
e∗l (x1, . . . , xN )pk−l(u).
Theorem 4.2. For k ≥ 0, we have
hk(x1, . . . , xN ; u) =
∑
l≥0
(
N + k − 1
k − l
)
hl(x1, . . . , xN)pk−l(u),
h∗k(x1, . . . , xN ; u) =
∑
l≥0
(
N + k − 1
k − l
)
h∗l (x1, . . . , xN )pk−l(u)
=
∑
l≥0
(
N + k − 1
k − l
)
hl(x1, . . . , xN)p
∗
k−l(u).
Comparing these two theorems, we observe a duality corresponding to the exchanges
e↔ h∗ and e∗ ↔ h. Note that the following are not equalities in general:
e∗k(x1, . . . , xN ; u) 6=
∑
l≥0
(
−N + k − 1
k − l
)
el(x1, . . . , xN )p
∗
k−l(u),
hk(x1, . . . , xN ; u) 6=
∑
l≥0
(
N + k − 1
k − l
)
h∗l (x1, . . . , xN)p
∗
k−l(u).
Theorem 4.2 can be extended for negative integers k as follows:
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Theorem 4.3. For k ∈ Z, we have
hk(x1, . . . , xN ; u) =
∑
l≥0
(
N + k − 1
N + l − 1
)
hl(x1, . . . , xN)pk−l(u),
h∗k(x1, . . . , xN ; u) =
∑
l≥0
(
N + k − 1
N + l − 1
)
h∗l (x1, . . . , xN )pk−l(u)
=
∑
l≥0
(
N + k − 1
N + l − 1
)
hl(x1, . . . , xN)p
∗
k−l(u).
Theorem 4.4. For k ∈ Z, we have
hk(x1, . . . , xN ; u) =
∑
l≥0
(
N + k − 1
l
)
hk−l(x1, . . . , xN)pl(u),
h∗k(x1, . . . , xN ; u) =
∑
l≥0
(
N + k − 1
l
)
h∗k−l(x1, . . . , xN)pl(u)
=
∑
l≥0
(
N + k − 1
l
)
hk−l(x1, . . . , xN)p
∗
l (u).
We can prove Theorems 4.2–4.4 easily in a way similar to the general expansion Theo-
rem 3.1. The proof of Theorem 4.1 is as follows:
Proof of Theorem 4.1. First we prove the case of k = N . Noting (2.1), we have
s˜(1N )(x1 − u, . . . , xN − u)
= det
pN (x1 − u) . . . pN(xN − u)... ...
p1(x1 − u) . . . p1(xN − u)

= (x1 − u) · · · (xN − u) det
p∗N−1(x1 − u) . . . p∗N−1(xN − u)... ...
p∗0(x1 − u) . . . p
∗
0(xN − u)

= (x1 − u) · · · (xN − u)∆(x1 − u, . . . , xN − u)
= (x1 − u) · · · (xN − u)∆(x1, . . . , xN )
= ∆(x1, . . . , xN , u)
= det
pN (x1) . . . pN(xN ) pN(u)... ... ...
p0(x1) . . . p0(xN ) p0(u)
 .
By the cofactor expansion along the last column, we see that this is equal to
N∑
k=0
(−)ks˜(1N−k)(x1, . . . , xN )pk(u).
SCHUR FUNCTIONS FOR POLYNOMIAL SEQUENCES OF BINOMIAL TYPE 11
Dividing both sides by the difference product ∆(x1− u, . . . , xN − u) = ∆(x1, . . . , xN), we
have
eN(x1 − u, . . . , xN − u) =
∑
k≥0
(−)kpk(u)eN−k(x1, . . . , xN ).
Thus we have the assertion for k = N .
The other cases are deduced from this. Indeed, on one hand, we have
eN(x1 − u− w, . . . , xN − u− w) =
∑
l≥0
(−)lpl(w)eN−l(x1 − u, . . . , xN − u),
and on the other hand
eN(x1 − u− w, . . . , xN − u− w) =
∑
k≥0
(−)kpk(u+ w)eN−k(x1, . . . , xN )
=
∑
k≥0
∑
l≥0
(−)k
(
k
l
)
pl(w)pk−l(u)eN−k(x1, . . . , xN ).
Comparing the coefficients of pl(w), we have the general case. 
The following relation for the delta operator is easy to deduce from these expansions:
Corollary 4.5. We have
Quhk(x1, . . . , xN ; u) = (N + k − 1)hk−1(x1, . . . , xN ; u),
Quh
∗
k(x1, . . . , xN ; u) = (N + k − 1)h
∗
k−1(x1, . . . , xN ; u),
Quek(x1, . . . , xN ; u) = (−N + k − 1)ek−1(x1, . . . , xN ; u),
Que
∗
k(x1, . . . , xN ; u) = (−N + k − 1)e
∗
k−1(x1, . . . , xN ; u).
5. Generating functions
Combining Proposition 2.1 with the relations in the previous section, we have the
following relations (put k = N in Theorem 4.1 and k = −N in Theorems 4.3 and 4.4):
Theorem 5.1. We have
(u− x1) · · · (u− xN) =
∑
l≥0
(−)lel(x1, . . . , xN )pN−l(u)
=
∑
l≥0
(−)le∗l (x1, . . . , xN)p
∗
N−l(u).
Theorem 5.2. We have
1
(u+ x1) · · · (u+ xN )
=
∑
l≥0
(−)lhl(x1, . . . , xN)p
∗
−N−l(u)
=
∑
l≥0
(−)lh∗l (x1, . . . , xN )p−N−l(u).
Theorem 5.3. We have
1
(u+ x1) · · · (u+ xN )
= (−)N−1
∑
l≥0
(−)lh−N−l(x1, . . . , xN)p
∗
l (u)
= (−)N−1
∑
l≥0
(−)lh∗−N−l(x1, . . . , xN)pl(u).
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We can regard the left hand sides of these equalities as “generating functions” of ek,
e∗k, hk, and h
∗
k represented as sums of multiples of pn(x) or p
∗
n(x) instead of the ordinary
power.
Remark. The conclusion of Theorem 5.1 also holds, even if {pn(u)} is not of binomial
type. Namely, if pn(u) is a monic polynomial of degree n, we have
(u− x1) · · · (u− xN ) =
∑
l≥0
(−)lel(x1, . . . , xN )pN−l(u).
This is easily seen from the proof of Theorem 4.1. Similarly, the assertions of Theorems 5.2
and 5.3 also hold, if pn(x) and p
∗
n(x) are monic polynomials of degree n satisfying the
relation
1
x+ y
=
∑
k≥0
(−)kpk(x)p
∗
−1−k(y) =
∑
k≥0
(−)kp∗k(x)p−1−k(y).
6. Cauchy type relations
The relations in the previous section can be generalized as analogues of the (dual)
Cauchy identity. In this section, we often abbreviate a function f(x1, . . . , xN) simply
as f(x).
Theorem 6.1. We have∏
1≤i≤M
∏
1≤j≤N
(yj − xi) =
∑
λ
(−)|λ|sλ(x)sλ†(y) =
∑
λ
(−)|λ|s∗λ(x)s
∗
λ†(y).
Here λ runs over the Young diagrams satisfying depth(λ) ≤ M and depth(λ′) ≤ N .
Moreover we define λ† by
λ† = (N − λM , N − λM−1, . . . , N − λ1)
′.
Theorem 6.2. We have∏
1≤i≤M
∏
1≤j≤N
1
yj + xi
=
∑
λ
(−)|λ|s∗λ(x)sλ‡(y) =
∑
λ
(−)|λ|sλ(x)s
∗
λ‡(y)
in C[x1, . . . , xM ]((y
−1
1 , . . . , y
−1
N )). Here λ runs over the Young diagrams λ satisfying
depth(λ) ≤ min(M,N). Moreover we define λ‡ by
λ‡ = (−M − λN ,−M − λN−1, . . . ,−M − λ1).
From Theorem 6.1 we see the following duality:
(−)|λ|dλµ(u) = (−)
|µ|dµ†λ†(−u).
Indeed, this follows by expanding
∏
1≤i≤M
∏
1≤j≤N
1
yj+xi+u
in two ways. Theorem 3.3 is
immediate from this.
Remark. As in the previous section, the conclusion of Theorem 6.1 holds even if {pn(u)} is
not of binomial type. Namely it holds if pn(u) is a monic polynomial of degree n. Similarly
the conclusion of Theorem 6.2 also holds if pn(x) and p
∗
n(x) are monic polynomials of
degree n satisfying
1
x+ y
=
∑
k≥0
(−)kpk(x)p
∗
−1−k(y) =
∑
k≥0
(−)kp∗k(x)p−1−k(y).
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Remark. We can regard Theorem 6.2 as a generalization of the following well-known
relation (the Cauchy identity):∏
1≤i≤M, 1≤i≤N
1
1− xiyj
=
∑
λ
sDλ (x)s
D
λ (y).
Proof of Theorem 6.1. By (2.1) we have
∆(y)∆(x) ·
∏
1≤i≤N
∏
1≤j≤M
(yj − xi) = ∆(y1, . . . , yN , x1, . . . , xM)
= det

pM+N−1(y1) . . . pM+N−1(yN) pM+N−1(x1) . . . pM+N−1(xM )
pM+N−2(y1) . . . pM+N−2(yN) pM+N−2(x1) . . . pM+N−2(xM )
...
...
...
...
p0(y1) . . . p0(yN) p0(x1) . . . p0(xM)
 .
Applying the Laplace expansion to the first N columns, we see that this is equal to∑
λ(−)
|λ|s˜λ(x)s˜λ†(y). Indeed we have
{λi +M − i | 1 ≤ i ≤M} ∪ {λ
†
j +N − j | 1 ≤ j ≤ N} = {0, 1, . . . ,M +N − 1}
(recall (1.7) in [M1]). This means the first equality. The second equality is similarly
shown by replacing pk by p
∗
k. 
To prove Theorem 6.2, we use the following well-known relation (the left hand side is
known as the Cauchy determinant):
Lemma 6.3. When M = N , we have
det
(
1
xi + yj
)
=
∆(x)∆(y)∏
1≤i,j≤N(xi + yj)
.
This relation is generalized as follows (this can be proved by induction):
Lemma 6.4. When N ≥M , we have
det

p∗N−M−1(y1) p
∗
N−M−1(y2) . . . p
∗
N−M−1(yN)
...
...
...
p∗1(y1) p
∗
1(y2) . . . p
∗
1(yN)
p∗0(y1) p
∗
0(y2) . . . p
∗
0(yN)
1
x1+y1
1
x1+y2
. . . 1
x1+yN
1
x2+y1
1
x2+y2
. . . 1
x2+yN
...
...
...
1
xM+y1
1
xM+y2
. . . 1
xM+yN

=
∆(x)∆(y)∏
1≤i≤M, 1≤j≤N(xi + yj)
.
Proof of Theorem 6.2 (the case of M = N). Using the Cauchy–Binet formula (Proposi-
tion 3.2), we have
det
(
1
xi + yj
)
1≤i,j≤N
= det
(∑
k≥0
(−)kpk(xi)p
∗
−1−k(yj)
)
1≤i,j≤N
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=
∑
0≤k1<···<kN
det((−)kipki(xj))1≤i,j≤N det(p
∗
−1−ki
(yj))1≤i,j≤N
=
∑
0≤k1<···<kN
(−)k1+···+kN det(pki(xj))1≤i,j≤N det(p
∗
−1−ki
(yj))1≤i,j≤N .
Here, the first determinant on the right hand side is equal to
det(pλi+N−i(xj))1≤i,j≤N = s˜λ(x),
where we define λi by
kN = λ1 +N − 1, kN−1 = λ2 +N − 2, . . . , k1 = λN + 0.
On the other hand, the second determinant is equal to
det(p∗−1−N−λi+i(yj))1≤i,j≤N = s˜
∗
λ‡(y).
Thus we have
det
(
1
xi + yj
)
1≤i,j≤N
=
∑
λ
(−)|λ|s˜λ(x)s˜
∗
λ‡(y),
and the assertion is immediate by dividing this by ∆(x)∆(y). 
Proof of Theorem 6.2 (the case of N > M). Let us denote by A the matrix on the left
hand side of Lemma 6.4. This can be expressed as
A =

p∗N−M−1(y1) . . . p
∗
N−M−1(yN)
...
...
p∗0(y1) . . . p
∗
0(yN)∑
k(−)
kpk(x1)p
∗
−1−k(y1) . . .
∑
k(−)
kpk(x1)p
∗
−1−k(yN)
...
...∑
k(−)
kpk(xM )p
∗
−1−k(y1) . . .
∑
k(−)
kpk(xM )p
∗
−1−k(yN)

= BC
with the N ×∞ matrix B and the ∞×N matrix C defined by
B =

1 . . . 0 0 0 . . .
...
. . .
...
...
...
0 . . . 1 0 0 . . .
0 . . . 0 (−)0p0(x1) (−)
1p1(x1) . . .
...
...
...
...
0 . . . 0 (−)0p0(xM) (−)
1p1(xM) . . .

,
C =
p∗N−M−1(y1) . . . p∗N−M−1(yN)p∗N−M−2(y1) . . . p∗N−M−2(yN)
...
...
 .
Applying the Cauchy–Binet formula (Proposition 3.2) to this relation A = BC, we have
detA = detBC =
∑
1≤i1<···<iN
detB(1,...,N),(i1,...,iN ) detC(i1,...,iN ),(1,...,N).
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Note that detB(1,...,N),(i1,...,iN ) = 0, unless (i1, . . . , iN−M) = (1, . . . , N −M). Thus we have
detA =
∑
0≤k1<···<kM
det

1 . . . 0 0 . . . 0
...
. . .
...
...
...
0 . . . 1 0 . . . 0
0 . . . 0 (−)k1pk1(x1) . . . (−)
kMpkM (x1)
...
...
...
...
0 . . . 0 (−)k1pk1(xM) . . . (−)
kMpkM (xM)

· det

p∗N−M−1(y1) . . . p
∗
N−M−1(yN)
...
...
p∗0(y1) . . . p
∗
0(yN)
p∗−1−k1(y1) . . . p
∗
−1−k1
(yN)
...
...
p∗−1−kM (y1) . . . p
∗
−1−kM
(yN)

.
The first determinant is equal to
det
 (−)k1pk1(x1) . . . (−)kMpkM (x1)... ...
(−)k1pk1(xM) . . . (−)
kMpkM (xM)

= (−)k1+···+kM det
 pk1(x1) . . . pkM (x1)... ...
pk1(xM) . . . pkM (xM)

= (−)k1+···+kM (−)
M(M−1)
2 det
 pkM (x1) . . . pk1(x1)... ...
pkM (xM) . . . pk1(xM )

= (−)λ1+···+λM det
 pλ1+M−1(x1) . . . pλM (x1)... ...
pλ1+M−1(xM) . . . pλM (xM)

= (−)|λ|s˜λ(x).
Here we define λ1, . . . , λM by
kM = λ1 +M − 1, kM−1 = λ2 +M − 2, . . . , k1 = λM + 0.
The second determinant in the formula for detA is equal to
det

p∗
λ
‡
1+N−1
(y1) . . . p
∗
λ
‡
1+N−1
(yN)
p∗
λ
‡
2+N−2
(y1) . . . p
∗
λ
‡
2+N−2
(yN)
...
...
p∗
λ
‡
N
+0
(y1) . . . p
∗
λ
‡
N
+0
(yN)
 = s˜∗λ‡(y).
Here we put
λ‡1 = −M − λM , λ
‡
2 = −M − λM−1, . . . , λ
‡
N = −M − λ1.
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Thus we have
detA =
∑
λ
(−)|λ|s˜λ(x)s˜
∗
λ‡(y).
This yields our assertion. 
The proof in the case N < M is almost the same, so we omit it.
7. Capelli type elements
Our Schur type functions are useful to express the eigenvalues of Capelli type central
elements of the universal enveloping algebras of the classical Lie algebras. Before stating
this, we recall these Capelli type elements in this section.
These central elements have been investigated in the study of Capelli type identities.
See [HU], [MN], [O], [U1–5], [IU], and [I1–6] for the Capelli identity and its generalizations.
7.1. First, we recall the Capelli elements, famous central elements of the universal en-
veloping algebra U(glN ) of the general linear Lie algebra glN . Let Eij be the standard
basis of glN , and consider the matrix E = (Eij)1≤i,j≤N in MatN(U(glN )). Then the
following determinant is known as the Capelli element ([Ca1], [HU], [U1]):
CglN (u) = det(E − u1+ diag ♮N).
Here 1 is the unit matrix, and ♮N is the sequence ♮N = (N − 1, N − 2, . . . , 0) of length N .
Moreover “det” means a non-commutative determinant called the column-determinant.
Namely, for a square matrix Z = (Zij) whose entries are non-commutative, we put
detZ =
∑
σ∈SN
sgn(σ)Zσ(1)1Zσ(2)2 · · ·Zσ(N)N .
The Capelli element CglN (u) is known to be central in U(glN).
This is generalized to the sums of minors
C
glN
k (u) =
∑
1≤i1<···<ik≤N
det(EI − u1+ diag ♮k).(7.1)
Here we put ZI = (Ziaib)1≤a,b≤k for I = (i1, . . . , ik) and Z = (Zij). We call this the Capelli
element of degree k.
Moreover we can consider the following analogue using the permanent [N]:
D
glN
k (u) =
∑
1≤i1≤···≤ik≤N
1
I!
per(EI + u1I − 1I diag ♮k).(7.2)
Here “per” means the column-permanent. Namely, for a square matrix Z = (Zij) of size
N , we put
perZ =
∑
σ∈SN
Zσ(1)1 · · ·Zσ(N)N .
Here we put I! = m1! · · ·mN !, where m1, . . . , mN are the multiplicities of I = (i1, . . . , ik):
I = (i1, . . . , ik) = (
m1︷ ︸︸ ︷
1, . . . , 1,
m2︷ ︸︸ ︷
2, . . . , 2, . . . ,
mN︷ ︸︸ ︷
N, . . . , N).
Since I has some multiplicities in general, ZI = (Ziaib)1≤a,b≤k is not a submatrix of Z
necessarily.
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The elements C
glN
k (u) and D
glN
k (u) are also central in the universal enveloping algebra
(actually these are generators of the center of the universal enveloping algebra; see [HU],
[I4], [N], [U1] for the details).
Theorem 7.1. For any u ∈ C, C
glN
k (u) and D
glN
k (u) are central in U(glN).
These central elements act on the irreducible representations as scalar operators by
Schur’s lemma. These values (the eigenvalues) can be calculated by noting the following
triangular decomposition:
glN = n
− ⊕ h⊕ n+.
Here n−, h, and n+ are the subalgebras of glN spanned by the elements F
glN
ij such that
i > j, i = j, and i < j, respectively. Namely, the entries in the lower triangular part, in
the diagonal part, and in the upper triangular part of the matrix EglN belong to n−, h,
and n+, respectively.
For example, we can calculate the eigenvalue of CglN (u) as follows. Let π be the irre-
ducible representation determined by the partition (λ1, . . . , λN), and consider the action
of CglN (u) to the highest weight vector v:
π(CglN (u))v =
∑
σ∈SN
sgn(σ)π(Eσ(1)1(−u+N − 1)) · · ·π(Eσ(N)N (−u+ 0))v.
Then, among these N ! terms, there remains only one term corresponding to σ = ( 1 2 ... N1 2 ... N ),
and the other N ! − 1 terms all vanish, because π(Eij)v = 0 for i < j and π(Eii)v = λiv.
Thus we have
π(CglN (u))v = π(E11(−u +N − 1)) · · ·π(ENN(−u+ 0))v
= (λ1 − u+N − 1) · · · (λN − u+ 0)v.
and we see that CglN (u) acts as multiplication by the scalar (λ1−u+N−1) · · · (λN−u+0)
on π.
We can write down the eigenvalue of C
glN
k (u) similarly by considering the action to the
highest weight vector v of each column-determinant on the right hand side of (7.1). Indeed,
also in this case, only one term remains of the k! terms in each column-determinant.
The calculation of the eigenvalue of D
glN
k (u) is essentially same (but a bit more com-
plicated). For this, we consider the action of each column-permanent on the right hand
side of (7.2) to v. Then, of the k! terms in each column-permanent, there remain only I!
terms corresponding to σ such that iσ(a) = ia for a = 1, . . . , k, and these I! terms are all
equal to a scalar multiple of v.
In this way, we can write down the eigenvalues of C
glN
k (u) and D
glN
k (u). However the
results are not so simple. As seen in Section 8 below, these eigenvalues are actually
expressed by using the factorial (shifted) Schur functions.
Remark. We note some previous results:
(1) We can also express the elements C
glN
k (u) and D
glN
k (u) in terms of the “symmetrized
determinant” and the “symmetrized permanents” ([IU], [I1–6]). From these expressions,
we can easily see the centrality of these elements.
(2) In [O], Okounkov introduced a class of central elements of U(glN), and called them the
quantum immanants. These elements Sµ indexed by partitions µ are expressed in terms
of a determinant type function called immanant, and form a basis of the center of U(glN )
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as a vector. The central elements C
glN
k (0) and D
glN
k (0) can be regarded as the cases of
µ = (1k) and µ = (k):
C
glN
k (0) = S(1k), D
glN
k (0) = S(k).(7.3)
Okounkov also gave a generalization of the Capelli identity (called higher Capelli identi-
ties) for the quantum immanants. In Section 8, we will see the eigenvalues of the quantum
immanants together with those of C
glN
k (u) and D
glN
k (u).
7.2. Next, we recall analogues of the Capelli elements in the universal enveloping algebras
of the orthogonal Lie algebras given in [W].
Let S ∈ MatN(C) be a non-singular symmetric matrix of size N . We can realize the
orthogonal Lie group as the isometry group with respect to the bilinear form determined
by S:
O(S) = {g ∈ GLN |
tgSg = S}.
The corresponding Lie algebra is expressed as
o(S) = {Z ∈ glN |
tZS + SZ = 0}.
As generators of this o(S), we can take F
o(S)
ij = Eij − S
−1EjiS, where Eij is the standard
basis of glN . We introduce the N ×N matrix F
o(S) whose (i, j)th entry is this generator:
F o(S) = (F
o(S)
ij )1≤i,j≤N . We regard this matrix as an element of MatN(U(o(S))).
In particular, in the case of S = S0 = (δi,N+1−j), the corresponding orthogonal Lie
algebra is expressed as follows:
o(S0) = {Z = (Zij) ∈ glN |Zij + ZN+1−j,N+1−i = 0}.
We call this the split realization of the orthogonal Lie algebra. In this case, we can take
the following triangular decomposition:
o(S0) = n
− ⊕ h⊕ n+.
Here n−, h, and n+ are the subalgebras of o(S0) spanned by the elements F
o(S0)
ij such that
i > j, i = j, and i < j, respectively. Namely, the entries in the lower triangular part, in
the diagonal part, and in the upper triangular part of the matrix EglN belong to n−, h,
and n+, respectively. Thus, if there is a central element of U(o(S0)) which is expressed as
the column-determinant of F o(S0), we can easily calculate its eigenvalue in a way similar
to the case of CglN (u). In fact, the following central element was given by Wachi [W]:
Theorem 7.2 (Wachi). For any u ∈ C, the following element is central in U(o(S0)):
CoN (u) = det(F o(S0) − u1+ diag ♮˜N).
Here ♮˜N is the following sequence of length N :
♮˜N =
{
(N
2
− 1, N
2
− 2, . . . , 0, 0, . . . ,−N
2
+ 1), N : even,
(N
2
− 1, N
2
− 2, . . . , 1
2
, 0,−1
2
, . . . ,−N
2
+ 1), N : odd.
This can be generalized as follows:
Theorem 7.3 (Wachi). For any u ∈ C, the following element is central in U(o(S0)):
CoNk (u) =
∑
1≤i1<···<ik≤N
det(F˜
o(S0)
I − u1+ diag(
k
2
− 1, k
2
− 2, . . . ,−k
2
)).
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Here F˜ o(S0) is defined by
F˜ o(S0) =
{
F o(S0) + diag(0, . . . , 0, 1, . . . , 1), N : even,
F o(S0) + diag(0, . . . , 0, 1
2
, 1, . . . , 1), N : odd.
Here the numbers of 0’s and 1’s are equal to [N/2].
In Section 8, we will express the eigenvalues of these central elements in terms of the
Schur type functions associated with the central difference.
7.3. Similarly, we can construct central elements in the universal enveloping algebra of
the symplectic Lie algebra. However, these are expressed in terms of permanents (not in
terms of determinants).
Let J ∈ MatN(C) be a non-singular alternating matrix of size N . We can realize the
symplectic Lie group as the isometry group with respect to the bilinear form determined
by J :
Sp(J) = {g ∈ GLN |
tgJg = J}.
The corresponding Lie algebra is expressed as
sp(J) = {Z ∈ glN |
tZJ + JZ = 0}.
As generators of this sp(J), we can take F
sp(J)
ij = Eij−J
−1EjiJ , where Eij is the standard
basis of glN . We introduce the N ×N matrix F
sp(J) whose (i, j)th entry is this generator:
F sp(J) = (F
sp(J)
ij )1≤i,j≤N . We regard this matrix as an element of MatN (U(sp(J))).
We consider the split realization of the symplectic Lie algebra. Namely we consider the
case of
J = J0 =

1
..
.
1
−1
..
.
−1
 .
In this case, we can take the following triangular decomposition:
sp(J0) = n
− ⊕ h⊕ n+.
Here n−, h, and n+ are the subalgebras of sp(J0) spanned by the elements F
sp(J0)
ij such
that i > j, i = j, and i < j, respectively. Namely, the entries in the lower triangular part,
in the diagonal part, and in the upper triangular part of the matrix EglN belong to n−,
h, and n+, respectively. In this case, we can construct central elements of the universal
enveloping algebra using the column-permanent [I6]:
Theorem 7.4 (Itoh). For any u ∈ C, the following element is central in U(sp(J0)):
D
spN
k (u) =
∑
1≤i1≤···≤ik≤N
1
I!
per(F˜
sp(J0)
I + u1I − 1I diag(
k
2
− 1, k
2
− 2, . . . ,−k
2
)).
Here we put
F˜ sp(J0) = F sp(J0) − diag(0, . . . , 0, 1, . . . , 1),
where the numbers of 0’s and 1’s are equal to N/2.
We can easily calculate the eigenvalue of this central element noting the triangular
decomposition of sp(J0) and the definition of the column-permanent. In Section 8, we will
express them in terms of the Schur type functions associated with the central difference.
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Remark. We note some previous results:
(1) We can also express CoNk (0) and D
spN
k (0) in terms of the symmetrized determinant
and the symmetrized permanent ([W], [I5], [I6]). Capelli type identities in terms of these
symmetrized determinant and permanent are also given in [I3] and [I4].
(2) Analogues of the quantum immanants in U(oN) and U(spN ) are studied in [OO2]. We
will see in Section 8 that these can be regarded as a generalization of CoNk (0) and D
spN
k (0).
8. The eigenvalues of Capelli type elements
Finally we consider concrete examples of Schur type functions associated with some
differences. When Q is the forward difference, the associated Schur type functions are
equal to the factorial Schur functions. By the shift of variables, these are transformed
into the shifted Schur functions, and these are useful to express the eigenvalues of some
central elements of the universal enveloping algebra of the general linear Lie algebra.
When Q is the central difference, the associated Schur functions are useful to express the
eigenvalues of the central elements of the universal enveloping algebras of the orthogonal
and symplectic Lie algebras listed in the previous section.
8.1. Let us consider the case that Q is equal to the forward difference ∆+. In this
case, p∆
+
n (x) and p
∗∆+
n (x) are expressed as p
∆+
n (x) = x
n and p∗∆
+
n (x) = (x − 1)
n. The
corresponding symmetric functions e∆
+
k and h
∆+
k are explicitly expressed as follows (e
∗∆+
k
and h∗∆
+
k are also given by considering the shift of variables). This expression is essentially
equivalent with Corollary 11.3 in [OO1].
Theorem 8.1. We have
e∆
+
k (x1, . . . , xN )
=
∑
1≤i1<···<ik≤N
(xi1 −N + k − 1 + i1)(xi2 −N + k − 2 + i2) · · · (xik −N + ik),
h∆
+
k (x1, . . . , xN)
=
∑
1≤i1≤···≤ik≤N
(xi1 −N − k + 1 + i1)(xi2 −N − k + 2 + i2) · · · (xik −N + ik).
Proof. The first relation is obtained from the relation
eN (x1 − u, . . . , xN − u) = (x1 − u) · · · (xN − u).
It suffices to apply Qu repeatedly and use the Leibnitz rule for the forward difference:
∆+(f(x)g(x)) = ∆+f(x)g(x + 1) + f(x)∆+g(x). The second relation is deduced by
induction on N (use Theorems 5.2 and 5.3). 
Using these symmetric functions, we can describe the eigenvalues of C
glN
k (u) andD
glN
k (u)
defined in the previous section as follows:
Theorem 8.2. For the representation π
glN
λ of glN determined by the partition λ =
(λ1, . . . , λN), we have
π
glN
λ (C
glN
k (u)) = e
∆+
k (l1, . . . , lN ; u), π
glN
λ (D
glN
k (u)) = h
∆+
k (l1, . . . , lN ; u).
Here we put li = λi +N − i.
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We can deduce this by the procedure outlined in Section 7 using the triangular decom-
position of the general linear Lie algebra and the definitions of the column-determinant
and the column-permanent.
Theorem 8.2 is essentially included in the following description of the eigenvalues of the
quantum immanants in terms of the factorial (shifted) Schur functions due to [OO1]:
π
glN
λ (Sµ) = s
∆+
µ (l1, . . . , lN).
Indeed, when u = 0, Theorem 8.2 is a special case of this relation as seen from (7.3).
Moreover, the case of u 6= 0 can be also deduced from this by considering the algebra
automorphisms Eij 7→ Eij + uδij and Eij 7→ Eij − uδij on U(glN).
8.2. Next, let us consider the case of the central difference (namely Q = ∆0). In this
case, p∆
0
n (x) and p
∗∆0
n (x) are expressed as p
∆0
n (x) = x · x
n−1 and p∗∆
0
n (x) = x
n. Moreover
e∆
0
k and h
∗∆0
k are expressed as follows:
Theorem 8.3. We have
e∆
0
k (x1, . . . , xN )
=
∑
1≤i1<···<ik≤N
(xi1 −
N
2
+ k
2
− 1 + i1)(xi2 −
N
2
+ k
2
− 2 + i2) · · · (xik −
N
2
− k
2
+ ik)
=
∑
1≤i1<···<ik≤N
(xi1 +
N
2
− k
2
+ 1− i1)(xi2 +
N
2
− k
2
+ 2− i2) · · · (xik +
N
2
+ k
2
− ik),
h∗∆
0
k (x1, . . . , xN)
=
∑
1≤i1≤···≤ik≤N
(xi1 −
N
2
− k
2
+ i1)(xi2 −
N
2
− k
2
+ 1 + i2) · · · (xik −
N
2
+ k
2
− 1 + ik)
=
∑
1≤i1≤···≤ik≤N
(xi1 +
N
2
+ k
2
− i1)(xi2 +
N
2
+ k
2
− 1− i2) · · · (xik +
N
2
− k
2
+ 1− ik).
The proof of the first relation is almost the same as that of Theomem 8.1. Here, we
use the Leibnitz rule for the central difference
∆0(f(x)g(x)) = ∆0f(x)g(x+ 1
2
) + f(x− 1
2
)∆0g(x).
The second relation is deduced from the second formula in Theomem 8.1 by replacing xi
with x′i = xi +
N
2
+ k
2
. Indeed, using elementary row operations, we have∣∣∣∣∣∣∣∣∣∣
x
N−1+k
1 . . . x
N−1+k
N
x
N−2
1 . . . x
N−2
N
...
...
x01 . . . x
0
N
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
x
′N−1+k
1 . . . x
′N−1+k
N
x
′N−2
1 . . . x
′N−2
N
...
...
x′01 . . . x
′0
N
∣∣∣∣∣∣∣∣∣
,
and this means the relation
s˜∗∆
0
(k) (x1, . . . , xN) = s˜
∆+
(k) (x
′
1, . . . , x
′
N).
Using these functions e∆
0
k and h
∗∆0
k , we can express the eigenvalues of the Capelli type
central elements of the universal enveloping algebras of the orthogonal and symplectic Lie
algebras.
First, we have the following relation for CoNk (u):
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Theorem 8.4. For the irreducible representation πoNλ of oN determined by the partition
λ = (λ1, . . . , λ[n]), we have
πoNλ (C
oN
k (u)) = e
∆0
k (l1, . . . , lN ; u).
Here we define l1, . . . , lN as follows. First, for 1 ≤ i ≤ n, we put li = λi + n − i (that is,
we consider the ρ-shift). Next, we put ln+1 = −ln, . . . , lN = −l1 when N is even, and we
put ln† = 0, ln†+1 = −ln†−1, . . . , lN = −l1 with n
† = N+1
2
when N is odd.
Similarly we have the following relation for D
spN
k (u):
Theorem 8.5. For the irreducible representation π
spN
λ of spN determined by the partition
λ = (λ1, . . . , λn), we have
π
spN
λ (D
spN
k (u)) = h
∗∆0
k (l1, . . . , lN ; u).
Here li is defined as follows: we put li = λi + n+ 1− i for 1 ≤ i ≤ n (that is, we consider
the ρ-shift), and put ln+1 = −ln, . . . , lN = −l1 for n+ 1 ≤ i ≤ N .
Remark. Factorial powers and differences were key tools in the study of Capelli type
elements, and various relations for them have been given ([I1–6], [IU], and [U1–5]). The
formulas in Sections 4 and 5 of this article can be regarded as natural generalizations of
these relations.
8.3. The functions e∆
0
k and h
∗∆0
k are related with analogues of the shifted Schur functions
due to Okounkov and Olshanski. Moreover, from these relations and the calculation of
the eigenvalues in Theorems 8.4 and 8.5, we see that CoNk (0) and D
spN
k (0) are equal to
special cases of analogues of the quantum immanants. Let us see these relations.
In [OO2], Okounkov and Olshanski introduced analogues of the quantum immanants
in the universal enveloping algebras of the simple Lie algebras of types B, C, and D, and
denoted these elements by Tµ. Let us write these as T
B
µ , T
C
µ , and T
D
µ , when we need to
indicate the type of the Lie algebra. Noting that the eigenvalues of these central elements
are polynomials in l21, . . . , l
2
n, Okounkov and Olshanski also defined a class of functions t
∗
µ
corresponding to the types B, C, and D by the relation
πλ(Tµ) = t
∗
µ(λ1, . . . , λn),(8.1)
where πλ is the irreducible representation of the Lie algebra determined by the partition
λ. We can regard t∗µ as an analogue of the shifted Schur functions, and this is expressed
as follows (Lemma-Definition 2.4 in [OO2]):
t∗Bµ (λ1, . . . , λn) = sµ((λ1 + n−
1
2
)2, (λ2 + n−
3
2
)2, . . . , (λn +
1
2
)2 | (1
2
)2, (3
2
)2, (5
2
)2, . . .),
t∗Cµ (λ1, . . . , λn) = sµ((λ1 + n)
2, (λ2 + n− 1)
2, . . . , (λn + 1)
2 | 12, 22, 32, . . .),
t∗Dµ (λ1, . . . , λn) = sµ((λ1 + n− 1)
2, (λ2 + n− 2)
2, . . . , (λn + 0)
2 | 02, 12, 22, . . .).
Here, the superscripts B, C, and D indicate the type of the corresponding Lie algebra.
Moreover, the right hand sides are the “generalized factorial Schur functions” (see [OO2]
for the definition).
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The connection between these functions and e∆0k , e
∗∆0
k , h
∆0
k , h
∗∆0
k is seen from the
following relations:
e∆
0
k (l1, . . . , ln,−ln, . . . ,−l1) = s(1k)(l
2
1, . . . , l
2
n | 0
2, 12, . . .),
e∗∆
0
k (l1, . . . , ln,−ln, . . . ,−l1) = s(1k)(l
2
1, . . . , l
2
n | (
1
2
)2, (3
2
)2, . . .),
e∗∆
0
k (l1, . . . , ln, 0,−ln, . . . ,−l1) = s(1k)(l
2
1, . . . , l
2
n | 1
2, 22, . . .),
h∗∆
0
k (l1, . . . , ln,−ln, . . . ,−l1) = s(k)(l
2
1, . . . , l
2
n | 1
2, 22, . . .),
h∆
0
k (l1, . . . , ln,−ln, . . . ,−l1) = s(k)(l
2
1, . . . , l
2
n | (
1
2
)2, (3
2
)2, . . .).
These relations themselves follow from Theorems 5.1–5.3. The left hand sides of the
second and fourth equalities are also equal to
e∆
0
k (l1, . . . , ln, 0,−ln, . . . ,−l1), h
∆0
k (l1, . . . , ln, 0,−ln, . . . ,−l1),
respectively (recall Proposition 2.3).
From these relations, we can rewrite Theorem 8.4 in the case of u = 0 as
πo2nλ (C
o2n
k (0)) = t
∗D
(1k)(λ1, . . . , λn), π
o2n+1
λ (C
o2n+1
k (0)) = t
∗B
(1k)(λ1, . . . , λn).
Similarly, Theorem 8.5 in the case of u = 0 can be rewritten as
π
sp2n
λ (D
sp2n
k (0)) = t
∗C
(k)(λ1, . . . , λn).
Combining these with (8.1), we have the following theorem:
Theorem 8.6. We have
Co2nk (0) = T
D
(1k), C
o2n+1
k (0) = T
B
(1k), D
spN
k (0) = T
C
(k).
Indeed, the eigenvalues of both sides are equal.
This theorem means that we can express TD(1k), T
B
(1k), and T
C
(k) in terms of the column-
determinant and the column-permanent. However, an explicit descripsion of Tµ in terms
of a certain noncommutative determinant type function is not given for general µ. Thus
the three elements in Theorem 8.6 are lucky exceptions. In [MN], these three elements
are studied in more detail, and Capelli type identities for the dual pair (OM , SpN) are
given.
In Theorems 8.4 and 8.5, we expressed the eigenvalues of CoNk (u) and D
spN
k (u) naturally
in terms of the functions e∆
0
k and h
∗∆0
k for general u. This is an advantage of these functions
over the function t∗µ. Indeed, we cannot describe these eigenvalues in terms of t
∗B
µ , t
∗C
µ ,
and t∗Dµ so simply. However, it should be noted that, even if u 6= 0, we can express the
eigenvalue of CoNk (u) as a linear combination of t
∗D
(10), t
∗D
(11), . . . , t
∗D
(1k) or t
∗B
(10), t
∗B
(11), . . . , t
∗B
(1k)
using Theorem 4.1. Similarly, the eigenvalue of D
spN
k (u) can be expressed as a linear
combination of t∗C(0), t
∗C
(1), . . . , t
∗C
(k) by using Theorem 4.2.
In the various relations in this article, there was a mysterious duality in the exchanges
s ↔ s∗ and λ ↔ λ′. It is also mysterious that the functions e and h∗ played more
important roles than e∗ and h (note that we can rewrite Theorem 8.2 in terms of h∗
replacing u by u − 1). This puzzling phenomenon seems to be related to the following
fact: central elements in U(oN) (respectively, U(spN)) expressed in terms of the column-
permanent (respectively, the column-determinant) are not known. The author hopes
that the theoretical background of these phenomena will become transparent, and the
24 MINORU ITOH
Schur type functions in this article will be useful to study the analogues of the quantum
immanants in U(oN) and U(spN) (especially to give their explicit description).
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