We use the strong nebular emission lines of O iii, kk5007 and 4959, to set a robust upper limit on the time dependence of the fine-structure constant. We find À1 dðtÞ=dt < 2 Â 10 À13 yr À1 , corresponding to Á=ð0Þ ¼ 0:7 AE 1:4 ð ÞÂ10 À4 for quasars with 0:16 < z < 0:80 obtained from the SDSS Early Data Release. Using a blind analysis, we show that the upper limit given here is invariant with respect to 17 different ways of selecting the sample and analyzing the data. As a by-product, we show that the ratio of transition probabilities corresponding to the kk5007 and 4959 lines is 2:99 AE 0:02, in good agreement with (but more accurate than) theoretical estimates. We compare and contrast the O iii emission line method used here with the many-multiplet method that was used recently to suggest evidence for a time-dependent . In an appendix we analyze the quasars from the recently available SDSS Data Release One sample and find Á=ð0Þ ¼ 1:2 AE 0:7 ð ÞÂ10 À4 .
INTRODUCTION
We develop in this paper a robust analysis strategy for using the fine-structure splitting of the O iii emission lines of distant quasars or galaxies to test whether the fine-structure constant, , depends on cosmic time. We concentrate here on the two strongest nebular emission lines of O iii, kk5007 and 4959, which were first used for this purpose by Bahcall & Salpeter (1965) .
We begin this introduction with a brief history of astronomical studies of the time dependence of the fine-structure constant (x 1.1) and then describe some of the relative advantages of using either absorption lines or emission lines for this purpose (x 1.2). Next, we provide an outline of the paper (x 1.3). Finally, since some of the material in this paper is intended for experts, we provide suggestions as to how the paper should be read (x 1.4).
We limit the discussion in this paper to tests in which is the only dimensionless fundamental constant whose time (or space) dependence can affect the measurements of quasar spectra in any significant way. For simplicity, we describe our results as if could only change in time, not in space. However, our experimental results may be interpreted as placing constraints on the variation of coupling constants in the context of a more general theoretical framework.
A Brief History
Savedoff (1956) set the first astronomical upper limit on the time dependence of using the fine-structure splitting of emission lines of N ii and Ne iii in the spectrum of the nearby radio galaxy Cygnus A. He reported 2 ðz ¼ 0:057Þ= 2 ð0Þ ¼ 1:0036 AE 0:003. This technique was first applied to distant quasar spectra by Bahcall & Salpeter (1965) , who used emission lines of O iii and Ne iii in the spectra of 3C 47 and 3C 147 to set an upper limit of À1 dðtÞ=dt < 10 À12 yr À1 . obtained a similar limit, less than 10 À12 yr À1 , using the O iii emission lines in five radio galaxies. Here and elsewhere in the paper we shall compare limits on the time dependence of obtained at different cosmic epochs by assuming that depends linearly on cosmic time for redshifts less than 5. The assumption of linearity may misrepresent the actual time dependence, if any, but it provides a simple way of comparing measurements at different redshifts.
The technique of using emission lines to investigate the time dependence of was abandoned after 1967. In this sense, the present paper is an attempt to push the frontiers of the subject backward three and a half decades. Bahcall, Sargent, & Schmidt (1967) first used quasar absorption (not emission) lines to investigate the time dependence of . They used the doublet fine-structure splitting of Si ii and Si iv absorption lines in the spectrum of the bright radio quasar 3C 191, z ¼ 1:95. Although the results referred to a relatively high redshift, the precision obtained, ðz ¼ 1:95Þ=ð0Þ ¼ 0:98 AE 0:05, corresponding to À1 d ðtÞ=dt < 7 Â 10 À12 yr À1 , did not represent an improvement.
Since 1967, there have been many important studies of the cosmic time dependence of using quasar absorption lines. Some of the most comprehensive and detailed investigations are described in Wolfe, Brown, & Roberts (1976) , Levshakov (1994) , Potekhin & Varshalovich (1994) , Cowie & Songaila (1995) , and Ivanchik, Potekhin, & Varshalovich (1999) . The results reported in all of these papers are consistent with a finestructure constant that does not vary with cosmological epoch.
Recently, the subject has become of great interest for both physicists and astronomers because of the suggestion that a significant time dependence has been found using absorption lines from many different multiplets in different ions, the ''many-multiplet'' method (see, e.g., the important papers by Dzuba, Flambaum, & Webb 1999a , 1999b Webb et al. 1999 Webb et al. , 2002 Murphy et al. 2001a Murphy et al. , 2001b . The suggestion that may be time dependent is particularly of interest to physicists in connection with the possibility that time-dependent coupling constants may be related to large extra dimensions (see Marciano 1984) . Unlike the previous emission-line or absorption-line studies, the many-multiplet collaboration uses absolute laboratory wavelengths rather than the ratio of finestructure splittings to average wavelengths. We shall compare and contrast in x 8 the emission-line technique used here with the many-multiplet method.
Absorption versus Emission Lines
Why have absorption-line studies of the time dependence of dominated over emission-line studies in the last three and a half decades? There are two principal reasons that absorption lines have been preferred. First, the resonant atomic absorption lines can be observed at high redshifts since their rest wavelengths fall in the ultraviolet. By contrast, emission-line studies are limited to smaller redshifts (z < 1:5) since the most useful emission lines are in the visual region of the spectrum. Second, there are many absorption lines, often hundreds, observed in the spectra of high-redshift quasars and galaxies. These lines are produced by gas clouds at many different redshifts. There is only one set of emission lines with one redshift, representing the cosmic distance of the source from us, for each quasar or galaxy.
Why have we chosen to return to quasar emission lines as a tool for studying the time dependence of ? We shall show that emission lines can be used to make precision measurements of the time dependence of while avoiding some of the complications and systematic uncertainties that affect absorption-line measurements. In addition, the large sample of distant objects made available by modern redshift surveys like the Sloan Digital Sky Survey (SDSS; Stoughton et al. 2002; Schneider et al. 2002) and the 2dF survey (Boyle et al. 2000; Croom et al. 2001 ) provide large samples of high signal-to-noise ratio spectra of distant objects.
In this paper we select algorithmically, from among 3814 quasar spectra in the SDSS Early Data Release (EDR; Schneider et al. 2002) , the quasar spectra containing O iii emission lines that are most suitable for precision measurements. A total of 95 quasar spectra pass at least three out of the four selection tests we impose on our standard sample in x 5. Our standard sample contains spectra of 42 quasars. We also study alternative samples obtained using variants of our standard selection algorithm. These alternative samples contain between 28 and 70 individual quasar spectra.
The techniques described in this paper could be applied to similar transitions in [Ne iii] (kk3968, 3869) and in [Ne v] (kk3426, 3346) . However, the [O iii] emission lines are typically an order of magnitude stronger in quasar spectra than the just-mentioned transitions of [Ne iii] and [Ne v] (see Vanden Berk et al. 2001; Schneider et al. 2002) . Moreover, the intensity ratio of the [O iii] lines is a convenient value (about 3.0), and the relevant region of the spectrum is relatively free of other possibly contaminating emission or absorption lines. After [O iii] , the [Ne iii] lines are the most promising pair of emission lines for studies of the time dependence of .
Outline of the Paper
We present in x 2 a summary of the main ingredients in the analysis we perform. Then in x 3 we describe how we developed the selection algorithm and performed the analysis blindly, i.e., without knowing what the results meant quantitatively until all of the measurements and calculations were complete. We present in x 4 the key procedure that we have used to measure by how many angstroms we have to shift the observed k4959 line profile to obtain a best-fit match to the k5007 line profile.
The standard sample of quasar spectra that we measure is selected objectively by applying four computer tests designed to ensure that emission-line pairs that are used in the analysis will yield accurate and unbiased estimates of . These selection tests are described in x 5. Figure 4 illustrates a good quasar spectrum that easily passes all of the computer tests. Figure 5 shows four spectra, each of which illustrates a failure to satisfy one of the four standard tests.
Tables 1 and 2, together with Figure 7 , present our principal results. 1 The results for our standard sample are explained in x 6, where we discuss the average value of and the best-fit slope, d(t)/dt, for our standard sample of 42 quasars. We also describe in this section the bootstrap method that we have used to calculate the uncertainties for the sample characteristics. In x 7 we describe and discuss the analysis of 17 additional samples chosen by alternative selection algorithms. We describe the many-multiplet method in x 8 and contrast the O iii method with the many-multiplet method. We summarize and discuss our results for the SDSS EDR sample in x 9.
How Should This Paper Be Read?
This paper contains many different things, including (not necessarily in this order) (1) a detailed discussion of the algorithmic basis for selecting the 18 different samples that we analyze, (2) a description of how our algorithmic measurements are made in practice, (3) a discussion of the errors in the measurements, (4) tabulated details of the measurements sufficient to allow the reader to change or check the data analysis, (5) quantitative results on the time dependence of the fine-structure constant in our standard sample, (6) quantitative results on the time dependence of for 17 alternative samples, (7) a comparison of the many-multiplet and O iii methods for studying the time dependence of the fine structure, and (8) a summary and discussion of our main conclusions. In addition, we present an accurate measurement of the ratio of the two forbidden transition probabilities that lead to the kk5007 and 4959 lines.
Most readers will only want to sample part of this fare. Here is our suggestion as to how to get the most out of the paper in the shortest amount of time. We assume that you have read the introduction. If so, then you probably will want to first read x 2, which gives an outline of the procedure we follow, and then look at Figures 1, 4, and 7. Next read the conclusions and discussion in x 9. If you are especially interested in the differences between the O iii method and the many-multiplet method, then look at Table 3 , and if you want more details about the differences, read x 8. Our principal quantitative results are given in xx 6 and 7. Unless you are an expert, you can skip everything in xx 6 and 7 except the simple equations that give the main numerical results: equations (17)-(24). Sections 3-5 contain the main technical discussion of this paper. These sections are essential for the expert who wants to decide whether we have done a good job. However, if you have already made up your mind on this question, you can skip xx 3-5. Figure 1 shows the relevant part of the energy level diagram for twice-ionized oxygen, O iii. We utilize in this paper the two 1 The value of ðtÞ h iand related quantities that are reported in this paper differ slightly from the values reported in the version of the paper originally submitted to the Astrophysical Journal. In the original analysis, the code FitAlpha discussed in x 4 was incorrectly linked to an SDSS data pipeline code that was temporarily under development. In effect, one can regard this mishap with the temporary pipeline code as an additional, but inadvertent, blind test (cf. x 3). strongest nebular emission lines of [O iii], kk5007 and 4959, both of which originate on the same initial excited level, 1 D 2 . Since both lines originate on the same energy level and both lines have a negligible optical depth (the transitions are strongly forbidden), both lines have exactly the same emissionline profile. 2 If there are multiple clouds that contribute to the observed emission line, then the observed emission-line profiles are composed of the same mixture of individual cloud complexes.
OUTLINE OF MEASUREMENT PROCEDURE
The two final states are separated by the fine-structure interaction. Thus, the energy separation of the kk5007 and 4959 emission lines is proportional to 4 , while the leading term in the energy separation for each line is proportional to 2 . To very high accuracy (see Appendix A), the difference in the wavelengths divided by the average of the wavelengths, R,
is proportional to 2 . The cosmological redshift of the astronomical source that emitted the oxygen lines cancels out of the expression for R, which depends only on the ratio of measured wavelengths, either added or subtracted. Thus, a measurement of R is a measurement of 2 at the epoch at which the [O iii] lines are emitted. The key element in measuring R(t) is the determination of the shift in angstroms that produces the best fit between the line profiles of the two emission lines.
The wavelengths in air of the nebular emission lines,
and their separation,
have been measured accurately from a combination of laboratory measurements with a theta-pinch discharge (Pettersson 1982) and, for the wavelength separation, infrared spectroscopy with a balloon-borne Michelson interferometer (Moorwood et al. 1980 ). The conversion from vacuum wavelengths to wavelengths in air was made using the three-term formula of Peck & Reeder (1972) . Combining equations (2) and (3), we have
where the error for R(0) is based primarily on measurement by Moorwood et al. (1980) of the intervals in the ground 3 P multiplet (see also Pettersson 1982) . One can write the ratio of 2 at much earlier time t to the value of 2 obtaining at the current cosmological epoch as
Ákð0Þ
The light we observe today was emitted by distant quasars (or galaxies) at an epoch that was 10 9 or 10 10 yr earlier. This huge The figure shows the two strong emission lines that arise from the same 1 D 2 excited level of twice-ionized oxygen. The kk5007 and 4959 lines are separated by about 48 Å by the fine-structure energies of the ground-state triplet P states. The wavelength separation Ák divided by the sum of the wavelengths of the two emission lines is proportional to 2 ; this dimensionless ratio (difference divided by sum) is defined as R in eq. (1). The quantity R can be measured in distant quasars or galaxies and is independent of cosmological epoch unless 2 depends on time.
time difference makes possible precise measurements of the time dependence of 2 by recording the redshifted wavelengths of the [O iii] emission lines emitted at a much earlier epoch.
We will compare values of R, i.e., 2 , measured at different cosmological epochs. Although the data are consistent with a time-independent value for 2 , we will find an upper limit to the possible time dependence by fitting the measured values of R(t) to a linear function of time,
Here R(t) is a function of z, R(t(z)), where z is the cosmological redshift (see eq.
[8] for the relation between t and z). The slope S is twice the logarithmic derivative of 2 (t) with respect to time in units of one over the Hubble constant:
As defined in equations (6) and (7), the slope S is independent of H 0 . Each redshift produces a unique value of H 0 t. We do not need to know 2 (0), or equivalently k 1 and k 2 [or R(0)], in order to test for the time dependence of . We can use equations (5) and (6) to explore the time dependence by simply taking 2 (0) to be any convenient constant. In fact, this is exactly what we have done, which enabled us to carry out a blind analysis (see discussion in x 3). For 16 of the 17 samples we have analyzed, we have not made use of the known local value for R(0), i.e., 2 (0) (see x 7).
The cosmological time can be evaluated from the wellknown expression (e.g., Carroll & Press 1992) 
where m and Ã are the usual present-epoch fractional contributions of matter and a cosmological constant to the cosmological expansion. The translation between the Hubble constant, H 0 , and a year is given by
In what follows, we shall adopt the value for H 0 determined by the Hubble Space Telescope Key Project, i.e., H 0 ¼ 72 km s À1 Mpc À1 (Freedman et al. 2001 ). If the reader prefers a different value for H 0 , all times given in this paper can be rescaled using equation (9). Except where explicitly stated otherwise in the remainder of the paper, the time t is calculated from equations (8) and (9) for a universe with the present composition of m ¼ 0:3, Ã ¼ 0:7.
BLIND ANALYSIS
To avoid biases, we performed a blind analysis. Measurements of 2 were computed relative to an artificial value of 2 ð0Þ artiBcial ¼ 1:0. We did not renormalize the measured values of 2 (t) until the analysis was complete. In fact, we did not search out the precise values of the wavelengths given in equation (2) until after we had finished all our calculations of 2 (t) from the measured wavelengths. Throughout all the stages when we were determining the selection criteria for the sample described in x 5, we worked with measured values for 2 (t) that were about 0.0048 (see eq. [4]). At this stage, we had not researched the precise values of the local wavelengths for the [O iii] emission lines. Therefore, we did not know whether the measured values that we were getting for 2 (t) were close to the local value and, if so, how close.
To further separate the measuring process from any knowledge of the local value for (0), we developed the criteria for selecting the sample using a subset of the quasars in the SDSS EDR sample. We used in this initial sample 313 quasars with redshifts z < 0:80. After finalizing the selection criteria, we applied the criteria to the remaining 389 quasars with z < 0:80 in the EDR. The acceptance rate for the initial sample was 23 objects out of 313, or 7.7%, while the acceptance rate for the second sample was 19 out of 389, or 5.1%. We refer later to the combined sample of 44 objects selected in this way as our ''standard sample.''
The estimates of 2 derived for the two parts of the standard sample were in excellent agreement with each other. For the initial sample of 23 objects we found 2 ¼ 1:0002 AE 0:0004;
and for the second sample of 19 objects we found
The sample average for the 42 objects is 1:0001 AE 0:0003 (cf. row 1 of Table 1 in x 6).
MATCHING THE kk 5007 AND 4959 LINE SHAPES
The key element in our measurement of is the procedure by which we match the shapes of the kk5007 and 4959 emission line profiles. What we want to know is by how many angstroms do we have to shift the k4959 line so that it best fits the measured profile of the k5007 line. In the process, we also determine a best estimate for the ratio of the intensities in the two lines. Figure 1 shows that both of the emission lines, [O iii] kk5007 and 4959, arise from the same initial atomic state. Hence, both lines have (within the accuracy of the noise in the measurements) the same line profile, i.e., the same shape of the curve showing the flux intensity versus wavelength, although the two lines are displaced in wavelength and have different intensities.
We have developed a computer code, FitAlpha, that finds the best match of the shapes of the kk5007 and 4959 lines in terms of two parameters, and A. The two parameters describe how much the measured profile of the k4959 line must be shifted in wavelength, , and how much the k4959 profile must be increased in amplitude, A, in order to provide the best possible match to the profile of the k5007 emission line.
We first discuss in x 4.1 the measurements of the amplitude ratios A and then describe in x 4.2 the measurements of the quantity that describes the wavelength shift, . We show in x 4.3 that the measured values of A and are not significantly correlated. We conclude by describing in x 4.4 the errors that we assign to individual measurements of 2 .
Amplitude Ratios A
In the limit in which the profiles of the kk5007 and 4959 lines match identically and there is no measurement noise, the quantity A is the ratio of the area under the k5007 line to the FINE-STRUCTURE CONSTANT 523 No. 2, 2004 area under the k4959 line. More explicitly, in the limit of an ideal match of the two line profiles,
In practice, the best-fit ratio of the amplitudes, which is measured by FitAlpha, is better determined than the area under the emission lines. Thus, the values we report for A (e.g., in Table 4 in Appendix B) are the best-fit ratios of the amplitudes. Although A is one of the outputs of FitAlpha, we do not make use of A except as a post facto sanity check that the fits are sensible. Figure 2 presents a histogram of the values of A that were measured for quasars in our standard sample, which is defined in x 5. Our measurements have a typical 1 spread of about AE0.1. The sample average of the measurements for A and the bootstrap uncertainty determined as described in x 6.2 are
The quantity A measured h iis equal to the ratio of the decay rates of the kk5007 and 4959 lines, i.e., the ratio of the Einstein A-coefficients. Thus, the measured value for the ratio of the transition probabilities corresponding to the kk5007 and 4959 lines is
The measured value of A(k5007)/A(k4959) is consistent with the best theoretical estimate given in the NIST Atomic Spectra Database, A k5007 ð Þ=A k4959 ð Þ¼2:92 (Wiese, Fuhr, & Deters 1996) . The quoted NIST accuracy level for this theoretical estimate is ''B,'' which generally corresponds to a numerical accuracy of better than 10%. Our measurement is more accurate than the theoretical estimate.
Measuring and R
We define by the relation
where k 1 and k 2 are the measured values of the redshifted emission lines corresponding to the lines with rest wavelengths given by equation (2). We use the measured values of to calculate the value of 2 (z) for each source. The ratio R defined by equation (1) can be written in terms of as
FitAlpha finds the best-fit values of as follows. The Princeton one-dimensional reduction code (D. Schlegel 2004, in preparation) determines the redshift of the quasar by fitting the entire quasar spectrum to a template. This fit yields an approximate value for the redshift that locates the kk4959 and 5007 lines to within 2-3 spectral pixels. Each of the splineresampled pixels has a width of 69.0 km s À1 . FitAlpha selects a 20 pixel wide region of the spectrum centered around the expected center of the k4959 line and a wider (35 pixel) region around the expected center of the k5007 line. The Spectro-2D code represents each quasar spectrum as a fourth-order B-spline, where the spline points are spaced linearly in log wavelength (S. Burles & D. Schlegel 2004, in preparation), log k 1 ¼ const þ 10 À4 i. The optical output of the SDSS spectrograph gives pixel elements that are very nearly proportional to log k. This B-spline can be evaluated at any choice of wavelengths. We chose to evaluate each spectrum on a dense grid spaced in units of 10 À5 in log wavelength ($0.1 pixel), corresponding to approximately 6.9 km s À1 . The measured average FWHM of the k5007 lines in our standard sample is 5.5 pixels ($9 Å ).
The SDSS spectra cover the wavelength region 3800-9200 Å . The resolution (FWHM) varies from 140 to 170 km s À1 , with a pixel scale within several percent of 69 km s À1 everywhere (S. Burles & D. Schlegel 2004, in preparation) . The wavelength solution is performed as a simultaneous fit to an arc spectrum observation and the sky lines as measured in each object observation. The arc lines constrain the high-order terms in the wavelength calibration, while the sky lines constrain any small flexure terms and plate scale changes between the arc and object observations. The rms in the recovered arc and sky line positions is measured to be approximately 1 km s À1 . Therefore, it is possible that systematic errors could remain in the wavelength calibration at this level (S. Burles & D. Schlegel 2004, in preparation) . The flux calibration has been shown to be accurate to a few percent on average, which is impressive for a fiber-fed spectrograph (C. Tremonti et al. 2004, in preparation) . The remaining (small) flux calibration residuals are coherent on scales of 500 Å , which has negligible effect on our line centers, which are measured using regions less than 100 Å wide. The measured profile of the k4959 line is compared with each of the spline-fit representations of the k5007 region. We make the comparison only within a region of 2 Â 10 À3 in log wavelength (about 23 Å ). For each possible shift between the two emission lines in log wavelength, we minimize over the multiplicative scale factor A between the profiles of the two lines and a quadratic representation of the local continuum. This continuum is primarily the approximate power law of the quasar spectrum and the wings of the H line. The value of (see eq. [15]) is determined by minimizing the 2 value for the fit between the two line shapes.
Are and A Correlated?
It is natural to ask if the measured values of and A are correlated since they are both determined by the same computer program. A priori, one would not expect the two variables to be correlated if the best shift and the best rescaling are really disjoint. For the comparison of two lines with the same intrinsic shape, the shift and the rescaling should be independent of each other. However, computer programs that process real experimental data do not always yield the expected answer. Hence, we have checked whether there is a significant correlation between the observed values of and A. Figure 3 shows all the measured values of (A, ) for all 42 quasars in our standard sample. The figure looks like a scatter diagram, and indeed the computed linear correlation coefficient is only À0.034. If there were no intrinsic correlation between and A, one would expect just by chance to obtain a correlation coefficient bigger than the measured value in 83% of the cases. We conclude that there is no significant correlation between and A.
Error Estimates on Individual Measurements
The errors on the measured SDSS fluxes are not perfectly correct; the pipeline software overestimates the errors for lower flux levels. We correct the errors approximately by multiplying all of the errors by a constant factor (typically of order 0.75) chosen to make 2 per degree of freedom equal to 1 for the best-fit value of . These adjusted errors are used to evaluate the uncertainty in the measured value of . However, we show in xx 6 and 7.2.4 that the bootstrap errors for the sample average value of and of the first derivative of with time are very insensitive to the estimated uncertainties in the individual measurements.
The error on the measured value of 2 is dominated by the error on the measurement of the wavelength separation, Ák, between the kk5007 and k4959 lines. Before making the measurements, we estimated, based on prior experience with CCD spectra, that we should be able to measure Ák to about 0.05 of a pixel. Since the width of each pixel is about 70 km s À1 , or about 1.2 Å at 5000 Å , we expected to be able to make measurements of 2 that were accurate to about 1:2 Â 10 À3 . As we shall see in x 6 (see Table 4 of Appendix B), the average quoted error for an individual measurement of 2 is 1:8 Â 10 À3 , somewhat larger (but not much larger) than our expected error.
SAMPLE SELECTION TESTS
We begin this section with some introductory remarks, made in x 5.1, about the sample and the sample selection. In xx 5.2-5.5 we define four standard tests that were used to select the standard sample of quasar spectra from which we have determined our best estimates of 2 and À2 d 2 =dt. Our standard sample, discussed in x 6, passes all four of the tests as described here. We present in x 7.1 a number of variations of the standard tests.
Introductory Remarks about the Spectra and the
Sample Selection
We list in Table 5 of Appendix B each of the 95 quasars in the SDSS EDR sample that have passed at least three of the four standard tests that we describe later in this section. Table 5 shows which of the four tests each quasar satisfies. The table also gives the measured value of (see eq. [15]) for every quasar that we have considered. If the reader would like to perform a different data analysis using our sample, this can easily be accomplished with the aid of Table 5 , equations (1)-(7), and equation (16).
Although the spectra that we use here were obtained from the SDSS EDR, the spectral reductions that we use are significantly improved over the reductions given in the EDR. Improvements in the reduction code are described in S. Burles & D. Schlegel (2004, in preparation) .
As described in x 3, the four standard tests were developed using an initial sample of 313 quasars in the EDR data of SDSS that could potentially show both of the [O iii] emission lines. The range of redshifts that was included in this initial sample is z ¼ 0:163 0:799. The complete EDR sample of quasars that we have studied includes 702 quasars with redshifts ranging from z ¼ 0:150 to 0.799. A total of 23 out of 313 quasars in our initial sample passed all four of the tests described below. In our final sample, 42 quasars passed all four tests. In what follows, we shall refer to the 23 accepted quasar spectra as our ''initial subsample'' and the 42 total accepted quasars as our ''standard sample.'' Unfortunately, the majority of the EDR spectra that we examined were not suitable for measurement. In nearly all of these unsuitable spectra, the O iii lines did not stand out clearly above the continuum or above the noise. In a very few cases, we encountered a technical problem processing the spectra. As the first step in our ''blind analysis,'' before we imposed our four standard tests, we threw out unsuitable spectra by requiring that both of the O iii lines have a positive equivalent width and that the fractional error in 2 , determined from equation (5), be less than unity. Only 260 out of the 702 quasar spectra (37%) in which the O iii lines could have been measured passed this preliminary filtering and were subjected to the standard four tests to determine the standard sample. Post facto, we checked that our results were essentially unchanged if we omitted this preliminary cut on unsuitable spectra, namely, the standard sample we analyze increased from 42 to 45 objects, the sample average of ðzÞ h i decreased by 0.002%, and the calculated error bar increased by 0.4%. We chose to impose the preliminary cut on suitable spectra because it increased our speed in analyzing a variety of alternative cuts discussed in x 7.
Standard Cuts
The standard cuts described in the following subsections were imposed in the ''blind'' phase of our analysis in order to make sure that the accepted spectra were of high quality and that the line shapes of the kk5007 and 4959 lines were the same. Although we were seeking to eliminate any sources of biases by eliminating problematic spectra before we made the measurements, we have found post facto no evidence that omitting any of the cuts would have led to a systematic bias.
We wanted to guard against contamination by H emission and to ensure that the signal-to-noise ratio was high. We also devised two tests that checked on the similarity of the two line shapes, the Kolmogorov-Smirnov (K-S) test discussed in x 5.2 and the line peak test described in x 5.3. In practice, all of these tests, with the exception of the check on H contamination, are designed to prevent noise fluctuations or unknown measuring errors from distorting the shape of one or both of the emission-line profiles.
We shall see in x 7 that we could have been less stringent in imposing a priori criteria for acceptance of quasar spectra. We describe in x 7 the results that were obtained for four separate samples in which we omitted a different one of each of the four standard tests described in xx 5.2-5.5. We also present the results of analyses made using a variety of weaker versions of the four selection tests discussed in the present section.
Although we obtain larger samples by using less stringent acceptance criteria, the final results for the time dependence of are robust, essentially independent of the form and number of the selection tests. Essentially, we can trade off spectral quality versus number of accepted spectra without significantly changing the final conclusion. Figure 4 shows the spectrum of SDSS 105151À005117, z ¼ 0:359, which easily passes all of the selection criteria described below. If all of the quasar spectra were as clean and as well measured as the spectrum of SDSS 105151À005117, no selection tests would be required. We also show in the right-hand panel of Figure 4 the continuous spline fit of the shape of the k5007 line that, when the center is shifted in wavelength and the amplitude of the curve is decreased by a constant factor (A), best matches the measured data points for the k4959 line shape.
Figures 5 and 6 illustrate the reasons why we need to impose selection criteria, or tests, to determine which quasar spectra can yield precise measurements of the wavelengths of the redshifted [O iii] lines. Figure 5 shows the measured spectrum shape for four different quasars, and Figure 6 shows, for the same four quasars, the best spline fits of the k5007 line shapes to the measured shape of the k4959 line. The various panels show spectra in which the measurements are compromised by different problems. In the upper left-hand panels of Figures 5 and 6 the [O iii] lines have somewhat different shapes, and in the upper right-hand panels the peaks of the two lines cannot be lined up precisely by a linear shift in wavelengths. In the lower left-hand panels the H line is so strong that it might distort the profile of the k4959 line. The spectra in the lower right-hand panels have too low a signalto-noise ratio to allow a precise measurement.
In the following subsections we shall define more quantitatively the criteria for passing these four tests. We have formulated the tests as computer algorithms that can be applied quickly and easily to numerical spectra.
We describe in x 5.2 the K-S test that we have applied to the emission-line shapes in order to select acceptable quasar spectra. In x 5.3 we describe a test that requires that the peaks of the two emission lines essentially lie on top of each other when the line profiles are optimally shifted and rescaled. We present in x 5.4 a test that eliminates quasar spectra with a large H contamination of the k4959 line. Finally, we describe in x 5.5 a requirement that the area under the k5007 line be measured with a high signal-to-noise ratio. For brevity, it is convenient to refer to these tests as the K-S, line peak, H, and signal-to-noise criteria. In x 5.6 we show post facto that Fe ii lines do not compromise our measurements of 2 (t).
Kolmogorov-Smirnov Test
We represent the shapes of the emission-line profiles by the seven measured flux values that are centered on the line peak. We then use a K-S test to determine whether the seven flux values centered on the peak of the k4959 line shape are, after multiplying by a constant factor A (see eq.
[12] and related discussion), consistent with being drawn from the same distribution as the seven flux values centered on peak of the k5007 line shape. The spectrum in the upper left-hand panel of Figure 5 was rejected because the two [O iii] lines have slightly different shapes. For an unknown reason (which could be an instrumental or measuring error or simply a fluctuation), the k4959 line has a slight extra contribution on the shortwavelength side of the line profile.
If the two line shapes are the same before being affected by noise and measuring errors, as required by the analysis described in x 4, then the two lines will generally pass a K-S test. We set our level for acceptance such that there are only a few false negatives, i.e., spectra incorrectly rejected. In principle, there could be some false positives since the K-S test does not require that the flux values match in wavelength and in intensity. In practice, false positives of this kind essentially never occur.
We require that the two sets of seven flux values be drawn from the same distribution to a confidence level (CL) corresponding to 2 (95% CL). From our initial sample of 313 quasars in the redshift range that allowed the observation of the [O iii] lines, 13 quasars failed this test but no other test. Five of the 13 quasars that failed the test had values of 2 that differed by at least 2 from the sample average of 2 . In the full EDR sample, 28 quasars failed only this test. Out of the 260 quasars that passed the preliminary spectral quality test described in x 5.1, only 80 passed the K-S test. Out of the total sample of 702 objects with redshifts that permitted the measurement of the O iii lines, only 99 passed the K-S test. The requirement that the shapes of the kk5007 and 4959 lines be similar according to the K-S test is our most stringent test.
We show in x 7 that the results are essentially unchanged if we use the central 11 flux values instead of the central seven values (see row 4 of Tables 1 and 2) or if we omit the K-S test entirely (see row 8 of Tables 1 and 2).
Lining Up the Peaks
We require that the peak of the k4959 line and the peak of the shifted k5007 line lie in the same pixel, for the best-fit value of . The demand that the two peaks be lined up after the k4959 line is optimally shifted strengthens the constraint that the two shapes be the same. Since this test requires that the peaks line up but does not constrain the shift , the test enforces the requirement that the shapes of the two lines be the same but does not constrain the possible values of . In principle, this test may occasionally reject otherwise acceptable spectra if the peak of one of the lines lies very near the boundary between two pixels. In the initial sample, only two quasars failed this test but no other test. Both of the quasars that failed were 2 outliers. In the full EDR sample, eight quasars failed only this test. Out of the 260 quasars that passed the preliminary spectral quality test described in x 5.1, 152 passed the test of the lining up of the peaks. From the total sample of 702 objects with appropriate redshifts for measuring O iii lines, 247 passed the line peak test.
If we omit the line peak test, the sample size increases by nine objects, but the overall results are unchanged (see row 9 of Tables 1 and 2).
H Contamination
The H line, which is centered at 4861 Å , can contaminate the k4959 line if H is too strong. Moreover, the presence of a strong H line could in principle distort the continuum fit. Therefore, we require that the area under the H line be no more than twice the area under the k5007 line. In practice, this requirement ensures that the contamination of the k4959 line from the H line is less than the contamination from the k5007 line. In our initial sample, three quasars failed only this test. In the full EDR sample, four quasars failed only this test. None of the quasars that failed this test were 2 outliers. Out of the 260 (702) quasars that passed the preliminary spectral quality test (for which the quasar redshift permitted the measurement of the O iii lines), 231 (333) passed the H test.
The results of the analysis are essentially unchanged if the H test is omitted entirely (see row 10 of Tables 1 and 2).
Signal-to-Noise Ratio Test
Our final test is designed to eliminate spectra that are too noisy to make an accurate measurement of 2 . We require that the area under the k5007 line be measured to an accuracy of AE5% as determined using the errors estimated from the Spectro-2D code (S. Burles & D. Schlegel 2004, in preparation) . In other words, we require that the signal-to-noise ratio for the line intensity is at least 20 : 1. Six quasars failed only this test in our initial sample; one of the failed quasars was a 2 outlier. In the full EDR sample, 12 quasars failed only this test. Out of the 260 (702) quasars that passed the preliminary spectral quality test (for which the O iii lines could have been measured), 105 (404) passed the signalto-noise ratio test.
The results are essentially unchanged if the signal-to-noise ratio test is omitted entirely (see row 11 of Tables 1 and 2).
Fe ii
There are two Fe ii lines, kk4923.9 and 5018.4, that are sometimes observed in the spectra of quasars in the vicinity of the O iii lines and might conceivably influence the measurement of the shapes of the O iii lines. These Fe ii lines are often weak in quasar spectra, perhaps especially in spectra that exhibit strong O iii emission (see, e.g., Fig. 1 of Boroson & Green 1992 or Vanden Berk et al. 2001 .
In principle, the K-S test of the similarity of the shapes of the O iii emission lines should eliminate any spectra in which the Fe ii lines distort the line shapes and produce apparent shifts in the line centers. However, we decided to verify quantitatively this conclusion.
We tried to identify spectra in our standard sample (see x 6) in which the Fe ii lines were visible. This turned out to be difficult because of the weakness of the kk4923.9 and 5018.4 lines. The reader can verify directly the weakness of the Fe lines by examining the spectra of the quasars in our standard sample (see x 8.2.6). 3 We were forced to look at an expanded region of the spectrum to search for other potential Fe lines (see, for example, Fig. 3 and Table 10 of Sigut & Pradhan 2003 and also the discussion in Netzer & Wills 1983 ) that might be associated with the kk4923.9 and 5018.4 lines.
We formed a subsample of the 42 spectra standard sample, which consisted of seven objects that plausibly might contain observable Fe ii lines. We compared the value of 2 ðtÞ = 2 ð0Þ computed for the Fe-free 35 spectra with the value of 2 ðtÞ = 2 ð0Þ determined for the entire sample of 42 objects and with the value found for the seven objects that might contain an observable amount of Fe ii. Using the procedure described in x 6, we found 2 ðtÞ = 2 ð0Þ ¼ 1:0000 AE 0:0003 for the Fe-free sample (35 quasars), which is essentially identical with the result given in equation (17) for the entire standard sample of 42 quasars. The result for the seven objects that may have observable Fe ii lines, 2 ðtÞ = 2 ð0Þ ¼ 1:0021 AE 0:0012, has a much larger uncertainty but is consistent with the value found for the Fe-free sample (and for the total standard sample, eq. [17]).
We conclude that the Fe ii lines do not bias our measurement of 2 ðtÞ .
STANDARD SAMPLE
In this section we discuss the results of our analysis of the spectra of the 44 objects in our standard sample. For the reader's convenience, we give in Table 4 of Appendix B the values of the redshift, the measured quantity (z) (defined by eq. [15]) that determines 2 (z), and the relative scaling factor, A (defined in x 4), for all the QSOs in the standard sample. Figure 7 shows, for the 42 standard QSOs, how the measured values of depend on cosmic look-back time. It is apparent from a -by-eye fit to Figure 7 that there is no significant time dependence for the measured values of in our standard sample. The look-back time shown in Figure 7 is H 0 t, which is independent of the numerical value of H 0 (see eq. [8]).
We present in x 6.1 the average value of measured for our standard sample, as well as the best-fit slope, dðtÞ=dt h i . In x 6.2 we describe how we have calculated the bootstrap errors for the sample properties.
Average and Slope for the Standard Sample
Row 1 of Table 1 shows that the weighted average value of (z) for our standard sample is
where we have calculated each 2 (t)/ 2 (0) from equation (5).
We have used the local value of 2 (0) [or, more precisely, R(0); see eq. (4)] in Table 1 and in equation (17) only to establish the scale. We have not made use of the local measurement of R(0) in either Table 1 or equation (17).
It is conventional to represent cosmological variations of in terms of the average fractional change over the time probed by the sample. In this language, the limit given in equation (17) is
The average look-back time for our standard sample is
Therefore, the characteristic variation of permitted by our standard sample is
The mean (median) redshift for the standard sample is z ¼ 0:37 (z ¼ 0:37). The best-fit value of d= dt can be obtained by fitting the observed values of 2 (t) given in Table 4 of Appendix B to a linear relation, equation (6), with a slope defined by equation (7). Using the slope given in Table 2 , we find for our standard sample
The slope given in equation (21) is obtained using only measurements made on the spectra of the 42 quasars in our standard sample. No independent knowledge of (0) is used. Hence, the limit implied by equation (21) is self-calibrating. Notes.-The table presents in the third column the measured weighted average value of /(0) for our standard sample, as well as the measured average for 17 alternative cuts, defined in x 7.1, on the data. The number of quasar spectra that pass the cuts defining each sample is given in the second column. No alternative sample produces an average value of significantly different from the value obtained for the standard sample.
In row 1 of Tables 1 and 2, we give the best-fit parameters, as well as their uncertainties, that were computed using the bootstrap errors (see discussion of bootstrap errors in x 6.2). In row 2 of Tables 1 and 2, we give the same quantities but this time computed by assuming that all the errors are the same and equal to the average of the formal measuring errors used for the row 1 calculations. The results are essentially the same.
Bootstrap Estimate of Uncertainties
The errors quoted in this section and elsewhere in the paper represent 1 uncertainties calculated using a bootstrap technique with replacement. For readers interested in the details, this is exactly what we did to find the uncertainties in the quantities calculated for the standard sample. We created 10 5 simulated samples by drawing 42 objects at random and with replacement from the real sample. For each of these simulated realizations, we calculate a weighted average of the sample. We then determine the average and the standard deviation from the distribution, which was very well fitted by a Gaussian, of the weighted averages of the 10 5 simulated samples.
We demonstrate in x 7 (cf. rows 1 and 2 of Tables 1 and 2) that the sample averages for the time dependence of are rather insensitive to the estimated sizes of the individual error bars. By construction, the inferred uncertainties only depend on the relative sizes of the assigned error bars in the observed sample. The estimated errors in the standard sample could all be multiplied by an arbitrary scale factor without affecting the final inferred uncertainty for the sample average. Even the relative errors are not very important in the present case because all the errors are rather similar in the standard sample.
RESULTS FOR 18 DIFFERENT SAMPLES
Tables 1 and 2 present the results obtained for 17 samples of quasar spectra in addition to our standard sample. These additional samples were defined by modifying in various ways the selection criteria, described in x 5, that were used to select the standard sample. The last one of the 17 alternate samples shown in Tables 1 and 2 contains a hypothetical data point; this sample includes a local measurement of 2 that is 10 times more accurate than the best currently available local measurement.
The 16 additional data samples in rows 2-17 of Tables 1 and 2 were created from the SDSS data sample using less restrictive selection criteria. The sample presented in row 18 was created in order to determine whether a much improved measurement of R(0) would significantly affect the precision with which the time dependence of can be investigated using O iii measurements.
These additional data samples were created in order to test the robustness of our conclusions regarding the lack of time dependence of , conclusions that are stated in x 6, especially equations (18) and (21).
We answer here the following question: Does the lack of measured time dependence for depend on how we define the data sample? The answer is no. Our conclusions regarding the time dependence of are robust; the conclusions are the same for all the variations we have made on the selection criteria that define the samples.
All of the data samples that appear in equation (7) include only quasar spectra that pass plausible tests; i.e., all of the included results are obtained with high-quality spectra. The reader may be interested to know what the results would be if we calculated 2 (t) for the entire sample of 260 quasars for which the O iii lines are measurable (see discussion at the end of x 5.1.1), regardless of how badly individual spectra fail the quality tests.
If we indiscriminately use all 260 quasar spectra, we find a sample average 2 ðtÞ 2 ð0Þ ¼ 1:00040 AE 0:00026 ðindiscriminate sampleÞ:
If we force the 260 measured values of 2 (t) to fit a linear function of cosmic time, we find 2 Bt ð0Þ ¼ 1:0003 AE 0:0011 . (7) . The values of the intercept 2 Bt;0 and the slope S are both calculated from the quasar measurements summarized in Table 5 . In the table, the value of 2 Bt;0 = 2 ðlocal measureÞ is defined by eq. (5). The time t is calculated from eq. (8) for a universe with the present composition of m ¼ 0:3, Ã ¼ 0:7. and slope S ¼ 0:0003 AE 0:0040. The slope S is defined by equation (7). We calculate the uncertainties for this indiscriminate sample using unweighted bootstrap errors (cf. x 6.2). By comparison with the values obtained for samples that pass the quality tests, given in Tables 1 and 2, we see that the errors are about 4 times larger for the indiscriminate sample although the results are in satisfactory agreement with the values obtained using only spectra that pass plausible tests.
We begin in x 7.1 by describing the 17 samples, all of which pass some set of quality tests, that we have studied in addition to the standard sample. We discuss in x 7.2 the numerical results obtained for the alternative samples.
Definitions of Alternative Samples
In this section we describe briefly how the 17 nonstandard data samples were determined. In the comments below we only state how the defining criteria are changed for the alternative samples. For each alternative sample, each test discussed in x 5 that is not mentioned explicitly below has been used in selecting the alternative sample. The descriptions are ordered in the same way as the samples appear in Tables 1 and 2: Unweighted errors.-This sample is created from the data of the standard sample by artificially setting all of the errors to be equal.
Strict H limit.-The H limit used in defining this sample is twice as strict as for the standard sample. The area under the H emission line is required to be less than or equal to the area under the [O iii] k5007 line. This stronger requirement removes 14 of the 42 quasars in the standard sample.
Signal-to-noise ratio of 10 : 1.-For our standard sample we require that the area under the k5007 emission be measured to an accuracy of 5%, corresponding to a signal-to-noise ratio of 20 : 1. We relax this signal-to-noise ratio criterion to 10 : 1 for this alternative, which increases the standard sample by an additional nine quasars.
11-point K-S test.-Eleven points centered on the peaks of the [O iii] kk4959 and 4007 lines are used in carrying out the K-S test, instead of the seven points used in defining the standard sample. This change in the number of points used increases the sample size by more than 50%, from 42 to 68 quasars.
Equivalent widths rather than areas.-It is common in astronomy to describe emission lines in terms of equivalent width, the number of angstroms of continuum flux that is equal to the total flux in an emission line. We have required for this alternative sample that the uncertainty in the measured equivalent width of the k5007 line be no more than 5%, i.e., that the signal-to-noise ratio of the measured equivalent width be 20 : 1. For the standard sample, the 20 : 1 requirement is made on the area under the emission line, not on the equivalent width. Replacing the requirement on the accuracy of the measurement of the area under the k5007 emission line by a requirement on the equivalent width removes one of the 42 quasars from our standard sample. We note that the average (median) equivalent width of the k5007 line in the standard sample is 68 Å (57 Å ).
2 instead of K-S.-For this sample, we replaced the K-S test with a 2 test. We used the 20 pixel region of the spectrum centered on the expected position of the k4959 line and compared the shape of this line with the best-fit shifted and rescaled shape of the k5007 line. We require that 2 per degree of freedom be less than 1. We obtain a total sample size of 35 if we use the 2 test instead of the K-S test.
Omit K-S test.-We now describe the results of eliminating, one at a time, each one of our criteria for inclusion in the standard sample. Our most stringent test is the K-S test. If we omit this test entirely, the alternative sample is increased by 28 objects to a total sample of 70 quasars. This is the largest sample we consider.
Omit peak lineup.-The requirement that the peaks of the kk5007 and 4959 lines line up within one pixel may occasionally eliminate some good spectra. We have omitted the lining-up requirement, which increases the standard sample by an additional 10 quasars.
Omit H test.-For the standard sample, we have placed a stringent requirement on the possible H contamination. If we omit the H test entirely, the sample is increased by three quasars.
Omit signal-to-noise ratio test.-We omit entirely the signalto-noise ratio test, increasing the sample by 12 additional objects.
Remove worst outlier.-We remove from the standard sample the quasar that has a value of 2 that differs the most from the average value of 2 within the standard sample. This object is 3.8 from the standard sample average.
Require z < 0:3632.-We split the standard sample into two equal parts in order to test whether 2 is the same in the lowand the high-redshift halves of the sample. This sample is the low-Z half of the standard sample.
Require z > 0:3632.-This is the high-redshift half of the standard sample. m ¼ 1:0, Ã ¼ 0:0.-To test for the sensitivity of our results to our assumptions regarding cosmological parameters, we recalculated all quantities using cosmological times appropriate for an extreme universe with m ¼ 1:0, Ã ¼ 0:0. m ¼ 0:0, Ã ¼ 1:0.-We also analyzed the data using the extreme cosmological parameters m ¼ 0:0, Ã ¼ 1:0.
Add R(0) and (0).-We added to the standard sample the local measurement summarized in equations (2)-(4).
Add R(0) and 0.1(0).-This sample is hypothetical. We supposed that the accuracy of the local measurement could be improved by a factor of 10. The purpose of studying this sample was to investigate whether a better local measurement would improve the overall accuracy of the determination of the time dependence of .
We have not considered samples in which a precise external value of is introduced, a value of determined by measurements that do not involve the O iii emission lines. In order to use external values of , we would need to rely on an extremely accurate theoretical calculation of the fine-structure splitting for the two O iii lines. This reliance would depart from the empirical approach we have adopted; it would subject our analysis to some of the same concerns that we express in x 8 with respect to the many-multiplet method. We limit ourselves to considering ratios of O iii wavelengths (see eqs.
[1] and [5]), since many recognized systematic uncertainties (and perhaps also some unrecognized uncertainties) are avoided in this way.
Numerical Results for Alternate Samples
We discuss in this subsection the numerical results for the 17 alternative samples, including their average values (x 7.2.1), their slopes (x 7.2.2), the influence of R(0) (x 7.2.3), and the insensitivity of the sample errors to the estimates of the errors for individual measurements of 2 (x 7.2.4). Table 1 shows that all of the samples we have considered yield average values for 2 that lie within the range h i ð0Þ ¼ 1:00007 þ0:00044 À0:00016 ;
Average Values
where the fiducial value of 2 = 2 ð0Þ ¼ 1:00007 was chosen because it is the average value for the standard sample. Since the calculated errors on the average of each sample are between AE0.0001 and AE 0.0002, it is clear from equation (23) that all of the samples shown in Table 1 give consistent values for h i=ð0Þ.
The results given in Table 1 are all consistent with a finestructure constant that does not vary with time. The characteristic variation permitted is Á= t h i ¼ ð2 AE 4Þ Â 10 À14 yr À1 (see eq. [20]). Table 2 gives the best-fitting slopes, S, for an assumed linear dependence of 2 (t) on t. All of the slopes are consistent with zero within 2 . There is no significant evidence for a time dependence of in any of the samples we have considered. Using the quoted value of H 0 to convert the slopes, S, given in Table 2 to time derivatives [and including the factor of 2 that relates the slopes of 2 (t) and (t)], we conclude that (cf. eq. [21]) The various samples for which results are given in the first 16 rows of Tables 1 and 2 do not include any local measurements of R (cf. eq. [1]). The last two rows of Tables 1 and  2 contain an additional data point representing the local value of R(0), as presented in equation (4).
Slopes
We see from rows 17 and 18 of Tables 1 and 2 that adding the local value of R(0) does not change significantly either the sample average of R(0) or the slope describing the time dependence. Even if one assumes, as was done in constructing row 18 of Tables 1 and 2, that the uncertainty in the local value of R(0) could be reduced by a factor of 10, there would still not be a significant impact on the accuracy with which the time dependence of 2 would be known. The existing error on R(0) is already much less than the other errors that enter our analysis.
Errors
The bootstrap method that we have used to calculate the errors is insensitive to the average size of the errors made in individual measurements of 2 and depends only weakly on the relative errors (see the discussion of bootstrap errors in x 6). The robustness of the bootstrap errors can be seen most clearly by comparing the results for rows 1 and 2 in Tables 1 and 2. In row 1, the bootstrap uncertainty was estimated for the standard sample making use, in computing an average for each of the 10 5 simulated samples, of the actual errors determined from our individual measurements. In row 2, the bootstrap uncertainty was estimated by assuming that the errors on all measurements were identical. The results shown in rows 1 and 2 of Tables 1 and 2 are essentially identical for both the sample average and the time dependence of .
COMPARISON OF O iii METHOD WITH MANY-MULTIPLET METHOD
In this section we compare the O iii emission line method for studying the time dependence of the fine-structure constant with what has been called the many-multiplet method. The many-multiplet method is an extension of, or a variant on, previous absorption-line studies of the time dependence of . We single out the many-multiplet method for special discussion since among all the studies done so far on the time dependence of the fine-structure constant, only the results obtained with the many-multiplet method yield statistically significant evidence for a time dependence. All of the other studies, including precision terrestrial laboratory measurements (see references in Uzan 2003) and previous investigations using quasar absorption lines (see Wolfe et al. 1976; Levshakov 1994; Potekhin & Varshalovich1994; Cowie&Songaila1995; Ivanchiketal.1999) or AGN emission lines (Savedoff 1956; , are consistent with a value of that is independent of cosmic time. The upper limits that have been obtained in the most precise of these previous absorption-line studies are generally Á=ð0Þ j j< 2 Â 10 À4 , although Murphy et al. (2001c) have given a limit that is 10 times more restrictive. None of the previous absorption-line studies have the sensitivity that has been claimed for the many-multiplet method.
We first describe in x 8.1 the salient features of the manymultiplet method. Then in x 8.2 we compare and contrast the many-multiplet method for measuring the time dependence of with the O iii method.
The Many-Multiplet Method
In the last several years, a number of papers have discussed the many-multiplet method for determining the time dependence of using quasar absorption line spectra (see Dzuba et al. 1999a Dzuba et al. , 1999b Webb et al. 1999 Webb et al. , 2002 Murphy et al. 2001a Murphy et al. , 2001b and references therein). Because the manymultiplet method uses many atomic transitions from different multiplets in different ionization stages and in different atomic species, some of the transitions having large relativistic corrections, the many-multiplet method has a potential sensitivity that is greater than the sensitivity that has been achieved with the O iii method or any other astronomical method. The many-multiplet collaboration has inferred a change in with cosmic epoch, Á=ð0Þ ¼ ðÀ0:7 AE 0:2Þ Â 10 À5 , over a redshift range from z ¼ 0:2 to 3.5 (see especially Murphy et al. 2001a , 2001b , Webb et al. 2002 , and references cited earlier in this paragraph).
The many-multiplet method compares the measured wavelengths of absorption (not emission) lines seen in quasar spectra with the measured or computed laboratory wavelengths of the same lines. Lines from the ions Mg i, Mg ii, Al ii, Si ii, Cr ii, Fe ii, Ni ii, and Zn ii are used (see Table 1 of Murphy et al. 2001b ). In addition, different multiplets from the same ion are used. The lower redshift (smaller look-back time) results are based on measurements made using Mg i, Mg ii, and Fe ii, while the higher redshift results use lines observed from Al ii, Al iii, Si ii, Cr ii, Ni ii, and Zn ii.
In order to increase the measuring precision, the manymultiplet method (see Murphy et al. 2001b ) '': : : is based on measuring the wavelength separation between the resonance transitions of different ionic species with no restriction on the multiplet to which the transitions belong.'' As emphasized by Murphy et al. (2001b) , the absolute laboratory values of the wavelengths of many individual transitions must be precisely known from terrestrial experiments and measured precisely in the quasar spectra in order to reach a higher precision than is possible by measuring the ratios of fine-structure splittings to average wavelengths. In the O iii method, as well as in the many applications of doublet splittings of absorption lines that originate on a single ground state, the relativistic terms appear only in the relatively small fine-structure splittings of the excited states of the atoms. The many-multiplet method utilizes the fact that atomic ground states have larger relativistic, i.e., 4 , contributions to their energies than do excited states. Instead of concentrating on splittings, in which the ground-state contributions cancel out, the many-multiplet method requires and makes use of the measurement of individual wavelengths.
Sophisticated theoretical atomic physics calculations are required in order to determine how changing the value of affects the wavelengths of the different transitions employed in the many-multiplet method. In particular, one must calculate the derivatives of the transition wavelengths with respect to 2 . Therefore, Dzuba et al. (1999a Dzuba et al. ( , 1999b have developed new theoretical tools to calculate the relativistic shift for each transition of interest. They use a relativistic Hartree-Fock method to construct a basis set of one-electron orbitals and a configuration interaction method to obtain the many-electron wave function of valence electrons. Correlations between core and valence electrons are included by means of many-body perturbation theory.
The known systematic uncertainties have been discussed extensively in a series of papers by the originators of the many-multiplet method. These comprehensive and impressive studies cover many different topics. It is far beyond the scope of this article to discuss in detail the systematic uncertainties and the accuracy obtainable with the many-multiplet method. The reader is referred to an excellent presentation of the manymultiplet method in a series of published papers (see especially Murphy et al. 2001a , as well as Dzuba et al. 1999a , 1999b Webb et al. 1999 Webb et al. , 2002 Murphy et al. 2001b ; see also the recent preprint by Webb et al. 2003) .
Contrasts between the O iii Method and the Many-Multiplet Method
In this subsection we compare briefly some practical consequences of two strategies for measuring the time dependence of , the O iii method and the many-multiplet method. In the papers by the many-multiplet collaboration, there are extensive discussions of the advantages of that method, so we will not repeat their arguments here. The reader is referred to the original papers of the many-multiplet group for an eloquent description of the virtues of their method (Dzuba et al. 1999a (Dzuba et al. , 1999b Webb et al. 1999 Webb et al. , 2002 Murphy et al. 2001a Murphy et al. , 2001b . Table 3 shows a schematic outline of the differences between the two methods.
Ions, Transitions, Multiplets
For the O iii method, only one ion with one pair of transitions from the same multiplet is used.
For the many-multiplet method, one uses many lines from many multiplets arising from ions with different atomic numbers and abundances (and in some cases different ionization stages). At the high redshifts for which the manymultiplet collaboration has reported a slightly smaller value of the fine-structure constant, the many-multiplet sample contains about 2 times as many lines in about 0.5 as many quasar spectra as we include in our standard sample (cf. Table 1 of Murphy et al. 2001a with Table 4 of this paper). The quoted error of the many-multiplet collaboration is typically 2 orders of magnitude smaller than our quoted error. Murphy et al. (2001b) have stressed that for the manymultiplet method ''the central assumption in the analysis is that the velocity structure seen in one ion corresponds exactly to that seen in any other ion. That is, we assume that there is negligible proper motion between corresponding velocity components of all ionic species.'' No such assumption is required for the O iii method.
Thus, the many-multiplet technique requires that, for each absorption-line redshift, the likelihood function be maximized with respect to a set of velocity structures (velocity profiles) that represent the different individual cloud velocities that contribute to each of the absorption lines. The number of velocity components and their relative velocities are not known a priori and must be solved for in the maximization process. Typically, five or more independent cloud velocities are required to fit the data. In their first paper suggesting a time-dependent fine-structure constant, the many-multiplet collaboration noted conservatively that an anomaly in their data might be explained by '': : : additional undiscovered velocity components in the absorbing gas'' (Webb et al. 1999) .
How nearly identical do the line profiles have to be in order not to produce an apparent variation of when none is present? How large would the difference between velocity profiles (relative component intensities) have to be in order to mimic with a constant value of the effect observed by the manymultiplet collaboration? We can make an approximate estimate of the required velocity difference between different ions by considering a simplified model in which only two lines from two different ions are observed, e.g., one line from Cr ii and one line from Fe ii. Using a formalism similar to that described by Murphy et al. (2001b) , we write the frequency of line i that is observed as an absorption line originating at redshift z as
where x 2 ðzÞ= 2 ð0Þ À 1 $ 2ðÁ=Þ and qðiÞ ¼ ð1 þ zÞ À1 @! z ðiÞ=@x. In terms of the quantities q 1 and q 2 given in Table 1 of Murphy et al. (2001b) , q % q 1 þ 2q 2 . The equations for absorption lines 1 and 2 that correspond to equation (25) can be solved simultaneously for x, which measures the difference between (0) and (z). One finds
If is a constant and the sources of the two absorption lines have identical velocity structures as assumed in the manymultiplet method, then ! z ð1Þ ¼ ð1 þ zÞ! 0 ð1Þ and ! z ð2Þ ¼ ð1 þ zÞ! 0 ð2Þ, and equation (26) yields x 0. Now suppose that we keep Á= ¼ 0 but allow one of the ions to have a nonzero velocity v with respect to the other ions, i.e.,
Then if one solves equation (26) for the best-fit value of x, or Á / , one finds an apparent value for Á/ of
Thus, if one ignores the presence of the relative velocity, v, between the different ions that produce the two absorption lines and solves for the best-fit value of x, one finds, as shown in equation (28), an apparently nonzero value of Á/ even though by hypothesis was set equal to a constant.
We can invert equation (28) and solve for the magnitude of the relative velocity v that is required to produce an apparent variation in Á= ¼ À7 Â 10 À6 (see Murphy et al. 2001b ) even if one is not present. We consider as examples the strongest absorption lines of Fe ii (k ¼ 2382:7 Å , q ¼ 1638 cm À1 ), Cr ii (k ¼ 2056:3 Å , q ¼ À1056 cm À1 ), and Mg ii (k ¼ 2796:4 Å , q ¼ 211 cm À1 ), where we have taken the values of k and q from Table 1 of Murphy et al. (2001b) . Since all of these lines have comparable wavelengths, they could all appear in the same sample of observed absorption lines.
For all three pairwise combinations of the Fe ii, Cr ii, and Mg ii lines, we find, using equation (28), that the relative velocity v is related to the apparent change in by the equation
Thus, a relative velocity between a pair of the absorbing ions as small as $0.2 km s À1 could give rise to the apparent change in claimed by the many-multiplet collaboration. The characteristic range of absorption velocities included within a single absorption system is 3 orders of magnitude larger, i.e., of order 2 Â 10 3 km s À1 . Webb et al. (2003) have argued that any effect due to the difference i2n velocity profiles (velocity structures) of ions from different elements will average out if a large number of QSO absorption systems (or different sight lines) are included in the sample. Are there enough sight lines available for this averaging to work to the required accuracy?
There are four ions with a large sensitivity to 2 that are listed in Table 1 of Murphy et al. (2001b) ; these ions are Zn ii (two potentially identifiable absorption lines), Cr ii (three potential lines), Fe ii (seven potential lines), and Ni ii (three potential lines). Of the 21 high-redshift absorption-line systems listed in Table 2 of Murphy et al. (2001b) , all five of the Zn ii and Cr ii lines are identified in four separate absorption complexes. In three of these systems, all eight of the potentially observable strong Ni ii, Zn ii, and Cr ii lines are identified.
It seems reasonable to wonder if these several very plausible absorption-line systems constitute a sufficiently large number of very reliably identified systems, systems in which all of the potentially observable strong lines are detected (cf. discussion of line identifications in x 8.2.3), for random effects to average out to an accuracy of 0.2 km s À1 over a velocity range of more than 10 2 km s À1 .
The many-multiplet assumption that all ions have the same velocity profile may be testable directly by different groups using very high resolution absorption-line spectroscopy (resolution 10 5 or better) on relatively bright quasars. If the assumption of essentially identical line profiles is correct, one would expect that all absorption lines measured by the many-multiplet collaboration at a given redshift would be proportionally represented in all subclouds. Since absorption structures break up at high resolution into many clouds (see Bahcall 1975 or almost any modern high-resolution spectroscopic study of quasar absorption line spectra), one can compare the relative strengths of the Mg i, Mg ii, Al ii, Si ii, Cr ii, Fe ii, Ni ii, and Zn ii lines in different subclouds. One might possibly be able to use the different measured line strengths to construct composite line profiles for different ions. For the O iii method, we consider only strong O iii emission lines, lines that can easily be recognized by a computer (or by a human eye). We include only O iii lines that have a high signal-to-noise ratio, at least 20 : 1 (see x 5.5). In our standard sample, the average (median) equivalent width of the k5007 line is 68 Å (57 Å ). The interested reader can inspect the reduced spectra for all of the quasars in our standard sample; the spectra are available on-line (see footnote 3).
There is no significant chance that the O iii lines will be misidentified or strongly blended. There is no other pair of strong emission lines in the relevant part of quasar (or galaxy) spectra (Vanden Berk et al. 2001) . We algorithmically exclude spectra in which the H line is sufficiently strong to possibly contaminate the measurement of the wavelengths of the kk5007 and 4959 lines. For the many-multiplet method, line identifications could be a source of previously unrecognized systematic uncertainties.
FINE-STRUCTURE CONSTANT
In the only many-multiplet sample for which some of the identifications can be checked (see Table 4 of Murphy et al. 2001b ), there is an example in which the weaker line of the Al iii doublet (k1854.7, f ¼ 0:6; k1862.8, f ¼ 0:3) is reported to be present but the stronger line of the Al iii doublet is not observed (see in Table 4 the entry for QSO 2359À09 at z abs ¼ 2:154). There are also three examples in which the weakest line of the Cr ii triplet (k2056.3, f ¼ 0:11; k2062.2, f ¼ 0:08; k2066.2, f ¼ 0:05) is reported as identified while the two stronger lines of the Cr ii triplet are not observed (see in Table 4 the entries for QSO 0201+37 at z abs ¼ 1:956 and 2.462 and QSO 1759+75 at z abs ¼ 2:625).
These seemingly unphysical identifications raise questions regarding the validity of the identification procedures used by the many-multiplet collaboration. The identification software with which we are familiar automatically rejects cases in which the weaker (or weakest) line in a multiplet is identified in the absence of the strong lines (see, e.g., Bahcall 1968 or Bahcall et al. 1993 , 1996 . In all of the cases cited in the previous paragraph, we can verify from Table 4 of Murphy et al. (2001b) that the missing strong lines are in the observed region of the spectrum since observed lines are reported at wavelengths above and below the missing lines.
Line identification codes for quasar absorption lines are necessarily complicated and the logic of how different lines are identified depends on, among other things, the decision tree used when multiple identifications are possible (e.g., at different redshifts) for the same absorption lines, the confidence level at which one makes the line identifications, the assumed standard lines, the physical assumptions that one makes about the absorbers (e.g., chemical composition and ionization state), as well as the signal-to-noise ratio of each spectrum, and the richness of the absorption-line spectrum (for a discussion of some of these complications see, e.g., the discussion of the first absorption-line code in Bahcall 1968 and also Bahcall et al. 1993 Bahcall et al. , 1996 .
The many-multiplet collaboration has not described in any detail their logic for their reported identifications, the decision tree that was used, the confidence level that was adopted, the assumed standard lines and the chemical composition, or the physical assumptions. The detailed spectra have also not been published. It is therefore not possible to assess how large a contribution the misidentification of lines could be to the systematic uncertainty in the evaluation of (z) by the manymultiplet collaboration. However, the fact noted above that the identification procedure used by the many-multiplet collaboration results in weak lines being identified while stronger lines in the same multiplet are not observed suggests that the systematic uncertainty due to misidentifications might be significant.
Theory
For the O iii method, only general theoretical considerations are required to determine the dependence of on the measured quantity. All that is needed is the recognition that the fine-structure splitting is smaller than the nonrelativistic atomic energy by a quantity that is proportional to 2 . As explained in x 2, the time dependence of 2 (t) can be determined by measuring the ratio of the difference of two wavelengths divided by their sum (see eq.
[5]).
The situation is different for the many-multiplet method. Sophisticated many-body relativistic calculations (Dzuba et al. 1999a (Dzuba et al. , 1999b , including electronic correlations, are required in order to determine the way the measured wavelengths depend on for the many different lines used in the manymultiplet method.
Wavelength Measurements
The O iii method only makes use of the difference and the ratio of wavelengths, while the many-multiplet method requires knowing accurately the individual values of the wavelengths for all the transitions that are used. Some systematic uncertainties that are important if one uses the individual values of the wavelengths (needed for the many-multiplet method) cancel out when one considers only ratios of wavelengths (as appropriate for the O iii method).
For the O iii method, we have achieved a sample average accuracy for the wavelength splitting of 0.01 Å , corresponding to an accuracy of individual measurements of about 0.07 Å . This accuracy corresponds to individual measurement errors of slightly better than a tenth of a pixel, which is a relatively modest precision for the high signal-to-noise spectra we have used.
The many-multiplet method requires more precise wavelength measurements. However, a precise estimate of the required accuracy can only be made by the many-multiplet collaboration since the collaboration has not published the detailed data required to make an accurate calculation. These data include the number of lines and the average relativistic splitting that were measured in each absorption system shown in, e.g., Figure 3 of Murphy et al. (2001b) .
Full Disclosure
All of the spectra we use in measuring the O iii lines are available in the SDSS EDR (see Schneider et al. 2002 ; see also Richards et al. 2002) . We describe in detail in xx 2-5 how our measurements were made. Table 5 lists all of the quasars that passed at least three of the four standard tests we have used.
Reduced spectra of the region around the O iii emission lines are available publicly for all quasars that are included in our standard sample. The O iii lines stand out clearly (to visual inspection or to algorithmic selection). The spectra can be downloaded from the World Wide Web (see footnote 3).
The situation is more complex for the many-multiplet method. Not all of the spectra are publicly available. The line identifications depend on many assumptions (see discussion in x 8.2.3 and in Bahcall 1968 and Bahcall et al. 1993 , 1996 . One must decide whether a given set of lines is, e.g., Zn ii at one redshift or a combination of lines from different ions at different redshifts. Using spectra taken over a large redshift range (0:2 < z < 3:7) with different telescopes, full disclosure under these circumstances would be an enormous task. Consistent with this difficulty, the detailed reduced spectra have not been made public by the many-multiplet collaboration and, for example, the justifications for the line identifications of less abundant ions like Cr ii, Ni ii, and Zn ii are not given explicitly.
If full disclosure for the many-multiplet method is not feasible, what would be necessary for an outside researcher to form some impression of the validity of the line identifications? One would want to see a published list of all of the absorption lines measured in each quasar spectrum with a quantitative assessment of the strength and reliability of each line. Then one would like to know what was the complete set of standard (unredshifted) absorption lines used to make identifications. Next, one would like to see for all the absorption lines, not just those with high sensitivity to 2 , the suggested absorption-line identifications. One would like to answer elementary questions like the following: Are the theoretically strongest lines identified with the observed strongest lines? Are there alternative identifications at different redshifts? Finally, one would like to see the results of Monte Carlo simulations that address the issues of nonuniqueness of line identifications. Given the importance of the subject, it seems to us that this degree of disclosure, which was exceeded, for example, in the Key Project for quasar absorption lines (e.g., Bahcall et al. 1993 Bahcall et al. , 1996 Jannuzi et al. 1998) , is justified although it would require considerable additional effort.
DISCUSSION
We use the strong nebular lines of O iii, kk5007 and 4959, to establish an upper limit to the time dependence of the finestructure constant, À1 ðd=dtÞ < 2 Â 10 À13 yr À1 (see eq.
[24]). The limit is essentially the same for all 17 variations of the selection criteria for the sample that we have analyzed. Even if we use all of the 260 spectra in which the O iii lines are measurable, omitting all quality cuts on the data, we obtain results for ðtÞ h i=ð0Þ and À1 ðd=dtÞ that are consistent with the results obtained for our standard sample with four standard quality cuts on the data. Of course, for the ''indiscriminate'' sample with a total of 260 spectra, the estimated uncertainty is larger than for the smaller standard (purified) sample (compare eq. [22] with eq. [17]).
The lack of a measurable time dependence can be seen visually in Figure 7 . We have used spectra from the EDR (Schneider et al. 2002) of the SDSS.
The reduced spectra for the 42 quasars in our standard sample are available publicly on-line (see footnote 3). The O iii lines stand out strongly in all spectra that we measure.
The upper limit derived here on the change of (t) over a characteristic time of 4 Â 10 9 yr (see eq. [19]) is robust. We present in x 7 and in Tables 1 and 2 results for 17 different algorithms for determining the average value, and the rate of change, of during the cosmic epoch explored. The results for all the samples we have considered are in agreement.
Depending on the algorithm adopted for selecting the sample, the sample size varies from a minimum of 28 quasars to a maximum of 70 quasars, with 42 quasars in our standard sample (see Tables 1 and 2) . Essentially identical results are obtained if one uses a weighted or unweighted average of the measurements, adopts a more stringent restriction on the strength of possibly contaminating H emissions, relaxes the signal-to-noise ratio requirement, omits or changes the way the K-S test is applied, omits each of the other three defining selection criteria, considers equivalent widths rather than area under the O iii emission lines, removes the most distant outlier, compares measurements made for low and high redshifts, adopts an extreme cosmology, or includes the result for a local measurement of .
The principal results for the O iii method are independent of the precise value of the fine-structure constant at the present epoch. No assumption was made about the precise value of 2 (0) in deriving the numerical constraints on the time dependence of that are presented in the first 16 rows (samples) of Tables 1 and 2. The results given in the first 16 rows of the tables and in equation (21) depend only on measurements of the ratio of 2 (t)/ 2 (0). If one is only interested in whether or not 2 (t)/ 2 (0) is time dependent, it does not matter what constant value one assumes for 2 (0). In this sense, the O iii method is self-calibrating.
As a by-product of the measurements performed here, we derived in x 4.1 a precise value, 2:99 AE 0:02, for the ratio of the photon fluxes corresponding to the kk5007 and 4959 lines. Thus, the ratio of the Einstein A-coefficients for the two lines is A k5007 ð Þ=A k4959 ð Þ¼2:99 AE 0:02. Our measured value for A(k5007)/A(k4959) is in good agreement with previous theoretical estimates, which provides some support for the validity of the measurements that we have made. However, our measurement of A(k5007)/A(k4959) is more accurate than the previous theoretical estimates.
Over the immense cosmic time interval explored using the [O iii] emission lines, the fractional change in is small, Á=ð0Þ ¼ ð0:7 AE 1:4Þ Â 10 À4 . This null result is consistent with all the measurements that we know about from other methods (Savedoff 1956; Wolfe et al. 1976; Levshakov 1994; Potekhin & Varshalovich 1994; Cowie & Songaila 1995; Ivanchik et al. 1999; Uzan 2003) , including other measurements of quasar absorption line spectra and terrestrial laboratory measurements. Only the recent results that were obtained using the manymultiplet method suggest a nonzero time dependence for ; the suggested rate of change is consistent with the previous and present null results for astronomical measurements. The many-multiplet collaboration concludes in published papers that Á=ð0Þ ¼ ðÀ0:7 AE 0:4Þ Â 10 À5 over the redshift range of 0.5-3.5 (Murphy et al. 2001b ; see also Dzuba et al. 1999a Dzuba et al. , 1999b Webb et al. 1999 Webb et al. , 2002 Murphy et al. 2001a) . Table 3 and x 8 compare the O iii and the many-multiplet methods. The O iii method is simpler and less subject to systematic uncertainties, but the many-multiplet method has the advantage of greater potential precision since one considers many more transitions. As explained in x 8, the higher precision claimed for the many-multiplet method comes at a price, namely, (1) the necessity for assuming that the line profiles of different ions are identical even though the lines are formed in a number of different clouds, and (2) the possible misidentification of absorption features with absorption redshifts that are not known a priori. However, nothing that we have said in this paper contradicts the claims by the many-multiplet collaboration to have measured a time dependence at a level of sensitivity well below what is currently obtainable with the O iii method. We have not found, nor even looked for, an error in the analysis of the many-multiplet collaboration, although we have listed some concerns in x 8. The assumption by the many-multiplet collaboration that the velocity profiles (velocity structures) of different ions are the same may be testable with independent, very high resolution spectra of relatively bright quasars (see discussion in x 8.2.2).
The many-multiplet collaboration finds a small, nonzero but approximately constant value for Á / (0) above redshifts of about unity. The effect reported by the many-multiplet collaboration is 1.5 orders of magnitude smaller than the upper limit obtained in this paper using the Early Release SDSS data. We believe that, for the O iii method, statistical errors dominate the uncertainty in the current measurements. We would like to improve the result given in this paper by using much larger quasar samples from the SDSS and 2dF surveys, when they become publicly available. The accuracy of the O iii results can also be improved by using higher resolution spectra obtained with large telescopes.
Note added in manuscript.-Since this paper was written, many more quasar spectra have become available from the SDSS Data Release One (DR1) sample (see Schneider et al. 2003) . We have analyzed this much larger sample of quasars using exactly the same technique as described in the main body of the present paper. We present our results for the SDSS DR1 sample in Appendix C. The results obtained from the SDSS EDR and the SDSS DR1 samples are in good agreement with each other, but the inferences from the DR1 sample have smaller errors (consistent with what is expected statistically from the larger number of quasars included in the DR1 sample).
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APPENDIX A IS R(t) PROPORTIONAL TO 2 (t )?
The principal assumption made in the text is that the difference in wavelengths divided by their sum is proportional to the finestructure constant squared. For simplicity of description, we have proceeded as if the numerator of R(t) (see eq. [A4]) were proportional to 4 and the denominator were proportional to 2 , so that their ratio was proportional to 2 . In fact, we know that there are both 2 and 4 terms (nonrelativistic and relativistic terms) in the denominator.
How does the presence of both 4 and 2 terms in the denominator of R(t) (see eq.
[1]) affect the slope, S (see eq.
[7]), which represents the linear time dependence of 2 (t)? We answer this question in this appendix.
Let the shorter wavelength, higher frequency transition be denoted by 1 . Then we can write
where 0 ( / 2 ) is the nonrelativistic atomic energy difference and the relativistic terms, including the spin-orbit interaction, are represented by B 1 2 . Similarly, for the longer wavelength, lower frequency transition we can write
The measured fine-structure splitting, ðÁÞ Bne structure , satisfies the relation
In principle, we could use relativistic Hartree-Fock calculations to estimate the values of B 1 and B 2 . We prefer not to use theoretical calculations that could have an unknown systematic error and instead rely on measured wavelengths only. This empiricism results in a small ambiguity in the meaning of any time dependence that is ultimately measured. However, as we shall now show, this ambiguity is numerically unimportant. The quantity we use to measure 2 (t)/ 2 (0) is (cf. eq. [1])
RðtÞ
Rð0Þ ¼ k 2 ðtÞ À k 1 ðtÞ k 2 ðtÞ þ k 1 ðtÞ ! k 2 ð0Þ þ k 1 ð0Þ
Substituting equations (A1) and (A2) into equation (A4) and carrying out the straightforward algebra, we find
where the slope S is defined by equation (7). Let Á be the energy difference corresponding to the wavelength splitting of 47.93 Å (cf. Fig. 1 ). Then one can easily see that if 2 < 0 < 1 , then
If 0 does not satisfy the above inequality, then B 1 þ B 2 ð Þ 2 ð0Þ=2 can be of order 0.01.
In all cases, the presence of both 2 and 4 terms in the denominator of R(t) only changes the interpretation of the slope S by a negligible amount. The next higher order terms in the atomic energies (or frequencies), which arise from the Lamb shift, change the interpretation of S by less than 1%.
APPENDIX B

DATA TABLES
In this appendix we present data tables that may be of interest to the specialist. Table 4 presents the measurements of and A, as well as the inferred value of 100 Â R / 2 / 2 (0) (see eqs.
[4] and [5]), for the standard sample of 42 quasars. Table 5 presents, for all 95 quasars that passed at least three of the four standard selection tests, the tests that each quasar passed and the measured values of and A. Table 6 lists the SDSS name and an alternative catalog name for quasars we have studied that have been previously listed in other catalogs. Notes.
- Table 5 includes all SDSS EDR quasars that passed at least three of the four standard tests described in x 5. The table shows which of the four tests the quasar passed. The tests (a)-(d), refer, respectively, to the K-S test, lining up the peaks of the two [O iii] emission lines, the H contamination, and the signal-to-noise ratio of the lines. The quantity is defined by eq. (15), and A is the ratio of the intensity of the k5007 line to the intensity of the k4959 line. Quasars marked with an asterisk have an alternative catalog name listed in Table 6.   TABLE 6 Alternative Names [HB89] 2349À014
SDSS
Note.-The table lists the SDSS name and an alternative catalog name for the 95 SDSS quasars that passed at least three of the four standard tests described in x 5 and that have been previously listed in other catalogs.
APPENDIX C
ANALYSIS OF THE SDSS DATA RELEASE ONE SAMPLE
In this appendix we present additional results for quasars from the SDSS DR1 (Schneider et al. 2003) . We selected quasar spectra from the DR1 sample using the procedure that we described in x 5.1.1 and applied earlier to the EDR sample. There are 3429 quasar spectra in the DR1 sample (702 in the EDR sample) that potentially have measurable O iii emission lines, of which 1700 (260 in EDR) have lines suitable for precision mission (i.e., pass the ''preliminary filtering'' described in x 5.1.1). A total of 431 quasars in the DR1 sample (105 in the EDR sample) pass three of the four standard test described in x 5. Finally, 165 quasars in the DR1 sample (42 in the EDR sample) pass all four of the standard tests.
The results for the DR1 sample, presented here in Tables 7 and 8 , are consistent with the results for the SDSS EDR shown in Tables 1 and 2, but the DR1 results have smaller errors as expected from the larger data sample. For example, the standard sample of the DR1 data release has approximately 4 times as many quasar spectra as the EDR standard sample (162 versus 42), and, as expected, the error on the measurement of =ð0Þ h iis about a factor of 2 smaller for the DR1 standard sample than for the EDR standard sample.
All but five of the EDR standard sample of quasars are included in the DR1 standard sample. If we add these five EDR quasars to the 165 DR1 quasars, we obtain a combined EDR plus DR1 standard sample of 170 quasars for which ðzÞ h i ð0Þ
¼ 1:00011 AE 0:00007:
This result is essentially identical to the result found for the DR1 sample alone (see row 1 of Table 7 ). Notes.-This table presents the measured weighted average value of /(0) for the SDSS DR1 sample, as well as the measured average for 17 alternative cuts, defined in x 7.1, on the data. The number of quasar spectra that pass the cuts defining each sample is given in the second column. No alternative subsample of the DR1 sample produces an average value of significantly different from the value obtained for the standard sample of the DR1. For the different subsamples, the values obtained for the DR1 are also in agreement with the values obtained for the EDR SDSS data release.
