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Abstract.
We propose distributed solutions to the problem of Robust Subspace Recovery (RSR). Our
setting assumes a huge dataset in an ad hoc network without a central processor, where each node
has access only to one chunk of the dataset. Furthermore, part of the whole dataset lies around a
low-dimensional subspace and the other part is composed of outliers that lie away from that subspace.
The goal is to recover the underlying subspace for the whole dataset, without transferring the data
itself between the nodes. We first apply the Consensus Based Gradient method to the Geometric
Median Subspace algorithm for RSR. For this purpose, we propose an iterative solution for the
local dual minimization problem and establish its r-linear convergence. We then explain how to
distributedly implement the Reaper and Fast Median Subspace algorithms for RSR. The proposed
algorithms display competitive performance on both synthetic and real data.
Key words. Distributed Algorithms, Consensus-Based Algorithms, Principal Component Anal-
ysis (PCA), Robust Subspace Recovery (RSR), Geometric Median
AMS subject classifications. 68W15, 65K05, 62H25, 90C06
1. Introduction. Distributed computing is a central theme in modern compu-
tation. Its setting includes a system with multiple components, which communicate
and coordinate in order to achieve their common computational goal. A special dis-
tributed setting assumes a central processor, which is connected to all other processors.
This processor contains no data, but has enough memory to handle some computa-
tions, such as averaging communicated estimates. A more general distributed setting
assumes an arbitrarily connected network of processors, among which the data is par-
titioned. Each processor computes a local estimate of the desired output based on
its local data and on estimates passed by its neighbors. Then, it communicates its
estimate to its neighbors. This procedure iterates until convergence.
Some common approaches for solving distributed computing problems are the
diffusion method [12], the Consensus-Based Gradient Ascent (CBGA) [5, 8, 16, 30],
the distributed subgradient method [25,26] and the Consensus Alternating Direction
Method of Multipliers (CADMM) [8, 11, 23, 25, 34]. Some of these algorithms have
been successfully adapted to important applied problems of signal processing and
wireless communications [14, 23, 33, 38]. Various distributed algorithms have been
proposed for the important problem of Principal Component Analysis (PCA) and
related problems, such as the total least squares. Most of them are for centrally-
processed networks [3,21,24,28,29,35], but some of them are for arbitrarily connected
networks [1, 5]. To the best of our knowledge there are no distributed algorithms for
robust versions of PCA.
This work discusses distributed algorithms for Robust Subspace Recovery (RSR)
with arbitrarily connected networks. RSR is an alternative paradigm for PCA that
is more robust to outliers. The underlying problem of RSR assumes data points,
composed of inliers and outliers, where the inliers are well-explained by an affine low-
dimensional subspace and the outliers come from a different model. The goal is to
recover the underlying subspace in the presence of outliers. A careful review of the
problem and its solutions appears in [19].
We first suggest a distributed implementation for the Geometric Median Subspace
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2 VAHAN HUROYAN AND GILAD LERMAN
(GMS) [37] algorithm for RSR, which applies to arbitrarily connected networks. We
propose an iterative algorithm for the local dual problem and establish its r-linear
convergence (defined later in Definition 2). We also propose distributed implemen-
tations for two other RSR algorithms: Reaper [20] and FMS [18]. This is done by
iterative application of distributed PCA. On the other hand, the GMS implementa-
tion does not iterate the distributed scheme and is thus more efficient in terms of the
communication cost. We remark that the theorems for robustness of GMS, Reaper
and FMS carry over to our distributed setting.
The paper is organized as follows: §2 contains a short introduction to CBGA and
its convergence analysis; §3 proposes the distributed CBGA algorithm for GMS and
discusses its various properties; §4 proposes immediate distributed implementations
for the Reaper and FMS algorithms; and §5 concludes with numerical experiments
that test the proposed algorithms for distributed RSR. Appendices A.1 and A.2 use
ideas of §2 to solve the problems of distributed PCA and distributed geometric median.
Appendix A.3 explains how to apply CADMM instead of CBGA for a distributed
version of GMS. Appendix B provides details of proofs of all theoretical statements.
2. Review of Consensus-Based Gradient Ascent (CBGA). The setting of
CBGA [30] assumes a connected network, with K nodes and M edges. It also assumes
a convex set of matrices S ⊆ RD×D and convex functions F1, . . . , FK on S, associated
with the K nodes. The goal is to minimize
∑K
k=1 Fk over S, where each node k
has only access to Fk and may communicate to its neighbors. The consensus-based
formulation of this problem uses local neighborhoods as follows. For 1 ≤ k ≤ K, let
Nk denote the set of all nodes connected (by an edge) to the node k. The desired
problem, minQ∈S
∑K
k=1 Fk(Q), can be computed locally as follows:
(1) min
Q1,...QK∈S
K∑
k=1
Fk(Qk),where Qk = Qq,∀1 ≤ k ≤ K, q ∈ Nk, q < k.
The constraints in the right side of (1) are called consensus constraints. The consensus
constraints have the following formulation by a matrix equation. For 1 ≤ m ≤M , let
em denote the edge indexed by m. We write em = {k, q} whenever em connects the
nodes indexed by k and q. For 1 ≤ k ≤ K and 1 ≤ m ≤ M , Cmk is the following
D ×D matrix
(2) Cmk = cmkI, where cmk =

1, if em = {k, q} and k < q;
−1, if em = {k, q} and q < k;
0, otherwise.
Let C denote the DM ×DK block matrix with blocks {Cmk}M,Km=1,k=1 and let Q¯ =
[QT1 , . . . ,Q
T
K ]
T , then the consensus constraints can be formulated as CQ¯ = 0.
The minimization problem of (1) is inseparable and thus hard to compute in a
distributed setting. That is, one cannot find the exact solution by just computing and
adding results from each node. Instead, one needs to invoke the dual problem, which
we describe next. The Lagrangian for problem (1) is
L(Λ, Q¯) =
K∑
k=1
Fk(Qk) + tr(Λ
TCQ¯),
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where Λ = [ΛT1 , . . . ,Λ
T
M ]
T ∈ RMD×D, and the dual function is
(3) d(Λ) = min
Q¯∈SK
L(Λ, Q¯).
Finally, the dual problem of (1) is
(4) Λˆ = arg max
Λ∈RMD×D
d(Λ).
Recall that strong duality means that the minimizer of (3) with Λˆ found by the
dual problem (4) coincides with the minimizer of (1). In order to solve (3), the CBGA
procedure uses the following separability of the dual function: d(Λ) =
∑K
k=1 dk(Λ),
where
(5) dk(Λ) = min
Qk∈S
(Fk(Qk) + tr(Λ
T
mAk)),
(6) Ak =
∑
m∈Ek
cmkΛ
T
m,
{cmk}M Km=1,k=1 are defined in (2) and Ek denotes the set of all edges that contain the
node k. Such separation gives rise to a distributed solution of (3). In order to solve
(4), the CBGA procedure applies subgradient descent over Λ. According to [6], one
possible subgradient is CQ¯(Λ), where Q¯(Λ) is the solution of (3) for the given Λ.
Moreover, if d(Λ) is differentiable, then CQ¯(Λ) is the gradient. Therefore, the CBGA
algorithm simultaneously solves problems (3) and (4). It starts with an initial guess
of Λ, then solves the separable problem of (3), next uses it for subgradient descent
update of (4), which results in a new value of Λ, and iterates the two main steps until
convergence. The CBGA procedure converges if the following conditions are satisfied
(see [6]): 1. the set H is convex and the functions Fk are convex; 2. strong duality
holds for (1); 3. the subgradients of d(Λ) are uniformly bounded for all values of Λ.
We emphasize that this procedure assumes a solution of the separable problem in (3)
and without such a solution it is inapplicable.
3. Distributed GMS. We review the GMS problem in §3.1, propose a dis-
tributed solution in §3.2, establish convergence guarantees in §3.3 and discuss the
time complexity and possible reduction of the communication cost in §3.4.
3.1. Review of GMS. In order to motivate the GMS algorithm for RSR, we
first review the following convex formulation of PCA for full-rank data due to [37].
Assume that X = {xi}Ni=1 is a dataset of N points in RD, centered at 0 and recall
that the PCA d-subspace is the d-dimensional linear subspace minimizing the sum of
squared residuals. If the dataset X is full rank, then according to Theorem 10 of [37]
the PCA d-subspace is spanned by the bottom d eigenvectors of the following matrix
Qˆ (or equivalently, the top d eigenvectors of −Qˆ):
(7) Qˆ = arg min
Q∈H
∑
x∈X
‖Qx‖2, where H = {Q ∈ SD, tr(Q) = 1}.
Here and throughout the paper SD denotes the set of D-dimensional symmetric ma-
trices, SD+ denotes the set of D-dimensional positive semi-definite matrices and SD++
denotes the set of D-dimensional positive definite matrices.
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The GMS procedure modifies (7) by replacing the squared deviations ‖Qx‖2 in
(7) with the more robust unsquared deviations ‖Qx‖, while smoothing the resulted
objective function around 0 with a parameter δ > 0. The convex minimization prob-
lem of GMS [37] for the dataset X = {xi}Ni=1 ⊂ RD and the regularization parameter
δ is
(8) Q˜ = arg min
Q∈H
F δ(Q),
where H is defined in (7) and
(9) F δ(Q) =
∑
x∈X ,‖Qx‖≥δ
‖Qx‖+
∑
x∈X ,‖Qx‖<δ
(‖Qx‖2
2δ
+
δ
2
)
.
Given a target dimension 1 ≤ d ≤ D − 1, the output of GMS is a d-dimensional
subspace spanned by the bottom d eigenvectors of Q˜ (or the top ones of −Q˜).
Clearly, the objective function in (7) is strictly convex for full-rank data. The
objective function in (9) is strictly convex under the following stronger condition,
which is referred to as the two-subspaces criterion [37]:
Definition 1. A dataset Y satisfies the two-subspaces criterion if
(10) (Y ∩L1) ∪ (Y ∩L2) 6= Y for all D − 1 dimensional subspaces L1,L2 ∈ RD.
When this criterion is satisfied, the unique minimizer of (8) can be computed by a very
simple IRLS procedure (see Algorithm 2 in [37]). If the dataset is not centered, one
may appropriately center it at each iteration of the IRLS procedure. Alternatively and
more commonly, one may initially center the original data by the geometric median.
Zhang and Lerman [37] discuss the conditions under which GMS recovers the
underlying subspace and show that they hold with high probability under a certain
probabilistic model describing inliers and outliers (see §1.3 and §2 of [37]). These
conditions can be non-technically described as follows. First, the inliers need to spread
throughout the whole underlying subspace, that is, they cannot concentrate on a lower
dimensional subspace of the underlying subspace. Second, the outliers need to spread
throughout the complement of the underlying subspace within the ambient space.
Third, the magnitude of outliers needs to be restricted and they may not concentrate
around lines. Zhang and Lerman [37] propose some ways of preprocessing the data
to avoid some restrictions imposed by these conditions (see §5.2 of [37]).
The GMS solution to (9) can be interpreted as a robust inverse covariance esti-
mator. Indeed, the solution to the least-squares problem (7) is a scaled version of the
inverse sample covariance (see Theorem 10 of [37]). The IRLS procedure, which aims
to solve (9), scales the cross products of the sample covariance at each iteration in a
way which may avoid the effect of outliers, and then inverts the resulting matrix or a
regularized version of it.
3.2. Consensus-Based Subgradient Algorithm for Distributed GMS.
We assume a dataset X with {Xk}Kk=1 distributed at K nodes. We further assume
that for 1 ≤ k ≤ K, Xk satisfies the two-subspaces criterion (see Definition (1)),
so they are full rank. For general X1, . . . ,XK which may not satisfy this criterion,
we suggest reducing their dimensions (see e.g., the discussion in §A.1) so that they
are full-rank. In typical cases of noisy inliers concentrated around a subspace, the
preprocessed X1, . . . ,XK with full rank will also satisfy the two-subspaces criterion.
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We follow §2 and solve the minimization problem for the dual function of GMS
in each node, while communicating these solutions via CBGA. Following (5), (8) and
(9), we need to solve at each node the following optimization problem:
(11) dk(Λ) = min
Q∈H
Gδk(Q) for G
δ
k(Q) = F
δ
k (Q) + tr(QAk),
where
F δk (Q) =
∑
x∈Xk,‖Qx‖≥δ
‖Qx‖+
∑
x∈Xk,‖Qx‖<δ
(‖Qx‖2
2δ
+
δ
2
)
.
To find the minimizer of (11) sufficiently fast, we introduce an iterative algorithm
similar to Algorithm 2 of [37] and guarantee its r-linear convergence. Let Q0k = I/D
(or arbitrarily fix Q0k ∈ SD++∩H) and for iteration 1 ≤ t ≤ T, let Qtk be the solution of
the following Lyapunov equation in Q, where ck ∈ R is chosen such that tr(Qtk) = 1:
(12) Q
(∑
x∈Xk
xxT
2 max(‖Qt−1k x‖, δ)
)
+
(∑
x∈Xk
xxT
2 max(‖Qt−1k x‖, δ)
)
Q = ckI −Ak.
The following lemma establishes the existence and uniqueness of ck ∈ R and
Qtk ∈ SD++ ∩H, which satisfy (12). It is proved in §B.2.
Lemma 1. Let X = {xi}Ni=1 be a full rank dataset in RD, Q ∈ SD++ ∩ H and
A ∈ SD with tr(A) = 0 and
(13) ‖A‖2 ≤ 1
/
tr
(∑
x∈X
xxT
2 max(‖x‖, δ)
)−1 .
There exists a unique c′ ∈ R such that the following equation with c = c′
(14) P
(∑
x∈X
xxT
2 max(‖Qx‖, δ)
)
+
(∑
x∈X
xxT
2 max(‖Qx‖, δ)
)
P +A = cI
has a unique solution P ∈ SD++ ∩H.
If Q∗ is the solution of (14) with c = 0 and A = Ak, then
(15) c′ = −2(tr(Q∗)− 1)
/
tr
(∑
x∈X
xxT
2 max(‖Q∗x‖, δ)
)−1.
Algorithm 1 summarizes the above procedure of solving (11). In §3.3 we establish
the r-linear convergence of {Qtk}t∈N to the minimizer of (11).
Given this solution of the local problem, the iterative CBGA algorithm for GMS
is straightforward. As explained in §2, at each iteration s ≥ 1 and edge em = {k, q},
indexed by 1 ≤ m ≤M , the CBGA algorithm needs to update the corresponding Λsm
by the following gradient descent procedure
(16) Λsm = Λ
s−1
m + µ · (cmkQs−1k − cmkQs−1q ).
Note that the update of Λsm in (16) uses Λ
s−1
m and the local solutions {Qs−1k }Kk=1 of the
previous iteration s−1. The idea is to use Λsm in solving the local problems. However,
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these problems only require the matrices Ask =
∑
m∈Ek
cmk(Λ
s
m)
T for k = 1, . . . ,K. The
combination of (16), the latter expression for Ask (see also (6)), the fact that c
2
mk = 1
whenever the mth edge is incident to the kth vertex and appropriate replacement of
the set of edges Ek with the set of vertices Nk results in the following update formula
(17) Ask = A
s−1
k + ρ
∑
q∈Nk
(
Qs−1k −Qs−1q
)
.
The CBGA procedure for GMS thus iteratively updates the matrices {Ask}Kk=1, by
using the solutions of the local problems according to (17), and solves the local prob-
lems by using the matrices {Ask}Kk=1. This simple procedure, which we refer to as
CBGA-GMS is summarized in Algorithm 2. In §B.3 we discuss how a sufficiently
small step-size in Algorithm 2 ensures that the above condition (13), which is nec-
essary for solving the local problems, is satisfied at each node for all iterations of
Algorithm 1. We also explain in §B.3 why the required upper bound in (13) can be
relaxed in practice and based on this observation we suggest a practical choice for the
step-size in (36).
Algorithm 1 Algorithm for computing the minimizer of (11)
Input: X = {x1, . . . ,xN} ⊆ RD: data,Ak ∈ SD with tr(Ak) = 0, TGMS : stopping
iteration number, δ : regularization parameter (default: 10−10)
Set: Q0k = I/D and t = 0
while t ≤ TGMS or Gδk(Qt+1k ) > Gδk(Qtk) do
• Let Q∗ be the solution of (14) with Q = Qtk, c = 0 and A = Ak
• Compute c′ according to (15)
• Let Qˆt+1k be the solution of (14) with Q = Qtk, c = c′ and A = Ak
• t := t+ 1
end while
return Qˆk := Q
t
k
Algorithm 2 Consensus-Based Subgradient Algorithm for GMS (CBGA-GMS)
Input: Network with K nodes and M edges, X1, . . . ,XK : datasets in the K nodes,
TCBGA, TGMS : stopping iteration numbers, δ: regularization parameter (default:
10−10) and µ: sufficiently small constant step-size
Set: For all 1 ≤ m ≤ M , Λ0m = 0 and for all 1 ≤ k ≤ K, A0k = 0 and Q0k is the
solution of Algorithm 1 with input Xk, A0k, TGMS and δ
for s = 1 : TCBGA do
for k = 1 : K do
• Transmit Qs−1k to Nk
• Compute Ask according to (17)
• Qsk is the output of Algorithm 1 with input Xk,Ask, TGMS and δ
end for
end for
return Lk := the span of the bottom d eigenvectors of Q
TCBGA
k , 1 ≤ k ≤ K
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3.3. Properties of CBGA-GMS. We establish r-linear convergence of Algo-
rithm 1 and briefly discuss the mere convergence of Algorithm 2 and its recovery
guarantees. For completeness, we include the definition of r-linear convergence.
Definition 2. A sequence {xk}∞k=1 ⊂ R r-linearly converges to x if there exists
a sequence {vk}∞k=1 ⊂ R, such that |xk − x| < vk for all k and there exists q ∈ (0, 1)
such that vk+1 ≤ qvk for all k sufficiently large.
The following theorem guarantees that {Qtk}t∈N of Algorithm 1 r-linearly con-
verges to the unique minimizer of (11). This theorem is later proved in §B.4.
Theorem 1. Assume Xk = {xi}Nki=1 ⊂ RD satisfies the two-subspaces criterion,
Ak ∈ SD satisfies (13) and tr(Ak) = 0. If {Qtk}t∈N is obtained by Algorithm 1 at
node k with TGMS =∞, then it r-linearly converges to the unique minimizer of (11).
Note that CBGA-GMS is a gradient descent method. Indeed, Theorem 2 of [37]
implies the strict convexity of F δ. This and Theorems 26.1 and 26.3 of [31] imply the
differentiability of its dual function d(Λ) =
∑K
k=1 dk(Λ), where dk(Λ) is defined in
(11).
The conditions for convergence of CBGA discussed in §2 are satisfied for CBGA-
GMS. Indeed, the first condition is straightforward, since Gδk and H are convex. The
strong duality of the problem is shown by easily verifying Slater’s condition (see §5.2.3
of [9]). Finally, the gradient of d(Λ) is CQ¯ and its norm is bounded by K||C||. Indeed,
for each 1 ≤ k ≤ K, the kth block of Q¯, Qk, is in SD++ with tr(Qk) = 1 and thus
||CQ¯|| ≤ K||C||.
Since the convex optimization problem for the total data of CBGA-GMS is the
same as the convex optimization problem for regular GMS [37], the exact and near
recovery theory of CBGA-GMS follow from [37].
3.4. Time Complexity. Algorithm 1 solves (12) twice. The computation of
the coefficient of (12),
∑Nk
i=1 xix
T
i /(2 max(‖Qˆ
s−1
k xi‖, δ)), requires O
(
Nk ×D2
)
op-
erations. Solving (12) requires O
(
D3
)
operations (see [4]). Since Nk ≥ D, the total
complexity for each iteration of Algorithm 1 at node k is O
(
Nk ×D2
)
. Denoting
Nmax = max1≤k≤K Nk, we conclude that the complexities of Algorithms 1 and 2 are
O
(
TGMS ×Nmax ×D2
)
and O
(
TCBGA × TGMS ×Nmax ×D2
)
respectively.
Algorithm 2 transfers D × D matrices between nodes in each iteration, which
might not be cost efficient. In order to reduce the communication cost we suggest
transferring only the top d eigenvectors of those matrices. Once a node receives
the top d eigenvectors, it reconstructs the D × D matrix UTU/ tr(UTU), where
U ∈ Rd×D contains the orthogonal top d eigenvectors as rows. We cannot guarantee
the convergence of this modified procedure, but it seems to work well in practice.
4. Distributed Reaper and Distributed FMS. We present distributed ver-
sions of two other RSR algorithms: Reaper [20] and FMS [18]. These algorithms are
reviewed in §4.1 and their straightforward distributed implementations are explained
in §4.2.
4.1. Review of the Reaper and FMS Algorithms. Assume a dataset X ⊂
RD, a target dimension d ∈ {1, 2, . . . D − 1} and a regularization parameter δ > 0.
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The Reaper algorithm [20] solves the following convex optimization problem1:
(18) min
P∈SD+ , tr(P )=d
∑
x∈X
‖x−Px‖≥δ
‖x− Px‖+
∑
x∈X
‖x−Px‖<δ
(‖x− Px‖2
2δ
+
δ
2
)
.
It uses an IRLS framework for minimizing (18). The robust d-subspace is spanned by
the top d eigenvectors of this solution. A generic condition for subspace recovery by
Reaper with an error bound is established in [20].2 It requires similar restrictions as
those described in the first and third non-technical conditions for GMS in §3.1.
Note that plugging Q = I −P into (9) results in an objective function similar to
(18). The main difference is that (18) further assumes that P ∈ SD+ .
The FMS algorithm [18] tries to directly solve a regularized least unsquared de-
viations variant of PCA. Recall that the PCA subspace minimizes the least-squares
function
∑
x∈X dist
2(x, L), where dist(x, L) = miny∈L ‖x− y‖2, over the Grassman-
nian G(D, d), which is the set of d-dimensional linear subspaces in RD. The least
unsquared deviations cost function is
∑
x∈X dist(x, L), where L ∈ G(D, d). FMS aims
to minimize the following smooth version of this function with the regularization
parameter δ > 0:
(19) min
L∈G(d,D)
∑
x∈X ,dist(x,L)≥δ
dist(x, L) +
∑
x∈X ,dist(x,L)<δ
(
dist2(x, L)
2δ
+
δ
2
)
.
This minimization is hard to solve in general (it was proved to be NP hard when
δ = 0 [13]). FMS is a straightforward IRLS heuristic for solving (19). At each
iteration it scales the original data points by the square root of their distance to
the subspace of the previous iteration and then computes the current subspace by
applying PCA to the scaled data. Recovery and r-linear convergence of FMS were
established only for data generated from very particular probabilistic models [18] .
However, in practice FMS seems to obtain competitive accuracy and speed for many
datasets.
We note that the target function in (19) is similar to that in (9), where dist(x, L)
replaces ‖Qx‖. In fact, both GMS and Reaper are convex relaxations of the mini-
mization in (19), where Reaper is the tightest possible one [20].
4.2. Distributed Implementations for Reaper and FMS. We assume a
dataset X with {Xk}Kk=1 distributed atK nodes so that Xk has full rank for 1 ≤ k ≤ K.
If the data is not full rank, it is preprocessed according to the discussion in §A.1.
Distributed Reaper requires distributedly solving (18). This can be done by
applying distributed full PCA at each IRLS iteration of Algorithm 4.1 of [20]. More
precisely, this procedure first initializes the IRLS weights by β0x = 1 for all data points
x ∈ X . Then, at each iteration s ≥ 1 it applies distributed full PCA of the weighted
dataset {
√
βs−1x x}x∈X to obtain P sk at each processor with index k. Then, it updates
the weights by βx ← 1/max(δ, ‖x−P skx‖), for all x ∈ X . This procedure is iterated
until convergence and the local subspace is obtained by the top d eigenvectors of P s
′
k ,
where s′ corresponds to the final iteration.
The distributed FMS is obtained by distributed PCA at each iteration of FMS.
Note that FMS uses randomized SVD to find only the top d principal components. For
1The formulation in [20] adds the additional optimization constraint I − P ∈ SD+ , but as is
obvious from the proof of Lemma 14 in [37], it is not needed and thus omitted from (18)
2For simplicity, the analysis in [20] is restricted to the case where δ = 0.
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central processing and D  d, we recommend applying a distributed randomized SVD
algorithm [15]. For an ad hoc network, we are not aware of effective implementation
of a distributed algorithm that can find only the top d principal components.
5. Numerical Experiments. This section tests the distributed algorithms pro-
posed in this paper using both synthetic and real data. It is organized as follows: §5.1
describes the synthetic data model, §5.2 contains experiments on data generated from
this model and §5.3 contains experiments on real datasets.
Throughout this section, Algorithm 1 uses TGMS = 30 and Algorithm 2 uses
TCBGA = 250 and µ as in (36) or in a specified range of values. In all RSR algorithms
the regularization parameter is δ = 10−10. CBGA-PCA of §A.1 is used as “distributed
PCA” and is also implemented in the iterative schemes of distributed Reaper and
FMS. All codes necessary to duplicate these results are available in https://github.
com/vahanhuroyan/Distributed-RSR.
5.1. Synthetic Data Model for Distributed RSR. In §5.2 we use the fol-
lowing synthetic model to generate distributed RSR data. It depends on the following
parameters: K,N0, N1, D, d and σ. We create a connected graph with K nodes as
explained below, and we randomly fix L ∈ G(D, d). For each node we sample N1/K
inliers from the d-dimensional Multivariate Normal distribution N(0,PL), where PL
denotes the orthoprojector onto L, with additive Gaussian noise N(0, σ2I), where
0 ≤ σ < 1. Furthermore, for each node we sample N0/K outliers from the uniform
distribution on [0, 1]D. Note that the outliers are asymmetric. Unless otherwise spec-
ified (see §5.2.1), the graph is obtained by arbitrarily generating a spanning tree with
K nodes and then randomly and independently connecting 2 nodes with probability
1/2. It is demonstrated for K = 8 in Fig. 1c.
5.2. Demonstration on Synthetic Data. We study the effect of the network
topology and the step-size on the convergence rate of CBGA-GMS in §5.2.1 and §5.2.2
respectively. In §5.2.3 we compare the accuracy of a CADMM version of GMS with
CBGA-GMS. In §5.2.4 we compare our proposed distributed RSR algorithms. In each
experiment 50 random samples are generated according to the model of §5.1. The
recovery error of the tested algorithm is averaged over the random 50 samples. For
Figs. 2a-2c we further average the recovery error over the K processors to demonstrate
the average rate of convergence. We remark that in all experiments, the data is full
rank at each processor, so there was no need to initially apply dimension reduction.
5.2.1. The Influence of the Network Topology on Convergence. To check
the effect of the network topology on the convergence rate we use three different
networks, whose graphs are shown in Fig. 1. The graph in Fig. 1a is sparse, the graph
in Fig. 1b is fully connected and the graph in Fig. 1c is generated according to the
recipe described in §5.1. We generate data according to the model of §5.1, where
K = 10, N1 = 200, N0 = 2,000, D = 50, d = 3, σ = 0.1 and µ = 100. The average
recovery error as a function of the number of iterations for the 3 different networks
is shown in Fig. 2a. The fully connected network has the fastest convergence and as
the network gets sparser, the convergence rate decreases.
5.2.2. The Influence of the Step-size on the Convergence Rate. We
generate data according to the model of §5.1, where K = 10, N1 = 200, N0 = 2,000,
D = 50, d = 3, and σ = 0.1. Fig. 2b shows the average recovery error for CBGA-GMS
as a function of the number of iterations for 7 different step-sizes: 10, 30, 50, 100, 150,
200 and the one proposed in (36), whose value here is 22.5. The average error of GMS
10 VAHAN HUROYAN AND GILAD LERMAN
1 2
3
4
56
7
8
(a)
1 2
3
4
56
7
8
(b)
1 2
3
4
56
7
8
(c)
Fig. 1: Three types of connected networks with 8 nodes. Fig. 1a: sparsely connected
network; Fig. 1b: fully connected network; and Fig. 1c: randomly connected network.
for the total data is included as a baseline. These results imply that the convergence
rate increases with the step-size. However, additional experiments, not reported in
here, indicate that for a very large step-size the algorithm does not converge. We
also note that for large step-sizes, the increase of the step-size does not significantly
change the convergence rate, for example, for step-sizes 150 and 200 we see almost the
same result, while the difference between convergence results is obvious for smaller
step-sizes.
5.2.3. Comparing CBGA-GMS with CADMM-GMS. A CADMM scheme
for GMS, which directly follows [23], is described in §A.3. It is referred to as CADMM-
GMS. Both CBGA-GMS and CADMM-GMS are somewhat parallel and it follows
from (17) and (24) that their corresponding parameters µ and ρ play similar roles.
We compare them using data generated from the model described in §5.1, where
K = 5, D = 50, d = 3, σ = 0.05, N0 = 5,000 and N1 = 500. We tested the
following same values of ρ and µ: 50, 100 and 200. We remark that the µ proposed
in (36) obtained the value 51.1. Since both algorithms performed similarly when
using this value and 50, we did not report the performance with this value. Fig. 2c
shows the recovery errors vs. the number of iterations for both algorithms with these
step-sizes. We note that both algorithms converge with very similar speed, where
CBGA-GMS converges slightly faster. For the smaller values of µ and ρ (100 and
200) the algorithms achieve the same recovery error. However, for the larger value of
the parameter (300), the recovery error of CADMM-GMS is slightly higher than the
recovery error of CBGA-GMS.
5.2.4. Comparison of the Proposed Algorithms. We compare GMS, the 3
proposed distributed RSR algorithms and distributed PCA in different settings and
report the results in Figs. 2d-2f. Fig. 2d demonstrates how the inlier noise variance
σ affects the convergence of the four methods. The data for this figure was created
according to the model described in §5.1, where D = 50, d = 3, K = 5, N0 = 3,000,
N1 = 1,000 and σ varies between 0 and 0.2 with increments of 0.01. In this figure, for
all tested values of σ, CBGA-PCA performs the worst and distributed FMS performs
the best, where CBGA-GMS and distributed Reaper are somewhat comparable.
Figs. 2e and 2f demonstrate the influence of the outlier percentage on the average
recovery error of the four distributed methods and GMS (for the total data) with
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Fig. 2: Demonstration of properties of the distributed algorithms on synthetic data.
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Fig. 3: Demonstration of the proposed distributed algorithms on two real datasets:
CTslices and HAR.
and without inlier noise. We generate data according to the model of §5.1, where
D = 50, d = 3, K = 10, σ = 0 for Fig. 2e, σ = 0.5 for Fig. 2f, N0 = 5,000 and N1 is
chosen such that the outlier percentage in the total data varies between 30% to 95%
with increments of 5%. For both cases (σ = 0 and σ = 0.05) and for all percentages
of outliers, the recovery error for distributed FMS is the smallest one and that of
CBGA-PCA is the largest one. Figs. 2e and 2f also demonstrate that when the data
is corrupted with outliers (percentage of outliers higher than 65%), the distributed
RSR algorithms perform significantly better than distributed PCA. For the case of
σ = 0, distributed FMS and CBGA-GMS succeed with exact recovery up to 90% and
55% of outliers respectively, whereas distributed Reaper could not exactly recover the
subspace in the tested range.
In Figs. 2d, 2e and 2f, the recovery errors obtained by CBGA-GMS and GMS are
comparable. We remark that the distributed implementations of PCA, Reaper and
FMS also obtain similar recovery errors as the non-distributed ones in all of these
experiments. However, since these figures are already dense, we do not report the
results of the latter non-distributed implementations.
5.3. Real Data Experiments. Distributed RSR algorithms can be used as a
preprocessing step for clustering, classification and regression. We apply our proposed
distributed algorithms as a preprocessing step for two different tasks: linear regression,
where we use the CTslices dataset (N = 53,500, D = 386) [22], and classification
(multiclass SVM), where we use the Human Activity Recognition (HAR) dataset
(N = 10,299, D = 561) [2, 22]. For both datasets we apply initial centering by the
geometric median and to ensure full-rank data in all processors we reduce dimension
to D = 150 by distributed exact PCA (see §A.1). We remark that higher values
of reduced dimensions D were also possible. We report the results for one of the
processors as they are the same for all of them.
For the CTslices data, the algorithms are trained on 50,000 data points and tested
on 3,500 data points. The training data is divided between 5 processors, each con-
taining 10,000 data points. We apply CBGA-PCA, CBGA-GMS, distributed FMS
and distributed Reaper to reduce the dimension of the dataset to lie between 5 and
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30. We then apply linear least squares regression in the reduced dimension. Fig. 3a
reports the relative regression error for the different projected dimensions. The rela-
tive regression error is the regression error for the data with the reduced dimension
divided by the relative error for the data in 150 dimensions. We notice that for almost
all dimensions, the relative errors of distributed FMS and GMS are lower than those
of distributed PCA, and the relative errors of distributed Reaper are either lower or
comparable to those of distributed PCA.
For the HAR data, the algorithms are trained on 7,352 data points and tested
on 2,947 data points. The training data is divided between 8 processors, each con-
taining 919 data points. We apply CBGA-PCA, CBGA-GMS, distributed FMS and
distributed Reaper to reduce the dimension of the dataset to lie between 2 and 20.
We then apply classification in the reduced dimensions. Fig. 3b reports classification
error for the different projected dimensions. It demonstrates that in dimension 2, the
distributed RSR algorithms, in particular, distributed FMS and GMS, have a clear
advantage over distributed PCA. In other dimensions, distributed RSR algorithms
perform at least as good as distributed PCA.
We comment that for all real datasets, the results of the distributed algorithms are
very similar to those of the non-distributed ones. Differences between all distributed
and non-distributed implementations may exist when the initial dimension D is large
and an initial dimension reduction by OSE is applied (see §A.1). An effect of OSE on
the performance of PCA in a distributed setting is documented in [21].
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was supported by NSF awards DMS-09-56072 and DMS-14-18386 and the Feinberg
Foundation Visiting Faculty Program Fellowship of the Weizmann Institute of Science.
Appendix A. Solutions of Related Problems.
We first use the idea of CBGA-GMS to solve two simpler problems: distributed
computation of the PCA subspace and distributed computation of the geometric me-
dian. We then describe a CADMM solution for distributed GMS.
A.1. Distributed PCA for Arbitrarily Distributed Network. Before de-
scribing the CBGA procedure for PCA, we remark that if the dimension D is not
high, then the following simple procedure can be applied to solve the problem. One
may propagate the local covariance matrices among the network and recover the exact
covariance matrix at each processor and use it for PCA computation. We refer to it as
exact distributed PCA. If the dimension D is high, then it can be reduced by an OSE
procedure described below before applying the exact distributed PCA algorithm.
Our proposed CBGA-PCA algorithm is similar to [1, 5, 35], but uses instead the
PCA formulation in (7). This formulation leads to a direct solution of the local
optimization problem. In order to apply (7), one needs to guarantee that for all
1 ≤ k ≤ K, Xk has full rank. If Xk is rank-deficient, one can reduce its dimension. If
the dimension D is high, one can sample an Oblivious Subspace Embedding (OSE)
matrix H [32] and instead of Xk consider HXk. One common OSE H has only one
non-zero entry per row. By taking an appropriate number of rows for H, one can
assume that the projected data at each node has full rank. If the dimension D is not
high, then the exact distributed PCA, or a faster approximate version of it, can be
used to reduce the dimension.
Next, we clarify the application of CBGA to (7). In view of §2, it is sufficient to
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compute the dual function of (7) at each node, that is, compute for each 1 ≤ k ≤ K:
(20) dk(Λ) = min
Q∈H
(∑
x∈Xk
‖Qx‖2 + tr(AkQ)
)
, where Ak =
∑
m∈Ek
cmkΛ
T
m.
Appendix B.1 guarantees the unique minimizer of (20) and explains how to find it.
Since the minimized function in (7) is strongly convex, it follows from [17] that its
dual function d(Λ) =
∑K
k=1 dk(Λ), where dk(Λ) is defined in (20), is Lipschitz smooth.
This implies that the CBGA algorithm for PCA converges to the PCA solution for the
total data with rate O(1/t). The complexity of CBGA-PCA is O(TCBGA×Nmax×D2)
(see §B.1.3). This algorithm is not optimal in terms of complexity and communication.
Indeed, the distributed exact PCA algorithm described above is simpler and achieves
the exact PCA subspace. Nevertheless, we find this CBGA-PCA interesting for two
reasons. First of all, it is similar to previous attempts [1, 5, 35] that did not clarify
how to solve the local dual problem. Second of all, CBGA-PCA simply demonstrates
the main idea of the more complicated CBGA-GMS procedure.
A.2. Distributed Geometric Median. The geometric median of a discrete
dataset X ⊂ RD is defined as
(21) arg min
y∈RD
∑
x∈X
‖x− y‖.
Weiszfeld’s algorithm [36] is a common numerical approach to approximating (21)
within a sufficiently small error. It applies an iteratively reweighted least squares
(IRLS) procedure. However, if in one of the iterations, the estimate coincides with
one of the data points, then Weiszfeld’s algorithm fails to converge to the geometric
median. To avoid this issue, we consider the following regularized version of (21):
(22) arg min
y∈RD
∑
x∈X ,‖x−y‖≥δ
‖x− y‖+
∑
x∈X ,‖x−y‖<δ
(‖x− y‖2
2δ
+
δ
2
)
,
where δ > 0 is a small regularization parameter. We can solve (22) by the generalized
Weiszfeld’s algorithm [10, §4]. This algorithm runs as follows: it starts with an initial
guess y0 ∈ RD, and at iteration s ≥ 1 it computes
ys =
∑
x∈X
x
max
(‖x− ys−1‖, δ)
/ ∑
x∈X
1
max
(‖x− ys−1‖, δ) .
The sequence {ys}s∈N r-linearly converges to the solution of (22) (see [10]).
We assume a dataset X with {Xk}Kk=1 distributed at K nodes, and distributedly
compute the regularized geometric median of X by CBGA. In view of §2, it is enough
to compute the dual function of (22) at each node, that is, compute for each 1 ≤ k ≤ K
(23) dk(λ) = min
y∈RD
∑
x∈Xk,
‖x−y‖≥δ
‖x− y‖+
∑
x∈Xk,
‖x−y‖<δ
(‖x− y‖2
2δ
+
δ
2
)
+
∑
m∈Ek
cmkλ
T
my,
where λ = [λT1 , . . . ,λ
T
M ]
T ∈ RMD. We suggest solving (23) by IRLS as follows: start
with an initial guess y0k ∈ RD and at iteration s ≥ 1 compute
ysk =
(
2
∑
x∈Xk
x
max
(‖x− ys−1k ‖, δ) −
∑
m∈Ek
cmkλm
) / (
2
∑
x∈Xk
1(‖x− ys−1k ‖, δ)
)
.
The convergence of {ysk}s∈N follows from that of IRLS (see [10]) and CBGA (see §2).
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A.3. CADMM Solution for the Distributed GMS Problem. We formu-
late in Algorithm 3 a CADMM solution of the distributed GMS problem by following
the CADMM scheme of [23]. The solution of the local problem is discussed in §A.3.1.
Algorithm 3 CADMM implementation for distributed GMS (CADMM-GMS)
Input: Network with K nodes, X1, . . . ,XK : datasets in the K nodes, TCADMM ,
TGMS : stopping iteration numbers, δ: regularization parameter (default: 10
−10)
and ρ: penalty parameter for CADMM
Set: For all 1 ≤ k ≤ K, Z0k = 0 and Q0k is the solution of Algorithm 1 with input
Xk, Ak = 0, TGMS and δ
for s = 1 : TCADMM do
• For 1 ≤ k ≤ K update Zsk by
(24) Zsk = Z
s−1
k + ρ
∑
j∈Nk
(
Qs−1k −Qs−1j
)
• For 1 ≤ k ≤ K apply the algorithm described in §A.3.1 to solve
(25) Qsk = arg min
Qk∈H
G˜ADMM (Qk), where
G˜ADMM (Qk) = Fk(Qk) + tr
(
QTkZ
s
k
)
+ ρ
∑
j∈Nk
∥∥∥∥Qk − Q(s−1)k +Q(s−1)j2 ∥∥∥∥2
2
end for
return Lk := the span of the bottom d eigenvectors of Q
TCADMM
k , 1 ≤ k ≤ K
A.3.1. Algorithm for computing the solution of (25). We propose an it-
erative scheme for solving (25), which is almost identical to Algorithm 1, but at each
iteration s instead of finding the trace one solution of (14), it finds the trace one
solution of the following Lyapunov equation in P :
(26) P
(∑
x∈Xk
xxT
2 max(‖Qx‖, δ) + ρ|Nk|I
)
+
(∑
x∈Xk
xxT
2 max(‖Qx‖, δ) + ρ|Nk|I
)
P
+Zsk − ρ
∑
j∈Nk
(
Qs−1k +Q
s−1
j
)
= cI.
Here, c is chosen so that tr(P ) = 1 and its existence is guaranteed by Lemma 4. The
convergence theory for this iterative algorithm is the same as the one developed for
Algorithm 1.
Appendix B. Supplementary Details.
B.1. On the Minimizer of (20). We first state the main result of this section:
Lemma 3. If Xk ⊂ RD is full rank and Ak ∈ SD, then the minimizer of (20)
is unique. Furthermore, there exists a unique c′ ∈ R such that this minimizer is the
unique solution of the following equation with c = c′
(27) Q
(∑
x∈Xk
xxT
)
+
(∑
x∈Xk
xxT
)
Q+Ak = cI.
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Section B.1.1 states and proves a lemma about the solution of the above Lyapunov
equation and §B.1.2 then uses this latter lemma to conclude Lemma 3. At last, §B.1.3
briefly discusses the computation of the minimizer of (20).
B.1.1. Preliminary lemma. We verify the following lemma.
Lemma 4. If c ∈ R,X ∈ SD++ and A ∈ SD, then the following Lyapunov equation
(28) QX +XQ+A = cI
has a unique solution in Q ∈ SD. Furthermore, tr(Q) is an increasing linear function
of c with slope tr(X−1)/2.
Proof. The existence and uniqueness of the solution of (28) is well-known [7, page
107]. We thus only need to show that tr(Q) is an increasing linear function of c.
Assume that Q1 and Q2 are the solutions of (28) corresponding to c1 and c2, that is,
(29) Q1X +XQ1 +A = c1I and Q2X +XQ2 +A = c2I.
Subtracting the two equations in (29), results in
(30) (Q1 −Q2)X +X(Q1 −Q2) = (c1 − c2)I,
whose unique solution is (Q1−Q2) = (c1− c2)X−1/2. By taking traces of both sides
of the solution, we get that (tr(Q1)− tr(Q2))/(c1 − c2) = tr(X−1)/2 > 0.
B.1.2. Proof of Lemma 3. Since Xk is full rank,
∑
x∈Xk xx
T ∈ SD++. Hence
the minimized function in (20) is strongly convex and its minimizer is unique.
We note that (27) is a Lyapunov equation in Q. Lemma 4 implies that there is
a unique value c′ for which the unique solution of (27) has trace 1. We denote this
solution by Q′. Next, we show that Q′ is the minimizer of (20). The following two
facts:
∑
x∈Xk ‖Qxk‖2 + tr(AkQ) =
∑
x∈Xk tr(Qxkx
T
kQ) + tr(AkQ) for Q ∈ H and
tr(Q) = 1 for Q ∈ H, imply the same minimizer for (20) and
(31) min
Q∈H
l(Q), where l(Q) =
∑
x∈Xk
tr(Qxkx
T
kQ) + tr(AkQ)− c′ tr(Q).
Since l(Q) is convex on H, we conclude that Q′ minimizes (31) by showing that the
derivative of l(Q) at Q′, when restricted to H, is 0:
d
dQ
l(Q)
∣∣∣∣
Q=Q′
= Q′
(∑
x∈Xk
xxT
)
+
(∑
x∈Xk
xxT
)
Q′ +Ak − c′I = 0.
B.1.3. Computing the Minimizer of (20). In view of Lemma 4 we compute
c′ and the corresponding solution of (29) as follows. We solve (27) with c = 0 to obtain
Q∗ ∈ SD. We then use tr(Q∗) and the slope tr(X−1)/2, where X =
∑
x∈Xk xx
T ,
to find c′. Therefore, computing this minimizer requires computing X, which costs
O(Nmax ×D2), and solving two Lyapunov equations, which costs O(D3) (see [4]).
B.2. Proof of Lemma 1. Let X =
∑N
i=1 xix
T
i / (2 max(‖Qxi‖, δ)) and note
that X ∈ SD++. This observation and Lemma 4 imply that there is a unique value
c ∈ R for which (14) has a unique solution in H. We will show that c > λ1(A),
equivalently A− cI  0, and thus in view of [7, page 107], this solution is in SD++.
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To get this estimate, we rewrite (14) as P + XPX−1 + AX−1 = cX−1. Ap-
plying trace to both sides and using the following facts: tr(P ) = 1, tr(XPX−1) =
tr(X−1XP ) = 1 and tr(AX−1) ≥ λD(A) tr(X−1) yields c ≥ 2/ tr(X−1) + λD(A).
Let X∗ =
∑N
i=1 xix
T
i / (2 max(‖xi‖, δ)) . Since Q ∈ SD+ ∩H and max(‖Qxi‖, δ) ≤
max(‖xi‖, δ) for 1 ≤ i ≤ N, X −X∗ ∈ SD+ , which implies that X−1∗ −X−1 ∈ SD+ .
Combining the last result with (13), ‖A‖2 > λ1(−A) and the estimate of c we obtain
that c ≥ 2/ tr(X−1∗ ) + λD(A) ≥ 2‖A‖2 − λ1(−A) ≥ λ1(A).
The last statement of the lemma is a direct application of Lemma 4. 
B.3. On the Choice of the Step-Size. In view of Lemma 1, we require that
condition (13) holds at each iteration of Algorithm 2 and each node k. The following
lemma shows that a choice of a sufficiently small step-size µ guarantees this require-
ment. After verifying this lemma, we discuss weaker restrictions on the step-size as
well as a weaker practical version of condition (13).
Lemma 5. If {Xk}Kk=1 ⊂ RD are datasets distributed at K nodes, n ∈ N and
(32) µ ≤ 1
n · max
1≤k≤K
|Ek| · tr
( ∑
x∈Xk
xxT
max(‖x‖,δ)
)−1 ,
then at each iteration s ≤ n of Algorithm 2 and node k, Ask satisfies condition (13).
Proof. We estimate the LHS of (13) at iteration s as follows:
(33) ‖Ask‖2 =
∥∥∥∥∥ ∑
m∈Ek
cmkΛ
s
m
∥∥∥∥∥
2
≤
∑
m∈Ek
‖Λsm‖2.
In order to evaluate ‖Λsm‖2 for 1 ≤ m ≤M, we apply (16) and basic inequalities:
(34) ‖Λsm‖2 = ‖Λs−1m + µ(cmkQsk − cmkQsq)‖2 ≤ ‖Λs−1m ‖2 + µ‖Qsk −Qsq‖2 ≤
‖Λs−1m ‖2 + µmax{‖Qsk‖2, ‖Qsq‖2} ≤ ‖Λs−1m ‖2 + µ ≤ · · · ≤ sµ ≤ nµ.
Combining (32), (33) and (34) results in
(35) ‖Ask‖2 ≤
∑
m∈Ek
‖Λsm‖2 ≤ |Ek|nµ ≤ 1
/
tr
(∑
x∈X
xxT
2 max(‖x‖, δ)
)−1 .
In practice one may apply several iterations with the same fixed step-size and
gradually reduce it until it satisfies the estimate above. Nevertheless, this estimate
represents a worse-case scenario and typically we expect an improved one. Indeed, first
note that condition (13) represents a worse-case scenario. In the proof of Lemma 1
we used the worst-case estimate ‖Q‖ ≤ 1. However, typically ‖Q‖ ∼ 1/D. This will
introduce a multiplicative factor D for the RHS of (13) and thus of (32). Second, in
(34) we used the estimate ‖Qsk −Qsq‖ ≤ max{‖Qsk‖2, ‖Qsq‖2} ≤ 1. However, typically
for Qsk,Q
s
q ∈ H ∩ SD++, max{‖Qsk‖2, ‖Qsq‖2} ∼ 1/D. This observation introduces
another multiplicative factor D for the RHS of (32). These two observations suggest,
in practice, the following choice of a step-size:
(36) µ =
D2
n · max
1≤k≤K
|Ek| · tr
( ∑
x∈Xk
xxT
max(‖x‖,δ)
)−1 .
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Third of all, we note that for sufficiently small step-sizes the gradient descent gets
closer to the solution, that is, ‖Qsk −Qsq‖2 → 0, for 1 ≤ k, q ≤ K. However, we used
1/D as an upper bound for ‖Qsk −Qsq‖2. At last, we comment that while the above
analysis aims to guarantee that at each iteration the solution is in H∩SD++ (since (13)
guarantees this), in practice it is not a main concern for small step-sizes and large
number of iterations. Indeed, the solution of (4) coincides with the solution of GMS
for the total data, which is in H∩SD++. Thus, by choosing the step-size small enough
we will always converge to the solution.
B.4. Proof of Theorem 1. We establish an auxiliary lemma in §B.4.1 and
conclude Theorem 1 in §B.4.2 by following ideas of [10,37] and using this lemma.
B.4.1. Preliminary Proposition. We first apply Lemma 4 to define the map-
ping TA(Q) and then establish the continuity of TA(Q) in SD++.
Definition 2 (The mapping TA(Q)). If {xi}Ni=1 ⊂ RD, δ > 0, Q ∈ SD+ ∩H and
A ∈ SD with tr(A) = 0, then TA(Q) is the solution of the following equation in P
(37) P
(
N∑
i=1
xix
T
i
max(‖Qxi‖, δ)
)
+
(
N∑
i=1
xix
T
i
max(‖Qxi‖, δ)
)
P +A = cI,
where c = c(Q) ∈ R is uniquely chosen so that the solution has trace 1.
Lemma 6. Assume a sequence {Qt}t∈N ⊂ SD++ ∩ H, A ∈ SD with tr(A) = 0,
{xi}Ni=1 ⊂ RD and δ > 0. If Qt → Qˆ, then TA(Qt)→ TA(Qˆ).
Proof. For t ∈ N, let P t = TA(Qt) be the trace one solution of (37) with Q = Qt
and c = ct. Let Pˆ = TA(Qˆ) be the trace one solution of (37) with Q = Qˆ and c = cˆ.
We need to prove that P t → Pˆ as t→∞. We write (37) with P t,Qt and ct as
(38) P t
(
N∑
i=1
xix
T
i
max(‖Qtxi‖, δ)
)
+
(
N∑
i=1
xix
T
i
max(‖Qtxi‖, δ)
)
P t +A = ctI.
Note that Rt :=
∑N
i=1 xix
T
i /max(‖Qtxi‖, δ)→ Rˆ :=
∑N
i=1 xix
T
i /max(‖Qxi‖, δ) as
t→∞. Also observe that for Q = Qˆ, c = cˆ and TA(Qt) = P t, (37) has the form
(39) P tRt +RtP t +A = ctI.
By subtracting ctI from both sides of (39) and rewriting ctI = ctRt
−1
Rt/2 +
RtctRt
−1
/2, (39) becomes (P t − ctRt−1/2)Rt +Rt(P t − ctRt−1/2) +A = 0. Simi-
larly, (Pˆ − cˆRˆ−1/2)Rˆ + Rˆ(Pˆ − cˆRˆ−1/2) +A = 0. Since A is fixed and Rt → Rˆ as
t→∞, it follows from the last two expressions that
(40) P t − ctRt−1/2→ Pˆ − cˆRˆ−1/2 as t→∞.
By taking the trace of both sides of (40) and using the facts that tr(P t) = tr(Pˆ ) = 1
and Rˆ
t → R as t→∞, we get that ct → cˆ and consequently P t → Pˆ as t→∞.
B.4.2. Conclusion of Theorem 1. We divide the proof of Theorem 1 into the
following steps suggested in [37].
Step 1: The majorizing function H and its minimizer. Let Hδk denote the
following function
(41) Hδk(Q,Q
∗) =
∑
x∈Xk
( ‖Qx‖2
2 max(‖Q∗x‖, δ) +
max(‖Q∗x‖, δ)
2
)
+ tr(QAk).
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We show next that Hδk majorizes G
δ
k, that is,
(42) Hδk(Q,Q) = G
δ
k(Q) and G
δ
k(Q) ≤ Hδk(Q,Q∗).
The above equality is immediate. To prove the above inequality we define
Gδk(x,Q) =
{
‖Qx‖, if ‖Qx‖ ≥ δ;
‖Qx‖2
2δ +
δ
2 , if ‖Qx‖ < δ,
Hδk(x,Q,Q
∗) =
‖Qx‖2
2 max(‖Q∗x‖, δ) +
max(‖Q∗x‖, δ)
2
.
We show that Gδk(x,Q) ≤ Hδk(x,Q,Q∗) by considering four complementing cases:
Case 1: ‖Qx‖ ≥ δ and ‖Q∗x‖ ≥ δ. In this case
Gδk(x,Q) = ‖Qx‖ =
‖Qx‖‖Q∗x‖
‖Q∗x‖ ≤
‖Qx‖2 + ‖Q∗x‖2
2‖Q∗x‖ = H
δ
k(x,Q,Q
∗).
Case 2: ‖Qx‖ ≥ δ and ‖Q∗x‖ < δ. We conclude the desired property as follows
0 ≤ (‖Qx‖ − δ)2 = ‖Qx‖2 − 2‖Qx‖δ + δ2 = δ (Hδk(x,Q,Q∗)−Gδk(x,Q)) .
Case 3: ‖Qx‖ < δ and ‖Q∗x‖ ≥ δ. In this case
Gδk(x,Q)−Hδk(x,Q,Q∗) =
1
2
(‖Qx‖2
δ
+ δ − ‖Qx‖
2
‖Q∗x‖ − ‖Q
∗x‖
)
=
‖Q∗x‖ − δ
2
( ‖Qx‖2
δ‖Q∗x‖ − 1
)
≤ 0.
Case 4: ‖Qx‖ < δ and ‖Q∗x‖ < δ. Then Gδk(x,Q) = Hδk(x,Q,Q∗).
We thus conclude (42) as follows
(43) Gδk(Q) =
∑
x∈Xk
Gδk(x,Q) + tr(QAk) ≤ Hδk(x,Q,Q∗) + tr(QAk) = Hδk(Q,Q∗).
Next, we claim that the minimizer of Hδk(Q,Q
t
k) over all Q ∈ H is Qt+1k . First we
note that since the data satisfies the two-subspaces criterion and since tr(AkQk) is
a linear function, then according to Theorem 2 of [37], Hδk(Q,Q
t
k) is strictly convex
over Q ∈ H. We further note that for Q ∈ H, Hδk(Q,Q∗) = H˜δk(Q,Q∗), where
(44) H˜δk(Q,Q
∗) =
∑
x∈Xk
(
tr(QxxTQ)
2 max(‖Q∗x‖, δ) +
max(‖Q∗x‖, δ)
2
)
+ tr(QAk).
Therefore, the minimizers over H of Hδk(Q,Q
t
k) and H˜
δ
k(Q,Q
t
k) − ck tr(Q) are the
same. We compute the derivative of the latter term w.r.t. Q as follows:
(45)
d
dQ
(
H˜δk(Q,Q
t
k)− ck tr(Q)
)∣∣∣∣
Q=Qt+1k
=
1
2
(
Qt+1k
∑
x∈Xk
xxT
max(‖Qtkx‖, δ)
+
∑
x∈Xk
xxT
max(‖Qtkx‖, δ)
Qt+1k
)
+Ak − ckI = 0.
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The last equation follows from the definition of Qt+1k (see (12)). Combining this with
the fact that Hδ(Q,Qtk) is strictly convex when restricted to Q ∈ H, we conclude
that Qt+1k is the unique minimizer of H
δ(Q,Qtk) for Q ∈ H.
Step 2: Convergence of {Gδk(Qtk)}t∈N. We first note that Gδk is bounded from
below on H. Indeed, Gδk(Q) ≥ tr(QAk) ≥ tr(Q)×min eig(Ak) = min eig(Ak).
Next, we show that Gδk(Q
t
k) decreases with t. By using (42) and the fact that
Qt+1k is the minimizer of H
δ
k(Q,Q
t
k) for Q ∈ H, we get that
(46) Gδk(Q
t+1
k ) ≤ Hδk(Qt+1k ,Qtk) ≤ Hδk(Qtk,Qtk) = Gδk(Qtk).
Since {Gδk(Qtk)}t∈N is bounded from below and decreases, it converges.
Step 3: ‖Qtk − Qt+1k ‖ → 0 as t → ∞. It follows from (45) and the fact that
Qtk −Qt+1k ∈ SD has trace 0, that
tr
(
(Qt+1k
∑
x∈Xk
xxT
max(‖Qtkx‖, δ)
+
∑
x∈Xk
xxT
(‖Qtkx‖, δ)
Qt+1k + 2Ak)(Q
t
k −Qt+1k )
)
= 0.
Simplifying the above equation, we get that
(47) tr
(
Ak
(
Qtk −Qt+1k
))
= − tr
(
Qt+1k
∑
x∈Xk
xxT
max(‖Qtkx‖, δ)
(
Qtk −Qt+1k
))
=
tr
(∑
x∈Xk
Qt+1k xx
T (Qt+1k −Qtk))
max(‖Qtkx‖, δ)
)
=
∑
x∈Xk
xTQt+1k (Q
t+1
k −Qtk)x
max(‖Qtkx‖, δ)
.
It follows from (46) and (41) that
(48) Gδk(Q
t
k)−Gδk(Qt+1k ) ≥ Hδk(Qtk,Qtk)−Hδk(Qt+1k ,Qtk) =
1
2
∑
x∈Xk
(‖Qtkx‖2 − ‖Qt+1k x‖2
max(‖Qtkx‖, δ)
)
+ tr((Qtk −Qt+1k )A) =
1
2
∑
x∈Xk
(
xT (Qtk)
2x− xT (Qt+1k )2x
max(‖Qtkx‖, δ)
)
+ tr((Qtk −Qt+1k )A).
The combination of (47) and (48) yields
(49) Gδk(Q
t
k)−Gδk(Qt+1k ) ≥
1
2
∑
x∈Xk
(
xT (Qtk)
2x− xT (Qt+1k )2x
max(‖Qtkx‖, δ)
)
+
∑
x∈Xk
xTQt+1k (Q
t+1
k −Qtk)x)
max(‖Qtkx‖, δ)
=
1
2
∑
x∈Xk
‖(Qtk −Qt+1k )x‖2
max(‖Qtx‖, δ) ≥ 0.
Since {G(Qtk)}t∈N converges, (49) implies that
(50)
∑
x∈Xk
‖(Qtk −Qt+1k )x‖2
max(‖Qtkx‖, δ)
→ 0 as t→∞
and consequently (using the fact that Span{x}x∈Xk = RD):
(51) ‖Qtk −Qt+1k ‖ → 0 as t→∞.
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Step 4: Convergence of {Qtk}t∈N to the minimizer of Gδk(Q). The sequence
{Qtk}t∈N lies in the compact set of positive semi-definite matrices with trace 1. By
Bolzano-Weierstrass theorem, {Qtk}t≥1 has a converging subsequence. Let Q˜k denote
the limit of the subsequence. We show that
(52) Q˜k = arg min
Q∈H
Gδk(Q).
By Lemma 6 and the fact that the limits of Gδk(Q
t
k) and G
δ
k(Q
t+1
k ) ≡ Gδk(TA(Qtk))
are the same, we conclude that Gδk(Q˜k) = G
δ
k(TA(Q˜k)). Combining this result with
(46) we get that Hδk(TA(Q˜k), Q˜k) = H
δ
k(Q˜k, Q˜k). Since TA(Q˜k) is the unique min-
imizer of Hδk(Q, Q˜k) among all Q ∈ H we get that TA(Q˜k) = Q˜k. That is, Q˜k is
the unique minimizer of Hδk(Q, Q˜k) and H˜
δ
k(Q, Q˜k) among all Q ∈ H and thus the
directional derivatives of H˜δk(Q, Q˜k) with respect to Q restricted to H are 0. Hence,
tr
((
d
dQH˜
δ
k(Q, Q˜k)|Q=Q˜k
)(
P − Q˜k
)T)
= 0 and thus there exists c ∈ R such that
d
dQH˜
δ
k(Q, Q˜k)|Q=Q˜k = cI. This implies that
(53) cI =
1
2
Q˜k
∑
x∈Xk
xxT
max(‖Q˜kx‖, δ)
+
1
2
∑
x∈Xk
xxT
max(‖Q˜kx‖, δ)
Q˜k +Ak =
d
dQ
G˜δk(Q)|Q=Q˜k ,
where
G˜δk(Q) =
∑
x∈Xk,‖Qx‖≥δ
√
tr(QxxTQ) +
∑
x∈X ,‖Qx‖<δ
(
tr(QxxTQ)
2δ
+
δ
2
)
+ tr(QAk).
The directional derivatives of ddQ G˜
δ
k(Q)|Q=Q˜k restricted to H are
(54) tr
((
d
dQ
G˜δk(Q)|Q=Q˜k
)(
P − Q˜k
)T)
= tr
(
cI
(
P − Q˜k
)T)
= 0,
where for the first equality we used (53) and for the last equality we used that P , Q˜k ∈
H and thus tr(P ) = tr(Q˜k) = 1. Equation (54) and the fact that Gδk(Q) = G˜δk(Q)
for Q ∈ H imply (52). Finally, combining (51), (52), the definition of Q˜k and [27,
Theorem 2.1], we conclude that Qtk → Q˜k as t→∞.
Step 5: r-linear Convergence. The proof of r-linear convergence of Qtk follows
from Theorem 6.1 of [10] (similarly to the proof of Theorem 11 of [37]). To show that
the conditions of the theorem are satisfied we just need to check that the functions
G and H satisfy Hypotheses 4.1 and 4.2 of [10] (see proof of Theorem 6.1 in there
and note that G and H of this work are parallel to F and H of [10], respectively).
We note that [10] states the result for vector-valued functions, which can be easily
generalized for matrix-valued functions. Since Qtk converges, it is enough to show
that Hypotheses 4.1 and 4.2 hold for some local neighborhood B(Q˜k, ) of Q˜k, for
some  > 0. Conditions 1 and 3 of Hypothesis 4.1 are easy to check, since G is twice
differentiable on B(Q˜k, ) and G is bounded from below (as we have already shown).
There is no need to check condition 2, since Q is restricted to H. To verify condition
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1 of Hypothesis 4.2 we need to show that
(55) Hδk(Q1,Q2) = G
δ
k(Q2) + tr((Q1 −Q2)T
d
dQ
Gδk(Q)|Q=Q2)+
1
2
tr((Q1 −Q2)TC(Q2)(Q1 −Q2)).
To prove (55), we write its RHS as follows:
∑
x∈Xk,‖Q2x‖≥δ
‖Q2x‖+
∑
x∈Xk,‖Q2x‖<δ
(‖Q2x‖2
2δ
+
δ
2
)
+ tr(Q2Ak)+
tr
(
(Q1 −Q2)T
1
2
(
Q2
∑
x∈Xk
xxT
max(‖Q2x‖, δ)
+
∑
x∈Xk
xxT
max(‖Q2x‖, δ)
Q2
)
+Ak
)
+
tr((Q1 −Q2)T
1
2
C(Q2)(Q1 −Q2)).
By setting C(Q) =
∑
x∈Xk xx
T /max(‖Qx‖, δ), the above equation becomes
∑
x∈Xk,‖Q2x‖≥δ
‖Q2x‖+
∑
x∈Xk,‖Q2x‖<δ
(‖Q2x‖2
2δ
+
δ
2
)
+ tr(Q2Ak)+
tr
(
(Q1 −Q2)TQ2
∑
x∈Xk
xxT
max(‖Q2x‖, δ)
+Ak
)
+
tr
(
(Q1 −Q2)T
∑
x∈Xk
xxT
2 max(‖Q2x‖, δ)
(Q1 −Q2)
)
=
∑
x∈Xk,‖Q2x‖≥δ
‖Q2x‖+
∑
x∈Xk,‖Q2x‖<δ
(‖Q2x‖2
2δ
+
δ
2
)
+ tr(Q1Ak)−
∑
x∈Xk
‖Q2x‖2
max(‖Q2x‖, δ)
+
∑
x∈Xk
‖Q2x‖2
2 max(‖Q2x‖, δ)
+
∑
x∈Xk
‖Q1x‖2
2 max(‖Q2x‖, δ)
=
∑
x∈Xk
‖Q1x‖2
2 max(‖Q2x‖, δ)
+
∑
x∈Xk
max(‖Q2x‖, δ)
2
+ tr(Q1Ak) = H(Q1,Q2).
That is, condition 1 of Hypothesis 4.2 is verified, conditions 2 and 3 follow directly
from the definition of C(Q) and condition 4 follows from (43). 
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