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We study the nonperturbative pair production of particles induced by strong rotating electric
fields. The excitations by tunneling become strongly chirality dependent due to nonadiabatic ge-
ometric effects. The threshold, i.e., Schwinger limit, even vanishes for particles with an optically
allowed chirality. We explain these phenomena through the twisted Landau-Zener model proposed
by M. V. Berry, and provide a quantitative understanding in terms of the geometric amplitude
factor. As a condensed matter application, we make a nonperturbative analysis on the optically
induced valley polarization in 2D Dirac materials. Furthermore, in 3D Dirac and Weyl materials
with spin-orbit coupling, we predict the generation of a nonlinear spin or charge current in the
direction of the laser propagation.
Creation of fermion-antifermion pairs in strong electric
fields have been studied in several branches of physics
and is known by different names, such as the Schwinger
effect in nonlinear quantum electrodynamics [1–5], or di-
electric breakdown of insulators in solid state physics [6–
9]. Despite the different energy scales, they can be un-
derstood with a common picture, namely, nonadiabatic
transition [6, 10, 11] in a time-dependent Hamiltonian
from the ground state to excited states [12].
Today, geometric effects in electron dynamics have be-
come a central research topic in condensed matter [13,
14]. In adiabatic processes, it is known that electrons
acquiring a geometric phase provoke exotic effects such
as quantum Hall effect [15, 16]. On the other hand, the
importance of geometric effects in nonadiabatic processes
have been overlooked except for a few examples such as
the geometric amplitude factor [17–19] and counterdia-
batic driving [20–22]. We specifically consider the tunnel-
ing process in fermionic systems described by the Dirac
or Weyl Hamiltonian that is driven by a rotating electric
field Ex + iEy = Ee
iΩt. When the trajectory of the field
have a curvature, differently from DC and linearly polar-
ized fields, nonadiabatic geometric effects are induced,
and we refer to the pair creation in such systems as the
“twisted Schwinger effect”. In a condensed matter frame-
work, a rotating electric field is created by a circularly
polarized laser [23–25], or shaking an optical lattice [26],
while in high energy physics, it mimics the field created
by ions passing by each other in heavy ion collision ex-
periments [27]. The rotating electric fields are known to
induce valley polarization [28, 29] and circular photogal-
vanic effect in 2D and 3D Dirac/Weyl materials [30, 31],
respectively. Due to the development of strong coherent
lasers, theoretical developments in the nonperturbative
regime are being awaited.
Previously, AC extensions of the Schwinger effect were
studied for linearly polarized fields Ex = E cos(Ωt) [4,
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FIG. 1. Twisted LZ model: (a) Schematic picture
of the LZ tunneling with curvature in parameter space.
(b) Instantaneous energy of the Hamiltonian Eq. (1) with
(m, v, κ‖) = (0.1, 1, 1) and schematic picture for quantum
tunneling. (c) Tunneling probability P (F ) for Eq. (1) with a
parameter sweep q = −Ft obtained numerically. The param-
eters are (m, v, κ‖) = (0.1, 1, 0), (0, 1, 1), (0.1, 1, 1) for the
black dashed, blue dotted and red solid lines.
5, 32]. With no geometric effects, the results are quali-
tatively the same as strong field ionization [33], equiva-
lently, the problem of a particle escaping from an oscillat-
ing trap [34]. It is characterized by multiphoton excita-
tion, and exponentially suppressed tunneling, where the
tunneling threshold is known as the Schwinger limit [1–3].
Below, we show that geometric effects drastically change
this picture. Through this study, we find a contrast be-
tween perturbative and nonperturbative phenomena in-
duced by electric fields. The former can be understood
via Fermi’s golden rule taking into account the energy-
momentum conservation law and the optical selection
rule. However, in the latter, driving by strong coher-
ent fields break the conservation law, and nonadiabatic
geometric effects dictate the physics.
Twisted Landau-Zener model– We demonstrate the
nonadiabatic geometric effects in a two level Hamiltonian
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FIG. 2. 2D gapped Dirac fermion: (a) Schematic pic-
ture of pair excitations at the two valleys. (b) The wavenum-
ber dependence of the production probability Pξ(k). The
parameters are (Ω/m, eEa2/v) = (1, 1), (5, 1), (5, 0.01) and
ma/v = 0.5, where a is the lattice constant.
with a parameter q defined by
Hˆ(q) = mσˆz + vqσˆx + 1
2
κ‖v2q2σˆy, (1)
where σˆj (j = x, y, z) is the Pauli matrix, m is the gap,
and v the energy slope. We use the unit h¯ = c =
1. If we regard the coefficients of the Pauli matrices
x(q) = (vq, 12κ‖v
2q2,m) as a trajectory in the three-
dimensional (3D) space, it defines a curve and κ‖ is the
curvature around the gap minimum in the parameter
space [Fig. 1(a)]. The case of κ‖ = 0 corresponds to the
Landau-Zener (LZ) Hamiltonian [6, 10]. The instanta-
neous energy of this Hamiltonian is plotted in Fig. 1(b).
The tunneling probability P (F ) for a linear parameter
sweep q = −Ft in Eq. (1) is given as [35]
P (F ) = exp
[
− pi (m+ κ‖vF/4)
2
|vF |
]
. (2)
Comparing this expression with the LZ formula, we no-
tice that the effective tunneling gap becomes ∆eff =
2m+κ‖vF/2, which is modified by the geometric ampli-
tude factor. The model Eq. (1) is a quadratic expansion
of the twisted LZ model introduced by M. V. Berry [17].
The model shows interesting geometric properties listed
below.
Rectification: The tunneling probability depends on
the sign of F and rectification happens [17], i.e., the ratio
γ(F ) ≡ P (|F |)/P (−|F |) = exp(−pimκ‖) deviates from
unity for m 6= 0 [Fig. 1(c)].
Perfect tunneling: For m 6= 0, P (F ) peaks out and
approaches unity, at a sweeping speed FPT = −4m/(κ‖v)
when ∆eff = 0 takes place as indicated by an arrow in
Fig. 1(c).
Counterdiabaticity: For large |F |, P (F ) decreases as
exp(−piκ2‖|vF |/16). In the extreme case of m = 0, the
tunneling probability is a monotonically decreasing func-
tion of speed.
Twisted Schwinger effect in 2D Dirac fermions– We
study the effect of rotating electric fields in 2D Dirac
fermions. We introduce the field as gauge poten-
tial A = A(− sin(Ωt), cos(Ωt)) [electric field E =
E(cos(Ωt), sin(Ωt)) (E = AΩ > 0)], and the effective
Hamiltonian for the fermions with chirality ξ = ± is given
as
Hˆ = v[ξ(kx + eAx)σˆx + (ky + eAy)σˆy] +mσˆz, (3)
where e (> 0) is the elementary charge, v is the Fermi
velocity, and m (> 0) is the mass parameter. This model
has implication to valleytronics in 2D materials such as
monolayer transition metal dichalcogenide (TMD) and
graphene [36, 37], where laser-induced valley polarization
is demonstrated [28, 29, 38–42]. In these materials, the
chirality ξ corresponds to the valley index specifying the
two Dirac points Kξ in the dispersion. We assume that
the Fermi energy is zero, and the time evolution starts
from a zero temperature ground state. After the field is
switched on at t = 0, nonadiabatic processes take place
creating fermion-antifermion pairs. In this system, the
laser frequency Ω plays the role of the speed parameter
F in the twisted LZ model. We allow Ω to be positive or
negative which corresponds to the helicity specifying left
or right circular polarization. The fermion-antifermion
production probability per cycle of the laser field, is ob-
tained from the tunneling formula Eq. (2) as
Pξ(k) = exp
[
− pi
(
M − ξΩm
4M
)2
veE
]
, (4)
where we defined M =
√
v2(|k| − eE/(|Ω|))2 +m2.
In Fig. 2(b), we plot the production probability for
several Ω. We see that there is a strong chirality de-
pendence, and the sign of ξΩ determines whether exci-
tations are “optically allowed” (ξΩ > 0) or “optically
forbidden” (ξΩ < 0). This difference originates from the
geometric amplitude factor. In this sense, the optical se-
lection rule [28, 29] in perturbative optics is replaced by
the nonadiabatic geometric effects when nonperturbative
strong field excitations are considered. The ratio of the
production rates between the two chiralities
γ =
P+(k)
P−(k) = exp
(piξΩm
veE
)
(5)
is independent of the wavenumber. In the gapless case, as
in graphene, γ is unity and there is no valley dependence.
When the gap parameter m is finite, as in monolayer
TMD, imbalance becomes finite and the ratio exponen-
tially grows or decays with increasing |Ω|/E.
The production probabilities have peaks as shown in
Fig. 2(b). We can understand the peak structure from
the wavenumber dependent effective mass parameter in
Eq. (4) defined by
meff = M − ξΩm/(4M). (6)
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FIG. 3. 2D gapped Dirac fermion: (a) The total pair
production rate per unit of time and volume. We fix ma/v =
0.5 and eEa2/v = 1. (b) The electric field dependence of the
total production rate Ptotξ . (c) (E,Ω)-phase diagram of the
twisted Schwinger effect.
The peaks are dictated by the wavenumber minimiz-
ing the effective mass and their properties qualitatively
change depending on whether the frequency Ω is below
or above 4m. For Ω < 4m, the distributions have a peak
at
|k| = eE/|Ω|, (7)
where meff is nonzero. On the other hand, for Ω ≥ 4m,
the effective gap meff closes at one of the valleys that
satisfies ξΩ > 0, and perfect tunneling Pξ(k) = 1 takes
place at the wavenumbers
|k| = eE|Ω| ±
1
v
√
m(ξΩ/4−m). (8)
We define the total fermion-antifermion production
rate per unit of time and volume as Γξ ≡ |Ω|(2pi)3
∫
dkPξ(k)
and plot it against frequency in Fig. 3(b). We see
clearly the rectification effect where the imbalance ratio
Γ+/Γ− = γ increases exponentially for large Ω/E fol-
lowing Eq. (5). In the low frequency region, it takes the
form [35]
Γξ ' eE
(2pi)2
√
eE
v
exp
(
− piES,ξ
E
)
. (9)
Here we define the Schwinger limit of field strength as
ES,ξ ≡ (meff,ξ)2/(ve) = (m− ξΩ/4)2/(ve), (10)
where meff,ξ is the effective mass at the gap minimiz-
ing wavenumber Eq. (7). Equation (9) is an extension
of Schwinger’s production rate evaluated originally for
a DC electric field to the case of rotating electric field.
For Ω = 0, Eq. (9) coincides with the 2D version of
Schwinger’s result [1, 12] with the QED Schwinger limit
ES = m
2
ec
3/(h¯e) obtained by replacing m → mec2 and
v → h¯c.
Figure 3(b) shows the electric field dependence of
the production rate with the optically allowed chirality
(ξΩ > 0) for several frequencies. For strong fields, all
curves converge to the dashed line Γξ → eE(2pi)2
√
eE
v de-
scribed by the asymptotic form of Eq. (9) independent
of Ω. For weak fields, we observe two different behav-
iors. The low frequency (Ω < 4m) curves drop below the
dashed line following Eq. (9) due to the exponential sup-
pression of tunneling at weak fields. In contrast, curves
for high frequency (Ω ≥ 4m) turn above the dashed line
and converge to a Γ+ ∝ E1/2 behavior. In Fig. 3(c), we
summarize the tunneling behaviors into a (E,Ω)-phase
diagram, which we explain below.
Low frequency (|Ω| < 4m): The Schwinger limit E =
ES,ξ [Eq. (10)] characterizes the crossover from the weak
field exponentially suppressed regime to the Γξ ∝ E3/2
behavior at strong field. Increasing Ω from zero, the
Schwinger limit ES,ξ for the optically allowed chirality
(ξΩ > 0) decreases and becomes zero at |Ω| = 4m, where
perfect tunneling starts to happen. In contrast, for the
optically forbidden chirality (ξΩ < 0), ES,ξ monotoni-
cally increase against |Ω|. This suppression of tunneling
is the consequence of counterdiabaticity in the twisted
LZ tunneling.
High frequency (|Ω| ≥ 4m): For the optically allowed
chirality ξΩ > 0, the effective gap closes at wavenumbers
Eq. (8) and the Schwinger limit vanishes due to perfect
tunneling. The production rate shows a crossover from
the Γξ ∝ E3/2 behavior at strong field to a Γξ ∝ E1/2 be-
havior at weak fields. As shown in the right most panel of
Fig. 2(b), only the positive branch of Eq. (8) contributes
in the weak field regime, which leads to an asymptotic
form
Γξ ' |Ω|
(4pi)2v
√
|Ω|m
√
eE
v
(optically allowed). (11)
On the other hand, the optically forbidden chirality
ξΩ < 0 shows the same behavior as the low frequency
regime, i.e., the Schwinger limit continues to increase as
|Ω| increase.
Twisted Schwinger effect in 3D massless Dirac
fermions– Next, we proceed to an analysis of 3D mass-
less Dirac fermions subject to rotating electric fields de-
scribed by the Hamiltonian
Hˆ3D = v
∑
j=x,y,z
γˆ0γˆj(qj + eAj) (12)
with the 3D wavenumber q = (k, kz), A =
A(− sin(Ωt), cos(Ωt), 0). γˆµ (µ = 0, x, y, z) are the
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FIG. 4. 3D massless Dirac fermion: (a)-(c) The production probability Pξ(q˜) for chirality ξ = + plotted for several field
strength parameters (a) A˜ = veE/Ω2 = 0.001, (b) A˜ = 1/8, and (c) A˜ = 10. They are rotationally symmetric around the k˜z
axis and the probability for particles with chirality ξ = − is reflected as k˜z → −k˜z. The solid black curve denotes wavenumber
at which perfect tunneling occurs (Eq. (8)). The lower panels show the fermion-antifermion pairs on the Dirac cone E = ±√|q˜|
for fixed k˜y = 0. (d) The total production rate and chiral current are plotted as blue and red solid curves while the dashed
lines represent their asymptotic power law behavior Eqs. (14) and (15).
gamma matrices γˆ0 =
(
0 I
I 0
)
, γˆj =
(
0 σˆj
−σˆj 0
)
(j =
x, y, z). This Hamiltonian is divided into two sectors
designated by ξ = ±, each of which corresponds to
the Weyl Hamiltonian Eq. (3) with the identification
m = vkz. Below, we assume that the Fermi energy
is at the Dirac point and exploit the scaling symme-
try rewriting the model with variables t˜ = |Ω|t and
q˜ = vq/|Ω|. Then we can set the frequency |Ω| to unity
and A˜ = veA/|Ω| = veE/Ω2 is the unique scaling param-
eter that characterizes the field strength. In Figs. 4(a)-
4(c), we plot the production probability Pξ(q˜) for ξ = +
and Ω > 0 evaluated by setting m = vkz in Eq. (4). It
is rotationally symmetric around the k˜z axis. The pro-
duction probability shows peaks around the wavenumber
satisfying the perfect tunneling condition Eq. (8) plotted
as black solid curves. For each cross section, Eq. (8) de-
fines a circle centered at (|k˜|, k˜z) = (A˜, 1/8) with a radius
1/8. A crossover occurs at
A˜c = 1/8, (13)
where for A˜ < A˜c the circle is incomplete and approaches
a semicircle in the small A˜ limit, while it is complete for
A˜ ≥ A˜c. The width of the distribution around the peak
is a Gaussian with a width scaling as A˜1/2. We note
that the distribution for the ξ = − chirality particles is
a reflection of ξ = + around the k˜z = 0 plane.
We define the total production rate and the currents
along the z axis as Γ3Dξ =
|Ω|4
(2pi)4v3
∫
dq˜Pξ(q˜) and Jzξ =
− 2eτ |Ω|4(2pi)4v2
∫
dq˜ k˜z√
k˜
2
+k˜2z
Pξ(q˜), respectively, where τ is the
lifetime of the pairs [35]. We define the total (chiral)
production rates as Γ3Dtot = Γ
3D
+ +Γ
3D
− (Γ
3D
5 = Γ
3D
+ −Γ3D− ),
and the total (chiral) currents as Jztot = J
z
+ + J
z
− (J
z
5 =
Jz+ − Jz−). Due to the symmetry ξ → −ξ, kz → −kz,
of Pξ(q˜), Γ3D5 = Jztot = 0 holds. We plot Γ3Dξ and Jz5
in Fig. 4(d). The quantities show a crossover around
A˜ = A˜c between two different power law behaviors
Γ3Dtot
/( |Ω|4
v3
)
→
{
1
3(4pi)3 A˜
1/2 (A˜/A˜c  1)
2
(2pi)3 A˜
2 (A˜/A˜c  1)
(14)
Jz5
/(−eτ |Ω|4
v2
)
→
{
sgn(Ω)
2(4pi)3 A˜
1/2 (A˜/A˜c  1)
sgn(Ω)
(2pi)3 A˜
1 (A˜/A˜c  1),
(15)
These limiting behaviors can be understood from the
excitation distribution Figs. 4(a) and 4(c) [35]. In 3D
Dirac materials, the chiral fermions are spin polarized,
and the chiral current can be interpreted as spin current.
Thus, our calculation predicts a spin current generated
in the propagation direction of the circularly polarized
laser [43].
We comment on the possibility of having a total charge
current Jztot. This is possible if the chiral symmetry is
broken. For example, in magnetic Weyl semimetals, the
Weyl point of one component is near the Fermi energy
while the other is far away [44, 45]. In such situations,
excitations in the fully occupied or empty chirality will be
forbidden and the charge current, along with the chiral
current, become finite. This situation has been studied
theoretically within second order perturbation [31] and
experimentally [46, 47].
Summary and discussion– We studied the implication
of nonadiabatic geometric effects in the Schwinger effect
induced by rotating electric fields. The twisted LZ model
serves as a minimal model to understand the underly-
ing physics analytically. Two condensed matter applica-
tions are mentioned. One is optical valleytronics in 2D
Dirac materials, and the other is generation of spin (and
5charge) current in 3D Dirac (and Weyl) materials. Our
finding adds another example to the rich nonperturba-
tive phenomena induced by circularly polarized laser in
electronic systems [48–54]. Finally, we comment that the
interplay between interaction and nonadiabatic geomet-
ric effects is an open problem calling for further study.
We point out that there is an interesting resemblance be-
tween the phase diagram of the twisted Schwinger effect
[Fig. 3(c)] and that of a strongly interacting holographic
model [55, 56].
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7Supplemental Material
S1. DETAILED DERIVATION OF THE TUNNELING FORMULA
In this section, we explain the derivation of the tunneling formula for the Hamiltonian
Hˆ(q) = mσˆz + vqσˆx + 1
2
κ‖v2q2σˆy, (S1)
where σˆj (j = x, y, z) is the Pauli matrices, m is the gap, v the energy slope, and κ‖ is the curvature around the
gap minimum in the parameter space. The idea is to move to a local frame with trivial geometry, which we call
the “LZ frame”, and use the LZ formula or its extension: the Dykhne-Davis-Pechukas (DDP) (also known as the
Landau-Dykhne or the imaginary time) method [57, 58] (see Ref. [9] for an extended discussion of the method).
Let us start from a general two-band Hamiltonian
Hˆ(q) = d(q) · σˆ, (S2)
where d(q) defines a curve in the Euclidean space. We consider tunneling at the gap minimum q = 0, and define the
unit directional, tangential, and normal vectors as
r =d(0)/|d(0)|
t =∂qd(0)/|∂qd(0)|
n =r × t.
Note that t ⊥ r. We move to the LZ frame, where the curve d(q) is transformed to a curve on the plane spanned by
r and t using a unitary operator Uˆ = ei
θ(q)
2 r·σˆ. The angle θ(q) is determined as
Uˆ†Hˆ(q)Uˆ = [a(q)r + b(q)t] · σˆ,
where a(q) = d(q) · r, b(q) = √|d(q)|2 − a(q)2, and θ(q) = − arctan d(q)·nd(q)·t . Then the Hamiltonian in the LZ frame
becomes
HˆLZ(q) =Uˆ†Hˆ(q)Uˆ − iUˆ†∂tUˆ
=
[(
a(q) +
θ′(q)
2
dq
dt
)
r + b(q)t
]
· σˆ. (S3)
In the case of the model Eq. (S1), the parameters are a(q) = m, b(q) = vq, and θ′(q) = −κ‖v/2. Through the
transformation, the additional quadratic term is eliminated and the gap is effectively modified from m to meff =
m + κ‖vF/4. The above formulation shows that the geometric meaning of κ‖ is the curvature of d(q) in the plane
spanned by t and n at q = 0. We remark that vκ‖ corresponds to the quantum geometric potential [59, 60] and also
to the shift vector R+− describing the difference of polarization between the upper and lower bands [61].
With the application of the DDP method [57, 58] for Eq. (S3), the tunneling probability is expressed as
P ' exp
[
− 2Im
∫ qc
0
∆(q)
|F (q)|dq
]
, (S4)
where ∆(q) = 2[(a(q)−θ′(q)F (q)/2)2 +b(q)2]1/2 is the energy difference and F (q) = −dqdt is the Jacobian (expressed as
function of q). In the DDP method, the integration path is deformed from the real axis, and the singular point closest to
the real axis governs the tunneling probability. In Eq. (S4), the integration is performed to qc (on the imaginary axis),
which is defined as a point in complex plane where the gap vanishes ∆(qc) = 0 (the branching point of square root).
For the linear sweep q = −Ft, the Jacobian is just F (q) = −dqdt = F . Applying Eq. (S4) to the model Eq. (S1), and
noticing a(q) = m, b(q) =
√
(vq)2 + (κ‖v2q2/2)2 = vq + O(q3), and θ′(q) = − ddq arctan(κ‖vq/2) = −κ‖v/2 + O(q2),
we can calculate the tunneling probability as
P (F ) = exp
[
− 4|F |
∫ 1
|v| (m+κ‖vF/4)
0
√
(m+ κ‖vF/4)2 − (vq)2dq
]
= exp
[
− pi
4
(2m+ κ‖vF/2)2
|vF |
]
(S5)
8as given in the main text.
For convenience ,we also consider the two-band Hamiltonian with general operators up to q2 order,
H = Aˆ+ Bˆq + Cˆq2/2. (S6)
The gap minimum and velocity extremum conditions at q = 0 require {Aˆ, Bˆ} = 0 and {Bˆ, Cˆ} = 0, respectively. This
Hamiltonian is equivalent to the case of Eq. (S1) with the parameters
m = ‖Aˆ‖, v = ‖Bˆ‖, κ‖v2 = − i
8
Tr{[Aˆ, Bˆ], Cˆ}
‖Aˆ‖‖Bˆ‖ ,
where ‖Oˆ‖ ≡ 12
√
Tr{Oˆ, Oˆ}.
S2. TWO-DIMENSIONAL DIRAC FERMIONS
We consider the Hamiltonian
Hˆ = v[ξ(kx − eA sin q)σˆx + (ky + eA cos q)σˆy] +mσˆz.
where q = Ωt. It is expanded as to q up to the second order and can be written in the form of Eq. (S6) with
Aˆ =mσˆz + ξvkxσˆ
x + v(ky + eA)σˆ
y
Bˆ =− ξveAσˆx
Cˆ =− veAσˆy.
Let us consider the tunneling at kx = 0, ky < 0 for Ω > 0 and kx = 0, ky > 0 for Ω < 0 (i.e., ky = −sgn(Ω)|k|) in the
time interval of −pi/|Ω| ≤ t ≤ pi/|Ω|. Note that the sign of A is the same as that of Ω. The parameters in Eq. (S1)
are given as
m→
√
v2(−sgn(Ω)|k|+ eA)2 +m2
v →veA
κ‖v2 → ξmveA√
v2(−sgn(Ω)|k|+ eA)2 +m2 .
Since F = −Ω and E = AΩ, the tunneling probability for twisted Schwinger effect in two-dimensional Dirac fermions
is given as
Pξ(k) = exp
[
− pi
(
M − ξΩm
4M
)2
veE
]
, (S7)
where we defined
M =
√
v2(|k| − eE/|Ω|)2 +m2.
We investigate the total probability
Ptotξ ≡
( a
2pi
)2 ∫
dkPξ(k) = a
2
2pi
∫ ∞
0
dkkPξ(k).
below focusing on the case of ξΩ > 0.
9S2.1. Low frequency region
When the laser frequency is smaller than double the gap |Ω| < 4m, Pξ shows a peak at |k| = eE/|Ω| in the
momentum space. Let expand Eq. (S7) around k = eE/|Ω|. We represent k′ = k − eE/|Ω|, and since vk′  m, we
can approximate as (m/M)2 = (1 + v2k′2/m2)−1 ' 1− v2k′2/m2. Hence, in the low frequency region,
Pξ(k) ' exp
[
− pi
veE
(
m2 + v2k′2 − ξΩm
2
+
Ω2
16
(1− v2k′2/m2)
)]
= exp
[
− pi
veE
{
v2
(
1− Ω
2
16m2
)
k′2 +
(
m− ξΩ
4
)2}]
, (S8)
which is the normal distribution with the standard deviation
√
eE/(2piv)(1−Ω2/(16m2))−1/2. When √eE/(2piv)(1−
Ω2/(16m2))−1/2  eE/(|Ω|), Ptotξ can be calculated as
Ptotξ ' exp
[
− pi
veE
{
v2
(
1− Ω
2
16m2
)
k′2 +
(
m− ξΩ
4
)2}]
=
eEa2
2pi|Ω|
√
eE
v
(
1− Ω
2
16m2
)−1/2
exp
[
− pi
veE
(
m− ξΩ
4
)2]
.
Therefore the e-h production rate per unit of time and volume is provided as
Γξ ≡ |Ω|
2pia2
Ptotξ '
eE
(2pi)2
√
eE
v
exp
[
− pi
veE
(
m− ξΩ
4
)2]
. (S9)
S2.2. High frequency region
In the high frequency region |Ω| > 4m, Pξ(k) have peaks at the perfect tunneling points
k =
eE
|Ω| ±
1
v
√
m(ξΩ/4−m)
instead of k = eE/|Ω|. In the case of strong electric field, however, the broadening of Pξ(k) is much larger than the
distance between the perfect tunneling points
√
eE/(2piv)√m(ξΩ/4−m)/v and the contribution to Ptotξ mainly
comes from k < eE/|Ω| −√m(ξΩ/4−m)/v and k > eE/|Ω|+√m(ξΩ/4−m)/v, where the approximation Eq. (S8)
is still valid. Hence the e-h production rate per unit of time and volume is provided by Eq. (S9).
In the case of weak electric field, the contribution to Ptotξ comes from the wavenumber around the per-
fect tunneling point k = eE/(|Ω|) + √m(ξΩ/4−m)/v. By expanding Pξ(k) around this wave number, i.e.,
k = eE/|Ω|+√m(ξΩ/4−m)/v + k′, we obtain
Pξ(k) ' exp
[
− ξ 4pi
veEΩm
(
vk′
√
m(ξΩ− 4m) + v2k′2
)2]
' exp
[
− ξ 4piv
eEΩ
(ξΩ− 4m)k′2
]
. (S10)
Thus, by noting eE/|Ω| √m(ξΩ/4−m)/v, the total production rate is given as
Ptotξ '
a2
8piv
√
ξΩm
√
eE
v
. (S11)
Thus the e-h production rate per unit of time and volume is given as
Γξ =
|Ω|
(4pi)2v
√
ξΩm
√
eE
v
. (S12)
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S3. THREE-DIMENSIONAL DIRAC FERMIONS
We consider the Hamiltonian of three-dimensional (3D) massless Dirac electrons subject to a rotating electric field
Hˆ3D =v
∑
j=x,y,z
γˆ0γˆj(qj + eAj)
=
(−v∑j=x,y,z(qj + eAj)σˆj 0
0 v
∑
j=x,y,z(qj + eAj)σˆ
j
)
. (S13)
with the 3D wave number q = (k, kz), A = A(− sin(Ωt), cos(Ωt), 0) and the gamma matrices
γˆ0 =
(
0 I
I 0
)
, γˆj =
(
0 σˆj
−σˆj 0
)
(j = x, y, z).
By performing the unitary transform
Uˆ =
(
exp(ipi2 σˆ
x) 0
0 I
)
to the Hamiltonian Eq. (S13), we obtain
Uˆ†Hˆ3DUˆ =
(Hˆ− 0
0 Hˆ+
)
,
where
Hˆξ = v[ξ(kx − eA sin(Ωt))σˆx + (ky + eA cos(Ωt))σˆy + kzσˆz] (S14)
is the Weyl Hamiltonian with chirality ξ = ±. If we use the normalized parameters t˜ = |Ω|t, q˜ = vq/|Ω|, and
A˜ = veA/|Ω| = veE/Ω2, the Schro¨dinger equation is recast to
i∂t˜|Ψξ(t˜)〉 = ˆ˜Hξ|Ψξ(t˜)〉, (S15)
where
ˆ˜Hξ = ξ(k˜x − sgn(Ω)A˜ sin t˜)σˆx + (k˜y + A˜ cos t˜)σˆy + k˜zσˆz. (S16)
Thus, in the following, we investigate ˆ˜Hξ which is |Ω| independent. In the same way as the 2D case, the tunneling
probability for twisted Schwinger effect in 3D Dirac fermions is given as
Pξ(q˜) = exp
[
− pi
(
M − ξsgn(Ω)k˜z
4M
)2
A˜
]
, (S17)
with
M =
√
(|k˜| − A˜)2 + k˜2z .
Then the e-h production rate per unit time and volume for each chirality is given as
Γ3Dξ =
|Ω|
2pia3
( a
2pi
)3 ∫
dqPξ(q) = |Ω|
4
(2pi)4v3
∫
dq˜Pξ(q˜). (S18)
We can calculate the total and chiral e-h production rates as Γ3Dtot = Γ
3D
+ + Γ
3D
− and Γ
3D
5 = Γ
3D
+ − Γ3D− .
The total and chiral (spin) current operators are represented as
−veUˆ†γˆ0γˆzUˆ = −ve
(
σˆz 0
0 σˆz
)
,
11
and
−veUˆ†γˆ5γˆ0γˆzUˆ = −ve
(−σˆz 0
0 σˆz
)
,
where γˆ5 =
(−I 0
0 I
)
. After the division into two chiral sectors, those current operators become −∑ξ=± veσˆz and
−∑ξ=± ξveσˆz. We neglect the nondiagonal components of the density matrix ρq,ξ(t) = nq,ξ(t)|Ψq,ξ,1〉〈Ψq,ξ,1| +
[1 − nq,ξ(t)]|Ψq,ξ,2〉〈Ψq,ξ,2|, where |Ψq,ξ,1〉 and |Ψq,ξ,2〉 are the states for upper and lower bands with chirality ξ.
The simple rate equation is dnq,ξ(t)/dt = [1 − nq,ξ(t)]|Ω|Pξ(q)/(2pi) − nq,ξ(t)/τ , where τ is the relaxation time. In
the steady state dnq,ξ(t)/dt = 0, if we assume that the relaxation time is short |Ω|τPξ(q)/(2pi)  1, we obtain
nq,ξ(t) = |Ω|τPξ(q)/(2pi). The current density for the component of chirality ξ is provided as
Jzξ = −2ve
|Ω|τ
2pia3
( a
2pi
)3 ∫
dq
kz√|k|2 + k2z Pξ(q) = −2eτ |Ω|
4
(2pi)4v2
∫
dq˜
k˜z√
|k˜|2 + k˜2z
Pξ(q˜). (S19)
We can calculate the total and chiral (spin) currents as Jztot = J
z
+ + J
z
− and J
z
5 = J
z
+ − Jz−.
The main contribution to the production rates and currents come from the wavenumbers around the perfect tun-
neling points
|k˜| = A˜±
√
k˜z(ξsgn(Ω)/4− k˜z) (ξsgn(Ω)/8− 1/8 ≤ k˜z ≤ ξsgn(Ω)/8 + 1/8). (S20)
Equation (S20) is rewritten as
(|k˜| − A˜)2 + (k˜z − ξsgn(Ω)/8)2 = (1/8)2,
which forms a circle with the center (A˜, ξsgn(Ω)/8) and the radius 1/8 or a part of it in the |k|-kz space.
S3.1. Weak field regime
In the weak field regime A˜  1/8, the contribution mainly comes from the positive sign branch of Eq. (S20)
|k˜| = A˜+
√
k˜z(ξsgn(Ω)/4− k˜z). The tunneling probability can be approximated as
Pξ(q˜) ' exp
[
− ξsgn(Ω)4pi
A˜
(ξsgn(Ω)− 4k˜z)k˜′2
]
, (S21)
where k˜′ = |k˜| − A˜−
√
k˜z(ξsgn(Ω)/4− k˜z). Then we can calculate the production rate Eq. (S18) as
Γ3Dξ
/( |Ω|4
v3
)
' 1
(2pi)4
∫
dq˜ exp
[
− ξsgn(Ω)4pi
A˜
(ξsgn(Ω)− 4k˜z)k˜′2
]
=
1
2(2pi)3
∫ ξsgn(Ω)/8+1/8
ξsgn(Ω)/8−1/8
dk˜z
(
A˜+
√
k˜z(ξsgn(Ω)/4− k˜z)
)√ A˜
ξsgn(Ω)(ξsgn(Ω)− 4k˜z)
' 1
4(2pi)3
∫ ξsgn(Ω)/8+1/8
ξsgn(Ω)/8−1/8
dk˜z
√
ξsgn(Ω)A˜k˜z =
A1/2
6(4pi)3
. (S22)
Therefore
Γ3Dtot
/( |Ω|4
v3
)
=
A1/2
3(4pi)3
, Γ3D5
/( |Ω|4
v3
)
= 0. (S23)
For the calculation of currents, noting that
|k˜|2 + k˜2z '
(
A˜+
√
k˜z(ξsgn(Ω)/4− k˜z)
)2
+ k˜2z ' ξsgn(Ω)k˜z/4,
12
we can derive
Jzξ
/(−eτ |Ω|4
v2
)
' 4
(2pi)4
∫
dq˜ξsgn(Ω)
√
ξsgn(Ω)k˜zPξ(q˜)
' 1
(2pi)3
∫ ξsgn(Ω)/8+1/8
ξsgn(Ω)/8−1/8
dk˜zA˜
1/2k˜z = ξsgn(Ω)
A˜1/2
4(4pi)3
(S24)
Therefore
Jztot
/(−eτ |Ω|4
v2
)
= 0, Jz5
/(−eτ |Ω|4
v2
)
= sgn(Ω)
A˜1/2
2(4pi)3
. (S25)
S3.2. Strong field regime
In the strong field regime A˜  1/8, the contribution mainly comes from both sign branches of Eq. (S20). The
tunneling probability can be approximated as
Pξ(q˜) ' exp
[
− pi
A˜
{
k˜′2 +
(
k˜z − ξsgn(Ω)
4
)2}]
, (S26)
where k˜′ = |k˜| − A˜. Then we can calculate the production rate Eq. (S18) as
Γ3Dξ
/( |Ω|4
v3
)
' 1
(2pi)4
∫
dq˜ exp
[
− pi
A˜
{
k˜′2 +
(
k˜z − ξsgn(Ω)
4
)2}]
=
A˜3/2
(2pi)3
∫ ∞
−∞
dk˜z exp
[
− pi
A˜
(
k˜z − ξsgn(Ω)
4
)2]
=
A2
(2pi)3
. (S27)
Therefore
Γ3Dtot
/( |Ω|4
v3
)
=
2A2
(2pi)3
, Γ3D5
/( |Ω|4
v3
)
= 0. (S28)
For the calculation of currents, noting that |k˜|2 + k˜2z ' A˜2, we can derive
Jzξ
/(−eτ |Ω|4
v2
)
' 2
(2pi)4A˜
∫
dq˜k˜zPξ(q˜)
'2A˜
1/2
(2pi)3
∫ ∞
−∞
dk˜z k˜z exp
[
− pi
A˜
(
k˜z − ξsgn(Ω)
4
)2]
= ξsgn(Ω)
A˜
2(2pi)3
(S29)
Therefore
Jztot
/(−eτ |Ω|4
v2
)
= 0, Jz5
/(−eτ |Ω|4
v2
)
= sgn(Ω)
A˜
(2pi)3
. (S30)
