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Abstract—In recent studies, collaborative intelligence (CI) has
emerged as a promising framework for deployment of Artificial
Intelligence (AI)-based services on mobile/edge devices. In CI,
the AI model (a deep neural network) is split between the
edge and the cloud, and intermediate features are sent from
the edge sub-model to the cloud sub-model. In this paper,
we study bit allocation for feature coding in multi-stream CI
systems. We model task distortion as a function of rate using
convex surfaces similar to those found in distortion-rate theory.
Using such models, we are able to provide closed-form bit
allocation solutions for single-task systems and scalarized multi-
task systems. Moreover, we provide analytical characterization
of the full Pareto set for 2-stream k-task systems, and bounds
on the Pareto set for 3-stream 2-task systems. Analytical results
are examined on a variety of DNN models from the literature to
demonstrate wide applicability of the results.
Index Terms—bit allocation, rate distortion optimization, col-
laborative intelligence, multi objective optimization, deep learn-
ing, multi-task learning
I. INTRODUCTION
OVER the last few years, the emergence of high-endmobile/edge devices with AI hardware opened new
doors for AI-based applications “at the edge” [1]. However,
the limitations on battery and processing power restrict the size
and sophistication of deep neural networks (DNNs) that can
be deployed on edge devices. As a result, the current default
approach for running high-end analytics on signals collected
at the edge is to transfer the signals from the edge to the cloud,
run the inference in the cloud, and then send the results back
to the edge device if needed.
In [2–5] it was shown that for many DNN models, par-
titioning the computations between the edge and cloud can
decrease the inference latency and improve energy efficiency.
We refer to this approach as collaborative intelligence (CI).
In CI, initial layers of a DNN comprise the edge sub-model
and are deployed on the edge device. The deep feature tensors
obtained from the edge sub-model are transferred to the cloud,
where the remainder of the DNN, called the cloud sub-model,
completes the inference task. Besides energy and latency
savings, another advantage of CI systems compared to the
conventional cloud-only approach is their potential for higher
privacy, because the original signals never leave the edge
device – only their latent representations (deep features) are
transmitted to the cloud.
To efficiently utilize the communication channel in CI, the
feature tensors obtained from the edge sub-model need to be
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compressed prior to transmission to the cloud [6]. For single-
stream DNNs such as VGG [7], only one feature tensor needs
to be compressed, so the entire available bit budget is assigned
to this tensor. However, for multi-stream DNNs, which include
many recent high-performance models (e.g., models based on
residual blocks [8–10], models based on dense blocks [11–
13], etc.), it may be necessary to compress multiple tensors.
A natural question then arises - how to we allocate bits among
these tensors to achieve the best performance? This paper
offers answers to the above question.
Depending on the number of inference tasks they need to
support, CI systems can be divided into single-task and multi-
task systems. Bit allocation for single-task CI systems can be
formulated as a single-objective optimization problem (SOP)
and solved using Lagrangian methods. On the other hand,
bit allocation for multi-task CI systems is a multi-objective
optimization problem (MOP) with possibly many solutions
under the notion of Pareto optimality [14]. In our recent
work [15], the MOP related to multi-task bit allocation was
converted to SOP through scalarization [16], and then solved
using Lagrangian methods. In this paper, we present a more
complete solution to the related SOP, including explicit non-
negative rate constraints. Moreover, we analyze the Pareto-
optimal set of solutions for the related MOP, which contains
all scalarized solutions, and give an analytic characterization
of the Pareto set in certain cases. In summary, the main
contributions of this work are as follows:
• A closed-form bit allocation solution for multi-stream
single-task CI systems involving explicit non-negative
rate constraints (Section IV).
• A closed-form bit allocation solution for scalarized multi-
stream multi-tasks CI systems with explicit non-negative
rate constraints (Section V).
• Analytic characterization of the Pareto set for 2-stream
multi-task CI systems (Section V-A).
• Bounds on the Pareto set for 3-stream 2-task CI systems
(Section V-B).
• Experimental validation of the presented solutions on
several recent DNN models (Section VI)
The paper is structured as follows. Recent work related to
CI and deep feature compression is reviewed in Section II.
Section III introduces several concepts, such as the notion
of task distortion and the distortion model, that will be used
later in the paper. Section IV studies bit allocation for multi-
stream single task CI systems, while Section V analyzes multi-
stream multi-task systems. Section VI presents experimental
validation of the derived solution, followed by conclusions in
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Section VII.
II. RELATED WORK
Most of the existing work on deep feature compression is
focused on single-stream systems, where one feature tensor
needs to be encoded. In [17], High Efficiency Video Coding
(HEVC) Range extension (RExt) [18] is used to encode the
the intermediate feature tensor from the YOLOv2 object detec-
tor [19]. A fine turning step called “compression-augmented
training” is also introduced to mitigate the drop of performance
caused by intermediate feature compression. A lightweight
lossy codec based on entropy-constrained quantization of the
deep feature is proposed in [20]. In [21], a near-lossless
compression of YOLOv2 features is presented. Lossless mode
of HEVC [22] is used to encode the feature tensors that are
organized into a tiled image. The authors also introduced the
idea of a reconstruction branch, which is able to reconstruct an
approximation to the original image from compressed fatures.
In [23], a loss function encouraging feature compressibility is
developed and used as a part of the overall training loss for a
multi-task model, resulting in more compressible features.
Authors in [6, 24] describe general lossy and lossless codecs
for deep feature compression. Their focus is on the features
of popular DNN backbones rather than task-specific features.
The authors also highlighted the need for standardization
of deep feature coding and tried to provide a baseline for
further research and standardization activities. In fact, a related
standardization activity has recently started within the MPEG
Video Coding for Machines (MPEG-VCM) ad-hoc group [25],
where the goal is to develop technologies for efficient com-
pression of DNN intermediate features.
While the above mentioned works exploited statistical re-
dundancies for compression of deep feature tensors, another
group of works focused on tensor dimension reduction as a
means for compression [26–29]. In [27], an autoencoder model
named “butterfly unit” is utilized for feature tensor dimension
reduction. In [26], a method similar to compression-augmented
training is proposed to compensate the potential accuracy loss
due to the lossy compression of deep features. In [28] another
dimension reduction unit is developed based on joint source-
channel coding. The back-and-forth prediction method in [29]
enables the encoding of only a subset of tensor channels, from
which the other, non-coded channels can be reconstructed.
Due to their focus on single tensor compression, none of
the studies mentioned above consider optimal bit allocation
to multiple tensors. Even in [6, 24] where compression of
multiple features is considered, the compression is performed
without joint bit allocation. The main contribution of the
present paper are the solutions to bit allocation problems in
several multi-stream CI scenarios. It should be noted that bit
allocation for DNN compression has recently been studied
in [30], where the authors propose a strategy for allocating
bits to both weights and activations of a DNN, with a focus
on single-stream, single-task DNNs. The present paper differs
from [30] in several ways: (1) our proposed approach supports
multi-stream single-task and multi-stream multi-task models;
(2) we focus on bit allocation among multiple feature tensors
(i.e., activations), while the weights of the original DNN are
unchanged; (3) we provide a convex approximation to the
model’s distortion-rate surface, which allows us to find closed-
form solutions and analytically characterize the Pareto set for
the bit allocation problem, unlike [30], where the solution is
found by numerical search.
It should also be noted that multi-objective optimization for
scalable video coding has been studied in [31]. In particular,
the authors attempt to characterize the Pareto front in the
distortion space, which is the set of all distortion points that
can be achieved by Pareto-optimal bit allocations. Apart from
the obvious fact that our framework considers multi-stream
multi-task models for CI, rather than video coding, another
important difference between [31] and this work is that we
characterize the Pareto set, i.e, the set of Pareto-optimal rates,
in certain cases.
III. PRELIMINARIES
A. Classification of CI systems
Depending on the number of tasks it is meant to support,
the architecture of the underlying DNN, and the split point
between the edge sub-model and the cloud sub-model, a CI
system will fall into one of the following categories.
• Single-stream, single-task systems: one feature tensor
is transferred from the edge to the cloud to support one
inference task, as shown in Fig. 1(a); an example of a
DNN that would fit into this scenario is VGG [7].
• Single-stream, multi-task systems: one feature tensor is
transferred from the edge to the cloud to support multiple
tasks, as shown in Fig. 1(b); examples of DNNs for such
systems are [23, 32].
• Multi-stream, single-task systems: multiple tensors are
transferred from the edge to the cloud to support a single
task, as shown in Fig. 1(c); an example of a DNN for
such systems is DenseNet [11].
• Multi-stream, multi-task systems: multiple tensors are
transferred from the edge to the cloud to support multiple
tasks, as shown in Fig. 1(d); an example of a DNN for
such systems is [33].
In single-stream systems, only one tensor is transferred from
the edge to the cloud, so the entire bit budget is allocated to
that tensor. However, in multi-stream systems, two or more
tensors are transferred, so the crucial problem is how to
allocate bits to these tensors in order to maximize the CI
system performance. Not all tensors are equally important
for the accuracy of the inference task(s), and the bits should
be allocated accordingly. In order to be able to measure the
impact of tensor compression on task accuracy, we first define
task distortion and then propose a distortion-rate model.
B. Task distortion
CI systems need to support a number of different inference
tasks. In some cases, task-specific accuracy is quantified using
a measure that increases with accuracy, for example classifi-
cation accuracy for image classification [7], mean Average
Arecision (mAP) for object detection [19], and so on. In
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Figure 1: CI systems: (a) single-stream single-task; (b) single-
stream multi-task; (c) multi-stream single-task; (d) multi-
stream multi-task.
other cases, a measure that decreases with accuracy is used,
for example Root Mean Squared Error (RMSE) for disparity
estimation [34]. These accuracy measures also have differ-
ent scales, making their comparison difficult. It is therefore
important to define task distortion that would map all these
measures to a set of more comparable values and ensure
uniform behavior (either increasing or decreasing) as the
accuracy degrades. Below we define one such task distortion.
Consider a DNN model with k ≥ 1 tasks. Let Ai be
the the model’s average performance on the i-th task, on a
given dataset, without tensor compression. We define the task-
specific distortion as the fraction of the performance drop
relative to the case where no compression is applied to the
feature tensors. Let Ai be the average performance with tensor
compression on the same dataset. Then the distortion for task
i is defined as
Di =
|Ai −Ai|
Ai
× 100. (1)
Note that Di = 0 if the accuracy with compression (Ai)
matches the accuracy without compression (Ai), and increases
as Ai starts to deviate from Ai. Di can be interpreted as a
percentage drop in performance due to feature compression.
C. Distortion-rate model
Let R = (R1, R2, ..., RN ) be the vector of bit rates for the
N tensors to be compressed in a multi-stream CI system. We
Figure 2: distortion-rate surface obtained by encoding two
deep feature tensors (blue) and the fitted surface (orange). R1
and R2 are the average bit rates (Kbits/tensor) of the two
tensors in a split DenseNet [11] used for image classification.
model the dependence of task distortion on these rates using
monotonically-decreasing convex surfaces given by:
Di(R) = Di(R1, ..., RN ) ≈ γi +
N∑
j=1
αi,j2
−βi,jRj , (2)
where αi,j > 0 and βi,j > 0 are surface parameters. In our
experiments, we used non-linear least squares method based
on Levenberg-Marquardt algorithm [35] to fit the surface (2)
to the measured distortion-rate points.
There are several reasons for using such a distortion-rate
model. First, the model is quite accurate in approximating
measured distortion-rate points. As an example, Fig. 2 shows
a fitted surface for a single-task model (DenseNet [11]),
with two tensors to be coded (hence, two rates). As seen
in the figure, the agreement between the original points and
the fitted surface is quite good. This is further confirmed
quantitatively using the coefficient of multiple determination
R2 [36], which, for the surface in Fig. 2, was R2 = 0.98. Note
that 0 ≤ R2 ≤ 1, so R2 = 0.98 is quite high. In addition, the
residuals (the differences between the actual points and the
fitted surface) were clustered around zero, with mean residual
being 2.4× 10−10. This, together with the high value of R2,
indicates that the model in (2) is an excellent approximation to
the measured distortion-rate points. Indeed, in all test cases in
our experiments we were obtaining R2 > 0.94, with residuals
centered around zero.
Another reason for selecting the model in (2) is the fact that
theoretical distortion-rate functions [37] for commonly-used
source models, such as Gaussian source with squared-error
distortion and Laplacian source with absolute-error distortion,
have this form, where distortion decays exponentially with
increasing rate. And finally, the fact that distortion-rate sur-
faces in (2) are convex and monotonically decreasing allows us
to obtain closed-form solutions for single-task and scalarized
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multi-task systems, as well as analytically characterize the
Pareto-optimal set of solutions in certain multi-task cases.
IV. MULTI-STREAM SINGLE-TASK SYSTEMS
In this section we consider multi-stream single-task CI
systems (Fig. 1(c)), where multiple tensors are transferred
from the edge to the cloud to support a single inference task.
Let R = (R1, R2, ..., RN ) be the vector of bit rates assigned
to the encoded tensors. The distortion of the single task, with
tensors encoded at rates R, is D(R), and is modeled using (2),
which for a single task becomes D(R) ≈ γ+∑Nj=1 αj2−βjRj .
The goal is to pick R that minimizes the distortion subject to
the total rate constraint and non-negative rates:
minimize D(R)
s. t. R ∈ S =
{
R ∈ RN :
N∑
j=1
Rj ≤ Rt
Rj ≥ 0, j = 1, ..., N
}
.
(3)
Since D(R) and the feasible set S are convex, problem (3)
has a closed-form solution, which can be obtained using the
standard method of Lagrange multipliers [38]. Specifically, the
constrained problem in (3) is converted to an unconstrained
problem of minimizing the Lagrangian J(R), given by
J(R) = Dt(R) + λ ·
 N∑
j=1
Rj −Rt
− N∑
j=1
µjRj (4)
where λ and µj are the Lagrange multipliers. According the
the Karush-Kuhn-Tucker (KKT) conditions [39], a point R∗ =
(R∗1, ..., R
∗
N ) is the solution of (3) if the following conditions
are satisfied for each j = 1, 2, ..., N :
∂J(R∗)
∂Rj
= 0, (5)
λ ≥ 0, µj ≥ 0, (6)
µjRj = 0. (7)
From (5) we obtain for each j = 1, 2, ..., N ,
(ln 2)(−αjβj)2−βjR∗j + λ− µj = 0. (8)
Since R∗j ≥ 0, we have either R∗j = 0 or R∗j > 0. For those j
for which R∗j = 0, from equation (8) we get:
µj = λ− (ln 2)(αjβj), (9)
and because µj ≥ 0, we conclude that
λ ≥ (ln 2)(αjβj). (10)
Hence, condition (10) is associated with R∗j = 0. On the other
hand, for those j for which R∗j > 0, from (7) we must have
µj = 0. Then, from (8):
λ = (ln 2)(αjβj)2
−βjR∗j (11)
and solving for R∗j we obtain:
R∗j =
1
βj
[
log2
{
(ln 2)(αjβj)
}− log2 λ]. (12)
To find λ, we first note that the optimal solution must satisfy∑N
j=1R
∗
j = Rt. If this were not the case and we had∑N
j=1R
∗
j < Rt, we could increase any of the Rj and the
distortion in (2) would be reduced. Hence, using the fact that
in the optimum solution, the rate constraint is satisfied with
equality, we get∑
j :R∗j>0
1
βj
[
log2
{
(ln 2)(αjβj)
}− log2 λ] = Rt, (13)
from which we get
log2 λ =
[∑
j :R∗j>0
1
βj
log2
{
(ln 2)(αjβj)
}]−Rt∑
j :R∗j>0
1
βj
. (14)
Finally, we note that condition (10), which implies R∗j = 0,
is equivalent to
[
log2
{
(ln 2)(αjβj)
} − log2 λ] ≤ 0. We can
therefore express the optimal rates compactly as
R∗j =
1
βj
[
log2
{
(ln 2)(αjβj)
}− log2 λ]+, (15)
for j = 1, 2, ..., N , where [x]+ = max(x, 0). This type
of solution is sometimes called “reverse water-filling” [37],
with log2 λ being the “water level.” Those j for which
(ln 2)(αjβj) > λ get a positive rate (R∗j > 0), and others
get zero rate (R∗j = 0). Solution (15) will also be useful for
scalarized multi-task systems, which we will discuss in the
next section.
V. MULTI-STREAM MULTI-TASK SYSTEMS
In a multi-stream multi-task CI system (Fig. 1(d)), multiple
tensors need to be transferred from the edge to the cloud,
where they will be used to support k > 1 tasks. As before,
let R = (R1, R2, ..., RN ) be the vector of bit rates assigned
to the encoded tensors, and let Di(R) be the distortion of the
i-th task, i = 1, 2, ..., k. Bit allocation for a multi-task system
is a multi-objective optimization problem (MOP):
minimize
{
D1(R), D2(R), ..., Dk(R)
}
s. t. R ∈ S =
{
R ∈ RN :
N∑
j=1
Rj ≤ Rt
Rj ≥ 0, j = 1, ..., N
}
.
(16)
Here, the feasible set S is defined in the same as in the
single-task problem (3). However, there are now multiple cost
functions (distortions) that need to be minimized. In most
practical MOPs, improving one cost often causes other costs
to degrade, and this will also be seen in our experiments in
Section VI. In order to capture the notion of optimality in
such cases where costs are conflicting, Pareto optimality is
defined [14].
Definition 1. A vector R∗ ∈ S is Pareto optimal if there does
not exist another vector R ∈ S such that Di(R) ≤ Di(R∗)
for all i = 1, . . . , k and Dj(R) < Dj(R∗) for at least one
index j.
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In other words, for the MOP in (16), a solution is called
Pareto optimal if none of the distortions can be improved
without deteriorating at least one other distortion. The set
of all Pareto-optimal solutions R∗ is called the Pareto set,
and the corresponding set of cost function values Di(R∗)
on the Pareto set is called the Pareto front. There is also a
weaker notion of optimality for a MOP, called weak Pareto
optimality [14]. At the weakly Pareto-optimal points, it is
possible to improve some cost functions (distortions) without
penalizing others, i.e., with other costs remaining the same.
Definition 2. A vector R∗ ∈ S is weakly Pareto optimal if
there does not exist another vector R ∈ S such that Di(R) <
Di(R
∗) for all i = 1, . . . , k.
Similarly to the single-objective optimization in (3), our
MOP (16) involves monotonically decreasing distortions.
Therefore, any Pareto-optimal (or weakly Pareto-optimal) so-
lution R∗ must satisfy the rate constraint with equality, i.e.,∑N
j=1R
∗
j = Rt. Otherwise, if we had
∑N
j=1R
∗
j < Rt, we
could simply split the leftover bits among all rates and in-
crease each Rj by the amount
(
Rt −
∑N
j=1R
∗
j
)
/N , thereby
achieving simultaneous decrease of all Di(R), i = 1, . . . , k.
Pareto set is infinite, in general. Numerical methods, such as
the genetic algorithm (GA)-based methods [40], can be used
to sample the Pareto set of (16) to obtain a finite number
of Pareto-optimal solutions. However, due to the convexity of
the feasible set S and distortions in (16), our problem is a
convex MOP. This allows us give explicit solutions to (16) in
certain cases, and give analytic characterization of the Pareto
set for some CI systems. We first recall an important theorem
from [14] concerning convex MOPs.
Theorem 1. For a convex MOP, let w = (w1, . . . , wk) such
that wi > 0 and
∑k
i=1 wi = 1. If R
∗ is a solution of the
following problem:
minimize Dt(R) =
k∑
i=1
wiDi(R), s. t. R ∈ S, (17)
then R∗ is also Pareto-optimal for the corresponding MOP.
Taking a weighted linear combination of cost functions
in (17) is sometimes referred to as scalarization because
it creates a single (scalar) cost function out of many cost
functions in the original MOP, and converts the MOP to a
single-objective optimization problem. Each weight can be
interpreted as the relative importance of the corresponding
cost. The above theorem states that positive weights wi in (17)
are a sufficient condition to obtain a Pareto-optimal solution to
the MOP. However, this is not a necessary condition, and there
could be Pareto-optimal solutions with zero weights. Examples
of such Pareto-optimal solutions with zero weights are the
endpoints of the Pareto set in our experiments in Section VI-C.
Using Theorem 1, there are two ways to obtain a Pareto-
optimal solution for (16) for a given vector of task weights
w = (w1, . . . , wk). In the first approach, which we call
scalarize-first, each task distortion is measured at a chosen
set of rates R. Then for each R, a weighted combination is
formed as in (17) to compute the total distortion Dt(R). The
Table I: Comparison of rate pairs (R1, R2) obtained by
scalarize-first and fit-first approaches for the 2× 3 CI system
used in the experiments in Section VI-C.
Rt = 1000 scalarize-first fit-first
w = ( 1
3
, 1
3
, 1
3
) (723.28, 276.72) (728.73, 271.27)
w = (0.5, 0.48, 0.02) (601.23, 398.77) (607.48, 392.52)
surface model Dt(R) ≈ γ +
∑N
j=1 αj2
−βjRj is then fitted to
the computed total distortions, and we end up with a single-
objective optimization problem with the same structure as (3),
whose solution is given by (15).
The second approach, which we call fit-first, is to measure
task distortions at a chosen set of rates R, and then fit
surfaces (2) to each task distortion Di(R), i = 1, . . . , k.
After that, the total distortion Dt(R) is formed as a weighted
linear combination of the fitted surfaces, as in (17). In this
case, the total distortion Dt(R) no longer has the form
γ +
∑N
j=1 αj2
−βjRj , and there is no closed-form solution.
Nonetheless, Dt(R) is still a convex surface, being a non-
negative linear combination of convex surfaces Di(R), so the
resulting problem can be solved numerically.
Ideally, for a given weight vector w, both scalarize-first and
fit-first approach should give the same solution. In practice,
however, the solutions may differ somewhat due to the nature
of numerical optimization. In the scalarize-first approach, the
parameters of the total distortion surface Dt(R) are numeri-
cally fitted to the weighted sum of measured task distortions.
In the fit-first approach, parameters of each task distortion
surface Di(R) are numerically fitted to the measured task
distortions, and then their weighted sum is used as a cost
function in the numerical solution to (17). Each of these
numerical procedures may introduce some error in the com-
puted quantities, depending on the stopping criteria and other
parameters. As an example, Table I shows several rate pairs
computed using the two approaches for the 2 × 3 CI system
used in the experiments in Section VI-C, for two weight
vectors. As seen in the table, the computed rates are close,
but not equal.
Both scalarize-first and fit-first approaches give one Pareto-
optimal solution of (16) for one weight vector w. By changing
w, one can sample the Pareto set of (16) at discrete points.
Other numerical Pareto solvers, such as [40], also offer the
possibility to obtain a discrete set of samples from the Pareto
set for a given MOP. However, none of these methods is able
to characterize the complete Pareto set. In this paper, due to
convexity of our MOP, we are able to go deeper in certain
cases. Specifically, we provide analytical characterization of
the Pareto set for 2-stream k-task (2 × k) CI systems, and
bounds on the Pareto set for 3-stream 2-task (3×2) CI systems.
A. Pareto set for 2-stream k-task CI systems
Consider a 2 × k CI system, where two feature tensors
are transferred from the edge to the cloud to support k > 1
inference tasks. We already know that in the optimal solution,
R1+R2 = Rt. Let Ri = (Ri1, R
i
2) be the rates that minimize
the i-th task distortion Di(R) along the rate constraint line
SUBMITTED FOR REVIEW 6
Figure 3: An illustration of Theorem 2 for a 2× 3 CI system.
The dashed line represents R1 +R2 = Rt and the green line
segment is the Pareto set. Each curve is the intersection of Di
with the plane defined by R1 +R2 = Rt. The three X points
are the minima of each Di along R1 +R2 = Rt.
R1 + R2 = Rt. Since Di(R) is convex, its intersection with
the plane defined by R1 + R2 = Rt is also convex, so Ri is
a unique minimum of Di(R) along the rate constraint line.
Using (2) and the fact that the rates add up to Rt, we obtain:
Ri1 =
log2(αi,1βi,1)− log2(αi,2βi,2) + βi,2Rt
βi,1 + βi,2
,
Ri2 = Rt −Ri1.
(18)
Performing this for each of the k tasks, we end up with k
points R1,R2, ...,Rk on the line R1+R2 = Rt. Let Rmin1 =
min{R11, . . . , Rk1}, Rmax1 = max{R11, . . . , Rk1}, Rmin2 = Rt−
Rmax1 and R
max
2 = Rt − Rmin1 . Then we have the following
result.
Theorem 2. For a 2-stream k-task CI system, any point on the
line R1+R2 = Rt between (Rmin1 , R
max
2 ) and (R
max
1 , R
min
2 )
is Pareto-optimal. Moreover, there are no Pareto-optimal so-
lutions outside of this line segment.
Proof. See Appendix A.
An illustration of Theorem 2 is given in Fig. 3 for a
2 × 3 CI system. There are three task distortions, and the
three convex curves (blue, yellow, and red) represent the
intersections of the three distortion surfaces with the plane
defined by R1 + R2 = Rt. The green line segment is the
Pareto set stated in Theorem 2. If a point is chosen outside of
the green line segment, then moving towards the line segment
would reduce all distortions simultaneously. Therefore, points
outside of this line segment cannot be Pareto-optimal. For
each point inside the green line segment, moving in either
direction will increase some distortions and reduce the others,
however, not all distortions can be reduced simultaneously.
To see this, note that in Fig. 3, within the green line segment,
moving towards the red X reduces the distortion corresponding
to the red curve, but increases the distortion corresponding to
the blue curve. On the other hand, moving towards the blue
X reduces the distortion corresponding to the blue curve but
increases the distortion corresponding to the red curve.
B. Pareto set for 3-stream 2-task CI systems
As the number of tensors to be transferred to the cloud
increases beyond two, it becomes progressively more compli-
cated to characterize the complete Pareto set. However, in the
special case of 3× 2 CI systems (three tensors, two tasks) we
are able to provide explicit bounds on the Pareto set. We first
recall an important result from [14] concerning Karush-Kuhn-
Tucker (KKT) conditions for a convex MOP.
Theorem 3. Consider a MOP in (16), with convex and contin-
uously differentiable cost and constraint functions. Let its con-
straint functions be denoted as g1(R) =
∑N
j=1Rj − Rt ≤ 0
and gj+1(R) = −Rj ≤ 0, j = 1, . . . , N . A necessary and
sufficient condition for R∗ ∈ S to be Pareto-optimal is that
there exist vectors 0 < w ∈ Rk and 0 ≤ λ ∈ RN+1 such that
k∑
i=1
wi∇Di (R∗) +
N+1∑
j=1
λj∇gj (R∗) = 0,
λjgj (R
∗) = 0, j = 1, . . . , N + 1.
(19)
In the above theorem, it can be assumed that
∑k
i=1 wi = 1
without loss of generality [14]. Also, for the moment, assume
that all optimal rates are positive (zero and negative rates will
be handled explicitly by clipping below). Since our constraint
functions are gj+1(R) = −Rj for j = 1, . . . , N , from the
bottom row in (19) we conclude λj = 0 for j = 2, . . . , N +1.
Hence, for positive rates, solving (19) is equivalent to solving
the following system of N + 1 nonlinear equations.
w1

∂D1(R
∗)
∂R1
...
∂D1(R
∗)
∂RN
+ · · ·+ wk

∂Dk(R
∗)
∂R1
...
∂Dk(R
∗)
∂RN
+ λ1
 1...
1
 = 0
λ1g1(R
∗) = 0
(20)
Due to the exponential form of distortion surfaces in (2),
the system in (20) cannot be solved analytically. Nonetheless,
we are still able to find explicit bounds for the Pareto set for
a 3 × 2 CI system (N = 3, k = 2). That is to say, we can
show where the Pareto set must be, even if we can’t provide
an explicit equation for it.
We start from (20) with N = 3 and move λ1 to the right-
hand side of these equations. The first three equations become:
w1α1,1β1,12
−β1,1R1 + w2α2,1β2,12−β2,1R1 = λ′1,
w1α1,2β1,22
−β1,2R2 + w2α2,2β2,22−β2,2R2 = λ′1,
w1α1,3β1,32
−β1,3R3 + w2α2,3β2,32−β2,3R3 = λ′1,
(21)
where λ′1 = − λ1ln 2 . Equating the first and third equation, the
ratio of w1w2 is obtained as:
w1
w2
= −α2,1β2,12
−β2,1R1 − α2,3β2,32−β2,3R3
α1,1β1,12−β1,1R1 − α1,3β1,32−β1,3R3 . (22)
Using the fact that w1w2 > 0 (because both w1 and w2 are
positive), extreme points of R3 can be obtained as functions
of R1. Similarly, by equating the first and the second equation
in (21), extreme points R2 can be obtained as functions of R1.
Then using the fact that in the optimal solution, R1 + R2 +
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Figure 4: An example of the intersection C ∩ P .
R3 = Rt, two extreme points of R1, denoted Rmin1 and R
max
1 ,
can be obtained as functions of Rt and surface parameters.
These are shown in equation (31) in Appendix B. Note that the
extreme values of R1 are clipped to [0, Rt] in (31). Similarly,
we can find extreme values for the other two rates that are
also clipped to [0, Rt]: Rmin2 and R
max
2 , shown in (32); and
Rmin3 and R
max
3 , shown in (33) in Appendix B.
The extreme rate values in (31)–(33) define the cube
C = {(R1, R2, R3) : Rminj ≤ Rj ≤ Rmaxj , j = 1, 2, 3}.
(23)
We also know the optimal solutions must lie on the plane
P = {(R1, R2, R3) : R1 +R2 +R3 = Rt}. (24)
Their intersection, C ∩ P , defines a region where Pareto-
optimal solutions can be found. This intersection is a polygon
with up to six sides, as shown in Figure 4. Not every point
inside this region is Pareto-optimal, but we are able to show
that there are no Pareto-optimal solutions outside of this
region. Hence, this region is a bound for the Pareto set of
3× 2 CI systems.
Theorem 4. For a 3-stream 2-task CI system, there are no
Pareto-optimal solutions outside of C ∩ P .
Proof. See Appendix C.
VI. EXPERIMENTS
To assess the performance of the bit allocation strategies
presented earlier, experiments are conducted on various single-
task and multi-task CI systems. We used DenseNet-121 [11]
for single-task experiments, and the model from [15] for multi-
task experiments. Both DNN models are shown in Fig. 5. The
four test cases included in the experiments are: 2 × 1 (two
tensors, single task), 2×2 (two tensors, two tasks), 2×3 (two
tensors, three tasks) and 3× 2 (three tensors, two tasks).
A. Methodology
For actual tensor compression, we follow a method similar
to [17, 21]. We apply uniform 8-bit (min-max) quantization
to the deep feature tensor, then rearrange its channels to form
a tiled image, as shown in the sample in Fig. 6. Any image
codec can be used to encode the tiled tensor image; in our
experiments we used JPEG2000 [41] because of its rate control
tools that allowed us to obtain the desired rate fairly accurately.
Each experiment covers a certain range of total rates
Rt ∈ [Rmint , Rmaxt ]. In each case, we measured task dis-
tortions at 100 rate tuples uniformly sampled such that
0.5Rmint ≤
∑
j Rj ≤ 1.5Rmaxt . The reason for sampling
beyond [Rmint , R
max
t ] is to get a good distortion surface fit
for cases where the actual Rt is at the boundary of the
range. Then, for a given Rt, we would select the points near
Rt for surface fitting. Specifically, we took all points such
that 0.75Rt ≤
∑
j Rj ≤ 1.25Rt, and used these points for
distortion surface fitting.
The bit allocation methods presented in Sections IV and V
are compared against three alternatives: equal bit allocation
(Method 1), bit allocation proportional to the number of tensor
elements (Method 2), and bit allocation proportional to the
variance of tensor elements (Method 3). The variance for
Method 3 is computed on the same training samples used to
obtain surface parameters for our proposed bit allocation.
B. Multi-stream single-task experiments
For multi-stream single-task experiments we used
DenseNet-121 [11], a popular DNN model for image
classification. As shown in Fig. 5(a), DenseNet consists
of several dense blocks, each of which contains a number
of convolutional layers. In a dense block (Fig. 5(b)), the
initial tensor (shown in red) is passed through a dense layer,
which is a combination of batch normalization, activation
function, and a convolutional layer. The input tensor is then
concatenated with the output of the first dense layer, and
the concatenated tensor is fed into the second dense layer,
and so on. We used the DenseNet-121 implementation from
Torchvision [42], which was trained on ImageNet [43]. No
additional tuning of the model was performed.
Due to the many skip connections in a dense block, de-
pending on where the model is split, multiple tensors may
be obtained. For our experiments, we chose a split point at
the output of the second dense layer in the second dense
block, thereby obtaining two tensors. For an input image of
dimensions 224 × 224 × 3, the two tensors have dimensions
28×28×128 and 28×28×32. In total, this is 17% less than
the number of pixels in the input image.
The experiments are conducted on a subset of the ImageNet
validation set. We randomly selected 20 balanced classes from
the validation set. In each class, 20% of the data is randomly
chosen to obtain distortion-rate surface parameters, and the
remaining 80% of the data is used for testing. Distortion (1)
is derived from the Top-1 accuracy. For the proposed bit
allocation method, we fitted the surface model (2) and then
used (15) to allocate bits.
The rates allocated to each tensor and the corresponding
Top-1 accuracy for three different rate constraints are shown
in Table II. It is seen in the table that, as the rate constraint
increases from Rt = 50 Kbits to Rt = 150 Kbits, the Top-
1 accuracy increases for all allocation methods, as expected
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(c)
Figure 5: DNN models used in the experiments: (a) c©2017 IEEE. DenseNet [11]; the dashed line indicates where the model
is split. (b) c©2017 IEEE. Illustration of tensors in a simple dense block of DenseNet. (c) c©2020 IEEE. The 2-stream, 3-task
DNN from [15]. For clarity, feature tensors are shown, rather than layers.
Figure 6: An example of the tiled quantized deep feature tensor
(enhanced for better visualization).
– the less quantization noise, the better the accuracy. In all
cases, Method 1 (equal bit allocation) achieves the lowest Top-
1 accuracy, while our proposed method achieves the highest
accuracy, indicated in bold. Methods 2 and 3 are close behind,
and for Rt = 100 Kbits, Method 2 achieves the same Top-1
accuracy as our method, because it happens to allocate very
similar rates to the two tensors as our method.
C. Multi-stream multi-task experiments
For multi-stream multi-task experiments we used the multi-
task model from [15], shown in Fig. 5(c), which was trained on
the Cityscapes dataset [44]. Cityscapes includes 2,975 training
images with their corresponding semantic segmentation and
disparity maps. The multi-task model was trained to perform
three tasks: semantic segmentation (Task 1), disparity estima-
tion (Task 2) and input reconstruction (Task 3). The task-
specific accuracy metrics are: mean Intersection over Union
(mIoU) [34] for semantic segmentation, Root Mean Squared
Error (RMSE) in pixels [34] for disparity estimation, Peak
Signal to Noise Ratio (PSNR) in dB for input reconstruction.
Since the annotations for the Cityscapes test set are not
Table II: The average rate (Kbits/tensor) for each tensor and
the corresponding Top-1 accuracy.
Method R1 R2 Top-1 accuracy (%)
Rt = 50 Kbits
Ours 39.633 10.367 67.375
Method 1 25.000 25.000 49.125
Method 2 40.000 10.000 67.125
Method 3 35.091 14.909 64.875
Rt = 100 Kbits
Ours 78.272 21.728 84.875
Method 1 50.000 50.000 82.750
Method 2 80.000 20.000 84.875
Method 3 70.182 29.818 84.375
Rt = 150 Kbits
Ours 122.020 27.980 87.500
Method 1 75.000 75.000 85.750
Method 2 120.000 30.000 87.250
Method 3 105.273 44.727 86.750
publicly available, the 500 images in the validation set are
used as the test set, as in [32, 45]. From this set, 20% of
the data is randomly chosen to obtain distortion-rate surface
parameters, and the remaining 80% is used for testing.
The backbone (part of the model between the input and
the stack block in Fig. 5(c)) is similar to the backbone of
YOLOv3 [46] and has 74 convolutional layers. Its weights
were initialized using YOLOv3 weights. Models 1, 2, and 3
on the cloud side are based on the FC8 model [47] and use
the stacked deep features as inputs. Cross-entropy loss [34]
was used for semantic segmentation, and Mean Square Error
(MSE) was used as the loss function for the other two tasks.
Following [45], the weighted sum of the mentioned losses
is used as the total loss, and the weight of each loss was a
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Table III: The average rate for each tensor and the total
distortion Dt, with wi = 13 , achieved by various bit allocation
methods for three rate constraints Rt in Kbits/tensor.
Method R1 R2 Total distortion Dt
Rt = 1000 Kbits
Method 1 500.00 500.00 17.46
Method 2 666.67 333.33 16.03
Method 3 801.16 198.84 16.10
Ours 723.28 276.72 15.75
Rt = 1500 Kbits
Method 1 750.00 750.00 14.99
Method 2 1000.00 500.00 13.36
Method 3 1201.75 298.25 11.88
Ours 1215.44 284.56 11.81
Rt = 2000 Kbits
Method 1 1000.00 1000.00 13.21
Method 2 1333.33 666.67 10.54
Method 3 1602.33 397.67 8.89
Ours 1701.67 298.33 8.43
trainable parameter. Adam optimizer with the initial learning
rate of 0.1 and rate decay by a factor of 0.85 every 20 epochs
was used to train the model, end to end, for 250 epochs.
1) Bit allocation: Two features tensors are taken from the
model: one from layer 36 and the other from layer 61, as
indicated by the vertical dashed curve in Fig. 5(c). These
features skip to the stack block and directly affect the output of
the model. For a given task weight vector w = (w1, w2, w3),
we used scalarize-first approach (Section V) to scalarize the
three task distortions into the total distortion Dt, and then fit
the surface model (2) to Dt. Then, for a given rate constraint
Rt, the bit allocation can be obtained from (15).
Table III shows the average allocated bits and the corre-
sponding total distortion Dt with equal weights (wi = 13 ) for
three rate constraints: Rt ∈ {1000, 1500, 2000} Kbits/tensor.
The tensor sizes here (256 × 32 × 64 and 512 × 16 × 32)
are larger compared to the tensors from the DenseNet model
in Section VI-B (128 × 28 × 28 and 32 × 28 × 28), so the
tested rates are larger as well. The results for Methods 1-3
are also shown in the table. The lowest total distortion under
each Rt is indicated in bold. In all cases, our bit allocation
achieves the lowest distortion. At Rt = 1500 Kbits, Method 3
happens to produce very similar rates to our method, and the
resulting distortions are correspondingly similar. Nonetheless,
the proposed solution gives the lowest distortion.
Next we examine the effects of task weights wi. When the
weights change, the total distortion Dt and its approximating
surface will change, so the proposed method will find different
rates in (15). Meanwhile, the three benchmarks keep their bit
allocations unchanged, because the number of elements in the
tensors and their variance stay the same. The task-specific
accuracies also stay the same for the benchmarks, but their
total distortion changes according to the new weights. Table IV
has two parts: in the top part, task-specific accuracies and the
allocated rates (R1 and R2) are shown for five sets of weights,
while the bottom part shows total distortion Dt for two sets
of weights, for a total rate constraint of Rt = 1000 Kbits. The
best task-specific accuracies in the top part, and the lowest
total distortions in the bottom part, are indicated in bold.
The first set of weights are the equal weights (w1, w2, w3) =
( 13 ,
1
3 ,
1
3 ). The second set of weights is chosen inversely pro-
portional to the average task distortion over the 100 measured
rate tuples. Specifically, if Di is the average distortion of the
i-th task over the sampled 100 rate tuples, the corresponding
task weight is obtained as:
wi =
1
Di∑k
j=1
1
Dj
(25)
This way, the weighted distortions in (17) are equal-
ized. For our experiment, these weights were computed as
(w1, w2, w3) = (0.5, 0.48, 0.02). The last three columns in
the top part of the table show the test accuracies obtained
when bits are allocated to optimize only one task at a time.
These are included to support the discussion of the Pareto set.
Based on the rates in the last three columns of the top part
of Table IV and Theorem 2, we conclude that the Pareto set
for this problem is located on the line R1 +R2 = Rt = 1000
Kbits, between the points (Rmin1 , R
max
2 ) = (548.70, 451.30)
and (Rmax1 , R
min
2 ) = (986.11, 13.89). Hence, the rate alloca-
tions produced by our method for all five sets of weights,
as well as the rates produced by Methods 2 and 3, are
in the Pareto set. The comparison between any two among
these seven rate allocations shows that some task accuracies
improve, while others degrade. That is the nature of the
Pareto set – one cannot achieve improvement in some tasks
without degrading others. However, we note that Method 1
produces rates (R1, R2) = (500, 500), which are outside of
the Pareto set. Hence, it should be possible to improve some
task accuracies compared to this allocation, without hurting
others. Indeed, we find that our method with (w1, w2, w3) =
(0.5, 0.48, 0.02) and (w1, w2, w3) = (0, 1, 0) finds allocations
that improve the accuracies of Tasks 1 and 3 without hurting
the accuracy of Task 2, compared to Method 1.
Among the points on the Pareto set (Methods 2 and 3,
and our allocations) it is impossible to say one solutions is
uniformly better than the others, because of the nature of
Pareto-optimal solutions – some accuracies improve, others
degrade. One sensible way to compare the solutions is in
terms of the total (scalarized) distortion Dt from (17), which
is shown in the bottom part of Table IV. Based on this these
results, our allocations produce the lowest Dt, as expected.
2) Pareto set for a 2 × 2 system: In order to gain further
insight into the nature of the Pareto set, we focus now on a 2×2
CI system, which is the same as the system in the previous
subsection, but with Task 3 (input reconstruction) removed.
So, we are left with two tensors and two tasks. This allows us
to plot the Pareto set in the R1-R2 rate plan, and also plot the
Pareto front in the D1-D2 distortion plane. The rate constraint
is again Rt = 1000 Kbits. Based on Table IV and Theorem 2,
the Pareto set is now located on the line R1 + R2 = Rt =
1000, between the points (Rmin1 , R
max
2 ) = (548.70, 451.30)
and (Rmax1 , R
min
2 ) = (616.72, 383.28).
The Pareto set is shown in Fig. 7(a). It is located on the rate
constraint line between the two points specified above, which
are displayed as blue and cyan diamonds. These two points
are obtained by minimizing individual task distortions. Also
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Table IV: Rates allocated to each tensor, task-specific accuracies and total distortion for Rt=1000 Kbits. Higher numbers (↑)
are better for mIoU and PSNR; lower numbers (↓) are better for RMSE.
Rt = 1000
Method
1
Method
2
Method
3
Ours
( 1
3
, 1
3
, 1
3
)
Ours
(0.5, 0.48, 0.02)
Ours
(1, 0, 0)
Ours
(0, 1, 0)
Ours
(0, 0, 1)
Task 1 - mIoU (%) ↑ 61.91 62.16 61.75 62.15 62.20 62.22 62.09 44.23
Task 2 - RMSE (px) ↓ 7.85 7.87 8.07 7.91 7.85 7.86 7.85 16.43
Task 3 - PSNR (dB) ↑ 19.98 21.61 22.79 22.16 20.87 21.06 20.34 24.20
R1 500.00 666.67 801.16 723.28 601.23 616.72 548.70 986.11
R2 500.00 333.33 198.84 276.72 398.77 383.28 451.30 13.89
Rt = 1000 Method 1 Method 2 Method 3 Ours
Dt with ( 13 ,
1
3
, 1
3
) 17.46 16.03 16.10 15.75
Dt with (0.5, 0.48, 0.02) 2.20 2.01 3.48 1.91
shown are 1000 green points on the Pareto set. These are ob-
tained by numerically solving (17), using Matlab’s fmincon
function for 1000 weight pairs. These discrete samples are
what we can typically obtain from various numerical Pareto
solvers. But Theorem 2 allows us to characterize the entire
Pareto set analytically.
The Pareto front is the set of distortions obtained as the rates
sweep the Pareto set. It is shown in the D1-D2 distortion plane
in Fig. 7(b). In this figure, the gray points are the distortion
points obtained with R1 + R2 < Rt. The red and green
points are the distortion points obtained with R1 + Rt = Rt.
This intuitively shows why the Pareto-optimal solutions for
our problem satisfy R1 + R2 = Rt, and is a consequence of
the monotonicity of the distortion surfaces. The green points
represent the Pareto front, and are obtained by computing
distortions for the 1000 numerically sampled Pareto-optimal
solutions in Fig. 7(a). The diamonds in Fig. 7(b) correspond
to the diamonds in Fig. 7(a), and represent distortion minima
of the two tasks. For every point on the Pareto front, reducing
one task distortion increases the other distortion, and this can
clearly be seen in Fig. 7(b).
3) Pareto set for a 3 × 2 system: Here we again use the
model in Fig. 5c, but the split point is moved to just before the
stack layer (output of layer 74) where there are three tensors
to be transferred. We keep Tasks 1 and 2 from the previous
section, thereby creating a 3 × 2 CI system. Following the
procedure described before Theorem 4, we find rate extrema
for the total rate constraint of Rt = 1000 Kbits. Theorem 4
then states that the Pareto set is bounded by a polygonal region
obtained as the intersection of the rate constraint plane and
rate extrema cube. This region is shown in Fig. 8 as orange
points. The green points show 1000 samples from the Pareto
set obtained numerically, as in the previous section. As shown
in the figure, the Pareto set is fully contained in the orange
region, as predicted by Theorem 4. On the other hand, this is
not the tightest possible bound on the Pareto set; tightening
this bound is a topic for future research.
VII. CONCLUSION
In this paper we studied the bit allocation problem for multi-
stream multi-task CI systems. A convex approximation to the
distortion-rate surface was proposed, which led to the closed-
form solution for bit allocation in single-task systems and
(a)
(b)
Figure 7: 2 × 2 CI system: (a) Pareto set (green) in the rate
plane; (b) Pareto front (green) in the distortion plane.
scalarized multi-task systems. In addition, analytical charac-
terization of the Pareto set was obtained for 2-stream multi-
task systems, and a bound on the Pareto set was derived for
3-stream 2-task systems.
The analysis was supplemented by experiments on several
CI systems involving tasks such as image classification, se-
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Figure 8: 3× 2 CI system: red dots represent the R1 +R2 +
R3 = Rt = 1000 Kbits plane; orange hexagon is the bound on
the Pareto set from Theorem 4; green dots are the numerically-
obtained samples from the Pareto set; blue and cyan diamonds
correspond to the minima of two task distortions.
mantic segmentation, disparity estimation, and input recon-
struction. The obtained bit allocation solutions were com-
pared against several alternatives. The results demonstrated
the advantages of the presented solutions compared to the
alternatives. In addition, Pareto set was examined in several
cases to obtain further insight into the nature of the bit
allocation problem for CI systems.
APPENDIX A
PROOF OF THEOREM 2
Theorem. For a 2-stream k-task CI system, any point on the
line R1+R2 = Rt between (Rmin1 , R
max
2 ) and (R
max
1 , R
min
2 )
is Pareto-optimal. Moreover, there are no Pareto-optimal so-
lutions outside of this line segment.
Proof. Let us parametrize the line R1 +R2 = Rt as R1 = r,
R2 = Rt − r. This way, the intersection of each distortion
surface Di(R) and the plane defined by R1 + R2 = Rt
becomes a function of one variable, Di(r). From (2), distortion
surfaces are strictly convex, and so are distortion curves Di(r).
We will use the fact that a strictly convex function keeps
increasing as we move further away from its minimum, on
either side. Let rmin = Rmin1 and rmax = R
max
1 . According
to the setup of the theorem, these are the points at which
some distortion curves reach their minimum. Let rmin be the
minimum of Dl(r) and rmax be the minimum of Du(r).
First, we show that every point between rmin and rmax is
Pareto-optimal. Let r′ be any point between rmin and rmax.
Assume that r′ is not a Pareto-optimal solution. In this case,
there must exist another point r′′ such that
∀i, Di(r′′) ≤ Di(r′) and ∃j, Dj(r′′) < Dj(r′). (26)
Let r′′ be such a point. There are two possibilities: either
r′′ < r′ or r′′ > r′. If the former is the case, then, because
rmin ≤ r′ ≤ rmax, it must be that r′′ < r′ ≤ rmax. Then,
by the strict convexity of Du(r) and the fact that rmax is the
minimum of Du(r), we have
Du(r
′′) > Du(r′) ≥ Du(rmax). (27)
On the other hand, if r′′ > r′, then rmin < r′ < r′′. In this
case, by the strict convexity of Dl(r) and the fact that rmin is
the minimum of Dl(r), we have
Dl(r
′′) > Dl(r′) ≥ Dl(rmin). (28)
From (27) and (28) we conclude that there is at least one i
such that Di(r′′) > Di(r′), thereby contradicting (26). Hence,
r′ is Pareto-optimal.
To complete the proof, we show that no point outside
[rmin, rmax] can be Pareto-optimal. Recall that by the defi-
nition of rmin and rmax (more specifically, by the definition
of Rmin1 and R
max
1 in Section V-A), the minimum of each
distortion curve Di(r) lies in [rmin, rmax]. Let r′ be any
given point outside [rmin, rmax] and assume that it is Pareto-
optimal. In that case, there must not exist another point r′′
such that (26) is true.
Since r′ /∈ [rmin, rmax], then either r′ < rmin or r′ > rmax.
If the former is the case, then r′ is “to the left” of all distortion
minima. Hence, by the strict convexity of Di(r), we have
∀i, Di(r′) > Di(rmin) ≥ min
r
Di(r), (29)
so r′′ = rmin is the point that satisfies (26). On the other hand,
if r′ > rmax, then r′ is “to the right” of all distortion minima,
so by the strict convexity of Di(r) we have
∀i, min
r
Di(r) ≤ Di(rmax) < Di(r′), (30)
so r′′ = rmax is the point that satisfies (26). Either way, we can
find a point that satisfies (26), so r′ cannot be Pareto-optimal.
This completes the proof.
APPENDIX B
EXTREMA OF R1, R2, AND R3 FOR A 3× 2 CI SYSTEM
Rext11 =
Rtβ2,3β2,2 − β2,2 log2(α2,3β2,3)− β2,3 log2(α2,2β2,2)
β2,1β2,2 + β2,1β2,3 + β2,3β2,2
+
+
β2,2 log2(α2,1β2,1) + β2,3 log2(α2,1β2,1)
β2,1β2,2 + β2,1β2,3 + β2,3β2,2
Rext21 =
Rtβ2,3β1,2 − β1,2 log2(α2,3β2,3)− β2,3 log2(α1,2β1,2)
β1,2β2,1 + β1,1β2,3 + β2,3β1,2
+
β1,2 log2(α2,1β2,1) + β2,3 log2(α1,1β1,1)
β1,2β2,1 + β1,1β2,3 + β2,3β1,2
Rext31 =
Rtβ1,3β2,2 − β2,2 log2(α1,3β1,3)− β1,3 log2(α2,2β2,2)
β1,1β2,2 + β2,1β1,3 + β1,3β2,2
+
β2,2 log2(α1,1β1,1) + β1,3 log2(α2,1β2,1)
β1,1β2,2 + β2,1β1,3 + β1,3β2,2
Rext41 =
Rtβ1,3β1,2 − β1,2 log2(α1,3β1,3)− β1,3 log2(α1,2β1,2)
β1,1β1,2 + β1,1β1,3 + β1,3β1,2
+
β1,2 log2(α1,1β1,1) + β1,3 log2(α1,1β1,1)
β1,1β1,2 + β1,1β1,3 + β1,3β1,2
Rmin1 = min
{
Rext11 , R
ext2
1 , R
ext3
1 , R
ext4
1 , Rt
}
Rmax1 = max
{
Rext11 , R
ext2
1 , R
ext3
1 , R
ext4
1 , 0
}
(31)
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Rext12 =
Rtβ2,1β2,3 − β2,3 log2(α2,1β2,1)− β2,1 log2(α2,3β2,3)
β2,2β2,3 + β2,2β2,1 + β2,1β2,3
+
β2,1 log2(α2,2β2,2) + β2,3 log2(α2,2β2,2)
β2,2β2,3 + β2,2β2,1 + β2,1β2,3
Rext21 =
Rtβ2,1β1,3 − β1,3 log2(α2,1β2,1)− β2,1 log2(α1,3β1,3)
β1,3β2,2 + β1,2β2,1 + β2,1β1,3
+
β1,3 log2(α2,2β2,2) + β2,1 log2(α1,2β1,2)
β1,3β2,2 + β1,2β2,1 + β2,1β1,3
Rext32 =
Rtβ1,1β2,3 − β2,3 log2(α1,1β1,1)− β1,1 log2(α2,3β2,3)
β1,2β2,3 + β1,1β2,2 + β1,1β2,3
+
β2,3 log2(α12β1,2) + β1,1 log2(α2,2β2,2)
β1,2β2,3 + β1,1β2,2 + β1,1β2,3
Rext42 =
Rtβ1,1β1,3 − β1,3 log2(α1,1β1,1)− β1,1 log2(α1,3β1,3)
β1,2β1,3 + β1,1β1,2 + β1,1β1,3
+
β1,1 log2(α1,2β1,2) + β1,3 log2(α1,2β1,2)
β1,2β1,3 + β1,1β1,2 + β1,1β1,3
Rmin2 = min
{
Rext12 , R
ext2
2 , R
ext3
2 , R
ext4
2 , Rt
}
Rmax2 = max
{
Rext12 , R
ext2
2 , R
ext3
2 , R
ext4
2 , 0
}
(32)
Rext13 =
Rtβ2,1β2,2 − β2,2 log2(α2,1β2,1)− β2,1 log2(α2,2β2,2)
β2,3β2,2 + β2,3β2,1 + β2,1β2,2
+
β2,2 log2(α2,3β2,3) + β2,1 log2(α2,3β2,3)
β2,3β2,2 + β2,3β2,1 + β2,1β2,2
Rext23 =
Rtβ2,1β1,2 − β1,2 log2(α2,1β2,1)− β2,1 log2(α1,2β1,2)
β2,3β1,2 + β1,3β2,1 + β2,1β1,2
+
β1,2 log2(α2,3β2,3) + β2,1 log2(α1,3β1,3)
β2,3β1,2 + β1,3β2,1 + β2,1β1,2
Rext33 =
Rtβ1,1β2,2 − β2,2 log2(α1,1β1,1)− β1,1 log2(α2,2β2,2)
β1,3β2,2 + β2,3β1,1 + β1,1β2,2
+
β2,2 log2(α1,3β1,3) + β1,1 log2(α2,3β2,3)
β1,3β2,2 + β2,3β1,1 + β1,1β2,2
Rext43 =
Rtβ1,1β1,2 − β1,2 log2(α1,1β1,1)− β1,1 log2(α1,2β1,2)
β1,3β1,2 + β1,3β1,1 + β1,1β1,2
+
β1,2 log2(α1,3β1,3) + β1,1 log2(α1,3β1,3)
β1,3β1,2 + β1,3β1,1 + β1,1β1,2
Rmin3 = min
{
Rext13 , R
ext2
3 , R
ext3
3 , R
ext4
3 , Rt
}
Rmax3 = max
{
Rext13 , R
ext2
3 , R
ext3
3 , R
ext4
3 , 0
}
(33)
APPENDIX C
PROOF OF THEOREM 4
Theorem. For a 3-stream 2-task CI system, there are no
Pareto-optimal solutions outside of C ∩ P (Fig. 4).
Proof. Let R′ = (R′1, R
′
2) be any given point outside C ∩ P .
Assume that R′ is Pareto-optimal for (16). If that is the case,
we must have R′ ∈ S, and by Theorem 3, R′ must satisfy
KKT conditions (19) for some w = (w1, w2) with w1, w2 > 0.
However, by construction (Section V-B), C ∩ P includes all
feasible points R ∈ S that satisfy KKT conditions (20) with
w1
w2
> 0, which includes all w1, w2 > 0. Hence, R′ cannot be
Pareto-optimal.
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