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BERRY-ESSÉEN BOUND FOR THE PARAMETER ESTIMATION OF
FRACTIONAL ORNSTEIN-UHLENBECK PROCESSES
YONG CHEN, NENGHUI KUANG, AND YING LI
Abstract. For an Ornstein-Uhlenbeck process driven by fractional Brownian motion with
Hurst index H ∈ [ 1
2
, 3
4
], we show the Berry-Esséen bound of the least squares estimator of the
drift parameter. We use an approach based on Malliavin calculus given by Kim and Park [13].
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1. Introduction
Let BHt be a 1-dimensional fractional Brownian motion with Hurst index H ∈ [ 12 , 34 ], the least
squares estimator of the drift coefficient of 1-dimensional Ornstein-Uhlenbeck process
dXt = −θXtdt+ dBHt , X0 = 0, 0 ≤ t ≤ T, (1.1)
is given by a ratio of two Gaussian functionals [9]:
θˆT = −
∫ T
0 XtdXt∫ T
0
X2t dt
= θ −
∫ T
0 XtdB
H
t∫ T
0
X2t dt
, (1.2)
where the integral with respect to BH is interpreted in the Skorohod sense (or say a divergence-
type integral). The strong consistency and asymptotic normality of the estimator θˆT are shown
for H ∈ [ 12 , 34 ) in [9], and recently, this findings is extended to the case of H ∈ (0, 34 ] in [10].
The question naturally arises whether the Berry-Esséen bound of
√
T (θˆT −θ) can be obtained.
When H = 12 , it is well known that the Berry-Esséen bound can be shown by means of squeezing
techniques, please refer to [3, 4] and the references therein. Recently, two new approaches based
on the Malliavin calculus are proposed to show the Berry-Esséen bound [12, 13]. But the case
of H 6= 12 is still unsolved up to now.
In the present paper, we will give an affirmative answer to the case of H ∈ [ 12 , 34 ] using one of
these two approaches (see also Theorem 2.1 below).
Theorem 1.1. Let Z be a standard Gaussian random variable. When H ∈ [ 12 , 34 ), there exists
a constant Cθ,H such that when T is large enough,
sup
z∈R
∣∣∣∣∣P (
√
T
θσ2H
(θˆT − θ) ≤ z)− P (Z ≤ z)
∣∣∣∣∣ ≤ Cθ,H√T 3−4H ; (1.3)
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when H = 34 , there exists a constant Cθ such that when T is large enough,
sup
z∈R
∣∣∣∣∣P (
√
T
θσ2H logT
(θˆT − θ) ≤ z)− P (Z ≤ z)
∣∣∣∣∣ ≤ Cθ(logT )1−ǫ , (1.4)
for any ǫ ∈ (0, 1), where σ2H is given in [9, 10] as follows:
σ2H =
{
(4H − 1)(1 + Γ(3−4H)Γ(4H−1)Γ(2H)Γ(2−2H) ), H ∈ [ 12 , 34 ),
4
π
, H = 34 .
(1.5)
Proof of Theorem 1.1 will be given in Section 3.
Although the lower bound of Kolmogorov distance between
√
T (θˆT − θ) and the Gaussian
random variable is known in case of H = 12 [12], we do not give the similar result in case
of H 6= 12 . Throughout the paper we assume H ≥ 12 . The case H < 12 will involve much
more complex computations and we believe that in this case the upper bound is 1√
T
. We shall
investigate this case separately.
We give a brief comments to the estimator θˆT . It is well known that θˆT cannot be computed
from the path of X since the translation between divergence and Young integrals relies on the
parameter that is being estimated. This makes many authors study the more practical and
difficult parameter estimate based on discrete observations [1, 7, 14, 15]. Recently, it is found out
that to discretize the continuous-time estimator will lost the estimator’s interpretation as a least
square optimizer [11]. Our findings is a first step to understand the Berry-Esséen behavior of the
estimator and that questions of measurability of the estimator, and discrete-time observations,
will be investigated in other works.
We mention two previous close related work. Based on discrete observations of the above 1-
dimensional fractional Ornstein-Uhlenbeck process (1.1), the discretized least squares estimator
θˆn := −
∑n
i=1Xti−1(Xti −Xti−1)
∆n
∑n
i=1X
2
ti
,
where ti = i∆n, is proposed and an upper Berry-Esséen-type bound in the Kolmogorov distance
for θˆn is shown in [6] when ∆n → 0 and n → ∞. The bound seems more complicated than
(1.3). Moreover, the so-called “polynomial variation” estimator is proposed for (1.1) and an
upper Berry-Esséen-type bound in the Wasserstein distance is shown in [11], where the bound is
similar to (1.3) and (1.4).
One can add another constant σ before BHt in (1.1). In this case, the estimation of pairs
of parameters (θ, σ) is studied in [16]. Moreover, the joint estimation of the three parameters
(θ, σ, H) using a method of moments is proposed in [1, 17]. This type of problem can trace back
to [5, 8].
2. Preliminary
Let αH = H(2H − 1). Define the Hilbert space
H =
{
f |f : R+ → R,
∫ ∞
0
∫ ∞
0
f(t)f(s) |t− s|2H−2 dtds <∞
}
.
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Then a Gaussian isonormal process associated with H is given by Wiener integrals with respect
to a fBm for any deterministic kernel ∈ H:
BH(f) =
∫ ∞
0
f(s)dBHs .
Let Hn be the n-th Hermite polynomial. The closed linear subspace Hn of L2(Ω) generated
by
{
Hn(B
H(f)) : f ∈ H, ‖f‖
H
= 1
}
is called the n-th Wiener-Ito chaos. The linear isometric
mapping In : H
⊙n → Hn given by In(h⊗n) = n!Hn(BH(f)) is called the n-th multiple Wiener-
Ito integral. For any f ∈ H⊗n, define In(f) = In(f˜) where f˜ is the symmetrization of f .
Given f ∈ H⊗p and g ∈ H⊗q and r = 1, · · · , p ∧ q, r-th contraction between f and g is the
element of H⊗(p+q−2r) defined by
f ⊗r g(t1, . . . , tp+q−2r) = α2rH
∫
R
2r
+
|u1 − v1|2H−2 . . . |ur − vr|2H−2 f(t1, . . . , tp−r, u1, . . . , ur)
× g(tp−r+1, . . . , tp+q−2r , v1, . . . , vr)d~ud~v,
where ~u = (u1, . . . , ur), ~v = (v1, . . . , vr).
We will make use of the following estimate of the Kolmogrov distance between a nonlinear
Gaussian functional and the standard normal (see Corollary 1 of [13]).
Theorem 2.1 (Kim, Y. T., & Park, H. S). Suppose that ϕT (t, s) and ψT (t, s) are two functions
on H⊗2. Let bT be a positive function of T such that I2(ψT )+bT > 0 a.s. If Ψi(T )→ 0, i = 1, 2, 3
as T →∞, then there exist a constant c such that for T large enough,
sup
z∈R
∣∣∣∣P ( I2(ϕT )I2(ψT ) + bT ≤ z)− P (Z ≤ z)
∣∣∣∣ ≤ c× maxi=1,2,3Ψi(T ), (2.1)
where
Ψ1(T ) =
1
b2T
√[
b2T − 2 ‖ϕT ‖2H⊗2
]2
+ 8 ‖ϕT ⊗1 ϕT ‖2H⊗2 ,
Ψ2(T ) =
2
b2T
√
2 ‖ϕT ⊗1 ψT ‖2H⊗2 + 〈ϕT , ψT 〉2H⊗2 ,
Ψ3(T ) =
2
b2T
√
‖ψT ‖4H⊗2 + 2 ‖ψT ⊗1 ψT ‖2H⊗2 .
3. Proof of Theorem 1.1
It follows from Eq.(1.2) and the product formula of multiple integrals that√
T
θσ2H
(θˆT − θ) = I2(fT )
I2(gT ) + bT
, (3.1)
where
fT (t, s) =
1
2
√
θσ2HT
e−θ|t−s|1{0≤s,t≤T}, (3.2)
gT (t, s) =
√
σ2H
θT
fT − 1
2θT
hT , (3.3)
hT (t, s) = e
−θ(T−t)−θ(T−s)
1{0≤s,t≤T}, (3.4)
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bT =
1
T
∫ T
0
∥∥∥e−θ(t−·)1[0,t](·)∥∥∥2
H
dt. (3.5)
The reader can also refer to Eq.(17)-(19) of [12] for details.
We need several lemmas before the proof of Theorem 1.1. The following estimate is cited from
Proposition 7 or (3.17) of [10].
Lemma 3.1. When H ∈ [ 12 , 34 ], there exists a constant Cθ,H such that
‖fT ⊗1 fT ‖2H⊗2 ≤
Cθ,H
T 3−4H
. (3.6)
Since H > 12 , we can write bT as
bT =
αH
T
∫ T
0
dt
∫
[0,t]2
e−θ(t−u)−θ(t−v) |u− v|2H−2 dudv,
=
2αH
T
∫ T
0
dt
∫
0≤u≤v≤t
e−θ(t−u)−θ(t−v) |u− v|2H−2 dudv.
Lemma 3.2. When H ≥ 12 , the convergent speed of bT → HΓ(2H)θ−2H is 1T 1−ǫ for any small
ǫ ∈ (0, 1) as T →∞. Especially, we can choose ǫ = 0 when H = 12 .
Proof. The case of H = 12 is simple. When H >
1
2 , by the L’Hospital’s rule, we have that for
any ǫ ∈ (0, 1),
lim
T→∞
T ǫ−1
bT −HΓ(2H)θ−2H
2αH
= lim
T→∞
1
T ǫ
[ ∫ T
0
dt
∫
0≤u≤v≤t
e−θ(t−u)−θ(t−v) |u− v|2H−2 dudv − Γ(2H − 1)
2θ2H
T
]
= lim
T→∞
T ǫ−1
[ ∫
0≤u≤v≤T
e−θ(T−u)−θ(T−v) |u− v|2H−2 dudv − Γ(2H − 1)
2θ2H
]
( let a = T − v, b = v − u)
= lim
T→∞
T ǫ−1
[ ∫
a+b≤T, a,b≥0
e−θ(2a+b)b2H−2dadb− Γ(2H − 1)
2θ2H
]
= lim
T→∞
T ǫ−1
∫
a+b>T, a,b≥0
e−θ(2a+b)b2H−2dadb
= lim
T→∞
T ǫ−1
[ ∫ T
0
e−θbb2H−2db
∫ ∞
T−b
e−2θada+
∫ ∞
T
e−θbb2H−2db
∫ ∞
0
e−2θada
]
= lim
T→∞
[ T ǫ−1
2θe2θT
∫ T
0
eθbb2H−2db +
T ǫ−1
2θ
∫ ∞
T
e−θbb2H−2db
]
= 0.

Lemma 3.3. Let hT be given as in (3.4). Then as T →∞,
1√
T
hT → 0, in H⊗2. (3.7)
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Proof. The case of H = 12 is simple. When H >
1
2 , by the symmetrical property and the
L’Hospital’s rule, we have that
lim
T→∞
1
α2HT
‖hT ‖2H⊗2
= lim
T→∞
1
T
∫
[0,T ]4
e−θ[(T−t1)+(T−s1)+(T−t2)+(T−s2)] |t1 − t2|2H−2 |s1 − s2|2H−2 d~td~s
= lim
T→∞
8
Te4θT
∫
0≤t2≤t1≤T, 0≤s2≤s1≤T, s1≤t1
eθ(t1+t2+s1+s2) |t1 − t2|2H−2 |s1 − s2|2H−2 d~td~s
= lim
T→∞
8
(1 + 4θT )e3θT
∫
0≤t2≤T, 0≤s2≤s1≤T
eθ(t2+s1+s2)(T − t2)2H−2(s1 − s2)2H−2dt2d~s.
We divide the domain {0 ≤ t2 ≤ T, 0 ≤ s2 ≤ s1 ≤ T, s1 ≤ T } into three disjoint regions accord-
ing to the distinct orders of s1, s2, t2:
∆1 = {0 ≤ s2 ≤ s1 ≤ t2 ≤ T } , ∆2 = {0 ≤ s2 ≤ t2 ≤ s1 ≤ T } , ∆3 = {0 ≤ t2 ≤ s2 ≤ s1 ≤ T } .
We also denote Ii =
∫
∆i
eθ(t2+s1+s2−3T )(T − t2)2H−2(s1 − s2)2H−2dt2d~s. Thus, we have that
lim
T→∞
1
α2HT
‖hT ‖2H⊗2 = lim
T→∞
8
1 + 4θT
(I1 + I2 + I3). (3.8)
Firstly, we consider I1. By making the change of variables T − t2 = x, t2−s1 = y, s1−s2 = z,
we have that
I1 =
∫
R
3
+
, x+y+z≤T
e−θ(3x+2y+z)x2H−2z2H−2dxdydz
<
∫
R
3
+
e−θ(3x+2y+z)x2H−2z2H−2dxdydz <∞.
Similarly, we can show that I2, I3 <∞, which implies that 1T ‖hT ‖2H⊗2 → 0 as T →∞. 
Lemma 3.4. Let gT be given as in (3.3). When H ∈ [ 12 , 34 ), we have that as T →∞,
T ‖gT ‖2H⊗2 →
δH
2θ1+4H
, T 〈fT , gT 〉2H⊗2 →
δ2H
4θ1+8Hσ2H
, (3.9)
T ‖fT ⊗1 gT ‖2H⊗2 → 0, T ‖gT ⊗1 gT ‖2H⊗2 → 0; (3.10)
when H = 34 , we have that
T
logT
‖gT ‖2H⊗2 →
δH
2θ1+4H
,
T
log2 T
〈fT , gT 〉2H⊗2 →
δ2H
4θ1+8Hσ2H
,
T
logT
‖fT ⊗1 gT ‖2H⊗2 → 0,
T
logT
‖gT ⊗1 gT ‖2H⊗2 → 0,
where δH is given in [9]:
δH =
{
H2(4H − 1)(Γ2(2H) + Γ(2H)Γ(3−4H)Γ(4H−1)Γ(2−2H) ), H ∈ [ 12 , 34 ),
9
16 , H =
3
4 .
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Proof. We only show the case of H ∈ [ 12 , 34 ). The case of H = 34 is similar.
It follows from (3.3) that
T ‖gT ‖2H⊗2 =
σ2H
θ
‖fT ‖2H⊗2 +
1
4θ2T
‖hT ‖2H⊗2 −
√
σ2H
θ3T
〈fT , hT 〉H⊗2 .
The Cauchy-Schwarz inequality implies that the third term is bounded by c√
T
‖fT‖ · ‖hT ‖. By
Lemma 3.3 and Eq.(3.12)-(3.14) of [9], we have that
lim
T→∞
T ‖gT‖2H⊗2 =
σ2H
θ
lim
T→∞
‖fT ‖2H⊗2 =
δH
2θ1+4H
.
Similarly, we have that
lim
T→∞
√
T 〈fT , gT 〉H⊗2 =
√
σ2H
θ
lim
T→∞
‖fT ‖2H⊗2 =
√
θ
σ2H
δH
2θ1+4H
.
Next, it is clear that
√
TfT ⊗1 gT =
√
σ2H
θ
fT ⊗1 fT − 1
2θ
fT ⊗1 ( 1√
T
hT ).
The fourth moment theorem implies that fT ⊗1 fT → 0 in H⊗2 as T →∞, please refer to [9, 10]
for details. The Cauchy-Schwarz inequality (or Lemma 4.2 of [2]) and Lemma 3.3 imply that as
T →∞, ∥∥∥∥fT ⊗1 ( 1√
T
hT )
∥∥∥∥
H⊗2
≤ ‖fT ‖H⊗2 ·
1√
T
‖hT ‖H⊗2 → 0,
which implies that
√
TfT ⊗1 gT → 0 in H⊗2.
Finally, the Cauchy-Schwarz inequality or Lemma 4.2 of [2] implies that
√
T ‖gT ⊗1 gT‖H⊗2 ≤
√
T ‖gT ‖2H⊗2 =
1√
T
· T ‖gT ‖2H⊗2 → 0.

Lemma 3.5. When H ∈ [ 12 , 34 ), the convergence speed of 2 ‖fT ‖2H⊗2 →
[
HΓ(2H)θ−2H
]2
is
1
T 3−4H
as T →∞. When H = 34 , the convergence speed of
2‖fT ‖2
H⊗2
log T → 9π64θ3 is at least (log T )ǫ−1
for any ǫ ∈ (0, 1) as T →∞.
Proof. The case of H = 12 is easy.
Next, suppose that H ∈ (12 , 34 ). By the symmetrical property, the L’Hospital’s rule and
Lemma 5.3 in the web-only Appendix of [9], we have that as T →∞,
lim
T→∞
T 3−4H
{
− 2 ‖fT ‖2H⊗2 +
[
HΓ(2H)θ−2H
]2}× θσ2H
2α2H
× (4H − 2)
= lim
T→∞
4H − 2
4T 4H−2
[
−
∫
[0,T ]4
e−θ|t1−s1|−θ|t2−s2| |t1 − t2|2H−2 |s1 − s2|2H−2 d~td~s+ 2θ
1−4HδH
α2H
T
]
= lim
T→∞
T 3−4H
[
−
∫
[0,T ]3
e−θ|t1−s1|−θ(T−s2)(T − t1)2H−2 |s1 − s2|2H−2 dt1d~s+ θ
1−4HδH
2α2H
]
(let x = T − s2, y = T − s1, z = T − t1)
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= lim
T→∞
T 3−4H
[
−
∫
[0,T ]3
e−θ(x+|y−z|)z2H−2 |x− y|2H−2 dxdydz + θ
1−4HδH
2α2H
]
= lim
T→∞
T 3−4H
∫
R
3
+
−[0,T ]3
e−θ(x+|y−z|)z2H−2 |x− y|2H−2 dxdydz
:=
6∑
i=1
lim
T→∞
T 3−4HIi,
where for i = 1, . . . , 6,
Ii =
∫
∆c
i
e−θ(x+|y−z|)z2H−2 |x− y|2H−2 dxdydz,
∆ci = lim
T→∞
∆i(T )−∆i(T ),
∆1(T ) = {0 ≤ x ≤ y ≤ z ≤ T } , ∆2(T ) = {0 ≤ x ≤ z ≤ y ≤ T } , ∆3(T ) = {0 ≤ z ≤ x ≤ y ≤ T } ,
∆4(T ) = {0 ≤ y ≤ x ≤ z ≤ T } , ∆5(T ) = {0 ≤ y ≤ z ≤ x ≤ T } , ∆6(T ) = {0 ≤ z ≤ y ≤ x ≤ T } .
By making the change of variables a = x, b = y − x, c = z − y, we have that
I1 =
∫
R
3
+
, a+b+c>T
e−θ(a+c)b2H−2(a+ b+ c)2H−2dadbdc.
Since on
{
(a, b, c) ∈ R3+, a+ b+ c > T
}
, we have that
{a+ b+ c > T, b ≥ 1} = {1 ≤ b ≤ T, a+ c > T − b} ∪ {b > T } ,
{a+ b+ c > T, 0 < b < 1} ⊂ {0 < b < 1, a+ c > T − 1} ,
(a+ b+ c)b ≥ b21{b≥1} + (a+ c)b1{0<b<1}.
Hence,
T 3−4HI1 = T 3−4H [I11 + I12 + I13],
where
I11 =
∫ T
1
b2H−2db
∫
a+c>T−b
e−θ(a+c)(a+ b+ c)2H−2dadc
I12 =
∫ ∞
T
b2H−2db
∫
R
2
+
e−θ(a+c)(a+ b+ c)2H−2dadc,
I13 =
∫ 1
0
b2H−2db
∫
a+c>T−1
e−θ(a+c)(a+ b+ c)2H−2dadc
<
∫ 1
0
b2H−2db
∫
a+c>T−1
e−θ(a+c)(a+ c)2H−2dadc.
By the L’Hospital’s rule and Lebesgue’s dominated convergence theorem, we have that as T →∞
T 3−4HI11 → 0, T 3−4HI12 → 1
(3 − 4H)θ2 , T
3−4HI13 → 0
which implies that
T 3−4HI1 → 1
(3 − 4H)θ2 .
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In the same way, we have that as T →∞,
T 3−4HI2 → 1
(3− 4H)θ2 , T
3−4HI4 → 0, T 3−4HI3 = T 3−4HI6 → 0.
In addition, it is clear that 0 ≤ I5 ≤ I3. Hence,
6∑
i=1
lim
T→∞
T 3−4HIi =
2
(3 − 4H)θ2 ,
which implies the convergence speed of 2 ‖fT ‖2H⊗2 →
[
HΓ(2H)θ−2H
]2
is 1
T 3−4H
as T →∞.
Finally, suppose that H = 34 . Similarly, we have that for any ǫ ∈ (0, 1),
lim
T→∞
(logT )1−ǫ
{2 ‖fT ‖2H⊗2
logT
− [HΓ(2H)θ−2H]2}× θσ2H
2α2H
= lim
T→∞
1
T (logT )ǫ
[1
4
∫
[0,T ]4
e−θ|t1−s1|−θ(t2−s2)(T − t1)2H−2 |s1 − s2|2H−2 d~td~s− θ
1−4HδH
2α2H
T logT ]
= lim
T→∞
1
(log T )ǫ
[ ∫
[0,T ]3
e−θ|t1−s1|−θ(T−s2)(T − t1)2H−2 |s1 − s2|2H−2 dt1d~s− θ
1−4HδH
2α2H
logT ]
(let x = T − s2, y = T − s1, z = T − t1)
= lim
T→∞
(log T )1−ǫ
[ 1
logT
∫
[0,T ]3
e−θ(x+|y−z|)z2H−2 |x− y|2H−2 dxdydz − 2
θ2
]
= lim
T→∞
(log T )1−ǫ
[
− 2
θ2
+
6∑
i=1
Ji
]
,
=
2∑
i=1
lim
T→∞
(logT )1−ǫ(Ji − 1
θ2
) +
6∑
i=3
lim
T→∞
(log T )1−ǫJi,
where
Ji =
1
logT
∫
∆i
e−θ(x+|y−z|)z2H−2 |x− y|2H−2 dxdydz.
The L’Hospital’s rule implies that as T →∞,
lim
T→∞
(logT )1−ǫ(J1 − 1
θ2
) = lim
T→∞
1
(logT )ǫ
[ ∫
∆1
e−θ(x+|y−z|)z2H−2 |x− y|2H−2 dxdydz − 1
θ2
logT
]
= lim
T→∞
1
eθTT−
1
2 (logT )ǫ−1ǫ
[ ∫
0≤x≤y≤T
e(y−x)θ(y − x)− 12dxdy − 1
θ2
eθTT−
1
2
]
= lim
T→∞
1
eθTT−
1
2 (logT )ǫ−1ǫ
[ ∫ T
0
eθbb−
1
2 (T − b)db− 1
θ2
eθTT−
1
2
]
= lim
T→∞
1
eθTT−
1
2 (logT )ǫ−1ǫθ
[ ∫ T
0
eθbb−
1
2db − 1
θ
eθTT−
1
2 +
eθT
2θ2
T−
3
2
]
= lim
T→∞
1
eθTT−
1
2 (logT )ǫ−1ǫθ2
eθT
θ2
T−
3
2
= 0.
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Similarly, we have that
lim
T→∞
(logT )1−ǫ(J2 − 1
θ2
) = 0, lim
T→∞
(logT )1−ǫJi = 0, i = 3, 4, 5, 6.
Thus, the speed of
2‖fT ‖2
H⊗2
log T → 9π64θ3 is at least (log T )ǫ−1 as T →∞. 
Proof of Theorem 1.1. We only show the case of H ∈ [ 12 , 34 ). The case of H = 34 is similar.
It follows from Theorem 2.1, Lemma 3.2 and Eq.(3.1)-(3.5) that there exists a constant Cθ,H
such that for T large enough,
sup
z∈R
∣∣∣∣∣P (
√
T
θσ2H
(θˆT − θ) ≤ z)− P (Z ≤ z)
∣∣∣∣∣ ≤
Cθ,H ×max
{∣∣∣b2T − 2 ‖fT ‖2∣∣∣ , ‖fT ⊗1 fT ‖ , ‖fT ⊗1 gT ‖ , 〈fT , gT 〉, ‖gT ‖2 , ‖gT ⊗1 gT ‖} . (3.11)
Denote a = HΓ(2H)θ−2H . Lemma 3.2 and Lemma 3.5 imply that there exists a constant c such
that for T large enough,∣∣∣b2T − 2 ‖fT ‖2∣∣∣ ≤ ∣∣b2T − a2∣∣+ ∣∣∣2 ‖fT ‖2 − a2∣∣∣ ≤ c× 1T 3−4H .
Lemma 3.4 imply that there exists a constant c such that for T large enough,
‖fT ⊗1 gT ‖ , 〈fT , gT 〉, ‖gT ⊗1 gT ‖ ≤ c× 1√
T
, ‖gT ‖2 ≤ c× 1
T
.
Substituting (3.6) and the above inequalities into (3.11), we obtain that the Berry-Esséen
bound (1.3) holds. ✷
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