In this technical note, we examine the optimal quantization of signals for system identification. We deal with memoryless quantization for the output signals and derive the optimal quantization schemes. The objective functions are the errors of least squares parameter estimation subject to a constraint on the number of subsections of the quantized signals or the expectation of the optimal code length for either high or low resolution. The optimal quantizer has the property that it is coarse near the origin of its output and becomes dense away from the origin in the usual situation. Finally the required quantity of data to decrease the total parameter estimation error, caused by quantization and noise, is discussed.
I. INTRODUCTION
The problem of signal quantization for reducing its complexity has a long history going back to the 1940s, and is one of main themes in the area of information theory (e.g., see [9] ). Although elementary discussion on the signal quantization in the control community dates from the 1970s (e.g., see [3] ), rigorous analysis did not begin until the late 1980s. The main difficulty of quantization in control systems lies in their dynamics and the result by [4] , [5] is recognized as a breakthrough, in which the behavior of control systems is analyzed in detail. In the last few years, stabilization problems of networked control systems with quantized signals have been actively investigated in several different situations, e.g., [2] , [6] , [12] , [18] , [24] . Of these, a logarithmic quantizer for signals was shown to be coarsest, in some sense, to achieve a kind of asymptotic stability [6] .
With this background, our interests shifted to a fundamental problem in the system identification; i.e., what amount of information is necessary and what quantization scheme is optimal for system identification? Unfortunately however, compared to the research activity in the stabilization or state estimation, the optimal quantization problem for system identification [7] has not been adequately considered. The main subject of this technical note is to answer this fundamental question.
In this technical note, we consider the optimal memoryless quantization problem of output signals for parameter estimation. The system is a single input single output (SISO) finite impulse response (FIR) model and we find the optimal quantizer to minimize the variance of the parameter estimation error given by the least-squares method with a constraint on the number of quantization steps or the expectation of the code length of the optimally coded quantized signals. We consider this problem for two cases: 1) high quantization resolution with weak assumptions on i.i.d. input and 2) low quantization resolution. The difficulty with the problem is in the complex correlation between the input signals and the quantization errors, and we show that this problem can be reduced to a minimization of a functional of quantization error e(y) : e 2 (y) 2 (y)fu(y=kk)dy, under the knowledge of fu(): the probability density function of the input u, 2 (y): a kind of moment of the output y, n: the degree of the systems, and kk, where is the system parameter vector. Manuscript In the high-resolution case, we introduce a notion of the density of the number of quantized subsections and derive its optimal solutions. We show that the solutions are functions of the probability density of the input signals and their profiles can be given. We next consider the quantization problem around the origin of the output in the low-resolution case and give the optimal quantizer. The optimal quantizer is given by minimizing a one-dimensional rational function recursively. The optimal quantization is not uniform and it is coarse near the origin of the quantized signals and becomes dense away from the origin. This property is opposite to the case of stabilization in [6] and reveals duality between system identification and stabilization.
Recently, relevant results on system identification have been reported. In [1] and [16] , for given quantizers, their effect on parameter estimation is examined and several methods are proposed to diminish it. In [23] , data complexity or an optimal 1-bit quantization is discussed for restricted cases. System identification with quantized data has been also discussed as a model of Wiener/Hammerstein systems (e.g., see [13] ). Compared to them, in this technical note, we give the optimal quantizers of a given bit-rate explicitly in order to discuss necessary data complexity for parameter estimation.
The main results of this technical note were firstly given in [17] and [19] . Also [20] , [21] are its complete version. This technical note is a digest and most of the proofs of theorems are omitted. Refer to [21] for the proofs.
Notation: [x] : expectation of x, [x]: (23) , O(): orders of (Landau's symbol), [x]: expectation of kxk 2 2 , i , () i : i-th element of vector , 0 : quantized number of , 0
hji : j-th quantized number for S j ,: transformed vector or matrix of by T .
II. PROBLEM FORMULATION
In order to show the effect of quantization errors on parameter estimation in an explicit form, we formulate the parameter estimation problem with a simple discrete time SISO FIR model y o (t) = q(y(t)) + w(t); y(t) = (t) (t) := [ u(t) u(t 0 1) . . . u(t 0 n + 1) ] := [ 1 2 . . . n ] T yo; y; w; u 2 R; 2 R 12n ; 2 R n21 (1) where w is random noise, q is a memoryless quantizer for original analogue output y, y o is the observed output, is the regressor vector, is a system parameter, n is the order of the FIR model, u is the input, and t is the time index. We assume that u and w are independent each other. The input u and the associated regressor vector are a realization of a stochastic process with a joint density function f ( 1 ; 2 ; . . . ; n ) of 1 ; 2 ; . . . ; n , where i denotes the ith element of . Note 2.1: We also derived a result for a case of noise as y o (t) = q(y(t) + w(t)) in [20] . The result suggests that the noise of this type increases the effect of quantization on the magnitude of the parameter estimation error by approximately twice that of (1) . From that result, it is enough to analyze the form of (1) to know the essential property of the optimal quantization.
The quantizer q is a memoryless symmetric type defined by q(y) := y 0
hji when y 2 S y j S y 0 := fy = 0g ; S y j := fy : dj01 < y dj g ; j > 0 S y j := fy : d j y < d j+1 g ; j < 0 d0 = 0 < d1 < d2 . . . ; d01 = 0d1; d02 = 0d2; . . .
where y 0 hji is the assigned quantized value to the subsection S y j . A quantizer including a form S y 0 = fy : 0d 1 y d 1 g for S y 0 is 0018-9286/$26.00 © 2009 IEEE clarified not to be optimal in Section IV and without loss of generality, we consider the form of (2) hereafter. Following the standard least squares method, we propose the estimated parameter with a sufficient length of I/O data, fu(t)g and fy o (t)g, as (2) . . . yo(N ) ] T y 0 (t) := q(y(t)); e(t) := y 0 (t) 0 y(t) (3) where N is the I/O data length. The vectors Y 0 , W , Y , and E corresponding to y 0 , w, y, and e, respectively, are also defined as Y o to y o . We call e the quantization error between y 0 and y. shows that the estimation error 0 can be evaluated from the magnitudes of the quantization error term 1E and the noise error term 1W .
In a case of e = 0, (3) is the standard least-squares estimation and also in a case of e 6 = 0, (3) is still a reasonable estimation subject to the minimization of [k1Ek 2 2 ] because k 0 k 2 2 = k1E + 1W k 2 2 = k1Ek 2 2 + k1W k 2 2 . Here, we show an original quantization problem in this technical note which is resolved into feasible ones in Sections III and IV.
Problem 2.1: Find a quantizer q(y) to minimize k1Ek 2 2 satisfying a bias-free condition [1E] = 0 of the estimated parameters under constraint on the quantization resolution.
Note 2.2: In information theory, the quantization problem is to reduce the distortion of the quantized signal under constraints on the complexity of the transmitted signals (e.g., [9] ). In contrast, the purpose in system identification should be the reduction of the estimation error and this is the difference between them.
In the standard probabilistic system identification, 1W is evaluated with the convergence rate of N (U T U ) 01 0! N!1 (1= 2 u )I and (1=N)U T W 0! N!1 O, where 2 u is the covariance of u, by using Slutsky's theorem (e.g., [10] ) subject to an assumption of the mutual independence of u and w. This methodology is also applicable to 1E, however, the correlation between u and e in U T E is much more complicated. Our idea to resolve this difficulty is to reduce Problem 2.1 to a feasible minimization problem of a functional of a weighted one-dimensional quantizer as explained below.
We define subsets S j of the regressor vector associated with the subsection S y j by S j := : y = 2 S y j , and consider the following variable transformation:
where T is an orthogonal matrix and rotates the basis of the regressor vector to a convenient basis. Note that such T always exists for any . Then, S j is represented by S j := :11 2 (dj01; dj ] ; j > 0 1 = 0 ; j = 0
We also define subsections S j on the space1 as S j := 1 : 2 S j . Then, the probability distribution of y depends only on that of 1 . Therefore, the variable 1 and its subsection S j are convenient for analyzing the probability distribution of y and the error e.
Associated with T , 1E and U are transformed to 1Ẽ := T 01 1E andŨ := U T , respectively, and we get a description
Note that k1Ẽk 2 2 = k1Ek 2 2 because T is an orthogonal matrix. From the above, it is known that the quantizer can be considered to be an orthogonal and symmetric type along each axis i . In Sections III and IV, we first derive key lemmas to show that the quantity k1Ek 2 2 = k1Ẽk 2 2 can be represented as a functional of the one-dimensional marginal density function f ( 1 ) and the quantizer on 1 , subject to appropriate assumptions.
III. QUANTIZATION IN HIGH RESOLUTION
In this section, we derive optimal quantizers under weak conditions on the probability densities f () where the quantizers are assumed to be high resolution. First, we show the following assumption:
Assumption 3.1: The input u and the density function f () satisfy the following conditions: 1. u(t), t = . . .; 1; 2; . . . are independent and identically distributed (i.i.d.), 2. f () is a continuous function s.t. f () satisfies:
in the neighborhood of an arbitrary = [ 1 2 . . . n ] 2 fg. The condition (7) is for guaranteeing a kind of continuity of f (), which is used in the proof of Lemma 3.1, and it is not strong; e.g., it is satisfied when f () is a multidimensional normal distribution.
The first condition Assumption 3.1.1 gives the convergence of (1=N)U T U or (1=N)Ũ TŨ to 2 u I , where 2 u is a covariance of u, at N ! 1, and therefore by Slutsky's theorem [10] . Moreover, we get:
Then, it is reasonable to find a quantizer that minimizes U T E =Ũ T E subject to constraints on the resolution of the quantizer and bias-free from the quantization error term, i.e.,
U T E = 0Ũ T E = 0 .
Note 3.1:
In the area of signal processing or information theory, the optimal quantization problem has been also investigated (e.g., see [8] , [9] , [14] ). Analytic solutions are known for the case of one-dimensional quantization and the asymptotic case of high resolution. The cost functions are [kX 0 q(X)k r ] in these studies, on the other hand, we consider kU T Ek 2 2 in this technical note, which originates in parameter estimation. The evaluation of the latter is much more complicated as discussed in this technical note.
From (6), the bias-free condition
for k = 1. With the notation e( 1 (t)) we intend to specify that e(t) is a function of1(t), which can be seen from (6) . The notation f(1) (11) and we derive the following key lemma:
where 1y max is the maximum width of the subsections S y j of the quantizer defined by 1ymax := maxj jdj+1 0 djj.
The proof of this lemma is given in [21, Appendix] . ... ;n)d2 ...dn 2 e 2 ( 1 )d 1 : (13) in the high-resolution case. A key notion as in [11] for the minimization of the r.h.s. of (13) is the following quantity:
Definition 3.1: The quantity g( 1 ), which satisfies "g( 1 )d 1 = number of quantized subsections in d1," is called the density of the number of quantized subsections.
Note that g( 1 ) 01 denotes the width of the quantization step at 1 . We also assume a form of smoothness of f() and g (1):
The density function f() and g( 1 ) satisfy the following conditions:
where f( 1 ) is defined by (10), 2. the resolution of quantizer is sufficiently high and g( 1 ) satisfies (dg( 1 ) 02 =d 1 ) < 1. guarantees an approximation (16) of (13) as shown in the following. Also, Assumption 3.2.1 is weak in the standard system identification;
e.g., f() or f() in C 1 and g(1) or g(y) 2 C 2 are enough. With Assumption 3.2.2, we can select a value g 01 j g( 1 ) 01 for the subsection S j that satisfies g 01 j = jS j j. Moreover, with ( 1 ) defined in (14) , Assumption 3.2.1-2, and 1 := maxj 01 1 jdj+1 0 d j j, we calculate the following directly: 
See [21, Appendix] for the derivation of (15). From abovẽ
is a reasonable cost function under Assumption 3.1 and 3.2.
In the following of this section, we assume Assumption 3.1 and 3.2, and give the optimal quantizers, which minimize (16) , subject to a constraint on the number of quantization steps (Section III-A) or on the expectation of the code length (Section III-B).
A. Fixed-Rate Quantization
With the cost function (16), we consider the following problem: 
where M is the total number of the quantized subsections.
The following theorem gives the solution for this problem: Theorem 3.1: The solution of (17) is It is enough acceptable to assume such knowledge because it can be easily given from the observation of input/output data. We illustrate g f ( 1 ) for the cases where 2 ( 1 ) = 2 1 + 2 o and f ( 1 ) is the normal distribution or power law. When f ( 1 ) is the normal distribution as shown in Fig. 1 -left , the profile of f (1) near the origin is as uniform distribution and the optimal quantizer g f ( 1 ) is coarse on the origin of 1 and becomes dense away from the origin in the area1 2 [01; 1]. This property is the dual result for stabilization [6] ; i.e., the coarsest quantization for stabilization is dense near the origin and becomes coarser away from the origin. Next, we consider a case that f (1) 02 1 at the tail of the distribution as an example of a power law. In this case, g f is constant in the tail and it is marginal for the existence of the solution g f (see Fig. 1 -right) . This result shows the difficulty of system identification by using finite information from the system when the tail of the probability density function f ( 1 ) is heavier than O( 02 1 ).
B. Variable-Rate Quantization
To compress the output signals transmitted to the parameter estimator, it is reasonable to apply variable-rate coding for the quantized signals from the information theoretic viewpoint. From this idea, we consider the minimization problem of (13) [i.e., (16) ] subject to a constraint of the expectation of the optimal code length in this subsection, that is, variable-rate quantization.
From the source coding theorem [15] , the lower bound of the expectation of the optimal variable-rate code length for a quantized signal is given by its entropy. Therefore, this optimization problem is reduced to the minimization of (13) [i.e., (16) ] subject to a constraint on the entropy of the quantized signals.
Subject to Assumption 3.2, we obtain the asymptotic approximation of the entropy of the quantized signal as j 0pj log pj j 0 S f (1)d1 log fj g 01 j 0f( 1 ) log f ( 1 )g 01 ( 1 ) 
where H d (f ( 1 )) := 0 f ( 1 ) log f ( 1 )d 1 . By using (19) , we consider the following problem. 
where F(1) is defined in (17) .
Note that M is the expected number of quantization steps in the sense of H(f( 1 ); g( 1 )) = log M . We can derive the following theorem:
Theorem 3.2: The solution of (20) is
Moreover, F(gv (1) Example 3.1 for fixed-rate quantization, it can be seen that variable-rate optimal coding achieves approximately half the magnitude of the square of the quantization error.
IV. QUANTIZATION IN COARSE RESOLUTION
The standard probability densities of usual input signals in system identification are flat around the origin such as uniform distribution and the optimal quantization on the origin is comparatively coarse as shown in Section III. In order to clarify the minute quantization scheme in such area, we consider the following case in this section: In the following of this section, we focus on the interval [0; ], and the expectation [], the variance [] and integrations are taken in that interval if not otherwise specified.
Under Assumption 4.1, we also consider to minimize U T E =Ũ T E of (11) subject to a bias free condition:
U T E = 0Ũ T E = 0 , i.e., (8) and (9) . With Assumption 4.1, it is obvious that
for k 6 = 1, then, (8) is automatically satisfied. A sufficient condition for (9) is
hji 0 11 )f( 1 )d 1 =0; 8 j: (23) This condition is reasonable for y 0
hji to be the representative number of the subsection S y j (or the corresponding S~ j on 1 ).
On the other hand, we can derive the following key lemma for the cost function [U T E] = V [Ũ T E] of (11): and1e(1)f(1)d1 =0:
The proof of this lemma is in [21] . Assumption 4.1 automatically guarantees the condition (22) , i.e., (25), and therefore with the bias-free condition (26), (24) follows from Lemma 4.1. With these preliminaries, we formulate the problem considered in this section: such that S 1e(1) = 0 for all j.
As described in Section II, the quantization scheme of In this section, we consider the case of even M . The case of odd M , i.e., S y 0 6 = f0g S~ 0 6 = f0g , is reduced to the even case as a result and the reason is given in Note 4.1. We also only refer to the positive domain S y 1 ; S y 2 ; ... because of the symmetric quantization. When a subsection S y j is fixed (i.e., dj01 and dj are fixed), y 0
hji is given by the bias-free condition S 1e(1) = 0.
Therefore, the optimization problem is reduced to finding optimal d 0(M 01) ; .. .;d M 01 . Corresponding to d j , we introduce key variables, ratios rj (j = 1; ...; (1=2)M 0 1) between dj and dj+1 defined by d j = r j d j+1 ; r j 2 [0; 1]: (29) Then the optimization of d 0(M 01) ; ... ; d M 01 can be reduced to that of r 0(M 01) ; ...; r M 01 and we derive the following: where S [] is the restriction of [] to S~ j similar to (23) .
The proof is in [21] . because for any such subsection and setting y 0 h0i , S 1 e( 1 ) 6 = 0. This means that S y 0 (i.e., S~ 0 ) should be f0g and the problem is equal to the case of even M as a result.
Proposition 4.1 shows that the problem can be solved by a dynamic programming. In general, the computation complexity of such problem is not low; however, the optimization problem (30) can be solved by very few calculation steps in special cases n = 1 or n 1, respectively, as shown in the following theorem: The optimal value of (27) converges to (N=108) 4 1 4 (n 0 1) min M 01 .
The proof is in [21] . We call the optimal quantization scheme Qopt hereafter. and a dynamic programming is required for solving (30), on the other hand, in the case of (32) or (33), r o j is independent of d j+1 and fr o j g is given by solving (32) or (33) from j = 1 to j = M 0 0 1 in turn only once. This means that the original minimization of approximately 2M -variable function U T E is reduced to a recursive minimization of a one-variable rational function when n = 1 or n 1. Moreover, when n = 1, the local minimum of (r; ), > 0, in r 2 (0; 1)
is unique ([21, Lemma A.1]) and the minimization does not require a complex calculation.
In the case of n = 1, we can also reveal the typical properties of Q opt in the following series of The proofs of these lemmas are in [21] . Lemma 4.3 shows that Qopt is coarse near the origin of y and becomes denser as y tends to the boundaries of [0 y ; y ]. This property coincides with the results in Section III and it is also the dual result for stabilization by [6] as mentioned in Section III.
Example 4.1:
We consider the following FIR models y(t) = u(t) where = 2 and y(t) = 1u(t) + 2u(t 0 1) where 1 = ( p 3=2) and 2 = (1=2) for verifying the above results. We generate 50 sets of I/O data sequences with a length N = 10;000 for those systems that obey Assumption 4.1. Next, quantize the output data y with Q opt given by Theorem 4.1 and Proposition 4.1 and with uniform quantizers, for comparison, subject to the constraints M 0 = 5 (M = 10). Fig. 2 show the step functions q of Qopt for M 0 = 5. It is known that they are coarse near the origin and become denser away from the origin. We also calculate the ratios (averages of 50 sets) of the biases I = ave: j 10000 t=1 1 (t)e(t)j by Qopt = j 10000 t=1 1 (t)e(t)j by unif: quant: and the squares of errors II = ave: (k1Ek 2 2 by Qopt)=(k1Ek 2 2 by unif: quant:) . The results are that I = 0:0135 and 0.1107 for n = 1 and 2, respectively, and II = 0:0116 and 0.0132 for n = 1 and 2, respectively. This implies that the optimal quantizers attain lower k1Ek 2 2 than those of the uniform quantizer.
V. RESOLUTION OF THE QUANTIZER AND I/O DATA LENGTH
The total data for system identification is given by the resolution of the quantization multiplied by the length of signal sequence. With the results in the previous sections, we can evaluate 1Ẽ and 1W based on the approach in [22] with respect to those quantities.
First, we show the evaluation of the magnitude of (Ũ TŨ ) 01 : Using Lemma 5.1, we evaluate k1Ẽk1 in the following theorem:
Theorem 5.1: For the system (1) with the optimal quantizer q(y) defined by (2) and (18), assume Assumption 3.1 and 3.2. Then, for the reliability indices 1, 2 > 0, a length of data N and the number of quantization levels M , where 1 0 1 0 2 > 0 and 2 N 0n (N= 1 ) p + (n 0 1) 2 > 0, Prob k1Ẽk 1 1 2 10 1 0 2 asymptotically holds at 1y ! 0, where 1 := 1= 2 N 0 n (N= 1 ) p + (n 0 1) 2
See [21, Appendix] for the proof.
From this theorem, we know that the convergence rate of k1Ẽk1 has an order of M 01 for a large M and of N 0(1=2) . The total amount of information in the quantized output transmitted from identified systems to the observers is approximately N log 2 M =: Kusingbinarycoding.
Therefore, subject to a constraint of such a total amount of information, a large M is known to be preferable to a large N to reduce the estimation error by observing: M 01 N 0(1=2) = M 01 (K=log 2 M) 0(1=2) = K 0(1=2) M 01 (log 2 M) (1=2) 0! M!1 0. Of course, this is valid only for k1Ẽk 1 and the situation is different for 1W . We introduce the result for 1W in the following proposition [22] . From this, a large N is preferable for reducing 1W . By combining above results, it is known that a trade-off exists between 1Ẽ and 1W (i.e., 1E and 1W ) for reducing the identification error subject to the constraint on the amount of information of the observed signals.
VI. CONCLUSION
In this technical note, we showed that the optimal quantizers for system identification can be derived analytically with a simple FIR model. The optimal quantizer has an essential property that it is coarse near the origin of the output signals and tends to be dense away from the origin. We also showed that there exists a trade-off between the magnitudes of the quantization error and noise error subject to a limitation on the amount of information in the quantized I/O data.
I. INTRODUCTION
Apart from its use in assessing uncertainty models for the purpose of feedback control design, model validation also has applications in its own right. Both the fault detection and fault isolation problems can be formulated as process model validation while controller supervision may be stated as validation of a model of the closed loop. The deterministic model validation problem has been considered in both H 1 and L 1 , for linear time-invariant perturbations but also for time-varying perturbations, see e.g. [1] - [3] , where, in the latter two, some discussion of frequency-domain vs. time-domain data is found. A recent line of research, see e.g. [4] , is to include stochastic disturbance descriptions to deal with the problem of conservativeness of deterministic disturbance bounds. Assuming time-varying LFT perturbations allows for a very general process description since nonlinear behavior can then also be accounted for. However, model quality estimation, i.e. the quantification of model uncertainty from measurement data, appears to be a daunting problem for time-varying perturbations, even for special cases. In [5] it is e.g. shown that for coprime factor uncertainty, the model quality estimation problem can be formulated as quadratic fractional programming.
Therefore, instead of using dynamic uncertainty elements we shall here describe the real process as a linear system with (in general unknown) time-varying parameters confined to specified intervals. This setting (regardless of whether the parameters are assumed constant or time-varying) is frequently referred to as interval systems. We assume that the process to be considered is modelled as a state-space system with affine dependence on the uncertain time-varying parameters. This structure is used frequently in robust control and estimation [6] although then often in continuous time and with uncertainty in the output Manuscript 
