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Abstract
In this paper we study a hyperbolic hemivariational inequality with a nonlinear,
pseudomonotone operator depending on the derivative of an unknown function and a linear,
monotone operator depending on an unknown function. Using the surjectivity result for
L-pseudomonotone operators, an existence result for such inequalities is proved.
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1. Introduction
Theory of variational inequalities provides us with an appropriate mathemat-
ical model to describe many physical problems (compare [7]). This theory was
started in the 60-ties by C. Baiocchi, H. Brezis, G. Duvaut, G. Fichera, D. Kinder-
lehrer, J.L. Lions, G. Stampacchia and many others. In the 80-ties, P.D. Pana-
giotopoulos introduced so called hemivariational inequalities (see [16,17]), using
the notion of the Clarke subdifferential (see [6]), which is defined for locally Lip-
schitz functions. In [14] we can find an existence theorem for elliptic hemivaria-
tional inequalities (see [14, Theorem 4.25, p. 120]), the proof of which exploits
so called surjectivity result (see [14, Theorem 2.6, p. 47]). As for the parabolic
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case, an existence result was obtained, e.g., by Miettinen (see [11, Theorem 1.1,
p. 727]), with the use of an approximation method.
In this paper we study hemivariational inequalities of hyperbolic type.
We obtain an existence theorem for such inequalities, containing nonlinear,
pseudomonotone, locally bounded and coercive operatorA depending on the time
derivative of an unknown function and linear, monotone operator B depending on
an unknown function. It is worth mentioning that we do not assume monotonicity
of A and coercivity of B (compare Bian [4] and Migórski [12]). Our result
is based on the surjectivity result for the sum L + P , where L is linear,
densely defined, maximal monotone operator and P is multivalued, coercive, L-
pseudomonotone, (w, s)-upper semicontinuous operator with nonempty, weakly
compact and convex values (see Theorem 2.1).
For a comprehensive treatment of the hemivariational inequality problems
as well as for many applications, we refer to the monographs Panagiotopou-
los [16,18], Motreanu and Panagiotopoulos [13], Naniewicz and Panagiotopou-
los [14]. For particular application of hyperbolic hemivariational inequalities in
mechanics (e.g., plane linear elastic body with nonmonotone skin effects) we refer
to Panagiotopoulos [20,21].
2. Preliminaries
Let X be a Banach space with a norm ‖ · ‖X and X′ its topological dual. By
〈· , ·〉X′×X we will denote the duality brackets for the pair (X,X′). If additionally
X is a Hilbert space, then by (· , ·)X we will denote the scalar product in X.
We will recall some basic facts and definitions from the theory of monotone
(pseudomonotone)operators as well as from the nonsmooth analysis. Let P :X →
X′ be an operator. We say that P is monotone, if 〈Pv −Pw,v −w〉X′×X  0 for
all v,w ∈X. Operator P is maximal monotone, if it is monotone and additionally,
if for all v ∈ X, we have that 〈p − Pv,w − v〉X′×X  0 then Pw = p, (i.e., P
admits no nontrivial monotone extensions). Operator P is pseudomonotone, if for
any sequence {xn}n1 ⊆X such that lim sup〈Pxn, xn − x〉X′×X  0 and xn → x
weakly in X, we have
〈Px,x − y〉X′×X  lim inf〈Pxn, xn − y〉X′×X ∀y ∈X. (1)
Let L :X ⊇ D(L) → X′ be any linear, densely defined, maximal monotone
operator. Operator P is L-pseudomonotone, if for any sequence {xn}n1 ⊆D(L)
such that xn → x weakly in X, Lxn → Lx weakly in X′ and lim sup〈Pxn,
xn − x〉X′×X  0, we have that
〈Px,x − y〉X′×X  lim inf〈Pxn, xn − y〉X′×X ∀y ∈X. (2)
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In the definitions of pseudomonotone (resp. L-pseudomonotone) operator,
condition (1) (resp. (2)) can be replaced by:
Pxn → Px weakly in X′ and 〈Pxn, xn〉X′×X →〈Px,x〉X′×X.
Resulting definitions are equivalent to the previous ones. If P :X → X′ is
pseudomonotone, then it is also L-pseudomonotone for any linear, densely
defined, maximal monotone operator L :X⊇D(L)→X′.
Let P :X → 2X′ be a multivalued operator. We say that P is upper semi-
continuous, if for any closed set Z ⊆ X′, set P−(Z) = {x ∈ X: Px ∩ Z = ∅}
is closed in X. If P :X→ 2X′ is upper semicontinuous, then it has closed graph,
i.e., GrP = {(x, x∗) ∈X×X′: x∗ ∈ Px} is closed in X×X′.
P is said to be pseudomonotone, if it has nonempty, weakly compact and
convex values and for any sequences {xn}n1 ⊆ X and {x∗n}n1 ⊆ X′, such
that x∗n ∈ Pxn for n  1, xn → x weakly in X, x∗n → x∗ weakly in X′,
lim sup〈x∗n, xn〉X′×X  〈x∗, x〉X′×X , we have that x∗ ∈ Px and 〈x∗n, xn〉X′×X →
〈x∗, x〉X′×X .
Let L :X ⊇ D(L) → X′ be a linear, densely defined, maximal monotone
operator. Operator P is L-pseudomonotone if it has nonempty, weakly compact
and convex values and for any sequences {xn}n1 ⊆ D(L) and {x∗n}n1 ⊆ X′,
such that x∗n ∈ Pxn for n  1, xn → x weakly in X, Lxn → Lx weakly in X′,
x∗n → x∗ weakly in X′, lim sup〈x∗n, xn〉X′×X  〈x∗, x〉X′×X , we have that x∗ ∈ Px
and 〈x∗n, xn〉X′×X →〈x∗, x〉X′×X .
The following surjectivity theorem will play a crucial role in the proof of
our main result (for the proof see Papageorgiou [23, Proposition 2, p. 441] and
Papageorgiou et al. [24, Theorem 2.1]).
Theorem 2.1. Let X be a reflexive Banach space, L :X ⊇D(L) → X′ a linear,
densely defined, maximal monotone operator. Let P :X → 2X′ be a multivalued
operator with nonempty, weakly compact and convex values. If additionally
P is upper semicontinuous with respect to the strong topology in X and the
weak topology in X′, L-pseudomonotone and coercive, then operator L + P is
surjective.
Let p  2 and q ∈ (1,2] be such that 1/p + 1/q = 1. Let T > 0 be a
real number and let N  1 be a natural number. By Ω we denote an open
bounded subset of RN . We introduce the following spaces, needed in the sequel:
H = L2(Ω), V =W 1,p(Ω)= {v: v ∈ Lp(Ω), Dαv ∈ Lp(Ω) for 0  |α|  1}.
It is well known that V ⊆ H ⊆ V ′ form an evolution triple (see Zeidler [26,
pp. 416–417]). In our evolution case, we will also need the following spaces:
H= Lp(0, T ;H), V = Lp(0, T ;V ), W = {v: v ∈ V, v′ ∈ V ′}.
Let X be any Banach space. Space C([0, T ];X) is dense in Lp(0, T ;X) and
the embedding C([0, T ];X)⊆ Lp(0, T ;X) is continuous (see, e.g., Zeidler [26,
Proposition 23.2(c), p. 407]). Let {xn}n1 ⊆ C([0, T ];X) and x ∈ C([0, T ];X).
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If xn → x weakly in C([0, T ];X), then also xn(t)→ x(t) weakly in X, for all
t ∈ [0, T ].
Space W embeds continuously in C([0, T ];H) in the following sense. If
u ∈W , then there exists a unique continuous function u¯ : [0, T ] →H , such that
u(t)= u¯(t) for almost all t ∈ (0, T ). We will identify u with a continuous function
u¯ (see Zeidler [26, Proposition 23.23(ii), p. 22]).
In the formulation of our hemivariational inequality the crucial role will play
the Clarke subdifferential of a locally Lipschitz function. First, we define the
generalized directional derivative of a locally Lipschitz function j :R → R at
x ∈R in the direction h ∈R, by
j0(ξ; ζ )= lim sup
ξ ′→ξ
t↘0
j (ξ ′ + tζ )− j (ξ ′)
t
.
It is easy to check that the function R  h → j0(x;h) ∈ R is sublinear and
continuous and that |j0(x;h)| kx |h|. So by the Hahn–Banach theorem, j0(x; ·)
is the support function of nonempty, convex and compact set
∂j (x)= {x∗ ∈R: x∗h j0(x;h) for all h ∈R},
known as the Clarke subdifferential of j at x . Note that for every x∗ ∈ ∂j (x)
we have |x∗|  kx . Also if j, g :R → R are locally Lipschitz functions, then
∂(j + g)(x) ⊆ ∂j (x) + ∂g(x) and ∂(tj)(x) = t∂j (x) for all t ∈ R. Moreover,
if j :R → R is convex then it is well-known that j is locally Lipschitz and the
subdifferential of j in the sense of convex analysis coincides with the generalized
subdifferential introduced above. Moreover, if j is strictly differentiable at x , then
∂j (x)= {j ′(x)}.
If j :R → R is a locally Lipschitz function then multifunction ∂j :R → 2R is
upper semicontinuous with nonempty, convex and closed values (see Clarke [6,
Proposition 2.1.2, p. 27, Proposition 2.1.5, p. 29]).
3. Hyperbolic hemivariational inequality
Let 2  p < +∞ and let q be such that 1/p + 1/q = 1. Let T > 0 be any
positive real number and let N  1. By Ω ⊆ RN we will denote any open and
bounded set. By hyperbolic hemivariational inequality, we will understand the
following problem:
(HVI)

Find u ∈C([0, T ];V ) with u′ ∈W and χ ∈H′, such that
u′′(t)+A(t, u′(t))+B(u(t))+ χ(t)= f (t)
in V ′, for a.a. t ∈ (0, T ),
u(0)=ψ0, u′(0)=ψ1 in Ω,
χ(t, x) ∈ ∂j(g(u(t, x), u′(t, x))) for a.a. (t, x) ∈ (0, T )×Ω,
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where A : (0, T ) × V → V ′ is a nonlinear operator, B ∈ L(V ,V ′), j :R → R,
g :R×R →R, ψ0,ψ1 :Ω →R and f : (0, T )×Ω → V ′ are given functions. In
our existence result, we will need the following assumptions:
H(j ) j :R →R is a locally Lipschitz function, such that
(i) j (ξ)= ∫ ξ0 β(s) ds, where β ∈L∞loc(R),
(ii) for every ξ ∈R there exist limits limζ→ξ± β(ζ ),
(iii) for every ξ ∈R, we have |β(ξ)| c0(1+ |ξ |2/q), with some c0 > 0.
H(g) g :R×R →R is a function, such that
(i) g is continuous,
(ii) |g(ξ, ζ )| α1|ξ | + α2|ζ |, ∀ξ, ζ ∈R, with some α1, α2  0.
H(A) A : (0, T )× V → V ′ is an operator, such that
(i) for every v ∈ V , (0, T )  t →A(t, v) ∈ V ′ is measurable,
(ii) for a.a. t ∈ (0, T ), V  v →A(t, v) ∈ V ′ is pseudomonotone,
(iii) for a.a. t ∈ (0, T ) and all v ∈ V , we have ‖A(t, v)‖V ′  a1(t) +
c1‖v‖p−1V , with some a1 ∈ Lq(0, T ) and c1  0,
(iv) for a.a. t ∈ (0, T ) and all v ∈ V , we have 〈A(t, v), v〉V ′×V 
β1‖v‖pV − β2‖v‖rV − a(t), with some β1 > 0, β2  0, a ∈ L1(0, T )
and 1 r < p. If p = 2, we will additionally assume that
β1 > β¯
def= 4√2c0
(
α1T
√
2+ α2
)
.
H(B) Operator B :V → V ′ is linear and
(i) bounded, i.e., ‖Bv‖V ′  α‖v‖V , ∀v ∈ V , with some α > 0,
(ii) monotone, i.e., 〈Bv,v〉V ′×V  0, ∀v ∈ V ,
(iii) symmetric, i.e., 〈Bv,w〉V ′×V = 〈Bw,v〉V ′×V , ∀v,w ∈ V .
H(f,ψ) f ∈ V ′, ψ0 ∈ V , ψ1 ∈H .
Remark 3.1. Taking g(ξ, ζ ) = ξ , we obtain the law governed by the Clarke
subdifferential depending only on function u. Such a relation for elliptic hemi-
variational inequality was studied by Naniewicz and Panagiotopoulos in [14], and
for parabolic hemivariational inequality by Miettinen in [11] and Gasin´ski in [9].
On the other hand, taking g(ξ, ζ )= ζ , we obtain the law governed by the Clarke
subdifferential depending only on the derivative u′ of the function u. Such a
relation for hyperbolic hemivariational inequality was studied by Panagiotopoulos
in [19]. So, we can say that our (HVI) is a generalization of these two situations.
Now we can formulate our main existence result.
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Theorem 3.1. If hypotheses H(j ), H(A), H(B), H(g) and H(f,ψ) hold, then
(HVI) admits a solution.
Because of the lack of convexity of function j (or any other additional
assumptions on function β), we cannot say anything about the uniqueness of
solutions of (HVI).
One can easily prove next two lemmas. First of them provides us with an useful
operator K and the second gives some estimates on the elements of ∂j .
Lemma 3.1. Let ψ0 ∈ V . An operator K defined by Kv(t) =
∫ t
0 v(s) ds + ψ0
is continuous and weakly continuous treated both as an operator from V into
C([0, T ];V ) as well as on operator from H into C([0, T ];H). Moreover, for
all v ∈ V , we have
‖Kv‖C([0,T ];V )  T (p−1)/p‖v‖V +‖ψ0‖V , (3)
‖Kv‖V  2(p−1)/pT 1/p
(
T (p−1)/p‖v‖V + ‖ψ0‖V
)
, (4)
‖Kv‖2
L2(0,T ;V )  2T
(
T (2p−2)/p‖v‖2V + ‖ψ0‖2V
)
. (5)
Lemma 3.2. If hypotheses H(j ), H(g) hold, u ∈ C([0, T ];V ), u′ ∈ W and
η ∈ H′ are functions such that η(t, x) ∈ ∂j (g(u(t, x), u′(t, x))) for almost all
(t, x) ∈ (0, T )×Ω , then
‖η‖H′  c¯
(
1+ ‖u‖2/q
L2(0,T ;Lp(Ω)) + ‖u′‖
2/q
L2(0,T ;Lp(Ω))
)
,
where c¯= c¯(Ω,p,T , c0, α1, α2) > 0 is a constant not depending on u, η.
The next lemma gives a priori estimates for the solutions of (HVI).
Lemma 3.3. If hypotheses H(j ), H(A), H(B), H(g), H(f,ψ) hold and u is a
solution of (HVI), then
‖u‖C([0,T ];V ) + ‖u′‖W  c¯
(
1+ ‖ψ0‖2/qV + ‖ψ1‖2/qH + ‖f ‖V ′
)
,
where c¯= c¯(Ω,p,T , c0, c1, a, a1, β1, β2, α,α1, α2) > 0 is a constant not depend-
ing on ψ0, ψ1, A, B , f , j and g.
Proof. As u ∈ V and u′ ∈ V ′, so in particular u is an absolutely continuous
function and
u(t)=
t∫
0
u′(s) ds +ψ0 for all t ∈ (0, T ) (6)
(see Barbu [2, Theorem 2.2, p. 19]). Thus for any s ∈ (0, T ), we have
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∥∥u(s)∥∥2
H
 2
s∫
0
∥∥u′(τ )∥∥2
H
dτ + 2‖ψ0‖2H , (7)
∥∥u(s)∥∥p
V
 2p−1
s∫
0
∥∥u′(τ )∥∥p
V
dτ + 2p−1‖ψ0‖pV . (8)
From the equality in (HVI), taking the duality brackets on u′(s) and integrating
over interval (0, t), for any t ∈ (0, T ), we obtain
t∫
0
〈
u′′(s), u′(s)
〉
V ′×V ds +
t∫
0
〈
A
(
s, u′(s)
)
, u′(s)
〉
V ′×V ds
+
t∫
0
〈
B
(
u(s)
)
, u′(s)
〉
V ′×V ds +
t∫
0
〈
χ(s), u′(s)
〉
V ′×V ds
=
t∫
0
〈
f (s), u′(s)
〉
V ′×V ds. (9)
Let
ε =
(
β1p
2pβ2T (p−r)/p + 4
)1/p
> 0.
We will estimate separately each term in (9). First using the formula of integrating
by parts, for every t ∈ (0, T ), we obtain
t∫
0
〈
u′′(s), u′(s)
〉
V ′×V ds =
1
2
∥∥u′(t)∥∥2
H
− 1
2
∥∥u′(0)∥∥2
H
= 1
2
∥∥u′(t)∥∥2
H
− 1
2
‖ψ1‖2H .
Using hypothesis H(A)(iv), continuity of the embedding Lp(0, t;V ) ⊆
Lr(0, t;V ) and Young inequality, for every t ∈ (0, T ), we obtain
t∫
0
〈
A
(
s, u′(s)
)
, u′(s)
〉
V ′×V ds
 β1
t∫
0
∥∥u′(s)∥∥p
V
ds − β2
t∫
0
∥∥u′(s)∥∥r
V
ds −
t∫
0
a(s) ds
 β1‖u′‖pLp(0,t;V) − β2I (p−r)/p‖u′‖rLp(0,t;V) − ‖a‖L1(0,I )

(
β1 − β2I (p−r)/pεp
)‖u′‖pLp(0,t;V) − c2,
730 L. Gasin´ski / J. Math. Anal. Appl. 276 (2002) 723–746
with
c2 = β2T (p−r)/pM(ε)+ ‖a‖L1(0,T ) > 0
and
M(ε)=
(
1
p
)p/(p−r)(
r
εp
)r/(p−r)
(p− r).
Now, using hypotheses H(B)(ii) and H(B)(iii) and the formula of integrating by
parts (see Zeidler [26, proof of Theorem 32.E(III), p. 881]), for any t ∈ (0, T ), we
obtain
t∫
0
〈
B
(
u(s)
)
, u′(s)
〉
V ′×V ds =
t∫
0
1
2
d
ds
〈
B
(
u(s)
)
, u(s)
〉
V ′×V ds
= 1
2
〈
B
(
u(t)
)
, u(t)
〉
V ′×V −
1
2
〈
B
(
u(0)
)
, u(0)
〉
V ′×V
−1
2
〈Bψ0,ψ0〉V ′×V −α2 ‖ψ0‖
2
V .
Next, using hypothesis H(j )(iii), Young inequality, hypothesis H(g)(ii),
estimate (7) and the continuity of the embedding V ⊆H , for all t ∈ (0, T ), one
can easily obtain
t∫
0
〈
χ(s), u′(s)
〉
V ′×V ds
−ε
p
p
‖u′‖p
Lp(0,t;V ) − c3
t∫
0
∥∥u′(s)∥∥2
H
ds − c4
t∫
0
( s∫
0
∥∥u′(τ )∥∥2
H
dτ
)
ds
− c5
(|Ω | + ‖ψ0‖2V ),
where
c3 = 2
qc
q
0α
2
2
εqq
, c4 = 2
q+1cq0α21
εqq
, c5 = 2
qc
q
0T
εqq
max
{
1,2α21
}
.
Finally, from Young inequality, for all t ∈ (0, T ), we have
t∫
0
〈
f (s), u′(s)
〉
V ′×V ds

t∫
0
∥∥f (s)∥∥
V ′
∥∥u′(s)∥∥
V
ds  ε
p
p
t∫
0
∥∥u′(s)∥∥p
V
ds + 1
εqq
t∫
0
∥∥f (s)∥∥q
V ′ ds
 ε
p
p
‖u′‖pLp(0,t;V ) +
1
εqq
‖f ‖qV ′ .
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Exploiting all above estimates in (9), for all t ∈ (0, T ), we obtain
1
2
∥∥u′(t)∥∥2
H
+
(
β1 − β2T (p−r)/pεp − 2
p
εp
)
‖u′‖p
Lp(0,t;V)
 1
2
‖ψ1‖2H + c2 +
α
2
‖ψ0‖2V + c5
(|Ω | + ‖ψ0‖2V )
+ 1
εqq
‖f ‖qV ′ + c3
t∫
0
∥∥u′(s)∥∥2
H
ds + c4
t∫
0
s∫
0
∥∥u′(τ )∥∥2
H
dτ ds.
Let us recall that ε > 0 was chosen such that
β1 − β2T (p−r)/pεp − 2
p
εp = β1
2
and so, for all t ∈ (0, T ), we have∥∥u′(t)∥∥2
H
+ β1‖u′‖pLp(0,t;V )  c6
(
1+ ‖ψ0‖2V + ‖ψ1‖2H + ‖f ‖qV ′
)
+ c7
t∫
0
∥∥u′(s)∥∥2
H
ds + c7
t∫
0
s∫
0
∥∥u′(τ )∥∥2
H
dτ ds, (10)
where c6 = 2 max{1/2, α/2, c2 + c5|Ω |, c5,1/(εqq)} and c7 = 2 max{c3, c4}.
Now, using the generalization of Gronwall–Bellman inequality (see Pachpatte
[15, Theorem 1, p. 758]), for all t ∈ (0, T ), we obtain∥∥u′(t)∥∥2
H
 c8
(
1+ ‖ψ0‖2V + ‖ψ1‖2H + ‖f ‖qV ′
)
, (11)∥∥u′(t)∥∥
H
 c9
(
1+ ‖ψ0‖V + ‖ψ1‖H + ‖f ‖V ′
)
, (12)
where c8 = c6(1 + T c7eT (c7+1)) and c9 = √c8. From (7) and (11), for any
t ∈ (0, T ), we have∥∥u(t)∥∥
H
 c10
(
1+ ‖ψ0‖V + ‖ψ1‖H + ‖f ‖V ′
)
, (13)
where c10 =√2c8T + 2. Now, applying (11) to (10), we obtain
‖u′‖pV  c11
(
1+ ‖ψ0‖2V + ‖ψ1‖2H + ‖f ‖qV ′
)
, (14)
‖u′‖V  c12
(
1+ ‖ψ0‖V + ‖ψ1‖H + ‖f ‖V ′
)
, (15)
with c11 = (c6 + c7c8T (1+ T ))/β1 and c12 = c1/p11 . Using (8) and (14), we obtain∥∥u(t)∥∥p
V
 c13
(
1+ ‖ψ0‖2V + ‖ψ1‖2H + ‖f ‖qV ′
)
, (16)
‖u‖C([0,T ];V )  c14
(
1+ ‖ψ0‖V + ‖ψ1‖H + ‖f ‖V ′
)
, (17)
where c13 = 2p−1(c11 + 1) and c14 = c1/p13 . From (16), we have
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‖u‖pV =
T∫
0
∥∥u(t)∥∥p
V
dt  c15
(
1+ ‖ψ0‖2V + ‖ψ1‖2H + ‖f ‖qV ′
)
, (18)
‖u‖V  c16
(
1+ ‖ψ0‖V + ‖ψ1‖H + ‖f ‖V ′
)
, (19)
where c15 = T c13 and c16 = c1/p15 . Now, using the equation in (HVI), hypoth-
esis H(A)(iii), Lemma 3.2, the continuity of the embeddings H′ ⊆ V ′, V ⊆
Lq(0, T ;V ) and V ⊆ L2(0, T ;Lp(Ω)) and estimates (14) and (18), we can esti-
mate ‖u′′‖V ′ as follows:
‖u′′‖qV ′ =
T∫
0
∥∥u′′(t)∥∥q
V ′ dt
 4q−1
T∫
0
∥∥A(t, u′(t))∥∥q
V ′ dt + 4q−1
T∫
0
∥∥B(u(t))∥∥q
V ′ dt
+ 4q−1
T∫
0
∥∥χ(t)∥∥q
V ′ dt + 4q−1
T∫
0
∥∥f (t)∥∥q
V ′ dt
 8q−1
T∫
0
(∣∣a1(t)∣∣q + cq1∥∥u′(t)∥∥(p−1)qV )dt
+ 4q−1αq
T∫
0
∥∥u(t)∥∥q
V
dt + 4q−1‖χ‖qH′ + 4q−1‖f ‖qV ′
 8q−1‖a‖Lq(0,T ) + 8q−1cq1‖u′‖pV + 4q−1αqT (p−q)/p‖u‖qV
+ 3q−1 · 4q−1c¯q(1+ T (p−2)/p‖u‖2V + T (p−2)/p‖u′‖2V )
+ 4q−1‖f ‖qV ′
 c17
(
1+ ‖u‖pV + ‖u′‖pV
)+ 4q−1‖f ‖qV ′
 c18
(
1+ ‖ψ0‖2V + ‖ψ1‖2H + ‖f ‖qV ′
)
,
where
c17 = 8q−1‖a1‖Lq(0,T ) + 12q−1c¯q + 4q−1αqT (p−q)/p
+ 12q−1c¯qT (p−2)/p + 8q−1cq1
and
c18 = 4q−1 + c17(1+ c11 + c15).
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From (17), (15) and the last inequality we get our estimate, where c¯ = 3(c14 +
c12)+ c1/q18 . ✷
Now, we can proof our main result.
Proof of Theorem 3.1. Let K :V → C([0, T ];V ) be an operator defined in
Lemma 3.1. Let us consider the following problem:
Find u ∈W and χ ∈H′, such that
u′(t)+A(t, u(t))+B((Ku)(t))+ χ(t)= f (t)
in V ′, for a.a. t ∈ (0, T ),
u(0)=ψ1 in Ω,
χ(t, x) ∈ ∂j(g(Ku(t, x), u(t, x))) for a.a. (t, x) ∈ (0, T )×Ω.
(20)
One can easily see that u is a solution of problem (20) if and only if Ku is a
solution of (HVI). So it is enough to find a solution of (20).
Step 1. First let us assume that ψ1 ∈ V (in Step 2 we will drop this assumption).
Let A˜ : (0, T )× V → V ′ be an operator defined by A˜(t, v) = A(t, v + ψ1). It is
clear that for all v ∈ V , the function (0, T )  t → A˜(t, v) ∈ V ′ is measurable
and it is easy to check that for almost all t ∈ (0, T ), the operator V  v →
A˜(t, v) ∈ V ′ is demicontinuous and pseudomonotone (as a consequence of
hypotheses H(A)(i), (ii) and (iii)). Now, one can check that operator A˜ satisfies
also hypotheses H(A)(iii) and H(A)(iv) with some modified constants, namely,
using hypotheses H(A)(iii) and H(A)(iv), for almost all t ∈ (0, T ) and for all
v ∈ V , we obtain∥∥A˜(t, v)∥∥
V ′  a˜1(t)+ c˜1‖v‖p−1V ,〈
A˜(t, v), v
〉
V ′×V  β˜1‖v‖pV − β˜2‖v‖rV − a˜(t),
where
a˜1(t)= a1(t)+ 2p−2c1‖ψ1‖p−1V , c˜1 = 2p−2c1,
β˜1 = β12p , β˜2 = 2
r−1β2
and
a˜(t)=M1 + β1‖ψ1‖pV + 2r−1β2‖ψ1‖rV + a(t)+ a1(t)‖ψ1‖V
+ 2p−2c1‖ψ1‖pV ,
with
M1 =
(
2p−2c1‖ψ1‖V
p
)p( (p− 1)2p
β1
)p−1
.
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Let L :V ⊇D(L) → V ′ be an operator defined by Lv = v′ for all v ∈D(L)=
{v: v ∈ W, v(0) = 0}. We know that L is linear, densely defined, maximal
monotone operator (see Hu and Papageorgiou [10, Proposition III.9.3, p. 419],
Zeidler [26, Proposition 32.10, p. 855, Theorem 32.L, p. 897]). If by A¯, we denote
the Nemytski operator corresponding to A˜), then using the above properties of A˜,
one can show that A¯ is demicontinuous and L-pseudomonotone and for all v ∈ V ,
we have
‖A¯v‖qV ′  a¯1 + c¯1‖v‖pV , with a¯1, c¯1  0, (21)
〈A¯v, v〉V ′×V  β¯1‖v‖pV − β¯2‖v‖rV − a¯, with β¯1 > 0, β¯2, a¯  0. (22)
Let B̂ be the Nemytski operator corresponding to B . Using hypotheses H(B), one
can show that B̂ ∈ L(V,V ′) and that B̂ is monotone and symmetric, i.e.,
〈B̂v, v〉V ′×V  0 ∀v ∈ V, (23)
〈B̂v,w〉V ′×V = 〈B̂w, v〉V ′×V ∀v,w ∈ V . (24)
Let B :V → V ′ be the operator defined for all v ∈ V by B(v) = B̂(K(v + ψ1)).
We will show that operator B is monotone, i.e.,
〈Bv −Bw,v −w〉V ′×V  0 ∀v,w ∈ V . (25)
To this end, using the formula of integrating by parts and the monotonicity of B
(see hypothesis H(B)(ii)), for all v,w ∈ V , we have
〈Bv −Bw,v −w〉V ′×V
=
T∫
0
〈
Bv(t)−Bw(t), v(t)−w(t)〉
V ′×V dt
=
T∫
0
〈
B
((
K(v +ψ1)−K(w+ψ1)
)
(t)
)
,
(
K(v +ψ1)−K(w+ψ1)
)′
(t)
〉
dt
=
T∫
0
1
2
d
dt
〈
B
((
K(v +ψ1)−K(w+ψ1)
)
(t)
)
,
(
K(v +ψ1)−K(w+ψ1)
)
(t)
〉
dt
= 1
2
〈
B
(
K(v +ψ1)(T )−K(w+ψ1)(T )
)
,
K(v +ψ1)(T )−K(w+ψ1)(T )
〉
 0,
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so we obtain (25). OperatorB is also continuous and weakly continuous. Operator
B is not linear, and so its monotonicity does not imply its nonnegativity. But using
the formula of integrating by parts, monotonicity of B (see hypothesis H(B)(ii))
and estimate (3), one can easily obtain
〈Bv,v〉V ′×V −c19‖v‖V − c20 ∀v ∈ V, (26)
with some c19, c20 > 0. Moreover, we can prove the following estimate
‖Bv‖V ′  c21‖v‖V + c22 ∀v ∈ V, (27)
where c21, c22  0. Namely, using (4) and the continuity of the embedding
Lq(0, T ;V )⊆ V , we have
‖Bv‖V ′ =
( T∫
0
∥∥Bv(t)∥∥q
V ′ dt
)1/q
=
( T∫
0
∥∥B(K(v+ψ1)(t))∥∥qV ′ dt
)1/q
 α
∥∥K(v +ψ1)∥∥Lq(0,T ;V )  T (p−2)/pα∥∥K(v +ψ1)∥∥V
 T (p−2)/p2(p−1)/pT 1/pα
× (T (p−1)/p‖v‖V + T (p−1)/pT ‖ψ1‖V + ‖ψ0‖V )
 c21‖v‖V + c22,
where
c21 = 2(p−1)/pT (2p−2)/pα and
c22 = 2(p−1)/pT (p−1)/pα
(
T (p−1)/p‖ψ1‖V + ‖ψ0‖V
)
,
and so we have (27).
Let G :V → 2H′ be a multivalued operator defined for all v ∈ V , by
Gv =
{
η ∈H′: η(t, x) ∈ ∂j(g(K(v+ψ1)(t, x), (v+ψ1)(t, x)))
for a.a. (t, x) ∈ (0, T )×Ω
}
.
Let us consider the following problem:
Find u ∈W and χ ∈ Gu, such that
u′(t)+ A¯u(t)+Bu(t)+ χ(t)= f (t) in V ′, for a.a. t ∈ (0, T ),
u(0)= 0 in Ω.
(28)
It can be seen that u ∈W is a solution of (20) if and only if u − ψ1 ∈W is a
solution of (28). So we will now consider problem (28).
For all v ∈ V and all η ∈ Gv, we have
‖η‖qH′  c24 + c25‖v‖2V , (29)
where c24, c25 > 0. The proof is similar to the proof of Lemma 3.2. We will put it
here in complete, to obtain the formulae for the constants c24 and c25, which we
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will use in the sequel. Using hypotheses H(j )(iii), H(g)(ii), the continuity of the
embeddings V ⊆ L4/q(Ω) and V ⊆ L2(0, T ;V ) and inequality (5), we have
‖η‖qH′ =
T∫
0
∥∥η(t)∥∥q
H
dt =
T∫
0
(∫
Ω
∣∣η(t, x)∣∣2 dx)q/2 dt

T∫
0
(∫
Ω
c20
(
1+ ∣∣g(K(v +ψ1)(t, x), (v+ψ1)(t, x))∣∣2/q)2 dx)q/2 dt
 2q/2cq0
T∫
0
(∫
Ω
(
1+ (α1∣∣K(v+ψ1)(t, x)∣∣
+ α2
∣∣(v +ψ1)(t, x)∣∣)4/q)dx)q/2 dt
 4cq0
T∫
0
(∫
Ω
(
1+ α4/q1
∣∣K(v+ψ1)(t, x)∣∣4/q
+ α4/q2
∣∣(v +ψ1)(t, x)∣∣4/q)dx)q/2 dt
= 4cq0
T∫
0
(
|Ω | + α4/q1
∥∥K(v +ψ1)(t)∥∥4/qL4/q(Ω)
+ α4/q2
∥∥(v +ψ1)(t)∥∥4/qL4/q (Ω))q/2 dt
 4cq0
T∫
0
(
|Ω | + α4/q1 c23
∥∥K(v +ψ1)(t)∥∥4/qV
+ α4/q2 c23
∥∥(v +ψ1)(t)∥∥4/qV )q/2 dt
 4cq0
T∫
0
(
|Ω |q/2 + α21c23
∥∥K(v +ψ1)(t)∥∥2V
+ α22c23
∥∥(v +ψ1)(t)∥∥2V )dt
= 4cq0
(
T |Ω |q/2 + α21c23
∥∥K(v +ψ1)∥∥2L2(0,T ;V )
+ α22c23‖v +ψ1‖2L2(0,T ;V )
)
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 4cq0
[
T |Ω |q/2 + 2α21T c23
(
2T (2p−2)/p
∥∥v‖2V
+ 2T (2p−2)/2‖ψ1‖2V +‖ψ0‖2V
)
+ 2α22T (p−2)/pc23
(‖v‖2V + T ‖ψ1‖2V )]
= c24 + c25‖v‖2V ,
with constants
c23 = |Ω |(pq−4)/2p, c25 = 8cq0T (p−2)/2|Ω |(pq−4)/2p
(
2α21T
2 + α22
)
and
c24 = 4cq0T c23
[
|Ω |2/p + 2α21
(
2T (2p−2)/2‖ψ1‖2V + ‖ψ0‖2V
)
+ 2α22T (p−2)/p‖ψ1‖2V
]
,
so we obtain (29).
From (29), we see that operator G is bounded, and from properties of ∂j , it
follows that G has weakly compact and convex values in H′. Now we will show
that Gv = ∅, for all v ∈ V . Let {pn}n1 and {rn}n1 be two sequences of simple
functions in V such that pn → K(v + ψ1) and rn → v + ψ1 in V . So, we also
have
pn(t, x)→K(v +ψ1)(t, x)
rn(t, x)→ (v +ψ1)(t, x)
}
for a.a. (t, x) ∈ (0, T )×Ω . (30)
Using Theorem 2.14, p. 158 of Hu and Papageorgiou [10], for all n  1,
we obtain a measurable function ηn : (0, T ) × Ω → H such that ηn(t, x) ∈
∂j (g(pn(t, x), rn(t, x))) for a.a. (t, x) ∈ (0, T )×Ω . Estimating the norm of ηn
in H′, analogously as in the proof of Lemma 3.2, one can show that
‖ηn‖qH′  c26 + c27‖pn‖2Lp((0,T )×Ω) + c28‖rn‖2Lp((0,T )×Ω) for n 1,
where c26, c27, c28  0, namely
c26 = 4cq0T |Ω |q/2, c27 = 4cq0α21T (p−2)/p|Ω |(pq−4)/2p
and
c28 = 4cq0α22T (p−2)/p|Ω |(pq−4)/2p.
As sequences {pn}n1 and {rn}n1 are bounded in Lp((0, T )×Ω), so from the
last inequality, we obtain that sequence {ηn}n1 is bounded in H′. Passing to a
subsequence if necessary, we may assume that ηn → η weakly in H′. Using the
continuity of the embeddingH′ ⊆ L1((0, T )×Ω), we have that ηn → η weakly
in L1((0, T )×Ω). Using (30) and Theorem 7.2.2 of Aubin and Frankowska [1,
p. 273], we obtain η(t, x) ∈ ∂j (g(K(v+ψ1)(t, x), (v+ψ1)(t, x))) for almost all
(t, x) ∈ (0, T )×Ω , and so Gv = ∅.
738 L. Gasin´ski / J. Math. Anal. Appl. 276 (2002) 723–746
Let P :V → 2V ′ , be an operator, defined for all v ∈ V by
Pv = A¯v +Bv + Gv. (31)
Using operatorP we can formulate problem (28) in the following, equivalent way
Find u ∈W such that
Lu+Pu  f,
u(0)= 0, in Ω.
(32)
In order to show the existence of solution of (32), we want to apply Theo-
rem 2.1. To this end, we need to show that operator P satisfies the following
hypotheses:
(a) P is bounded,
(b) P is upper semicontinuous with respect to the strong topology in V and weak
topology in V ′,
(c) P is L-pseudomonotone,
(d) P is coercive.
Ad (a). Boundedness of P follows from the boundedness of operators A¯
(see (21)), B (see (27)) and G (see (29)).
Ad (b). Let Z be a weakly closed subset in V ′. We need to show that the set
P−(Z) = {v ∈ V : Pv ∩ Z = ∅} is closed in V . So, let {vn}n1 ⊆ P−(Z) be a
sequence such that vn → v in V . It is enough to show that v ∈ P−(Z).
As vn ∈ P−(Z) for n  1, there exists a sequence {v∗n}n1 ⊂ V ′ such that
v∗n ∈Z ∩Pvn for n 1. From the definition of operator P , for n 1, we obtain
v∗n = A¯vn +Bvn + ηn, where ηn ∈ Gvn. (33)
As P is bounded (see (a)) and {vn}n1 is bounded in V , passing to a subsequence
if necessary, we can assume that v∗n → v∗ weakly in V ′, where (because of the
weak closedness of set Z) we have v∗ ∈ Z.
Because G is a bounded operator, sequence {ηn}n1 is bounded. Again, passing
to a subsequence if necessary, we may assume that ηn → η weakly in H′ and
from the continuity of the embeddingH′ ⊆ L1((0, T )×Ω), also ηn → η weakly
in L1((0, T ) × Ω). Moreover, from the convergence vn → v in V , we know
that vn → v a.e. in (0, T ) × Ω . Now, using Lemma 3.2 and Theorem 7.2.2 of
Aubin and Frankowska [1, p. 273] we obtain that η ∈ Gv. As ηn → η weakly in
V ′, Bvn → Bv in V ′ and A¯vn → A¯v weakly in V ′ (from demicontinuity of A¯),
so, passing to the weak limit in (33), we obtain that v∗ = A¯v + Bv + η, where
η ∈ Gv. So v∗ ∈Pv. As also v∗ ∈Z, v ∈ P−(Z). Thus we have proved the upper
semicontinuity of P .
Ad (c). Let L :D(L) → V ′ be a linear, densely defined, maximal monotone
operator, given for all v ∈D(L) by Lv = v′, whereD(L)= {v: v ∈W, v(0)= 0}
is a dense subspace of V . In order to prove L-pseudomonotonicity of P , let
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us assume that {vn}n1 ⊆ D(L) and {pn}n1 ⊆ V ′ are two sequences such that
vn → v weakly in W , pn ∈ Pvn for n 1, pn → p weakly in V ′ and
lim sup〈pn, vn − v〉V ′×V  0. (34)
We need to show that p ∈ Pv and 〈pn, vn〉V ′×V →〈p,v〉V ′×V .
As pn ∈Pvn, for n 1 we have that
pn = A¯vn +Bvn + ηn, where ηn ∈ Gvn. (35)
From the weak continuity of B we obtain
Bvn → Bv weakly in V ′, (36)
while, from the monotonicity of B (see (25)), we have that lim inf〈Bvn, vn −
v〉V ′×V  lim inf〈Bv,vn − v〉V ′×V . But 〈Bv,vn − v〉V ′×V → 0 (because vn → v
weakly in V), so lim inf〈Bn,vn − v〉V ′×V  0 and
lim sup
(−〈Bvn, vn − v〉V ′×V ) 0. (37)
From the boundedness of G, passing to a subsequence if necessary, we obtain
ηn → η weakly in H′, where η ∈ Gv. (38)
From the compactness of the embeddingW ⊆H, passing to a next subsequence
if necessary, we obtain vn → v in H, and so, we have that
〈ηn, vn − v〉V ′×V = 〈ηn, vn − v〉H′×H→ 0, (39)
〈ηn, vn〉V ′×V →〈η, v〉V ′×V . (40)
Passing to the limit in (35) and using also (36), (38) and the fact that pn → p
weakly in V ′ we obtain A¯vn → w weakly in V ′, for some w ∈ V ′. From (35) we
obtain
lim sup〈A¯vn, vn − v〉V ′×V = lim sup〈pn −Bvn − ηn, vn − v〉V ′×V
 lim sup〈pn, vn − v〉V ′×V + lim sup
(−〈Bvn, vn − v〉V ′×V )
+ lim sup(−〈ηn, vn − v〉V ′×V).
Thus, using (34), (37) and (39), we have lim sup〈A¯vn, vv − v〉V ′×V  0 and using
L-pseudomonotonicity of A¯, we obtain
A¯vn → A¯v weakly in V ′, (41)
〈A¯vn, vn〉V ′×V →〈A¯v, v〉V ′×V , (42)
〈A¯vn, vn − v〉V ′×V → 0. (43)
Next, from (41), (36) and (38), we have A¯vn + Bvn + ηn → A¯v + Bv + η
weakly in V ′, where η ∈ Gv. As pn → p weakly in V ′, so from (35) and the
uniqueness of the weak limit, we obtain
p= A¯v +Bv + η, where η ∈ Gv, (44)
740 L. Gasin´ski / J. Math. Anal. Appl. 276 (2002) 723–746
so in particular p ∈ Pv. From (35) we also have
lim sup〈Bvn, vn − v〉V ′×V = lim sup〈pn − A¯vn − ηn, vn − v〉V ′×V
 lim sup〈pn, vn − v〉V ′×V + lim sup
(−〈A¯vn, vn − v〉V ′×V )
+ lim sup(−〈ηn, vn − v〉V ′×V ),
so from (34), (43) and (39), we obtain lim sup〈Bvn, vn − v〉V ′×V  0. Because
of (37), we have that 〈Bvn, vn − v〉V ′×V → 0, and so also
〈Bvn, vn〉V ′×V →〈Bv,v〉V ′×V . (45)
Finally, using (35), (42), (45), (40) and (44), we have
lim
n→+∞〈pn, vn〉V ′×V = limn→+∞〈A¯vn +Bvn + ηn, vn〉V ′×V
= lim
n→+∞〈A¯vn, vn〉V ′×V + limn→+∞〈Bvn, vn〉V ′×V + limn→+∞〈ηn, vn〉V ′×V
= 〈A¯v +Bv + η, v〉V ′×V = 〈p,v〉V ′×V .
Ad (d). Now we will show that operator P is coercive. Let v ∈ V and p ∈ Pv.
From the definition of P , we know that
p = A¯v +Bv + η, where η ∈ Gv. (46)
Case 1. p > 2. Let ε > 0 be such that ε < (pβ¯1)1/p. Using Young inequality
and (29), we have
〈η, v〉V ′×V = 〈η, v〉H′×H −‖η‖H′ ‖v‖H − 1
εqq
‖η‖qH′ −
εp
p
‖v‖pH
− 1
εqq
‖η‖qH′ −
εp
p
‖v‖pV .
Next using (46), (22), (26), (29) and the last inequality, we obtain
〈p,v〉V ′×V = 〈A¯v, v〉V ′×V + 〈Bv,v〉V ′×V + 〈η, v〉V ′×V
 β¯1‖v‖pV − β¯2‖v‖rV − a¯ − c19‖v‖V − c20
− c24
εqq
− c25
εqq
‖v‖2V −
εp
p
‖v‖pV
=
(
β¯1 − ε
p
p
)
‖v‖pV −
c25
εqq
‖v‖2V − β¯2‖v‖rV
− c19‖v‖V −
(
a¯ + c24
εqq
+ c20
)
.
From the choice of ε, we know that β¯1 − εp/p > 0 and because p > 2, so from
the last inequality we obtain the coercivity of P .
Case 2. p = 2. From (29), for p = q = 2, we have ‖η‖H′ √c24+√c25‖v‖V .
Using (46), (22), (26) and the last inequality, we obtain
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〈p,v〉V ′×V = 〈A¯v, v〉V ′×V + 〈Bv,v〉V ′×V + 〈η, v〉V ′×V
 β1
2
‖v‖2V − β¯2‖v‖rV − a¯ − c19‖v‖V − c20 − ‖η‖H′ ‖v‖H

(
β1
2
−√c25
)
‖v‖2V − β¯2‖v‖rV −
(
c19 +√c24
)‖v‖V − (a¯ + c20)

[
β1
2
− 2√2c0
(
α1T
√
2+ α2
)]‖v‖2V − β¯2‖v‖rV
− (c19 +√c24 )‖v‖V − (a¯ + c20).
From hypothesis H(A)(iv), we know that β1 > 4
√
2c0(α1T
√
2+α2), and so from
the last inequality, we obtain the coercivity of operator P .
Now, we can apply Theorem 2.1, and for all f ∈ V ′ obtain function u ∈
D(L) ⊆ W such that Lu + Pu  f , i.e., u is a solution of (32), so also of
problem (28). Thus function u+ψ1 ∈W is a solution of problem (20).
Step 2. Now we drop the additional assumption that ψ1 ∈ V . As V is dense
in H , we can choose a sequence {ψ1n}n1 ⊆ V , such that ψ1n → ψ1 in H .
Sequence {ψ1n}n1, as convergent in H , is also bounded in H . Let c29 =
supn1 ‖ψ1n‖H < +∞. For n  1, let vn ∈ W be a solution of (20), where
ψ1 is replaced by ψ1n (an existence of such solutions follows from Step 1 and
the fact that ψ1n ∈ V ). For n  1, let un : (0, T ) → V be a function defined by
un(t) = Kvn(t) =
∫ t
0 vn(s) ds + ψ0. Of course un ∈ C([0, T ];V ) and u′n = vn,
where the derivative is understood in the classical sense. We have
un(t)=
t∫
0
u′n(s) ds +ψ0 for t ∈ (0, T ) and n 1. (47)
From Lemma 3.3 and the boundedness of {ψ1n}n1 in H , we have∥∥un(t)∥∥V + ‖u′n‖W  c30 for n 1, (48)
where c30 = c¯(1 + ‖ψ0‖2/qV + c2/q29 + ‖f ‖V ′). So {u′n}n1 is bounded in W and,
passing to a subsequence if necessary, we obtain that u′n → u∗ weakly in W . If
we define u, for all t ∈ (0, T ), by u(t) = ∫ t0 u∗(s) ds + ψ0, then u′ = u∗ (where
the derivative is understood in the classical sense) and we have
u′n→ u′ weakly in W . (49)
From (48), we know that {un}n1 is bounded in W . So passing to a next subse-
quence if necessary, we have that un → u¯ weakly in W , with some u¯ ∈W . As
un(0)= ψ0 for n 1, using the continuity of the embeddingW ⊆ C([0, T ];H),
we also have u¯(0) = ψ0. Thus u¯(t) =
∫ t
0 u¯
′(s) ds + ψ0 for t ∈ (0, T ). Conver-
gence (49) means in particular that u′n → u′ weakly in V , so also weakly in V ′.
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Thus in particular, we have that u¯′ = u′. So for all t ∈ (0, T ), we have that
u(t)= ∫ t0 u′(s) ds +ψ0 = ∫ t0 u¯′(s) ds +ψ0 = u¯(t) and so
un → u weakly inW . (50)
From the compactness of the embeddingW ⊆ Lp((0, T )×Ω), convergences (50)
and (49), we obtain
un → u and u′n → u′ in Lp
(
(0, T )×Ω). (51)
We know that for n 1, un is a solution of
Find un ∈ C
([0, T ];V ) with u′ ∈W and χn ∈H′, such that
u′′n + Aˆu′n + B̂un + χn = f in V ′,
un(0)= ψ0, u′n(0)=ψ1n in Ω,
χn(t, x) ∈ ∂j
(
g
(
un(t, x), u
′
n(t, x)
))
for a.a. (t, x) ∈ (0, T )×Ω,
(52)
where Aˆ :V → V ′ is the Nemytski operator corresponding to A, and B̂ ∈ L(V;V ′)
is the Nemytski operator corresponding to B . One can check that B̂ is symmetric
and monotone. Operator B̂ is also weakly continuous and because of (50), we
have
B̂un → B̂u weakly in V ′. (53)
Using (51) and Lemma 3.2, passing to a subsequence if necessary, we obtain
χn → χ weakly inH′, (54)
for some χ ∈H′. Now, we will show that
Aˆu′n→ Aˆu′ weakly in V ′. (55)
Using hypotheses H(A), one can show that ‖Aˆu′n‖qV ′  aˆ1 + cˆ1‖u′n‖pV , with
some constants aˆ1, cˆ1  0 not depending on n  1. As {u′n}n1 is bounded in V
(see (48)), so also {Aˆu′n}n1 is bounded in V ′. Passing to a subsequence if neces-
sary, we obtain
Aˆu′n→w weakly in V ′, (56)
for some w ∈ V ′.
Using the formula of integrating by parts, we have that
〈B̂un − B̂u,u′n − u′〉V ′×V
=
T∫
0
〈
B
(
un(t)
)−B(u(t)), u′n(t)− u′(t)〉V ′×V dt
=
T∫
0
1
2
d
dt
〈
B
(
un(t)
)−B(u(t)), un(t)− u(t)〉V ′×V dt
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= 1
2
〈
B
(
un(T )
)−B(u(T )), un(T )− u(T )〉V ′×V
− 1
2
〈
B
(
un(0)
)−B(u(0)), un(0)− u(0)〉V ′×V .
As 〈B̂u,u′n − u′〉V ′×V → 0 and un(0)= u(0)= ψ0 in V , from the monotonicity
of B̂ , it follows that
lim inf〈B̂un,u′n − u′〉V ′×V
 lim inf〈B̂un − B̂u,u′n − u′〉V ′×V + lim inf〈B̂u,u′n − u′〉V ′×V
 lim inf 1
2
〈
B
(
un(T )
)−B(u(T )), un(T )− u(T )〉V ′×V  0,
so
lim sup
(−〈B̂un,u′n − u′〉V ′×V ) 0. (57)
Similarly, we have
〈u′′n − u′′, u′n − u′〉V ′×V =
T∫
0
〈
u′′n(t)− u′′(t), u′n(t)− u′(t)
〉
V ′×V dt
=
T∫
0
1
2
d
dt
∥∥u′n(t)− u′(t)∥∥2H dt
= 1
2
∥∥u′n(T )− u′(T )∥∥2H − 12∥∥u′n(0)− u′(0)∥∥2H .
As 〈u′′, u′n − u′〉V ′×V → 0 and u′n(0)=ψ1n →ψ1 = u′(0) in H , so
lim inf〈u′′n,u′n − u′〉V ′×V
 lim inf〈u′′n − u′′, u′n − u′〉V ′×V + lim inf〈u′′, u′n − u′〉V ′×V
 lim inf 1
2
∥∥u′n(T )− u′(T )∥∥2H  0
and so
lim sup
(−〈u′′n,u′n − u′〉V ′×V ) 0. (58)
Now, from (54), (51), we have
〈χn,u′n − u′〉V ′×V = 〈χn,u′n − u′〉H′×H→ 0, (59)
and from (49), we obtain
〈f,u′n − u′〉V ′×V → 0. (60)
From the equality in (52), we have
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lim sup〈Aˆu′n,u′n − u′〉V ′×V
= lim sup〈f − u′′n − B̂un − χn,u′n − u′〉V ′×V
 lim sup〈f,u′n − u′〉V ′×V + lim sup
(−〈u′′n,u′n − u′〉V ′×V )
+ lim sup(−〈B̂un,u′n − u′〉V ′×V )
+ lim sup(−〈χn,u′n − u′〉V ′×V),
so from (60), (58), (57) and (59), we obtain lim sup〈Aˆu′n,u′n−u′〉V ′×V  0. Using
also (49) and L-pseudomonotonicity of Aˆ, we obtain (55).
Passing to a subsequence if necessary, from (51) and (54), we obtain that
g(un(t, x), u
′
n(t, x)) → g(u(t, x), u′(t, x)) for almost all (t, x) ∈ (0, T ) × Ω
and χn → χ weakly in L1((0, T ) × Ω). As we already have that χn(t, x) ∈
∂j (g(un(t, x), u
′
n(t, x))) for a.a. (t, x) ∈ (0, T )×Ω , so using Theorem 7.2.2 of
Aubin and Frankowska [1, p. 273] we have
χ(t, x) ∈ ∂j(g(u(t, x), u′(t, x))) for a.a. (t, x) ∈ (0, T )×Ω. (61)
From the continuity of the embeddingW ⊆ C([0, T ];H), (49), we have
u′n(0)→ u′(0)=ψ1 weakly in H. (62)
Now, passing to the limit in (52) (using (49), (55), (53), (54), (62) and (61)), we
obtain that u is a solution of the following problem
Find u ∈C([0, T ];V ) with u′ ∈W and χ ∈H′, such that
u′′ + Aˆu+ B̂u+ χ = f in V ′,
u(0)=ψ0, u′(0)=ψ1 in Ω,
χ(t, x) ∈ ∂j(g(u(t, x), u′(t, x))) for a.a. (t, x) ∈ (0, T )×Ω,
and so also of (HVI). ✷
Remark 3.2. Even if the additional hypothesis in H(A)(iv) seems to be strange in
case p = 2, it is necessary for the coercivity of operator P . Maybe in particular
cases constant β¯ can be improved (become smaller), but it cannot be dropped. As
the following example shows, in case β1 > β¯, operator P is no more coercive,
and we cannot say anything about the existence of solutions of (HVI) using
surjectivity theorem (see Theorem 2.1).
Let p = q = 2, β(s) = −s, j (ξ) = − 12ξ2 (note that hypotheses H(j ) are
satisfied with c0 = 1). Let g(ξ, ζ ) = ζ (so α1 = 0 and α2 = 1 in H(g)). Let
〈A(t, v),w〉 = (v,w)V . It is easy to check that hypotheses H(A) are fulfilled (with
a1 ≡ 0, c1 = 1, β1 = 1, β0 = 0, a ≡ 0). Let finally B ≡ 0, f be any element of V ′
and ψ0 =ψ1 = 0.
As β1 = 1 and β¯ = 4
√
2, so β1 < β¯ . We will show that the operatorP = A¯+G
(compare (31)) is not coercive. One can easily see that, for all v ∈ V , we have
〈A¯v, v〉 = ‖v‖2V and Gv = {−v}.
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Let vn(t, x)= n, for n 1. Of course vn ∈ V and ‖vn‖2V →+∞. But, we have
that
〈Pvn, vn〉V ′×V = ‖vn‖2V − ‖vn‖2H =
T∫
0
∥∥∇v(t)∥∥2 dt = 0.
Remark 3.3. The additional hypothesis in H(A)(iv) in case p = 2 can be dropped
if we assume some stronger conditions on j or g, namely if we assume that
|β(ξ)|  c0(1 + |ξ |r ), with some 0  r < 1 and c0 > 0 (instead of assumption
H(j )(iii)) or if we assume that |g(ξ, ζ )| α1|ξ |r + α2|ζ |r , with some 0 r < 1
and α1, α2  0 (instead of assumption H(g)(ii)). In both these cases, instead of
estimate (29), we can obtain a stronger one, namely
‖η‖qH′  c24 + c25‖v‖2rV , ∀v ∈ V, ∀η ∈ Gv,
with some c24, c25 > 0. Then in the proof of Theorem 3.1 (see Case 2), we do not
need any additional assumption on β1.
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