We consider the numerical solution of Robin boundary value problems on random domains. The proposed method computes the mean and the variance of the random solution with leading order in the amplitude of the random boundary perturbation relative to an unperturbed, nominal domain. The variance is computed as the trace of the solution's two-point correlation which satisfies a deterministic boundary value problem on the tensor product of the nominal domain. We solve this moderate high-dimensional problem by either a low-rank approximation by means of the pivoted Cholesky decomposition or the combination technique. Both approaches are presented and compared by numerical experiments with respect to their efficiency.
Introduction
Many problems in physics and engineering sciences lead to boundary value problems for an unknown function. In general, the numerical simulation is well understood provided that the input parameters are given exactly. Since, however, exact input parameters are often not known in engineering, it is of growing interest to model such parameters as random variables.
A principal approach to solve boundary value problems with random input parameters is the Monte Carlo approach, see e.g. [37] and the references therein. However, it is hard and extremely expensive to generate a large number of suitable samples and to solve a deterministic boundary value problem on each sample. Particularly in the present case of random domains, each new sample corresponds to a new domain which needs to be discretized. Thus, we aim here at a direct, deterministic method to compute the random solution.
Deterministic approaches to solve stochastic partial differential equations have been proposed in e.g. [1, 11, 13, 14, 25, 32, 38] . Therein, loadings and coefficients have been considered as random input parameters. Recently, in [6, 23, 27, 33, 34, 43] , also the underlying domain has been modeled as a random input parameter D(ω). For example, this enables the consideration of tolerances in the shape of products fabricated by line production. Other applications arise from blurred interfaces like cell membranes or molecular surfaces.
The present paper is dedicated to the numerical treatment of Robin boundary value problems on random domains which, to the best of our knowledge, is the first time in the scientific literature. We assume small random perturbations around a nominal domain D with known second order statistics. Then, following [27] , we can linearize to derive, with leading order in the amplitude of the perturbation parameter, deterministic equations for the random solution's expectation and two-point correlation
Cor u (x, y) = Ω u(x, ω)u(y, ω) dP(ω)
From these quantities the variance is derived by
The solution's two-point correlation is given by a partial differential equation which lives on the tensor product domain D × D. We solve this moderate highdimensional problem by either a low-rank approximation via the pivoted Cholesky decomposition or the combination technique which is a special variant of a sparse tensor product approximation. This way, we are able to compute both, the expectation and the variance by standard finite element techniques.
Besides the modeling and the derivation of the underlying equations, we discuss in this paper the implementation of the proposed algorithms. In particular, we compare the low-rank approximation and the tensor product approximation with respect to their cost-complexities by numerical results.
The rest of the paper is organized as follows. In Section 2, we model the random domain under consideration. Moreover, for the associated Robin boundary value problem, we derive deterministic boundary value problems for the expectation and two-point correlation of the random solution. In Section 3, we introduce the variational formulations of these deterministic boundary value problems. Section 4 is dedicated to an abstract overview on the efficient solution of tensor product-type boundary value problems which arise in the present context. The particular finite element discretization of the problems under consideration are performed in Section 5. In Section 6, numerical experiments are carried out to validate the theoretical findings and to compare the low-rank approximation with the sparse grid approach. Finally, in Section 7, we state concluding remarks.
Robin boundary value problems on random domains
Let (Ω , Σ , P) be a suitable probability space. We consider the domain D(ω) as the uncertain input parameter of an elliptic boundary value problem with Robin boundary conditions, i.e.,
Here, α(x) ≥ 0 is a nonnegative function, where the particular choice α(x) ≡ 0 yields the Neumann boundary condition.
To model the random domain D(ω), let D denote a smooth reference domain and consider random boundary variations in the direction of the outer normal
almost surely. Then, the random domain D(ω) will be described via perturbation of identity
For what follows we assume that the expectation E κ and the two-point correlation Cor κ of the boundary perturbation κ are given. Without loss of generality (otherwise we redefine D correspondingly) we assume that the perturbation field κ is centered, i.e., that E κ ≡ 0. For a small perturbation amplitude ε > 0, one can linearize (1) by means of shape calculus [12, 40] . This leads to the following stochastic shape-Taylor expansion
Therein, the compact set K ⋐ D is assumed to satisfy K ⋐ D(ω) almost surely. Moreover, u ∈ H 1 (D) denotes the solution to the deterministic Robin boundary value problem
and the shape derivative δ u = δ u[κ] ∈ H 1 (D) satisfies the following Robin boundary value problem with random loading (cf. [31] )
Here, we used the abbreviation
where H = (n − 1)H is the additive curvature and H is the mean curvature of the surface Γ . 
satisfy the deterministic boundary value problems (3) and
Proof. By using the shape-Taylor expansion (2), we obtain
By the linearity of the expectation operator E, taking the expectation on both sides of (4), and observing that 
where X and Y are two random variables with finite second moments. By combining this estimate with the shape-Taylor expansion (2), we conclude
Due to E δ u (x) ≡ 0, we arrive at the identity V δ u (x) = Cor δ u (x, y) x=y which proves the second claim. The boundary value problem (7) for Cor δ u is finally derived by tensorizing (4) and taking the expectation. This completes the proof.
Remark 1.
The relative error of the expectation is O(ε 2 ) while the relative error of the variance is O(ε). According to [8] , the first order shape-Taylor expansion (2) is nevertheless sufficient to compute also higher order moments of the random solution with relative accuracy O(ε).
Variational formulation
We shall introduce the variational formulations of the boundary value problems under consideration. The approximate expectation u ∈ H 1 (D), satisfying (3), is determined by the variational formulation
where the bilinear form a :
and the linear form ℓ 1 :
satisfies the boundary value problem (4). The associated variational formulation involves the same bilinear form as (8) , but a different linear form on the right hand side. Namely, we find
with the linear form ℓ 2 :
Note that we applied integration by parts in the definition of the linear form. Moreover, the function h is defined (5). Thus, the two-point correlation function
, which is given by the tensor Robin boundary value problem (7), satisfies the variational formulation
Here, the bilinear form A :
and the linear form L :
Theorem 2. The variational problems (8) , (9), and (10) are uniquely solvable provided that α(x) ≡ 0.
Proof. The standard theory of Robin boundary value problems yields the existence of constants 0 < c E ≤ c S < ∞ such that it holds
by a tensor product argument since the bilinear form A(·, ·) is derived from a(·, ·) via tensorization. The Lax-Milgram theorem implies finally the assertion.
Remark 2.
If α(x) ≡ 0, then we arrive at the Neumann boundary value problem and obtain thus the ellipticity of a(·, ·) only in the space
solvability of the variational problems (8), (9), and (10) is obtained in these energy spaces.
Solving tensor product boundary value problems

An abstract view on the linearization approach
The linearization of a linear second order elliptic boundary value problem with respect to a given input parameter κ(ω) involves the associated derivative δ u(ω) ∈ H (D). It is generally given by a boundary value problem
where A :
denotes a linear, second order elliptic partial differential operator which is defined on a domain D ⊂ R n . Typically one might think of H (D) being a Sobolev space with dual H ′ (D). Moreover, the random input parameter linearly enters the right hand side
, which pops up in the asymptotic expansions (6), is given by the tensor product problem
Especially it holds
. In the following, we give an overview on the efficient solution of partial differential equations with the tensor product operator A ⊗ A on the product of the physical domain D × D such as (11) . Various concepts are available to overcome the curse of dimension which is already observed in this moderate dimensional situation.
Sparse tensor product spaces
The starting point of the definition of sparse tensor product spaces for the Sobolev space H mix (D × D) are traditional and widely used multilevel hierarchies
where dim(V j ) ∼ 2 jn . Then, appropriate complement spaces
are chosen to derive the multiscale decomposition
In general, such complement spaces are defined by hierarchical bases like e.g. wavelet or multilevel bases, see [5] and the references therein. The sparse tensor product space
is finally given via the complementary spaces according to
The sparse tensor product space V J possesses only O(2 Jn J) degrees of freedom which is much less than the O(2 2Jn ) degrees of freedom of the full tensor product space V J ⊗V J . However, the approximation power of the sparse tensor product space and the full tensor product space are essentially (i.e., except for logarithmic factors) identical if extra smoothness in terms of Sobolev spaces with dominating mixed derivative is given [5] .
Sparse multilevel frames
In the meantime, the construction of wavelets on fairly general domains and surfaces is well understood [26, 29, 42] . However, the construction is expensive and the wavelets have large supports, particularly on complicated geometries. Therefore, other sparse tensor product approximations have been developed. In [17, 28] , the sparse tensor product approximation has been performed via multilevel frames. The frame construction is based on the BPX-preconditioner (see e.g. [4, 10, 35] ) and related generating systems (see e.g. [16, 17, 19, 20] ).
By rewriting the sparse tensor product space (13) according to
it is obvious that the collection of tensor products of the basis functions in V j can be used to represent the functions in V J . It has been shown in [28] that this collection forms a frame for the sparse tensor product space provided that the basis functions are appropriate normalized. The discretization of boundary value problems by frames and the solution of operator equations in frame coordinates is well understood and quite similar to the basis case, cf. e.g. [7, 9, 41] . The algorithms developed in [38] , especially the applications of tensor product operators, can be extended to multilevel frames. It turns out that, in order to efficiently solve boundary value problems of the type (11), it suffices to provide standard multigrid hierarchies and associated finite elements together with prolongations and restrictions, see [22, 28] .
Combination technique
Consider the tensor product boundary value problem (11) . With respect to the ansatz spaces (12), we define the associated complement spaces by
with P j : H (D) → V j being the Galerkin projection associated with the operator A . Then, the Galerkin system decouples due to Galerkin orthogonality. Namely, it holds
As a consequence, the Galerkin solution Cor δ u,J to (11) in the sparse tensor product space (13) can be written as
where p j, j ′ denotes the Galerkin solution of (11) in the full (but small) tensor product space V j ⊗ V j ′ , cf. [25] . If the differential operator has not the form (11) , then the combination technique induces an approximation error. Related error estimates have been derived in [21, 30, 36] .
Low-rank approximation
with certain functions a ℓ , b ℓ ∈ L 2 (D). Inserting such a low-rank approximation in the tensor product boundary value problem (11) leads to the representation
i.e., the tensor product boundary value problem is reduced to 2r simple boundary value problems on the domain D. This approach has firstly been proposed in [15] for m-fold tensor product problems and right hand sides of tensor product type. In the case of the second moment analysis in uncertainty quantification, we find the special situation that Cor f is symmetric and positive semi-definite. Thus, the pivoted Cholesky decomposition can be used to efficiently compute the low-rank approximation to the right hand side, see [23, 24] .
Finite element discretization
Parametric finite elements
For the application of multilevel techniques, we shall define a nested sequence of finite dimensional trial spaces
In general, due to our smoothness assumptions on the domain, we have to deal with non-polygonal domains. To realize the multiresolution analysis (14) we will use parametric finite elements. Let △ denote the reference simplex in R n . We assume that the domain D is partitioned into a finite number of patches
where each γ k : △ → τ 0,k defines a diffeomorphism of △ onto τ 0,k . The intersection τ 0,k ∩ τ 0,k ′ , k = k ′ , of the patches τ 0,k and τ 0,k ′ is either / 0, or a lower dimensional face. The parametric representation is supposed to be globally continuous which means that the diffeomorphisms γ i and γ i ′ coincide at common patch interfaces except for orientation. A mesh of level j on D is then induced by regular subdivisions of depth j of △ into 2 jn simplices. This generates the 2 jn M curved elements {τ j,k }. An illustration of such a triangulation is found in Fig. 1 . The ansatz functions Φ j = {ϕ j,k : k ∈ ∆ j } are finally defined via parameterization, lifting continuous piecewise linear Lagrangian finite elements from △ to the domain D by using the mappings γ i and gluing across patch boundaries. Setting V j = span Φ j yields (14) , where dimV j ∼ 2 jn .
Galerkin discretization
We shall be concerned with Galerkin's method for solving the variational problems (8), (9) , and (10). To this end, we define first the system matrix
Then, the Galerkin solution
of the variational formulation (8) is derived from the linear system of equations
The solution of this equation (16) by multigrid accelerated finite element methods is straightforward and along the lines of the standard literature, see e.g. [2, 3] . Therefore, we will skip all the details here. The shape derivative δ u = δ u [κ] , given by (9) , is approximated in a similar way: we seek
Likewise to the mean field equation, the solution of (17) is straightforward. For the combination technique, we need to compute certain Galerkin approximations
to the two-point correlation Cor δ u (10) in the full tensor product space V j ⊗V j ′ . They are obtained from the following linear system of equations
Here, the right hand side is given by
The iterative solution of the tensor product problem (18) is of optimal complexity if the tensor product of the BPX-preconditioner [4] is applied.
Combination technique
According to Subsection 4.4, the combination technique amounts to solving all the Galerkin systems (18) which are needed to determine the expression
For the implementation of the combination technique, we have thus to explain how to efficiently compute the right hand side (19) to the linear system of equations (18) .
To this end, we shall introduce some notation first. Let the index set ∆ ∂ D j ⊂ ∆ j denote the indices which belong to finite element functions at the boundary ∂ D and set
. We replace the two-point correlation function
Cor κ by its piecewise linear sparse grid interpolant
which can be computed in optimal complexity (see [5] ). Thus, the right hand side h j, j ′ becomes
where the matrices M j, j ′ , 0 ≤ j, j ′ ≤ J, are given by
The expression (20) can be evaluated in essentially optimal complexity by applying the matrix-vector multiplication from [28] . In particular, by using prolongations and restrictions, the matrices M j, j ′ are needed only in the situation j = j ′ . Thus, the overall computational complexity of the combination technique is essentially linear in the number |∆ J | of finite element functions on D.
Low-rank approximation
The piecewise linear interpolant of the two-point correlation Cor κ in the trace space
Here, x j,k ∈ ∂ D denotes the node which belongs to the finite element basis function
We shall thus compute a low-rank approximation of the matrix
by the pivoted Cholesky decomposition. Afterwards, we just have to compute all the local shape derivatives δ u in the directions
. Thus, having the low-rank approximation (21) at hand, the complexity to compute Cor δ u, j is O(r|∆ j |). Note here that, in accordance with [18, 39] , the rank r hinges on the smoothness of the underlying two-point correlation Cor κ . 
Algorithm 1: Pivoted Cholesky decomposition
The pivoted Cholesky decomposition is a purely algebraic approach which is quite simple to implement, see Algorithm 1. It produces a low-rank approximation of C for any given precision ε > 0 where the approximation error is rigorously con-trolled in the trace norm. A rank-r approximation is computed in O(r 2 n) operations, where n denotes the matrix dimensions, that is n = |∆ ∂ D j |. Exponential convergence rates in r are proven under the assumption that the eigenvalues of C exhibit a sufficiently fast exponential decay, see [24] . Numerical experiments given there show that the pivoted Cholesky decomposition in general converges optimally in the sense that the rank r is bounded by the number of terms required for the spectral decomposition of C to get the error ε.
Numerical results
Model verification
We present some numerical tests to demonstrate our theoretical predictions. Let D = {x ∈ R 2 : x < 1} be the unit disk. We parametrize the boundary ∂ D by polar coordinates
Correspondingly, the boundary ∂ D ε (ω) of the random domain D ε (ω) can be expressed via the perturbed parametrization
Herein, we assume that the random perturbation is given by
with random coefficients a k (ω) and b k (ω) which are equally distributed in [−1, 1] and mutually stochastically independent. This results in the two-point correlation function
cos(ks) cos(kt) + sin(ks) sin(kt).
For our numerical experiments, we vary 0 ≤ ε ≤ 0.05. Even though ε is small, the perturbation is considerably large since the norm κ(ω) C 2,1 ([0,2π]) might become large.
On the above defined random domain D ε (ω), we consider the Robin boundary value problem (1) with f (x) ≡ 1, α(x) ≡ 1, and g(x) ≡ 0. For a given value of ε, we determine first the expectation and the variance of the random solution by a Monte Carlo method, using M = 25 000 samples. Note that the triangulation hast to be constructed for each sample in order to resolve the random domain. To evaluate the sample mean and variance, we interpolate each solution to a fixed quadrangular grid on the disk K = {x ∈ R 2 : x ≤ 0.7} with radius 0.7 which lies always in the interior of the random domain D ε (ω). The result of the Monte Carlo simulation is then compared with the solution of our deterministic model. Here, we used the pivoted Cholesky decomposition since the two-point correlation (22) is of finite rank r = 11. In Figure 2 , one finds the absolute difference between the mean (left plot) and variance (right plot) of the Monte Carlo simulation and the deterministic approach. To be on save ground, we repeated the comparison five times and computed the average of the differences. We observe that the difference behaves like O(ε 2 ) for the expectation (left plot) and like O(ε 4 ) for the variance (right plot) as indicated by the dashed lines. Hence, in this example, the asymptotic behaviour of the expectation with respect to the perturbation parameter ε is as predicted by Theorem 1. But the the asymptotic behaviour of the variance with respect to the perturbation parameter ε is even one order better than predicted.
In Figure 3 , we visualized the approximate moments computed by the Monte Carlo simulation (first row of Figure 3 ) and by the deterministic approach (second row of Figure 3 ) in the specific case ε = 0.025. The difference between both approaches are found in the last row of Figure 3 . The relative difference in the mean has the order of magnitude 10 −3 while the relative difference in the variance has the order of magnitude 10 −2 .
A correlation kernel of arbitrary smoothness
We shall next compare the low-rank approximation with the combination technique based sparse grid approach. To this end, we choose the same input data as before but the Gaussian kernel
instead of the kernel (22) . The Gaussian kernel is of arbitrary smoothness for any given correlation length ℓ > 0. In particular, the eigenvalues of the associated Hilbert-Schmidt operator decay double-exponentially (see e.g. [39] ). In our numerical tests, we vary the correlation length according to ℓ = 1, 1/2, 1/4, 1/8. We compute a reference solution on a very fine level and compare the solutions of both approaches with respect to lower levels with this reference solution. The results are plotted in Figure 4 , where the left plot shows the relative error of the variance versus the discretization level and the right plot shows the related computing times versus the discretization level. Note that on level 10, there are about 2 million finite elements. It is observed that both, the convergence rates (left plot of Figure 4 ) and the computing times (right plot of Figure 4 ), scale identically for both approaches. The relative errors of both approaches increase when the correlation length decreases. The approximation errors of the low-rank approximation (green lines) are, however, a certain factor lower than the related approximation errors of the sparse grid method (blue lines). Also the computing times of the low-rank approximation (green lines) are a certain factor lower than the related computing times of the sparse grid approach (blue lines). Nevertheless, the computing times with respect to the sparse grid approach are essentially independent of the correlation length ℓ while the computing times of the low-rank approximation increase in ℓ as the rank increases.
A correlation kernel of finite smoothness
We finally compare the low-rank approximation with the combination technique in case of the Matérn kernel
which is of finite smoothness. The correlation length ℓ is again chosen to be ℓ = 1, 1/2, 1/4, 1/8. The computational set-up of our comparison is in complete analogy to that of Subsection 6.2. In the left plot of Figure 5 , we plotted the relative error of the variance versus the discretization level. Again, both approaches seem to produce the same convergence rates but the relative errors of the the low-rank approximation (green lines) are again a certain factor lower than relative error of the sparse grid approach (blue lines). Moreover, for a fixed discretization level, the relative error increases as the correlation length decreases.
In the right plot of Figure 5 , the associated computing times are found. The computing times of the low-rank approximation (green lines) clearly depend on the correlation length. Whereas, in the case of the sparse grid approach, the computing times are independent of the correlation length. Additionally, one figures out of the plot that the computing times of the low-rank approximation seem to grow with a higher rate compared with the sparse grid approach. This corresponds to the theoretical predictions from [18] . Nevertheless, if one compares accuracy versus computing time, the low-rank approximation is still superior to the sparse grid approach.
Concluding remarks
In this paper, we modeled and solved Robin boundary value problems on random domains. We derived deterministic equations for the expectation and variance of the associated random solution. The variance can be computed by means of a lowrank approximation or by the combination technique. By numerical experiments, we compare these two approaches. It turns out that for our specific examples the low-rank approximation performs better than the combination technique. However, the combination technique has the advantage that the memory requirements are independent on the given two-point correlation function. We emphasize that, in the present case of boundary value problems on random domains, the low-rank approximation needs only to be computed for an (n − 1)-dimensional function (cf. (21)) whereas the combination technique is an n-dimensional approach. Nevertheless, we expect that, in the case of random coefficients (see [25] ) or random loadings (see [38] ), the combination technique performs much better in comparison with the low-rank approximation since there the low-rank approximation of a n-dimensional function is required.
