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Táto práca sa zaoberá návrhom modelu ľudskej psychiky a jej kognitívnych procesov, emócií 
a chovania za pomoci agentných systémov. Práca skúma problematiku z pohľadu všeobecnej 
psychológie a inteligentných systémoch. Následne práca detailne rozoberá návrh modelu ľudskej 
psychiky s jednotlivými definíciami agentov systému a návrh simulačného prostredia. Špeciálna časť 
práce je venovaná práve návrhu neurónovej siete systému. V ďalšej časti práce je popísaný spôsob 
implementácie modelu a simulačného prostredia. Nakoniec práca popisuje experimenty
s realizovaným systémom z pohľadu zhody s psychologickými teóriami a prínosmi pre inteligentné 
systémy.
Abstract
This work deals with modeling of the human psyche and its cognitive processes, emotions and 
behaviors based on agent system. The first objective of this  examines the issue from the perspective 
of general psychology and intelligent systems. The work discusses in detail the design model of the 
human psyche with definitions of agents system and design of simulation environment. The special 
part is devoted to the design of the neural network system. After description of implementation of the 
model and simulation environment, finally, the work show results of experiments with the 
implemented system from the perspective of conformity with psychological theories and benefits to 
artificial intelligence.
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1 Úvod
Umelá  inteligencia  dnes  predstavuje  odbor,  ktorého  obsahom  je  množstvo  teórií,  snažiacich
sa napodobovať ľudskú inteligenciu či vo všeobecnosti biologické správanie. Keď sa pozrieme na jej 
vznik  a  vývoj,  vidíme,  že  spolu  s  kognitívnou  psychológiou  boli  neoddeliteľne  spojené.  Umelá 
inteligencia  sa  často  priamo  inšpirovala  teóriami  z  oblasti  kognitívnej  psychológie,  neurológie, 
evolučných vied alebo sociológie. Stačí sa pozrieť na princípy neurónových sietí, strojového učenia, 
agentných  systémov,  genetických  či  evolučných  algoritmov.  Naopak  zas  výskumom  takto 
vzniknutých  implementácií  rôznych  teórií  sa  prišlo  na  mnoho  nových  poznatkov  pre  odbor 
psychológie.
Na základe vyššie uvedeného by som tak chcel aj pomocou tejto práce poukázať na to, aké 
dôležité je uvedomiť si spojenie týchto dvoch disciplín. Predovšetkým pre informatikov pracujúcich
v oblasti umelej inteligencie tak môže byť obrovským prínosom a inšpiráciou v mnohých smeroch 
znalosť  psychických  procesov  človeka.  Ich  využitie  pri  implementácii  tak  môže  zefektívniť
a inovovať už zabehnuté metódy používané v dnešných implementáciách inteligentných systémov. 
Nesmieme tiež zabudnúť vo veľkej miere na jednostrannú orientáciu informatiky smerom na ľudskú 
inteligenciu zabúdajúc na procesy spracovania vnemov či emocíonálych procesov, ktoré ale môžu 
priniesť mnoho nového k procesom riadenia systémov.
Táto  práca  si  kladie  za  cieľ  navrhúť  a  vytvoriť  model  ľudskej  psychiky  z  pohľadu 
inteligentných  systémov,  založený  predovšetkým na  teóriách  systému  a  procesov  prebiehajúcich
v  psychike  človeka.  Aj  preto,  že  takýchto  prác  vzniklo  v  posledných   rokoch  minimum, 
predpokladám,  že  práve  návrh  takéhoto  modelu  využívajúc  znalosti  nie  len  z  informatiky  ale
i zo psychológie by mohol do oblasti  umelej  inteligencie priniesť nové pohľady na teórie a dnes 
používané  systémy.   Dôležitým  prínosom  bude  taktiež  možnosť  testovania  a  experimentovania
s  modelom  ako  celkom,  čím  bude  jednak  možné  experimentovať  a  overovať  správnosť 
psychologických  teórií  a  zistiť  mieru  efektívnosti  používaných  metód  nie  len  ako  samostatných 
jednotiek, ale predovšetkým v rámci celku. Dnešné teórie z oblasti psychológie, ktoré sú následne 
často používané aj  v umelej  inteligencii  totiž vychádzajú zo skúmaní  jednotlivých častí  psychiky 
samostatne a strácajú tak možnosť pozrieť sa na dôsledky z nich plynúce na systém ako celok.
V  práci  sa  budeme  zaoberať  jednak  teóriami  z  oblastí  umelej  inteligencie  a  psychológie
a  taktiež  budeme  vychádzať  zo  znalostí  iných  štúdií,  na  ktorých  bude  táto  práca  postavená. 
Zameriame sa predovšetkým na neurónové siete a agentné systémy v umelej inteligencii a kognitívne 
procesy a emócie v rámci psychológie.
Ďalší obsah bude predstavovať návrh modelu najprv pomocou základnej analýzy a definícií 
systému  pomocou  blokovej  schémy  a  následne  návrhu  multiagentného  systému  s  dôrazom
na modularitu. Vďaka modularite tak v rámci budúcej implementácie bude možné ľahko spravovať 
jednotlivé  moduly  reprezentujúce  jednotlivé  psychické  procesy  a  podľa  potreby  ich  pridávať
a odoberať. Práca taktiež popisuje návrh simulačného prostredia v rámci ktorého sa budú prevádzať 
experimenty a testovanie počas vývoja. 
Implementáciou  sa  zaoberá  ďalšia  časť  práce  a  to  konkrétne  implementáciou  simulačného 
prostredia a modelu formou multiagentného systému. Pozrieme sa na proces implementácie a s ním 
súvisiace testovanie a potrebnejšie si prejdeme implementáciu jednotlivých prvkov modelu. Nakoniec 
v  práci  uvedieme  výsledky  prevedených  expemrimentov  s  vytvoreným  systémom
3
a  zameriame  sa  na  to,  ako  sa  jednotlivé  procesy  popisované  psychológiou  správajú  v  spojení
do  jedného  celku.  Budeme  experimentovať  s  rôznymi  nastaveniami  modelu  a  sledovať  zmeny 
vnútorných stavov jednotlivých agentov, ich reakcie a taktiež reakcie systému ako celku v rámci 
simulačného prostredia. 
V  závere  práce  zhodnotíme  dosiahnuté  výsledky,  pozrieme  sa  na  výsledky  experimentov




Už z názvu práce vyplýva,  že  na  vytvorenie  funkčného a  validného riešenia  budeme potrebovať 
znalosti  z  viacerých vedeckých disciplín.  Začneme pre čitateľa  možno viac vzdialeným odborom 
psychológie, v ktorom si bližšie načrtneme procesy prebiehajúce v človeku, ktoré popisuje všeobecná 
psychológia.  Zameriame  sa  na  procesy vytvorenia  a  spracovania  vnemu,  vzniku  pocitov,  emócií
či  myšlienok,  premýšlanie  či  následné  reakcie.  Ukážeme  si  tiež  statický  pohľad  na  organizáciu 
jednotlivých  celkov.  Následne  sa  presunieme  k  oblasti  umelej  inteligencie,  z  ktorej  si  popíšeme 
agentné systémy ako jedny z najvhodnejších modelov pre implementáciu vyššie uvedených procesov. 
K tomu sa zameriame na rôzne techniky soft computingu, ktoré pri tak neurčitom systéme ako ľudský 
organizmus  budeme  nevyhnutne  potrebovať.  Nakoniec  nebude  chýbať  ani  oboznámenie
sa s už existujúcimi štúdiami, ktoré si kládli podobné ciele, pričom sa zameriame na bakalársku prácu 
s názvom Robotický model ľudského myslenia, cítenia a chovania.
2.1 Východiská z oblasti psychológie
Ľudská psychika je príliš komplexný systém v ktorom je takmer nevyhnutné mať prehľad o všetkých 
procesoch  a  štruktúrach,  aby  bolo  možné  následne  systém pochopiť  ako  celok.  V nasledujúcich 
podkapitolách si preto zľahka prejdeme kognitívne procesy, emocionálnu stránku, štruktúry či reakcie 
človeka na vonkajšie či vnútorné stimuly.
2.1.1 Od neurónu k mozgu
Základom našej schopnosti vnímať, prispôsobovať sa a vchádzať do vzájomných vzťahov so svetom 
okolo  nás  je  nervový  systém.  Jeho  základnou  stavebnou  jednotkou  je  neurón,  ktorého  úlohou
je prenos informácie k ďalším neurónom. Prenos pritom prebieha od receptorov cez zložité systémy
v mozgu až ku efektorom [2]. Dôležitým je pre nás taktiež pojem prah excitácie, ktorý reprezentuje 
úroveň frekvencie a intenzity, po ktorej prekročení je vzruch pozdĺž neurónu posúvaný ďalej. Tento 
prah je u každého neurónu definovaný samostatne. Pri komunikácii medzi jednotlivými neurónami 
taktiež dochádza k zmene signálu nasledujúcimi spôsobmi:
• sumácia  – umožňuje  reakciu neurónu až po dosiahnutí  určitej  intenzity a počtu signálov. 
Sumácia prebieha jednak v rámci jedného vstupu v čase a jednak v rámci viacerých vstupov
• facilitácia – vzruchy zvyšujú citlivosť pre signály z iných vlákien
• oklúzia  - viacero signálov prichádzajúcich na neurón v rovnakom čase sú vyrušené
Základnou vlastnosťou neurónu je taktiež pravidlo, že buď plne reaguje po dosiahnutí prahu 
excitácie, alebo nereaguje vôbec. Tj. pravidlo „všetko alebo nič“. 
Neuróny  tvoria  periférny  nervový  systém,  ktorý  zabezpečuje  dopravenie  informácií
do  centrálneho  nervového  systému.  Ten  je  tvorený  mozgom  a  chrbticovou  miechou.  Pre  lepšie 
pochopenie usporiadania systému a im prislúchajúcim procesov si priblížime štruktúru mozgu:
• Mozgová  kôra –  príjem  a  spracovanie  zmyslových  informácií,  myslenie,  plánovanie, 
vysielanie motorických informácií
• Limbický systém – učenie, emócie, motivácie
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• Talamus – prepojenie oblastí pre senzorické informácie
• Hypotalamus – kontroluje autonómny nervový systém, úroveň bdelosti, pocity
• Stredný mozog – kontrola vedomia, aktivácie, pohybov, pozornosti, prepojovanie sluchových 
a zrakových informácií
• Zadný mozog – rovnováha, koordinácia, regulácia spánku, spojovacia oblasť mozgu
2.1.2 Vnímanie, pozornosť a vedomie
Pozornosť  nám  umožňuje  spracovávať  veľké  množstvo  informácií  zo  zmyslových  orgánov,
či  zo  spomienok  alebo  myšlienok.  Vďaka  pozornosti  sme  schopní  vybrať  si,  na  ktorú  z  týchto 
informácií sa zameriame a taktiež, či si ju budeme uvedomovať. Zabezpečuje lepšie zapamätávanie 
toho, na čo je naša pozornosť orientovaná. Vedome sme tak schopní vnímať to, čo robíme, vnímame, 
či spracovávame v mysli.
Vedomie  je  na  základe  vnímaného  následne  schopné  spájať  minulé  a  prítomné  udalosti
do  súvislostí  a  na  základe  toho  riadiť  a  plánovať  ďalšie  akcie.  Zmyslové  vnemy  sú  po  prijatí 
spracované  rôznymi  procesmi,  ktoré  môžu  ale  nemusia  vedomie  vyžadovať.  Medzi  automatické 
procesy  nevyžadujúce  vedomú  kontrolu  patrí  napríklad  habituácia,  ktorá  predstavuje  zvykanie
si na určitý druh podnetu a teda znižovanie citlivosti na tento podnet. Opakom je dishabituácia, ktorá 
na základe zmeny podnetu či zaznamenania nového podnetu túto citlivosť zvyšuje. Podobná je taktiež 
senzorická  adaptácia,  ktorá  predstavuje  zvykanie  si  na  podnet  priamo  na  senzorickej  úrovni. 
Habituácia  čiastočne  umožňuje  vedomú  kontrolu  a  má  priamy  vplyv  na  smerovanie  pozornosti. 
Delenie pozornosti a filtrovanie je možné viacerými spôsobmi. Na obrázku 2.1 vidíme 3 rôzne teórie 
filtrovania vnemov.
 
Obrázok 2.1: Spôsoby filtrovania vnemových informácií podľa troch teórií
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Pozornosť má pritom 3 základné úlohy a to detekciu nových podnetov, selekciu pozornosti
a jej  delenie  smerom k výrazným podnetom.  Vedomím smerovaním pozornosti  je  taktiež  možné 
ovplyvňovať bdelosť, ktorá vplýva na silu a trvanie pozornosti [2].
2.1.3 Predvedomie a nevedomie
Predvedomie  sa  stará  o  spracovanie  všetkých  informácií  od  senzorov,  pričom  nie  všetky  tieto 
informácie následne prejdú do vedomia. To sa deje vďaka selektívnemu filtrovaniu vnemov ako bolo 
popísane vyššie. Prebiehajú tu taktiež nevedomé procesy ako dopĺňanie chýbajúcich častí vnemu, čím 
sme  vedome  schopní  ťažšie  detekovať  rozličnosť  podobných  objektov.  Rovanko  ale  na  základe 
týchto dopĺňaní smerujeme našu pozornosť tam, kde očakávame výrazný vnem. Taktiež sem patrí 
takzvaný priming, ktorý nám umožňuje lepšie zameriavať pozornosť či sa lepšie rozpomenúť na veci, 
čím  sú  podobnejšie  aktuálnym  vnemom  či  myšlienkám [4]. Nevedome  taktiež  dochádza
k  automatizácii  určitých  naučených  činností,  či  získanie  pocitu  z  aktuálneho  vnemu  na  základe 
spomienok.  V  nevedomí  sú  spracovávané  taktiež  vrodené  reakcie,  reakcie  typu  útok/útek
či nevedomé pohnútky [3].
2.1.4 Emócie a motivácia
Emócie slúžia u človeka na hodnotenie určitých subjektívnych zážitkov, ovlyvňujú našu fyziologickú 
aktiváciu, spôsob prejavu a krátkodobú či dlhodobú náladu. Nálada má následne vplyv na pozornosť 
a naše očakávania. Motivácia zas predstavuje riadenie činnosti človeka a vplýva na jeho aktiváciu. 
Motiváciu predstavujú naše vrodené potreby či nami vytvorené potreby a ciele na základe vonkajších 
a vnútorných faktorov [4].
Významnou emóciou je stres, ktorý v nás vyvolávajú udalosti mimo našu bežnú skúsenosť, 
neovplyvniteľné udalosti spôsobujúce frustráciu, prípadne vnútorné konflikty. Reakciou je buď útok 
alebo útek a na jeho základe vznikajú tiež špecifickejšie pocity úzkosti, apatie, depresie či agresie
s prislúchajúcimi  reakciami.  Emócie je možné rozdeliť na 7 základných a to vzhľadom k funkcii 
motivácie:
Význam situácie Polarita Emócia Akcia
Nič neohrozuje + Spokojnosť Zotrvať
Postup k cieľu + Šťastie Užívať si
Neobvyklosť +/- Prekvapenie Zameranie pozornosti
Prekážka - Hnev Útok
Nebezpečie - Strach Zmeniť plán
Neprávosť - Prežívanie viny Dosiahnuť štandard
Neúspech - Smútok Revízia plánu
Tabuľka 2.1: Rozdelenie emócií vzhľadom k motivačnej funkcii [4]
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2.1.5 Modely pamäte a jej procesy
Pamäť predstavuje prostriedok,  pomocou ktorého môžeme  v prítomnosti  užívať informácie,  ktoré 
sme získali v minulosti. Medzi základné procesy prebiehajúce v pamäti patrí kódovanie informácií
do pamäte, ich uchovávanie a ich vybavenie. Vybavovanie sa dá rozdeliť na znovupoznanie, kedy 
sme  schopní  rozpoznať  naučenú informáciu  a  reprodukciu,  ktorá  reprezentuje  schopnosť  doplniť 
chýbajúcu časť položky na základe zaznamenaných informácií.
Tradičný model  delí  pamäť na senzorickú,  krátkodobú a dlhodobú. Senzorická pamäť slúži
na uchovanie vstupov z prostredia, aby mohli byť spracované. Krátkodobá pamäť ukladá informácie 
po dobu niekoľko sekúnd až minút, pričom jej kapacita predstavuje cca 7 položiek (+/-2). Dlhodobá 
pamäť má zas rozsiahlu kapacitu a umožňuje ukladať informácie po veľmi dlhú dobu. Platí, že čím 
dlhšie sa informácia nachádza v jednej z týchto pamätí, tým je väčšia šanca, že sa prenesie do pamäte 
s dlhším uchovaním. Ukladanie informácie do pamäte zabezpečuje proces konsolidácie vytváraním 
nových asociácií v pamäti, pričom posilnenie týchto spojov zabezpečuje opakovanie.
Pamäť ako model väčšieho počtu systémov navrhol Endel Tulving, ktorý ju rozdelil do 3 častí:
• sémantická pamäť – uchováva pojmy
• epizodická pamäť – uchováva osobné zážitky
• procedurálna pamäť – uchováva motorické činnosti
Medzi  ďalšie  pamäťové  procesy patrí  interferencia,  ktorá  predstavuje  zabúdanie  spôsobené 
dvoma súťažiacimi informáciami a vyhasínanie, alebo zabúdanie časom [2].
Pre našu prácu bude vhodné zamerať sa na model sémantických sietí popisujúci organizáciu 
poznatkov v pamäti formou pojmov, ktoré sú hierarchicky usporiadané a poprepájané. Procedurálna 
pamäť  je  zas  reprezentovaná  súborom  pravidiel  v  tvare  Ak  –  Potom,  nazvaných  produkčným 
systémom.
J.Anderson  vytvoril  integratívny  model  reprezentácie  obsahov  deklaratívnej  (sémantickej
a epizodickej) a nedeklaratívnej (procedurálnej) pamäte s názvom ACT*. Tá zlučuje reprezentáciu 
deklaratívnej pamäte vo forme sémantických sietí a nedeklaratívnej pamäte vo forme produkčných 
systémov. Deklaratívna pamäť podľa tohoto modelu obsahuje okrem výrokov aj predstavy objektov
a ich usporiadanie v priestore a čase. Vybavenie informácie prebieha aktiváciou uzlu siete susednými 
uzlami  alebo vnemom zvonku.  Aktivácia  sa  šíri  podľa úrovne užívania  daných spojov,  teda čím 
častejšie ich užívame, tým väčšia je pravdepodobnosť aktivácie [2]. 
2.1.6 Premýšľanie
Premýšľanie sa vyznačuje tvorivosťou, riešením problémov, usudzovaním a rozhodovaním. Riešenie 
problémov  predstavuje  proces  v  ktorom  sa  snažíme  odstrániť  prekážky,  aby  sme  sa  dostali
k  určenému  cieľu.  Pokiaľ  daný  problém nedokážeme  vyriešiť  vybavením si  vedomostí,  musíme
ho riešiť prejdením nasledujúcich krokov [2]:
1. identifikácia problému, jednotlivých prekážok a cieľa
2. presná definícia problému
3. vytvorenie  stratégie,  kam  patrí  analýza,  syntéza.  Myslenie  je  najprv  divergentné,  teda 
predstavuje  výber  alternatív  a  následne  konverguje  k  jednému  riešeniu  z  vybraného 
množstva, čo prebieha v krátkodobej pamäti
4. organizácia informácií do spôsobu ich realizácie
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5. plánovanie formou rozdelenia zdrojov, ktoré máme k dispozícii pre riešenie problému
6. monitorovanie priebehu a kontrola
7. zhodnotenie dosiahnutého výsledku
Najdôležitejšou a možno najzložitejšou časťou je práve vytváranie stratégie. Tento proces dáva 
veľký zreteľ na izomorfizmus medzi riešeným problémom a problémami s ktorými sme sa už stretli. 
Dôležitý  je  tiež  pojem  mentálneho  nastavenia,  ktoré  hovorí  o  tom,  že  človek  si  pre  riešenie 
problémov  vyberá  zvyčajne  overené  metódy,  ktoré  sú  pre  daný  problém  analogicky  použiteľné
a nepokúša sa nájsť nové riešenia.
Pri riešení problémov má veľký vplyv aj inkubácia, ktorá predstavuje odstránenie problému
z  vedomia  a  umožňuje  nevedomím procesom spracovať  problém či  už  spôsobom zjednocovania 
nových spomienok so staršími alebo umožniť novým vnemom, aby nám vytvorili nový pohľad vďaka 
analógiám.
Ďalej je potrebné sa pozrieť na usudzovanie a rozhodovanie. Rozhodovanie podľa klasickej 
teórie prebieha výberom najvhodnejšej varianty z množiny prvkov. Postupné rozhodovanie sa naproti 
tomu zastaví v štádiu nájdenia dostatočne vyhovujúceho prvku. Existuje tiež vylučovaica metóda, 
ktorá vyberá z množiny na základe rôznych hľadísk, ktoré v každej fáze výberu obmieňa.
Usudzovanie  poznáme  deduktívne,  ktoré  pracuje  s  výrokmi,  premisami  a  vytvára  úsudky 
pomocou podmieneného usudzovania, alebo sylogického, ktoré pracuje so sémantickými výrokmi. 
Induktívne usudzovanie naopak nevytvára logicky spoľahlivé závery, ale len určité hypotézy plynúce 
z  pozorovania  prostredia.  Využíva  tiež  zovšeobecňovanie  pri  vytváraní  všeobecných  princípov, 
kategórií a ich prototypov [2].
2.2 Východiská z umelej inteligencie
V tejto podkapitole si popíšeme systémy a metódy,  ktoré v rámci umelej  inteligencie prichádzajú
v úvahu pri  návrhu a implementácii  projektu.  Popíšeme si  agentné a multiagentné systémy a ich 
možné  použitia,  logiky  použiteľné  v  jednotlivých  agentoch,  spôsoby  prehľadávania  stavového 
priestoru, ktoré budeme potrebovať pri práci s pamäťou a ďalšie metódy soft computingu, využiteľné 
predovšetkým pri spracovávaní vnemov a procesoch premýšľania či inej práce s pamäťou.
2.2.1 Agentné systémy
Základným  prvkom  agentných  systémov  je  samostatný  agent  umiestnený  v  určitom  prostredí 
jednajúci  tak,  aby dosahoval  požiadavok svojho  klienta.  Je  definovaný ako  autonómny,  schopný 
reagovať na prostredie či ho ovplyvňovať a musí byť schopný komunikovať s okolitými agentmi. 
Rozlišujeme  viacero  typov  agentov.  Základným  typom  je  reaktívny  agent,  reagujúci  priamo
na vonkajšie podnety.  Kognitívny agent navyše uchováva informácie o prostredí a je tak schopný 
spracovávať vstupné informácie. Pokiaľ agentovi pridáme ciele, stáva sa proaktívnym agentom, ktorý 
je schopný vytvárať plány a pridaním mentálnych stavov sa tak stáva intencionálnym agentom [1].
V  systémoch  môžu  byť  takto  použité  viaceré  typy  agentov,  čím  sa  tento  systém  stáva 
hybridným. Usporiadaním týchto agentov do vrstiev tak získavame vrstvovú architektúru, v rámci 
ktorej  tak  máme  možnosť  nechať  agentov  v  rámci  jednej  vrstvy  pracovať  samostatne.  Druhou 
variantou je smerovať informáciu vertikálne, kedy sa pomocou jednej cesty cez všetkých agentov 
zvolí  vhodné  riešenie.  Kombináciou  oboch  týchto  metód  získame  hybridnú  architektúru,  ktorá 
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predstavuje  ideálnu architektúru  pre  náš  model,  keďže umožňuje  sériové  i  paralelné spracovanie 
informácií rôznymi psychickými procesmi popísanými vyššie. Navyše v kombinácii so subsumpčnou 
architektúrou tak získame z niektorých vrstiev samostatné jednotky, reprezentujúce určité správanie 
systému, čím môžeme oddeliť nevedomé a vedomé spracovanie informácií [5].
Použitím viacerých agentov v rámci jedného systému,  kde každý agent bude reprezentovať 
určitý celok procesov a informácií získame multiagentný systém. V  MAS tak musíme riešiť viaceré 
problémy. Prvým je forma komunikácie, kde v rámci vrstvy agentov je vhodné použiť jednosmerné 
selektívne  posielanie  správ  v  smere  vrstvy  agentov,  ktorý  budú  vytvárať  skupiny.  Jednoduché 
všesmerné posielanie správ v systéme nie je možné použiť, naopak je tu vhodné využiť jej rozšírenie 
vo forme architektúry tabule. Tabuľa tu predstavuje spoločnú štruktúru, cez ktorú agenti komunikujú 
[1]. V našom prípade je tak jednoznačne možné použiť krátkodobú a dlhodobú pamäť. Tabuľa sa tak 
bude  skladať  z  množiny  nevedomej  časti  krátkodobej  pamäte  a  jej  podmnožiny  reprezentujúcej 
vedomú časť. 
Ďalším  problémom  sú  konflikty  hlavne  v  rámci  vrstiev.  Vhodné  je  tu  zvoliť  jednoduché 
riešenie formou volieb riešenia  s  najvyššími  intenciami,  keďže vyjednávanie,  argumentácia a iné 
protokoly  pre  riešenie  konfliktov  by  predstavovali  prílišnú  komplikáciu  modelu  a  navyše
sa vzďaľovali reálnemu systému.
2.2.2 BDI Logika
Pre reprezentáciu procesu premýšľania je vhodné využiť ako základ temporálnu logiku BDI. Tá nám 
poskytuje spracovávanie informácií a plánovanie pomocou mentálnych stavov, čím sa blíži mysleniu 
človeka. BDI logika rozlišuje 3 základné stavy: 
• predstavy – aktuálne alebo budúce, ak nastali a môžu znova nastať
• priania – súvisia s cieľmi agenta, pričom reprezentujú buď priamo cieľ alebo métu,  ktorá
k cieľu vedie
• rozhodnutia – usporiadaná množina prianí, ktoré sa agent rozhodol realizovať
BDI  logika  vychádza  z  CTL  logiky.  CTL  je  modálna  temporálna  logika,  ktorá  vyjadruje 
schopnosti  vzhľadom  k  časovým  súvislostiam  na  nedeterministickom  konečnom  automate,  kde 
definuje formule v stavoch, na cestách (spojenie viacerých stavov) a nad cestami (tj. uvažuje viacero 
vetiev). CTL logika je tak využiteľná jednak v sémantickej pamäti kde nám postačuje na prepojenie 
pojmov,  avšak  rovnako  i  v  epizodickej  na  určenie  časových  súvislostí  a  možnosti  predikovať
a plánovať. BDI logika tak zjednodušuje tento systém do vyššie popísaných 3 mentálnych stavov, 
avšak so zachovaním všetkých jeho možností [1].
Samotnú  realizáciu  agenta  s  BDI  logikou  si  ukážeme  na  architektúre  IRMA  (Intelligent 
Resource-Bounded  Machine  Architecture).  Ako  už  z  názvu  vyplýva,  ide  o  architektúru
pre  plánovanie  s  obmedzenými  prostriedkami  –  agent  je  obmedzený  časom,  teda  behom 
rozhodovania sa mení  prostredie a priestorom čo znamená,  že agent  nemá plný prístup k celému 
prostrediu [6].
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Obrázok 2.1: Diagram architektúry IRMA
2.2.3 Neurónové siete
Väčšina fyzických a psychických procesov človeka sú riadené centrálnou nervovou sústavou, ktorá 
predstavuje  komplikovanú  neurónovú  sieť.  Z  tohoto  dôvodu  sa  pozrieme  na  neurónové  siete, 
konkrétne na to, ako u nich funguje neurón a spomenieme si pre nás najzaujímavejšie typy.
Súčasný  všeobecný  model  neurónu  ho  popisuje  pomocou  niekoľkých  vstupov  (každý  má 
definovanú vlastnú váhu), jedného výstupu a bázovej a aktivačnej funkcie. Bázová funkcia spočítava 






a  náslesne je táto hodnota  u spracovaná aktivačnou funkciou. Tú rozoznávame skokovú nespojitú,
po častiach lineárnu alebo spojitú.
Obrázok 2.2: Model umelého neurónu
Podľa architektúry rozoznávame:
• plne prepojené neurónové siete, ktoré môžu byť prepojené symetricky či asymetricky, 
• vrstvové siete, v rámci ktorých sú jednotlivé neuróny usporiadané vo vrstvách
• acyklické siete, v ktorých prepojením nevznikajú cykly a
• dopredné siete kde neexistujú spoje  v rámci vrstvy či na predchodziu vrstvu
Pre nás budú zaujímavé predovšetkým neurónové siete s premennou topológiou. Tá rozoznáva 
2 prístupy a to buď zväčšovanie nenaučenej  siete (Upstart  algorithm) alebo naopak zmenšovanie
už naučenej siete (napr. Pruning algorithm). Zaujímavými su pre nás rovnako neurónové siete, ktoré 
slúžia ako asociatívne pamäte. Medzi ne patrí napríklad Hopfieldova neurónová sieť, ktorá je plne 
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prepojenou sieťou so symetrickými väzbami. Podobne sieť BAM (Bidirectional Associative Memory) 
realizuje 2-vrstvovú sieť s úplným a symetrickým prepojením neurónov bez väzieb medzi vrstvami
či  priamych  spätných väzieb.  Sieť  SDM zas  predstavuje  heteroasociativnú  sieť,  ktorá  kombinuje
 radiálu bázovou funkciou v skrytej vrstve a lineárnu bázovou funkciou vo vrstve výstupnej [1].
2.2.4 Metódy soft computingu
Ľudská  psychika  je  plná  nepresností  a  pre  nás  ťažšie  pochopiteľných  javov,  preto
je  tolerancia  nepresných  a  neistých  hodnôt  v  systéme  nevyhnutnosťou.  Spomenieme  si  pre  nás 
najzaujímavejšie metódy, ktoré prácu so systémom podobných vlastností zjednodušujú.
Prvou zaujímavou metódou učenia sa, a teda pre nás podstatným modelom pre reprezentáciu 
pamäte  sú  neurónové  siete.  Tie  sa  zakladajú  na  fungovaní  neurónov  v  mozgu,  kde  neuróny 
predstavujú uzly siete, v ktorých je excitačný prah definovaný aktivačnou funkciou. Tá môže byť buď 
spojitá,  po častiach lineárna alebo nespojitá.  Pokiaľ sa pozrieme na spôsob prepojenia neurónov, 
mozog pripomína najviac takmer plne prepojenú sieť, ktorá však nemusí byť nutne symetrická (teda 
nie presne Hopfieldova NS). Vzhľadom k rozdeleniu mozgu do jednotlivých štruktúr je taktiež nutné 
spomenúť acyklickú sieť, kde sú neuróny rozdelené do vrstiev. V našom prípade by tak práve tieto 
vrstvy  mohli  predstavovať  takmer  plne  prepojené  siete.  Špeciálnym  typom  takéhoto  neurónu
je  Adaline  (Adaptive  linear  neuron)  s  nespojitou  funkciou  (bez  Delta  rule),  ktorého funkcia  tak 
vlastne predstavuje nami požadovaný prah. Zaujímavou je pre nás taktiež RCE s radiálnou bázovou 
funkciou, keďže prechod informácie sa väčšinou nachádza v stave 0/1, a teda aj skoková aktivačná 
funkcia je ideálnou pre naše riešenie [1].
Ďalšou zaujímavou oblasťou sú fuzzy množiny, ktoré predstavujú zovšeobecnenie klasických 
množín do množín, kde prvok do množiny nepatrí jednoznačne, ale vždy v rámci určitého stupňa 
(stupeň  príslušnosti).  Tento  stupeň  určuje  funkcia  príslušnosti.  Fuzzy  riadenie  tak  predstavuje
3 základné kroky spracovania a vyhodnotenia výsledku [1]:
1. fuzzifikácia – určenie príslušnosti vstupných hodnôt do našich množín
2. fuzzy interferencia – aplikácia pravidiel na určené množiny
3. defuzzyfikácia – určenie konkrétnej hodnoty fuzzy funkcie
2.2.5 Prehľadávanie stavového priestoru
Keďže  spoje  medzi  neurónami  v  mozgu  neobsahujú  žiadne  ohodnotenie,  môžeme  určite  vylúčiť 
informované  metódy prehľadávania  stavového priestoru.  Ostanú nám tak neinformované  metódy.
V nich samozrejme budeme brať na zreteľ prah excitácie, a teda či daný uzol informáciu prepúšťa 
ďalej (viď popis neurónových sietí  vyššie). Riešením prehľadávania tak môže byť buď stav alebo 
cesta  podľa  toho,  čo  hľadáme.  Podľa  spôsobu  šírenia  informácie  v  mozgu  je  vhodné  zvoliť 
prehľadávanie do šírky,  ktoré postupne zvyšuje  úroveň hĺbky prehľadávania.  Spomenieme si  tiež 
obojsmerné prehľadávanie, keďže krátkodobá pamäť bude obsahovať viacero počiatočných uzlov.
To sa zakladá na paralelnom spustení prehľadávania z viacerých uzlov naraz. Informácia v mozgu
sa  šíri  vždy len jednosmerne,  preto  metódy Backtrackingu (kroky o  úrovne  späť)  a  jej  podobné
nie je možné použiť [1].
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2.3 Existujúce práce
Okrem  teoretických  východísk  z  jednotlivých  oblastí  psychológie  a  informatiky  sa  pozrieme
aj  na  už  existujúce  práce  z  oblasti  modelovania  ľudskej  psychiky  so  zameraním  predovšetkým
na bakalársku prácu autora tejto diplomovej  práce, na ktorej bude z veľkej časti postavený návrh
a ďalšia práca.
2.3.1 Robotický model ľudského myslenia, cítenia a chovania
Práca  sa  zaoberá  spracovaním  vybraných  častí  ľudskej  psychiky  ako  jedného  celku,  v  ktorom
sú jednotlivé procesy usporiadané do postupnosti a v rámci nej aj spracované. V práci sú zaujímavo 
navrhnuté predovšetkým štruktúry pamäte a následne vedomé pracovanie s pojmami v pamäti. Pojem 
predstavuje v pamäti jeden uzol skladajúci sa z informácií  o vnemoch zvonku a zvnútra systému. 
Tieto pojmy sú usporiadané v pamäti dvoma rozličnými spôsobmi. Prvým je epizodické usporiadanie, 
ktoré obsahuje chronologicky usporiadané udalosti a jej prislúchajúcu celkovú emóciu. V sémantickej 
pamäti sú pojmy medzi sebou spojené 3 rôznymi spôsobmi. Prvý typ spoja je asociatívny, ktorý spája 
podobné  pojmy.  Druhým  typom  je  jednosmerne  orientovaný  spoj,  ktorý  pojmy  hierarchicky 
rozdeľuje v rámci ich miery abstrakcie. Nakoniec obojsmerné spojenie vyjadruje ekvivalenciu uzlov. 
Uzly podobne ako neurónové siete obsahujú aktivačnú funkciu, ktorá sa časom mení.
Nové  pojmy vznikajú  vedomím spracovaním vnemov  a  premýšľaním,  kedy sa  na  základe 
opakovaných vlastností vnemov v udalostiach epizód vytvára nový pojem a ich vzájomné vzťahy. 
Pojmy, s ktorými aktuálne systém pracuje a novo vzniknuté pojmy predstavujú obsah krátkodobej 
pamäte, z ktorej následne prebieha prehľadávanie siete pojmov a epizód. Práca s epizódami je pritom 
sústredená skôr do nevedomých procesov a schopnosti predvídať, kdežto sémantická sieť je využitá 
predovšetkým  pri  premýšľaní.  Premýšľanie  sa  skladá  z  procesov  integrácie  pojmov,  vytvárania 
sekundárnych motivácií, plánovania a následnej realizácie plánu a jeho sledovania. Plánovanie pritom 
vlastne  predstavuje  nájdenie  najkratšej  cesty  od  pojmov  podobných  vnemom  až  ku  pojmom 
podobným  našim  cieľom.  Premýšľanie  taktiež  zahŕňa  odstraňovanie  prekážok  hľadaním 
alternatívnych ciest či hľadaním spôsobov, ako prekážku priamo odstrániť [7].
Menší dôraz je kladený na nevedomé procesy a rovnako spracovanie vnemu v predvedomí, 
ktoré zahŕňajú habituáciu, filtrovanie, vytvorenie emócie, nastavenie aktivácie a vplyv na celkovú 
náladu.
Implementovaný systém bol umiestnený a testovaní na NXT zariadení napojenom na motory
a  senzory  s  aktívnym  sledovaním  stavu  pamäte  na  PC.  Nevýhodou  práce  tak  boli  obmedzené 
výpočtové prostriedky a rovnako implementácia práce ako celku, v ktorom všetko so všetkým súvisí
a spôsobuje tak mierne ťažkosti  pri  opravách a testovaní.  Výsledkom práce boli  taktiež nie príliš 
rozsiahle  experimenty,  ktoré  konštatovali  úspešnú  implementáciu,  avšak  nedostatočnú  validitu
s reálnym systémom.
2.3.2 Iné práce
Pokiaľ by sme chceli nájsť práce z oblasti umelej inteligencie, ktoré sa snažili napodobovať psychiku 
človeka  ako  celok,  pravdepodobne  by  sme  nenašli  prácu,  ktorá  by  nám  mohla  poslúžiť  ako 
východisko. Napriek tomu existuje mnoho prác a teórií, ktoré pracujú s modelovaním jednotlivých 
častí, predovšetkým z oblasti ľudskej inteligencie a premýšľania.
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Prvou  pre  nás  možno  najzaujímavejšou  a  najviac  komplexnou  je  LIDA  architektúra 
reprezentujúca  prácu  našej  mysle  a  jej  mechanizmov.  Vytvára  tak  koceptuálny  model  kognície 
formou  softwareového  agenta.  Popíšeme  si  kognitívny  cyklus  v  rámci  architektúry  a  stručne 
načrtneme prácu jednotlivých modulov.
Proces  začína  vstupom externých  a  interných  stimulov  do  senzorickej  pamäte,  ktorá  tieto 
vnemy  drží  a  buď  na  ich  základe  vyhodnotí  okamžitú  reakciu,  alebo  posiela  vnem  ďalej
do perceptuálnej asociatívnej pamäte. V nej prebehnú procesy, pomocou ktorých vnem získa význam 
a prebehne filtrácia jeho častí  na základe primingu (z modulu výberu akcií) a obsahu globálneho 
pracovného priestoru.  Pamäť  je reprezentovaná sémantickou sieťou,  kde uzly predstavujú obsahy 
dektektorov, objekty,  kategórie a situácie. Spracovaný vnem je následne presunutý do pracovného 
priestoru,  kde sú udržiavané aktuálne aj  predchádzajúce vnemy a iné z nich vytvorené štruktúry. 
Rovnako  obsahujú  reakcie  na  podnety  vnemov  v  epizodickej  (krátkodobejšie  úložište  udalostí 
reprezentované  formou  asociatívnej  obsahovo-adresovateľnej  pamäte)  a  deklaratívnej  pamäte 
(dlhodobá  epizodická  a  sémantická  pamäť).  Tie  najdôležitejšie  objekty  z  pracovnej  pamäte
sú presunuté do globálnej (vedomej) pracovnej pamäte. Ich dôležitosť určuje aj blok pozornosti, ktorý 
obsahuje  prvky,  ktoré  máme  zámer  vnímať.  Následne  sú  objekty  spracované  vo  vedomí,  potom 
vytvorené zámery,  ktoré chceme vykonať presunuté do procedurálnej pamäte. Tá obsahuje schémy 
skladajúce sa z kontextu, akcie a očakávaného výsledku. V nasledujúcom bloku sú vybrané vhodné 
akcie  na  základe  stavu  prostredia  a  presunuté  do  senzoricko-motorickej  pamäte  pomocou  ktorej 
následne dôjde k vzniku reakcie na efektoroch [8]. Obrázok 2.3 vyššie popísanú schému znázorňuje 
obrazne.
Obrázok 2.3: Kognitívny cyklus architektúry LIDA[7]
Ďalšou pre nás zaujímavou prácou je dokument popisujúci rôzne druhy epizodických pamätí 
pre  robotov  [9].  Popisuje  8 základných vlastností,  ktoré  sémantická  pamäť  musí  mať.  Patrí  sem 
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schopnosť  premiestniť  pohľad  do  minulosti,  stotožniť  sa  s  rolou  prežívajúceho  minulé  udalosti
s  rôznou  dĺžkou,  pričom  udalosti  si  musíme  pamätať  v  správnom  poradí.  Patrí  sem  tiež  dôraz
na  nedokonalosť  pamäte,  priming,  zabúdanie  a  zahŕňa  tiež  mieru  aktivácie.  Modely pamäte  delí
na  biologické,  kde  patria  už  spomínané  neurónové  siete,  alebo  podel  SMRITI  ilustrujúci  rolu 
hippokampu,  pričom uložené  informácie  sú  vždy štrukturované  podľa  významov:  čo,  komu,  kde
a  kedy.  Medzi  abstraktné  modely  zahŕňa  napríklad  model  pamäte,  ktorá  informácie  získava
na  základe  emócie  a  štatistických  informácií.  Epizóda  je  v  tomto  prípade  definovaná  ako  séria 
vykonaných  akcií  vedúcich  k  jednému  cieľu.  Výber  správnej  epizódy je  následne  vyberaný  ako 
kombinácia histórií akcií zodpovedajúcemu kontextu. Kontext v tomto prípade predstavuje aj emócie 
zložené z miery bolesti/spokojnosti postavené na Haikonenovej kognitívnej architektúre. Tá popisuje 
procesy vnímania, vnútornej predstavivosti a reči, emócií a iných bežných kognitívnych procesov [9].
Spomenieme ešte RETE algoritmus používaný pre implementáciu produkčných systémov. Tie 
sa skladajú z množiny pravidiel správania. Pravidlo sa skladá z ľavej strany ktorá keď je splnená, 
vykoná  sa  pravá strana pravidla  realizujúca odstránenie  alebo pridanie  dát  do pracovnej  pamäte. 
Algoritmus pozostáva z bází faktov a zo siete uzlov usporiadaných do orientovaného acyklického 
grafu, kde každý uzol realizuje testy faktov a v prípade úspešnosti posúva testovanie o úroveň nižšie. 
Na dne siete sa nachádzajú konkrétne uzly ľavých strán pravidiel. Vybraná množina týchto uzlov 
následne vykoná pravú stranu týchto pravidiel a sú splnené,  pokiaľ žiaden fakt  nie je odstránený
z vybranej množiny konečných uzlov.
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3 Návrh riešenia
Po absolvovaní prehľadu teoretických znalostí z oblasti umelej inteligencie a všeobecnej psychológie 
môžeme  postúpiť  k  návrhu  systému.  Rozoberieme  si,  čo  je  vlastne  našim  cieľom  a  pozrieme
sa na všeobecné požiadavky na náš budúci  model.  Následne sa pokúsime navrhnúť multiagentný 
systém  a  to  zdola  nahor.  Začneme  teda  identifikíciou  rolí  jednotlivých  agentov,  ktoré  následne 
prevedieme do formálnych definícií vo forme statických schém a interakčných modelov.
3.1 Rozbor zadania
Naším cielom je vytvoriť model ľudskej psychiky tak, aby sa jednotlivé celky systému chovali ako 
samostatné jednotky jednajúce len na základe vnútorného stavu a vstupov. Chceme, aby ich bolo 
možné zo systému vybrať či nahradiť tak, aby systém ostal i po zmene plne funkčný. Zvolíme preto 
návrh formou multiagentného systému s dôrazom na čo najjasnejšie a najvšeobecnejšie definované 
komunikačné protokoly s minimalizáciou komunikácie agentov mimo spoločný komunikačný prvok 
(viď nižšie).  Po systéme požadujeme, aby bol schopný rovnako ako človek rýchlo a automaticky 
jednať  a  súčasne  byť  schopný  plánovania,  zvažovania  možností  a  riešenia  problémov.  Preto 
použijeme viacero typov agentov od reaktívnych až po intencionálnych agentov. 
Už pri prechádzaní teórie z oblasti psychológie sme videli, že celý systém človeka je postavený 
predovšetkým na neurónovej sieti. Na základe toho za základ systému zvolíme agenta, ktorý bude 
zohrávať úlohu neurónu. Spoločne tak týchto agentov rozmiestníme do vrstiev podľa funkcionalít kde 
vzájomným  komunikačným  kanálom  budú  práve  tieto  neurónové  spoje.  Agenti  cez  ne  budú 
komunikovať pomocou signálov.
Znalosti sysému budú uložené v dlhodobej pamäti, ktorá sa bude skladať z asymetrickej siete 
bez plného prepojenia a bez vrstiev. Jednotlivé uzly v sieti budú dynamicky vznikať a zanikať. Týmto 
nastavením siete docielime podobnosti s reálnou neurónovou sieťou v mozgu. Vstupmi siete budú 
agenti pracujúci so senzormi a výstupmi agenti pracujúci s efektormi. O celú pamäť sa bude starať 
agent,  ktorý  bude  implementovať  komunikačný  priestor formou  architektúry tabúľ.  Rovnakým 
spoločným priestorom bude  tiež  krátkodobá pamäť,  myseľ  či  emočné  centrum.  Tabule  tak budú 
reprezentované od jednoduchých stavov či polí hodnôt až po neurónové siete. 
Rýchlosť reakcie systému na okolie bude súvisieť s aktuálnou rýchlosťou práce neurónovej 
siete.  Celý systém bude pracovať v diskrétnom čase.  Vďaka tomu taktiež  bude možné  navrhnúť 
systém  s  vrstvami  agentov,  pre  ktoré  nebude  nutný  paralelný  beh.  Jednotlivé  spracovania  dát 
prebehnú  teda  pre  vrstvy  usporiadané  dopredne  sériovo medzi  diskrétnymi  vstupmi  do  systému, 
zaťiaľ čo pre agentov v rámci jednej vrstvy bude poradie vykonávaných úloh súvisieť so vzájomnou 
komunikáciou.  Spustenie  činnosti  agentov  v  systéme  bude  teda  závislé  jednak od  vstupu agenta 
(vstupného signálu) a jednak od posunutia v diskrétnom čase.
Keďže  ľudský  organizmus  má  tendenciu  si  všetky  vstupy aproximovať,  budeme  pracovať 
predovšetkým u senzorov a efektorov s diskrétnymi hodnotami. Tie budeme získavať buď využitím 
jednoduchých  funkcií  alebo  fuzzy  logiky,  prípadne  navrhneme  simulačné  prostredie  tak,  aby 
poskytovalo pokial možno práve diskrétne hodnoty. Systém bude umožňovať senzorické spracovanie 
nie len jednočíselných, ale aj viacdimenzionálných vstupov zo senzorov, pričom bude tieto vstupy 
prevádzať na  skupiny binárnych  hodnôt,  pomocou ktorých budú následne  signálmi  komunikovať 
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jednotlivý agenti  /  neuróny.  Tak sa zabezpečí,  že systém bude vždy pracovať len s  jednotlivými 
hodnotami a nie vektormi. Zo zadania taktiež vyplýva, že nebudeme navrhovať sociálne prvky, takže 
nemusíme riešiť vzájomnú komunikáciu systémov či procesy súvisiace so sociálnou psychológiou.
Cieľom je vytvoriť predovšetkým funkčné podsystémy, ktoré budú dostatočne splňovať popis 
psychologických teórií,  aby sme  tak následne mohli  sledovať systém ako celok  a  vyhodnocovať 
činnosť na základe týchto teórií v rámci systému. Aby sme toho dosiahli, je nutné model navrhnúť 
tak, aby bolo možné systém testovať od implementácie jeho prvých častí.
Pre testovanie modelu a prevádzanie experimentov budeme potrebovať navrhnúť simulačné 
prostredie, v rámci ktorého budeme môcť jednak sledovať chovanie systému, vplývať v reálnom čase 
na jeho vstupy či sledovať vnútorné stavy procesov a pamäte.
3.2 Základný návrh systému
Najprv sa pozrieme na celkový návrh systému pomocou blokov, aby sme si ujasnili ako bude systém 
fungovať ako celok a akeézákladné funkčné celky bude obsahovať.
V  prvom  rade  budeme  potrebovať  blok  na  predvedomé  spracovanie  vnemov.  V  ňom
sa  senzorické hodnoty prevedú na signály smerujúce  do dlhodobej  pamäte.  Tá bude realizovaná 
neurónovou sieťou, v ktorej pre každý senzoricky spracovaný vstup bude 1 až N vstupných neurónov 
podľa toho,  o  aký typ  hodnoty ide a s  akou presnosťou ho spracovávame.  Sieť bude obsahovať 
podmnožinu  siete  (statickú  sieť),  ktorá  sa  meniť  nebude  a  bude  predstavovať  vrodené  reflexy.
V každom kroku sa v sieti  pamäte  budú jednotlivé neuróny aktivovať či  deaktivovať na základe 
signálových  vstupov  od  prepojených  neurónov  a  dosiahnutia  excitačného  prahu.  Časť  aktívnych 
neurónov sa stane obsahom krátkodobej pamäte. Tá teda bude predstavovať okrem iného množinu 
ukazateľov na podmnožinu  aktivovaných neurónov a  slúžiť  bude ako pracovná pamäť.  S oboma 
pamäťami bude komunikovať emočné centrum obsahujúce agentov pre každý druh emócie. Vybrané 
senzorické vstupy budú napojené na zvolených agentov v emočnom centre, čím pri ich aktivácii budú 
vznikať  signály  do  daného  emočného  centra.  Pri  jeho  aktivácii  sa  prevedú  príslušné  akcie 
zodpovedajúce  danej  emócii.  Nakoniec  myseľ  bude  pracovať  znova  s  oboma  typmi  pamäte.
Jej cieľom bude na základe nálady a obsahu krátkodobej pamäte vyhľadávať ciele a starať sa o ich 
dosiahnutie. V dlhodobej pamäti bude pre každý efektor existovať jeden neurón posielajúci signál
do vrstvy, v rámci ktorej sa budú nastavovať efektory.
Vyššie  popísaný  systém  je  znázornený  na  obrázku  3.1.  V  súhrne  môžeme  povedať,
že jednotlivým blokom prislúchajú predovšetkým tieto úlohy:
• Senzorická vrstva – predvedomé spracovanie vnemov
• Dlhodobá  pamäť  –  sémantická,  epizodická  a  procedurálna  pamäť,  asociatívne  procesy
a reflexy
• Krátkodobá pamäť – vedomie, pracovná pamäť, vznik a prepájanie neurónov
• Myseľ – dosahovanie cieľov
• Emočné centrum – vplyv na rýchlost činnosť pamäte, učenie, vplyv na reakcie
• Efektorová vrstva – vyhodnotenie činnosti efektorov
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Obrázok 3.1: Bloková schéma systému
Mimo tieto základné vrstvy bude agent obsahovať ešte informácie o stave energie (únava),
či hlade, keďže tieto hodnoty sú skôr predmetom samotného systému ako simulačného prostredia.
3.3 Agentný systém ako neurónová sieť
V  tejto  podkapitole  sa  bližšie  pozrieme  na  to,  akou  formou  budú  realizovaní  jednotlivý  agenti 
systému.  Budeme  rozlišovať  prakticky dva  skupiny agentov,  v  rámci  ktorých  budú typy  daných 
agentov  podobné.  Obe  typy  agentov  budú  komunikovať  pomocou  signálov  volaním  signálovej 
funkcie a budú synchronizovaní volaním ich krokovej funkcie. Prvý typ agenta bude mať vlastnú 
aktivačnú funkciu a bude sa chovať podobne ako neurón.  Vnútornými stavmi  takéhoto agenta je 
miera aktivácie, výška excitačného prahu  a priemerná hodnota aktivácie.  Takéhoto agenta môžeme 
definovať ako A=O , a , t , t a , ac , M , mc , ml , m p kde
• O – množina výstupných agentov A alebo B
• a – aktivácia, kde a∈N 0
• t  – hodnota excitačného prahu, kde t∈N 0
• ta – rýchlosť adaptácie / zmeny excitačného prahu t a∈R
• ac – pokles aktivácie pri kroku
• M – množina hodnôt aktivácie a ako M ⇒ N 0 ,  veľkosti ml, slúži na počítanie priemeru a
• mc – miera zníženia hodnôt aktivácie
• ml – veľkost množiny M
• xa – násobok zrýchlenia adaptácie  pri  zhode priemernej hodnoty s aktuálnou hodnotou  a.  
Platí, že xa∈R∧xa0 a násobok je vždy +1, teda pre xa=1 je 2-násobné zrýchlenie.
• xM – modifikátor zmeny priemernej hodnoty, kde x M∈R
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Obsahom signálovej funkcie je navýšenie aktivácie a v prípade prekročenia aktivačného prahu 
poslanie signálu pre všetky o∈O , teda volania vstupnej funkcie agenta  o. Pôjde teda o skokovú 
aktivačnú  funkciu,  keďže  sa  na  výstup  signál  buď posiela,  alebo  nie.  Súčasne  v  každom kroku 
(posune času) sa vykoná  adaptácia,  ktorá  zahŕňa úpravu excitačného prahu v závislosti  na miere 
aktivácie a rýchlosti adaptácie. Za predpokladu, že aktuálna priemerná hodnota množiny M sa počíta 
ako actM=∑M /ml  , tak nová úroveň excitačného prahu je teda po po úprave:
t=ta−t ∗t a∗1 xa∗∣a−actM∣/MAXDIFF 
kde MAXDIFF predstavuje  maximálny rozdiel  aktivácie  od priemeru.  Súčasne sa  zníži  aktivácia
a o  hodnotu ac .  Nakoniec  sa  v  prípade  aktivácie  nahradí  najstaršia  hodnota  z  M hodnotou
ma−actM ∗x M ,  ináč  sa  do  M vloží  aktuálna  priemerná  hodnota  znížená  o ma .  Takto 
realizuje  zabúdanie.  Hodnota x M riadi  učenie,  teda  na  základe  jej  hodnoty  sa  priemer  buď 
prispôsobuje aktuálnej hodnote, alebo sa od nej snaží vzdaľovať. Táto úprava tak umožňuje učenie
na základe pozitívnej/negatívnej emócie (či xa je kladné alebo záporné) a mieru rýchlosti učenia 
podľa ∣xa∣ .  Výsledkom takejto úpravy zmeny excitačného prahu je, že rýchlosť zmeny prahu je 
úmerná rozdielu aktivácie od excitačného prahu. Teda adaptácia je rovnako rýchla pre akýkoľvek 
nárast  hodnoty  a  .  Súčastne  to  znamená,  že  excitačný  prah  t dosiahne  aktivácie a v 1/ t a
krokoch. Táto rýchlosť je ale upravovaná priemernou hodnotou aktivácie ∑M /ml ,  konkrétne 
čím menší rozdiel, tým väčšie zrýchlenie zmeny t  . Realizujeme tak naučenie sa neurónu na určitú 
hodnotu aktivácie, ktorá musí byť po určitom množstve krokov dosiahnutá na to, aby neurón posúval 
signál ďalej. Dané množstvo krokov definujeme práve pomocou hodnoty xa , ktorá potrebnú dobu 
skracuje práve xa−krát .
Druhý typ agenta je jednoduchšiou verziou agenta typu A, ktorý tiež používa signálovú funkciu 
a krokovú funkciu,  avšak je definovaný ako  B=O  kde  O je  množina agentov prvého typu, 
ktorým aktivuje krokovú funkciu pri aktivovaní vlastnej krokovej funkcie a nie signálovú, ako to bolo 
v predchádzajúcom prípade. Dá sa povedať, že tento agent zapúzdruje agentov množiny A do vrstvy. 
Práva títo agenti spolu predstavujú vnútorný stav agenta B, na základe ktorého sa potom odvíja jeho 
správanie. 
Každý  z  popísaných  typov  bude  mať  pridané  ďalšie  funkcionality  či  upravené  krokové
a signálové funkcie podľa role. Tieto úpravy si popíšeme v ďalšej podkapitole.
3.4 Identifikácia rolí agentov a ich funkcionalít
Pozrieme sa teda najprv na jednotlivé role agentov a ich funcionality, ktoré budú postavené na našom 
rozbore procesov a štruktúr ľudskej psychiky. Budeme postupovať od vzniku vnemu prijatím vstupov 
na senzoroch cez realizáciu vnútorných zmien až po reakcie cez efektory. V rámci tabuliek s rolami 
agentov  sa  bude  každá  aktivita  agenta  vykonávať  buď  v  prípade  prijatia  signálu  z  okolia  (bez 
podtrhnutia)  alebo v  pravidelných časových intervaloch  /  krokoch (značené  podtrhnutím).  Každý 
agent pritom bude obsahovať navyše aktivitu rozposlania signálu za výstupným agentom ( o∈O ), 
ktorá súčasne predstavuje samotnú povinnosť. Ktorým rolám agentov sa posiela signál či sa aktivuje 
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krok je zobrazené v stĺpci  Komunikuje. V povinnostiach agentov budú uvedené jednotlivé aktivity 
vytvárajúce  danú  povinnosť  pomocou  poradového  čísla  vyplývajúceho  z  poriadia
v aktivitách. V prípade neuvedenia týchto poradových čísel budeme považovať za obsah povinností 
všetky aktivity agenta.
Prvou rolou agenta, na ktorú sa pozrieme, je agent aktivujúci činnosť agentov v krokoch buď 
zaslaním signálu alebo vyvolaním krokovej funkcie. Ide o riadiaceho agenta, ktorý riadi aktuálny stav 
energie  /  únavy  a  hladu.  Súčasne  informuje  senzory  zaslaním  signálu  o  nových  vstupoch
na  senzoroch  čím spúšťa  ich  činnosť.  Taktiež  sa  stará  o  aktivovanie  krokovej  funkcie  v  pamäti
a  v  mysli.  Ako riadiaci  agent  je  jedniný,  ktorý priamo komunikuje  a  je  aktivovaný simulačným 
prostredím
v každom kroku simulácie.
Prvou skupinou rolí agentov, cez ktorú bude musieť prejsť každá informácia z okolia, budú 
agenti  zabezpečujúci  predvedomé  spracovanie  vnemu.  V  každom  posune  v  diskrétnom
čase t, budeme mať na jednotlivých vstupoch senzorov z množiny S, získané hodnoty pozorovaného 
okolia.  Pre  každý  vstup  bude  existovať  samostatný  agent  typu  A,  (definovaný  v  kapitole  3.3) 
realizujúci  predvedomé  spracovanie  senzorického  vnemu.  Ich  počet  bude  predstavovať  |S|
a  v  každom kroku  bude  pomocou  signálovej  funkcie  predaná  hodnota  tomuto  agentovi.  Keďže 
senzory budú obsahovať hodnoty rôznych typov, v  senzorickom spracovaní sa prevedú na signály (tj. 
binárne  hodnoty)  a  teda  pre  každého  agenta  z  množiny  S  bude  platit,  že  jeho  množina
výstupov O  bude ∣O∣≥1 . Agent bude zabezpečovať senzorickú adaptáciu na danú hodnotu vnemu 
a na výstupy ju posunie pri dosiahnutí excitačného prahu (na hodnotu bol adaptovaný) alebo k posunu 
signálu k výstupom nedôjde. V prípade viacnásobných či niekoľkodimenzionálnych hodnôt ich bude 
vždy  spracovávať  ako  samostatné  hodnoty,  ktoré  prevedie  následne  do  poľa.  Potom  podľa 
definovanej  presnosti  p  a rozsahu hodnoty senzoru  s  ako  range(s)  a  aktivácie  a zodpovedajúcej 
prirodzenému číslu záskaného zo senzoru bude mať každý agent práve p výstupov a použije výstup pi 
získaný  ako i= floor a /range  s / p .  Prakticky  tak  pre  každú  vzdialenosť  v  rozsahu  0-9
( range  s =10 ) bude pri  presnosti  na 5 neurónov aktivovaný pre vzdialenosť a=3 neurón
s  indexom i=1 .  Tento  agent  sa  nebude  učiť  a  teda  nebude  obsahovať  ukladanie  a  prácu
s priemernou hodnotou aktivácie M.
Na to, aby sme mohli z vnemov vyselektovať tie premenné v rámci kontextu systému, budeme 
potrebovať rolu agenta, ktorá sa bude starať o habituáciu na vnemy, ktoré už ale môžu pochádzať aj
z vnútra systému. Opäť použijeme agenta typu A. Výstupom práce tohto agenta tak bude zvýraznenie 
vstupov, ktoré sú pre nás v rámci kontextu dôležité. Pomocou aktivácie týchto agentov sa tak bude 
rozhodovať  ďalší  agent  realizujúci  vedomie  či  krátkodobú  pamäť,  ako  prepojí  novo  vzniknutý 
neurón. Keďže tento agent bude realizovať vstupný neurón do pamäte, bude ovplyvňovať väčšinu 
vedomých i nevedomých procesov v pamäti ako spustenie asociácie, určenie pozornosti na vstupy
či prepojenia s novými neurónmi. Bude tak za pomoci habituácie a učenia realizovať filter, ktorý 
vyselektuje či oslabí menej podstatné vnemy a zvýrazní tie viac podstatné. 
Ako výstupný neurón z pamäte bude slúžiť vždy jeden agent typu A pre každý efektor. Agent 
bude mať vždy jeden výstup, a to agenta spracovávajúceho efektorové hodnoty daného efektoru. Jeho 
hlavnou  úlohou  pritom  bude  jednak  zapezpečiť  možnosť  uvedomena  si  vykonávania  činnosti
(na  efektore)  vďaka  aktivácie  agenta  a  súčasne  bude  umožňovať  habituovať  sa  na  požiadavky 
(signály), ktoré sa snažia o činnosť príslušného efektoru.
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Ako už bolo spomenuté, agenti slúžiaci ako výstupný neurón v pamäti budú posielať signál
na agentov typu  B, ktorý budú následne priamo ovplyvňovať efektory. Ich úlohou bude v prípade 
prijatého signálu nastaviť činnosť na efektore. Rovnako na základe počtu prijatých signálov budú 
rozlišovať  silu  zámeru  aktivovať  daný  efektor.  Efektory  sa  totiž  môžu  nachádzať  v  rovnakých 
skupinách, v rámci ktorých môže byť aktivovaný vždy len jeden efektor. Práve na vyhodnotenie toho, 
ktorý efektor sa aktivuje, slúži táto hodnota agenta.
Tabuľka 3.1: Návrh rolí agentov senzorickej a efektorovej vrstvy















Signal: rola 3 SpracovanieDátEfektorov=(1,2)
Adaptácia=(3)
































Ďalšou  rolou  okrem  role  1  ktorá  bude  instanciovaná  len  raz  je  rola  dlhodobej  pamäte.
Od agentov v emočnom centre  bude získavať informáciu  o polarite  emócie  a aktiváciu.  Celková 
aktuálna polarita bude následne ovplyvňovať  spôsob učenia  a  predstavuje  hodnotu  xM v definícii 
agenta A. Aktivácia bude mať vplyv na rýchlosť adaptácie, ako sme si už popísali v podkapitole 3.3
a predstavuje hodnotu xa. Jeho úlohou bude tiež aktivovať krokové funkcie všetkých agentov, ktorí sa 
môžu dostať do krátkodobej  pamäte.  Ide teda o agentov realizujúcich neuróny v pamäti  (vrátane 
vstupnej  a  výstupnej  vrstvy)  a  agentov  emócií  v  emočných  centrách.  Agent  sa  tiež  bude  starať
o  realizáciu  zabúdania  za  pomoci  hodnôt  neurónových  agentov,  ktorí  realizujú  činnosť 
sledovaniePodobnostiAktivácie. V rámci nej agent sleduje, či sú v prípade jeho aktivácie aktivované 
aj  výstupné  neuróny  a  na  základe  toho  si  nastavuje  ne/podobnosť  s  jednotlivými  neurónmi.
Po dosiahnutí určitej hranice rozdielnosti sa agent pamäte postará o odstránenie tohoto asymetrického 
spoja, a teda odstráni výstupného agenta o z množiny výstupných agentov O. Súčasťou zabúdacieho 
procesu bude tiež odstraňovanie neurónov, ktoré neboli aktivované po určitý počet krokov. Zahŕňa
to rovnako odstránenie  všetkých spojení  z a na  tento neurón,  čím vlastne agent  zanikne.  Treťou 
činnosťou  v  rámci  zabúdania  bude  spájanie  neurónov  na  základe  podobnosti  aktivity  neurónu
s jednotlivými neurónmai na výstupe. Po dosiahnutí podobnosti  dôjde k zjednoteniu ich výstupov
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a zmazaniu  jedného neurónu s  tým,  že  všetky spoje  smerujúce  do tohoto neurónu,  sú nastavené
na druhý neurón s ktorým sa spája.
Konečne  sa  dostávame  k  role  samotného  neurónu.  V  princípe  ide  o  agenta  ktorý  presne 
zodpovedá  definícii  agenta  typu  A.  Navyše  v  ňom  prebieha  už  zmienený  proces  sledovania 
podobnosti  aktivácie  s  výstupnými  neurónmi  v  každom  kroku  a  pri  zhode  či  nezhode  sa  táto 
informácia zaznamenáva. Toto sledovanie prebieha vždy len v stave aktivácie. Druhou činnosťou je 
sledovanie  neaktivity  neurónu.  V  jeho  rámci  sa  sleduje  počet  krokov,  počas  ktorých  nebol 
aktivovaný. Ako už bolo povedané, táto hodnota potom slúži pamäti pre likvidáciu takéhoto neurónu. 
Samozrejmosťou sú činnosti ako adaptácia neurónu, učenie a nastavovanie aktivovaného stavu.
Špeciálnou  rolou  agenta  je  statický  neurón,  ktorý  obmedzuje  rolu  neurónu neschopnosťou
sa učiť, strácať výstupné spoje či zaniknúť. Prebieha u neho len habituácia na prichádzajúce signály, 
pričom množina M je u neho vopred definovaná a v čase sa nemení (teda actM je vždy rovnaké). 
Tento typ  agenta slúži na vytváranie vrodených reakcií  medzi  vstupnými a výstupnými neurónmi 
pamäte. Nemožnosť zmazania neurónu, spájania či straty spojov sa týka taktiež aj agentov s rolou 
vstupných a výstupných miest pamäte.
Emócie budú mať na starosti agenti typu emočného centra. Pôjde o agentov podobných role 
neurónu,  avšak  taktiež  bez  vplyvu  zabúdacej  aktivity  v  pamäti.  Pri  aktivácii  budú  ovplyvňovať 
aktiváciu a polaritu v pamäti, čím budú priamo vplývať na rýchlosť premýšľania (adaptácie) a spôsob 
učenia, určením polarity vzťahu k aktuálnej situácii. Tento vplyv na polaritu a aktiváciu bude 
u každej inštancie agenta iná, pričom každej emócia bude prislúchať práve jedna inštacia tejto role. 
Mimo vplyvu na polaritu a aktiváciu budú emočné centrá medzi sebou posielať signály a vzájomne 
pri aktivácii určitého centra sa pošle signál k inému. Rieší sa tak vzájomný súvis medzi emóciami. 
Niektoré typy emócií budú taktiež vytvárať nové neuróny za pomoci signálu krátkodobej pamäte.
Tabuľka 3.2: Návrh rolí agentov Pamäte
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Signal: rola 6,7,8,9































Predposlednou rolou, na ktorú sa pozrieme, je vedomie, ktoré vytvára práve krátkodobá pamäť. 
Agent typu  B s touto rolou bude v systéme inštanciovaný taktiež len raz. Pomocou komunikácie
s  neurónmi  siete  zistí,  ktoré  sú aktivované a  podľa miery aktivácie  vyberie  tie,  ktoré  sú najviac 
aktivované. Práve táto podmnožina aktivovaných neurónov sa tak stanú obsahom vedomia, s ktorým 
bude následne pracovať agent premýšľania. Agent realizujúci rolu krátkodobej pamäte sa bude starať 
taktiež o ovzájomné prepájanie obsahu krátkodobej pamäte a vytváranie nových neurónov 
v neurónovej sieti. Detailnejšie si tieto procesy prejdeme v príslušnej podkapitole.
Nakoniec  sa  pozrieme  na  agenta  premýšľania.  Tento  agent  na  základe  aktuálneho  pocitu
a  obsahu  krátkodobej  pamäte  určí  cieľ  a  následne  sa  ho  prechádzaním  siete  snaží  dosiahnuť. 
Prechádzanie siete realizuje práve aktivovaním vedomých neurónov čí sa obsah krátkodobej pamäte 
mení. Práve emócia bude riadiť, či pôjde o odstránenie prekážky, hľadanie riešenia alebo proces jeho 
dosahovania.
Tabuľka 3.3: Návrh rolí agentov vedomej vrstvy





















3.5 Návrh architektúr tabúľ
V predchádzajúcej  podkapitole  sme  sa  pozreli  na  role  všetkých  typov  agentov  systému.  V tejto 
podkapitole  sa  detailnejšie  pozrieme  na  role  pamäte  a  neurónov  z  pohľadu  architektúry  tabúľ
a  ukážeme  si,  ako  je  táto  pamäť  realizovaná  neurónovou  sieťou,  schopná  uchovávať  súčasne 
epizodické, sémantické a procedurálne informácie.
3.5.1 Návrh štruktúry krátkodobej pamäte
Najprv sa pozrieme na prvý typ pamäte a to krátkodobú pamäť (KP) alebo tiež pracovnú pamäť. Bude 
obsahovať odkazy na uzly siete dlhodobej pamäte. Ktorý uzol sa dostane do krátkodobej pamäte bude 
určené jednak na základe výšky aktivácie uzlu a jednak na základe kapacity K krátkodobej pamäte. 
Ak sa teda v krátkodobej pamäti  nachádzajú po odstránení najslabšieho uzla uzly  [u1 .. uK−1] ,
a do KP pribudne nový uzol  x, do všetkých výstupných množín  O týchto uzlov bude tento uzol  x 
pridaný. Vzniknú tak spoje medzi uzlami podľa toho, ako sa v čase objavovali v KP. Uzlom (pojmom 
či udalostiam), ktoré sa teda v KP nachádzajú, môžeme hovoriť, že si je ich daný systém vedomý.
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3.5.2 Návrh štruktúry dlhodobej pamäte
Druhý typ pamäte je dlhodobá pamäť, ktorá bude dlhodobo ukladať pojmy a predstavy vo forme 
sémantických,  procedurálnych  a  epizodických  sietí.  Realizácia  tejto  siete  bude  podobná  modelu 
ATC*. Vstupy do sietí budú smerovať od senzorickej vrstvy pomocou vstupných neurónov pre každý 
senzor. Pri novom vneme sa tak aktivujú nové uzly siete a stanú sa tak súčasťou krátkodobej pamäte 
pri  dostatočnej  aktivácii.  Sieť  bude  obsahovať  podobne  ako  ľudský  mozog  vstupy  od  rôznych 
senzorov  avšak  budeme  schopní  vnímať  vykonávané  činnosti  na  efektoroch  a  to  práve  vďaka 
výstupnej vrstve neurónov,  cez ktoré sa signál dostáva k samotným agentom spravujúcim efektory. 
Jednotlivé  uzly  siete  budú  obsahovať  aktivačný  prah,  ktorý  sa  postupnou  adaptáciou  bude 
prispôsobovať výške jednotlivých impulzov, čo zodpovedá práve popisu fyzickej neurónovej siete.
Ako  sme  povedali,  pamäť  bude  spájať  epizodickú,  sémantickú  i  procedurálnu  pamäť
do  jedného  celku.  Sémantická  pamäť  je  typická  asociáciami  realizovanými  jednosmerným 
prepojením pojmov (uzlov siete). Epizodická pamäť pritom spája rôzne udalosti (predstavy) v rámci 
času  a  priestoru.  Procedurálna  pamäť  zas  obsahuje  jednotlivé  kroky  vykonávaných  procedúr. 
Vytvoríme  pamäť  ako  orientovanú  sieť  s  uzlami  reprezentujúcimi  konkrétny  prvok  vnemu  tak,
že práve aktivované senzory prepojíme smerom k novému uzlu. Vďaka tomu sme schopní jednozačne 
vytvoriť sémantickú sieť, kde pojmy budú tvorené skupinami takýchto uzlov, ktoré sú medzi sebou 
vzájomne prepojené. 
Ako príklad si uveďme množinu N senzorov, z ktorých sú aktivované v každom čase t, práve 
M t neurónov vstupnej vrstvy.  Máme tak aktivované vstupné neuróny [s1 .. sM t ] .  Pri  každom 
novom čase, kedy bude aktivovaný aspoň jeden takýto neurón vznikne nový uzol u. Na ten následne 
prepojíme  senzory tak,  že  pridáme uzol  u, do množiny  O každého si kde 0≤siM t .  Tieto 
jednosmerné spoje na uzol  u,  tak zabezpečujú jeho aktiváciu primingu, teda sa aktivujú uzly podľa 
toho,  čo  je  vnímané.  Druhá  skupina  prepojení  vzniká  na  základe  obsahu  krátkodobej  pamäte. 
Rovnako pre všetky uzly [k 1 .. k K ] kde K je kapacita krátkodobej pamäte je do ich množiny  O, 
pridaný nový uzol u. Uzol sa súčastne stáva obsahom krátkodobej pamäte. Vďaka tomu, že nové uzly 
sú  vždy  prepojené  s  obsahom  KP,  vzniká  tak  pre  každý  nový  uzol  u t v  čase  t spoj
s  predchádzajúcim  vnemom  u t−1 .  Túto  novo  vzniknutú skupinu  uzlov  tak  môžeme  nazvať 
epizóda. Keďže každý jeden uzol epizódy (udalosť) je súčastne napojená nie len na novo vzniknuté 
uzly, ale
aj na novo aktivované uzly, medzi ktoré môžu patriť aj vstupné uzly pamäte (ak boli spúčasťou KP), 
sme schopní v rámci tejto epizódy pristúpiť na:
• nasledujúcu udalosť,
• príslušné neuróny odpovedajúce senzorom
• iné uzly, s ktorými sa nám udalosť asociuje, keďže boli súčasťou KP
Takto sme schopní v rámci jednej siete realizovať epizodickú aj sémantickú pamäť. Epizódy v takto 
vytvorenej pamäti budú predstavovať súbory jednosmerne prepojených uzlov ako udalosti s v čase. 
To, že ide o časový posun a nie o asociáciu je jednoznačne možné určiť na základe toho, či  ide
o jednosmerné alebo obojsmerné prepojenie uzlov. Pojem v rámci  siete bude vznikať na základe 
aktivovania udalostí v epizódach, ktoré sa následne dostanú do krátkodobej pamäte, a tak medzi nimi 
vznikne spojenie.  Keďže asociácia  má  reprezentovať súvis  pojmov,  práve aktivácia  jedného uzlu 
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bude viesť k aktivácii uzlov, ktoré sa v minulosti vyskytovali súčastne. Výpočet rozdielu od naučenej 
hodoty aktivácie pritom zabezpečí, aby sa tie uzly, ktoré sú pre nás nevhodne aktivované rýchlejšie 
dostali do požadovanej hladiny habituácie, zatiaľ čo tie v nami požadovanej hladine sa i pri zmene 
aktivácie  budú  pohybovať  minimálne.  Vďaka  tomu  je  vlastne  realizované  vyhľadávanie  riešení
na základe aktuálnej situácie formou prechádzania asociačných a epizodických spojov až k aktivácii 
efektorov. Nakoniec procedurálna pamäť bude v našom prípade predstavovať epizódy, ktoré sa vďaka 
opakovaniu  dostali  do  nastavenia,  kedy  bez  výraznej  aktivácie  (a  teda  bez  zmeny  obsahu  KP)
sa aktivujú na základe senzorov (vstupných neurónov) určité efektory (výstupné neuróny).
V rámci  dlhodobej  pamäte  tiež  spomenieme  statickú  pamäť,  tvorenú statickými  neurónmi. 
Pôjde o vopred definovanú pamäť, ktorá bude podliehať vyššie spomínaným pravidlám dlhodobej 
pamäte mimo habituáciu na signály. Už pri inštanciovaní systému sa vytvorí súbor uzlov a prepojení 
medzi vstupnými a výstupnými neurónmi siete tak, aby systém vykonával preddefinované reakcie
na efektoroch na základe  vstupov na senzoroch.  Táto časť  pamäte  bude  realizovať procedurálnu 
pamäť  s  vrodenými  reflexmi,  ktoré  sa  v  čase  meniť  nebudú.  Možné  je  však  pridanie  spojov
na a z týchto statických neurónov.
Obrázok 3.1: Tvorba siete (prvý vnem)
Obrázok 3.2: Tvorba siete (druhý vnem)
Obrázok 3.3: Tvorba siete (tretí vnem)
Na  obrázkoch  3.1  až  3.3  vidíme  tvorbu  takejto  siete  podľa  vyššie  popísaných  krokov.
S predstavujú v grafoch vstupnú vrstvu neurónov prijímajúce hodnoty od senzorov a E zas výstupný 
neurón napojený na efektor. Činnosť senzorov a efektorov je v jednotlivých krokoch nasledujúca: 
(S1,S2) → (S2, E1) → (S3) .
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3.5.3 Riadenie činnosti pamäte pomocou emócií
Agenti  realizujúci  emočné  centrum budú exitovať v 5 typoch rozlišujúcich 5 základných emócií: 
šťastie,  strach,  hnev, smútok,  prekvapenie. Pre každú emóciu si  definujeme, aký vplyv  bude mať
na  aktiváciu  pamäte  a  učenie  (polarita)  a  taktiež  čo  ju  aktivuje  a  či  aktivuje  ďalších  agentov. 
Prakticky tak spolu so statickou sieťou vytvára akýsi prvotný motivačný faktor, ktorý jednotlivé uzly 
ustáľuje v aktuálnej aktivácii, prípadne sa snaží ich destabilizovať (viď vplyv priemerných hodnôt 
aktivácie  M na  pohyb  excitačného  prahu).  Súčasne  buď  podporuje  činnosť  pamäte  urýchlením 
premýšľania, alebo opačne sa snaží aktuálny stav momentálne ponechať. Niektoré emočné centrá, 
podobne  ako  v  statickej  pamäti,  môžu  byť  napojené  priamo  na  výstupne  neuróny,  čím docielia 
činnosti na efektoroch v prípade vzniku príslušnej emócie.
Tabuľka 3.4: Návrh činnosti emočných centier
Emócia Polarita Aktivácia Vstupy Výstupy
šťastie + - Sýtosť, dostatok 
energie, zelená farba
Zelená farba





hnev 0 - strach Ničenie
smútok - + prekvapenie Modré svetlo, 
otočenie 
vpravo/vľavo





V tabuľke 3.4 je dôležité si uvedomiť, že ide v aktivácii o rýchlosť premýšľania, nie samotnú 
činnosť  na  efektoroch.  Vstupy  a  výstupy  sú  príkladmi  použitých  senzorov  a  efektorov,  pričom
u  výstupov  vo  forme  farieb  predpokladáme,  že  v  simulačnom  prostredí  bude  systém  schopný 
znázorniť svoj stav farbou.
3.5.4 Proces premýšľania
V  rámci  popísaného  systému  pamäte  a  motivácie  bola  väčšina  procesov  premýšľania 
implementovaná.  Patrí  sem  asociačné  premýšľanie,  ktoré  je  realizované  formou  aktivácie 
prepojených  uzlov.  Taktiež  vyhľadávanie  v  sieti  pomocou  posielania  signálov  cez  tieto  spoje
a  sledovania  zmeny  emócie  a  aktivácie  hľadaného  uzla.  Postačí  proces  premýšľania  rozšíríť
o označenie zvolených položiek krátkodobej  pamäte  za ciele.  Premýšľanie pritom bude fungovať 
podobne ako BDI logika. 
Predstavy agenta sú reprezetované práve neurónovou sieťou a spojmi v rámci nej. Na základe 
aktuálnej  emócie  a  prehľadávania  siete  sa  v  krátkodobej  pamäti  objavujú  súvisiace  udalosti
s  aktuálnym  stavom okolia  systému  i  vnútorného  nastavenia.  Za  prianie  sa  pritom označí  vždy 
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položka, ktorá pri aktivácii vyvoláva pozitívne emócie. Súčasne aktivuje aj ostatný obsah krátkodobej 
pamäte  a snaží  sa zistiť,  ktorý ďalší  obsah je  aktivovaný práve nami  vybraným prianím.  Takým 
spôsobom vlastne agent premýšľania hľadá v sieti cestu k dosiahnutiu cieľa či zámeru. Keďže obsah 
KP vždy nejakým spôsobom popisuje aktuálnu situáciu buď priamo alebo cez asociácie, vďaka nim 
sleduje postup k cieľu. V prípade nemožnosti  znova aktivovať uzol zvolený za prianie za pomoci 
obsahu KP vyplýva, že systém nie je schopný vedome nájsť cestu k dosiahnutiu priania a tým pádom 
nebude  za  cieľ  označený.  Základným  predmetom  práce  agenta  premýšľania  preto  bude  zvoliť
si z vedomého obsahu túžob jeden zámer a následne aktivovať ulzy v KP či ich z KP uvoľňovať, 
pokiaľ zámeru neodpovedajú.
3.6 Interakčný model
V tejto časti  sa pozrieme na vzájomné vzťahy jednotlivých rolí agentov, a teda ktorí agenti budú 
medzi  sebou  komunikovať,  ktorým  smerom  a  ako  budú  rozložení  do  jednotlivých  vrstiev.
V nasledujúcom grafe na obrázku 3.4 smery šípok vyjadrujú smer zasielania signálov agentov, a teda 
ktorý agent používa informáciu alebo zasiela informáciu inému agentovi, prípadne spúšťa krokovú 
funkciu.
V zobrazení komunikácie zatiaľ nebudeme brať ohľad na to, či sa v systéme bude nachádzať 
viacero  agentov  danej  role,  alebo  len  jeden.  Zachováme  rozmiestnenie  do  vrstiev  podľa  návrhu 
pomocou  blokovej  schémy  v  podkapitole  3.2.  Agent  pamäte  zasiela  v  systéme  signál  všetkým 
agentom pamäťovej vrstvy, rovnako ako agent premýšľania. Tieto komunikačné kanály v grafe neboli 
znázornené.
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Obrázok 3.1: Diagram interakcie medzi agentami
3.7 Multiagentný model
Keďže sme si definovali jednotlivé role agentov, ich aktivity, rozdelili ich do vrstiev a vyjadrili sme 
si cesty vzájomnej komunikácie týchto agentov, môžeme prejsť k celkovému popísu systému agentov 
vrátane  ich  služieb  a  znalostí.  Postupne  budeme  popisovať  jednotlivé  vrstvy,  pričom zanedbáme 
komunikáciu medzi vrstvami, ktorú sme popísali už v interakčnom modely. Pre popis jednotlivých 
rolí budeme vychádzať z návrhu 2 typov agentov a nazveme ich Agent pre typ B a ZakladnyNeuron 
pre typ A.
Ako  prvú  si  znázorníme  senzorovú  a  efektorovú  vrstvu,  ktorá  bude  obsahovať  množstvo 
inštancií daných tried agentov v závislosti na množstve senzorov a efektorov. Rovnako sa pozrieme 
na emočnú vrstvu a rolu riadiaceho agenta. V popise na obrázku 3.2 vidíme jednak dôležité parametre 
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agentov  a  jednak  ich  najdôležitejšie  metódy  zodpovedajúce  službám a  aktivitám.  Návrh  modelu 
zodpovedá popisom rolí a popisu 2 druhov agentov. Väčšina zmien bude obsiahnutá predovšetkým
v službe  signal() a krok(), preto napríklad v triede agenta EmocneCentrum vidíme minimum zmien 
oproti rodičovskej triede. Novou metódou je statická metóda  inicializuj(), ktorá umožňuje vytvoriť 
potrebné spoje pri vzniku agenta.
Obrázok 3.2: Návrh vrstiev a agentov mimo pamäťovej a vedomej vrstvy
Ako na druhú skupinu sa pozrieme na vrstvu pamäte, ktorá obsahuje súčasne aj statickú pamäť 
a na vrstvu vedomia s krátkodobou pamäťou a triedou agenta premýšľania. Trieda Pamat obsahuje 
rovnako  metódu  inicializuj(), ako  trieda  EmocneCentrum a  spĺňa  rovnakú  funkciu  inicializácie 
prepojení v pamäti. V tomto prípade ide práve o vytvorenie staticej siete. Jednotliví agenti pracujúci
s  architektúrou  tabúľ  boli  dostatočne  detailne  popísaní  v  predchádzajúcich  kapitolách  a  tak 
nasledujúca schéma len názorne zhrňuje už známe úlohy a dátové úložiská, s ktorými agenti pracujú.
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Obrázok 3.3: Návrh pamäťovej vrstvy a vrstvy vedomia 
3.8 Návrh simulátoru
Simulátor  bude  zabezpečovať  prostredie,  v  ktorom  budeme  implementovaný  model  testovať
a prevádzať na ňom experimenty. Pôjde o grafické užívateľské rozhranie v ktorom budeme rozlišovať 
2 úrovne zobrazenia. Prvá úroveň bude zobrazovať situovaný multiagentný systém ako jeden objekt 
(nazvyme pracovne robot) v prostredí s inými objektami.  Pôjde o dvojrozmerný priestor objektov
s rôznymi tvarmi a vlastnosťami. Bude tak možné definovať pre náš model senzory zaznamenávajúce 
farby, zvuk či vzdialenosť. Rôzne odrazy zvukov, svetla a podobne v simulačnom prostredí nebudú 
riešené.  Simulátor  bude  umožňovať  pohyb  robota  v  rámci  2D  systému  s  ohľadom  na  nárazy
do  prekážok,  prípadne  na  niektoré  objekty  vplývať  a  ničiť  ich.  Robot  pritom bude  v  prostredí 
definovaný svojou pozíciou a orientáciou na jednu zo 4 strán.
Pozrime  sa  teda  detailnejšie  na  vnímanie  agenta.  Budeme  rozlišovať  3  typy  prekážok
a to stabilné, zničiteľné a prekážky typu jedlo. Stabilné prekážky spolu so zničiteľnými budú robotovi 
prekážať v pohybe a pri dosiahnutí pozície pri nich zaznamená dotyk. Zničiteľné prekážky stojace 
pred robotom navyše pri použití efektoru ničenia z prostredia zmiznú. Typ jedla zas umožní agentovi 
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prejsť  cez  prekážku  a  navyše  ju  dvihnúť,  čím stúpne  jeho  hladina  sýtosti.  Agent  bude  prijímať 
nasledujúce vnemy:
• farba – pomocou zložiek RGB
• vzdialenosť – s maximálnou vzdialenosťou videnia
• dotyk – umožňuje vnímať dotyk všetkými 4 smermi v závislosti na orientácii robota
• vnímanie pod – farba objektu typu jedlo, ak práve stojí na jeho pozícii
• vnútorné stavy – odvíjajúce sa od energie (únava, plnosť energie) alebo hladu / najedenosti
Čo sa efektorov týka, agentovi bude umožnené sa v prostredí:
• pohybovať – a to dopredu a cúvať
• otáčať sa – vpravo alebo vľavo
• zastaviť sa – ako efektor brániaci v pohybe
• zodvihnúť objekt -objekt musí byť pritom typu jedlo a musí mať pozíciu zhodnú s pozíciou 
robota
• zničiť objekt
• nabrať  určitú  farbu  –  predovšetkým ako  rozšírenie  do  budúcna,  kedy  sa  v  simulačnom 
prostredí budú nachádzať viacerí roboti a budú riešené aj sociálne prvky. V tomto prípade ide 
skôr  o  znázornenie  vnútorného stavu.  Farba  je  opäť  tvorená  pomocou  binárnych  hodnôt 
každej zložky RGB.
Druhá  úroveň  zobrazenia  bude  umožňovať  zobrazenie  vlastností  agenta  neurónovej  siete 
vrátane aktivácie jednotlivých neurónov a ich vzájomných prepojení. Bude tu zahrnutá vrstva pamäte 
ale  i  emočné  centrá. Rovnako  neuróny,  ktoré  sa  stanú  obsahom krátkodobej  pamäte  musia  byť
v zobrazení odlíšené. Simulačné prostredie taktiež musí umožňovať sledovať aktiváciu a excitačný 
prah  jednotlivých  neurónov  v  sieti.  To  bude  možné  jednak  sledovať  hodnotou  a  jednak  v  čase 
pomocou zobrazenia týchto hodnôt v grafe.
Riadenie simulácie bude umožňovať simuláciu krokovať alebo spustiť vo zvolenej rýchlosti.
V každom kroku simulácie sa pritom bude volať kroková metóda riadiaceho agenta, ktorý načíta 
potrebné hodnoty senzorov a po skončení činnosti bude následne možné odčítať hodnoty efektorov. 
Simulátor musí umožňovať vykonať zvolený počet krokov v maximálnej rýchlosti.
Simulačné  prostredie  v  ktorom  sa  bude  robot  pohybovať  musí  byť  možné  definovať 
užívateľom a to vrátane jeho veľkosti, polohy, typu a vlastností objektov a počiatočnej polohy robota. 
Jednotlivé  konštantné  vlasnosti  systému  a  agentov  musia  byť  taktiež  meniteľné  užívateľom
bez zásahu do kódu.
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4 Implementácia
Pre implementáciu multiagentného systému a následne simulačného prostredia som zvolil jazyk C++ 
s využitím balíku Qt1 a to jednak jeho knižníc tvoriacich Qt framework 4.7.4 a rovnako vývojového 
prostredia Qt  Creator IDE  [10].  Vývoj  prebiehal  na operačnom systému Windows 7.  Po analýze 
požiadavkov  na  systém  a  jeho  návrhu  teda  nasledoval  samotný  vývoj  práve  na  základe  návrhu 
multiagentného systému popísaného v kapitole 3. 
Pri  návrhu  bolo  potrebné  jednotlivé  vrstvy,  ktoré  reprezentujú  rozličné  procesy  psychiky 
prepojiť tak, aby boli funkčné nie len samostatne, ale i ako celok. Práve z toho dôvodu sa pozrieme 
detailnejšie na spôsob vývoja spojený s testovaním. Súčasťou požiadavku na systém bola možnosť 
pridávať, uberať či nahradzovať agentov v systéme. Z toho dôvodu sa budeme zaoberať vzorovými 
triedami a spoločnými rozhraniami agentov pre celý systém, vďaka čomu je implementácia nových 
častí  či  ubranie  už  existujúcich omnoho  jednoduchšia.  Nakoniec  sa  pozrieme na zaujímavé  časti 
implementácie  multiagentného systému,  simulačného prostredia  a  akým spôsobom bol  doň MAS 
zakomponovaný.
4.1 Testovanie počas návrhu
Samotné  teórie  psychológie  človeka  poskytujú  prevažne  funkčný  pohľad  na  procesy  ľudskej 
psychiky,  ktorý  ale  často  nie  je  dostatočný  na  to,  aby  sme  boli  schopný  plne  implementovať 
jednotlivé časti  do funkčného celku. V praxi to znamená,  že samotná implementácia jednotlivých 
procesov  ľudskej  psychiky  a  následne  vloženie  týchto  časti  do  celého  systému  predstavujú
2 rozdielne problémy.
Pri implementácií  jednotlových rolí  agentov ako tried som sa preto sústredil  už v priebehu 
vývoja na to, aby výstupy a vnútorné stavy agentov zodpovedali čo najviac popisu daného procesu 
psychiky.  Toho  som  dosahoval  práve  využitím  simulačného  prostredia,  ktoré  bolo  potrebné 
implementovať  ako  prvé.  Vďaka  nemu  sme  mohli  sledovať  vývoj  vnútorných  stavov  a  reakcie
v prostredí pre jednotlivé senzorické vstupy.
Druhý krok spočíval v postupnom spájaní jednotlivých agentov do funkčných celkov, ktoré 
zabralo  značnú  časť  implementácie.  Súčasne  sme  previedli  aj  revalidáciu  existujúcich  návrhov. 
Výsledné  fungovanie  systému  totiž  i  napriek  správnej  implementácii  jednotlivých  častí  často 
neposkytovala postačujúce reakcie či už na efektoroch alebo v agentoch jednotlivých vrstiev. Práve
z toho dôvodu bolo riešením daného problému buď dohľadanie informácie v psychologickej literatúre 
a  následné  upravenie  návrhu  alebo  pri  nedostatku  informácii  to  konzultovať  s  odborným 
konzultantom a následne spoločne nájsť vhodný spôsob implementácie.
Zvolil som teda postup implementácie od vrstiev najbližších senzorom a efektorom a postupne 
pridávaním  jedlotlivých  agentov  a  vrstiev  medzi  nimi.  Poradie,  v  akom  boli  implementované 











Vďaka tomuto poradiu implementácie som tak najprv mohol sledovať správnosť senzorickej 
adaptácie na vnemy a testovať správnosť jednotlivých vplyvov efektorov na simulačné prostredie. 
Následne  bola  implementovaná  základnej  štruktúry  pamäte  formou  vstupných  a  výstupných 
neurónov,  na  ktoré  boli  napojené  senzorový  a  efektorový  agenti.  Na  nich  následne  mohli  byť 
pripojené statické neuróny a vytvorená tak sieť automatických reflexov formou statickej siete, čím 
sme docielili základné reagovanie systému na prostredie. Pridaním emočných centier a prepojením 
vstupnej vrstvy na tieto centrá sme boli schopní sledovať vznik a vývoj aktivácie jednotlivých emócií. 
Vytvorením niektorých spätných prepojení na neuróny vstupnej a výstupnej vrstvy pamäte sme tak 
získali  vplyv  emócie   na  adaptáciu  či  habituáciu  na  jednotlivé  vnemy  a  reacie  systému.
Asi  najzložitejšou  časťou  implementácie  a  testovania  predstavovalo  vytvorenie  dlhodobej
a krátkodobej pamäte, kde bolo nutné sledovať správnosť vytvárania nových uzlov, ich vzájomného 
prepájania, zániku uzlov či vloženia do krátkodobej pamäte či jej opúšťania. Ako bude vysvetlené 
nižšie, nastavenie konštánt v systéme nehrá pri implementácii až takú rolu a pozornosť je venovaná 
predovšetkým implementácii  procesov ako takých.  Z toho dôvodu sa pri  testovaní  sledovala skôr 
správna  funkčnosť  systému  bez  ohľadu  na  čas.  Nakoniec  i  pri  implementácii  premýšľania  šlo 
predovšetkým o doplnenie už existujúcich procesov premýšľania, o zámer a jeho dosahovanie, ktoré 
implicitne  vyplývajú  z  formy  implementácie  neurónov  siete,  ako  sme  si  už  povedali
v predchádzajúcich podkapitolách návrhu systému.
Kedže  predmetom  implementácie  je  vytvoriť  vhodný  simulačný  model  pre  experimetny,
v rámci implementácie sa vo veľkej miere neriešilo nastavenie jednotlivých konštát tak, aby následne 
systém fungoval čo najdôveryhodnejšie. Hľadanie týchto hodnôt ostáva predmetom experimentov.
4.2 Modularita systému
Aby systém umožňoval pridávanie nových častí psychiky formou agentov, či odoberanie existujúcich 
častí  bez  väčších problémov,  systém sme navrhli  tak,  aby každý agent  mal  spoločne definované 
komunikačné  rozhranie.  Podľa  návrhu  sme  teda  vytvorili  najprv  univerzálnu  triedu  Agent,  ktorá 
slúžila na generalizáciu všetkých ďalších agentov vložených do systému. Jej jediným atribútom je 
outputs ukladajúca zoznam výstupných prvkov, ktorým sa v rámci signálu volá ich metóda signal().  
Metódy  signal() tak umožňuje komunikovať s ostatnými agentami i niekoľkokrát v rámci jedného 
krokou. V prípade triedy  SensorAgent realizujúcej rolu  Senzorového agenta sme avšak potrebovali 
signál s parametrom. Preto trieda Agent implementuje metódu i preťaženú verziu signal(int) v ktorá 
umožňuje  zaslať  signál  so  zvolenou  hodnotou.  Metóda  signal() pritom  vracia  hodnotu  bool,
pre informovanie o úspešnosti zaslania signálu, čo je využívané predovšetkým pri volaní tejto metódy 
dcérsrkou triedou v rámci vlastnej definície metódy.
Ďalšou metódou triedy je metóda  step(),  ktorá  by mala  vykonávať  potrebné operácie vždy 
jedenkrát  na  konci  každého  kroku.  Nakoniec  je  potrebná  metóda  addOutput(Agent*),  ktorá
do výstupov agenta  pridá  nový výstup,  keďže  outputs  je  pod  modifikátorom prístupu  protected. 
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Vďaka tejto modifikácii je zapezpečené, že každé ďalšie úpravy s výstupmi agenta sú chránené len 
pre agenta samotného.
Pomocou tejto triedy sme tak schopný implementovať všetkých agentov systému, ktorý spolu 
komunikujú takmer výlučne len pomocou zmienených dvoch metód. Pri vytváraní nového agenta tak 
nie je nutné mať znalosť celého systému - naopak to vyžaduje len 2 kroky. Prvým je výber agenta, 
ktorý  nášho  agenta  inštanciuje  a  vloží  mu  príslušné  výstupy  smerujúce  na  zvolených  agentov,
s ktorými bude následne pracovať (nie nutne v metóde signal()). Druhým krokom je vybrať agenta, 
ktorý bude vo svojej  metóde  step()  volať metódu nášho agenta.  Voliteľné je  tiež  pridanie nášho 
agenta do výstupov iných agentov. Takto máme úspešne zakomponovaný nový prvok do systému.
V  prípade,  že  požadujeme  po  agentovi  realizovanie  adaptácie,  použije  sa  rozšírená  trieda 
Neuron, ktorá navyše pridáva vlastnosti neurónu typu  A,  ako sme si ho popísali v návrhu. Agenti 
inštanciovaný z tejto triedy (či tried s dedenými vlastnosťami) v sebe taktiež zahŕňajú možnosť stať 
sa obsahom krátkodobej pamäte, či byť spravovaný pamäťovými procesmi zabúdania a pod. Taktiež 
sem patrí funkcionalita zobrazenia agenta v neurónovej sieti a detailné zobrazenie aktivácie, prahu
a strednej hodnoty daného agenta v simulačnom prostredí. Chránené atribúty forgetable či removable 
slúžia  práve na voľbu,  či  bude možné  agentovi  odoberať spojenia,  alebo pre  removable či  bude 
mazateľný alebo ho bude možné spojiť s podobným neurónom.
4.3 Implementácia simulačného prostredia
Simulačné  prostredie  predstavuje  GUI,  ktoré  v  jednotlivých  krokoch  vykonávaných  na  základe 
požiadavku užívateľa spracuje stav prostredia vzľadom k robotovi (model multiagentného systému)
a nastaví príslušné senzory, ako už bolo popísané v návrhu. Stav simulačného prostredia na začiatku 
simulácie  je  definovaný vo  vstupnom súbore  envir.txt.  Ako  správne  nastaviť  jednotlivé  hodnoty
v  súbore  je  popísane  v  prílohe  B.  Pre  úpravu  jednotlivých  hodnôt  s  ktorými  model  pracuje  je 
najjednoduchšia úprava v súbore config.txt. Ako nastaviť tieto hodnoty je popísané v prílohe C.
Samotné  simulačné  prostredie  umožňuje  jednak  spúšťanie  jednotlivých  krokov  simulácie 
osobitne a jednak spustit simulácie s určitou rýchlosťou (prestávkami medzi krokmi). Nakoniec tiež 
umožňuje vykonať definované množstvo krokov v plnej rýchlosti.
Robot (model) je teda v prostredí zobrazený ako bod na určenej pozícii na ktorom je viditeľná 
orientácia na jednu zo 4 strán. Rovnako sú v definovaných farbách zobrazené jednotlivé objekty, 
pričom pokiaľ nejde o jedlo (nie je možné aby robot zaujal pozíciu objektu), je objekt obtiahnutý 
čiarou.  Taktiež  robot  naberá  rôzne  farby  na  základe  jeho  efektorov.  Hlavné  okno  simulátoru  je 
zobrazené na obrázku 4.1.
Samotný  beh  simulátoru  implementuje  trieda  Environment,  ktorá  následne  volá  krokovú 
metódu agenta Robot. Jednotlivé objekty sú uložené v zozname triedy Environment a sú definované 
pomocou triedy  Obstacle.  Pri novej simulácie teda vznikne inštancia triedy  Robot a  Environment
a ešte predtým prebehne načítanie dát do statickej triedy  Config, ktorá poskytuje konštanty jednak
pre model a jednak pre simulátor.
Ďalším oknom simulátoru je zobrazenie siete všetkých agentov triedy  Neuron  či jeho tried 
ktoré  od  nej  dedia.  V  ľavej  časti  okna  sú  zvyslo  zobrazené  emočné  centrá  (agenti  triedy 
EmotionCenter)  a za nimi neuróny vstupnej vrstvy (InGateNeuroun). Kvôli prehľadnosti sú neuróny 
výstupnej vrstvy zobrazené vodorovne. Tieto zobrazené uzly ostávajú na obrazovke stabilné, keďže 
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týchto agentov nie je možné zo systému odstrániť. Pod neurónmi výstupnej vrstvy následne vznikajú 
nové neuróny. Okno zobrazuje všetky tieto uzly, ich orientované spoje, aktivitu ktorá je zobrazená 
označením uzla  na  červeno  a  či  sa  nachádza  v  krátkodobej  pamäti  (označenie  zelenou  farbou). 
Neurón, ktorý predstavuje zámer vyplývajúci z premýšľania je označený modrou.
Okno defaultne nezobrazuje spoje emočných centier, ktoré je možné zobraziť prvým tlačítkom. 
Druhé  tlačítko  umožňuje  zobrazovať  neuróny,  ktoré  sú  určené  na  odstránenie  a  teda  v  sieti  už 
neposielajú signál, avšak pamäť ich ešte nestihla odstrániť zo siete. V sieti je ľavým kliknutím možné 
označiť neurón, čím sa na červeno zvýraznia jeho výstupy. Zobrazenie spojov len takto označených 
neurónov  umožňuje  vypnúť  či  zapnúť  tretie  tlačítko.  Posledné  tlačítko  nakoniec  umožňuje 
zobrazovať len spoje aktivovaných neurónov a to jednak vstupné ako aj výstupné.
Celou  sieťou  je  možné  pomocou  pravého  tlačítka  pohybovať  a  rovnako  približovať
či vzďaľovať stredným krúžkom myši. Ukážku okna vidíme na obrázku 4.2.
Obrázok 4.1: Hlavné okno simulátoru
Nakoniec je možné taktiež zobraziť dvojklikom na uzol v sieti konrkétne vlasnosti neurónu
v čase a v grafe sledovať vývoj týchto hodnôt. Toto zobrazenie vidíme na obrázku 4.3.
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Obrázok 4.2: Okno zobrazenia neurónovej siete
Obrázok 4.3: Okno zobrazujúce vlasnosti agenta typu nerón
36
4.4 Implementácia multiagentného systému
V tejto podkapitole sa pozrieme na samotnú implementáciu jednotlivých rolí agentov a spomenieme 
si  niektoré  zaujímavosti  ich implementácie.  Riadiaci  agent  je  v  systéme  implementovaný  triedou 
Robot a využíva návrhový vzor singleton, ktorá sa stará o vytvorenie a inicializáciu pamäte (triedy 
Memory).  Vytvára taktiež senzorických agentov implementovaných triedou  SensorAgent,  na ktoré 
pripojí  pamäť  a  rovnako  efektorových  agentov  triedy  EfectorAgent,  ktorý  získajú  referenciu
na  efektory.  Trieda  SensorAgent  pritom  v  implementácii  metódy  signal(int) získava  na  vstupe 
hodnotu  senzorov  a  následne  prevedie  výber  vhodného  výstupu  podľa  definovanej  presnosti 
spracovania hodnoty v triede Config. V metóde taktiež realizuje adaptáciu. Keďže ide o agenta, ktorý 
spúšťa signálový sled v pamäti,  volania  metódy  signal()  by boli  rovnako pravidelné ako volania 
step(), z toho dôvodu táto metóda nie je implementovaná.
Prejdeme teda k triede  Memory  ktorá využíva  návrhový vzor  singleton.  Konštruktor triedy
na základe počtu senzorov a požadovanej presnosti  hodnôt vytvorí agentov vstupnej vrstvy triedy 
InGateAgent.  Metóda  pridania  výstupu  addOutput(EfectorAgent*) zas  vytvára  pre  každého 
efektorového agenta  EfectorAgent  agenta  výstupnej  vrstvy  OutGateNeuron.  Taktiež  vytvorí  novú 
inštanciu  triedy  Mind.  V rámci  inicializačnej  metódy  init() dôjde  k  inicializácii  statickej  pamäte 
volaním statickej  metódy  init() triedy  StaticMemory.  Dôjde  tak  k  prvotnému prepojeniu  agentov 
vstupnej a výstupnej vrstvy. Pre túto triedu je podstatná metóda step(), v rámci ktorej prebehne správa 
polarity a aktivity pamäte, načítanie aktívnych neurónov (zavolaním metódy step objekte typu Mind) 
do krátkodobej pamäte a proces zabúdania implementovaný v metóde forgetting().  Tá má nastarosti 
spustenie krokových metód step() vo všetkých agentoch typu Neuron a dedených typov. Po určitých 
počtoch  krokov  sa  pravidelne  spúšťa  metóda  cleaning(),  ktorá  sa  stará  o  mazanie  neaktívnych 
neurónov či spájanie podobných.
Triedy StaticNeuron, InGateNeuron, OutGateNeuron  a  EmotionCenter  dedia vlasnosti triedy 
Neuron. Trieda Neuron implementuje v metóde signal()  reakciu na prijatie signálu od iného agenta. 
Zahŕňa výpočet aktivácie v prípade dosiahnutia excitačného prahu trashold a následne volá metódu 
signal() všetkých agentov v zozname  outputs.  Týmto volaním vlastne implementuje rozposielanie 
signálu sieťou. Metóda tak môže byť zavolaná  0 až  N krát. V prípade aktivácie je taktiež pridaný
do zoznamu aktivovaných neurónov uloženom v agentovi typu  Memory. Pre zabránenie cyklického 
zasielania signálu je signál posielaný maximálne do dosiahnutia určitej definovanej aktivácie. Práve 
táto  definovaná  hranica  predstavuje  zmienenú  hodnotu  N.  Sumáciu  signálov  je  možné  vypnúť
či zapnúť pomocou nastavenia v súbore config.txt (nastavenie hodnoty neuron_sum_signal). Metóda 
step() je opäť volaná len raz v rámci simulačného kroku. Stará sa o počítanie nepoužívania neurónu 
(atribút  notUsed,  len  pre  removable  ==  true).  V  prípade  zníženia  aktivácie  odstraňuje  neurón
zo zoznamu aktivovaných a počíta zmenu excitačného prahu (trashold) v závislosti na zmene strednej 
hodnoty (atribút  middle). Taktiež v prípade aktivácie sleduje, či boli aktivovaní aj výstupní agenti
a hodnoty ukladá do hashovacej tabuľky. Zmena hodnoty middle sa nedeje v prípade, že ide o neurón
s nastavenou hodnotou forgetable == true.  Samotné zabúdanie spojov je možné i napriekt hodnote 
true,  pretože  zabúdanie  neprebehne  iba  v  prípade,  ak  aj  cieľový neurón  ma  zabúdanie  vypnuté.
V opačnom prípade by v pamäti mohli vznikať nové uzly na statických neurónoch, ktoré by nemohli 
byť nikdy odstránené. To avšak platí len pre spoje v statickej siety a emočných centrách, ktoré boli 
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vytvorené pri inicializácii. Hotnotu forgetable na true majú nastavené všetci agenti dediaci vlastnosti 
tejto triedy. Nakoniec sú v triede implementované metódy pre zmazanie neurónu (metóda remove()).
Bližšie sa pozrieme na triedu EmotionCenter ktorá rovnako ako trieda StaticMemory obsahuje 
inicializačnú  statickú  metódu  init() v  rámci  ktorej  vytvorí  agentov  typu  EmotionCenter
s  definovaným typom emócie  v  atribúte  type.  Každé  centrum bude  mať  tiež  definované,  či  ide
o rýchlu alebo pomalú emóciu a podľa toho sa bude znižovať aktivácia.  Týchto agentov prepojí
s  vybranými  agentami  pamäte  a  nastaví  im  rýchlosť  zmeny  excitačného  prahu.
V metódach  signal()  a step()  budú navyše podľa návrhu prebiehať vzájomné komunikácie medzi 
emočnými centrami pomocou metódy  signal() a taktiež nastavovanie aktivy a polarity v agentovi 
typu Memory.
Nakoniec sa pozrieme na agenta typu  Mind a  Thinking, ktorí sú taktiež implementovaný ako 
singleton. V step()  metóde triedy Mind je implementovaný proces výberu neurónov do krátkodobej 
pamäte  realizovanej  zoznamom agentov  shortMemory. Agenti  sú v ňom zoradení  podľa veľkosti 
aktivácie.  Pri  pridaní  nového uzla do zoznamu je rovnako pridaný do výstupov všetkým agentov
v zozname. V rámci tejto triedy je implementované taktiež pridanie nového neurónu a prepojenie
s  neurónmi  vstupnej  vrstvy  a  to  v  metóde  CreateNew().  Obsah  metódy  step() triedy  Thinking 
predstavuje už zmienený výber zámeru v metóde  chooseIntention() a v prípade vybraného zámeru
či  selektovania  z  túžob slúži  metóda  checkIntention().  Nakoniec  pre  posilnenie  vybraných  uzlov 
smerujúcich k zámeru slúži metóda powerSolution();
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5 Experimenty
V experimentoch sa pozrieme na to, ako systém reaguje v rôznych nastaveniach konštánt agentov, 
podľa  ktorých  prebieha  adaptácia  na  vnem,  habituácia  v  rámci  signálov,  rýchlosť  zmeny  nálad
či  učenia  a  pod.  Budeme  sledovať  zmeny  rýchlosti  habituácie  jednotlitvých  neurónov,  celkovú 
aktiváciu  siete  a  efektorov  a  spôsob,  ako  pribúdajú  či  zanikajú  spoje  a  samotnú  aktivácia  siete. 
Taktiež predmetom nášho pozorovanie bude sledovanie správania sa agenta na základe prostredia,
v ktorom sa nachádza a sledovanie zmien v neurónovej sieti.
Cieľom experimentov bude vyhodnotenie najvhodnejších nastavení systému a skonštatovanie 
efektívnosti implementácie psychologických teórií procesov psychiky ako celku.
5.1 Aktivácia, adaptácia a učenie
V rámci  tejto  podkapitoly  prevedieme  rôzne  nastavenia  jednotlivých  konštánt  a  budeme  pritom 
sledovať vývoj aktivácie,  adaptácie a učenia u neurónu. Rovnako sa pozrieme na emočné centrá, 
ktoré majú vlastné nastavenia a neprebieha u nich učenie.
V prvej sérii experimentov sa pozrieme na graf vývoja aktivácie na obázku číslo 5.1  a s ňou 
súvisiacej  adaptácie  pri  rôznych  rýchlostiach  nárastu  aktivácie,  rýchlosti  učenia  a  vplyvu  tejto 
naučenej  hodnoty  na  zmenu  adaptácie.  Každý  experiment  pritom bude  prevádzaný  v  rovnakých 
podmienkach na rovnakom neuróne a  nastavenia prostredia. Samozrejme komunikácia v rámci siete 
bude  prebiehať  vďaka  zmenám  parametrov  stále  mierne  ináč  a  tak  výsledné  hodnoty  aktivácie 
nemôžu byť pri experimentoch rovnaké. Budeme teda sledovať predovšetkým ich relatívne zmeny.
Ako na úplne prvý rozdiel sa pozrieme na nastavenie sumácie. Prvý graf znázorňuje vypnutú 
sumáciu signálov, vďaka čomu hodnota aktivácie ľahko vzrastá.  Následné veľké zmeny aktivácie
a aktivovania neurónu a následného poklesu spôsobujú práve zmenu polarity nálady, keďže sa tak 
môžu aktivovať rôzne emočné centrá.
































































Na  nasledujúcom  grafe  vidíme  vývoj  pri  zapnutej  sumácii.  Sumácia  zodpovedá  reálnemu 
chovaniu neurónovej siete človeka a na grafe taktiež vidíme bližšie zodpovedanie teórii „všetko alebo 
nič“,  kde je neurón buď aktivovaný alebo nie.  V prípade aktivácie strieda excitáciu a habituáciu 
rovnako  ako  skutočný  neurón.  Taktiež  zmena  polarity  pôsobi  prirodzenejšie.  Na  základe  tohto 
experimentu budeme ďalej používať sieť so zapnutou sumáciou.
Obrázok 5.2: Zapnutá sumácia signálu
V ďalšom experimente sa pozrieme na rôzne nastavenie hodnoty rýchlosti adaptácie. Na grafe 
vidíme  adaptáciu  pre  plnú  rýchlosť adaptácie  (neuron_adaptation_speed  = 1)  pričom sú v  grafe 
zobrazené 3 neuróny so svojou aktiváciou a výškou prahu. Rýchlosť adaptácie emočného centra bola 
pre  porovnanie  ponechaná  na  hodnote  0.05. V  grafe  tomuto  uzlu  zodpovedajú  hodnoty  Aktiv3
a Prah3.
Obrázok 5.3: Adaptácia s plnou rýchlosťou
Po  nastavení  hodnoty  adaptácie  neurónu  na  0.1  môžeme  pozorovať  rozdiel  s  pôvodnými 
hodnotami. Táto hodnota znamená 10–násobné spomalenie a teda bez vplyvu ostatných hodnôt by
sa adaptácia mala vykonať v 10 krokoch. U hôdnot aktivácie s prudkými zmenami vidíme pomalší 


































































































































hodnota niekde medzi nimi, aby sa funkcia adaptácie zodpovedala reálnej adaptácii. Naopak emočná 
adaptácia sa zdá byť na hodnote 0.05 nastavená vhodne, keďže adaptácia na emócie prebieha zásadne 
v dlhších interaloch (v našo prípade v cca 100 krokoch).
Obrázok 5.4: Adaptácia 10-násobným spomalením
Ešte predtým, ako sa pozrieme na učenie neurónu, pozrieme sa na zmeny polarity na základe 
aktivity emočných centier a skúsime úpravu zmeny týchto polarít. V prom experimente si zvolíme 
variantu možnosti dlhodobejšiej zmeny polarity až na 10 krokov so slabnutím emócie na pol kroka, 
teda hodnotou  memory_polarity_cooldown=0.5 a  memory_max_polarity=10. Musíme si uvedomiť, 
že  za  jeden  simulačný  krok  je  možné  zvýšenie  či  zníženie  hodnoty polarity  emočnými  centrami 
maximálne  o  2  (záporná  polarita  strachu  a  smútku),  kedže  máme  zapnutú  sumáciu  signálov.
V experimente budeme skúmať práve tieto dva emočné centrá. Na obrázku 5.5 vidíme významný 
pokles polarity vzhľadom k uviaznutiu robota v problémovej situácii. Maximálna hodnota polarity 
pre  nás  preto predstavuje  mieru  presnosti  v  akej  chceme učiť  jednotlivých agentov realizujúcich 
neuróny. Samotná hodnota na učenie vplyv nemá, keďže je vždy násobená hodnotu násobku rýchlosti 
učenia uloženej v memory_polarity_step. V prípade nastavenia tejto hodnoty na 0.5 sa tak agent bude 
učiť maximálne 5-krát  rýchlejšie.  Za predpokladu,  že nám stačí  presnosť na päť krokov,  môžme 
skúsiť  nastaviť  tento  násobok  učenia  na  hodnotu  1,  čím dosiahneme  az  5-násobného zrýchlenia 
učenia.































































































































Nakoniec  sa  v  rámci  tejto  série  experimentov  pozrieme  na  chovanie  neurónov  pri  učení. 
Využijeme nastavenia získané v predchádzajúcom experimente. Budeme navyše sledovať aj polaritu 
a strednú hodnotu neurónu. Z toho dôvodu si zobrazíme len 1 neurón v dvoch nastaveniach kvôli 
prehľadnosti.  Prvé  nastavenie  zvolíme  výrazne  rýchlejšie  učenie  oproti  prvému  experimentu  na 
obrázku 5.1 a  to  nastavením počtu hodnôt  na  učenie  z  pôvodných  100  na  10.  Na  obrázku 5.6 
môžeme vidieť rýchli pokles učiacej krivky práve na základe negatívnej polarity (v prípade pozitívnej 
by  sa  krivka  snažila  priblížiť  aktivácii).  Z  toho  dôvodu  sú  v  miestach  aktivácie  nárasty  prahu, 
výraznejšie čím viac priemerná hodnota klesá.
Obrázok 5.5: Zníženie počtu prvkov priemerných hodnôt
Na sasledujúcom obrázku môžeme vidieť graf učenia s pôvodným nastavením na 100 krokov. 
Súčasne bol v experimente zmenený pokles aktivácie, ktorý bol znížený z hodnoty 2 na hodnotu 1. 
Vďaka tomu je sieť výrazne živšia ako vidieť jednak z aktivácie grafu na obrázku 5.6 a jednak z grafu 
zobrazujúceho množstvo aktivovaných neurónov s nastavením hodnoty  neuron_cooldown 2, 1,  0.5
a 0,3 v priebehu simulácie vidíme, že práve nastavenie tejto hodnoty má za následok jednak ústálenú 
živosť  siete,  ktorá  nijak  výrazne  nenarastá  a  neviazne  vo  výrazných  cykloch  v  rámci  ktorých
sa aktivujú veľké skupiny neurónov.
















































































5.2 Aktivácia, adaptácia, učenie
V  tejto  podkapitole  naviažeme  na  predchádzajúci  experiment  s  učením,  kde  sme  súčasne 
zmenili  aj  hodnotu oslabena aktivácie  neurónov.  Z experimentu  vyplýva,  že  najvhodnejším bude 
nastavenie hodnoty oslabenia aktivácie  neuron_cooldown medzi hodnotami 1 a 0.5, kde jednak nie
sú badateľné výrazne cykly,  je zabránené nepretržitému nárastu aktivovaných neurónov a súčastne 
sieť ostáva živá.
Obrázok 5.6: Testovanie nastavenia hodnoty oslabenia aktivácie na živosť siete
V  ďalšom  experimente  si  zvolíme  hodnotu  neuron_cooldown na  základe  predošlého 
experimentu na hodnotu 0.5 a súčasne budeme sledovať správanie siete pre rôzne nastavenia prahov 
zabúdania spojov medzi neurónmi a celkového zabúdania siete formou ničenia neurónov. Experiment 





Kontrolu neurónov na zmazanie a zabúdanie pritom budeme vykonávať v každých 10 krokoch, aby 
sme  mali  vždy  aktuálne  údaje.  Celkový  experiment  budeme  vykonávať  v  simulácii  dĺžky  1000 
krokov. Na obrázku 5.7 môžeme vidieť 4 grafy reprezentujúce výsledok z tohto experimentu. Každý 
graf má červenou čiarou zobrazený počet neurónov v danom kroku a modrá čiara vyjadruje počat 
aktivovaných neurónov.  Ako vidíme,  prvé nastavenie  spôsobuje  cyklenie  v  sieti  a  to  vytváraním 
rovnakých skupín neurónov. Druhé prepojenie tento problém najprv čiastočne eliminuje, no rovnako 
vidíme  asi  50  krokové  cykly  vo  vzniku  a  zániku  neurónov a  s  ním spojenou aktiváciou.  Tretie 
nastavenie je už výrazne zaujímavejšie predovšetkým z pohľadu aktivácie neurónov. Bohužial táto 
živosť siete je na úkor veľkosti siete, ktorá sa oproti predchádzajúcim experimentom ku koncu až













































predstavuje asi najvhodnejšiu kombináciu kde počet neurónov siete nijak dlhodobo nestúpa a súčasne 
je zachovaná živosť v aktivácii neurónov - teda spoje sú dostatočne pestré. Toto nastavenie je teda 
možné považovať ako jedno z vhodných nastavení siete.
Obrázok 5.7: Zobrazenia pomeru celkového počtu neurónov a aktivovaných neurónov pre rôzne 
nastavenie zabúdania
5.3 Chovanie agenta v prostredí
Medzi  posledné  experimenty  ktorými  sa  budeme  v  tejto  podkapitole  venovať  budú experimenty 
zamerané na sledovanie chovania sa agenta v rôznych prostrediach s využitím čo najvhodnejších 
nastavení, ktoré sme získali experimentami popísanými v predchádzajúcich podkapitolách.
V  prvom  experimente  tohto  typu  vytvoríme  jednotvárne  prostredie  bez  prekážok  a  len
s objektami jedla, ktoré sú viditeľné len na základe farby.  Pri  kontakte tieto objekty nespôsobujú 
aktiváciu senzoru dotyku. V rámci tohto prostredia robot cyklicky napĺňa potrebu dostať sa na zelené 
políčko.  Tento  stav  u  robota  vznikne  po  prvom  získaní  tejto  pozície  a  náraste  pocitu  šťastia.
V momente získania tejto pozície avšak dostáva podnety z prílišnej blízkosti prekážky, ktorej sa snaží 
vyhnúť  a  tak  cúva.  Tento  cyklus  je  uňho  väčšinu  času  opakovaný,  pričom práve  danú  pozíciu
na zelenom políčku považuje za zámer.  Rovnako agent s vypnutou sumáciou sa choval podobne, 
avšak navyše práve odstránením sumácie sa do popredia dostala aktivácia neurónu dvihnutia objektu, 
čím vlastne robot dosiahol vyššiu hladinu štastia ako robot so zapnutou sumáciou. V tomto prípade je 
















































































































































Ako druhý experiment zvolíme umiestnenie robota do malého priestoru obkoleseného zelenými 
stenami  a  jednou červenou stenou,  ktorá  bude  ničiteľná.  Robot  sa  v  tomto  prostredí  správa  tak,
že väčšinu času stojí uprostred priestoru a obzerá sa, pričom pri pohľade na zelené steny vykonáva 
pohyb  k  nim  a  následne  späť  podobne  ako  v  predchádzajúcom  experimente.  Červenú  stenu
sa nepokúša ničiť. Sieť opäť drží relatívne stabilnú veľkosť, pričom je o čosi živšie aktivovaná ako
v predchádzajúcom experimente, čo najskôr spôsobujú opakované zmeny pohľadu na prostredie. Pri 
zapnutej sumácii  sa robot dostáva po pár krokoch do stabilného stavu v rámci ktorého stojí  pred 
stenou a zostáva stabilne v emócii smútku.
Nakoniec vykonáme experimet v zložitejšom prostredí s prekážkami a jedlom. V rámci neho 
robot skúša rôzne cesty pohybu, pričom prostredie musí byť uspôsobené tak, aby mal robot podnety 
či už formou pozitívnych alebo negatívnych emócií pohybovať sa či vplývať na prostredie. Po strete 
jedla zelenej farby sa na toto miesto následne opakovane vracia a vo väčšine prípadov zodvihe objekt, 
čím vykoná najedenie sa. Zo začiatku simulácie taktiež vzniklo úspešné zničenie objektu, avšak agent 
si ho nespojil s farbou a následne tak skúšal ničenie objekov, ktoré túto vlasnosť nemali. V rámci 
tohto experimentu sa v sieti živo menila aktivácia a množstvo uzlov. Prejavy agenta na prostredie 
pritom boli vo veľkej miere podobné, keďže funkcia, ktorá spája skupiny efektorov, v rámci ktorých 
môže  byť  vykonaný  vždy len  jeden,  zabraňovala  často  ostatným efektorom v  prejave  z  dôvodu 
nedostatočnej aktivácie.
5.4 Zhodnotenie výsledkov experimentov
Ako sme  už  predpokladali  v  rámci  návrhu  a  testovania  pri  implementácii,  experimenty  dopadly 
kladne predovšetkým čo sa týka simulácie samotných procesov adaptácie, učenia, určovania zámeru, 
zabúdania či celkovej aktivácie siete a vplyvu na efektory. V experimentoch, ktoré sa ale zameriavali 
na celkový chod systému a chovanie v rôznych prostrediach model prejavoval často sklz k rovnakej 
forme  konania  a  opakovaným aktiváciám siete.  Dôvod  je  pravdepodobne  nedostatočne  podnetné 
prostredie pre reakcie robota, ktorý by sa v podnetnom prostredí a pestro nastavenej statickej sieti
v prepojení s emóciami choval z globálneho pohľadu pestrejšie, čo by znamenalo menej pravidelné 
používanie efektorov. Ďalším dôvodom je stabilné prostredie, ktoré neumožňuje agenta cielene učiť, 
čím agent získava znalosť len základného pohynu a reakcií pri prepojení jednotlivých emócí a vnemu.
Po  realizácii  experimentov  je  teda  zrejmé,  že  model  splnil  svoj  účel  implementácie 
jednotlivých  procesov,  avšak  nepodarilo  sa  v  rámci  implementácie  násjť  dostatočne  uspokojivé 
spôsobi pre prepojenie týchto samostatných celkov. Dôvodom bude ako sme už spomínali  jednak 
chýbajúci dynamický a sociálny faktor a súčasne ešte stále nedostatočné množstvo znalostí z oblasti 
psychológie, na ktorých bol model postavený. Ďalšie možné riešenia tohoto problému a práce s týmto 
simulačným modelom si rozoberieme v závere práce.
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6 Záver
V rámci  tejto  diplomovej  práce som vypracoval  prehľad teórií  a  východísk z  oblasti  všeobecnej 
psychológie, umelej inteligencie, existujúcich prác z tejto oblasti a taktiež stručne popísal východiská 
z bakalárskej práce Robotický model ľudského myslenia, cítenia a chovania. Následne sme previedli 
rozbor zadania a navrhol multiagentný systém reprezentujúci funkčný pohľad na ľudskú psychiku. 
Dôraz pri  návrhu bol  kladený predovšetkým na modularitu  systému,  aby bolo možné  ľubovoľne 
meniť funkcionalitu celých agentov bez negatívneho vplyvu na chod celého systému. Samotný návrh 
taktiež prináša unikátny pohľad na implementáciu pamäte formou neurónovej siete spájajúcej dokopy 
pamäť udalostí, pojmov a činností. Samotný návrh ľudskej psychiky formou multiagentného systému 
s komunikačnými kanálmi agentov ako v neurónovej sieti prináša nový pohľad na implementáciu 
psychických  procesov  spracovania  vnemu,  pozornosti,  vedomia  a  predovšetkým  asociatívneho 
premýšľania a vytvárania reakcií v rámci tejto pamäte. Navrhnutý model taktiež predstavuje vhodný 
nástroj pre testovanie vplyvu rôznych teórií ľudskej psychiky a ich vplyvu na celok i na samostatné 
časti,  predovšetkým s orientáciou na pozorovanie neurónovej siete.   Do systému je možné ľahko 
implementovať ďalšie funkčné celky a takto ho rozširovať, či naopak odoberať celky, ktoré chceme 
nahradiť, či už ide o agentov realizujúcich komplexné procesy alebo len o samotné senzory a efektory 
pomocou  ktorých  agent  komunikuje  so  simulačným  prostredím.  Zaujímavosťou  práce  je 
implementácia motivácie systému statickou sieťou v kombinácii s emóciami, ktoré následne upravujú 
chovanie a učenie jednotlivých agentov systému.
Výsledkom  práce  je  grafické  simulačné  prostredie  v  rámci  ktorého  je  možné  prevádzať 
jednotlivé experimenty a priamo v ňom sledovať vnútorné stavy siete, prebiehajúce procesy, stavy 
jednotlivých agentov v čase a nakoniec samotné reakcie a vplyv systému na prostredie. Simulačné 
prostredie taktiež zahŕňa možnosti rôznych konfigurácií modelu pomocou konfiguračných súborov.
V  rámci  experimentov  sme  zistili  pre  väčšinu  celkov  plnú  funkčnosť  a  prijateľnú  zhodu
s popisom fungovania skutočných procesov v psychike človeka. Pri testovaní celého systému sme 
zaznamenali nedostatky systému vo forme prílišnej ťažkopádnosti a častej cykličnosti. Riešením by 
bolo  práve  zavedenie  dynamického  prostredia  a  prípadná  implementácia  sociálnych  procesov 
systému.  Súčasne  je  dôvodom nedostatočná  znalosť  spôsobov  prepojenia  jednotlivých  systémov
a súvisu medzi jednotlivými psychickými procesmi. Kvôli tomu jednotlivé v rámci celku nevykazujú 
v  reakciách  celého  systému  dostatočne  odpovedajúce  reakcie,  ako  by  sme  od  reakcií  psychiky 
človeka očakávali. Keďže ale cieľom tejto práce nebolo vytvoriť model zahŕňajúci všetky procesy 
ľudskej psychiky a taktiež si nekládla za cieľ vytvoriť model úplne zodpovedajúci psychike človeka, 
ale práve jej jednotlivým procesom, výsledok práce teda plne spĺňa zadanie a poskytuje tak nástroj
na experimentovanie s jednotlivými procesmi ľudskej psychiky. Súčasne ponúka možnosti nachádzať
a testovať nové spôsoby implementácie procesov a neurónových sietí, ktoré dodnes nie sú používané.
V ďalšej práci v rámci tohto projektu je teda vhodné rozšíriť model o viacero dynamických 
prvkov, prípadne implementovať zasahovanie do simulačného prostredia v čase simulácie. Zaujímavé 
tiež môže byť implementovať sociálne prvky do systému. Nakoniec je pomocou simulácie možné 
skúmať ďalšie teórie psychológie, ktoré ešte v modely nie sú implementované a prípadne tak nájsť 
ďalšiu inšpiráciu pre návrh a implementáciu systémov v umelej inteligencii.
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Príloha A: Obsah priloženého CD
• písomná správa vo formáte OpenOffice a PDF
• spustiteľná verzia aplikácie spolu s kofiguračnými súbormi
• zdrojové súbory aplikácie
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Príloha B: Nápoveda k súbru envir.txt
Význam jednotlivých hodnôt pri nastavení simulačného prostredia v súbore envir.txt:
„position: x, y“ - kde x a y sú súradnice robota pri štarte simulácie
„size: w, h“ - kde w a h  predstavujú výšku a šírku simulačného prostredia
„obs: x, y, w, h, c, t“ - predstavuje objekt v prostredí, pričom x a y predstavujú jeho pozíciu,
w a h umožňujú nastaviť šírku a výšku objektu, čím sa vlastne takýto objekt rozloží na malé objekty 










Nakoniec hodnota t predstavuj typ prekážky, ktorá môže byť:
0 – stabilná – nie je možné zničiť ani dostať sa na jej pozíciu
1 – zničiteľná – umožňuje odstránenie robotom
2 – jedlo – je  možné  zaujať  danú pozíciu robotom a jedlo tak dvihnúť,  čím sa  odstráni
z prostredia
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Príloha C: Nápoveda k súbru config.txt
Táto príloha popisuje, ktoré vlasnosti systému je možné nastaviť pomocou nasledujúcich parametrov.
    max_value (int) – maximálna hodnota vstupu senzorov. Vzťahuje sa predovšetkým k maximálnej 
vzdialenosti, akú je schopný agent vnímať v prostredí
    emotion_short_cooldown (float) – rýchlosť poklesu aktivácie v kroku pre rýchle emócie 
    emotion_long_cooldown (float) – rýchlosť poklesu aktivácie v kroku pre pomalé emócie 
    emotion_mid_count (int) – počet stredných hodnôt učenia, z ktorých sa počíta priemer
    emotion_learn_speed (float) – rýchlosť habituácie emócie na signály (float)
    food_growth (int) – po koľkých krokoch sa jedlo obnový v prostredí
    remove_trashold (int) – počet neaktívnych krokov, po ktorých bude neurón odstránený
    forget_trashold (int) – počet krokov, v rámci ktorých došlo k nezhode aktivácie neurónu a jeho 
výstupu – záporná hodnota
    min_same_connect (int) – minimálny počet krokov zhody aktivácie, po ktorých bude neurón 
spojený s jeho výstupom
    forget_step (int) – počet krokoch, po ktorý sa pravidelne prevedie zabúdanie
    clear_step (int) – počet krokoch, po ktorý sa pravidelne prevedie spájanie a mazanie neurónov
    memory_activity_step (float) – o koľko sa zmení násobok rýchlosti adaptácie
    memory_activity_cooldown (float) – o koľko sa násobok vracia k nulovej hodnote
    memory_max_activity (int) – maximálny počet jednotiek zmeny aktivity – maximálny násobok je 
teda 1 + memory_activity_step *  memory_max_activity
    memory_polarity_step (float) – rovnako ako pre aktivitu  memory_activity_step, upravuje ale 
polaritu
    memory_polarity_cooldown (float) – rovnako ako pre aktivitu  memory_activity_cooldown, 
upravuje ale polaritu
    memory_max_polarity (int) – rovnako ako pre aktivitu  memory_max_activity, upravuje ale 
polaritu
    g_neuron_space (int) – počet pixelov pre okoliu neurónu pri zobrazení siete
    g_neuron_r (int) – polomer neurónu v pixelov pri zobrazení siete
    g_max_height_count (int) – maximálny počet neurónov na výšku pri zobrazení siete
    g_max_values (int)  – maximálny počet hodnôt pri zobrazení grafok aktivácie a excitačného prahu
    energy_cooldown (float) – pokles energie za krok
    hungry_cooldown (float) – nárast hladu za krok
    fed_cooldown (float) – pokles energie za krok
    sub_hungry (float) – pokles hladu pri najedení
    add_energy (float) – nárast energie pri nečinnosti
    max_neuron_activity (int) – maximálne dosiahnuteľná aktivácia neurónu
    neuron_adapt_speed (float) – násobok rýchlosti adaptácie neurónu
    neuron_cooldown (float) – pokles adaptácie za krok
    neuron_mid_count (int) – počet stredných hodnôt učenia, z ktorých sa počíta priemer
    neuron_mid_cooldown (float) – rýchlosť zabúdania v učení, tj. pokles strednej hodnoty po 
neuron_mid_count  krokoch
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    middle_diff_modifier (float) – násobok zmeny rýchlosti habituácie pri plnej zhode middle a active 
hodnoty
    short_mem_capacity (int) – kapacita krátkodobej pamäte
    sensor_adapt_speed (float) – rýchlosť senzorickej adaptácie
    sensor_cooldown (float) – poklesu adaptácie senzoru za krok
    neuron_sum_signal (int) – 1 pre sumáciu signálov neurónu, 0 pre vypnutie
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Príloha D: Preklad a spustenie porgramu
Program  obsahuje  spustiteľnú  verziu.  Program  vyžaduje,  aby  boli  súbory  config.txt a  envir.txt 
umiestnené v rovnakej zložke, ako spustitelný program.
Taktiež  je  možné  preložiť  zdrojových  súborov  priložené  na  CD  v  prostredí  Qt  s  verziou  Qt 
frameworku 4.7.4 a prekladača MinGW 4.4.0.
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