A probabilistic spatiotemporal approach based on a spatial regression test (SRT-PS) is proposed for the quality control of climate data. It provides a quantitative probability that represents the uncertainty in each temperature observation. The assumption of SRT-PS is that there might be large uncertainty in the station record if there is a large residual difference between the record estimated in the spatial regression test and the true station record. The result of SRT-PS is expressed as a confidence probability ranging from 0 to 1, where a value closer to 1 indicates less uncertainty. The potential of SRT-PS to estimate quantitatively the uncertainty in temperature observations was demonstrated using an annual temperature dataset for China for the period 1971-2000 with seeded errors. SRT-PS was also applied to assess a real dataset, and was compared with two traditional quality control approaches: biweight mean and biweight standard deviation and SRT. The study provides a new approach to assess quantitatively the uncertainty in temperature observations at meteorological stations.
Introduction
Surface air temperature is one of the most important climate elements affecting the biosphere and human activity (Vinnikov et al. 1990) . It is central to a multitude of assessments and models for a wide variety of geographic processes (Feng et al. 2004; Jeffrey et al. 2001) . There are often unknown errors in the long-term temperature records of meteorological stations, which relate mainly to measurement, homogenization adjustment, calculation, and reporting (Brohan et al. 2006; Yan and Jones 2008) ; however, many users regard the records as accurate and ignore any errors. Such errors may corrupt the output of a quantitative model. This problem can be minimized by the rigorous quality control (QC) of climate data (Daly et al. 2004; Durre et al. 2010; Lawrimore et al. 2011) .
Traditional QC methods can be divided into two principal categories: temporal methods and spatial methods (Eischeid et al. 1995) . For a target station, the temporal QC method is based on the premise that an individual observation should be statistically similar to observations made for the same time (e.g., day or month) in other years. QC is then performed using the sample distribution for each station over a designated period, and possible invalid records are flagged according to a threshold determined as a multiple of the interquartile range calculated for each station in a period or using other statistical methods (Eischeid et al. 1995; Feng et al. 2004 ). Temporal QC is easy to implement and has advantages, particularly when there are insufficient neighbors for spatial QC. However, an outlier observation may be due to real changes in the climate (Peterson et al. 1998 ) and the threshold should be determined from experience or exploratory data analysis. The method fails if there are missing observations for a long period in the target-station record. In contrast, spatial QC methods use nearby observations with adequate data to estimate the value at a target station. Threshold limits are established according to the statistical distribution of differences between the observed and predicted (i.e., estimated) values, and a record with a difference larger than a designated threshold is deemed to include possible errors (Eischeid et al. 1995) . Various interpolation methods have been developed to estimate the observation at a target station; these methods differ in their concept and mathematical formulation (Burrough and McDonnell 1998) . The choice of method is based on a number of factors, such as the geographical characteristics of the station location and the spatial distribution of stations (Eischeid et al. 1995) . Regression-based, geostatistical, and inverse-distance weighting methods are used widely to estimate climate datasets. In regression-based approaches, records taken from surrounding stations or external information as independent variables are employed to develop a regression model (Daly 2006; Stahl et al. 2006 ). Regression models that are more sophisticated have also been introduced; for example, geographically weighted regression (Fotheringham et al. 2002) , spatial-lag and spatial-error models (Fischer and Wang 2011) , the Parameter-Elevation Regressions on Independent Slopes Model (Daly et al. 2002) and the spatial regression test (SRT) (Hubbard and You 2005; Hubbard et al. 2007 Hubbard et al. , 2005 You and Hubbard 2006; You et al. 2008 You et al. , 2007 . Inverse-distance weighting is the method used most commonly in climate data interpolation (Di Piazza et al. 2011) ; a weighted average is calculated by taking the inverse distance between the target and neighboring stations. Geostatistics (Goovaerts 1997; Isaaks and Srivastava 1989; Olea 1999) have also been applied widely to climate data interpolation (Boer et al. 2001; Hudson and Wackernagel 1994; Jeffrey et al. 2001) , and they provide the best linear unbiased estimates (Burrough et al. 1998) . The point estimation model of the Biased Sentinel Hospitals-Based Area Disease Estimation (P-BSHADE) is a newly developed technique (Xu et al. 2013 ) that uses a weighted summation of station observations to derive best linear unbiased estimates for the target station. In contrast to geostatistics, P-BSHADE considers spatial autocorrelation and heterogeneity, and maximizes an objective function for estimation.
The above traditional QC methods can generally be described as categorical and deterministic in that a series of quality checks are employed to determine whether an observation is valid. Typically, the outcomes of these checks are flagged valid or invalid (Daly et al. 2004 ). However, nowadays there are various quantitative models that depend on quantitative climate data as input (Feng et al. 2004; Patz et al. 2005) , and it is necessary to assess quantitatively the uncertainty in that data. In addition, different models have different tolerances to the uncertainty of input data. For example, some models require all input data to be correct (Wang et al. 2009) , whereas other models can employ input data with some uncertainty (Christakos and Serre 2000; Christakos et al. 2001) . Therefore, the quantitative assessment of input data is more meaningful than categorical validity (Daly et al. 2004) . To respond to this demand, this paper proposes a probabilistic spatiotemporal approach based on a spatial regression test (SRT-PS). The method uses a continuous quantitative probability to represent the uncertainty level in each temperature observation at a meteorological station.
Method and data

a. SRT
The SRT (Hubbard et al. 2005) uses data recorded by neighboring stations to estimate the record at a target station; the value for the target station is calculated using the weighted average of the estimates. In this process, weights are determined according to the strength of a statistical relationship, such as the root-mean-square error (RMSE), between the target station and each neighboring station. Estimation by employing the SRT is described briefly in the following.
First, for each neighboring station, a regression-based estimate x i 5 a 1 by i is obtained for each pair x i and y i , where x is the record for the target station, y i is the record for the ith neighboring station (i 5 1, . . . , n), and a and b are regression coefficients. Then, for an observed y i , estimates of x i are calculated. A weighted estimatex of these n estimates of x is obtained using the RMSE of the n regression estimates:
where N is the number of stations used in the estimate, se i is the RMSE for neighboring station y i , andx and x i must have the correct sign (You and Hubbard 2006) .
b. Uncertainty estimation employing the SRT
SRT-PS evaluates the uncertainty in the target-station observation in three steps. (i) For each target-station observation, an estimate is obtained in an SRT and a residual (i.e., the difference between the estimate and the actual observation) is obtained. (ii) The expectation and standard deviation of the residuals are estimated. (iii) The confidence probability (cp) for each record is calculated. The p value of the residual for each record is estimated from the probability distribution determined by the residuals of the spatiotemporal neighbors. In this study, the cp is expressed by the p value, which reflects the uncertainty in the observation:
cp 2 [0, 1], where a value closer to 1 indicates less uncertainty, e is the residual for each record estimated by SRT, E(e) and S(e) are the expectation and standard deviation for the probability distribution respectively, O(e) is the observed residual of the target station, z is the z value in standard normal distribution, and p is the p value for O(e) in the probability distribution ( Fig. 1 ).
The assumption of SRT-PS is that if there is a large residual difference between the estimated value and actual observation, there might be large uncertainty in the station record. The reliability of SRT has been demonstrated in several studies (Hubbard and You 2005; Hubbard et al. 2007 Hubbard et al. , 2005 . For each target station, the m spatial neighbors and n temporal neighbors are used; therefore, the total number of neighboring stations is (m 1 1) 3 n 2 1 (Fig. 2) . In this study, m is 10 and n is 9 and the probability distribution determined by neighboring residuals is assumed to satisfy a normal distribution.
c. Validation
To document the performance of the method in a controlled situation, seeded errors were introduced to the datasets of annual station observations in China for the period 1971-2000. The potential of the method to quantify these errors was recorded. The period of 1971-2000 was selected because it has the highest data quality of the historical period and it was suitable for the identification of seeded errors. The magnitude of the seeded error was determined randomly. A random number f was selected using a random-number generator operating on a uniform distribution with a mean of zero and range of [23.5, 3.5] . The selected range ensures that the tests include cases that are close to the extremes of the period (Hubbard et al. , 2005 . Here, f also represents the standardized anomalies of the seeded errors. This number was then multiplied by the standard deviation S of the variable in the period 1971-2000 to obtain the error magnitude E for the randomly selected observation x:
Thus, the expected distribution of the error magnitude has a mean of zero and a range equal to 3.5 times the standard deviation of the variable S x . Errors were seeded into temperature records by 1) randomly drawing a year from 1971-2000, 2) randomly drawing a station from all stations in the selected year, 3) generating a random number f, and 4) calculating an error magnitude E.
d. Data
An annual climate dataset for the period 1971-2000 was used to validate the method. This dataset was constructed by the Chinese National Meteorological Center, and was quality controlled and homogenized by Li et al. (2004 Li et al. ( , 2010 . However, this does not mean that the records in the dataset were true values, and small errors might not have been identified and adjusted in the homogenization. The number of stations in each year for the period is 582. During the study period, stations were distributed evenly across eastern China, whereas the density of stations was sparse in western and northern parts of the country (Fig. 3) .
Test of SRT-PS
In the test of SRT-PS, a station was selected randomly from all stations for the period 1971-2000 and a random error was seeded in the record of the selected station using the method described above. The cp value was then estimated. By repeating the above process 1000 times, 1000 cp values were obtained for the 1000 randomly selected stations.
The relationship between the absolute seeded error and cp is presented in Fig. 4 . The figure shows that cp decreased with an increase in absolute seeded error, and that most cp values were 0 when the absolute seeded error was .0.3. For absolute seeded errors ,0.3, cp decreased gradually, the coefficient of correlation between the absolute seeded error and cp was 20.90, and the relationship was statistically significant (p value of 0). In the test, the uncertainty of all station values with seeded errors was assessed. A cp value near 1 indicates low uncertainty, whereas a cp value near 0 indicates high uncertainty; this is distinctly different from traditional QC methods.
In some cases, we would be interested in station records with low cp values, and in some applications, a predefined threshold (e.g., cp , 0.05) may be used to determine the values with high uncertainty; the threshold is usually different in different applications. In the study, as an example, the relationship between the average absolute seeded error in each interval and cp was analyzed for the threshold of cp , 0.05. When the absolute seeded error was between 0.0 and 0.18C, no
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stations were identified and the proportion increased for higher absolute seeded errors; 84.62% of stations were identified when the absolute seeded error was between 0.4 and 0.58C, and almost all stations were identified when the absolute seeded error was .0.68C.
Uncertainty estimation for a real dataset
We applied the SRT-PS to a real dataset and compared it with two alternative approaches: the biweight mean and biweight standard deviation method (abbreviated as biweight below) (Lanzante 1996) and SRT (You and Hubbard 2006; You et al. 2008) . The details of the two methods are described in the appendix. Figure 5 presents the frequency of the cp values estimated by the SRT-PS method. Generally, most of the stations have cp values higher than 0.5, which means that most of the temperature records have higher confidence probability. For the records with high or low confidence probability, the SRT-PS estimation shows that there are 5.29% of records that have cp values smaller than 0.05, and 5.1% of records that have cp values smaller than 0.95. Figure 6a presents the results calculated by SRT-PS with cp values smaller than three standard deviations of their corresponding probability distribution, and 78 stations were found to be abnormal. These stations were mainly around the eastern edge of the Qinghai-Tibet Plateau, encompassing the northwest, northeast, and southwest of China. Figure 6b shows the results calculated by SRT with temperature records outside the confidence limit determined by 3 times the weighted RMSE [see Eq. (A5)]; 31 stations were found to be abnormal, and these stations were mainly in the interior of the Qinghai-Tibet Plateau. The temporal distribution of these records detected by the above two methods were relatively even during the 30 yr. Figure 6c northeastern and southern China; the total number is 163, and the temporal distribution of these records is concentrated in the early and last few years (Fig. 6c) .
Discussion and conclusions
An SRT-based probabilistic spatiotemporal approach (SRT-PS) was proposed for estimating the uncertainty in temperature observations at meteorological stations. The assumption of SRT-PS is that if there is a large residual difference between the estimated and actually recorded values, there might be large uncertainty in the station record. Thus, making use of the probability distribution determined by the residuals of spatiotemporal neighbors of the target station, we obtained a continuous quantitative probability representing the uncertainty in each temperature observation at the target station. A validation study, using an annual temperature dataset for China with seeded errors, demonstrated the effective potential of SRT-PS in estimating quantitatively the uncertainty in temperature observations.
Traditional QC methods can generally be classified as categorical and deterministic in that a threshold range is determined using neighboring stations in the spatial, temporal, or spatiotemporal domain. QC requires that an observation must lie within the threshold range if it is to be considered valid (Hubbard et al. 2005) . The outcomes of such checks are typically flagged yes or no. However, such qualitative QC is unsuitable for real datasets. Errors in station observations have many sources, such as homogenization adjustment, calculation, and reporting. Many of these errors cannot be validated because of missing metadata, and only some extreme errors can be detected by traditional methods (Brohan et al. 2006) . In theory, it is possible for each station observation to contain error, and it is simply the case that the errors differ in magnitude. Therefore, it is more reasonable to estimate quantitatively the uncertainty in station observations.
There are also some limits in the results of the present study. The cp value of each station is estimated in the SRT of the observation of a station and those of the neighboring stations, and the reliability of the relationship between the stations as well as the model itself affects the accuracy of the cp value, which is not calibrated to represent the probability of uncertainty. There are five main sources of uncertainty in the model. 1) There are random fluctuations in station temperature (Brohan et al. 2006) ; for example, cold fronts may have different effects on measurements made at nearby stations because of differences in topography and location, thus destabilizing the relationship between stations. 2) Station observations themselves contain errors relating to FIG. 6 . Spatial distribution of stations (dots) with (a) large uncertainty estimated by SRT-PS, (b) anomaly detected by SRT, and (c) biweight; and topography (gray shading, m). changes in the geographic environment of the station location, homogenization adjustment, calculation, and reporting (Pielke et al. 2007 ). These errors may make the SRT unstable. The analysis of error propagation from neighboring stations is presented in the supplemental material. 3) A sparse distribution of stations introduces uncertainty (Pielke et al. 2007 ). For example, before the 1950s, the spatial distribution of stations in China was very sparse with most stations located in the east of the country. The number of stations increased sharply until stabilizing around 1960. However, the distribution is still relatively sparse in western and northern parts of the country. Thus, areas with a low density of stations introduce uncertainty in the linear regression model. For example, a sensitivity of the abnormality detection to the number of neighboring stations used in SRT-PS has been analyzed. When using spatial-only or temporalonly neighboring stations, the coefficients of correlation between the absolute seeded error and cp were 20.82 and 20.78, respectively (absolute seeded error , 0.05). This is obviously smaller than the correlation using spatiotemporal neighboring stations, as presented in the section of the test of SRT-PS. In addition, in the two scenarios, there are only 44.8% and 41.1% of cases that satisfy the assumption of a normal distribution, which is also lower than the scenario of using spatiotemporal neighboring stations (84%). 4) There is uncertainty relating to the model itself. The relationship between the station temperature and the temperatures recorded by the neighboring stations cannot be expressed completely by the SRT. For example, there are 10 assumptions for linear regression (Gujarati 2003) , each of which has been checked by the real dataset used in the study, and it was found that there were 28% of cases that did not fit the assumption of no autocorrelation between the disturbances, in which case the estimated parameters are still unbiased, but they are no longer efficient. Furthermore, if records are missing for a long period, the SRT fails. 5) The cp value of the target station is estimated from the normal distribution deduced by the probability distribution of residuals for the neighboring stations. The true probability distribution is complex and therefore there might be uncertainty in the cp value. For example, there are 16% of the distributions that did not satisfy the normal assumption within the 95% confidence level.
There were 31 stations detected by the SRT method, of which 24 stations can be found in the results of the SRT-PS (Fig. 6) , because SRT-PS is an extension of SRT and the residuals, as the input of SRT-PS, were calculated by SRT. Meanwhile, stations detected by biweight were concentrated in the early and later years, because this temporal QC method may misjudge the station values at the beginning or the end of the series because there is no spatial comparison in the method. In addition, in the study, the stations with high uncertainty estimated by SRT-PS were compared with biweight and SRT. However, in the strict sense, the thresholds of the three methods do not have the same meanings because the thresholds were calculated by different methods. For example, the threshold in the SRT-PS was calculated by three standard deviations of the corresponding probability distribution of residuals from neighboring stations, the threshold of SRT was determined by 3 times the weighted RMSE [Eq. (A5)], whereas in biweight, the threshold was deduced as three biweight standard deviations [Eq. (A3) ].
In future work, other sophisticated models will be selected to improve the uncertainty estimation. For example, Biased Sample Hospital-Based Area Disease Estimation (B-SHADE; Wang et al. 2011) and Mean of Surface with Nonhomogeneity (MSN; Wang et al. 2009 ) can be used to interpolate missing station records, while accounting for geographic spatial autocorrelation and nonhomogeneity, and maximizing an objective function for the best linear unbiased estimates of the target station. In addition, in the SRT-PS method, temporal neighbors are treated the same as spatial neighbors. In future studies, we will consider giving neighboring stations different weights according to the analysis of the spatiotemporal variation of temperature. Biweight is a method by which to check for temporal outliers with the advantages of being resistant, robust, nonparametric, and usually much less affected by the outliers. The estimate is calculated by averaging samples that are weighted by their distance from the center of the distribution; the further the distance, the smaller the weighting received (Lanzante 1996) . The weight w k is calculated as follows:
where X k is the temperature record in the kth station; M and MAD are the median and the median of the absolute values of the deviations of the station temperature values from the median; c is a constant, which is recommended to be set between 6 and 9 (Lanzante 1996) ; and in this study c 5 7.5. In addition, w k was set to be 0 if jw k j $ 1. The biweight estimate of the mean X is quantified as
and the biweight estimate of the standard deviation S is expressed as 
The values of X and S are used to determine the Z score of the temperature value at a target station by
where X o is the target value; Z-score values greater than a certain critical threshold value will be regarded as outliers. In the study, the criterion Z $ 3 was used.
b. Quality control using SRT
The quality of the temperature value at a target station can be assessed by SRT [see Eq. (1)], in which a confidence interval is employed. This is defined aŝ x 2 f 3 se 0 # x #x 1 f 3 se 0 ,
wherex has the same meaning as in Eq. (1) i , f is a constant used to define the desired confidence limit, and in the present study f 5 3. If the temperature at the target station causes the relation to be true, then the corresponding value passes the test.
