Positionnement visuel pour la réalité augmentée en environnement plan by Simon, Gilles
HAL Id: tel-02403014
https://hal.inria.fr/tel-02403014v2
Submitted on 6 Jan 2020
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Positionnement visuel pour la réalité augmentée en
environnement plan
Gilles Simon
To cite this version:
Gilles Simon. Positionnement visuel pour la réalité augmentée en environnement plan. Autre [cs.OH].
Université de Lorraine, 2019. ￿tel-02403014v2￿
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3
À Maria del Carmen

Avant-propos
Ce mémoire synthétise mes travaux de recherche sur le positionnement visuel en environne-
ment bâti, réalisés au sein de l'équipe Magrit 1 durant la période qui sépare le début de la thèse
de Javier Flavio Vigueras Gomez, en 2003, de la n de la thèse d'Antoine Fond, en 2018.
J'ai fait le choix de présenter ces travaux dans un ordre non chronologique et de manière
plus ou moins détaillée selon leur ancienneté. Ainsi, si les chapitres 2, 3 et 4 décrivent assez
précisément des travaux datant de 2018, 2017 et 2018, respectivement, le chapitre 5 présente de
manière plus condensée des contributions allant de 2003 à 2013. J'ai volontairement écarté de
ce mémoire certains travaux, plus en marge du positionnement visuel (reconnaissance de lieux
[21], inuence d'erreurs de calibration de la caméra sur le calcul de pose [26, 25] etc.) ou relatifs
au positionnement visuel appliqué à d'autres domaines (didactique des sciences [54, 18, 16] et
environnements industriels [40, 13, 50]).
Concernant les citations, nous faisons référence à nos propres travaux par de simples nombres
entre crochets (exemple : [17]), renvoyant à la rubrique Publications de l'auteur, page 145, et
aux travaux des autres auteurs par leurs initiales suivies de l'année de publication et parfois
d'une lettre permettant de distinguer des abréviations identiques (exemple : [RD06b]), ren-
voyant à la rubrique Bibliographie, page 135. Je fais aussi parfois référence à des vidéos,
que l'on pourra trouver sur mon site internet à l'adresse https://members.loria.fr/GSimon/
habilitation-a-diriger-des-recherches/.
Il appartient enn à cet avant-propos de préciser que les poèmes et schémas (que j'ai essayé
de reproduire au mieux) placés en exergue de chaque chapitre sont d'Eugène Guillevic (1907-
1997), poète et écrivain français ayant habité à Ferrette, charmant village du Sundgau alsacien
où vécurent aussi mes grand-parents maternels. Ils sont extraits du recueil intitulé Euclidiennes,
publié en 1967 et toujours disponible dans la collection NRF Poésie/Gallimard. Ces poèmes ont
pour titre point (page 27), rectangle (page 51), gures (page 71), plan (page 89) et pyramide
(page 109  je n'ai repris que les quatre derniers vers de ce poème).
Liverdun, le 30 mai 2019.
1. Équipe mixte Inria - Université de Lorraine de l'UMR Loria (Laboratoire lorrain de recherche en informa-
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1.1 Sujet du mémoire
Commençons par préciser les termes et le périmètre du problème dont traite ce mémoire :
Positionnement visuel pour la réalité augmentée en environnement plan.
1.1.1 Positionnement
Le positionnement est déni comme l'action de déterminer la position d'un objet. Par exemple,
le GPS (Global Positioning System) est un système de positionnement par satellites. Nous utili-
sons toutefois une dénition étendue de ce terme, ajoutant la détermination de l'orientation de
l'objet à celle de sa position. Nous emploierons fréquemment l'anglicisme pose pour désigner de
façon concise la position et l'orientation d'un objet. La pose est évidemment toujours exprimée
dans un référentiel prédéni. Par exemple, le GPS permet de localiser un récepteur dans un
repère terrestre (latitude, longitude, altitude), tout comme un magnétomètre permet de mesurer
une orientation par rapport à un point cardinal.
1.1.2 Visuel
Le positionnement en milieu urbain possède des applications importantes dans les domaines
de la géomatique, de la navigation assistée ou autonome, de la robotique et de la réalité aug-
mentée. Le GPS est le capteur les plus utilisé dans ces applications. Malheureusement, dans les
milieux urbains, la présence d'immeubles de part et d'autre de la route peut obstruer le signal
satellite, ce qui dégrade la précision de ce système (eet de vallée). Même non dégradée, avec des
erreurs qui varient de 5 à 10 mètres, la mesure GPS est trop imprécise pour des applications de
réalité augmentée ou de robotique mobile performantes. De nombreuses recherche ont été menées
pour tenter d'améliorer la précision du positionnement en milieu urbain à l'aide de la vision par
ordinateur. Le positionnement dit visuel ne requiert d'autre capteur qu'une caméra monoculaire.
Il permet de mesurer la pose de la caméra elle-même ou d'un objet (par exemple, des lunettes de
réalité augmentée) solidaire de la caméra. Il repose traditionnellement sur la connaissance d'un
modèle 3D de la scène pouvant prendre diérentes formes (nuage de points, modèle polyédrique
etc.) associé à des balises visuelles (qui elles aussi peuvent être de natures très diérentes, voir
ci-dessous). La pose est alors obtenue dans le repère du modèle 3D comme solution au problème
d'alignement entre les balises projetées dans le plan image (selon la perspective centrale) et les
balises détectées.
1.1.3 Pour la réalité augmentée
La réalité augmentée (RA) est un des thèmes centraux de l'équipe Magrit. Nous avons très
tôt tenté de l'appliquer aux environnements architecturaux, en raison notamment de nos rela-
tions privilégiées avec le CRAI, le Centre de Recherche en Architecture et Ingénierie de Nancy.
Nous avons ainsi, dès 1996, travaillé en collaboration avec le CRAI et EDF, sur l'éclairage par
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synthèse du pont Neuf, en lien avec son environnement. À cette époque le temps réel était dif-
cilement atteignable, mais nous étions parvenus, en utilisant une méthode de recalage 3D-2D
robuste [37, 57] (voir la vidéo 1), à incruster un projet d'illumination du pont Neuf dans une
vidéo, en tenant compte des reets de l'éclairage (virtuel) sur l'eau (réelle) et de ses occultations
par les objets (réels) de la scène [39] (voir la vidéo 2). L'étude d'impact de projets architec-
turaux ou d'aménagement urbain est un des champs d'application les plus importants de la
RA, mais d'autres applications ont vu le jour dans les environnements urbains. Le secteur du
tourisme peut par exemple bénécier de l'achage d'anecdotes historiques sur les façades des
bâtiments à visiter [LKT17]. Des informations en surimpression de l'image peuvent également
proter à la publicité dans les quartiers marchands. Si ce type d'information ne nécessite qu'un
positionnement relatif une fois le bâtiment identié, d'autres applications ont besoin d'un po-
sitionnement global géoréférencé. Ainsi, on peut également penser à des annotations visuelles
(èches ou chemin tracé au sol) pour aider à trouver sa route vers une destination spécique
dans une ville inconnue ou mieux comprendre un réseau de transport public [KG11]. Le domaine
de la maintenance des infrastructures souterraines peut également proter d'applications en RA
pour les services de voirie en incorporant par exemple à l'image les plans des réseaux souterrains
(électricité, gaz) [KAAA13]. Le secteur du divertissement a également déjà montré son intérêt
pour la RA urbaine avec des succès vidéo-ludiques tels que Ingress ou Pokémon Go. À noter que
les méthodes proposées dans ce mémoire s'appliquent aussi bien à des environnements urbains
réels qu'à des reproductions miniatures. Cela permet d'envisager des tâches de conception ou de
planication réalisées par des architectes ou des urbanistes interagissant autour d'une maquette
à l'aide de la RA [AZG+19].
Le positionnement pour la RA possède ses propres spécicités. D'une part, les objets virtuels
à intégrer en temps réel au ux d'images vidéo doivent être préalablement positionnés dans
le même repère 3D que celui dans lequel la pose de la caméra est calculée. Dans le cas d'un
positionnement par GPS et magnétomètre 1, les objets à ajouter doivent être géoréférencés.
Dans le cas d'un positionnement visuel, ils doivent être positionnés par rapport au modèle 3D
dans lequel les balises visuelles ont été dénies. Cela implique par exemple que les méthodes de
SLAM visuel (Simultaneous Localization and Mapping) [DM02], qui permettent de calculer à la
volée une carte de l'environnement (le plus souvent, un nuage de points), en même temps que la
pose de la caméra par rapport à cette carte, sont rarement directement utiles à la RA (les objets
virtuels ne peuvant être positionnés dans le modèle 3D, non connu a priori), alors qu'elles le sont
à la robotique, en permettant par exemple à un robot de se déplacer de manière autonome dans
son environnement, tout en évitant les obstacles.
D'autre part, la précision attendue d'un système de positionnement n'est pas identique selon
que l'on se place dans un contexte de RA ou dans un autre contexte. Le GPS est par exemple
susamment précis pour guider sans ambiguïté un conducteur automobile vers sa destination.
En revanche, il est trop imprécis pour avoir l'illusion d'ancrage de la scène virtuelle à la scène
réelle dans une application de RA (voir par exemple la vidéo 3, dans laquelle les incrustations
reposent uniquement sur des données capteurs  GPS + magnétomètre : un eet de tremblement
de la scène virtuelle est observé). En RA, la précision obtenue sur la position est peu informa-
tive, ce qui importe surtout c'est de se rendre compte visuellement de l'impact de cette précision
sur l'alignement entre les éléments réels et virtuels des images augmentées. En ce sens, le po-
sitionnement visuel permet, dans certaines conditions, d'obtenir un excellent ancrage du point
de vue perceptif. En revanche, le positionnement visuel est réputé pour être plus instable que
le positionnement basé capteurs. Dans ses déclinaisons traditionnelles, la précision de la pose
obtenue dépend en eet essentiellement du nombre de balises correctement identiées dans les
images (et aussi de leur répartition spatiale). Or cette identication peut être perturbée par
1. Un magnétomètre ne permet pas seul de retrouver les trois angles de rotation (dits angles d'Euler) d'une
caméra. Mais certaines centrales inertielles (IMU  Inertial Measurement Unit) intègrent un magnétomètre, ce qui
permet d'obtenir trois angles (dans un repère de directions Nord, Est et le vecteur gravité) à l'aide d'un ltre de
Kalman. J'utilise le terme magnétomètre au lieu de IMU équipée d'un magnétomètre pour éviter des phrases
trop lourdes ainsi que toute confusion avec l'utilisation des termes IMU et centrale inertielle, qui permettent
d'obtenir des mesures d'odométrie aussi bien sur la position que l'orientation.
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diérents facteurs contextuels tels que les conditions météorologiques, l'alternance jour/nuit, la
présence de piétons ou de véhicules devant les balises et le caractère plus ou moins distinctif de
ces balises. Dans certains cas, le nombre de balises identié est trop faible pour obtenir une pose
susamment précise du point de vue ancrage, voire pour être en mesure de calculer la pose. Cela
peut avoir pour conséquences des interruptions de l'achage de la scène virtuelle ou un eet
de tremblement plus ou moins prononcé au niveau de cet achage. Nos travaux ont pour visée
d'augmenter la stabilité du positionnement visuel en environnement urbain, tout en conservant
une précision susante pour la RA.
1.1.4 En environnement plan
Nous utilisons le terme environnement plan plutôt que, par exemple, environnement ur-
bain pour deux raisons. D'une part, pour insister sur le fait que nous nous appuyons uniquement
sur les objets pérennes des environnements urbains, constitués essentiellement du bâti. Dans les
environnements urbains, des véhicules apparaissent aussi vite qu'ils disparaissent, des arbres
poussent et perdent leurs feuille en automne, des auvents, parasols, tables et chaises sont sortis
lorsqu'il fait beau et rentrés lorsqu'il pleut ou qu'il fait nuit, etc. Une grande partie du bâti en
revanche, peut être considérée comme pérenne et nous utilisons en particulier les façades de bâti-
ments comme balises visuelles. D'autre part, parce ce que ce terme englobe les scènes d'intérieur
aussi bien que d'extérieur. Nous nous sommes en eet intéressés à l'aide à l'ameublement via
la RA dans le cadre d'un projet européen dont les partenaires industriels étaient Intracom et
Ikea Grèce [44, 5]. Le point commun entre les environnements intérieurs et extérieurs est qu'ils
contiennent des murs, c'est-à-dire des surfaces planes qui présentent des propriétés intéressantes
que nous exploitons dans l'ensemble des travaux présentés ici. Aussi les travaux décrits aux cha-
pitres 2 et 5 sont-ils valables aussi bien pour des scènes d'intérieur que d'extérieur. En revanche,
les travaux décrits aux chapitres 3 et 4 exploitent les arrangements spatiaux entre des éléments
architecturaux d'une façade (fenêtres, balcons etc.), non visibles dans les scènes d'intérieur.
1.2 État de l'art général
Le positionnement en environnement plan a fait l'objet de nombreux travaux en vision par
ordinateur, dont j'ai choisi de retenir les plus emblématiques, représentatifs de catégories de
méthodes auxquelles d'autres travaux, plus anciens ou moins performants, peuvent être rattachés
sans toutefois être mentionnés dans cet état de l'art. Comme catégories principales je distinguerai
les méthodes purement visuelles des méthodes nécessitant de connaître une estimée initiale plus
ou moins précise de la pose, à l'aide de capteurs externes.
1.2.1 Méthodes purement visuelles
Les méthodes de la première catégorie peuvent être regroupées en trois paquets : celles qui
considèrent des descripteurs locaux de points détectés dans l'image à traiter (appelée image
requête par la suite), celles qui considèrent un descripteur global de cette image et enn, celles
qui infèrent directement la pose à partir de l'image en utilisant un réseau de neurones convolutifs
(CNN ou ConvNet pour Convolutional Neural Networks).
1.2.1.1 Utilisation de descripteurs locaux
Une technique couramment employée consiste à reconstruire, préalablement à l'utilisation du
système, un nuage de points 3D de l'environnement à l'aide d'une technique de SFM (Structure
from Motion [FZ98]) ou de SLAM (Simultaneous Localization and Mapping), et à calculer les
poses à partir d'appariements entre des descripteurs de type SIFT [Low99] associés d'une part
aux points du nuage 3D et d'autre part à des points détectés dans les images du ux vidéo.
L'algorithme RANSAC [FB81] couplé à la méthode P3P [XXJH03] sont généralement utilisés
pour un calcul robuste de pose à partir des correspondances 3D-2D. Cette technique est sans
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doute la plus ancienne, mais des travaux sont toujours en cours notamment pour permettre un
appariement ecace entre les descripteurs lorsque le modèle contient un très grand nombre de
points 3D, comme cela est le cas à l'échelle d'une ville (plusieurs millions de descripteurs sont
généralement à considérer).
Une des méthodes les plus ecientes actuellement est nommée Active Search [SLK17]. Cette
méthode accélère l'appariement des descripteurs à l'aide d'une recherche priorisée. Elle utilise un
vocabulaire visuel (ou sac de mots visuels  BoW pour Bag of Words) pour quantier l'espace
des descripteurs au moyen d'un partitionnement de type k-means [PCI+07]. Dans une étape pré-
liminaire, chaque descripteur de point 3D est aecté au mot visuel (à la partition) le plus proche.
Lors d'un calcul de pose, Active Search compte, pour chaque descripteur de l'image requête,
le nombre de descripteurs de points 3D aectés au même mot visuel que ce descripteur. Cela
détermine le nombre de comparaisons à eectuer pour apparier ce descripteur. Les descripteurs
de l'image requête sont alors appariés (en utilisant le critère de Lowe [Low99]) par ordre croissant
du nombre de comparaisons à eectuer. Si un appariement 2D-3D est trouvé, la méthode tente
de trouver des correspondances 3D-2D supplémentaires avec les points 3D entourant le point
apparié. La recherche de correspondances s'arrête lorsque 100 correspondances ont été obtenues.
Cette méthode parvient à réaliser l'étape d'appariement en un temps moyen allant de 0,10 s
pour un modèle comprenant 1,65 millions de points à 0,97 s pour un modèle en comprenant
36,15 millions 2 [SMT+18].
La répétabilité des descripteurs locaux tels que SIFT est cependant peu robustes aux chan-
gements d'illumination et aux forts changements de point de vue. Une version apprise de SIFT,
appelée LIFT (Learned Invariant Feature Transform) a été proposée en 2016 [YTFLF16]. Le dé-
tecteur de points, l'orientation des patchs 3 ainsi que les descripteurs sont obtenus à l'aide de trois
CNN entraînés à partir de solutions de SFM obtenues dans divers environnements. Les points et
descripteurs obtenus par les algorithmes de SFM utilisés sont des primitives SIFT. On peut donc
dire que LIFT apprend SIFT. Toutefois, divers benchmarks [SHSP17] font apparaître de légères
diérences entre les deux méthodes : si LIFT obtient globalement de meilleurs taux de rappel
(nombre d'inliers 4 du RANSAC / nombre de correspondances correctes), SIFT a de meilleurs
taux de précision (nombre d'inliers / nombre de correspondances avant RANSAC). LIFT fait par
ailleurs preuve d'une plus grande robustesse au ou, à la compression JPEG et aux changements
d'exposition, mais SIFT s'avère plus robuste (bien que faiblement robuste [SMT+18]) à l'alter-
nance jour/nuit, ainsi qu'aux rotations de l'image. Par ailleurs, LIFT est moins performant, sur
la quasi-totalité des benchmarks, que SIFT-PCA [BTJ15] et DSP-SIFT [DS15], deux variantes
de SIFT 5.
En plus des problèmes de robustesse à divers facteurs contextuels, les descripteurs locaux
sourent d'un manque de discrimination comme le révèlent les taux de précision obtenus par SIFT
et LIFT dans les benchmarks présentés dans [SHSP17] (de l'ordre de 40% entre deux images issues
d'une même vidéo, ou provenant d'images Internet de sources diérentes). Les patchs sur lesquels
repose leur calcul ont en eet une taille limitée (dépendant de l'échelle du point), nalement assez
pauvre en information. Il est ainsi fréquent de détecter des patchs similaires (à une orientation
et échelle près, ce qui donne lieu à des descripteurs identiques) autour de points physiquement
diérents (par exemples, deux coins d'une même fenêtre) ou même sémantiquement diérents
(par exemple, un coin de fenêtre et un coin de porte).
Enn, si des méthodes telles que Active Search permettent d'apparier les descripteurs rela-
tivement rapidement malgré le nombre important de descripteurs à considérer, il n'en reste pas
moins que les modèles pris en compte sont très lourds en mémoire (plusieurs gigaoctets pour
2. Sur un PC équipé d'un processeur Intel Core i7-4770 CPU avec 3.4GHz, 32Go de RAM, et une carte NVidia
GeForce GTX 780 GPU
3. Nous conservons ce terme anglais pour désigner les imagettes ou sous-fenêtres de l'image de tailles variables
centrées autour des points détectés.
4. Points appartenant à l'ensemble de consensus détecté par l'algorithme RANSAC, en opposition aux points
outliers, rejetés par l'algorithme.
5. SIFT-PCA [BTJ15] utilise l'Analyse en Composantes Principales  ACP, pour projeter les descripteurs
SIFT dans un espace de plus petite dimension ; DSP-SIFT [DS15] calcule les gradients à de multiples échelles, au
lieu de les calculer uniquement à l'échelle à laquelle la primitive SIFT a été détectée.
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Dubrovnik [LSH10]), ce qui peut être un frein à leur exploitation sur des dispositifs légers tels
que les smartphones.
1.2.1.2 Utilisation d'un descripteur global
Une autre approche consiste à utiliser un BoW calculé sur des descripteurs (toujours de type
SIFT) obtenus dans une base d'images représentant diverses vues de l'environnement et associées
à des poses connues. Un tel modèle peut bien sûr être obtenu à l'aide d'un algorithme de SFM
ou de SLAM. La diérence avec les méthodes précédentes est que chaque image de la base,
tout comme l'image requête, sont décrites par un seul vecteur correspondant à l'histogramme
des mots visuels (partitions les plus proches des descripteurs) détectés dans ces images. La pose
correspondant à l'image requête est approximée par la pose correspondant à l'image la plus
proche, au sens de ce descripteur, dans la base de données. La méthode présentée dans [TAS+15]
implémente ce schéma, à l'aide d'une extension des BoW appelée VLAD (Vector of Locally
Aggregated Descriptors) [JDSP10]. Le descripteur global VLAD utilise également un BoW, mais
incorpore les résidus de chaque descripteur local par rapport au mot visuel auquel il est assigné,
ce qui le rend généralement plus discriminant qu'un descripteur global classique.
La recherche de la vue la plus proche est très rapide, puisqu'elle consiste à comparer n
descripteurs globaux, où n est de nombre d'images de la base, avec le descripteur global de
l'image requête. L'implémentation de [TAS+15] utilisée dans [SMT+18], appelée DenseVLAD,
eectue cette recherche en moins de 20 ms, sans utiliser de méthode accélérée, sur la même
architecture et les mêmes bases de grande taille que celles utilisés pour évaluer Active Search.
De plus, le modèle se résumant à n vecteurs de taille réduite (128 pour DenseVLAD), il est
particulièrement compact. En revanche, la précision de cette approche est, à images de référence
identiques, généralement bien plus faible que celle des méthodes basées sur des descripteurs
locaux, du fait que le pose est approximée par la pose correspondant au descripteur global le plus
proche dans la base d'images. Cela est conrmé par les benchmarks présentés dans [SMT+18]. Les
auteurs de ces benchmarks précisent toutefois que DenseVLAD obtient des poses dans certains
scénarios où Active Search échoue (notamment en présence d'une végétation importante). Aussi
préconisent-ils d'utiliser cette méthode pour estimer grossièrement la pose dans des scénarios de
type navigation autonome. Il est important de souligner, toutefois, que la précision de ce type
de méthode peut être améliorée en densiant les images de la base, à l'aide par exemple de
vues synthétiques [TAS+15]. Augmenter le nombre d'images de la base implique en revanche de
considérer un modèle plus lourd en mémoire et d'accroître le temps de recherche du descripteur
le plus proche.
Traditionnellement, les descripteurs BoW et VLAD sont utilisés pour la reconnaissance de
lieux (place recognition). Dans ce domaine, des descripteurs générés par des CNN peuvent aussi
être utilisés. Un CNN comporte en eet plusieurs couches successives d'opérations de pooling
(pool) et de convolution (conv) et généralement, en n de réseau, une ou plusieurs couches dites
fully connected (fc). Les couches pool et conv produisent un certain nombre L d'images d'une
certaine taille W × H, qui peuvent être concaténées en un vecteur de taille L ×W × H. Les
couches fc produisent L valeurs qui, elles aussi, peuvent être concaténées en un vecteur de taille
L. Typiquement, la couche conv3 du réseau AlexNet [KSH12] contient 384 images de taille 13×13,
donnant lieu à un vecteur de taille 64896, et la couche fc6 contient 4096 valeurs. Intuitivement,
si un réseau a été entraîné à réaliser une certaine tâche (reconnaissance d'objet, catégorisation
sémantique de lieux, etc.), les vecteurs agrégeant les diérentes couches de ce réseau sont, d'une
certaine manière, représentatifs de l'image donnée en entrée du réseau du point de vue de la
tâche apprise, et peuvent à ce titre être qualiés de descripteurs. Étonnamment, il s'avère qu'en
pratique, les CNN sont versatiles et transférables, c'est-à-dire que des descripteurs extraits d'un
réseau entraîné à réaliser une certaines tâche peuvent très bien s'avérer utiles à résoudre d'autres
tâches [RASC14].
Sünderhof et al. ont ainsi montré dans [SDS+15] que le descripteur correspondant à la couche
conv3 du réseau AlexNet entraîné à reconnaître des objets est particulièrement performant pour
la reconnaissance de lieux basée sur la distance (cosinus des vecteurs normalisés) entre le des-
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cripteur associé à l'image requête et les descripteurs associés aux images de la base. La couche
conv3 s'avère posséder un degré d'abstraction intéressant pour cette tâche. Le descripteur issu
de cette couche est en eet particulièrement robuste aux changements d'apparence induits par
l'heure de la journée, les saisons et les conditions climatiques. Une couche plus élevée telle que
fc6 est plus robuste aux changements de points de vue, mais aussi trop abstraite pour distin-
guer des scènes de même type. Un descripteur issu de cette couche serait plus adapté, selon les
auteurs, à la catégorisation de scène. À l'inverse, les descripteurs issus des premières couches
du réseau sont trop proches de l'image brute et pas susamment abstraits pour rapprocher des
images d'un même lieu ayant une apparence diérente.
Je n'ai pas connaissance de travaux utilisant un descripteur CNN pour approximer la pose
par celle correspondant à l'image de la base la plus proche selon ce descripteur, comme exposé ci-
dessus avec le descripteur VLAD. La reconnaissance de lieux, pour être performante, requiert une
relative invariance aux changements de point de vue, que nous devons justement éviter dans un
contexte de calcul de pose par recherche de l'image la plus proche, au sens des éléments observés
dans les images mais aussi des points de vue depuis lesquels ils ont été observés. Un descripteur
CNN sera toutefois utilisé au chapitre 3 pour reconnaître des portions d'images correspondant à
des façade de bâtiments et permettre un calcul de pose.
1.2.1.3 Inférence directe par réseau de neurones convolutifs
Dans [KGC15], Kendall et al. décrivent un CNN, appelé PoseNet, qui prend en entrée une
image I, et rend en sortie le quaternion q et la position x de la pose correspondant à cette image.
Ce réseau est entraîné à partir d'images associées à des poses issues d'une solution SFM obtenue
dans un environnement donné. Il est valide pour cet environnement uniquement, et les poses
sont obtenues dans le repère du nuage de points de la solution SFM (utiliser PoseNet dans un
nouvel environnement oblige donc à ré-entraîner le réseau à partir d'images et de poses acquises
dans cet environnement). PoseNet s'avère relativement robuste aux changements d'illumination
et au ou [KGC15]. La robustesse aux occultations n'est pas mesurée dans [KGC15], mais elle
peut être renforcée en introduisant des occultations arbitraires dans les images d'apprentissage
[SMD+18]. La précision de PoseNet est en revanche relativement faible, et d'autant plus faible
que la vue à traiter est éloignée des vues utilisées lors de l'apprentissage (problème assez similaire
à celui décrit dans la section précédente). Un autre inconvénient de cette approche est inhérent
à la fonction de perte (loss function) minimisée au cours de l'entraînement du CNN,







qui introduit un paramètre de pondération β entre l'erreur de position et l'erreur d'orientation. Le
réglage de ce paramètre est particulièrement délicat, et suivant la valeur choisie, tend à privilégier
la précision de la position ou celle de l'orientation (voir la gure 1.1). Pour pallier ce problème,
d'autres fonctions de perte ont été envisagées, telles que l'erreur de reprojection du nuage de
points obtenu par SFM [KC17] ou la distance euclidienne entre les points de ce nuage exprimés
dans le repère caméra ground truth et dans le repère caméra estimé [LWJ+18].
Il reste que ce type d'approche pose des problèmes de précision et de mise en ÷uvre. Par
exemple, les auteurs de [SMT+18] reconnaissent avoir évalué PoseNet, sans être parvenus à
obtenir des résultats compétitifs, ce qui les a incités à retirer PoseNet de leur évaluation.
1.2.2 Méthodes exploitant des données capteurs
Nous nous intéressons à présent à des méthodes utilisant une connaissance approximative de
la pose, obtenue typiquement à l'aide d'un GPS et d'un magnétomètre.
1.2.2.1 Positionnement par synthèse
Le positionnement par synthèse (Tracking-by-synthesis) a été proposé pour la première fois
par Reitmayr et al. [RD06a]. Tandis que leur méthode repose sur un appariement de points de
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Figure 1.1  Problème du réglage du paramètre β dans la méthode PoseNet [KGC15].
contours (edgels), nous avons tenté de prendre en compte des points de texture [19]. Le principe
de cette méthode est illustré en gure 1.2. On suppose qu'un modèle polyédrique texturé de
la scène est disponible (gure 1.2, en haut à gauche), ainsi qu'une estimée approximative de la
pose. Une image du modèle 3D est synthétisée à l'aide d'un moteur de rendu utilisant la pose
approximative (étape 1 en gure 1.2). Des points sont alors détectés dans l'image synthétique
et dans l'image courante, puis appariés par corrélation croisée dans les voisinages des points, les
deux images étant supposées proches (étape 2). Chaque point détecté dans l'image synthétique
est associé à un unique point 3D du modèle, que l'on peut calculer par intersection des faces du
modèle avec le rayon inverse issu du point (étape 3). La pose est alors calculée en utilisant les
paires de points 3D-2D ainsi obtenues (étape 4).
Figure 1.2  Principe du positionnement par synthèse.
Le positionnement par synthèse revient donc à estimer le mouvement correctif à appliquer à la
pose approximative an que l'image rendue selon cette pose soit transformée en l'image requête.
Un des intérêts de cette approche est que les faces du modèle, et donc les points supposés visibles
dans l'image courante, sont données en sous-produit du rendu, tandis qu'avec les approches
utilisant un nuage de points (section 1.2.1.1), tous les points du nuage 3D sont susceptibles d'être
examinés lors de la phase d'appariement, ce qui est coûteux en temps de calcul et augmente le
risque d'ambiguïté.
Un autre intérêt de cette approche est que l'étape d'appariement bénécie de la proximité
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⇒ 1024× 1024 (di = 8.6m) ⇒ 512× 512 (di = 17.2m) ⇒ 216× 216 (di = 34.5m)
Figure 1.3  Floutage avant rectication d'une texture d'un modèle 3D utilisée par un algo-
rithme de suivi par synthèse, pour trois niveaux de la pyramide mipmap. Le diamètre des cercles
rouges est proportionnel au niveau de ou déjà présent dans l'image (calculé aux centres des
cercles, en utilisant la courbe de réponse du ou optique de la caméra), celui des cercles bleus
au niveau de ou à appliquer à la texture selon son niveau dans la pyramide mipmap.
entre l'image synthétique et l'image requête. Cela est particulièrement intéressant lorsque des
edgels sont utilisés, car il n'existe pas de descripteur équivalent à SIFT pour les contours. Dans
[RD06a], les correspondances sont obtenues par corrélation croisée 1D le long des normales aux
points de contours. Dans le cas des points, un descripteur tel que LIFT ou SIFT pourrait être
utilisé mais ces descripteurs, nous l'avons vu, sont source d'ambiguïté dans l'étape d'appariement
en présence de motifs répétés. Les approches présentées en section 1.2.1.1 exploitent des modèles
SFM ou SLAM contenant des points en dehors du bâti. En revanche, le positionnement par
synthèse n'utilise que le bâti, sur lequel les motifs répétés (typiquement les fenêtres) sont les plus
présents. Un autre intérêt de pouvoir utiliser la corrélation croisée sur des points de type FAST
[RD06b] ou Harris [HS88] plutôt que de calculer et apparier des descripteurs de type SIFT, est le
gain obtenu en terme de temps de calculs, qui rend possible l'utilisation de cette méthode sur un
dispositif léger. En revanche, la méthode est relativement coûteuse en mémoire utilisée puisque
le modèle texturé complet de l'environnement doit y être stocké 6.
Les avantages liés à la proximité entre l'image synthétique et l'image vidéo sont toutefois
à nuancer. Nous avons en eet montré dans [19] que la détection de points d'intérêt par la
méthode de Harris [HS88] ou la méthode FAST [RD06b] est généralement moins répétable entre
une image synthétique brute et une image réelle qu'entre deux images réelles également éloignées.
Cela provient de la présence de ou optique dans l'image vidéo, plus ou moins prononcé suivant
la distance de la caméra à la scène, qui peut être diérente entre l'endroit depuis lequel on
acquiert la texture du modèle et l'endroit où l'on se trouve au moment du calcul de pose. Nous
avons montré qu'en appliquant à la volée un ou optique à l'image synthétique, la répétabilité
de ces détecteurs augmentait considérablement (jusqu'à 100%). L'application du ou adapté à
la profondeur est très rapide dans notre méthode, car elle repose sur la technique pyramidale du
MIP Mapping disponible dans OpenGL (voir la gure 1.3). Malheureusement, elle nécessite de
calibrer la courbe de réponse du ou optique de la caméra ce qui, bien que nous ayons proposé
une méthode simple pour réaliser cette opération à l'aide d'un marqueur lmé à diérentes
profondeurs, représente une tâche supplémentaire à accomplir préalablement à l'utilisation du
système de positionnement.
Un autre inconvénient du positionnement par synthèse est qu'il peut échouer si la précision de
la pose initiale est trop faible pour retrouver les points de l'image vidéo dans l'image synthétique.
L'appariement par corrélation est en eet contraint à une fenêtre de recherche (1D dans le cas des
points de contours, 2D dans le cas des points de texture). Une fenêtre trop grande augmenterait le
risque de confondre le correspondant recherché avec un autre point. À l'inverse, une fenêtre trop
6. Pour être plus précis, nous avons implémenté et utilisé avec succès cette méthode sur un smartphone [53],
avec toutefois des modèles 3D relativement petits. La génération de l'image synthétique était très rapide, mais le
temps de transfert du GPU (utilisé pour synthétiser l'image) vers le CPU (utilisé pour la traiter) constituait de
manière inattendue la plus grande part du temps de traitement requis par le programme.
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petite augmenterait le risque que le correspondant se trouve en dehors de la zone de recherche.
1.2.2.2 Approches ad hoc exploitant des labels sémantiques
Assez récemment, des auteurs ont repris le principe du positionnement par synthèse, sans
toutefois explicitement générer des images de synthèse d'un modèle 3D texturé. Ces méthodes
exploitent divers indices extraits de l'image (contours, couleur etc.) ainsi que des labels séman-
tiques associés aux pixels. Ainsi dans [APV+15], une pose initiale obtenue à l'aide d'un GPS
est ranée en alignant un modèle 2,5D grossier (empreintes au sol des bâtiments + hauteurs)
avec des bâtiments visibles dans l'image requête. L'orientation de la caméra est calculée à partir
des points de fuite détectés dans l'image et des hypothèses de position sont générées en appa-
riant les crêtes verticales du modèle aux segments de droite verticaux détectés dans l'image.
Une segmentation sémantique utilisant un classieur SVM sur des descripteurs d'image locaux
permet de faire la distinction entre les pixels appartenant à une façade et les pixels appartenant
à l'arrière-plan. La vraisemblance de la classication au regard des faces projetées du modèle est
alors maximisée sur toutes les hypothèses de pose. Dans cette approche, la précision du recalage
dépend de la segmentation des pixels, qui est généralement bruitée et ne sépare pas les façades
adjacentes. De plus, les éléments structurels des façades (fenêtres, portes, etc.) ne sont pas détec-
tés par le classieur (ou plus exactement, sont classiés en façade, alors qu'ils sont susceptibles
de contribuer à un recalage plus précis.
Chu et al. [CWUF16], en revanche, exploitent cette information structurelle pour mieux
estimer la pose, ainsi que les paramètres, non connus a priori, d'un modèle 3D dénissant la
géométrie d'un bâtiment visible dans l'image (hauteur de chaque étage, position verticale des
fenêtres et des portes, etc.). De même que dans [APV+15], la méthode, appelée HouseCraft,
suppose que la pose est connue grossièrement grâce à des données GPS et utilise les empreintes
au sol géoréférencées du bâtiment pour aider à retrouver sa géométrie. L'estimation de la pose
et de la géométrie est formulée en un problème d'inférence dans un champ aléatoire de Mar-
kov, encourageant la projection du modèle 3D à être alignée avec plusieurs indices détectés dans
l'image (contours, fenêtres et porte, etc.) et à contenir des couleurs diérentes de celles en dehors
de la projection, dans plusieurs images extraites de GoogleStreetView autour du bâtiment. Mal-
heureusement, la complexité de l'inférence, basée sur une recherche discrétisée des paramètres
optimaux, rend cette méthode inutilisable dans un contexte de localisation urbaine temps réel.
1.3 Indices de performance considérés
Les indices de performance utilisés dans l'état de l'art ci-dessus correspondent essentiellement
à quatre critères :
un critère de précision (CP) tenant compte des attentes en RA (pas d'eet de tremblement
etc.),
un critère de stabilité (CS) pour être stable au sens décrit plus haut, un système de position-
nement visuel doit être robuste aux conditions d'éclairage (incluant l'alternance jour/nuit)
et météorologiques (climat, saison, . . .), à de grands changements de point de vue entre
les images utilisées pour générer le modèle et l'image réquête, ainsi qu'à la présence d'ob-
jets et/ou de piétons dans l'image requête, non représentés dans les images utilisées pour
générer le modèle (et vice-versa),
un critère de compacité du modèle (Cm) le modèle doit être susamment compact pour
autoriser une implémentation du système de positionnement visuel sur une architecture
légère (typiquement un smartphone),
un critère de temps de calcul (Ct) la RA requiert un traitement en temps réel des images
utilisées par le système de positionnement visuel, idéalement sur un dispositif léger 7.
7. Les deux premiers critères me semblent plus fondamentaux que les deux derniers (qui sont plus ou moins
critiques selon l'architecture matérielle utilisée), mais ceux-ci ne peuvent être négligés dans le cadre de la RA.
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De plus, les méthodes utilisant la connaissance d'une pose approximative doivent être robuste
à l'imprécision des mesures obtenues par les capteurs externes (GPS + magnétomètre). Pour ces
méthodes, nous ajoutons donc la robustesse aux imprécisions de la pose initiale au critère de
stabilité CS.
Méthode CP CS Cm Ct
Descripteurs locaux X
Descripteur global X X X
Regression par CNN X X X
Positionnement par synthèse X X
Ad hoc [APV+15] X X
Ad hoc [CWUF16] X X X
Table 1.1  Satisfaction aux critères de performance visés par les diérentes catégories de
méthodes présentées dans l'état de l'art.
Les travaux présentés dans ce mémoire contribuent au positionnement purement visuel. Ils
sont motivés par la volonté de satisfaire à l'ensemble des critères énumérés ci-dessus. En eet, si
l'on reprend les diérents systèmes de positionnement visuel décrits dans l'état de l'art, aucun
ne satisfait pleinement aux quatre critères (Table 5.1) :
 utiliser un nuage de points SFM ou SLAM associé à des descripteurs locaux permet d'être
précis quand l'étape d'appariement réussit, mais ne respecte aucun des critères CS (en
raison notamment de la non invariance des descripteurs locaux aux conditions d'éclairage,
à la météo et aux larges changements de point de vue), Cm et Ct,
 calculer la pose en comparant un descripteur global de l'image aux descripteurs d'une
base de référence est relativement stable, rapide et repose sur un modèle compact (un
descripteur et une pose par image de la base de référence), mais ne satisfait pas au critère
CP. Ou alors, si on densie à outrance la base de référence, il est peut-être possible de
respecter le critère CP (bien que je ne connaisse pas d'expérimentation le prouvant) mais
peut-être plus les critères Cm et/ou Ct.
 PoseNet satisfait CS, Cm et Ct, mais n'est dénitivement pas précis,
 le positionnement par synthèse est rapide et potentiellement précis ; il est invariant aux
changements de point de vue par nature, et la corrélation croisée utilisée pour l'apparie-
ment des points est supposée invariante aux changements d'illumination (en pratique, je
ne connais pas d'étude concernant l'alternance jour/nuit et les conditions climatiques) ;
toutefois l'utilisation d'une fenêtre de recherche, nous l'avons vu, rend la méthode vul-
nérable aux imprécisions de la pose initiale : le critère CS n'est donc pas entièrement
satisfait. Cette méthode peut par ailleurs réclamer beaucoup de mémoire pour le stockage
du modèle 3D texturé ;
 un positionnement ad hoc utilisant la sémantique tire prot de l'encodage des variations
d'éclairage et des conditions météorologiques par le CNN. La précision de [APV+15] peut
en revanche être insusante du fait de ne pas distinguer les façades adjacentes et de
ne pas utiliser les structures nes des façades, tandis que [CWUF16] est très lent. Par
ailleurs, [APV+15] ne satisfait pas entièrement au critère de stabilité CS, du fait que
cette méthode peut échouer lorsque les données GPS utilisées sont trop imprécises. La
méthode HouseCraft [CWUF16] est plus robuste aux erreurs d'imprécision du GPS, grâce
au fait que des hypothèses discrètes de position de la caméra sont considérées dans un
voisinage de la position donnée. Mais ce gain en précision est obtenu au prix de temps de
calcul rédhibitoires (19 s par image, sur une machine dont les auteurs précisent seulement
qu'elle est équipée d'un GPU).
Pour cette raison, j'utilise une lettre majuscule pour les critères CP et CS et minuscule pour les critères Cm et
Ct.
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1.4 Vue d'ensemble et justication de nos travaux
Bien qu'étant entièrement visuelle, notre méthode s'inscrit dans l'esprit du positionnement
par synthèse et se rapproche le plus de la méthode HouseCraft [CWUF16]. Cette méthode est
potentiellement précise et stable, et utilise un modèle compact de la scène (géométrie paramétrée
des bâtiments incluant les portes et fenêtres). Elle a en revanche été conçue pour reconstruire
un modèle 3D de bâtiment à partir de ses plans au sol, de photographies du bâtiment et de
données GPS. Le temps de calcul utilisé pour produire un résultat à partir de ces données
n'est absolument pas compatible avec la RA. Une grande partie des traitements est consacrée
à la recherche discrétisée des paramètres optimaux du modèle et de la pose. Les paramètres
du modèle peuvent être connus dans notre contexte, mais le calcul de la pose par optimisation
discrète, conséquence de l'imprécision du GPS, reste problématique. Deux solutions peuvent être
envisagées pour contourner cette diculté :
 la première consisterait à estimer la pose initiale en utilisant une méthode de vision par
ordinateur susceptible de produire des poses plus précises que celles pouvant être obtenues
avec des capteurs, ce qui permettrait de limiter le domaine de discrétisation de la pose
considéré lors de l'inférence ;
 la seconde consisterait à remplacer la méthode d'inférence utilisée dans [CWUF16] par
un calcul direct (non discrétisé) de la pose robuste aux imprécisions de l'estimée initiale.
Nous avons choisi d'attaquer le problème par les deux bouts. Notre approche comporte ainsi
deux étapes :
 étape 1 (chapitre 3) : une pose grossière (quoique plus précise que dans les cas défavorables
du GPS) est obtenue en exploitant les balises visuelles à gros grain que constituent les
façades de bâtiment ;
 étape 2 (chapitre 4) : une pose précise est calculée par recalage 3D-2D d'un modèle
géométrique et sémantique des façades, selon un schéma espérance-maximisation (EM)
initié par la pose approximée.
L'étape 1 utilise un descripteur CNN de niveau intermédiaire entre les descripteurs locaux et
les descripteurs globaux présentés en section 1.2.1. Il est calculé sur des boites supposées englober
les façades, de tailles intermédiaires entre un patch (descripteur local) et l'image (descripteur
global). Détecter des objets dans une image sous forme de boites englobantes est l'une des
tâches les plus anciennes réalisées par des CNN [GDDM14, Gir15, RHGS15]. La plupart des
architectures proposées intègrent un module de proposition de boites susceptibles de contenir
un objet (object proposal), sans pouvoir en dire plus sur la classe de cet objet (le CNN s'en
charge par la suite). Des primitives de bas niveau tels que des superpixels (Selective Search
[UvdSGS13]) ou les contours de l'image (Edge Box [ZD14]) sont utilisées à cette n.
La proposition d'objet a par exemple été exploitée dans [SSJ+15] pour améliorer les perfor-
mances de la reconnaissance de lieux. La méthode Edge Box est utilisée pour générer des boites de
proposition d'objet, aussi bien dans les images de référence que dans l'image requête. La portion
d'image contenue dans chacune des boites proposées est redimensionnée de manière à pouvoir
être donnée en entrée du réseau AlexNet. Enn, tout comme pour l'obtention du descripteur
global présenté plus haut [SDS+15], la couche conv3 est utilisée pour générer un descripteur
associé à chaque boite. Les descripteurs obtenus dans chaque image de la base de référence sont
appariés aux descripteurs obtenus dans l'image requête par recherche du plus proche voisin selon
le cosinus de l'angle entre les descripteurs et l'application de la contrainte de choix mutuel. La
similarité de l'image requête avec une image de la base est mesurée à l'aune des scores d'appa-
riement (cosinus) obtenus pour les paires de descripteurs retenus pour ces images, ainsi que d'un
critère de similarité de forme calculé sur chaque paire de boites appariées. Le temps de calcul
consacré à la recherche de l'image la plus proche est donc plus élevé que dans [SDS+15], mais
reste très inférieur à celui d'un appariement de descripteurs locaux, du fait que le nombre de
boites utilisées (par exemple, entre 50 et 100 dans [SSJ+15]) est généralement bien plus faible
que le nombre de points considérés lors d'un tel appariement (généralement plusieurs milliers).
La robustesse aux changements de point de vue, en revanche, est accrue par apport à [SDS+15],
en raison du fait qu'un changement de perspective impacte moins l'apparence des objets isolés
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que leurs positions relatives dans l'image, c'est-à-dire l'apparence globale de l'image.
Cette approche étant plus robuste aux changements de point de vue que la méthode présentée
dans [SDS+15], elle est d'autant moins adaptée au calcul de pose par proximité avec une image de
référence dont la pose est connue. Les boites englobant les façades ne peuvent pas non plus être
utilisées en l'état pour un calcul de pose par résolution du problème PnP puisque, à la diérence
des descripteurs locaux dont les centres des patchs sont considérés comme les correspondants
dans l'image des points identiés dans le modèle 3D, les centres des boites englobantes ne cor-
respondent généralement pas aux centres des rectangles représentant les façades dans le modèle,
du fait de la déformation perspective. En revanche, si l'image est rectiée de sorte les façades
apparaissent en vue fronto-parallèle, alors les boites englobantes de l'image rectiée peuvent
eectivement correspondre à des projections centrales des rectangles du modèle. Le centre des
boites 2D, mais aussi leurs quatre coins, sont alors sensés correspondre aux centres et aux coins
des rectangles 3D, ce qui permet un calcul de pose par résolution du problème P4P à partir d'une
seule façade correctement détectée.
Ainsi, dans le même esprit que l'object proposal, nous proposons une méthode de façade pro-
posal, conçue pour générer des propositions de boites autour des façades visibles dans une image
rectiée. Cette méthode s'appuie sur des indices géométriques, photométriques et sémantiques de
l'image, propres aux façades et pouvant être évalués rapidement. Un réseau de neurones spécique
est ensuite appliqué à chaque boite proposée, pour décider plus nement si elle contient eecti-
vement une façade, et dans le cas positif, un descripteur CNN de la portion d'image contenue
dans la boite est calculé. En pratique, les bords des boites détectées peuvent ne pas correspondre
exactement aux bords de la façade, ne serait-ce que parce que ces bords ne sont pas toujours
visibles dans l'image requête (ils peuvent être situés en dehors de l'image ou occultés par d'autres
objets de la scène). Une calcul P4P utilisant les coins de la boite peut donc être imprécis, mais
la pose obtenue présente généralement l'intérêt de projeter le modèle pas trop loin de sa posi-
tion dans l'image, condition favorable à la réalisation de l'étape 2. À l'inverse, certaines mesures
capteurs peuvent mener à une situation où le modèle est projeté loin de la façade visible dans
l'image, parfois même en dehors de l'image.
Rectier une image relativement à deux directions orthogonales de la scène se ramène à
détecter les points de fuite de l'image correspondant à ces deux directions. Aussi proposons-nous
une méthode rapide et eciente pour calculer le zénith et les points de fuite horizontaux d'une
image monoculaire non calibrée (chapitre 2). Une analyse statistique ne, issue de la théorie du
Gestalt [DMM07], de la distribution des segments de droite détectés dans l'image nous permet
d'obtenir ces points avec une précision supérieure, en particulier lorsque des objets fabriqués par
l'homme sont présents à hauteur de vue, à la précision des méthodes de l'état de l'art les plus
performantes jusqu'ici.
Notre méthode de proposition de façade est robuste aux conditions d'éclairage et météorolo-
giques parce qu'elle repose sur des indices, en particulier sémantiques, robuste à ces conditions.
Elle est par nature invariante aux changements de points de vue du fait qu'elle opère sur des
images rectiées. La reconnaissance des façades détectées bénécie également d'une invariance
aux conditions d'éclairage et météorologiques et aux changements de point de vue, ces diérents
facteurs étant encodés par le réseau neuronal convolutif utilisé pour calculer les descripteurs.
L'étape 1 est donc stable au sens déni plus haut. Le modèle utilisé est par ailleurs très léger
puisque constitué d'une liste de descripteurs (un descripteur par façade de référence) de taille
2048. Enn, le nombre de façades visibles dans une image étant généralement faible (typiquement
moins de 10), l'étape d'appariement des descripteurs est très rapide (en moyenne 50 ms sur un
processeur I7-3520M associé à une carte graphique Nvidia TITAN X). La proposition de façade
est, en revanche, un peu plus lente (près d'une demi-seconde sur la même architecture), mais
reste compatible avec la RA (nous y reviendrons).
L'étape 2 bénécie de toute la précision qu'un recalage basé modèle peut apporter. La carte
sémantique sur laquelle repose cette étape est générée par un CNN de type auto-encodeur,
également invariant aux conditions d'éclairage et météorologiques. Le fait d'opérer dans un cadre
bayésien permet à la fois de n'ajouter qu'un très faible poids au modèle (quelques paramètres de
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modèles de mixtures de gaussiennes généralisées  GGMM) et d'être robuste aux initialisations
imprécises de la pose (une gaussienne généralisée possède un support inni). Nous avons par
ailleurs pu obtenir une excellente robustesse aux occultations, en permettant aux poids des
GGMM de varier au cours des itérations de l'EM, tout en restant attachés à une distribution
de Dirichlet. L'étape 2 est donc également stable, et sa durée moyenne sur l'architecture décrite
précédemment est d'environ 100 ms.
La durée cumulée des étapes 1 et 2, à laquelle il faut ajouter le temps consacré à la détection
des points de fuite, est de l'ordre de la seconde sur un PC relativement performant en 2017. Cela
est très inférieur aux 19 s indiquées par les auteurs de HouseCraft [APV+15] (bien qu'il soit
dicile de comparer les deux durées, les auteurs de HouseCraft ne précisant pas l'architecture
utilisée), mais reste trop élevé au regard des exigences la RA qui réclame un temps de traitement
inférieur à 100 ms (10Hz, idéalement 30 Hz, la cadence vidéo). Toutefois, une fois la pose initialisée
(étape 1) et anée (étape 2) dans l'image 1, l'étape 2 uniquement peut être appliquée à l'image
2, en initialisant l'EM avec la pose précise obtenue pour l'image 1, a priori très proche de la pose
correspondant à l'image 2. De même, seule l'étape 2 est nécessaire pour calculer la pose dans
l'image 3 à partir de la pose obtenue dans l'image 2. Ce procédé peut se poursuivre indéniment
jusqu'à ce que l'étape 2 échoue (ce qui peut se mesurer de diverses manières, par exemple en
mesurant l'IoU  Intersection over Union [ZD14] entre la sémantique extraite de l'image et la
sémantique projetée). Dans ce cas, il sut de rappeler la procédure utilisée à l'étape 1 pour
réinitialiser la pose et poursuivre avec l'étape 2 uniquement. Cette stratégie revient à utiliser 1
s pour initialiser le processus et le réinitialiser ponctuellement, puis 100 ms par image entre les
réinitialisations. Je qualierais un tel scénario de compatible avec la RA dans la mesure où il
me semble que la plupart des utilisateurs accepteraient d'attendre une seconde pour démarrer
une application. Certains GPS pour véhicules mettent parfois plusieurs secondes, voire plusieurs
minutes, à recevoir un signal valide, ce qui n'empêche pas que ces appareils soient utilisés en
masse. Par ailleurs, l'étape 2 étant stable, il est probable que les réinitialisation soient rares, tant
que des façades de référence sont visibles dans l'image vidéo.
L'implémentation de ces méthodes sur un smartphone nécessiterait toutefois certaines adap-
tations. Si certains appareils mobiles sont aujourd'hui dotés d'unités de calcul dédiées au traite-
ment d'image (puces Pixel Visual Core dans le smartphone de Google, calculateur Nvidia Drive
PX pour la conduite autonome), et que des travaux sont en cours pour adapter des CNN aux
téléphones portables [TCP+18], il est probable que l'étape 1 ne puisse guère être utilisée im-
médiatement sur un smartphone ou une tablette en un temps compatible avec la RA. On peut
en revanche envisager d'utiliser l'étape 2, couplée à un GPS et des magnétomètres, pour les
étapes d'initialisation et de réinitialisation. 100 ms sur un PC se transformeraient probablement
en quelques secondes sur un smartphone puissant, mais cette durée reste compatible avec la RA
pour la phase d'initialisation. Le système deviendrait lié à la disponibilité de données GPS mais
pourrait être initialisé et réinitialisé dans des conditions favorables (ciel dégagé, signal GPS peu
obstrué, . . .). En revanche, quelques secondes par image est beaucoup trop long pour utiliser
l'étape 2 en temps réel suite à l'étape d'initialisation.
Il faut remarquer à ce stade que l'étape 2 est inutilement lourde pour actualiser la pose dans
les images vidéo, une fois qu'une initialisation précise a été obtenue. En eet, de nombreux traite-
ments opérés au cours de cette étape visent à ce qu'elle soit robuste aux changements d'éclairage
et de météo entre la phase d'acquisition du modèle et le moment de son utilisation, et également
robuste à une initialisation de la pose éloignée de la pose courante. Or, deux images consécu-
tives d'une vidéo ne présentent généralement qu'une inme variation en termes d'éclairage, de
météo et de pose. Dans ces conditions, n'importe quelle méthode d'odométrie visuelle (suivi de
plans [32], SLAM visuel [DM02], . . .) est à même d'actualiser la pose. L'odométrie visuelle (du
grec hodos  voyage et metron  mesure) permet d'estimer le mouvement de la caméra entre
deux images. Elle est donc tributaire d'une initialisation précise de la pose et peut sourir d'un
phénomène de dérive nécessitant des réinitialisations régulières, mais l'étape 2 permet justement
de remédier à cela. En revanche, elle est très rapide et plusieurs méthodes d'odométrie visuelle
sont disponibles depuis des années sur téléphone portable : le suivi de plan peut être vu comme
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une variante plus rapide du suivi par synthèse (l'image synthétique est remplacée par l'image
précédente de la vidéo, ce qui évite une grande partie des traitements mais ne permet pas de
corriger une pose imprécise) que nous avons nous-mêmes implémenté sur smartphone [53], et il
existe par ailleurs plusieurs systèmes de SLAM visuel spécialement conçus pour être exécutés en
temps réel sur des téléphones portables [KM09, VARS14] (dans notre contexte, seules les poses
obtenues par ces systèmes sont utiles, le nuage de point généré en sous-produit ne nous intéresse
pas, bien que l'on ne puisse se passer de son calcul dans le cadre d'un SLAM visuel).
Nous avons été les premiers, en 2000, à proposer une méthode d'odométrie visuelle temps réel
n'utilisant ni capteurs, ni marqueurs. Notre méthode, basée sur le suivi automatique d'un plan
texturé de la scène [32], a d'ailleurs été couronnée par un Lasting Impact Award à ISMAR'2013
(International Symposium on Mixed and Augmented Reality). Cette méthode étant aujourd'hui
bien ancrée, je ne la mentionnerai que brièvement en introduction du dernier chapitre du mémoire
(chapitre 5). En revanche, je présenterai plus en détails dans ce chapitre une procédure moins
connue, concomitante à cette méthode, qui me semble encore aujourd'hui sous-exploitée : il
s'agit d'une procédure de sélection de modèle de mouvement, permettant de décider si la caméra
a subi un mouvement stationnaire, rotationnel ou général entre deux images. Cela implique de
ne pas estimer plus de paramètres de mouvement que nécessaire, défaut inhérent à la plupart des
méthodes de positionnement anciennes ou actuelles, visuelles ou basées capteurs. Ne pas utiliser
le modèle de mouvement optimal se traduit dans la plupart des cas par un eet de tremblement
plus ou moins prononcé de la scène virtuelle par rapport à la scène réelle, par exemple lorsque
la caméra est xe et que le modèle général est considéré.
La connaissance du modèle de mouvement a par ailleurs une portée plus large : elle permet de
détecter les cas singuliers d'une méthode de reconstruction multioculaire (de type SFM ou SLAM,
toutes deux basées sur la parallaxe) ou monoculaire (considérant un mouvement stationnaire ou
purement rotationnel de la caméra). Nous terminons ainsi le chapitre 5 en présentant une méthode
de SLAM visuel semi-interactive, reposant sur les structures planes de la scène et nécessitant
de distinguer les mouvements stationnaires ou rotationnels de la caméra (phases de mapping
monoculaire) des mouvements généraux (phases de localization).
Nous avons dit au début de cette introduction générale que le SLAM visuel est rarement
directement utile à la RA. Nous avons employé le terme rarement, car il existe quelques appli-
cations de RA pour lesquelles il peut être utile de positionner des objets virtuels à la volée, au
sein d'une carte reconstruite en temps réel : on peut penser, par exemple, à un paysagiste ou
un architecte d'intérieur qui se rend tous les jours chez des clients diérents et réalise sur place
des esquisses de projets d'aménagement, visualisés en temps réel (par le professionnel et/ou par
les clients potentiels) à l'aide d'un périphérique quelconque de RA. Des plantes, des meubles
etc. virtuels peuvent dans ce contexte être placés en temps réel au sein de la carte en cours de
construction (nuage de points ou, dans notre cas, ensemble de surfaces) et visualisés en temps
réel en même temps que la carte est utilisée pour le calcul de pose. Nul besoin, dans cet exemple,
de relier la pose obtenue à un repère global pré-existant.
Nous avons de plus utilisé le terme directement, car nous avons vu que les nuages de points
obtenus par SLAM sont indirectement, au même titre que les nuages de points obtenus par SFM,
utiles aux méthodes de positionnement reposant sur ce type de modèle (approches présentées
en section 1.2.1.1). De même, notre méthode de SLAM visuel semi-interactive peut être utilisée
pour obtenir in situ des modèles polyédriques texturés utiles au positionnement. De tels modèles
peuvent en eet être employés immédiatement par notre méthode d'odométrie visuelle. Leur
texture et leur géométrie peuvent également servir à générer les descripteurs CNN présentés
au chapitre 3 et à calculer la pose à partir des coins des façades. Des techniques de vision par
ordinateur basées par exemple sur des grammaires de façade (voir l'introduction du chapitre 4)
peuvent enn être utilisées pour extraire de ces modèles les éléments de sémantique utiles à la
méthode de recalage n présentée au chapitre 4.
La progression du mémoire semble assez naturelle dans la mesure où nous pourrions envisa-
ger un système de positionnement enchaînant les procédures décrites dans chaque chapitre, dans
l'ordre d'apparition des chapitres (calcul des points de fuite, positionnement grossier, position-
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nement précis, odométrie). Il convient toutefois de préciser que ces travaux (i) ont émergé dans
un ordre diérent de celui des chapitres, qui peuvent donc tout aussi bien être lus de manière
indépendante et (ii) impactent d'autres domaines que celui de la RA : l'ensemble du mémoire
concerne également la robotique et la navigation autonome ; la sélection de modèle (chapitre 5)
s'applique également à la postproduction (SFM) ; la détection de points de fuite (chapitre 2)
et la modélisation in situ (chapitre 5) présentent également un grand intérêt pour l'infographie,
etc. Par conséquent, si nous avons certes tenu à être régulièrement présents à ISMAR 8, la plus
prestigieuse des conférences de RA [36, 35, 32, 30, 29, 27, 25, 24, 22, 19, 18, 17, 14], une partie
de nos travaux a également été diusée dans des conférences et revues fédérant des chercheurs
en vision par ordinateur (ICCV 9 [37], ECCV 10 [33, 12], ACCV 11 [38], BMVC 12 [31], VVG 13
[28]), en traitement du signal et reconnaissance des formes (ICPR 14 [26, 23, 21], ICIP 15 [13],
RFIA 16 [47, 46, 44, 43, 42, 41, 40], TS 17 [7]) et en infographie (EG 18 [34, 20, 15], MVA 19 [8],
TVC 20 [4], CGA 21 [6], CAVW 22 [5]).
8. International Symposium on Mixed and Augmented Reality
9. International Conference on Computer Vision
10. European Conference on Computer Vision
11. Asian Conference on Computer Vision
12. British Machine Vision Conference
13. Vision, Video and Graphics
14. International Conference on Pattern Recognition
15. International Conference on Image Processing
16. Reconnaissance des Formes et Intelligence Articielle
17. Traitement du Signal
18. Eurographics
19. Machine Vision and Applications
20. The Visual Computer
21. Computer Graphics and Applications
22. Computer Animation and Virtual Worlds

Je ne suis que le fruit peut-être
De deux lignes qui se rencontrent.
Je n'ai rien.
On dit : partir du point,
Y arriver.
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Figure 2.1  Géométrie d'un point de fuite.
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2.1 Introduction
Un point de fuite est un point abstrait de l'image vers lequel convergent les projections 2-D
de droites parallèles dans l'espace 3-D (gure 2.1). En théorie du Gestalt [DMM07], un tel
arrangement spatial d'objets perçus est appelé une loi de groupement, ou encore, un gestalt. Plus
précisément, comme un segment 2-D est en soi un gestalt (en tant que groupement de points
alignés), un point de fuite est qualié de gestalt de second ordre [DMM07].
Détecter les points de fuite d'une image est un pré-requis de nombreux problèmes de vision par
ordinateur tels que l'autocalibration [WH12], la reconstruction monoculaire [LHK09], l'odométrie
visuelle [KZ02] et la navigation robotique [LSX+13], pour n'en citer que quelques-uns. À partir
des points de fuite dits de Manhattan 1, il est possible de calculer la distance focale de la caméra,
ainsi que son orientation par rapport au repère de Manhattan. Dans les travaux présentés aux
chapitre 3 et 4, nous utilisons le zénith et les points de fuite horizontaux pour rectier les images
de telle sorte que les façades visibles dans l'image apparaissent en vue fronto-parallèle. Dans les
travaux présentés au chapitre 5, les points de fuite de Manhattan sont utilisés comme support
à la reconstruction in situ de modèles 3D du bâti. Pour toutes ces raisons, nous avons consacré
beaucoup d'énergie à tenter d'améliorer la précision et la rapidité des méthodes de détection de
points de fuite existantes.
Figure 2.2  Chemins parcourus sur la sphère gaussienne pendant le déroulement de l'algorithme
décrit dans [48], sur une image de l'Hôtel de Ville de Nancy : les cercles bleus montrent les graines
de la méthode mean shift, les croix noires les étapes de convergence et les cercles rouges les points
de convergence, candidats aux points de fuite de Manhattan.
Une première méthode a fait l'objet de la première partie d'un article consacré à la détection de
façades, présenté au Workshop on Urban Augmented Reality d'ISMAR 2015 [48]. Dans cette
méthode, une approche bayésienne est utilisée pour rechercher les points de fuite de Manhattan
sur la sphère gaussienne, en utilisant les segments de droite L détectés dans l'image. Cette
recherche est découpée en deux étapes : des candidats V aux points de fuites de Manhattan
sont d'abord sélectionnés sur la sphère gaussienne, en recherchant les maxima locaux de la
1. Points de fuite correspondant à trois directions de l'espace 3-Ddont la direction du zénith, orthogonales deux
à deux et alignées avec les bâtiments de la scène lorsque ceux-ci peuvent être représentés par des parallélépipèdes
rectangles parallèles les uns aux autres. Les scènes urbaines présentant une telle conguration sont appelées
mondes de Mahanttan dans la littérature.
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vraisemblance p(L|V ) par une technique de type mean shift (gure 2.2), avec :













où C est un terme de normalisation, σ une constante, ni la normale au plan passant par le ième
segment de L et le centre optique de la caméra, et x la direction du point de fuite V (gure 2.1).
La deuxième étape consiste à rechercher le maximum a posteriori exprimé ci-dessous, en consi-
dérant l'ensemble discret V des candidats obtenus lors de la première étape :
max
(X,Y,Z)∈V3
p(L|X,Y, Z)p(Z|X,Y )p(X|Y )p(Y ), (2.2)
où p(Z|X,Y ), p(X|Y ), p(Y ) sont des priors sur les directions de Manhattan (resp. une distribu-
tion de von-Mises-Fisher, une distribution de Watson et une distribution de Kent, voir la gure
2.3), modélisés à partir d'observations obtenues sur 648 vérités terrains.
Figure 2.3  Priors sur les directions de Manhattan dans le repère caméra. De gauche à droite :
p(Y ), p(X|Y ) et p(Z|X,Y ).
Dans la deuxième partie de l'article, que nous ne détaillerons pas ici, un algorithme de détection
de façades diérent de celui présenté au chapitre 3 était présenté. Dans cette méthode, des coins
de Harris sont détectés dans les images rectiées (à partir des points de fuite de Manhattan
obtenus) et une machine à vecteurs de support (SVM) est utilisée pour identier les coins à
angle droit parmi les coins détectés. Ces coins sont alors regroupés en régions de façades par une
technique de min-cut rectangulaire (gure 2.4(gauche)).
La technique proposée pour l'estimation des points de fuite de Manhattan n'était pas entièrement
satisfaisante car relativement lente, adossée à la connaissance des paramètres intrinsèques de la
caméra et limitée à la détection des points de fuite de Manhattan. Les performances de cette
méthode n'étaient en outre pas signicativement meilleures que celles de la méthode la plus
précise du moment [LGvGRM14]. La méthode de détection de façades ne nous satisfaisait pas
totalement non plus, en premier lieu parce qu'elle avait tendance à fragmenter les façades en sous-
parties, comme le montre l'image de gauche en gure 2.4, puis en raison d'un autre phénomène
visible aussi dans cette image : l'idée de détecter les coins à angles droits dans l'image rectiée
était que de tels coins sont sensés apparaître uniquement sur les façades rectiées. Or des coins
à angle droit sont aussi détectés sur la façade de droite, perpendiculaire à celle de gauche et
donc non rectiée par la transformation homographique utilisée pour générer cette image. Le
point intéressant est que ces coins sont regroupés autour de la ligne d'horizon (lieu des points de
fuite horizontaux). La raison de ce phénomène est que les segments horizontaux dans le repère
monde, situés à hauteur du centre optique de la caméra, se projettent sur la ligne d'horizon,
parallèlement à celle-ci, quelque soit leur direction dans le plan horizontal du repère monde. Cette
propriété est illustrée en gure 2.4(droite). Nous n'en présentons pas la démonstration mais celle-
ci est relativement directe. Sa redécouverte par accident est à l'origine de l'élaboration de la
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Figure 2.4  À gauche : détection des coins à angle droit et regroupement en régions de façade
selon la méthode présentée dans [48]. À droite : explication du fait que, dans l'image de gauche,
des coins à angle droit sont aussi détectés sur la façade de droite, non rectiée. Les segments de
droite horizontaux à hauteur du centre optique de la caméra sont en eet alignés avec la ligne
d'horizon, quelque soit leur direction dans le plan horizontal.
méthode de détection de points de fuite présentée dans ce chapitre. Cette dernière repose en eet
sur la détection première de la ligne d'horizon en tant qu'alignement, non pas de coins, mais
de segments de droites horizontaux, ou plus exactement perpendiculaires à la ligne zénithale 2,
c'est-à-dire en tant que gestalt de second ordre, au même titre que les points de fuite.
Être capable de détecter la ligne d'horizon indépendamment des points de fuite est potentiel-
lement très intéressant. Cela permet en eet de contraindre la détection des points de fuite
horizontaux (généralement les seuls utiles, en plus du zénith) sur cette ligne, et de réduire ainsi
le risque de fausses détections. Des auteurs avaient au préalable montré que prendre en compte la
ligne d'horizon dans le calcul des points de fuite améliorait la précision par rapport aux méthodes
antérieures [TBKL12]. Cependant, la ligne d'horizon étant alors détectée comme un alignement
de points de fuite, c'est-à-dire un gestalt de troisième ordre, les auteurs étaient confrontés au
problème de l'÷uf et la poule, qu'ils n'ont pu résoudre qu'au prix d'une optimisation d'énergie
globale, coûteuse en temps de calculs.
Une première ébauche de notre méthode, publiée à Eurographics 2016 et décrite brièvement
dans l'état de l'art ci-dessous, détectait la ligne d'horizon comme un pic de l'histogramme des
coordonnées des segments horizontaux le long de l'axe zénithal (gure 2.5). Cette approche, bien
que très rapide et facile à implémenter, était cependant confrontée à des problèmes de seuillages
évidents et n'atteignait que des performances moyennes par rapport à l'état de l'art. Reconsidérer
le problème par le prisme de la théorie du Gestalt a en revanche permis d'obtenir une bien
meilleure précision, en fait la meilleure à ce jour sur les deux jeux de tests habituellement utilisés
pour comparer les algorithmes de détection de points de fuite. Cette méthode est par ailleurs
tout aussi facile à implémenter que celle présentée à Eurographics, et encore plus rapide. Elle a
fait l'objet d'une publication à ECCV 2018 [12] et un article étendu est en cours de soumission à
TPAMI. Notre code Matlab, permettant de reproduire les benchmarks et de détecter des points
de fuite dans n'importe quelle image d'environnement fabriqué par l'homme, a en outre été rendu
public [52].
Il est notable qu'en même temps que fut publié notre article d'Eurographics, d'autres auteurs ont
montré qu'il est possible de détecter la ligne d'horizon a priori (Horizon-rst vanishing point
detection) [ZWJ16]. Leur méthode, très diérente de la notre (la ligne d'horizon est régressée
2. Droite passant par le zénith et le point principal de l'image. Une propriété bien connue en géométrie
projective est que la ligne d'horizon est perpendiculaire à la ligne zénithale.
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par un réseau de neurones convolutifs  voir l'état de l'art ci-dessous), montrait d'excellentes
performances et de nombreuses améliorations ont dû être apportée à notre méthode, en plus du






Figure 2.5  Détection de la ligne zénithale et de la ligne d'horizon en tant que gestalts du
second ordre : gestalt de parallélisme à l'intérieur d'une bande de demi-largeur dPP pour la ligne
zénithale, gestalt d'alignement perpendiculairement à la ligne zénithale pour la ligne d'horizon.
L'histogramme aché concerne la détection de la ligne d'horizon (MSM en rouge) par la méthode
a contrario.
2.2 État de l'art et contributions
2.2.1 Approches classiques
Une vaste littérature est consacrée au problème de la détection de points de fuite dans une image
non calibrée. Les auteurs de [KZ02] utilisent l'algorithme espérance-maximisation (EM) pour
estimer itérativement les coordonnées des points de fuite en même temps que les probabilités
des segments de droite de contribuer à chacun d'entre eux. Cependant, la méthode EM étant
sensible à l'initialisation, la méthode grossière utilisée dans cet article pour résoudre cette étape
est fréquemment à l'origine de résultats décevants. Plusieurs tentatives ont été faites pour obtenir
une meilleure initialisation de l'algorithme EM. La méthode présentée dans [Tar09] estime des
hypothèses de points de fuite à l'aide de paires de segments et calcule un ensemble de consensus en
utilisant l'algorithme J-linkage. Ce principe est repris par les auteurs de [XOH13], qui introduisent
une mesure probabiliste de consistance entre les segments et les points de fuite, plus performante
que la mesure géométrique utilisée dans [Tar09]. Wildenauer et al. introduisent une méthode
utilisant RANSAC [FB81] pour estimer trois points de fuite orthogonaux et la focale de la
caméra à partir de tirages aléatoires d'ensembles de quatre segments de droite [WH12].
Toutes ces méthodes ont été comparées sur les mêmes jeux de données, York Urban (YU) [DEE08]
et Eurasian Cities (EC) [TBKL12] (voir la section 2.5) et en utilisant le même protocole d'éva-
luation [TBKL12]. Il est délicat d'établir une vérité terrain des points de fuite, car cette tâche
présente une certaine subjectivité. Pour cette raison, l'évaluation proposée dans [TBKL12] est
basée sur la précision de la ligne d'horizon, calculée a posteriori à partir des points de fuite détec-
tés. Il est aisé de démontrer que cette droite est perpendiculaire à la ligne zénithale (gure 2.5).
La ligne d'horizon peut donc être trouvée en eectuant une recherche à une dimension (1-D) le
long de la ligne zénithale, sa position correspondant à un minimum au sens des moindres carrés
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pondérés, où le poids de chaque point de fuite est égal au nombre de segments contribuant à
ce point de fuite. L'erreur d'horizon est alors dénie comme la distance euclidienne maximale
entre la ligne d'horizon estimée et la vérité terrain à l'intérieur des frontières de l'image, divisée
par la hauteur de l'image. Pour représenter sous un même graphique les erreurs d'horizon rela-
tives à toutes les images d'un jeu de données, un histogramme cumulé de ces erreurs est utilisé.
Vedaldi et al. ont par ailleurs proposé de mesurer une valeur de précision unique pour chaque
jeu de données, qui est le pourcentage de l'aire sous l'histogramme cumulé (AUC  Area Under
the Curve) dans le rectangle [0, 0.25] × [0, 1] [VZ12]. Les histogrammes cumulés, ainsi que les
AUC obtenues pour chaque jeu de données et pour chaque méthode sont reportés en gure 2.12.
Nous pouvons constater que chaque nouvelle méthode obtient des AUC supérieures à celles des
méthodes précédentes, allant de 74.34% pour YU et 68.62% pour EC avec la méthode la plus an-
cienne [KZ02] jusqu'à 93.45% pour YU et 89.15% pour EC avec la méthode la plus performante
en 2013 [XOH13].
2.2.2 Méthodes a contrario
D'autres auteurs ont proposé de détecter des points de fuite signicatifs au sens de la théorie
du Gestlat. Cette théorie, issue de travaux en psychologie initiés au début du XXe siècle, a
été formalisée mathématiquement par Desolneux et al. en 2007 [DMM07]. Selon le principe de
Helmholtz, qui stipule que nous percevons immédiatement tout ce qui ne pourrait pas se produire
par hasard, une variable universelle adaptée à de nombreux problèmes de détection, le Nombre
de Fausses Alarmes (NFA) a ainsi été dénie. Le NFA d'un événement est le nombre d'occurrences
attendues de cet événement selon une hypothèse de bruit de fond. En utilisant cette variable, un
événement signicatif au sens phénoménologique peut être détecté mathématiquement en tant
qu'événement dit ε-signicatif, c'est-à-dire dont le NFA est inférieur à ε (intuitivement, s'il se
produit un événement qui a peu de chance de correspondre à une fausse alarme, cet événement
signie sans doute quelque chose). De nombreux problèmes de vision par ordinateur ont pu être
résolus en prenant simplement ε égal à 1. Quand ε est inférieur ou égal à 1, l'événement concerné
est dit signicatif. Le principe de Helmholtz a été appliqué au problème de détection de points
de fuite dans [ADV03] et dans [LGvGRM14].
Dans [ADV03], la théorie de Santaló [San04] est utilisée pour partitionner le plan image inni en
une famille nie de régions dites régions de fuite. Des points de fuite signicatifs sont alors détectés
quand un grand nombre de droites (portées par des segments détectés dans l'image) se rencontrent
dans une région de fuite, produisant un NFA faible. Cette méthode n'a malheureusement été
évaluée que qualitativement. Toutefois, l'idée d'utiliser la théorie de Santaló pour calculer les
frontières des régions de fuite est reprise dans nos travaux, bien que de manière diérente.
Dans [LGvGRM14], le détecteur d'alignements de points présenté dans [LMRvG15] et lui-même
basé sur le principe de Helmholtz est utilisé à deux reprises, une première fois dans le domaine
image, pour regrouper des segments de droite en droites plus précises, puis une seconde fois dans
le domaine dual, où des point alignés correspondent à des droites concourantes dans le domaine
image. Cette méthode obtenait la meilleure précision en 2014 (94.51% pour YU, 89.20% pour
EC).
2.2.3 Détection première de la ligne d'horizon
Comme nous l'avons mentionné en introduction, le principe consistant à détecter la ligne d'ho-
rizon avant de détecter les points de fuite sur cette ligne a été introduit simultanément, en 2016,
dans deux contributions, celle de Zhai et al. [ZWJ16] et notre propre contribution présentée à
Eurographics 2016 [15], toutes deux basées sur le même schéma : proposer des droites candidates
à la ligne d'horizon, attribuer un score à chaque droite et retenir la meilleure droite selon les
scores obtenus.
Dans [ZWJ16], un CNN est utilisé pour extraire un contexte global de l'image visant à générer
un ensemble de candidats à la ligne d'horizon. Pour chaque candidat, des points de fuite potentiels
sont initialisés suivant un échantillonage aléatoire couplé à une optimisation discrète, puis anés
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à l'aide d'un algorithme de type EM (plus de détails sur cette méthode sont donnés en section
2.5.3). Le score de chaque candidat à la ligne d'horizon est basé sur la consistance des segments
de droite détectés dans l'image relativement aux points de fuite estimés. Cette méthode obtenait
la meilleure précision en 2016 : 94.78% pour YU, 90.80% pour EC. En section 2.5, nous analysons
en détails les diérences en terme de résultats entre cette méthode et notre approche a contrario.
Dans [15], la ligne zénithale est obtenue en utilisant un algorithme de force brute. Les milieux
des segments perpendiculaires à la ligne zénithale sont alors projetés sur cette droite et les
droites candidates à la ligne d'horizon sont sélectionnées au niveau des pics de l'histogramme des
coordonnées ainsi obtenues. Des points de plus en plus espacés à mesure que l'on s'éloigne du
centre de l'image (échantillonage en tan θ(i) où θ(i) évolue linéairement entre −π/2 et π/2) sont
considérés le long de chaque droite candidate puis évalués au regard de leur consistance en tant
que point de fuite. Les candidats aux points de fuite sont alors sélectionnés au niveau des pics
de la courbe des scores obtenus le long de la droite candidate. Le score nal de chaque candidat
à la ligne d'horizon est nalement la somme des deux meilleurs scores obtenus par les candidats
aux points de fuite, ou le meilleur score dans le cas où un seul candidat aux points de fuite est
détecté. Cette méthode est très rapide et facile à implémenter, mais ne se place qu'en milieu de
peloton en terme de précision (90.40% pour YU, 85.64% pour EC). À noter toutefois que nous
l'avons utilisée dans les travaux présentés aux chapitres 3 et 4, la méthode présentée ici ayant
été développée postérieurement aux travaux du chapitre 3, et à peu près en même temps que
ceux du chapitre 4. Dans la suite du mémoire, nous désignerons cette méthode par méthode
préalable à la méthode présentée dans ce chapitre.
2.2.4 Contributions
Pour bâtir notre méthode, nous avons retenu le meilleur des travaux présentés ci-dessus. En
particulier :
1. comme dans [ADV03, LGvGRM14], nous nous plaçons le cadre a-contrario issu de la
théorie du Gestalt. Cependant, en décomposant la détection des points de fuite, tradi-
tionnellement réalisée dans un espace à deux dimensions  le plan image, en trois dé-
tections successives d'événements signicatifs (ligne zénithale, ligne d'horizon, points de
fuite) dans des espaces à une seule dimension, nous évitons la combinatoire et les temps
de calculs prohibitifs qui caractérisent les méthodes a-contrario antérieures (par exemple,
la méthode de Lezama et al. [LGvGRM14] est jusqu'à 37 fois plus lente que la notre  cf.
le tableau en gure 2.14) ;
2. comme dans [ZWJ16], un grand nombre de candidats à la ligne d'horizon sont évalués.
Dans [15], seules les droites correspondant aux pics de la courbe des scores étaient éva-
luées. À présent, nous utilisons un modèle de mélange de gaussiennes (GMM) pour générer
un grand nombre de candidats supplémentaires autour des événements signicatifs cor-
respondant aux candidats à la ligne d'horizon. Cette étape est pour beaucoup (mais pas
exclusivement) dans l'amélioration de la précision par rapport à [15] ;
3. comme dans [15] et [ZWJ16], les points de fuite sont sélectionnés le long des droites can-
didates à la ligne d'horizon. Cependant, grâce à l'exploitation du principe de Helmholtz,
basée sur une modélisation ne du bruit de fond des segments contribuant aux points
de fuite, nous obtenons un plus grand nombre de points de fuite signicatifs (au sens
mathématique du terme mais aussi au sens usuel), et surtout nettement moins de faux
positifs que dans [ZWJ16] (en moyenne, 1 point de fuite erroné pour 24 corrects avec
notre méthode, contre 1 pour 2 avec la méthode de Zhai et al., voir le diagramme en
gure 2.14).
En outre, une spécicité de notre méthode est que la ligne zénithale elle-même est obtenue en
considérant le principe de Helmholtz. Un intérêt de taille à procéder ainsi est que plusieurs
candidats à cette ligne peuvent être considérés, c'est-à-dire plusieurs orientations de la ligne
d'horizon. Cela permet d'éviter certaines confusions, notamment lorsque la verticale de la scène
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est masquée par une autre direction, proche de la verticale (nous montrons un exemple d'une
telle situation dans la description de la méthode ci-dessous).
Grâce à ces améliorations, notre méthode est à ce jour la plus précise en ce qui concerne la
détection de la ligne d'horizon sur les deux jeux de données usuels (95.35% pour YU, 91.10%
pour EC) sans que ne soient remises en cause ni la facilité d'implémentation, ni la rapidité
d'exécution que nous soulignions à propos de notre contribution de 2016 [15]. Elle est d'ailleurs
plus rapide que la méthode décrite dans [15]. Elle est aussi beaucoup plus rapide que la méthode
de Lezama et al. [LGvGRM14], et légèrement plus rapide que la méthode de Zhai et al. [ZWJ16],
les deux méthodes les plus précises avant 2018.
Dans la section 2.3, nous détaillons comment sont sélectionnés, selon le principe de Helmholtz,
les candidats à la ligne zénithale et à la ligne d'horizon. Dans la section 2.4, nous montrons
comment les hypothèses de points de fuite sont générées le long des droites candidates à la ligne
d'horizon, et en particulier comment est calculé, grâce à la théorie de Stantaló, le bruit de fond
des segments supposés se rencontrer en ces points. Enn, en section 2.5, nous présentons des
résultats expérimentaux et analysons ces résultats.
2.3 Candidats à la ligne d'horizon
2.3.1 Détection a contrario des candidats à la ligne zénithale
Comme nous l'avons déjà précisé, la ligne zénithale Lz est la droite reliant le point principal au
zénith (point de fuite correspondant à la direction verticale de la scène). Une estimée initiale
de cette droite est obtenue en considérant le fait que les segments de droite 3-D verticaux dans
la scène se projettent dans l'image en des segments dont la droite portée, lorsqu'elle passe par
le point principal, est confondue avec la ligne zénithale Lz ou, lorsqu'elle passe dans une bande
étroite autour du point principal, est quasi-parallèle à Lz (voir la gure 2.5). Cela conduit à
un gestalt de parallélisme du second ordre, qui peut être détecté en recherchant les modes si-
gnicatifs maximaux (MSM  voir l'annexe A) [DMM07] d'un histogramme d'orientations. Plus
précisément, la procédure utilisée pour détecter les candidats à la ligne zénithale est la suivante
(gure 2.6) :
1. un ensemble de M segments d'orientations θi ∈ [0, π[ est détecté dans l'image en utilisant
l'algorithme LSD [GvGJMR12],
2. les segments éloignés du point principal 3 ou dont l'orientation est éloignée de la verti-
cale de l'image 4 sont éliminés (la gure 2.6(A1) montre les segments retenus suite à cet
élagage),
3. un histogramme d'orientations divisé en Lz boites (bins) de même largeur (nous dirons un
Lz-histogramme d'orientations) est calculé à partir des segments restant (gure 2.6(A2))
et les MSM de cet histogramme sont calculés (bins bleus en gure 2.6(A3)) ; les orientations
correspondant au milieu du bin le plus haut de chaque MSM sont choisies comme estimées
initiales des candidats à la ligne zénithale (cercles colorés en gure 2.6(A3)),
4. pour chaque estimée initiale, un ensemble de candidats aux segments verticaux (dans la
scène) est sélectionné par seuillage de l'angle entre les segments de l'image et l'estimée
initiale 5 (gure 2.6(B1) : les segments sont dessinés en utilisant les couleurs des cercles
associés en gure 2.6(A3)) ; le point d'intersection des droites portées par ces segments
(dans la direction des droites discontinues en gure 2.6(B2)) et un ensemble de segments
inliers sont obtenus en utilisant un algorithme RANSAC [FB81] ; nalement, les points
d'intersections (candidats au zénith) sont anés à l'aide d'une SVD (Single Value De-
composition) impliquant les segments inliers uniquement.







et c est le vecteur des coordonnées homogènes du point principal.
4. |θi − π/2| < θv.
5. |θi − θLz | < θz, avec θLz ∈ [0, π[ l'orientation de l'estimée de Lz considérée.
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L'étape 4 est la même que dans [ZWJ16]. Les MSM sont détectés en utilisant l'estimation de
déviation large du NFA (voir l'annexe A), avec
p(a, b) = (b− a+ 1)/L (2.3)
(L = Lz) la probabilité a priori qu'un segment de droite ait son orientation dans un des bins
de l'intervalle [a, b] (a, b étant des numéros de bin, à valeurs entières) : une fonction de densité
de probabilité (PDF) uniforme est donc utilisée comme bruit de fond de cette détection. Dans
la plupart des cas un seul MSM est détecté, mais il peut arriver, comme c'est le cas en gure
2.6, que plusieurs modes soient obtenus (en moyenne, 1,71 MSM sont obtenus sur YU, 1,66 sur
EC) et que le mode obtenant le NFA le plus petit ne corresponde pas à la direction recherchée.
Un intérêt d'utiliser ici une approche a contrario est que toutes les hypothèses de ligne zénithale
sont utilisées pour générer les candidats à la ligne d'horizon, de sorte que la solution correcte
peut être obtenue dans les cas diciles où l'hypothèse la plus évidente ne correspond pas à
la solution attendue (gure 2.6(B2) : la ligne d'horizon attendue est représentée par la droite
jaune discontinue, la ligne d'horizon estimée, très proche de la ligne attendue, par la droite cyan
continue). Dans les travaux décrits dans [15] et [ZWJ16], une seule hypothèse de ligne zénithale
est considérée, ce qui peut conduire à des résultats incorrects dans une telle situation (la gure
2.6(B3) montre par exemple le résultat obtenu dans cette image par la méthode de Zhai et al.
[ZWJ16] : la solution est incorrecte). Plus rarement, il arrive qu'aucun MSM ne soit détecté dans
l'histogramme d'orientations. Dans ce cas, la direction verticale de l'image est utilisée comme
estimée initiale de la ligne zénithale, et anée conformément à l'étape 4 de la procédure décrite
ci-dessus.
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Figure 2.6  Les diérentes étapes de la detection a contrario de la ligne zénithale, décrite dans
le corps du texte.
2.3.2 Détection a contrario des candidats à la ligne d'horizon
La détection de la ligne d'horizon est basée sur les propriétés géométriques suivantes (gure 2.5) :
1. la ligne d'horizon est perpendiculaire à la ligne zénithale,
2. n'importe quel segment de droite horizontal (dans la scène) à hauteur du centre optique
de la caméra se projette sur la ligne d'horizon (est aligné avec la ligne d'horizon) quelque
soit son orientation 3-D dans le plan horizontal passant par le centre optique (gure
2.4(droite)).
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En utilisant ces deux propriétés, on obtient que les projections de tous les segments horizontaux
de la scène situés à la même hauteur que le centre optique de la caméra sont alignés sur une droite
perpendiculaire à la ligne zénithale (la ligne d'horizon). Cela induit un gestalt d'alignement du
second ordre, qui peut être détecté en calculant les MSM d'un histogramme de coordonnées. Plus
précisément, la procédure utilisée pour détecter les candidats à la ligne d'horizon est la suivante
(gure 2.5) :
1. les segments non perpendiculaires à la ligne zénithale 6 sont écartés,
2. les milieux des segments restant sont projetés sur la ligne zénithale selon une projection
orthogonale et leurs coordonnées, centrées par rapport à la projection orthogonale du
point principal sur la ligne zénithale, sont calculées,
3. un Lh-histogramme des coordonnées obtenues est généré et les Ninit MSM de cet histo-
gramme sont détectés en utilisant l'équation (2.3), avec L = Lh, pour dénir le bruit de
fond (bins rouges en gure 2.5).
À nouveau, bien que plus rarement que pour la ligne zénithale, cette procédure peut conduire
à plusieurs MSM (une moyenne de 1,03 MSM est obtenue sur YU, 1,06 sur EC). Les milieux
des bins les plus hauts de chaque MSM sont les coordonnées le long de la ligne zénithale des
Ninit candidats à la ligne d'horizon (représentés par des lignes bleues discontinues en gure 2.5
et dans la plupart des gures concernées dans ce chapitre). Le cas où aucun MSM n'est détecté
en suivant cette procédure est considéré dans la section suivante.
2.3.3 Échantillonage de candidats supplémentaires
L'estimation a contratrio de la ligne d'horizon peut être imprécise dans certains cas, en raison à
la fois de la discrétisation de l'histogramme et de la hauteur eective des segments horizontaux
3-D utilisés pour cette estimation, qui correspond rarement précisément à la hauteur du centre
optique de la caméra. Reprenant l'approche utilisée dans [ZWJ16], nous augmentons la précision
de la méthode en échantillonnant des candidats supplémentaires, perpendiculairement à la ligne
zénithale.
Dans [ZWJ16], la PDF utilisée pour cet échantillonage est un modèle gaussien, adapté à la distri-
bution de probabilité des catégories obtenue en sortie du CNN. Dans notre cas, l'échantillonnage
vise à aner la position, le long de la ligne zénithale, de la ligne d'horizon obtenue comme mode
de l'un des MSM détectés dans l'histogramme des coordonnées. La valeur du NFA correspondant
à chaque MSM n'étant pas susamment able pour ne conserver que le mode le plus signicatif,
nous optons pour un GMM dont les modes sont les coordonnées de tous les candidats initiaux
et les écarts-types égaux à une constante σH, où H est la hauteur de l'image et la valeur de
σ est donnée en table 2.1. Nous tirons S − Ninit candidats supplémentaires selon cette PDF,
équitablement répartis entre les Ninit candidats initiaux.
Dans le cas où aucun MSM n'est détecté à l'issue de la procédure décrite dans la section pré-
cédente, nous n'avons aucune idée a priori de la position de la ligne d'horizon le long de la
ligne zénithale. Cela peut se produire lorsqu'il n'y pas susamment de segments à hauteur de
caméra, ou lorsque la caméra est inclinée de telle manière que la ligne d'horizon sort des fron-
tières de l'image. Les coordonnées des S candidats à la ligne d'horizon sont alors échantillonnés
linéairement entre [−2H, 2H].
Notons que, dans les deux cas, GMM ou échantillonage linéaire, des candidats sont tirés un peu
partout, à l'intérieur comme à l'extérieur de l'image. La présence de segments horizontaux à
hauteur de caméra n'est donc pas un prérequis sine qua non de notre méthode. Elle permet en
revanche d'obtenir des résultats plus précis lorsqu'elle est eective. De fait, cette présence est
en pratique fréquemment tangible en environnement fabriqué par l'homme, urbain, intérieur
ou même industriel. Il se trouve que des objets d'intérêt tels que des posters ou tableaux en
intérieur, panneaux de signalisation en extérieur etc. sont généralement placés à hauteur de vue
an d'être remarqués par l'homme. En extérieur, les toits des véhicules, les bords des fenêtres du
6. ||θi − θLz | − π/2| < θh.
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rez-de-chaussée etc. sont également à peu près situés à hauteur de vue, tout du moins proches de
la ligne d'horizon dans l'image lorsqu'ils sont observés depuis une distance susamment éloignée.
À nouveau, cette présence n'est pas indispensable à la détection de la ligne d'horizon. Nous
présentons d'ailleurs en section 2.5 les résultats obtenus par notre méthode en utilisant unique-
ment l'échantillonnage linéaire : la méthode reste au premier rang sur YU, et ne descend qu'au
troisième rang (est donc meilleure que sept des méthodes évaluées) sur EC. L'utilisation d'une
approche a contrario pour la détection des points de fuite de long de la ligne d'horizon, que nous
décrivons à présent, est en revanche plus déterminante quant à la qualité de cette détection,
comme en attestent les expérimentations présentées en troisième partie de la section 2.5.
2.4 Candidats aux points de fuite
Les S droites candidates à la ligne d'horizon sont évaluées à l'aune des points de fuite susceptibles
d'être détectés le long ces droites. Supposons qu'une droite candidate L dénie par ses coordon-
nées polaires (θ, ρ) corresponde eectivement à la ligne d'horizon. Les points d'intersection entre
les droites portées par les segments détectés dans l'image et la droite L sont alors supposés s'ac-
cumuler autour des points de fuite (gure 2.7(A,B)). Dans le même esprit que pour la détection a
contrario de la ligne d'horizon, ces accumulations peuvent être détectées en recherchant les MSM
d'un histogramme des coordonnées des intersections. Cependant, la probabilité a priori p(a, b)
d'obtenir une intersection dans l'intervalle [a, b] n'est dans ce nouveau problème plus linéaire en
la largeur de l'intervalle. Utiliser l'expression (2.3) pour dénir le bruit de fond de la détection
a contrario des points de fuite peut donc conduire à des détections imprécises, voire incorrectes
(gure 2.7(B) : le MSM obtenu en utilisant l'équation (2.3), montré en rouge, est très large et
son bin le plus haut ne correspond pas à un point de fuite de l'image). Dans cette section, nous
donnons la probabilité p(a, b) devant eectivement être utilisée comme bruit de fond dans ce
contexte, puis détaillons comment les candidats à la ligne d'horizon sont évalués suite aux ré-
sultats obtenus par cette détection (en supposant que chaque candidat est eectivement la ligne
d'horizon, c'est-à-dire, d'une certaine manière, en raisonnant par l'absurde).
2.4.1 Modèle de bruit de fond
Pour simplier le problème, nous considérons que le domaine image est un cercle C de centre
O et de rayon 1 (gure 2.7(A)). Les coordonnées polaires des segments détectés sont supposées
uniformément distribuées sur le domaine image. La probabilité p(a, b) peut alors être obtenue en
utilisant une propriété établie par Luis A. Santaló à la n des années 1970 [San04] :
Si K1,K2 sont deux ensembles convexes bornés du plan (qui se chevauchent ou non) et L1, L2 sont
les longueurs de leurs frontières ∂K1, ∂K2, la probabilité qu'une corde aléatoire de K1 intersecte





où Le est la longueur de la couverture externe Ce de K1 et K2 et :
 Li est la longueur de la couverture interne Ci de K1 et K2 si K1 ∩K2 = ∅,
 ou Li = L1 + L2 si K1 et K2 se chevauchent.
La couverture externe Ce de K1 et K2 est la frontière de l'enveloppe convexe de K1 ∪K2 (voir
la gure 2.8). Elle peut être interprétée comme un élastique fermé entourant K1 et K2. La
couverture interne Ci peut aussi être considérée comme réalisée par un élastique fermé entourant
K1 et K2 mais vrillé de sorte à se superposer à lui-même en un point situé entre K1 et K2 .
Ce résultat peut être appliqué à notre problème de la manière suivante. Soit O′ la projection
orthogonale de O sur la droite candidate L et soit X un point sur L à une distance signée x de
O′ (gure 2.9). Prenons K1 = C (L1 = 2π) et K2 = [O′X] (L2 = 2|x|). D'après le résultat de
Santaló, la probabilité qu'une corde de C (une droite portée par un segment de l'image) rencontre
la droite L entre O′ et X dépend de si la droite L coupe le cercle C ou non.
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Figure 2.7  Chaque segment de droite de l'image donne lieu à un point d'intersection avec la
ligne d'horizon (A). Les modes signicatifs maximaux d'un histogramme des coordonnées 1-D
de ces intersections (en rouge et en jaune) sont sensés être détectés au niveau des points de fuite.
Diérents résultats sont présentés suivant le modèle de bruit de fond utilisé et la manière dont
l'histogramme est généré : B : Utilisation d'un modèle de bruit de fond uniforme conduisant à
une détection incorrecte des points de fuite. C : Utilisation du modèle de bruit de fond adapté
au problème (courbe violette) permettant de détecter correctement les points de fuite dans un
histogramme étiré. D : Application de la fonction de probabilité p(x) aux coordonnées des inter-
sections permettant d'obtenir un histogramme plus compact, dans lequel les points de fuite sont
toujours correctement détectés, avec une précision identique, à l'intérieur du domaine image, à
la précision obtenue précédemment.
Cas 1 : C ∩ L = ∅ (gure 2.9(gauche)). Soient A,B (resp. C,D) les points de contact des
tangentes au cercle C passant par le point O′ (resp. X). On a :
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Figure 2.8  Couvertures externe Ce et interne Ci de deux ensembles convexes K1,K2 [San04].
Figure 2.9  Illustrations du calcul de la probabilité qu'une corde du cercle de centre O et de
rayon 1 intersecte la droite (O′X) entre les points 0′ et X, suivant que la droite (O′X) coupe le
cercle (à droite) ou ne le coupe pas (à gauche).
Le = O
′X +XD + D̂A+AO′ = O′X +XC + D̂A+BO′,
Li = XO











où ̂ dénote la longueur signée (positive dans le sens antihoraire) d'un arc de C, et E,F sont les








Remarque : cette expression est proche de l'inverse de la fonction d'échantillonage s(k) =
L tan(k∆θ) utilisée dans [15], mais dépend aussi de la distance ρ de la droite au centre de
l'image, qui n'est pas prise en compte dans [15].
Cas 2 : C ∩ L 6= ∅. Dans ce cas, nous avons p = (L1 + L2 − Le)/L1 où Le dépend de si le point
X est à l'intérieur ou à l'extérieur du cercle C.





qui ne dépend par de ρ.
Dans le sous-cas où X est en dehors du cercle (gure 2.9(droite)), Le = L1− ÂB+AX +BX et
p = (L2 + ÂB − 2AX)/L1
= (2|x|+ 2 tan−1(AX)− 2AX)/2π,
7. B̂D + ÂC = 2ÊF est obtenu de la manière suivante : BD = FD − FB = CF − FB = CE + EF − FB =
AE −AC + EF − FB = EB −AC + EF − FB ⇐⇒ AC +BD = EB + EF − FB = EF + EF .
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La gure 2.10 montre k = 101 tracés de p(x) pour k valeurs discrètes de x variant linéairement
entre 0 et 10 le long d'une droite horizontale L. Pour chaque tracé, ρ varie de manière continue
entre 0 et 3 (gure 2.7(A)). Les zones correspondant aux diérents cas considérés ci-dessus
sont indiquées. En dehors du domaine image, pour une valeur xe de x (pour un tracé), p(x)
décroît lorsque ρ augmente et, pour une valeur xe de ρ, la diérence de p(x) entre deux valeurs
consécutives de x (la distance entre deux tracés) décroît. À l'intérieur du domaine image, à la
fois p(x) et la diérence de p(x) entre deux valeurs consécutives de x restent constants lorsque ρ
ou (resp.) x augmentent.
p
Figure 2.10  Courbes montrant l'évolution de p(x) pour 101 valeurs discrètes de x entre 0 et
10, en fonction de ρ variant continuement entre 0 et 3.
Finalement, étant donnés un histogramme des coordonnées des points d'intersection et un inter-
valle [a, b] de cet histogramme, la probabilité a priori p(a, b) qu'une intersection tombe dans
un des bins entre a et b est donnée par :
p(a, b) = p(r(b))− p(l(a)), (2.8)
où l(a), r(a) dénotent les bornes minimale et (resp.) maximales d'un bin a, et p(x) est donné par
l'une des équations (2.5), (2.6), ou (2.7), suivant le cas.
2.4.2 Détection a contrario des candidats aux points de fuite
La gure 2.7(C) montre la PDF r(x) = ∂p∂x(x) (courbe violette) obtenue pour une droite L concer-
née par le cas 2. Dans cette gure, les MSM (intervalles rouge et jaune de l'histogramme) sont
obtenus en utilisant le modèle de bruit de fond p(a, b) déni en équation (2.8) : les deux points
de fuite sont à présent correctement détectés. Toutefois, les segments de l'image proches d'être
parallèles à la droite L intersectent cette droite en des points potentiellement très éloignés du
centre de l'image. Nous pouvons donc avoir à considérer des histogrammes très étiré, présentant
un nombre (variable) de bins potentiellement très élevé (pour une précision de détection conve-
nable à l'intérieur du domaine image), ce qui peut rendre la procédure de détection des MSM
coûteuse en temps de calcul. Pour cette raison, nous préférons adopter l'approche suivante :
1. fonction p(x) est appliquée aux coordonnées des intersections, générant de nouvelles co-
ordonnées, théoriquement distribuées uniformément entre −1/2 et 1/2 sur l'ensemble des
segments appartenant au bruit de fond,
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2. un Lvp-histogramme (de taille xe) est calculé à partir des coordonnées transformées, et
les MSM de cet histogramme sont détectés en utilisant la prior p(a, b) donné en équation
(2.3), avec L = Lvp.
L'histogramme et les MSM obtenus en suivant cette procédure sont montrés en gure 2.7(D). Les
deux points de fuite sont toujours correctement détectés, mais l'histogramme est beaucoup plus
compact que précédemment (46 bins au lieu de 3630), pour une précision identique à l'intérieur
du domaine image (30 bins). La précision est certes inférieure en dehors du domaine image, mais
cela est compensé par le fait que l'erreur propagée, par exemple sur les directions 3D inférées
des points de fuite, décroît à mesure que la distance entre le point principal et le point de fuite
croît 8.
Finalement, les candidats aux points de fuite sont sélectionnés aux centres des bins les plus
élevés de chaque MSM. Les coordonnées 1D de ces candidats sont ensuite anées en utilisant
un algorithme de type EM similaire à celui utilisé dans [ZWJ16]. Cet algorithme repose sur la
mesure de consistance
fc(vi, lj) = max(θcon − | cos−1(v>i lj)|, 0), (2.9)
où lj est un segment dont la consistance avec un point de fuite vi est mesurée. À la n de cette
procédure, nous sélectionnons les deux points de fuite les plus consistants {vi}best (ou un seul






Il est important de noter que la mesure de consistance donnée en équation (2.9) est utilisée
pour aner les coordonnées des points de fuite détectés, mais pas pour les détecter. Cela re-
présente une diérence importante par rapport à la méthode de Zhai et al. [ZWJ16], qui repose
entièrement sur cette mesure, à la fois pour détecter et pour aner les points de fuite, ce qui
est à l'origine d'un nombre important de fausses détections comme nous le montrons en section
2.5. Par ailleurs, la recherche mono-dimensionnelle des points de fuite présente plusieurs avan-
tages par rapport aux approches a contrario précédemment proposées [ADV03, LGvGRM14],
qui opéraient dans un espace bi-dimensionnel. Par rapport à [ADV03], nous évitons la procédure
coûteuse de maximisation locale de la signicativité des événements, ainsi que l'étape de ltrage
des régions de fuite parasites, dues à des convergences articielles de segments d'orientations
diérentes non associés à des points de fuite. Par rapport à [LGvGRM14], nous évitons la pro-
cédure hautement combinatoire de détection d'alignements de points dans l'espace dual 2-D, de
même que le réglage délicat d'un nombre important de paramètres (tailles de rectangles, fenêtres
locales, boites etc.  voir [LMRvG15] pour plus de détails).
Table 2.1  Paramètres de l'algorithme. Première ligne : valeurs des paramètres (W est la
largeur de l'image). Deuxième ligne : sensibilité des paramètres.
dPP θv θz Lz θh Lh σ S Lvp θcon
W/8 22.5◦ 10◦ 45 1.5◦ 64 0.2 300 128 1.5◦
0.0% 0.0% −14.2% −7.2% −13.2% −12.4% 0.0% −11.4% −6.4% −28.7%
2.5 Résultats expérimentaux
2.5.1 Paramètres de l'algorithme
Le code source de notre méthode est distribué sous licence publique GNU Aero General [52].
Les valeurs des paramètres de l'algorithme utilisées pour nos expérimentations sont données en
table 2.1. Elles ont été réglées manuellement à partir de quelques images provenant des jeux de
données. Pour l'échantillonnage des candidats à la ligne d'horizon, nous avons utilisé le même
8. Comme l'angle θ entre l'axe optique et la direction du point de fuite est arc-tangentielle en la distance d entre le
point de fuite et le point principal, l'erreur propagée ∂θ/∂d est inversement proportionnelle à d2.
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nombre d'échantillons, S = 300, que dans [ZWJ16]. Le point principal est supposé au centre de
l'image. An de quantier la sensibilité de la méthode aux valeurs des paramètres, nous avons
réalisé l'expérience suivante. Pour chaque paramètre p, nous exécutons l'algorithme 9 fois, en












4 , 2, tout en laissant les valeurs
des autres paramètres inchangées (les 20 premières images de YU et EC sont utilisées). Pour
chaque paramètre, nous reportons la baisse relative entre l'AUC maximale et l'AUC minimale
obtenues au cours des 9 exécutions de l'algorithme (dernière ligne du tableau). Les seuils de
consistance θz, θh, et particulièrement θcon (aussi utilisé dans [ZWJ16]) sont les paramètres les
plus sensibles. Les tailles des histogrammes Lz, Lh, Lvp sont peu sensibles, bien que Lh soit plus
sensible que les deux autres tailles. Les paramètres dpp, θv et σ ne sont pas sensibles. Le nombre
d'échantillons S n'est pas aussi sensible que ce l'on pourrait penser (de S = 150 à S = 600, la
précision passe de 93.7% à 94.3%). À noter que cette expérience a été réalisée uniquement pour
mesurer la sensibilité des paramètres, pas pour décider de leur valeur.









Figure 2.11  Lignes d'horizon obtenues dans les images correspondant aux 1er, 25ème, 50ème,
75ème et 100ème rangs percentiles de l'erreur d'horizon (colonnes 1 à 5, respectivement) sur YU
(ligne A), EC (ligne B) et HLW (ligne C). La droite jaune discontinue montre la vérité terrain,
les droites bleues discontinues les modes signicatifs maximaux de l'histogramme calculé et la
droite cyan continue la ligne d'horizon calculée. L'erreur d'horizon est achée dans le coin en
haut à gauche de chaque image de résultats. Les segments de droite contribuant aux points de
fuite sont achés en utilisant une couleur diérente par point de fuite.
2.5.2 Précision de la ligne d'horizon
La précision de détection de la ligne d'horizon a été évaluée sur les deux jeux de données tradi-
tionnellement utilisés :
1. York Urban (YU) [DEE08], constitué de 102 images de résolution 640 × 480, prises en
intérieur et en extérieur, et satisfaisant pour la plupart l'hypothèse de monde de Manhat-
tan,
2. Eurasian Cities (EC) [TBKL12], constitué de 114 images de résolution 1920×1080, mon-
trant des scènes urbaines de diérents endroits du monde, sous des angles de vue variés
et sans que l'hypothèse de monde de Manhattan ne soit toujours vériée.
Des exemples de résultats sont montrés en gure 2.11, première et deuxième lignes (resp. YU
et EC). Les images sélectionnées sont celles pour lesquelles l'erreur d'horizon est la plus faible
(colonne 1), la plus grande (colonne 5) ou aux 25ème, 50ème et 75ème rangs percentiles (colonnes
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2, 3, 4, resp.). La table en gure 2.12 rend compte des performances de notre méthode à l'aune
de l'histogramme cumulé de l'erreur d'horizon et de l'AUC (voir la section 2.2). Nous obtenons
la meilleure précision de la ligne d'horizon sur les deux jeux de données.
Sur YU, nous améliorons la précision de la méthode de Zhai et al. [ZWJ16], précédemment la
plus précise, d'un gain relatif ∆AUC = (AUCnew − AUCold)/(1 − AUCold) de 10.9%. Ce gain
de précision est important, si l'on considère notamment que le gain obtenu par [ZWJ16] par
rapport à la précédente méthode la plus précise [LGvGRM14] était de 5%. Sur EC, le gain relatif
par rapport à [ZWJ16] est moins important, 3.3%, mais néanmoins honorable compte tenu de la
diculté à obtenir un incrément sur ces jeux de données comportant un faible nombre d'images
et considérés par de nombreux auteur depuis plusieurs années.
An d'analyser plus nement ces résultats, nous avons remplacé la PDF utilisée pour l'échan-
tillonnage des candidats à la ligne d'horizon par un échantillonage linéaire entre [−2H, 2H]
(échantillonage par défaut lorsqu'aucun MSM n'est détecté). Les AUC alors obtenues sont indi-
quées dans la tableau de la gure 2.12(Samp. lin.).
La précision obtenue pour YU est similaire à celle obtenue avec la PDF basée sur les modes
signicatifs et supérieure à la précision obtenue avec la méthode de Zhai et al. Nous interprétons
ce résultat comme lié au fait que YU est un jeu de donnée facile (deux grands ensembles de
droites parallèles dans la scène sont détectés dans quasiment toutes les images), qui ne requiert
pas d'échantillonage n tant que ce dernier couvre l'intervalle [−2H, 2H] avec une densité su-
sante. Cela tend à attribuer l'amélioration de la précision sur YU par rapport à [ZWJ16] à notre
procédure de notation des candidats à la ligne d'horizon (et donc de détection des points de fuite
le long de la ligne d'horizon). Il apparaît en eet que la méthode de Zhai et al. obtient bien plus
de points de fuite fallacieux que la notre, quelque soit le jeu de données considéré (voir la section
2.5.3).
En revanche, l'amélioration de la précision sur EC doit être interprétée diéremment, puisqu'on
constate que sur ce jeu de données, la PDF obtenue à partir des modes de l'histogramme, ainsi
que la PDF utilisée dans la méthode de Zhai et al. permettent d'obtenir des lignes d'horizon
signicativement plus précises qu'avec un simple échantillonage linéaire. Il semble donc que
pour ce jeu de données, la méthode d'échantillonage conjointement à la méthode de notation
contribuent à l'amélioration des performances.
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YU EC HLW
N. images 102 103 2018
S = 300
Nous 95,35 91,10 54,43
Samp. lin. 95,24 88,42 45,59
Zhai et al. 94,78 90,80 58,24
S = 1
Nous 70,60 72,78 45,88
Zhai et al. 75,89 68,49 45,41
Figure 2.12  Performances de la méthode au regard de la précision de la ligne d'horizon calculée.
La précision de la détection de la ligne d'horizon a aussi été évaluée sur Horizon Lines in the Wild
(HLW), un jeu de données introduit récemment par Zhai et al. [ZWJ16] comprenant 2018 images
de résolutions variées. Ce jeu de données n'est pas seulement plus grand que les deux autres, il est
aussi plus challengeant, étant principalement constitué de photos prises par des touristes, dans
lesquelles gurent des édices, mais aussi des groupes de gens, des statues occupant une grande
partie de l'image, des rochers sur fond marin, etc. De plus, les angles de roulis et de tangage
des appareils photo couvrent un intervalle de valeurs très étendu, conduisant fréquemment à une
ligne d'horizon éloignée des frontières de l'image, et/ou à une orientation de la ligne zénithale
dépassant le seuil utilisé dans notre algorithme (voir par exemple la gure 2.11(C5)).
Des images de résultats accompagnées des valeurs d'AUC obtenues pour ces images sont montrées
en gure 2.11(ligne C) et (resp.) dans la troisième colonne de la table présentée en gure 2.12.
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L'approche de Zhai et al. est plus précise que la notre sur ce jeu de données, notre méthode
obtenant une perte relative de 9.1% par rapport à la leur. Un résultat notable est que la précision
obtenue à l'aide d'un échantillonage linéaire est ici bien plus faible que celle obtenue avec la PDF
basée sur les modes signicatifs (perte relative de 19.4%), ce qui semble indiquer que l'étape
d'échantillonage joue un rôle crucial sur ces données. An d'analyser plus étroitement ce qui fait
ici défaut à notre PDF d'échantillonnage comparée à celle utilisée dans [ZWJ16], nous avons
testé les deux méthodes en ne considérant qu'un seul candidat à la ligne d'horizon (S = 1 au
lieu de 300), c'est-à-dire le mode le plus signicatif avec notre méthode (ou la droite horizontale
dans l'image passant par le point principal si aucun mode signicatif n'est détecté), et le centre
de la gaussienne adaptée à la sortie du CNN pour la méthode de Zhai et al. Les résultats de ces
tests sont montrés dans les deux dernières lignes de la table en gure 2.12. La précision obtenue
par notre méthode est à présent quasiment la même que la précision obtenue par [ZWJ16].
Cela indique que, pour HLW, l'étalement de l'échantillonnage (les écarts-types de la mixture de
gaussienne) est le facteur déterminant de la diérence de performance entre notre méthode et
celle de Zhai et al. Dans [ZWJ16], l'écart-type de la gaussienne d'échantillonnage est réévalué
dans chaque image à partir des valeurs en sortie du CNN, tandis que nous considérons une valeur
constante, empirique des écarts-types de la mixture de gaussienne (tous égaux à σ). Une manière
d'améliorer nos résultats pourrait être de relier les NFA des modes signicatifs maximaux aux
écarts-types de la mixture.
En tout état de cause, les résultats obtenus sur HLW montrent que le pouvoir prédictif des
réseaux de neurones convolutifs est intéressant pour des images diciles à traiter par la vision
par ordinateur classique, en supposant qu'une base de données étiquetées d'images similaires
est disponible pour entraîner le réseau. En contrepartie, notre méthode statistique produit des
résultats plus précis que la méthode utilisant l'apprentissage profond sur des images qui ne sont
pas susamment bien représentées par la base d'entraînement. Par exemple, la gure 2.13(A1)
montre une image acquise dans un environnement industriel. Notre méthode parvient à prédire
correctement la ligne d'horizon et à détecter les points de fuite de l'image (gure 2.13(A1)), tandis
que le CNN utilisé dans la méthode de Zhai produit une PDF d'échantillonage peu pertinente, à
l'origine d'une mauvaise estimation de la ligne d'horizon et des points de fuite de l'image (gure
2.13(A2)).
2.5.3 Qualité des points de fuite
La gure 2.13(B1,B3,C1,C3) montre des exemples de résultats de détection de points de fuite
obtenus par notre méthode (représentés par les segments consistants avec les points de fuite
détectés). Les performances de notre méthode comparées à celles des deux précédentes meilleures
méthodes [LGvGRM14, ZWJ16] ont été mesurées en comptant le nombre de bons et mauvais
points de fuite obtenus sur YU et EC. Ces deux jeux de données sont représentatifs de deux
résolutions d'image diérentes (faible et élevée) et autorisent des détections de la ligne d'horizon
plus précises qu'avec HLW, ce qui permet, autant que possible, de ne pas mélanger les deux
problèmes (détection de la ligne d'horizon / détection des points de fuite).
Dans notre évaluation, un point de fuite correct est un point qui correspond eectivement à
la convergence de droites horizontales, parallèles dans la scène, tandis qu'un mauvais point de
fuite peut être qualié de deux manière : point de fuite erroné s'il correspond à la convergence
fortuite dans l'image de droites non parallèles dans la scène ou point de fuite subdivisé s'il
s'agit d'un exemplaire de plusieurs points de fuite confondus, issus d'une subdivision arbitraire
d'un ensemble de droites horizontales et parallèles dans la scène, sensées générer un unique point
de fuite dans l'image. Dans le second cas, un point de fuite correct plus un point de fuite
subdivisé par point de fuite redondant sont comptés. La gure 2.14 indique le nombre total
de chacun des trois types de points obtenus sur les deux jeux de données, pour chacune des
trois méthodes comparées. Notre méthode est la plus performante selon les trois critères : nous
obtenons le plus grand nombre de points de fuite corrects, le plus petit nombre de points de fuite
erronés et aucun point de fuite subdivisé, quelque soit le jeu de données considéré.
La méthode de Zhai et al. détecte légèrement moins de points de fuite corrects que la notre (une
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Figure 2.13  Comparaisons qualitatives entre, d'une part, notre méthode (colonne 1) et la
méthode de Zhai et al. [ZWJ16] (colonne 2) et, d'autre part, notre méthode (colonne 3) et la
méthode de Lezama et al. [LGvGRM14] (colonne 4). Les conventions de dessin sont les mêmes
qu'en gure 2.11.
Corrects Erronés Subdivisés Corrects Erronés Subdivisés
York Urban Eurasian Cities
Figure 2.14  Performances de la méthode au regard de la qualité des points de fuite détectés.
moyenne de 2,11 par image sur les deux jeux de données, contre 2,14 avec notre méthode) mais
bien plus de points de fuite erronés, environ un pour deux points de fuite corrects, contre un pour
23 avec notre méthode. Elle obtient aussi un nombre non négligeable de points de fuite subdivisés
(un pour 29 corrects, contre aucun avec notre méthode). Ces performances relativement faibles
doivent essentiellement être imputées à la procédure utilisée dans [ZWJ16] pour initialiser les
candidats aux points de fuite le long des droites candidates à la ligne d'horizon. Cette procédure
consiste à sélectionner aléatoirement un sous-ensemble des segments de l'image {lj} et à calculer
leur intersection avec la droite candidate. Un sous-ensemble optimal de points de fuite vi est





fc(vi, lj) est maximale, tout
en s'assurant qu'il n'existe pas de points de fuite trop rapprochés dans la solution. Un seuil
de distance spatiale entre deux points de fuite doit donc être utilisé, ce qui peut conduire à
subdiviser des points de fuite (cf. les segments bleus et jaunes sur la façade du bâtiment en gure
2.13(B2)). De plus, la sélection aléatoire des segments peut être à l'origine de la non détection
d'un point de fuite représenté par un trop faible nombre de segments (par exemple, le point
de fuite consistant avec les segments jaunes en gure 2.13(C1), non détecté en gure 2.13(C2).
Enn, comme un seuil supplémentaire est utilisé pour évaluer la consistance entre points de fuite
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YU EC HLW
W ×H (Mpixels) 0.31 0.81 1.74
Nous (S=300) 2.07 2.44 2.88
Zhai et al. (S=300) 2.08 2.77 3.08
Simon et al. 4.47 12.60 16.04
Lezama et al. 8.11 42.71 108.23
Nous (S=1) 0.29 0.57 0.96
Zhai et al. (S=1) 0.58 0.77 1.12
Figure 2.15  Temps de calculs (en secondes) des méthodes évaluées.
et segments, n'importe quel ensemble de segments se rencontrant accidentellement à proximité
d'un point sur la droite candidate peut générer un point de fuite erroné (cf. les segments jaunes
en gure 2.13(C2)). Ces problèmes de seuillage sont naturellement écartés lorsqu'on se place dans
le cadre a contrario, ce qui constitue l'un des principaux atouts de notre méthode.
Bien que se plaçant également dans le cadre a contrario, la méthode décrite dans [LGvGRM14]
obtient des résultats relativement faibles sur l'ensemble des critères mesurés : le plus faible nombre
de points de fuite corrects (1,80 par image), le second plus grand nombre de points de fuite
erronés (un pour trois corrects) et le plus grand nombre de points de fuite subdivisés (un pour
quatre corrects). Le faible nombre de points de fuite corrects (voir par exemple les points de fuite
consistants avec les segments oranges en gures 2.13(B3) et (C3), non détectés en gure 2.13(B4)
et (C4), resp.) peut être expliqué par le fait qu'un point de fuite peut apparaître comme signicatif
le long de la ligne d'horizon, mais pas dans le domaine dual de l'image complète. Le nombre élevé
de points de fuite erronés (cf. les points de fuite consistants avec les segments cyan, verts, rouges
et jaunes en gure 2.13(C4)) est principalement dû à la présence d'intersections accidentelles, qui
se produisent plus fréquemment dans l'espace dual 2-D que le long de la ligne d'horizon. Enn, le
nombre élevé de points de fuite subdivisés est lié au fait que des points alignés dans le domaine
dual (droites concourantes dans le domaine image) sont parfois relativement dispersés dans la
direction perpendiculaire à l'alignement, ce qui produit plusieurs alignement signicatifs ayant
des orientations légèrement diérentes (gure 2.13(A4,B4)). Avec notre méthode, des segments
correspondant au même point de fuite peuvent se rencontrer en des coordonnées dispersées le
long de la ligne d'horizon, mais généralement dans des bins contigus de l'histogramme, de sorte
qu'ils se retrouvent fusionnés au sein d'un même MSM (gure 2.13(A3,B3)).
2.5.4 Temps de calculs
La méthode a été implémentée en Matlab et exécutée sur un ordinateur portable HP EliteBook
8570p doté d'un CPU I7-3520M. Les temps de calcul sont donnés en gure 2.15. Notre méthode
est plus rapide que toutes les méthodes antérieures dont le code est disponible. De plus, contrai-
rement par exemple à [LGvGRM14], elle n'est que légèrement aectée par un accroissement de
la taille d'image, qui résulte généralement en un plus grand nombre de segments détectés. En





n'est que linéairement aectée par le nombre M de segments.
2.6 Conclusion et perspectives
Dans ce chapitre, nous avons décrit une méthode de détection de points fuite basée sur un schéma
a contrario. La méthode de Zhai et al. [ZWJ16] et notre méthode ont pour point commun de
générer des hypothèses de ligne d'horizon (étape 1) et de retenir l'hypothèse la plus en accord
avec les points de fuite (étape 2). Ce schéma surpasse toutes les méthodes précédentes en termes
de précision de la ligne d'horizon et de temps de calcul. Notre méthode montre en outre de
bien meilleures performances que celle de Zhai et al. en ce qui concerne la détection des points
de fuite horizontaux, ce qui peut s'avérer crucial pour certaines tâches de vision par ordinateur
(par exemple, une reconstruction 3-D de la scène utilisant les directions de Manhattan). Par
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ailleurs, notre méthode est utilisable dans n'importe quel type d'environnement (urbain, intérieur,
industriel, . . .) pour peu que des éléments architecturaux ou des objets présentant des arêtes
horizontales soient présents à hauteur d'÷il.
Il semble dicile d'augmenter encore signicativement la précision des résultats présentés dans
ce chapitre par des méthodes de vision classique 9. En eet, la contrainte de présence d'objets
fabriqués à hauteur d'÷il peut être violée de deux manières : soit il n'y a eectivement pas
d'objets à cette hauteur, soit l'orientation de la caméra est telle que ces objets ne sont plus
visibles dans l'image (la ligne d'horizon est en dehors de l'image). Notre méthode est capable de
retrouver la ligne d'horizon dans de tels cas, puisque des candidats sont tirés dans et en dehors
de l'image lorsqu'aucune hypothèse n'est générée par la méthode a contrario. Cependant, la
précision de l'échantillonnage utilisé est alors inférieure à la précision ne que l'on peut espérer
obtenir avec la PDF présentée en section 2.3.3. Ce problème ne se pose pas avec les points de
fuite, puisque ceux-ci peuvent se trouver en dehors de l'image tout en étant supportés par des
segments de droite détectables dans l'image. Mais nous avons constaté aussi que calculer les
points de fuite indépendamment de la ligne d'horizon diminue la précision moyenne.
Les résultats obtenus par la méthode de Zhai et al. sur le jeu de données HLW montrent que
la ligne d'horizon prédite par régression neuronale peut être plus précise que celle prédite par la
méthode a contrario, notamment dans les cas où la ligne d'horizon n'est pas supportée par des
segments de l'image. Mais elle est aussi moins précise dans un grand nombre de cas, en particulier
lorsque l'image à traiter est de nature diérente de celles utilisées pour l'apprentissage (voir le
cas d'un environnement industriel en gure 2.13). Les deux méthodes étant bâties selon la même
architecture, il est facile de les combiner. Cependant, nos diverses tentatives en ce sens n'ont
pas permis d'améliorer la précision de détection de la ligne d'horizon de manière signicative
sur l'ensemble des jeux de tests. Un exemple de combinaison évaluée a été de rechercher les
points de fuite le long de droites candidates issues pour moitié (150 échantillons) de l'étape 1
de notre méthode (GMM centré sur les MSM) et pour moité de l'échantillonnage provenant du
CNN utilisé par Zhai et al. La précision de la ligne d'horizon obtenue alors est supérieure sur
HLW (AUC = 55, 74 au lieu de 54, 43), ce qui n'est pas surprenant puisque notre méthode est
peu adaptée au type d'images présentes dans ce jeu de données. En revanche, elle est légèrement
inférieure sur EC (90, 74 au lieu de 91, 10). Il semblerait en eet que dans certaines images de ce
jeu de données, de faux candidats aient été introduit par la prédiction du CNN et aient trouvé
preneurs parmi les segments de droite détectés en abondance dans ces images riches en texture.
Une autre voie d'amélioration est toutefois envisageable, qui consisterait à détecter des aligne-
ments de plus haut niveau sémantique que les points et les segments (fenêtres, voitures garées
le long d'un trottoir, etc). Cette approche utiliserait l'apprentissage profond pour repérer les
alignements et la vision classique pour en déduire les points de fuite. Des premiers résultats pro-
metteurs ont été obtenus à la n de la thèse d'Antoine Fond, en recherchant des alignements (par
transformée de Hough) dans des cartes de caractéristiques d'une certaine couche (profonde) d'un
CNN entraîné à détecter des points de fuite. Cette approche n'a cependant pas été approfondie
pour le moment.
9. Le terme vision classique est communément employé en opposition aux méthode de vision basées sur
l'apprentissage profond.

Se prêtant pour le rêve
De creux dans de l'épais,
D'ouvert dans de l'opaque.
Toujours fenêtre claire
Dans les prisons diverses,
Ouverture où passer
Ou du moins regarder
Et parfois vers soi-même
Plus à l'aise et plus soi
Là, de l'autre côté
Du rectangle qui s'ore.
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Figure 3.1  Illustration de notre algorithme de détection et reconnaissance de façade appliqué
à la RA. Une façade du Centre des Congrès de Nantes est automatiquement détectée et reconnue
dans une vue du bâtiment (face rouge dans l'image en bas à droite). À partir de ce résultat,
tout objet virtuel plan ajouté à la façade peut être déformé conformément à la transformation
obtenue pour la façade (première ligne). Lorsque la façade est associée à une métrique, n'importe
quel objet 3D exprimé dans le repère de la façade peut être projeté dans la vue (deuxième ligne).
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3.1 Introduction
La connaissance des points de fuite de l'image est une première étape à l'estimée initiale de la
pose. Connaissant les paramètres intrinsèques de la caméra (qui eux-même peuvent être obtenus
à partir de points de fuite orthogonaux  voir par exemple [15], section 4.3), un point de fuite
de direction horizontale et le zénith, il est aisé de rectier l'image de manière à ce que toutes
les structures planes parallèles à ces deux directions apparaissent en vue fronto-parallèle [HZ04]
(notre code permettant de détecter les points de fuite [52] ore la possibilité de réaliser cette
opération).
Dans l'image rectiée, une façade peut être détectée sous forme de rectangle. Si cette façade est
reconnue, sa géométrie de référence peut être transférée dans l'image requête, ainsi que n'importe
quel objet infographique ajouté dans son plan (gure 3.1, ligne du haut). Si la façade est associée
à une métrique respectant ses proportions, une pose peut être calculée et tout modèle 3D exprimé
dans le repère de la façade (par exemple le modèle du bâtiment auquel elle appartient) peut être
projeté dans l'image (gure 3.1, ligne du bas). Enn, si le modèle 3D (ou la façade seule) est
géoréférencé dans un repère plus global, il est possible de géolocaliser la caméra au sens de
[APV+15, CWUF16].
Nous verrons toutefois que les coins retrouvés dans l'image coïncident rarement précisément
avec les coins attendus, et la pose obtenue est généralement approximative. Suivant l'application
visée, une étape de recalage n peut donc être nécessaire pour obtenir une meilleure précision
(voir le chapitre suivant). La méthode présentée dans ce chapitre a fait l'objet d'un full paper à
ISMAR'2017 [14].
3.2 État de l'art et contributions
Détecter les façades d'une image est une tâche délicate en raison des déformations de la pers-
pective, ainsi que de la présence fréquente de motifs répétés (typiquement, les fenêtres) et/ou
d'occultations partielles des façades. Plusieurs stratégies ont été envisagées pour tenter de ré-
soudre ce problème.
3.2.1 Détection de rectangles
Dans l'introduction du chapitre 2, nous avons brièvement décrit une première tentative visant
à détecter les façades de l'image par une technique de min-cut rectangulaire opérant sur un
ensemble de coins à angles droits. Cette technique est dans la lignée de méthodes cherchant à
retrouver les bords rectangulaires des façades, en s'appuyant principalement sur les points de
fuite et les contours de l'image [KZ05b, MWK08]. Dans [KZ05b], des segments de droites sont
détectés automatiquement dans l'image et prolongés an de former des hypothèses de rectangles
en accord avec les points de fuite. Pour chaque hypothèse de rectangle, l'image est orthorectiée et
un histogramme de gradients (HOG) est calculé à l'intérieur du rectangle rectié. Les hypothèses
dont le HOG comporte des pics ailleurs qu'aux orientations horizontale et verticale sont rejetées.
An d'éviter une recherche exhaustive, Micusík et al. restreignent la détection des rectangles sur
une structure de voisinage donnée par une triangulation de Delaunay [MWK08]. Le problème est
alors formulé en terme de maximisation de la probabilité a posteriori d'un champ aléatoire de
Markov. Ces diérentes méthodes permettent d'obtenir des structures rectangulaires présentes
dans l'image, mais ne permettent malheureusement pas de distinguer les diérents éléments
architecturaux présents sur les façades (fenêtres, portes, groupes de fenêtres etc.) des façades
elles-mêmes.
3.2.2 Détection d'objets
D'une portée plus large, la détection d'objet est traditionnellement formulée comme un problème
de classication dans une fenêtre glissante. La résolution de ce problème a gagné en ecacité
ces dernières années, grâce à l'apparition de techniques de proposition d'objet (object proposal),
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dont le but est de générer rapidement un ensemble réduit de boites (ou fenêtres) susceptibles
de contenir les catégories recherchées. Un classieur est alors utilisé en seconde étape, sur l'en-
semble des boites proposées. Les auteurs de [ADF12] ont été les premiers à dénir le concept
d'objectivité (objectness), exprimé comme un score basé sur la combinaison de multiples indices
(couleur, contrastes, densité de contours etc.). Depuis lors, plusieurs technique de proposition
d'objet ont été proposées. Par exemple, la méthode Selective Search [UvdSGS13] repose sur une
segmentation de l'image en superpixels réalisée à diérentes échelles, tandis que la méthode Ed-
geBox [ZD14] utilise les contours aux frontières de l'objet supposé pour calculer le score. EdgeBox
semble réaliser le meilleur compromis entre rapidité et qualité, comme cela apparaît dans l'étude
présentée dans [HBS14].
Comme nous l'avons déjà mentionné dans l'introduction générale, la détection d'objet a été uti-
lisée pour aider à la reconnaissance de lieu en milieu urbain [SSJ+15]. En eet, comparer des
images sur la base de l'image complète est sensible aux changements de points de vue. Comparer
des régions d'images proposée par EdgeBox s'avère plus robuste à ces changements [SSJ+15].
Cependant, la méthode EdgeBox, tout comme les autres méthodes de proposition d'objet, est
conçue pour détecter n'importe quel type d'objets présents dans la scène. Il résulte qu'un très
grand nombre de propositions d'objets doivent être considérées, dont peu correspondent eec-
tivement à des façades, ce qui se traduit par des temps de calcul prohibitifs et un plus grand
risque de confusion dans l'étape d'appariement.
3.2.3 Classication de pixels
Enn, toute une catégorie de méthodes utilisent l'apprentissage (profond ou non) pour classier
les pixels ou superpixels d'une image en diérentes catégories. Parmi ces méthodes, [HEH05,
FCNL13] obtiennent des résultats performants de classications comportant la classe bâti-
ment. Certaines méthodes sont aussi capables de détecter des sous-éléments d'un bâtiment
[MMWG12, GJMG17]. Bien que prometteuses, elles ne parviennent cependant pas à distin-
guer deux façades adjacentes. Ces dernières années, de nouvelles architectures CNN de type
encoder-decoder (appelées FCN ou parfois CDNN pour fully convolutional-deconvolutional neural
networks) ont été proposées pour étiqueter des pixels (semantic pixel-wise labeling) [BHC15].
Ces approches obtiennent des prédictions plus lisses que celles obtenues avec [FCNL13] et sont
plus rapides que [MMWG12] et [GJMG17], mais elles sont relativement imprécises, en particulier
au niveau des bords des instances de classes. De surcroît, elles ne permettent pas non plus de
distinguer des façades adjacentes.
3.2.4 Contributions
Nous proposons dans ce chapitre, une mesure de façadité (facadeness) appliquée à des boites de
l'image, qui intègre des indices géométriques, photométriques et sémantiques et peut être évaluée
rapidement. En complément des techniques de proposition d'objet existantes, nous introduisons
en particulier des indices de symétrie et de répétition spéciques aux façades. Nous proposons
aussi d'utiliser des indices sémantiques basés sur la labellisation d'un réseau de type SegNet
[BHC15]. Ces indices sont combinés pour générer rapidement un nombre réduit de candidats aux
façades. Nous montrons que notre méthode surpasse les autres méthodes de propositions d'objets
pour cette tâche particulière sur les 1000 images de la Zurich Building Database ainsi que sur
une partie du Cambridge Relocalisation Dataset.
Nous démontrons l'intérêt d'une telle procédure pour la reconnaissance de façades. Cette étape
est eectuée dans un système ecace qui classie et met en correspondance les candidats en
utilisant des descripteurs basés sur un réseau de neurones convolutifs. Nous prouvons que cette
approche est plus robuste aux changements de points de vue et aux occultations que les méthodes
de reconnaissance d'objets classiques. Enn, nous montrons comment utiliser la détection et la
reconnaissance de façades pour obtenir la pose de la caméra et augmenter la réalité.
La méthode de proposition de façades est décrite en section 3.3 et la méthode de reconnaissance
de façades en section 3.4. Des résultats expérimentaux sont nalement présentés en section 3.5.
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3.3 Proposition de façades
Notre algorithme de proposition de façades procède en deux étapes : un grand nombre de boites
est d'abord proposé comme ensemble initial de candidats aux façades, en se basant sur les
contours de l'image uniquement (section 3.3.1). Les meilleures candidats sont ensuite sélectionnés
en utilisant des indices de façadité (section 3.3.2), dont les valeurs sont combinées à l'aide d'un
perceptron multicouches (section 3.3.3).
Ces deux étapes opèrent sur des images dans lesquelles les façades ont été orthorectiées, en
utilisant la version préalable de la méthode présentée au chapitre 2. Nous supposons donc que
l'hypothèse de monde de Manhattan est vériée et que les points de fuite correspondant aux
directions du repère de Manhattan ont été détectés, ce qui permet de calculer les paramètres
intrinsèques de la caméra (plus exactement, la distance focale, en supposant que le point principal
est au centre de l'image) ainsi que son orientation par rapport au repère de Manhattan, comme
cela est montré par exemple dans [15].
3.3.1 Candidats initiaux
3.3.1.1 Calcul simultané de la segmentation sémantique et des contours
La segmentation sémantique ne résout pas le problème de détection de façades car par exemple
elle ne permet pas de distinguer deux façades adjacentes. Cependant, nous exploitons des éti-
quetages sémantiques de niveau pixel, d'une part pour obtenir une détection de contours plus
adaptée à notre problème, et d'autre part pour calculer certains des indices de façades. Nous
avons donc entraîné une version modiée de SegNet permettant d'inférer 7 classes sémantiques
(arrière-plan, façade, fenêtre, balcon, porte, ciel et route) en même temps que les contours de
l'image (gure 3.2). Le fait de résoudre simultanément ces deux problèmes permet à la segmen-
tation sémantique d'être inuencée par les contours (gure 3.3), et réciproquement aux contours
d'être principalement détectés aux frontières des régions sémantiques, en particulier aux bords
des façades, que nous cherchons à détecter.
La base de donnée utilisée pour entraîner et tester notre réseau a été obtenue en fusionnant
plusieurs bases (de manière consistante du point de vue des labels) : CMPfacadeDB 1, eTrims 2,
ECP 3, INRIA 4 et labelmefacade [FRD10]. Elle contient une variété de bâtiments de styles
classiques et modernes photographiés dans diérentes villes européennes (Paris, Prague, Berlin,
...). La vérité terrain des contours correspond aux frontières séparant les diérentes régions
sémantiques. L'architecture du réseau est la même que pour SegNet, sauf que la dernière couche
de déconvolution possède 9 sorties (7 pour la sémantique et 2 pour les contours) séparées en deux
couches diérentes. La fonction de perte utilisée pour l'entraînement est la somme pondérée de









Figure 3.2  Architecture de notre version modiée de SegNet comportant deux sorties : une
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Figure 3.3  Exemple de résultat de l'entraînement conjoint des cartes d'inférence sémantique
et de contours. La première ligne montre une image de façade (à gauche) et la vérité terrain de
son étiquetage sémantique (à droite). La seconde ligne montre la carte d'inférence obtenue par
la version standard de SegNet (à gauche) et par la version modiée (à droite). Les formes des
fenêtres sont plus rectangulaire avec la version modiée grâce à l'apprentissage conjoint de la
sémantique et des contours.
3.3.1.2 Échantillonage des boites candidates
Notre principale hypothèse concernant la géométrie des façades est que celles-ci sont de forme
rectangulaire. Dans les images préalablement rectiées, nous recherchons donc des rectangles.
Les bords des façades correspondant généralement à des gradients forts de l'image, nous choi-
sissons de nous baser sur les contours détectés pour générer l'ensemble initial de candidats aux
façades. Soit E la carte de points de contours obtenue en sortie du réseau SegNet modié (gure
3.4(milieu)). Ces points sont accumulés dans deux histogrammes, l'un, Hx, correspondant aux
contours projetés verticalement, l'autre, Hy, aux contours projetés horizontalement. Le produit
HxH
T
y peut être vu comme une carte de vraisemblance de coins (gure 3.4(droite)). Les n maxi-
maux locaux de cette carte sont utilisés pour générer n(n−1)2 rectangles. Plus exactement, comme
les couples de coins (haut-gauche, bas-droite) et (haut-droite, bas-gauche) dénissent le même
rectangle, nous retenons uniquement un ensemble de n(n−1)4 candidats.
Figure 3.4  Exemple d'image extraite de notre base de données (gauche). Carte de contours
(milieu) et carte de vraissemblance des coins (droite) obtenues pour cette image.
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3.3.2 Indices de façadité
Les façades de bâtiments partagent plusieurs caractéristiques visuelles. Elles sont habituellement
composées de motifs rectangulaires tels que des fenêtres, des portes, des balcons etc. Ces motifs
se répètent fréquemment le long de la façade, aussi bien verticalement qu'horizontalement. Les
façades sont aussi très souvent symétriques, et de couleur homogène, tout du moins comparées
à leur arrière-plan. Nous exploitons toutes ces caractéristiques pour décider, parmi les boites
proposées lors de la première étape, quelles sont les plus susceptibles de correspondre à une
façade. Pour chacune des boites candidates, nous évaluons six indices ad hoc. Nous réutilisons les
indices de forme et de contraste de couleur dénis dans [ADF12]. L'indice de contours proposé
dans [ADF12] est redéni, an de favoriser les segments verticaux et horizontaux de l'image.
Enn, trois nouveaux indices sont introduits en vue de caractériser le contraste sémantique, la
symétrie et les motifs répétés.
Ces six indices sont décrits plus en détails ci-dessous. Pour chacun d'eux, la gure 3.5, colonnes de
droite, montre le meilleur rectangle (selon la valeur de l'indice) obtenu parmi tous les candidats,
sur un exemple d'image de notre base. Les colonnes de gauche montrent les probabilités des
valeurs d'indices d'être obtenues pour une boite correspondant (en vert) ou ne correspondant
pas (en rouge) à une façade.
1. Indice de forme












































4. Indice de structure













































2. Indice de contraste colorimétrique
0 0.2 0.4 0.6 0.8 1














































5. Indice de symétrie











































3. Indice de contour orienté









































6. Indice de contraste sémantique
0 0.2 0.4 0.6 0.8 1










































Figure 3.5  Colonnes 1 et 3 : probabilités de chaque valeur d'indice d'être obtenue à l'intérieur
d'un rectangle correspondant à une façade (en vert) ou à l'intérieur d'un rectangle ne correspon-
dant pas à une façade (en rouge). Colonnes 2 et 4 : meilleur rectangle obtenu (obtenant le score
d'indice considéré le plus élevé) parmi tous les candidats dans une image d'exemple de notre
base d'apprentissage (pour l'indice de forme, la carte de chaleur complète de l'histogramme H
est montrée).
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Indice de forme Les façades sont supposées rectangulaires, mais, selon leur rapport d'aspect
(hauteur/largeur), tous les rectangles n'ont pas la même probabilité d'être observés. En eet,
les traditions architecturales favorisent, statistiquement, certains rapports d'aspect. Des façades
extrêmement nes, par exemple, sont quasiment impossibles à rencontrer. Nous avons ainsi appris
la distribution de probabilité de la hauteur et de la largeur de rectangles, correspondant à des
façades, détourés à la main dans une base de 1500 images (décrite en section 3.3.3). Par soucis
d'ecacité, nous utilisons une version discrétisée H, de taille 24×24, de cette distribution (gure
3.5(ligne 1, colonne 2)). Finalement, notre indice de forme correspondant au rectangle r de taille
h× w est simplement :
sshape(r) = H(h,w). (3.1)
Indice de contraste colorimétrique La couleur en soi ne contient pas beaucoup d'information
susceptible de caractériser les façades, celles-ci pouvant avoir des couleurs très diérentes. En
revanche, l'homogénéité de la couleur d'une façade comparée à son contexte local est un indice
pertinent, comme cela a été montré dans [ADF12]. La diérence des distributions de couleur entre
l'intérieur du rectangle et une bande entourant le rectangle peut en eet contribuer à détecter
des façades (voir par exemple la gure 3.5(ligne 2, colonne 2)). Nous prenons donc comme indice
de contraste colorimétrique :











où Hrc et H
b(r,β)
c sont respectivement l'histogramme de couleur de l'intérieur du rectangle r
et l'histogramme de couleur d'une bande d'épaisseur β entourant r. Nous utilisons l'espace de
couleurs LAB, quantié en 256 = 4× 8× 8 bins.
Indice de contour orienté Comme les façades ont des formes rectangulaires dans les images
rectiées, nous nous attendons à avoir des valeurs élevées de gradients d'image le long des bords
d'une boite correspondant à une façade. Tenant compte de cette observation, nous prenons comme













où α est la largeur de la bande bx(r, α) centrée en haut (x = h), en bas (x = b), à gauche (x = g)
ou à droite (x = d) du rectangle r, et Ex, Ey sont les images binaires des contours horizontaux
et (resp.) verticaux obtenus en sortie du réseau SegNet modié.
Indice de structure Les fenêtres et les balcons se répètent fréquemment le long des directions
verticales et horizontales des façades. Soit l'histogramme normalisé de 32 bins Hrx (resp. H
r
y) des
coordonnées horizontales (resp. verticales) des pixels étiquetés fenêtre ou balcon. L'autocor-
rélation de chacun des signaux Hrx et H
r
y est éparse (concentrée au niveau des pics) si ces signaux
contiennent des répétitions marquées. Pour cette raison, nous dénissons l'indice de structure de
la manière suivante :














où R(f) = F−1|F(f)|2 est l'autocorrélation de f , F et F−1 étant respectivement la transformée
de Fourier et la transformée de Fourier inverse d'un signal mono-dimensionnel, pics sont les
positions des maximaux locaux du signal et W (r) est le nombre de labels façade, fenêtre,
balcon, porte obtenus à l'intérieur du rectangle r, normalisé par l'aire de r.
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Indice de symétrie Les façades ont souvent un axe de symétrie imparfait. Nous cherchons à
dénir une métrique évoluant continûment avec l'aspect symétrique de la façade. Par exemple,
la corrélation croisée entre les intensités lumineuses de la moité gauche et de la moitié droite de
la boite peut être très faible pour une petite asymétrie. Pour cette raison, nous proposons de
subdiviser la boite en 16 parcelles (patchs). Pour chacun des patchs, nous calculons un descripteur
HOG à partir des contours obtenus en sortie du réseau. Nous évaluons ensuite les 8 distances
entre les patchs de gauche et les patchs de droite positionnées symétriquement par rapport aux














où He(i, j) est le descripteur HOG à 8 bins du patch (i, j), H
sym
e (i, j) est la version en miroir du
vecteur He(i, j), s est la symétrie axiale d'axe vertical (passant par le centre de l'image) et dχ2
est la distance du χ2.
Indice de contraste sémantique Les façades sont composées de primitives sémantiques telles
que des fenêtres, balcons, portes, murs. La proportion de ces éléments sur une façade dière
généralement de leur proportion dans une région entourant la façade, celle-ci pouvant du reste
inclure d'autres primitives sémantiques telles que des portions de ciel ou de route. Nous utilisons
donc comme indice de façade supplémentaire un indice de contraste sémantique déni comme
suit :











où Hrs et H
b(r,γ)
s sont respectivement l'histogramme des labels sémantiques à l'intérieur de la
région r et à l'intérieur d'une bande de largeur γ autour de r.
Le calcul de tous ces indices est en temps constant pour un rectangle grâce à l'utilisation d'inté-
grales d'image. Cette astuce est détaillée dans [VJ01] pour le calcul de sommes dans des régions
et le calcul d'histogrammes locaux. La quantication des histogrammes et le nombre de patchs
ont été choisis de manière à obtenir un temps constant raisonnable (inférieur à 103 opérations).
Les largeurs de bandes α, β, γ ont été apprises à l'aide de notre base d'entraînement (voir la
section 3.3.3) de manière à maximiser la séparabilité entre les distributions de probabilité po-
sitives et négatives des valeurs d'indices (gure 3.5(colonnes 1 et 3)). Les valeurs optimales de
ces paramètres sont respectivement 5%, 30% and 20% des dimensions des rectangles. σc, σs, σsc
sont des écart-types des distances obtenues sur les indices de couleur, de symétrie et (resp.) de
contraste sémantique.
3.3.3 Combinaison des indices
Le fait que les distributions de probabilité des valeurs d'indices obtenues pour les façades et
(resp.) les non-façades se recouvrent partiellement (gure 3.5(colonnes 1 et 3)) signie qu'aucun
de ces indices ne sut à lui seul à distinguer les rectangles correspondant à une façade des
rectangles ne correspondant pas à une façade. Nous considérons donc l'ensemble de ces indices
à l'aide d'un perceptron multicouche. Ce perceptron est composé de deux couches cachées de 8
neurones. Il a été appris à partir d'une base de 1500 images orthorectiées provenant de Google
Street View et ImageNet, dans lesquelles les boites englobantes des façades (vérité terrain) ont été
dénies manuellement. Les rectangles positifs et négatifs utilisés pour cet apprentissage ont été
extraits de l'ensemble des rectangles générés par la procédure d'échantillonage décrite en section
3.3.1, appliquée à toutes les images de la base d'apprentissage. Pour décider si un rectangle est
positif ou négatif, nous avons utilisé la métrique classique Intersection sur Union (score IoU
sIoU [ZD14]). Un seuil de 0.5 sur l'IoU est généralement employé dans la littérature pour décider
si deux régions d'image coïncident ou non. Une illustration dans [ZD14] montre par ailleurs
qu'un score de 0.5 correspond à un recouvrement déjà relativement élevé. Pour ces raisons, nous
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considérons comme exemples positifs les rectangles qui se superposent à un rectangle de la vérité
terrain avec sIoU ≥ 0.5, tandis que les exemples négatifs sont ceux pour lesquels sIoU < 0.5.
La valeur obtenue en sortie du perceptron peut être vue comme un score de probabilité que le rec-
tangle considéré corresponde à une façade. Les candidats sont triés selon ce score et, tout comme
dans [ADF12], un algorithme glouton est utilisé pour conserver les rectangles ne recouvrant pas
signicativement (sIoU ≥ 0.5) un rectangle mieux classé.
3.4 Reconnaissance de façades
Le problème que l'on cherche à résoudre à présent est le suivant : étant donnée une image acquise
dans un lieu connu, nous voulons reconnaître les façades les plus saillantes de cette image. Par
reconnaître, nous entendons à la fois détecter les façades sous forme de boites englobantes et
identier ces façades parmi un ensemble de façades, représentées sous forme d'images de référence
(rectiées) associées à ce lieu.
Ce problème, diérent (complémentaire) de celui de la reconnaissance de lieu, ouvre la voie à des
applications de réalité augmentée telles que l'achage d'informations pratiques ou culturelles
par-dessus les bâtiments ou le guidage de l'utilisateur vers un bâtiment qu'il cherche à atteindre.
Dans ce contexte, une localisation obtenue par un GPS peut ne pas être susamment précise
pour obtenir un détourage adéquat, mais permettre de réduire considérablement le nombre de
façades à examiner lors de la phase d'identication.
Notre méthode de reconnaissance de façade comporte les trois étapes suivantes (gure 3.6) :
1. Générer un faible de nombre de boites candidates aux façades à l'aide de notre
méthode de proposition de façades.
2. Classier ces candidats en façade ou non-façade à l'aide d'un réseau de neurones
prenant des descripteurs SPP (Spatial Pyramid Pooling [HZRS14]) en entrée. L'utilisation
de ces descripteurs permet d'appliquer les ltres de convolution une seule fois pour l'image
entière, au lieu de les appliquer à chaque boite proposée.
3. Apparier les candidats classiés façade aux façades de référence associées au
lieu courant, en utilisant une métrique sémantique apprise à l'aide d'un réseau siamois
prenant les descripteurs SPP en entrée.






















Figure 3.6  Vue d'ensemble de notre méthode de reconnaissance de façades.
62 Détection et reconnaissance des façades
3.4.1 Classication en façade / non-façade
La classication de façade présente une diculté supplémentaire par rapport à la classication
d'objets classique, qui est qu'une sous-façade (par exemple, le premier étage d'un bâtiment)
possède généralement toutes les caractéristiques visuelles d'une façade. Pour éviter de classier
les sous-façades en façades, il est nécessaire de considérer le contexte visuel environnant la boite
candidate. Une façade (complète) doit ressembler à une façade à l'intérieur de la boite, mais
pas autour de la boite. Nous proposons donc d'utiliser comme descripteur la concaténation d'un
descripteur SPP calculé à l'intérieur de la boite avec un descripteur SPP calculé sur une bande
entourant la boite.
Le descripteur SPP correspondant à l'intérieur de la boite est calculé à partir de la 5ème couche
de convolution (conv5) du réseau SegNet modié. Nous utilisons une pyramide spatiale à 3
niveaux (1 × 1, 2 × 2, 4 × 4) pour mutualiser les valeurs des 512 cartes de caractéristiques
(feature maps) de la couche conv5 (voir la gure 3.7). La résolution de conv5 est cependant trop
faible (23 × 30) et la bande englobante trop ne (25 % des dimensions de la boite) pour pouvoir
appliquer ce schéma multi-résolution à la bande. Notre solution consiste à diviser la bande en
quatre parties (haut, bas, gauche, droite) et, pour chaque partie, à utiliser une pyramide spatiale
à deux niveaux (1 × 1, 1 × 4). Le descripteur SPP correspondant à l'intérieur de la boite a ainsi
pour dimension 512 × (1 + 4 + 16) = 10752, tandis que le descripteur SPP correspondant à la
bande a pour dimension 512× 4× (1 + 4) = 10240.
Conv5Conv5 Conv5
Figure 3.7  Schéma de Spatial Pyramid Pooling sur trois niveaux (le premier en rouge, le
second en magenta et le dernier en bleu) du descripteur SPP sur la couche conv5.
Le vecteur concaténé de dimension 20992 constitue l'entrée d'un classieur par réseau de neu-
rones. Ce classieur est composé de deux couches cachées complètement connectées de taille 4096.
Le réseau est entraîné sur notre base d'entraînement, à laquelle nous avons ajouté des images
synthétiques. Ces images correspondent à des images de façades complètes venant d'ImageNet
et de Google Street View, collées sur des images d'environnement urbains.
3.4.2 Appariement de façades
Pour l'étape d'appariement, nous pourrions utiliser le descripteur SPP correspondant à l'intérieur
de la boite, comparable (à l'aide d'une simple distance euclidienne par exemple) aux descripteurs
SPP calculés sur les images de référence. Cependant, distinguer deux façades diérentes tout en
étant robuste aux changements d'apparence d'une même façade peut être dicile. Ce problème
est en fait similaire à celui de la classication à grain n (ne-grained classication) qui se résout
classiquement par l'apprentissage d'une métrique de similarité spécique. C'est cette approche
que nous suivons ici en utilisant un réseau de neurones siamois [CHL05]. L'idée est de trouver
une fonction qui envoie les images dans un espace de dimension faible où la distance euclidienne
entre points de la même classe est faible et celle entre points de classes diérentes est importante.
Ici, des paires de descripteurs SPP internes (an, bn) sont utilisées comme entrées d'un réseau de
neurones Φ à deux couches cachées de taille 2048 entraîné en mode siamois [CHL05] sur un tiers







yd2 + (1− y) max (m− d, 0)2 , (3.7)
avec d = ||Φ(an)− Φ(bn)||2, m la marge négative, et y = 1 si la paire est positive y = 0 sinon.
Les paires positives sont générées à partir des candidats positifs (sIoU ≥ 0.5) des diérentes vues
d'une même façade tandis que les paires négatives sont générées à partir de candidats positifs
de façades diérentes. L'espace induit par le réseau de neurones siamois est ainsi de plus petite
taille et ajusté pour distinguer des façades qui peuvent sembler proches visuellement.
Nous calculons enn la distance euclidienne entre le vecteur obtenu en sortie de ce réseau avec la
boite détectée et les vecteurs obtenus en sortie (pré-calculés) avec les façades de référence. Pour
chaque détection, nous choisissons le plus proche voisin dans la base de référence. Pour nous
assurer que cette mise en correspondance est correcte nous imposons que l'association par plus
proche voisin soit réciproque.
3.5 Résultats expérimentaux
3.5.1 Proposition de façades
Notre méthode de proposition de façades est évaluée sur la Zurich Buildings Database (ZuBuD) 5.
Ce jeu de données est composé de 1000 photographies de rues de Zurich prises par des piétons.
Elle est divisée en 200 scènes, chaque scène se concentrant sur un bâtiment. Les changements
de point de vue sont sévères et il n'est pas rare que des façades soient occultées par des arbres,
des lampadaires ou des lignes électriques. Cette base comporte aussi une bonne diversité de
bâtiments possédant des architectures variées, allant du style classique européen à des styles plus
modernes.
Nous utilisons les images orthorectiées de ZuBuD, dans lesquelles les façades ont été détourées
manuellement. Nous comparons notre approches aux méthodes Selective Search [UvdSGS13],
Objectness [ADF12] et EdgeBox [ZD14] en utilisant trois critères : rappel, précision et temps
(Table 3.1).
Table 3.1  Résultats concernant la proposition de façades.
Selective Search Objectness EdgeBox Nous
Rappel (n = 100) 74.89 74.18 70.81 85.16
Précision (sIoU ) 0.59 0.63 0.61 0.68
Temps (secondes) 0.28 1.42 0.35 0.42
Le rappel est l'une des mesures de performance les plus importantes pour une méthode de pro-
position d'objets. Il correspond au taux d'objets retrouvés parmi les n premières propositions. La
gure 3.8 montre le taux de rappel obtenu sur ZuBuD en fonction du nombre de candidats propo-
sés. Notre méthode est évaluée sous trois congurations diérentes : en considérant uniquement
les indices spéciques à notre problème (contour, structure, symétrie et contraste sémantique),
en considérant uniquement les indices déjà dénis dans [ADF12] (contour, forme, contraste co-
lorimétrique) ou enn, en considérant l'ensemble de ces indices (ces trois congurations sont
désignées respectivement par Our (problem-specic cues), Our (Objectness inspired cues) et Our
(all cues) en gure 3.8). Un rectangle de la vérité terrain est considéré comme trouvé lorsqu'au
moins un des candidats sélectionnés le recouvre avec un score sIoU ≥ 0.5.
Si la plupart des méthodes comparées obtiennent un taux de rappel de plus de 80 % avec
n = 500, notre méthode s'avère plus performante que les autres pour n plus petit. En pratique,
nous utilisons les 100 premières propositions obtenues, avec un taux de rappel de 85 %, bien
5. http://www.vision.ee.ethz.ch/showroom/zubud/
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Figure 3.8  Taux de rappel obtenus pour plusieurs méthodes en fonction du nombre de candi-
dats.
supérieur aux taux de rappels obtenus avec les autres méthodes (voir la table 3.1). Nous pouvons
ainsi considérer beaucoup moins de propositions qu'en utilisant les méthodes précédentes, pour
la même performance et à peu près les mêmes temps de calcul. Cela peut aisément s'expliquer
par le fait que nous utilisons des indices plus discriminants sur des façades que sur des objets
quelconques.
La précision est calculée ici comme la valeur moyenne sIoU de toutes les propositions qui se
superposent à la vérité terrain avec sIoU ≥ 0.5 (nous prenons ici n = 100). Cette mesure n'est
pas critique pour la proposition d'objets, mais dans le cas d'une détection de façades utile au
calcul de pose, il est important de localiser le plus précisément possible les bords des façades.
Nos meilleurs résultats de précision comparés aux autres méthodes peuvent être expliqués par le
fait que nous utilisons des indices basés sur les contours des façades et le contexte environnant.
Le temps de calculs est une autre mesure de performance importante pour la proposition
d'objets. Tous nos indices sont calculés en temps constant, ce qui nous permet d'obtenir des temps
de calcul inférieurs ou du même ordre que ceux des autres méthodes. Ce temps est compatible
avec ce que l'on attend d'une méthode d'initialisation de pose pour des applications de réalité
augmentée (il est cependant trop important pour envisager d'utiliser cette méthode pour du suivi
de caméra temps réel). Le code utilisé a été écrit en Matlab avec des parties critiques écrites en
C. Les temps de calcul montrés en table 3.1 sont les temps moyens obtenus pour n = 100 sur un
processeur I7-3520M associé à une carte graphique Nvidia TITAN X.
3.5.2 Reconnaissance de façades
Le jeu de données utilisé pour évaluer notre méthode de reconnaissance de façade est constitué des
deux tiers d'images de la base ZuBuD non utilisées pour l'apprentissage de la métrique (section
3.4.2), dans lesquelles nous avons étiqueté manuellement 937 façades. Ces façades sont regroupées
en 171 classes, chaque classe représentant une façade unique, observée sous diérents angles. Les
images des façades sont orthorectiées, avec pour conséquence des artefacts de rectication et
des résolutions d'image variées (gure 3.9). De plus, en raison de la présence d'occultations, cer-
taines façades peuvent correspondre à une partie seulement d'une façade représentée entièrement
dans une autre image, et des occultations peuvent subsister dans certaines images. En plus de
cette diversité intra-classe, diérentes classes peuvent avoir une apparence similaire. L'image de
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référence de chaque classe est choisie visuellement pour sa proximité avec la vue frontale et une
faible présence d'objets occultants. Les autres images de la classe sont utilisées pour les tests.
Figure 3.9  Illustration de la diversité d'apparences d'une façade au sein de sa classe, en raison
d'artefacts de rectication, de la présence d'occultations et d'observations partielles.
La procédure de reconnaissance de façade est évaluée en soi, et comparée à d'autres méthodes
d'appariement de la manière suivante. Pour chaque approche évaluée, nous exécutons notre
procédure de proposition de façade avec n = 100 candidats. Pour chaque image de test, nous
sélectionnons le candidat qui recouvre au mieux la façade selon le score sIoU . De cette manière,
les candidats aux façades sont les meilleurs que nous puissions obtenir, indépendamment des
performances de l'étape de détection évaluée précédemment. Pour chacun des candidats retenus,
nous calculons leur descripteur SPP et recherchons leur plus proche voisin, au sens de la distance
euclidienne, parmi les descripteurs des 171 façades de référence. Un appariement est considéré
comme correct si la classe du plus proche voisin correspond à la classe vérité terrain de l'image
testée. La table 3.2 montre les résultats obtenus en utilisant diérents descripteurs de lieu. Le
descripteur Bag of Words (BoW) est l'histogramme des mots visuels (clusters de descripteurs
SIFT) calculé à l'intérieur de la façade candidate. VGG est le vecteur de taille 4096 obtenu en
sortie du CNN VGG [SZ14] appliqué à la sous-image de la façade candidate, retaillée de manière
à correspondre aux dimensions requises en entrée de ce réseau. SPP est le descripteur issu de la
couche conv5 du réseau SegNet modié et SPP (siamois) est la sortie du réseau siamois obtenue
pour ce même vecteur.
Table 3.2  Statistiques concernant la reconnaissance de façade pour diérents descripteurs de
l'état de l'art et deux variantes de notre méthode.
BoW VGG SPP (SegNet) SPP (siamois)
Appariements corrects (%) 44.06 72.80 78.91 82.93
Temps (secondes) 0.29 2.19 0.07 0.05
Le faible nombre de points SIFT extraits sur les façades ainsi que la similarité de leurs descripteurs
sur des structures répétées explique en grande partie la faible performance du descripteur BoW.
En outre, ce descripteur n'intégrant pas d'information spatiale sur les points détectés, il permet
uniquement de distinguer les façades en se basant sur les proportions de mots visuels représentés,
ce qui est clairement insusant. La diérence entre VGG et SPP est principalement imputable
au réglage n de SegNet modié pour générer la segmentation. En eet, les architectures de ces
deux réseaux sont comparables et SPP est essentiellement une approximation rapide à calculer
d'un véritable descripteur CNN. En revanche, la couche conv5 de notre réseau contient plus
d'information sur les façades qu'un réseau VGG entraîné sur ImageNet. Enn, on constate que
l'apprentissage de métrique via un réseau siamois aide à la classication ne.
Nous évaluons à présent la méthode complète, intégrant la détection et la reconnaissance de
façade. Des exemples de résultats sont montrés en gure 3.10. À la n de l'étape de proposition
de façade, nous obtenons 100 façades candidates. Comme l'étape d'appariement est basée sur
la recherche du voisin le plus proche, nous pouvons dicilement l'appliquer sur chacun des
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Figure 3.10  Exemples de résultats de la méthode complète sur la base ZuBuD. Les polygones
verts représentent les façades de la vérité terrain. Toutes les façades montrées dans cette gure
ont été correctement reconnues.
candidats. En eet, en l'absence d'une prise en compte de la valeur de la distance obtenue avec le
plus proche voisin (comparée à un seuil par exemple) chaque candidat trouvera toujours un voisin
le plus proche parmi les images de référence, même si la façade sélectionnée n'existe pas dans
l'image. An de ne pas biaiser les résultats par l'introduction d'un seuil, nécessairement diérent
pour chaque méthode, nous cherchons à reconnaître uniquement les façades eectivement visibles
dans l'image. La classication de façade basée sur l'intérieur de la façade et sa région environnante
permet d'éliminer la plupart des candidats. La validation croisée assure enn que l'appariement
est correct. Notre méthode obtient un taux de mauvaises détections de 16.14 % pour un taux de
rappel de 71.13 % (SPP siamois) sur le jeu de test complet. Ces résultats sont meilleurs que ceux
obtenus par le descripteur BoW et comparables à ceux obtenus avec le descripteur VGG, alors
que la procédure de sélection de façade utilisée pour ces deux méthodes leur est favorable, puisque
toujours basée sur le meilleur résultat pouvant être obtenu. Une fausse détection ne signie pas
nécessairement que la détection a échoué complètement. Elle peut aussi être expliquée par l'une
ou l'autre des situations suivantes : la façade détectée est trop petite mais incluse dans une façade
de la vérité terrain (image 1 en gure 3.11), la façade détectée contient plusieurs façades de la
vérité terrain, regroupées en une seule (image 3 en gure 3.11), ou encore, la façade détectée n'a
pas été détourée lors de la constitution de la vérité terrain (image 1 en gure 3.11). Cependant,
nous avons identié un cas d'échec récurrent qui se produit lorsque de petites façades détectées
(petites dans l'image) contenant peu d'information photométrique sont appariées à une façade
de référence quasi-homogène (image 1 en gure 3.11). L'appariement peut aussi échouer lorsque
deux façades diérentes de la base de référence sont très similaires, ce qui peut arriver pour des
façades provenant d'un même bâtiment (image 4 en gure 3.11).




Figure 3.11  Exemples d'échecs de la méthode avec diérents cas de fausses détections (images
1, 2, 3) et un cas d'appariement de deux façades diérentes avec la même façade de référence
(image 4).
de la base Cambridge Relocalisation Dataset 6. Ce jeu est composé de 80 images divisées en 20
classes. Cette situation est plus conforme à un cas d'utilisation de notre méthode où des données
de géolocalisation obtenues par GPS permettent de restreindre le nombre d'images à considérer
dans la base de référence. À la diérence de ZuBuD, cette base contient très peu d'occultations,
mais les changements de point de vue sont plus extrêmes. Les statistiques sont similaires à ce que
nous obtenons sur ZuBuD, avec 73.38 % de taux de rappel et 19.34 % de mauvaises détections.
Ces résultats montrent la robustesse de notre méthode aux forts changements de point de vue
(gure 3.12).
Un autre intérêt de notre approche pour la reconnaissance de façade est sa rapidité. Comme
nous utilisons des descripteurs SPP, nous avons besoin d'un seul passage dans le réseau SegNet
modié pour l'ensemble de la méthode. Nous exploitons les sorties de ce réseau, incluant les cartes
de caractéristiques de la couche conv5, à diérentes étapes de l'algorithme (échantillonage des
rectangles, calcul des indices de façadité, calcul du descripteur, etc.). Cette méthode peut être
vue comme méthode d'initialisation d'un algorithme plus précis de recalage 3D-2D, tel que ceux
présentés dans [RD06a] et au chapitre 4 de ce mémoire. En tant que méthode d'initialisation, elle
n'a pas besoin d'être exécutée pour chaque image du ux vidéo, mais uniquement au démarrage
du suivi ou lorsque celui-ci échoue. La rapidité des calcul (typiquement, moins d'une demi-
seconde par image soit environ une réinitialisation toutes les 10 images), est compatible avec des
applications de RA.
3.5.3 Application à la RA
Une fois que des façades ont été détectées et identiées dans une image, il est déjà possible d'y
superposer des objets virtuels plans. Il sut en eet d'appliquer à ces objets les homographies
inverses de celles utilisées pour rectier les images. Par exemple en gure 3.10, chaque région
colorée représente une façade détectée et appariée avec succès. Ces régions pourraient être facile-
6. http://mi.eng.cam.ac.uk/projects/relocalisation/#dataset
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Figure 3.12  Exemple de résultats obtenus avec la méthode de reconnaissance de façade com-
plète sur le jeu de données de Cambridge. Toutes les façades montrées dans ces exemples ont été
correctement reconnues.
ment remplacées par n'importe quelle information spécique aux bâtiments concernés. De plus,
si les façades de références sont associées à des informations géométriques géoréférencées (telles
qu'un modèle 3D du bâtiment) la pose de la caméra peut être estimée par rapport à n'importe
quelle façade reconnue (à partir de ses sommets, identiés dans l'image par notre méthode), et
donc dans le repère associé au géoréférencement. Pour illustrer cela, nous avons utilisé un modèle
3D public du Centre des Congrès de Nantes 7 et utilisé notre méthode pour tenter de reconnaître
ce bâtiment parmi des images de GoogleStreetView le montrant sous diérents angles de vue.
Une façade de ce bâtiment a été ajouté à la base ZuBuD utilisée pour les expérimentations
précédentes. Dans toutes les images de test la façade a été correctement détectée (apparaissant
invariablement dans le top 10 de l'étape de proposition de façade) et reconnue. La gure 3.1
résume cette utilisation de la méthode dans les deux cas, incrustation d'un objet plan sur une
façade en utilisant l'homographie inverse, ou projection d'un modèle 3D dans le cas où la façade
est géoréférencée.
7. http://www.3dwarehouse.sketchup.com
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Figure 3.13  A gauche une image de la base de données d'apprentissage. A droite son graphe
de segmentation sémantique selon la méthode décrite en section 3.2.3 de la thèse d'Antoine Fond.
3.6 Conclusion et perspectives
Dans ce chapitre, nous avons décrit une méthode de détection et reconnaissance de façades qui
repose sur une première étape de proposition de façades. Pour cette étape, nous avons adapté
aux spécicités des milieux urbains trois indices issus de [ADF12]. Nous avons également proposé
trois nouveaux indices (structure, symétrie et rectication) pertinents vis-à-vis de la structure
sémantique et géométrique particulière des façades. Tous ces indices répondent à la contrainte de
temps de calcul réduit attendue d'une méthode de proposition d'objets. 100 propositions triées
selon un score combinant ces indices susent à détecter plus de 87% des façades de ZuBuD, ce qui
dépasse largement les performances des méthodes de propositions d'objets génériques de l'état
de l'art. S'ensuit une étape de classication forte basée sur des descripteurs CNN qui tiennent
compte du contexte local de la façade. Ces mêmes descripteurs sont utilisés en entrée d'un réseau
siamois pour reconnaitre les façades détectées parmi une base de références connues.
La méthode actuelle montre des bons résultats (environ 70% de rappel et 15% de fausses détec-
tions) sur des jeux de données urbains complexes. La rapidité de la méthode la rend compatible
autant avec des applications de réalité augmentée simples qu'avec des applications plus com-
plexes nécessitant une initialisation de calcul de pose de caméra. Les deux dernières étapes
(classication et reconnaissance) pourraient toutefois bénécier d'une description additionnelle
plus robuste aux parties cachées, sous la forme d'un graphe reliant les diérents éléments séman-
tiques d'une façade. Un tel graphe a été proposé à la n de la thèse d'Antoine Fond pour calculer
plus ecacement l'indice structurel utilisé pour la détection de façade (gure 3.13). Ce type de
graphe pourrait être utilisé pour entraîner un classieur par apprentissage profond adapté aux
graphes [MBM+16]. Il pourrait également servir pour un test de compatibilité géométrique lors
de la mise en correspondance avec la base de références.
Pour une utilisation eective de notre méthode, un problème de passage à l'échelle risque de se
poser pour l'étape de reconnaissance. Si la base d'images ZuBuD contient déjà un millier d'images,
ce nombre pourrait être beaucoup plus gros à l'échelle d'une ville. Bien-sûr, si des données GPS
sont disponibles, il est possible de limiter la zone de recherche à un certain périmètre, et de
réduire drastiquement le nombre d'images à considérer. En l'absence de cette connaissance, il
reste à vérier que les vecteurs en sortie du réseau siamois sont susamment espacés dans l'espace
euclidien pour éviter les confusions lors de la recherche du plus proche voisin. Concernant les
temps de calcul, il faut souligner que de nombreux algorithmes de recherche rapide du plus proche
voisin ont été proposés ces dernières années (basés sur des méthodes de hashing, de quantication,
sur des arbres, . . .), et que ce thème de recherche est toujours très actif. Récemment, les auteurs
de [HD16] ont par exemple proposé une nouvelle méthode de recherche basée sur un graphe,
exploitant le fait que, pour de grandes bases de données, la dimension intrinsèque de la variété
locale formée par les descripteurs est généralement bien inférieure à la dimension des descripteurs.

Ailleurs il y a du sang,
Ailleurs il y a du crime,
Des raisons qui n'en sont pas.
Vous nous avez dégagées
De ce qui n'était pas nous,
Qui vivait de quelque vie.
Et nous maintenant gées,
Sans colère, intempestives,
Nous collons à vos cornées.
Il faut vous en prendre à vous
Si vous sourez de savoir
Que nous sommes quelque part.
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Abstract
The binary split grammar is powerful to parse façade in
a broad range of types, whose structure is characterized by
repetitive patterns with different layouts. We notice that, as
far as two labels are concerned, BSG parsing is equivalent
to approximating a façade by a matrix with multiple rank-
one patterns. Then, we propose an efficient algorithm to
decompose an arbitrary matrix into a rank-one matrix and
a residual matrix, whose magnitude is small in the sense of
l0-norm. Next, we develop a block-wise partition method to
parse a more general façade. Our method leverages on the
recent breakthroughs in convex optimization that can effec-
tively decompose a matrix into a low-rank and sparse ma-
trix pair. The rank-one block-wise parsing not only leads to
the detection of repetitive patterns, but also gives an accu-
rate façade segmentation. Experiments on intensive façade
data sets have demonstrated that our method outperforms
the state-of-the-art techniques and benchmarks both in ro-
bustness and efficiency.
1. Introduction
Façade parsing has received increasing attention over the
past few years [1, 7, 9, 15, 16, 22, 23] with the growing pop-
ularity of urban image databases like Google Street View
and Microsoft Bing Maps. The purpose of façade parsing
is to discover different regions of a façade with semantic
meanings. Potential applications include reconstruction of
buildings, navigation systems and location-based services,
which require relatively simplified yet structurally faithful
model representations. The main challenge of façade pars-
ing lies on the fact that significant variations exist between
buildings of different architectural styles. Apart from that,
it can also be expected that there exist external disturbances
including occlusions, noise and varying illumination condi-
tions.
Recently a lot of research has been done to tackle this
problem by leveraging the regularity of façade geometry.
The key observation is that most façades in real world share
strong repetitions and alignments in structure. By exploit-
Figure 1. A façade is parsed into blocks of aligned and repeti-
tive objects. Left: The input façade image. Middle: The initial
wall/non-wall classification. Right: The parsed blocks with their
repetitive objects, where a different color codes a different block.
ing the regular structures in architectures, it is able to ef-
fectively parse the façades with abundant periodicity and
symmetries.
There are two mainstreams of works addressing the
problem of façade parsing: bottom-up symmetry detection
and top-down parsing based on shape-grammars. In one
sense, two approaches are similar in that they both impose
strong prior about the regularity of structures in architec-
tures. But they differ in many ways as well. Previous works
about symmetry detection utilize local features to measure
mutual similarities, where the comparison can be done in
the color space [16] or feature space [13], or a combination
of both [25]. In [17], Musialski et al. proposed an elegant
solution to image repair based on symmetry. Other meth-
ods include generalized Hough Transform [13] and mean-
shift belief propagation [18]. The major limitation of these
methods is that detecting symmetries alone cannot give a
model representation of façade, rendering the reconstruc-
tion difficult. Grammar-based methods resolve the difficul-
ty by representing buildings using a set of replacement rules
and a dictionary of basic shapes. Alegre and Dellarty [1]
obtained a semantic description of buildings by introduc-
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Figure 4.1  À gauche une façade, au milieu sa segmentation sémantique inférée, à droite
cette même segmentation sémantique régularisée par approximation de rang 1. Image issue de
[YHQT12].
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4.1 Introduction
La positionnement par synthèse (au sens large [RD06a, 19, APV+15, CWUF16]) a été en partie
motivé par la disponibilité croissante de modèles 3D texturés à l'échelle nationale (IGN Géo-
portail) et planétaire (Google Street View/Maps, . . .). Nous considérons dans ce chapitre le cas
d'une seule façade de bâtiment, dont la vérité terrain d'une segmentation sémantique (découpage
en régions correspondant aux fenêtres, portes etc.) est connue. Cette vérité terrain a été obtenue
manuellement dans nos expérimentations, mais on peut envisager de l'obtenir automatiquement à
partir de l'image de texture de la façade isolée de son contexte (gure 4.1(gauche)). Par exemple,
les auteurs de [YHQT12] utilisent une classication de la texture en mur et non-mur (gure
4.1(milieu)), permettant de décrire la façade sous forme d'une matrice de 0 et de 1. Une méthode
est alors proposée pour partitionner cette matrice en sous-blocs M = M0 + E, tels que M0 est
de rang 1 (structure régulière) et E est une matrice résiduelle (erreurs de segmentation) dont la
magnitude est faible au sens de la norme l0 (gure 4.1(droite)). Une autre approche [TKS+13]
considère un plus grand nombre de classes (mur, fenêtres, . . .) et permet de décomposer une
segmentation en une série de lois structurelles paramétriques appelée grammaire de forme (shape
grammar), représentée par un arbre (gure 4.2). Une technique d'apprentissage par renforcement
est utilisée pour obtenir l'arbre de segmentation optimal.
Parent Children Split
Ax om(W,H) Facade(0,0,W,H) None
Facade(0,Y,W,H) Floor(0,Y,W,h) Fa-Wall(0,Y+h,W,H-h) Y:h
Fa-Wall(0,Y,W,H) Wall(0,Y,W,h) Facade(0,Y+h,W,H-h) Y:h
Floor(X,Y,W,H) Wall(X,Y,w,H) Fl-Win(X+w,Y,W-w,H) X:w
























Figure 2. A toy 2D split grammar (top) and a shape generated by
it (bottom). Walls and windows are terminals; filling their domain
with the appropriate color gives the facade on the right.
dows. We omit θ as we consider that facade images have
been ortho-frontally rectified, while the splits are either
along the X or Y axis; so θ will always be zero. Finally,
we incorporate the shape’s ‘type’ in its name.
According to the grammar the facade is first split verti-
cally into an alternating sequence of floors and walls (rules
2 & 3); each floor is then split into a sequence of walls and
windows (rules 4 & 5). Note that the grammar forces the
horizontal alternation of ‘wall’ terminals and ‘floor’ shapes
and the vertical alternation of ‘wall’ terminals and ‘window’
terminals. Moreover the splits alternate directions at each
layer; facades are split vertically and floors horizontally.
There are some notable properties of the grammar: first,
the recursive form of the grammar allows us to consider any
number of elements; this is determined by the size of the
facade, and the parameters of the splits. This is well suited
to deal with structure variation. Second, the same terminal
(‘wall’) is used at two different layers of the hierarchy, both
to separate floors within a facade and to separate windows
within a floor. This is an instance of ‘reusing’ parts in a
grammar [9, 8] made here specific to shape grammars.
At the bottom of Fig. 2 we show a shape derived by using
some of the rules given at the top of the figure; windows are
shown as blue and walls as red. We can thus use our gram-
mar as a generative model for a variety of building facades
by using different parameters in its rules. We now turn to the
inverse problem of parsing a given shape with our grammar,
which amounts to finding the sequence of rules to apply on
an axiom in order to optimally fit an input image.
3. Shape Parsing via Reinforcement Learning
We now turn from synthesis with shape grammars to the
inverse problem of image interpretation. For a facade this
amounts to finding a sequence of rules that optimally break
a given image into windows, doors, walls, etc. This is sim-
(a) Input (b) m(shop) (c) m(roof) (d) m(wall) (e) m(win) (f) c (g) m(c)
Figure 3. Illustration of the objective function: (b)-(e)
are the pixel-wise merit functions for each terminal class
(shop/roof/wall/window), indicated by both color and text. (f) is a
parse of the image, indicating the labels in terms of terminal color.
(g) combination of the merits according to the parse in (f).
ilar to semantic segmentation/parsing [7, 17] in that we as-
sign a class label to each pixel. The difference is that in our
case the labeling is the result of a shape grammar derivation;
we thus refer to our labeling problem as shape parsing.
This task has two sides: first, we consider that we have an
image-driven, bottom-up merit function m(x, y, c) ∈ [0, 1]
that indicates whether pixel x, y is of class c; we consider
different variants of m in Sec. 5. For instance, as shown
in Fig. 3(b)-(e) we can use discriminatively trained classi-
fiers to score the posterior probability of different terminal
classes at the individual pixel level.
Second, the grammar injects top-down information in the
solution, for instance all terminals are axis-aligned rectan-
gles, and all windows on a floor have the same height, as
shown in Fig. 3(f). This constrains the set of possible la-
bellings in a more problem-specific manner than what could
be attained by a flat, MRF-based semantic segmentation ap-
proach.
Our goal is to come up with a grammar-based seg-
mentation of the shape that optimally fits to the bottom-
up information of m, i.e. maximizes the quantity!
x,y m(x, y, c(x, y)), where c(x, y) is the terminal-level
labelling induced by the grammar segmentation. Defining
the merit of a terminal A(cA, x, y, w, h) of type cA as:





m(x′, y′, cA) (1)
we can recursively express the merit of a non-terminal shape
as the sum of its descendants’ merits. Pushing the recursion
to its end, we see that our task is to pick a set of grammar
rules that maximizes the merit of the ‘axiom’ shape, by pro-
viding a combination of terminals with maximal cumulative
merit.
This is challenging for two reasons: first, a structure
is not split directly into terminals; instead, for example,
a ‘floor’ part is split into a terminal ‘window’ and a non-
terminal, ‘remaining’ part. We can directly evaluate the
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Figure 4.2  Description d'une grammaire de façade représentée par un arbre. Image issue de
[TKS+13].
Dans ce chapitre, nous montrons comment une façade représentée sous cette forme peut être
recalée de manière robuste et précise dans une carte sémantique de l'image (obtenue par SegNet
[BHC15]) partant d'une pose initiale. La pose initiale est ici obtenue à l'aide de la méthode
décrite au chapitre 3. Bien que d'autres méthodes puissent être envisagées pour obtenir la pose
initiale (GPS + magnétomètre, reconnaissance de lieux + points de fuite etc.), nous ne sommes
pas en mesure de garantir que des résultats identiques à ceux présentés en section 4.5 puissent
être obtenus avec ces variantes.
4.2 État de l'art et contributions
Selon notre décomposition du problème de positionnement global en milieu urbain, une fois la
façade du bâtiment de l'image courante identiée parmi les références du modèle, le second sous-
problème vise à trouver la rotation R> et la position −R>t de la caméra dans le repère de cette
façade. Connaissant la matrice de calibration K, ce problème de recalage peut être ramené à celui
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du calcul de l'homographie Hiw = K (R1R2|t) qui transforme la façade (appartenant au plan
d'équation Z = 0 dans le repère monde) de l'image de référence Iref en la façade détectée dans
l'image requête I, dite aussi image cible [32]. Si une homographie H0w est connue pour une image
I0, le problème revient alors à calculer l'homographie Hi0 qui transforme la façade de l'image I0





Dans le cadre du recalage par synthèse, l'image I0 est l'image de synthèse de la façade, l'homo-
graphie H0w correspond à la pose approximative obtenue à l'aide de capteurs ou, dans notre cas,
de la méthode décrite au chapitre 3, Hi0 est la correction à apporter à l'image de synthèse de
la façade pour que celle-ci soit alignée avec l'image courante et enn, Hiw est la pose calculée
pour l'image requête. Au chapitre 1, nous avons indiqué quels étaient les avantages du posi-
tionnement par synthèse par rapport à d'autres approches telles que l'utilisation de descripteurs
locaux. Nous avons également précisé les limites des méthodes pouvant se réclamer de ce principe
[RD06a, 19, APV+15, CWUF16].
En plus de ces méthodes, un grand nombre de procédures ont été proposées pour obtenir des
mesures d'odométrie visuelle à partir du suivi de régions planes texturées. Ces méthodes ne sont
pas concernées par l'obtention de l'homographie H0w, qui est d'ailleurs souvent xée à l'identité,
mais uniquement par l'actualisation de l'homographie Hi0 tout au long de la séquence d'images.
Cette actualisation étant récursive (Hi0 = H
i




0), on observe en général un phénomène
de dérive. Toutefois, rien n'interdit d'employer ces méthodes pour tenter de calculer l'homogra-
phie corrective Hi0 entre l'image de référence Iref transformée par l'homographie approximative
H0w et l'image cible I. Avec la réserve que la plupart de ces méthodes ont été évaluées dans le
cadre d'un suivi de plan entre deux images consécutives d'une séquence vidéo, mais rarement
dans le cadre d'un suivi de plan entre deux images rectiées (ayant donc subi des changements de
résolutions), acquises dans des conditions d'éclairage, de saison et de pose diérentes. Nous avons
vu par exemple au chapitre 1, que notre méthode de suivi de plan [32], basée sur un appariement
de points d'intérêt entre deux images vidéo consécutives, n'est adaptée au recalage par synthèse
que dans le cas où un ou de profondeur est appliqué de manière adéquate à l'image synthétisée.
Une des contributions de ce chapitre est aussi d'évaluer l'apport possible d'autres méthodes de
suivi de plan au recalage par synthèse.
On peut distinguer trois approches diérentes pour calculer les homographies Hi0 par suivi de
plan. Les approches denses appelés parfois template-matching cherchent à maximiser une mesure
de similarité entre les images I et Iref◦Hi0. Les approches basées sur des primitives (feature-based)
déduisent l'homographie par mise correspondance de points d'intérêt dans les deux images. Enn
il existe des méthodes qui estiment directement l'homographie à partir d'un modèle appris par
régression.
4.2.1 Approches denses
Dans la première catégorie du recalage par méthodes denses, la mesure de similarité choisie est
très importante. La première mesure utilisée a été la somme des diérences de pixels au carrés
entre les deux images (norme L2) [LK+81]. L'optimisation se fait très rapidement par descente
de gradient par l'algorithme de Gauss-Newton. Si la transformation était au début cantonnée
à une simple translation 2D, les modèles géométriques ont ensuite été enrichis pour couvrir les
transformations anes [HB98] et les homographies [BM01]. L'ecacité en temps de calcul de
la minimisation a également été améliorée dans [BM04] par une approximation au second-ordre
sans calculer le Hessien. La mesure de similarité par norme L2 reste sensible aux changements
d'illumination et aux occultations. Dans [JD02], l'image de référence est décomposée en une
pyramide de sous-images recalées indépendamment vis-à-vis de l'image cible selon la norme L2.
La solution globale du recalage est cherchée récursivement dans l'espace des paramètres telle
qu'elle maximise le nombre de sous-recalage. Si la décomposition permet de traiter ecacement
les occultations, elle peut être sensible aux répétitions très fréquentes sur les façades.
Kim et al. [KF04] utilisent un M-estimateur pour une mesure de similarité plus robuste. L'in-
formation mutuelle entre les images est également une mesure de similarité moins sensible aux
changements d'illumination et aux occultations [VWI97] et utilisée depuis longtemps pour le re-
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calage multimodal en imagerie médicale [PMV03]. Si ces mesures augmentent signicativement la
complexité de l'optimisation, des progrès ont été apportés depuis qui permettent une résolution
ecace [DM10] (gure 4.3). Néanmoins, toutes ces méthodes restent itératives et nécessitent une
initialisation dont dépend fortement la convergence de l'algorithme vers la solution globale.
Figure 7: Tracking of a planar object through illumination variations. First row: frame 0, 200, 400 and 600. The green rectangle represents the
rectangle from the template image transformed using the estimated homography. Second row: projection of the templates for the same iterations
in the reference image. Third row: augmenting with a virtual robot placed on the top of the box.
5.2 Multimodal tracking
5.2.1 Satellite images versus map
This experiment illustrates the capabilities of the presented mutual
information-based tracker in alignment applications between map
and aerial images. The reference image is a map template provided
by IGN (Institut Géographique National) that can easily be linked
to Geographic Information System (GIS) and the sequence has been
acquired using a moving USB camera focusing on a poster repre-
senting the satellite image corresponding to the map.
As it has been previously noticed in figure 2, a non-linear rela-
tionship exists between the intensities of the map and aerial image
and this link can be evaluated by the MI functions. Mutual infor-
mation can therefore allow for tracking the satellite image using the
map image. Figure 9 shows the reference image and some image of
the sequence with the corresponding overlaid results. There is no
available ground truth for this experiment, nevertheless the overlaid
results give a good overview of the alignment accuracy. We can also
see in the attached video that the tracker converges despite some
strong blurring effects. To validate the accuracy, we also used the
estimated homography in an augmented reality application. Since
the IGN map are linked with a GIS, some virtual information such
as road, hydrographic network, or house footprint can be overlaid
on the original satellite image in a consistent way.
5.2.2 Airborne infrared image versus satellite images
The same method has been evaluated with another current modality.
This time the reference is a satellite image and the sequence is an
airborne infrared sequence provided by Thales Optronic. The initial
homography is manually defined.
As we can expect, although very different, the two images shown
in figure 10 are sharing a lot of information and thus MI can han-
dle the tracking of the infrared sequence. The warp function is still
a homography. The satellite scene is then supposed to be planar
leading to an approximation. Nevertheless the proposed method re-
mains robust. No ground truth is available, but the overlaid images
as well as the augmented reality application qualitatively validates
the accuracy of the tracker. As figure 10 shows, the satellite image
of the airport is well tracked on the sequence.
Figure 8: From the homography to the estimation of the camera po-
sition. Green curve: estimated camera trajectory in the 3D space,
blue: the 6 estimated camera positions corresponding to the frames
represented in figure 10.
The homographies have been decomposed to estimate the po-
sition of the plane with respect to the airport. The resulting 3D
trajectory of the camera is represented in figure 8, as we can see the
trajectory is smooth and has the expected behavior that shows the
approach of a plane with respect to the runway. The trajectory of the
camera with respect to the time is presented in the attached video.
Figures 10 and 11 also shows some tracked images and some aug-
mented images that validate the accuracy of the motion estimation.
The complete sequences are visible in the attached video.
Figure 4.3  Suivi par recalage d'image en utilisant l'information mutuelle comme mesure de
similarité entre images [DM10]. L'homographie entre la référence (en bas) et l'image courante
(en haut) est calculée à chaque pas de temps.
Dans un cas de recalage en translation seule, la solution globale peut rapidement être trouvée
par décalage de phase dans le domaine fréquentiel. Cette méthode peut être géné ali ée à des
similarités [RC96] et à des homographies [ZW05]. Cependant les zones de l'image courante qui
ne correspondent pas à l'image de référence peuvent perturber la transformée de Fourier et faire
ainsi échouer la méthode. Cela arrive régulièrement ur les images urbaines où un bâtiment peut
être observé sous de échelles très diérentes.
4.2.2 Approches basées sur des primitives
La seconde catég rie d'approches concerne les méthodes feature-based. Il s'agit d'extraire des
points d'intérêt similaires ans les deux images et de les mettre en correspondance [32]. Les
points SIFT [Low04] sont dénis comme des maxima de l'espace d'échelle des diérences de
gaussien es d l'image. Chaqu point, as ocié à une échelle et une orientation caractéristique,
est alors re du invariant aux similarités. Les points sont mis en correspondance selon leur plus
proche voisin vis-à-vis de leur descripteur calculé comme un histogramme de gradient orientés
local. Couplé à la méthode d'estimation RANSAC cela permet de calculer l'homographie Hi0 entre
les deux images, en étant robuste aux occultations et aux changements d'échelle d'observation
importants.
Malgré ces atou s, le temps de calcul des descripteurs SIFT rend la méthode l nte. La détection
et la description de points d'intérêts robuste a été accélérée avec SURF [BTVG06b] en utilisant
des réponses d'ond lettes de H ar calculées ecacement par images intégrales. ORB combine
la rapidité d'extraction de FAST [RD06b] avec la rapidité de calcul des descripteurs BRIEF
[CLSF10] pour orir des performances similaires à SIFT en un temps très réduit. Si FAST
utilisait déjà n partie de l'appren issage automatique, l'ém rgenc des réseaux d neurones
convolutionels a conduit à LIFT [YTFLF16], une procédure calquée sur SIFT mais apprise de
bout-en-bout (v ir à ce sujet la section 1.2.1.1(p13), dans l quelle nous c mparo s LIFT et
SIFT).
4.2.3 Régression par réseau de neurones convolutifs
Les performances des réseaux de neurones convolutifs profonds ont ouvert la voie à une nouvelle
catégorie de méthodes de recalage visant à obtenir directement la transformation en sortie du
réseau [DMR16]. Plutôt que de concaténer les deux images en entrée de réseau, Rocco et al.
[RAS17] combinent les résultats d'un premier étage de description en une carte de corrélations
à partir de laquelle un second réseau apprend à régresser la transformation. Ces approches par
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régression sont directement reliées aux travaux de Kendall et al. [KGC15] présentés au chapitre 1,
page 16, qui infèrent la pose à partir d'une seule image, le modèle de scène étant en quelque sorte
inclus dans le réseau de neurones. Malheureusement, la robustesse intrinsèque de ces réseaux aux
translations et aux petites déformations ainsi que la taille xe des entrées limite la précision des
transformation estimées.
4.2.4 Contributions
Dans les méthodes proposées par Arth et al. [APV+15] et Chu et al. [CWUF16], la segmentation
sémantique est calculée une fois pour toutes, et les scores de classication les plus élevés de chaque
pixel de l'image sont utilisés pour le recalage 3D-2D. Malheureusement, la segmentation peut
comporter de nombreux pixels mal classiés. L'originalité de notre approche est de remettre en
cause la classication au cours d'un processus itératif de recalage, de type espérance-maximisation
(EM). Il est important de noter que, comme pour [APV+15] et [CWUF16], notre méthode n'exige
qu'un seul passage dans le FCN, au début du processus. La diérence ici est que les scores de
classication moins élevés que ceux des classes retenues dénitivement par ces méthodes sont
reconsidérés à chaque itération du recalage. Une porte peut par exemple être facilement classiée
en fenêtre en sortie du FCN, mais avec un score très peu supérieur à celui de la classe porte. Au
fur et à mesure que la projection du modèle 3D associé à la vérité terrain de la segmentation,
se rapproche de la projection attendue, notre méthode bayésienne est capable d'attribuer une
plus grande vraisemblance à la classe porte qu'à la classe fenêtre, même si son score initial était
moins élevé. Cet exemple, rencontré fréquemment en pratique, est illustré en gure 4.4.
Ainsi, si la segmentation sémantique est une donnée très intéressante pour guider le recalage, le
recalage à son tour permet de guider la segmentation. Bien évidemment, comme la vérité terrain
de la segmentation est connue, un recalage précis permet de retrouver cette vérité terrain dans
l'image. Toutefois, la méthode que nous proposons est bien une méthode de recalage 3D-2D, pas
une méthode de segmentation qui ne présenterait aucun intérêt en tant que telle, du fait que
nous devons connaître la vérité terrain du résultat pour la ré-obtenir dans l'image.
Dans la suite du chapitre, nous commençons par indiquer comment l'algorithme EM est initialisé
(section 4.3). Nous introduisons ensuite le modèle bayésien utilisé pour optimiser conjointement
et itérativement la vraisemblance du recalage et de la segmentation (section 4.4). De nombreux
résultats qualitatifs et quantitatifs sont enn présentés en section 4.5. Nous montrons en par-
ticulier que notre approche surpasse d'autres approches correctives telles que ESM [BM04], la
minimisation de l'information mutuelle [MHV+01, SSSC05] ou le classique SIFT + RANSAC
[Low04], sur des jeux de données publics et un jeu de données illustrant l'alternance jour/nuit,
que nous introduisons. Notre méthode s'avère en eet robuste aux occultations, aux motifs ré-
pétés, à l'alternance jour/nuit et aux artefacts de rectication, en raison principalement de la
robustesse intrinsèque des FCN aux trois derniers facteurs, et de la robustesse de l'inférence
bayésienne, en particulier aux occultations.
4.3 Initialisation
L'initialisation de la procédure EM (instant t = t0) comporte quatre étapes :
1. les points de fuite ainsi que la distance focale de la caméra sont calculés en utilisant la
version préalable [15] de la méthode présentée au chapitre 2. Le point principal est supposé
au centre de l'image ;
2. l'image est rectiée de manière à ce que les façades des bâtiments apparaissent en vue
fronto-parallèle (plusieurs images peuvent être obtenues, plus précisément une image par
point de fuite horizontal détecté) ;
3. les façades sont détectées (boites englobantes approximatives) et reconnues dans la ou les
images(s) rectiée(s), en utilisant la méthode présentée au chapitre 3.
4. la segmentation sémantique est calculée en utilisant SegNet [BHC15], et le recalage est
initialisé à partir des boites englobantes approximatives.
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Figure 4.4  Évolution de la segmentation sémantique au cours des trois premières itérations
du recalage par EM. En haut (de gauche à droite) : l'image I donnée en entrée du FCN, dans
laquelle on cherche à recaler l'immeuble orange ; la segmentation sémantique initiale P (lj |i, I) ;
la segmentation sémantique nale, après recalage. En bas : les pixels associés aux portes du
rez-de-chaussée, classiés initialement en fenêtre ou en mur, sont progressivement correctement
classiés en même temps qu'ils permettent de guider le recalage.
L'image ayant été rectiée en utilisant la connaissance de la rotation et des paramètres intrin-
sèques de la caméra, les paramètres de recalage restant à estimer (ou plutôt à aner) sont un
paramètre d'échelle s (le rapport d'aspect est préservé par la transformation homographique uti-
lisée) et deux paramètres de translation (tx, ty). Une initialisation de ces paramètres est obtenue



































où (xmin, ymin) et (xmax, ymax) sont respectivement le coin en haut à gauche et le coin en bas à
droite de la boite englobante détectée (approximative, cf. gure 4.5(en haut à gauche)) et (h,w)
sont les dimensions de la façade reconnue (vérité terrain, cf. gure 4.5(en haut à droite)).
L'étape de détection de façade nécessite un passage de l'image rectiée dans le réseau SegNet,
et nous pourrions utiliser la carte sémantique obtenue à l'issue de cette étape pour initialiser la
procédure EM. Malheureusement, l'inférence par SegNet est sensible à l'échelle (taille de la scène
dans l'image), comme cela est illustré en gure 4.5(ligne du bas). An d'améliorer la précision
de la segmentation initiale, nous imposons donc un deuxième passage dans le réseau, en donnant
en entrée une image recadrée autour de la façade détectée (boite englobante élargie d'un facteur
1.4).
4.4 Recalage et segmentation sémantique simultanés
4.4.1 Modèle bayésien
Notre objectif est de recaler l'image de référence Iref d'une façade dans une image cible I (via le
calcul de la transformation T ) tout en améliorant la qualité de la segmentation sémantique. Nous
notons L = {lj}1≤j≤K les labels issus de la segmentation sémantique propres aux caractéristiques
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a)
b)
Figure 4.5  Initialisation du recalage et de la segmentation : a) Recalage initial (rectangle
hachuré en rouge dans l'image de gauche) de la façade de référence (image de droite). b) Seg-
mentation initiale avant (gauche) et après le recadrage de l'image autour de la façade détectée.
architecturales d'une façade (fenêtre, porte, balcon). Les autres labels pouvant être obtenus
à l'aide de SegNet (façade,ciel, route, arrière-plan) ne sont pas considérés. L'image cible
tout comme l'image de référence sont représentées par des ensembles de points 2D labélisés. Soit
X = {Xi}1≤i≤N un ensemble de N points Xi = (xi, yi) de l'image cible I. Les coordonnées de
ces points correspondent aux pixels i de l'image cible ayant une bonne probabilité de représenter
un des labels considérés P (lj |i, I) ≥ 0.01 (gure 4.6). La probabilité P (lj |i, I) est le score de la
dernière couche du CNN utilisé pour la segmentation sémantique.
Figure 4.6  Points X pour l'image cible I. Seuls les points susceptibles d'être caractéristiques
d'un élément de façade (P (lj |i, I) ≥ 0.01) sont considérés.
L'ensemble des points Xref de l'image de référence Iref est représenté par des modèles de mé-
lange de gaussiennes généralisées (GGMM) Np de paramètres de forme p, en considérant un
GGMM par label lj :
(
πkj , µkj ,Σkj
)
1≤kj≤mj
. Ces distributions sont bien adaptées aux éléments








d'un rectangle pour les valeurs élevées de p. Nous prenons p = 4, ce qui est raisonnable en terme
de résolution du problème et permet déjà une bonne attache aux formes rectangulaires (gure
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4.7(droite)). Le nombre de gaussiennes généralisées et leurs paramètres dépendent de l'image
de référence Iref , dont nous supposons connue la vérité terrain de la segmentation sémantique
(gure 4.7(gauche)). Pour chaque label lj de la vérité terrain, nous extrayons les composantes
connexes sur lesquelles nous ajustons des gaussiennes généralisées (une gaussienne Lp par com-
posante connexe). Cet ajustement est réalisé en deux temps. On cherche dans un premier temps
à ajuster une gaussienne classique (p = 2) à chaque composante connexe. Le centre µkj de cette
gaussienne est positionné au barycentre des pixels de la région connexe. Comme l'image est recti-







est initialisée à partir des variances des coordonnées horizontales et verticales des
pixels de la région connexe (respectivement σx et σy). Dans un deuxième temps, le centre µkj et
la covariance Σkj sont anés en minimisant l'erreur entre la composante connexe et la gaussienne





sont initialisés tel que πkj est le ratio entre le nombre de points de la composante connexe kj et le





Figure 4.7  Vérité terrain de la segmentation sémantique correspondant à l'image de référence
Iref (à gauche) et modèle de mélange de gaussiennes généralisées utilisé (à droite).
Le but est d'estimer la transformation géométrique T (Θ), de paramètres Θ = (tx, ty, s), per-
mettant de recaler ces GGMM vers l'ensemble X des points observés dans l'image cible. En
supplément, l'assignation d'un point Xi à un GGMM peut être vue comme une segmentation a
posteriori. En supposant que les données observées X sont indépendantes, la vraisemblance de
la distribution a posteriori est maximisée pour trouver Θ :
Θ? = argmax
Θ





lnP (Xi|Θ, I) + lnP (Θ)
(4.2)
La formule des probabilités totales permet d'exprimer P (Xi|Θ, I) de la manière suivante :
P (Xi|Θ, I) =
K∑
j=1
P (Xi|lj ,Θ, I)P (lj |i,Θ, I)
+ P (Xi|o,Θ, I)P (o|i,Θ, I),
(4.3)
où :
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 P (Xi|lj ,Θ, I) est donnée par la transformée du GGMM associé au label lj :

















 P (lj |i,Θ, I) est la probabilité de segmentation a priori. Grâce au recadrage et à l'inva-
riance du CNN aux faibles translations, l'inférence de la segmentation sémantique est
relativement stable. Nous supposons donc que P (lj |i,Θ, I) = P (lj |i,Θ(t0), I).
 P (Xi|o,Θ, I) = P (Xi|o, I) est la probabilité que Xi soit un point anormal (outlier), mo-
délisée par une distribution spatiale uniforme P (Xi|o, I) = 1HW avec H,W les dimensions
de l'image cible I,





h,w les dimensions de l'image de référence Iref .
An d'être plus robuste à la présence d'objets ou de piétons occultant la façade, nous laissons
varier les poids de la mixture durant l'inférence. Ces poids sont donc ajoutés aux paramètres de
l'inférence, Θ =
(
{πkj}1≤j≤K ,1≤kj≤mj , α, tx, ty, s
)
, ce qui ne change en rien l'équation 4.2. Nous
ne considérons aucun prior pour les paramètres (tx, ty, s). En revanche, an d'éviter que les poids
de la mixture ne dérivent, nous supposons que ceux-ci suivent une distribution de Dirichlet :












Gauvain et al. [GL94] ont montré que la distribution de Dirichlet est commode pour les mélanges
de distributions car elle permet d'établir des formules analytiques aux solutions des équations





de la distribution Dirichlet sont xés aux mêmes




4.4.2 Résolution par espérance-maximisation
Le problème de Maximisation A Posteriori (MAP) exprimé par l'équation (4.2) peut être résolu
dans un cadre EM. On dénit les variables latentes
Z =
{
zi,j,kj ∈ {0, 1}, zi,o ∈ {0, 1}
}
1≤i≤N ,1≤j≤K ,1≤kj≤mj





de l'étiquette lj et zi,o
assigne Xi à la classe d'anomalie supplémentaire o. L'algorithme EM cherche à trouver la solution
itérativement en alternant entre le calcul de l'espérance (par rapport à Z) de la log-vraisemblance
complétée Q(Θ|Θ(t)) conditionnellement à X et aux paramètres courants Θ(t), et la recherche
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Ainsi l'algorithme EM itère entre ces deux étapes :
 E-Step : calcul de βi,j,kj et γi





L'étape E-Step peut être vue comme le calcul de la probabilité d'assignation de chaque point de

















. En utilisant la règle de Bayes et en notant λ =
α





































P (lj′ |i,Θ, I) + λ
(4.8)




+ lnP (Θ) connaissant les assi-
gnations βi,j,k et γi. En développant les expressions des distributions des équations 4.4 et 4.5 et























Des dérivées partielles ∂R̃∂tx =
∂R̃
∂ty
= ∂R̃∂s = 0 on peut dériver un système polynomial qui ne
peut être résolu de manière analytique pour p = 4. Notre stratégie de résolution est similaire à
l'approche utilisée pour l'initialisation des paramètres du mélange sur la sémantique de référence.
Premièrement, nous résolvons analytiquement le système polynomial avec p = 2 qui correspond







pour p = 4 par descente de gradient. Comme J est polynomiale, le gradient
comme le Hessien peuvent être calculés rapidement en utilisant leur expression polynomiale dans
l'algorithme de Gauss-Newton (les détails de ces calculs peuvent être trouvés dans l'annexe B
de la thèse d'Antoine Fond [Fon18]). La convergence est atteinte après quelques itérations et on








. La mise à jour des poids


































4.5.1 Implémentation et ecacité
La représentation compacte d'une façade utilisée par notre méthode (paramètres des GGMM)
rend celle-ci particulièrement ecace. Le nombre de gaussiennes généralisées utilisées est de
l'ordre du nombre de fenêtre sur une façade (typiquement entre 2 et 30). Si l'on suppose en outre
que l'image est pleine de façades adjacentes et que l'espace vide entre les fenêtres est aussi grand
que les fenêtres elles-mêmes, nous pouvons approximer le nombre de points par N ≈ 0.25HW .
Dans nos données de test, cette approximation est à peu près correcte, avec une moyenne de
N̂ = 31000. En pratique, le recalage ne nécessite pas que des points soient échantillonnés sur
chaque pixel de l'image. Dans notre implémentation nous utilisons une approche multi-résolution
à deux niveaux. L'algorithme EM est d'abord exécuté sur une version sous-échantillonnée de
l'ensemble de points X jusqu'à convergence (|Θ(t+1) −Θ(t)| ≤ ε), puis ré-exécuté sur l'ensemble
de points complet X à partir de la dernière estimée Θ(t).
La complexité d'une itération t de l'algorithme EM est en O (NK maxjmj) et une parallélisation
de l'étape E-step est tout à fait possible dans la mesure où les calculs de βi,j,kj sont indépendants.
La complexité réduite de notre algorithme est aussi une conséquence de la résolution partielle
de l'étape M-step en closed-form suivie de quelques itérations de Gauss-Newton négligeables en
terme de temps de calcul. Le code de notre implémentation est écrit en Matlab sauf la partie EM
qui est compilée à partir de code C. Le temps de calcul moyen d'une itération t est de 0.023 sec.
sur un CPU I7-3520M. Le nombre d'étapes requis pour la convergence de l'algorithme EM dépend
beaucoup de l'initialisation. Dans nos données de test, seulement 6 itérations sont nécessaires
pour converger au niveau sous-échantillonné, et 2 itérations supplémentaires sont requises pour
converger au niveau plus dense. Notre approche d'optimisation M-Step est ainsi plus rapide et
plus précise sur ce problème que les méthodes basées sur une continuité homotopique, avec un
temps de calcul moyen pour l'ensemble de la procédure EM de 0.121 sec.
En pratique, an d'éviter des problèmes de convergence vers un maximum local, nous utilisons
plusieurs initialisations. Nous appliquons notre méthode, non seulement sur la façade détectée,
mais aussi sur les 20 premières détections rendues par la méthode présentée au chapitre 3, qui
recouvrent partiellement la façade détectée. La solution nalement retenue est celle qui aboutit
à la vraisamblance (valeur de R) la plus élevée.
4.5.2 Évaluation de la méthode
4.5.2.1 Protocole expérimental
Notre méthode a été évaluée sur trois jeux de données. Le premier est VarCity 3D 1. Ce jeu de
données contient 401 images de bâtiments acquises par un humain se déplaçant le long d'une
seule rue. Ces images sont labellisées du point de vue sémantique et une reconstruction 3D de
la scène, ainsi que les paramètres extrinsèques et intrinsèques de la caméra sont connus. Les
points de vue d'observation sont à peu près fronto-parallèles aux façades et les façades couvrent
une grande partie des images. Les changements d'échelle par rapport aux images de référence
sont donc généralement faibles, mais les composantes de la translation peuvent être élevées,
impliquant fréquemment une sortie partielle de la façade du champ de vision de la caméra.
Le second jeu de données est constitué des 100 premiers bâtiments de la Zurich Buildings Data-
base (ZuBuD), chacun étant photographié selon 5 points de vue diérents. Parmi ces scènes nous
conservons uniquement celles qui ont pu être correctement reconstruites par SFM 2. La diversité
des points de vue sur ce jeu de données permet d'évaluer la robustesse de la méthode à de plus
grands changements d'échelle, ainsi qu'à la présence d'occultations.
Le troisième jeu de données, que nous avons appelé NancyLights, vise à montrer la robustesse
de la méthode aux changements d'illumination. Il contient 56 images d'une même façade, prises
1. https ://varcity.ethz.ch/3dchallenge
2. http ://ccwu.me/vsfm
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depuis le même point de vue à des moments diérents de la journée, allant du jour à la nuit.
Pour chaque bâtiment dans chacun des trois jeux de données, nous sélectionnons la façade de
référence parmi les images où celle-ci apparaît en vue la plus fronto-parallèle possible et avec le
moins d'occultations possible. La référence est segmentée manuellement en trois labels séman-
tiques fenêtre, porte et balcon (gure 4.7). An d'évaluer la précision de la méthode, la vérité
terrain des frontières de la façade est transférée dans toutes les images où cette façade est visible
en utilisant l'information géométrique obtenue par SFM.
4.5.2.2 Résultats
Notre méthode a été comparée à d'autres méthodes de recalage basées sur l'image ou sur des
primitives détectées dans l'image. Dans la première catégorie de méthode, nous comparons le
résultat du recalage à la détection brute obtenue en sortie de la méthode présentée au chapitre
3, au résultat obtenu par minimisation de la diérence d'intensité (entre l'image cible et l'image
recalée) utilisant la norme L2 et une descente de gradient [BM04], à la maximisation de l'infor-
mation mutuelle [MHV+01, SSSC05], et à la corrélation de phase [RC96]. Nous utilisons dans
chacun des cas les mêmes paramètres de transformation initiaux que ceux utilisés avec notre
méthode. Dans la deuxième catégorie de méthode, nous extrayons des descripteurs SIFT dans
l'image cible (rectiée) et dans l'image de référence. L'algorithme RANSAC est utilisé pour cal-
culer la transformation géométrique entre les deux images, à l'aide de tirages aléatoires de deux
pairs de descripteurs appariés selon le critère de Lowe [Low04]. La comparaison est eectuée en
calculant l'histogramme cumulé normalisé des erreurs sur la translation et l'échelle (gure 4.8).
Pour ZuBuD et VarCity, le modèle acquis par SFM permet de montrer également l'impact de
l'erreur de recalage 2D sur la translation 3D de la pose de la caméra (table 4.1).
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Figure 4.8  Erreurs de recalage obtenues sur VarCity3D (gauche), ZuBuD (milieu) et Nancy-
Lights (droite).
SIFT+RANSAC phase correlation intensity-based mutual information ours
VarCity 3D 0.04 0.02 0.37 0.35 0.03
ZuBuD 0.22 0.67 0.33 0.44 0.12
Table 4.1  Erreurs médianes obtenues pour la translation 3D de la caméra (distance entre la
position attendue et la position obtenue, divisée par la distance de la caméra à la façade).
Les bons résultats obtenus par notre méthode sur VarCity 3D montrent que celle-ci peut trai-
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ter correctement des cas de translations importantes grâce au support inni des Gaussiennes
Lp. Même quand ce phénomène coïncide avec la présence de motifs répétés, les initialisations
multiples qui exploitent ces répétitions et symétries ainsi que la régularisation du MAP aident
à estimer un recalage correct. Au contraire, ces situations sont le défaut majeur des méthodes
d'optimisation basées sur l'image qui sont facilement attirées vers des optima locaux (gure
4.9(ligne du haut)). Malgré tout, notre méthode peut également échouer dans quelques-uns de
ces cas lorsqu'un manque de composantes architecturales discriminantes, comme une porte, lui
fait préférer un mauvais alignement d'étage ou de fenêtres (gure 4.10(gauche)). SIFT résout
presque tous ces cas précis en protant d'autres éléments visuels de la façade.
Figure 4.9  Exemples de résultats où d'autres méthodes échouent (rectangles rouges) quand la
notre réussit (rectangles verts). Le recalage initial est représenté en trait hachuré, les recalages
naux en trait plein. En-haut : le recalage basé sur l'intensité tombe dans un minimum local. Au
milieu : le recalage par SIFT/RANSAC échoue en raison du caractère symétrique de la façade.
En-bas : le grand changement d'illumination fait échouer la méthode par corrélation de phase.
Le jeu de tests ZuBuD met l'accent sur d'autres situations complexes, la diversité de points de
vues générant des changements d'apparence dans les images rectiées, notamment en échelle. La
rectication peut par ailleurs induire des artefacts de très faible résolution. Dans ces conditions,
peu de descripteurs SIFT sont extraits et ils se ressemblent tous, ce qui peut être source de
mauvais recalage (gure 4.9(ligne du milieu)). Comme le recalage est borné à la seule façade, il
peut échouer là où un algorithme SFM classique peut exploiter des éléments visuels du contexte.
D'un autre côté, notre approche peut bénécier d'une détection initiale relativement proche de
la solution. Les occultations sont une autre conséquence de la diversité de points de vue sur ce
jeu de tests. La mise à jour des poids du mélange pendant l'EM permet à notre méthode d'être
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Figure 4.10  Exemple d'erreurs de recalage de notre méthode. À gauche le résultat de notre
méthode est décalé d'une colonne de fenêtre, ne pouvant s'aligner avec les fenêtres de droite
partiellement visibles. A droite la présence du seul élément sémantique dense fenêtre conjugué
à une géométrie non conforme à l'hypothèse de façade plane a conduit notre méthode à nir
dans un minimum local.
robuste à celles-ci ainsi qu'aux parties en dehors du champ de vision de la caméra car la valeur
de πkj peut décroître si un élément n'est pas visible (gure 4.11). Opérant comme critère de
régularisation, la distribution a priori de Dirichlet sur les poids du mélange évite également la
complète ignorance des données en gardant les poids proches de leur valeur initiale αkj (gure
4.12).
Figure 4.11  Façade recalée initialement (rectangle rouge hachuré) et après convergence (rec-
tangle vert plein) dans une image contenant des parties hors du champ de vision de la caméra
(en-haut) ou partiellement occultées (en-bas).
La robustesse de notre méthode aux grands changements d'illumination est particulièrement
notable sur la base NancyLights. Le fait d'utiliser la sémantique permet de s'appuyer essentiel-
lement sur la structure géométrique de la façade, les changements d'apparence étant encodés
par le réseau de neurones. En particulier, l'invariance du réseau aux changements d'illumination
permet de prendre en compte des changements d'éclairage extrêmes, faisant échouer les autres
méthodes (voir par exemple la gure 4.9(ligne du bas)).
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Figure 4.12  Évolution des poids du mélange pour le label fenêtre au cours des itérations de
l'algorithme EM (en-haut) jusqu'à convergence dans l'image cible (en bas à gauche). Le poids de
la fenêtre située en bas à gauche sur la façade, qui est occultée, tend vers zéro (courbe en bleu
le plus clair). L'utilisation de la distribution de Dirichlet permet de conserver les autres poids
proches de leur valeur initiale malgré la mauvaise qualité de la segmentation a priori (en bas à
droite).
Pour nir, la gure 4.4 illustre le fait que, bien que la segmentation sémantique a priori P (lj |i, I)
ne soit pas mise à jour au cours des étapes EM, les labels lj peuvent changer d'une itération
à l'autre (gure 4.4), grâce à l'inuence des gaussiennes généralisées. Des résultats qualitatifs
supplémentaires sont présentés dans la thèse d'Antoine Fond [Fon18].
4.6 Conclusion et perspectives
Dans ce chapitre, nous avons montré comment l'utilisation d'un modèle bayésien permet de
résoudre le problème du recalage selon une approche corrective tenant compte d'une segmentation
sémantique de l'image. L'extension du concept de suivi par synthèse à un modèle de mixture
de gaussiennes généralisées permet de bénécier d'une connaissance approximative de la pose,
notamment en présence de structures répétées très fréquentes sur les façades, tout en autorisant
une initialisation relativement éloignée de la solution grâce au support inni de ce modèle. Le
choix de modéliser les poids de la mixture par une distribution de Dirichlet permet à la méthode
EM d'être robuste à la présence d'occultations. L'invariance aux conditions d'illumination du
réseau de neurones convolutifs utilisé pour extraire la segmentation sémantique permet enn
d'être robuste à des variations d'éclairage. Dans les faits, cette méthode montre des performances
supérieures aux approches classiques sur trois jeux de données illustrant diérentes dicultés
couramment rencontrées en pratique. Pour ces diérentes raisons, l'approche proposée me semble
particulièrement intéressante et prometteuse, et je propose en conclusion générale de l'étendre à
des scène plus générales.
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Une limitation de la méthode non relatée dans les résultats expérimentaux est qu'elle peut
échouer dans des cas où la répartition des points échantillonnés dans l'image de référence est
quasiment conforme à une distribution uniforme échantillonnée de manière dense (par exemple,
une façade densément recouverte de fenêtres). Dans ce cas, la méthode tend à labelliser tous
les points comme outliers, ou à les attacher à une unique gaussienne lorsque le recalage initial
est éloigné de la solution (un exemple est montré en gure 4.10(droite)). La prise en compte
conjointe de plusieurs façades, coplanaire ou non, devrait permettre qu'une telle conguration
ne se produise que très rarement.
On ne m'estime pas
On ne me rêve pas.
On pose tout sur moi,
On y dessine des gures
Que l'on regarde, moi jamais.
Si pourtant je m'ouvrais ?
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Figure 5.1  Illustrations extraites de l'article Markerless Tracking using Planar Structures in
the Scene, Gilles Simon, Andrew W. Fitzgibbon et Andrew Zisserman, International Symposium
on Augmented Reality, Oct. 2000.
92 Odométrie visuelle et modélisation in situ
5.1 Introduction
La gure 5.1 est extraite de l'article intitulé Markerless Tracking using Planar Structures in the
Scene, publié à ISAR'2000 [32] et écrit durant mon post-doc à l'Université d'Oxford, dans le
groupe Visual Geometry dirigé par Andrew Zisserman. Cet article a obtenu un Lasting Impact
Award à ISMAR'2013. Le jury a en eet considéré qu'il avait eu un impact durable (de plus
de dix ans) sur le domaine de la réalité augmentée. Le principe de la méthode décrite dans cet
article est le suivant : une région plane, détourée à la main dans la première image d'une séquence
(gure 5.1, en haut à gauche), est suivie en temps réel dans les images suivantes, à l'aide de coins
de Harris [HS88] appariés par corrélation croisée entre images consécutives de la séquence (le fait
que ces images soient proches temporellement permet de chercher le correspondant d'un point de
l'image 1 dans son voisinage dans l'image 2, et vice versa). Des homographies inter-images sont
calculées de manière robuste par itérations successives entre une étape de RANSAC [FB81] et
une étape de ranement utilisant les appariements retenus lors de la première étape (inliers du
RANSAC, en vert dans la deuxième image de la gure 5.1). Les quatre sommets d'un rectangle
sont également désignés manuellement dans la première image an de calculer la distance focale
de la caméra, ainsi que sa position et son orientation à l'instant initial (gure 5.1, en haut à
droite). L'article montre en particulier comment mettre à jour la pose à partir des homographies
et de la matrice intrinsèque de la caméra, en vue d'acher un objet virtuel, fermement ancré à
la scène dans toutes les images de la séquence (ligne du bas en gure 5.1).
Cette méthode semble aujourd'hui très simple. Elle marque néanmoins le début de la RA temps
réel basée sur le suivi automatique d'indices naturellement présents dans la scène. Avant cette
publication, les seuls systèmes de RA temps réel reposaient sur la présence, soit de marqueurs
articiels placés dans le champ de vision de la caméra [KB99], soit de capteurs physiques de mou-
vements (magnétiques, inertiels, . . .) solidaires de la caméra [ALJ+99]. Des algorithmes de SFM
[FZ98] étaient déjà couramment utilisés, notamment dans des logiciels destinés à la postproduc-
tion cinématographique, tels que Maya Live c©. Ceux-ci reposaient toutefois sur une géométrie
multioculaire, inexploitable tant que plusieurs vues relativement distantes de la scène ne sont
pas disponibles, et une étape d'ajustement de faisceau très coûteuse en temps de calcul. Des
adaptations de notre algorithme, utilisant notamment des primitives de type SIFT au lieu de
Harris, ont été implémentées dans plusieurs toolkits de RA tels que celui de Metaio c© ou encore
ARToolkit c© depuis la version 5.
Dans la lignée de cet article, les travaux présentés dans ce chapitre exploitent la présence dans
l'environnement de plans texturés. Dans la thèse de Javier-Flavio Vigueras Gomez [VG07], nous
avons mesuré l'impact d'erreurs de calibration de la caméra sur le calcul de pose en contexte
de RA [26, 25]. Ce travail a obtenu un best paper à ISMAR'2005 mais j'ai choisi de ne pas le
développer plus en avant dans ce mémoire. Une autre contribution de la thèse de Flavio a été
de permettre un calcul de pose plus stable (sans eet de tremblement de la scène virtuelle par
rapport à l'image réelle), en opérant une sélection de modèle de mouvement [28] (section 5.2). La
capacité de faire la distinction entre un mouvement stationnaire de caméra, une rotation pure et
un déplacement rigide à six degrés de liberté m'a permis de réaliser un système de modélisation
in situ [20], autorisant la confrontation en temps réel du modèle 3D en cours d'élaboration avec
la réalité terrain via un achage en réalité augmentée (section 5.3).
5.2 Sélection du modèle de mouvement
Un phénomène couramment observé par les utilisateurs de systèmes de RA, est que les objets
virtuels semblent parfois trembler par rapport à la scène réelle, en particulier lorsque le mouve-
ment de la caméra est lent. Ce phénomène apparaît aussi bien dans le cas où la pose est calculée
à partir de données capteurs (voir par exemple la vidéos 3 1) que dans le cas où elle est calculée
en utilisant la vision par ordinateur (voir par exemple la vidéo 6). La raison du phénomène est
1. Nous rappelons que les vidéos associées au mémoire sont disponibles à l'adresse https://members.loria.
fr/GSimon/habilitation-a-diriger-des-recherches/.
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identique dans les deux cas : le bruit sur les données en entrée de l'algorithme utilisé se traduit
par des petites erreurs, discontinues, sur les paramètres de la pose calculés dans chaque image.
5.2.1 État de l'art et contributions
Par le passé, plusieurs travaux ont préconisé d'utiliser un ltre de Kalman pour prédire et sta-
biliser la trajectoire de la caméra [ALJ+99, RD06a]. Un tel ltre n'est cependant pas toujours
avantageux pour la RA, en particulier parce que les modèles dynamiques considérés en général
(modèle à vitesse ou accélération constante) ne sont pas satisfaisants pour décrire les mouve-
ments humains. Cette solution est à peu près la seule envisageable pour stabiliser le calcul de
pose lorsque des capteurs physiques de mouvement sont utilisés. Dans ce cas la pose est obtenue
en quelque sorte a l'aveugle, car indépendamment de l'image dans laquelle les augmentations
auront lieu. L'avantage de la vision par ordinateur est qu'elle s'appuie sur l'image elle-même pour
calculer la pose par recalage d'un modèle 3D (dans notre cas, un ou plusieurs plans). Il est donc
possible de confronter les mesures de l'image avec les mesures prédites par la solution obtenue
(erreur de reprojection ou de transfert dans le cas d'une homographie), et de tirer prot de cette
connaissance pour stabiliser la trajectoire de la caméra.
Dans la lignée des travaux de Matsunaga et Kanatani [MK00] et de Torr et al. [TFZ98], nous
avons ainsi cherché à utiliser des méthodes de sélection de modèle pour réduire les uctuations
sur les paramètres calculés et améliorer ainsi l'impression visuelle de la scène augmentée. L'idée
sous-jacente à la sélection de modèles est qu'un modèle d'ordre élevé approche toujours mieux
un ensemble de données qu'un modèle d'ordre inférieur. Cependant, les modèles d'ordre élevé
approximent aussi une partie du bruit qu'ils sont censés éliminer. Un modèle d'ordre élevé,
bien que théoriquement plus précis, est donc en fait moins stable aux perturbations aléatoires
des données. Une bonne méthode de sélection de modèles doit donc réaliser un compromis entre
précision et stabilité. Le principe des méthodes de sélection de modèles est d'exiger que le modèle
choisi explique bien les données tout en étant le plus simple possible.
De nombreux critères de sélection de modèles ont été proposés dans la littérature [BS98]. La
plupart d'entre eux sont basés sur des critères statistiques ou sur des critères issus de la théorie
de l'information. Parmi eux, les plus utilisés sont sans doute le critère d'Akaike (AIC) ainsi que
le critère de description de longueur minimale (MDL). Le critère AIC peut être vu comme une
approximation d'un critère entropique (la distance de Kullbak-Leibler), alors que le critère MDL
favorise le modèle dont la description en terme de bits est minimale. Quel que soit le critère
considéré, la valeur associée à chaque modèle est calculée comme la somme du résidu Ĵ et d'une
fonction du facteur de complexité du modèleMk, destiné à pénaliser les modèles plus complexes :
Ecritere = Ĵ + ε̂
2c(Mk),
où ε̂ représente le niveau de bruit, qui peut être estimé en fonction du résidu 2.
La sélection de modèle a été utilisée par Kanatani [MK00] pour résoudre le problème de cali-
bration d'une caméra. Dans leur approche, seuls deux critères de sélection sont étudiés, AIC et
gMDL, en considérant un seul motif plan pour le recalage.
Dans nos travaux, nous avons repris cette idée et apporté les contributions suivantes :
1. plusieurs plans texturés, ne présentant pas de motif particulier, sont considérés
2. une étude de performance est proposée, comprenant plusieurs critères de sélection,
3. la persistance temporelle du choix d'un modèle est prise en compte.
5.2.2 Suivi multiplan
La prise en compte de plusieurs plans de la scène, au lieu d'un seul, est évidemment intéressante, à
la fois pour améliorer la cohérence spatiale des incrustations 3D (qu'elles ne soient pas seulement
pertinente localement), et pour palier les éventuels problèmes d'occultation, d'angle de vue réduit
2. Par exemple, ε2 = Ĵ
2−7/n , où n est le nombre de données, est utilisé dans [MK00].
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Critère Terme de complexité
Akaike AIC [Aka74] 2k
Bozdogan CAIC [Boz87] k(log n+ 1)
Bozdogan CAICF [Boz87] k(log n+ 2) + log |I(θk)|
Schwarz BIC [Sch78] 2k log n
Kanatani gMDL [MK00] −k log ε̂2
Table 5.1  Termes de complexité c(Mk) des critères de sélection évalués. k est le nombre de
paramètres du modèle Mk (représentés par le vecteur θk) et n le nombre de données utilisées
pour estimer ces paramètres.
ou de sortie de champ temporaires des régions planes. La méthode proposée pour exploiter le
suivi de plusieurs plans dont les équations sont connues est décrite dans [31] et illustrée par les
vidéos 5 et 6. Plusieurs méthodes de résolution ont été comparées, dont la plus précise consiste
à utiliser la méthode de Levenberg-Marquardt pour minimiser la fonction de coût suivante :
J(θ) =
1





|x′kj − Z(Hkxkj)|2, (5.1)
où θ est le vecteur des paramètres de la pose (translation en x, y, z et angles d'Euler dans le
cas général), n est le nombre de plans, Nk le nombre de paires de points (xkj ,x′kj)1≤j≤Nk en
correspondance pour le plan k, Hk l'homographie induite par le plan k 3, et Z la fonction qui
divise les coecients d'un vecteur de taille 3 par le dernier coecient (passage des coordonnées
homogènes aux coordonnées cartésiennes). Les paramètres initiaux de cette optimisation sont
donnés par la pose calculée dans l'image précédente. La valeur de la fonction J(θ) à la n de
l'optimisation est le résidu Ĵ utilisé dans ce chapitre.
5.2.3 Critères de sélection
La sélection de modèle a été exploitée pour résoudre divers types de problèmes, tels que la
fusion de données surfaciques [BS98], la sélection de mouvement en géométrie bi ou multioculaire
[Tor97, TFZ98] ou encore la détection de primitives géométriques [Kan02]. Il s'avère qu'aucun
critère de sélection ne peut être reconnu comme meilleur dans tous les cas. Dans notre étude,
nous en avons comparé plusieurs, résumés en table 5.1. Le critère CAICF utilise la matrice








Notre évaluation repose sur des tests synthétiques générés à partir d'une séquence de mire à
trois plans (gure 5.2). Plus précisément, une table micrométrique est utilisée pour faire subir
à la caméra les mouvements décrits en table 5.2. Les poses sont alors calculées en utilisant la
méthode de Toscani [Tos87], à l'aide des centres des disques blancs présents sur la mire, facile-
ment détectables dans les images, et dont les coordonnées 3D sont données par le fabriquant.
Les données synthétiques sont obtenues en reprojetant les points 3D à partir des poses calculées,
puis en ajoutant du bruit gaussien sur les coordonnées 2D obtenues. Pour chaque image i, nous
calculons la pose en minimisant le résidu exprimé dans l'équation (5.1) par rapport aux para-
mètres du modèle de mouvement considéré : stationnaire, rotation pure ou mouvement rigide à
six degrés de liberté. An d'éviter que des problèmes éventuels de dérive ne perturbent l'éva-
luation des modèles, nous utilisons la vérité terrain du point de vue dans l'image i − 1 comme
estimée initiale de l'optimisation dans l'image i. Le véritable modèle étant connu, nous montrons
en tables 5.3 et 5.4 le pourcentage de modèles correctement choisis pour chacun des critères
évalués, pour un bruit d'écart-type σ = 0.3 et un bruit d'écart-type σ = 1, respectivement. La
colonne + complexe indique la proportion de cas où un modèle d'ordre plus élevé que le vrai
modèle a été choisi, tandis que la colonne - complexe indique la proportion de cas où un modèle
d'ordre moins élevé, donc trop restrictif, a été choisi.
3. Hk = K(R−tvTk /dk)K−1, avec K la matrice intrinsèque de la caméra, R, t la matrice de rotation et, resp.,
le vecteur de translation entre les deux vues, vk la normale au plan k et dk sa distance à l'origine.
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Figure 5.2  Mire de calibration utilisée pour comparer les critères de sélection.
# Image Mouvement
0 - 19 Rotation et Translation
20 - 29 Stationnaire
30 - 39 Translation selon l'axe des Y
40 - 49 Translation selon l'axe des X
50 - 64 Panoramique
65 - 69 Stationnaire
Table 5.2  Description des mouvements de la caméra au cours de la séquence de la mire.
Pour une valeur de bruit modérée (table 5.3), la plupart des critères se comportent relativement
bien, et un modèle d'ordre supérieur ou égal au véritable modèle est presque toujours choisi.
On note cependant que les critères AIC et gMDL ont tendance à produire des modèles trop
généraux, ce qui n'est pas très intéressant dans une optique de stabilisation.
Lorsque le bruit augmente (table 5.4), les performances de certains critères se dégradent nette-
ment. Cependant on peut noter que les deux critères CAIC et CAICF se comportent le mieux :
ils se comportent très bien dans le cas stationnaire, n'ont que peu tendance à sélectionner un
modèle trop général dans le cas panoramique et se comportent très honorablement dans le cas
général. Le critère CAICF induit par ailleurs moins de sélections de modèles d'ordre inférieur que
CAIC. Ces résultats tendent donc à montrer que l'introduction de la matrice d'information sur
les paramètres calculés améliore la sélection de modèle. Pour le lecteur intéressé, des résultats
plus complets sont présentés dans la thèse de Flavio [VG07]. Dans la suite du chapitre, nous
utilisons le critère CAICF.
5.2.4 Cohérence temporelle
La sélection de modèle améliore très sensiblement la stabilité des points de vue et la qualité
visuelle des incrustations. Cependant, il peut subsister des erreurs dans l'étiquetage du mouve-
ment, par exemple dues à une confusion entre un mouvement panoramique et une translation
dans le cas de petits mouvements. La répétition de choix inappropriés de mouvements pouvant
conduire à faire diverger la pose, nous souhaitons améliorer le processus de sélection. Pour cela,
nous proposons d'utiliser la cohérence temporelle des modèles détectés en utilisant plus de deux
vues pour valider la sélection du modèle, ce qui présuppose qu'un modèle de mouvement persiste
dans au moins trois images consécutives. Dans le cas où des modèles diérents seraient trou-
vés, le modèle le plus général d'entre eux sera choisi, sachant qu'il est préférable de choisir un
modèle plus général plutôt qu'un modèle plus restrictif qui peut conduire à la divergence. Plus
précisément, notre algorithme est le suivant :
1. Les paramètres de la caméra sont connus pour les images i− 1 et i− 2.
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σ = 0.3
mouvement critère - complexe correct + complexe
AIC - 83.1% 16.9%
CAIC - 98.7% 1.3%
statique CAICF - 100.0% 0.0%
BIC - 100.0% 0.0%
gMDL - 77.5% 22.5%
AIC 0.0% 85.3% 14.7%
CAIC 0.0% 99.3% 0.7%
pano CAICF 0.0% 98.7% 1.3%
BIC 0.0% 100.0% 0.0%
gMDL 0.0% 84.7% 15.3%
AIC 0.0% 100.0% -
CAIC 1.5% 98.5% -
général CAICF 1.3% 98.7% -
BIC 5.4% 94.6% -
gMDL 0.0% 100.0% -
Table 5.3  Résultats de la sélection de modèle pour le niveau de bruit σ = 0.3.
σ = 1.0
mouvement critère - complexe correct + complexe
AIC - 83.7% 16.3%
CAIC - 100.0% 0.0%
statique CAICF - 100.0% 0.0%
BIC - 100.0% 0.0%
gMDL - 0.0% 100.0%
AIC 0.0% 86.7% 13.3%
CAIC 0.0% 100.0% 0.0%
pano CAICF 0.0% 97.3% 2.7%
BIC 0.0% 100.0% 0.0%
gMDL 0.0% 0.0% 100.0%
AIC 11.5% 88.5% -
CAIC 24.1% 75.9% -
général CAICF 20.3% 79.7% -
BIC 33.6% 66.4% -
gMDL 0.0% 100.0% -
Table 5.4  Résultats de la sélection de modèle pour le niveau de bruit σ = 1.
2. Sélectionner le modèle de mouvement Mi,i−1 entre l'image courante i et la précédente
i− 1.
3. Sélectionner le modèle de mouvement Mi,i−2 entre l'image courante i et l'image i− 2.
4. Le modèle sélectionné est le modèle M ′ le plus simple tel que l'espace des paramètres de
Mi,i−1 et Mi,i−2 soient des sous espaces de M ′. Si les espaces sont emboîtés, ceci signie
que M ′ sera le plus général des deux modèles Mi,i−1 et Mi,i−2.
Cette méthode comporte toutefois un léger inconvénient quand on passe d'un modèle complexe à
un plus simple. La première image de la transition est alors aectée au modèle le plus complexe,
et la transition au modèle le plus simple se fait avec un temps de retard.
Enn, une fois le modèle estimé sur la base de trois images, la position de la caméra courante
est recalculée de la façon suivante en tenant compte des points en correspondance (xi−1,xi) et













|xikj − Z(Hi,i−2k xi−2kj )|2.
5.2.5 Quelques résultats
Nous présentons dans cette section quelques résultats de calcul de pose utilisant la méthode
proposée ci-dessus. Nous montrons les résultats obtenus sur la séquence synthétique déjà utilisée,
ainsi que sur une séquence réelle.
5.2.5.1 Séquence synthétique
Nous présentons tout d'abord les résultats obtenus sur la séquence synthétique bruitée (σ =
1.0). La gure 5.3 montre les modèles sélectionnés selon que deux ou trois images sont utilisées
pour décider. 0 indique un modèle stationnaire, 1 une rotation pure, 2 un mouvement général.
Nous pouvons constater qu'entre les images 30 et 50, si nous utilisons seulement deux images
pour la sélection, il y a un certain nombre de confusions entre modèle panoramique et modèle
général. Ces problèmes s'atténuent visiblement quand les triplets d'images sont utilisés pour la
sélection. De manière générale, la probabilité de sélectionner un mauvais modèle décroît quand les
triplets sont utilisés. La gure 5.4 montre la composante translationnelle tz calculée. Elle indique
que l'utilisation de triplets améliore aussi la précision du point de vue calculé par rapport à





















Figure 5.3  Sélection du modèle en utilisant deux ou trois vues sur la séquence synthétique
(σ = 1.0).
5.2.5.2 Séquences réelles
Nous considérons à présent une séquence de 225 images d'une maquette en carton représentant
une pièce d'intérieur (ces travaux ont été réalisés dans le cadre du projet européen ARIS). Cette
séquence est constituée des mouvements successifs suivants : stationnaire, général, stationnaire,
panoramique, stationnaire, panoramique et enn stationnaire.
La gure 5.5 montre que l'utilisation de triplets améliore légèrement la sélection du modèle.
Les images de 30-110 montrent par exemple que certains mouvements, identiés à tort comme
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Figure 5.4  Composante tz calculée en utilisant la sélection sur deux ou trois images pour la
séquence synthétique.
panoramiques ou stationnaires lorsque deux vues sont utilisées, sont correctement classiés en
modèle général avec trois vues.
La gure 5.6 montre la composante tx de la translation obtenue entre les images 0 et 50 de la
séquence (mouvement stationnaire suivi d'un mouvement général), selon que le modèle général est
toujours utilisé, ou la sélection de modèle à 2 ou 3 images. Ce graphique révèle l'eet stabilisateur
de la sélection de modèle puisque la section 0-30 est bien stationnaire dans le cas où la sélection
de modèle est utilisée. Les images de la gure 5.7 montrent également l'impact de la sélection de
modèle sur une intégration 3D : l'image (a) montre la scène augmentée au bout de 200 images
lorsqu'aucune sélection de modèle n'est utilisée (c'est à dire quand le modèle général est toujours
utilisé), l'image (b) montre l'image augmentée quand la sélection est utilisée. Il est clair sur ces
deux images que la sélection apporte de la stabilité et donc de la précision, le cube étant sensé
rester aligné avec les motifs rectangulaires dessinés au sol. Le lecteur pourra s'en convaincre en
comparant la vidéo 8, obtenue en utilisant la sélection de modèle, à la vidéo 7, utilisant le modèle
général uniquement. De façon générale, la sélection de modèle réduit les variations aléatoires de

















Figure 5.5  Séquence réelle : sélection du modèle.














Figure 5.6  Séquence réelle : translation en x calculée avec ou sans sélection de modèle.
a. b.
Figure 5.7  Un cube incrusté sur l'image 200 : (a) sans sélection de modèle ; (b) : avec sélection
La vidéos 9 montre enn la sélection de modèle à l'÷uvre dans une séquence d'images acquises
dans un hall du Loria. La vidéo 10 montre une vue de dessus des mouvements de caméra calculés,
et la vidéo 11 une intégration 3D d'un billard virtuel dans la séquence d'images. On constate
que celui-ci semble bien ancré au sol.
5.3 Application à la modélisation in situ
Si notre méthode de sélection de modèle permet d'éviter les phénomènes de tremblement, et dans
une certaine mesure, de dérive, propres à de nombreux systèmes de RA, elle présente un intérêt
direct dans certaines applications de vision par ordinateur, telles que la reconstruction multiocu-
laire, dont les étapes de triangulation ou d'ajustement de faisceau requièrent des parallaxes non
nulles. Que cette reconstruction soit calculée hors ligne à partir de plusieurs image (SFM) ou à la
volée (SLAM), elle peut être corrompue par la présence de mouvements singuliers (stationnaires
ou rotationnels) au sein de la séquence traitée. La sélection de modèle permet alors de supprimer
les cas singuliers de cette séquence, ou de leur appliquer un traitement particulier. Inversement,
la reconstruction monoculaire opère dans une image isolée, ou dans plusieurs images prises depuis
une position xe et assemblées en panoramique. Reconstruire une scène de manière interactive
en utilisant une caméra en mouvement, comme nous le proposons dans cette section, requiert
donc de pouvoir séparer les mouvements généraux des deux autres types de mouvement.
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Figure 5.8  Principe de fonctionnement de notre système de modélisation in situ (schéma en vue
de dessus) : des rotations pures de la caméra (en mode modélisation  les traits épais représentent
les faces modélisées) alternent avec des déplacements à six degrés de liberté permettant d'accéder
aux parties initialement non visibles de la scène. Les faces modélisées servent à calculer la pose
au cours des déplacements, par suivi de plans texturés.
5.3.1 État de l'art et contributions
La méthode proposée dans cette section peut être vue aussi bien comme :
1. une méthode de SLAM visuel, autorisant la modélisation interactive, à la volée, des struc-
tures polyédriques utiles à la fois au calcul de pose et au positionnement des éléments
virtuels,
2. une méthode de modélisation in situ, permettant de reconstruire une scène 3D en temps
réel, en se déplaçant à l'intérieur ou autour de la scène de manière à rendre visible les
éléments à ajouter au modèle, non visibles en position initiale.
5.3.1.1 SLAM visuel
Le SLAM visuel [DM02, CCC+16] permet de construire automatiquement une carte de l'environ-
nement, le plus souvent sous forme d'un nuage de points, en même temps que cet environnement
est exploré. Les points reconstruits servent à calculer les poses suivantes, tandis que les poses
calculées servent à reconstruire des points supplémentaires. Notre système repose sur le même
principe que ce schéma : l'utilisateur alterne des phases d'arrêt, pendant lesquelles il modélise les
éléments de la scène visibles depuis le lieu où il se trouve, en faisant pivoter la caméra, avec des
phases de déplacement lui permettant d'atteindre d'autres parties de la scène (gure 5.8). Les
faces des objets polyédriques modélisés à l'arrêt sont utilisées pour calculer les mouvements de la
caméra lors des déplacements. La sélection de modèle permet au système de discerner les phases
d'arrêt (comprenant des mouvements stationnaires et rotationnels) des phases de déplacement,
à six degrés de liberté. Dans cette interprétation, on peut par exemple imaginer une application
destinée à des architectes paysagistes ou d'intérieur, leur permettant d'esquisser rapidement, sur
place, un projet d'aménagement ou de décoration et de montrer aussitôt le résultat au client en
réalité augmentée.
5.3.1.2 Modélisation in situ
La modélisation 3D ore un vaste champ d'applications notamment dans les domaines de l'archi-
tecture, de l'infographie, de la RA, de la RV, de la robotique, de la géomatique, etc. La méthode
que nous proposons permet de modéliser une scène directement par-dessus la réalité, ce qui évite
de prendre des mesures dans la scène (une seule mesure doit être prise si la taille du modèle
doit être connue dans une unité particulière) et permet de confronter en temps réel la géométrie
reconstruite à la réalité. Plusieurs systèmes ont déjà été proposés pour modéliser une scène à
partir d'une photo [DTM96] (comme dans le logiciel Trimble SketchUp c©), de plusieurs photos
(comme dans le logiciel Realviz ImageModeler c©) ou d'une vidéo [vdHDT+07]. Mais, une fois les
images acquises et importées dans le logiciel, rien ne garantit que toutes les parties du modèle
soient bien visibles dans les images, ni même que toutes les images soient exploitables. Il n'est pas
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rare alors de devoir retourner sur le site pour acquérir de nouvelles vues, ce qui peut engendrer
des coûts supplémentaires. Il peut arriver aussi qu'une scène soit transformée après la première
acquisition, voire plus accessible du tout. Un décor de cinéma par exemple, est fréquemment mis
en place le matin, puis démonté à tout jamais le soir même. Notre système de modélisation in
situ permet de court-circuiter le délai entre acquisition et exploitation des données. Le modèle
en cours de construction est reprojeté en temps réel dans les images acquises, et ce processus
se poursuit tant que le modèle n'est pas complet. En supplément, le modèle reconstruit peut
être réutilisé à des ns de RA où d'intégration 3D en postproduction, celui-ci ayant déjà fait ses
preuves quant à son exploitabilité pour le calcul de pose.
La modélisation in situ n'a fait l'objet que d'un petit nombre de travaux dans la littérature. Les
premiers auteurs à avoir envisagé une telle approche sont Wayne Piekarski et Bruce H.Thomas
de l'Université de South Australia, en 2001 [PT01]. Le terme employé alors était construction
at a distance. Le principe était de permettre à un utilisateur de modéliser des objets de la scène
à travers une interface de RA, en assemblant des primitives élémentaires par CSG (constructive
solid geometry). Un gant de données était utilisé pour l'interaction et la pose était obtenue à
l'aide de capteurs inertiels et d'un GPS (voir la vidéo 4). Ce système était assez complexe du
point de vue des interactions et peu précis du fait de la technologie utilisée pour le suivi de
pose. Un système de modélisation interactive purement basé image a été proposé par Bunnun et
al. [BMC08]. Ce système a pour point commun avec le notre que la caméra elle-même sert de
dispositif d'interaction (nul besoin de souris, gant de données ou autre périphérique). Il présente
cependant plusieurs aspects contraignants : 1. un marqueur est utilisé pour démarrer le processus,
2. la méthode utilise des techniques de stéréovision, qui nécessitent de déplacer sans arrêt la
caméra, ce qui peut être aisé lorsqu'on modélise de petits environnements (des objets posés sur
un bureau) mais dicile à l'échelle d'un bâtiment par exemple, 3. les interactions sont assez
complexes à mettre en ÷uvre (par exemple, une action demandée est de ramener le curseur-
caméra à l'extrémité d'un segment en suivant une droite épipolaire).
À la diérence de cette technique, notre méthode permet de modéliser des objets relativement
complexes à n'importe quelle échelle, en utilisant des briques de construction très simples. En
fait, nous reprenons les briques de cosntruction du logiciel Sketchup, devenu célèbre 4 en grande
partie grâce à sa facilité de prise en main.
5.3.2 Description générale de la méthode
La méthode proposée repose sur une alternance entre deux phases opératoires (gure 5.8) :
Une phase de modélisation. La scène (ou une partie de la scène) est modélisée de manière
interactive, selon le principe de la caméra-souris qui remplace les mouvements de cur-
seurs dans une image xe par des mouvements d'image (rotations pures) avec un curseur
xe (voir la section 5.3.3). L'homographie inter-images est calculée selon la méthode dé-
crite dans [32] utilisant des coins de Harris détectés dans toute l'image. Une procédure
de reprise automatique est utilisée pour calculer la pose en cas d'échec de suivi, détecté
par seuillage sur le nombre d'inliers du RANSAC. Cette procédure est basée sur des ap-
pariements de descripteurs SIFT. Plus précisément, lorsque l'utilisateur entre en phase
de modélisation (c'est-à-dire au début du processus ou lorsqu'il cesse de se déplacer) des
points de SIFT sont détectés dans toute l'image. Ces points sont transférés d'image en
images en utilisant les homographies calculées à l'aide des coins de Harris (une détec-
tion des points de SIFT dans toutes les images alourdirait considérablement les calculs).
L'image est divisée en une grille de taille 3× 3, et lorsqu'un rectangle de la grille est vide
après que les points de SIFT aient été transférés, une nouvelle détection de points de
SIFT est eectuée à l'intérieur du rectangle (voir le début de la vidéo 13). Il est à noter
que ce mode peut être utilisé seul, contribuant déjà de manière intéressante à l'état de
l'art de la modélisation monoculaire, dans la mesure où, premièrement, la possibilité de
4. Chaque seconde, Sketchup est lancé 30 fois à travers le monde (statistique communiquée en 2019 par la
société Trimble qui commercialise ce logiciel).
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réorienter la caméra ore un champ de vision bien plus grand (jusqu'à 360 deg) que celui
de la caméra elle-même et, deuxièmement, les manipulations à la souris sont remplacées
par des mouvements de caméra, ce qui s'avère beaucoup plus pratique avec des dispositifs
mobiles tels qu'un téléphone portable ou des lunettes de RA.
Une phase de déplacement. Lorsqu'au moins une face de la scène a été modélisée et que
l'utilisateur se déplace, les mouvements de caméra sont calculés par suivi de plan à 6
degrés de liberté selon la méthode décrite en section 5.2.2, utilisant des coins de Harris.
Cette phase permet à l'utilisateur de se rapprocher de certaines parties de la scène, ou
de rendre visibles de nouvelles faces pour poursuivre la modélisation. Dans ce mode, la
géométrie modélisée précédemment doit rester partiellement visible an de permettre le
suivi de mouvement, ce qui n'est pas le cas en mode modélisation. Une procédure de
reprise automatique peut être utilisée an de reprendre le calcul de pose en cas d'échec de
suivi (détecté à partir du nombre d'inliers du RANSAC) ou à la demande de l'utilisateur.
Des descripteurs SIFT sont utilisés à cette n, calculés et mémorisés à chaque création de
face (texturée) et calculés dans l'image courante quand la reprise est demandée.
Le système démarre en mode modélisation. Une fois que la géométrie 3D a été initialisée, l'alter-
nance entre modélisation et suivi de déplacements se fait automatique en utilisant la sélection
de modèle.
5.3.3 Interactions pour la modélisation
Notre système peut être vu comme une version immersive du logiciel SketchUp, dont les principes
d'interaction sont décrits par exemple dans [OSD05]. Ce logiciel est à mi-chemin entre l'esquisse
au crayon et la CAO (Conception Assistée par Ordinateur). Une fonctionnalité proposée assez
tôt dans ce logiciel est la possibilité d'aligner les axes du modèle avec des directions orthogonales
de la scène (désignation manuelle d'un repère de Manhattan tel que décrit au chapitre 2), an
de modéliser la scène par-dessus une photographie. Pour ce faire, des points désignés à la souris
sur la photographie sont reconstruits en 3D par intersection du rayon inverse avec la géométrie
dénie précédemment (le plan au sol par défaut). Ces fonctionnalités sont reprises dans notre sys-
tème, avec la principale diérence que nous considérons des images dynamiques au lieu d'images
statistiques. De plus, la caméra est utilisée comme dispositif d'interaction au lieu d'une souris,
ce qui, comme nous l'avons déjà souligné, est particulièrement adapté aux dispositifs mobiles.
Figure 5.9  Équivalence entre curseur mobile / caméra xe (à gauche) et curseur xe / caméra
mobile (à droite).
Une idée clé de notre méthode est que les interactions peuvent être eectuées avec la caméra. En
eet, considérons que l'utilisateur veuille tracer un segment entre deux points physiques A et B
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de la scène acquise. Il existe deux manières équivalentes de réaliser cela (gure 5.9) : 1. la caméra
reste xe et la souris est utilisée pour déplacer un curseur du point A au point B (colonne de
gauche) ou 2. la caméra est manipulée de manière à ce que le point A puis le point B se retrouve
successivement sous un point xe de l'image, par exemple son centre (colonne de droite). La
seconde solution, utilisée dans notre implémentation, ne requiert pas d'utiliser une souris. En
revanche, la position du point A doit être mise à jour à chaque instant pendant que l'utilisateur
réoriente la caméra vers le point B. Par chance, des rotations de caméra n'induisent qu'une
transformation homographique de l'image, qui peut être calculée facilement comme décrit plus
haut. Dans les deux cas, un événement doit être généré (un clic de souris) quand l'utilisateur
considère que le curseur est précisément positionné par-dessus le point physique. Dans notre
système, cet événement peut être généré en utilisant une touche de clavier, un bouton de téléphone
en contexte mobile, une pression sur une zone d'un écran tactile, ou encore une commande vocale
si des lunettes de RA sont utilisées. Plus généralement, trois touches seulement sont utilisées pour
contrôler notre système : une pour cliquer ou glisser - déposer, une pour annuler l'opération
en cours ou demander une reprise de pose et une pour déler dans le menu des outils.
Avant d'être en mesure de modéliser la scène, l'utilisateur doit calibrer la caméra : cela est réalisé
en indiquant deux couples de droites parallèles entre elles dans la scène 3D, les droites du premier
couple étant perpendiculaires à celles du deuxième (gure 5.10, capture a). Les points obtenus
à l'intersection de ces quatre droites correspondent à la projection d'un rectangle, à partir de
laquelle la focale de la caméra est estimée selon la méthode décrite dans [32] (le point principal est
supposé situé au centre de l'image). L'utilisateur peut aussi déplacer l'origine du repère associé
au modèle (dit repère monde), modiant le rayon des lieux possible de ce point. La distance
de ce point au centre optique est choisie de telle sorte que le vecteur unitaire vertical ait une
certaine taille, xée à l'avance, dans l'image. L'utilisateur peut enn changer l'échelle de la scène
en déplaçant l'extrémité de ce vecteur (au centre du carré bleu dans la capture a).
Une fois les paramètres intrinsèques de la caméra et l'échelle de la scène dénis, l'utilisateur
peut commencer à modéliser la scène. Les nouvelles faces sont instanciées au contact des faces
existantes (intersection du rayon inverse avec la face rencontrée en premier le long du rayon) ou
du sol (plan z = 0) par défaut. Les contacts sont garantis en accrochant des points de la scène
qui apparaissent dans une couleur spécique quand le curseur est susamment proche d'eux :
jaune pour le sommet d'une face, bleu pour le milieu d'un segment, rouge pour le point le plus
proche d'une segment, s'il ne s'agit pas du milieu. La face située sous le curseur est aussi soulignée
de manière spécique, et de nouveaux points peuvent être dénis sur une face à l'intersection du
rayon inverse. Enn, la plupart des actions sont guidées par une droite inférée, qui peut prendre
les couleurs des axes du repère monde (par exemple pour suggérer un déplacement vertical, le
guide est aché en bleu, couleur de l'axe vertical).
Six outils diérents ont été implémentés, résumé en table 5.5. La gure 5.10 illustre comment
une maquette de maison peut être modélisée en utilisant les outils Ajouter, Pousser-Tirer,
Couper et Déplacer. Une face rectangulaire est Ajoutée en utilisant deux guides, AB et BC :
conformément aux règles de priorité décrites au pied de la table 5.5, A est déni sur le sol et
le segment AB suit l'axe rouge (capture b) ; le sommet C est déplacé dans un plan orthogonal
à AB (capture c) et nalement sur la verticale de B (capture d) ; la nouvelle face est Poussée
- Tirée de manière à former une boite. Un segment de droite est tracé pour Couper en deux
parts égales la face supérieure de la boite (capture e), puis Déplacé le long de l'axe vertical de
manière à former le toit de la maison (capture f).
5.3.4 Expérimentations
Les expériences décrites ci-dessous ont été réalisée sur un ordinateur portable Dell Precision
M6300, couplé à une simple webcam Logitech. Le système tourne à cadence vidéo en mode
standard, et à une fréquence de 2 à 6 images par seconde lorsque la procédure de ré-initialisation
de la pose à partir des points de SIFT est appelée. Les vidéos 12, 13 et 14 montrent le système
en action. Une scène miniature est utilisée pour mesurer la précision de la méthode (vidéo
12). Plusieurs phase de modélisation et de déplacement alternent durant la session de travail
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Ajouter une face rectangulaire en désignant trois points A,B,C(∗). Le rectangle est généré dans le plan ABC
tel que A et C soient opposés sur une diagonale.
Extraire la texture et les descripteurs SIFT à l'intérieur de la face sélectionnée.
Pousser - Tirer la face sélectionnée.
Déplacer le sommet, le segment ou la face sélectionné(e).
Couper la face sélectionnée en joignant deux de ses sommets.
Supprimer la face sélectionnée.
(∗) L'ordre de priorité concernant l'objet à sélectionner le long des rayons inverses est le suivant : pour le point A : sommet sélectionné > face
sélectionnée > sol ; point le point B : sommet sélectionné > axe du repère monde parallèle à AB > face sur laquelle a été déni le point A ;
pour le point C : sommet sélectionné > axe du repère monde parallèle à BC > plan orthogonal à AB.
Table 5.5  Outils de modélisation utilisés dans notre système.
(gure 5.10). On peut facilement distinguer les phases de modélisation des phases de déplacement
car la croix associée au curseur disparaît dans le second cas. La gure 5.11 montre les erreurs
obtenues sur la géométrie de la scène (normalisées de telle sorte que la distance retrouvée d1
corresponde à la distance attendue). Ces erreurs sont acceptables pour nombre d'applications :
par exemple, an de prouver que le modèle obtenu est utilisable pour la RA, nous avons ajouté un
septième outil à notre interface de modélisation, permettant à l'utilisateur d'ajouter des objets
virtuels sous le curseur. Ces objets semblent rigidement ancrés à la scène, y compris pour de
larges amplitudes de distance à la scène (gure 5.10, captures g,h).
La phase de modélisation est par ailleurs illustrée sur une séquence prise en extérieur, montrant
une piste d'athlétisme et un vestiaire (vidéo 13). La première partie de la vidéo montre comment
l'ensemble initial de points de SIFT est étendu. Plusieurs rotations abruptes sont appliquées
à la caméra, déclenchant la procédure de reprise. La caméra est ensuite calibrée et quelques
opérations de modélisation sont eectuées. Enn, un panneau virtuel est ajouté au bord de la
piste (gure 5.12).
La vidéo 14 montre des résultats similaires. Cette vidéo est toutefois légèrement plus challen-
geante que la vidéo 13, dans la mesure où le sol seul est utilisé pour la calibration de la caméra,
et un coureur à pied traverse le champ de vision de la caméra en n de séquence, ce qui illustre
la robustesse du système à la présence d'occultations partielles du modèle.
5.4 Conclusion et perspectives
Dans ce chapitre, nous avons présenté une méthode d'actualisation de la pose par suivi de plans
texturés. Nous avons montré comment les problèmes de tremblements dus aux uctuations du
bruit sur les mesures pouvaient être évités à l'aide d'une sélection de modèle, et comment ce
même outil pouvait être mis à prot pour distinguer les phases d'arrêt des phases de déplacement
dans le cadre d'un système de modélisation in situ, permettant de court-circuiter le délai entre
l'acquisition et l'exploitation des images utiles à une modélisation.
À la suite de ces travaux, nous avons proposé deux autres systèmes de modélisation in situ. Le
premier, publié dans The Visual Computer 2011 [4], repose sur le suivi de deux régions planes
(blobs) non parallèles (typiquement, un mur et le sol), désignées grossièrement en balayant la
scène avec la caméra. Un ltrage particulaire est utilisé pour calculer la droite d'intersection
entre les deux plans, en utilisant une mesure de vraisemblance géométrique (la droite comme
lieu des points xes de l'homologie S = H−12 H1 formée par les deux homographies) et une
mesure de vraisemblance photométrique (la droite alignée avec des gradients forts de l'image).
La convergence du ltre est validée visuellement par l'utilisateur, et la connaissance de la droite
d'intersection permet de contraindre l'estimation de la géométrie des deux plans ainsi que du
mouvement de la caméra, orant des temps de calcul réduits et une meilleure précision que
dans le cas non contraint. La gure 5.13 et surtout les vidéos 15 (scène d'intérieur illustrée en
gure 5.13) et 16 (scène d'extérieur devant le Loria) permettent de mieux se rendre compte du
fonctionnement de cette méthode. Elle est sans doute plus intéressante que la méthode présentée
dans ce chapitre sur le plan mathématique, mais je la trouve nalement moins pertinente du





Figure 5.10  Extraits d'une séquence de modélisation in situ.
point de vue utilisabilité. D'une part, la représentation de la scène en ensemble de blobs n'est
pas directement exploitable pour la plupart des tâches mentionnées en introduction de la section
5.3.1.2. D'autre part, même si la détection able (puisque validée par l'utilisateur) de la droite
d'intersection permet de contraindre le calcul de la géométrie bi-plane, ce calcul repose sur
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A(mm) ∆(mm) ∆/A(%)
d1 61 Ref Ref
d2 88 -0.3 -0.3
d3 38 1.5 3.9
d4 92 4.2 4.6
d5 75 -5.2 -6.9
d6 34 -1.3 -3.8
d7 139 -8.4 -6.0
d8 21 0.8 3.8
d9 95 -4.0 -4.2
Figure 5.11  Géométrie retrouvée par modélisation in situ de la scène miniature, avec A la
mesure attendue (mm), ∆ l'erreur absolue de la mesure obtenue (mm) et ∆/A son erreur relative
(%).
une géométrie binoculaire qui requiert un déplacement non nul entre les vues utilisées. Cela
impose à l'utilisateur de se déplacer en permanence, comme avec le système proposé par Bunnun
et al., et comme dans le SLAM visuel en général. À nouveau, cela n'est pas nécessairement
problématique pour des petites scène, mais peut l'être pour des grands environnements (dans
ces environnements, le SLAM visuel est généralement illustré à l'aide de séquences prises depuis
une voiture ou un train, de sorte que le déplacement entre deux vues soit du même ordre que la
distance à la scène). La méthode inspirée de Sketchup ne présente pas ce type de problème, grâce
à l'approche incrémentale utilisée (chaque face est dénie par rapport à une face précédemment
dénie, ou le sol par défaut).
En 2013, nous sommes revenus à une approche monoculaire, mais avons voulu cette fois évaluer
l'apport d'un laser à un point et d'un capteur inertiel, intégrés au système de modélisation par
l'image [17]. La précision de cette méthode n'était toutefois pas meilleure que celle de la méthode
présentée en section 5.3. Le système était par ailleurs moins facile à utiliser et moins robuste, en
raison notamment de la lenteur du capteur laser, des dicultés rencontrées pour le synchroniser
avec les images vidéo, ainsi que de problèmes d'interférences entre le rayon du laser et la lumière
du soleil en environnement extérieur. Il était aussi plus complexe à calibrer en raison des divers
capteurs utilisés, devant tous s'exprimer dans le même repère (celui de la caméra).
La modélisation in situ n'a à ma connaissance pas fait l'objet de travaux signicatifs depuis
2013. Les raisons sont sans doute multiples : (i) les systèmes existants sont pour la plupart assez
complexes à utiliser, et nécessitent beaucoup d'ingénierie pour être implémentés ; (ii) ils sont par
ailleurs globalement trop peu robustes ou imprécis : nos deux méthodes [20, 4] sourent d'un
problème de dérive, inhérent à l'odométrie visuelle. Un système utilisant des données capteurs,
tel que celui décrit dans [PT01], ne présente pas de problème de dérive mais est trop imprécis
pour obtenir des modèles de qualité ; (iii) l'arrivée des CNN a fait l'objet de toutes les attentions,
favorisant l'élaboration de méthodes entièrement automatiques de reconstruction monoculaire.
Des cartes de profondeurs, de même nature bien que plus approximatives que celles générées par
une Kinect (autre nouvel arrivant ayant peut-être contribué à détourner l'attention des cher-
cheurs du problème qui nous intéresse) peuvent être obtenues en utilisant des CNN [EF15]. Ces
cartes peuvent être fusionnées à la volée, de manière à restituer la scène sous forme de volume de
voxels [IKH+11]. Elles peuvent aussi être fusionnées avec des points obtenus par une technique
de SLAM visuel, aboutissant à un maillage dense de la scène [MXS17]. Toutefois, ces volumes
ou maillages ne sont pas représentés sous forme polyédrique comme cela est souhaitable dans de
nombreuses applications. Ils présentent par ailleurs fréquemment des trous et autres artefacts.
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Figure 5.12  Image extraite de la première séquence d'extérieur (video 13).
Pour ces diérentes raisons, un post-traitement manuel consistant à aligner des primitives élé-
mentaires avec le nuage de point (ou autre représentation) est le plus souvent nécessaire. Ce
travail s'avère en pratique au moins aussi fastidieux qu'une modélisation partant directement de
l'image 5.
Pour ces raisons, je considère que les travaux autour de la modélisation in situ méritent d'être
poursuivis, et que les principes fondamentaux de la méthode présentée dans ce chapitre (modéli-
sation monoculaire, reposant sur des interactions simples et aboutissant à un modèle polyédrique)
restent défendables. Plusieurs avancées récentes devraient permettre d'améliorer ce système, au
prix d'une grande part d'ingénierie. Pour ce qui est de la partie calibration, nous avons proposé
au chapitre 2 une méthode de détection de point de fuite automatique performante, qui pourrait
facilement être incorporée au système actuel. Le problème de dérive de la pose peut être résolu à
l'aide d'une approche corrective telle que celle présentée au chapitre 4. Quant aux opérations de
modélisation, des cartes sémantiques et/ou de profondeur obtenues par CNN devraient pouvoir
être utilisées pour mieux inférer et guider les opérations de l'utilisateur. Idéalement, on peut
espérer aboutir à un système où les actions de l'utilisateur se cantonneraient à impulser puis
valider ou invalider des propositions du système, et à se déplacer pour atteindre les diérentes
parties de la scène. Un ensemble restreint de tâches intuitives et faciles à réaliser, mais à même
de abiliser grandement un système de reconstruction 3D.
5. Aligner des primitives élémentaires (boites, prismes, etc.) avec un nuage de points est par exemple réalisable
en post-traitement avec des logiciels de matchmoving tels que Boujou c© ou Voodoo camera tracker c©. Certains
de mes étudiants s'y sont essayé, avec beaucoup de peine !
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image #213 image #568
image #678 image #798
image #5749 image #6020
image #6530 image #8000
Figure 5.13  Reconstruction à la volée d'un environnement intérieur utilisant l'interaction pour
la dénition des blobs et la validation [4].
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Nous, gures, nous n'avons
Après tout qu'un vrai mérite,
C'est de simplier le monde,
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Figure 6.1  Paul Cézanne (1839-1906). Pommes et oranges.
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Dans ce mémoire, nous nous sommes intéressé au calcul de pose en environnement bâti et j'ai
choisi de livrer en n de chaque chapitre les extensions me semblant en continuité naturelle avec
le travail qui y était présenté. La prise en compte d'information sémantique a été déterminante
dans les étapes de détection et reconnaissance de façade (chapitre 3), ainsi que dans le calcul
de pose au moyen d'une approche corrective utilisant un modèle bayésien (chapitre 4). Elle est
aussi évoquée comme piste prioritaire dans nos perspectives d'amélioration de notre méthode de
détection de points de fuite (chapitre 2, prise en compte d'alignements de plus haut niveau) et
de notre méthode de modélisation in situ (chapitre 5, utilisation de cartes sémantiques et/ou de
profondeur pour mieux inférer et guider les opérations de l'utilisateur).
La prise en compte d'information sémantique me semble donc une composante incontournable
de nos futurs travaux sur le positionnement visuel. Toutefois, si le problème du positionnement
reste d'actualité dans le contexte des environnements bâtis (montée en puissance de la RA au
service de la construction et de la géomatique, nouveaux enjeux liés à la conception de véhicules
autonomes), de nouveaux de dés se posent dans d'autres domaines. Par exemple, d'après certains
observateurs, une quatrième révolution industrielle est en cours, dans laquelle la RA semble avoir
un rôle important à jouer. Mes futurs travaux ne se cantonneront donc pas aux applications
en milieu bâti. Et, plutôt que de proposer de nouvelles méthodes pour chaque environnement
spécique, nous chercherons à généraliser le calcul de pose visuel à des scènes constituées d'objets
quelconques, non nécessairemenent plans ni même polyédriques, et de surfaces potentiellement
non texturées, lambertiennes ou spéculaires. La notion même d'objet isolé pourra ne pas être
bien dénie dans certaines scènes (voir par exemple la gure 6.2).
Figure 6.2  Exemple de scène dans laquelle la notion d'objet isolé a peu de sens. Photographie
prise par la société SBS-Interactive dans l'Usine d'Électricité de Metz (UEM).
Si une cartographie 3D des zones habitées (rues, marquages au sol des bâtiments, élévations, pho-
tographies etc.) a été entamée à l'échelle planétaire depuis de nombreuses années, cette démarche
utile au positionnement urbain est loin de s'être généralisée à tous les domaines d'application
de la RA. Aussi privilégierons-nous des approches n'impliquant pas, pour chaque nouvelle scène,
une phase trop complexe d'adaptation au contexte, nécessitant par exemple d'acquérir un mo-
dèle géométrique précis et volumineux de la scène, ou un grand nombre d'images à taguer en vue
de ré-entraîner un CNN. Proposer des méthodes de positionnement facilement adaptables à un
nouveau contexte me semble être un enjeu crucial tant les besoins en RA se font sentir dans des
secteurs de plus en plus variés, pour lesquels il existe rarement de solution clé en main ou même
transférable à l'environnement et à la problématique visés. Dans le cadre de notre réexion sur
la généralisation du positionnement visuel à divers types d'environnements et d'objets, ce cri-
tère d'adaptabilité s'ajoute donc aux autres critères de performance déjà introduits au chapitre 1
(section 1.3(p19)).
En dehors des méthodes ad hoc utilisant la sémantique, les méthodes de positionnement pré-
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sentées dans l'état de l'art de l'introduction générale (section 1.2(p13)) ne sont pas limitées
aux environnements bâtis. Voyons toutefois à quelles dicultés supplémentaires ces méthodes
peuvent être confrontées dans certains environnements, et comment nous pouvons les situer au
regard du critère d'adaptabilité :
 les méthodes utilisant des descripteurs locaux sont relativement faciles à mettre en ÷uvre
dans un nouvel environnement. Cela nécessite typiquement d'utiliser une méthode SFM
ou SLAM pour obtenir un nuage de points 3D de la scène associé à des descripteurs lo-
caux. De nombreux outils ergonomiques existent aujourd'hui pour réaliser cette tâche, qui
demande typiquement des compétences d'infographiste. Ces méthodes peuvent toutefois
échouer lorsque peu d'objets texturés sont présents dans la scène. Par ailleurs, les surfaces
spéculaires peuvent conduire à apparier des points image (centres de tâches lumineuses)
ne correspondant pas au même point physique. Ces problèmes s'ajoutent aux défauts
déjà relevés de ces méthodes, considérées comme relativement instables (voir la section
1.2.1.1(p13)) ;
 les méthodes utilisant un descripteur global pour retrouver la pose par proximité de
l'image avec une image de référence me paraissent moins faciles à adapter à de nou-
velles scènes. Les descripteurs globaux sont adaptés à tout type d'environnement, mais
la constitution d'une base de référence décrivant un nouvel environnement me semble
problématique. Une solution SFM peut être utilisée, mais celle-ci doit être très dense en
terme de points de vue représentés, ce qui me semble dicile à obtenir en pratique. On
peut imaginer, comme dans [TAS+15], de densier les images et le poses à l'aide de vues
synthétiques, mais cette procédure repose dans [TAS+15] sur la disponibilité d'images
panoramiques associées à des poses et des cartes de profondeur planes par morceaux dis-
ponibles dans Google Street View 1. Obtenir ces éléments dans un autre contexte peut
être très coûteux en terme de mesure ;
 même constat pour les méthodes de type PoseNet [KGC15]. Ces méthodes sont a priori
capables de calculer des poses de niveau scène (à partir de l'image entière) ou de niveau
objet (à partir d'une boite proposée) dans n'importe quel environnement. Toutefois, elles
réclament tout comme les méthodes précédentes d'acquérir un grand nombre d'images de
l'environnement ou de l'objet associées à des poses. Cette diculté est ampliée par le
fait que le CNN doit être ré-entraîné à partir de ces données. Entraîner un CNN est une
tâche relativement complexe requérant des compétences avancées en informatique. Une
autre diculté posée par PoseNet utilisé au niveau objet est que si plusieurs objets ont
été reconnus dans l'image et que PoseNet infère une pose pour chacun d'eux, il n'est pas
simple de fusionner ces poses, aucune mesure d'incertitude par exemple, ne leur étant
associée ;
 le recalage 3D-2D a été envisagé avec des objets non texturés tels que des satellites
[PMK11] ou des objets industriels métalliques [BCT+12]. Ces méthodes utilisent les
contours d'un modèle de type CAO de l'objet recalé, éventuellement reconstruit à la volée
à l'aide d'une caméra RGB-D [IKH+11]. Le problème se pose toutefois de l'initialisation
de la pose, le GPS étant inopérant en intérieur. D'autres solutions dites outside-in existent
pour les environnements intérieurs, telles que la triangulation par wi ou l'utilisation de
caméras externes lmant des leds xées à la caméra. Ces dispositifs sont toutefois onéreux
et complexes à calibrer, et leur présence dans certains lieux peut poser problème, voire
être a priori exclue. D'autre part, le positionnement par recalage demande de posséder un
modèle de type CAO de la scène, dont l'obtention peut également être très coûteuse, no-
tamment dans les grands environnements (une technique telle que Kinect Fusion [IKH+11]
soure d'un problème de dérive, et par ailleurs les caméra RGB-D ne permettent pas de
reconstruire des surfaces spéculaires). Ce modèle doit en outre être chargé en mémoire,
sous une forme plus ou moins réduite, ce qui peut nuire au critère Cm de compacité du
modèle introduit en section 1.3(p19).
Nous voyons ainsi que les méthodes les plus faciles à implanter dans un environnement quel-
1. http://maps.google.com/help/maps/streetview/
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conque (approches utilisant des descripteurs locaux) sont aussi celles qui permettent le moins de
bénécier des dernières avancées de l'apprentissage profond. Notre réexion portera donc sur la
question suivante : comment intégrer la prise en compte d'information sémantique à un système
de positionnement visuel, sans que cela ne nuise à son adaptabilité ? Nos pistes de réponses, dé-
taillées ci-dessous, s'articulent autour de deux idées directrices, que nous pouvons résumer ainsi :
favoriser l'abstraction géométrique des modèles de scène (section 6.1) et exploiter une informa-
tion sémantique de classe, plutôt que d'instance (section 6.2). Parallèlement, nous rééchirons
(section 6.3) à des manières de simplier l'acquisition des modèles et des données d'apprentissage
utiles au positionnement visuel par l'une ou l'autre des méthodes décrites dans l'état de l'art du
chapitre 1 ou envisagées ci-dessous.
6.1 Vers une abstraction géométrique de l'objet
6.1.1 Points abstraits
An de pallier les dicultés posées par la prise en compte de descripteurs locaux calculés sur
des points anonymes, les auteurs de [CRV+15] ont introduit la notion de points de contrôle,
désignés manuellement sur un maillage 3D de l'objet dont on cherche la pose, et détectés indi-
viduellement dans les images. Dans la méthode qu'ils proposent, un premier CNN est entraîné
pour, étant donné un patch (glissant) dans l'image, donner la vraisemblance d'appartenance du
patch à une des N classes représentant les points de contrôle. Par ailleurs, un CNN est entraîné
spéciquement pour chaque point de contrôle, an de régresser la position du point étant donné
un patch supposé le contenir. Ainsi, la notion de mise en correspondance de points anonymes
est remplacée par celle de détection, ou reconnaissance, de points de contrôle bien identiés.
Cela permet d'espérer une meilleure précision des appariements utilisés dans un calcul PnP, la
reconnaissance étant apprise à partir de nombreux exemples du même point physique vu sous
des angles et conditions d'éclairage variés. Cette méthode convient à des objets texturés ou non,
mais elle est dicilement adaptable à un nouveau contexte, du fait qu'un entraînement spécique
doit être réalisé pour chaque objet de la scène, utilisant un maillage 3D de l'objet (sur lequel est
indiquée la position des points de contrôle) et un grand nombre d'images de cet objet associées
à des poses (dans [CRV+15], 3000 vues/poses d'entraînement sont utilisées pour chaque objet
considéré).
En revanche, une autre idée exploitée dans [CRV+15] me semble particulièrement intéressante
dans le cadre de notre réexion. Cette idée est que pour chaque point de contrôle physiquement
attaché à l'objet, six autres points abstraits sont également appris (typiquement deux points
de contrôle placés symétriquement autour du point physique dans chacune des trois directions
orthogonales de l'espace, voir la gure 6.3). Après avoir entraîné le CNN, la position dans l'image
des points de contrôle additionnels peut être obtenue par régression, de la même manière que
pour les points physiques (plus précisément, les coordonnées des 6 + 1 points de contrôle sont
obtenues simultanément en sortie du même CNN, sous forme d'un vecteur à 2× 7 dimensions).
Figure 6.3  Points de contrôle abstraits dans la méthode de Crivellaro et al. [CRV+15].
L'intérêt revendiqué de ces points abstraits, est que lorsqu'ils sont correctement détectés pour
un seul point de contrôle physique donné, la pose peut être calculée par PnP à partir des 7
points ainsi reconnus, quand bien même aucun des autres points de contrôle physiques (et aucun
de leurs voisins abstraits) n'ait été détecté. De mon point de vue, la portée de cette idée va
au-delà de la robustesse aux occultations qu'elle implique. Les auteurs démontrent en eet, pour
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la première fois me semble-t-il, qu'il est possible de reconnaître des points non physiques associés
géométriquement à un objet. Cela n'avait rien d'évident, ces points pouvant être projetés sur (et
donc prendre l'apparence de) diérentes parties de l'objet ou de son arrière-plan, suivant le point
de vue d'observation. Malheureusement, si la précision de la pose obtenue par cette méthode est
supérieure à celle des méthode state-of-the-art en 2015, la précision de la détection des points
abstraits n'est pas évaluée explicitement dans l'article.
6.1.2 Boites englobantes
Dans la méthode que nous venons de présenter, les points de contrôle doivent être désignés
manuellement, relativement à un maillage 3D de l'objet, dont l'obtention peut s'avérer fastidieuse
notamment pour des objets à géométrie complexe. Très récemment, les auteurs de [ORL18] ont
proposé non plus d'apprendre à reconnaître des points physiques de l'objet, mais les sommets
d'une boite englobant l'objet. Cette fois-ci, tous les points à détecter sont abstraits. Le problème
des occultations est traité de la manière suivante : une fenêtre est détectée autour de l'objet
et quadrillée en patchs. L'apprentissage du CNN vise à ce que n'importe lequel de ces patchs
permette d'inférer, sous forme de carte de chaleur (heatmap), la position de l'un des sommets. Les
heatmaps obtenues avec l'ensemble des patchs sont additionnées, et le maximum global de la
somme est retenu comme étant la position du sommet recherché. De cette manière, si un nombre
faible de patchs génère une heatmap incorrecte en raison de la présence d'une occultation à
l'intérieur du patch (ou d'une confusion liée à la présence de symétries dans l'objet), la somme
des heatmaps est sensée faire émerger la position correcte, celle-ci étant cumulée autant de fois
qu'elle est correctement inférée par les autres patchs.
Grâce à cette approche, il n'est plus nécessaire de connaître un modèle précis de l'objet, mais
uniquement une boite englobante. L'orientation de cette boite par rapport à l'objet, ainsi que
ses dimensions peuvent d'ailleurs varier a priori sans nuire à la méthode, à condition de veiller
à ce que les sommets de la boite ne soient pas trop éloignées de l'objet. Les heatmaps étant
calculées à l'intérieur d'une fenêtre entourant l'objet, il est en eet important que les projections
des sommets se retrouvent à l'intérieur de cette fenêtre (dans cette méthode, il n'est pas interdit
que la fenêtre entourant l'objet soit confondue avec les bords de l'image, mais cela n'enlève pas
la diculté que les sommets de la boite doivent alors se projeter à l'intérieur de l'image).
Dans le même esprit que [ORL18] et la même année, les auteurs de [TSF18] proposent également
de détecter dans l'image les points abstraits correspondant aux sommets d'une boite englobant
l'objet. Leur solution dière toutefois de celle de [ORL18], dans la mesure où les coordonnées
2D des sommets de la boite ne sont pas générés l'un après l'autre sous forme de heatmap, mais
obtenus directement en sortie du CNN, sous forme d'un vecteur à 16 dimensions. Il s'agit donc
d'une forme de régression neuronale comparable à celle opérée dans PoseNet, la sortie du CNN
pouvant immédiatement être convertie en pose par résolution du problème P8P. Les avantages
ici, par rapport à PoseNet, sont que la fonction de perte peut être dénie de manière homogène
en fonction de la distance entre les points obtenus et la vérité terrain, et qu'une seule pose peut
être estimée lorsque plusieurs objets sont détectés simultanément, par simple résolution PnP sur
l'ensemble des sommets détectés (à condition que ceux-ci soient exprimés dans le même repère).
L'inconvénient est que le nombre de paramètres à estimer est plus important (16 au lieu de 6), ce
qui n'est sans doute pas sans conséquence sur la taille de la base d'apprentissage et la diversité
des exemples à fournir.
6.1.3 Ellipsoïdes englobantes
Cette dernière observation amène à s'interroger sur la pertinence, non pas de s'abstraire de la
géométrie précise de l'objet et d'inférer des points 2D plutôt qu'une pose, mais du choix de la boite
englobante comme modèle abstrait de l'objet. Des travaux récents ont montré qu'il est possible
de résoudre le problème SFM et même SLAM au niveau objet, plutôt que point, en modélisant
les objets par des ellipsoïdes [CRB16, NMS18, RCB18], et en appariant ces ellipsoïdes avec des
ellipses extraites de l'image. Dans ces travaux, les ellipses sont obtenues à partir des fenêtres
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de détection (générées par un CNN  ici YOLO, entraîné pour reconnaître les objets présents
dans la scène). Malgré la simplicité de la méthode utilisée pour détecter les ellipses (leurs axes et
dimensions sont simplement alignés avec ceux des fenêtres de détection de l'objet), des résultats
cohérents géométriquement sont obtenus lorsque plusieurs objets sont considérés. Le cas d'un seul
appariement est plus problématique, car la pose ne peut alors pas être obtenue de manière unique
[10, 11, 50]. Il reste cependant qu'une ellipse n'a besoin que de 5 paramètres pour être dénie.
On peut ainsi envisager d'inférer ces paramètres à l'aide d'un CNN, dans l'espoir d'obtenir une
extraction (et donc une pose) plus précise qu'en se contentant de l'ellipse inscrite dans la fenêtre
de détection. Une architecture similaire à celle utilisée dans [TSF18] pourrait être utilisée, en
remplaçant le vecteur à 16 dimensions par un vecteur à 5 dimensions, facilitant la procédure
d'apprentissage (en fait, il vaudrait sans doute mieux utiliser 6 paramètres correspondant par
exemple au centre et aux extrémités le long des demi-axes de l'ellipse, de manière à utiliser
une fonction de perte homogène). Dans le cas où plusieurs objets sont détectés, le CNN peut
être employé sur chaque fenêtre et la pose calculée à partir des n ellipses détectées. Lorsqu'un
seul objet est détecté, plusieurs solutions de pose peuvent être générées mais on peut envisager
d'utiliser d'autres informations pour lever l'ambiguïté (magnétomètres, points de fuite etc.).
L'intérêt d'utiliser des modèles géométriques abstraits, plutôt que détaillés, semble assez évident
d'un point de vue adaptabilité. Nous verrons plus en détail en section 6.3 comment obtenir le
plus facilement possible de tels modèles.
6.2 Sémantique de classe, plutôt que d'instance ?
Nous avons vu qu'un frein à l'implantation dans de nouveaux contextes d'un système de position-
nement utilisant l'apprentissage profond, était la nécessité de ré-entraîner le reseau de neurones,
à partir d'image et de poses acquises sur le nouveau site. Une manière radicale de simplier cet
apprentissage et ces acquisitions serait de faire en sorte que l'on puisse s'en passer... Tout du
moins lorsqu'une nouvelle scène à prendre en compte correspond à un type (nous pourrions dire
une classe) d'environnement connu. Cela est tout à fait envisageable si la méthode de calcul de
pose repose sur une sémantique de classe, plutôt que d'instance. Par exemple, notre méthode de
recalage 3D-2D basée sur la sémantique présentée au chapitre 4 peut être utilisée dans n'importe
quel lieu bâti, sans avoir à ré-entraîner le réseau calculant les cartes de sémantiques associées à ce
lieu. Tout simplement parce que ce réseau a été entraîné à reconnaître des fenêtres, portes, etc.
en général et non pas telle fenêtre ou telle porte d'un bâtiment particulier. L'inconvénient des
approches [CRV+15, ORL18, TSF18] présentées en section 6.1, est que, pour tout nouvel objet,
les points de contrôle doivent être re-dénis, les données d'entraînement ré-acquises et le réseau
ré-entraîné, quand bien même un objet du même type aurait déjà été appris. Les variations de
matériau, de couleur et de géométrie du nouvel objet relativement à celui déjà appris rendent en
eet caduque le réseau obtenu pour ce dernier.
Dans la réexion qui suit, nous considérons qu'il existe des classes d'environnements (Usine, Na-
vire, Bureau, Domicile, Ville, etc.) pouvant être dénies comme un ensemble de classes d'objet
rencontrées fréquemment dans ces environnements (par exemple, une usine comporte générale-
ment des valves, des capteurs, des tuyaux, des machines, des armoires, etc., tout comme une
scène urbaine comporte des fenêtres, des portes etc.). Si cette hypothèse est fondée, on peut
concevoir d'élaborer un système de calcul de pose valable pour n'importe quelle instance d'une
classe d'environnement donnée, sans avoir besoin d'apprendre à reconnaître les objets spécique-
ment présents dans l'environnement, à condition que l'on y retrouve susamment d'instances des
classes d'objets associées à la classe d'environnement. Évidemment, la tâche fastidieuse consis-
tant à acquérir les images et poses utiles à l'apprentissage n'est pas réellement supprimée, mais
déplacée du contexte spécique vers un contexte plus général (utilisant des instances variées de
chaque classe d'objet propre à la classe d'environnement), potentiellement agnostique du contexte
spécique. Le grand intérêt d'un tel glissement est que la collecte des données d'apprentissage
d'une classe d'objet, ainsi que l'entraînement du CNN permettant de reconnaître n'importe quel
instance de cette classe d'objet, peuvent être réalisés par des personnes plus au fait de la pro-
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blématique (ce qui n'empêche pas de rééchir à des outils permettant de leur faciliter la tâche)
et ne doivent être réalisées qu'une seule fois, le CNN appris étant alors utilisable dans n'importe
quel environnement instanciant la classe d'environnement (par exemple, dans n'importe quelle
usine).
La sémantique de classe a jusqu'ici été très peu exploitée pour le calcul de pose, et essentielle-
ment pour améliorer des descripteurs de points classiques (SemanticSIFT [AZ14]), valider des
hypothèses de pose ([APV+15], voir la section 1.2.2.2(p19)), ou calculer des scores d'appariement
en vue de favoriser les appariements les mieux notés dans un calcul de pose de type RANSAC
[TSH+18]. Nous examinons plusieurs pistes pour mieux prendre en compte la sémantique de
classe, qu'elle soit calculée au niveau image, au niveau objet ou niveau point.
6.2.1 Cartes sémantiques de classe
Dans [CWUF16] (voir la section 1.2.2.2(p19)), la sémantique est constitutive, avec d'autres
critères, de la fonction d'énergie minimisée lors de l'inférence de pose. Cependant, cette infé-
rence étant réalisée par recherche exhaustive dans un espace de paramètres discrétisé, la séman-
tique peut être vue comme mesure de validation d'hypothèses de pose, au même titre que dans
[APV+15]. À ma connaissance, nos travaux présentés au chapitre 4 sont les seuls à calculer la
pose par recalage itératif d'information sémantique (dense et susceptible d'évoluer à chaque
itération de la méthode EM). Nous devrions pouvoir sans trop de dicultés adapter cette mé-
thode à d'autres classes d'environnements, comprenant des objets non nécessairement plans. Le
modèle de façade utilisé dans notre approche était uniquement constitué de mixtures de gaus-
siennes généralisées (une mixture par classe sémantique). Nous pourrions dans une approche plus
générale considérer des mixtures de gaussiennes tridimensionnelles, portées par des ellipsoïdes,
par exemple reconstruites automatiquement en utilisant la méthode [NMS18] mentionnée plus
haut. Le principal intérêt de ce genre d'approche est que la phase d'utilisation ne requiert pas
d'appariement explicite d'objets ou de points (donc pas de risque d'erreurs d'appariement), ni
de détection ne (d'ellipses par exemple), étant donné qu'elle repose exclusivement sur la carte
de sémantique et la description du modèle sous forme de mixtures de gaussiennes. En revanche,
elle impose de connaître une pose approximative.
6.2.2 Classes d'objets
Une autre stratégie de calcul de pose utilisant la sémantique de classe peut être envisagée, qui ne
requiert pas de pose initiale mais prend en compte des objets localisés. Historiquement, les CNN
de reconnaissance d'objet ont été conçus, et le sont toujours aujourd'hui en grande majorité,
pour reconnaître des classes d'objet, sous forme de fenêtres associées aux labels de classe et
scores de reconnaissance. PASCAL VOC [EVGW+10], ImageNet [RDS+15] ou encore COCO
[LMB+14] sont des exemples de jeux de données publics utilisés pour entraîner et comparer des
réseaux de neurones convolutifs visant à détecter des classes d'objet sous cette forme. R-CNN
[GDDM16], Fast R-CNN [Gir15], Faster R-CNN [RHGS15], YOLO [RDGF16] et SSD [LAE+16]
sont des exemples de tels réseaux. Une méthode simple de calcul de pose utilisant la sémantique
de classe (en fait, déjà présentée plus haut) pourrait donc consister à utiliser un réseau capable
de reconnaître l'ensemble des classes d'objets constituant la classe d'environnement considérée
puis, pour chaque environnement spécique appartenant à cette classe :
 en phase préparatoire : acquérir une vidéo de la scène, reconnaître les objets de la classe
d'environnement présents dans la vidéo et utiliser un algorithme SFM de niveau objet
pour reconstruire la scène sous forme d'un nuage d'ellipsoïdes,
 en phase d'utilisation : reconnaître les classes d'objets présentes dans l'image et calculer
la pose par PnP (ou plutôt PnE, Perspective-n-Ellipsoids).
Ce schéma présente néanmoins deux dicultés. D'une part, il conduirait à des poses peu précises,
si l'on s'en tient aux ellipses inscrites dans la fenêtre de détection. Et d'autre part, il présenterait
un risque important d'erreur d'appariement lorsqu'une classe d'objet est représentée plusieurs fois
dans la même image. Il n'y a dans ce cas pas d'autre alternative pour départager les hypothèses
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d'appariement que d'utiliser un PnE robuste de type RANSAC, mais dont la performance est
liée au nombre d'objets présents dans la scène, a priori plus faible au niveau objet qu'au niveau
point.
6.2.3 Points de contrôle de classe
De nombreux travaux ont visé ces dernières années à détecter des points de contrôle de classes
(souvent aussi appelés landmarks), particulièrement pour des visages [SWT13], des humains
[TS14] ou du mobilier [WXL+16]. L'apprentissage du CNN dans ces travaux est cependant su-
pervisé, c'est-à-dire qu'il est nécessaire de désigner manuellement des points de contrôle supposés
être partagés par toutes les instances d'une même classe dans un grand nombre d'images utilisées
comme vérité terrain pendant l'entraînement du réseau. Ce travail est non seulement fastidieux
mais pose la diculté de déterminer quels sont les points de contrôle qui, justement, sont com-
muns à une classe d'objets. En 2017, un article a toutefois montré qu'il est possible d'obtenir des
points de contrôle de classe de manière non supervisée [TBV17], la méthode conduisant d'ailleurs
assez souvent, notamment dans le cas des visages, à des points similaires aux points de contrôle
identiés manuellement.
Nous pourrions exploiter les points de contrôle de classe en suivant le schéma suivant :
 en phase préparatoire : acquérir une vidéo de la scène, reconnaître les objets de la classe
d'environnement présents dans la vidéo, pour chaque objet détecter les points de contrôle
de classe de cet objet à l'intérieur de la fenêtre de détection et utiliser un algorithme SFM
en considérant l'ensemble des points de contrôle détectés sur l'ensemble des objets pour
reconstruire la scène sous forme d'un nuage de points,
 en phase d'utilisation : reconnaître les classes d'objets présentes dans l'image, détecter les
points de contrôle associés à chaque objet et calculer la pose par PnP.
Ce schéma est très proche du précédent, les ellipsoïdes étant remplacées par des points. Il est
aussi très proche du schéma classique SFM puis pose à partir d'un nuage de points associé à
des descripteurs, ainsi que du schéma PnP à partir de points de contrôle désignés sur un modèle
CAO [CRV+15]. Par rapport aux points de contrôle d'instance, les points de contrôle de classe
présentent l'avantage de pouvoir être appris en amont pour toute une classe d'environnement.
L'aspect non supervisé de l'apprentissage de ces points de contrôle est aussi très intéressant. En
contrepartie, le risque d'obtenir des appariements incorrects est plus important avec les points
de contrôle de classe qu'avec les points de contrôle d'instance, dans le cas ou des objets diérents
mais appartenant à la même classe d'objet sont détectés dans la même image. Le cas des points
est cependant moins sensible que celui des ellipsoïdes, compte tenu du nombre plus important
de primitives susceptible d'être obtenu, ce qui est favorable à la méthode RANSAC.
Nous venons de voir que l'étape préparatoire visant à acquérir des données d'entraînement et
à eectivement entraîner un CNN à reconnaître des objets ou des points de contrôle dans un
environnement spécique peut être réalisée en amont, au niveau classe, sans aucune connaissance
de l'environnement spécique. On peut se demander s'il en va de même pour l'obtention du nuage
de points 3D correspondant aux points de contrôle (de classe) susceptibles d'être détectés dans
une vidéo de l'environnement spécique. A priori la réponse semble être négative pour les deux
raisons suivantes :
1. la position relative des objets dans l'environnement spécique est propre à cet environne-
ment,
2. même pour un objet isolé, si la sémantique des points de contrôle est la même pour toutes
les instances d'objets d'une même classe, il n'en va pas de même de leur géométrie.
Pourtant, un article récent indique que la réponse à cette question pourrait être positive, en
représentant la géométrie des classes d'objets par des modèles déformables [PZC+17]. Dans cet
article, un CNN visant à détecter des points de contrôle d'une classe d'objet est appris de manière
supervisée, à partir de données ground truth (points de contrôle positionnés sur des modèles CAO
+ positions des points de contrôle 2D dans de nombreuses vues des objets de la classe) issues du
jeu de donnée PASCAL3D+ [XMS14]. Étant donnée une détection de points de contrôle dans
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une image montrant un objet de la classe (ne faisant pas partie des données d'entraînement
et dont il n'existe pas de modèle CAO), la méthode décrit comment reconstruire les points de
contrôle et, simultanément, calculer la pose de la caméra (supposée calibrée) par rapport aux
points reconstruits. Le principe est de construire un modèle déformable propre à la classe d'objet,
en utilisant les modèles CAO et points de contrôle associés de tous les objets de la classe. Plus
précisément, la matrice S ∈ R3×p des p points de contrôle 3D se décompose en :




où B0 est la forme moyenne des objets de la classe et B2, . . . ,Bk sont plusieurs modes d'une
possible variabilité de la forme, obtenus par ACP. Lorsque susamment de points de contrôle
sont détectés, la pose peut être calculée en même temps que les coecients c1, . . . , ck de la
déformation.
Pour un nouvel objet instanciant la classe d'objets ainsi créée il surait donc, en théorie, d'une
seule photographie (obtenue à l'aide d'une caméra calibrée) de cet objet pour détecter et recons-
truire les points de contrôle associés, et obtenir en même temps la pose de la caméra correspon-
dant à l'image. Si la photographie fait apparaître plusieurs objets distincts (d'une même classe
ou de classes diérentes), on obtient un unique nuage de points 3D contenant tous les points de
contrôle de tous les objets, exprimés dans le repère de la caméra. Ce scénario paraît idéal, mais
fonctionne uniquement sur des instances d'objets de formes très similaires, aux déformations
près. Il faut par ailleurs souligner que les poses obtenues par cette méthode sont peu précises
(voir les résultats présentés dans [PZC+17]). Enn, le nombre de points à détecter pour calculer
simultanément la pose et les points 3D n'est pas questionné dans l'article, mais ce nombre est
nécessairement lié au nombre K de modes utilisés (K = 2 dans l'implémentation utilisée dans
[PZC+17]).
6.2.4 Des primitives volumiques comme classes sémantiques universelles ?
Considérer des classes sémantiques d'objets ou de points permettrait de soulager le travail prépa-
ratoire requis pour adapter un système de calcul de pose à un nouvel environnement. Toutefois,
la tâche consistant à apprendre l'apparence des objets ou des points observés sous diérents
angles reste à accomplir pour chaque nouvelle classe d'objet. De plus, un environnement peut
comporter de nombreux objets non représentés par une classe apprise, ou des objets représentés
par une classe mais non par les points de contrôle de cette classe. Une idée peut-être un peu
hasardeuse, mais qui permettrait de prendre en compte n'importe quel objet ou classe d'objet en
bénéciant d'un apprentissage amont universel (indépendant de tout objet ou classe d'objet)
serait de considérer des primitives volumétriques (cuboïdes, cylindres, ellipsoïdes etc.) comme
briques de base du calcul de pose. Les peintres, observateurs aiguisés de la nature, savent bien
que celle-ci peut être traitée par le cylindre, la sphère, le cône 2. Les objets manufacturés, et en
particulier ceux fabriqués à l'aide d'une machine à commande numérique ou d'une imprimante 3D
sont fréquemment modélisés en amont sous forme d'arbres CSG 3[Lef13]. Les environnements ur-
bains peuvent aussi facilement être modélisés sous forme d'assemblage de primitives volumiques,
cette hypothèse ayant par exemple été utilisée pour concevoir le système de modélisation in situ
présenté au chapitre 5.
L'approche par ellipsoïde englobante permet de bénécier de la reconnaissance d'objet au niveau
classe. En revanche, l'ellipsoïde englobante est une primitive à gros grain, pouvant apparaître
en nombre réduit dans une image, ce qui peut avoir pour conséquence une faible précision de la
pose et peu de robustesse dans son calcul (d'autant que deux objets diérents d'une même classe
2. Traitez la nature par le cylindre, la sphère, le cône, le tout mis en perspective, que chaque côté d'un objet,
d'un plan, se dirige vers un point central. Lettre de Cézanne à Emile Bernard du 15 avril 1904.
3. Le standard CSG Constructive Solid Geometry dénit un solide 3D sous forme d'une structure d'arbre, dont
les feuilles sont des primitives volumiques (cuboïdes, cylindres, cones, etc.) et les noeuds des opérations booléennes
entre les primitives (addition, intersection, etc.).
120 Conclusion générale et recherches futures
sont appariés indiéremment avec l'une ou l'autre des deux fenêtres détectées). À l'inverse,
l'approche par points de contrôle présentée dans [CRV+15] permet d'obtenir un nombre de
primitives susant pour un calcul de pose robuste et précis, mais requiert un apprentissage dédié
à chaque point de contrôle, même si l'objet est reconnaissable au niveau classe indépendamment
des points de contrôle. Les points de contrôle de niveau classe ne nécessitent pas d'apprentissage
dédié, mais valent uniquement pour des objets très proches, au moins géométriquement, des
objets de la classe considérée. Dans tous les cas, la reconnaissance des objets ou points de
contrôle non apparentés à une classe doit être apprise spéciquement, ce qui exige d'acquérir
et d'annoter de nombreuses images en phase préparatoire. En revanche, si l'on suppose que
l'on est capable d'identier des primitives volumiques présentes dans une image, un calcul de
pose utilisant un modèle CSG de la scène ou d'un objet de cette scène est envisageable sans
avoir à ré-entraîner un CNN que ce soit au niveau instance ou au niveau classe. Le grain de ces
primitives étant similaire à celui des points de contrôle, on peut espérer départager les hypothèses
d'appariement multiples en se basant sur la cohérence du calcul PnP au sein d'une procédure de
type RANSAC. Bien entendu, si des objets de la scène sont identiables en amont sous forme de
fenêtre de détection ou de carte sémantique, cette information peut être intégrée pour réduire
la combinatoire du RANSAC. Une pose approximative pourrait être obtenue en se basant sur
les centres des primitives volumiques appariés aux barycentres des régions détectées (a priori
non confondus avec les projections des centres des primitives volumiques). Cette pose pourrait
ensuite être anée par un algorithme correctif utilisant les contours de l'image et des rendus
synthétiques du modèle CSG.
Figure 6.4  Exemples de cartes de profondeur obtenues par des CNN à partir de l'image
uniquement. Images RGB en entrée du CNN (première ligne). Vérité terrain (seconde ligne).
Résultats obtenus par la méthode [LRB+16] (troisième ligne). Résultats obtenus par la méthode
[HWH18] (dernière ligne).
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Le point important est que, si un CNN a été entraîné en amont à reconnaître des primitives volu-
miques (sur un grand nombre d'images issues de divers environnements), celui-ci devrait pouvoir
opérer sur toute image présentant un ou plusieurs objets inédits (eectivement décomposables
en primitives), sans avoir besoin de ré-entraîner le CNN ou d'associer l'objet à une classe. La
question principale est cependant de déterminer si un tel apprentissage est plausible. Je n'ai pas
de réponse certaine à cette question, mais des signes d'encouragement dans la littérature. Il me
semble en eet que la détection de primitives volumiques est liée au problème d'estimer la carte de
profondeur d'une image en utilisant un CNN. Ce problème est à l'étude depuis quelques années,
et des résultats impressionnants (compte tenu de l'ambiguïté du problème et de la nature pure-
ment photométrique des informations sur lesquelles reposent ces méthodes) ont pu être obtenus
[EPF14, EF15, LRB+16, HWH18] (voir par exemple les résultats de la gure 6.4). La détection
de primitives volumiques est aussi liée à l'estimation des normales aux surfaces, autre problème
qui se résout aujourd'hui assez bien avec des CNN, parfois conjointement avec l'estimation des
profondeurs [EF15].
Au moins deux manières de désigner les primitives détectées sont envisageables : sous forme de
fenêtres 2D supposées contenir les primitives (méthode de type Selective Search [UvdSGS13] +
R-CNN [GDDM16]) ou sous forme d'une carte sémantique (méthode de type encodeur-décodeur
[BHC15]). J'aurais tendance à privilégier la seconde forme, d'une part parce qu'elle ore une
précision de détourage potentiellement supérieure à celle d'une fenêtre, et d'autre part en raison
de la proximité du problème avec les problèmes mentionnés au paragraphe précédent. Nous
pourrions d'ailleurs nous appuyer très étroitement sur l'architecture proposée dans [EF15], qui
estime en même temps une carte de profondeur, une carte de normales et une carte de labels
sémantiques (classes d'objets) sur des images de scènes d'intérieur. L'architecture du réseau
repose sur le principe coarse-to-ne de l'architecture utilisée dans [EPF14] pour estimer la carte
de profondeur uniquement. Dans cette architecture, un premier réseau est utilisé pour générer une
carte de profondeur grossière, à basse résolution, correspondant à l'image. Les auteurs indiquent
que ce premier réseau permet d'intégrer une compréhension globale de la scène utilisant les points
de fuite, la localisation des objets et les alignements. Un second réseau est ensuite utilisé, pour
aner la carte de profondeur en tenant compte d'informations locales telles que les contours des
objets et des murs. Ce deuxième réseau prend en entrée l'image originale et intègre le résultat
du premier réseau, de manière à combiner l'information locale avec l'information globale. Le
problème de détecter des primitives volumiques relève aussi me semble-t-il d'au moins deux
niveaux d'échelle : au niveau grossier, les points de fuite devraient contribuer à détecter certaines
primitives (boites, cylindres, . . .), tandis que les contours et la couleur devraient aider à séparer
les primitives ; au niveau n, les silhouettes des primitives, ainsi que l'éclairage et la spécularité
peuvent apporter des informations supplémentaires favorisant la reconnaissance des primitives
volumiques.
L'apprentissage de ce réseau pourrait être faiblement supervisé. Il est facile en eet de générer
des images de synthèse (et cartes de profondeurs et de normales) montrant des cuboïdes, des cy-
lindres etc. sous diérents angles, en faisant varier l'éclairage, l'arrière-plan, les matériaux, etc. et
en introduisant des occultations. Des modèles CSG empruntés à diérents secteurs d'activité (in-
dustrie, architecture, etc.) pourraient aussi être utilisés. Il serait sans doute utile aussi d'intégrer
des photographies réelles d'objets modélisés en CSG et visibles dans leur environnement. Dans
PASCAL3D+ [XMS14], des modèles CAO sont disponibles et associés à des images avec poses,
mais un travail serait nécessaire pour transformer les modèles CAO (maillage 3D) en modèles
CSG. Des solutions SFM pourraient aussi être exploitées, à condition de placer des primitives
volumiques dans le nuage de points reconstruit (le logiciel gratuit Voodoo Camera Tracker 4 par
exemple, permet à la fois de résoudre le problème SFM sur une vidéo et de placer des primi-
tives volumiques au sein du nuage de points reconstruit). En outre, des méthodes automatiques
permettant de générer un modèle CSG à partir d'un maillage dense sont actuellement à l'étude
(voir la section 6.3.3 ci-dessous).
4. https://www.viscoda.com/
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6.3 Acquisition des modèles et des données d'apprentissage
Une étape particulièrement contraignante dans la mise en ÷uvre des techniques modernes de
calcul de pose est l'acquisition des modèles géométriques (ellipsoïdes, boites englobantes, modèles
CAO) et des données d'entraînement utiles à ce calcul. Dans cette section, nous discutons de
l'obtention de chacun des types de modèle utilisés, puis abordons la question de l'acquisition des
données d'entraînement.
6.3.1 Acquisition des ellipsoïdes englobantes
Un des intérêts de choisir des ellipsoïdes comme primitives abstraites, en plus du faible nombre de
paramètres utiles à leur description, est que celles-ci peuvent être reconstruites de manière auto-
matique par SFM ou SLAM au niveau objet, comme démontré dans [CRB16, NMS18, RCB18].
Les ellipsoïdes reconstruites risquent toutefois d'être imprécises, du fait de considérer l'ellipse
inscrite dans la fenêtre issue du CNN de reconnaissance d'objet. Nous avons commencé à re-
garder ce point avec Vincent Gaudillière, actuellement doctorant dans l'équipe Magrit, et nos
premiers essais ont en eet révélé que, si les positions relatives des ellipsoïdes reconstruites sont
généralement correctes, les dimensions des ellipsoïdes ne collent généralement pas très bien aux
objets. Le terme imprécises est sans doute source de confusion car l'ellipsoïde étant un modèle
abstrait de l'objet, il n'existe pas, sauf pour des objets de forme réellement ellipsoïdale, de vérité
terrain dont on souhaite se rapprocher. Il est probable, mais nous devrons examiner plus avant
cette question, que, de même qu'avec les boites englobantes, une certaine liberté existe dans la
dénition des dimensions et de l'orientation des axes de l'ellipsoïde, pour peu que la détection
par CNN de l'ellipse correspondante soit apprise à partir des dimensions et orientations choisies.
Toutefois, nos tests préliminaires ont montré qu'une méthode très simple (sans doute largement
améliorable) de détection d'ellipse décrivant au plus près la répartition des segments dans la
fenêtre de détection, permet d'obtenir une meilleure précision qu'à partir de la boite englobante,
aussi bien de la forme des ellipsoïdes reconstruites que du calcul de pose reposant sur celles-ci.
L'ellipsoïde est donc un objet très particulier, à la fois abstrait mais presque détectable en
tant qu'objet physique sous forme d'ellipse. Cela n'est pas le cas des boites englobantes, qui
ne sont pas détectables en tant que primitives géométriques 2D (la projection d'une boite 3D
n'est pas une boite 2D). Ce que recouvre le terme presque reste à étudier, mais, étant donné
ce qui a été dit dans le paragraphe précédent, il n'est pas forcément nécessaire que les ellipses
collent parfaitement aux objets projetés. À l'inverse, si des ellipsoïdes mieux dénies permettent
d'améliorer la précision de la pose, il peut être intéressant de poursuivre nos recherches sur une
détection plus précise des ellipses. Toutes ces questions seront examinées plus avant dans un
avenir proche.
6.3.2 Acquisition des boites englobantes
La silhouette de la projection d'une boite 3D ne correspondant pas à une primitive géométrique
2D, il n'est pas possible, comme pour les ellipsoïdes, d'obtenir les boites englobantes utiles au
calcul de pose tel que préconisé dans [ORL18, TSF18] par une technique de type SFM au niveau
objet. Les boites englobantes peuvent toutefois être dénies de diérentes manières, par exemple
en mesurant sur le site les dimensions de l'objet, ou encore en les positionnant manuellement
autour de l'objet, à l'intérieur d'un nuage de points obtenu par SFM ou à l'aide d'une caméra
RGB-D. Ces opérations ne sont pas très contraignantes d'un point de vue pratique, mais une
diculté me semble résider dans le choix de l'orientation des boites et de leurs dimensions, voire
de leur nombre quand la scène est composée de multiples objets, en particulier lorsque certains
objets sont proches et susceptible d'être regroupés au sein d'une même boite, ou au contraire
lorsqu'un objet est composé de plusieurs parties occupant des volumes de tailles diérentes.
Considérer une unique boite englobant plusieurs objets simplie les étapes de modélisation (une
seule boite à dénir, au lieu de n boites et n − 1 transformations rigides entre ces boites) et
d'apprentissage (1 apprentissage au lieu de n), mais risque de nuire à la détection des sommets
Acquisition des modèles et des données d'apprentissage 123
de cette boite dans les images, comme nous l'avons souligné dans la section précédente. De
plus, fragmenter une boite en plusieurs sous-boites permet d'espérer une moindre sensibilité du
calcul de pose à la présence d'occultations, tant que susamment de sous-boites ne sont pas
occultées. Ainsi, le choix des boites n'est pas univoque et exige que l'opérateur soit conscient des
considérations précédentes, ce qui n'est pas très favorable au critère d'adaptabilité.
Pour cette raison, il me semble préférable de travailler à l'élaboration d'une méthode automatique
destinée à regrouper au sein de boites 3D les points d'un nuage donné. La diculté réside dans la
visée d'un compromis entre simplicité du modèle (le moins de boites possible), représentativité des
points (le plus grand nombre de points doivent se trouver à l'intérieur d'une boite) et proximité
des sommets des boites aux points. Diculté d'autant plus grande que les objets représentés
par les boites ne sont pas nécessairement (sont rarement) des boites, ce qui implique qu'il faille
raisonner sur les volumes des boites plutôt que sur leurs faces. Le cadre a contrario me semble
cependant particulièrement indiqué pour résoudre ce problème. Nous pourrions envisager par
exemple de partitionner le volume du nuage de points en cubes subdivisés récursivement sous
forme d'octree (aligné avec les directions principales du nuage de point), et repérer aux diérentes
échelles les cubes signicatifs au sens déni dans le cadre a contrario [DMM07]. Et de la même
manière que plusieurs intervalles contigus d'un histogramme peuvent se retrouver dans le même
mode signicatif maximal (voir l'annexe A), si le regroupement des intervalles est plus signicatif
que chaque intervalle isolément, les boites pourraient être formées de plusieurs cubes contigus
spatialement.
Par ailleurs, la notion de contiguïté utilisée dans la détection des modes signicatifs maximaux
pourrait ne pas concerner uniquement la proximité spatiale au sein d'une même échelle, mais aussi
la proximité d'échelle, dans le but d'obtenir des tailles de boites optimales. Ou bien, à l'inverse,
nous pourrions vouloir obtenir des boites signicatives à chaque échelle, entraîner des CNN à
détecter les sommets de toutes les boites obtenues à toutes les échelles et, en phase d'utilisation,
considérer uniquement les boites aux échelles observables depuis le point de vue de la caméra
(approximé par exemple à l'aide de la pose précédemment calculée). Une telle stratégie est par
exemple utilisée en infographie pour optimiser les performances d'un achage par lancer de
rayon de scènes représentées sous forme d'octrees de voxels [LK10]. Elle permettrait de résoudre
élégamment le problème du niveau de détail, qui survient en calcul de pose dès lors que l'on
considère de grands environnements à l'intérieur desquels on se déplace. Elle est d'ailleurs proche
dans l'esprit de la technique pyramidale du MIP mapping que nous avons utilisée pour tenir
compte du ou optique dans la méthode de suivi par synthèse de structure planes résumée en
section 1.2.2.1(p16). Entraîner un CNN sur toutes les boites de toutes les échelles peut cependant
être fastidieux et réclamer l'acquisition d'un grand nombre d'image autour de chaque objet et
groupe d'objet à des distances variées. Nous abordons ce point à la n de cette section.
6.3.3 Acquisition des modèles CSG
Si l'industrie 4.0 ou le processus BIM (Building Information Modeling) dans le domaine de la
construction incitent à concevoir en amont les objets fabriqués ou les constructions sous une forme
de type CSG, dans de nombreux scénarios il n'existe pas de modèle CSG de l'objet visé, mais un
exemplaire physique dont il s'agit de générer le modèle CSG par rétro-conception, généralement
à partir d'un scan 3D (un nuage de points) de l'objet. Ce problème est toutefois dicile, et
malgré les nombreuses attentes en la matière ce n'est que très récemment que des résultats
réellement intéressants (voir la gure 6.5) ont pu être obtenus [WXW18]. La méthode proposée
cherche à minimiser (par une approche bottom up hautement combinatoire, incluant plusieurs
étapes d'élagage d'hypothèses) une fonction d'énergie intégrant deux critères, l'un traduisant la
précision du modèle (ce critère repose lui-même sur deux valeurs, le nombre de points attachés
à chaque primitive, qui doit être grand et la distance des points aux primitives, qui doit être
faible), l'autre la simplicité du modèle (tout simplement le nombre de primitives du modèle nal,
qui doit être faible). Un poids λ est utilisé pour équilibrer les deux critères selon l'objectif visé.
Ce type d'approche semble prometteur, et sans doute mieux adapté qu'une approche qui serait
basée sur la méthodologie a contrario. Contrairement au cas des boites 3D, il faut en eet
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Figure 6.5  Exemples de modèles CSG obtenus à partir de maillages denses avec la méthode
présentée dans [WXW18].
raisonner ici sur la surface d'objets singuliers, non sur leur volume, alors que les méthodes a
contrario recherchent des événements à l'intérieur de boites. Cependant, plusieurs avancées ont
eu lieu ces dernières années en matière de reconnaissance de formes à l'intérieur d'un nuage de
points [QCSKG17], et il peut être intéressant d'examiner si ces avancées ne seraient pas à même
de réduire la combinatoire d'une méthode telle que celle présentée dans [WXW18]. Une autre
possibilité serait de raisonner dans une ou plusieurs images de l'objet ou de la scène, et d'utiliser
des techniques interactives aidées par exemple par la connaissance des points de fuite de l'image
et d'une carte de sémantique de la scène (ce qui rejoint notre conclusion du chapitre 5). Bien
entendu, une méthode de détection automatique de primitives volumiques telle que suggérée en
section 6.2.4 serait très utile dans ce cadre.
6.3.4 Acquisition des données d'apprentissage
La plupart des méthodes de calcul de pose reposant sur un CNN (par exemple [CRV+15, KGC15,
ORL18, TSF18]) utilisent des vues de l'objet ou de la scène, accompagnées des poses ayant
donné lieu à ces vues, pour entraîner le CNN. L'acquisition de ces données pour un nouvel
objet ou une nouvelle scène est une tâche pénalisante du point de vue de l'adaptabilité de ces
méthodes. La manière la plus simple de procéder est sans doute d'acquérir une vidéo de la scène et
d'utiliser une méthode SFM pour générer les poses associées aux images de la vidéo. Toutefois, une
reconnaissance de points de contrôle ou un calcul de pose par régression CNN peuvent donner lieu
à des résultats incorrects si les vues utilisées pour l'apprentissage ne couvrent pas susamment
bien le sous-espace de SE(3) susceptible d'être parcouru par l'opérateur en phase d'utilisation. Il
s'agit d'un pré-requis fort, qui nécessite de se déplacer autour de chaque objet, de s'en approcher
et de s'en éloigner sous plusieurs angles, sans garantie de couvrir susamment l'objet. De plus,
la nécessité de devoir obtenir les poses correspondant aux images acquises durant cette prise de
vue impose d'autres contraintes, propres à l'algorithme SFM (par exemple ne pas faire subir de
rotation pure à la caméra). Il semble dicile de garder toutes ces contraintes à l'esprit pendant
que l'on lme une scène ou un objet. Des outils pourraient être conçus pour guider l'acquisition
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des images utiles à l'apprentissage, à l'aide d'un achage en RA. Un exemple de tel système a
été proposé il y a quelques années pour faciliter le SLAM d'objet texturés [PRD09]. Des èches
3D sont achées en RA an de suggérer les mouvements à appliquer à la caméra pour obtenir
des vues utiles à la reconstruction. L'élaboration de ce type d'outil nécessite toutefois d'analyser
nement ce que l'on entend par couverture susante de l'objet, qui peut varier suivant le CNN
utilisé et sa robustesse aux changements de pose entre les vues d'apprentissage et une vue test.
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Modes significatifs maximaux d’un
histogramme (chapitre 2)
Soit L le nombre de bins d'un histogramme. Pour chaque intervalle discret [a, b] de l'histogramme,
où a et b sont des entiers dans {1, . . . , L}, soit k(a, b) le nombre de données (parmi M) dont
la valeur est représentée par un bin entre a et b et soit p(a, b) la probabilité a priori qu'une
donnée ait sa valeur dans un bin entre a et b. Le NFA de l'intervalle [a, b] est le nombre attendu




B(M,k(a, b), p(a, b)),





pj(1− p)n−j dénote la queue de la loi binomiale de paramètres n et p
et L(L+ 1)/2 est le nombre total d'intervalles possibles. Un intervalle [a, b] est dit ε-signicatif
si NFA([a, b]) ≤ ε, c'est-à-dire
B(M,k(a, b), p(a, b)) < 2ε
L(L+ 1)
. (A.1)
De même que dans [DMM07], nous utilisons l'approximation de grande déviation de la queue
binomiale, basée sur l'entropie relative d'un intervalle :
H([a, b]) =
{




+ (1− r(a, b)) log (1−r(a,b))
(1−p(a,b)) sinon,
où r(a, b) = k(a, b)/M est la densité de données dont les valeurs sont comprises dans l'intervalle
de bins [a, b]. Le théorème des grandes déviations de Camér établit que, pour p(a, b) < r(a, b) < 1
et pour de grandes valeurs de M , on a :
− 1
M
logB(M,k(a, b), p(a, b)) ≈ H([a, b]). (A.2)
Partant des équations (A.1) et (A.2), on dit qu'un intervalle [a, b] est ε-signicatif au sens de la






















Un intervalle est qualié de mode signicatif (MS) s'il est un intervalle signicatif et qu'il ne
contient pas de trou signicatif. Finalement, un intervalle I est appelé mode signicatif maximal




Résolution analytique du système polynomial
pour p = 2 (chapitre 4)
Pour p = 2, annuler les dérivées partielles de R̃ (équation (4.9)) conduit à résoudre un système
polynomial d'une équation quadratique en s et deux équations linéaires en tx et ty. La solution
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Résumé. Mesurer en temps réel la pose d'une caméra relativement à des repères tridimension-
nels identiés dans une image vidéo est un, sinon le pilier fondamental de la réalité augmentée.
Nous proposons de résoudre ce problème dans des environnements plans par morceaux, à l'aide
de la vision par ordinateur. Nous montrons qu'un système de positionnement plus précis que le
GPS, et par ailleurs plus stable, plus rapide et moins coûteux en mémoire que d'autres systèmes
de positionnement visuel introduits dans la littérature, peut être obtenu en faisant coopérer : ap-
proche probabiliste et géométrie aléatoire (détection a contrario des points de fuite de l'image),
apprentissage profond (proposition de boites contenant des façades, élaboration d'un descrip-
teur de façades basé sur un réseau de neurones convolutifs), inférence bayésienne (recalage par
espérance-maximisation d'un modèle géométrique et sémantique compact des façades identiées)
et sélection de modèle (analyse des mouvements de la caméra par suivi de plans texturés). Nous
décrivons de plus une méthode de modélisation in situ, qui permet d'obtenir de manière able,
de par leur confrontation immédiate à la réalité, des modèles 3D utiles au calcul de pose tel que
nous l'envisageons.
Abstract. Measuring a camera pose with respect to three-dimensional landmarks identied in
a video image is one, if not the fundamental pillar of augmented reality. We propose to solve
this problem in multi-planar environments, using computer vision. We show that a positioning
system more accurate than the GPS and more stable, faster and less expensive in memory than
other visual positioning systems introduced into the literature, can be obtained by combining :
probabilistic approach and random geometry (a-contrario detection of vanishing points), deep
learning (proposal of boxes containing facades, designing of a facade descriptor based on a convo-
lutional neural network), Bayesian inference (registration based on expectation-maximization of
a compact geometric and semantic model of the identied facades) and model selection (analy-
sis of the camera motion by tracking textured planar surfaces). We also describe an immersive,
image-based modeling tool, aimed at reliably obtain 3D models useful for calculating the pose
as understood in this report.
