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Развитие информационных сетей и систем привело к существенному росту потоков данных между территориально расположенными источниками и получателями сообщений. Для повышения эффективности использования коммуникационных и информационно-вычислительных ресурсов указанных систем применяются различные методы и средства. Среди них важную роль играют методы сокращения избыточности, обеспечивающие сжатие объемов передаваемой или запоминаемой информации. Это позволяет значительно разгрузить каналы связи и системы обработки и хранения данных за счет исключения избыточных сообщений, что эквивалентно повышению пропускных способностей информационных систем или увеличению емкости запоминающих устройств.
Имеющиеся решения задачи сжатия информации отличаются, с одной стороны, повышенной сложностью алгоритма, а значит, и сложностью аппаратной реализации, а с другой – их коэффициент сжатия для ряда задач недостаточен. Кроме того, важное практическое значение имеет время кодирования и декодирования. Эти задачи так или иначе решались в ряде работ [1,2], однако не всегда достаточно эффективно. 
Исходные данные, как правило, представляются в двоичном виде. Это обусловлено принципами построения цифровых ЭВМ. Во многих случаях при сжатии и последующем восстановлении данных недопустима потеря информации. 
Для сжатия бинарных массивов данных без потерь информации авторами ранее был разработан метод локальных сдвигов [3], наиболее эффективный в случае, когда взаимосвязи между элементами массива слабо выражены или отсутствуют полностью [4]. Подобные источники информации наиболее точно могут быть математически описаны моделью Бернулли [5]. Однако быстродействие метода в ряде случаев не удовлетворяло требованиям поставленной задачи. Целью данной работы является уменьшение времени сжатия и программно-аппаратных затрат при использовании метода локальных сдвигов.
Суть метода заключается в следующем. Исходный массив данных разбивается на блоки длины . В основе дальнейшего кодирования – разложение бернуллиевского источника информации на комбинаторный и веро​ятност​ный и последующее кодирование каждого из них. Смысл такого преобразования состоит в том, что исходное множество из  двоичных сообщений разбивается на  классов эквивалентности. Представителем класса эквивалентности выступает число  единиц в блоке. В результате каждый блок представляется в виде числа  единиц, содержащихся в нем, и относящейся к нему равновесной кодовой комбинации.
При увеличении длины блоков  мера неопределенности комбинаторного источника информации по сравнению с мерой неопределенности вероятностного источника возрастает гораздо быстрее. И уже при длине блока в несколько сотен бит энтропия комбинаторного источника на порядок выше энтропии вероятностного источника. Поэтому от кодирования именно комбинаторного источника зависит эффективность сжатия всего блока.
Существуют различные методы кодирования комбинаторных источников информации. Их основным недостатком является резкое увеличение объема аппаратно-программных затрат с ростом длины последовательностей . Одним из вариантов решения этой проблемы является переход к относительному адресному кодированию позиций двоичных символов [6]. В следствие ограничений, обусловленных свойствами двоичных комбинаторных комбинаций, вероятности размещения символов в позициях бинарной последовательности будут различными. Они могут быть вычислены с помощью формулы [7]:
	,	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (1)
где  – адрес позиции символа в диапазоне его возможных размещений; – номер единичного символа;  – количество единиц в последовательности;  – число позиций последовательности, в которых могут располагаться единицы с ‑й по ‑ю.
Так как вероятности адресов символов различны для всех , то для устранения избыточности целесообразно применение оптимального неравномерного кодирования их значений. Наиболее удобным для аппаратной реализации является метод Шеннона-Фано, который значительно превосходит в данном случае известный метод Хаффмана по быстродействию, практически не уступая в степени сжатия [8].
Самым ресурсоемким этапом в алгоритме построения кода Шеннона-Фано [2] является разбиение массива вероятностей на 2 максимально равные группы. Данный этап повторяется многократно и для этого необходимы известные значения вероятностей относительных адресов. Так как вероятности должны вычисляться для каждого кодируемого символа в последовательности, то актуальной является задача оптимизации вычислений на этапе вычисления вероятностей и последующего их многократного разбиения на группы с целью повышения быстродействия метода и уменьшения программно-аппаратных затрат для его реализации.
Процесс разделения массива вероятностей на 2 равные группы можно реализовать путем суммирования значений, начиная с 1-го, до накопления суммарной вероятности, равной приблизительно половине суммы всех вероятностей группы. В результате разбиения получают номер элемента , разделяющий массив на 2 группы. Элементы с номерами меньше  относятся к первой группе, остальные — ко второй. 
Данный этап можно существенно упростить, если учесть известный закон распределения  вероятностей для значений относительных адресов. В этом случае можно пропустить этап вычисления самого массива значений вероятностей, длина которого может достигать сотен и тысяч, и оперировать известной формулой  GOTOBUTTON ZEqnNum260699  \* MERGEFORMAT (1) для закона их распределения. При этом существенно сокращаются затраты на объем требуемой памяти и время вычислений.
Задача состоит в определении зависимости значения номера граничного элемента  от параметров разбиваемой группы элементов массива.
Как видно из выражения  GOTOBUTTON ZEqnNum260699  \* MERGEFORMAT (1), вероятности представляют собой дроби с одинаковым знаменателем. Для удобства вычислений можно оперировать целыми числами — значениями числителей дробей. Так как сумма вероятностей равна 1, то сумма всех числителей должна равняться знаменателю:
		 MACROBUTTON MTPlaceRef \* MERGEFORMAT (2)
Если произвести замену , , то получим известное комбинаторное соотношение
	, 	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (3)
где .
Множество слагаемых в правой части выражения обозначим как : 
.
 Очевидно, что множество  и его элементы определяются биномиальными коэффициентами  и .
Задача разбиения множество  на две равные части состоит в определении числа слагаемых , при котором максимально точно выполняется соотношение
	.	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (4)


Рисунок 1 – Разбиение множества элементов на 2 группы

В этом случае сумма первых элементов массива вероятностей будет приблизительно равна сумме оставшихся:
	.	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (5)
Используя известное комбинаторное равенство , выражение  GOTOBUTTON ZEqnNum198447  \* MERGEFORMAT (3) можно записать следующим образом:
		 MACROBUTTON MTPlaceRef \* MERGEFORMAT (6)
Как видно из полученного выражения, слагаемое  равняется сумме всех оставшихся элементов множества , начиная с -го:
	.	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (7)
 Для сравнения суммарных вероятностей групп введем параметр, определяющий отношение суммарной вероятности элементов второй группы к суммарной вероятности элементов обоих групп:
	.	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (8)
При  вероятность второй группы равна вероятности первой группы, и процесс разбиения закончен. Запишем выражение для параметра  через факториалы:
		 MACROBUTTON MTPlaceRef \* MERGEFORMAT (9)
Формула  GOTOBUTTON ZEqnNum735775  \* MERGEFORMAT (9) может быть записана в рекуррентном виде. Для этого определим множитель рекурсии:

Определим значения параметра  для :

Получаем выражения для определения параметра  в рекуррентной форме
		 MACROBUTTON MTPlaceRef \* MERGEFORMAT (10)
Подставляя в выражения  GOTOBUTTON ZEqnNum364190  \* MERGEFORMAT (10) значения , начиная с 1, с дальнейшей инкрементацией, находим такое значение , при котором  достигает минимального значения.
Выражение  GOTOBUTTON ZEqnNum364190  \* MERGEFORMAT (10) позволяет вычислить параметр  только на первом этапе разбиения исходного интервала значений вероятностей. Но, как указано в алгоритме , процесс разбиения длится до тех пор, пока группа не будет содержать 1 элемент. Это значит, что исходное множество значений  будет на каждом этапе разбиения ограничиваться справа и слева. Номер элемента, ограничивающего слева, обозначим , а номер элемента, ограничивающего справа, — . Процесс разбиения закончен, когда , т.е. анализируемый интервал значений  состоит из двух элементов. В этом случае группа 1 состоит из элемента , а группа 2 — из элемента .




Рисунок 2 –  Множество элементов , ограниченное слева
Множество анализируемых значений элементов обозначим :
	.
Сумма всех элементов  определяется аналогично выражению  GOTOBUTTON ZEqnNum198447  \* MERGEFORMAT (3).
	.	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (11)
В этом случае необходимо обеспечить выполнение равенства
.
Параметр  для множества  определяется выражением
	.	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (12)
Как видно из выражений  GOTOBUTTON ZEqnNum234222  \* MERGEFORMAT (11) и  GOTOBUTTON ZEqnNum811508  \* MERGEFORMAT (12), они аналогичны выражениям  GOTOBUTTON ZEqnNum198447  \* MERGEFORMAT (3) и  GOTOBUTTON ZEqnNum715801  \* MERGEFORMAT (8) за исключением того, что вместо параметра  фигурирует . Поэтому можно утверждать, что все ранее полученные выражения для неограниченного множества  с параметрами  могут быть применены и для ограниченного слева множества  так же, как и для  с параметрами :
	,	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (13)
	.	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (14)




Рисунок 3 - Множество элементов , ограниченное справа
Множество анализируемых значений элементов 
	.
Сумма всех элементов  равна
	.
В этом случае необходимо обеспечить выполнение равенства
	.
Параметр  для множества  определяется выражением
	.	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (15)
	.	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (16)
Выражение  представляет собой сумму  и может быть выражено как . Подставляя в  GOTOBUTTON ZEqnNum880547  \* MERGEFORMAT (16), получим
		 MACROBUTTON MTPlaceRef \* MERGEFORMAT (17)






Рисунок 4–  Множество элементов , ограниченное слева и справа
Множество анализируемых значений элементов 
	.
Сумма всех элементов  равна
	.
В этом случае необходимо обеспечить выполнение равенства
	.
Параметр  для множества  определяется следующим выражением:
	.	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (18)
		 MACROBUTTON MTPlaceRef \* MERGEFORMAT (19)
Выражение  определяет сумму элементов, начиная с , по . Отношение  является параметром  для множества , ограниченного слева : 
	.	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (20)
Выражая из  GOTOBUTTON ZEqnNum864576  \* MERGEFORMAT (20)  и подставляя в  GOTOBUTTON ZEqnNum198485  \* MERGEFORMAT (19), получим выражение для :
		 MACROBUTTON MTPlaceRef \* MERGEFORMAT (21)
С учетом выражения  GOTOBUTTON ZEqnNum864576  \* MERGEFORMAT (20) получим
	.	 MACROBUTTON MTPlaceRef \* MERGEFORMAT (22)
При отсутствии ограничения справа значение , и выражение  GOTOBUTTON ZEqnNum130030  \* MERGEFORMAT (21)  принимает следующий вид:
	
При отсутствии ограничения слева вместо множества  подставляем . и выражение  GOTOBUTTON ZEqnNum130030  \* MERGEFORMAT (21) принимает следующий вид:
	.
Выражение  GOTOBUTTON ZEqnNum523121  \* MERGEFORMAT (22) более удобно для вычисления параметра после изменения значения . Из него следует, что текущее значение  уменьшается в  раз. Оба значения вычислены, как видно, при текущих параметрах множества . После изменения значения  параметры множества  изменяются.

АЛГОРИТМ ПОЛУЧЕНИЯ МОДИФИЦИРОВАННОГО КОДА ШЕННОНА-ФАНО
1	Начальное значение , . Вычисляется  для  с параметрами  по формуле  GOTOBUTTON ZEqnNum130030  \* MERGEFORMAT (21). При этом , . Находим такое значение , при котором  достигает минимального значения.
2	Если кодируемый элемент , то , . В выходной поток записывается 0.
3	Если кодируемый элемент , то значение  увеличивается на ,  с параметрами . Если , то в соответствии с  GOTOBUTTON ZEqnNum523121  \* MERGEFORMAT (22)  уменьшается в  раз. В выходной поток записывается 1.
4	Если  и , то в выходной поток записывается 1, иначе – 0. Процесс кодирования закончен.
5	Если , то в выходной поток ничего не записывается. Процесс кодирования закончен.




Задано множество вероятностей относительных адресов, определяемое параметрами  и . Значения вероятностей имеют одинаковый знаменатель, равный . Числитель каждой вероятности ,  равен соответственно 15, 14, 13, 12, 11, 10, 9, 8, 7, 6, 5, 4, 3, 2, 1. Предположим, что кодируется 4-й элемент с вероятностью . Значение  считаем численно равным последнему элементу множества, т.е. , .






При значении  функция  сменила знак. Из двух последних значений  ближе к 0, чем , т.к. . Значит, .
Выполняем п.2 и п.3 алгоритма. Т.к. кодируемый элемент , то множество ограничивается справа, и , . В выходной поток записывается 0.
Выполняем п.4 и п.5 алгоритма . Продолжаем кодирование.
Вычисляем  по формуле  GOTOBUTTON ZEqnNum130030  \* MERGEFORMAT (21) (п.6 алгоритма) так же, как и в п.1.











В данном случае, как видно из таблицы, .
Сравниваем  и  (п.2 и п.3) — . Значит, ,  в соответствии с  GOTOBUTTON ZEqnNum864576  \* MERGEFORMAT (20).
. В выходной поток записывается 1.
Проверяем, не закончено ли разбиение (п.4) , значит, продолжаем разбиение.
Вычисляем  по формуле  GOTOBUTTON ZEqnNum130030  \* MERGEFORMAT (21) (п.6 алгоритма).








В данном случае, как видно из таблицы, .
Сравниваем  и  (п.2 и п.3).   . В выходной поток записывается 1.
Так как  и , то в выходной поток записывается 0. Процесс кодирования закончен. Получен код Шеннона-Фано для элемента номер 4: 0110.
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