Abstract-Big Data platforms are convoluted distributed systems which commonly comprise skill-and labour-intensive solution development to treat inherent Big Data application challenges. Several tools have been proposed to help developers and engineers to overcome the involved complexities in coordinating the execution of plenty processes/threads on multiple machines. However, no work so far has been able to combine both an accurate representation of Big Data jobs and realistic modeling of the behaviour of Big Data platforms at scale, including networking elements and data and job placement. In this paper, we propose BigDataNetSim, the first simulator which models accurately all the main components of the data movements in Big Data platforms (e.g., HDFS, YARN/MapReduce, network topologies, switching/routing protocols) in a large scale system. BigDataNetSim can serve as a valuable tool for engineering Big Data solutions, which includes set-up of systems, prototyping of jobs, and improvement of components/algorithms for Big Data platforms. We also demonstrate that BigDataNetSim can simulate a real Hadoop cluster with a high degree of accuracy in terms of data and job placements, being able to scale up to very large systems.
I. Introduction
Simulating Big Data platforms, such as Apache Hadoop, plays a fundamental role in enabling and evaluating the feasibility of novel Big Data processing approaches. Due to its importance, the simulation of such platforms has driven a lot of attention and interest in the past decade. Big Data systems contain several parameters that have to be tailored to particular infrastructures, data sets, and algorithms; also, big data jobs are, to some extent, difficult -read: "not intuitive" -to engineer. The complexity of these systems seems well suited for the use of simulators, which can help developers of Big Data platforms, as well as Big Data engineers and Data scientists, to tune the various parameters, chose the correct algorithms, and do the proper resource allocation.
'Big Data' is one of the most important IT concepts of the past decade, in the industry and in research -as the amount of data generated and processed has become very large and the classical solutions become impractical [1] , [2] . Big Data platforms, such as Apache Hadoop, are complex distributed systems designed carefully to process big data sets: data sets that are extremely large or extremely fast.
Distributed systems are inherently complex as they are an intricate collection of interconnected machines that interact at various levels of their hardware, networking, and software stacks. As such, setting up a Big Data platform can often be seen as a work of art, with capital allocators, data engineers, and data scientists working hand-in-hand to tailor their systems to their needs. For instance, large multinational companies regularly describe their approaches, strategies, and "standards" [3] , [4] , detailing the scale and complexity of their systems. Such resources made available to public demonstrate their interests and investments in showing the potential of their solutions to be adopted as defacto standards. Survey studies exemplify the current motivators in the area: the multinational HR consulting firm Randstad [5] has recently stated that Big Data engineer was the "best in-demand job for 2017".
Besides the industry-oriented challenges in defining systems and platforms, algorithms to process Big Data sets are also skill-and labour-intensive [6] . To address this challenge, special data centres/clusters have been built with the exclusive purpose of running these intricate algorithms, as well as variants, -often built on non-linear data structures -to analyse complex data sets.
The research challenge we address in this paper is the possibility of building a simulator that has the ability to (i) model real Big Data platforms with a high degree of accuracy, (ii) capture the data movement/migration on those platforms, with a high degree of accuracy, and (iii) scale up to large clusters of Big Data platforms.
The focus on the data movement/migration was chosen due to the related performance improvements, and the data and task placement will be better explained in Section III. And as HDFS has a strong random component in the data placement, and task placement must follows, this problem poses as a good one for complex simulations. When combined with the potential complexity of different network topologies/switching algorithms, the simulation can become even more complex.
As a motivating example, consider a group of Big Data engineers or architects who need to set up a cluster of machines for graph processing using Apache Giraph [7] . Apache Giraph is a Big Data platform for non linear data structures based on the Hadoop ecosystem and the Bulk Synchronous Parallel concept introduced first by Pregel [8] . Selecting the best infrastructure that matches the processing and storage needs is the first 978-1-5386-5541-2/18/$31.00 ©2018 IEEE challenge, defining the number of racks, machines per rack, and networking interfaces. Then, the following setup issue comprises defining the proper data distribution strategy, such as partitioning algorithm and the job/task distribution when running data crunching algorithms, involving node selection and task assignment problems. Resource provisioning is a recurring problem in large-scale graph processing [9] .
Many of these questions receive default answers by the different elements of the Big Data stack: there is a default partitioning algorithm in Giraph, there is a default replication factor in HDFS, and there is a default job/task scheduling algorithm in Hadoop. However, the proper selection of parameters and options in these systems can significantly impact performance. As a result, tools, such as Starfish [10] , attempt to model the performance of the different system elements and to adapt the parameters of Big Data platforms. The adaptation is realised to help users of such systems, tackling the problem at many levels, from the infrastructure to the various available scheduling and placement algorithms.
However, what developers, as well as advanced users, of Big Data platforms could greatly benefit from is a simulator that tells them what to expect with the various algorithms implemented in the Big Data platforms, especially at scale. For instance, these developers would likely use a simulator that shows them what is the best data placement or task placement algorithm for a certain configuration, or which network topology can provide more performance.
Therefore, in this paper, we propose BigDataNetSim, a fully functional simulator of data and process placements, as well as networking/data transfer, for large scale Big Data platforms. BigDataNetSim is able to simulate most of the components of the Hadoop ecosystem. The current implementation of BigDataNetSim already realises HDFS, YARN, and MapReduce and focuses on simplicity of adding new components.
We perform a thorough evaluation of BigDataNetSim, using a real cluster of 20 machines in 2 racks. We compare the data placement of HDFS -the data management component of the Hadoop stack -and the job scheduling/placement of YARN -the process management component. We have also evaluated the scalability of BigDataNetSim and showed that we can easily simulate various classical Hadoop jobs on large clusters.
The remaining of this paper is organised as follows. Section II presents the existing relevant work to simulation of Big Data systems. Section III describes the proposed simulator and its architecture. Section IV delineates the set-up employed for evaluation tests. Section IV discusses the experimental results. Finally, Section V concludes by summarising this paper and giving future work directions.
II. Related Work
We have investigated several previous works that could fulfil the need of a simulator that can provide an environment for precisely representing large-scale Big Data scenarios. The main research questions, in place, were related to how data and task placement algorithms, combined with network topologies and protocols, affect the data movement; thus, this features guided our search.
Many of the simulators we find in the literature focus on prototyping Big Data jobs, such as MRSim [11] , SimMR [12] , MRSG [13] , and Mumak [14] . This category of simulators is interesting in itself as designing and implementing Big Data jobs is not an easy task; however, they do not address the critical "distributed" nature of these systems.
Moreover, when the deployment of jobs is considered in their design, the Big Data platforms' simulators often focus on one single element of the large scale distributed systems. This aspect is either (i) job placement/scheduling, such as BS-YARN [15] , SimMapReduce [16] ), and YARN Scheduler Load Simulator [17] ); (ii) VM provisioning, such as MR-CloudSim [18] and HSim [19] ); or (iii) optimisation of deployed systems -through a model based and/or performance oriented approach, such as Starfish [10] , Doopnet [20] , DAGSim [21] , and Camp [22] ).
Some of the projects, like Mumak and WaxElephant [23] , only considered Hadoop v1, based solely on MapReduce engine, without considering YARN as a processing engine. As the current big data frameworks use YARN over Hadoop as a basic infrastructure, these later simulation tools are not applicable since we would not be able to test new frameworks. Doopnet and Hadoop MiniCluster [24] were considered for executing code from Hadoop and starting Hadoop process in a target computer. However, these approaches lack scalability, accommodating only a few dozens or a few hundred nodes. thus, this limitation had become an impediment as our research requires simulation of thousands of nodes.
A few of the projects were just abandoned or not active, without any evolution in several years, making them not useful for newer versions of processing engines and libraries, like Mumak and MRPerf.
In our search for open source projects in which we could build upon our functionalities for the required scope of our simulations, we could not find any simulator general enough. Unfortunately, as each simulator was developed with a specific set of features and objectives, this proved to be a more complex path than developing the required features from scratch.
As discussed, the main requirements for this simulator are related to how data and task placement algorithms, in a cluster with certain network topologies and protocols, affect the data movement, requiring information about the network traffic in those particular conditions As shown in Table 1 , none of the cited simulators meet all the requirements needed, we propose a new simulator to generate the data analysis based on the proposed parameters, such as data and task placement and network features.
III. Big Data Network Modeling and Simulation
BigDataNetSim is a simulator designed to execute analysis of data placement, task placement, and network parameters of Big Data clusters based on Hadoop cluster configurations, with several thousands nodes, allowing the analysis of network and data processing engine parameters on those large clusters.
The simulator development was based on Java language, making available command line and web-based interfaces. Simulation parameters describe the cluster, the environment, and the network connecting the nodes. The following sections describe the requirements for the simulator and its architecture, internal operation, and usage.
A. Requirements for BigDataNetSim
In general, the simulator requires the following:
• Distributed File System: information about the files stored in the file system, the location of the file blocks among the nodes, number of replicas; • Executing Tasks: number of tasks each job generates, where the tasks are running, from where each task is reading the data, as well as the classification of a task based on the location of data to read -local, rack, external.
• Network Infrastructure: amount of data that is passing through the network, the influence of both network topology and switching protocol working together, the time a particular quantity of data takes to be transferred over the network segments. We answer these questions in detail in the next sections. 1) Simulation Scope: The typical scenarios envisioned for this simulation tool must reflect real clusters where 1000s of machines is not unusual [25] . In terms of network organisation, Hadoop configuration only registers in which rack each node is. In addition to that, in the simulations, we need to select which topology is used on the cluster, such as hierarchical, FatTree based, and new proposed topologies, and which switching protocol is used among the switches in the network, such as Spanning Tree, Shortest Path Bridging, and SDN based protocols. These features are complex and expensive to implement in a real cluster, so the simulator is crucial to help in the selection of the most appropriate and viable set of features, in a simulated environment, and later progressing for the physical tests with the best solutions.
As mentioned before, the reading part of a Big Data job is the only constant among the different tools and frameworks, so the research is focused on this particular phase. Still, as the reading part is a costly one in terms of resources and time, optimising just this part can result in significant gains for the job processing, becoming a generic way of improve any available tool on top of HDFS. In this reading phase, the focus is on the data movement, affected for the data and task placement, and the underlying network structure, including the topology, protocols and network features. As a result of this focus on the reading phase, this simulator is not required to model the remaining phases of a Big Data job.
2) Remote Reading in Big Data Platforms: HDFS is a common base for several big data tools and frameworks [25] and several cluster processing engines can be used over HDFS. YARN is a very common one and supports several frameworks, like MapReduce, Hive, and Spark. Besides that, YARN is the default processing engine available in Hadoop, making easy for other tools to use it.
In general, Big Data platforms are based on the "move the code, not the data" concept. This means that, when possible, it is desirable to process data in a local way, transferring a piece of code -very small compared to the volume of data -to a node and then reading and processing data blocks stored on that particular node. Each node has limited resources to start containers to execute the code [26] , thus, there is also a limit of the number of simultaneous tasks that can be executed at a given time in a specific node.
In real clusters, when the number of jobs and tasks is large, it is likely that processes cannot always be executed on the machines that are storing the data blocks. Hadoop does not have a very sophisticated algorithm for task placement as decisions have to be taken quickly and optimising task placement is a difficult (NP Hard) problem, which makes the issue even more prevalent.
Hadoop attempts to exploit the concept of "data locality" [26] as much as possible for defining placements. Following this concept, the tasks can be classified as "local", when reading data from the local storage, "rack", when accessing data from a different node in the same rack, and "external", when reading data from another node in another rack, as shown in Figure 1 . As expected, the network latency increases when data locality decreases.
In a cluster with a low level of usage and no concurrent jobs using the same input data, it is expected that the majority of the tasks could be local, affected only by the processing engine strategy for task placement. However, the usual conditions for a cluster points to a scenario when several applications and jobs are using the cluster at a given point in time, with several jobs probably processing the same input information. In this case, the processing slots or containers could be exhausted for part of the nodes, forcing the processing engine to find an available container in a node other than one containing the input data. This process is increasing with the number of concurrent applications and jobs running in the cluster. In the limit scenario, with all the containers in all the nodes being used, it is expected that the majority of tasks run as external ones. This poses a heavy load in the network infrastructure, hence the importance in properly measure that.
B. Architecture of the Simulation System
The architecture is described showing the simulator main internal components, as well as the main configuration points, and the main sources of abstraction to implement new algorithms. A description of the simulated object is also provided to help to understand the simulator features.
1) Simulated Object: The object to be simulated is the network traffic of the reading phase of a set of big data jobs, in a Hadoop (HDFS/YARN) cluster. This is affected by the data and task placement strategies, as these algorithms determine where the data is located in the cluster, and in which nodes the applications execute, and from which nodes the data are read. Network features, like the network topology, link layer features, and switching/routing protocols also play a role in how data will move in the cluster.
2) Main Components: Figure 2 shows the simulator main components and its relationship. At the top, we have the main configuration components, cluster and network. All the configuration parameters for cluster nodes, cluster infrastructure and network link layer are configured there, before the simulation begins.
The Data and Task placement strategy are shown at the left side, and these components determine how the data is stored in the distributed file system, and how the running jobs access these data, as previously explained. These two components are interfaces (abstract classes) in the programming architecture, allowing the simulator to use any implementation to simulate different scenarios and algorithms. The simulator provides a default implementation of these two interfaces, implementing HDFS current data placement algorithm and YARN based MapReduce task placement algorithm. In the course of this research, other data placement algorithms were successfully implemented and tested. The interface abstraction feature provides a convenient and inexpensive way to quickly test new proposed algorithms.
Then, the network processing, based on a graph representing the network structure, calculates the amount of traffic for each path in the network, generating data for analysis and reporting.
IV. BigDataNetSim
Our simulator models a Big Data platform as G = (V, E), where V = {v i , . . . , v n }, n ∈ N, is a set of nodes representing computing and network devices, such as switches, and E = {e 1 , . . . , e m }, m ∈ N, ∀e i , ∃(v j , v k ), e i = (v j , v k ) is a set of connections representing network links with their own characteristics, such as bandwidth and delay. The simulator is designed to accommodate different switching protocols, like STP and SBP [27] . In general terms, these protocols are defined as policies that direct the behaviour of Algorithm 1, being major elements on the decision-making for selecting which (v j , v k ) and e i in a communication pathadding traffic in the network. BigDataNetSimalso models the classical Hadoop/Big Data algorithms, such as HDFS for data placement and YARN/MapReduce for job/task placement. These placement algorithms define how Algorithm 1 picks the v i ∈ V that are involved in the data/job placement and job processing towards a performance optimisation policy.
Algorithm 1 uses Shortest Path techniques to find the most appropriate path between the communicating nodes, with several degrees of complexity, depending upon the network topology. This can be simple in a standard hierarchical topology and more complex in a custom topology, like the one shown in Figure 4 .
The common use case for our simulator in our project is to generate a cluster of a particular size, with a particular network topology, create the file system in it, populate the file system with files of a specific size, submit a given number of concurrent jobs, generate the metrics for the network usage and generate the reports about the simulation.
The details of how the simulator accomplish that are described in the following sections.
1) Parameters for the Simulations: We selected a set of parameters that best represented the real scenario, with the appropriate level of simplification, in the sense that not all the parameters available for a Hadoop cluster make a significant difference to the results we need.
In a general way, the parameters can be divided into three main categories, the cluster structure (including distributed file system), network structure and frameworks structure, as described below. In addition to that, there is also a set of parameters that describe a test execution, as described at the end of the section.
Cluster configuration: Number of nodes in the cluster, number of nodes per rack in the cluster, number of available processing slots in each node, nodes with different configuration in the number of processing nodes, allowing the simulation of homogeneous or heterogeneous clusters. The simulated file system can configure the size of a file block, the level of replication of each block and the read rate for the storage, including a value for overhead. All these parameters are discrete values, and can be set for each execution. For HDFS, the block placement policy can be configured, either using the default one, or a custom one, implemented using the simulator structure.
Network configuration: Network link bandwidth (classified by the topology layers), link delay, switch delay, network overhead, frame size, MSS (maximum segment size). Based on these parameters, the effective link bandwidth can be calculated. Apart from these discrete values, the simulator can configure other behaviours in the network: switching protocol (STP, SPB, SDN oriented, custom) and the topology. The topology can be set as a regular hierarchical topology, like a FatTree, or as a custom topology, defined using a graph. In either way, it is possible to configure the number of switches in each level or place and the connections between the switches, including redundant and loop connections.
Frameworks and policies/algorithms: These parameters control how jobs execute on the simulator, and have a direct impact on how the tasks will be distributed among the nodes, hence their importance.
Job processing engine: The simulator has one processing engine modeled: MapReduce over YARN. Additional engines are envisioned and in project to development, like Spark over YARN and Spark over HDFS. For YARN, the capacity scheduler has been modeled. For MapReduce engine, some details are modeled, like turning on and off the speculative execution.
Test execution parameters: Number of concurrent jobs/users, including the range of concurrent jobs, from 1 to 256, for instance, and the step used, from 8 to 8, for instance. Number of tries/rounds for each test, to diminish any devia- tion caused for the several random aspects of the tests, this parameter is usually configured for at least a few dozens.
2) Simulation Interfaces: The amount of available parameters and the number of generated reports can make the simulator operation complex, so user interfaces were developed to help each major use case to fulfil the objectives with the minimum overhead in operation.
The simulator was designed to be used mainly in two ways, as an exploratory tool, executing quick tests in different scenarios with different configurations, and as a batch tool, to execute a massive amount of tests for a particular configuration. Those two kinds of usage leaded to two main ways of using the simulator, through a Web Interface, and a CLI (Command Line Interface).
Command line interface: The main interface for using the simulator is the command line, and the parameters can be set either as a JSON configuration file, or a list in the command line itself. This allows to the simulator to be included in larger batches of scenarios to be executed as a whole, in a script. The results are shown in standard output and saved to CSV files, if requested.
GUI helper interfaces for network design: The network topology design is a particular complex parameter in the simulations. Besides the conventional hierarchical topology, the simulator allows any custom designed topology to be used as the base infrastructure for the cluster network. For this reason, the simulator can export a graph file in a GEXF format [28] to allow the analysis of a particularly complex topology in graph analysis tools, like Gephi, as shown in Figure 3 . A GUI interface was developed that shows the resulting graph, allowing minor changes in the topology, like adding more connections between the Top of the Racks switches and the core switches, and increasing the density of links between the core switches, as shown in Figure 4 . This GUI tool needs to be customised for a particular kind of network topology.
Web interface: As mentioned, the web interface was developed to allows quick exploratory tests, with a subset of parameters, in order to find proper configurations for more extensive tests. It was also developed to allow the simulator to be used by a larger team and take advantage of more processing power available in a proper server, rather than the user own computer. The web interface is shown in Figure 5 .
A. Phases of a Simulation
To better understand how a simulation is conducted in the simulator, it is interesting to detail the steps of a simulation task, and how these steps are feed with the parameters and relate with each other.
In a general way, a simulation follows a workflow with this main phases, as shown in Figure 6: • Cluster configuration: when the parameters for the file system, network topology and cluster are set, preparing the environment for the execution. Data placement strategy is also configured in this phase.
• File system generation: generation of the files, according with size and number parameters, and using information from the cluster and network configuration to apply the data placement strategy.
• Job configuration: parameters for the job execution are set on this phase, including the number of concurrent jobs, which file (s) will be used as input, which processing framework and its parameters and the strategy for task placement and scheduling.
• Simulation execution: execution of the simulation according with the configured parameters while storing the intermediate results.
• Report generation: aggregation of results and generation of the requested reports. In the workflow, a critical phase is the process to calculate the amount of network traffic for the jobs execution, as described in the Algorithm 1. This values are particularly important for the research that started the simulator development, as network optimisations are the goal for that. In this sense, the information needed is the amount of data transferred between the nodes, and its the impact on the network infrastructure, regarding the topology and protocols on place.
For this calculation, some information must be available:
• list of tasks of all running jobs and its locations in the cluster • list of all data blocks to being read for each running task, and its locations in the cluster • list of all network paths in the cluster, following the network topology • list of all nodes in the cluster and its locations in the network topology, in which rack each node is • network features (bandwidth, latency, etc) As shown in the algorithm, the list of tasks is evaluated, and the external and rack tasks are selected for the network traffic calculation. For each task, the paths used between the processing node and the data node are obtained from the network topology graph, according to the switching protocol in place. All the traffic flows in all the paths are accumulated by the algorithm, and placed in a list. For this, the underling network features are take into account, like the frame size, payload size and overhead. The method to obtain the network path also takes into consideration the protocols in place, considering multiple paths and load balancing when available and requested. The analysis is executed later based on this list, following the options available in the simulator. The traffic can be considered as a simple accumulation or average, but can be also considered as a step list, when the network flow pairs are solved in order, regarding the available bandwidth in each network segment.
Algorithm 1: Network Traffic Calculation Algorithm
// considering i,j as processingNode and dataNode input : jobT asks: List< task >, dataBlocks: List< block >, steps: List< path i, j > output: segmentList: List< segments > for task ∈ jobT asks do if task.type LOCAL then // get processing and data node from task processingNode, dataNode ← getNodePair(task) // get network path between the nodes taskNetS egments ← getNetPath(processingNode, dataNode) // get the data blocks for the task dataBlocks ← getDataBlocks(task) for segment ∈ taskNetS egments do // aggregate traffic in list increaseTrafficSegment(segment, dataBlocks, segmentList)
return segmentList
B. Simulation Usage Examples
The main purpose of this simulator is to help in research concerning novel strategies in data and task placement in big data frameworks, and in novel network designs and tools to improve performance and reduce energy consumption in the mentioned frameworks.
In this sense, and based on the available features, there are some test scenarios better suited for the simulator, as follows:
1) Evaluation of data placement strategies on HDFS: These strategies can have an impact in how the tasks are executed, due to the need to read and aggregate the source data. The simulator provides a set of Java interfaces to implement the main methods that control the data placement, with the intention of making this implementation simpler.
2) Evaluation of task placement strategies or scheduling algorithms: These strategies and algorithms can also have an impact in performance and network usage, so the simulator was designed to test these as well. In the current state, the simulator can simulate MapReduce API over YARN, using the standard scheduler for tasks. As the class structure was prepared using the same level of abstraction of data placement strategies, more options will be implemented in the future (like Spark), besides custom strategies as well.
3) Evaluation of network topologies: The simulator has a conventional hierarchical topology implemented, with a SpineLeaf strategy, and new ones can be implemented using graphs, which include complex topologies. At least one complex topology, based on rings and parallel paths was implemented as a evaluation of data centre networks, using the simulator graph capabilities.
4) Evaluation of network protocols and routing/switching strategies:
The protocols STP (Spanning Tree Protocol) and SPB (Shortest Path Bridging) are already implemented, and any cluster and topology can be tested using it. Other protocols or routing/switching strategies can be implemented in a simple way, using interfaces to order behaviour.
It is important to remember that the simulator implements the reading phase of big data job execution, not being suitable for simulations that involve other phases than this one.
V. Evaluation set-up
In this paper we aim at answering the following three questions:
• RQ 1: Is BigDataNetSim's data placement model accurate? • RQ 2: Is BigDataNetSim's job placement model accurate? • RQ 3: How does BigDataNetSim scale to large clusters? We used a real cluster of 20 machines (+ 1 master nodes) to evaluate the accuracy of our models (RQ 1 & 2). Installed version of Hadoop is 2.7.6 in a single and dual rack network configuration. The nodes are regular PCs, with Intel Core i5 processors, 8 GB of RAM and SATA hard drives with 1 TB each and the master is a Core i7 with 32 GB of RAM.
As the simulation must follows the features of the existing real cluster, we simulated a homogeneous set of nodes for the test bed. However, the simulator can handle heterogeneous clusters, configuring sets of hosts or each host with different parameters, as shown in Section IV. In the same way, in the tests, we simulated the same hierarchical topology present in the real cluster, although the simulator is capable of testing different topologies (as shown in Figure 4) , with this usage being subject of other publications.
A. Jobs executed
As the simulator is designed to mainly generate data from the reading phase of big data jobs (the reading part of Map phase, in MapReduce jobs, for instance), we focused on the kind of tasks where this particular phase is prominent. We need jobs with significant amount of data to read, in order to force a heavy network traffic in high level of concurrency situations, and as the remaining phases of the frameworks are not covered by the simulator, the tests will not cover the additional phases. The amount of data is also related with the size of the cluster, as the intention of the simulations is to use most or all of the network resources available. In this sense, we need to occupy the highest possible number of processing slots available in the cluster.
For these reasons, we selected 3 job types to test the simulator:
• TestDFSIO: Test job distributed with Hadoop that generates configurable amounts of data to write and read from HDFS using MapReduce jobs.
• WordCount: An standard job that counts the occurrences of words in a text data input.
• TPC-H query 6: A query based on a large reading portion and little processing running on a structure dataset. As the TPC group is well-know for the standardized tests, most of our tests were conducted using this last one. As shown in the Listing 1, TPC-H Query 6 is based on a single table, thus a single CSV file in HDFS, and goes through the entire file to select part of the dataset to execute an aggregation operation. As the reduce phase is limited to an aggregation function and a simple arithmetic operation, the reading part is the majority of the time consumed. This restriction allows to keep the tests focused on the results the simulator can obtain and not spend time in operations not covered by the simulator, like the shuffle and reduce phases.
B. Metrics
The simulator accuracy is based on two metrics, the degree of data distribution in the distributed file system and the distribution of tasks among the local, rack, and external classes.
For the data distribution metric, we measured the average number of blocks per node in the cluster and the standard deviation of this value. As most of the choices made by the frameworks rely upon the data locality, an accurate distribution of data in the simulated file system is important in order to have the most approximate results for the job execution.
For the task placement, the classification among local, rack or external shows how much data is transmitted over the network, and between which computers, and this can be modeled for different topologies and network features. This metric is important not only for being a measure of the overall performance of a job since data transmitted over the network poses as a bottleneck. The metric is also important for allowing a realistic analysis of the network paths used in different network topologies, using different network protocols.
Besides these two functional metrics, a performance analysis was conducted, to show how much time each simulation run can take in order to determine the expected time to complete a longer simulation.
VI. Evaluation Results
We have conducted tests using the simulator and the described test bed. The results show that the simulator have a reasonable accuracy when compared to a real setup. The tests in the physical cluster are the result of 30 consecutive executions, and in the simulated cluster, of 100 executions.
We presented three ways to compare and assess the accuracy and efficiency of the simulator: data distribution, task distribution in job executions, and a performance measurement of execution.
A. Data distribution in HDFS
The data distribution reports show how the blocks of a particular file are distributed among the cluster nodes. The simulation takes into account HDFS replication factor and the data placement policy.
For these tests, were considered the HDFS standard replication factor of 3, and the default block placement strategy. The tests were executed in files with 1, 3, 5, 10, 20, 30, 40 and 50 GB in the physical cluster, and in a simulation. Both clusters have 20 nodes and 2 racks. The charts shown the block distribution among the nodes, and the standard deviation for the files.
In Figure 7 , we can observe the distribution of file blocks among the cluster nodes for a 50GB file. The values are ordered in descending order, to better compare the results. The distribution of blocks is similar, with a maximum difference of 7.7% and an average difference less than 1%. Figure 8 shows the comparison of standard deviation for number of blocks per node for each file size. The standard deviation shows how even is the distribution of blocks among the nodes, and this can have an impact on how the processing engines locate the data. The standard deviation decreases as the file size increases, for both the physical and the simulated cluster, being slightly bigger in the simulations, but the progression follows the same pattern, with the difference decreasing as the file size increases. For instance, in the 1GB file, the difference in standard deviation between the physical cluster and the simulated one is around 19%, in the 50GB file is around 8%.
Judging by this results, we can conclude that the file system simulation is adequate when compared to a real testbed. It does not present differences that could affect the results of the simulations executed on the file system. 
B. Task distribution in YARN/MapReduce
As mentioned earlier, the classification of tasks between local, rack and external is important to better measure the amount of data movement in the network.
For this, the tested scenario was planned to use all the available processing slots in the cluster, determined by the configured number of vCores in each node. The tests were conducted with concurrent jobs varying from 1 to 20, in steps of 4 (1, 4, 8, 12, 16 and 20) . For a physical cluster of 20 nodes with 4 vCores per node, this is enough to occupy all the slots.
Both tests (simulator and physical cluster) were configure with the Speculative Map Execution as off, and with the yarn.scheduler.capacity.node-locality-delay turned on, using double the number of nodes as metric. Those parameters affect how many tasks are launched to satisfy a given map function, and how much time YARN will wait for an ideal node with data locality guaranteed [26] . Figure 9 shows the comparison between the results in the cluster and in the simulator, showing similar lines. The confidence interval is shown in the simulation chart. The average difference is 4.4%, with the difference being bigger with a small number of concurrent jobs, when the random parts of the algorithms, combined with a underutilized cluster, prevail.
C. Scalability and performance on simulations
Another important metric is the performance of the simulator itself. The amount of time spent by the simulator to run a particular test case was measured, and the results show that even for larger clusters, the performance is reasonable, even for a conventional desktop computer.
The tests were conducted in a desktop computer equipped with a Intel Core i7 processor (4 cores at 3.40GHz) with 32 GB of RAM memory, running Linux Operating System (LinuxMint v18.02) and Oracle JDK 8. All the tests results are from only one execution, but in real tests, it's expected to run multiple tries (up to 100) in order to avoid any statistical errors.
Usually, the simulator is used to execute a set of tests for a particular cluster and job configuration, running from 1 concurrent job to 128 or 256 concurrent jobs, in steps of 16 or 32. Each step is executed 100 times, and the results are aggregated. For some configurations, a test set like this can take more than 30 minutes to execute. Figure 10 shows the results for 1000, 2000 and 4000 nodes clusters, running a number of concurrent jobs.
VII. Conclusion
As shown by the experiment results, we can answer the research questions with some degree of confidence. BigDataNetSim is capable of simulate with accuracy the data placement algorithm of HDFS in order to provide accurate results for the simulations on top of it. Using the abstraction in its implementation, it is possible to implement and test novel data placement strategies and study their impact on the overall operation of a big data framework.
BigDataNetSim is also capable of accurately simulate the number of local, rack, and external tasks, which is important to provide accurate data for simulations involving network topologies and protocols, besides the task placement strategy itself.
Even not demonstrated in the experimental results, the provided graphical user interfaces showed very useful for the design, parameter setup, and visualization of novel network topologies, facilitating analyses simpler and easier to evolve.
In what regards its expected usage, the simulator present some limitations. As the research that originated the simulator is focused on network information and reading phase, this focus limits the expected results and the coverage of the simulations. The simulations are not considering subsequent phases of processing engines, like the combiner, sort or reduce phase of MapReduce. This decision in the modeling of the Big Data scenarios comes from the fact that these phases transfer less data through the network when compared to the reading phase. Also, these phases can vary in several ways apart from MapReduce when considering Spark, Impala, Tez, and others, making the simulation more complex. The impact is reduced by the more intense usage of the reading phase compared with the subsequent ones, specially in network transfer.
At the current development status, the development of the simulator adopts a parallel design where simulation tasks are split among a set of local threads; however, it does not follow a parallel and distributed simulation design pattern, such as PDES, which is intended to be incorporated as a future work for extending the simulator.
Ultimately, the simulator is useful for analysis and development of data and task placement strategies and network topologies and algorithms, for the impact on the network usage, and performance estimates.
A. Future Work
As future developments, we will implement new job processing frameworks, like Spark, and new scheduling algorithms. Some features of Hadoop 3, like the new HDFS Erasure Coding will be added as configuration options in the simulator, as these features can impact future research.
The use of an external tool like Gephi to help in the design of complex network topology will be studied. Currently, Gephi is used only to visualize the network topology, but this can be extended in the future, as well as a Mininet script generator based on Gephi files.
