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Vorwort des Herausgebers
Die Fahrzeugtechnik ist gegenwärtig großen Veränderungen unter-
worfen. Klimawandel, die Verknappung einiger für Fahrzeugbau und
Fahrzeugbetrieb benötigter Rohstoffe, globaler Wettbewerb, gesell-
schaftlicher Wandel und das rapide Wachstum großer Städte erfordern
neue Mobilitätslösungen, die vielfach eine Neudefinition des Fahrzeugs
erforderlich machen. Die Forderungen nach Steigerung der Energieeffi-
zienz, Emissionsreduktion, erhöhter Fahr- und Arbeitssicherheit, Be-
nutzerfreundlichkeit und angemessenen Kosten finden ihre Antworten
nicht aus der singulären Verbesserung einzelner technischer Elemente,
sondern benötigen Systemverständnis und eine domänenübergreifende
Optimierung der Lösungen.
Hierzu will die Karlsruher Schriftenreihe für Fahrzeugsystemtechnik
einen Beitrag leisten. Für die Fahrzeuggattungen Pkw, Nfz, Mobile
Arbeitsmaschinen und Bahnfahrzeuge werden Forschungsarbeiten vor-
gestellt, die Fahrzeugsystemtechnik auf vier Ebenen beleuchten: das
Fahrzeug als komplexes mechatronisches System, die Fahrer-Fahrzeug-
Interaktion, das Fahrzeug in Verkehr und Infrastruktur sowie das
Fahrzeug in Gesellschaft und Umwelt.
Elektrofahrzeuge müssen aufgrund der im Vergleich zu Flüssigkraft-
stoffen geringen Speicherdichte von Batterien und der daraus resultie-
renden geringen Reichweite besonders energieeffizient ausgelegt werden.
Stellschrauben hierzu sind die Fahrwiderstände, die Wirkungsgrade
der Antriebsstrangkomponenten, Nebenverbraucher, Systeme zum Hei-
zen und Kühlen von Komponenten und Fahrzeuginnerem, die Routen-
und Trajektorienplanung sowie die Steuerung des Antriebs und aller
anderen Komponenten. Der Energiebedarf des Gesamtfahrzeugs wird
nicht nur durch die Wirkungsgrade der Antriebskomponenten selbst
sondern auch durch ihre Anordnung im Antriebssystem, also durch des-
sen Topologie bestimmt. Hier sind gerade bei Elektrofahrzeugen viele
unterschiedliche Varianten denkbar, da mehrere Motoren unterschied-
licher Art und Dimensionierung an unterschiedlichen Achspositionen
zusammen mit verschiedenen Getriebe und Kupplungen zum Einsatz
kommen können. Für unterschiedliche Einsatzfälle die beste Konfigu-
ration zu finden ist eine komplexe Entwicklungsaufgabe.
Hier setzt die vorliegende Arbeit an, in der eine Vorgehenswei-
se vorgeschlagen wird, automatisiert bezüglich Energiebedarf und
Fahrleistung für gegebene Fahrzyklen pareto-optimale Topologien
des Antriebssystems und Dimensionierungen dessen Komponenten
zu ermitteln. Für diese multikriterielle Optimierungsaufgabe wird ein
genetischer Ansatz genutzt und hinsichtlich kurzer Durchlaufzeiten
weiterentwickelt. Dabei werden die Systemdesignvarianten zusammen
mit einer mittels dynamischer Programmierung jeweils global optimier-
ten Betriebsstrategie bewertet. Für das Segment der Sportfahrzeuge
werden daraus Regeln für die vorteilhafte Gestaltung elektrischer An-
triebsstränge abgeleitet.
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Kurzfassung
In dieser Arbeit wird der Einfluss der Antriebsstrangtopologie auf
den Energieverbrauch und die Fahrleistungen eines elektrischen Sport-
wagens untersucht. Ziel ist es, die zusätzlichen Freiheitsgrade bei
der Definition von elektrischen Antriebssträngen zu nutzen, um den
Energieverbrauch zu senken. Hierbei wird nicht nur der Einfluss der To-
pologie selbst, also der der Anordnung von Elektromotor und Getriebe
untersucht. Vielmehr werden die Eigenschaften dieser Komponenten
simultan verändert, um so ein Systemoptimum anstelle eines Kompo-
nentenoptimums zu finden.
Zunächst werden die erforderlichen Komponentenmodelle erstellt.
Insbesondere wird ein parametrierbares Elektromotormodell präsen-
tiert, das sowohl eine Leistungsskalierung als auch eine Variation der
Wirkungsgradcharakteristik zulässt. Mithilfe dynamischer Program-
mierung wird eine Methode zur Betriebsstrategiedefinition erarbeitet,
die eine stets energieminimale Komponentensteuerung gewährleistet.
Als Alternative zur etablierten variantenbasierten Entwicklung tech-
nischer Systeme wird das Konzept der Design Space Exploration vor-
gestellt. Darauf aufbauend wird eine Methode zur Analyse mehrdimen-
sionaler Designräume eingeführt. Zur schnellen und automatisierten
Suche nach pareto-optimalen Lösungen wird ein genetischer Algorith-
mus entwickelt. Das präsentierte Verfahren erlaubt es, in kurzer Zeit
aus einer Vielzahl möglicher Designalternativen jene herauszufiltern,
die vorher definierte Entwicklungsziele bestmöglich erfüllen.
Der für das Sportwagensegment relevante Designraum wird an-
schließend für unterschiedliche Fahrzeuge und Bewertungszyklen un-
tersucht, um bestehende Wechselwirkungen zwischen Topologie und
Komponenteneigenschaften zu analysieren. Abschließend werden Aus-




This dissertation analyzes the link between drivetrain topology and
energy consumption for all electric sports cars. The objective is to
reduce energy consumption by usage of additional degrees of freedom
in electric drivetrain design. The drivetrain topology (the arrangement
of the electric motor and the gearbox) is varied along with the charac-
teristics of the used components to find a system optimum instead of
a component optimum.
This approach requires the use of component models. In particular,
a parameterisable electric motor model is presented which allows
power scaling as well as a variation of the efficiency map. In addition,
Dynamic Programming is used to generate a drivetrain operating
strategy that minimizes losses.
Design Space Exploration is presented as an alternative approach to
the established variant-based methods in systems design. Moreover, an
analysis method for multidimensional design spaces is introduced. A
genetic algorithm provides fast and automated identification of pareto-
optimal solutions. The presented procedure detects design solutions
which meet predetermined design objectives best out of all possible
solutions.
Drivetrain topologies and component characteristics were explored
for various sports cars and driving cycles to analyze the interactions.
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1 Einleitung und Zielsetzung
Zur Einführung in die vorliegende Arbeit wird in Abschnitt 1.1 die
Motivation zur Auseinandersetzung mit dem Thema Elektromobi-
lität beleuchtet und Herausforderungen bei der Entwicklung von
Elektrofahrzeugen dargestellt. Abschnitt 1.2 leitet die beiden Hand-
lungsfelder dieser Arbeit, den Umgang mit großer Variantenvielfalt
sowie hoher Systemkomplexität, her. Basierend auf bisherigen For-
schungsergebnissen wird in Abschnitt 1.3 eine Hypothese zu Möglich-
keiten der Wirkungsgradsteigerung in der Antriebsstrangentwicklung
aufgestellt und eine Forschungsfrage formuliert. Die Zielsetzung der
Arbeit wird in Abschnitt 1.4 weiter präzisiert. In Abschnitt 1.5 wird
abschließend der Aufbau der Arbeit vorgestellt.
1.1 Bedeutung der Elektromobilität
Seit den Anfängen der Automobilentwicklung im 19. Jahrhundert
werden neben den heute etablierten Verbrennungsmotoren ebenfalls
Elektromotoren als mögliche Traktionsmaschinen berücksichtigt. Aus
technischer Perspektive ist die hohe Energiedichte fossiler Energieträ-
ger wie Benzin oder Diesel ein großer Vorteil bei der Verwendung von
Verbrennungsmotoren. Die gravimetrische Energiedichte einer aktu-
ellen Lithium-Ionen Batterie ist etwa um den Faktor 100 niedriger
als jene von Diesel [62], [76]. Dieser Nachteil kann durch den höheren
Wirkungsgrad elektrischer Antriebsstränge nicht ausgeglichen werden.
Ausgelöst durch die Ölkrisen in den 70er und 90er Jahren des letzten
Jahrhunderts, ist das Elektrofahrzeug trotz dieser Problematik zumin-
dest zeitweise wieder in den Fokus von Politik und Fahrzeugherstellern
gerückt. Seit der Jahrtausendwende wird diese Entwicklung durch
die Erkenntnis unterstützt, dass einer fortschreitenden Klimaerwär-
mung nur mit einer spürbaren Reduktion des globalen CO2-Ausstoßes
begegnet werden kann, zu der auch der Verkehrssektor einen Bei-
trag zu leisten hat [58]. Zusätzlich verstärkt wird das Interesse an
Elektrofahrzeugen durch das von der Bundesregierung formulierte
Ziel, politische und wirtschaftliche Abhängigkeiten als Folge einer
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Erdölverknappung zu reduzieren [22]. Auf politischer Ebene wurde
in den letzten Jahren entsprechend der zulässige CO2-Ausstoß für
Neufahrzeuge gesenkt [32]. Um dieses gesetzte Ziel zu erfüllen, sind
Fahrzeughersteller mittelfristig gezwungen, den Marktanteil an Elek-
trofahrzeugen beziehungsweise Fahrzeugen mit deutlich reduziertem
Schadstoffausstoß zu steigern [24]. Ergebnis des angestrebten Paradig-
menwechsels soll zumindest in Deutschland eine Energiewende sein,
die den Ausstieg aus der Atomenergie vorsieht. Paralleles Ziel ist die
Reduktion fossiler Energieträger in der Energieerzeugung zugunsten
regenerativer Energien. Unter dieser Prämisse kann nun der CO2-
Ausstoß des Verkehrssektors durch den Einsatz von Elektrofahrzeugen
reduziert werden.
Vielfältige Gründe verhindern allerdings eine kurzfristige Substitu-
tion der konventionellen Antriebstechnik durch Elektroantriebe. Aus
technischer Sicht ist vor allem die angesprochene Energiedichte der
Traktionsbatterie problematisch, da sie die Reichweite der Fahrzeu-
ge beschränkt. Darüber hinaus sind weder die Erfahrungstiefe der
Entwickler1 noch die Verfügbarkeit von marktgängigen Komponenten
vergleichbar zur konventionellen Antriebstechnik. Bezogen auf die bran-
chenweite, intensive und kontinuierliche Auseinandersetzung mit dem
Thema kann Elektromobilität als junges Fachgebiet bezeichnet werden.
Entsprechend groß ist der Rückstand gegenüber der hundertjährigen
Tradition verbrennungsmotorisch angetriebener Kraftfahrzeuge.
Speziell für den Einsatz im urbanen Raum wurden in den vergange-
nen Jahren Elektrofahrzeuge konzipiert und entsprechende Fahrzeuge
aufgebaut. Neben den für das Kleinwagensegment bisher hohen An-
schaffungskosten und der eingeschränkten Reichweite, fehlt häufig
die begeisternde, emotionale Positionierung der Fahrzeuge im Markt
um breite Käuferschichten ansprechen zu können. Bessere Chancen
die fehlende Begeisterung auszulösen, besteht im Sportwagensegment.
Überdies unterstützen die elektromotorspezifischen Eigenschaften agi-
les und sportwagentypisches Beschleunigungsverhalten. Es liegt folglich
nahe, zur Akzeptanzsteigerung der Elektromobilität einem Top-Down
Ansatz zu folgen und attraktive Premiumsportwagen auf die Stra-
1 Im Folgenden wird das generische Maskulin für Personen- und Berufsbezeich-
nungen verwendet, d. h. wenn beispielsweise von „Entwickler“ gesprochen wird,
sind stets Entwickler und Entwicklerinnen gemeint.
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ßen zu bringen. Die Untersuchungen dieser Arbeit fokussieren sich
entsprechend auf dieses Segment.
1.2 Problemstellung
Zur Vergrößerung der Reichweite beziehungsweise zur Senkung des
Traktionsverbrauchs können die Fahrwiderstände gesenkt und/oder der
Antriebswirkungsgrad gesteigert werden. Zusätzlich kann die Reich-
weite durch eine Veränderung von Nebenverbraucherlast oder Bat-
teriegröße beeinflusst werden. Der Fokus dieser Arbeit ist auf den
Antriebswirkungsgrad gerichtet.
Für die Reduzierung der Fahrwiderstände können die vorhande-
nen Erkenntnisse und Maßnahmen, beispielsweise aus den Bereichen
Leichtbau und Aerodynamik, direkt auf Elektrofahrzeuge übertragen
werden. Die Steigerung des Antriebswirkungsgrads führt allerdings auf
ein Problemfeld: Die zusätzlichen Freiheitsgrade bei der Gestaltung
elektrischer Antriebsstränge haben eine gesteigerte Variantenvielfalt
zur Folge. Durch ihre einfache und kompakte Bauweise können mehrere
Elektromotoren (EM) in Kombination mit unterschiedlichen Getrie-
ben in einem Antriebsstrang verbaut werden. Wird zusätzlich zur
E-Maschinenanzahl noch deren Typ und Positionierung im Antriebs-
strang berücksichtigt, ergibt sich, wie bei Felden et al. [34] gezeigt, eine
Vielzahl2 möglicher Permutationen. Durch diese Permutationen wird
ein mehrdimensionaler Designraum aufgespannt, der nach Varianten
mit minimalem Energieverbrauch (EV) abgesucht werden muss.
Gleichzeitig gilt es, weitere, teilweise gegensätzliche Entwicklungszie-
le zu berücksichtigen. Dies sind im Sportwagensegment an erster Stelle
Forderungen nach kurzen Beschleunigungszeiten und einer hohen Ma-
ximalgeschwindigkeit. Insbesondere für die Getriebeauslegung entsteht
dadurch ein Zielkonflikt. Zur Steigerung des Antriebswirkungsgrads
entstehen überdies zusätzliche Freiheitsgrade für die Antriebsstran-
gregelung, die die Problemkomplexität weiter erhöhen. Forderungen
nach herausragender Querdynamik, die ebenfalls durch die Antriebss-
tranggestaltung beeinflusst werden kann, sind als Kommunikationswert
2 Bei Berücksichtigung der Optionen: Anzahl EM, EM-Typ, Ein- oder Mehrgän-
gigkeit, Kupplung je Achse ergeben sich 1024 Varianten mit: (4 · 2 · 2 · 2)2 = 1024.
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weitaus unpopulärer als beispielsweise der 0−100 km/hWert und werden
deshalb nicht weiter berücksichtigt.
Aufgrund der Wechselwirkungen zwischen den beteiligten Subsys-
temen kann ein Systemoptimum nur durch einen holistischen Ansatz
gefunden werden. Die optimale Systemdefinition kann als mehrdimen-
sionales und multidisziplinäres Optimierungsproblem beschrieben wer-
den: Es sind nicht nur mehrere Entwicklungsziele zu erfüllen, sondern
überdies unterschiedliche Fachdisziplinen in die Systementwicklung zu
integrieren. Tomiyama et al. [104] unterscheiden in diesem Zusammen-
hang zwischen der Komplexität durch das System und jener durch
die Multidisziplinarität selbst. Es wird darauf hingewiesen, dass spezi-
elle Werkzeuge notwendig sind, um die Wechselwirkungen zwischen
den Einzelelementen komplexer Systeme offenzulegen. Entsprechende
Analysewerkzeuge zur Entwicklung elektrischer Sportfahrzeuge sind
derzeit jedoch nicht verfügbar.
1.3 Hypothese und Forschungsfrage
Ausgehend von der beschriebenen Variantenvielfalt stellt sich die Frage,
ob eine Permutation in dem mehrdimensionalen Designraum existiert,
die den Antriebsstrangwirkungsgrad maximiert, ohne dabei andere
Auslegungsziele, wie beispielsweise die Beschleunigungszeit oder die
Höchstgeschwindigkeit, zu verschlechtern.
Verschiedene Untersuchungen zum Thema der Antriebsstrangopti-
mierung, bei denen der Komponenteneinfluss jeweils separat untersucht
wurde, deuten in diese Richtung: Sorniotti et al. [97] weisen in ihrer Un-
tersuchung zum Einfluss von Mehrganggetrieben auf Energieverbrauch
und Beschleunigungszeit bei Elektrofahrzeugen deutliche Vorteile für
ein 2-Gang-Getriebe (nachfolgend: 2G-Getriebe) nach. Bei Danzer
und Tenberge [25] wird durch den Einsatz eines 2G-Getriebes eine
Verbrauchssenkung um 22,8% bei unveränderten Fahrleistungswerten
erreicht. Abdelli et al. [3] erreichen durch eine singuläre Optimierung
der Wirkungsgradcharakteristik des Elektromotors eine Verbrauchs-
reduktion um 2,3% und zeigen in [2] zusätzlich den Einfluss der
Getriebeübersetzung. Bei Felden et al. [35] wird für eine gegebene
(Hybrid-) Antriebsstrangarchitektur eine permanenterregte Synchron-
maschine (PSM) für unterschiedliche Fahrzyklen optimiert, und zwar
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durch Variation der Polpaarzahl, des Rotorradius sowie der Wicklungs-
art. Der Einfluss auf den gesamten Antriebsstrangwirkungsgrad wird
mit ±10 % angegeben.
Auf Basis dieser Erkenntnisse lässt sich Folgendes formulieren:
Hypothese: Es existiert ein eindeutiger Zusammenhang zwischen
dem Energieverbrauch und den Fahrleistungswerten von Elektrofahr-
zeugen der maßgeblich durch die Topologie- und Komponentenausle-
gung des Antriebsstrangs bestimmt wird.
Forschungsfragen: Mit welchem Verfahren zur Antriebsstrangdefini-
tion kann der Zusammenhang zwischen dem Energieverbrauch und den
Fahrleistungswerten von Elektrofahrzeugen im gesamten Lösungsraum
analysiert werden?
Welche Wechselwirkungen zwischen Komponenten- und Systemausle-
gung sind für die Auslegungsziele maßgeblich?
Zur Beantwortung der Forschungsfragen sind zwei Einflussmöglich-
keiten gleichzeitig zu untersuchen: Die Beschaffenheit der Antriebs-
strangtopologie selbst sowie die Funktionsumfänge und Leistungsdaten
der verwendeten Komponenten. Notwendig ist eine gleichzeitige Opti-
mierung der Antriebsstrangtopologie, der verwendeten Komponenten
sowie der Antriebsstrangregelung (Betriebs- und Schaltstrategie). Vor-
stellbar wäre beispielsweise eine Verbrauchssenkung durch den Einsatz
mehrerer Elektromotoren in einem Antriebsstrang, falls die Motoren
für jeweils unterschiedliche Lastfälle optimiert wurden. Dafür müsste
sichergestellt sein, dass die Elektromotoren durch eine geeignete Be-
triebsstrategie entsprechend bedarfsgerecht angesteuert werden. Dieser
Ansatz wird beispielsweise bei Zeraoulia et al. [111] in Form einer
Topologie mit mehreren PSM und einer Asynchronmaschine (ASM)
für ein Hybridfahrzeug vorgestellt.
1.4 Zielsetzung der Arbeit
Ziel der Arbeit ist erstens ein methodisches Vorgehen zu erarbeiten, das
die Identifikation und Beschreibung unbekannter Wechselwirkungen
ermöglicht und gleichzeitig die enorme Variantenvielfalt bei der Ent-
wicklung technischer Systeme handhabbar macht. Mehrdimensionale
Designräume sollen effektiv nach vorgegebenen Zielgrößen abgesucht
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werden können. Ziel dieser Suche ist die Verbesserung definierter Sys-
temeigenschaften.
Das zweite Ziel ist die Überführung der Methodik in ein simulati-
onsgestütztes Werkzeug sowie eine anschließende exemplarische An-
triebsstrangoptimierung eines elektrischen Sportwagens. Fokus dieses
Anwendungsfalls ist die Reduzierung des Traktionsverbrauchs durch
eine Steigerung des Antriebsstrangwirkungsgrads. Durch den Einsatz
des Werkzeugs werden die formulierten Forschungsfragen beantwortet,
um die Hypothese zu verifizieren oder zu falsifizieren.
1.5 Aufbau der Arbeit
Eine Besonderheit im Aufbau dieser Arbeit besteht darin, dass der
für das jeweils behandelte Thema relevante Forschungsstand in den
entsprechenden Abschnitten erörtert wird. Um der Vielfalt an be-
handelten Fachgebieten gerecht zu werden und einen konsistenten
Textfluss sicherzustellen, ist der Forschungsstand der verschiedenen
Disziplinen nicht in einem separaten Kapitel zusammengefasst.
Nachdem in Kapitel 1 auf die Problemstellung und die Zielsetzung
der Arbeit eingegangen wurde, behandelt Kapitel 2 die unterschiedli-
chen Energiebedarfe eines Elektrofahrzeugs. Es wird auf die mechani-
schen und elektrischen Verluste des Antriebsstrangs eingegangen und
Möglichkeiten zu deren Beeinflussung diskutiert.
In Kapitel 3 wird zunächst das zu untersuchende System festgelegt.
Anschließend wird als Alternative zur etablierten variantenbasierten
Entwicklung technischer Systeme das Konzept der Design Space Explo-
ration vorgestellt. Darauf aufbauend wird das benötigte methodische
Vorgehen zur Analyse mehrdimensionaler Designräume eingeführt.
Anschließend wird der Untersuchungsumfang für die durchgeführte
Antriebsstrangoptimierung definiert.
Kapitel 4 stellt die Simulationsmethoden und -modelle vor, die im
Rahmen der Design Space Exploration zum Einsatz kommen. Es wer-
den zwei für diese Arbeit wichtige Verfahren eingeführt: Erstens ein
parametrierbares Elektromotormodell, das sowohl eine Leistungsska-
lierung als auch eine Variation der Wirkungsgradcharakteristik zulässt.
Zweitens wird eine Methode zur Betriebsstrategiedefinition mithilfe dy-
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namischer Programmierung vorgestellt, die eine stets energieminimale
Komponentensteuerung gewährleistet.
In Kapitel 5 werden unterschiedliche Verfahren, die bei der Design
Space Exploration eingesetzt werden können, vorgestellt und diskutiert.
Insbesondere wird die Bedeutung einer tatsächlich mehrdimensionalen
(pareto-)Optimierung, im Gegensatz zur häufig verwendeten Methode
der gewichteten Summe, herausgestellt. Ausgehend von dem formu-
lierten Ziel einer effektiven und zielgerichteten Suche im Designraum
wird anschließend ein genetischer Optimierungsalgorithmus entwickelt,
der sowohl Methoden der Versuchsplanung als auch Approximations-
modelle vereint.
In Kapitel 6 werden die Ergebnisse der durchgeführten Antriebs-
strangoptimierung diskutiert. Diese sind entsprechend der eingesetzten
Elektromotortypen strukturiert. Die Wirkung aller variierten Kom-
ponenten wird erläutert und die wichtigsten Aussagen in Form von
Kernaussagen zusammengefasst. Auf dieser Basis werden abschließend
Auslegungsregeln für elektrische Sportfahrzeuge abgeleitet.
Schließlich wird in Kapitel 7 ein Resümee des Vorgestellten gezogen.
Die wissenschaftlichen Beiträge der Arbeit werden herausgearbeitet
und ein Ausblick auf weitere Forschungsfelder gegeben.
Verwendete Komponentenkennfelder sowie zusätzliche Ergebnisdar-
stellungen sind im Anhang zu finden.
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2 Der Energiebedarf eines Elektrofahrzeugs
Dieses Kapitel erläutert die Grundlagen, um den Energiebedarf
eines Elektrofahrzeugs zu beschreiben. Auf die Fahrwiderstände, die
der Bewegung eines Fahrzeugs entgegenwirken, wird in Abschnitt
2.1 eingegangen. Anschließend werden in den Abschnitten 2.2 und
2.3 die mechanischen und elektrischen Verluste des Antriebsstrangs
beleuchtet. Zudem wird die Grundlage zum weiteren Verständnis der
angestrebten Elektromotoroptimierung gelegt. Abschließend wird
in Abschnitt 2.5 der Frage nachgegangen, welche Möglichkeiten zur
Verbrauchssenkung bei Elektrofahrzeugen existieren.
2.1 Die Fahrwiderstände
Nach Liebl et al. [62] lassen sich die Fahrwiderstände eines Fahrzeugs
in stationäre und dynamische Widerstände unterteilen. Während die
stationären Widerstandskräfte in allen Fahrsituationen auftreten, ent-
stehen die dynamischen ausschließlich während der Beschleunigung be-
ziehungsweise Verzögerung eines Fahrzeugs. Die Gesamtkraft1 FBedarf
die vom Antriebsaggregat zur Überwindung der Fahrwiderstände auf-
gebracht werden muss, ergibt sich zu:
FBedarf = FSt + FRo + FB + FL (2.1)
Steigungswiderstand: Der Steigungswiderstand wird mit dem Stei-
gungswinkel β bestimmt:
FSt = mFzg · g · sin β (2.2)
1 Der Schlupfwiderstand des Reifens wird vernachlässigt, da dieser bei den bewer-
teten Fahrzyklen kaum auftritt [85].
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Rollwiderstand: Der Rollwiderstand entsteht hauptsächlich2 durch
die Formänderungsarbeit des Reifens während der Fahrt [19] und ergibt
sich mit der Fahrzeugmasse mFzg auf ebener Fahrbahn zu:
FRo = fr · mFzg · g (2.3)
Nach Liebl et al. [62] bewegt sich der Wert3 des Rollwiderstandsbei-
werts fr bei aktuellen PKW-Reifen zwischen 0,006 und 0,013.
Beschleunigungswiderstand: Der Beschleunigungswiderstand FB be-
steht aus einem translatorischen und einem rotatorischen Anteil. Die
rotatorischen Massen des Antriebsstrangs werden in eine äquivalente
Ersatzmasse mrot umgerechnet, sodass sich der Beschleunigungswider-
stand nach folgender Formel ergibt:
FB = (mrot + mFzg) · ax (2.4)
mrot =
(JRad + JBr) + i2D · JD + i2D · i2Gi · (JEM + JKuppl + JGi)
r2dyn
Mit:
JBr rotatorisches Trägheitsmoment Bremse
JRad rot. Trägheitsmoment Räder, Antriebswellen
JD rot. Trägheitsmoment Differential
JEM rot. Trägheitsmoment Elektromotor
JKuppl rot. Trägheitsmoment Kupplung
JG rot. Trägheitsmoment Getriebe
ax Fahrzeugbeschleunigung
iD Achsübersetzung
iGi Getriebeübersetzung i-ter Gang
mrot äquivalente Ersatzmasse Antriebsstrang
rdyn dynamischer Abrollradius
2 Zusätzlich zu beachten sind Lüfterverluste, Schräglauf- und Schwallwiderstand.
3 Der angegebene Wert vernachlässigt die Einflüsse der Reifentemperatur sowie
der Fahrbahnrauigkeit.
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Luftwiderstand: Der Luftwiderstand entsteht durch die Umströmung
und Durchströmung des Fahrzeugs und ergibt sich bei frontaler Antrö-
mung zu:
FL = cw · A · ρ · 12 · v
2 (2.5)
Mit:
A Stirnfläche des Fahrzeugs





Im Antriebsstrang entstehen mechanische Verluste, die zusätzlich
zu den Fahrwiderständen überwunden werden müssen. Wird dem
Drehmomentfluss vom Motor zum Rad gefolgt, entstehen diese Verluste
in Getriebe und Differential, Antriebswellen, Radlager und Bremse.
2.2.1 Getriebe und Differential
Aufgrund ihres hohen Wirkungsgrads werden in dieser Arbeit aus-
schließlich Vorgelegegetriebe betrachtet. Je nach Bauform des Ge-
triebes unterscheiden sich deren Wirkungsgrade. Die entstehenden
Verluste setzen sich aus den lastabhängigen sowie den lastunabhängi-
gen Verzahnungs- und Lagerverlusten sowie den Plansch-, Dichtungs-
und Synchronisierungsverlusten zusammen. Zusätzlich entstehen Ver-
luste in eventuell vorhandenen Kupplungen und Hilfsaggregaten, wie
Pumpen oder Wandlern. Die Lastabhängigkeit der Lagerverluste ist in
der Schrägverzahnung der Übersetzungsstufen zu sehen: Mit steigender
Last nimmt die axiale Lagerkraft und damit die Lagerreibung zu. Die
Reibungsverluste der Verzahnung steigen ebenfalls mit der Last an.
Die lastunabhängigen Verlustanteile führen zu einem Schleppmoment
des Getriebes, das auch bei frei rollendem Fahrzeug entsteht. Auch im
Differential liegen die beschriebenen Verlustkomponenten vor. Jedoch
sind die Verzahnungsverluste höher, sofern Kegelradstufen anstelle
von Stirnrädern zum Einsatz kommen [73], [63].
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2.2.2 Wellen, Lager und Bremse
Zur Übertragung des Drehmoments zwischen Differential und Rad
sowie zum Winkel- und Längenausgleich werden üblicherweise Gelenk-
wellen eingesetzt. Je nach Bauart und Beugewinkel verursachen die
verwendeten Wälzkörper unterschiedliche Verluste [62]. Mit steigendem
Beugewinkel sinkt der Wirkungsgrad der Drehmomentübertragung
auf bis zu ηGelenkwelle = 97, 5%.
Die hydraulische Bremse eines Fahrzeugs verursacht ein Restbrems-
moment, das auf eine permanente Restreibung zwischen Bremsbelag
und -scheibe zurückzuführen ist. Dieses Verlustmoment liegt in Berei-
chen von 2 bis 5 Nm je Rad [62]. Auch in den Radlagern entstehen
durch Lagerreibung Verluste.
2.3 Antriebsstrangverluste elektrischer Komponenten
Der elektrische Teil eines Antriebsstrangs besteht aus der Traktionsma-
schine, der zugehörigen Leistungselektronik und einem Energiespeicher.
Nachfolgend werden die Verluste dieser Komponenten dargestellt.
2.3.1 Elektromotor
Die Verluste eines Elektromotors setzen sich aus Eisenverlusten, ohm-
schen und mechanischen Verlusten zusammen. Die mechanischen Ver-
luste entstehen hauptsächlich durch Lager- und Luftreibungsverluste
und spielen für das Verlustverhalten eine untergeordnete Rolle [81], [36].
Der Maschinentyp (z. B. ASM, PSM) hat einen maßgeblichen Einfluss
auf die Höhe und das Verhältnis von Eisen- und ohmschen Verlusten
zueinander. Insbesondere durch die unterschiedliche Dominanz der
ohmschen Verluste lassen sich die charakteristischen Unterschiede in
der η-Kennfeldform begründen [88]. Abbildung 2.1 stellt schematisch
typische Kennfeldformen der Maschinentypen ASM und PSM dar.
Eisenverluste: Grundsätzlich lassen sich Eisenverluste in Hysterese-
und Wirbelstromverluste unterteilen. Die Hystereseverluste entstehen
bei Ummagnetisierungsvorgängen in den Weissschen Bezirken der Elek-
trobleche eines Motors [17]. Durch das umlaufende Magnetfeld treten
beim Betrieb der Maschine außerdem Induktionsspannungen in den
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> 90 % 
Abbildung 2.1: Schematische Darstellung der Wirkungsgradcharakteristik
einer Asynchronmaschine (ASM) und einer permanenterregten Synchron-
maschine (PSM) nach [36].
Ohmsche Verluste: Die ohmschen oder auch Kupferverluste, entste-
hen in den Kupferleitern des Elektromotors. Diese Leiter sind meistens
in der Statorwicklung zu finden beziehungsweise bei ASM üblicherweise
ebenfalls im Rotor (Käfigläufer). Die elektrische Verlustleistung lässt
sich mit dem Gesamtkupferwiderstand RCu und dem aufgenommenen
Strom I vereinfacht durch
Pverl,Cu = I2 · RCu (2.6)
berechnen. Unberücksichtigt bleiben bei dieser Betrachtung wechsel-
stromspezifische Verluste durch Stromverdrängung [81]. Da wiederum
das vom Elektromotor abgegebene Drehmoment M proportional zum
aufgenommenen Strom I ist, steigen die Kupferverluste ebenfalls pro-
portional mit dem Drehmoment [37], [72].
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Elektroblechen auf, die Wirbelströme und damit ohmsche Verluste
hervorrufen. Diese Verluste werden als Wirbelstromverluste bezeich-
net [28], [98]. Nach Finken [36] sind die Eisenverluste überproportional
frequenzabhängig: mit steigender Drehzahl (Frequenz) nehmen sowohl
die Ummagnetisierungsvorgänge als auch die Wirbelstromverluste zu,
sodass die Eisenverluste bis zum Eckpunkt der Maschine überpropor-
tional ansteigen.
2 Der Energiebedarf eines Elektrofahrzeugs
2.3.1.1 Asynchronmaschine
Werden ASM und PSM bezüglich ihrer Verlustanteile verglichen, wird
deutlich, dass bei einer ASM die drehmoment- bzw. stromabhängigen
Kupferverluste dominieren. Dies lässt sich durch die notwendige Ma-
gnetisierung des Rotors beziehungsweise den zusätzlichen ohmschen
Verlusten in den (Kupfer-)Rotorstäben erklären.
Um bei Elektromotoren eine hohe Drehzahl erreichen zu können, ist
eine Schwächung des Magnetfelds notwendig [18]. In diesem Bereich
der Feldschwächung hat die ASM spezifische Wirkungsgradvorteile:
Anders als bei PSM muss bei der ASM das Feld nicht aktiv geschwächt,
sondern lediglich der Magnetisierungsstrom reduziert werden. Infol-
gedessen verringern sich die stromabhängigen Verlustanteile und der
Wirkungsgrad liegt auch bei hohen Drehzahlen über 90%. Dieser Zu-
sammenhang ist in Abbildung 2.1 an der unterschiedlichen Lage und
Form der Wirkunsgradbereiche von ASM und PSM zu erkennen.
Ein weiterer Vorteil der ASM ist die Möglichkeit einer vollständigen
elektrischen Abschaltung: Bei Wegfall des Erregerstroms im Rotor
entfällt ebenfalls der Magnetkreis vollständig. Außer den mechanischen
Verlusten entstehen in abgeschaltetem Zustand keine zusätzlichen
Schleppverluste in der ASM [88], [18], [111].
2.3.1.2 Permanenterregte Synchronmaschine
Die Permanentmagnete des Rotors einer PSM machen einen Magneti-
sierungsstrom wie bei einer ASM überflüssig. Kupferverluste entstehen
ausschließlich in den Statorwicklungen. Folglich überwiegen bei die-
sem Maschinentyp die drehzahlabhängigen Eisenverluste, was zu einer
Verschlechterung des Wirkungsgrads mit steigender Drehzahl führt.
Gleichzeitig ergibt sich durch die hohe Energiedichte der Magnete eine
höhere Leistungsdichte, als dies bei ASM der Fall ist. Zusätzlich ermög-
licht die Permanenterregung, insbesondere im Grunddrehzahlbereich,
hohe Drehmomente bei vergleichsweise geringem Strom. Deshalb befin-
det sich der wirkungsgradoptimale Bereich bei niedrigen Drehzahlen
und mittleren Drehmomenten (vgl. Abb. 2.1) [36].
Ein Nachteil der Permanenterregung ist, dass sich die Maschine
für Drehzahlen nEM > 0 nicht vollständig lastfrei schalten lässt: Das
umlaufende Magnetfeld des Rotors ist bestrebt, sich stets nach der
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jeweiligen Polung des Stators auszurichten. Dies führt bei stehendem
Statorfeld zu einem negativen Drehmoment an der Abtriebswelle. Um
dies zu verhindern, muss das Statorfeld synchron zur Rotordrehzahl
mitgeführt werden. Die dafür notwendige elektrische Leistung wird als
Schleppverlust bezeichnet [18], [111].
2.3.1.3 Beeinflussung der Kennfeldcharakteristik
Abgesehen von diesen prinzipbedingten Unterschieden zwischen den
Wirkungsgradkennfeldern von ASM und PSM existieren für beide
Maschinentypen vielfältige Möglichkeiten, die Charakteristik des Wir-
kungsgradkennfelds zu beeinflussen. Dies sind konstruktive Maßnah-
men, wie beispielsweise Änderungen an der Polpaarzahl, der Wick-
lungsart, dem Elektroblech oder der Rotorgeometrie. Finken [36] stellt
die Zusammenhänge für PSM ausführlich dar. Des Weiteren kann der
Wirkungsgrad über das Ansteuerverfahren der Leistungselektronik
verändert werden [88].
Außer den in Abbildung 2.1 dargestellten ASM beziehungsweise
PSM sind fremderregte Synchronmaschinen (FESM) in jüngster Zeit
ebenfalls als Traktionsantrieb im Automobilbereich zu finden. Durch
die steuerbare, separate Erregung des Rotors (unabhängig vom Sta-
torfeld) ergeben sich interessante Freiheitsgrade zur Gestaltung des
Wirkungsgradkennfelds. Bedingt durch das Fehlen geeigneter Model-
le beziehungsweise entsprechender Wirkungsgradkennfelder werden
FESM nicht weiter berücksichtigt.
2.3.2 Leistungselektronik
Um die Drehfeldmaschinen ASM und PSM mit einer frequenz- und am-
plitudenvariablen Spannung zu versorgen, ist eine Leistungselektronik
(Wechselrichter) zwischen (Gleichspannungs-)Batterie und Elektro-
motor erforderlich. Mithilfe von Leistungshalbleitern wird die Gleich-
spannung entsprechend der jeweils geforderten Motordrehzahl in eine
Spannung mit variabler Frequenz umgeformt. Die für die Umformung
notwendigen Schaltvorgänge sind verlustbehaftet [101], [66]. Drei Ver-
lustmechanismen sind für den Wirkungsgrad einer Leistungselektronik
(LE) ausschlaggebend:
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Schaltverluste: Da der Ein- bzw. Ausschaltvorgang in einem IGBT4
nicht augenblicklich sondern nur mit Zeitverzug möglich ist, kommt
es zu einer zeitlichen Überschneidung von durchgelassenem Strom
und Spannung. Die entstehende Verlustleistung wird als Ein- bzw.
Ausschaltverlust bezeichnet. Mit steigender Motordrehzahl, das heißt
mit steigender Schaltfrequenz, steigt der Betrag der Schaltverluste.
Durchlassverluste: Im eingeschalteten Zustand kommt es zu einem
Spannungsabfall im Schaltelement. Der Wert dieses resultierenden
Durchlassverlusts wächst mit dem fließenden Strom [101].
Sperrverluste: Sperrverluste entstehen abhängig von der Höhe der
zu sperrenden Spannung in Folge eines geringen Stromflusses durch
das gesperrte Schaltelement. Sie sind jedoch vernachlässigbar klein.
Im Rahmen dieser Arbeit werden die Verluste der Leistungselek-
tronik nicht gesondert betrachtet, sondern in einem gemeinsamen
Kennfeld mit dem Elektromotor zusammengefasst (vgl. 4.2.1, S. 41).
2.3.3 Batterie
Als Energiespeicher kommen in Elektrofahrzeugen zunehmend Akku-
mulatoren auf Lithium-Basis zum Einsatz [31]. Sowohl die Speicherka-
pazität als auch der Lade- und Entladewirkungsgrad werden durch die
Betriebsbedingungen beeinflusst: Ladezustand, Zelltemperatur und
die Größe des fließenden Stroms relativ zur Nennkapazität (C-Rate)
müssen bei der Wirkungsgradbestimmung berücksichtigt werden. Zur
Beschreibung der zugrundeliegenden Effekte sind komplexe Modelle
notwendig [28]. Beobachtbar sind zum einen stromabhängige Verluste
durch den Innenwiderstand Ri der Zelle beziehungsweise der gesam-
ten Traktionsbatterie, die sich durch Pverl,Batt = I2 · Ri ausdrücken
lassen. Außerdem treten in Folge elektrochemischer Prozesse nichtli-
neare Verluste und Selbstentladung auf. Der Wirkungsgrad der heute
eingesetzten Traktionsbatterien ist gegenüber älteren Batterietypen
wie Bleibatterien vergleichsweise hoch. So ermitteln Omar et al. [76]
4 Insulated-Gate Bipolar Transistor; Halbleiterbauelement, das üblicherweise als
Schaltvorrichtung in einer Leistungselektronik verwendet wird.
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in ihrer Untersuchung einen Wirkungsgrad von durchschnittlich 92%
über einen Lade- und Entladezyklus.
Da der Fokus dieser Arbeit auf die Antriebsstrangauslegung gerichtet
ist, wird die Batterietechnik nicht weiter vertieft.
2.4 Energiebedarf der Nebenverbraucher
Neben einer stationären Grundlast für Steuergeräte und Beleuchtung
fällt vor allem der Energiebedarf für Komfort- und Entertainmentsys-
teme bei der Ermittlung des Gesamtverbrauchs ins Gewicht. Durch
den höheren Wirkungsgrad von Elektroantrieben gegenüber konventio-
nellen Antrieben entsteht weniger Abwärme, die für den Innenraum
genutzt werden kann. Daher muss bei kalter Witterung ein Teil der Bat-
teriekapazität für die Innenraumheizung aufgewendet werden und geht
direkt zu Lasten der Reichweite. Gleiches gilt für die Innenraumküh-
lung. Unter anderem wird mithilfe von Wärmepumpen aktuell versucht,
den Komfortenergiebedarf von Elektrofahrzeugen zu reduzieren, indem
Umgebungswärme oder Abwärme von Antriebskomponenten für die
Innenraumheizung nutzbar gemacht wird [59].
2.5 Beeinflussungsmöglichkeiten des Energiebedarfs
Der Energiebedarf eines Elektrofahrzeugs kann über zwei Wege beein-
flusst werden: Zum einen durch eine Änderung der Energieanforderung,
gemeint sind neben der Nebenverbraucherlast insbesondere die Fahrwi-
derstände nach Gleichung 2.1. Zum anderen ist es möglich die bei der
Energiebereitstellung entstehenden Verluste zwischen Batterie und Rad
zu reduzieren, um den Energieverbrauch zu senken. Diese Wirkungs-
gradkette wird als Tank-to-Wheel Wirkungsgrad (ηTtW) bezeichnet.
Fokus dieser Arbeit ist die Untersuchung des Steigerungspotenzials
dieses Wirkungsgrads. Die Einflüsse durch eine Variation der Energie-
anforderung, beispielsweise als Folge einer geänderten Fahrzeugmasse,
wird kursorisch in Abschnitt 6.3 (S. 122) behandelt.
2.5.1 Tank-to-Wheel Wirkungsgrad
Der Tank-to-Wheel Wirkungsgrad ηTtW setzt sich aus den Einzelwir-
kungsgraden der beteiligten Antriebsstrangkomponenten zusammen.
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2 Der Energiebedarf eines Elektrofahrzeugs
Dies sind im Einzelnen die Traktionsbatterie (ηBatt), der Elektromo-
tor (ηEM), das Getriebe (ηGetr) sowie alle weiteren verlustbehafteten
Antriebsstrangkomponenten (ηRest), wie in Abschnitt 2.2.2 dargelegt.
ηTtW = ηBatt · ηEM · ηGetr · ηRest (2.7)
Die jeweiligen Wirkungsgrade geben Durchschnittswerte an, die sich
bei der Belastung mit einem zyklusspezifischen Lastkollektiv einstellen.
Verschiedene Fahrzyklen, wie der NEFZ5 oder der CADC6, führen
durch ihre unterschiedlichen Beschleunigungs- und Konstantfahrtcha-
rakteristiken zu teilweise sehr verschiedenen Lastkollektiven auf Rad-
ebene (vgl. 4.3.2, S. 49). Als Konsequenz unterscheiden sich ebenfalls
die Durchschnittswerte der oben angegebenen Einzelwirkungsgrade.
2.5.2 Lastkollektiv und EM-Charakteristik
Wird eines der resultierenden Lastkollektive als konstantes Bewertungs-
kollektiv festgelegt, gilt es im Rahmen einer Antriebsstrangoptimierung
die Lastpunkte zwischen Rad und Elektromotor derart zu verändern,
dass ηTtW maximiert wird.
Insbesondere der Zykluswirkungsgrad des Elektromotors kann durch
zwei Maßnahmen stark beeinflusst werden:
• Mithilfe der Kennungswandlung durch ein Getriebe können Last-
punkte im Wirkungsgradkennfeld des Elektromotors hin zu güns-
tigeren Wirkungsgraden verschoben werden.
• Durch die Wahl des Motortyps selbst sowie die Anpassung der
Kennfeldcharakteristik des Elektromotors (vgl. Abb. 2.1) können
Lastpunkte und wirkungsgradgünstige Bereiche des Kennfelds
in Deckung gebracht werden.
2.5.3 Potenzialabschätzung einer Optimierung
Folgendes Beispiel verdeutlicht die Wirkung eines gesteigerten Tank-
to-Wheel Wirkungsgrads auf die Reichweite eines Elektrofahrzeugs:
Betrachtet wird als Basis ein elektrischer Sportwagen mit einem nicht
5 Neuer europäischer Fahrzyklus.
6 Common Artemis Driving Cycle.
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auf Effizienz optimierten Antriebsstrang bestehend aus einer leistungs-
2.5 Beeinflussungsmöglichkeiten des Energiebedarfs
starken ASM mit einem eingängigen Reduktionsgetriebe und einer
Traktionsbatterie mit 30 kWh nutzbarem Energieinhalt. Die Zykluswir-
kungsgrade im gewählten Bewertungszyklus sind entsprechend Tabelle
2.1 bestimmt, sodass sich nach Gleichung 2.7 ηTtW = 71, 4% ergibt.
Die Fahrwiderstände nach Gleichung 2.1 verursachen einen Energiebe-
darf von 142,8 Wh/km. Nach Verrechnung mit dem angegebenen ηTtW
stellt sich ein spezifischer Verbrauch von 200 Wh/km beziehungsweise
eine mögliche Reichweite von 150 km ein.
Felden et al. [35] zeigen exemplarisch, dass allein durch die Anpas-
sung der Kennfeldcharakteristik des Elektromotors ein ηTtW-Delta
von mehr als zwölf Prozentpunkten erreicht werden kann.
Für die exemplarische Antriebsstrangoptimierung wird nun kon-
servativ davon ausgegangen, dass eine Steigerung von ηEM um zwölf
Prozentpunkte (ηEM = 92%) nur bei Verwendung eines 2G-Getriebes
erreicht werden kann. Folglich muss der um einen Prozentpunkt niedri-
ger angenommene Wirkungsgrad des Mehrganggetriebes (ηGetr = 97%)
berücksichtigt werden. Es ergibt sich ηTtW = 81, 3%. Durch diese Ver-
änderungen sinkt der spezifische Verbrauch auf 175,7 Wh/km, was zu
einer Reichweitensteigerung von 20 km auf insgesamt 170 km führt.
Alternativ ließe sich für eine konstante Zielreichweite von 150 km
die Batteriekapazität um 3,6 kWh verringern. Tabelle 2.1 fasst den
vorgestellten Vergleich zusammen.
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Tabelle 2.1: Abschätzung des Verbrauchssenkungspotenzials durch eine
Steigerung des Tank-to-Wheel Wirkungsgrads.
Variable Basis Optimiert
Batteriekapazität 30 kWh 30 kWh
𝜂Batt 92 % 92 %
𝜂EM 80 % 92 %
𝜂Getr 98 % 97 %
𝜂Rest 99 % 99 %
𝜂TtW 71,4 % 81,3 %
Zyklusbedarf 142,8 Wh/km 142,8 Wh/km
elektrischer Verbrauch 200 Wh/km 175,7 Wh/km
Reichweite 150 km 170 km
3 Untersuchtes System und Analysemethode
Nachdem in Kapitel 1 die Forschungsfrage sowie die zu untersuchende
Hypothese formuliert wurden, folgt nun die Definition des unter-
suchten Systems und der eingesetzten Analysemethode. Beginnend
mit einer allgemeinen Einführung zu den verschiedenen Methoden
der Systemdefinition, im Speziellen dem Systems Engineering in
Abschnitt 3.2, schließt sich die Vorstellung der verwendeten Ana-
lysemethode und deren Übertragung auf das untersuchte System
in Abschnitt 3.2.2 an. Der erarbeitete Prozess zur automatisierten
Topologieuntersuchung wird in Abschnitt 3.3.3 präsentiert und an-
schließend das Vorgehen bei der Analyse grundsätzlich verschiedener
Topologien diskutiert. Untersuchungsumfang und die für diese Arbeit
gültigen Einschränkungen werden in den Abschnitten 3.4 und 3.5
erörtert.
3.1 Festlegung des zu untersuchenden Systems
In Kapitel 1 wurde auf die Bedeutung einer holistischen Untersuchungs-
methode zur Optimierung mehrerer Zielgrößen des Systems Elektro-
fahrzeug eingegangen. Insbesondere die Notwendigkeit einer Analyse
des gesamten Designraums ist in diesem Zusammenhang entscheidend.
Das Ziel, den Fahrzeugauslegungsprozess lange vor dem Aufbau phy-
sischer Prototypen durch ein Analysewerkzeug zu unterstützen (vgl.
1.4, S. 5), führt direkt auf CAE1-gestützte Methoden. Insbesondere
Zeit- und Budgetrestriktionen lassen eine iterative Optimierung des
Systems am realen Objekt unmöglich erscheinen.
Somit wird als zu untersuchendes System ein virtuelles Fahrzeug
definiert. In der zu entwickelnden Gesamtfahrzeugsimulation liegt
der Untersuchungsfokus auf den verlustbehafteten Komponenten des
Antriebsstrangs (vgl. 2, S. 9) und deren Interaktion im Fahrbetrieb.
Folglich bestehen hier hohe Anforderungen an Detaillierungsgrad und
Modifikationsmöglichkeit der Simulation. Eine Funktionsbeschreibung
der realisierten Gesamtfahrzeugsimulation folgt in Kapitel 4.
1 Computer-Aided Engineering.
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3.2 Methoden zur Systemdefinition
Die Aufgabe der Optimierung eines komplexen technischen Systems
bei gleichzeitiger Verkürzung der Entwicklungszeit lässt sich dem The-
mengebiet der Produktentwicklung zuordnen [4]. Diese Fachdisziplin
stellt eine Vielzahl an Methoden zur Systemdefinition bereit. Speziell
für die Definitionsphase werden zahlreiche qualitative Methoden zur
Ideenfindung und Komplexitätsreduktion bereitgestellt. Diese Ver-
fahren (z. B. Delphi-Methode, Kreativitätstechniken) basieren jedoch
meist auf dem Expertenwissen der Teilnehmer und/oder der zielfüh-
renden Verknüpfung vorhandenen Wissens [77]. Eine erschöpfende
und quantitative Bewertung aller denkbaren Systemalternativen kann
nicht gewährleistet werden. Diese qualitativen Verfahren können je-
doch als Status quo der Fahrzeugentwicklung im industriellen Umfeld
betrachtet werden [30].
Ein häufig angewendetes Vorgehen bei der Entwicklung komplexer
technischer Produkte ist deren Zerlegung in Subsysteme. Experten-
teams für jede so definierte Systemgruppe optimieren diese im ersten
Schritt isoliert vom Gesamtsystem. Im weiteren Verlauf der Produkt-
entwicklung stellt die Re-Komposition der einzelnen Subsysteme zu
einem Gesamtsystem einen kommunikations- und zeitintensiven Pro-
zess dar. Auch können Analyse, Verifikation und Validierung für jede
gefundene Produktausprägung nur sequentiell erfolgen. Die bereits in
Abschnitt 1.2 (S. 3) erwähnten Wechselwirkungen zwischen den Sub-
systemen des jeweiligen Systems lassen sich nur schwer erkennen. Um
dennoch in vertretbarer Zeit zu einer Lösung zu kommen, die alle Pro-
duktanforderungen erfüllt, wird üblicherweise ein variantenbasiertes
Vorgehen angewandt: Ausgehend von einer geringen Anzahl konkreter
Lösungsvarianten werden einzelne Subsysteme so lange verändert, bis
eine zufriedenstellende Lösung gefunden ist. Startpunkt dieser stichpro-
benartig untersuchten Lösungsvarianten sind meist bereits bekannte
Lösungen (z. B. das Vorgängerprodukt) [43].
3.2.1 Systems Engineering
Um das formulierte Ziel einer Gesamtsystemoptimierung unter Berück-
sichtigung der Potenziale aller Einzelkomponenten zu erreichen, sind
alternative Verfahren erforderlich. Das noch junge interdisziplinäre
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3.2 Methoden zur Systemdefinition
Forschungsfeld des Systems Engineering widmet sich dieser Zielstel-
lung. Unter dem Begriff Systems Engineering werden teilweise sehr
unterschiedliche Verfahren, Methoden und Maßnahmen zur erfolgrei-
chen Durchführung von Großprojekten zusammengefasst. Dies umfasst
unter anderem Aspekte des Projektmanagements, der Validierung,
Simulation, Systemintegration sowie des Risikomanagements [52], [43].
Mitte des zwanzigsten Jahrhunderts wurde Systems Engineering durch
das Massachusetts Institute of Technology (MIT) bei der Entwicklung
eines US-amerikanischen Luftverteidigungssystems erstmals eingesetzt.
Durch gesteigerte Komplexität aktueller Produkte, unter anderem
infolge einer zunehmenden Funktionsvernetzung, finden Methoden des
Systems Engineering mittlerweile in vielen technischen Entwicklungs-
prozessen Anwendung. Nach Bahill [10] lässt sich Systems Engineering
in sechs Teilgebiete untergliedern, die in Abbildung 3.1 dargestellt
sind. Jedem dieser Themenfelder kann eine Vielzahl an Methoden zu-














Abbildung 3.1: Prozessschritte des Systems Engineering nach [10].
Für die Anwendung des Systems Engineering auf die Fragestellung
dieser Arbeit schränken sich die möglichen methodischen Alternati-
ven ein: Mit einem virtuellen Fahrzeug als Untersuchungsgegenstand
(vgl. 3.1) sind lediglich CAE-gestützte Methoden, die den geforderten
Detaillierungsgrad der Komponentenmodelle zulassen, anwendbar [92].
3.2.2 Design Space Exploration (DSE)
Einen alternativen Weg zur Systemdefinition innerhalb des Systems
Engineering bietet die Methode der Design Space Exploration (DSE).
Kang et al. [53] definieren DSE in folgender Weise: „Design Space
Exploration refers to the activity of exploring design alternatives prior
to implementation“. Die Grundidee besteht darin, das beschriebene
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variantenbasierte Vorgehen durch ein designvariablenbasiertes zu er-
setzten [46], [78]. Voraussetzung ist die Existenz eines quantitativen
Systemmodells, um die Lösungsalternativen eindeutig bewerten zu
können. Jeder veränderbare Parameter des Systems beziehungsweise
einer Subkomponente wird als Designvariable (DV) bezeichnet. Dies
können im einfachen Fall skalare Parameter wie die Fahrzeugmasse
sein, jedoch auch komplexere Komponenteneigenschaften, die etwa
durch Kennfelder repräsentiert werden. Die Designvariablen unterlie-
gen in der Regel Beschränkungen und bilden in ihrer Gesamtheit einen
mehrdimensionalen Designraum (DR). Nur innerhalb der Grenzen des
Designraums kann sich der Entwickler bei der Lösungssuche bewegen.
Anders ausgedrückt, bezeichnet der Designraum die n-dimensionale
Definitionsmenge einer Abbildung der Designvariablen (der Kompo-
nentenparameter) in den Bildraum der Zielfunktionen. Der funktionale
Zusammenhang zwischen Design- und Bildraum wird durch das reali-
sierte System selbst beschrieben [67], [41]. Abbildung 3.2 stellt diesen











Abbildung 3.2: Darstellung eines beschränkten Designraums (a) mit den
Designvariablen 𝑥1 und 𝑥2 und der zugehörigen Abbildung im Bildraum (b).
Die Abbildung von 𝑥1 und 𝑥2 in den Bildraum bzw. die Bestimmung der
Zielfunktionswerte 𝑓1 und 𝑓2 erfolgt durch das zu untersuchende System
selbst.
Voraussetzung für eine vollständige Abbildung der relevanten Bereiche
im Bildraum ist eine entsprechend zielgerichtete Abtastung des Design-
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raums [91], [71]. Als Zielfunktion (ZF) dienen alle quantifizierbaren
Zielgrößen des Systems sowie der Erfüllungsgrad funktionaler Anfor-
derungen. Für ein Fahrzeug kann als Zielfunktion etwa der Energiever-
brauch, ein Beschleunigungs- oder Elastizitätswert definiert werden.
Als funktionale Anforderung kann beispielsweise die Steigfähigkeit ver-
wendet werden. Das Ziel der DSE besteht nun in der systematischen
Analyse beziehungsweise Abtastung des gesamten Designraums, um
auf diese Weise ein vertieftes Systemverständnis zu erzeugen.
Die praktische Erfahrung im industriellen Umfeld zeigt, ebenso wie
die Untersuchung von Tomiyama et al. [104], dass von Expertenteams
in einem variantenbasierten Vorgehen zwar wichtige Systemzusammen-
hänge erarbeitet werden können, ein vollständiges Systemverständnis
jedoch nicht erreicht wird. Dies verdeutlicht umso mehr die Notwen-
digkeit der DSE im Systems Engineering-Prozess.
3.3 Übertragung der Analysemethode
Nachdem die Motivation für den Einsatz der DSE sowie deren theoreti-
sche Grundlagen im vorangegangenen Abschnitt diskutiert wurden, soll
nun das erarbeitete Verfahren zur Untersuchung der Forschungsfrage
(vgl. 1.3, S. 4) erläutert und in den Kontext der Fahrzeugentwicklung
eingebunden werden.
3.3.1 Darstellung von DSE im V-Modell
Die Prozessschritte des Systems Engineering nach Bahill et al. [10]
(vgl. Abb. 3.1) lassen sich auf das V-Modell übertragen [16], [43].
Dieses Modell kommt in diversen Entwicklungsbereichen zum Einsatz.
Durch seinen hohen Bekanntheitsgrad bietet es sich an, die in dieser
Arbeit entwickelte Analysemethode anhand des etablierten Modells
zu veranschaulichen.
Die Prozessschritte, die zur virtuellen Untersuchung unterschiedli-
cher Topologievarianten relevant sind, befinden sich vornehmlich im
linken Ast des V-Modells. Hier wird in mehreren Schritten die Kom-
ponentenauslegung und -realisierung aller Subsysteme definiert. Palm
et al. [79] sprechen in diesem Zusammenhang von Virtual Systems
Prototyping, Haveman et al. [46] vom Modelbased Design. Gemäß
den Prozessschritten des Systems Engineering handelt es sich um die
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ersten vier Prozessblöcke. Der Prozessschritt Integrate (vgl. Abb. 3.1,
S. 23) stellt bei der Übertragung auf das V-Modell somit den ersten













Abbildung 3.3: Darstellung der Design Space Exploration im V-Modell.
Die Modifikation der bekannten V-Modelldarstellung in Abbildung
3.3 besteht in der eingefügten Iteration zwischen dem System Design,
dem Component Design und dem System Test. Dieser Kreislaufprozess
ermöglicht es, den gesamten Designraum gemäß der Idee der DSE
zu untersuchen. Entscheidend dabei ist die Einbeziehung der System
Tests, die als Sammlung aller Zielfunktionen verstanden werden können:
Hier werden vorher definierte Systemanforderungen geprüft und das
Ergebnis zur weiteren zielgerichteten Suche bereitgestellt. Die bereits
im Abschnitt 3.2.2 eingeführte Unterscheidung zwischen einem varian-
tenbasierten und einem designvariablenbasierten Vorgehen wird hier in
Form der ergänzten Iteration deutlich: Im herkömmlichen variantenba-
sierten Ansatz wird das V-Modell sequentiell durchschritten. Es können
aus Zeit- und Kostengründen lediglich Stichproben untersucht werden.
Ziel des eingeführten Kreislaufprozesses ist es, diese Beschränkung
durch eine automatisierte Variation aller Designvariablen aufzulö-
sen. Insofern kann das Vorgehen auch als eine Automatisierung des
etablierten Vorgehens verstanden werden.
3.3.2 Anforderungen an die Analysemethode
Aus dem bisher Diskutierten lassen sich folgende Anforderungen an
die zu entwickelnde automatisierte Analysemethode ableiten:
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1. Automatisierter Aufbau virtueller Fahrzeuge mit unterschiedli-
chen Antriebstopologien zur simulationsgestützten Bewertung
2. Vollständiges Abtasten des Designraums, sodass alle Wechsel-
wirkungen identifiziert werden können
3. Geringe Simulationszeit je Zielfunktionsauswertung um die Ge-
samtlaufzeit der Analysemethode gering zu halten
4. Schnelle Konvergenz der Optimierung um die Gesamtlaufzeit der
Analysemethode gering zu halten
5. Prozessstabilität bei allen theoretisch möglichen Designvariablen-
Kombinationen
6. Optimale Ansteuerung der Antriebsstrangkomponenten bei allen
theoretisch möglichen Designvariablen-Kombinationen
7. Hohe Genauigkeit der Zielfunktionsberechnung zur Sicherung
der Aussagequalität
8. Multikriterielle Auswertung und Visualisierung von Designraum
und Bildraum bei teilweise gegenläufigen Zielen zur Definition
optimaler Antriebstopologien und Vertiefung des Systemver-
ständnisses
Die sechste Forderung nach einer stets optimalen Ansteuerung der
Antriebsstrangkomponenten leitet sich aus der formulierten Hypothese
(vgl. 1.3, S. 4) ab: Nur für den Fall, dass in jeder untersuchten To-
pologie die Einzelkomponenten in gleicher Weise optimal angesteuert
werden, kann die Forschungsfrage nach dem Einfluss der Topologie
unabhängig von der Betriebsstrategie des jeweiligen Fahrzeugs unter-
sucht werden. Optimal bezieht sich in diesem Zusammenhang auf die
jeweilige Zielgröße. Zur Analyse des Energieverbrauchs ist folglich eine
verbrauchsminimale Komponentensteuerung zu wählen, zur Bestim-
mung von Beschleunigungswerten eine zugkraftmaximale. Die Lösung
des zugrundeliegenden Optimalsteuerungsproblems ist ausführlich in
Abschnitt 4.3.3 (S. 51) dargestellt.
3.3.3 Realisiertes Framework zur Systemanalyse
Ziel des benötigten automatisierten CAE-Frameworks (vgl. 1.4, S. 5)
ist es, Systemkomponenten zu entwickeln, anschließend zu einem Ge-
samtsystem zu koppeln und dieses abschließend virtuell zu validieren.
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Um die im vorangegangenen Abschnitt 3.3.2 definierten Anforderun-
gen bei der Realisierung des Verfahrens zu berücksichtigen, werden
zwei unterschiedliche Modellkategorien eingeführt: Komponenten- und
Validierungsmodelle. Erstere werden im linken Ast des V-Modells der
Entwicklungsphase benötigt, um die einzelnen Systemkomponenten
zu erstellen. Die Validierungsmodelle kommen im rechten Ast zum
Einsatz (System Test) und dienen zur Bewertung der jeweiligen Sys-
temrealisierung. Im Rahmen einer Antriebsstrangentwicklung werden
beispielsweise zuerst die Komponenten (Elektromotor und Getriebe)
virtuell erstellt und zu einem Gesamtsystem (Antriebsstrang) gekop-
pelt. Anschließend kann mithilfe eines Validierungsmodells in Form
einer Längsdynamiksimulation der Energieverbrauch ermittelt und
somit ein System Test durchgeführt werden.
Charakteristisches Merkmal der Komponentenmodelle ist deren An-
passbarkeit mithilfe der Designvariablen. Jedes dieser Modelle muss
über mindestens eine Modellschnittstelle verfügen, die bei Veränderung
der jeweils verbundenen Designvariable die entsprechende Komponen-
teneigenschaft anpasst. Wie die jeweilige Komponentenmodellierung
realisiert wird, hängt stark von der zu erwartenden beziehungsweise
tolerierten Berechnungszeit ab. Aus Sicht der Exaktheit sind kausale
Komponentenmodelle wünschenswert, wenn jedoch deren Berechnung
beispielsweise zeitintensive numerische Lösungsverfahren erfordert,
sind alternative Modellierungsansätze zielführender [64]. Dies können
unter anderem kennfeldbasierte oder analytische Modelle sein. Auf die
skizzierte Problematik wird in Abschnitt 4.1 (S. 37) eingegangen.
Damit der Designraum detailliert untersucht werden kann, ist ein ge-
eignetes Verfahren nötig, das die Designvariablen derart variiert, dass
alle zulässigen Bereiche berücksichtigt werden. Kodiyalam et al. [57]
stellen entsprechende Frameworks vor. Eine lückenhafte Analyse des
Designraums entspräche im Extremfall einer Stichprobenuntersuchung,
sodass das Ziel eines vertieften Systemverständnisses nicht erreicht
werden könnte. Eine mögliche Lösung wäre die Durchführung eines
vollfaktoriellen Versuchs über eine Vielzahl möglicher Ausprägungs-
stufen der beteiligten Designvariablen. Aufgrund der hohen Anzahl
möglicher Kombinationen und der daraus resultierenden Rechenzeit
ist dieses Vorgehen nicht praktikabel.
Folglich muss für eine Automatisierung neben den Komponenten-
und Validierungsmodellen ebenfalls ein geeignetes Verfahren zur Va-
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riation der Designvariablen erarbeitet werden [8]. Hierbei steht die
Forderung nach kurzen Rechenzeiten im direkten Konflikt mit dem
Ziel einer lückenlosen Abtastung des Designraums. Dieses Variations-
element wird im weiteren Verlauf als Optimierungsbaustein bezeichnet
und wird in Abschnitt 5 (S. 63) detailliert beschrieben.
Der in Abbildung 3.3 dargestellte iterative Ablauf des V-Modells
lässt sich um den beschriebenen Optimierungsbaustein ergänzen, so-
dass sich das in Abbildung 3.4 dargestellte DSE-Framework ergibt.
Das zweite und dritte Element übernimmt jeweils die Aufgaben des
linken beziehungsweise rechten Astes des V-Modells. Der Optimierungs-
baustein ist im ersten Element realisiert. Der automatisierte Ablauf
erfolgt entsprechend der Elementnummerierung: Im ersten Schritt
wird ein Satz von zu untersuchenden Designvariablen festgelegt, ge-
folgt von der virtuellen Erstellung der Einzelkomponenten gemäß der
Designvariablen-Vorgabe. Im dritten Abschnitt werden alle Zielgrößen
des Gesamtsystems mithilfe der Validierungsmodelle ausgewertet. Die
Aufgabe der Komponentensteuerung innerhalb des zweiten Blocks ist
die bereits angesprochene Bestimmung einer stets optimalen Betriebs-
strategie. Auf die Realisierung der einzelnen Modelle wird ausführlich

























Abbildung 3.4: Framework zur Design Space Exploration. Der Num-
merierung folgend kann iterativ ein beliebiger Designraum mithilfe des
Frameworks erschlossen werden.
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3.3.4 Systemvariablen zur Topologiebeschreibung
Zur Beantwortung der Forschungsfrage (vgl. 1.3, S. 4) muss das DSE-
Framework in der Lage sein, die wesentlichen Definitionsmerkmale
des elektrischen Antriebsstrangs zu variieren. Diese lassen sich nach
Merkmalen des Elektromotors und des Getriebes unterteilen und sind
in Tabelle 3.1 zusammengefasst.
Tabelle 3.1: Definitionsmerkmale des elektrischen Antriebsstrangs.
Merkmal Beschreibung
Definitionsmerkmale Elektromotor
Anzahl Je Antriebstopologie können mehrere Mo-
toren verbaut sein
Einbauort Vorderachse, Hinterachse oder an beiden
Achsen
Typ Unterscheidung zwischen ASM und PSM
Wirkungsgradkennfeld Form und Lage der Isolinien
Leistungscharakteristik Maximale Leistung und Verlauf der Voll-
lastlinie
Definitionsmerkmale Getriebe
Gangzahl 1-Gang oder 2-Gang Getriebe
Übersetzungen Frei wählbares Übersetzungsverhältnis je
vorhandenem Gang
Abkoppeleinrichtung Falls vorhanden, kann der Elektromotor
mechanisch abgekoppelt werden
Um das Systemverständnis zu steigern und die Relationen zwischen
den variierten Designvariablen und den sich einstellenden Ergebnissen
im Bildraum (vgl. Abb. 3.2) darstellen zu können, ist eine weitere Sys-
tematisierung der vorgestellten Definitionsmerkmale notwendig. Durch
die im Optimierungsbaustein eingesetzten Algorithmen zur Minimie-
rung der Zielfunktionswerte, die im Falle einer gleichzeitigen Variation
aller Merkmale all jene Topologien unberücksichtigt ließen, die prin-
zipbedingt zu schlechteren Ergebnissen führen, ist eine geeignete Vor-
selektion der Einflussfaktoren bereits im Designraum notwendig. Ohne
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diesen Schritt könnten keine Aussagen zu dem Systemverhalten dieser
prinzipbedingt benachteiligten Topologien getroffen werden. Dies träfe
beispielsweise auf den Vergleich von ASM- und PSM-Topologien zu:
Der geringere Wirkungsgrad der ASM führt zu höheren Verbräuchen,
sodass eine Minimumsuche diese Variante nicht weiter berücksichtigen
würde. Bei Verwendung von Optimierungsmethoden anstelle einer
vollfaktoriellen Suche im Designraum sind Aussagen über den Einfluss
der Topologie auf die Zielfunktion(en) ohne geeignete Vorselektion der
Definitionsmerkmale somit nicht möglich.
Aus diesem Grund werden, ergänzend zur Kategorie der Designvaria-
blen, die Systemvariablen (SV) eingeführt. Sie beschreiben die Existenz
und räumliche Anordnung einzelner Antriebsstrangkomponenten im
System. In Abgrenzung dazu beschreiben die Designvariablen spezifi-
sche Eigenschaften der verwendeten Komponenten. Antriebsstrangto-
pologien können mithilfe der Systemvariablen eindeutig beschrieben
werden, indem alle Elemente nach Tabelle 3.2 festlegt werden.
Durch den Vektor xSV der Systemvariablen sind die zu untersu-
















Grundsätzlich können alle Kombinationen dieser Systemvariablen un-
tersucht werden.
3.4 Untersuchungsumfang
Zur Konzentration der Analysen auf Sportfahrzeuge mit segment-
typischen Fahrleistungswerten und gleichzeitig geringem Verbrauch,
werden Topologien mit mehreren Elektromotoren je Achse nicht be-
rücksichtigt. Die zu erwartenden querdynamischen Vorteile die sich
für zwei Elektromotoren je Achse ergeben, werden von Verbrauchs-
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nachteilen überlagert. Die untersuchten Topologien sind tabellarisch in
Tabelle 3.3 aufgeführt und schematisch in Abbildung 3.5 dargestellt.
Tabelle 3.2: Systemvariablen zur Definition einer Antriebstopologie.
Variable Beschreibung Ausprägung Werte
EMVA EM an Vorderachse nein/ja {0, 1}
EMHA EM an Hinterachse nein/ja {0, 1}
EMTyp,VA Typ der EM ASM/PSM {0, 1}
EMTyp,HA Typ der EM ASM/PSM {0, 1}
gearsVA Anzahl Gangstufen {1, 2} {1, 2}
gearsHA Anzahl Gangstufen {1, 2} {1, 2}
clutchVA Abkoppeleinrichtung nein/ja {0, 1}
clutchHA Abkoppeleinrichtung nein/ja {0, 1}









RWD 1 {ASM, PSM} {1, 2} {ja, nein}
FWD 1 {ASM, PSM} {1, 2} {ja, nein}
AWD 2 {ASM, PSM} {1, 2} {ja, nein}
Um den grundsätzlichen Einfluss von Mehrganggetrieben untersuchen
zu können, werden 2G-Getriebe berücksichtigt. Eine höhere Anzahl an
Gangstufen führt sowohl zu höheren Systemkosten als auch zu einer
gesteigerten Systemkomplexität, die zusätzliche regelungstechnische
Anforderungen mit sich bringt.
Zeraoulia et al. [111] kommen in ihrer Untersuchung unterschiedli-
cher EM-Typen unter anderem zu dem Schluss, dass sich ASM und
PSM besonders für den Einsatz in elektrifizierten Antriebssträngen
eignen. Aus diesem Grund liegt der Fokus auf diesen beiden EM-Typen.
Aufgrund der Fokussierung dieser Arbeit auf die Zielgrößen Ener-


































EM + LE Getriebe 
Abbildung 3.5: Maximaler Simulationsumfang des virtuellen Fahrzeugs.
Querdynamik: Die querdynamischen Eigenschaften eines Fahrzeugs
können durch eine Topologie mit radindividuellem Antrieb mithilfe
von Torque-Vectoring in Querrichtung verbessert werden. Bei Gerade-
ausfahrt in einem Bewertungszyklus sind keine Vorteile zu erwarten.
Deshalb werden diese Topologievarianten nicht berücksichtigt.
Energiespeicher: Der im Fahrzeug verwendete Speicher elektrischer
Energie wird als ideal angenommen. Die vom Antriebsstrang geforderte
Leistung kann immer bereitgestellt werden. Die beim Rekuperieren
vom Antriebsstrang zurückgespeiste Energie kann ebenfalls vollständig
aufgenommen werden. Das Gewicht einer Traktionsbatterie wird in
der Fahrzeugmasse berücksichtigt.
Bauraum: Der benötigte Bauraum je Topologien wird nicht weiter
untersucht. Es wird davon ausgegangen, dass für alle Komponenten
ausreichend Bauraum zur Verfügung steht.
Budget: Veränderte Systemkosten, die beispielsweise durch Variation
der Antriebskomponenten entstehen, bleiben unberücksichtigt. Diese
können beispielsweise in einem zweiten Schritt nach der technischen
Konzeptbewertung erfolgen.
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3.5 Segmentspezifische Systemgrenzen
Zum zielgerichteten und zeitsparenden Einsatz des DSE-Prozesses
ist zumindest ein rudimentäres Verständnis des zu untersuchenden
Systems hilfreich. Existiert Wissen über den Zusammenhang zwischen
Designraum und Bildraum der Zielfunktionen, können sinnvolle Gren-
zen für die Designvariablen definiert werden. Dies vermeidet unnötige
Simulationen in Bereichen des Designraums, deren Abbildung mit
Sicherheit nicht die vorher definierten Anforderungen erfüllen wer-
den. Der zulässige Bereich der Designvariablen kann entsprechend
beschränkt und Nebenbedingungen für Kombinationen von Designva-
riablen festgelegt werden.
Das in dieser Arbeit untersuchte Sportwagensegment führt zu spezi-
fischen Beschränkungen des Suchraums (Designraums), die sich insbe-
sondere aus den geforderten Fahrleistungswerten und dem Fahrzeugge-
wicht ableiten lassen. Bezogen auf die zu variierenden Designvariablen
sind die EM-Leistung für den Beschleunigungswert sowie die maximale
Übersetzung für den vmax-Wert entscheidend. Aus den Fahrleistungszie-
len lassen sich für die Designvariablen kombinierte Nebenbedingungen
ableiten, beispielsweise zur Einhaltung einer minimalen Antriebsleis-
tung unabhängig von der Anzahl verbauter Elektromotoren.
3.5.1 Antriebsleistung
Zur Abschätzung der minimal erforderlichen beziehungsweise maximal
absetzbaren Antriebsleistung wird ein einfaches Längsdynamikmodell
eingesetzt. Diese Simulation ist eine stark vereinfachte Version des
Validierungsmodells zur Fahrleistungsbestimmung im DSE-Prozess.
Berücksichtigt werden neben der Fahrzeugmasse insbesondere die Lage
des Schwerpunkts und der Kraftschlussbeiwert der Reifen.
Für die betrachteten Fahrzeugmassen zwischen 1700 und 2300 kg
ergeben sich für die geforderten Beschleunigungszeiten (0-100 km/h)
kleiner fünf Sekunden abhängig vom verwendeten Getriebetyp Sys-
temleistungen von mindestens 160 kW. Die obere Grenze, ab der
eine Erhöhung der Antriebsleistung zu keiner weiteren Verkürzung
der Beschleunigungszeit führt, liegt bei deutlich über 500 kW. Für
die in dieser Arbeit verwendete Skalierungsmethode zur Erstellung
neuer Wirkungsgradkennfelder wird je Elektromotor von 195 kW aus-
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gegangen (vgl. 4.2.1, S. 41). Abhängig von der Wahl der System- und
Designvariablen, also unter anderem der Anzahl und Leistung der
Elektromotoren, ergibt sich die maximale Systemleistung.
3.5.2 Getriebe
Für Einganggetriebe leitet sich die minimale Übersetzungsgrenze aus
der geforderten Höchstgeschwindigkeit und der zulässigen Maximal-
drehzahl der Elektromotoren gemäß dem verwendeten Elektromo-
tormodell ab. Gleiches gilt für den zweiten Gang der untersuchten
2G-Getriebe. Die Wahl der maximalen Übersetzung des ersten Gangs
beeinflusst hier vor allem den Schaltzeitpunkt: Bei sehr kurzen Über-
setzungen muss noch vor Erreichen der 100 km/h-Grenze geschaltet
werden. Je nach benötigter Gangwechselzeit und eventueller Zugkraft-
überhöhung bei Lastschaltgetrieben wird die Beschleunigungszeit be-
einflusst (vgl. 4.4, S. 57). Bei Mehrganggetrieben muss die Festlegung
der maximalen Übersetzung des ersten Gangs folglich entsprechend
dem verwendeten Getriebetyp erfolgen.
Für die maximale Übersetzungsgrenze des Schnellfahrgangs ist kein
eindeutiges Kriterium definiert. Für 1G-Getriebe liegen die minimale
und die maximale Grenze jedoch nah beieinander, da die gegensätzli-
chen Ziele Beschleunigungszeit und vmax-Anforderung gleichermaßen
befriedigt werden müssen. Bei 2G-Getrieben kann der zweite Gang
deutlich länger als der geforderte vmax-Wert ausgelegt und somit im




4 Fahrzeug- und Komponentensimulation
In diesem Kapitel wird das als Untersuchungsgegenstand verwende-
te virtuelle Fahrzeug vorgestellt. Ausgehend von den grundsätzlich
möglichen Simulations- und Modellierungsmethoden in Abschnitt
4.1 werden anschließend in Abschnitt 4.2 die Modelle der Einzel-
komponenten dargestellt. In den Abschnitten 4.3 und 4.4 werden
die im DSE-Framework eingesetzten Simulationsmodelle zur Bestim-
mung der Zielgrößen eingeführt, die in Abschnitt 4.5 anhand einer
Referenzsimulation validiert werden.
4.1 Simulations- und Modellierungsmethoden
Zur simulativen Fahrleistungs- und Verbrauchsermittlung bei Kraft-
fahrzeugen existieren grundsätzlich zwei verschiedene Simulationsme-
thoden: die dynamische und die inverse, quasistationäre Simulation [39].
Beide Methoden werden im Folgenden vorgestellt und diskutiert, um
ein geeignetes Verfahren zum Einsatz im DSE-Framework auswählen
zu können.
4.1.1 Dynamische Simulation
Zur Abbildung des dynamischen Fahrzeugverhaltens, und damit ins-
besondere der Systemzustände zwischen zwei (quasi-)stationären Zu-
ständen, werden detaillierte physikalische Modelle eingesetzt. Die
kausalen Beziehungen zwischen den Komponenten des Systems wer-
den nachgebildet, um auftretende Systemzustände an jeder Stelle
der Wirkkette zwischen Systemeingang und -ausgang untersuchen zu
können. Als Grundlage dieser Simulationsmethode dienen die mathe-
matischen Beschreibungen der Komponentenmodelle. Der erforderliche
Detaillierungsgrad dieser (Teil-)Modelle hängt von dem jeweiligen Un-
tersuchungsziel ab. Zur Modellierung des Gesamtsystems werden die
Zustandsgleichungen der Komponentenmodelle aufgestellt und deren
physikalische Ein- und Ausgangsgrößen mit jenen der benachbarten
Komponenten verknüpft. Dabei ist die Reihenfolge der Komponenten
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beziehungsweise deren Verknüpfungen identisch mit jener im realen
System. Auf diese Weise entsteht eine Differentialgleichung (DGL),
die das Gesamtsystem beschreibt. Die Lösung dieser Gleichung erfolgt
entsprechend der zeitlichen Abfolge der Zustandsänderungen bezie-
hungsweise entlang des „realen“ Leistungs- und Signalflusses. Konkret
bedeutet dies für ein modelliertes Fahrzeug, dass beginnend beim
Fahrerwunsch die Wirkkette von den Antriebskomponenten über die
Reifenkräfte bis hin zur resultierenden Fahrzeugbeschleunigung durch-
laufen wird. Aus diesem Grund wird die dynamische Simulation oftmals
auch als Vorwärtssimulation bezeichnet. Wie im realen Fahrzeug exis-
tiert eine geschlossene Regelschleife zwischen dem (virtuellen) Fahrer,
dem Fahrzeug und den resultierenden Aufbauzuständen. Beispielsweise
hat eine Abweichung von der Sollgeschwindigkeit einen entsprechenden
Regeleingriff am Stellglied Fahrpedal zur Folge [68], [75], [87].
Unabdingbar ist diese Art der Modellierung beziehungsweise Simu-
lation, falls das zu untersuchende Szenario stark von dynamischen
Effekten beeinflusst wird. Durch sich verändernde (dynamische) Rad-
lasten ist dies beispielsweise bei allen quer- und längsdynamischen
Untersuchungen der Fall [87]. Aber auch zur Prüfung und Applikation
von Regelalgorithmen oder Hardwarekomponenten in einem Software-
beziehungsweise Hardware-in-the-Loop-Verbund müssen transiente
Systemzustände exakt abgebildet werden [39], [4].
Die erforderliche Berechnungszeit einer Vorwärtssimulation ist ab-
hängig von der gewählten Schrittweite des DGL-Solvers. Je nach Mo-
dellkomplexität und geforderter Genauigkeit beziehungsweise zeitlicher
Auflösung der transienten Systemzustände kann die Berechnungszeit
größer als die simulierte Zeit sein. Eine untere Grenze der Berechnungs-
zeit ergibt sich daraus, dass die Schrittweite des Lösungsverfahrens
nicht beliebig groß gewählt werden darf, da sonst keine gültige Lösung
gefunden wird [7].
4.1.2 Quasistationäre Simulation
Bei der quasistationären Simulation werden keine transienten System-
zustände berücksichtigt. Es wird vielmehr eine Vielzahl von (quasi-)
stationären Systemzuständen betrachtet, für deren Dauer der Sys-
temzustand als konstant angenommen wird. Eine Modellierung der
Teilsysteme mithilfe von zeitabhängigen Zustandsgleichungen ist des-
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halb nicht erforderlich. Üblicherweise wird das Verhalten der Kompo-
nenten mithilfe von Kennfeldern in der Simulation abgebildet. Diese
Kennfelder repräsentieren das stationäre Systemverhalten in den ge-
messenen Punkten und enthalten keine Information über das transiente
Verhalten der Komponente. Werte zwischen den Punkten werden in-
terpoliert. Anders als bei der dynamischen Simulation erfolgt die
Berechnung der Systemzustände nicht entsprechend dem Leistungs-
und Signalfluss von der Quelle zur Senke, sondern in umgekehrter
Richtung: Ausgehend vom gewünschten Systemzustand am Ende eines
Berechnungsschritts werden rückwärts die dafür erforderlichen Kom-
ponentenzustände bestimmt. Man spricht in diesem Zusammenhang
auch von einer Rückwärtssimulation.
Es wird grundsätzlich davon ausgegangen, dass das Fahrzeug die
erforderliche Leistung aufbringen kann, um beispielsweise einem Be-
wertungszyklus zu folgen. Wegen dieser fehlenden Bindung der physi-
kalischen Wirkzusammenhänge zwischen Traktionsmaschine und Rei-
fenlatsch wird auch von einer akausalen Modellierung gesprochen [45].
Ein virtueller Fahrer wie bei der Vorwärtssimulation ist folglich nicht
erforderlich [68], [75].
Anwendung findet die quasistationäre Simulation bei Untersuchungs-
zielen, bei denen dynamische Effekte eine untergeordnete Rolle spielen
oder ein reduzierter Detaillierungsgrad des Gesamtsystems ausreichend
ist. Beispielsweise führt eine kennfeldbasierte Rückwärtssimulation zur
Ermittlung des Energieverbrauchs bei konstanter Fahrzeuggeschwin-
digkeit zu den gleichen Ergebnissen wie eine aufwändige Vorwärtssi-
mulation [62].
Ein entscheidender Vorteil der Rückwärtssimulation ist ihr einfacher
Aufbau und die kurzen Berechnungszeiten. Da keinerlei DGLs gelöst
werden müssen, sinkt die Anzahl der notwendigen Rechenoperationen
drastisch. Je nach verwendeter Programmiersprache der Simulations-
umgebung kann mithilfe vom Matrixoperationen sogar eine Vielzahl
an Zeitschritten eines Bewertungszyklus innerhalb einer Rechenopera-
tion1 bestimmt werden.
1 Dies trifft u. a. auf Berechnungen mit Matlab® zu: Der Einsatz von Matrix-
Operationen ermöglicht den Verzicht auf for-Schleifen und führt somit zu einer
deutlichen Rechenzeitreduktion.
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4.1.3 Auswahl einer geeigneten Simulationsmethode
In Abschnitt 3.3.2 (S. 26) wurden Anforderungen an die zu entwi-
ckelnde Analysemethode formuliert. Für die Frage, mithilfe welcher
Simulationsmethode die Validierungsmodelle (vgl. Abb. 3.4, S. 29)
realisiert werden sollen, sind die Forderungen nach geringen Simulati-
onszeiten und einer hohen Genauigkeit relevant. Bereits im vorangegan-
genen Abschnitt wird deutlich, dass beide Forderungen in Konkurrenz
zueinander stehen und nicht gleichzeitig zu realisieren sind.
Wird untersucht, welchen Einfluss dynamische Vorgänge auf die
Zielgrößen haben, lassen sich zwei Fälle unterscheiden: Im ersten Fall
ist der Ergebniswert der zu untersuchenden Zielgröße 𝑡ACC (Beschleu-
nigungszeit) stark abhängig von dynamischen Effekten während der
Beschleunigungsphase [87]. Deshalb wird hier eine dynamische Vor-
wärtssimulation realisiert (vgl. 4.4), die ebenfalls zur Bestimmung der
Höchstgeschwindigkeit 𝑣max zum Einsatz kommt. Der zweite Fall tritt
bei der Bestimmung des Energieverbrauchs anhand von Fahrzyklen auf:
Durch die schwach ausgeprägte Dynamik der Zyklen, das heißt deren
hohen Anteil an Konstantfahrtphasen bzw. Beschleunigungswerten
weit unterhalb des Fahrzeugpotenzials, ist der Einfluss dynamischer
Effekte gering. Für das Untersuchungsziel Energieverbrauch erscheint
der Einsatz einer Rückwärtssimulation demnach prinzipiell möglich.
Die Forderung nach geringen Simulationszeiten lässt sich insbeson-
dere bei langen Bewertungszyklen wie dem Artemis-Zyklus nicht mit
einer Vorwärtssimulation erfüllen. Die bei Verwendung einer Rück-
wärtssimulation zu erwartende Genauigkeitseinbuße bei der Ermittlung
des Energieverbrauchs stehen einer deutlichen Rechenzeitverkürzung
gegenüber. Wie auch in den Arbeiten von Schröder [89], Eghtessad [29]
und Bertram et al. [13] wird als Validierungsmodell für den Energiever-
brauch folglich eine Rückwärtssimulation umgesetzt (vgl. 4.3.1). Eine
Untersuchung der resultierenden Abweichungen zwischen Vorwärts-
und Rückwärtssimulation ist in Abschnitt 4.5 zu finden.
Die verwendeten Modelle zur Bestimmung der Zielgrößen Energie-
verbrauch, Beschleunigungszeit und Höchstgeschwindigkeit werden in
den folgenden Abschnitten beschrieben.
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4.2 Modellierung der Komponenten
Nachdem die Wahl der Simulationsmethoden im vorangegangenen
Abschnitt diskutiert wurde, folgt nun die Herleitung und Beschreibung
der eingesetzten Komponentenmodelle.
4.2.1 Parametrierbares Elektromotor-Modell
Bereits zu Beginn dieser Arbeit wurde darauf hingewiesen, dass zur
Untersuchung der Forschungsfrage (vgl. 1.3, S. 4) neben der Varia-
tion der Topologie selbst, insbesondere die zusätzlichen Potenziale
bei gleichzeitiger Variation der Komponenteneigenschaften zu ana-
lysieren sind. Hierbei bietet besonders der Elektromotor ein großes
Variationsspektrum: Für identische Leistungsanforderungen existieren
sehr unterschiedliche Wirkungsgradcharakteristiken. Form, Lage und
absolute Höhe der Wirkungsgrad-Isolinien im Drehzahl/Drehmoment-
Kennfeld unterscheiden sich je nach Funktionsprinzip und Bauform
(vgl. Abb. 2.1, S. 13) [34], [60]. Zur Realisierung des DSE-Frameworks
ist folglich ein Komponentenmodell nötig, das nicht nur die Leistung
variiert, sondern zusätzlich die angesprochene Spreizung der Wirkungs-
gradcharakteristiken abbilden kann (vgl. 2.3, S. 12).
4.2.1.1 Stand der Forschung zur Kennfelderstellung
Zur simulationsgestützten Erstellung von Wirkungsgradkennfeldern
existieren grundsätzlich drei Vorgehensweisen:
1. Auslegung und Konstruktion des Elektromotors und anschlie-
ßende numerische FEM2-Kennfeldberechnung
2. Elektrotechnische Modellierung mithilfe von Ersatzschaltbildern
und anschließende analytische Kennfeldberechnung
3. Skalierungs- und Interpolationsmethoden auf Basis existierender
Elektromotoren bzw. Kennfelder
Hafner et al. [44] geben für eine vereinfachte FEM-Berechnung eines
Wirkungsgradkennfelds sieben Stunden an. Hierbei ist noch nicht die
2 Finite-Elemente-Methode.
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zur Auslegung und Konstruktion benötigte Zeit berücksichtigt. Nach
Abdelli et al. [1] und Magand et al. [65] ist ein Verfahren zur Rechen-
zeitminimierung nötig, das durch eine geeignete Modellreduktion von
der FEM-Simulation hin zu kennfeldbasierten Ansätzen führt. Wegen
der hohen Berechnungszeit und den eingeschränkten Möglichkeit zur
Automatisierung des Prozesses, wird der Weg einer FEM-Berechnung
nicht weiter untersucht.
Als Alternative werden beispielsweise bei Grunditz [42] analytische
Berechnungsmodelle für den Elektromotor und die Leistungselektronik
eingesetzt, um η-Kennfelder für eine quasistationäre Fahrzeugsimula-
tion zu erzeugen. Bei der Modellierung mit Ersatzschaltbildern zur
Berechnung von quasistationären Wirkungsgradkennfeldern sind je-
doch detaillierte Kennwerte zu maschinenspezifischen Eigenschaften,
wie den inneren Widerständen, den Induktivitäten und dem magne-
tischen Fluss, erforderlich [98], [18]. Diese Werte können erst nach
der Auslegung des Elektromotors bestimmt werden und sind nur für
eine spezifische EM-Auslegung gültig [48]. Eine Variation der Kenn-
feldform ist folglich nicht ohne weitere Auslegungen möglich und eine
Automatisierung ebenfalls problematisch.
Le Berr et al. [61] stellen einen interessanten Ansatz zur analytischen
Berechnung von η-Kennfeldern vor, der ebenfalls die Regelstrategie
der LE anpasst und berücksichtigt. Gemäß der Quelle erstellt das
entwickelte „EMTool“ in „kurzer“ Zeit die benötigten Kennfelder auf
Basis voreingestellter Material- und Geometriekennwerte. Notwendige
Eingaben durch einen Nutzer beschränken sich auf Leistung, Dreh-
moment, Drehzahl und Spannungslage [9]. Es bleibt unklar, ob die
Kennfeldcharakteristik geändert werden kann.
In der Gruppe der Skalierungs- und Interpolationsmethoden findet
sich eine Vielzahl unterschiedlicher Ansätze. Bei Bücherl [20], [21] wird
eine analytische Modellierung mit Längen- und Durchmesserskalierung
des Elektromotors kombiniert. Ein ähnliches Verfahren wird bei Bert-
ram [13] verwendet. Oftmals zum Einsatz kommen in diesem Kontext
die sogenannten Wachstumsgesetze, die einen Zusammenhang zwi-
schen Größenänderung und dem Verlustverhalten eines Elektromotors
herstellen [95]. Änderungen im Wirkungsgradverhalten der LE können
daraus nicht abgeleitet werden. Bei Thanheiser et al. [103] werden
Kennfelder durch Skalierung der Verluste ausgehend vom Nennpunkt
einer bestehenden Maschine erzeugt. Bei Sehab et al. [90] kommen
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für eine Skalierung statische Verlustkennfelder eines Elektromotors
unabhängig von dessen Bauart oder Leistung zum Einsatz.
Keine dieser Skalierungs- und Interpolationsmethoden bietet die
Möglichkeit, eine Lage- oder Formänderung des ηopt-Bereichs gezielt
zu untersuchen, wie es im Rahmen dieser Arbeit notwendig ist. Aus
diesem Grund wird ein eigenes Verfahren entwickelt, dass im nächsten
Abschnitt vorgestellt wird.
4.2.1.2 Eigenes Verfahren zur Kennfelderstellung
Für den Entwurf einer eigenen Methode zur η-Kennfelderstellung kann
nur ein kennfeldbasierter Ansatz in Betracht kommen. Die Anforderun-
gen bezüglich Rechenzeit und Automatisierbarkeit zusammen mit den
Ausführungen im letzten Abschnitt schließen andere Verfahren aus. Zur
Realisierung einer eigenen kennfeldbasierten EM-Modellierung wird im
ersten Schritt ein Datenpool aus kombinierten EM und LE Wirkungs-
gradkennfeldern der beiden EM-Typen aufgebaut. Die Kennfelder stam-
men entweder aus FEM-Simulationen oder von Prüfstandsmessungen
realer Traktionsmaschinen, die sich in Bauform und Leistungsniveau
unterscheiden.
In einem zweiten Schritt werden Drehzahl beziehungsweise Drehmo-
ment aller Kennfelder auf den jeweiligen Maximalwert normiert, um
anschließend die Unterschiede in Form und Lage der Wirkungsgrad-
Isolinien jeweils getrennt für ASM und PSM zu beurteilen. Ziel ist
es, eine möglichst große Spreizung in der Kennfeldcharakteristik ab-
bilden zu können und dabei den Rahmen des technisch Möglichen
nicht zu verlassen. Der Ansatz sieht vor, mittels Interpolation zwischen
zwei Ausgangskennfeldern eine neue Kennfeldcharakteristik zu erzeu-
gen. Um die zu erzeugenden Kennfelder ebenfalls für unterschiedliche
Leistungen erstellen zu können, werden bei der Auswahl Kennfelder
bevorzugt, die für unterschiedliche Leistungen vorliegen. Solche Kenn-
feldserien, bei denen üblicherweise zur Leistungssteigerung lediglich
die aktive Länge des Elektromotors variiert wird, sollen im Weiteren
als Baureihe bezeichnet werden. Es werden je EM-Typ drei Baureihen
verwendet, die in Abbildung 4.1 exemplarisch für PSM dargestellt sind
(vgl. Abb. A.5, S. 136). Zur Unterscheidung wird die Variable BRTyp
eingeführt. Der Wertebereich [−1, 0] bezeichnet das erste Baureihen-
paar, der Bereich [0, 1] entsprechend das zweite Paar. Ganzzahlige
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Abbildung 4.1: PSM Ausgangskennfelder für BRTyp = −1 (links) bis
BRTyp = 1 (rechts) zur Kennfeldskalierung zwischen 65 kW und 195 kW.
Damit ebenfalls vorhandene Schleppverluste berücksichtigt werden
können, wird statt des Wirkungsgrads die Verlustleistung als Inter-
polationsgröße verwendet. Um überdies nur den Einfluss der Kenn-
feldcharakteristik zu untersuchen und die Ergebnisse der angestrebten
Optimierung nicht durch unterschiedliche Maximalwerte zwischen den
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Werte bezeichnen jeweils das Ausgangskennfeld. Außen positioniert
(BRTyp = −1 bzw. 1) befinden sich die Kennfelder mit den geringsten
Übereinstimmungen. Zur Erstellung neuer Kennfeldcharakteristiken
kann nun zwischen benachbarten Baureihen paarweise stufenlos inter-
poliert werden. Folglich stellt die mittlere Baureihe (vgl. Abb. 4.1)
BRTyp = 0 keine Linearkombination der äußeren Baureihen dar. Viel-
mehr handelt es sich um eine eigenständige Baureihe, die von den
äußeren Baureihen zur Interpolation lediglich gemeinsam genutzt wird.
4.2 Modellierung der Komponenten
Ausgangskennfeldern zu beeinflussen, werden die Verlustleistungen
auf die Maximalleistung der Elektromotoren normiert und allen ein
leistungsabhängiger Maximalwert zugewiesen. Durch die Leistungsab-
hängigkeit des Wertes kommen die in den Wachstumsgesetzen abgebil-
deten Zusammenhänge zum Tragen. Abbildung 4.2 stellt exemplarisch
ein normiertes Wirkungsgrad- bzw. Verlustleistungskennfeld dar.






































































Abbildung 4.2: normiertes Wirkungsgrad- und Verlustleistungskennfeld.
(a) stellt eine der drei verwendeten Baureihen zur Beschreibung der Wir-
kungsgradcharakteristik dar. Damit ebenfalls Schleppverluste berücksichtigt
werden können, wird bei der Kennfelderstellung die bezogene Verlustleistung
(b) zugrunde gelegt. Entsprechend der jeweiligen Regressionsfunktion und
der gewünschten Zielleistung werden die Verlustleistungen anschließend neu
zugewiesen.
Um die Leistung variieren zu können und gleichzeitig die resultie-
rende Veränderung der Verlustleistung zu berücksichtigen, wird für
jede Drehzahl- und Drehmomentkombination eine Regressionsfunktion
durch die vorhandenen Datenpunkte gelegt. Bei drei Baureihen stehen
für die jeweilige Regression entsprechend drei Datenpunkte zur Verfü-
gung. Die Regressionsfunktionen beschreiben damit den tatsächlichen
Wachstumszusammenhang der verwendeten Baureihen vergleichbar mit
den bereits erwähnten Wachstumsgesetzen. Zur Erstellung eines neuen
Verlustleistungs- bzw. η-Kennfelds für eine geänderte EM-Leistung
wird nun jeder Punkt des normierten Verlustleistungskennfelds ent-
sprechend der jeweiligen Regressionsfunktion verändert. Abbildung
4.3 stellt exemplarisch eine Regressionsfunktion dar.
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Abbildung 4.3: Exemplarische Regressionsfunktion der Verlustleistung
für eine Drehzahl- und Drehmomentkombination der normierten Verlustleis-
tungskennfelder. Zur Bestimmung neuer Kennfelder werden die bezogenen
normierten Verlustleistungskennfelder entsprechend der gewünschten Ziel-
leistung mithilfe der jeweiligen Regressionsfunktion an jedem Gitterpunkt
verändert.
Der Verlauf von maximaler Drehzahl beziehungsweise Drehmoment
wird in vergleichbarer Weise angepasst. Hier wird ebenfalls eine Regres-
sionsfunktion durch die vorhandenen Datenpunkte gelegt. Mit der so
interpolierten Volllastlinie kann die Normierung des Verlustleistungs-
kennfelds zurückgenommen werden und die tatsächliche Verlustleistung
entsprechend der neuen Maschinenleistung bestimmt werden.
Abbildung 4.1 stellt die verwendeten Ausgangskennfelder zur In-
terpolation unterschiedlicher Kennfeldcharakteristika und Leistungen
für PSM exemplarisch dar. Zu beachten ist, dass innerhalb der PSM-
Baureihen sowohl Hochdrehzahl- als auch Hochmoment-EM vertreten
sind. Die PSM der BRTyp = 1 verfügt über einen deutlich größeren
Durchmesser als die anderen Elektromotoren des Datenpools, sodass
ein signifikant höheres Maximalmoment und eine bedeutend niedrigere
Maximaldrehzahl erreicht werden.
Die Berechnung des Gewichts und der rotatorischen Massenträgheit
erfolgt durch eine leistungsabhängige Regressionsfunktion gemäß den
Werten der verwendeten Baureihen. Die Ergebnisse liegen in einem
ähnlichen Bereich wie von Schad et al. [86] angegeben. Das entspre-
chend der Antriebstopologie veränderte Fahrzeuggewicht wird so bei
der Ermittlung der Zielfunktionswerte berücksichtigt. Das Gewicht
der Leistungselektronik wird als konstant angenommen.
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4.2.2 Modellierung des Getriebes
Gemäß der Übersicht der Systemvariablen in Tabelle 3.2 (S. 32) sollen
1G-Getriebe und 2G-Getriebe untersucht werden können. Für beide Ge-
triebevarianten wurden aufwändige Simulationsmodelle mit Software
der KISSsoft AG erstellt und Verlustleistungskennfelder berechnet [54].
Berücksichtigt werden hier neben Plansch- und Dichtungsverlusten
auch die lastabhängigen und -unabhängigen Anteile der Zahnreibungs-
und Lagerverluste [99], [73]. Ebenfalls im jeweiligen Kennfeld abgebil-
det sind die Leerlaufverluste der Getriebe sowie die des Differentials.
Als 1G-Getriebe wurde ein zweistufiges Getriebe modelliert. Das 2G-
Getriebe wurde nach Sorniotti et al. [97] als effizienzoptimiertes last-
schaltbares Getriebe modelliert. Die Bauform mit Trockenkupplung
wurde unter Mitwirkung der Firmen VOCIS und Oerlikon-Graziano
speziell für Elektrofahrzeuge entwickelt und patentiert. Die jeweiligen
Kennfelder sind im Anhang zu finden (vgl. Abb. A.1.1, S. 134). Für
das 1G-Getriebe wird von 20 kg Gesamtmasse ausgegangen. Für das
2G-Getriebe werden 39 kg mehr veranschlagt [97]. Die Fahrzeugmasse
wird entsprechend angepasst.
Je nach Wahl der Systemvariablen wird in der Antriebstopologie eine
Abkoppeleinrichtung verwendet. Diese wird bei 1G-Getrieben durch
eine zusätzliche Kupplung (CL) zwischen Elektromotor und Getriebe
realisiert. Die rotatorische Massenträgheit wird gemäß Tabelle 4.1
berücksichtigt. Bei einem 2G-Getriebe wird davon ausgegangen, dass
das Getriebe in Neutralposition geschaltet werden kann. In diesem
Fall kann eine Abkopplung ohne die zusätzlichen rotatorischen Massen
einer Kupplung erfolgen. Ein Antriebsstrang mit einem 2G-Getriebe
verfügt somit immer auch über eine Abkoppeleinrichtung.
Die Wahl der jeweiligen Übersetzung erfolgt durch den Optimie-
rungsbaustein des DSE-Frameworks innerhalb der zulässigen Grenzen
(vgl. Tab. 6.1, S. 86). Die Wahl der Spreizung zwischen dem ersten
und zweiten Gang wird durch die Festlegung der oberen beziehungs-
weise unteren Grenze des zulässigen Bereichs beschränkt. Anders als
bei Eghtessad [29] werden eventuell auftretende Zugkraftlücken bei
ungünstig gewählter Spreizung nicht von vornherein ausgeschlossen.
Resultat kann eine hohe Beschleunigungszeit bis zum Erreichen der
Höchstgeschwindigkeit oder eine nicht abbildbare Drehmomentanfor-
derung an den Elektromotor während der Zyklusfahrt sein. Beide
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Fälle führen jedoch zu einer schlechten Bewertung der betreffenden
Topologie durch den Optimierungsbaustein, sodass sie nicht in der
Lösungsmenge auftauchen.
In der Fahrleistungssimulation ist das 2G-Getriebe lastschaltbar ab-
gebildet, sodass zugkraftunterbrechungsfreie Schaltungen möglich sind.
In diesem Fall wird das während eines Schaltvorgangs am Getriebeaus-
gang anliegende Drehmoment maßgeblich von zwei Faktoren bestimmt:
dem zu überwindenden Drehzahlunterschied und der rotatorischen
Massenträgheit des Elektromotors. Eine eventuell resultierende Dreh-
momentüberhöhung ist entsprechend modelliert. Es wird vereinfachend
davon ausgegangen, dass das während des Schaltvorgangs abgegebene
maximale Motormoment linear zwischen alter und neuer Übersetzung
verläuft. Die Schaltdauer kann überdies frei gewählt werden.
4.2.3 Weitere Antriebsstrangkomponenten
Weitere mechanische Verluste: Abgesehen von den Verlusten in
Elektromotor und Getriebe sind insbesondere zur korrekten Ermittlung
des Energieverbrauchs weitere Verlustkomponenten von Bedeutung
(vgl. 2, S. 9). Dies sind:
• Wellen- und Radlagerverluste
• Restbremsmomente der hydraulischen Bremse
• Der Rollwiderstand
Die zusätzlichen Verlustmomente der beiden erstgenannten Kompo-
nenten sind durch eine Regressionsfunktion abgebildet. Die zugrunde
gelegten Daten stammen aus Messungen oder den Herstellerangaben.
Die Rollwiderstandswerte sind reifenspezifisch durch eine Kennlinie
abgebildet.
Energiespeicher: Der Energiespeicher des Fahrzeugs ist nicht Teil
der Untersuchung und daher stark vereinfacht modelliert. Für eine
erste Abschätzung des Wirkungsgradeinflusses der Batterie auf den
Rekuperationswirkungsgrad in Abschnitt 6.2 (S. 115), wird entspre-
chend den Untersuchungen von Omar et al. [76] von durchschnittlich
92 % Lade- bzw. Entladewirkungsgrad ausgegangen.
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4.3 Ermittlung des Energieverbrauchs
Zunächst werden die verwendete Fahrzeugmodellierung sowie die ein-
gesetzten Bewertungszyklen vorgestellt. Ebenfalls wird in diesem Ab-
schnitt die besondere Bedeutung der Betriebsstrategie hergeleitet und
deren Realisierung erläutert.
4.3.1 Modellierung des Fahrzeugs
Zur Ermittlung des Energieverbrauchs wird das Fahrzeug als Punkt-
masse aufgefasst. Das Fahrzeuggewicht repräsentiert das Leergewicht
ohne Antriebsstrang (Elektromotor und Getriebe). Abhängig von der
zu untersuchenden Topologie werden die Gewichte für Motoren und
Getriebe entsprechend der Teilmodelle (vgl. 4.2.1 und 4.2.2) addiert
und die rotatorischen Trägheitsmomente ermittelt. Zur Berechnung
der Fahrwiderstandsgleichungen (vgl. 2.1, S. 9) müssen die Kennwerte
gemäß Tabelle 4.1 vor Simulationsbeginn bekannt sein. Für die quasi-
stationäre Simulation werden die rotatorischen Trägheitsmomente in
äquivalente Ersatzmassen umgerechnet (vgl. 2.1, S. 9). Im Rahmen
der dynamischen Fahrleistungssimulation (vgl. 4.4) werden sie direkt
berücksichtigt. Zur Verbrauchsermittlung wird, von den berechneten
Fahrwiderständen ausgehend, das erforderliche Motormoment für alle
zur Verfügung stehenden Übersetzungsstufen bestimmt. Dabei wer-
den die zusätzlichen mechanischen Verluste (vgl. 4.2.3) zwischen Rad
und Getriebe sowie anschließend die auftretenden Getriebeverluste je
Übersetzungsstufe addiert.
4.3.2 Bewertungszyklen
Zur Ermittlung des Energieverbrauchs und Bewertung einer Antriebs-
topologie ist der Einsatz eines Bewertungszyklus zweckmäßig [62].
Durch eine Berechnung anhand von einzelnen stationären Lastpunk-
ten, wie es beispielsweise bei Besselink et al. [14] stattfindet, kann
der Energieverbrauch im realen Fahrbetrieb nicht ermittelt werden.
Aufgrund der instationären Fahrzustände, die hier auftreten, ist zur
korrekten Energieverbrauchsermittlung ein instationärer Bewertungs-
zyklus notwendig.
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Tabelle 4.1: In der Simulation berücksichtigte Fahrzeugparameter.
Parameter Einheit Beschreibung
𝑚Fzg kg Fahrzeuggewicht ohne Antriebsstrang
𝑐w - Luftwiderstandsbeiwert
𝐴 𝑚2 Stirnfläche
𝑟dyn,VA m ∅ dyn. Abrollradius VA
𝑟dyn,HA m ∅ dyn. Abrollradius HA
𝑓r - Rollwiderstandsbeiwert, 𝑓r = 𝑓(𝑣)
𝐽EM,VA kgm2 rot. Trägheitsmoment EM VA
𝐽Getr,VA kgm2 rot. Trägheitsmoment Getriebe VA
𝐽Kuppl,VA kgm2 rot. Trägheitsmoment Kupplung VA
𝐽Br,VA kgm2 rot. Trägheitsmoment Bremse VA
𝐽Rad,VA kgm2 rot. Trägheitsmoment Rad VA
𝐽EM,HA kgm2 rot. Trägheitsmoment EM HA
𝐽Getr,HA kgm2 rot. Trägheitsmoment Getriebe HA
𝐽Kuppl,HA kgm2 rot. Trägheitsmoment Kupplung HA
𝐽Br,HA kgm2 rot. Trägheitsmoment Bremse HA
𝐽Rad,HA kgm2 rot. Trägheitsmoment Rad HA
𝑙 m Radstand
𝑠h m Schwerpunkthöhe
𝑠v m Schwerpunktabstand zur VA
Ein Zyklus wird beschrieben durch ein Geschwindigkeitsprofil als Funk-
tion der Zeit in Sekunden. Neben dem zur Typisierung von Fahrzeugen
in Europa vorgeschriebenen Neuen Europäischen Fahrzyklus (NEFZ)
existiert eine Vielzahl weiterer Fahrprofile. Der NEFZ stellt ein syn-
thetisches Profil dar. Mit dem Ziel das tatsächliche Nutzerverhalten
abzubilden und somit realistische Emissions- und Verbrauchsprognosen
für Kraftfahrzeuge erstellen zu können, wurde der Common Artemis
Driving Cycle (CADC) entwickelt [5], [6]. Verschiedene Untersuchungen
haben die Vergleichbarkeit des CADC mit dem realen Nutzerverhalten
bestätigt [107]. Thanheiser et al. [102] oder auch Badin et al. [9] weisen
auf die besondere Bedeutung des Nutzungsszenarios bzw. des Fahrzy-
klus für eine optimale Wahl der Antriebstopologie hin. Entsprechend
der Zielsetzung dieser Arbeit, die Reichweite von Elektrofahrzeugen im
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Kundenbetrieb zu vergrößern, wird der CADC-1503 als kundennaher
Referenzzyklus festgelegt. Zu Vergleichszwecken werden die Topolo-
gieanalysen ebenfalls für den NEFZ durchgeführt (vgl. 6.2, S. 115).
Zum Vergleich der beiden Zyklen sind in Tabelle 4.2 die wichtigs-
ten Kennzahlen der Fahrprofile gegenübergestellt. Zusätzlich sind in
Anhang A.3 in Abbildung A.6 Sankey-Diagramme zur Analyse der
zyklusbedingten Energieströme zu finden.
Tabelle 4.2: Kennzahlen der Fahrzyklen CADC-150 und NEFZ nach [11].
Parameter Einheit CADC-150 NEFZ
Gesamtdistanz km 51,7 11,0
Gesamtzeit s 3143 1180
Fahrzeit s 2913 939
Beschleunigungsfahrzeit s 1211 278
Anteil Beschleunigungs-
an Fahrzeit - 41,6% 29,6%
∅ Fahrgeschwindigkeit4 km/h 63,9 42,3
Maximal Geschwindigkeit km/h 150,4 120
∅ pos. Beschleunigung m/s2 0,371 0,528
Anzahl der
Beschleunigungen - 139 31
4.3.3 Bedeutung der Betriebsstrategie
In Anlehnung an Liebl et al. [62] wird unter dem Begriff „Betriebsstra-
tegie“ die Art der Ansteuerung aller Komponenten des Antriebsstrangs
verstanden, die einen Einfluss auf die Zielgrößen Energieverbrauch
und Beschleunigungszeit haben. Nur unter der Voraussetzung einer
für die jeweils untersuchte Topologie optimalen Betriebsstrategie kann
die Forschungsfrage (vgl. 1.3, S. 4) nach dem Einfluss sowohl der
Komponenteneigenschaften wie auch der Topologie selbst, beantwortet
werden. Entscheidend ist, dass die verwendete Betriebsstrategie für
3 150 steht für die im Zyklus erzielte Höchstgeschwindigkeit. Zusätzlich existiert
ein CADC-130 für Fahrzeuge mit begrenzter Höchstgeschwindigkeit.
4 ohne Standphasen.
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alle möglichen Kombinationen von Topologie- und Komponenteneigen-
schaften optimal sein muss. Eine Verzerrung der Simulationsergebnisse
infolge eventuell getroffener Vereinfachungen, die einen Teil der zu
untersuchenden Varianten bevorzugt, muss vermieden werden. Auf-
grund der unterschiedlichen Anforderungen werden für die Zielgrößen
Energieverbrauch und Beschleunigungszeit zwei getrennte Strategien
definiert.
4.3.4 Verbrauchsminimale Betriebsstrategie
Für die Verbrauchsermittlung scheidet eine regelbasierte Betriebsstra-
tegie folglich aus, da die Optimalität nicht für jede mögliche Topologie
sichergestellt werden kann. Eine lokale Optimierung einzelner Kompo-
nenten oder Teilsysteme, wie u. a. von Eghtessad [29] vorgeschlagen,
birgt die Gefahr, eine für das Gesamtsystem Fahrzeug suboptima-
le Strategie zu verwenden. Eine Suche der Minimalverbräuche für
jeden Zykluslastpunkt wie bei Yuan et al. [110] oder Heckelmann
et al. [47] führt insbesondere für den Fall nah beieinander liegen-
der Verbrauchswerte, die bei mehrgängigen Antriebsstrangtopologien
auftreten können, zu unerwünschten Effekten. Dies können eine ho-
he Gangwechselfrequenz oder das häufige An- bzw. Abkoppeln eines
Elektromotors sein. Um zusätzlich die energetischen Kosten aller Zu-
standsübergänge des Systems berücksichtigen zu können und zu einer
topologiespezifischen, global optimalen Betriebsstrategie zu kommen,
wird das Verfahren der dynamischen Programmierung eingesetzt. Die
Optimierungsgröße ist hier nicht der Geschwindigkeitsverlauf des (un-
veränderlichen) Fahrzyklus, sondern die beschriebene Komponenten-
steuerung. Wie in [106] gezeigt, unterscheiden sich die resultierenden
Lastkollektive der Elektromotoren bei einer Betriebsstrategiedefini-
tion durch Minimalwertsuche je Zyklusschritt teilweise deutlich von
jenen, die mithilfe der dynamischen Programmierung bestimmt wur-
den. Dies ist ein weiteres Argument für den Einsatz der dynamischen
Programmierung im Rahmen der Betriebsstrategiedefinition.
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4.3.4.1 Funktionsweise der dynamischen Programmierung
Der Einsatz von dynamischer Programmierung als Methode zur Be-
triebsstrategiedefinition ist insbesondere im Bereich der Hybridfahr-
zeugentwicklung ein etabliertes Vorgehen [109], [105], [74]. Radke stellt
in [82] die Verwendung des Verfahrens für ein komplexes Optimalsteue-
rungsproblem vor. Sowohl bei Radke [82] als auch bei Bellman [12] wird
das Funktionsprinzip des Verfahrens ausführlich beschrieben. Deshalb
wird die Funktionsweise nachfolgend lediglich kurz skizziert.
Dynamische Programmierung ist ein Verfahren zur Lösung mehrstu-
figer, diskreter Entscheidungsprozesse. Die Grundidee besteht in einer
stufenweisen Suche der optimalen Lösung innerhalb aller möglicher
Permutationen der jeweiligen Stufe anstatt einer erschöpfenden Suche
über alle Stufen hinweg. Jeder Entscheidungsstufe wird ein definierter
Wert in Abhängigkeit von der jeweiligen Vorgängerentscheidung zuge-
wiesen. Durch diese Vorgehensweise wird das Optimierungsproblem in
viele separat lösbare Teilprobleme zerlegt. In einem letzten Schritt wird
rekursiv der global optimale Entscheidungspfad anhand der vorher
gelösten Teilprobleme bestimmt. Durch die Notwendigkeit lediglich
einer Rekursion kann die Gesamtberechnungszeit im Vergleich zur
erschöpfenden Suche deutlich reduziert werden. Dies gilt insbesondere,
falls eine rechenzeitminimale Lösung der Teilprobleme verwendet wird.
Das rekursive Verfahren lässt sich formulieren durch:
TN (xN ) = gN (xN ) (4.1)
Ti(xi) = min
ui∈Ui(xi)
{gi(xi, ui) + Ti+1 (φ(xi, ui))} , (4.2)
i = N − 1, N − 2, . . . , 0
Mit:
g Kostenfunktion
i Laufvariable des mehrstufigen Entscheidungsproblems
u Steuergröße
x Zustandsgröße des Systems
N Letzter Schritt des Entscheidungsproblems
T Gesamtkosten
U Raum der Steuergrößen
X Zustandsraum des Systems
φ Zeitdiskrete Systemfunktion
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Abhängig von dem jeweiligen Systemzustand xi und der gewählten
Steuergröße ui ergeben sich die Kosten gi(xi, ui) je Entscheidungsstufe.
Die Gesamtkosten Ti(xi) ergeben sich rekursiv aus den Kosten der
jeweiligen Entscheidungsstufe sowie den Gesamtkosten des Nachfolge-
zustands Ti+1 (φ(xi, ui)). Beginnend bei N −1 bestimmt das Verfahren
anschließend die optimale Abfolge der Steuergrößen u∗i (xi).
4.3.4.2 Anwendung im DSE-Framework
Zur Anwendung im DSE-Framework wird die zeitliche Diskretisierung
des Bewertungszyklus (vgl. 4.3.2) verwendet. Die Steuergrößen ui sind:
• Leistungsverteilung zwischen den vorhandenen Elektromotoren
• Gangwahl
• Zustand der Abkoppeleinrichtung
Für jeden Zyklusschritt wird entsprechend ein Set an optimalen Steu-
ergrößen bestimmt, die den Zyklusverbrauch minimieren. Die Kosten-
funktion gi(xi, ui) setzt sich aus zwei Komponenten zusammen: Den
statischen Kosten, die der aufgenommenen elektrischen Energie der
Elektromotoren je Zykluspunkt entsprechen, und den dynamischen
Kosten, die durch eventuelle Zustandswechsel entstehen. In Abbildung
4.4 ist exemplarisch ein Berechnungsschritt dargestellt.
Die statischen Kosten werden je Elektromotor anhand der Verlustleis-
tungskennfelder (vgl. 4.2.1) entsprechend der im Fahrzeugmodell (vgl.
4.3.1) ermittelten Zugkraftanforderung bestimmt. Über die Steuergrö-
ße Leistungsverteilung kann die im Fahrzeugmodell berechnete Last in
diskreten Stufen zwischen den vorhandenen Elektromotoren aufgeteilt
werden. Folglich ergibt sich für jeden Elektromotor je Zykluspunkt
eine Vielzahl möglicher Lastpunkte.
Die dynamischen Kosten werden hier als Wechselkosten ci bezeich-
net. Sie entstehen im Falle eines Wechsels der Zustandsgröße xi durch
die geänderte Rotationsenergie des Elektromotors infolge einer Dreh-
zahlanpassung bei Gangwechsel oder dem An- bzw. Abkoppeln. Ist
eine Kupplung verbaut, wird vereinfachend davon ausgegangen, dass
deren rotatorische Trägheit zur Hälfte berücksichtigt werden muss.
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Abbildung 4.4: Exemplarische Darstellung eines Berechnungsschritts der
dynamischen Programmierung für die Steuergrößen Leistungsverteilung und
Gangwahl. Der jeweilige Funktionswert Ti(xi) setzt sich zusammen aus den
statischen Kosten je Zykluspunkt und den Wechselkosten ci(xi, ui). Die
statischen Kosten werden bestimmt durch die jeweilige Leistungsverteilung
zwischen den vorhandenen Elektromotoren sowie dem gewählten Gang. Die
Wechselkosten werden durch eventuell vorhandene Drehzahlunterschiede
bestimmt. Zur Ermittlung von Ti(xi) werden die Kosten von jedem möglichen
Nachfolger berücksichtigt und das jeweilige Minimum gespeichert.
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Diese mechanische Energie wird mithilfe eines durchschnittlichen EM-
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, falls (𝜔𝑖(𝑥𝑖, 𝑢𝑖) − 𝜔𝑖(𝑥𝑖+1, 𝑢𝑖+1)) < 0




𝐻EM Antriebs- bzw. Rekuperationswirkungsgrad
𝐽EM rot. Trägheitsmoment Elektromotor
𝐽Kuppl rot. Trägheitsmoment Kupplung
𝜂EM Durchschnittlicher EM-Wirkungsgrad
𝜔𝑖 Winkelgeschwindigkeit Elektromotor
Durch die zusätzliche Berücksichtigung der energetischen Kosten für
jeden Zustandsübergang kann nun für jede Topologie beziehungsweise
Komponentenvariation eine global optimale Betriebsstrategie bestimmt
werden. Gleichzeitig liegt der Wert des resultierenden Zyklusverbrauchs
im letzten Berechnungsschritt 𝑇𝑁 (𝑥𝑁 ) bereits vor. Somit liefert das
vorgestellte Verfahren sowohl die Betriebsstrategiedefinition als auch
den Verbrauchswert. Ein separates Validierungsmodell zur Bestimmung
des Energieverbrauchs ist somit nicht erforderlich.
Bei der Implementierung des vorgestellten Verfahrens wurde beson-
ders darauf geachtet, die Berechnungszeit zur Lösung der Teilprobleme
gering zu halten. Mithilfe der von Matlab® unterstützten Matrixope-
rationen können Schleifen weitgehend vermieden werden und alle Lö-
sungen eines Teilproblems innerhalb einer Rechenoperation bestimmt
werden. Des Weiteren wurden Teile der erstellten Simulationsmodelle
in C-Code überführt, um die Rechenzeit weiter zu verkürzen.
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Wie in Abschnitt 4.1.3 begründet, ist zur Ermittlung der Fahrleistungs-
werte, insbesondere der Beschleunigungszeit tACC, eine Vorwärtssimu-
lation notwendig. Dazu wird ein für den Einsatz im DSE-Framework
geeignetes parametrierbares Fahrzeugmodell in Matlab® Simulink auf-
gebaut. In Abbildung 4.5 sind die wichtigsten Komponenten des Mo-
dells schematisch dargestellt.
Elektromotor Schlupfregelung Getriebe 
Berechnung: 









Abbildung 4.5: Schematische Darstellung des Matlab® Simulink-Modells
zur Ermittlung der Beschleunigungszeit tACC.
Die umgesetzte Längsdynamiksimulation bedient sich der Fahrwider-
standsgleichungen zur Bestimmung der erforderlichen Antriebskraft
beziehungsweise des vorhandenen Zugkraftüberschusses. Insbesondere
um eine präzise Nachbildung der dynamischen Effekte an der Schlupf-
grenze abbilden zu können, ist hier die Modellierungstiefe ausgeprägt.
Grundsätzlich greift das Modell auf dieselben Kennfelder beziehungs-
weise Kenngrößen (vgl. Tab. 4.1) zu wie auch das Modell zur Ermitt-
lung des Verbrauchs.
4.4.1 Aufbau und Komponenten des Modells
Um eine möglichst große Vergleichbarkeit mit einer zur Verfügung
stehenden, validierten Referenzsimulation in AVL Cruise (vgl. 4.5)
herzustellen, werden alle für das Beschleunigungsverhalten relevan-
ten Fahrzeugkomponenten möglichst ähnlich realisiert. Neben den
geometrischen Beziehungen des Aufbaus zur Ermittlung der dynami-
schen Radlasten sind insbesondere folgende Elemente kennfeld- bzw.
kennlinienbasiert modelliert:
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Reifen: Wie auch bei der Rückwärtssimulation ist eine geschwindig-
keitsabhängige Rollwiderstandskurve hinterlegt. Zusätzlich wird eine
Zugkraft-Schlupf-Kurve gemäß Herstellerangabe bzw. Prüfstandsmes-
sung verwendet [19].
Getriebe: Alle Kennfelder und Parameter, wie in 4.2.2 beschrieben,
werden berücksichtigt.
Elektromotor: Es wird die Volllastlinie des Elektromotors entspre-
chend der EM-Modellierung (vgl. 4.2.1) verwendet.
Weitere Verlustkomponenten: Wellen- und Radlagerverluste sowie
Restbremsmomente werden, wie in 4.2.3 beschrieben, berücksichtigt.
Zur Berücksichtigung der rotatorischen Trägheitsmassen werden die
Parameter nach Tabelle 4.1 eingesetzt.
Eine Schlupfregelung ist als PI-Regler realisiert. Hier wird je Achse
auf das jeweilige Kraftschlussmaximum gemäß der Zugkraft-Schlupf-






Da zur Minimierung der Beschleunigungszeit die am Rad anliegende
und auf die Straße übertragbare Antriebskraft ausschlaggebend ist,
maximiert die in der Fahrleistungssimulation verwendete Betriebsstra-
tegie diese Größe. Falls mehrere Elektromotoren vorhanden sind, wird
zwischen ihnen keine Lastverteilung vorgenommen. Sofern kein Rege-
leingriff der Traktionskontrolle vorliegt, werden alle Motoren entlang
der Volllastlinie betrieben. Ein Regeleingriff führt zu einer Begrenzung
des Motormoments, sodass sich ein vorgegebener Zielschlupfwert am
Rad einstellt. Als weiterer Parameter einer Betriebsstrategie verbleibt
somit lediglich die Wahl des Gangs. Zur Radmomentmaximierung
wird in jedem Berechnungsschritt geprüft, welcher Gang das höhere
Radmoment liefert und dieser gewählt.
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Zur Sicherung der Ergebnisqualität ist die Validierung von Simulations-
modellen von großer Bedeutung. Dazu wird üblicherweise ein Vergleich
zwischen real gemessenen und simulierten Werten desselben Systems
angestellt. Im vorliegenden Fall werden Simulationsmodelle im DSE-
Framework eingesetzt, um vorher unbekannte Systemzusammenhänge
zu erkennen. Die vorgestellte Methode (vgl. 3.2.2, S. 23) findet folglich
in einer sehr frühen Phase der Produktentwicklung Anwendung. Phy-
sisch existente Prototypen, die Vergleichsdaten liefern könnten, stehen
üblicherweise nicht zur Verfügung. Um dennoch die Modellgüte prüfen
und zeigen zu können, dass die für das Untersuchungsziel relevanten
Größen korrekt berechnet werden, wird ein Vergleich zu einer vali-
dierten Gesamtfahrzeugsimulation durchgeführt. In der Software AVL
Cruise der AVL List GmbH ist ein elektrischer Sportwagenprototyp
nachgebildet. Die detaillierte, dynamische Vorwärtssimulation wurde in
einem vorangegangenen Projekt anhand von Rollenprüfstandsmessun-
gen beziehungsweise Beschleunigungstests des Prototypen angepasst
und validiert. Das simulierte Fahrzeug verfügt über eine zweimotorige
AWD-Topologie mit jeweils einem 1G-Getriebe.
Zur Validierung wurden die notwendigen Kennlinien und -größen
(vgl. Tab. 4.1) aus der AVL Cruise-Simulation übernommen. Verglichen
werden die für das jeweilige Untersuchungsziel relevanten Größen. Dies
ist für den Energieverbrauch der Drehmomentverlauf am Elektromotor.
Für die Zielgröße Beschleunigungszeit wird der Geschwindigkeitsverlauf
einer Volllastbeschleunigung verwendet.
4.5.1 Validierung des Verbrauchsmodells
Die Realisierung der Verbrauchsberechnung (vgl. 4.3.1) als Rückwärts-
simulation führt durch den fehlenden Fahrereinfluss sowie die vereinfa-
chenden und idealisierenden Annahmen zu einem exakten Nachbilden
der Sollgeschwindigkeit. Besonders bei synthetischen Prüfzyklen wie
dem NEFZ (vgl. 4.3.2) mit zahlreichen, im mathematischen Sinne
nicht stetig differenzierbaren Bereichen, führt dies zu Abweichungen
zwischen dynamischer Vorwärts- und quasistationärer Rückwärtssimu-
lation. Um die Rechenzeitvorteile des gewählten Verfahrens weiterhin
nutzen zu können und gleichzeitig die Ergebnisqualität des berechneten
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Drehmomentverlaufs zu erhöhen, wird folgende Anpassung vorgenom-
men: Es wird nicht das Originalgeschwindigkeitsprofil als Sollvorgabe
verwendet, sondern das Ergebnis einer virtuellen Zyklusfahrt des Fahr-
zeugs in der Referenzsimulation. Durch den berücksichtigten Fahrregler
und den kausalen Aufbau der Wirkketten (vgl. 4.1.3) in der Vorwärts-
simulation hat das resultierende Geschwindigkeitsprofil einen glatten
(stetig differenzierbaren) Verlauf. Erwartungsgemäß führt der Einsatz
eines derart veränderten Zyklus als Vorgabeprofil zu einem ähnlichen
Drehmomentverlauf wie bei der AVL Cruise-Simulation. Exemplarisch
ist in Abbildung 4.6 eine der größten Abweichungen dargestellt.


















Abbildung 4.6: Ausschnitt aus dem Simulationsvergleich der Drehmo-
mentverläufe zwischen AVL Cruise und Matlab®. Die maximale Abweichung
im dargestellten Ausschnitt beträgt 3,8 Nm.
Die Abweichung der insgesamt umgesetzten mechanischen Energie
zwischen beiden Simulationen beträgt 0,6 %. Zusätzlich wird als Maß-
zahl zur Bewertung der Simulationsgüte die Wurzel des mittleren
quadratischen Fehlers (RMSE) der Drehmomentverläufe berechnet.
Zur besseren Vergleichbarkeit wird der Wert anschließend mit den
Drehmomentwerten der Referenzsimulation normalisiert (NRMSE).
Es ergibt sich ein Vorhersagefehler der Matlab®-Simulation für das
Motormoment von 0,9 %. Für die mechanische Leistung ergibt sich ein
NRMSE-Wert von 0,2 %.
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4.5.2 Validierung des Fahrleistungsmodells
Zur Validierung des Simulink-Modells wird die absolute Zeit tACC für
eine 0−100 km/h Beschleunigung sowie der zugrunde liegende Geschwin-
digkeitsverlauf verglichen. Dieser Vergleich wird für unterschiedliche
Übersetzungsstufen bei 1G- und 2G-Getrieben durchgeführt, um die
Validität für verschiedene Radmoment- bzw. Radschlupfverläufe si-
cherzustellen.














































Abbildung 4.7: Vergleich der Simulationsergebnisse einer Volllastbeschleu-
nigung zwischen Referenzmodell in AVL Cruise und Matlab® Simulink.
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Allrad-Topologie mit je einem Elektromotor pro Achse und einer vmax-
Zielauslegung von 200 km/h wird das Motordrehmoment an der HA
zu Beginn des Beschleunigungsvorgangs durch die Schlupfregelung
begrenzt (vgl. 4.4.1). Beide Verläufe in Abbildung 4.7 (b) sind nahezu
identisch. Mit tACC-Werten von 5,35 (AVL Cruise) und 5,31 (Simu-
link) Sekunden und somit einer Abweichung von weniger als 1% kann
das Ergebnis als hinreichend exakt betrachtet werden. Im Falle einer
deutlichen Verkürzung der Hinterachsübersetzung liefert das Simulink-
Modell bis zu 0,15 Sekunden kürzere Beschleunigungszeiten als das
Referenzmodell. Dies ist neben der vereinfachten Reifen- bzw. Schlupf-
modellierung, die zu einer leicht höheren Drehmomentübertragung
führt, auf unterschiedliche Regler bzw. DGL-Lösungsverfahren zurück-
zuführen. Auf die Tauglichkeit des Modells für das DSE-Framework
hat dies jedoch keinen Einfluss, da die erzielte Genauigkeit für die
angestrebte Vertiefung des Systemverständnisses ausreichend ist.
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In Abbildung 4.7 ist zusätzlich zum Geschwindigkeitsverlauf (a) der
Verlauf des Radschlupfs an der HA (b) dargestellt. Bei dem hier ver-
wendeten Fahrzeug A (vgl. Tab. 6.2, S. 87) mit einer eingängigen
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Zu Beginn dieses Kapitels wird ein Überblick zu aktuellen Forschungs-
ergebnissen im Bereich der Topologieoptimierung gegeben. Es folgt
eine Vorstellung von verschiedenen Methoden zur Designraumana-
lyse in Abschnitt 5.2. Das Konzept der Pareto-Optimalität wird
anschließend in Abschnitt 5.3 eingeführt. In Abschnitt 5.4 werden
Möglichkeiten zur Designraumanalyse mithilfe der Versuchsplanung
genauer beleuchtet. Als Alternative dazu werden in Abschnitt 5.5 mul-
tikriterielle Optimierungsverfahren dargestellt. Abschließend wird
in Abschnitt 5.6 der eingesetzte Algorithmus vorgestellt und dessen
Funktionsweise erläutert.
5.1 Stand der Forschung
Die Aktualität des behandelten Themas hat in den vergangenen Jahren
zu verstärkten Forschungsaktivitäten geführt. Das Bestreben den Ge-
samtwirkungsgrad und damit die Reichweite von Elektrofahrzeugen zu
steigern, eint alle Arbeiten. Die Untersuchungsschwerpunkte unterschei-
den sich jedoch teilweise stark ebenso wie die Art der Modellierung bzw.
die Freiheitsgrade innerhalb der Komponentenmodelle. Gleiches gilt
für die eingesetzten Optimierungsmethoden. Primär fokussiert werden
kleine und leichte Fahrzeuge für den Einsatz im urbanen Raum. Der
Einfluss der Charakteristik des E-Maschinenwirkungsgradkennfelds
(der DV BRTyp) zusätzlich zur Maschinenleistung (PEM) wird nicht
untersucht. Die Bestimmung einer energieoptimalen Betriebs- bzw.
Schaltstrategie (vgl. 4.3.3, S. 51) findet teilweise nicht oder durch
Minimalwertsuche je Zyklusschritt statt.
Das Feld der verwendeten Verfahren zur Identifikation optimaler
Topologien reicht von Heuristiken mit vollfaktoriellen Versuchsplänen
unter anderem bei Pesce [80] über Skalarisierungsverfahren z. B. bei
Eghtessad [29] oder Felden et al. [34] bis hin zur mehrkriteriellen
Optimierung mit unterschiedlichen Algorithmen. Bei Moses [70] wer-
den genetische Algorithmen zur Optimierung von Elektrofahrzeugen
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eingesetzt. Die Fahrzeuge sind mithilfe neuronaler Netze modelliert.
Bertram et al. [13] verwenden einen Particle Swarm Ansatz.
Obwohl das Spektrum der untersuchten Topologien und eingesetzten
Verfahren groß ist und ein direkter Vergleich der Ergebnisse folglich
oft nicht möglich ist, lassen sich etliche übereinstimmende Aussagen
zum Beispiel zur idealen Übersetzungswahl oder zur Eignung des
Maschinentyps finden.
5.2 Methoden zur Designraumanalyse
In Abschnitt 3.3.3 (S. 27) wurde bereits auf die Rolle des Optimierungs-
bausteins im realisierten DSE-Framework eingegangen. Nachfolgend
ist die Frage zu diskutieren, auf welche Weise die notwendige rechen-
zeitminimale Suche im Designraum erfolgen kann.
Grundsätzliches Ziel des DSE-Frameworks (vgl. Abb. 3.4, S. 29) ist,
den Zusammenhang zwischen Designraum und Bildraum herzustellen.
Im konkreten Fall werden die auszuwertenden Zielfunktionen durch
verschiedene Validierungsmodelle repräsentiert (vgl. 4.2, S. 41). Um
Berechnungszeiten gering zu halten, basieren diese Modelle teilweise
oder vollständig auf statischen Kennfeldern. Diese Art der Modellie-
rung und damit der Zielfunktionsauswertung schließt eine explizite
mathematische Darstellung der Abbildung aus. In Abgrenzung zu
White-Box-Modellen, bei denen alle Systemzusammenhänge zugäng-
lich und analytisch beschreibbar sind, wird hier von einer Black-Box-
Modellierung gesprochen [87], [43]. Die Suche nach einem Verfahren
zur Analyse des Designraums (DR) muss sich folglich auf Methoden
konzentrieren, die sich für Black-Box-Modelle eignen. Diese Prämisse
führt auf die statistische Versuchsplanung (Design of Experiments,
DoE) als möglichen Ansatz: Um den Testaufwand einer erschöpfenden
Suche zu reduzieren, wird hier mithilfe statistischer Methoden versucht,
für ein unbekanntes (Black-Box-)Modell den Zusammenhang zwischen
Systemeingang und -ausgang zu finden [93].
Eine zweite Alternative eröffnet sich, wenn das formulierte Ziel
der Designraumanalyse weiter präzisiert werden kann, um es in ein
Optimierungsproblem zu überführen: Entsprechend der im Entwick-
lungsprozess definierten Systemanforderungen ist für jedes Validie-
rungsmodell ein zulässiger Maximal- oder Minimalwert definiert, den
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das Zielsystem erfüllen muss. Dies kann als gleichzeitige Minimierung
beziehungsweise Maximierung mehrerer Zielfunktionen interpretiert
werden und eröffnet das Feld der multikriteriellen Optimierung als
Lösungsansatz [57], [83] [89]. Dem Fachdiskurs entsprechend wird nach-
folgend von Multi-Objective Programming (MOP) gesprochen [67].
Als Grundlage zur Bewertung mehrerer Zielfunktionen wird im
nächsten Abschnitt das Konzept der Pareto-Optimalität eingeführt.
Anschließend werden in den Abschnitten 5.4 und 5.5 die beiden skiz-
zierten Alternativen (DoE und MOP) zur Designraumanalyse näher
beleuchtet, um eine geeignete Methode zu wählen.
5.3 Definition von Pareto-Optimalität
Im Falle einer Optimierung von mehr als zwei Zielfunktionen sind die
bekannten Ordnungsrelationen (<, >,=) zum Vergleich der Zielfunk-
tionswerte ungeeignet. Dennoch ist ein eindeutiges Vergleichskriteri-
um auch bei mehreren konkurrierenden Zielen notwendig. Für diese
multikriteriellen Optimierungsprobleme eignet sich das Konzept der
Pareto-Optimalität.
In Anlehnung an Zitzler et al. [113] kann es wie folgt formuliert wer-
den: Ein Punkt der Lösungsmenge ist genau dann pareto-optimal, wenn
er in keinem seiner Zielfunktionswerte verbessert werden kann, ohne
gleichzeitig einen anderen Zielfunktionswert zu verschlechtern. Letzt-
lich ist es genau dieses Wissen über die Menge der pareto-optimalen
Systemausprägungen, das vom DSE-Framework bereitgestellt werden
muss. Innerhalb dieser Lösungsmenge kann anschließend die präferierte
Kompromiss-Topologie ausgewählt werden.
Grundlage der Pareto-Optimalität ist die Definition der Pareto-
Dominanz für Minimierungsaufgaben.
Definition 1. Pareto-Dominanz: Ein Vektor u ∈ Rn dominiert
einen zweiten Vektor v ∈ Rn, wenn gilt:
uk ≤ vk ∀k ∈ [1, n]
∃l : ul < vl
Diese Dominanz-Relation ist in Abbildung 5.1 dargestellt. Sie besagt,
dass u in allen Dimensionen nicht schlechter ist als v und in mindestens
einer Dimension besser als v [113].
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Abbildung 5.1: Darstellung der Pareto-Dominanz von u über v.
Mithilfe dieser Festlegung lässt sich Pareto-Optimalität definieren [67]:
Definition 2. Pareto-Optimalität: Der Vektor xi = (x1, . . . , xm) ∈
Rm ist pareto-optimal, wenn keine andere Lösung xj = (x1, . . . , xm) ∈




fk (xj) ≤ fk (xi) ∀k ∈ [1, n]
∃l : fl (xj) < fl (xi)
Die Menge der zulässigen, nicht-dominierten Lösungen wird Pareto-
Menge P genannt. Diese Menge ist nicht beschränkt; es können unend-
liche viele Lösungen gefunden werden [67]. Im zweidimensionalen Fall
bilden die Zielfunktionsvektoren die Pareto-Menge auf der Pareto-Front
PF ab, wie in Abbildung 5.2 dargestellt. Bei höheren Dimensionen
entsteht durch die Abbildung der Pareto-Menge aus dem Designraum
in den Bildraum eine Hyperfläche. Es gilt allgemein:
PF = f(P ). (5.1)
Eigenschaften der Pareto-Front: Der durch f(x), x ∈ χ aufgespann-
te Bildraum der zulässigen Lösungen wird als Zielraum bezeichnet.
Die Abbildung der Pareto-Menge P im Bildraum ist immer ein Teil
der Zielraumgrenze. Pareto-Front bzw. -Hyperfläche sind folglich stets
auf dem Rand des Zielraums zu finden. Abbildung 5.2 stellt diesen















(b) Bild- und Zielraum
Abbildung 5.2: Darstellung von Design- und Bildraum. Durch den Funkti-
onszusammenhang des zu untersuchenden Systems wird die zulässige Menge
in den Zielraum überführt. Pareto-Optimale-Lösungen sind stets auf der
Zielraumgrenze zu finden.
Ein Optimierungsproblem wird als konvex bezeichnet, falls sowohl
Pareto-Menge 𝑃 als auch die Pareto-Front 𝑃F konvex sind. Für den
nicht-konvexen Fall können mehrere lokale Minima bzw. lokale Pareto-
Fronten existieren [49]. Insbesondere für Probleme, bei denen keine
analytische Zielfunktion gegeben und das Systemverhalten weitge-
hend unbekannt ist, muss von einem nicht-linearen, nicht-konvexen
Optimierungsproblem ausgegangen werden [48]. Der für den Optimie-
rungsbaustein zu definierende Algorithmus muss mit dieser Klasse des
MOP umgehen können.
5.4 Versuchsplanung
Die Vielzahl an existierenden DoE-Methoden eint das Ziel, einen
gegebenen Designraum derart abzutasten, dass die resultierenden
Funktionswerte im Bildraum für den gesamten Definitionsbereich des
Designraums bekannt sind oder geschätzt werden können [93], [100].
Zur Reduzierung der dazu nötigen Versuche werden die Designva-
riablen (DV) so im Designraum verteilt, dass mithilfe der statisti-
schen Beziehungen (beispielsweise Verteilung, Varianz) anschließend
die Funktionswerte der nicht untersuchten Bereiche des Designraums
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geschätzt werden können. Diese Schätzung findet anhand eines Ap-
proximationsmodells statt, das an die untersuchten Punkte angepasst
wird. Um allerdings eine hohe Modellgüte zu erreichen, müssen die
Eigenschaften des zu beschreibenden Systems im Vorhinein bekannt
sein [56], [23]: Nur bei geeigneter Wahl des Approximationsmodells
kann ein dazu passendes DoE-Verfahren eingesetzt werden. Der Ver-
such, ein quadratisches Systemverhalten durch eine lineare Approxi-
mation zu schätzen, wird beispielsweise unweigerlich scheitern. Für die
Untersuchung von Black-Box-Modellen gibt es Screening-Verfahren,
mit deren Hilfe iterativ ein geeigneter Versuchsplan und das zugehö-
rige Approximationsmodell bestimmt werden kann [55]. Bei gänzlich
unbekanntem Systemverhalten stellt dieses Vorgehen einen sinnvollen
ersten Schritt zur Systemanalyse dar [57]. In diesem Fall sind jedoch
viele Zielfunktionsauswertungen nötig, die der Forderung nach einer
geringen Auswertungsanzahl widersprechen (vgl. 3.3.2, S. 26).
Eine ebenfalls negative Wirkung auf die erforderliche Anzahl an
Funktionsauswertungen entsteht durch den Umstand, dass zur Anpas-
sung eines Approximationsmodells der gesamte Designraum untersucht
werden muss. Häufig führen insbesondere Werte der Designvariablen
am Rand der Definitionsmenge zu den gesuchten Zielfunktionsausprä-
gungen. Aufgrund des linearen Zusammenhangs ist dies beispielsweise
für die Designvariable v1,HA, die Übersetzung des ersten Gangs an
der Hinterachse und den Zielfunktionswert Beschleunigung der Fall.
Eine detaillierte Suche in diesen Randbereichen zu Lasten der für die
Zielerreichung weniger relevanten Regionen des Designraums kann
die Gesamtlaufzeit des DSE-Frameworks weiter reduzieren. Dieses
Vorgehen beschränkt allerdings die möglichen Aussagen über das
Systemverhalten auf den detailliert untersuchten Bereich. Um eine
Entscheidung für einen der beiden Wege zu unterstützen, wird in
Abschnitt 5.4.1 eine Abschätzung der erforderlichen Rechenzeiten
angestellt. Im Falle der Approximation ist eine nachgelagerte Detail-
untersuchung beziehungsweise Optimierung auf Basis des empirischen
Modells wesentlich schneller als die direkte Suche anhand einzelner
Zielfunktionsauswertungen.
Ein weiterer grundsätzlicher Nachteil, der durch die Verwendung
eines Approximationsmodells für die anschließende Systemanalyse
entsteht, ist zu beachten: Auf Basis dieses mehr oder weniger fehler-
behafteten empirischen Modells werden alle folgenden Aussagen über
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eine geeignete Wahl der Designvariablen getroffen. Die Beantwortung
der in Abschnitt 1.3 (S. 4) formulierten Forschungsfrage könnte folglich
nur anhand dieses Modells erfolgen. Da wiederum den Trainingsdaten,
die zur Parameteranpassung des Approximationsmodells verwendet
werden, ebenfalls Modellannahmen zugrunde liegen (vgl. 4.2, S. 41),
addieren sich Modellfehler in schwer kontrollierbarer Weise. Um eine
möglichst hohe Datenqualität sicherzustellen und den Einsatz eines
Approximationsmodells umgehen zu können, muss die Berechnungszeit
der Komponenten- und Validierungsmodelle möglichst gering sein. Falls
die direkte Suche mithilfe der Komponenten- und Validierungsmodelle
vergleichbar viel Zeit in Anspruch nimmt wie die Durchführung eines
DoE und die anschließende Systemoptimierung anhand der resultieren-
den Approximation kann auf das unerwünschte Approximationsmodell
verzichtet werden.
Für die Klasse der multikriteriellen Black-Box Optimierungen in
nicht skalarisierter Form (vgl. 5.5) bieten sich im Wesentlichen zwei
DoE-Ansätze an, um die Pareto-Menge zu finden, die im Folgenden
skizziert werden [67], [93].
5.4.1 Vollfaktorielle Designs
Die Auswertung der Zielfunktionen (ZF) an allen DV-Kombinationen
führt zu einer vollständigen Abbildung des Zielraums. Somit lässt sich
die Pareto-Front als Teil der Zielraumbegrenzung finden (vgl. Abb.
5.2). Dieses Vorgehen wird als vollfaktorielles Design oder erschöpfende
Suche bezeichnet. Die erforderliche Berechnungszeit ist abhängig von
den möglichen Permutationen der Designvariablen sowie der Simulati-
onszeit ts je Zielfunktion. Die Anzahl aller Kombinationsmöglichkeiten
ncDV ergibt sich durch:
ncDV = nnDVv (5.2)
Die Anzahl nDV der eingeführten Designvariablen (vgl. Tab. 5.1) be-
trägt im vorliegenden Fall maximal acht. Da alle Designvariablen stetig
sind, ergeben sich unendlich viele Intervallelemente nv im jeweils zuläs-
sigen Definitionsbereich der Designvariablen. Es ergeben sich unendlich
viele Kombinationsmöglichkeiten ncDV und es gilt:
ncDV = ∞ (5.3)
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Die erforderliche gesamte Berechnungszeit tt ergibt sich mit der Anzahl
auszuwertender Zielfunktionen nZF durch:
tt = ts · nZF · ncDV (5.4)
Selbst für eine sehr kleine Simulationszeit ts je Zielfunktion folgt nach
Gleichung 5.3 eine unendlich lange Berechnungszeit. Bei Beschränkung
des Designraums auf diskrete Stufen statt stetiger Intervalle und
damit einem Wert nv  ∞ ergeben sich nach wie vor unzumutbare
Berechnungszeiten: Die Verwendung von nur fünf Ausprägungsstufen
je Designvariable führt bei insgesamt acht Designvariablen zu 58 ≈
3, 9 · 105 Kombinationsmöglichkeiten. Für eine Berechnungszeit von
20 Sekunden je Variante ergeben sich mit 58 · 20s ≈ 2170 Stunden ≈
90Tage. Eine erschöpfende Suche scheidet somit aus.
5.4.2 Raumfüllende Designs
Ein Ansatz, die erforderlichen Zielfunktionsauswertungen zu reduzie-
ren, besteht darin, im Designraum Testpunkte geschickt zu verteilen;
geschickt insofern, als dass weiterhin der gesamte Designraum ana-
lysiert wird, die Anzahl auszuwertender DV-Tupel jedoch nur eine
Teilmenge aus ncDV ist. Diese raumfüllenden Designs oder Testfelder
müssen folglich derart gestaltet sein, dass alle Wechselwirkungen des
Systems analysiert werden können, ohne dabei die Berechnungszeit tt
eines vollfaktoriellen Versuchs zu erreichen. Auch bei diesem Vorge-
hen wird die Pareto-Front als Randmenge des Zielraums identifiziert.
In den meisten Fällen werden jedoch die berechneten Datenpunkte
des Zielraums genutzt, um ein Approximationsmodell des Systems
zu erstellen. Weitere Untersuchungen zum Systemverhalten können
anschließend an diesem mathematischen Modell durchgeführt werden.
Es existieren verschiedene DoE-Methoden, um ein derartiges raum-
füllendes Test-Design zu erzeugen. Eine generische Strategie ist die
Verwendung der Monte-Carlo-Methode im gesamten Designraum. Ge-
mäß dem Gesetz der großen Zahlen nähert sich das so erzeugte Testfeld
(low discrepancy sequence) erst bei einer hohen Punktedichte bezie-
hungsweise einer häufigen Wiederholung des Monte-Carlo-Versuchs
einer Gleichverteilung an. Der Einsatz von Latin Hypercube Samp-
les (LHS) ist geeigneter und bei Computerexperimenten verbreitet:
Die Anzahl der für eine gleichmäßige Abdeckung des Designraums
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notwendigen Testpunkte ist hier um 50 % geringer im Vergleich zu
gleichverteilten Testpunkten [93]. Bei diesem Verfahren wird jede Di-
mension des Designraums in 𝑛 Subintervalle unterteilt. Zur Erstellung
des LHS wird je Dimension und Subintervall zufällig eine Zahl in
den Grenzen des jeweiligen Subintervalls erzeugt. Damit ist sicher-
gestellt, dass eine wiederholte Untersuchung derselben Faktorstufe
ausgeschlossen ist.
Zur Bewertung der erzeugten Testfelder können verschiedene Gü-
tekriterien eingesetzt werden. Das MaxiMin-Kriterium nach Johnson
et al. [51] bewertet die minimale Distanz zwischen den Punkten eines
Designs. Ziel ist diese zu maximieren, um so eine möglichst gleichver-
teilte Anordnung der Testpunkte im mehrdimensionalen Designraum
zu erreichen. Iterativ kann so beispielsweise ein LHS-Testfeld derart
optimiert werden, dass der komplette Designraum nahezu gleichverteilt
abgedeckt wird. Voraussetzung für eine vollständige Abdeckung ist
selbstredend eine der Größe des Designraums angemessene Zahl an
Testpunkten. Abbildung 5.3 veranschaulicht die beschriebene Optimie-
rung des Designs. Weitere Methoden zur Erzeugung, Bewertung und







Abbildung 5.3: Darstellung von zwei möglichen LHS-Designs. Durch das
optimierte Design kann bei unveränderter Stichprobenanzahl der gesamte
Designraum gleichmäßiger abgetastet werden.
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Die besondere Stärke raumfüllender Designs besteht darin, mit redu-
ziertem Zeitaufwand den gesamten Designraum zu untersuchen. Da im
vorliegenden Fall der Einsatz eines Approximationsmodell vermieden
werden soll und überdies nicht der gesamte Zielraum von Interes-
se ist, stellen Verfahren zur direkten Suche der Pareto-Front durch
multikriterielle Optimierung eine zielführende Alternative dar.
5.5 Multikriterielle Optimierung
Unter dem Begriff MOP wird eine Vielzahl an Methoden zusammenge-
fasst, deren Ziel das simultane Minimieren mehrerer Zielfunktionen ist.
Maximierungsaufgaben werden durch Vorzeichenumkehr als Minimie-
rungsaufgabe formuliert. Charakteristisch für MOP ist die Konkurrenz
der Zielfunktionen untereinander: Die Verbesserung eines Zielwerts
führt häufig zur Verschlechterung eines anderen. Beobachten lässt sich
dies beispielsweise für die Ziele Fahrzeugbeschleunigung und Höchst-
geschwindigkeit bei Variation der Übersetzung eines 1G-Getriebes:
Kurze Übersetzungen führen zu hohen Beschleunigungen, jedoch zu
einer niedrigen Höchstgeschwindigkeit und umgekehrt. Aus diesem
Grund gibt es für diese multikriteriellen Optimierungsprobleme keine
eindeutig optimale Lösung. Vielmehr ist es das Ziel des MOP, die
Menge der Kompromisslösungen zu identifizieren [67]. Um dennoch
ein eindeutiges Kriterium zum Vergleich der unterschiedlichen Lösun-
gen zu haben, wird das in Abschnitt 5.3 beschriebene Prinzip der
Pareto-Optimalität verwendet.
Miettinen [69] unterscheidet zwischen a priori und a posteriori Ver-
fahren. Die oben skizzierte Suche der Pareto-Menge lässt sich den a
posteriori Verfahren zurechnen, da hier eine Entscheidung über die
präferierte Lösung erst nach der eigentlichen simultanen Optimierung
stattfindet. A priori werden jene Verfahren genannt, bei denen die
Präferenzen des Entscheiders bereits vor der Optimierung bekannt
sein müssen. Dies ist bei allen Skalarisierungsverfahren wie etwa der
gewichteten-Summen-Methode der Fall. Die beteiligten Zielfunktionen
werden hier unterschiedlich gewichtet und summiert zu einer Zielfunk-
tion zusammengefasst. Dies hat den Vorteil einer eindeutigen Lösung
anstelle einer Lösungsmenge. Sowohl die Optimierung selbst wie auch
die nachgelagerte Visualisierung der Lösungen sind bedeutend einfa-
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cher als bei den tatsächlich multikriteriellen a posteriori Verfahren.
Da die Pareto-Menge bei Optimierungsaufgaben mit n Zielfunktionen
eine n-dimensionale Hyperfläche bildet, ist sie für große n nicht mehr
visualisierbar.
Ein entscheidender Nachteil der a priori Methoden besteht in der
notwendigen, der Optimierung vorgelagerten Festlegung der Optimie-
rungsprämissen: Der Designraum wird lediglich gemäß dieser Prä-
missen analysiert, ein umfassendes Systemverständnis kann deshalb
nicht gewährleistet werden. Die Positionsbestimmung der gefundenen
Lösung relativ zur (unbekannten) Pareto-Front kann nicht erfolgen;
somit ist keine Aussage über die Güte der gefundenen Lösung gemäß
der Pareto-Optimalität möglich. Bei konvexen Problemen ließe sich die
Pareto-Front durch Variation der Gewichte (bzw. Präferenzen) finden.
Für diesen Fall ist der direkte Einsatz einer a posteriori Methode
jedoch zielführender [33].
Eghtessad wendet in ihrer Untersuchung zu „optimalen Antriebs-
strangkonfigurationen für Elektrofahrzeuge“ [29] die Technik der Ska-
larisierung an. Die Vielzahl der in der Arbeit definierten Zielkriterien
können so zusammengefasst und einzelne Topologien verglichen wer-
den, und zwar auf Basis der a priori vorgenommenen Gewichtung. Für
die Zielsetzung der vorliegenden Arbeit sind a priori Verfahren jedoch
nicht geeignet und werden nicht weiter verfolgt.
5.5.1 Definition des Optimierungsproblems
Bevor in Abschnitt 5.6.2 der eingesetzte Optimierungsalgorithmus
vorgestellt wird, ist nachfolgend das zu lösende Optimierungsproblem
in allgemeiner Form formuliert.
5.5.1.1 Designvariablen
Bei m veränderlichen Designvariablen x = (x1, x2, x3, . . . , xm) werden
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Zur Untersuchung der konkreten Fragestellung (vgl. 1.3, S. 4) werden
die Komponenteneigenschaften in Tabelle 5.1 durch kontinuierliche
Designvariablen repräsentiert und können infolgedessen für alle Topo-
logien stufenlos variiert werden.
Tabelle 5.1: Verwendete Designvariablen
Variable Beschreibung Einheit Werte
BRTyp,VA Form des η-Kennfelds EMVA - [−1, 1]
BRTyp,HA Form des η-Kennfelds EMHA - [−1, 1]
PVA Leistung EMVA kW [65, 195]
PHA Leistung EMHA kW [65, 195]
vi,VA vFzg in Gang i bei nmax,EMVA km/h [10, ∞)
vi,HA vFzg in Gang i bei nmax,EMHA km/h [10, ∞)
















Im Falle von m veränderlichen Designvariablen, die in dem Vektor
xDV zusammengefasst sind, kann die zu minimierende Zielfunktion f
eines Optimierungsproblems allgemein durch










dargestellt werden. Für den Fall von n simultan zu minimierenden Ziel-










Die untersuchten Zielkriterien einer Antriebsstrangtopologie sind der
Energieverbrauch (EV) im Bewertungszyklus, die Zeit für eine Voll-
lastbeschleunigung tACC von 0 bis 100 km/h und die erzielbare Höchst-





Bestimmt werden diese Zielfunktionswerte durch die in Abschnitt 3.3.3
eingeführten Validierungsmodelle.
5.5.1.3 Nebenbedingungen
Wie bereits in 3.5 eingeführt, kann für jede Designvariable ein zulässiger
Wertebereich im Designraum angegeben werden. Allgemein werden
Nebenbedingungen in Form von Gleichungen oder Ungleichungen








⎟⎠ , mit gi (xDV) ≤ 0 ∀i ∈ [1, c] (5.10)
Im DSE-Framework kommen Ungleichungsbedingungen der Form
xilow ≤ xi ≤ xiup (i = 1, . . . , m) (5.11)
für alle Designvariablen zum Einsatz. Die unteren Grenzen xilow sowie
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Hierbei steht LB für lower bound und UB für upper bound. Zusätzlich
werden lineare Ungleichungsbedingungen der Form
A · xDV ≤ b (5.13)
eingesetzt, um kombinierte Beschränkungen für mehrere Designva-
riablen zu formulieren. Die Matrix A wird so definiert, dass die zu
beschränkenden Designvariablen bei dem Lösen der Gleichung berück-
sichtigt werden. In Vektor b werden die jeweiligen Grenzen festgelegt.
Als zulässige Menge χ werden alle Punkte des Designraums bezeich-
net, die die Nebenbedingungen erfüllen.
5.5.2 Optimierung durch genetische Algorithmen
Genetische Algorithmen (GA) orientieren sich in ihrer Funktionsweise
an der biologischen Entwicklungsgeschichte. Einen Einblick in die Viel-
zahl an existierenden Algorithmen bieten u. a. Ghosh und Dehuri [40].
Analog dem Darwinschen Prinzip können sich bei GA nur die besten
Individuen innerhalb einer Population behaupten. Durch Fortpflan-
zung dieser elitären Individuen in Kombination mit einer zufälligen
Mutation entsteht eine neue Generation. Ab hier beginnt der Zyklus
aus Selektion, Kreuzung und Mutation von Neuem. Als Pseudo-Code
ist der Ablauf nachfolgend dargestellt:
i = 0;
Initialisiere eine Startpopulation Pi;
Bewerte Pi;
while i ≤ nGenerations do
if Abbruchkriterium erfüllt then
Optimierung abbrechen;
else
i = i + 1;
Selektion von Individuen Si aus Pi−1;
Variation der Individuen Si;
Bewertung der jeweiligen Fitnesswerte f(Si);
Selektion einer neuen elitären Population Pi = f(Pi + Si);
end
end
Algorithm 1: Pseudo-Code eines genetischen Algorithmus nach [40].
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Die Grundidee bei der multikriteriellen Optimierung mit GA ist, den
Algorithmus derart zu gestalten, dass sich die Population Pi im Verlauf
der Iteration durch den Zielraum in Richtung der Pareto-Front bewegt.
Ideal wäre eine Konvergenz der Population gegen die Pareto-Front
bereits nach wenigen Durchläufen. Das formulierte Ziel einer schnellen
und effektiven Suche der Pareto-Menge könnte so erreicht werden.
Neben der häufigen Verwendung von GA zur Lösung multikriterieller
Optimierungsprobleme [40] sprechen insbesondere deren Eigenschaften
für den Einsatz im DSE-Framework [26], [93]:
• GA stellen ein ableitungsfreies Verfahren dar und sind daher für
Black-Box-Modelle geeignet.
• Sie können mit komplexen, nichtlinearen und nichtstetigen Funk-
tionszusammenhängen arbeiten.
• Durch stochastische Operatoren besteht eine geringe Wahrschein-
lichkeit in lokalen Minima zu verharren.
• Eine Mischung von diskreten und stetigen Designvariablen ist
möglich.
• Die Algorithmen sind gut parallelisierbar und flexibel anpassbar.
Besonders durch die Integration stochastischer Operatoren in Form der
zufälligen Mutation kann ein globales Optimum auch bei zerklüfteten
Zielräumen gefunden werden. Selbst falls sich eine Population Pi zeit-
weise in einem lokalen Minimum konzentriert, besteht die Chance, dass
mutierte Individuen Si der nächsten Generation aus dem aktuellen Tal
‚springen‘ und zu höheren Fitnesswerten f(Si) führen. Jedoch besteht
hier ein Zielkonflikt zwischen der Konvergenzgeschwindigkeit des GA
und seiner Fähigkeit, globale Optima zu finden. Rudolph [84] weist
darauf hin, dass die Einstellungsparameter eines GA grundsätzlich
problemspezifisch anzupassen sind und Lösungsgüte beziehungsweise
Konvergenzgeschwindigkeit stark von ihnen abhängen. Auch Wolpert
et al. [108] verdeutlichen anhand der „No Free Lunch“ Theoreme, dass
die Algorithmen immer problemspezifisch angepasst werden müssen
und es somit keinen universell einsetzbaren GA geben kann.
Welcher Algorithmus für die Topologieoptimierung zum Einsatz
kommt, wird im folgenden Abschnitt erläutert.
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5.6 Eingesetzter Optimierungsalgorithmus
Kang et al. [53] weisen auf die Notwendigkeit einer zielgerichteten
Suche bei der DSE hin. Insbesondere soll die Suchstrategie möglichst
unterschiedliche Lösungen finden und nicht nur einfach andere. Ge-
meint ist hier das Ziel einer großen Diversität der gefundenen Lösungen.
Im Falle von ausschließlich dicht zusammenliegenden Zielfunktions-
werten kann nicht davon ausgegangen werden, dass alle Bereiche der
existierenden Pareto-Front gefunden wurden. Dennoch sollte die Lö-
sungsmenge keine leeren Stellen aufweisen. Für den Einsatz eines GA
im DSE-Framework lassen sich folglich drei Forderungen aufstellen [38]:
• Die Menge der gefundenen dominanten Lösungen soll möglichst
nahe an der tatsächlichen Pareto-Front liegen.
• Die gefundene Front soll möglichst dicht und gleichverteilt besetzt
sein.
• Die gefundenen Lösungen sollen den gesamten Bereich der tat-
sächlichen Pareto-Front abdecken.
In Verbindung mit den beiden formulierten Forderungen nach einer
schnellen Konvergenz sowie einer robusten Pareto-Suche (vgl. 3.3.2,
S. 26) bietet sich für das DSE-Framework der für die vorliegende
Problemklasse etablierte und vielfach eingesetzte elitist Non-dominated
Sorting Genetic Algorithm (NSGA-II) an [27], [40], [112].
Grundsätzlich gilt, dass rechenintensive Zielfunktionsauswertungen
die Anzahl möglicher Lösungen begrenzen. Um trotz reduzierter Men-
ge an Zielfunktionsauswertungen die Konvergenzgeschwindigkeit und
Robustheit des NSGA-II weiter zu verbessern, wird in einem zweiten
Schritt ein eigener Optimierungsalgorithmus auf Basis des NSGA-II
entwickelt. Zunächst soll jedoch diese Basis im folgenden Abschnitt
vorgestellt werden.
5.6.1 Funktionsweise des NSGA-II
Abbildung 5.4 (a) stellt den Ablauf des NSGA-II schematisch dar.
Analog zur Formulierung im Pseudo-Code (vgl. Alg. 1) wird zunächst
eine zufällige Startpopulation Pi erzeugt. Im vorliegenden Fall werden




Startpopulation   
Population    
Kreuzung Mutation 
Variation von  
Simulation der 
neuen Individuen 
Population   
Iteration 
neue Individuen 
Elitepopulation   
Selektion  
Selektion  






Variation von  
Realwerte  
Schätzwerte  der mutierten 
Individuen aus Metamodell 
Schätzwerte 





Funktionswerte der mutierten Individuen 
(b) Modellassistierte Erweiterung des NSGA-II
Abbildung 5.4: (a) Ablauf des ursprünglichen NSGA-II und (b) der mo-
dellassistierten Erweiterung. Durch die Erweiterung entsteht ein zusätzlicher
Pfad zur modellassistierten Prüfung der mutierten Individuen. Für die
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an Sets von DV-Werten erzeugt, um Popsize Topologien, die als In-
dividuen bezeichnet werden, zu erzeugen. Dann werden diese Indivi-
duen simuliert und im Bildraum nach dem Pareto-Prinzip (vgl. 5.3)
bewertet, damit anschließend die pareto-dominanten Individuen se-
lektiert werden können. Diese Bewertung und Selektion wird auch
non-dominated-sorting genannt und gibt dem NSGA-II seinen Namen.
Um anschließend eine neue, von der Startpopulation verschiedene Ge-
neration zu erzeugen, werden die selektierten Individuen Si entweder
gekreuzt oder durch einen Mutationsoperator zufällig variiert. Durch
Simulation dieser neuen Topologien werden die Funktions- bzw. Fit-
nesswerte der Individuen anschließend bestimmt. Als Besonderheit
des NSGA-II werden im folgenden Schritt nun die besten Individuen
der Vorgängergeneration Pi und die gesamte soeben erzeugte Gene-
ration Pi+1 zusammengeführt. Im letzten Schritt findet erneut eine
Fitnesszuweisung und Selektion der Individuen gemäß dem Pareto-
Prinzip statt, um die elitäre (pareto-dominante) Population mithilfe
des non-dominated-sorting zu bestimmen.
Der Schritt des Zusammenführens und anschließenden Festlegens
der elitären Population stellt sicher, dass bei geeigneter Populations-
größe keine bisher gefundene pareto-optimale Lösung im Verlauf der
Optimierung verloren gehen kann, solange sie nicht von einer anderen
Lösung dominiert wird. Die im vorangegangenen Abschnitt formu-
lierte Forderung nach einer dichten und gleichverteilten Besetzung
der Pareto-Front lässt sich u. a. durch die gewählte Populationsgröße
Popsize beeinflussen: Nur bei ausreichend hoher Anzahl an Individuen
innerhalb einer Generation kann der Designraum vollständig abgetas-
tet werden. Nachteil hoher Popsize-Werte ist allerdings der Anstieg
der Berechnungszeit für die Zielfunktionsauswertungen.
Die Forderungen nach einer Konvergenz gegen die tatsächliche Front
beziehungsweise einer vollständigen Abdeckung des gesamten Bereichs
der Front kann im Wesentlichen durch das Mengenverhältnis von
gekreuzten zu mutierten Individuen sowie den Kreuzungs- und Muta-
tionsoperatoren selbst beeinflusst werden: Nur bei ausreichend großem
Anteil an geeignet mutierten Individuen kann ein Verharren in lokalen
Minima verhindert werden. Gleichzeitig wird eine vollständige Un-
tersuchung des Designraums sichergestellt, sodass die Pareto-Front
ausreichend dicht besetzt ist. Ein hoher Mutationsanteil führt jedoch
zu einer verzögerten Konvergenz und damit zu hohen Laufzeiten des
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Algorithmus. Vergleichbar zu den Ideen des Simulated Annealing kann
deshalb die Intensität der Mutation im Verlauf der Iterationen redu-
ziert werden [41].
5.6.2 Modellassistierte Erweiterung des NSGA-II
Um auch bei rechenintensiven Zielfunktionsauswertungen die Zeit bis
zur Konvergenz des Algorithmus niedrig zu halten, erscheint eine
Weiterentwicklung des NSGA-II sinnvoll. Hierbei wird vorrangig das
Ziel verfolgt, mit einer möglichst geringen Anzahl an Zielfunktions-
auswertungen die Pareto-Front hinreichend genau abbilden zu können.
Dies kann zum einen durch eine geeignete Wahl der Startpopulation
unterstützt werden. Fateh et al. [33] erreichen die notwendige vorge-
schaltete Optimierung der Startpopulation beispielsweise durch den
Einsatz von Spieltheorie. Zum anderen besteht ein zweiter, vielver-
sprechender Ansatz zur Laufzeitverkürzung in der Vorabbewertung
möglicher Lösungen anhand einer weniger zeitintensiven Zielfunkti-
onsberechnung: Individuen einer Population, die lediglich mit einem
Metamodell bewertetet und gemäß der Fitnesszuweisung favorisiert
sind werden mit dem exakten, jedoch zeitintensiven Systemmodell
berechnet. Bittner et al. [15] erreichen dies beispielsweise durch den
Einsatz eines Kriging-Modells in der Optimierung.
Beide Ansätze werden von Fünfgeld in [38] untersucht und mithilfe
der Optimization Toolbox™ von Matlab® (Version R2013b) für das
DSE-Framework passend umgesetzt. Abbildung 5.4 (b) zeigt den sche-
matischen Ablauf der entstandenen NSGA-II-Erweiterung. Der direkte
Pfad von der Variation der Individuen zur neuen Population Pi+1 wird
unterbrochen und in zwei Pfade geteilt: Die durch Kreuzung erzeugten
Individuen werden, wie auch vorher zur Funktionswertbestimmung,
direkt simuliert. Der Pfad der mutierten Individuen wird jedoch durch
ein vorgeschaltetes Metamodell mit anschließender Fitnesszuweisung
und Selektion erweitert. Für eine deutlich höhere Anzahl mutierter
Kandidaten als sie für die gewählte Populationsgröße Popsize erfor-
derlich wäre, werden nun die Funktionswerte durch das Metamodell
geschätzt. Anschließend wird das non-dominated-sorting verwendet,
um die Elitepopulation P̂i+1 zu bestimmen. Im nächsten Schritt wird
lediglich ein definierter Anteil dieser elitären, nicht-dominierten Lö-
sungen mit dem zeitintensiven Simulationsmodell berechnet und der
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neuen Population Pi+1 zugeführt. Bei einer hohen Modellgüte des
Metamodells sind die Abweichungen zwischen Schätzwerten P̂i+1 und
den simulierten Werten Pi+1 marginal. Fünfgeld [38] setzt als Meta-
modell ein neuronales Netz (NN) mit zwei versteckten Ebenen ein.
Die Festlegung der Neuronenzahl je Ebene erfolgt nach Siebertz [93]
in Abhängigkeit der Anzahl an Zielgrößen und Designvariablen. Als
Trainingsdaten werden alle im Verlauf der Optimierung simulierten
Funktionswerte verwendet. Bereits nach wenigen Iterationen erreicht
das NN ein Bestimmtheitsmaß von R2 ≥ 0, 99. Zur Erzeugung der
mutierten Kandidaten wird um jeden selektierten Mutationskandidat
Si eine definierte Anzahl normalverteilter Punkte erstellt. Die Funkti-
onswerte dieser mutierten Individuen werden anschließend durch das
neuronale Netz geschätzt.
Als Kreuzungs-Operator wird die von der Optimization Toolbox™
bereitgestellte Methode scattered verwendet. Die Gene beider Eltern-
individuen, hier die DV-Werte, werden zufällig vermischt und so ein
neues Individuum mit DV-Werten beider Ursprungsindividuen erzeugt.
Damit auch die zweite erwähnte Möglichkeit zur Anpassung des
NSGA-II, die Wahl einer geeigneten Startpopulation, ausgeschöpft
werden kann, wird diese Population nicht wie üblich nach dem Monte-
Carlo-Verfahren erzeugt. Um den gesamten Designraum bereits bei
der ersten Iteration des Optimierers abzutasten, werden stattdessen
Latin Hypercube Samples (vgl. 5.4.2, S. 70) eingesetzt. Auf diese Weise
kann bereits mit vergleichsweise wenigen Punkten eine gleichmäßige
Abdeckung des Designraums gewährleistet werden.
In [38] wird die Leistungsfähigkeit des erweiterten NSGA-II so-
wohl mithilfe analytischer Testfunktionen als auch mit der in dieser
Arbeit verwendeten Problemformulierung bewertet. Es wird gezeigt,
dass bereits nach deutlich geringerer Anzahl an Iterationsschritten
ein robustes Ergebnis gefunden wird. Nach [38] benötigt der unver-
änderte NSGA-II somit in erster Näherung die fünffache Anzahl an
Funktionsauswertungen.
5.6.3 Automatisierung des DSE-Frameworks
Zur automatisierten Suche der Pareto-Fronten sind alle, in Matlab®
erstellten Funktionen des Optimierers sowie der Komponenten- und
Validierungsmodelle entsprechend dem DSE-Framework (vgl. Abb. 3.4,
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S. 29) in einem Skript zusammengefasst. Die Parallelisierungsfähig-
keit der Optimization Toolbox™ wird genutzt, um alle erforderlichen
Berechnungen der jeweiligen Funktionen simultan durchzuführen. So
werden die Funktionswerte aller Individuen einer Generation parallel
auf mehreren CPU-Kernen berechnet und anschließend zur Ermittlung
der Elitepopulation zusammengeführt. Zusammen mit den weiteren
Maßnahmen zur Rechenzeitreduzierung (vgl. 4, S. 37) führt dies bei
einer sechsfachen Parallelisierung auf einem Intel® Xeon® mit E5-2680
CPU und 65 GB RAM, abhängig von der Komplexität der simulierten
Topologie, zu Laufzeiten zwischen 15 Minuten bei einmotorigen und
0,5 bis 6 Stunden bei mehrmotorigen Antriebssträngen je Topologie.
Die große Spreizung ist auf die Berechnungszeit der Betriebsstrategie
zurückzuführen: Der Berechnungsaufwand der dynamischen Program-
mierung wächst exponentiell mit der Anzahl der Freiheitsgrade inner-
halb einer Topologie. Eine AWD-Topologie mit einem 2G-Getriebe pro
Achse und Abkoppeleinrichtung führt zu den höchsten Berechnungs-
zeiten. Insgesamt ergeben sich etwa 2,5 Tage zur Berechnung aller
Pareto-Fronten für den Fahrzyklus (CADC) mit dem DSE-Framework.
Durch eine Erhöhung des Parallelisierungsgrads ließe sich dieser Wert
weiter reduzieren.
Ergebnis dieser Übertragung von Ideen der Design Space Explora-
tion auf das vorliegende Problem der Antriebsstrangoptimierung ist
somit ein Set von Matlab®-Codes, deren Zusammenspiel eine gezielte
und effiziente Bestimmung einer Pareto-Front ermöglicht. Als Folge
der modellassistierten Erweiterung des NSGA-II und der robust ge-
stalteten Konvergenzkriterien des Algorithmus ist bei Veränderung
des zu untersuchenden Systems kein nennenswerter Einfluss auf die
Funktionstüchtigkeit des DSE-Frameworks zu beobachten. Sowohl für
unterschiedliche analytische Testfunktionen als auch für verschiedene
Fahrzeugvarianten (vgl. Tab. 6.2, S. 87) wird die Pareto-Front in kurzer
Zeit gefunden.
Unter der Annahme, dass sich das zu untersuchende System in Bezug
auf Form und Eigenschaften (insbesondere Stetigkeit und Konvexität)
der Pareto-Front nicht grundsätzlich ändert, kann davon ausgegangen
werden, dass die vorgestellte DSE-Realisierung ohne Änderungen eben-
falls zur Analyse anderer Systeme genutzt werden kann. Dazu müssen
lediglich Komponenten- und Validierungsmodelle entsprechend ausge-
tauscht werden und die eventuell geänderte Anzahl an Zielfunktionen
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und Designvariablen dem Optimierungsalgorithmus übergeben werden.
Somit besteht die größte Herausforderung bei der Übertragung des
realisierten DSE-Frameworks auf andere Problemstellungen nicht in
der Anpassung des Frameworks selbst, sondern in der Erstellung der
notwendigen Komponenten- und Validierungsmodelle.
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In diesem Kapitel wird das erstellte DSE-Framework exemplarisch
zur Optimierung eines konkreten Sportwagenprojekts eingesetzt. Die
Ergebnisse werden analysiert und die Zusammenhänge zwischen
Design- und Bildraum dargestellt. Beginnend in Abschnitt 6.1 mit
einem Gesamtüberblick aller Pareto-Fronten folgen Detailanalysen
zum Einfluss der Komponenteneigenschaften bei PSM-Topologien
in Abschnitt 6.1.1 sowie für ASM- und Misch-Topologien in den
Abschnitten 6.1.2 und 6.1.3. Anschließend wird in Abschnitt 6.2
die Analyse mit einem geänderten Fahrzyklus, beziehungsweise in
Abschnitt 6.3 mit einem geänderten Fahrzeug erneut durchlaufen, um
etwaige Wechselwirkungen zu identifizieren. In Abschnitt 6.4 werden
die Ergebnisse zusammengefasst und Auslegungsregeln formuliert.
Hinweis: Am Ende eines jeden Abschnitts werden die wichtigsten Er-
kenntnisse in Form von Kernaussagen zusammengefasst. Eine Übersicht
aller Kernaussagen ist in Anhang A.2 zu finden. Die Zusammenfassungen
haben folgendes Format:
Kernaussagen zu: Hinweis
• · · ·
6.1 Einfluss von Topologie und
Komponenteneigenschaften
Im Folgenden werden die Simulationsergebnisse der automatisierten
Suche vorgestellt und analysiert. Um eine schnelle Konvergenz der
Optimierung zu begünstigen, wurde der zulässige Designraum durch
Nebenbedingungen beschränkt. Die für die Optimierung gültigen Ne-
benbedingungen sind in Tabelle 6.1 zusammengefasst.
Um das Systemverständnis zu vertiefen und für die gewählte Fahr-
zeugklasse gültige Auslegungskriterien zu identifizieren, orientiert sich
die Interpretation der Ergebnisse an den variierten Antriebsstrang-
komponenten (Systemvariablen) beziehungsweise deren Eigenschaften
(Designvariablen). Aufgrund der bereits angesprochenen gesteiger-
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Tabelle 6.1: Angewandte Nebenbedingungen der Optimierung.
Variable Beschreibung Einheit Werte
BRTyp,VA Form des η-Kennfelds EMVA - [−1, 1]
BRTyp,HA Form des η-Kennfelds EMHA - [−1, 1]
PVA Leistung EMVA kW [65, 195]
PHA Leistung EMHA kW [65, 195]
PGesamt Systemleistung kW [160, 250]
Für 1G-Getriebe gilt:
v1,VA vFzg in Gang 1 bei nmax,EMVA km/h [180, 260]
v1,HA vFzg in Gang 1 bei nmax,EMHA km/h [180, 260]
Für 2G-Getriebe gilt:
v1,VA vFzg in Gang 1 bei nmax,EMVA km/h [80, 160]
v1,HA vFzg in Gang 1 bei nmax,EMHA km/h [80, 160]
v2,VA vFzg in Gang 2 bei nmax,EMVA km/h [180, 240]
v2,HA vFzg in Gang 2 bei nmax,EMHA km/h [180, 240]
Der Einfluss eines geänderten Zielfahrzeugs wird in Abschnitt 6.3
diskutiert. Zur Ermittlung des Energieverbrauchs wurde der CADC
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ten Komplexität bei einer mehrdimensionalen Ergebnisauswertung
und anschließenden Visualisierung wird ein zweistufiges Vorgehen
angewandt: Zunächst werden die Simulationsergebnisse im zweidi-
mensionalen Raum mit den Zielkriterien Energieverbrauch (EV) und
Beschleunigungszeit (tACC) analysiert. Anschließend werden Einfluss
und Wechselwirkungen der dritten Dimension in Form der Zielgröße
vmax bewertet. Die vorgestellten Ergebnisse haben ihre Gültigkeit für
das Fahrzeug A gemäß Tabelle 6.2. Es handelt sich hierbei um einen
fiktiven Sportwagen, dessen Fahrleistungswerte für die Beschleuni-
gung bei tACC ≤ 4, 5 Sekunden und für die Höchstgeschwindigkeit bei
vmax ≥ 200 km/h liegen sollen. Fahrzeug B beschreibt wiederum eine
fiktive Oberklasse-Sportlimousine. Für dieses Segment wird tACC ≤ 5
Sekunden und vmax ≥ 230 km/h als Zielkorridor angenommen. Der
Energieverbrauch ist jeweils zu minimieren. Alle Werte in Tabelle 6.2
orientieren sich an existierenden Fahrzeugen des jeweiligen Segments.
6.1 Einfluss von Topologie und Komponenteneigenschaften
(vgl. 4.3.2, S. 49) verwendet. In Abschnitt 6.2 wird auf die Folgen eines
geänderten Bewertungszyklus eingegangen.
Tabelle 6.2: Fahrzeugparameter der bewerteten Zielfahrzeuge.
Parameter Einheit Fahrzeug A Fahrzeug B
mFzg kg 1725 2290
cw - 0,3 0,26
A m2 1,98 2,4
rdyn,VA m 0,328 0,368
rdyn,HA m 0,341 0,368









l m 2,475 2,85
sh m 0,49 0,419
sv m 1,29 1,482
Ein Überblick über die Kurvenschar der Pareto-Fronten jener Topolo-
gien, die die Beschleunigungsanforderungen des Sportwagensegments
erfüllen, ist in Abbildung 6.1 dargestellt. Zur besseren Übersichtlich-
keit wurden nah beieinanderliegende Fronten zu einem gemeinsamen
Bereich zusammengefasst. Die Benennung der jeweiligen Topologien
erfolgt achsweise, separiert durch eine vertikale Linie. Durch Semikolon
getrennt werden alle Komponenten der VA beziehungsweise der HA
aufgezählt. Somit steht die Bezeichnung PSM; 1G | PSM; CL; 1G
für eine Topologie bestehend aus einer PSM mit 1G-Getriebe an der
VA und einer PSM mit Kupplung und 1G-Getriebe an der HA. Die
einmotorige Topologie n/a | PSM; CL; 1G verwendet ausschließlich
an der HA einen Elektromotor.
Bei der ersten Begutachtung von Abbildung 6.1 fällt auf, dass im
Bereich von Beschleunigungszeiten unterhalb von fünf Sekunden drei
Bereiche dominieren. Diese erscheinen entlang der x-Achse parallel
versetzt und in ihrem Verlauf grundsätzlich ähnlich zu sein. Werden
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PSM; 1G | PSM; CL; 1G oder 2G 














166 168 170 172 174 176 178 180 
ASM | ASM mit allen 
Permutationen der SV 
n/a | ASM; 2G 
ASM; 1G | n/a PSM; 1G | PSM; 1G 
Mischvarianten ASM | PSM oder PSM | ASM 
mit allen Permutationen der SV 
n/a | PSM; 1G 
Abbildung 6.1: Übersicht der Pareto-Front-Bereiche relevanter Antriebsto-
pologien von Fahrzeug A im CADC. Die Benennung der Topologien erfolgt
achsweise, separiert durch eine vertikale Linie. Durch Semikolon sind alle
Komponenten der jeweiligen Achse getrennt.
Die in Abschnitt 1.3 formulierte Hypothese Durch eine geeignete
Topologie- und Komponentenauslegung lässt sich der Energieverbrauch
von Elektrofahrzeugen senken, ohne dabei die Fahrleistungswerte zu
beeinflussen lässt sich für den in Abbildung 6.1 wiedergegebenen zwei-
dimensionalen Fall bestätigen. Abbildung 6.2 zeigt einen Ausschnitt
aus Abbildung 6.1, um diesen Sachverhalt zu verdeutlichen. Abgebil-
det sind die prozentualen Verbrauchsunterschiede für unterschiedliche
Topologien mit vergleichbaren Beschleunigungszeiten. Die maximale
Ersparnis von 6% würde bei einer angenommenen nutzbaren Batterie-
kapazität von 30 kWh zu einer Reichweitensteigerung um 10 km auf
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sie sich in Form, Ausdehnung und Lage im Koordinatensystem teil-
weise stark unterscheiden. Dies deutet auf einen signifikanten Einfluss
sowohl der Zusammenstellung der eingesetzten Komponenten (also
der mithilfe der Systemvariablen festgelegten Topologie) als auch der
Komponenteneigenschaften (also der jeweiligen Designvariablen) hin.
wiederum alle dargestellten Bereiche betrachtet, ist zu erkennen, dass
6.1 Einfluss von Topologie und Komponenteneigenschaften
insgesamt 180 km führen. Alternativ ließe sich bei unveränderter Ziel-









166 170 174 178 
∆𝐸𝐸𝐸𝐸 ≈ 6 % 
PSM 
ASM 
PSM & ASM 
∆𝐸𝐸𝐸𝐸 ≈ 1 % 
Abbildung 6.2: Topologiebedingter Verbrauchsunterschied für Fahrzeug
A im CADC mit Beschleunigungszeiten ≤ 4, 1 Sekunden.
Die ebenfalls in Abschnitt 1.3 gestellte Frage nach dem energetischen
Nutzen mehrmotoriger Topologien lässt sich bereits an dieser Stelle,
zumindest für reine PSM-Antriebsstränge, positiv beantworten: Abbil-
dung 6.1 zeigt, dass das absolute EV-Minimum nur mit einer AWD-
Topologie erreicht werden kann. Der Wert der AWD-Topologie ist
um 0,4 % (0,7 Wh/km) niedriger als bei einem RWD-Antriebsstrang.
Überdies wird dieses Minimum bei ebenfalls deutlich kürzerer Be-
schleunigungszeit erreicht. Beide Zielkriterien sind somit besser erfüllt.
Zusatzgewicht und -verluste des zweiten Getriebes beziehungsweise
Motors werden offenbar überkompensiert (eine detaillierte Begründung
ist in den folgenden Abschnitten zu finden). Für reine ASM-Topologien
muss die Frage negativ beantwortet werden: Das absolute EV-Minimum
lässt sich nur mit einmotorigen Topologien erreichen.
6.1.1 Analyse der PSM-Topologien
Bereits in Abbildung 6.1 ist zu erkennen, dass für Fahrzeugtyp A
die geforderten Beschleunigungszeiten von 𝑡ACC ≤ 4, 5 Sekunden mit
den gegebenen maximalen EM-Leistungen (vgl. 4.2.1) beziehungs-
weise Traktionswerten (vgl. 4.4) nur mittels AWD-Topologie erreicht
werden können. Abbildung 6.3 stellt die 2D Pareto-Fronten der AWD-
Topologien mit PSM dar.
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PSM; 1G | PSM; 1G 
PSM; 1G | PSM; CL; 1G oder 2G 













165 170 180 190 175 185 195 
PSM; 2G | PSM; 2G 
Abbildung 6.3: 2D Pareto-Fronten der untersuchten AWD-Topologien mit
PSM.
Es fällt auf, dass die topologieabhängige Spreizung zwischen den
Fronten ausgeprägt ist, alle jedoch einen konvexen Verlauf haben.
Nachfolgend werden die beobachtbaren Phänomene diskutiert und
die zugrundeliegenden Wirkzusammenhänge anhand der Topologie-
bzw. Komponentenunterschiede erörtert.
6.1.1.1 Form der Pareto-Front
Die konvexe Front lässt sich vereinfachend in zwei lineare Bereiche
A und B mit jeweils unterschiedlicher negativer Steigung unterteilen.








Abbildung 6.4: Zerlegung der konvexen Pareto-Front in zwei lineare Be-
reiche A und B.
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Pareto-Front Bereich A: Um eine Begründung für die konvexe Form
zu finden, ist eine Analyse des zugrundeliegenden Designraums notwen-
dig. Diese liefert für den Bereich A die Variation der Designvariable
PHA beziehungsweise PVA als Ursache der negativen Steigung: Wäh-
rend alle anderen Designvariablen konstant gehalten werden, wächst
hier mit steigender Motorleistung offenbar der Verbrauch bei sinkenden
Beschleunigungszeiten. Abbildung 6.5 stellt diese Beobachtung für eine













































(b) PVA bei PSM; 1G | n/a
Abbildung 6.5: Abhängigkeit der Zielgrößen Energieverbrauch und Be-
schleunigungszeit von der EM-Leistung; (a) stellt den Leistungsverlauf des
HA-Motors einer AWD-Topologie dar, (b) den Verlauf bei einer einmotorigen
Topologie.
Die Untersuchung der verwendeten Wirkungsgradkennfelder liefert die
Begründung für die negative Steigung der Pareto-Front: Der wirkungs-
gradoptimale Bereich (ηopt) für η ≥ 93% beginnt üblicherweise bereits
bei einer Drehzahl nEM < 0, 3 · nmax,EM und endet erst bei Momenten
M > 0, 3 ·Mmax. Folglich lässt sich ein minimaler Verbrauch im CADC
mit möglichst langen Übersetzungen erreichen, welche die Lastpunkte
in diesen Bereich verschieben. Sofern keine zusätzlichen Stellhebel, wie
ein weiterer Elektromotor oder ein Mehrganggetriebe, in der Topologie
vorhanden sind, können mit dieser Prämisse zur EV-Minimierung die
Zielwerte der Beschleunigungszeit oder auch vmax ausschließlich durch
eine Momenten- bzw. Leistungssteigerung des Elektromotors erreicht
werden. Als Folge dieses EM-Wachstums verlagert sich der ηopt-Bereich
zu höheren Momenten (vgl. 4.2.1, S. 41). Dieser Effekt ist schema-
tisch in Abbildung 6.6 dargestellt. Die beschriebene Verlagerung wirkt
91
6 Untersuchungsergebnisse
sich nachteilig auf den Verbrauch aus, da der Großteil der Zyklus-
lastpunkte nun in Regionen niedrigeren Wirkungsgrads angesiedelt
ist. Als Resultat entsteht der negative Zusammenhang zwischen den














Abbildung 6.6: Repräsentativer Zykluslastpunkt und Verlagerung des
ηopt-Bereichs durch Variation der Designvariable PHA zur Momenten- bzw.
Leistungssteigerung.
Dass der beschriebene Zusammenhang ebenfalls für AWD-Topologien
gilt, zeigt Abbildung 6.5 (a). Dies ist begründet durch das Wechsel-
spiel zwischen energetisch optimaler Betriebsstrategie (vgl. 4.3.3, S.
51) und der Optimierung der Designvariablen: Bei AWD-Topologien
wird die maximal zulässige Systemleistung (vgl. Tab. 6.1) durch den
Optimierungsbaustein derart verteilt, dass an der VA eine möglichst
leistungsschwache PSM zum Einsatz kommt, die, energetisch betrach-
tet, die Zykluslastpunkte zu ≥ 80% übernimmt. Zur Erzielung geringer
Beschleunigungszeiten wird an der HA ein leistungsstarker Elektromo-
tor eingesetzt, der gemäß der definierten Betriebsstrategie ausgewählte
Lastpunkte übernimmt. Hier zeigt sich der beschriebene Effekt analog
zu den einmotorigen Topologien. Auf die soeben eingeführten Zusam-
menhänge zur Betriebsstrategie wird ausführlich in Abschnitt 6.1.1.4
eingegangen, auf den Einfluss der EM-Auslegung in Abschnitt 6.1.1.5.
Pareto-Front Bereich B: Der Bereich B tritt bei AWD-Topologien
ausgeprägt auf. Bedingt durch seine geringe Steigung, erscheinen die
betreffenden Topologien unattraktiv für eine konkrete Triebstrangaus-
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legung: Eine geringe Verbesserung in der Beschleunigungszeit muss
mit einer ausgeprägten EV-Steigerung bezahlt werden.
Als Folge der in den Nebenbedingungen der Optimierung (vgl. Tab.
6.1) definierten maximal zulässigen Systemleistung PGesamt von 250
kW beziehungsweise der darstellbaren EM-Leistungen von 65 kW
bis 195 kW (vgl. 4.2.1, S. 41) können weder der HA- noch der VA-
Elektromotor in ihrer Leistung weiter ertüchtigt werden. Als Folge
des begrenzten Traktionsvermögens erbrächte überdies eine weitere
Momenterhöhung an der HA durch Wechsel 1 von einem Hochdrehzahl-
zu einem Hochmoment-EM keine weiteren Beschleunigungsvorteile.
Um jedoch das Traktionspotenzial der VA vollständig auszuschöpfen,
ohne dabei die Systemleistung zu variieren, bietet sich der angespro-
chene Wechsel der PSM Variante hin zur Hochmoment-Auslegung an.
Mit anderen Worten: Im Bereich B kann eine weitere Reduzierung
der Beschleunigungszeit nur durch den beschriebenen Einsatz des
Hochmoment-EM erreicht werden.






Abbildung 6.7: Repräsentativer Zykluslastpunkt und Verlagerung des ηopt-
Bereichs durch Variation der Designvariable BRTyp,VA von Hochdrehzahl-
zu einem Hochmoment-EM.
Als Folge dieser Momenterhöhung liegen die Zykluslastpunkte ana-
log zu der Begründung des Bereichs A in schlechteren Wirkungsgrad-
bereichen. Abbildung 6.7 stellt diesen Wechsel der PSM Variante
schematisch dar. Die Option, die VA-Übersetzung zu verkürzen, um
auf diese Art eine Momenterhöhung am Rad zu erreichen, würde zu
1 durch Variation der Designvariable BRTyp,HA.
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einer EV-Steigerung führen (vgl. 6.1.1.2) und taucht deshalb in der
Pareto-Menge nicht auf.
Kernaussagen zu: Form der Pareto-Front
• Die Pareto-Front für die Zielgrößen Beschleunigungszeit und Energiever-
brauch lässt sich näherungsweise durch zwei Geraden mit negativer
Steigung beschreiben.
• Für die untersuchte EM-Leistungsklasse gilt: Der Energieverbrauch
steigt mit der EM-Leistung.
• Das absolute EV-Minimum lässt sich nur mit einer mehrmotorigen
Topologie erreichen.
6.1.1.2 Getriebe: Eingang vs. Mehrgang
Die Analyse der Optimierungsergebnisse bezüglich des Getriebeein-
flusses auf Form und Lage der Pareto-Front wird zur besseren Struk-
turierung separat für ein- und zweimotorige Topologien durchgeführt.
Einmotorige Topologien: Da der Fokus dieser Arbeit auf das Sport-
wagensegment mit der daraus resultierenden Beschleunigungsanforde-
rung gerichtet ist, werden im Folgenden nur die Zusammenhänge für
RWD-Topologien diskutiert. Varianten mit Frontantrieb sind durch
das geringere Traktionsvermögen nicht relevant. Dennoch sind die
grundsätzlichen Aussagen zu den Wirkzusammenhängen zwischen den
Zielgrößen und der Ganganzahl auf FWD-Topologien übertragbar.
Aus Abbildung 6.8 ist ersichtlich, dass das absolute Minimum im
Energieverbrauch nur mit einem 1G-Getriebe realisiert werden kann.
Dies lässt sich mit dem geringeren Wirkungsgrad eines 2G-Getriebes
(vgl. 4.2.2, S. 47) erklären. Im Beschleunigungsvermögen erreichen
beide Varianten vergleichbare Minimalwerte, jedoch unterscheiden
sich hier die Energieverbräuche stark. Dies ist begründet durch die
notwendige Verkürzung der Hinterachsübersetzung v1,HA, die bei der
1G-Variante zu einer Verschiebung der Zykluslastpunkte hin zu niedri-
geren Wirkungsgraden verursacht. Abbildung 6.9 stellt diesen Zusam-
menhang schematisch dar.
Als Konsequenz der geänderten Übersetzung reduzieren sich eben-
falls die Werte der Zielgröße vmax. Im Falle eines zweiten Gangs entfällt
der beschriebene Effekt durch geeignete Gangwahl im Bewertungszy-
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n/a | PSM; 1G 











Abbildung 6.9: Verlagerung des repräsentativen Zykluslastpunkts aus dem
ηopt-Bereich durch Variation der Designvariable v1,HA in Richtung einer
kürzeren Übersetzung zur Zugkraftsteigerung.
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Insgesamt ist zu beobachten, dass die Menge der pareto-optimalen
Varianten der zweigängigen Topologie eine verkleinerte Ausgabe der
Lösungsmenge der eingängigen Varianten darstellt. Ein 2G-Getriebe ist
in der Lage, den Zielkonflikt zwischen den Größen Beschleunigungszeit
(kurze Übersetzungen) und Energieverbrauch beziehungsweise vmax
sich analog zu den im vorangegangenen Abschnitt 6.1.1.1 beschriebenen
Effekten (Variation von 𝑃HA bzw. BRTyp,HA) erklären.
klus (vgl. 6.1.1.4). Die grundsätzliche Form beider Pareto-Fronten lässt
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(lange Übersetzungen) zu entschärfen. Die Menge der pareto-optimalen
Lösungen konzentriert sich in diesem Fall, verglichen zur 1G-Topologie,
auf einen kleinen Bereich. Insbesondere für das definierte Zielsegment
stellt sich ein 2G-Getriebe trotz höherer Verluste und Mehrgewicht als
vorteilhaft heraus.
Zweimotorige Topologien: Die Übersicht der AWD-Topologien in
Abbildung 6.3 zeigt, ebenso wie bei den einmotorigen Topologien, zwei
Gruppen von Pareto-Fronten: Im linken Teil existieren Fronten mit
geringer Ausdehnung, die bereits bei niedrigem Energieverbrauch sehr
gute Beschleunigungszeiten erzielen. Der Energieverbrauch ist hier
bei Beschleunigungszeiten tACC ≥ 4 Sekunden über weite Teile fast
konstant, sodass Elemente der Lösungsmenge mit sehr unterschiedli-
chen Beschleunigungszeiten zu nahezu dem gleichen Energieverbrauch
führen. Im rechten Teil finden sich Fronten mit einer ausgeprägten
Ausdehnung über den gesamten Bildraum. Gemäß dem Pareto-Prinzip






















(a) PSM; 1G | PSM; CL; 1G






















(b) PSM; 1G | PSM; 2G
Abbildung 6.10: Vergleich der vmax-Werte zwischen 1G- und 2G-Getriebe
bei AWD-Topologien mit PSM. Ohne 2G-Getriebe (a) kommt es zur Paral-
lelverschiebung der Front in Abhängigkeit von vmax.
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(vgl. 5.3, S. 65) liegt hier offenbar eine starke Korrelation zwischen
einer oder mehreren Designvariablen und mindestens einer Zielgröße
vor, sodass eine Vielzahl unterschiedlicher pareto-optimaler Punkte
gefunden werden kann, bevor die Designraumgrenze erreicht wird. Die
zugrundeliegenden Wirkzusammenhänge sind nicht in der Ganganzahl
zu suchen und werden in den Abschnitten 6.1.1.3 zum Kupplungsein-
fluss und in 6.1.1.4 zur Betriebsstrategie behandelt.
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Um in der linken Pareto-Front Gruppe mit geringer Ausdehnung
die getriebeabhängigen Zusammenhänge zu bewerten, muss ergänzend
die dritte Zielgröße vmax ausgewertet werden. Abbildung 6.10 stellt
entsprechend die Pareto-Fronten für AWD 1G- und 2G-Topologien
gegenüber. Für vmax ≤ 190 km/h ist der Verlauf der Front in (a)
identisch zu jenem in (b). Mit steigenden vmax-Werten ist in (a) eine
Parallelverschiebung entlang der Winkelhalbierenden zu beobachten.








Abbildung 6.11: Parallelverschiebung der Pareto-Fronten konstanter Ge-
schwindigkeit entlang der Winkelhalbierenden mit steigenden vmax-Werten
bei 1-Gang AWD-Topologien.
Die Auswertung der zugrunde liegenden Designvariablen zeigt, dass bei
der 1G-Topologie die Hinterachsübersetzung v1,HA in gleicher Weise
variiert wird, wie in Abbildung 6.11 für die Zielgröße vmax dargestellt:
Größere v1,HA-Werte verschieben die Front parallel. Wie bereits für die
einmotorigen Topologien diskutiert, kann auch hier ohne 2G-Getriebe
der Zielkonflikt zwischen niedrigen Beschleunigungszeiten und hohen
vmax-Werten nicht aufgelöst werden. Um die Höchstgeschwindigkeit
zu steigern, muss die HA länger übersetzt werden. Es kommt zu
einem vergleichbaren Effekt wie in Abbildung 6.9 dargestellt. Um
dennoch die Beschleunigungszeit konstant halten zu können, ist eine
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Leistungssteigerung an der HA, wie in Abbildung 6.6 dargestellt,
notwendig. Die Parallelverschiebung der Pareto-Front kann auf die
Überlagerung beider Effekte zurückgeführt werden. Abbildung 6.12
















Abbildung 6.12: Überlagerung von (1.) Wachstums- und (2.) Lastpunkt-
verschiebungseffekt des HA-Elektromotors bei 1G-AWD-Topologien zur
Steigerung der Höchstgeschwindigkeit.
Bei der Verwendung eines 2G-Getriebes kommt es nicht zur erwähnten
Parallelverschiebung. Durch den etwas niedrigeren Wirkungsgrad des
Getriebes ist der Energieverbrauch zwar geringfügig höher (~ 0,2 Wh),
dennoch ist auch hier der Einsatz eines 2G-Getriebes sinnvoll, sofern
niedrige Beschleunigungszeiten und gleichzeitig hohe vmax-Werte gefor-
dert sind. Die Integration eines zweiten Mehrganggetriebes erscheint
hingegen nicht zielführend: Das geänderte Wirkungsgradniveau führt
lediglich zu einer Parallelverschiebung der Front entlang der x-Achse
in Richtung höherer Verbräuche (vgl. Abb. 6.3).
Kernaussagen zu: Getriebe
• Im Bereich der Zielerfüllung des Sportwagensegments (tACC, vmax) werden
die zusätzlichen Verluste eines 2G-Getriebes überkompensiert. Bei
Erfüllung der segmenttypischen Fahrleistungsanforderungen führt ein
2G-Getriebe immer zu niedrigerem Energieverbrauch.
• Ein globales Optimum, das alle drei Zielgrößen maximiert beziehungs-
weise minimiert, kann nur mit einem 2G-Getriebe erreicht werden (vgl.
Abb. 6.10 (b)).
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• Für AWD-Topologien gilt: Eine Parallelverschiebung der Front in
Abhängigkeit von vmax entsteht nur bei 1G-Getriebe-Topologien.
• Zur EV-Reduktion sollte ein zweiter Gang in Kombination mit einer
PSM möglichst lang übersetzt sein, um deren Auslastung zu verbes-
sern.
6.1 Einfluss von Topologie und Komponenteneigenschaften
6.1.1.3 Einfluss der Abkoppeleinrichtung
Die Abkopplung eines Elektromotors kann entweder durch eine zusätz-
liche Kupplung zwischen Elektromotor und Getriebe realisiert werden,
oder durch den Einsatz eines 2G-Getriebes in der Topologie. In diesem
Fall wird davon ausgegangen, dass das Getriebe in der Neutralstellung
die Abkopplung realisiert (vgl. 4.2.2, S. 47).
Bereits im vorangegangenen Abschnitt wurde auf die Einteilung
der Pareto-Fronten nach Abbildung 6.3 in zwei Gruppen eingegangen.
Gemeinsames Merkmal der beiden links angeordneten Fronten bzw.
Topologien ist die Möglichkeit, die HA abzukoppeln. Verglichen da-
zu zeigt die dargestellte Topologie ohne Abkoppeleinrichtung (AE)
über den gesamten Verlauf deutlich höhere Verbräuche. Für jene mit
einer abkoppelbaren VA gilt das Gleiche ab Beschleunigungszeiten
tACC ≤ 5, 5 Sekunden. Weiterführende Erläuterungen zur letztgenann-
ten Topologie sind im folgenden Abschnitt 6.1.1.4 zu finden. Es ist
offensichtlich, dass Existenz und Einbauort einer Abkoppeleinrich-
tung den Energieverbrauch stark beeinflussen. Außerdem sollte als
Einbauort der Abkoppeleinrichtung die HA gewählt werden, um eine
maximale EV-Reduktion zu erzielen.












PSM; 1G | PSM; CL; 1G











Abbildung 6.13: Vergleich der Pareto-Fronten mit und ohne Abkoppel-
einrichtung an der HA.
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auf, dass bei vergleichbaren vmax-Werten von etwa 240 km/h der Ener-
gieverbrauch der Topologie ohne Abkoppeleinrichtung mit sinkenden
Beschleunigungszeiten überproportional steigt. Für den günstigeren
Fall mit Abkoppeleinrichtung ist der Energieverbrauch hingegen über
weite Strecken der Front nahezu konstant. Der beschriebene Ver-
brauchsanstieg ist auf die drehzahlabhängigen Schleppverluste der
PSM zurückzuführen: Sinkende Beschleunigungszeiten erfordern eine
Verkürzung der HA-Übersetzung in deren Folge das Drehzahlniveau des
geschleppten Elektromotors im Zyklus ansteigt. Exemplarisch ergibt
sich für eine im Zielsegment relevante Variante mit vmax ≥ 240 km/h
und einer Beschleunigungszeit von fünf Sekunden eine EV-Steigerung
von 6,5% bei Entfall der Abkoppeleinrichtung (vgl. Abb. 6.13).
Kernaussagen zu: Abkoppeleinrichtung
• Zur Vermeidung von Schleppverlusten im Elektromotor ist eine Abkop-
peleinrichtung unverzichtbar.
• Bei beschleunigungsorientierten Fahrzeugauslegungen wird das
größte EV-Senkungspotenzial durch Einsatz der Abkoppeleinrichtung
an der HA gehoben.
6.1.1.4 Resultierende Betriebsstrategie
Die Betriebsstrategie legt für jede Topologie die energieminimale Kom-
ponentensteuerung fest. Konkret werden Gangwahl, Kupplungszustand
und Lastverteilung zwischen den zur Verfügung stehenden Elektromo-
toren bestimmt (vgl. 4.3.3, S. 51). In Abschnitt 6.1.1.1 beziehungsweise
in Abbildung 6.5 wurde der Zusammenhang zwischen Energieverbrauch
und der EM-Leistung beschrieben. Für den Fall einer Topologie mit
lediglich einem Elektromotor (vgl. Abb. 6.5 (b)) ist der Zusammenhang
eindeutig und die Analyse der Designvariable PVA beziehungsweise
PHA ausreichend. Sind hingegen mehrere Elektromotoren verbaut (vgl.
Abb. 6.5 (a)), ist zusätzlich zu beachten, in welchem Maße der jeweilige
Elektromotor gemäß der Betriebsstrategie Drehmoment aufbringt. Zur
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In Abbildung 6.13 sind zwei Topologien mit 1G-Getriebe sowohl mit
als auch ohne Abkoppeleinrichtung an der HA dargestellt. Es fällt
6.1 Einfluss von Topologie und Komponenteneigenschaften
Bewertung der energiebezogenen Auslastung eines Elektromotors wird









t=0 |MHA(t)| · ωHA(t) · Δt
Emech,Gesamt = Emech,HA + Emech,VA
(6.1)
Sie gibt den durch die HA umgesetzten Anteil an der gesamten, im
Zyklus umgesetzten mechanischen Energie an. Durch das Summieren
von t = 0 bis t = end werden alle Zeitschritte des Zyklus berücksich-
tigt. Mithilfe von avgk kann eine Aussage zur Achsverteilung getroffen
werden. Bei der Analyse der Designvariablen ist so eine schnelle Identifi-
kation des für den Zyklusverbrauch relevanten Elektromotors möglich.
Zur energetischen Beurteilung der Schaltstrategie wird in gleicher
Weise die Maßzahl avgg,VA beziehungsweise avgg,HA definiert: Falls
ein 2G-Getriebe vorhanden ist, wird der Quotient aus umgesetzter
Energie im ersten Gang und der Gesamtenergie der jeweiligen Achse
bestimmt. Es können so Aussagen über die Nutzung der Gänge im
Bewertungszyklus effektiv getroffen werden.
Analyse der Achsverteilung: Bei den AWD-Topologien mit Abkop-
peleinrichtung an der HA ist zu beobachten, dass überwiegend der
im Vergleich zur HA leistungsschwache Elektromotor an der VA zum
Einsatz kommt (avgk ≤ 15%). Eine Untersuchung der Lastpunkte
beider Elektromotoren zeigt, dass der VA-Elektromotor für niedri-
ge Drehzahlen (nEM ≤ 500 1/min) beziehungsweise Leistungen kaum
zum Einsatz kommt. Dies ändert sich mit steigender Drehzahl be-
ziehungsweise Leistung, sodass eine Trennlinie zwischen genutztem
und ungenutztem Kennfeldbereich entsteht. Linksseitig der Linie sind
keinerlei Lastpunkte zu finden, da diese von der HA in einem besseren
Wirkungsgradbereich übernommen werden können. Die grundsätzli-
che Form dieser Linie wird bestimmt durch den kennfeldspezifischen
Pfad optimaler Wirkungsgrade, der für ansteigende Leistungen die
Wirkungsgradmaxima des Kennfelds verbindet. Abbildung 6.14 stellt
den Zusammenhang schematisch dar.
Die Steigung der beschriebenen Trennlinie wird bestimmt durch
Form und Niveau der Wirkungsgradisolinien des η-Kennfelds der HA:
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Abbildung 6.14: Pfad optimaler Wirkungsgrade und nicht verwende-
ter Kennfeldbereich des VA-Elektromotors bei einer zweimotorigen PSM-
Topologie.
Ein geringes Wirkungsgradniveau führt zu einem großen Steigungswert
der Trennlinie an der VA. Umgekehrt führt ein hohes Wirkungsgrad-
niveau an der HA zu einer Annäherung der Trennliniensteigung an
die Steigung des Pfads optimaler Wirkungsgrade. Beispielsweise führt
dieser Zusammenhang bei großen Wirkungsgradunterschieden an bei-
den Achsen zu einer nahezu unendlichen Steigung der Trennlinie, da
alle Lastpunkte von dem deutlich besseren Elektromotor übernom-
men werden. In Abbildung 6.15 sind exemplarisch die Kennfelder und
Lastpunkte einer untersuchten AWD-Topologie zu sehen.
Die dargestellten Zusammenhänge bestätigen die in Abschnitt 1.3
formulierte Hypothese zum Topologie- bzw. Komponenteneinfluss:
Durch eine geeignete Topologiedefinition (in diesem Fall zwei PSM mit
Abkoppeleinrichtung) und Komponentendefinition kann zusätzliches
Verbrauchssenkungspotenzial gehoben werden. Durch den Einsatz von
mehreren Elektromotoren und der entsprechenden Betriebsstrategie
kann das Zykluslastkollektiv derart aufgeteilt werden, dass sich eine
geeignete EM-Auslegung ergibt (vgl. 6.1.1.5).
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Abbildung 6.15: Lastverteilung bei PSM; 1G | PSM; CL; 1G zur Vermei-
dung ungünstiger Wirkungsgradbereiche.
die mögliche Ersparnis durch den Einsatz eines besser ausgelasteten
VA-Elektromotors, sodass überwiegend die HA verwendet wird. Mit
sinkenden Beschleunigungszeiten steigt der Energieverbrauch überpro-
portional (vgl. Abb. 6.3) durch eine Verschiebung der Lastpunkte nach
rechts in Bereiche schlechterer Wirkungsgrade (vgl. Abb. 6.9).
Bei der AWD-Topologie ohne Abkoppeleinrichtung sind zwei Ex-
tremfälle zu beobachten: Es wird stets nur ein Elektromotor eingesetzt,
sodass sich der andere im Schleppbetrieb befindet. Es gilt avgk = 100%
falls die Hinterachsübersetzung lang ist (v1,HA ≥ 250). Falls eine kürze-
re Hinterachsübersetzung gewählt wurde und infolgedessen schlechtere
Wirkungsgradbereiche an der HA verwendet werden müssten, gilt an-
dererseits avgk = 0%. Die Vorderachse ist immer maximal übersetzt
(v1,VA = 260).
Analyse der Schaltstrategie: Bereits in Abschnitt 6.1.1.2 zum Ge-
triebeeinfluss wurde auf den Zusammenhang zwischen Übersetzung
und Energieverbrauch eingegangen (vgl. Abb. 6.9). Analog zu den
vorangegangenen Erkenntnissen zur Achsverteilung wird die Schaltstra-
tegie so gewählt, dass die Lastpunkte möglichst nah am Pfad optimaler
Wirkungsgrade liegen. Dies führt zu einer überwiegenden Nutzung des
längeren zweiten Gangs.
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Bei den AWD-Topologien mit Abkoppeleinrichtung an der VA kehrt
sich das Verhältnis der Achsverteilung um (avgk ≥ 85%): Die hohen
Schleppverluste des leistungsstarken HA-Elektromotors überwiegen
6 Untersuchungsergebnisse
Kernaussagen zu: Betriebsstrategie
• Bei AWD-Topologien mit Abkoppeleinrichtung an der HA wird im Zy-
klus überwiegend (avgk ≤ 15 %) der VA-Elektromotor eingesetzt.
• Mithilfe eines zweiten Elektromotors kann die Betriebsstrategie das Last-
kollektiv derart aufteilen, dass sich eine geeignete EM-Auslegung
ergibt (vgl. 6.1.1.5).
• Die Betriebsstrategie sollte die Lastpunkte immer möglichst eng am
Pfad optimaler Wirkungsgrade platzieren.
6.1.1.5 Einfluss der EM-Auslegung
Bereits im vorangegangenen Abschnitt wurde darauf hingewiesen, dass
sich in Verbindung mit einer langen Übersetzung eine EM-Auslegung
als besonders geeignet zeigt: Unter den zur Auswahl stehenden Kenn-
feldformen kommt bei den verbrauchsminimalen Topologievarianten
der BRTyp = [0, 5 . . . 0, 6] zum Einsatz. Hierbei handelt es sich um eine
Mischform zwischen BRTyp = 0 und BRTyp = 1 (vgl. 4.2.1, S. 41).
Bezogen auf die Leistung dieses Elektromotors wurde bereits in
Abschnitt 6.1.1.1 beziehungsweise Abbildung in 6.5 auf den Zusam-
menhang zwischen EM-Leistung und Energieverbrauch hingewiesen.
Aus den in demselben Abschnitt hergeleiteten Zusammenhängen zur
idealen Lage des ηopt-Bereichs (vgl. Abb. 6.6) lässt sich zusammenfas-
send schlussfolgern, dass eine PSM im angegebenen BRTyp-Bereich zur
EV-Minimierung über möglichst wenig Leistung verfügen sollte. Von
dieser Prämisse wird nur zur Reduzierung der Beschleunigungszeiten
abgewichen, indem zuerst die Leistung angehoben wird und anschlie-
ßend zur Hochmoment-Variante (BRTyp = 1) gewechselt wird (vgl.
Abb. 6.7). Unter Berücksichtigung der Zielgrößen Beschleunigungszeit
und Höchstgeschwindigkeit ergibt sich für AWD-Topologien mit ab-
koppelbarer HA eine ideale Leistung von PVA = 85 kW. Werden die
Wirkungsgradkennfelder der 85 kW PSM für BRTyp = 0, BRTyp = 1
und der Zielvariante BRTyp = 0, 6 aus Abbildung 6.16 verglichen, wird
sichtbar, dass sich das Zentrum des ηopt-Bereichs für das untersuchte
Fahrzeug A (vgl. Tab. 6.2) und den Artemis-Zyklus idealerweise bei
etwa 75 Nm und einer Drehzahl von 5000 1/min befinden sollte.
Bei einmotorigen Topologien oder solchen ohne Abkoppeleinrichtung
beziehungsweise einer Abkoppeleinrichtung an der VA gilt die Aussa-
ge zur idealen Kennfeldform ebenfalls. Auch ist die Tendenz hin zu
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(a) P = 85 kW und BRTyp = 0































(b) P = 85 kW und BRTyp = 1































(c) P = 85 kW und BRTyp = 0, 6
Abbildung 6.16: Vergleich der Ausgangskennfelder BRTyp = 0 bzw. 1 bei
P = 85 kW mit der verbrauchsminimierenden Variante BRTyp = 0, 6.
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niedrigen EM-Leistungen identisch, jedoch werden die möglichen Mi-
nimalwerte durch die Nebenbedingungen der Optimierung beschränkt
(vgl. Tab. 6.1) beziehungsweise von den Fahrleistungsanforderungen
überlagert.
Kernaussagen zu: EM-Auslegung
• Durch Analyse der Pareto-Menge lässt sich eine eindeutig vorteilhafte
(verbrauchsminimierende) Lage des ηopt-Bereichs identifizieren.
• Für Fzg. A im CADC ist BRTyp = [0, 5 . . . 0, 6] verbrauchsminimierend.
• Zur besseren Auslastung im Zyklus sollte eine PSM mit möglichst
wenig Leistung ausgelegt werden.
6 Untersuchungsergebnisse
6.1.2 Analyse der ASM-Topologien
Bei ASM-Topologien stellt sich der Verlauf der Pareto-Front deutlich
anders dar als bei den im vorangegangenen Abschnitt diskutierten
PSM-Topologien: Unter Berücksichtigung aller drei Zielgrößen erstreckt
sich die Menge der pareto-optimalen Lösungen über einen weiten Be-
reich des Bildraums, sodass eine ausgedehnte Hyperfläche entsteht (aus
Gründen der Konsistenz wird weiterhin von einer Front gesprochen).
Die Wechselwirkungen insbesondere mit der dritten Zielgröße vmax
sind bedeutend stärker ausgeprägt. Mit einer vereinfachenden (Teil-)
Analyse im 2D-Raum wie beispielsweise in Abbildung 6.1 kann hier
nicht das grundsätzliche Systemverhalten untersucht werden. Da je-
doch eine 3D-Darstellung aller Fronten im Topologie-Cluster graphisch
nicht auswertbar ist, werden im Folgenden einzelne charakteristische
Verläufe separat untersucht. Eine Darstellung der Gesamtübersicht
wie im vorigen Abschnitt ist aus den vorgenannten Gründen nicht
sinnvoll beziehungsweise nicht möglich.
Abbildung 6.17 stellt die beobachtbaren Phänomene in (a) für AWD-
Topologien und in (b) für einmotorige Ausführungen dar. Der grund-
sätzliche Verlauf der Front ist in beiden Fällen ähnlich, jedoch entlang
der Koordinatenachsen verschoben. Es ist offensichtlich, dass sich die
Form der Front durch den Einsatz eines 2G-Getriebes grundsätzlich
ändert. Nachfolgend werden die zugrundeliegenden Ursachen diskutiert.
6.1.2.1 Form der Pareto-Front
Für den eingängigen Fall zeigen beide Darstellungen in Abbildung 6.17
eine positive Korrelation aller Zielgrößen: Steigende vmax-Werte führen
zu steigenden Beschleunigungszeiten und Verbrauchswerten. Anders
als bei PSM-Topologien (vgl. 6.1.1.1) ist eine positive Steigung der
Pareto-Front die Folge. Die grundsätzlich andere Form und Lage des
ηopt-Bereichs von ASM ist als Ursache zu sehen: Er beginnt üblicher-
weise erst bei Drehzahlen nEM > 0, 3 · nmax,EM und erstreckt sich über
ein weites Drehzahlband. In Drehmomentrichtung beginnt er bereits
bei M < 0, 3 · Mmax, weist jedoch nur eine geringe Spreizung auf. Es
entsteht ein schmaler langgezogener Bereich. Folglich sind Topologien
mit kurzer Übersetzung energetisch günstiger bei gleichzeitig kurzen
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Beschleunigungszeiten. Zwangsläufig führt dies jedoch zu geringen
6.1 Einfluss von Topologie und Komponenteneigenschaften
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(a) Pareto-Front AWD 1G vs. 2G
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(b) Pareto-Front RWD 1G vs. 2G
Abbildung 6.17: Topologieabhängige Änderung der Pareto-Front bei ASM-
Topologien. Zu erkennen ist die Veränderung durch den Einsatz eines 2G-
Getriebes.
         

















Abbildung 6.18: (a) Verlagerung des repräsentativen Zykluslastpunkts
aus dem ηopt-Bereich durch Variation der Designvariable v1,HA/VA zur vmax-
Steigerung; (b) Charakteristischer Verlauf der Pareto-Front.
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vmax-Werten. Eine Variation der Designvariable PVA oder PHA findet
innerhalb der Pareto-Front nicht statt, es wird lediglich v1,VA bezie-
hungsweise v1,HA geändert, um höhere vmax-Werte zu realisieren. In
der Folge kommt es zu der bereits aus 6.1.1.2 bekannten Verschiebung
der Zykluslastpunkte aus dem ηopt-Bereich und damit zu einem höhe-
ren Energieverbrauch. Abbildung 6.18 stellt beide Zusammenhänge
schematisch dar.
6 Untersuchungsergebnisse
Beim Vergleich der AWD- und RWD-Topologie (vgl. Abb. 6.17) fällt
neben den traktions- bzw. leistungsbedingten Unterschieden in der
Beschleunigungszeit auch eine Differenz des absoluten EV-Minimums
auf: Die einmotorige 1G-Topologie erreicht einen Wert von 172 Wh/km,
die AWD 1G-Topologie benötigt im besten Fall knapp 176 Wh/km.
Anders als bei den in Abschnitt 6.1.1 untersuchten PSM-Topologien
kommt es hier zu keinem verbrauchssenkenden Effekt durch den Einsatz
mehrerer ASM. Die zusätzlichen Verluste durch ein zweites Getriebe
können nicht kompensiert werden, sodass ein Mehrverbrauch entsteht.
Die für die Formänderung der Pareto-Front verantwortliche Wirkung
eines 2G-Getriebes wird im nächsten Abschnitt untersucht.
Kernaussagen zu: Form der Pareto-Front
• Bei 1G-Topologien kann durch Reduzierung der vmax-Anforderung
der EV reduziert werden.
• Die Form der Pareto-Front kann mithilfe der Topologiegestaltung
stark beeinflusst werden.
• Im Gegensatz zu PSM-Antriebssträngen bieten mehrmotorige Topolo-
gien mit ASM keine energetischen Vorteile im Vergleich zu einmo-
torigen.
6.1.2.2 Getriebe: Eingang vs. Mehrgang
Gemäß Abbildung 6.17 ist die Wirkung eines 2G-Getriebes unabhängig
von der Anzahl der verwendeten Elektromotoren. Nachfolgend werden
am Beispiel der RWD-Topologie (vgl. 6.17 (b)) die Wirkzusammen-
hänge untersucht.
Durch ein 2G-Getriebe lässt sich die in Abbildung 6.18 (a) dar-
gestellte Verschiebung der Zykluslastpunkte mit steigenden vmax-
Werten umgehen. Durch die große ASM-typische Drehzahlspreizung
des ηopt-Bereichs bei gleichzeitig geringer Drehmomentspreizung ist
die Wirkung eines Mehrganggetriebes auf den Gesamtwirkungsgrad
des Triebstrangs deutlich ausgeprägter als bei PSM-Topologien.
Die Detailanalyse der Lastpunktverteilung bestätigt den beschriebe-
nen Zusammenhang: Beim Vergleich von zwei, bezüglich vmax, PHA und
BRTyp,HA, nahezu identischen Varianten in Abbildung 6.19 mit und
ohne 2G-Getriebe zeigt sich, dass die Verteilung der Lastpunkte durch
den zusätzlichen Gang nach rechts hin zu besseren Wirkungsgraden
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Abbildung 6.19: Verschiebung des Zykluslastkollektivs in bessere ηopt-
Bereiche durch Einsatz eines 2G-Getriebes bei einer RWD-Topologie.
verschoben wird. In beiden Fällen ist die längste Übersetzung (v1,HA
beziehungsweise v2,HA) identisch gemäß der vmax-Anforderung. Der
zusätzliche Gang wird als kurzer erster Gang (v1,HA = 143 km/h) reali-
siert, über den ein Drittel der gesamten Zyklusenergie umgesetzt wird
(avgg,HA = 32%, vgl. 6.1.2.4). Durch diese Verlagerung der Lastpunkte
auf den ersten Gang werden energetisch ungünstige Kennfeldbereiche
bei niedriger Drehzahl und hohem Drehmoment vermieden. Der Ener-
gieverbrauch sinkt um 0,6% auf 172 Wh/km und gleichzeitig verbessert
sich die Beschleunigungszeit um 20% auf tACC = 5, 4 s bei konstantem
vmax-Wert von 210 km/h.
Gemäß den vorgestellten Zusammenhängen müsste davon ausge-
gangen werden, dass ein 3G-Getriebe den Energieverbrauch weiter
senkt. Es ist jedoch davon auszugehen, dass dieser Effekt durch den
verringerten Wirkungsgrad eines solchen Getriebes nicht auftritt.
Bei AWD-Topologien ist die Hauptwirkung des 2G-Getriebes an
der HA nicht in einer EV-Senkung, sondern in einer Reduzierung
der Beschleunigungszeit bei sonst unveränderten Zielgrößen zu sehen.
Vereinfacht gesagt, werden pareto-optimale Lösungen mit vergleichba-
ren hohen vmax-Werten bei annähernd konstantem Energieverbrauch
entlang der y-Achse nach unten verschoben (vgl. Abb. 6.17 (a)). Durch
die beschriebene Lastpunktverlagerung im kurzen ersten Gang können
die zusätzlichen Verluste des 2G-Getriebes offensichtlich weitgehend
kompensiert werden. Ein weiteres 2G-Getriebe an der VA verschiebt
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die Lösungsmenge durch die zusätzlichen Verluste nach rechts, ändert
jedoch grundsätzlich nichts an dem beschriebenen Verhalten.
Kernaussagen zu: Getriebe
• Bei Verwendung eines 2G-Getriebes ändert sich die Form der Pareto-
Front vollständig (vgl. Abb. 6.17).
• RWD: Für hohe vmax-Anforderungen führt ein 2G-Getriebe zu deutlich
besseren Beschleunigungszeiten und Verbrauchswerten.
• AWD: Für hohe vmax-Anforderungen führt ein 2G-Getriebe an der HA
zu deutlich besseren Beschleunigungszeiten bei nahezu identischem
Energieverbrauch.
• Zur EV-Reduktion sollte der erste Gang eines 2G-Getriebes in Kom-
bination mit einer ASM möglichst kurz übersetzt sein, um deren
Auslastung zu verbessern.
6.1.2.3 Einfluss der Abkoppeleinrichtung
Bei ASM Topologien wird angenommen, dass durch eine Kupplung
lediglich die rotatorische Masse des Antriebsstrangs verändert werden
kann und eine ASM ohnehin frei von Schleppverlusten ist (vgl. 4.2, S.
41). Dies führt zu geringfügigen Änderungen in der Lage der Pareto-
Front, insbesondere der Beschleunigungszeiten.
Ein Sonderfall ist jedoch zu beobachten, sofern die Möglichkeit
besteht, den Elektromotor mit dem überwiegenden Energieumsatz
(avgk 
 50 %) durch einen kurz übersetzten (v1,VA = 105 km/h),
leistungsschwachen (PVA = 65 kW) Elektromotor zu entlasten (als
Entlastungs-EM bezeichnet), ohne dabei die vmax-Fähigkeit zu beein-
trächtigen. Dies ist gegeben, wenn an der VA eine Abkoppeleinrichtung
oder ein 2G-Getriebe existiert. Die Entlastungs-EM wird zu etwa 18%
eingesetzt (avgk = 82%). In Verbindung mit dem BRTyp,VA = 1,
der den ηopt-Bereich bereits bei niedrigeren Drehzahlen hat als der
sonst bevorzugte BRTyp = −1, führt dies zu einer Umverteilung der
Lastpunkte, wie bereits in Abbildung 6.14 und 6.15 dargestellt. Für
vmax-Anforderungen zwischen ≥ 195 km/h und ≤ 215 km/h mit ver-
gleichbaren Beschleunigungszeiten kann der Energieverbrauch so um
etwa 0,6% (1 Wh) gesenkt werden. Links von der bereits in Abbildung
6.17 (a) gezeigten Pareto-Front entstehen somit weitere optimale Lö-
sungen mit reduziertem Energieverbrauch. In Abbildung 6.20 sind die
Ausgangsfront und eine entsprechend veränderte Pareto-Front gegen-
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über gestellt. Zu beachten ist, dass, anders als bei PSM-Topologien, im
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(b) ASM; 1G |ASM; 1G
Abbildung 6.20: Einfluss einer Abkoppeleinrichtung an der VA auf die
Pareto-Front; (a) mit zusätzlichen Lösungen durch Entlastungs-EM zwischen
175 Wh/km und 176 Wh/km; (b) zum Vergleich ohne Abkoppeleinrichtung.
6.1.2.4 Resultierende Betriebsstrategie
Analyse der Achsverteilung: Anders als bei PSM-Topologien kommt
es nicht zum gemeinsamen Einsatz beider Elektromotoren, sondern es
wird fast ausschließlich der leistungsstarke HA-Elektromotor (PHA =
185 kW) verwendet (avgk ≥ 95%). Die einzige Abweichung von dieser
Betriebsstrategie tritt auf, sofern die VA über eine Abkoppeleinrichtung
oder ein 2G-Getriebe verfügt: Die Entlastungs-EM an der VA wird zu
etwa 18% eingesetzt (avgk = 82%).
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vorliegenden Fall eine Abkoppeleinrichtung nicht die notwendige Be-
dingung darstellt, um die Fahrleistungsziele mit gleichzeitig niedrigen
Verbräuchen erreichen zu können. Es findet vielmehr eine Detailverbes-
serung für einen kleinen Bereich der Zielgrößen Höchstgeschwindigkeit
und Energieverbrauch statt.
Kernaussagen zu: Abkoppeleinrichtung
• Im Allgemeinen ist bei ASM-Topologien kein nennenswerter Einfluss
der Abkoppeleinrichtung zu beobachten.
• Lediglich bei AWD-Topologien führt eine Abkoppeleinrichtung oder
ein 2G-Getriebe an der VA zu einer geringen EV-Senkung in einem
begrenzten Bereich des Zielraums.
6 Untersuchungsergebnisse
Analyse der Schaltstrategie: In 6.1.2.2 wurde darauf eingegangen,
dass bei einer 2G-RWD-Topologie der erste Gang mit avgg,HA = 32%
rund ein Drittel des Energieumsatzes übernimmt. Dieses Verhalten
gilt ebenfalls für AWD-Topologien mit einem 2G-Getriebe an der HA.
Falls ein 2G-Getriebe ausschließlich an der VA verwendet wird, tritt
das beschriebene Phänomen der Entlastungs-EM auf. Diese wird fast
ausschließlich im ersten Gang betrieben (avgg,VA ≥ 95%).
Kernaussagen zu: Betriebsstrategie
• Es kommt fast ausschließlich ein leistungsstarker Elektromotor
(P = 185 kW) zum Einsatz (avgk ≥ 95 %).
• Für den Sonderfall einer Entlastungs-EM an der VA gilt (avgk = 82 %).
6.1.2.5 Einfluss der EM-Auslegung
Über alle verglichenen Topologien mit ASM hinweg dominiert der
BRTyp = −1 die Ergebnisse, und zwar mit annähernd maximal zu-
lässiger Leistung (185 kW). Als einzige Ausnahme ist der Sonderfall
der Entlastungs-EM mit BRTyp = 1 und minimaler Leistung (65 kW)
zu nennen (vgl. 6.1.2.3). Abbildung 6.21 stellt die drei möglichen
ASM-Varianten für 185 kW zum Vergleich dar.
Es fällt auf, dass sich die maximalen Drehmoment- und Drehzahl-
werte der drei Kennfelder bedeutend weniger unterscheiden, als dies
bei den PSM-Varianten der Fall ist. Eine Hochmoment ASM wird
nicht abgebildet. Folglich kann die Zielgröße tACC nicht durch Wechsel
zu einem drehmomentstärkeren Elektromotor verbessert werden.
Werden die Kennfelder bezüglich der Zielgröße Energieverbrauch
bewertet, ist ersichtlich, dass BRTyp = 1 für eine primäre Nutzung im
Bewertungszyklus ungeeignet ist: Der Mittelpunkt des ηopt-Bereichs
liegt für die Zykluslastpunkte unerreichbar bei 190 Nm. Weiterhin
ungünstig ist die starke Wirkungsgradabnahme mit sinkender Leistung.
Die Kennfelder für BRTyp = −1 und BRTyp = 0 haben eine große
Ähnlichkeit. Für den favorisierten BRTyp = −1 spricht ein etwas
höheres Maximalmoment. Ausschlaggebend ist jedoch vor allem der
sehr frühe Beginn des ηopt-Bereichs bei 50 Nm. Bei BRTyp = 0 müssen
mindestens 65 Nm abgerufen werden, um in diesen Bereich zu gelangen.
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Abbildung 6.21: Vergleich der möglichen ASM Kennfelder bei einer Leis-
tung von P = 185 kW.
50% des Drehzahlspektrums und fällt in Richtung sinkender Momente
flacher ab als bei BRTyp = 0.
Für den Einsatz einer ASM mit annähernd maximal zulässiger
Leistung sprechen zwei Gründe: Zum einen führen die empirisch ermit-
telten Wachstumszusammenhänge bei ASM mit steigender Leistung
zu einem etwas stärkeren η-Anstieg, als dies bei PSM der Fall ist (vgl.
4.2.1, S. 41). Zum anderen schrumpft der ohnehin schon längliche
ηopt-Bereich der ASM mit sinkender Leistung zu einem kleinen Areal
zusammen, das mit schwankenden Drehmomentanforderungen nur
schwer zu treffen ist.
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Darüber hinaus erstreckt sich der ηopt-Bereich bei BRTyp = −1 über
6 Untersuchungsergebnisse
Kernaussagen zu: EM-Auslegung
• Eine ASM sollte analog BRTyp = −1 mit hoher Leistung ausgelegt
sein.
• Verbrauchsgünstig wirkt sich eine Lage des ηopt-Bereichs bei mög-
lichst niedrigen Drehmomenten aus.
6.1.3 Analyse der Misch-Topologien
In Abbildung 6.1 am Anfang des Kapitels (S. 88) ist zu erkennen, dass
die Misch-Topologien aus ASM und PSM im Beschleunigungsverhalten
vergleichbare Werte wie die PSM- bzw. ASM-Topologien erreichen. Be-
zogen auf den Energieverbrauch befinden sie sich zwischen den beiden














PSM; 1G | ASM; 1G 
PSM; 2G | ASM; 1G 
ASM; 2G | PSM; 2G 
PSM; 1G | ASM; 2G 
ASM; 1G | PSM; 2G 
EV [Wh/km] 
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ASM; 1G | PSM; 1G 
Abbildung 6.22: Übersicht der Pareto-Fronten für Misch-Topologien aus
PSM und ASM.
Die Reihenfolge der Fronten lässt sich ausnahmslos mit den in den
vorangegangenen Abschnitten beschriebenen Wirkzusammenhängen
erklären. Grundsätzlich lässt sich feststellen, dass es aufgrund der
Wirkungsgradunterschiede zwischen ASM und PSM nur in speziellen
Fällen zu einer ausgeprägten Mischnutzung beider Elektromotoren
kommt. Üblicherweise wird im Zyklus fast ausschließlich die PSM
eingesetzt, weshalb die Wirkzusammenhänge der PSM-Topologien
überwiegen. Bezüglich einer Abkoppeleinrichtung ist kein nennens-
werter Einfluss zu beobachten. Dies kann mit den nicht vorhandenen
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6.2 Einfluss des Fahrzyklus auf die Analyseergebnisse
Schleppverlusten der ASM im verwendeten Modell (vgl. 4.2.1, S. 41)
begründet werden.
Um die Frage zu beantworten, an welcher Achse innerhalb der
Misch-Topologie die PSM idealerweise verbaut sein sollte, können die
Analysen der PSM-Topologien herangezogen werden: Eine tendenziell
leistungsschwache PSM sollte an der VA verbaut sein. Diese Aussage
wird auch durch den Vergleich der besten Variante aus Abbildung 6.22,
und zwar der Topologie PSM; 1G; | ASM; 2G bestätigt, die mit der
Topologie ASM; 1G; | PSM; 2G bis auf die Motorposition identisch
ist: Nur für sehr hohe Beschleunigungszeiten können vergleichbare
Verbräuche erreicht werden. Mit sinkender Beschleunigungszeit wächst
der Abstand beider Fronten. Dies liegt an der Notwendigkeit, die
Leistung und damit das Drehmoment des HA-Elektromotors zu er-
höhen. Als Folge dieser Erhöhung entfernt sich der 𝜂opt-Bereich der
PSM von den Zykluslastpunkten (vgl. Abb. 6.6). Wird hingegen die
VA als Einbauort der PSM gewählt, ist deren Auslegung weitgehend
unberührt von den Beschleunigungszielen. Der Verbrauchsnachteil zu
einer vergleichbaren PSM-Topologie resultiert aus dem geringeren
𝜂-Niveau der HA, die weiterhin (in geringerem Maße) wirkungsgra-
dungünstige Bereiche der VA übernimmt (avgk < 5 %). Werden nun
zwei Lösungen mit vergleichbaren Beschleunigungszeiten (𝑡ACC = 5 s)
und 𝑣max-Werten (𝑣max > 200 km/h) gegenübergestellt, ergibt sich bei
der Misch-Topologie ein Verbrauchsnachteil von 1 % gegenüber reinen
PSM-Topologien. Vor dem Hintergrund niedrigerer Beschaffungskosten
könnte diese Topologie somit im Sportwagensegment eine interessante
Alternative sein.
6.2 Einfluss des Fahrzyklus auf die Analyseergebnisse
Auf die grundsätzlichen Unterschiede zwischen den Bewertungszyklen
CADC und NEFZ wurde bereits in Abschnitt 4.3.2 (S. 49) eingegangen.
Um die hier relevanten Unterschiede bezüglich der jeweiligen Energie-
anteile an den Fahrwiderständen zu visualisieren, sind zusätzlich in An-
hang A.3 (S. 141) in Abbildung A.6 entsprechende Sankey-Diagramme
zu finden.
In Abbildung 6.23 sind die Verbrauchsunterschiede der Topologie-
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Abbildung 6.23: Exemplarischer Vergleich der Verbrauchsunterschiede
zwischen NEFZ und CADC für verschiedene Topologie-Cluster. Dargestellt
sind Abweichungen für Fahrzeug A bei tACC ≤ 4, 1 s und vmax > 200 km/h.
dass Form und relative Lage der Pareto-Fronten zueinander durch
den Zyklus weitgehend unbeeinflusst sind. Die topologieabhängige
EV-Spreizung zwischen den dargestellten Topologie-Clustern ist im
NEFZ größer als im CADC. Dies trifft vor allem auf den Vergleich
der Topologie-Cluster PSM und ASM zu: Der Abstand zwischen den
jeweils besten Topologien steigt durch den Zykluseinfluss von 6% auf
10,6%. Werden nun die Ergebnisse des bisher untersuchten CADC als
Referenz verwendet, lässt sich die These aufstellen, dass das NEFZ-
Lastkollektiv für die ASM-typische Kennfeldcharakteristik (vgl. 2.3,
S. 12) besonders ungünstig ist. Im anschließenden Vergleich der Ver-
bräuche des selben Topologie-Clusters in beiden Zyklen von links
(CADC) nach rechts (NEFZ) ist ebenfalls eine Verschlechterung des
ASM-Clusters zu beobachten. Während zyklusbedingt der Energiever-
brauch der PSM-Topologien im NEFZ um 42% sinkt, schrumpft diese
Differenz für ASM-Topologien auf 36%.
Für die Analyse der zugrundeliegenden Ursachen sind in Abbildung
6.24 die Energieflüsse der in Abbildung 6.23 verglichenen Varianten
in Form eines Sankey-Diagramms zu sehen. Eingangsseitig ist die
gesamte Energiemenge, die für das Bewältigen der Fahraufgabe erfor-
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ηTtW,Reku = 60, 9 %
Abbildung 6.24: Vergleich der Energieflüsse von Fahrzeug A für PSM-
und ASM-Topologien in NEFZ und CADC. Dargestellt sind jeweils AWD-
Topologien mit 1G-Getriebe an der VA und einem 2G-Getriebe an der HA
sowie dem in der Bildunterschrift genannten Motortyp. Zur Berechnung von






derlich ist, dargestellt. Die Ausgangsseite beinhaltet zum einen den
allein vom Zyklus bestimmten Energieanteil, der zur Überwindung
der Fahrwiderstände aufgebracht werden muss. Zum anderen werden
die anfallenden Verlustenergien für die Situationen Antreiben und
Verzögern (Rekuperieren) sowie der tatsächlich zurückgewonnene Re-
kuperationsertrag ausgewiesen. Die drei letztgenannten Bestandteile
der umgesetzten Energie können durch die Gestaltung der Topologie
maßgeblich beeinflusst werden. In der Simulation (vgl. 4.3, S. 49) wird
von einer vollständigen Rückführung der Rekuperationsenergie aus-
gegangen, sodass die jeweils zugeführte Energiemenge entsprechend
reduziert wird.
Die oben formulierte These bezüglich der Eignung der ASM wird
durch den Vergleich der Verlustenergien, die beim Antreiben des
Fahrzeugs im Elektromotor anfallen (Everl,Antr.), gestützt: Während
für das CADC-Lastkollektiv dieser Energieanteil bei der ASM-Variante
nur drei Prozentpunkte höher ist (vgl. Abb. 6.24 (a), (b)), steigt er im
NEFZ um 4,4 Prozentpunkte (vgl. Abb. 6.24 (c), (d)).
Um in einem letzten Schritt den Zusammenhang zwischen Lastkol-
lektiv und Kennfeldcharakteristik des Elektromotors herzustellen, ist
in Abbildung 6.25 der kumulierte Energieumsatz der Zyklen dargestellt.
Als Berechnungsgrundlage dienen die Energiemengen je Lastpunkt
gemäß Abbildung A.7 (S. 141). Es fällt auf, dass im NEFZ hohe Ener-
gieumsätze lediglich bei sehr niedriger Zugkraft auftreten. Im CADC ist
eine deutlich ausgewogenere Verteilung des Energieumsatzes über ein
weites Geschwindigkeits- und Zugkraftband zu beobachten. Durch eine
Übertragung von Abbildung 6.25 (b) in ein Drehmoment über Dreh-
zahl Kennfeld einer ASM wird deutlich, dass deren ηopt-Bereich und
die dunkel gefärbten Bereiche nur durch zwei Maßnahmen in Deckung
gebracht werden können: Entweder es kommt eine leistungsschwa-
che ASM zum Einsatz, deren ηopt-Bereich bereits bei sehr niedrigen
Drehmomenten beginnt, und/oder die Getriebeübersetzung wird ent-
sprechend kurz gewählt. Gemäß den formulierten Kernaussagen ist
die Option einer leistungsschwache ASM nicht sinnvoll (vgl. 6.1.2.5),
eine kurze Getriebeübersetzung lässt sich nur mit einem 2G-Getriebe
realisieren (vgl. 6.1.2.2). Im CADC hingegen begünstigt das höhere
Geschwindigkeitsniveau sowie die breitere Verteilung energieintensiver
Bereiche eine bessere Auslastung des ηopt-Bereichs einer ASM. Diese
Aussage wird durch den Vergleich der Tank-to-Wheel Wirkungsgrade
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Abbildung 6.25: Vergleich der im Zyklus umgesetzten Energie abhängig
von der Zugkraft am Rad je Fahrgeschwindigkeit. In Graustufen dargestellt
ist der kumulierte Energieumsatz, sodass sich Schwerpunkte erkennen lassen.
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bestätigt (vgl. Abb. 6.24). Besselink et al. [14] kommen in ihrer Unter-
suchung zu den Antriebsstrangwirkungsgraden bei unterschiedlichen
Geschwindigkeiten zu demselben Ergebnis.
6 Untersuchungsergebnisse
6.2.1 Pareto-Front bei ASM-Topologien
In den Kernaussagen zu den Pareto-Fronten bei ASM-Topologien wur-
de in Abschnitt 6.1.2.1 festgehalten, dass der Energieverbrauch bei
1G-Topologien durch die Reduzierung der vmax-Anforderung redu-
ziert werden kann. Für den NEFZ kann diese Aussage dahingehend
erweitert werden, dass ebenso durch Reduzierung der Beschleunigungs-
anforderung tACC hin zu höheren Werten der Energieverbrauch gesenkt
werden kann. Die erzielbare Höchstgeschwindigkeit ändert sich da-
durch nicht. Begründet werden kann diese Erweiterung durch die
Verschiebung des Zyklus-Lastkollektivs hin zu niedrigeren Drehzahlen
und Momenten (vgl. Abb. 6.25 bzw. Abb. A.7 (S. 141)) im NEFZ.
Dieser Sachverhalt begünstigt ASM BRTyp = 0: Für hohe Drehzahlen
ist der ηopt-Bereich zwar ungünstiger als BRTyp = −1, jedoch stellen
sich für das NEFZ-Drehzahlniveau geringfügige Verbrauchsverbesse-
rungen ein. Gleichzeitig ist das Maximalmoment von BRTyp = 0 bei
PEM = 185 kW um 90 Nm geringer (vgl. Abb. A.5, S. 136). Dies
führt zu schlechteren Beschleunigungszeiten bei geringfügig besserem
Verbrauch. In der Folge entsteht eine Parallelverschiebung der Pareto-
Front. Analog zu Abbildung 6.18 (b) ist in Abbildung 6.26 (a) die
resultierende Kurvenschar dargestellt. In Abbildung 6.26 (b) ist der
für die Parallelverschiebung verantwortliche Wechsel von BRTyp = 0
zu BRTyp = −1 zu sehen.
6.2.2 EM-Auslegung im NEFZ
PSM: Für den CADC wurde BRTyp = [0, 5 . . . 0, 6] als verbrauchsmi-
nimierende Auslegung identifiziert (vgl. 6.1.1.5). Durch die vergleichs-
weise hohe Leistungsanforderung im CADC wird der Elektromotor an
der VA bei AWD-Topologien mit einer Leistung von PVA ≈ 85 kW
ausgelegt. Dies ist im NEFZ nicht erforderlich, sodass der Kernaus-
sage aus Abschnitt 6.1.1.5 folgend die Leistung minimiert wird. Ein
minimaler Energieverbrauch wird hier mit BRTyp = 0, 8 erreicht. Die
Analyse beider Wirkungsgradkennfelder zeigt, dass die Lage der ηopt-
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Bereiche trotz unterschiedlicher Motorleistung annähernd identisch ist.
Mithilfe der Designvariablen BRTyp und PVA wird die Auslegung des
Elektromotors somit an die Anforderungen des NEFZ angepasst.
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Abbildung 6.26: (a) Charakteristische Kurvenschar der Pareto-Fronten
im NEFZ bei ASM 1G-Getriebe Topologien. (b) Parallelverschiebung der
Fronten bei ASM; 1G | ASM; 1G durch Variation von BRTyp = 0 nach
BRTyp = −1.
ASM: Es sind keine nennenswerten Abweichungen von den in Ab-
schnitt 6.1.2.5 getätigten Aussagen festzustellen. Jedoch kann ins-
besondere bei Topologien mit vielen Freiheitsgraden (beispielsweise
ASM; 1G | ASM; 2G) für die Betriebsstrategie ein vermehrt koopera-
tiver Einsatz beider Elektromotoren beobachtet werden. Es wird nicht
überwiegend die HA verwendet (avgk ≥ 95%), sondern beide Ma-
schinen eingesetzt. In diesen Fällen findet zu BRTyp = −1 zusätzlich
BRTyp = 0 Verwendung.
Kernaussagen zu: Einfluss des Fahrzyklus
• Die untersuchte Änderung des Fahrzyklus hat keinen Einfluss auf die
grundsätzliche Gültigkeit der getroffenen Aussagen (vgl. auch Abb.
6.23). Lediglich im Detail ergeben sich geänderte Auslegungsempfehlungen.
• Bei Fahrzeugen des Sportwagensegments vergrößert sich der Ver-
brauchsnachteil der ASM im NEFZ. Aufgrund der Kennfeldcharak-
teristik liegt das Lastkollektiv in Bereichen mit geringem Wirkungsgrad.
• Die höhere Durchschnittsgeschwindigkeit des CADC sowie dessen Vertei-
lung energieintensiver Lastpunkte über einen weiten Geschwindigkeitsbe-
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reich (vgl. Abb. 6.25) ermöglichen bei Sportwagenantriebssträngen bessere
Tank-to-Wheel Wirkungsgrade (ηTtW,Reku-Werte). Im NEFZ ist
der ηTtW,Reku-Wert folglich niedriger (vgl. Abb. 6.24).
6 Untersuchungsergebnisse
6.3 Einfluss des Fahrzeugtyps auf
die Analyseergebnisse
Um die Übertragbarkeit der Aussagen aus dem Abschnitt 6.1 auf
andere Fahrzeugsegmente zu prüfen, werden diese exemplarisch für
das Fahrzeug B (vgl. Tab. 6.2), einer Oberklasse-Sportlimousine, über-
prüft. Das Fahrzeug ist etwa ein Drittel schwerer als Fahrzeug A und
hat eine größere Stirnfläche. Andererseits verfügt es über rollwider-
standsoptimierte Reifen. Fahrzeugabmessungen und die in Tabelle 6.2
angegebenen rotatorischen Massen sind segmenttypisch gewählt. Alle
übrigen Suchraumgrenzen (vgl. Tab. 6.1) und Komponenteneigenschaf-
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Abbildung 6.27: Exemplarischer Vergleich der Verbrauchsunterschiede
zwischen Fahrzeug A und B im CADC für verschiedene Topologie-Cluster.
Dargestellt sind Abweichungen bei tACC ≤ 5, 2 s und vmax > 200 km/h.
Abbildung 6.27 stellt topologiebedingte Verbrauchsunterschiede zwi-
schen beiden Fahrzeugen für den CADC gegenüber. Es wird ersichtlich,
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dass Form und relative Lage der Fronten zueinander nahezu identisch
sind. Der Vergleich von Topologien mit identischen Beschleunigungs-
zeiten (tACC ≈ 5 [s]) zeigt ein um etwa 2,7% höheres Verbrauchs-
6.3 Einfluss des Fahrzeugtyps auf die Analyseergebnisse
niveau. Werden die Zielgrößen Beschleunigungszeit und Energiever-
brauch gleichzeitig bewertet, lässt sich eine Parallelverschiebung der
Fronten feststellen: Im Verbrauch findet eine Verschiebung um etwa1
2,1% statt, die Beschleunigungszeit steigt um etwa eine Sekunde. Die
erzielbare Höchstgeschwindigkeit bleibt nahezu unverändert. Diese Ver-
schiebung ist bei allen Fronten qualitativ vergleichbar zu beobachten
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Abbildung 6.28: Schematische Darstellung der Verschiebung der Pareto-
Fronten im CADC durch den Wechsel von Fahrzeug A nach Fahrzeug B.
Abgebildet sind PSM- bzw. ASM-Topologien jeweils mit 1G-Getriebe an
der VA und einem 2G-Getriebe an der HA.
Um die Ursachen für die beschriebene Veränderung zu finden, werden
in Tabelle 6.3 die zur Überwindung der Fahrwiderstände nötigen Ener-
gieanteile für beide Fahrzeuge verglichen. Die Änderungen in Luft- und
Rollwiderstand heben sich fast vollständig auf. Nach Gleichung 2.4 (10)
zur Bestimmung des Beschleunigungs- bzw. Verzögerungswiderstands
geht die geänderte Fahrzeugmasse linear ein. Entsprechend steigen
EBeschl beziehungsweise EVerz für Fahrzeug B, sodass sich der gesamte
verlustbehaftete Energieumsatz im Antriebsstrang um diesen Betrag
1 Je nach Topologie und Elektromotor liegen die Abweichungen zwischen 2 % und
2,4 %.
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erhöht. Bemerkenswert ist die im Vergleich geringe Steigerung des Zy-
klusverbrauchs von etwa 2,1% (vgl. Abb. 6.28). Die separate Analyse
6 Untersuchungsergebnisse
Tabelle 6.3: Gegenüberstellung der Energiemengen die zur Überwindung
der Fahrwiderstände im CADC bei Fahrzeug A und B nötig sind.
Energie Einheit Fahrzeug A Fahrzeug B Delta
ELuft Wh/km 71,7 75,4 5,1%
ERoll Wh/km 43,7 40,1 -8,2%
Σ 115,4 115,5 < 0, 1%
EBeschl Wh/km 81,6 104,8 28,4%
EVerz Wh/km 81,6 104,8 28,4%
Σ 163,2 209,6 28,4%
EUmgesetzt Wh/km 278,6 325,1 16,7%
Das höhere Gewicht von Fahrzeug B im Vergleich zu Fahrzeug A
ist für die zu beobachtende Anhebung des Beschleunigungsniveaus
verantwortlich.
Kernaussagen zu: Einfluss des Fahrzeugtyps
• Die untersuchte Änderung des Fahrzeugtyps hat keinen Einfluss auf
die Gültigkeit der getroffenen Aussagen.
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der Tank-to-Wheel Wirkungsgrade für die Fahrsituationen Antreiben
und Verzögern zeigt, dass Fahrzeug B für beide Lastfälle höhere Werte
erzielt. Wie unter anderem in den Kernaussagen zur PSM-Auslegung
geschlossen, lässt sich die Ursache verallgemeinernd in einer höheren
Auslastung des jeweiligen Elektromotors finden. Pesce [80] kommt bei
seinen Untersuchungen zur Topologiedefinition bei Stadtfahrzeugen
zum gleichen Ergebnis bezüglich der Auslastung. Der insgesamt höhere
Energieumsatz (vgl. Tab. 6.3) führt jedoch zu einer Absenkung des
Tank-to-Wheel Wirkungsgrads beziehungsweise der Verbrauchssteige-
rung um 2,1%. Für die in Abbildung 6.28 dargestellte PSM-Topologie
sinkt ηTtW,Reku von 69,5% bei Fahrzeug A auf 67,9% bei Fahrzeug B
(vgl. Abb. 6.24).
6.4 Aggregierte Ergebnisaussagen
• Zwar führt eine Erhöhung der Fahrzeugmasse im CADC zu einer hö-
heren Auslastung der Elektromotoren und damit zu höheren durch-
schnittlichen Wirkungsgradeni, der insgesamt gestiegene Energieum-
satz verursacht jedoch höhere Verluste. Ein gestiegener Zyklusverbrauch
ist die Folge.
i Dieser Zusammenhang gilt für leistungsstark ausgelegte Elektromotoren
des Sportwagensegments.
6.4 Aggregierte Ergebnisaussagen
Im vorangegangenen Abschnitt wurde gezeigt, dass bei einer stichpro-
benartigen Untersuchung zum Einfluss von Zyklus beziehungsweise
Fahrzeug auf die Ergebnisaussagen keine systematischen Unterschiede
festgestellt wurden. Es ist jedoch davon auszugehen, dass insbesondere
der Fahrzeugeinfluss bei einer stärkeren Variation1 an Einfluss gewinnt.
Außerdem haben die segmenttypischen Fahrleistungsanforderungen
(vmax und tACC) direkten Einfluss auf die zulässige Menge im De-
signraum und damit die analysierbaren Systemzusammenhänge im
Bildraum (vgl. 5.3, S. 65). Es ist zu erwarten, dass die Untersuchung
weiterer Fahrzeugsegmente zusätzliche Erkenntnisse liefern wird. Bei
Eghtessad [29], Moses [70] und Pesce [80] sind Untersuchungen für das
Kleinwagensegment zu finden.
Nachfolgend werden die getroffenen Kernaussagen (vgl. A.2, S. 137)
weiter aggregiert, um für das untersuchte Sportwagensegment allge-
meingültige Aussagen zu treffen.
Auslegungsregeln für elektrische Sportfahrzeuge
Elektromotor : Prinzipbedingt erzielt eine PSM höhere Wirkungs-
grade als eine ASM (vgl. 2.3, S. 12) und führt somit zu niedrigeren
Verbräuchen. Zur Verbrauchsminimierung sollte eine PSM leistungs-
schwach und eine ASM leistungsstark ausgelegt werden. Eine Zu-
ordnung der Ziele Beschleunigungszeit und Energieverbrauch zu
separaten Elektromotoren ist insbesondere bei PSM-Topologien sinn-
voll. Aus fahrdynamischer Sicht ist ein Elektromotor zur Verbesserung
1 Beispielsweise die Untersuchung eines leichten Stadtfahrzeugs.
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des Beschleunigungsvermögens an der HA zu platzieren. Handelt es
sich hierbei um eine PSM, ist eine Abkoppeleinrichtung unverzichtbar.
Zur Senkung des Energieverbrauchs ist es zielführend, die jewei-
lige Kennfeldcharakteristik des Elektromotors an das Lastkollektiv
anzupassen. Mithilfe der vorgestellten Methodik lässt sich die jeweils
verbrauchsminimierende Charakteristik eindeutig identifizieren. Vor
dem Hintergrund der angesprochenen Zuordnung der Elektromotoren
zu unterschiedlichen Zielen erscheinen PSM | ASM Misch-Topologien
als denkbare Alternative zu kostenintensiven PSM-Topologien.
Mehrmotor-Konzepte: In Verbindung mit einer geeigneten Betriebs-
strategie führen Mehrmotor-Konzepte bei PSM-Topologien zu einer
weiteren Verbrauchsreduzierung. Bei ASM-Topologien entstehen Ver-
brauchsnachteile durch Zusatzgewicht und -verluste.
Getriebe: Im Sportwagensegment ist ein 2G-Getriebe entscheidend,
um die Fahrleistungsziele (tACC, vmax) erfüllen zu können und gleich-
zeitig den Energieverbrauch zu reduzieren. In Verbindung mit einer ge-
eigneten Schaltstrategie werden die Zusatzverluste eines 2G-Getriebes
durch die günstigere Lastpunktverteilung überkompensiert. Zur Ver-
brauchssenkung sollte eine PSM möglichst lang und eine ASM mög-
lichst kurz übersetzt werden.
Betriebsstrategie: Zur Verbrauchssenkung durch den Einsatz eines
2G-Getriebes ist eine energieminimale Schaltstrategie notwendig. Die
Aufgabe der Betriebsstrategie ist die verbrauchsminimale Verteilung
des Lastkollektivs zwischen den Elektromotoren. Nur bei mehrmotori-
gen PSM-Topologien führt eine verbrauchsminimale Betriebsstrategie
zu einer signifikanten Verbrauchsreduktion. Bei mehrmotorigen ASM-
Topologien stellt sich dieser Effekt nicht ein.
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7 Zusammenfassung und Ausblick
In diesem Kapitel wird abschließend ein Resümee der bisherigen
Ausführungen gezogen. In Abschnitt 7.1 werden die wichtigsten
Arbeitsschritte der vorliegenden Arbeit zusammengefasst. Es folgt
die Herleitung des wissenschaftlichen Mehrwerts und Neuheitsgrads
der durchgeführten Analysen in Abschnitt 7.2. Zuletzt werden in
Abschnitt 7.3 offene Fragestellungen diskutiert und Anregungen für
weitere Forschungsfelder gegeben.
7.1 Zusammenfassung der Arbeitsschwerpunkte
In der vorliegenden Arbeit wurde der Einfluss der Antriebsstrangtopo-
logie auf den Energieverbrauch eines elektrischen Sportwagens unter-
sucht. Ziel war es, die zusätzlichen Freiheitsgrade bei der Auslegung
von elektrischen Antriebssträngen zu nutzen, um Verbrauchssenkungs-
potenziale zu identifizieren. Hierbei wurde nicht nur der Einfluss der
Topologie selbst, also der Anordnung der Komponenten untersucht.
Darüber hinaus wurden simultan die Eigenschaften dieser Komponen-
ten verändert, um so vorhandene Wechselwirkungen offenzulegen und
ein Systemoptimum anstelle eines Komponentenoptimums zu finden.
Zuerst wurde dazu ein methodisches Vorgehen definiert, das ei-
ne automatisierte Suche nach pareto-optimalen Lösungen in einem
mehrdimensionalen Designraum ermöglicht. Der erforderliche Such-
bzw. Optimierungsalgorithmus wurde mit einer Kombination aus na-
turanalogem Verfahren, DoE-Methoden und Approximationsmdellen
realisiert. Das vorgestellte DSE1-Framework versetzt den Entwickler
eines komplexen Systems in die Lage, in kurzer Zeit aus unzähligen
Designalternativen jene herauszufiltern, die vorher definierte Entwick-
lungsziele bestmöglich erfüllen. Insbesondere bei Systemen, die wie-
derum aus einer Vielzahl von (Sub-)Systemen bestehen, bietet das
gezeigte Vorgehen entscheidende Vorteile bezüglich Zielerfüllung und
Entwicklungszeit gegenüber einer klassischen Variantenkonstruktion.
1 Design Space Exploration.
127
7 Zusammenfassung und Ausblick
In einem zweiten Schritt wurde das DSE-Framework zur Optimie-
rung eines elektrischen Sportwagens eingesetzt. Dazu wurde zunächst
ein Verfahren zur topologieunabhängigen Betriebsstrategiedefinition
festgelegt, das mithilfe dynamischer Programmierung eine stets ver-
brauchsminimale Komponentensteuerung ermöglicht. Anschließend
wurden die erforderlichen Komponentenmodelle erstellt, die im Falle
des Elektromotors sowohl eine Leistungsskalierung als auch eine Varia-
tion der Wirkungsgradcharakteristik zulassen. Der für das Sportwagen-
segment relevante Designraum wurde nachfolgend für unterschiedliche
Fahrzeuge und Bewertungszyklen untersucht. Die dabei bestehenden
Wechselwirkungen zwischen Topologie und Komponenteneigenschaf-
ten wurden analysiert. Abschließend wurden Auslegungsregeln für
effiziente und performante Antriebsstrangtopologien formuliert.
Es konnte gezeigt werden, dass durch eine geeignete Topologiedefini-
tion zusammen mit einer entsprechenden Komponentenauslegung der
Energiebedarf von Elektrofahrzeugen deutlich reduziert werden kann.
7.2 Wissenschaftlicher Beitrag
Aufbauend auf den Ansätzen und Ideen des Systems Engineering
wurde in der vorliegenden Arbeit ein Verfahren zur Optimierung
komplexer Systeme erarbeitet [43], [10]. Dieses Verfahren wurde speziell
auf die Anforderungen der Fahrzeugentwicklung abgestimmt, um das
Systemverständnis im Bereich elektrischer Sportfahrzeuge zu vertiefen.
Besonders für die frühe Phase der Produktentwicklung steht nun ein
Werkzeug zur Verfügung, mit dessen Hilfe sich das mögliche Spektrum
(pareto-)optimaler Systemausprägungen effizient identifiziert lässt.
Neben dem untersuchten Fahrzeugsegment selbst stellt insbeson-
dere die Art der realisierten Systemmodellierung und -optimierung
eine Neuerung dar: In keiner der bisherigen Arbeiten im Bereich
der Antriebsstrangoptimierung wird der Einfluss des Elektromotors
simultan bei Variation verschiedener Komponenteneigenschaften un-
tersucht. Die Variation der Eigenschaften Maschinentyp, -leistung
und Wirkungsgradcharakteristik im Rahmen einer multikriteriellen,
nicht skalarisierten Optimierung stellt ein Novum dar. Ebenfalls neu
ist die gleichzeitige Nutzung der dynamischen Programmierung zur
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Definition einer global optimalen Betriebsstrategie als Basis der Ener-
gieverbrauchsermittlung.
Die konkreten Auslegungsempfehlungen für performante und gleich-
zeitig effiziente Antriebsstränge, die basierend auf den Analyseergebnis-
sen in Kapitel 6 hergeleitet wurden, stellen wichtige Erkenntnisse auf
dem Weg zur flächendeckenden Elektrifizierung des Mobilitätssektors
dar. Sie können den an der Fahrzeugherstellung beteiligten Akteuren
Hinweise geben, in welche Richtung ein Komponentenportfolio aus
Sicht von Fahrleistung und Verbrauch entwickelt werden sollte.
7.3 Ausblick
Zur Fortführung der in dieser Arbeit behandelten Themen lassen sich
die folgenden Handlungsfelder erkennen:
Ergänzung der Komponentenmodelle: Die Ergänzung zusätzlicher
Maschinentypen wie beispielsweise einer fremderregten Synchronma-
schine (FESM) erscheint sinnvoll, um das Systemverständnis weiter zu
vertiefen. Eine Erweiterung der Komponentenmodelle um zusätzliche
Varianten führt gleichzeitig zu einer Erweiterung des Designraums.
Folglich besteht die Möglichkeit abweichender pareto-optimaler Lösun-
gen im Bildraum.
Zusätzlich kann das in Abschnitt 4.2.1.2 (S. 43) vorgestellte Ver-
fahren zur Erzeugung neuer Wirkungsgradkennfelder um weitere Aus-
gangskennfelder realer Elektromotoren ergänzt werden. Modellgüte
und abgebildetes Maschinenspektrum können so erweitert werden.
Aus Gesamtfahrzeugsicht erscheint auch eine Erweiterung um ein
Batteriemodell sinnvoll. Zur Untersuchung der Wechselwirkungen zwi-
schen Batteriegewicht und der Leistungsanforderung des Antriebss-
trangs wäre ein parametrierbares Batteriemodell nötig. Beispielsweise
sollten der Zelltyp (z. B. Hochleistungs- versus Hochenergiezelle), die
Speicherkapazität je Zelle und die Batteriekonfiguration (Verschaltung
der Zellen) variabel sein.
Methoden zur Maschinenauslegung: Aus elektrotechnischer Per-
spektive erscheinen zwei Handlungsfelder besonders relevant: Zum
einen wäre eine invertierte Auslegungsmethode für Elektromotoren
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zu definieren, die als Ausgangspunkt die in Kapitel 6 identifizierten
optimalen Kennfeldformen zur Maschinenauslegung verwendet. Zum
anderen könnte eine Substitution der eingesetzten kennfeldbasierten
EM-Skalierung durch analytische Maschinenmodelle die Aussagekraft
der Analysen weiter steigern. Voraussetzung hierbei muss jedoch im-
mer eine rechenzeitminimale Erstellung der Wirkungsgradkennfelder
sein.
Ausweitung des Leistungsspektrums: Basierend auf den Schlussfol-
gerungen aus Kapitel 6 erscheint es sinnvoll, die Möglichkeiten einer
weiteren Reduzierung des Energieverbrauchs durch eine Reduzierung
der Maschinenleistung zu untersuchen. Dazu ist eine Erweiterung des
skalierbaren EM-Modells nötig. Außerdem muss das DSE-Framework
derart verändert werden, dass auch drei- oder viermotorige Topologien
untersucht werden können, um der Spezialisierung der Elektromotoren
auf unterschiedliche Lastkollektive Rechnung zu tragen.
Zu beachten ist jedoch, dass der Aufteilung der Systemleistung auf
mehrere Elektromotoren in der Praxis Aspekte der Fahrbarkeit entge-
genstehen: Die Vorteile einer verbrauchsminimalen Betriebsstrategie
können nur für den Fall gehoben werden, dass die beteiligten Maschi-
nen im Bedarfsfall schnell und ruckfrei angebunden werden können.
Dies führt besonders in Kombination mit Abkoppeleinrichtungen zu
hohen regelungstechnischen Anforderungen.
Erweiterung der Optimierungsziele: Speziell für das Sportwagenseg-
ment erscheinen zusätzliche Optimierungsziele wie etwa Elastizitäts-
und Querdynamikwerte sinnvoll. Insbesondere in Verbindung mit
detaillierteren Elektromotormodellen, die ebenfalls das thermische
Verhalten abbilden, könnten zusätzlich Untersuchungen zur Reprodu-
zierbarkeit der ermittelten Fahrleistungen durchgeführt werden.
Topologieoptimierung versus Gleichteileansatz: Unter anderem zur
Reduzierung von Entwicklungs- und Produktionskosten ist es ein Ziel
der Fahrzeughersteller, den Anteil an Gleichteilen der angebotenen
Fahrzeuge zu erhöhen. Würden alle Modelle des Produktportfolios
denselben Elektromotor verwenden, wäre dieses Ziel ideal erreicht [50].
Fraglich ist, ob eine Standardisierung der Komponente Elektromotor
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mit dem Ziel eines maximalen Antriebsstrangwirkungsgrads vereinbar
ist. Wäre es möglich einen ‚kleinsten gemeinsamen Nenner‘ zu identifi-
zieren, der bei allen angebotenen Fahrzeugmodellen hinreichend gute
Antriebsstrangwirkungsgrade erzielt, wären Topologieoptimierung und
Gleichteileansatz vereinbar.
Die durchgeführten Untersuchungen können den Startpunkt bilden,
um die aufgeworfene Frage zu beantworten. Aus Sicht des Sportwagen-
segments erscheint eine leistungsschwache PSM wie in Abschnitt 6.1.1.5
(S. 104) beschrieben vielseitig einsetzbar. Denkbar wäre deren Ver-
wendung sowohl als VA-Elektromotor eines Sportwagens als auch als
Traktionsantrieb eines Kleinwagens. Zusätzlich könnte für andere Fahr-
zeugsegmente eine Leistungsskalierung durch Mehrmotor-Konzepte
erreicht werden. Der Einsatz von 2G-Getrieben kann überdies nicht nur
den Energieverbrauch senken, sondern zusätzlich das mögliche Einsatz-
spektrum eines standardisierten Elektromotors vergrößern. Weitere
Fahrzeug- und Fahrzykluskombinationen müssen untersucht werden,





In Abschnitt A.1.1 sind die eingesetzten Getriebekennfelder zu sehen.
In Abschnitt A.1.2 werden nachfolgend die verwendeten Ausgangs-
kennfelder dargestellt, die als Grundlage der EM-Skalierung dienen




























































































































































































Abbildung A.4: PSM Ausgangskennfelder für BRTyp = −1 (links) bis
BRTyp = 1 (rechts) zur Kennfeldskalierung zwischen 65 kW und 195 kW
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Abbildung A.5: ASM Ausgangskennfelder für BRTyp = −1 (links) bis




Zur besseren Übersicht sind nachfolgend alle Kernaussagen aus Kapitel
6 erneut dargestellt.
A.2.1 Kernaussagen PSM-Topologien
Kernaussagen zu: Form der Pareto-Front
Die Pareto-Front für die Zielgrößen Beschleunigungszeit und Energiever-
brauch lässt sich näherungsweise durch zwei Geraden mit negativer
Steigung beschreiben.
• Für die untersuchte EM-Leistungsklasse gilt: Der Energieverbrauch
steigt mit der EM-Leistung.
• Das absolute EV-Minimum lässt sich nur mit einer mehrmotorigen
Topologie erreichen.
Kernaussagen zu: Getriebe
• Im Bereich der Zielerfüllung des Sportwagensegments (tACC, vmax) werden
die zusätzlichen Verluste eines 2G-Getriebes überkompensiert. Bei
Erfüllung der segmenttypischen Fahrleistungsanforderungen führt ein
2G-Getriebe immer zu niedrigerem Energieverbrauch.
• Ein globales Optimum, das alle drei Zielgrößen maximiert bzw. mi-
nimiert, kann nur mit einem 2G-Getriebe erreicht werden (vgl. Abb.
6.10 (b)).
• Zur EV-Reduktion sollte ein zweiter Gang in Kombination mit einer
PSM möglichst lang übersetzt sein, um deren Auslastung zu verbes-
sern.
• Für AWD-Topologien gilt: Eine Parallelverschiebung der Front in
Abhängigkeit von vmax entsteht nur bei 1G-Getriebe-Topologien.
Kernaussagen zu: Abkoppeleinrichtung
• Zur Vermeidung von Schleppverlusten im Elektromotor ist eine Abkop-
peleinrichtung unverzichtbar.
• Bei beschleunigungsorientierten Fahrzeugauslegungen wird das
größte EV-Senkungspotenzial durch Einsatz der Abkoppeleinrichtung




• Bei AWD-Topologien mit Abkoppeleinrichtung an der HA wird im Zy-
klus überwiegend (avgk ≤ 15 %) der VA-Elektromotor eingesetzt.
• Mithilfe eines zweiten Elektromotors kann die Betriebsstrategie das Last-
kollektiv derart aufteilen, dass sich eine geeignete EM-Auslegung
ergibt (vgl. 6.1.1.5).
• Die Betriebsstrategie sollte die Lastpunkte immer möglichst eng am
Pfad optimaler Wirkungsgrade platzieren.
Kernaussagen zu: EM-Auslegung
• Durch Analyse der Pareto-Menge lässt sich eine eindeutig vorteilhafte
(verbrauchsminimierende) Lage des ηopt-Bereichs identifizieren.
• Für Fzg. A im CADC ist BRTyp = [0, 5 . . . 0, 6] verbrauchsminimierend.
• Zur besseren Auslastung im Zyklus sollte eine PSM mit möglichst




Kernaussagen zu: Form der Pareto-Front
• Bei 1G-Topologien kann durch Reduzierung der vmax-Anforderung
der EV reduziert werden.
• Die Form der Pareto-Front kann mithilfe der Topologiegestaltung
stark beeinflusst werden.
• Im Gegensatz zu PSM-Antriebssträngen bieten mehrmotorige Topolo-
gien mit ASM keine energetischen Vorteile im Vergleich zu einmo-
torigen.
Kernaussagen zu: Getriebe
• Bei Verwendung eines 2G-Getriebes ändert sich die Form der Pareto-
Front vollständig (vgl. Abb. 6.17).
• RWD: Für hohe vmax-Anforderungen führt ein 2G-Getriebe zu deutlich
besseren Beschleunigungszeiten und Verbrauchswerten.
• AWD: Für hohe vmax-Anforderungen führt ein 2G-Getriebe an der HA
zu deutlich besseren Beschleunigungszeiten bei nahezu identischem
Energieverbrauch.
• Zur EV-Reduktion sollte der erste Gang eines 2G-Getriebes in Kom-
bination mit einer ASM möglichst kurz übersetzt sein, um deren
Auslastung zu verbessern.
Kernaussagen zu: Abkoppeleinrichtung
• Im Allgemeinen ist bei ASM-Topologien kein nennenswerter Einfluss
der Abkoppeleinrichtung zu beobachten.
• Lediglich bei AWD-Topologien führt eine Abkoppeleinrichtung oder
ein 2G-Getriebe an der VA zu einer geringen EV-Senkung in einem
begrenzten Bereich des Zielraums.
Kernaussagen zu: Betriebsstrategie
• Es kommt fast ausschließlich ein leistungsstarker Elektromotor (P =
185 kW) zum Einsatz (avgk ≥ 95 %).




• Eine ASM sollte analog BRTyp = −1 mit hoher Leistung ausgelegt
sein.
• Verbrauchsgünstig wirkt sich eine Lage des ηopt-Bereichs bei mög-
lichst niedrigen Drehmomenten aus.
A.2.3 Kernaussagen zum Einfluss des Fahrzyklus
auf die Analyseergebnisse
Kernaussagen zu: Einfluss des Fahrzyklus
• Die untersuchte Änderung des Fahrzyklus hat keinen Einfluss auf die
grundsätzliche Gültigkeit der getroffenen Aussagen (vgl. auch Abb.
6.23). Lediglich im Detail ergeben sich geänderte Auslegungsempfehlungen.
• Bei Fahrzeugen des Sportwagensegments vergrößert sich der Ver-
brauchsnachteil der ASM im NEFZ. Aufgrund der Kennfeldcharak-
teristik liegt das Lastkollektiv in Bereichen mit geringem Wirkungsgrad.
• Die höhere Durchschnittsgeschwindigkeit des CADC sowie dessen Vertei-
lung energieintensiver Lastpunkte über einen weiten Geschwindigkeitsbe-
reich (vgl. Abb. 6.25) ermöglichen bei Sportwagenantriebssträngen bessere
Tank-to-Wheel Wirkungsgrade (ηTtW,Reku-Werte). Im NEFZ ist
der ηTtW,Reku-Wert folglich niedriger (vgl. Abb. 6.24).
A.2.4 Kernaussagen zum Einfluss des Fahrzeugtyps
Kernaussagen zu: Einfluss des Fahrzeugtyps
• Die untersuchte Änderung des Fahrzeugtyps hat keinen Einfluss auf
die Gültigkeit der getroffenen Aussagen.
• Zwar führt eine Erhöhung der Fahrzeugmasse im CADC zu einer hö-
heren Auslastung der Elektromotoren und damit zu höheren durch-
schnittlichen Wirkungsgradeni, der insgesamt gestiegene Energieum-
satz verursacht jedoch höhere Verluste. Ein gestiegener Zyklusverbrauch
ist die Folge.




A.3 Zusätzliche Schaubilder zum Zykluseinfluss
A.3 Zusätzliche Schaubilder zum Zykluseinfluss
Ergänzend zu den Erläuterungen in 6.2 sind nachfolgend weitere Dar-



































Abbildung A.6: Vergleich der umgesetzten Energie in NEFZ und CADC
für Fahrzeug A.



























































Abbildung A.7: Vergleich der notwendigen Zugkraft am Rad je Fahrge-
schwindigkeit in CADC und NEFZ. In Graustufen dargestellt ist zusätzlich
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avgk % Anteil der HA an der gesamten umgesetzten
mechanischen Energie des Fahrzyklus
avgg,VA % Anteil des ersten Gangs an der gesamten
umgesetzten mechanischen Energie der VA
avgg,HA % Anteil des ersten Gangs an der gesamten
umgesetzten mechanischen Energie der HA
ax m/s2 Fahrzeugbeschleunigung
clutchVA - Systemvariable Abkoppeleinrichtung an VA
clutchHA - Systemvariable Abkoppeleinrichtung an HA
cw - Luftwiderstandsbeiwert
f(x) - Zielfunktion des Optimierungsproblems
f - Zielfunktionsvektor
fr - Rollwiderstandsbeiwert
g - Vektor der Nebenbedingungen
g m/s2 Erdbeschleunigung
gearsVA - Systemvariable Anzahl Getriebestufen VA




mrot kg äquivalente Ersatzmasse Antriebsstrang
nEM 1/min Drehzahl Elektromotor
ncDV - Anzahl aller möglichen DV-Kombinationen
nDV - Anzahl der Designvariablen
nmax,EM 1/min maximal zulässige Motordrehzahl des
Elektromotors
nmax,EMVA 1/min maximal zulässige Motordrehzahl an VA
nmax,EMHA 1/min maximal zulässige Motordrehzahl an HA
nv - Anzahl der Intervallelemente




rdyn m Dynamischer Abrollradius
rdyn,VA m Dynamischer Abrollradius VA
rdyn,HA m Dynamischer Abrollradius HA
sh m Schwerpunkthöhe
sv m Schwerpunktabstand zur VA
t s Zeitschritt des diskreten Fahrzyklus
tACC s Beschleunigungszeit 0-100 km/h
ts s Berechnungszeit für eine Zielfunktion
tt s Gesamtzeit zur Berechnung aller
Zielfunktionen
vFzg km/h Fahrzeuggeschwindigkeit
vi,VA km/h Designvariable Fahrzeuggeschwindigkeit in
Gang i bei nmax,EMVA
vi,HA km/h Designvariable Fahrzeuggeschwindigkeit in
Gang i bei nmax,EMHA
vmax km/h maximale Fahrzeuggeschwindigkeit
vRad km/h Radumfangsgeschwindigkeit
xDV - Vektor der Designvariablen
xSV - Vektor der Systemvariablen
xilow - Untere Grenze einer Nebenbedingung
xiup - Obere Grenze einer Nebenbedingung
ηTtW % Tank-to-Wheel Wirkungsgrad in einem
Bewertungszyklus
ηTtW,Reku % Tank-to-Wheel Wirkungsgrad in einem
Bewertungszyklus inkl. vollständiger
Rekuperation
ωHA(t) rad/s Winkelgeschwindigkeit der HA abhängig vom
Zykluspunkt
χ - Zulässige Menge des Designraums
A m2 Stirnfläche des Fahrzeugs
BRTyp - Designvariable Form des η-Kennfelds EM
BRTyp,VA - Designvariable Form des η-Kennfelds EMVA
BRTyp,HA - Designvariable Form des η-Kennfelds EMHA
EBeschl Wh/km Im Zyklus umgesetzte Energie des Fahrzeugs
bei Beschleunigung
Eel,Batt Wh Aus der Batterie entnommene el. Energie





ELuft Wh/km Im Zyklus umgesetzte Energie zur
Überwindung des Luftwiderstands
Emech,Gesamt Wh Gesamtumsatz mechanischer Energie
Emech,HA Wh Umsatz mechanischer Energie an HA
Emech,Rad Wh Umsatz mechanischer Energie an allen
Rädern
Emech,VA Wh Umsatz mechanischer Energie an VA
ERoll Wh/km Im Zyklus umgesetzte Energie zur
Überwindung des Rollwiderstands
Everl,Antr. Wh Verlustenergie des Elektromotors im Zyklus
bei Beschleunigung und Konstantfahrt
Everl,Reku Wh Verlustenergie des Elektromotors im Zyklus
bei Verzögerung (Rekuperation)
EVerz Wh/km Im Zyklus umgesetzte Energie des Fahrzeugs
bei Verzögerung
EMVA - Systemvariable Elektromotor VA
EMHA - Systemvariable Elektromotor HA
EMTyp,VA - Systemvariable Elektromotortyp VA
EMTyp,HA - Systemvariable Elektromotortyp HA
FB N Beschleunigungswiderstandskraft
FL N Luftwiderstandskraft
FRad N Zugkraft am Rad
FRo N Rollwiderstandskraft
FSt N Steigungswiderstandskraft
I A elektrischer Strom
JBr,VA kgm2 rotatorisches Trägheitsmoment Bremse VA
JBr,HA kgm2 rot. Trägheitsmoment Bremse HA
JEM,VA kgm2 rot. Trägheitsmoment Elektromotor VA
JEM,HA kgm2 rot. Trägheitsmoment Elektromotor HA
JGetr,VA kgm2 rot. Trägheitsmoment Getriebe VA
JGetr,HA kgm2 rot. Trägheitsmoment Getriebe HA
JKuppl,VA kgm2 rot. Trägheitsmoment Kupplung VA
JKuppl,HA kgm2 rot. Trägheitsmoment Kupplung HA
JRad,VA kgm2 rot. Trägheitsmoment Rad VA
JRad,HA kgm2 rot. Trägheitsmoment Rad HA
LB - Untere Grenzen der Nebenbedingungen
M Nm Drehmoment
Mmax Nm Maximales Drehmoment






Pi - Population der i-ten Iteration eines GA
P̂i - Schätzwerte der Population der i-ten
Iteration eines GA
PEM kW Leistung Elektromotor
PVA kW Designvariable Leistung Elektromotor VA
PHA kW Designvariable Leistung Elektromotor HA
P opsize - Populationsgröße eines GA
Si - Selektierte Individuen der i-ten Iteration
eines GA







CADC Common Artemis Driving Cycle
CAE Computer-Aided Engineering
CL Clutch bzw. Kupplung
DGL Differentialgleichung
DoE Design of Experiments
DR Designraum
DSE Design Space Exploration
DV Designvariable









n/a nicht zur Verfügung stehend
NEFZ Neuer europäischer Fahrzyklus
NSGA-II Elitist Non-dominated Sorting Genetic Algorithm
PSM Permanenterregte Synchronmaschine







η-Kennfeld Wirkungsgradkennfeld eines Elektromotors
ηopt-Bereich wirkungsgradoptimaler Kennfeldbereich (für PSM





Designraum Bezeichnet die n-dimensionale Definitionsmenge
einer Abbildung der Komponentenparameter
(Designvariablen) in den Bildraum der
Zielfunktion(en)




Design Space Exploration Framework;
Methodensammlung und schematischer Ablauf des
vorgestellten Optimierungsprozesses
Fahrleistungen Bezeichnet die Werte: Beschleunigungszeit tACC [s]
0-100 km/h und Höchstgeschwindigkeit vmax [km/h]
Simulink Simulationssoftware
Systemvariable Bezeichnet ein Element einer Topologie
Topologie Antriebsstrangtopologie; beschreibt Existenz und
mechanische Verschaltung der Komponenten




Zusammenfassung von Topologien mit mindestens
einem identischen Attribut (Ausprägung einer
Systemvariable) zu einer Gruppe
virtuelles
Fahrzeug
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In der vorliegenden Arbeit wird der Einfluss der Antriebsstrangtopologie auf 
den Energieverbrauch und die Fahrleistungen eines elektrischen Sportwagens 
untersucht. Ziel ist es, die zusätzlichen Freiheitsgrade bei der Definition von 
elektrischen Antriebssträngen zu nutzen, um den Energieverbrauch zu senken. 
Hierbei wird nicht nur der Einfluss der Topologie selbst, also der der Anordnung 
von Elektromotor und Getriebe untersucht. Vielmehr werden die Eigenschaften 
dieser Komponenten simultan verändert, um so ein Systemoptimum anstelle 
eines Komponentenoptimums zu finden. 
Zunächst werden die erforderlichen skalierbaren Komponentenmodelle erstellt 
und eine Methode zur Betriebsstrategiedefinition erarbeitet, die eine stets ener-
gieminimale Komponentensteuerung gewährleistet. Als Alternative zur etab-
lierten variantenbasierten Entwicklung technischer Systeme wird das Konzept 
der Design Space Exploration eingesetzt. Darauf aufbauend wird eine Methode 
zur Analyse mehrdimensionaler Designräume eingeführt. Das präsentierte Ver-
fahren erlaubt es, in kurzer Zeit aus einer Vielzahl möglicher Designalternativen 
jene herauszufiltern, die vorher definierte Entwicklungsziele erfüllen. Der rele-
vante Designraum wird für unterschiedliche Fahrzeuge und Bewertungszyklen 
untersucht, um bestehende Wechselwirkungen zwischen Topologie und Kom-
ponenteneigenschaften zu analysieren.
