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This thesis proposes an approach for acquiring a 3D object model from sil-
houettes. The 3D object model we propose is a set of object's properties
which are necessary for reproducing the object's appearance. The properties
in the 3D object model are categorized into three properties; photometry
modeled by re°ection properties, geometry modeled by object's shape, and
motion modeled by a sequential object's pose.
The 3D object model has two advantages, portability and suitability for
preservation. These advantages push a widespread usage of the 3D object
model. We categorize the usage into two types; applications which are
putting importance on the portability, and applications which are putting
importance on preserving objects' appearance. We can categorize the model
acquisition from two types of view; computation time and observation time
for model acquisition. The computation/observation time a®ect on a lighting
environment we can use; whether lighting environment is known or unknown,
controllable or uncontrollable. There is a relationship between the computa-
tion/observation time and controllability of lighting environment.
The main contribution of this thesis is to make the relationship clear
through the following three research topics.
We ¯rst propose a method to acquire the shape and re°ection properties
under unknown and varying lighting environment. The method has °exibility
for parallels processing which enables real-time processing. Previously pro-
posed methods had acquired re°ection properties by using an object's shape.
Our method does not use the object's shape and acquires both the shape
and the re°ection properties. Our method acquires the object's shape from
silhouettes, using the volume intersection method. The shape is acquired
as a set of voxels and named a visual hull. Our method also acquires the
re°ection properties of each voxel.
Previously proposed methods, which acquired both the shape and the
iv
re°ection properties, require heavy computational cost. In our method, the
calculation is done independently at each voxel; it reduces the computational
cost. The shape is acquired by voxel-independent calculation in our method.
And the re°ection properties are also acquired by voxel-independent calcu-
lation, using our re°ection model which is suitable for voxel-independent
calculation.
Secondly we propose a method for acquiring the motion of articulate
objects from visual hulls. Several methods to estimate an articulated motion
had been proposed. These methods require a shape model of each body parts
which compose an articulated object. Our method does not use any shape
model and measures both the shape of body parts and the articulated motion
at the same time.
Visual hulls acquired in time sequences are used to acquire the shape
and the motion. All the voxel included in a body part are always under the
same rigid motion. We extract such voxels from the whole shape. Making
a correspondence between voxels acquired in di®erent times provides us the
extraction, but unnecessary voxels in the visual hull makes the correspon-
dence di±cult. Our solution for this di±culty is the use of multi-dimensional
distance of each voxel. The multi-dimensional distance contains distances
from the voxel to the visual hull's surface, and the distances are calculated
along several directions. The distances along some directions will receive ef-
fects from the unnecessary voxels. The distances along the other directions
receive no e®ect from them. The use of some part of multi-dimensional dis-
tance instead of using whole multi-dimensional distance overcomes the e®ect
from unnecessary voxels.
Finally, we propose a method which reconstructs smooth or concave sur-
face, which the volume intersection method can not reconstruct. The visual
hull, which is acquired by the volume intersection method, is a convex hull
circumscribing the object. Acquiring a concave surface with the volume in-
tersection method is impossible. The volume intersection method requires
many cameras in order to acquire a smooth surface, even if the surface is not
a concave surface.
We employ photometric stereo to acquire the smooth and concave sur-
faces. Photometric stereo estimates surface normals as a needle map by
controlling lighting environment. The needle map contains surface normals
of concave and smooth surfaces. In case when the needle maps contain depth
edges, incorrect depth maps are reconstructed. An incorrect depth map is
not consistent with silhouettes which are taken from other viewpoints. Based
von this fact, our method minimizes two types of energy function to recon-
struct the depth map: One energy function is based on a consistency between
depth map and needle map, and the other is based on a consistency between
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This thesis presents an approach for acquiring a 3D object model from sil-
houettes. The 3D object model we propose is a set of object's properties
which are necessary for reproducing the object's appearance.
The object's appearance varies with various factors: Objects vary their
appearance, varying their pose at all times. Lighting environments also vary
the object's appearance. Object's surface re°ects incident lights, Re°ection
properties provide the object's appearance. Viewpoints also vary the ob-
ject's appearance. When the viewpoint is given, object's shape provides the
appearance.
These factors are modeled by the properties included in the 3D object
model. The properties in 3D object model are categorized into three prop-
erties; photometry modeled by re°ection properties, geometry modeled by
object's shape, and motion modeled by a sequential object's pose. A 3D
object model with these three properties enables us creating a view of the
object under arbitrary lighting condition, view point, and object's pose.
The 3D object model has the following advantages.
² Portability: The 3D object model can be transmitted to remote places
through a network.
² Suitability for Preservation: The 3D object model does not degrade,
keeping the appearance of the original object.
These advantages push a widespread usage of the 3D object model. Applica-
tions of the 3D object model include teleconferences, virtual museums, and
rapid prototyping.
2 Introduction
These applications are categorized into the following two types. The ¯rst
type is applications which put more importance on the portability rather than
accuracy. Teleconference systems and distant learning systems are examples
of it. These systems observe a scene by cameras, and transmit an appearance
of the scene to distant places. A real-time processing is required for the
transmission.
The second type is applications which put utmost importance on pre-
serving objects' appearance. The digital museums and the rapid prototyp-
ing, which require realistic appearances, are major applications of this type.
They do not require any real-time processing, only require accuracy.
We can categorize the model acquisition from two types of view; com-
putation time and observation time for model acquisition. 3D object model
acquisition is categolized into three types of acquistions.
² Acquiring 3D object models of moving objects with real-time process-
ing(e.g. teleconference systems). It is sensitive to computation and
observation time.
² Acquiring 3D object models of moving objects with o²ine processing
(e.g. virtual museums). It is sensitive to observation time and not
sensitive to computation time.
² Acquiring 3D object models of static (not moving) objects with o²ine
processing (e.g. rapid prototyping). It is not sensitive to computition
or observation time.
We propose three methods to cope with these di®erent types of problems.
The computation/observation time a®ect on a lighting environment we
can use. In the real-time processing system, for example, object models
should be acquired under a time-varying lighting environment. It is di±cult
to control the lighting environment in real-time system, because of the ob-
ject's motion during the control. In the o²ine processing system for acquiring
a model of moving object, it is also di±cult to control the lighting environ-
ment, but not di±cult to estimate the lighting environment. In the o²ine
processing system for acquiring a model of static object, it is not di±cult
to control the lighting environment. The control of the lighting environment
will improve the accuracy of the 3D object model. These examples imply
that there is a relationship between the computation/observation time and
controllability of lighting environment. When we put more importance on
3the computation time than the controlling lighting conditions, object model
will be less accurate. On the other hand, when we put more importance on
the accuracy and control lighting conditions, real-time processing is hard to
accomplish.
The main contribution of this thesis is to make the relationship clear
through the following three research topics.
² Real-time 3D model acquisition under unknown and varying lighting
environment.
² Shape and motion acquisition without controlling lighting environment.
² Shape acquisition with controllable lighting environments.
We de¯ne and acquire the 3D object model with the following properties.
As for the re°ection properties, di®use and specular re°ection properties,
which are widely used properties, are included in the 3D object model. And
as for the motion, we focus on articulate objects and acquire the articulate
motion. The articulate motion is a set of rigid motion of each body parts of
the object.
Versatile approach, in other words, an approach which can acquire 3D
models of various objects, is also required for 3D object model acquisition.
The use of silhouettes for acquiring 3D object models satis¯es the require-
ment, for object's silhouettes can be robustly extracted. The silhouettes also
have an advantage; they can be extracted robustly under various lighting
envirionments.
Acquisition of 3D object models from silhouettes is hard task, however.
Restrictions as to an object's shape or prepared object's shape are required.
Many works have acquired object's re°ectance properties by using a pre-
measured object's shape[46, 45, 37]. Many works had acquired object's mo-
tion by using a rough shape of an object[44, 12, 11, 6, 33, 40]. Shape from
silhouettes has a restriction on object's surfaces[20, 21, 22]; it can not mea-
sure any concave surface.
The second contribution of this thesis is to remove the restriction and
preparation. In chapter 2, we show an approach by which the re°ectance
properties and the shape are acquired at the same time. The approach does
not require any pre-measured shape or pre-measured lighting environment. In
addition, our method employs a new re°ectance model and reduces the com-
putational cost by voxel-independent calculation; it is necessary for real-time
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computation. An approach which acquires the object's articulated motion
without using prepared object's shape is described in chapter 3. Non-rigid
motion makes it di±cult to acquire the articulated motion. Our method
employs a probabilistic approach to ¯x the non-rigid motion. A method
for measuring the concave and smooth surface is described in chapter 4. We
use photometric-stereo to acquire the smooth/concave surfaces by controlling
the lighting environment. The use of needle map acquired with photometric
stereo and silhouettes.
1.1 3D model acquisition under unknown light-
ing environment
Previously proposed methods had acquired re°ection properties by using an
object's shape. Our method does not use the object's shape and acquires
both the shape and the re°ection properties.
Our method acquires the object's shape from silhouettes, using the vol-
ume intersection method[26, 28]. The shape is acquired as a set of voxels
and named a visual hull. Our method also acquires the re°ection properties
of each voxel.
Previously proposed methods, which acquired both the shape and the
re°ection properties, require heavy computational cost. In our method, the
calculation is done independently at each voxel; it reduces the computational
cost. The shape is acquired by voxel-independent calculation in our method.
And the re°ection properties are also acquired by voxel-independent calcu-
lation, using our re°ection model which is suitable for voxel-independent
calculation.
Re°ection properties, including a di®use re°ection and a specular re°ec-
tion [39], of each surface voxel are reconstructed. The surface voxels is a voxel
located on the surface of the visual hull. Based on the Torrance-Sparrow re-
°ection model[31], we propose an improved re°ection model which is suitable
for the voxel-independent reconstruction. Parameters of our re°ection model
are acquired under unknown lighting condition. Our method estimates di-
rections of every light source at each frame; even if the lighting environment
varies, our method will still work.
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1.2 Shape and motion acquisition without con-
troling lighting environments
Our method acquires the motion of an articulated object. Several methods
to estimate an articulated motion had been proposed[44, 12, 11, 6, 33, 40].
These methods require a shape model of each body parts which compose an
articulated object. The requirement is not suitable for the 3D object model
acquisition, because the applications described in section 1 require 3D models
of various objects and preparing the shape model of the objects takes a lot
of costs. Our method does not use any shape model and measures both the
shape of body parts and the articulated motion at the same time.
In our method, a whole shape of an articulated object is acquired as a
visual hull which consists of a set of voxels. Visual hulls acquired in time
sequences are used to acquire the shape and the motion. All the voxel in-
cluded in a body part are always under the same rigid motion. We extract
such voxels from the whole shape. Making a correspondence between voxels
acquired in di®erent times provides us the extraction, but unnecessary voxels
in the visual hull makes the correspondence di±cult.
Our solution for this di±culty is the use of multi-dimensional distance
of each voxel. The multi-dimensional distance contains distances from the
voxel to the visual hull's surface, and the distances are calculated along
several directions. The distances along some directions will receive e®ects
from the unnecessary voxels. The distances along the other directions receive
no e®ect from them. The use of some part of multi-dimensional distance
instead of using whole multi-dimensional distance overcomes the e®ect from
unnecessary voxels.
Non-rigid motion observed around joints of an articulate object also has
bad e®ect on the motion estimation. Each body part of articulate objects has
rigid motion. Non-rigid region, which is the region under non-rigid motion,
is also included in the articulated objects, however. Previously proposed
methods did not take in account the non-rigid motion, regarding that the
articulate objects only have rigid parts. When their methods try to esti-
mate the motion of the articulate objects including non-rigid motion, their
estimations have bad accuracy.
To solve the problem, we employ a probabilistic approach. Our approach
does not directly estimate the shape of each body part. Instead of this, it
estimates a probability that each voxel belongs to the body parts. The use
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of voxels weighted by the probability gives more accurate rigid motion.
1.3 Shape acquisition with controlable light-
ing environments
The volume intersection method has an advantage over the other methods.
The advantage is that the method can acquire shapes of texture-less ob-
jects. The volume intersection method requires object's silhouettes and does
not require point correspondence, which other methods require. Extracting
silhouettes of texture-less object is easier task than obtaining point corre-
spondence from texture-less objects.
The volume intersection method has also a disadvantage. The disadvan-
tage is the di±culty of acquiring smooth and concave surfaces[20, 21, 22].
The visual hull, which is acquired by the volume intersection method, is a
convex hull circumscribing the object. Acquiring a concave surface with the
volume intersection method is impossible. The volume intersection method
requires many cameras in order to acquire a smooth surface, even if the
surface is not a concave surface.
We employ photometric stereo[35, 3] to acquire the smooth and concave
surfaces. Photometric stereo estimates surface normals as a needle map by
controling lighting environment, and the needle map contains surface normals
of concave and smooth surfaces.
The needle map acquired by photometric stereo does not directly express
a shape of the object, however. Reconstruction of a distance map from
the needle map is required. Maximizing the following consistency gives the
distance map. The consistency is that the needle map is consistent with the
surface normal derived from the reconstructed distance map. We call the
consistency needle map consistency.
Depth edges[34] make it di±cult to calculate the consistency. A depth
edge is an area on the distance map; on the area, a depth from camera to the
surface varies discontinuously. The discontinuity disables the calculation of
surface normal; it means that existence of depth edges disables the calculation
of the needle map consistency.
We propose an approach which uses silhouettes taken from di®erent view-
points. The silhouettes reduce the bad e®ects of depth edge. An incorrect
depth map produced by depth edge is not consistent with the silhouettes
1.3 Shape acquisition with controlable lighting environments 7
which are taken from other viewpoints. Based on this fact, our method min-
imizes two types of energy functions to reconstruct the depth image: one
energy function is based on a consistency between a depth image and a nee-




3D Model Acquisiton under
Unknown Lighting
Environment
In this chapter, we propose an approach to reconstruct a 3D object shape
and re°ection property with real-time processing under unknown lighting
condition. Previously proposed methods require heavy computational cost.
In our approach, the calculation of reconstruction is done independently at
each voxel, and computational cost is reduced. The volume intersection
method reconstructs the shape by voxel-independent calculation. Based on
Torrance-Sparrow re°ection model[31], we propose an improved re°ection
model which is suitable for the voxel-independent reconstruction. Param-
eter of out re°ection model is estimated by voxel-independent calculation.
Reconstruction process consists of three steps: First, the surface voxels are
extracted. Then surface normal at each surface voxel is calculated. Finally,
its re°ection property is estimated.
2.1 Introduction
Improvement in processing power of computers enables us to copy real scene
into virtual 3D shape in computers[16]. Our goal is to reconstruct the whole
scene automatically. Once the scene is reconstructed, everyone outside the
real space can observe it from any viewpoint. The reconstructed scene should
be photorealistic and the reconstruction should be processed in real-time to
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follow scene changes.
We consider the situation in which multiple cameras surround the real
scene. Recently, several approaches which can reconstruct photorealistic
scene from multiple images have already been proposed. They are classi-
¯ed into image-based approaches [19, 38, 23, 29, 24, 1] and model-based
approaches [46, 45, 37].
The image-based approaches reproduce virtual images directly from pixels
of images. For example, Levoy and Hanrahan and Gortler et al. developed a
realistic reconstruction[23, 10].However, these methods employ a dense set of
images, so they are not suitable for real-time reconstruction of a real scene.
Seitz and Dyer proposed a di®erent approach[38] that assigns a color to each
voxel, namely a spatial point, though their approach can only be applied to
objects which has only di®use surface, and therefore specular re°ection on
the object surface e.g. highlight cannot be recovered.
On the other hand, model-based approaches employed shape models and
surface re°ection models. With these models, the re°ectance properties at
points on a surface of objects are estimated. Sato et al.[37] developed an
object shape and the re°ectance modeling technique, which can successfully
estimate the re°ectance property on the object surface with a dense set of
images taken in simple lighting conditions. The lighting conditions are com-
posed of only a single measured light source, though the lighting condition of
the real scene is composed of many light sources which are hard to measure.
Thereby their approach cannot be applied to the real space reconstruction.
Yu et al.[46, 45] proposed a real scene reconstruction method under unknown
complex lighting conditions with a not so dense set of images of the scene.
However, it is not applicable to the real-time reconstruction due to huge
amount of computation.
We propose a new method for reconstruction of a real space with multiple
cameras. The characteristics of our approach are:
² Voxel-based reconstruction with multiple cameras based on the volume
intersection method. It has °exibility for parallels processing which
enables high-speed shape calculation.
² Color reconstruction including not only di®use re°ectance property but
also specular re°ectance property under unknown lighting condition. It
needs no a priori modeling of objects and lights in the real space, and
enables more photorealistic rendering than that only with the di®use
re°ectance property.
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In order to realize high-speed reconstruction, color reconstruction is per-
formed independently at each voxel in the same way as the shape reconstruc-
tion. A simpli¯es re°ection model based on the dichromatic re°ection model
is introduced for this purpose.
2.2 3D Shape Reconstruction
2.2.1 Target Space and Camera Model
Our method reconstructs the shape of objects in a target space (Figure.2.1).
Appropriate target space is determined by cameras' position and cameras'
view angle. The target space consists of a set of voxels, all of which have same
size. Let us write the voxel by V , let the center of V to be v, the number of
cameras to be n, and each camera to be C1; : : : ; Cn. We use cameras which
follow pinhole camera model. The position and direction of each camera
are calibrated as a 3 £ 4 perspective projection matrix Pi beforehand. A
projection matrix Pi projects a 3D point M to 2D point pi on the camera
Ci's image.
pi = PiM (2.1)
2.2.2 Visual Hull
The volume intersection method requires silhouettes observed from various
viewpoints. Let us denote the silhouette taken in camera Ci by Ri. The sil-
houette is extracted by calculating color di®erences between the input image
and the background image taken in advance.
Let us consider the case when an object is imaged by a camera Ci and its
silhouette is extracted as Ri. The object is circumscribed by a cone; a cone
whose apex is at the viewpoint of camera Ci and whose silhouette is Ri. We
call the cone the visual cone for camera Ci and denote it as V CCi .
In the case when the object is observed by m cameras, it exists within
the product of all V CCi (Figure.2.1, Figure.2.2). We denote it by ESS and
name it a visual hull. The ESS consists of a set of voxels, and it is written
as,
ESS = fv j p = P iv; p 2 Rig (2.2)






Figure 2.1: Visual Cone and Visual Hull





Figure 2.2: Visual Hull and Object Shape
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Generally speaking, surfaces of the visual hull do not match with object's
surfaces. They only circumscribe the object's surfaces. However, the use of a
large enough number of cameras lets the visual hull approximate the object's
shape.
Some kind of surfaces can not be reconstructed by the volume intersection
method[18, 20, 21, 22]. Its necessary and su±cient condition had been given
by Lauentini [20].
Proposition 1 A necessary and su±cient condition for a point M belonging
to the surface of a visual hull to belong to the object's surface is that at least
one line L passes through M without intersecting the visual hull at any other
point.
No concave surface can be reconstructed, even if huge amount of cameras are
used. Reconstruction of smooth surface requires a lot of cameras.
2.2.3 Voxel-independence of Volume Intersection
Method
The target space is divided into the voxels. The determination whether each
voxel is included in a visual hull provides the visual hull. The equation
P iv 2 Ri; 8 i = 1; : : : ; n (2.3)
gives the determination.
The equation requires no voxels except v, it means that the determination
could be done voxel-independently. That is, the volume intersection method
is a voxel-independent method.
We should notice that the volume intersection method has voxel-inde-
pendency but does not have pixel-independency. More than two voxels refer
the same pixel, and it loses the pixel-independency.
The pixel-independency can not be a large problem, however. The reason
is that the amount of image data is very small as compared with the amount
of voxel data. Copying the image data as many as the number of processors
enables a parallel computation and requires little computational costs[15].
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2.3 Re°ection Model for Voxel-independent
Calculation
A light re°ected on an object's surface is recognized as the surface's color.
The re°ection is often modeled by the dicromatic re°ection model[39]. The
dicromatic re°ection model describes the re°ected light with two types of
re°ection; a specular re°ection and a di®use re°ection. Several models based
on the dicromatic re°ection model have been proposed, but they are not
suitable for voxel-independent calculation. We propose a new model which is
suitable for voxel-independent calculation, simplifying the Torrance-Sparrow
model[31]. The Torrance-Sparrow model, which is based on the dicromatic
re°ection model, has a good approximation of real objects' surfaces.
2.3.1 Torrance-Sparrow Model
We denote a light strength by 3D vector I = (IR; IG; IB)
>. Let strengths









re°ection of Lj, we denote it by I





















(c = R;G;B) (2.4)
,where, n is a surface normal, e is an observing direction, lj is a lighting
direction of Lj, µ(n; lj) is an angle between n and lj, Ã(n; e) is an angle
between n and e, Á(n; lj; e) is an angle between n and a bisector of lj and
e. kdi® c and k
spec
c are a di®use re°ection coe±cient and a specular re°ection
coe±cient respectively, and ¾ is directivity parameter of specular re°ection.
Figure2.3 illustrates the re°ection.
2.3.2 Simpli¯ed Torrance-Sparrow Model
Equation2.4 contains two terms; a di®use re°ection term and a specular
re°ection term. The equation shows the following properties.











Figure 2.3: Light Re°ection.
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(i) Di®use re°ections are uniform in the observing directions. Every view-
point observes the re°ection as same strength.
(ii) Specular re°ections have highly directivity, which is controlled by ¾,
and are observed only from narrow observing directions. A viewpoint
which has an observing direction which exists around a mirror direction
of an incident light can observe the specular re°ection.
Based on these properties and Equation2.4, we formulate a new re°ection
model which is suitable for the voxel-independent calculation.
The ¯rst right term of Equation2.4, representing di®use re°ection, does
not contain observing direction e. We name the term di®use color and
denote it by Idi® .
The second property shows the following fact; when the lights are not
densely arranged and a viewpoint observes a specular re°ection, only one
light gives the specular re°ection.
Let us suppose that a specular re°ection on a surface is observed, and let
Ls gives the specular re°ection. For all the light Lj except for Ls, Á(n; lj; e)
will become Á(n; lj; e) À 0, and e¡
Á(n;lj ;e)
2
2¾2 will be approximately 0. It










(c = R;G;B): (2.5)
Our model expresses the strength of incident light I insc and the specular







c (c = R;G;B)
We name Ispec specular color.
The di®use color and the specular color rewrite Equation2.4.
Iref = Idi® + E(n; ls; e)I
spec (2.6)
where,
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The observing direction e is given by a viewpoint, and the surface normal
n is given by acquired shape. We also estimate remaining three parameters;
a direction of incident light Ls denoted by ls, the di®use color I
di® and
the specular color Ispec. We name the di®use and specular color the color
parameters. Every surface voxel has its own color parameters, and it implies
that an estimation of color parameters can be done voxel-independently.
2.4 Voxel-independent Reconstruction
The shape of object is reconstructed as a set of voxel by using the volume
intersection method described in section2.2. We express the surface of the
object by a set of voxels located on the surface of visual hull. We call these
voxels surface voxels. Every surface voxel has its own refection properties,
and the properties are expressed by the color parameters described in sec-
tion2.3.
In this section, our method for reconstructing the shape and the color
parameters is described.
The reconstruction procedure consists of three steps.
In the ¯rst step, the surface voxels are extracted. In the second step,
normal of each surface voxel is estimated. The normal of surface voxels is
necessary for estimating the color parameters. We write the normal of voxel
V by n(V). The color parameters, a di®use color and a specular color, and
a direction of an incident light are estimated in the last step.
2.4.1 Extracting Surface Voxels
A voxel-independent calculation extracts the surface voxels.
Two conditions described in the following give the determination whether
a voxel V is a surface voxel or not. When we project a surface voxel into
each camera image, its projected region satis¯es the following condition.
(i) For all cameras i, the projected region is included in its silhouette Ri.
It means that every surface voxel is included in the visual hull.
(ii) For at least one camera i, the projected region is on the edge of its
silhouette Ri. It means that every surface voxel is on the surface of the
visual hull.
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Here, we de¯ne the edge of Ri as a set of pixels which are included in Ri and
some of whose 4-neighbor pixels are not included in Ri.
All surface voxels satisfy both conditions. We call a voxel which does
not statisfy (i) an empty voxel, and call a voxel which only satis¯es (ii) an
internal voxel.
The determination of the surface voxels can be done by voxel-independent
calculation, because the two conditions only use the projection matrix P i and
the silhouette Ri.
2.4.2 Normal Vector Estimation
The visual hull is the product of all visual cones for all cameras, and surfaces
of the visual cones compose visual hull's surface. The surface voxels are on
the surface of visual hull; they are also on the surface on a visual cone. We
can easily determine a visual cone on which a surface voxel is located: The
second condition described in previous section shows that a surface voxel
is projected on the edge of at least one of the silhouettes. When a surface
voxel is projected on the edge of Ri, it is located on the surface of camera
Ci's visual cone. A surface normal of the visual cone gives a normal of the
surface voxel.
A surface normal of a surface voxel is acquired by voxel-independent
calculation. When we project the surface voxel into the camera images, it is
projected on the edge of at least one of the silhouettes. We call a pixel on the
edge an edge pixel. An edge pixel has its 2D surface normal, and the normal
can be extracted only from the silhouette; so the normal can be extracted
voxel-independently. The surface normal of the surface voxel is parallel to
the 2D surface normal, and it is orthogonal to a view line on the edge pixel
(Figure2.4). The edge pixel and its 2D normal give the surface normal. We
write the surface normal by ni(V).
Some surface voxels are projected on the edge of multiple silhouettes; each
silhouette may give di®erent surface normals. In such case, we use averaged
surface normal as the surface normal.
The surface normal described above can be acquired only from the silhou-
ettes and the projection matrices, and any other voxels are not necessary; it
is acquired by voxel-independent calculation.




normal on the image
normal of surface voxel
camera
image
Figure 2.4: A planar normal on image plane and a spatial normal on the
surface of a visual hull.
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2.4.3 Color Parameter Estimation
Each surface voxel V has the color parameters, Idi® and Ispec, as written in
Equation2.6. The color parameters are given by cameras which observe the
V .
We ¯rst determine the cameras which observe V , and then estimate the
color parameters from these cameras.
Observing Cameras Extraction
Not all the camera observes V , because other voxels may occlude V . We
call a camera which observes a surface voxel V an observing camera of
V . The observing cameras are extracted in the following procedure: First,
a surface normal of V is extracted. Second, a plane whose normal is equal
to the surface normal of V and which passes through V is acquired. Finally,
cameras facing in front of the plane are extracted as the observing cameras.
We denote the number of observing cameras by nobs, and denote the
observing cameras by Cik(1 · ik · n; 1 · k · nobs).
V is projected into a pixel of each observing camera's silhouette. When
camera Cik observes V, the color of a pixel on the camera Cik represents the
light re°ected on V . We call the color an observed color by camera Cik
and denote it as I ik .
Color Parameter Estimation from Observed Color
Our re°ection model described in Equation2.6 contains two colors; the di®use
color and the specular color. It requires the separation of observed color I ik
into two colors.
To solve the separation, we focus on the directivity of specular re°ection,
described in Section2.3.2, and a coe±cient E in Ispec.
Equation2.7 shows that, when observing direction ej has large di®erence
with a mirror direction of an incident light l0, Á(n; ls; ei) becomes to be
Á(n; ls; ei)À 0 and E becomes to be approximately 0. In other words, when
an observing camera Cik satis¯es eik ' l0s and cameras and lights are not
densely arranged, every E of the other observing cameras becomes to be
approximately 0.
It implies that at most one camera observes a specular re°ection on V
from light ls. We call such camera a specular observing camera of V .
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Determining the specular observing camera separates the observed color into
the two colors.
Determining the Specular Observing Camera
Compared between the di®use color and the specular color, specular color
has highly bright color. When nobs is larger than 2, at least one camera
observes only the di®use color and does not observe the specular color. And
in such case, at most one camera observes highly bright color and the other
cameras observe approximately same color. Comparing the brightness of
each observed colors, we determine the camera which observes the highly
bright color as the specular observing camera.
The procedure is described in the following. First, we calculate the di®er-
ence between an observed color and averaged observed color. The di®erence
is expressed as a 3D color vector dik .






Second, average of the three elements of dik , we denote it as b(I ik), is ac-
quired. Third, we ¯nd a observing camera which has the largest b(I ik). We
call the camera specular observing camera candidate and denote it as Cispec .
Finally, a specular observing camera candidate whose b(I ik)is larger than a
given threshold ±spec is extracted as a specular observing camera.
When no specular observing camera candidate is extracted as a specular
observing camera, we determine the V has only the di®use color. We call








Ispec = 0: (2.10)
On the other hand, a voxel which has both specular color and di®use color
is called a multiple color voxel.
Color Parameters of Multiple Color Voxel
Only one camera Cispec observes the specular color from light ls. The lighting
direction ls and a mirror direction of an observing direction are similar.
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Approximating the ls by the mirror direction of an observing direction,
we acquire an estimate of ls,
~ls = 2(n ¢ eispec)n¡ eispec (2.11)
where, lengths of n, eispec , and ~ls are normalized to be 1.
Observing cameras except for specular observing camera do not contain







Approximation of the ls with Equation2.11 makes Á(n; ls; eispec) to be 0





Equation2.6 and Equation2.8 give the specular color Ispec by
Ispec = (I ispec ¡ Idi®) cosÃ(n; eispec)
= dispec cosÃ(n; eispec) (2.14)
These estimations described above require no reference to the other voxel.
It means that our method, which is described in this section, can be done by
voxel-independent calculation.
2.5 Experiments and Discussion
In this section, we show the experimental results of our voxel-independent
reconstruction method and discuss the accuracy and computational cost of
the method.
2.5.1 Experiments
We set up eight SONY EVI video cameras in a lecture room. A camera
layout in the room is shown in Figure2.5.
A polyvinyl chloride blue ball whose size is 22:5cm in diameter was used
for the experiments. Each camera has 640£480 pixels and observes 60£60£













Figure 2.5: Camera layout.
60[cm] region. We set each voxel size as a cube of 0:5cm on a side. The total
number of voxels is 120 £ 120 £ 120 = 1; 728; 000.Each pixel on the images
has RGB color value, whose range is [0; 255]. We set ¾ and ±spec to be 0:5
and 50. Projection matrices of the cameras are calibrated by using Zhang's
method[47].
The images taken by the eight cameras, which are illustrated in Figure2.5(a)-
(h), are shown in Figure2.6. The shape and color property were reconstructed
from them. The reconstruction results are shown in Figure2.7. The shape of
the ball is reconstructed by using the visual hull method(Figure2.7(i)). Fig-
ure2.7(ii) and (iii) are synthesized views from the camera (e) and (f)'s view-
point respectively. Figure2.7(iv) is a synthesized view, which synthesizes
only the di®use color, from the same camera's viewpoint as Figure2.7(ii).
Synthesized views from viewpoints where the cameras are not arranged are
shown in Figure2.7(v), (vi), (vii), and (viii).
Table2.1 shows statistics of all processed voxels with respect to each voxel
type, the empty voxel, the internal voxel, the single color voxel, and the
multiple color voxel. Each processing time shown in the table is measured
on a Sun Ultra2 Model2300 (UltraSPARC-II 300MHz CPU).
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(a) (b)
(c) (d)
Figure 2.6: Input images
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(e) (f)
(g) (h)
Figure 2.6: Input images
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(i) reconstucted volume (ii) a view from camera (e)
(iii) a view from camera(f) (iv) di®use color(camera(e))
Figure 2.7: Reconstruction results.
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(v) a view from virtual viewpoint 1 (vi) a view from virtual viewpoint 2
(vii) a view from virtual viewpoint 3 (viii) a view from virtual viewpoint 4
Figure 2.7: Reconstruction results.
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Table 2.1: Statistics of all processed voxels.
voxel type the number of voxels processing time total time
[¹sec] [sec]
empty voxel 1,665,348 2.0486 3.4116
internal voxel 45,169 14.6772 0.6630
single color voxel 26 68.2692 0.0018
(nobs = 1)
single color voxel 12,085 77.6035 0.9378
(nobs ¸ 2)
multiple color voxel 5,372 86.4092 0.4642
(nobs ¸ 2)
2.5.2 Discussion
Comparison between Figure2.7 (ii) and (iv) shows that our method recon-
structs not only a di®used color but also a specular color. As can be seen
from the high-light on each image in Figure2.7, the position of the high-light
is changed when the viewpoint is changed; this result also con¯rmed that our
method reconstructs a specular color.
Figure2.7(vii) is a synthesized view from a viewpoint between a viewpoint
of Figure2.7 (vi) and that of Figure2.7 (viii). Figure2.7(vii) has unnatural
high-light, which spreads widely on the ball. The high-light is produced by
a high-light on Figure2.7(vi) and that of Figure2.7(viii). The most likely
explanation of the high-light is as follows: An incident light whose direction
has small di®erence with a mirror direction of an observing direction produces
a weak specular re°ection. When such weak specular re°ection is observed,
our method estimates a direction of incident light to be the same as a mirror
direction of an observing direction. Observing specular re°ection of single
incident light from two cameras leads to estimation failure; there are two
incident lights. The failure poses the unnatural high-light.
One possible solution for avoiding the estimation failure is using a shading
distribution on objects' surface. When a direction of incident light is the
same as a mirror direction of an observing direction, the strongest specular
re°ection is observed. A voxel where the strongest specular re°ection is
observed has the brightest color among the neighbor voxels. Estimating a
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direction of incident light by using the voxel where the brightest color is
observed avoids the failure.
Our method does not estimate ¾, which controls directivity of specular
re°ection. The use of a shading variation on objects' surface is one possible
approach to estimate the ¾.
High directivity of specular re°ection increases the number of cameras
which are necessary for observing specular re°ection. On the contrary, when
directivity is low, the presence of a large number of cameras causes multiple
cameras to observe same specular light. The number of necessary cameras
depends on a given parameter ¾.
Table2.1 shows the following property as to processing time: A processing
time for each empty voxel is short, but huge number of empty voxel results
in spending much processing time. We will reduce the processing time by
using an octree-based division of measurement space.
2.6 Conclusion
In this chapter, we proposed a method of 3D shape and color reconstruction
of objects in the situation the multiple cameras surround a certain real scene.
The input to our method is a set of images taken by surrounding cameras.
These images reconstruct 3D shape and color property of objects in the
real scene by pallalelized algorithm. The result is ¯ne enough to reporduce
highlight of objects derived from the specular re°ection.
As we mentioned 2.2, the concave shape can not be reconstructed. There-
fore re°ection property of it can also not be reconstructed. Acquisition of
them with voxel-independent approach is required as a future work.
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Chapter 3
Shape and Motion Acquisition
without Controling Lighting
Environments
In this chapter, we discuss acquisition of the motion of articulate objects
from visual hulls acquired in time sequences. Visual hulls contain unneces-
sary regions which are not a part of an object shape, and such regions have
undesirable e®ects on motion acquisition. We use a voxel feature which re-
duces the undesirable e®ects. In addition, articulated objects have non-rigid
regions which exist around their joints. The non-rigid region also has un-
desirable e®ects. Our probabilistic approach reduces the undesirable e®ects.
We estimate a probability that a voxel belongs to a part of articulated ob-
jects. The use of voxels weighted by the probability for motion estimation
solves the undesirable e®ects.
3.1 Introduction
Articulate objects consist of rigid body parts and non-rigid joints. Each body
part is connected by the joints. The pose of the body part is described as a
position and a direction of the body part, and a pose of articualted objects
is de¯ned as a set of body part's pose. The motion of articulate objects is
modeled by a sequential object's pose.
Motion-based approaches for acquiring shape and pose of body parts have
been proposed[43, 30, 17, 12, 7, 13, 14]. Our method is also based on the
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approach. These approaches acquire the shape and pose under an assumption
that the body parts are under di®erent rigid motions. These approaches
¯rst acquire whole shape of the object in time sequence, and then extract a
region which is under the same rigid motion. The extraction can be done by
making a correspondence between the regions of the whole shapes acquired
in di®erent time. Extracted rigid region gives a shape of body part, and its
rigid motion gives a pose of body part.
Our method requires whole shapes of the object in time sequence. Virtual
museum, which is an application we anticipate, requires 3D model of various
objects. A method which acquires the whole shapes of the various objects in
time sequence is necessary for our method. The volume intersection method
satis¯es the needs, for it only requires silhouettes, which can be acquired
robustly. Our method employs the volume intersection method to acquire
the whole shapes of the object.
The visual hull is acquired as the whole shape and is expressed by a set of
voxels. Making a correspondence between the voxels taken in di®erent time
gives the extraction of rigid region, and ¯nally the shape and pose of body
part are acquired.
The unnecessary voxels included in the visual hull has a bad e®ect on
the correspondence. The visual hull, which is acquired as the whole shape,
is a convex hull circumscribing the object, and it contains the unnecessary
voxels which are not included in the object. The number of the unnnecessary
voxels and their arrangement vary during the motion; it has a bad e®ect on
the correspondence.
To avoid the bad e®ect, Cheung[17] and Gao[12] used color information.
They extracted feature points on images by using color information, and
made a correspondence between the feature points.
The use of color information spoils the advantage of the volume inter-
section method; the volume intersection method can acquire the shape of
texture-less objects. The use of color information can not extract feature
points of texture-less objects and can not also make their correspondence.
Our method extracts a shape feature without using color information
and makes the correspondence, not spoiling the advantage of the volume
intersection method. We make an assumption on the unnecessary voxels.
The assumption is that only several parts of object's surface are occluded by
the unnecessary voxels and the other parts are not occluded. Based on the
assumption, we propose and use a multi-dimensional shape feature and its
dissimilarity.
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Our multi-dimensional shape feature is assigned to each voxels. It consists
of a set of distance from the voxel to the visual hull's surface; each distance
is calculated along di®erent directions. When no unnecessary voxel exists,
these distances do not change during the motion, for each body part is under
the rigid motion. From the same reason, the multi-dimensional feature is
also consistent during an object's rigid motion. However, when unnecessary
voxels exist, they change some of the distance and make it di±cult to make
the correspondence. The dissimilarity of the feature solves the di±culty,
using a part of the multi-dimensional distance instead of using whole multi-
dimensional distance.
Non-rigid motion observed around the joints also has bad e®ect on the
pose estimation. Non-rigid region, which is the region under non-rigid mo-
tion, is included in the articulated objects. Previously proposed methods did
not take in account the non-rigid motion, regarding that the articulate ob-
jects only have rigid parts. When their methods try to estimate the motion
of the articulate objects including non-rigid motion, they estimate the rigid
motion of non-rigid motion and their estimation have bad accuracy.
To solve the problem, we employ a probabilistic approach. Our approach
does not directly estimate the shape of each body part. Instead of this, it
estimates a probability that each voxel belongs to the body parts. The use
of voxels weighted by the probability gives more accurate rigid motion.
3.2 Shape of Body Parts and Pose of Articu-
late Objects
A whole shape of an articulate object is acquired with the volume intersection
method described in Chapter2. We express 3D space as voxel space, and
the visual hull as a set of voxels. Let us denote the whole shape of the
articulate object at time ti(i = 0; : : : ; N) by Vti , and a voxel included in Vt0
by x(x 2 Vt0).
All the voxels in a body part are always under the same rigid motion.
We extract such voxels from the whole shape Vt0 . A set of extracted voxels
represents the region in which a body part exists at time t0. In other words,
it represents the shape of the body part.
Every voxel x included in Vt0 has a label, which makes a correspondence
the voxel with one of the body parts. Let M be the number of body parts
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and let each body parts be named as part 1; : : : ;part M . A voxel labeled as
m belongs to part m. Assigning a label to each voxel x gives the shape of
each body parts at time t0. In the following discussion, we denote the label
which voxel x has by z(x) and denote a set of labels for all the voxel included
in Vt0 by z.
z = fz(x)jx 2 Vt0g (3.1)
A body part's rigid motion from t0 to ti and its shape at t0 give the
region in which the body part exists at time ti. Relative position between
the position at t0 and that at ti is expressed as the rigid motion from t0 to
ti; the rigid motion gives the pose of each body part at ti. We name the
position of each body part at t0 base position, and express the rigid motion
by Dtij .
3.3 Voxel Feature for Region Correspondence
Making a correspondence between regions acquired in di®erent time requires
a feature which is extracted from the regions. It also requires that the feature
should be stable during the motion.
Image based methods for making a correspondence between images have
been proposed. They gave each pixel a feature value. The feature value was
determined by a color value of the pixel. They had an assumption that the
color value is stable during the motion.
We also give each voxel a feature value. The feature value is also required
to be stable during the motion. Unnecessary voxels included in a visual
hull makes it di±cult to satisfy the requirement, because the number and
arrangement of unnecessary voxels are unstable during the motion.
Another requirement to the feature exists. The requirement is that the
feature has a single peak according to the position of x. The explanation of
this is given by our searching method for voxel correspondence.
The searching method for voxel correspondence is described as follows:
The feature values of two voxels give dissimilarity between the two voxels.
Dissimilarity between a voxel and corresponding voxel is smaller than that
between a voxel and non-corresponding voxel. Minimizing the dissimilarity
gives the corresponding voxel. A dissimilarity which has multi-peak causes
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the searching to get stuck in local minima. The use of a feature which has
single peak avoids the multi-peak of dissimilarity.
Our method uses a feature which satis¯es the two properties described
above; being stable and single-peak. We focus on a distance from a center of
voxel to a surface of visual hull. Here we de¯ne the surface of visual hull as
visual hull border; voxels included in visual hull and voxels not included in
the visual hull create the border.
A distance from a point which is inside of the object to a surface of
the object is stable during the motion when the object is rigid. In the same
manner, when the visual hull contains no unnecessary voxels, a distance from
a center of voxel which is included in visual hull to a surface of visual hull is
almost stable, in other words it contains small di®erence during the motion.





Figure 3.1: distance between object surface and internal point
However, the unnecessary voxels in the visual hull prevents the distance
from satisfying the stablability, for the unnecessary voxels changes the dis-
tance. The visual hull contains unnecessary voxels; on the contrary some
parts of the visual hull contain no unnecessary voxels. The use of such parts
36 Shape and Motion Acquisition without Controling Lighting Environments
keeps the stablability. It is di±cult to know the parts, where no unnecessary
voxels exist, however.
Our solution for this di±culty is the use of multi-dimensional distance. A
multi-dimensional distance contains distances calculated along several direc-
tions. The distances along some directions get e®ects from the unnecessary
voxels. The distances along other directions get no e®ect from it. The use of
part of multi-dimensional distance instead of using whole multi-dimensional
distance overcomes the e®ect from unnecessary voxels.
The multi-dimensional distance is calculated as follows: Let the number
of directions and each direction to be s and q1; : : : ; qs, where each qk is nor-
malized vector. The multi-dimensional distance contains distances calculated
along qk (k = 1; : : : ; s) .
The multi-dimensional distances of two voxels give their dissimilarity.
Calculation of the dissimilarity omits some qk to overcome the e®ect from
unnecessary voxels. Let the number of omitting directions to be ½. Even if
½ of s distances are not stable, the dissimilarity is still stable.
A voxel feature is de¯ned in the following equation.
FVti (x; q1; : : : ; qs) =
[d(Vti ; x; q1); : : : ; d(Vti ; x; qs)] (3.2)
Where, d(Vti ; x; qk) described below is a function which is calculated from a
distance between the center of voxel x and surface of the visual hull Vti .
3.3.1 d(Vti; x; qk)
A distance between the center of voxel x and the surface of the visual hull
Vti gives d(Vti ; x; qk). The feature FVti should have a single peak, which we
mentioned before. d(Vti ; x; qk) should also have a single peak.
d(Vti ; x; qk) is calculated in the following procedure:
if x is included in Vti Suppose there are several line-segments which start
at the center of x and end at the surface of Vti . The shortest line-
segment of them gives the distance between the center of x and the
surface of Vti . We de¯ne d(Vti ; x; qk) as the length of the shortest line-
segment.
if x is not included in Vti In this case, some qk may cause an absence of
line-segment, which starts at the center of x and ends at the surface of
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Vti . One example of it is shown on voxel B's q1 in Figure3.2. In order
to ¯x the absence, we calculate the d(Vti ; x;¡qk) and multiply it by
¡1.
d(Vti ; x; qk) = ¡d(Vti ; x;¡qk) (3.3)
The use of this calculation result satis¯es the single peak of d(Vti ; x; qk):
As a voxel x included in Vti comes close to the surface of Vti , d(Vti ; x; qk)
varies from positive to zero. On the contrary, as a voxel x which is not
included in Vti comes close to the surface of Vti , d(Vti ; x; qk) varies from
negative to zero.
These two facts show that d(Vti ; x; qk) is monotone increasing.
There is a case that there is no line-segment for ¡qk. In this case, we
set d(Vti ; x; qk) to be 1.
On the other hand, there is a case that the line-segment, which starts
at the center of x and ends at surface of Vti , exists. One example of
it is shown on voxel B's q3 in Figure3.2. d(Vti ; x; qk) is calculated by
the another way when the line-segment exists. Suppose a case that
d(Vti ; x; qk) is de¯ned as Equation3.3. When a voxel x which is not
included in Vti goes across the surface of Vti , d(Vti ; x; qk) has non-
continuing change. The explanation of such change is given by end
points of line-segments. A end point of line-segment acquired from a
voxel which is not included in visual hull, which is shown in ¹b3 on Fig-
ure3.2, is far from that included in visual hull, which is shown in b3 on
Figure3.2. To avoid the non-continuing change, we de¯ne d(Vti ; x; qk)
as the length of the second shortest line-segment, not the shortest one
(b3 in Figure3.2).
All the d(Vti ; x; qk)(k = 1; : : : ; 6) for voxel A in Figure3.2 have positive
value. d(Vti ; x; q2) and d(Vti ; x; q5) for voxel B have1 value, and d(Vti ; x; q1)
and d(Vti ; x; q6) have negative value.
3.3.2 Dissimilarity
Let us focus on a voxel x which belongs to part j at ti. At time t0, the
voxel occupied a cubic region. Transforming x with inverse-transformation
of Dtij gives the region. We denote it by x^Dtij
. The de¯nition of dissimilarity

















Figure 3.2: d(Vti ; x; qk)



















where, Dr is a rotation matrix which D
ti
j includes, and S
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8qk is average over
s¡ ½ of s elements which are calculated in the following function.¯¯¯¯





where, the s¡ ½ elements are selected in ascending orger.
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When s¡½ of s d(Vti ; x; qk) are not e®ected by the unnecessary voxels, the
dissimilarity has small di®erence during the motion and does not have large
di®erence. We make an assumption that the di®erence is under a normal
distribution.
In other words, even if ½ of s d(Vti ; x; qk) are e®ected by the unnecessary
voxels, the dissimilarity keeps the stablability. The stablability means that
the dissimilarity does not change during the motion. Of course, when more
than ½ of s d(Vti ; x; qk) are e®ected by the unnecessary voxels, the dissimi-
larity will lose the stablability.
We conducted a simulation in order to determine ½[27]. Three objects,
which are shown in Figure3.3(a)(b)(c), are used for the simulation. Percent-
age of unnecessary voxels which are included in visual hull is measured.
The result of simulation is shown in Figure3.3(d). In this simulation,
cameras are arranged on the vertices of the regular n-hedron. The simulation
results show that the use of 20 cameras reduces the percentage of unnecessary
voxels to 25%.
The result implies that 25% of s is reasonable number for ½ when we use
20 cameras.
3.4 Shape of Body Parts and Pose of Articu-
late Objects by EM Argorithm
A set of label, z, and rigid motion of each part, Dtij (ti = t1; : : : ; tN ; j =
1; : : : ;M), are estimated by using Vti (ti = t1; : : : ; tN) and voxel feature and
voxel dissimilarity. We estimate them with EM algorithm[41, 2, 42].
Joints of articulated objects have non-rigid motion. The non-rigid motion
decreases an accuracy of estimation of Dtij (ti = t1; : : : ; tN ; j = 1; : : : ;M).
Probabilistic approaches solve the decrease. Our approach does not directly
estimate the label of voxel x. Instead of this, it estimates P (z(x) = j), which
is a probability that a voxel x included in Vt0 belongs to part j. The use of
voxels weighted by the probability gives more accurate rigid motion.
P (z(x) = j) is estimated by two assumptions. The ¯rst assumption is
concerning the dissimilarity described in 3.3. Change of the dissimilarity
during the motion remains up to the size of voxel. The second assumption is
that a voxel tends to belong to the same part that neighbor voxels belong to.
We model it as Markov Random Fields (MRF)[9]. P (z(x)= jjL(x)), which




























Figure 3.3: the number of cameras vs volume of visual hull
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is a conditional probability of z(x) = j assuming that labels of 26-neighbor
voxels are known , approximates P (z(x)=j).
EM algorithm is a kind of the maximum likelihood estimation algorithm.It
estimates parameters of complete-data from given incomplete-data. Our
method uses the visual hull in time sequence Vti (ti = t1; : : : ; tN) and the la-
beling z as the complete-data. We can observe only the Vti (ti = t1; : : : ; tN),
which are used as the incomplete-data.
EM algorithm consists of iterations of two steps; Expectation step(E-
step) and Maximization step(M-step). It estimates parameters of proba-
bilistic model of complete-data ¥ from given initial parameter ¥(0). In our
method, the parameter ¥ consists of Dtij (ti = t1; : : : ; tN ; j = 1; : : : ;M), ¾i
and ®1; : : : ; ®M ; ¯, which are described in the following section. Iterations of
E-step and M-step give ¥, and also give P (z(x) = j).
3.4.1 E-step





Vt1 ; : : : ; VtN ;¥
(p)
i
is calculated, where lc is a complete-data log-
likelihood function. Vti (ti = t1; : : : ; tN) and current estimate of the param-
eters ¥(p) are given in the E-step. P (z(x) = j) is updated in the E-step.
Roughly speaking, in the E-step, the probability of voxel's label is estimated
by using current estimate of Dtij (ti = t1; : : : ; tN ; j = 1; : : : ;M).
First of all, we de¯ne lc, which is included in Q. A probabilistic model of
complete-data, which includes sequential visual hull and a set of label, gives
lc. lc is de¯ned as a mixture model of following two log function; one is a
conditional log-likelihood of feature value FVti assuming that z is given, the







logP (FVti (x)jz;¥) + logP (z;¥)
1A (3.6)
The explanation of this de¯nition is described as follows. lc is the log-
arithmic of a probabilistic distribution of complete-data. The probabilistic
distribution of complete-data consists of that of z and that of the visual
hull. The probabilistic distribution of the visual hull consists of that of voxel
feature included in Vti .
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P (FVti (x)jz;¥), which is in the right side of Equation3.6, is a probabilis-
tic distribution of voxel feature FVti (x) assuming that z is given. When voxel






;Vti ; Vt0 ; D
ti
j ), is under a normal distribution, and the dis-
similarity remains up to the size of voxel. The de¯nition of logP (FVti (x)jz;¥)


















The following equation gives the conditional expectation of logP (FVti (x)jz;¥)
E
h





























jVti) assuming that Vti and ¥(p) are given.
P (z;¥), which is in the right side of Equation3.6, is a priori probability
of z. We model the priori probability as the MRF. MRF models following
behavior of the labels; a label of a voxel correlates with that of neighbor
voxels, and it does not correlate with that of non-neighbor voxels.
MRF gives the priori probability of z in the following. Let ±(z(x) = j)




j (y), and ´(x) be
26-neighbor voxels of x. ±(z(x)= j) is equal to 1 only if the label of x is j,
and is equal to 0 if the label of x is not j. ®1; ®2; : : : ; ®M ; ¯ are parameters











3.4 EM Argorithm 43

















Approximation of P (z(x)=jj¥(p)) gives ¸ti(p)j (x). P (z(x)=jjL(x);¥(p)),
which is a conditional probability of z(x) = j assuming that labels of 26-
neighbor voxel are given, approximates P (z(x)=jj¥(p)). ¸ti(p)j (x) is acquired
by using Bayes rule and P (z(x)=jjL(x);¥(p))
¸
ti(p)











k P (Vtijz(x)=k;¥(p))¼(p)k (x)
(3.11)

















Q is acquired from Equation3.6, 3.8, 3.10, 3.11, and 3.12.
3.4.2 M-step
M-step estimates ¥ which maximizes Q. The estimated ¥ replaces the cur-
rent estimate ¥(p) by itself. Roughly speaking, in the M-step, rigid motion
of each part Dtij (ti = t1; : : : ; tN ; j = 1; : : : ;M) is estimated by using the
probability of voxel's label.
Maximization of Equation3.8, which is a component of Q, gives the es-
timate of Dtij . Voxels in non-rigid region have small ¸
ti(p)
j (x). The small
¸
ti(p)
j (x) has small contribution for D
ti
j estimation. The small contribution
reduces the e®ect of non-rigid motion.
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3.4.3 Initial Estimate of Probability
EM algorithm requires the initial estimate of ¥ and probability of the label
of voxels ¸
ti(p)
j (x). It also requires the number of parts M .
We describe the method for estimating these parameters. Our method
divides Vt0 into small regions, and estimates the rigid motion of each region.
The estimation gives rough shape and motion of each part.
Vt0 division
Vt0 is divided into small regions, which we call voxel-block. Each voxel-
block satis¯es three conditions. One condition is that voxels in a voxel-block
should be distributed within the ¯xed-sized cubic area. Let r to be the
size of cubic area. Second condition is that a voxel-block should be single
connected region. Third condition is that each part should contain at least
one voxel-block. These conditions determine the size r.
Rigid motion estimation
We assume that each voxel-block has rigid motion and estimate the rigid
motion of each voxel-block. The estimation is done in the following order;
motion between t0 and t1, t0 and t2,: : :, t0 and tn.
The rigid motion between t0 and ti is estimated by using template match-
ing method and initial estimate of rigid motion. The rigid motion between t0
and ti¡1 is used as the initial estimate. The template matching method uses
voxel feature described in section3.3, and uses the voxel-block as a template,
and matches the template to Vti .
The template matching method minimizes a matching function, which is








;Vti ; Vt0 ; D) (3.13)
and rigid motion D which minimizes a matching function is acquired.
Clustering
Some voxel-blocks may include voxels which are included in di®erent parts.
The motions of such voxel-blocks are not rigid motion. When we try to
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estimate the rigid motion of such voxel-blocks, minimized E shown in Equa-
tion3.13 has large value because of the non-rigidity of voxel-blocks.
In order to detect such non-rigid voxel-blocks, we extract voxel-blocks
whose minimized E are under the given threshold.
Some voxel-blocks may have same rigid motion. We use a clustering
method in order to group the voxel-blocks which have same rigid motion
into a single cluster.
The number of the acquired clusters, let them to be clusterj(j = 1; : : : ;M),
gives the number of body part M .
¸
ti(0)
j (x) is initialized as follows: When x is included in clusterk(k 6= j),
¸
ti(0)
j (x) has 0. When x is included in clusterj(k 6= j), ¸ti(0)j (x) has 1. When






We set the initial estimate of Dtij to be D, and ¾j to be the square means
of D(x; x^D;Vti ; Vt0 ; D).
3.4.4 Segmentation
As a result of the EM algorithm, di®erent parts may have same rigid mo-
tion. The one explanation of this is that estimated M may be larger than
the number of parts. The clustering algorithm described in 3.4.3 ¯xes the
excessive M . Parts whose rigid motions are clustered into same rigid motion
are merged into single part.
Voxels whose ¼
(p)
j (x) are larger than a given threshold th gives the shape
of part j.
3.5 Experiment
The experimental results are shown and are discussed in this section. We
conducted two experiments; experiments with synthetic data and that with
real data.
3.5.1 Experiment with Synthesis Data
A cow model shown in Figure3.4 is used for the experiment. The cow model
has ¯ve parts; a body and four legs. Ten frames of walking motion data
observed by 20 cameras are used as input image sequences. The walking
motion has four di®erent rotations: each leg rotates backwards and forwards.
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Figure3.4 shows sequential visual hull reconstructed from the input. Each
visual hull has approximately 100£ 170£ 270 voxels.
Figure 3.4: View Volume
Figure3.5(c) shows the acquired part with our method. Figure3.5(d) il-
lustrates the same result as Figure3.5(d) and zooms in a joint between the
body and the right-front leg.
We set s = 20; ½ = 5; r = 16 and extracted voxels whose ¼
(p)
j (x) is
larger than th = 0:9. Our method determined M with 5 after the reduction
described in 3.4.4. Figure3.5(c) shows that the shapes of ¯ve parts of the
cow model are acquired by using our method.
The accuracy of estimated motion is evaluated. The di®erence between
the estimated Dtij and the part's motion, which was given when we created
the model's motion, gives the accuracy. In order to evaluate the e®ectiveness
of using weighted voxels, two methods are tested for estimating the accuracy;
one is our method with weighted voxels, the other is same as our method ex-
cept for using non-weighted voxels. The latter method employs the following
equation instead of Equation3.8
E
h




















8<: 1 if ¸
ti(p)
j (x^Dtij
) ¸ ¸ti(p)k (x^Dti
k
) for 8k 6= j
0 else
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Table 3.1: Average error by pose estimation.
rotation error(deg) translation error(vox)
weighting yes no yes no
body 0.40 0.35 1.25 1.57
left front leg 1.59 3.41 1.43 2.33
right front leg 1.35 5.52 2.02 3.20
left back leg 1.24 2.92 1.54 2.06
right back leg 1.40 2.31 0.89 2.00
The accuracy of estimated motion is shown in Table3.1. Two types of
error are calculated: One is the average error of rotation, and the other is
that of translation. Both errors are averaged over the observed time. The
rotation errors are given by an rotate-angle of Rerr,
Rerr = RR^
T (3.15)
where R^ is an estimated rotation, and R is a correct rotation.
Table3.1 indicates that our method could estimate the motion accurately.
Our method estimated the rotation with less than 2 degrees error and the
translation with less than 2 voxels error. On the contrary, the method with-
out the weighting increased the errors; 5 degrees for rotation, 3 voxels for
translation.
Figure3.5(e)(f) also illustrates the accuracy of motion estimation. The
¯gures illustrate two volume data; one is Vt9 , visual hull of last frame, the
other is transformed Vt0 . The transformed Vt0 contains parts whose voxels are
transformed by Dt9j . Figure3.5(f) illustrates the same result as Figure3.5(e)
and zooms in a joint between the body and the right-front leg. Vt9 is illus-
trated as white translucent area. Transformed parts are colorized as red,
blue, yellow, green, and cyan region. The cyan region covers the right-front
leg of Vt9 , however, it does not cover the joint between the body and the
right-front leg. Except for such region, the rotation with less than 2 de-
grees error and the translation with less than 2 voxels error are enough to
reconstruct the motion of articulate object.
Figure3.5(g) also illustrates the two volume data. The di®erence with
Figure3.5(f) is that transformed Vt0 on Figure3.5(g) is acquired from non-
weighted voxels.
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Comparison between Figure3.5(f) and (g) indicates the e®ectiveness of us-
ing weighted voxels. Figure3.5(g) illustrates Vt9 as white translucent area and
transformed right-front leg as cyan area. A red circle on Figure3.5 indicates
that transformed right-front leg overwraps Vt9 . A yellow circle on Figure3.5
indicates that Vt9 overwraps the transformed right-front leg. These circles
show that the use of non-weighted voxels decreases the accuracy of motion
estimation.
3.5.2 Experiment with Real Data
A hand shown in Figure3.7 is used for the experiment. Ten frames of ¯nger
bending motion observed by 20 cameras are used as input image sequences.
The bending motion has four di®erent rotations: four of ¯ve ¯ngers bend
inward. Figure3.7 shows sequential visual hull reconstructed from the input.
We set the size of voxel 1£ 1£ 1(mm).
Figure3.7(b) shows the acquired part with our method. We set s =
20; ½ = 5; r = 16 and extracted voxels whose ¼
(p)
j (x) is larger than th = 0:9.
Our method determined M with 5 after the reduction described in 3.4.4.
Figure3.7(b) shows that the shape of four ¯ngers are acquired by using our
method.
Figure3.7(d) illustrates the accuracy of motion estimation.The ¯gures il-
lustrate two volume data; one is Vt9 , visual hull of last frame, the other is
transformed Vt0 . The transformed Vt0 contains parts whose voxels are trans-
formed by Dt9j . Figure3.7(e) is a view of the two volume data from a di®erent
viewpoint. Vt9 is illustrated as white translucent area. These ¯gures show
that our method successfully reconstructs the hand motion.
3.6 Conclusion
In this chapter, we proposed a method to acquire both the shape of body
parts and the pose of an articulated object without using color information.
Our method employs a multi-dimensional distance in order to avoid the
bad e®ects from the unnecessary voxels, which are included in the visual hull.
Our method avoids the bad e®ects from the non-rigid motion, employing the
probabilistic approach.
Acquisition of non-rigid motion is one of the future works. Our method
can produce an appearance with an arbitrary pose but produces the appear-
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ance around non-rigid region with low accuracy. The use of a meta-ball rep-
resentation or superquadric function is a possible solution for the non-rigid
motion acquisition.
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(a) 3D cow model at t0
(b) Segmented result
Figure 3.5: Experimental results with synthesis data
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(c) Segmented result(zoom)
(d) Motion after the segmentation
Figure 3.5: Experimental results with synthesis data
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(e) Motion after the segmentation(zoom))
(f) Motion after the segmentation(zoom))
Figure 3.5: Experimental results with synthesis data
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Figure 3.6: image sequence
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(a) View Volume V t0
(b) View Volume V t9




Figure 3.7: Results by hand shape data.
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(e) Motion after the segmentation
(f) Motion after the segmentation (other view)






A method which reconstructs smooth or concave surface, which the volume
intersection method can not reconstruct, is proposed. The method recon-
structs depth maps from needle maps obtained by photometric stereo, con-
troling a lighting environment. The needle maps contain the surface normals
of smooth or concave surfaces. In case when the needle maps contain depth
edges, incorrect depth maps are reconstructed, however. In order to ¯x the
incorrect depth maps, we use silhouettes observed from various viewpoints.
An incorrect depth map is not consistent with silhouettes which are taken
from other viewpoints. Based on this fact, our method minimizes two types
of energy functions to reconstruct the depth map: One energy function is
based on a consistency between depth map and needle map, and the other
is based on a consistency between depth map and silhouettes.
4.1 Introduction
The volume intersection method has an advantage for acquiring the shape of
texture-less objects, but it can not acquire concave surface of the objects. It
requires a lot of cameras in order to acquire smooth surface.
Methods using laser or pattern light[36] have been proposed to acquire
the concave surface, but they require high-cost equipments. Image based
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methods, including multi-baseline stereo[32] and space carving[19], can ac-
quire the concave surfaces without high-cost equipments. They, however, use
color information and can not acquire the shape of texture-less objects.
Photometric stereo[35, 3] estimates a surface normal as a needle map, and
the concave and smooth surface, which the volume intersection method can
not acquire, can be acquired from the surface normal. It uses a set of images
acquired from single camera, and images are acquired under at least three
di®erent lighting-direction. It only requires low-cost equipments { a camera
and several lights {, and it can acquire the shape of texture-less objects.
Using the needle map, we acquire the concave surface.
Maki et al[25] proposed a method for reconstructing 3D surface of texture-
less object. Their method requires that the object should be under a rigid mo-
tion, and it also requires that the motion should be estimated with Structure-
from-motion; it is not easy to estimate the motion for texture-less object.
Cho[5] and Chen[4] had proposed approaches which uses photometric
stereo. They used multiple cameras and acquired the needle maps from
each camera. The distance map was reconstructed by using the consistency
between the needle map and a surface normal calculated from the distance
map. Distance maps reconstructed from the needle maps were merged into
3D space by their approaches. The merge was done by searching depth o®sets
in order to match the depth map to silhouettes.
Depth edges[34] make it di±cult to acquire the distance map. A depth
edge is an area on the distance map: On the area, a depth from a camera
to the object's surface varies discontinuously. The discontinuity disables
calculation of surface normal. It means that existence of depth edges disables
a calculation of the consistency with the needle map and wrong distance map
is acquired.
Silhouettes taken from di®erent viewpoints reduce the bad e®ects of the
depth edge. The wrong distance map will not match with a silhouette from
other camera. Finding the mismatch detects the depth edges and corrects
the wrong shape. In other words, consistency between the depth image and
the silhouettes reduces the bad e®ects of depth edge.
We de¯ne two energy functions; an energy function based on the con-
sistency with the needle map and that based on the consistency with the
silhouettes. Minimizing these two energy functions provides a distance map
which keeps the consistencies with the needle maps and the silhouettes, and
it reduces the bad e®ects of the depth edge.
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4.2 Photometric Stereo
Our method uses multiple cameras. Let the number of cameras to be C and
let a silhouette on camera c (c = 1; : : : ; C) to be Sc.
The volume intersection method described in Chapter2 has an advantage
over other shape acquiring methods. The advantage is that the method can
acquire the shape of texture-less object. The volume intersection method
requires object's silhouettes and does not require point correspondence, which
other methods require. Extracting silhouettes of texture-less is easier task
than obtaining point correspondence.
The volume intersection method has also a disadvantage. The disadvan-
tage is the di±culty of acquiring smooth and concave surfaces. The visual
hull, which is acquired by the volume intersection method, is convex hull
circumscribing the object. Acquiring concave surface with the volume in-
tersection method is impossible. The volume intersection method requires
many cameras in order to acquire a smooth surface, even if the surface is not
a concave surface.
We employ photometric stereo in order to acquire the smooth and concave
surfaces.
Photometric stereo estimates surface normals of an object as a needle
map. It uses a set of images acquire with single camera. Each image is
acquired under a di®erent lighting-direction. Images acquired under at least
three di®erent lighting-directions enable the needle map estimation.
The needle map contains surface normals of concave and smooth surfaces.
We acquire the needle maps from each camera in order to acquire the shape.
Photometric stereo requires following assumptions.
² Each light is a directional light( or a point light located far from the
object).
² Directions of all lights are known and at least three directions of them
are linearly independent.
² No cast-shadow is observed.
² The object's surface is modeled as lambertian surface.
Basic idea and algorithm of photometric stereo is described as follows. A
light re°ected on the object's surface is observed by a camera. Let direction
of the lights to be lcj(j = 1; : : : ; Nc). l
c
j is expressed as a 3D vector as shown
























Figure 4.1: Photometric Stereo
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in Figure4.1 The light whose direction is lcj di®uses on the object's surface,
and the di®used light is observed by the camera. Pixels on the image of the
camera represent the strength of the di®used light. Let the number of pixels
on Sc to be Mc and let each pixel to be described by m
c
i(i = 1; : : : ;Mc). A
pixel mci observes the di®used light from l
c
j and gets a pixel value I
c
ij. The











where, Lcj is a strength of the incident light, n
c
i is a normal vector of a surface
observed by mci , and ½
c
i is a di®use re°ection factor of the surface.
Let us supporseMc£Nc matrix I whose elements are Icij. Equation4:1 de-
rives that the matrix I consists two matrices; Mc£3 matrix N which includes
the surface normals,and 3£Nc matrix LT which includes light directions. De-
composition I into N and LT gives nci , a normal vector of a surface observed
by mci . Singular Value Decomposition and known l
c
j give the decomposition.
I =
0BB@
























Photometric stereo has the same advantage as the volume intersection
has. The advantage is that photometric stereo does not use color consistency
and it can acquire the needle map of texture-less object.
4.2.1 Distance Map Reconstruction from Needle Map
The needle map acquired by photometric stereo does not directly express a
shape of the object. It only expresses the surface normal. Acquiring the
shape requires reconstruction of a distance map from the needle map.
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Maximizing the following consistency gives the distance map. The con-
sistency is that the needle map is consistent with the surface normal derived
from the distance map. We call the consistency needle map consistency.
Depth edges make it di±cult to calculate the consistency. A depth edge
is an area on the distance map: On the area, a depth from camera to the
surface varies discontinuously. The discontinuity disables calculation of sur-
face normal; it means that existence of depth edges disables a calculation of
the needle map consistency.
A depth edge is shown on Figure4.2(a). on an area between body and bar
of a mascot, a depth from camera to the surface varies discontinuously. The
surface normal can not be calculated on such area. Let suppose a pixel in
the needle map where the body and the bar of the mascot are adjacent. Two
disconnected surface are projected in the pixel, and it increases the error on
estimated surface normal in the pixel. Such surface normal should not be
used for calculating the needle map consistency.
The use of incorrect surface normals makes a wrong shape. A shape on
which the body and the bar of a mascot are connected smoothly will be
acquired (Figure4.2).
4.3 Shape Reconstruction by Using Silhou-
ette and Needle Map Consistency
Silhouettes taken from di®erent viewpoints reduce the bad e®ects of the depth
edges. The following example provides the explanation. Let us suppose a sil-
houette taken from di®erent camera (Figure4.2(b)). The body and bar of the
mascot, which are adjacent on Figure4.2(a), are not adjacent on Figure4.2(b).
Reconstructed shape from Figure4.2(a), on which the body and the bar of the
mascot are connected smoothly, will not match with Figure4.2(b). Finding
the mismatch detects the depth edges and corrects the wrong shape. In other
words, consistency between the depth image and the silhouettes reduces the
bad e®ects of depth edge. We call the consistency silhouette consistency.
We de¯ne two energy functions; an energy function based on needle map
consistency, and that based on silhouette consistency. Minimizing these two
energy functions provides a distance map which keeps the consistencies with
the needle maps and that with the silhouettes , and it reduces the bad e®ects
of depth edge.






Figure 4.2: Depth edge
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Before discussing the de¯nition of these energy functions, let us explain a
pixel mci and a distance map. A pixel m
c
i included in a silhouette Sc occupies
the square region on the image. We describe it ([xci ; x
c




i + 1)) and
call a point (xci ; y
c
i ) representative point of m
c
i . A depth of m
c
i is de¯ned
as a distance between focal point of the camera c and a point on the sur-
face projected on the representative point of mci . We express the depth as
Z(xci ; y
c
i ). A distance map is a 2D matrix which contains the distances of
each representative points.
4.3.1 Needle Map Consistency
We ¯rst discuss the needle map consistency, consistency between the distance
map and the needle map.










T, which is observed by the pixel mci .
Let us suppose that the surface observed by mci is a plane containing
surface normal nci . Depths of three points, (x
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where fc is a focal length of the camera c.







i )，a depth from (xci ¡ 1; yci ) with Equation4.3, a depth from
(xci ; y
c
i ¡ 1) with Equation4.4, and a depth from (xci ¡ 1; yci ¡ 1) with Equa-
tion4.5. These ways give the needle map consistency. When the four depths
are close together, they provide a high consistency. It gives the following en-
ergy expressing the needle map consistency. Lower energy shows the higher
consistency.














































Figure 4.3: Needle map vs surface normal



































The silhouette consistency, consistency between the depth map and the sil-
houettes, is discussed.
The volume intersection method is one of the methods which use the
silhouette consistency. The silhouettes of the object completely correspond
with silhouettes of the object's visual hull. The correspondence gives the
silhouette consistency.
Visual Hull Line
Some pixels included in a silhouette are adjacent to pixels which are not
included in the silhouette. We call such pixels edge pixels. Pixels containing
at least one of 8-neighbor pixels which is not included in the silhouette are
extracted by our method.
Suppose a view-line which starts from the focal point of a camera and
passes through a representative point of the edge pixel (Figure4.4).
Projecting the view-line to the other camera gives a 2D line on the cam-
era's image. The 2D line intersects a silhouette on this camera's image. That
is, some parts of the 2D line are included in the silhouette. In other words,
some parts of the view-line are projected into the silhouette. A part of the
view-line which is projected into all the silhouettes is called a visual hull line.
Ignoring a sampling error, we consider that the visual hull lines are located
on the surface of the visual hull.
The silhouettes of the object completely match with silhouettes of the
object's visual hull. This fact and the visual hull line give the following
constraints.
² The object never intersects any visual hull lines.
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Boundary Pixel
VisualHullLine
Figure 4.4: Visual Hull Line
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² At more than one point, the visual hull line is tangent to the object.
These constraints are called visual hull line constraints.
Not satisfying the ¯rst constraint violates the nature of visual hull. The
nature is that the visual hull circumscribes the object.
Not satisfying the second constraint also violates another nature of visual
hull. The nature is that the silhouettes of the object completely correspond
with silhouettes of the object's visual hull. When a visual hull line is not
tangent to the object, the edge pixel of the visual hull line is not included in
the silhouette. Such edge pixel violates the nature.
These visual hull line constraints give the silhouette constraint.
The use of visual hull constraints
Not all the visual hull line gives the silhouette constraint to a distance map.
Some visual hull lines are visible by a camera, and some are not. Visual hull
lines occluded by the other lines are not visible and give no constraint to the
distance map.
The silhouette constraint to a distance map depends on a visibility of the
visual hull lines.
The use of Z-bu®er gives the decision of the visibility. Projecting all the
visual hull lines to the camera image, we obtain the Z-bu®er. Comparing
Z-value (depth) of Z-bu®er and that of visual hull line gives the decision.
A visual hull line which is visible by camera A, shown in Figure4.5(a),
gives both of two visual hull line constraints to the distance map of camera
A. On the other hand, invisible visual hull line, shown in Figure4.5(c),
gives no constraint. A visual hull line which is partially visible, shown in
Figure4.5(b), only gives the ¯rst constraint. It does not give the second
constraint, a constraint that the visual hull line is tangent to the object at
more than one point. The object might be tangent to the visual hull line,
and its tangent point might be occluded by the other visual hull line. The
existence of such occluded tangent point makes the second constraint useless.
The visible or partially visible visual hull lines give the constraint to
some pixels on the distance map. Such pixels are extracted with the fol-
lowing procedure: First, projecting the visual hull line to the distance map,
we obtain the 2D line. The 2D line intersects a grid of the distance map.
The intersection points of the 2D line and the grid, shown in Figure4.5,
are extracted. Using the Z-bu®er, visible intersection points are extracted












Figure 4.5: Visible/Invisible visual hull line
from the intersection points. We express the visible intersection points as
(vx1; vy1); : : : ; (vxK ; vyK). We evaluate the degree of satisfaction of the visual
hull line constraint, comparing a depth of the visible intersection point and
that of the visual hull line.
A depth of the visible intersection point (vxk; vyk), denoted by Z(vxk; vyk),
is given by










where, Z(bvxkc; bvykc) is a depth of the pixel whose representative point is
(bvxkc; bvykc), pk and qk are the component of surface normal nk = (pk; qk; 1)T.
Under the ¯rst visual hull line constraint, Z(vxk; vyk) is always deeper
than a depth of the visible visual hull line.
Under the second visual hull line constraint, more than one of the Z(vxk; vyk)
correspond to a depth of the visual hull line unless the visual hull line is oc-
cluded.
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Let ±Zk be a di®erence between Z(vxk; vyk) and a depth of the visual hull
line, and let ±Zmin = min(±Zk). We get ±Zk ¸ 0 for all k, using the ¯rst
visual hull line constraint. We get ±Zmin = 0 when the visual hull line is
visible, using the second constraint. These two constraints give the following
energy which expresses the visual hull line consistency.
EV L =
8><>: 0
if ¢Zmin ¸ 0and




Calculating EV L of each visual hull line, and summing them up, we get
the energy of the silhouette consistency.
4.3.3 Minimization
We minimize the following Eall and acquire the distance map. The energy
Eall consists of the energy function based on the needle map consistency
(described in Section4.3.1), and that based on the silhouette consistency
(described in Section4.3.2). Simulated annealing[35] is used for the mini-
mization.
Eall = EN + ¸
X
EV L (4.9)
where ¸ is a penalty of visual hull line constraint. A su±ciently large ¸
provides a distance map which satis¯es the needle map constraint within the
visual hull line constraint.
Simply speaking, minimizing Eall works in the following manner. Depths
of pixels on the depth edge are estimated, attaching high weight to the silhou-
ette consistency. On the other hand, depths of the other pixels are estimated,
attaching high weight to the needle map consistency.
4.3.4 Unifying the Distance Maps
Integrating the distance maps of each camera provides the object's shape



























y) is a lense center.
Xci , written in Equation4.10, is descrived in camera c coordinates. It is
written in world coordinates as
fXci = RcXci +Tc
where Rc is a rotation matrix which rotates camera coorinates' axes to world
coordinates', and Tc is a translation vector which translated camera coori-
nates' origin to world coordinates'.
4.4 Experiments
In this section, we show the experimental results of our method and discuss
the accuracy of the method. We conducted two experiments; experiments
with a synthetic data whose shape is known, and a real data.
4.4.1 Experiments with Synthetic Data
A dinosaur model shown in Figure4.6(a)(b) is used for the experiment. Twenty
directional lights were arranged and irradiated the model. Nine cameras
which have 640£480 pixels were arranged around the model and observe the
model.
We ¯rst reconstructed the distance map of a camera (Figure4.7(c)). Then
we reconstructed the shape of the model from the distance map. Figure
4.7(a), (b) and (c) show reconstructed shapes by minimizing three energy
functions; consistency with silhouettes EV L, that with needle map EN , and
that with Eall respectively.
Comparing Figure4.7(a) with (c) shows that needle map consistency pro-
duces smoother surface than silhouette consistency does.
A depth edge, which occurred on the border between left and right leg
of the model, is observed on the image (Figure4.6(c)). The needle map
consistency did not detect the depth edge and produced an unnatural shape
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(a) object model(front)
(b) object model(side)
Figure 4.6: A synthetic data
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(c) input image
Figure 4.6: A synthetic data
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(a) only silhouette consistency
(b) only needle map consistency
Figure 4.7: Partial shape from a depth map (synthetic data)
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(c) proposed method
Figure 4.7: Partial shape from a depth map (synthetic data)












Figure 4.8: Error of depth estimation
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shown in Figure4.7(b): The left and right legs are connected each other with
smooth surface.
Figure4.7(c) shows that the silhouette consistency detected the depth
edge and produced more natural shape than the needle map consistency did.
Errors in depth value estimation are shown in Figure4.8 and Table4.1. We
calculate the error for each pixel mci on the acquired depth image. The errors
are normalized by the overall length of the model; error value 0:01 means that
the di®erence between estimated depth and correct depth length is equal to
1% of the overall length of the model. Figure4.8 shows the log histogram of
the error. Table4.1 shows the average and frequency distribution of depth
error.
Using only the silhouette consistency results in that more than half of
pixels contains error which is larger than 0:01. On the contrary, using the
silhouette and needle map consistency reduces the number of such pixels to
15% of whole pixels. This reduction shows an e®ectiveness of using needle
map consistency. Table4.1 shows that reconstructed depth image with our
method has higher accuracy than that with needle map consistency has.
Figure4.8 shows that the number of pixels whose error is larger than 0:05
is reduced by our method. The large error is observed on the left legs on
Figure4.7(b) and not observed on Figure4.7(c). So our method re¯nes the
unnatural shape and achieves higher accuracy of shape reconstruction.






ave. error 0.019 0.011 0.0063
over 0.01 55.4% 21.5% 15.0%
over 0.02 31.9% 14.8% 8.4%
over 0.05 8.9% 7.0% 2.4%
4.4.2 Experiments with Real Data
An orange toy shown in Figure4.9 is used for the experiment. We put the toy
into the center of our multi-camera system[27], and acquired input images
with 8 cameras and 24 lights. Each camera has 640 £ 480 pixels, and 4
78 Shape Acquisition with Controlable Lighting Environments
cameras are arranged on the front side of the toy and the other 4 camera are
on the back side. Twelve lights illuminate the toy from the front side of the
toy, and the other lights illuminate the toy from the back side.
We ¯rst reconstructed the distance map of a camera (Figure4.9). Then
we reconstructed the shape of the model from the distance map. Figure 4.10
(a), (b), (c) show reconstructed shapes by minimizing three energy functions;
consistency with silhouettes EV L, that with needle map EN , and that with
Eall respectively.
Figure 4.9: input image
Comparing Figure4.10(a) with (c) shows the same fact that the results
with synthetic data: Needle map consistency produces smoother surface than
silhouette consistency does.
A depth edge, which occurred on the border between the body and pole
of the toy, is observed on the image (Figure4.9). Comparing Figure4.10(b)
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(a) only silhouette consistency
(b) only needle map consistency
Figure 4.10: Partial shape from a depth map(real data)
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(c) proposed method
Figure 4.10: Partial shape from a depth map(real data)
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with (c) shows that our method avoids bad e®ects of the depth edge on the
shape reconstruction.
Figure4.11 shows reconstructed whole shape by integrating all cameras'
depth map. As Figure4.11(a) shows, visual hull, which uses only the silhou-
ette consistency, does not reconstructs smooth surface. Figure4.11(b) is a
result by using needle map consistency and not using silhouette consistency.
Figure4.11(b) shows that lack of silhouette consistency produces unnatural
shape. On the contrary, using the silhouette and needle map consistency
does not produce such unnatural shape, as Figure4.11(c) shows.
These results show the e®ectiveness of our method for objects on which
depth edges exist.
4.5 Conclusion
A shape reconstruction method which uses silhouettes and object's shading
is proposed in this chapter. Our method can acquire a concave and a smooth
surface, which the volume intersection method can not acquire.
Our method reconstructs depth maps from needle maps which are ob-
tained with photometric stereo. The depth edges in the needle maps cause
an incorrect reconstruction of the depth maps. We detect the depth edges
by using the consistency between the depth maps and the silhouettes, and
reduce the bad e®ect from the depth edges.
Experimental results show that a reconstructed shape with our method
has small gaps observed between two depth maps. Coping with the gaps is
one of the future works.
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(a) visual hull
(b) only needle map constraint
Figure 4.11: Recovered shape
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(c) proposed method





In this thesis, we proposed an approach for acquiring a 3D object model from
silhouettes. The 3D object model is widely used in various applications. We
categorized them according to the computation/observation time. There is
a relationship between the computation/observation time and controllability
of lighting environment. The ¯rst contribution of this thesis is to make the
relationship clear.
Silhouette-based acquisition of 3D object models is hard task, for it re-
quires restriction as to an object's shape or prepared object's shape. The
second contribution of this thesis is to cope with the di±culty. The 3D ob-
ject model consists of three properties, re°ection properties, pose, and shape
of the object. We proposed the approaches which acquires these properties.
First, a method for acquiring both the shape and the re°ection properties
under unknown lighting environment was proposed. The method does not
require any prepared object's shape, and can be done by real-time processing.
Previously proposed methods which acquire both the shape and the re°ection
properties required huge computational cost. Our method, on the contrary,
is a voxel-independent method and reduces the computational cost. The use
of the volume intersection method and simpli¯es Torrance-Sparrow re°ection
model enabled the voxel-independent calculation. Our method shows that
real-time processing sacri¯ces accuracy of 3D object model; shape and re-
°ection properties of convex surface can be acquired accurately, but those of
concave surface can not be acquired.
Second, a method for acquiring both shapes of body parts and a mo-
tion of an articulated object was proposed. The method does not require
any prepared shape of body parts. The unnecessary voxels and non-rigid
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motion have bad e®ects on the acquisition. Our method employed a multi-
dimensional voxel feature and probabilistic approach and reduced the bad
e®ects. Our method shows that sacri¯cing a real-time processing enables
us to acquire a motion of articulated objects in addition to the shape and
re°ection properties.
Finally, a method for acquiring the shape of objects was proposed. The
volume intersection method had a restriction on the shape of objects; it could
not acquire any concave shape. Our method does not require the restrictions,
using the needle maps acquired by using photometric stereo. Depth edges
have a bad e®ect on the shape acquisition, however. To reduce the bad e®ect,
we used a consistency between the acquired depth maps and the silhouettes.
This method shows that controllable lighting environment provides the shape
of concave surfaces, sacri¯cing an adaptability of moving objects.
Several problems remain as future works.
Estimation of the Re°ection Properties on Concave Surfaces Our
method described in chapter2 used the volume intersection method to ac-
quire the shape of objects. As we mentioned before, the volume intersec-
tion method can not acquire the concave surfaces. Estimation of the re°ec-
tion properties on concave surfaces is one of our future works. The use of
our method described in chapter4 may enable the estimation. However, it
loses the voxel-independent calculation. Re¯nement of the algorithm of our
method is required for the future work.
Acquisition of Non-rigid motion Acquisition of non-rigid motion is one
of the future works. Our method described in chapter3 can produce an ap-
pearance with an arbitrary pose but produces the appearance around non-
rigid region with low accuracy. The use of a meta-ball representation or
superquadric function is a possible solution for the non-rigid motion acqui-
sition.
Reduction of Gaps between Depth Maps Reduction of gaps between
the depth maps is one of our future works. Experimental results shown
in section4.4 show that a reconstructed shape with our method has small
gaps, which are observed between two depth maps. Possible reasons of it
are an error of camera's position, silhouette extraction, and surface normal
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estimation. Several methods which cope with such gaps have already been
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