Abstract. This article is concerned with the problem of data fitting where the model is nonlinear in the free parameters, using the Huber M-estimator. Under the assumption that there are significant errors in all the variables, an efficient algorithm is developed. Some numerical examples are given.
Introduction.
A general data fitting problem may be described as follows. Let a set of points (x i , y i ), i = 1, . . . , n, be given with x i ∈ R m , y i ∈ R, and assume an appropriate model for these data is given by
where β ∈ R p is a vector of parameters. Because of observation errors and since n, the number of observations, usually exceeds p, it is generally not possible to fit the model exactly. The traditional approach is therefore to find parameters β that minimize in some sense the errors or residuals g i (β) = y i − f (x i , β), i = 1, . . . , n. corresponds to minimizing the l 2 norm or least squares norm of the errors, and this is very popular. However, an underlying assumption that justifies the use of the l 2 norm is that the errors are independent and normally distributed. If the data contain some very inaccurate observations or a few exceptional values, then this choice is not always appropriate and an alternative measure is needed that is less sensitive to these so-called outliers. In other words, a more robust estimator should be used.
It has long been recognized that the use of the l 1 norm or least absolute distance criterion is more satisfactory when the data contain some outliers. In this case, the data fitting problem can be stated as Another example of a robust estimator that has attracted a lot of interest recently is Huber's M-estimator [5] . This is based on the Huber function ρ k (t) = t 2 /2 if |t| ≤ k, k|t| − k 2 /2 if |t| > k, defined for real numbers t, where k > 0 is a constant. The data fitting problem is then defined by
where σ is a scaling factor that depends on the data to be estimated.
This function can be seen as a compromise between l 2 and l 1 . By appropriate choice of k, the influence of outliers can be controlled, so that a user has some choice on how big that influence should be. Once k has been fixed, there is less sensitivity to outliers, because ρ k (t) increases slower than quadratically when the argument t is big. If a residual is greater than the constant k, then the corresponding data point can be seen as an outlier and is automatically given less weight. A further advantage of using the Huber M-estimator over the l 1 norm is that the Huber function is differentiable.
If k has a very large value, then minimizing the Huber M-estimator clearly will result in the least squares method, and as k tends to zero, the Huber problem will approach the l 1 problem. There has been much recent interest in the relationship between the Huber problem and the l 1 problem, including the suggestion that the l 1 problem should be solved via a sequence of Huber problems (see [10] , [11] , [8] ).
An underlying assumption in (1.1) is that errors are only present in the values of the dependent variable y, and equivalent model equations may be stated as
where ǫ = (ǫ 1 , . . . , ǫ n ) represents errors in the values of y. However, sometimes significant errors are also present in the values of the independent variable x. Acknowledging this gives rise to the so-called errors-in-variables problem when appropriate model equations are y i = f (x i + δ i , β) + ǫ i , i = 1, . . . , n, (1.4) and the vectors δ i ∈ R m , i = 1, . . . , n, represent the errors in x i , i = 1, . . . , n. It is this situation that is of interest here.
As in the previous case, the classical approach for the solution of the errors-invariables problem is to minimize the l 2 norm of the errors. The data fitting problem can then be formulated as subject to y i = f (x i , β + δ) + ǫ i , i = 1, . . . , n.
(1.5)
By using this expression to eliminate the variables ǫ i , i = 1, . . . , n, the problem can be formulated as the unconstrained optimization problem
((y i − f (x i + δ i , β)) 2 + δ T i δ i ) ( 1.6) with the unknowns β and δ i , i = 1, . . . , n. Geometrically this means that the sum of the squared orthogonal distances from each data point to the curve described by the model is minimized. Therefore, the problem is usually referred to as orthogonal distance regression. An efficient algorithm for the orthogonal distance regression problem has been proposed by Boggs, Byrd, and Schnabel [2] , with software in [1] .
To simplify notation, the unknowns β and δ will be assembled to define one variable η ∈ R p+nm by η T = (β T , δ T ). Here δ is the vector containing the components of all δ i , i = 1, . . . , n; thus,
be the function where the first n components of g are now defined by y i − f (x i + δ i , β) and the last nm components of g are now the components of δ. Thus, the components of g define the errors to be minimized and problem (1.6) can now be formulated as
Similarly, the nonlinear errors-in-variables problem can be defined when more robust estimators are used; e.g., with the l 1 norm the problem can be formulated as
An algorithm that finds a stationary point of (1.8) is given by Watson and Yiu [12] . This method and that by Boggs, Byrd, and Schnabel [2] for the least squares case are both based on a trust region method. For both methods, the authors show how the special structure of the subproblems that arise can be used to solve these subproblems efficiently.
Huber's M-estimator and similar estimators have been considered by Jefferys [6] . However, Jefferys does not eliminate the model equations in (1.5), because he rewrites them in an implicit form, so that the errors in y are not isolated. Therefore, he seeks to find a stationary point of the Lagrangian, which leads him to a system of nonlinear equations. Unlike the l 1 and l 2 cases, consideration does not seem to have been given to a method specifically intended for the nonlinear errors-in-variables Huber problem (1.9) which makes use of the special structure. In what follows, we will develop such a method; in particular, we will show how to solve the resulting subproblems efficiently.
2. The algorithm. To simplify notation, we reformulate the nonlinear errorsin-variables Huber problem (1.9) as
where
, it is easily verified that problems (1.9) and (2.1) are equivalent. The value of σ is sometimes given with the problem and sometimes is treated as an unknown. It will be assumed here that σ as well as the value of k is provided. In the following we will also assume that the model function f (x, β) is continuously differentiable with respect to x and β. Therefore, all functions g i (η) are continuously differentiable with respect to η.
Since trust region methods have been successful for the general nonlinear Huber problem (see Li and Madsen [7] and Ekblom and Madsen [3] ), a method of this type is developed. The basic idea is to determine a step z, restricted in size, which is the minimum of some approximation to the original problem. If the improvement in the function value of F is good enough, the step z will be added to the current point η, resulting in the new iterate η + z.
To pass the properties of the Huber function on to the approximation, just the functions g i are linearized, and the Huber problem is solved for these linearizations. Let ∇g i be the gradient of g i . Then a linearization of g i (η + z) is given by
Using the l 2 norm for the trust region constraint, the trust region approach leads to subproblems of the form
L(z) is convex because the Huber function is convex and every l i (z) is linear. Also, since the trust region is a convex set, the subproblem (2.3) is a convex problem. Therefore, a local minimum will also be a global minimum.
The Kuhn-Tucker (KT) conditions for (2.3) are
is the Lagrangian, λ is the Lagrange multiplier vector, and ∇ z denotes the derivative with respect to z. If the constraint is active, then z = 0, and since there is just one constraint, the constraint qualification holds (see, e.g., Fletcher [4, Lemma 9.2.2(i)]). Therefore, a regularity assumption holds, and with this the KT conditions are necessary for z to be a minimizer of (2.3). Since the problem is convex, the KT conditions are also sufficient. Thus we have the following lemma.
Lemma 2.1. z is a global solution of (2.3) if and only if there exists λ such that (2.5) holds. Now the KT conditions (2.5) could be solved for λ and z, with the given trust region radius h, to obtain the solution to (2.3). However, here we follow a LevenbergMarquardt idea, controlling the size of the trust region indirectly by fixing λ and having h as a variable instead. If λ is chosen to be positive (λ > 0), then the trust region constraint will be active; i.e., z T z − h 2 = 0 at the solution z. Therefore, the last equality and the two inequalities of the KT conditions (2.5) are satisfied and z can be determined by the first equation. Using the definition of the Lagrangian, this is equivalent to
The corresponding squared trust region radius h 2 is then just given by z T z at the solution.
Before describing how (2.6) can be solved efficiently, it is useful to determine some derivatives. Looking at the Huber function,
of the linear functions l i , i = 1, . . . , n + nm, it is essential for the evaluation whether l i (z) < −kσ, |l i (z)| ≤ kσ, or l i (z) > kσ. These inequalities divide R p+nm into three subregions for each i, separated by the parallel hyperplanes |l i (z)| = kσ. This splits R p+nm into at most 3 n+nm subregions. Let the set of the separating hyperplanes be denoted by B,
The first derivative of the Huber function is given by
where the prime just refers to differentiation of ρ with respect to its argument, and for z ∈ B, the second derivative is
Let G be the (n + nm) × (p + nm) matrix whose rows are
, and let W (z) be the (n + nm) × (n + nm) diagonal matrix with diagonal elements w i = ρ ′′ (l i (z)/(kσ)) for z / ∈ B and w i = 1 for z ∈ B. Thus, w i ∈ {0, 1}, i = 1, . . . , n + nm. Now the first and second derivatives of L are
and for z ∈ B,
using the fact that l i (z), i = 1, . . . , n + nm, are linear and therefore ∇ 2 l i (z) = 0.
For the solution of (2.6), we suggest Newton's method. That means in each iteration a step ∆z for the iterate z would be found by solving
for a given value z ∈ B or, equivalently,
which is defined for all z. Since W (z) = diag{w i , i = 1, . . . , n + nm}, w i ∈ {0, 1}, and since λ is chosen to be positive, it follows that the matrix in (2.8) is positive definite for all z. Of course, the Newton iteration may not converge, and to overcome this problem a line search can be introduced. For that, some sort of measure is needed that indicates how close the current iterate is to a solution of (2.6) or, in other words, to a stationary point of the Lagrangian. In the following we suggest two different possibilities for the merit function.
(L1) The most obvious choice is to use a line search based on minimizing
, since this equals zero if and only if the solution is reached, and is otherwise positive. The direction ∆z is descent for
which is negative if z is not a stationary point of the Lagrangian. So the first line search method we suggest requires us to solve the problem
(L2) To understand the next idea for a line search, we first look at the Lagrangian
T z is a quadratic with λ > 0 and therefore strictly convex, and −λh 2 is just a constant. Therefore, z is a stationary point of the Lagrangian if and only if z is a minimum of L(z, λ). This immediately suggests carrying out a line search on L(z, λ) along a descent direction. For ∆z from (2.8) it follows that
which is negative unless z is a stationary point of the Lagrangian. This follows because
] is positive definite for λ > 0. Thus, ∆z is a descent direction for the Lagrangian. A line search method on L(z, λ) in the direction of ∆z is given by minimizing with respect to α:
The problem here is that h is given only at the solution of (2.6), so h is unknown for the line search. This problem is easily removed, because λh 2 is just a constant. Thus, instead, L(z, λ) + λh 2 could be minimized in the direction ∆z or, in other words, the second suggestion for a line search is to minimize
We will now focus on the efficient solution of the linear system of equations (2.8). The matrix in this system is of size (p + nm) × (p + nm), and since n is the number of data points, the system to solve at each iteration could be very large. The special structure of the matrix in system (2.8) can, however, be used to reduce the problem to a smaller one.
Since g i (η) is just one component of δ for i > n, the derivatives with respect to components of β are 0, and the derivatives with respect to the kth element of δ j are 1 if g i (η) = (δ j ) k and 0 otherwise. Therefore,
where J is the n × p matrix with elements
and S is the n × nm matrix with elements
Since each g i (η) just depends on δ i for i = 1, . . . , n, most entries in S are 0, and the nonzero elements are arranged in a staircase structure. If the nonzero entries in the ith row are called s
According to the structure of G and η, we also partition W , v, and z so that
By multiplying equation (2.8) with (kσ)
Substituting the matrices and vectors in (2.11) by their partitioned form, the equation can be written as
which is equivalent to
Now define the nm × nm matrix
Since W 1 , W 2 , and 2λ(kσ) 2 I nm are diagonal matrices and because of the special staircase structure of S, it follows that P is a block diagonal matrix with n blocks and the ith block is either a diagonal matrix or the sum of a diagonal matrix and a rank 1 matrix, depending on w i , i = 1, . . . , n. The two cases are as follows.
1. If w i = 0, then the ith submatrix of P is
and its inverse is given by diag 1
2. If w i = 1, then the ith submatrix of P is
In this case, the inverse can be determined using the Sherman-Morrison formula, giving
. . , m}. The inverse of the block diagonal matrix P is now easily determined by inverting each block as given above. Using this, the second equation of (2.13) can then be rearranged, giving
By substituting this into the first equation of (2.13), the following p × p system can be solved for ∆b:
Using the solution for ∆b, ∆d is then given by (2.14). Because the algorithm for the linear Huber problem is a subproblem forming part of the algorithm for the nonlinear errors-in-variables Huber problem, some values are given by the outer iteration and do not change in the subproblem. In particular, λ and η are fixed for the linear problem. Also, the matrix G does not change here and can be calculated once at the beginning with the given η.
The iterate here is z and needs to be given a starting value. One possibility is to use the least squares solution. However, this would need a calculation itself and might still be far away from the solution of the Huber problem, especially for small kσ, since this corresponds to a problem close to an l 1 approximation. If we are close to a solution of the nonlinear problem, then the solution of the linear subproblem will be close to zero. Therefore, the starting value z = 0 seems to be a reasonable choice.
Algorithm for the linear subproblem.
Values for λ and η are given. Calculate G.
T by using (2.15) and (2.14) (instead of solving (2.8)). Perform the selected line search to find the steplength α. The two suggestions are:
Since increases in λ cause the trust region radius h to decrease, and vice versa (see, e.g., Fletcher [4] ), the size of the trust region can be controlled indirectly by inverse changes to λ. The updating procedure for λ depends on the accuracy of the approximation L to F , which is reflected by the ratio of the actual and the predicted reduction in the value of the Huber estimate. This ratio is given by
The closer r is to 1, the better is the agreement between L and F , and in that case, λ is decreased, which corresponds to an increase in the trust region radius. If r is close to 0 or negative, because F (η + z) > F (η), then λ is increased, which effectively means a reduction in the trust region radius and a bias of the next trial step toward the steepest descent direction. Algorithm for the nonlinear Huber problem. Set values for k and σ. Choose an initial approximation for η and a starting value for λ. WHILE ∇F (η) = 0 BEGIN Determine a step z as a solution of the linear Huber problem (2.3) using the algorithm for the linear subproblem with the current values for λ and η. Calculate the ratio r =
In the algorithm ǫ is a small positive constant. For the numerical experiments ǫ = 10 −6 was chosen. The parameters 0.25 and 0.75 could also be chosen to be different, but these values seem to be well established in practice and are used in many Levenberg-Marquardt methods. The increase and decrease of λ can also be calculated with different constants, but their change does not affect the global convergence properties of the algorithm as long as the increase and decrease are preserved.
3. Convergence results. In this section global convergence results for the algorithms for both the main problem and the linear subproblem will be established. First we will prove finite convergence for the algorithm for the linear subproblem, which is basically Newton's method applied to a piecewise quadratic function assuming exact line search. In the previous section, we split R p+nm into subregions such that W (z) and v(z) are constant within each of these subregions. That means the Lagrangian is just a quadratic in each subregion. Thus, if an iterate z is in the same subregion as the solution, one Newton step is enough to solve the problem.
The standard Newton method is usually applied to twice continuously differentiable functions, but here the Lagrangian is a piecewise quadratic, which is only once continuously differentiable. However, we can draw on results of Li and Swetits [9] , who have applied Newton's method with line search to a function of this type.
Theorem 3.1. The algorithm for the solution of the linear Huber problem as given in the previous section terminates in a finite number of steps.
Proof. ∇L(z) + 2λz is a continuous piecewise linear mapping and is the gradient of a strictly convex function. Finite termination in the linear subproblem thus follows from Theorem 3.2 of [9] .
Before giving a convergence theorem for the algorithm for nonlinear Huber problems, some of the results that are needed in this proof will be summarized in the following lemmas. The first result relates the objective function F to its approximations. This lemma was given by Ekblom and Madsen [3] , where a proof can also be found.
Lemma 3.2. For η, z ∈ R p+nm , the following two equalities hold:
where L(z) is the approximation to F at η as given by (2.2) and (2.4). Now we will look more closely at the algorithm. For this, it is useful to introduce some additional notation. Let the index j denote a variable or function evaluation in the jth iteration of the algorithm; for example, λ j is the value for λ in the jth iteration and L j (z j ) is the approximation L to F at the current iterate η j , evaluated at the point z j . The next lemma now states what happens to the size of the step z j if λ j gets large. Lemma 3.3. Assume that the set of iterates η j generated by the algorithm is bounded. If
Proof. Assume that z j T z j does not tend to zero. Then there exists a constant
, which is equivalent to z j 2 ≥ c 1 . The step z j is the solution of the system
Let the matrix G j have rows ∇g i (η j ) T and define the ith element of a vector v(z j ) to be the first derivative of the Huber estimate evaluated at l i (z j ), i.e.,
then, by using ∇l i (z) = ∇g i (η), the system (3.1) can be written as
Taking norms on both sides gives
From the definition of v it follows that |v i (z j )| ≤ 1, i = 1, . . . , n + nm, and therefore
and since all g i , i = 1, . . . , n + nm, are continuously differentiable and G
Proof. The first inequality follows since λ j z j T z j ≥ 0. To prove the second inequality consider the function L j (z) + λ j z T z, which is convex since all L j (z) and z T z are convex. Therefore, a stationary point minimizes this function. The gradient is ∇L j (z) + 2λ j z, and since z j solves (2.6), it follows that z j is a stationary point and hence minimizes
The second inequality in the lemma now follows by setting z = 0. Now we can show that the algorithm for the nonlinear Huber problem inherits properties of other Levenberg-Marquardt type algorithms and that the same strong convergence property holds. Ekblom and Madsen [3] and Li and Madsen [7] claim that a convergence theorem can be proved in a way similar to the convergence for an algorithm where the trust region radius is present and changed directly, but an explicit proof for a Levenberg-Marquardt type algorithm to solve the nonlinear Huber problem is not given. A proof for a convergence theorem for a typical trust region algorithm is, for example, given by Fletcher [4] , and this inspired the general form of the proof of the following theorem.
Theorem 3.5. Any finite accumulation point of {η j } is a stationary point of F . Proof. By considering whether or not sup(λ j ) = ∞, there exists a convergent subsequence η j → η ∞ with indices in the index set J , say, for which either (i) r j ≤ 0.25 and λ j → ∞, or (ii) r j > 0.25 and sup(λ j ) < ∞.
In case (i), λ j → ∞, and it was shown in Lemma 3.3 that z j T z j → 0. Assume now that ∇F (η ∞ ) = 0. Then there exists a descent direction s at the limit point η ∞ with s 2 = 1, and
with some constant δ > 0. For the ratio in the algorithm, the following holds:
Considering a step of length z j 2 along s, it follows with the same argument as in the proof of Lemma 3.4 that
and therefore
From Lemma 3.2 it follows with
Therefore, it follows from (3.2) that r j = 1+o(1), which contradicts r j ≤ 0.25. Hence, the assumption that η ∞ is not a stationary point was wrong and so ∇F (η ∞ ) = 0 in case (i).
In case (ii),
, and therefore
for j ∈ J . Even if an index set I is defined to contain all indices j such that r j > ǫ > 0, then (3.4) still holds for all j ∈ I. Since ǫ is a small constant, which was assumed to be less than 0.25, it follows that J ⊂ I, which gives
The indices j ∈ I were determined such that r j > ǫ, which means that all z j , j ∈ I, are accepted as valid steps, so η j+1 = η j + z j for j ∈ I. Therefore, most terms cancel in the sum over I, resulting in
Therefore, the sum is finite, and since all differences F (η j ) − F (η j + z j ) are positive, it follows that these differences tend to zero. In particular, for j ∈ J it now follows with (3.3) that also
. With (3.5) it now follows that 0 also minimizes L ∞ (z), so 0 must also be a stationary point of L ∞ (z), i.e.,
and since ∇F (η j ) = ∇L j (0),
4. Numerical examples. The algorithm for nonlinear Huber problems and, as a part of that, the algorithm for the linear subproblems, have been programmed in FORTRAN 77 and applied to some parameter estimation problems. All calculations were carried out in single precision.
The stopping criterion of the algorithm for the linear subproblems is met when ∇L(z, λ) = 0. In practice, we cannot expect to achieve this exactly, so instead the iterations were stopped when ∇L(z, λ) = G T v(z)/(kσ) + 2λz was "small." This representation of the derivative of the Lagrangian shows the dependence on kσ. A large value for kσ could already produce a small value for ∇L(z, λ) although z might still be far away from the solution, and a small value for kσ could let the algorithm with such a stopping criterion carry on for many iterations without much progress, since it would result in a large value for ∇L(z, λ) although z might already be near the solution. One way to take the size of kσ into account is to use the stopping criterion stop if ∇L(z, λ) < ǫ 1 /(kσ).
A slightly different way is to examine the relative size of the derivative of the Lagrangian. Assuming that z k−1 was not the solution, i.e., ∇L(z k−1 , λ) = 0, we calculate
This equals 1 if and only if ∇L(z k , λ) = 0 and is less than 1 otherwise. Thus z k is near the solution if the above quotient is near 1. Thus another stopping criterion could be
for some small predetermined ǫ 2 > 0. Another possibility for a stopping criterion is to check if the step is small, i.e., stop if ∆z < ǫ 3 .
A motivation for this is that the derivative of the Lagrangian is small if the calculated ∆z is small, because ∆z is determined by the system
Since the matrix in this system is positive definite, the right-hand side of the equation, i.e., the derivative of the Lagrangian, is zero if and only if ∆z = 0. Also, with a small step, the iterate would not change much and therefore not much progress can be made.
Here the three suggestions were combined. The algorithm stops if at least one of the above criteria is valid, with the constants ǫ 1 = 10 −5 , ǫ 2 = 0.001, and ǫ 3 = 10 −6 . Similarly, the stopping criterion of the algorithm for nonlinear Huber problems was ∇F (η) = 0, which we cannot expect to achieve exactly. Instead the iterations are stopped when the gradient becomes "small," but since
the size of the gradient depends very much on the size of kσ. As already explained for the linear subproblem, this dependency should be taken into account for a stopping criterion that uses the gradient. Therefore, the algorithm is stopped if ∇F (η) 2 < 10 −5 /(kσ). Additionally, it is checked if the step z is small. The reason for this is that if z = 0 in an iteration, then the current iterate η is a stationary point, so that ∇F (η) = 0. This follows from the fact that for the solution z of the linear subproblem ∇L(z) = 0, and from the definition of L(z) it follows that ∇L(0) = ∇F (η). Therefore, the algorithm is also stopped if z 2 < 10 −8 . The first example was originally used by Li and Madsen [7] to test their algorithm for nonlinear Huber problems.
Example 4.1. The function
is fitted to four different data sets of 33 points. A list of these data sets is given in [7] . The algorithm for nonlinear Huber problems with errors in all variables was applied to each of the data sets, first with kσ = 0.01 and then with kσ = 100. The answers are summarized in Table 4.1 already shows that the answers for a small kσ are closer together than for a larger value of kσ. Also, the parameters for data set (i) do not change as much for the different values of kσ as the parameters for the other data sets. The reason for these observations is first that data set (i) does not contain any outliers, whereas the others do. Second, this example illustrates the fact that smaller values of kσ let the solution ignore the outliers, whereas the solution is more influenced by the outliers when kσ is larger.
This becomes even more apparent when looking at the graphs of the functions in Figures 4.1-4 .4. Each figure shows the graphs of the functions for one data set and the two values of kσ. To make it easier to identify the outliers, the corresponding points have been encircled in the figures. In all figures, the function that follows the undisturbed data set more closely is the solution for kσ = 0.01. Since there are no outliers in data set (i), both functions in Figure 4 .1 follow the points so closely that the graphs appear to be the same within the drawing accuracy. In data set (ii) there is just one outlier, but it has a big impact on the function when kσ = 100. Figure  4 .2 shows how the graph gets stretched toward this outlier. This stands in contrast to the graph when kσ = 0.01, which is hardly affected by the outlier.
In Figure 4 .3 the effect of the outliers is even more drastic than before. Since there are more outliers and one of them is even further away from the original points than before, the graph for kσ = 100 is pulled away further from the undisturbed solution than for the previous data set.
When the errors are examined at the solutions, it can be noticed that for kσ = 100 all errors in y are smaller than kσ. This means that all these errors are measured with that part of the Huber estimate that resembles the l 2 norm. However, when kσ = 0.01, then the errors in y that correspond to the outliers are actually greater than kσ, so that these errors are measured with the part of the Huber estimate that resembles the l 1 norm. Therefore, in fact, the solution of the Huber problem with a small kσ identified the outliers correctly.
The data fitting problem. So far there was no need for a method that allowed for errors in all the variables. This is different for the next example, where the errors in x and y are equally important.
Example 4.2. This example can be found in [6] , where Jefferys reproduces an example from the astronomical literature. Certain parameters β 1 , β 2 , and β 3 for a sample of galaxies from two clusters are connected by the equations for the Virgo cluster. There are 30 data points (x, y) for the Coma sample, and the Virgo sample contains 23 data points. A list of these values is given in [6] . Basically, the problem can be seen as fitting two parallel lines to two different groups of points in the xy-plane.
Our algorithm was applied to this example with the starting value β = (4.5, 4.0, −1.5) for the parameters and with different values for kσ. A summary of the answers is given in Table 4 .2. The l 2 solution when calculated with ODRPACK [1] is the same as β for the Huber problem when kσ = 157. Figure 4 .5 shows the solutions for the Huber problem when kσ = 0.01 (continuous lines) and when kσ = 100 (dash-dotted lines). The galaxies belonging to the Virgo cluster are drawn as circles and the galaxies from the Coma cluster are shown as crosses. Jefferys identified the four points with y-values less than 1.9 as outliers: two of them are part of the Coma cluster and the other two are from the Virgo cluster. Figure 4 .5 illustrates how the fitted lines are pulled toward these outliers for the larger value of kσ. This problem by Jefferys shows the importance of errors in all the variables. The errors in x and y should both be considered here, because distances in the xy-plane are minimized.
Example 4.3. This example is taken from [2] , where Boggs, Byrd, and Schnabel test their algorithm for orthogonal distance regression. The model function to be considered is
A set of 40 data points is created by first letting For the function f (x), the value of β 2 determines the location of the vertical asymptote. Table 4 .3 already shows that the discontinuity and asymptote move position with changing kσ, but especially in this example the parameters alone do not give a full picture of the situation. Here it is very important to look at the errors as well.
In the figures for this example the errors for each point are indicated by the line connecting that point with the function. If errors were present just in the y-values, then these lines would all be vertical. With errors in x as well, each line becomes more horizontal the larger the error is in x compared to the error in y. In this example, the errors actually appear much more horizontal than they really are. This is due to the scaling of the axes that is necessary to get all points into the pictures. point with the largest y-value influences the fitted function more when kσ is larger. Due to the scaling, it does not appear that way, but the error which connects this point with the curve is actually slightly smaller when kσ = 1000 than for the case when kσ = 0.001. At the same time, the errors in the y-direction become larger for the other points. This means that the function is pulled toward the point with the y-value approximately 100 when kσ becomes larger, so that this point dominates the fitting process more the larger kσ is. It might seem surprising that the point with the largest y-value is connected to the left branch of the curve. This is due to the fact that the exact point was disturbed to the left, so that the disturbed point is positioned to the left of the discontinuity for the starting value β = (1, 1). Since the algorithm starts with the errors in x set to zero, the point is connected to the left branch of the curve in the beginning. Connecting this point to the other branch of the curve during the algorithm would mean jumping over the discontinuity, and that is not a descent direction for the objective function. Therefore, the algorithm finds the local minima corresponding to the pictures.
To force a connection of the point with the largest y-value and the right branch of the curve, the starting value for the error in x for this particular point was set to 0.1. The outcome is illustrated in Figure 4 .8 for kσ = 1. The parameters for a range of values for kσ are summarized in Table 4 .4. Figure 4 .8 shows that the algorithm achieved what was intended by changing the starting value for one of the errors. Now the error for the point with the largest y-value connects this point to the right branch of the curve. The figure also shows that this time none of the errors stands out as particularly large. The errors now reflect that the points were disturbed by uniformly distributed errors and that no outliers were created. Hence, no point dominates the shape of the fitted curve as before. Therefore, the outcome is very similar for the different values of kσ. This is confirmed by Table 4 .4, because the parameters do not vary as much as in Table 4 .3 for the different values of kσ.
This example shows that it can be very important to consider the errors in x as well as the errors in y. Here one point is so close to a discontinuity and asymptote that it can influence the fitted curve like an outlier, especially if the errors in x are ignored. In this example, the real error distribution was reflected by the answers of the algorithm when a more appropriate starting value for one of the errors was chosen. Unfortunately, in practice one cannot be expected to know in advance how to set the starting values for the errors. Returning to the local solutions as illustrated in Figures 4.6 and 4 .7, this example shows that one point can strongly influence the outcome, which is due to the shape of the curve and not because the point originally contained large errors. As for any robust parameter estimation problem, the figures also show that this particular point has less influence on the fitted curve when kσ is smaller. Also, the parameters for this local solution are closer to the parameters from Table 4 .4 for smaller values of kσ.
Example 4.4. The final example was created in a way similar to the previous example. Here, the quadratic function
is considered as the model. A set of 100 data points was created by first setting x i = 0.01 + (i − 1) 0.02 for i = 1, . . . , 100 and calculating y i = β 1 x 2 + β 2 x + β 3 , with β 1 = 1.5, β 2 = −3, β 3 = 2 for i = 1, . . . , 100. Then these points were disturbed as in the previous example by uniformly distributed errors in the interval [−0.01, 0.01], but here some outliers were created by additionally disturbing eight of the points. The points (x 41 , y 41 ), . . . , (x 44 , y 44 ) were disturbed by adding 0.2 in the y-value, and the points (x 82 , y 82 ), . . . , (x 85 , y 85 ) were changed by subtracting 0.2 from the x-value. So, in this example, there are some outliers with a larger error either just in the x-direction or just in the y-direction.
The algorithm was applied to this example with the starting values β = (1.5, −3, 2) for the parameters. A summary of the parameters for different values of kσ is given in Table 4 .5.
Rather than including a complete list of all the errors, the table contains just the optimal parameters of the function. However, to get a more comprehensive understanding of the situation, the relevant information is summarized in Figures 4.9 and  4 .10, which show the fitted functions for kσ = 0.001 and 100, respectively. The errors for the outliers have been included and are represented by the lines connecting a point with the curve. In this example, the data points have been chosen so that both axes could be scaled equally and the errors in x and y appear in correct proportions.
The graphs in Figures 4.9 and 4.10 show that the fitted function is pulled toward the outliers when kσ = 100. The errors for the points around the outliers increase when kσ becomes larger, while the errors for the outliers decrease. This observation confirms that the fitted function is more influenced by the outliers for larger values of kσ and that the outliers are rather ignored when kσ becomes smaller, as has indeed been observed in the previous examples.
Another observation that can be made is the difference in the orientation of the errors for the outliers for the two values of kσ. When kσ = 0.001, the errors for one group of outliers are large in the x-direction with small errors in y, and for the other group, the errors are large in the y-value while the errors in the other direction are very small. This reflects exactly how the data points have been created. When kσ = 100, the outliers are treated rather equally, irrespective of the fact that one group has been disturbed more in the x-value and the other group has been disturbed more in the y-value. Here the errors resemble an orthogonal distance to the curve.
This means that the Huber estimate with a small value of kσ not only recognizes outliers with respect to the other points, but also distinguishes between small and large errors in the individual components of each data point. For increasing kσ, the errors for all points and in every component are treated more alike, tending toward an orthogonal distance regression.
5.
Conclusion. An algorithm has been developed for solving the Huber problem in the context of data fitting when all variables contain significant errors. The algorithm is of trust-region type and exploits the special structure which is possessed by the problem. The usefulness of this criterion is illustrated by application of the algorithm to a number of problems, many of which have appeared in the literature.
We have concentrated on demonstrating the outcome of the application of the algorithm, showing how it copes with outliers, and showing the effect of different scaling parameters. The actual performance of the algorithm will depend on many things-for example, the nature of the underlying problem being solved, the initial approximations which are available or are used, and the value of any parameters that are required. However, the algorithm has a sound theoretical basis, is remarkably robust, and gives a satisfactory performance over a wide range of different problem situations. It is hoped that its development has provided a useful addition to the armory of techniques available to experimental scientists.
