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Chapitre 1
Introduction et motivations
Ce chapitre est une pre´sentation des principaux axes de recherche qui ont conduit a`
l’e´laboration de cette the`se. On y pre´sente brie`vement le cadre et les motivations
principales de l’estimation robuste. Les diverses contributions originales sont, ensuite,
discute´es et commente´es. Le chapitre se conclura sur les pistes de recherche futures
envisage´es.
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8 Chapitre 1. Introduction et motivations
1.1 Motivations de l’estimation robuste
L’estimation de la moyenne d’une quantite´ ale´atoire re´sume´e en une variable ale´atoire
X est un enjeu central en statistique. L’estimateur le plus naturel pour re´pondre a` cette
question est l’estimateur de la moyenne empirique. Pour un e´chantillon X1, . . . ,Xn a`
valeurs re´elles et de meˆme loi que X, la moyenne empirique est donne´e par
Xn =
1
n
n∑
i=1
Xi .
La loi forte des grands nombres assure que la moyenne empirique converge presque
suˆrement vers l’espe´rance E [X]. Plus pre´cise´ment,
lim
n→∞Xn = E [X] avec probabilite´ 1 .
Il est bien connu que le the´ore`me limite central permet de quantifier l’erreur asympto-
tique de cet estimateur autour de sa moyenne. Plus pre´cise´ment,
lim
n→∞P
(
Xn − E [X]
σ/
√
n
≤ z
)
= Φ(z)
ou` Φ est la fonction de re´partition de la loi gaussienne centre´e re´duite et σ est la variance
de X1. La vitesse de convergence est de l’ordre de σn−1/2. Le point de vue choisi dans
cette the`se se distingue de l’e´tude asymptotique de´coulant des outils lie´s au the´ore`me
limite central. En effet, nous faisons le choix de de´velopper ce que nous appellerons, par
la suite, des ine´galite´s de concentration. Elles ont l’avantage de donner des bornes sur
la probabilite´ d’erreur d’estimation P(|Xn − E [X] | > t) a` n (le nombre d’observations)
fixe´ pour un seuil t et sont, par de´finition, non-asymptotiques.
Parmi toutes les ine´galite´s de concentration, la plus simple est sans doute l’ine´galite´
de Hoeffding.
Theorem 1 (Hoeffding). Soient X1, . . . ,Xn des variables ale´atoires inde´pendantes telles que
pour tout i ≤ n, Xi est a` valeurs dans [ai, bi] presque suˆrement. Soit S = ∑ni=1(Xi − E [Xi]).
Alors pour tout t > 0,
P (S ≥ t) ≤ exp
(
− 2t
2∑n
i=1(bi − ai)2
)
.
A elle seule, elle a motive´ beaucoup de travaux pour adapter les bornes tre`s fines
obtenues dans de nombreux contextes statistiques. L’hypothe`se centrale de l’ine´galite´
de Hoeffding est la bornitude des variables ale´atoires (Xi)i. Pour des variables ale´atoires
a` valeurs dans [0, 1], la vitesse de convergence est de l’ordre de n−1/2 et la concentration
obtenue est sous-gaussienne (voir de´finition 1). L’ide´e directrice de cette the`se a e´te´ de
s’affranchir de l’hypothe`se de bornitude tout en conservant une vitesse de convergence
comparable a` celle obtenue dans l’ine´galite´ de Hoeffding.
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La plupart des re´sultats des sections suivantes s’appliquent a` des variables ale´atoires
de variance finie sans eˆtre borne´es. Nous utiliserons le mot robuste pour parler des es-
timateurs que nous exposerons dans ce manuscrit. Il est a` noter que cette de´nomination
est diffe´rente de la notion de robustesse commune´ment utilise´e dans la litte´rature. Nous
en donnerons donc une de´finition rigoureuse au chapitre 2.
1.1.1 Fiabilite´ et lois a` queue lourde
Le contexte d’utilisation des re´sultats de concentration pre´sente´s plus bas est typique-
ment donne´ par les distributions a` queue lourde. La de´finition 2 nous assure que les
variables ale´atoires a` queue lourde ne posse`dent pas de moment exponentiel fini. A
l’inverse, il est a` remarquer que l’hypothe`se de bornitude implique imme´diatement des
moments exponentiels finis (i.e., E
[
exp(λX)
]
< ∞) pour toute valeur du parame`tre λ.
Nous ferons une hypothe`se sur les distributions que nous conside´rerons : ge´ne´ralement,
une variance finie, sauf pour les the´ore`mes 6 et 40 ou` nous supposerons seulement un
moment d’ordre 1 + ε avec 0 < ε < 1.
Nous verrons en section 2.1.2 que la moyenne empirique ne permet pas de donner
une estimation fiable de l’espe´rance dans le cas de variables ale´atoires a` queue lourde.
Un contre-exemple est donne´ par les variables ale´atoires α-stables (voir de´finition 3).
En effet, les lois α-stables posse`dent des moments finis d’ordre p pour tout p < α
(avec α > 1). En outre, la probabilite´ P(|Xn − E [X] | > t) que l’erreur d’estimation
de´passe un certain seuil t est de l’ordre de 1/(tαnα−1) alors que l’on recherche une borne
du type exp(−t2/(nC)) ou` C est une constante de´pendante de la loi de l’e´chantillon.
Un autre candidat naturel d’estimateur de l’espe´rance est la me´diane empirique Mn
de´finie comme le quantile d’ordre 1/2. La vitesse de convergence de Mn vers E [X] est
aussi en 1/
√
n (Mn et Xn e´tant se´pare´s d’au plus σ/
√
n). En pratique, la me´diane est
moins sensible aux valeurs extreˆmes que la moyenne empirique Xn. Ne´anmoins, cet
estimateur peut comporter un biais ce qui limite son utilisation. Pour ces raisons, les
estimateurs classiques Xn et Mn seront mis de coˆte´ au profit de techniques plus robustes
pre´sente´es plus bas.
1.1.2 Deux estimateurs robustes
Dans le but d’obtenir une erreur de type sous-gaussienne, nous nous sommes tourne´s
vers des estimateurs moins sensibles a` la pre´sence de valeurs particulie`res tre`s e´loigne´es
de la moyenne que les estimateurs propose´s plus haut. L’inspiration nous a e´te´ donne´e
par deux articles proposant de nouvelles techniques d’estimation de la moyenne.
Le premier de´finit un estimateur de la moyenne comme le ze´ro d’une fonction
de´croissante (voir Catoni [20]). Cette technique tre`s utilise´e et tre`s e´tudie´e porte le nom
de M-estimation. Il se trouve qu’un choix judicieux de cette fonction (voir (2.5)) permet
d’obtenir une borne de type sous-gaussienne sur la probabilite´ d’erreur sous la seule
hypothe`se de variance finie. Dans la suite nous appellerons cet estimateur, l’estimateur
par “soft-troncature” (troncature douce) ou estimateur de Catoni.
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Le second article e´tudie un estimateur portant le nom de “median-of-means” ou
me´diane des moyennes (voir Lerasle et Oliveira [42]). Introduit plus toˆt par Nemirovski
et Yudin [53] et plus formellement par Jerrum, Valiant et Vazirani [36], cet estimateur
combine les avantages de la moyenne empirique et de la me´diane empirique. Nous
verrons que cet estimateur assure une erreur d’ordre de grandeur comparable a` celui
de l’estimateur par soft-troncature.
Ces deux estimateurs de´finis rigoureusement en sections 2.2.2 et 2.2.3 formeront la
base des outils de cette the`se. Nous en donnerons une e´tude auto-contenue et compa-
rative en section 2.2. Tous les the´ore`mes originaux pre´sente´s plus bas utiliseront l’une
ou l’autre de ces techniques.
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1.2 Contributions originales
Cette partie est de´die´e a` l’exposition rapide des re´sultats originaux de cette the`se. Nous
ne rentrerons pas dans les de´tails de toutes les applications possibles de nos re´sultats.
Les chapitres 3 et 4 ont fait l’objet de deux articles a` paraıˆtre.
1.2.1 Estimation en grande dimension (c.f. section 2.3)
Les deux articles cite´s plus haut traitent uniquement du cas unidimensionnel. En section
2.3 nous nous inte´resserons a` des ge´ne´ralisations de ces techniques en dimension d > 1.
L’estimation de la moyenne en grande dimension est autant un de´fi the´orique que
pratique. L’e´laboration de me´thodes d’estimation peu sensibles aux valeurs extreˆmes
a fait l’objet d’une imposante litte´rature scientifique. La plupart des articles concerne´s
introduisent un contexte statistique conditionnant fortement le choix de tel ou tel
estimateur. Pour des exemples de re´gression matricielle sous des hypothe`ses de petit
rang voir Cande`s et Recht [18] et Recht, Fazel et Parrilo [58]. La recherche de techniques
robustes pour le proble`me de l’analyse en composantes principales peut eˆtre trouve´
dans Cande`s, Li, Ma et Wright [17] ou dans Zhang et Lerman [67] ou` la matrice de
rang faible est retrouve´e exactement. Plus ge´ne´ralement, Hsu et Sabato [32] ainsi que
Minsker [52] se sont inte´resse´s a` l’estimateur median-of-means en en donnant une
version multidimensionnelle.
Contribution. En paralle`le, l’e´tude mene´e en section 2.3.2 s’inte´ressera a` de´velopper
un estimateur en utilisant la technique de soft-troncature pour l’estimation de la
moyenne d’une variable ale´atoire a` valeurs dans Rd. Hormis une hypothe`se technique
d’isotropie, aucune hypothe`se sur la structure statistique de la variable ale´atoire de loi
inconnue n’est requise. La borne de concentration obtenue sera de type sous-gaussien.
En particulier, nous regarderons l’impact du facteur de dimension d dans les bornes de
concentration de´veloppe´es.
1.2.2 Minimisation du risque empirique (c.f. chapitre 3)
La me´thode de minimisation du risque empirique est une technique tre`s commune en
statistique et est couramment utilise´e dans de nombreux contextes. Pour une fonction
de risque fixe´e f , le risque empirique est donne´ par la formule
RERM :=
1
n
n∑
i=1
f (Xi)
ou` les Xi sont des copies inde´pendantes de la variable X. La fonction f est choisie dans
un ensemble F . Un estimateur re´alisant le minimum de RERM sur l’ensemble F sera
appele´ estimateur par minimisation du risque empirique. Dans la suite de cette the`se,
nous supposerons l’existence de ce minimum. Si plusieurs fonctions f sont valides,
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le choix arbitraire de l’une d’entre elles constituera notre estimateur. Les re´sultats
pre´sente´s plus bas restent valides quelque soit ce choix. Une re´fe´rence tre`s comple`te
sur ce sujet est fournie par Koltchinskii [39].
Dans de tre`s nombreux contextes d’application, la fonction f peut eˆtre interpre´te´e
comme le couˆt (en un sens tre`s large) d’un choix de valeurs particulie`res d’un ensemble
de parame`tres. Nous citerons cinq exemples classiques d’application de la minimisation
du risque empirique ou` le choix de la classe de fonction F est explicite. Voir la section
2.4.1.
Pour des fonctions de risque ve´rifiant des proprie´te´s de convexite´ et de re´gularite´,
cette me´thode permet de donner une estimation ve´rifiant une borne de confiance de
type sous-gaussienne. Ce cas est traite´ en faisant appel a` l’estimateur median-of-means
dans Hsu et Sabado [32]. Par ailleurs, un article de Audibert et Catoni [7] s’inte´resse a`
l’estimation par minimisation du risque empirique dans le cas parame´trique en utilisant
l’estimateur par soft-troncature.
Contribution. Au chapitre 3, nous de´velopperons une proce´dure de minimisation du
risque empirique donnant des bornes de confiance non-asymptotique de type sous-
gaussiennes en faisant appel a` l’estimateur par soft-troncature introduit par Catoni
[20]. Une application a` la re´gression line´aire par moindres carre´s et une application
a` la classification non-supervise´e sont donne´es en section 3.4. Nous donnerons aussi
quelques simulations.
1.2.3 Estimation multivarie´e et U-statistiques (c.f. chapitre 4)
Les U-statistiques apparaissent naturellement dans de nombreux proble`mes d’estima-
tion multivarie´e. Le cadre dans lequel nous nous plac¸ons dans cette the`se est celui du
livre de de la Pen˜a et Gine´ [23]. La raison du choix des U-statistiques pour traiter le
proble`me d’estimation multivarie´ sera explique´ en section 2.5. E´tant donne´ une fonc-
tion h : Rm → R et une collection de variables ale´atoires identiquement distribue´es et
inde´pendantes X1, . . . ,Xn (avec n ≥ m), l’enjeu est de de´terminer avec la plus grande
pre´cision possible la valeur mh = E [h(X1, . . . ,Xm)] inconnue. Cette fonction h sera
suppose´e syme´trique (i.e., h reste inchange´e par toute permutation des variables). La
U-statistique
Un(h) =
(n −m)!
n!
∑
(i1,...,im)∈Imn
h(Xi1 , . . . ,Xim)
ou`
Imn =
{
(i1, . . . , im) : 1 ≤ i j ≤ n, i j , ik if j , k
}
est un estimateur sans biais de mh. Arcones et Gine´ [6] montrent que Un(h) ve´rifie
une ine´galite´ de concentration de type sous-gaussien lorsque la fonction h est borne´e.
Nous rappelons ce re´sultat au The´ore`me 21 en section 2.5.1. L’ine´galite´ de Hoeffding
ne s’applique pas imme´diatement a` Un(h). En effet, les termes de la somme de´finissant
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Un(h) ne sont pas tous inde´pendants entre eux. Nous aurons recours a` des techniques
comme le de´couplage ou encore la de´composition de Hoeffding (voir section 4.4).
Contribution. Nous nous sommes inte´resse´s a` de´finir une version robuste de l’esti-
mateur par U-statistique pre´ce´dent et a` montrer des re´sultats de concentration de type
sous-gaussien sous des hypothe`ses plus faibles que la bornitude de la fonction h. Nous
donnerons au chapitre 4 des re´sultats dans le cas de variance finie et des re´sultats dans
le cas de moment d’ordre 1 +  fini (avec  < 1).
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1.3 Perspectives de recherche et travaux futurs
Tout au long de ce manuscrit nous avons fait une recherche syste´matique de champs
d’application des techniques d’estimation robustes (soft-troncature et median-of-means)
pour affaiblir les hypothe`ses d’ine´galite´s de concentration existantes. Dans cette op-
tique, nous avons cherche´ a` diversifier les contextes statistiques e´tudie´s et a` rendre
compte de l’efficacite´ des nouvelles techniques propose´es. Nous sommes passe´s par
l’estimation robuste en grande dimension, la minimisation de risque empirique et l’es-
timation multivarie´e par les U-statistiques. Le travail est bien entendu inacheve´ et de
nombreuses questions restent en suspens. Cette partie est a` lire au regard des re´sultats
des chapitres qui suivront.
Convergence en distance L1
Il n’est, a` l’heure actuelle, pas tout a` fait clair si les estimateurs de soft-troncature et
median-of-means convergent pour la distance E
[|̂µ − µ|] ou` µ est la moyenne et µ̂
est l’estimateur. En effet, les ine´galite´s de concentration donne´es en section 2.2 n’im-
pliquent pas (contrairement a` l’habitude) une borne en distance L1 entre l’estimateur
et la moyenne. En effet, le niveau de confiance δ apparaıˆt dans la de´finition meˆme de
nos estimateurs. Il est possible, pour l’estimateur de Catoni, de s’en affranchir quitte a`
perdre en performance (voir section 2.2.2). Cependant, la condition n ≥ 4 log(δ−1) pour
l’estimateur de Catoni et la condition ln(δ−1) ≤ N ≤ n2 pour median-of-means nous
empeˆchent d’obtenir directement des bornes en espe´rance. Cette e´tape supple´mentaire
pourrait e´tendre le champ d’application de ces techniques.
Imple´mentation pratique de l’estimateur de la section 2.3.2
Il est a` noter que dans l’e´tat, l’estimateur de´fini en section 2.3.2 ne se programme pas
facilement. Il n’est pas imme´diat (et sans doute de grande complexite´) de construire un
estimateur en pratique appartenant au polytope convexe PW. On pourrait penser a` un
autre estimateur de´fini comme un minimum de la fonction
R(µ) :=
1
nα
n∑
i=1
Φ
(
α
∥∥∥Xi − µ∥∥∥)
ou` Φ est une primitive de la fonction croissante φ de´finie en section 2.2.2. En pratique,
cette de´finition alternative fournit un estimateur facile a` imple´menter (comme mini-
mum d’une fonction convexe) mais il ne nous a pas e´te´ possible de de´velopper des
bornes the´oriques pour cet estimateur. Une possibilite´ pour de futurs travaux pourrait
eˆtre de trouver un lien entre ces deux estimateurs et ainsi franchir le fosse´ qui se´pare
the´orie et pratique.
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L’entropie γ1(F ,D)
Le the´ore`me 24 fournit une borne de confiance sur la quantite´ m f̂ − m f ∗ mesurant la
qualite´ de notre estimation. Ce the´ore`me fait apparaıˆtre un premier terme de´ja` pre´sent
dans Catoni [20] et deux termes mesurant la complexite´ de la classe de fonctions F :
l’entropie γ1(F ,D) et l’entropie γ2(F , d). Or, le terme d’entropie γ1(F ,D) est d’un ordre
de convergence (en 1/n) plus petit que celui du terme d’entropie γ2(F , d) associe´e a`
la distance L2 (en 1/
√
n). Pour s’assurer de la finitude de l’entropie γ1(F ,D), notre
the´ore`me suppose que le diame`tre de l’espace F pour la norme infinie est borne´.
E´tant donne´ son ordre d’importance infe´rieur dans les bornes, nous nous attendrions
a` pouvoir prouver une version du the´ore`me 24 sans ce terme d’entropie
m f̂ −m f ∗ ≤ 6
(
αv +
2 log(δ−1)
nα
)
+ L log(2δ−1)
(
γ2(F , d)√
n
)
.
Si une telle borne s’ave`re impossible a` montrer, nous voudrions exhiber un contre
exemple de classe F pourvu d’une entropie finie γ2(F , d) et d’une variance finie uni-
forme´ment sur toute la classe F et pour laquelle la proce´dure de´finie au chapitre 3
n’assure pas de convergence de m f̂ vers m f ∗ . Ceci aiderait a` mieux comprendre l’im-
portance du terme d’entropie γ1(F ,D).
Applications a` d’autres fonctions de risque
Nous traitons deux applications de la technique de minimisation du risque empirique
en section 3.4 pour des donne´es suivant des distributions possiblement a` queue lourde.
Ces deux illustrations semblent convaincantes mais ne constituent qu’une petite partie
des possibles champs d’application. Nous voudrions simuler plus en profondeur notre
technique et e´prouver l’algorithme sur des jeux de donne´es re´els.
Affaiblir une condition d’isotropie
Notre re´sultat d’estimation en grande dimension contenu dans le the´ore`me 11 formule
une hypothe`se d’isotropie sur la loi de X. Cette hypothe`se s’interpre`te comme une
bonne re´partition de la mesure de probabilite´ associe´e a` X sur toutes les directions de
l’espace ambiant. Il est facile de voir que sans cette condition, il est possible d’inclure
la variable ale´atoire X dans un espace de dimension arbitrairement grande en ajoutant
artificiellement des coordonne´es nulles sans changer la valeur de la variance V. Dans
ce cas, le re´sultat (2.9) se re´duirait a`
∥∥∥µ̂ − E [X]∥∥∥ ≤ 16√2 √V ln(4)
n
.
En particulier, le terme comportant le niveau de confiance δ disparaıˆt, ce qui rend la
borne de´terministe. Or dans le cas de variables ale´atoires non borne´es, il est possible
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de trouver une re´alisation de l’e´chantillon X1, . . . ,Xn tel que l’estimateur de Catoni
unidimensionnel soit arbitrairement e´loigne´ de l’espe´rance.
Une ame´lioration possible serait de remplacer cette condition d’isotropie par des
conditions plus naturelles et plus faciles a` ve´rifier sur un e´chantillon. Nous pourrions
par exemple essayer d’utiliser l’ine´galite´ PAC-baye´sienne en page 159 de Catoni [19]
dans ce but.
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1.4 Plan de la the`se
Cette the`se est principalement centre´e sur les ine´galite´s de concentration de nouveaux
estimateurs robustes de la moyenne. Elle se de´coupe en trois chapitres.
Le premier chapitre s’inte´resse aux estimateurs de soft-troncature et median-of-
means pour eux-meˆmes. On y de´finit ensuite des versions ge´ne´ralise´es de ces esti-
mateurs pour un cadre multidimensionnel. Nous introduisons ensuite la notion de
minimisation du risque empirique pour une classe de fonction donne´e. Nous citons en
particulier des re´sultats tire´s du domaine des processus empiriques tels que l’ine´galite´
entropique de Dudley [25] ou l’ine´galite´ de “generic chaining” (chaıˆnage ge´ne´rique) de
Talagrand [61]. Ces re´sultats nous permettent de donner un re´sultat de concentration
pour un minimiseur du risque empirique.
Le deuxie`me chapitre pre´sente deux re´sultats principaux de concentration de l’es-
timateur par minimum du risque empirique dans le cas de variables ale´atoires a` queue
lourde. Trois applications sont ensuite discute´es : la re´gression line´aire pour une perte
L1, la re´gression line´aire pour une perte L2 et enfin la proce´dure de classification non-
supervise´e par l’algorithme “k-means” (ou k-moyennes). Nous terminerons ce chapitre
par quelques simulations donnant les performances, en pratique, de notre estimateur
sur les applications pre´ce´demment introduites.
Le troisie`me chapitre traite de l’estimation de la moyenne pour des fonctions mul-
tivarie´es. Nous aurons recours aux techniques de U-statistique pre´sentes dans de livre
de de la Pen˜a et Gine´ [23]. Nous adapterons l’estimateur par median-of-means pour
de´finir un estimateur robuste de la moyenne ayant des vitesses de convergence compa-
rables a` celle donne´es dans Arcones et Gine´ [6]. Un exemple d’application au clustering
sera de´veloppe´ en fin de chapitre.

Chapter 2
Two robust estimators of the mean
This chapter introduce the mathematical background of this manuscript. The notion
of heavy-tailed distributions is defined in Section 2.1. We present in details the two
robust estimators of the mean which are used repeatedly throughout the thesis.
Sections 2.3, 2.4 and 2.5 discuss applications of robust estimation to various statistical
contexts.
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2.1 Why another estimator of the mean?
2.1.1 A first step towards robust estimation
In the task of learning the distribution of a random variable X, perhaps the most
fundamental parameter is the mean E [X]. A natural estimate of this quantity is the
empirical mean X. For an independent, identically distributed (i.i.d.) sample X1, . . . ,Xn,
the empirical mean is given by
X =
1
n
n∑
i=1
Xi . (2.1)
In this thesis we are interested in the finite-sample behavior of estimators of the mean.
This is in contrast with asymptotic convergence-of-measure theorems such as the cen-
tral limit theorem. For an important reference on asymptotic theorems we refer to van
der Vaart [64]. The results presented here are concentration inequalities. As an example
of a non-asymptotic inequality, we start with Hoeffding’s inequality [31] for sums of
bounded random variables.
Theorem 2 (Hoeffding’s inequality). Let X1, . . . ,Xn be independent random variables such
that for each i ≤ n, Xi takes its values in the interval [ai, bi] almost surely. Let S = ∑ni=1(Xi −
E [Xi]). Then for any t > 0,
P (S ≥ t) ≤ exp
(
− 2t
2∑n
i=1(bi − ai)2
)
.
In particular, let X1, . . . ,Xn be independent random variables taking values in the
interval [a, b]. Then, for any confidence level δ ∈ (0, 1/2), with probability at least 1 − 2δ,
∣∣∣X − E [X]∣∣∣ ≤ √B ln(δ−1)
n
(2.2)
where B = (b− a)2/2. We encounter many inequalities of the form of (2.2) in this thesis.
In particular, we are interested in sub-Gaussian estimators of the mean.
Definition 1. A real-valued random variable X is called sub-Gaussian with variance factor
V > 0 if for any δ ∈ (0, 1), ∣∣∣X − E [X] ∣∣∣ ≤ √V ln(δ−1) (2.3)
with probability at least 1 − 2δ. For any fixed δ ∈ (0, 1), we say that a random variable X
satisfies a sub-Gaussian concentration inequality with confidence level δ if (2.3) holds.
Remark. Our definition of a Gaussian concentration inequality is dependent of the
confidence level δ fixed in advance. In consequence, a Gaussian concentration inequal-
ity does not necessary imply that the estimator of interest is a sub-Gaussian random
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variable.
For other equivalent definitions of sub-Gaussian random variables, see Boucheron,
Lugosi and Massart [14]. Many concentration results for estimators of the mean of
a function require a boundedness assumption. However this assumption excludes
the case of heavy-tailed random variables. Heavy-tailed distributions are probability
distributions supported on R whose tails are not exponentially bounded.
Definition 2. A distribution is said to be heavy-tailed at +∞ (resp. at −∞) if, for any λ > 0,
lim
t→+∞ e
λtP (X > t) = +∞
(
resp. lim
t→∞ e
λtP (−X > t) = +∞
)
.
A distribution is heavy-tailed if it is heavy-tailed at +∞ or at −∞.
The results presented in this thesis hold for a particular class of heavy-tailed distri-
butions. We assume a finite-moment of order 1 +  with  > 0. In most of the results
presented below,  equals to 1 and the finite-moment assumption reduces to a finite
variance condition. An estimator of the mean µ̂ is called δ-robust if, for any heavy-tailed
sample with –at least– a 1 +  finite-moment, it satisfies a sub-Gaussian concentration
inequality with a confidence level δ and variance factor of the order of 1/n.
2.1.2 An example of heavy-tailed distributions: α-stable laws
For α ∈ (0, 2), α-stable laws are examples of heavy-tailed distributions. They have finite
moments of small order and infinite higher-order moments.
Definition 3. Let γ > 0 and 0 < α ≤ 2. We say that a random variable X has an α-stable law
S(γ, α) if for all u ∈ R,
E exp(iuX) = exp(−γα|u|α) .
Definition 3 is less general than Definition 1.6 in Nolan [54]. Another reference
on α-stable laws is Zolotarev [68]. Gaussian random variables belong to the class
of α-stable laws for α = 2. Among all α-stable random variables, Gaussian random
variables are the only ones with finite moments of all orders. The behavior of α-stable
random variables in the case 0 < α < 2 is different. They are heavy-tailed. See Figure
2.1 for an illustration. We now state a few facts on α-stable laws. We use the notation
h(x) ∼
x→a g(x) for limx→a h(x)/g(x) = 1.
Proposition 3. Let γ > 0 and α ∈ (0, 2). Let X1, . . . ,Xn be i.i.d. random variables of law
S(γ, α). Let fγ,α : x 7→ R be the density function of X1. Let Sn = ∑1≤i≤n Xi. Then
(i) fγ,α(x) is an even function ,
(ii) fγ,α(x) ∼x→+∞ αγ
αcαx−α−1 with cα = sin
(
piα
2
)
Γ(α)/pi ,
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Figure 2.1: Comparison between the standard normal distribution and the Cauchy
distribution. The Cauchy distribution is an α-stable distribution with α = 1. It has
density function f (x) = 1pi
γ
γ2+x2 .
(iii) E
[
Xp1
]
is finite for any p < α and is infinite whenever p ≥ α ,
(iv) Sn has a α-stable law S(γn1/α, α).
Proof. (i) and (iv) follow directly from the definition. (ii) is proved in the introduction
of Zolotarev [68]. (iii) is a consequence of (ii). 
An α-stable random variable for α ∈ (1, 2) has finite moments of order p up to the
order α. Thus, for α ∈ (1, 2), α-stable random variables are heavy tailed. By (iv), the sum
Sn is still an α-stable random variable and we know exactly the law of the estimator X
in that case. By (i) we know that the Xi are centered random variables. Finally, by (ii),
there exists a constant K depending only on α and γ such that
P
(∣∣∣X∣∣∣ > t) ∼
t→+∞
K
tαnα−1
.
This last equivalence shows that the tail probabilities of X are far from the sub-Gaussian
tails in (2.3). In particular, this shows that the empirical mean estimator X is not
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robust. The two robust procedures that we present in the following section achieve
sub-Gaussian concentration inequalities even for heavy-tailed distributions.
The rest of this chapter is organized as follows. In Section 2.2, we introduce two
estimators of the mean and the basic performance bounds. Section 2.2.2 is dedicated to
an estimator defined by Catoni [20] via a truncation function. Section 2.2.3 is centered on
an estimator known as the median-of-means estimator introduced in Nemirovski and
Yudin [53]. Section 2.3 is about multidimensional mean estimation and generalizations
of robust estimators in Rd or more generally in Banach spaces. In Section 2.4, we
introduce empirical risk minimization and generic chaining. Section 2.5 focuses on the
special case of mean estimation of multivariate functions. Ideas from the theory of
U-statistics are used to get concentration bounds.
2.2 Robust procedures
In this section we introduce the notion of robust estimators. Section 2.2.1 exposes some
estimators commonly used if some outliers are present in a data sample X1, . . . ,Xn.
These techniques have theoretical limitations. To adress this, two recent estimators of
the mean of a real valued random variable are exposed in Sections 2.2.2 and 2.2.3 and
their performance bounds are given.
2.2.1 Toward robust estimators: trimming, truncation and flattened
M-estimation
In practice, data trimming is commonly used to avoid the effect of outliers. It consists
in a reduction of the sample size before computing the standard empirical mean. One
orders the data X1, . . . ,Xn, chooses a small percentage (say 5%) and removes the first
and last 2.5% of the Xi from the sample. This technique is called trimming. An
example of an econometric application of trimming techniques is Andersen, Dobrev
and Schaumburg [3]. A related technique is to use a truncation function ψK : x 7→
x1{|x|≤K} + K1{|x|>K} on the sample and to compute the empirical mean of the sample
(ψK(Xi))i. Hoeffding’s inequality (Theorem 2) applies and sub-Gaussian concentration
is obtained around E
[
ψK(X)
]
. Both techniques have the inherent limitation to produce
biased estimators. Also, it is a challenge to scale the parameter K for truncation or the
percentage of vanished data points. The choice of the parameters is strongly dependent
of the underlying distribution. This lack of generality has led researchers to search for
alternatives. To our knowledge, Huber [33] was the first to develop robust estimators
using the formalism of M-estimators. The perhaps most natural M-estimator is the
least-squares estimator µ̂ls defined as the minimizer of the functional
µ 7→ 1
n
n∑
i=1
(Xi − µ)2 . (2.4)
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The existence of the minimum is ensured by the convexity of the function x 7→ x2. By
simple calculation, the minimum µ̂ls equals the empirical mean and the least-squares
estimator is just another definition of the empirical mean. More generally, an estimator
is said to be an M-estimator if it is obtained by minimizing a functional depending on
the data (Xi)i. One idea of Huber [33] was to change the definition of the estimator µ̂ls
by replacing the function x 7→ x2 by another convex function. The main focus of Huber
and Ronchetti [34] is asymptotic normality of M-estimators but finite-sample results
are not discussed. In the next section, we present a particular M-estimator where the
choice of the convex function is explicit.
2.2.2 M-estimation through soft truncation
The following estimator has been first introduced by Catoni in [20]. It can be seen as a
special case of robust M-estimation defined in Section 2.2.1. It relies on a soft truncation
functionφwhereφ is any non-decreasing function satisfying the following inequalities:
For all x ∈ R,
φ(x) ≤ ln
(
1 + x +
x2
2
)
φ(x) ≥ − ln
(
1 − x + x
2
2
)
.
(2.5)
By an easy analysis, such functions exist (see Fig. 2.2). For any α > 0, we define
rα(µα) =
1
nα
n∑
i=1
φ
(
α[Xi − µα]) .
The truncation function φ has been chosen in order to have a non-decreasing rα. This
implies that rα has at least one zero. Here α is some real positive parameter to be chosen
later. Define the mean estimator µ̂α as any element of the set
{
µα : rα(µα) = 0
}
. The
function rα can be seen as the derivative of a concave loss function Rα. An advantage
of the soft truncation presented here is the concentration inequality of Theorem 4. The
main ingredient for the success of this estimator is the particular form of the function
φ. One obtains the following:
Theorem 4 (Catoni [20]). Let X,X1, . . . ,Xn be i.i.d. real-valued random variables. Let V
be a real number such that Var (X) ≤ V < ∞. Let δ ∈ (0, 12 ) and α =
√
2 ln δ−1
nV . Suppose
n ≥ 4 ln δ−1. Then
|̂µα − E [X] | ≤ 2
√
2
√
V ln δ−1
n
,
with probability at least 1 − 2δ.
We give the proof of Theorem 4 in Section 2.6. Note that this bound does not hold
for any confidence level δ. Indeed, for a fixed n, the theorem is valid only for δ in the
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Figure 2.2: A choice (solid line) for the truncation functionφ is plotted here. The dashed
lines correspond to the extremal cases for the function φ that satisfy (2.5).
range δ ≥ e−n/4. However, for reasonably large sample size n, the term e−n/4 is tiny and
the conclusion of Theorem 4 holds for a wide range of δ. Note also that the estimator
itself depends on the two parameters δ and V. The choice α =
√
2/nV leads to the
slightly poorer bound
|̂µα − E [X] | ≤
√
2V
n
(
1 + ln δ−1
)
but allows the estimator to be independent of δ in its definition. Also, the estimation
procedure can be adapted to the case when no suitable upper bound of the variance is
available using PAC-Bayesian tools. This is analyzed in Catoni [20]. We do not discuss
this point here.
2.2.3 Median-of-means estimator
In this section, we present another estimator of the mean, the so-called median-of-
means estimator. The first occurrence of this estimator in the literature seems to trace
back to Nemirovski and Yudin [53] and Jerrum, Valiant and Vazirani [36]. The idea
is to divide the data into independent groups on which we compute an estimator (for
example the empirical mean) that is only weakly concentrated. Then by selecting the
median of the estimators, a robust estimator is obtained. The result described here is
contained in Lerasle and Oliveira [42]. Formally, the setting is as follows. Let X1, . . . ,Xn
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be i.i.d. real-valued random variables of finite variance. Let N ≤ n be an integer and
let B = (B1, . . . ,BN) be a partition of {1, . . . ,n} satisfying the regularity property
∀k = 1, . . . ,N,
∣∣∣∣|Bk| − nN ∣∣∣∣ ≤ 1 . (2.6)
For all non-empty subsets A of {1, . . . ,n}, we denote by
µA =
1
|A|
∑
i∈A
Xi
the empirical mean on the subset A. The median Med(a) of a subset a = {a1, . . . , aV} of
R is any real number t such that
| {i : ai ≤ t} | ≥ N2 and | {i : ai ≥ t} | ≥
N
2
.
We finally introduce the median-of-means estimator:
µ̂B := Med(µB1 , . . . , µBN ) .
The following result gives a concentration result for the median-of-means estimator.
Theorem 5 (Lerasle & Oliveira [42]). Let X,X1, . . . ,Xn be i.i.d. real-valued random variables.
Assume that Var (X) < ∞. Let δ ∈ (0, 1/2), let N be an integer such that ln(δ−1) ≤ N ≤ n2 and
let B be a partition satisfying the regularity condition (2.6). Then we have
|̂µB − E [X] | ≤ 2
√
6e
√
Var (X) N
n
with probability at least 1 − 2δ.
A good choice of N is
⌈
ln(δ−1)
⌉
. In that case, the bound has the same form as in
Theorem 4, up to a constant factor. Once again, the estimator µ̂B depends on δ. This
time, the dependence cannot be avoided by another choice of the parameters. Unlike
the case of the estimator of Section 2.2.2, Var (X) is not a parameter of the median-of-
means estimator. An assumption on the 1 +  moment is enough to get the following
refinement:
Theorem 6. Let X1, . . . ,Xn be i.i.d. real-valued random variables. Assume that(
E|X1 − E [X1] |1+
) 1
1+ ≤ V .
Let δ ∈ (0, 1/2), let N be an integer such that ln(δ−1) ≤ N ≤ n2 and let B be a partition
satisfying the regularity condition (2.6). Then we have
|̂µB − E [X] | ≤ 72 11+V
(N
n
) 
1+
,
with probability at least 1 − 2δ.
Theorems 5 and 6 are proved in Section 2.6.
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2.3 Mean estimation in high dimension
We have seen in Section 2.2 two techniques to estimate the mean of a real-valued
random variable under the weak assumption of a finite variance. In this thesis, our
goal is to apply the estimators defined in Sections 2.2.2 and 2.2.3 in various statistical
problems. A first step is to adapt these procedures to the multidimensional case. For
an overview of the use of robust statistics in learning theory, see Huber [34] or Hubert,
Rousseeuw and Van Aelst [35] and references therein.
2.3.1 Median-of-means estimator in Hilbert spaces
Using an alternative definition of the median called geometric median, Minsker [52]
developed a version of the median-of-means estimator in the general context of Banach
spaces. We present here a weaker version in Hilbert spaces. Let X be a Hilbert space
with norm ‖·‖ associated with the scalar product. For any finite collection of points
x1, . . . , xk ∈ X, a geometric median is any point x∗ satisfying
k∑
j=1
∥∥∥x∗ − x j∥∥∥ = min
y∈X
k∑
j=1
∥∥∥y − x j∥∥∥ .
We denote by Med(x1, . . . , xk) any such x∗. For 0 < p < α < 12 , define
ψ(α, p) := (1 − α) ln 1 − α
1 − p + α ln
α
p
.
We denote by
p∗(α) := max
{
p ∈ (0, α) : ψ(α, p) ≥ 1} .
We now state a theorem of Minsker [52].
Theorem 7 (Minsker [52]). Let α ∈ (0, 1/2). Let X1, . . . ,Xn be i.i.d. random variables taking
values in (X, ‖·‖). Let δ ∈ (0, 1), let N be an integer such that ln(δ−1) ≤ N ≤ n2 and letB = (B1, . . . ,BN) be a partition satisfying the regularity condition (2.6). Denote by µBi the
empirical mean on the subset Bi. Let µ̂ := Med(µB1 , . . . , µBN ). Then, with probability at least
1 − δ, ∥∥∥µ̂ − E [X]∥∥∥ ≤ Kα√E [||X − E [X] ||2] Nn
where Kα = (1 − α)
√
2
(1−2α)p∗(α) .
We give a proof in Section 2.6. For a general version in Banach spaces, see Minsker
[52].
Remark 1. The theorem holds in Banach spaces for Kα =
2(1−α)
1−2α
√
2
p∗(α) . See the proof of Lemma
2.1 in Minsker [52].
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2.3.2 A generalized Catoni estimator
Here, we adopt another approach for the estimation of the mean in the multidimen-
sional case. This technique uses the soft truncation function φ defined in Section 2.2.2.
A simple robust estimation on each coordinate
We begin with a definition of an estimator based on the estimator defined in Section 2.2.2
for each coordinate. This estimator has the advantage to be simple to implement. The
price to pay is a log(d) factor in the bound. For all x ∈ R and α > 0, let φα(x) = φ(αx)/α.
We denote by e = (e1, . . . , ed) the canonical basis inRd and by Ψe(µ1, . . . , µd) the function:
Ψe(µ1, . . . , µd) =
1n
n∑
i=1
φα j
(
Xi · e j − µ j
)
1≤ j≤d
We denote by Ψe j(µ j) the j component of Ψe(µ1, . . . , µd) and by µˆ j a solution of Ψe j(µ j) =
0. Then the following result holds.
Theorem 8. Let X1, . . . ,Xn be i.i.d. random variables taking values in Rd. For any j ∈
{1, . . . , d}, let V j be a bound of the variance of the random variable X · e j and let V = ∑ j V j. Let
δ ∈ (0, 12 ) and α j =
√(
2 ln( dδ )
)
/(nV j). Let µˆ be a solution of Ψe(µ1, . . . , µd) = 0. Then, under
the condition n ≥ 4 ln( dδ ), with probability at least 1 − 2δ,
∥∥∥µˆ − E [X]∥∥∥ ≤ 2√2
√
V ln( dδ )
n
where ‖.‖ refers to the euclidean norm in Rd.
This result is slightly poorer than Theorem 3.1 in Minsker [52]. This is due to the log
factor coming from a union bound over the d coordinates. The estimator is sensitive
to the choice of the orthogonal basis (e1, . . . , ed). It requires the knowledge of an upper
bound of the variance of every coordinate of X in advance.
Proof. The proof follows from Theorem 4 along with a union bound on every coordinate.

An estimator using convex geometry
In this section we define another estimator using a soft truncation function with a better
confidence bound. We proceed by identifying an area where –with high probability–
the meanE [X] is located. This area has a small diameter. The definition of the estimator
is based on the following remark.
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Remark. hyperplane of solution
We denote by · the canonical scalar product in Rd. For any unit vector w ∈ Rd (i.e.,
‖w‖ = 1) we define µˆw as any solution of
Ψw(µˆw) =
1
n
n∑
i=1
φα
(
Xi · w − µˆw) = 0 . (2.7)
The zeros of the function
Ψw :
∣∣∣∣∣∣ Rd −→ Rµ 7−→ Ψw(µ · w)
form an hyperplane defined by Hw = {µ ∈ Rd : µ · w = µˆw}.
The algorithm proposed below invokes some tools of convex geometry. We begin
with a generalization of Theorem 4 for a specified direction w. In this part, we assume
that the distribution of X is almost spherical in the following sense.
Definition 4. We say that a random variable X is c-almost spherical if
|||Σ||| ≤ cTr(Σ)
d
where Σ is the covariance matrix of X, ||| · ||| is the canonical matrix norm and Tr is the trace
operator.
For any distribution, we always have |||Σ||| ≥ Tr(Σ)d . Indeed, |||Σ||| is equal to the largest
eigenvalue of Σ and Tr(Σ) is the sum of the d eigenvalues. Equality is achieved given by
isotropic distributions (i.e., distributions invariant under rotation around the expected
value E [X]). We adapt Theorem 4 for the case of c-almost spherical distributions.
Lemma 9. Let w be any unit vector in Rd. Let X,X1, . . . ,Xn be i.i.d. random variables taking
values in Rd and let V > 0 be such that E [‖X − E [X]‖]2 ≤ V. Assume that X is c-almost
spherical. Let ∆ ∈ (0, 12 ), α =
√
(2d ln(∆−1))/(ncV) and let µˆw be the real number defined in
Equation (2.7). Then, under the condition n ≥ 4 ln ∆−1, with probability at least 1 − 2∆,
∣∣∣µˆw − E [X] · w∣∣∣ ≤ 2√2 √cV ln ∆−1dn .
Proof. We apply Theorem 4 for the independent and identically distributed random
variables (Xi · w)i. The variance of the random variable X · w is bounded by |||Σ||| and
Tr(Σ) ≤ V. 
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Figure 2.3: The polytope PW in the plane.
A consequence of Lemma 9 is that with probability at least 1−2∆, E [X] is squeezed
between two parallel hyperplanes H+w and H−w (see Fig. 2.3) defined by
H+w =
µ : µ · w = µˆw + 2√2
√
cV ln ∆−1
dn
 ,
H−w =
µ : µ · w = µˆw − 2√2
√
cV ln ∆−1
dn
 .
In the spirit of Section 2.3.2, we use Lemma 9 multiple times. The main idea in this
section is the choice of the directions w. This choice is given by a 1-net on the unit
sphere Sd−1. A 1-net Z is a set of points in the sphere Sd−1 such that every point on the
sphere is at distance at most 1 from any point in Z. The following theorem gives an
estimate of the number of elements in a 1-net on the sphere.
Theorem 10. There exists a 1-net on the sphere Sd−1 with at most 4d elements.
A proof of this fact may be found in Ball [8]. The proof uses a concentration
argument and the theory of packing and covering. For more information, see Rogers
[60]. Let W be a 1-net on the unit sphere Sd−1 with at most 4d elements. We refer to W
as the set of directions. Define
PW :=
⋂
w∈W
µ : |µ · w − µˆw| ≤ 2√2
√
cV ln ∆−1
dn
 . (2.8)
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We now state the main theorem in this section.
Theorem 11. Let X,X1, . . . ,Xn be i.i.d. random variables taking values in Rd and let V > 0
be such that E [‖X1 − E [X1]‖]2 ≤ V. Assume that X is c-almost spherical. Let W be a 1-net
on the unit sphere Sd−1. Let δ ∈ (0, 12 ) and, for any w ∈W, let µˆw be a solution of
n∑
i=1
φα
(
Xi · w − µˆw) = 0
with α =
√
d ln(4dδ−1)
2ncV . Then, under the condition n ≥ 4 ln(4dδ−1), with probability at least
1 − 2δ, the set PW is not empty and for any µ ∈ PW,∥∥∥µ − E [X]∥∥∥ ≤ 16√2 √cV ln(4)
n
+
cV ln(δ−1)
dn
(2.9)
where || · || is the euclidean norm on Rd.
Any point of the set PW is an estimator of the mean E [X] with an error controlled
by the right-hand side of (2.9). The hypotheses of Theorem 11 differ from the ones
given in Minsker [52] because of the c-almost spherical assumption. First, observe
that the bound in (2.9) becomes less precise if we artificially increase the dimension.
Assume that the distribution of the data satisfies the c-almost spherical assumption in
Rd. We can naturally embed the distribution into R2d by adding 0 coordinates to the
last d coordinates of the vectors X1, . . . ,Xn. The variance factor V is conserved. The
new distribution satisfies the 2c-almost spherical assumption then the conclusion of
Theorem 11 holds with an extra factor 2 in front of the first term under the square root.
This effect comes from the way that the set PW is built. The set W is a 1-net on the unit
sphere inRd whereas the distribution of X is possibly supported by a sub-vector space
of Rd. Another sub-optimality fact is due to Lemma 9 where the variance of X · w is
roughly bounded by |||Σ|||.
If the dimension d is large and if the c-almost spherical assumption holds, the second
term becomes negligible and the bound reduces to the term
16
√
2
√
cV ln(4)
n
which does not involve the confidence level δ. In that case, the bound becomes almost
deterministic which is an advantage over the result contained in [52, Corollary 4.1].
The case c = 1 is typically given by uncorrelated coordinates of identical variance.
For the proof of Theorem 11, we introduce the notion of polytope associated to a
family of vectors.
Definition 5. Let m be an integer and let v1, . . . , vm be vectors inRd. The polytope of m facets
associated with v1, . . . , vm is
K =
{
x : 〈x, vi〉 ≤ 1 for 1 ≤ i ≤ m} .
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Note that 0 always belongs to K. It is easy to see that the set K is convex. From
Definition 5, any 1-net on the sphere defines a polytope. The dissimilarity of a polytope
K from the euclidean ball is defined below.
Definition 6. The dissimilarity d(K,B) between a polytope K and the euclidean ball B is the
least positive r such that there exists a positive λ such that
B ⊂ λK ⊂ rB
Note that d(K,B) is not a distance. The theory of packing and covering leads to the
following results.
Theorem 12. Any 1-net defines a polytope with dissimilarity less than 2 from the euclidean
ball.
The proofs of Theorem 12 and Theorem 10 may be found in Ball [8] in the more
general context of linear independent distances between symmetric convex bodies. We
give a proof of Theorem 12 in Section 2.6.
Proof of Theorem 11: We invoke Lemma 9 for every w in W. The union bound gives
P
sup
w∈W
∣∣∣µˆw − E [X] · w∣∣∣ ≥ 2√2 √cV ln ∆−1dn
 ≤ 4d∆ . (2.10)
Equation (2.10) implies that, with probability at least 1 − 4d∆ the expected value E [X]
belongs to PW. In particular, PW is not empty. The set PW is a polytope but PW is not
necessarily associated with a 1-net set. We handle this problem by including PW into a
bigger polytope associated with a 1-net. Let r = 4
√
2
√
(V ln ∆−1)/(dn). Assume that the
event in equation (2.10) is satisfied. In particular, the setPW is not empty. We fix y to be
any point in the polytope PW. The point y is at distance at most r of each hyperplane
H+R(w) or H
−
R(w) for any w ∈W. Define the polytope
PW(y) :=
{
x ∈ Rd : (x − y) · w ≤ r for w ∈W
}
.
By definition, the polytope PW(y) contains PW. By Theorem 10, the 1-net property
of the class W gives,
rB(y, 1) ⊂ PW(y) ⊂ 2rB(y, 1)
where B(y, 1) is the euclidean ball centered at y and of radius 1. We have proved that
PW is included in a euclidean ball of radius 2r. Inequality (2.10) implies that with
probability at least 1 − ∆4d, E [X] belongs to PW and consequently to 2rB(y, 1). Since
both E [X] and µˆ belong to 2rB(y, 1),
∥∥∥µˆ − E [X]∥∥∥2 ≤ 4r. Set ∆ = δ/4d and the theorem is
proved. 
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Figure 2.4: The polytope PW(y). The two circles represent the dissimilarity of PW(y)
from the euclidean ball.
2.4 Empirical risk minimization
In this section we introduce the empirical risk minimization procedure. Section 2.4.1 is
dedicated to some examples of application of this procedure. Section 2.4.2 is centered
on a central tool for the proofs developped in Chapter 3: the entropy bounds. These
can be applied in the context of empirical risk minimization. The obtained result is a
performance bound given in Section 2.4.3.
The empirical risk minimization technique can be described as follows. Let X be a
random variable in some measurable setX. LetF be a set of functions f : X 7→ [0,+∞).
The risk of a function f ∈ F is given by m f = E [ f (X)]. The ideal choice is defined
by f ∗ = argmin f∈F m f . The statistical learning challenge consists in the elaboration of
a technique that approximates the ideal function based on an i.i.d. sample X1, . . . ,Xn
drawn from the distribution of X. A fundamental method is empirical risk minimization
defined by
fERM = argmin
f∈F
1
n
n∑
i=1
f (Xi)
where, without loss of generality, a minimizer is assumed to exist. Multiple minimizers
may exist and one can choose one of them arbitrarily. This general framework takes
its origin in Vapnik and Chervonenkis [65]. For a recent summary on the theory of
empirical risk minimization one can consult Koltchinskii [39].
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2.4.1 Examples of empirical risk minimization
Empirical risk minimization embrace different statistical designs. We introduce below
five examples of the use of empirical risk minimization. The first two examples are
treated in detail in Section 3.4. In the following, the minimizers are assumed to exist.
Example 13 (Least-squares regression). Let (X1,Y1), . . . , (Xn,Yn) be independent and iden-
tically distributed random variables taking values in Rd × R. Suppose given a class G of
functions Rd → R. The risk of each g ∈ G is defined by the L2 loss
R(g) = E
[
(g(X) − Y)2
]
where the pair (X,Y) has the same distribution as the (Xi,Yi) and is independent of them. A
least-squares estimator is a minimizer ĝ of the empirical risk
1
n
n∑
i=1
(g(Xi) − Yi)2 .
Example 14 (k-means clustering). Let X,X1, . . . ,Xn be independent and identically dis-
tributed random variables taking values in Rd. Let P denote the distribution of X. Let
k ≥ 2 be a positive integer fixed. A set of cluster centers C = {y1, . . . , yk} ⊂ Rd and a
quantizer q : Rd → C form what is called a clustering scheme. Given a distortion measure
` : Rd ×Rd → [0,+∞), the risk of a clustering scheme – also called distortion – is defined by
Dk(P, q) = E`(X, q(X)) .
In this example, we take `(x, y) =
∥∥∥x − y∥∥∥2. Given a set of cluster centers C, a clustering scheme
q is a nearest neighbor quantizer if, for all x ∈ Rd,∥∥∥x − q(x)∥∥∥2 = min
yi∈C
∥∥∥x − yi∥∥∥2 .
It is know that a minimizer of the distortion has to be search among the nearest neighbor
quantizers (see Linder [45]). The empirical distortion of a nearest neighbor quantizer is defined
by
Dk(Pn, q) =
1
n
n∑
i=1
min
j=1,...,k
∥∥∥X − y j∥∥∥2
and a minimizer of Dk(Pn, q) over the subset (Rd)k of all possible cluster centers is called a
k-means estimator.
The literature on k-means clustering has become rich in the past decade. See Pollard
[55] and Abaya and Wise [1] for reference on the convergence of the distortion of a k-
means estimator towards the optimal distortion. The rate of convergence is also of
crucial interest (see Levrard [43, 44] and Biau, Devroye and Lugosi [12] and references
therein).
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Example 15 (Binary classification). Let (X,Y) be a couple of random variables where X takes
its values in a measurable spaceX and Y is a random label taking values in {−1, 1}. A classifier
f is a function X → R. For any function φ : R→ R, the φ-risk of a classifier f is given by
R( f ) = E
[
φ(Y f (X))
]
.
The classical choice of φ is the 0–1 loss φ(x) = 1{x≤0}. Let (X1,Y1), . . . , (Xn,Yn) be independent
random variables distributed as (X,Y) and independent from it. A minimizer of the empirical
risk
Rn( f ) =
1
n
n∑
i=1
φ(Yi f (Xi))
form an estimator obtained by the empirical risk minimization technique.
There is other possible choices for the function φ in the definition of the φ-risk (see
Lecue´ [40, 41])
Example 16 (Maximum likelihood method). Let X be a random variable of probability mea-
sure P absolutely continuous with respect to the Lebesgue measureλ and letPΘ = {pθ : θ ∈ Θ}
be a set of probability densities with respect to λ, indexed by a parameter set Θ. The maximum
likelihood estimator is defined by
p̂ := argmin
PΘ
n∑
i=1
(
− log pθ(Xi)
)
.
For a study of the convergence of maximum likelihood methods, see van de Geer
[63].
Example 17 (A penalized empirical risk minimization). Recall the notation of Example
16. We assume that the random variable X has a density p∗. The best L2 approximation of p∗ is
given by
p¯ = argmin
PΘ
(
−2
n
∑
p(Xi) +
∥∥∥p∥∥∥22)
since
∥∥∥p − p∗∥∥∥22 = −2 ∫R pp∗dλ + ∥∥∥p∥∥∥22 + ∥∥∥p∗∥∥∥22 and ∫R pp∗dλ = E [p(X)] is approximated by
1
n
∑
p(Xi).
2.4.2 Empirical processes and Dudley’s bound
The general theory of empirical processes for M-estimation (see for example van de
Geer [63]) may be used to give confidence bounds for the risk of the empirical risk
minimizer. One of the key results of empirical processes theory is the chaining bound
of Dudley. This machinery may be used to obtain laws of large numbers, central
limits theorems, concentration inequalities, expected value upper bounds, etc., where
2.4. Empirical risk minimization 37
the common denominator is the metric entropy. It requires the existence of a pseudo
metric on the set F . The metric entropy is, in some sense, a measure of the statistical
complexity of a set F . In this thesis we use a more general tool called generic chaining
(see Talagrand [61]).
Definition 7. Given β > 0 and a pseudo metric space (T,d), an admissible sequence (An)n is
an increasing sequence of partitions of T such that |An| ≤ 22n and A0 = T. For any t ∈ T, An(t)
denotes the element of the partition An that contains t. The generic chaining entropy is
γβ(T, d) := inf sup
t∈T
∑
n≥0
2n/β∆(An(t))
where the infimum is taken on all admissible sequences and ∆(An(t)) is the diameter of An(t).
We are now ready to state the fundamental theorem of generic chaining.
Theorem 18 (Talagrand [61]). Let (T, d) be a pseudo metric space and let (Xt)t∈T be a centered
real-valued process such that for any s, t ∈ T and any u ≥ 0,
P (|Xt − Xs| ≥ u) ≤ 2 exp
(
− u
2
d(s, t)2
)
.
Then there exists a universal constant L such that
E
[
sup
t∈T
Xt
]
≤ Lγ2(T, d) .
This theorem applies, in particular, to Gaussian processes where the distance is
d(s, t) =
(
E
[
(Xs − Xt)2
])1/2
. In this case, the bound is optimal since, by Sudakov mi-
noration [61, Lemma 2.1.2], E
[
supt∈T Xt
]
is also lower bounded by a constant times
γ2(T, d). We recall here a generalization of Theorem 18 under a more general assump-
tion.
Theorem 19 (Talagrand [61]). Let T be a space provided with two pseudo distances d1 and
d2. Let (Xt)t∈T be a centered real-valued process satisfying for any s, t ∈ T and any u ≥ 0,
P (|Xt − Xs| ≥ u) ≤ 2 exp
(
−min
(
u2
d2(s, t)2
,
u
d1(s, t)
))
.
Then there exists a universal constant L such that
E
[
sup
t∈T
Xt
]
≤ L(γ1(T, d1) + γ2(T, d2)) .
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The proof is contained in Talagrand [61, Chapter 1]. It is important to note that there
exist analogous theorems for the tail probabilities of sup Xt, see van der Vaart [64]. The
proofs of Theorem 18 and 19 are also contained in van der Vaart [64, Chapter 2]. A
weaker inequality is Dudley’s entropy bound. The generic chaining entropy bound
can be bounded by Dudley’s entropy: there exists a universal positive constant L such
that for any β = 1, 2, we have
γβ(T, d) ≤ L
∫ ∆(T)
0
(log N(T, d, ))1/βd (2.11)
where N(T, d, ) refers to the minimal number of balls of radius  needed to cover the
set T. ∆(T) denotes the diameter of the set T.
2.4.3 A risk bound for a sub-Gaussian bounded class F
Most of the bounds in the literature hold for bounded random variables f (X) with
f ∈ F . Here we state one of the simplest results when the random variables f (X) are
uniformly bounded for any f ∈ F .
Theorem 20. Let X1, . . . ,Xn be i.i.d random variables taking values in X. Let B be a positive
real number and let δ ∈ (0, 1/2). We assume that for any f ∈ F and for any x ∈ X, f (x) ≤ B.
For any f , f ′ ∈ F , let d( f , f ′) = supx∈X | f (x) − f ′(x)|. Let f̂ = argmin f∈F 1n
∑
i=1 f (Xi) and
let f ∗ = argmin f∈F E f (X). Then there exists a universal constant K such that
m f̂ −m f ∗ ≤ K(γ2(F , d) + B)
√
ln(2δ−1)
n
with probability at least 1 − 2δ.
We postpone the proof of Theorem 20 to Section 2.6. Empirical risk minimization
method can have a poor performance in case of heavy-tailed distributions. Indeed,
the empirical mean is already a poor estimate of the mean for heavy-tailed random
variables. In Chapter 3 we study empirical risk minimization for unbounded functions
based on minimizing Catoni estimator defined in Section 2.2.2.
2.5 Multivariate estimation with U-statistics
In this section, we investigate the estimation of the mean of functions of several inde-
pendent random variables via U-statistics. We base our notation on de la Pen˜a and
Gine´ [23]. The object of interest is a multivariate real-valued function h : Xm → R. The
function h is called a kernel of order m. Our goal is to estimate the quantityEh(X1, . . . ,Xm)
where the random variables Xi are independent and identically distributed. If one has
access to an i.i.d. sample X1, . . . ,Xn and if m divides n, one can split the data into the
sample Y1 := (X1, . . . ,Xm),Y2 := (Xm+1, . . . ,X2m), . . . and use a robust estimator defined
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in Section 2.2.2 or in Section 2.2.3 as a replacement of the empirical mean estimator in
(2.1) directly on this new sample. The (Yi)i are independent and so Theorems 4 and 5
apply with no extra work. For example, the Catoni estimator µ̂α(h) is a solution of
m
nα
n/m−1∑
i=0
φ
(
α
[
h(Xim+1, . . . ,X(i+1)m) − µα(h)
])
= 0 (2.12)
for α =
√
2m ln δ−1
nV and any fixed V such that V ≥ Var (h(X1, . . . ,Xm)). A direct use of
Theorem 4 for the sample (Yi)i gives, with probability at least 1 − δ,
|̂µα(h) − Eh(X1, . . . ,Xm)| ≤ 2
√
2
√
V ln δ−1
n
. (2.13)
The definition of the Catoni estimator in Equation (2.12) is based on the empirical mean
estimator of the random variable 1αφ
(
α
[
h(Xim+1, . . . ,X(i+1)m) − µα(h)
])
. Nevertheless,
the empirical mean estimator is known to have a larger variance (see Hoeffding [30])
than the U-statistics
Un(h) =
(n −m)!
n!
∑
(i1,...,im)∈Imn
h(Xi1 , . . . ,Xim) ,
where
Imn =
{
(i1, . . . , im) : 1 ≤ i j ≤ n, i j , ik if j , k
}
.
The principal idea behind the definition of Un(h) is to use every value h(Xi1 , . . . ,Xim)
in order to reduce the variance of the estimator. But, unlike in (2.12), the terms in
the sum are not all independent. In consequence, the theorems giving concentration
inequalities for functions of independent random variables cannot be used. In Section
2.5.1, a concentration inequality for the U-statistics estimator for bounded random
variables is recalled. Section 2.5.2 is dedicated to two examples of applications of
U-statistics in the case of bivariate kernels.
2.5.1 A result for bounded kernels
In this section, we introduce the terminology of U-statistics. In the case of a bounded
kernel h, a sub-Gaussian concentration inequality for Un(h) is obtained.
A kernel is symmetric if for all x1, . . . , xm and for any permutation σ of {1, . . . ,n},
h(xσ1 , . . . , xσm) = h(x1, . . . xm). A symmetric kernel h is said to be P-degenerate of order
q − 1, 1 < q ≤ m, if for all x1, . . . , xq−1 ∈ X,∫
h(x1, . . . , xm)dPm−q+1(xq, . . . , xm) =
∫
h(x1, . . . , xm)dPm(x1, . . . , xm)
and
(x1, . . . , xq) 7→
∫
h(x1, . . . , xm)dPm−q(xq+1, . . . , xm)
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is not a constant function. Denote by Eh the value of
∫
h(x1, . . . , xm)dPm(x1, . . . , xm).
When q = m, the kernel h is said to be P-canonical. P-canonical kernels appear in
Hoeffding’s decomposition of the U-statistics Un(h). See (4.9) in Chapter 4 for a rigorous
definition of Hoeffding’s decomposition. The following theorem is due to Arcones and
Gine´ [6].
Theorem 21 (Arcones and Gine´ [6]). Let h be a kernel of order m such that h − Eh is a
symmetric P-canonical kernel. We assume ‖h‖∞ < ∞. Then there exist finite positive constants
c1 and c2 depending only on m such that for any δ ∈ (0, 1),
|Un(h) − Eh| ≤ c1 ‖h‖∞
 ln
(
c2
δ
)
n

m/2
with probability at least 1 − δ.
For any m > 1, the rate of convergence in n in Theorem 21 is faster than the result in
(2.13). Here, the degenerate property of the kernel implies faster rates of convergence.
In Chapter 4, we develop a generalized version of the median-of-means estimator for
kernels of order m. A similar speed of convergence for unbounded heavy-tailed kernels
– with a P-degenerate property – is obtained in Theorem 38.
2.5.2 Two applications for the case m = 2
The case m = 2 is of special interest. We present here two statistical learning problems
where U-statistics are used.
The ranking problem
Let (X,Y) be a pair of random variables taking values in X × R. The random variable
X is the observed random variable and Y can be seen as a score of X. Let (X′,Y′) be a
independent copy of (X,Y) and let Z = Y−Y′. We think about X being better than X′ if
Z > 0. In the ranking problem, we have access to X and X′ but the random variables Y
and Y′ remain hidden. A ranking rule is a function r : X×X → {−1, 1}where r(x, x′) = 1
if the rule ranks x higher than x′. The ranking risk is given by
L(r) = P (Z · r(X,X′) < 0) .
Assume that (X1,Y1), . . . , (Xn,Yn) are n independent copies of (X,Y). A natural estimate
of L is
Ln(r) =
1
n(n − 1)
∑
i, j : i, j
1{(Yi−Y j)·r(Xi,X j)<0} . (2.14)
The estimate Ln(r) is a U-statistic with a bounded kernel. The kernel in (2.14) is bounded
and Theorem 21 applies for the U-statistics Ln(r) for m = 1. See Vayatis [66] for a recent
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survey on ranking problems.
A clustering problem
Clustering techniques are about partitioning the data X1, . . . ,Xn into a given finite
number K of groups so that the observations in the same group are similar. For any
partition P of the space X, we denote by φP : X2 → {0, 1} the binary function
∀(x, x′) ∈ X2, φP(x, x′) =
∑
C∈P
1{(x,x′)∈C2}
that indicates if the two points x and x′ belong to the same cell C of the partition. A
measure of dissimilarity D : X2 → R+ is a symmetric positive-definite function. The
performance of a partition can be measured by E
[
D(X,X′) · φP(X,X′)
]
. A convenient
estimate is the U-statistic
Wn(P) = 1n(n − 1)
∑
i, j
D(Xi,X j) · φP(Xi,X j) .
If the dissimilarity measure D is unbounded, Theorem 21 does not apply and the
standard U-statistic Wn may be heavy-tailed. In Chapter 4, we develop an estimator to
replace the U-statistic for possibly heavy-tailed distributions. In Chapter 3, we discuss
a special case called K-means clustering.
2.6 Proofs
2.6.1 Proof of Theorem 4
The proof relies on a clever use of Markov’s inequality. For any α > 0,
E
[
exp(nαr(µ))
]
=
n∏
i=1
E
[
exp(φ
(
α[Xi − µ]))]
≤
(
1 + αE
[
X − µ] + α2
2
E
[
(X − µ)2
])n
≤
(
1 + α(E [X] − µ) + α
2
2
V +
α2
2
(E [X] − µ)2
)n
≤ exp
(
nα
(
E [X] − µ + α
2
V +
α
2
(E [X] − µ)2
))
By Markov’s inequality, with probability at least 1 − δ,
r(µ) < E [X] − µ + α
2
V +
α
2
(E [X] − µ)2 + ln(δ
−1)
nα
=: B+(µ)
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The expression B+(µ) on the right-hand side has a zero if and only if 1 − 2α(αV/2 +
ln(δ−1)/nα) ≥ 0. Denote by µ+ the smallest solution of B+(µ) = 0. It is given by
µ+ = E [X] +
1 −
√
1 − 2α
(
αV
2 +
ln(δ−1)
nα
)
α
≤ E [X] + 2
(
αV
2
+
ln(δ−1)
nα
)
.
Optimizing the parameter α gives α =
√
2 ln(δ−1)
nV and µ
+ ≤ E [X] + 2√2
√
V ln(δ−1)
n . Since
r is a non-increasing function of µ, for all µ ≥ µ+, r(µ) < 0 then µ̂ ≤ µ+. The same
argument gives the lower bound for µ̂ using the second inequality in (2.5).
2.6.2 Proof of Theorem 5
We first show a weak concentration inequality of each empirical mean for each block
Bk. By Chebychev’s inequality,
∀k = 1 . . . ,N P
µBk − E [X] ≥ √ V|Bk|r
 ≤ r . (2.15)
Let
Nr =
∣∣∣∣∣∣
k ∈ {1, . . . ,N} : µBk − E [X] ≥ √ V|Bk|r

∣∣∣∣∣∣ .
By definition of µ̂ as a median,
P
µ̂ − E [X] > √ V|Bk|r
 ≤ P (Nr ≥ N2 ) .
Note that Nr is a sum of independent Bernoulli random variables of parameter bounded
by r. Let B be a binomial random variable with parameters N and r. ThenP
(
Nr ≥ N2
)
≤
P
(
B ≥ N2
)
. The Crame´r transform of the Bernoulli distribution with parameter r is
given, for t ∈ [r, 1], by ψ∗r(t) = t ln( tr ) + (1 − t) ln( 1−t1−r ). Then for t = 12 ,
P
(
B ≥ N
2
)
≤ e−N2 ln( 14r(1−r) ) .
We choose r = (1 − √1 − e−2)/2 and N ≥ ln(δ−1) so that P
(
B ≥ N2
)
≤ δ. The regularity
condition ensures that for all k, |Bk| ≥ n/2N. The constant 2
√
6e =
√
2
√
12e comes from
r ≥ 1/(12e).
2.6.3 Proof of Theorem 6
The proof is similar to the proof of Theorem 5. Chebychev’s inequality (2.15) is replaced
by the following lemma. This result can be found in Bubeck, Cesa-Bianchi and Lugosi
[16, Lemma 3].
2.6. Proofs 43
Lemma 22. Let X1, . . . ,Xn be i.i.d. real random variables. Let  ∈ (0, 1]. Assume that(
E|X1 − E [X1] |1+
) 1
1+ < ∞. Let µ̂ = 1n
∑n
i=1 Xi. Then for any δ ∈ (0, 1) with probability at
least 1 − r, we have
µ̂ − E [X] ≤
(
E|X1 − E [X1] |1+
) 1
1+
( 3
rn
) 1
1+
The end of the proof of Theorem 6 is similar with
Nr =
∣∣∣∣∣∣∣
k ∈ {1, . . . ,N} : µBi − E [X] ≥ (E|X1 − E [X1] |1+) 11+ ( 3rn )
1
1+

∣∣∣∣∣∣∣ .
2.6.4 Proof of Theorem 7
The proof uses the following lemma.
Lemma 23. LetH be a Hilbert space. Let x1, . . . , xk ∈ H and let x∗ be their geometric median.
Fix α ∈ (0, 1/2) and r > 0. Let Cα = (1 − α)(1 − 2α)−1/2. Assume that z ∈ H is such that
‖x∗ − z‖ > Cαr. Then there exists a subset J ⊆ {1, . . . , k} of cardinality |J| > αk such that for all
j ∈ J,
∥∥∥x j − z∥∥∥ > r.
Let
ε =
√
2E
[||X − E [X] ||2] N
np∗(α) .
By Chebychev’s inequality, for all 1 ≤ i ≤ N, P
(∥∥∥µBi − E [X]∥∥∥ > ε) ≤ p∗(α). Assume
that event E :=
{∥∥∥µ̂ − E [X]∥∥∥ > Cαε} occurs. Lemma 23 implies that there exists a subset
J ⊆ {1, . . . ,N} of cardinality |J| ≥ αN such that
∥∥∥µB j − E [X]∥∥∥ > ε for all j ∈ J. Hence,
P (E) ≤ P
 N∑
j=1
1{||µBj−E[X]||>ε} > αN
 ≤ P (W > αN)
where W is a binomial random variable with parameters N and p∗(α). Chernoff’s bound
(e.g., Proposition A.6.1 in [64]) implies that
P (W > αN) ≤ exp(−Nψ(α, p∗(α))) .
By definition of p∗(α), ψ(α, p∗(α)) ≥ 1, then P (E) ≤ δ which concludes the proof.
2.6.5 Proof of Theorem 12
Let W be a 1-net on the sphere Sd−1 and let KW be the polytope of |W| facets associated
with W. We need to show that
B(0, 1) ⊂ KW ⊂ 2B(0, 1) .
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By definition of the polytope KW, the first inclusion is immediate. The second inclusion
says that if x does not belong to 2B(0, 1) then x does not belong to KW. In other words,
if ‖x‖ > 2 then there is a w ∈ W for which x · w > 1. Equivalently, for every unit vector
θ ∈ Sd−1 there is a w ∈W such that
θ · w ≥ 1
2
.
The 1/2-cap about w is {
θ ∈ Sd−1 : θ · w ≥ 1
2
}
.
Any θ in the 1/2-cap about w satisfies ‖θ − w‖ ≤ 1 (see Figure 2.5). Then the second
Figure 2.5: The 12 -cap about w. This figure is extracted from Ball [8].
inclusion is satisfied if for any vector θ ∈ Sd−1 there exists a w ∈W such that θ belongs
to the 1/2-cap about w. The definition of a 1-net ensures that such a w always exists.
2.6.6 Proof of Theorem 20
For any f ∈ F , we define Z f = 1n
∑
f (Xi). ThenE f̂ −E f ∗ = E f̂ −Z f̂ +Z f̂ −Z f ∗+Z f ∗−E f ∗.
Note that Z f̂ − Z f ∗ ≤ 0. The process Y f := Z f − E f is centered, and, by Theorem 2,
P
(
|Y f − Y f ′ | ≥ u
)
≤ 2 exp
(
− u
2n
d( f , f ′)2
)
.
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A use of Corollary 2.2.5 in [64] ensures that, with probability at least 1 − δ,
E f̂ − Z f̂ ≤ sup
f , f ′∈F
|Y f − Y f ∗ | + |Z f ∗ − E f ∗| ≤ Lγ2(F , d)
√
ln(2δ−1)
n
+ |Z f ∗ − E f ∗| .
Another use of Theorem 2 gives
P
(
|Z f ∗ − E f ∗| ≥ u
)
≤ 2 exp
(
−u
2n
B2
)
.
Equivalently, with probability at least 1 − δ,
|Z f ∗ − E f ∗| ≤ B
√
ln(2δ−1)
n
.
This concludes the proof.

Chapter 3
Empirical risk minimization with
heavy tails
The purpose of this chapter is to discuss empirical risk minimization when the losses
are not necessarily bounded and may have a distribution with heavy tails. In such
situations usual empirical averages may fail to provide reliable estimates and
empirical risk minimization may provide large excess risk. However, some robust
mean estimators proposed in the literature may be used to replace empirical means.
In this chapter we investigate empirical risk minimization based on a robust estimate
proposed by Catoni. We develop performance bounds based on chaining arguments
tailored to Catoni’s mean estimator. This chapter is a joint work with Christian
Brownlees and Ga´bor Lugosi. It is based on a paper [15] to appear in the Annals of
Statistics.
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3.1 Introduction
Heavy tailed data are commonly encountered in many fields of research (see, e.g.,
Embrechts, Klu¨ppelberg and Mikosch [26] and Finkenstadt and Rootze´n [28]). For
instance, in finance, the influential work of Mandelbrot [47] and Fama [27] documented
evidence of power-law behavior in asset prices in the early 1960’s. When the data have
heavy tails, standard statistical procedures typically perform poorly and appropriate
robust alternatives are needed to carry out inference effectively. In this chapter, we
propose a class of robust empirical risk minimization procedures for such data that are
based on a robust estimator introduced by Catoni [20].
Empirical risk minimization is one of the basic principles of statistical learning that is
routinely applied in a great variety of problems such as regression function estimation,
classification, and clustering. The general model may be described as follows. Let X
be a random variable taking values in some measurable space X and let F be a set of
non-negative functions defined on X. For each f ∈ F , define the risk m f = E f (X)
and let m∗ = inf f∈F m f denote the optimal risk. In statistical learning n independent
random variables X1, . . . ,Xn are available, all distributed as X, and one aims at finding
a function with small risk. To this end, one may define the empirical risk minimizer
fERM = argmin
f∈F
1
n
n∑
i=1
f (Xi) ,
where, for the simplicity of the discussion and essentially without loss of generality,
we implicitly assume that the minimizer exists. If the minimum is achieved by more
than one function, one may pick one of them arbitrarily.
Remark. (loss functions and risks.) The main motivation and terminology may
be explained by the following general prediction problem in statistical learning. Let
the “training data” (Z1,Y1), . . . , (Zn,Yn) be independent identically distributed pairs of
random variables where the Zi take their values in, say, Rm and the Yi are real-valued.
In classification problems the Yi take discrete values. Given a new observation Z, one
is interested in predicting the value of the corresponding response variable Y where
the pair (Z,Y) has the same distribution as that of the (Zi,Yi). A predictor is a function
g : Rm → Rwhose quality is measured with the help of a loss function ` : R×R→ R+.
The risk of g is then E`(g(Z),Y). Given a class G of functions g : Rm → R, empirical
risk minimization chooses one that minimizes the empirical risk (1/n)
∑n
i=1 `(g(Zi),Yi)
over all g ∈ G. In the simplified notation followed in this chapter, Xi corresponds to
the pair (Zi,Yi), the function f represents `(g(·), ·), and m f substitutes E`(g(Z),Y).
The performance of empirical risk minimization is measured by the risk of the
selected function,
mERM = E
[
fERM(X)|X1, . . . ,Xn] .
In particular, the main object of interest for this chapter is the excess risk mERM − m∗.
The performance of empirical risk minimization has been thoroughly studied and
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well understood using tools of empirical process theory. In particular, the simple
observation that
mERM −m∗ ≤ 2 sup
f∈F
∣∣∣∣∣∣∣1n
n∑
i=1
f (Xi) −m f
∣∣∣∣∣∣∣ ,
allows one to apply the rich theory on the suprema of empirical processes to obtain
upper performance bounds. The interested reader is referred to Bartlett and Mendelson
[10], Boucheron, Bousquet, and Lugosi [13], Koltchinskii [38], Massart [48], Mendelson
[51], van de Geer [63] for references and recent results in this area. Essentially all of
the theory of empirical minimization assumes either that the functions f are uniformly
bounded or that the random variables f (X) have sub-Gaussian tails for all f ∈ F . For
example, when all f ∈ F take their values in the interval [0, 1], Dudley’s [25] classical
metric-entropy bound, together with standard symmetrization arguments, imply that
there exists a universal constant c such that
EmERM −m∗ ≤ c√
n
E
∫ 1
0
√
log NX(F , )d , (3.1)
where for any  > 0, NX(F , ) is the -covering number of the class F under the
empirical quadratic distance dX( f , g) =
(
1
n
∑n
i=1( f (Xi) − g(Xi))2
)1/2
, defined as the min-
imal cardinality N of any set { f1, . . . , fN} ⊂ F such that for all f ∈ F there exists an
f j ∈ { f1, . . . , fN} with dX( f , f j) ≤ . Of course, this is one of the most basic bounds and
many important refinements have been established.
A tighter bound may be established by the so-called generic chaining method, see
Talagrand [61]. Recall the following definition (see, e.g., [61, Definition 1.2.3]). Let T
be a (pseudo) metric space. An increasing sequence (An) of partitions of T is called
admissible if for all n = 0, 1, 2, . . . , #An ≤ 22n . For any t ∈ T, denote by An(t) the unique
element of An that contains t. Let ∆(A) denote the diameter of the set A ⊂ T. Define,
for β = 1, 2,
γβ(T, d) = infAn
sup
t∈T
∑
n≥0
2n/β∆(An(t)) ,
where the infimum is taken over all admissible sequences. Then one has
EmERM −m∗ ≤ c√
n
Eγ2(F , dX) , (3.2)
for some universal constant c. This bound implies (3.1) as γ2(F , dX) is bounded by a
constant multiple of the entropy integral
∫ 1
0
√
log NX(F , )d (see, e.g., [61]).
However, when the functions f are no longer uniformly bounded and the random
variables f (X) may have a heavy tail, empirical risk minimization may have a much
poorer performance. This is simply due to the fact that empirical averages become poor
estimates of expected values. Indeed, for heavy-tailed distributions, several estimators
of the mean are known to outperform simple empirical averages. It is a natural idea
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to define a robust version of empirical risk minimization based on minimizing such
robust estimators.
In this chapter we focus on an elegant and powerful estimator proposed and ana-
lyzed by Catoni [20]. (A version of) Catoni’s estimator may be defined as follows.
Introduce the non-decreasing differentiable truncation function
φ(x) = −1{x<0} log
(
1 − x + x
2
2
)
+ 1{x≥0} log
(
1 + x +
x2
2
)
. (3.3)
To estimate m f = E f (X) for some f ∈ F , define, for all µ ∈ R,
r̂ f (µ) =
1
nα
n∑
i=1
φ(α( f (Xi) − µ))
where α > 0 is a parameter of the estimator to be specified below. Catoni’s estimator
of m f is defined as the unique value µ̂ f for which r̂ f (µ̂ f ) = 0. (Uniqueness is ensured
by the strict monotonicity of µ 7→ r̂ f (µ)). Catoni proves that for any fixed f ∈ F and
δ ∈ [0, 1] such that n > 2 log(1/δ), under the only assumption that Var ( f (X)) ≤ v, the
estimator above with
α =
√
2 log(1/δ)
n
(
v + 2v log(1/δ)n(1−(2/n) log(1/δ))
)
satisfies that, with probability at least 1 − 2δ,
∣∣∣m f − µ̂ f ∣∣∣ ≤
√
2v log(1/δ)
n(1 − (2/n) log(1/δ)) . (3.4)
In other words, the deviations of the estimate exhibit a sub-Gaussian behavior. The
price to pay is that the estimator depends both on the upper bound v for the variance
and on the prescribed confidence δ via the parameter α.
Catoni also shows that for any n > 4(1 + log(1/δ)), if Var
(
f (X)
) ≤ v, the choice
α =
√
2
nv
guarantees that, with probability at least 1 − 2δ,
∣∣∣m f − µ̂ f ∣∣∣ ≤ (1 + log(1/δ)) √vn . (3.5)
Even though we lose the sub-Gaussian tail behavior, the estimator is independent of
the required confidence level.
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Given such a powerful mean estimator, it is natural to propose an empirical risk
minimizer that selects a function from the class F that minimizes Catoni’s mean esti-
mator. Formally, define
f̂ = argmin
f∈F
µ̂ f
where again, for the sake of simplicity we assume that the minimizer exists. (Otherwise
one may select an appropriate approximate minimizer and all arguments go through
in a trivial way.)
Once again, as a first step of understanding the excess risk m f̂ −m∗, we may use the
simple bound
m f̂ −m∗ =
(
m f̂ − µ̂ f̂
)
+
(
µ̂ f̂ −m∗
)
≤ 2 sup
f∈F
∣∣∣m f − µ̂ f ∣∣∣ .
When F is a finite class of cardinality, say |F | = N, Catoni’s bound may be combined,
in a straightforward way, with the union-of-events bound. Indeed, if the estimators µ̂ f
are defined with parameter
α =
√
2 log(N/δ)
n
(
v + 2v log(N/δ)n(1−(2/n) log(N/δ))
) ,
then, with probability at least 1 − 2δ,
sup
f∈F
∣∣∣m f − µ̂ f ∣∣∣ ≤
√
2v log(N/δ)
n(1 − (2/n) log(N/δ)) .
Note that this bound requires that sup f∈F Var
(
f (X)
) ≤ v, that is, the variances are
uniformly bounded by a known value v. Throughout the chapter we work with this
assumption. However, this bound does not take into account the structure of the classF
and it is useless when F is an infinite class. Our strategy to obtain meaningful bounds
is to use chaining arguments. However, the extension is nontrivial and the argument
becomes more involved. The main results of the chapter present performance bounds
for empirical minimization of Catoni’s estimator based on generic chaining.
Remark. (median-of-means estimator.) Catoni’s estimator is not the only one with
sub-Gaussian deviations for heavy-tailed distributions. Indeed, the median-of-means
estimator, proposed by Nemirovsky and Yudin [53] (and also independently by Alon,
Matias, and Szegedy [2]) has similar performance guarantees as (3.4). This estimate
is obtained by dividing the data in several small blocks, calculating the sample mean
within each block, and then taking the median of these means. Hsu and Sabato [32] and
Minsker [52] introduce multivariate generalizations of the median-of-means estimator
and use it to define and analyze certain statistical learning procedures in the presence of
heavy-tailed data. The sub-Gaussian behavior is achieved under various assumptions
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on the loss function. Such conditions can be avoided here. As an example, we detail
applications of our results in Section 3.4 for three different examples of loss functions.
An important advantage of the median-of-means estimate over Catoni’s estimate is
that the parameter of the estimate (i.e., the number of blocks) only depends on the
confidence level δ but not on v and therefore no prior upper bound of the variance
v is required to compute this estimate. Also, the median-of-means estimate is useful
even when the variance is infinite and only a moment of order 1 +  exists for some
 > 0 (see Bubeck, Cesa-Bianchi, and Lugosi [16]). Lerasle and Oliveira [42] consider
empirical minimization of the median-of-means estimator and obtain interesting results
in various statistical learning problems. However, to establish metric-entropy bounds
for minimization of this mean estimate remains to be a challenge.
The rest of the chapter is organized as follows. In Section 3.2 we state and discuss
the main results of the chapter. Section 3.3 is dedicated to the proofs. In Section 3.4
we describe some applications to regression under the absolute and squared losses
and k-means clustering. Finally, in Section 3.5 we present some simulation results both
for regression and k-means clustering. The simulation study gives empirical evidence
that the proposed empirical risk minimization procedure improves performance in a
significant manner in the presence of heavy-tailed data. Some of the more technical
arguments are relegated to the Appendix.
3.2 Main results
The bounds we establish for the excess risk depend on the geometric structure of the
class F under different distances. The L2(P) distance is defined, for f , f ′ ∈ F , by
d( f , f ′) =
(
E
[(
f (X) − f ′(X))2])1/2
and the L∞ distance is
D( f , f ′) = sup
x∈X
∣∣∣ f (x) − f ′(x)∣∣∣ .
We also work with the (random) empirical quadratic distance
dX( f , f ′) =
1n
n∑
i=1
( f (Xi) − f ′(Xi))2

1/2
.
Denote by f ∗ a function with minimal expectation
f ∗ = argmin
f∈F
m f .
Next we present two results that bound the excess risk m f̂ − m f ∗ of the minimizer
f̂ of Catoni’s risk estimate in terms of metric properties of the class F . The first result
involves a combination of terms involving the γ2 and γ1 functionals under the metrics
d and D while the second is in terms of quantiles of γ2 under the empirical metric dX.
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Theorem 24. LetF be a class of non-negative functions defined on a setX and let X,X1, . . . ,Xn
be i.i.d. random variables taking values in X. Assume that there exists v > 0 such that
sup f∈F Var
(
f (X)
) ≤ v. Let δ ∈ (0, 1/3). Suppose that f̂ is selected from F by minimizing
Catoni’s mean estimator with parameter α. Then there exists a universal constant L such that,
under the condition
6
(
αv +
2 log(δ−1)
nα
)
+ L log(2δ−1)
(
γ2(F , d)√
n
+
γ1(F ,D)
n
)
≤ 1
α
,
with probability at least 1 − 3δ, the risk of f̂ satisfies
m f̂ −m f ∗ ≤ 6
(
αv +
2 log(δ−1)
nα
)
+ L log(2δ−1)
(
γ2(F , d)√
n
+
γ1(F ,D)
n
)
.
Theorem 25. Assume the hypotheses of Theorem 24. We denote by diamd(F ) the diameter of
the class F under the distance d. Set Γδ such that P (γ2(F , dX) > Γδ) ≤ δ8 . Then there exists a
universal constant K such that, under the condition
6
(
αv +
2 log(δ−1)
nα
)
+ K max(Γδ, diamd(F ))
√
log( 8δ )
n
≤ 1
α
,
with probability at least 1 − 3δ, the risk of f̂ satisfies
m f̂ −m f ∗ ≤ 6
(
αv +
2 log(δ−1)
nα
)
+ K max(Γδ, diamd(F ))
√
log( 8δ )
n
.
In both theorems above, the choice of α only influences the term αv+2 log(δ−1)/(nα).
By taking α =
√
2 log(δ−1)/(nv), this term equals
2
√
2v log(δ−1)
n
.
For example, in that case, the condition in Theorem 24 reduces to
12
√
2v log(δ−1)
n
+ L log(δ−1)
(
γ2(F , d)√
n
+
γ1(F ,D)
n
)
≤
√
nv
2 log(δ−1)
.
This holds for sufficiently large values of n. This choice has the disadvantage that
the estimator depends on the confidence level (i.e., on the value of δ). By taking
α =
√
2/(nv), independently of δ, one obtains the slightly worse term√
2v
n
(1 + log(δ−1)) .
54 Chapter 3. Empirical risk minimization with heavy tails
Observe that the main term in the second part of the bound of Theorem 24 is
L log(δ−1)
γ2(F , d)√
n
which is comparable to the bound (3.2) obtained under the strong condition of f (X)
being uniformly bounded. All other terms are of smaller order. Note that this part of
the bound depends on the “weak” distribution-dependent L2(P) metric d. The quantity
γ1(F ,D) ≥ γ2(F , d) also enters the bound of Theorem 24 though only multiplied by
1/n. The presence of this term requires that F be bounded in the L∞ distance D which
limits the usefulness of the bound. In Section 3.4 we illustrate the bounds on two
applications to regression and k-means clustering. In these applications, in spite of the
presence of heavy tails, the covering numbers under the distance D may be bounded
in a meaningful way. Note that no such bound can hold for “ordinary” empirical risk
minimization that minimizes the usual empirical means (1/n)
∑n
i=1 f (Xi) because of the
poor performance of empirical averages in the presence of heavy tails.
The main merit of the bound of Theorem 25 is that it does not require that the class
F has a finite diameter under the supremum norm. Instead, the quantiles of γ2(F , dX)
enter the picture. In Section 3.4 we show through the example of L2 regression how
these quantiles may be estimated.
3.3 Proofs
The proofs of Theorems 24 and 25 are based on showing that the excess risk can be
bounded as soon as the supremum of the empirical process {X f (µ) : f ∈ F } is bounded
for any fixed µ ∈ R, where for any f ∈ F and µ ∈ R, we define X f (µ) = r̂ f (µ) − r f (µ)
with
r f (µ) =
1
α
E
[
φ(α( f (X) − µ))
]
and
r̂ f (µ) =
1
nα
n∑
i=1
φ(α( f (Xi) − µ)) .
The two theorems differ in the way the supremum of this empirical process is bounded.
Let Aα(δ) = αv + 2 log(δ−1)/(nα).
Once again, we may assume, essentially without loss of generality, that the mini-
mum exists. In case of multiple minimizers we may choose one arbitrarily. The main
result in [20] states that for any δ > 0 such that α2v + 2 log(δ−1)/n ≤ 1, with probability
at least 1 − 2δ, ∣∣∣µ̂ f ∗ −m f ∗ ∣∣∣ ≤ Aα(δ) . (3.6)
Let Ω f ∗(δ) be the event on which inequality (3.6) holds. By definition,P
(
Ω f ∗(δ)
)
≥ 1−2δ.
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3.3.1 A deterministic version of µ̂ f
We begin with a variant of the argument of Catoni [20]. It involves a deterministic
version µ f of the estimator defined, for each f ∈ F , as the unique solution of the
equation r f (µ) = 0.
In Lemma 26 below we show that µ f is in a small (deterministic) interval centered
at m f . For any f ∈ F , µ ∈ R, and ε ≥ 0, define
B+f (µ, ε) = (m f − µ) +
α
2
(m f − µ)2 + α2 v + ε ,
B−f (µ, ε) = (m f − µ) −
α
2
(m f − µ)2 − α2 v − ε
and let
µ+f (ε) = m f + αv + 2ε , µ
−
f (ε) = m f − αv − 2ε .
As a function of µ, B+f (µ, ε) is a quadratic polynomial such that µ
+
f (ε) is an upper bound
of the smallest root of B+f (µ, ε). Similarly, µ
−
f (ε) is a lower bound of the largest root
of B−f (µ, ε). Implicitly we assumed that these roots always exist. This is not always
the case but a simple condition on α guarantees that these roots exists. In particular,
1−α2v−2αε ≥ 0 guarantees that B+f (µ, ε) = 0 and B−f (µ, ε) = 0 have at least one solution.
This condition will always be satisfied by our choice of  and α.
Still following the ideas of [20], the next lemma bounds r f (µ) by the quadratic
polynomials B+ and B−. The lemma will help us compare the zero of r f (µ) to the zeros
of these quadratic functions.
Lemma 26. For any fixed f ∈ F and µ ∈ R,
B−f (µ, 0) ≤ r f (µ) ≤ B+f (µ, 0) , (3.7)
and therefore m f − αv ≤ µ f ≤ m f + αv. In particular,
B−
f̂
(µ, 0) ≤ r f̂ (µ) ≤ B+f̂ (µ, 0) .
For any µ and ε such that r f̂ (µ) ≤ ε, if 1 − α2v − 2αε ≥ 0, then
m f̂ ≤ µ + αv + 2ε . (3.8)
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Figure 3.1: Representation of r f (µ) and the quadratic functions B−f (µ, 0) and B
+
f (µ, 0).
r f (µ) is squeezed between B−f (µ, 0) and B
+
f (µ, 0). In particular at µ
+
f (0) (resp. µ
−
f (0)),
r f (µ) is non-positive (resp. non-negative). Any µ such that r f (µ) ≤ ε is above µ−f (ε).
Proof. Writing Y for α( f (X) − µ) and using the fact that φ(x) ≤ log(1 + x + x2/2) for all
x ∈ R,
exp
(
αr f (µ)
)
≤ exp
(
E
[
log(1 + Y +
Y2
2
)
])
≤ E
[
1 + Y +
Y2
2
]
≤ 1 + α(m f − µ) + α
2
2
[
v + (m f − µ)2
]
≤ exp
(
αB+f (µ, 0)
)
.
Thus, we have r f (µ) − B+f (µ, 0) ≤ 0 (see Figure 3.3.1). Since this last inequality is true
for any f , sup f (r f (µ) − B+f (µ, 0)) ≤ 0 and the second inequality of (3.7) is proved. The
second statement of the lemma may be proved by a similar argument.
If r f̂ (µ) ≤ ε then B−f̂ (µ, 0) ≤ εwhich is equivalent to B
−
f̂
(µ, ε) ≤ 0. If 1− α2v− 2αε ≥ 0
then a solution of B−
f̂
(µ, ε) = 0 exists and since r f̂ (µ) is a non-increasing function, µ is
above the largest of these two solutions. This implies µ−
f̂
(ε) ≤ µwhich gives inequality
(3.8) (see Figure 3.3.1). 
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Inequality (3.8) is the key tool to ensure that the risk m f̂ of the minimizer f̂ can be
upper bounded as soon as r¯ f̂ is. It remains to find the smallest µ and ε such that r¯ f (µ)
is bounded uniformly on F .
3.3.2 Bounding the excess risk in terms of the supremum of an empirical
process
The key to all proofs is that we link the excess risk to the supremum of the empirical
process X f (µ) = r̂ f (µ) − r f (µ) as f ranges through F for a suitably chosen value of µ.
For fixed µ ∈ R and δ ∈ (0, 1), define the 1 − δ quantile of sup f∈F |X f (µ) − X f ∗(µ)| by
Q(µ, δ), that is, the infimum of all positive numbers q such that
P
supf∈F |X f (µ) − X f ∗(µ)| ≤ q
 ≥ 1 − δ .
First we need a few simple facts summarized in the next lemma.
Lemma 27. Let µ0 = m f ∗ + Aα(δ). Then on the event Ω f ∗(δ), the following inequalities hold:
1. r̂ f̂ (µ0) ≤ 0
2. r f ∗(µ0) ≤ 0
3. −̂r f ∗(µ0) ≤ 2Aα(δ)
Proof. We prove each inequality separately.
1. First note that on Ω f ∗(δ) inequality (3.6) holds and we have µ̂ f̂ ≤ µ̂ f ∗ ≤ µ0. Since
r̂ f̂ is a non-increasing function of µ, r̂ f̂ (µ0) ≤ r̂ f̂ (µ̂ f̂ ) = 0.
2. By (3.7), µ f ∗ ≤ m f ∗ + αv ≤ m f ∗ + αv + 2 log(δ−1)/(nα) = µ0. Since r f ∗ is a non-
increasing function, r f ∗(µ0) ≤ r f ∗(µ f ∗) = 0.
3. r̂ f ∗ is a 1-Lipschitz function and therefore
|̂r f ∗(µ0)| = |̂r f ∗(µ̂ f ∗) − r̂ f ∗(µ0)| ≤ |̂µ f ∗ − µ0|
≤ |̂µ f ∗ −m f ∗ | + |m f ∗ − µ0|
≤ 2Aα(δ)
which gives −̂r f ∗(µ0) ≤ 2Aα(δ).

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We will use Lemma 26 with µ0 introduced in Lemma 27. Recall that P
(
Ω f ∗(δ)
)
≥
1 − 2δ.
With the notation introduced above, we see that with probability at least 1 − δ,
r f̂ (µ0) ≤ r̂ f̂ (µ0) + r f ∗(µ0) − r̂ f ∗(µ0) +
∣∣∣∣r f̂ (µ0) − r̂ f̂ (µ0) − r f ∗(µ0) + r̂ f ∗(µ0)∣∣∣∣
≤ r̂ f̂ (µ0) + r f ∗(µ0) − r̂ f ∗(µ0) + sup
f∈F
∣∣∣r f (µ0) − r̂ f (µ0) − r f ∗(µ0) + r̂ f ∗(µ0)∣∣∣
≤ r̂ f̂ (µ0) + r f ∗(µ0) − r̂ f ∗(µ0) + Q(µ0, δ) .
This inequality, together with Lemma 27, implies that, with probability at least 1 − 3δ,
r f̂ (µ0) ≤ 2Aα(δ) + Q(µ0, δ) .
Now using Lemma 26 with ε = 2Aα(δ) + Q(µ0, δ) and under the condition 1 − α2v −
4αAα(δ) − 2αQ(µ0, δ) ≥ 0, we have
m f̂ −m f ∗ ≤ αv + 5Aα(δ) + 2Q(µ0, δ)
≤ 6
(
αv +
2 log(δ−1)
nα
)
+ 2Q(µ0, δ) , (3.9)
with probability at least 1 − 3δ. The condition 1 − α2v − 4αAα(δ) − 2αQ(µ0, δ) ≥ 0 is
satisfied whenever
6
(
αv +
2 log(δ−1)
nα
)
+ 2Q(µ0, δ) ≤ 1α
holds.
3.3.3 Bounding the supremum of the empirical process
Theorems 24 and 25 both follow from (3.9) by two different ways of bounding the
quantile Q(µ, δ) of sup f∈F |X f (µ) − X f ∗(µ)|. Here we present these two inequalities.
Both of them use basic results of “generic chaining”, see Talagrand [61]. Theorem 24
follows from (3.9) and the next inequality:
Proposition 28. Let µ ∈ R and α > 0. There exists a universal constant L such that for any
δ ∈ (0, 1),
Q(µ, δ) ≤ L log(2δ−1)
(
γ2(F , d)√
n
+
γ1(F ,D)
n
)
.
The proof is an immediate consequence of Theorem 35 and (3.14) in the Appendix
and the following lemma.
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Lemma 29. For any µ ∈ R, α > 0, f , f ′ ∈ F , and t > 0,
P
(
|X f (µ) − X f ′(µ)| > t
)
≤ 2 exp
− nt22(d( f , f ′)2 + 2D( f , f ′)t3 )

where the distances d,D are defined at the beginning of Section 3.2.
Proof. Observe that n(X f (µ)−X f ′(µ)) is the sum of the independent zero-mean random
variables
Ci( f , f ′) =
1
α
φ(α( f (Xi) − µ)) − 1αφ(α( f
′(Xi) − µ))
−
[ 1
α
E
[
φ(α( f (X) − µ))
]
− 1
α
E
[
φ(α( f ′(X) − µ))
]]
.
Note that since the truncation function φ is 1-Lipschitz, we have Ci( f , f ′) ≤ 2D( f , f ′).
Also,
n∑
i=1
E[Ci( f , f ′)2] ≤
n∑
i=1
E
[(
( f (Xi) − µ) − ( f ′(Xi) − µ))2] = nd( f , f ′)2
The lemma follows from Bernstein’s inequality (see, e.g., [14, Equation (2.10)]). 
Similarly, Theorem 25 is implied by (3.9) and the following. Recall the notation of
Theorem 25.
Theorem 30. Let µ ∈ R, α > 0, and δ ∈ (0, 1/3). There exists a universal constant K such
that
Q(µ, δ) ≤ K max(Γδ, diamd(F ))
√
log( 8δ )
n
.
Proof. Assume Γδ ≥ diamd(F ). The proof is based on a standard symmetrization
argument. Let (X′1, . . . ,X
′
n) be independent copies of (X1, . . . ,Xn) and define
Zi( f ) =
1
nα
φ(α( f (Xi) − µ)) − 1nαφ(α( f (X
′
i ) − µ)) .
Introduce also independent Rademacher random variables (ε1, . . . , εn). For any f ∈ F ,
denote by Z( f ) =
∑n
i=1 εiZi( f ). Then by Hoeffding’s inequality, for all f , g ∈ F and for
every t > 0,
P(ε1,...,εn)
(|Z( f ) − Z(g)| > t) ≤ 2 exp (− t2
2dX,X′( f , g)2
)
(3.10)
where P(ε1,...,εn) denotes probability with respect to the Rademacher variables only
(i.e., conditional on the Xi and X′i ) and dX,X′( f , g) =
√∑n
i=1(Zi( f ) − Zi(g))2 is a random
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distance. Using (3.16) in the Appendix with distance dX,X′ and (3.10), we get that, for
all λ > 0,
E(ε1,...,εn)
exp
λ sup
f∈F
∣∣∣∣∣∣∣
n∑
i=1
εi[Zi( f ) − Zi( f ∗)]
∣∣∣∣∣∣∣

 ≤ 2 exp (λ2L2γ2(F , dX,X′)2/4) (3.11)
where L is a universal constant from Proposition 37. Observe that since x 7→ φ(x) is
Lipschitz with constant 1,
dX,X′( f , g)
=
 1n2α2
n∑
i=1
(
φ
(
α( f (Xi) − µ)
)
− φ
(
α( f (X′i ) − µ)
)
−φ
(
α(g(Xi) − µ)
)
+ φ
(
α(g(X′i ) − µ)
))2)1/2
≤ 1√
n
1n
n∑
i=1
(
f (Xi) − g(Xi)
)2
1/2
+
1√
n
1n
n∑
i=1
(
f (X′i ) − g(X′i )
)2
1/2
.
This implies
γ2(F , dX,X′) ≤ 1√
n
(
γ2(F , dX) + γ2(F , dX′)) .
Combining this with (3.11), we obtain
P
sup
f∈F
∣∣∣Z( f ) − Z( f ∗)∣∣∣ ≥ t
≤ P
sup
f∈F
∣∣∣Z( f ) − Z( f ∗)∣∣∣ ≥ t ∣∣∣∣ γ2(F , dX) ≤ Γδ & γ2(F , dX′) ≤ Γδ + 2P (γ2(F , dX) > Γδ)
≤ EX,X′
[
E(ε1,...,εn)
[
eλ sup f∈F |
∑n
i=1 εi[Zi( f )−Zi( f ∗)]|
] ∣∣∣∣ γ2(F , dX) ≤ Γδ & γ2(F , dX′) ≤ Γδ] e−λt
+
δ
4
(by the definition of Γδ)
≤ 2 exp
(
λ2L2
n
Γ2δ − λt
)
+
δ
4
.
Optimization in λ with t = 2LΓδ
√
log(8/δ)/n gives
P
sup
f∈F
∣∣∣Z( f ) − Z( f ∗)∣∣∣ ≥ t ≤ δ2 .
A standard symmetrization inequality of tail probabilities of empirical processes (see,
e.g., [63, Lemma 3.3]) guarantees that
P
sup
f∈F
∣∣∣X f (µ) − X f ∗(µ)∣∣∣ ≥ 2t ≤ 2P
sup
f∈F
∣∣∣Z( f ) − Z( f ∗)∣∣∣ ≥ t
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as long as for any f ∈ F , P
(∣∣∣X f (µ) − X f ∗(µ)∣∣∣ ≥ t) ≤ 12 . Recall that X f (µ) − X f ∗(µ) is
a zero-mean random variable. Then by Chebyshev’s inequality it suffices to have
t ≥ √2diamd(F )/
√
n. Indeed,
Var
(
X f (µ) − X f ′(µ)
)
t2
≤
Var
(
1
αφ(α( f (X) − µ)) − 1αφ(α( f ∗(X) − µ))
)
nt2
≤
E
[
( f (X) − f ∗(X))2
]
nt2
≤ diamd(F )
2
nt2
.
Without loss of generality, we can assume L ≥ 1. Since for any choice of δ < 13 ,√
log( 8δ ) >
√
2 we have LΓδ
√
log( 8δ ) ≥ diamd(F )
√
2. Thus
P
supf∈F
∣∣∣X f (µ) − X f ∗(µ)∣∣∣ ≥ 2LΓδ
√
log( 8δ )
n
 ≤ δ
as desired. Now, if Γδ < diamd(F ), P (γ2(F , dX) > diamd(F )) ≤ δ8 and the same argu-
ment holds for diamd(F ) instead of Γδ. This concludes the proof. 
3.4 Applications
In this section we describe two applications of Theorems 24 and 25 to simple statistical
learning problems. The first is a regression estimation problem in which we distinguish
between L1 and L2 risks and the second is k-means clustering.
3.4.1 Empirical risk minimization for regression
L1 regression
Let (Z1,Y1), . . . , (Zn,Yn) be independent identically distributed random variables taking
values in Z × R where Z is a bounded subset of (say) Rm. Suppose G is a class of
functionsZ→ R bounded in the L∞ norm, that is, supg∈G supz∈Z |g(z)| < ∞. We denote
by ∆ the diameter of G under the distance induced by this norm. First we consider the
setup when the risk of each g ∈ G is defined by the L1 loss
R(g) = E|g(Z) − Y|
where the pair (Z,Y) has the same distribution of the (Zi,Yi) and is independent of them.
Let g∗ = argming∈G R(g) be a minimizer of the risk (which, without loss of generality,
is assumed to exist). The statistical learning problem we consider here consists of
choosing a function ĝ from the class G that has a risk R(ĝ) not much larger than R(g∗).
62 Chapter 3. Empirical risk minimization with heavy tails
The standard procedure is to pick ĝ by minimizing the empirical risk (1/n)
∑
i=1 |g(Zi)−
Yi| over g ∈ G. However, if the response variable Y is unbounded and may have a heavy
tail, ordinary empirical risk minimization may fail to provide a good predictor of Y as
the empirical risk is an unreliable estimate of the true risk.
Here we propose choosing ĝ by minimizing Catoni’s estimate. To this end, we
only need to assume that the second moment of Y is bounded by a known constant.
More precisely, assume that EY2 ≤ σ2 for some σ > 0. Then supg∈GVar
(|g(Z) − Y|) ≤
2σ2 + 2 supg∈G supz∈Z |g(z)|2 =: v is a known and finite constant.
Now for all g ∈ G and µ ∈ R, define
r̂g(µ) =
1
nα
n∑
i=1
φ(α(|g(Xi) − Yi| − µ))
where φ is the truncation function defined in (3.3). Define R̂(g) as the unique value for
which r̂g(R̂(g)) = 0. The empirical risk minimizer based on Catoni’s risk estimate is
then
ĝ = argmin
g∈G
R̂(g) .
By Theorem 24, the performance of ĝ may be bounded in terms of covering numbers
of the class of functions F = { f (z, y) = |g(z) − y| : g ∈ G} based on the distance
D( f , f ′) = sup
z∈Z,y∈R
∣∣∣|g(z) − y| − |g′(z) − y|∣∣∣ ≤ sup
z∈Z
∣∣∣g(z) − g′(z)∣∣∣ .
Thus, the covering numbers of F under the distance D may be bounded in terms of
the covering numbers of G under the L∞ distance. Denoting by Nd(A, ) the -covering
number of a set A under the metric d, we obtain the following:
Corollary 31. Consider the setup described above. We assume
∫ ∆
0 log N∞(G, )d < ∞. Let
n ∈ N, δ ∈ (0, 1/3) and α = √2 log(δ−1)/(nv). There exists an integer N0 and a universal
constant C such that, for all n ≥ N0, with probability at least 1 − 3δ,
R(ĝ) − R(g∗) ≤ 12
√
2v log(δ−1)
n
+ C log(2δ−1)
(
1√
n
∫ ∆
0
√
log Nd(G, )d + O
(1
n
))
.
Proof. Clearly, if two distances d1 and d2 satisfy d1 ≤ d2, thenγ1(F , d1) ≤ γ1(F , d2). Thus,
γ1(F ,D) ≤ γ1(G, ‖.‖∞) ≤ L
∫ ∆
0 log N∞(G, )d < ∞ (see (3.15)) and γ1(F ,D)/n = O (1/n).
The condition
12
√
2v log(δ−1)
n
+ C log(2δ−1)
(
1√
n
∫ ∆
0
√
log Nd(G, )d + O
(1
n
))
≤
√
nv
2 log(δ−1)
is satisfied for sufficiently large n. Apply Theorem 24. 
3.4. Applications 63
Note that the bound essentially has the same form as (3.1) but to apply (3.1) it is
crucial that the response variable Y is bounded or at least has sub-Gaussian tails. We
get this under the weak assumption that Y has a bounded second moment (with a
known upper bound). The price we pay is that covering numbers under the distance
dX are now replaced by covering numbers under the supremum norm.
L2 regression
Here we consider the same setup as in Section 3.4.1 but now the risk is measured by
the L2 loss. The risk of each g ∈ G is defined by the L2 loss
R(g) = E(g(Z) − Y)2 .
Note that Theorem 1 is useless here as the difference |R(g)−R(g′)| is not bounded by the
L∞ distance of g and g′ anymore and the covering numbers of F under the metric D
are infinite. However, Theorem 25 gives meaningful bounds. Let g∗ = argming∈G R(g)
and again we choose ĝ by minimizing Catoni’s estimate.
Here we need to assume thatEY4 ≤ σ2 for someσ > 0. Then supg∈GVar
(
(g(Z) − Y)2
)
≤
8σ2 + 8 supg∈G supz∈Z |g(z)|4 =: v is a known and finite constant.
By Theorem 25, the performance of ĝ may be bounded in terms of covering numbers
of the class of functions F = { f (z, y) = (g(z) − y)2 : g ∈ G} based on the distance
dX( f , f ′) =
1n
n∑
i=1
(
(g(Zi) − Yi)2 − (g′(Zi) − Yi)2
)2
1/2
Note that∣∣∣(g(Zi) − Yi)2 − (g′(Zi) − Yi)2∣∣∣ = |g(Zi) − g′(Zi)||2Yi − g(Zi) − g′(Zi)|
≤ 2|g(Zi) − g′(Zi)|(|Yi| + ∆)
≤ 2d∞(g, g′)(|Yi| + ∆) ,
and therefore
dX( f , f ′) ≤ 2d∞(g, g′)
√
1
n
n∑
i=1
(|Yi| + ∆)2
≤ 2√2d∞(g, g′)
√
∆2 +
1
n
n∑
i=1
Y2i .
By Chebyshev’s inequality,
P
1n
n∑
i=1
Y2i − E
[
Y2
]
> t
 ≤ Var
(
Y2
)
nt2
≤ σ
2
nt2
64 Chapter 3. Empirical risk minimization with heavy tails
thus 1n
∑n
i=1 Y
2
i > E
[
Y2
]
+
√
8σ2/(nδ) with probability at most δ/8 and
dX( f , f ′) > 2
√
2d∞(g, g′)
√
∆2 + E
[
Y2
]
+
√
8σ2
nδ
occurs with a probability bounded by δ8 . Recall again that for two distances d1 and d2
such that d1 ≤ cd2 one has γ2(G, d1) ≤ cγ2(G, d2). Then Theorem 25 applies with
Γδ = 2
√
2
√
∆2 + E
[
Y2
]
+
√
8σ2
nδ
γ2(G, d∞)
and Γδ ≥ ∆ ≥ diamd(F ).
Corollary 32. Consider the setup described above. Let n ∈ N, δ ∈ (0, 1/3) and α =√
2 log(δ−1)/(nv). There exists an integer N0 and a universal constant C such that, for all
n ≥ N0, with probability at least 1 − 3δ,
R(ĝ) − R(g∗)
≤ 12
√
2v log(δ−1)
n
+ C
√
log
(8
δ
)√
∆2 + E
[
Y2
]
+ 8σ2/(nδ)
n
∫ ∆
0
√
log N∞(G, )d .
Proof. Apply Theorem 25 and note that the condition holds for sufficiently large n. 
The bound of the corollary essentially matches the best rates of convergence one can
get even in the case of bounded regression under such general conditions. For special
cases, such as linear regression, better bounds may be proven for other methods, see
Audibert and Catoni [7], Hsu and Sabato [32], Minsker [52].
3.4.2 k-means clustering under heavy tailed distribution
In k-means clustering—or vector quantization—one wishes to represent a distribution
by a finite number of points. Formally, let X be a random vector taking values in Rm
and let P denote the distribution of X. Let k ≥ 2 be a positive integer that we fix
for the rest of the section. A clustering scheme is given by a set of k cluster centers
C = {y1, . . . , yk} ⊂ Rm and a quantizer q : Rm → C. Given a distortion measure
` : Rm ×Rm → [0,∞), one wishes to find C and q such that the expected distortion
Dk(P, q) = E`(X, q(X))
is as small as possible. The minimization problem is meaningful wheneverE`(X, 0) < ∞
which we assume throughout. Typical distortion measures are of the form `(x, y) =
‖x − y‖α where ‖ · ‖ is a norm on Rm and α > 0 (typically α equals 1 or 2). Here, for
concreteness and simplicity, we assume that ` is the Euclidean distance `(x, y) = ‖x− y‖
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though the results may be generalized in a straightforward manner to other norms. In
a way equivalent to the arguments of Section 3.4.1, the results may be generalized to
the case of the quadratic distortion `(x, y) = ‖x − y‖2. In order to avoid repetition of
arguments, the details are omitted.
It is not difficult to see that if E‖X‖ < ∞, then there exists a (not necessarily unique)
quantizer q∗ that is optimal, that is, q∗ is such that for all clustering schemes q,
Dk(P, q) ≥ Dk(P, q∗) =: D∗k(P) .
It is also clear that q∗ is a nearest neighbor quantizer, that is,∥∥∥x − q∗(x)∥∥∥ = min
yi∈C
∥∥∥x − yi∥∥∥ .
Thus, nearest neighbor quantizers are determined by their cluster centers C = {y1, . . . , yk}.
In fact, for all quantizers with a particular set C of cluster centers, the corresponding
nearest neighbor quantizer has minimal distortion and therefore it suffices to restrict
our attention to nearest neighbor quantizers.
In the problem of empirical quantizer design, one is given an i.i.d. sample X1, . . . ,Xn
drawn from the distribution P and one’s aim is to find a quantizer qn whose distortion
Dk(P, qn) = E
[
‖X − qn(X)‖
∣∣∣∣X1, . . . ,Xn]
is as close to D∗k(P) as possible. A natural strategy is to choose a quantizer–or equiva-
lently, a set C of cluster centers–by minimizing the empirical distortion
Dk(Pn, q) =
1
n
n∑
i=1
‖Xi − q(Xi)‖ = 1n
n∑
i=1
min
j=1,...,k
‖Xi − y j‖ ,
where Pn denotes the standard empirical distribution based on X1, . . . ,Xn. IfE‖X‖ < ∞,
then the empirically optimal quantizer asymptotically minimizes the distortion. More
precisely, if qn denotes the empirically optimal quantizer (i.e., qn = argminq Dk(Pn, q)),
then
lim
n→∞Dk(P, qn) = D
∗
k(P) with probability 1,
see Pollard [55, 57] and Abaya and Wise [1] (see also Linder [45]). The rate of con-
vergence of Dk(P, qn) to D∗k(P) has drawn considerable attention, see, e.g., Pollard [56],
Bartlett, Linder, and Lugosi [9], Antos [4], Antos, Gyo¨rfi, and Gyo¨rgy [5], Biau, Devroye,
and Lugosi [12], Maurer and Pontil [50], and Levrard [43]. Such rates are typically stud-
ied under the assumption that X is almost surely bounded. Under such assumptions
one can show that
EDk(P, qn) −D∗k(P) ≤ C(P, k,m)n−1/2
where the constant C(P, k,m) depends on esssup ‖X‖, k, and the dimension m. The value
of the constant has mostly been investigated in the case of quadratic loss `(x, y) = ‖x−y‖2
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but most proofs may be modified for the case studied here. For the quadratic loss, one
may take C(P, k,m) as a constant multiple of B2 min(
√
k1−2/mm, k) where B = esssup ‖X‖.
However, little is known about the finite-sample performance of empirically de-
signed quantizers under possibly heavy-tailed distributions. In fact, there is no hope to
extend the results cited above for distributions with finite second moment simply be-
cause empirical averages are poor estimators of means under such general conditions.
In the recent paper of Telgarsky and Dasgupta [62], bounds on the excess risk
under conditions on higher moments have been developed. They prove a bound of
O(n−1/2+2/p) for the excess distortion where p is the number of moments of ‖X‖ that
are assumed to be finite. Here we show that there exists an empirical quantizer qˆn
whose excess distortion Dk(P, q̂n)−D∗k(P) is of the order of n−1/2 (with high probability)
under the only assumption that E
[
‖X‖2
]
is finite. This may be achieved by choosing a
quantizer that minimizes Catoni’s estimate of the distortion.
The proposed empirical quantizer uses two parameters that depend on the (un-
known) distribution of X. For simplicity, we assume that upper bounds for these two
parameters are available. (Otherwise either one may try to estimate them or, as the
sample size grows, use increasing values for these parameters. The details go beyond
the scope of this chapter.)
One of these parameters is the second moment Var (X) = E
[
‖X − E [X]‖2
]
and let V
be an upper bound. The other parameter ρ > 0 is an upper bound for the norm of the
possible cluster centers. The next lemma offers an estimate.
Lemma 33. (Linder [45].) Let 2 ≤ j ≤ k be the unique integer such that D∗k = · · · = D∗j < D∗j−1
and define ε = (D∗j−1 −D∗j)/2. Let (y1, . . . , y j) be a set of cluster centers such that the distortion
of the corresponding quantizer is less than D∗j + ε. Let Br = {x : ‖x‖ ≤ r} denote the closed ball
of radius r > 0 centered at the origin. If ρ > 0 is such that
• ρ10 P(B ρ10 ) > 2E ‖X‖
• P(B2ρ/5) > 1 − ε24E[‖X‖2]
then for all 1 ≤ i ≤ k,
∥∥∥yi∥∥∥ ≤ ρ.
Now we are prepared to describe the proposed empirical quantizer. Let Cρ be
the set of all collections C = {y1, . . . , yk} ∈ (Rm)k of cluster centers with ‖y j‖ ≤ ρ for
all j = 1, . . . , k. For each C ∈ Cρ, denote by qC the corresponding quantizer. Now
for all C ∈ Cρ, we may calculate Catoni’s mean estimator of the distortion D(P, qC) =
E‖X − qC(X)‖ = Emin j=1,...,k ‖Xi − y j‖ defined as the unique value µ ∈ R for which
1
nα
n∑
i=1
φ
(
α
(
min
j=1,...,k
‖Xi − y j‖ − µ
))
= 0
3.4. Applications 67
where we use the parameter value α =
√
2/(nkV). Denote this estimator by D̂(Pn, qC)
and let q̂n be any quantizer minimizing the estimated distortion. An easy compactness
argument shows that such a minimizer exists.
The main result of this section is the following bound for the distortion of the chosen
quantizer.
Theorem 34. Assume that Var (X) ≤ V < ∞ and n ≥ m. Then, with probability at least 1−δ,
Dk(P, q̂n) −Dk(P, q∗) ≤ C
(
log
1
δ
) 
√
Vk
n
+
√
mk
n
 + O (1n) ,
where the constant C only depends on ρ.
Proof. The result follows from Theorem 24. All we need to check is that Var
(
min j=1,...,k ‖X − y j‖
)
is bounded by kV and estimate the covering numbers of the class of functions
Fρ =
{
fC(x) = min
y∈C ‖x − y‖ : C ∈ Cρ
}
.
The variance bound follows simply by the fact that for all C ∈ C,
Var
(
min
j=1,...,k
‖X − y j‖
)
≤
k∑
i=1
Var
(∥∥∥X − yi∥∥∥)
≤
k∑
i=1
E
[
‖X − EX‖2
]
+
∥∥∥EX − yi∥∥∥2 − E [∥∥∥X − yi∥∥∥]2 ≤ kV .
In order to use the bound of Theorem 24, we need to bound the covering numbers of
the class Fρ under both metrics d and D. We begin with the metric
D( fC, fC′) = sup
x∈Rm
| fC(x) − fC′(x)| .
The notation Bz(, d) refers to the ball under the metric d of radius  centered at z. Let
Z be a subset of Bρ such that
BBρ := {Bz(, ‖ · ‖) : z ∈ Z}
is a covering of the set Bρ by balls of radius  under the Euclidean norm. Let C ∈ Cρ
and associate to any yi ∈ C one of the centers in Z such that
∥∥∥yi − zi∥∥∥ ≤ . If there is
more than one possible choice for zi, we pick one of them arbitrarily. We denote by qC′
the nearest neighbor quantizer with codebook C′ = (zi)i. Finally, let Si = q−1C′ (zi). Now
clearly, ∀i, ∀x ∈ Si
fC(x) − fC′(x) = min
1≤ j≤k
‖x − y j‖ − min
1≤ j≤k
‖x − z j‖
= min
1≤ j≤k
‖x − y j‖ − ‖x − zi‖
≤ ‖x − yi‖ − ‖x − zi‖ ≤ 
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and similarly, fC′(x) − fC(x) ≤ . Then fC ∈ B fC′ (,D) and
BFρ := {B fC(,D) : C ∈ Zk}
is a covering of Fρ. Since Z can be taken such that |Z| = N‖·‖(Bρ, ) we obtain
Nd(Fρ, ) ≤ ND(Fρ, ) ≤ N‖·‖(Bρ, )k .
By standard estimates on the covering numbers of the ball Bρ by balls of size  under
the Euclidean metric,
N‖·‖(Bρ, ) ≤
(
4ρ

)m
(see, e.g., Matousek [49]). In other words, there exists a universal constant L and
constants Cρ and C′ρ that depends only on ρ such that
γ2(Fρ, d) ≤ L
∫ 2ρ
0
√
log Nd(Fρ, )d ≤ Cρ
√
km
and γ1(Fρ,D) ≤ L
∫ 2ρ
0
log ND(Fρ, )d ≤ C′ρkm .
Theorem 24 may now be applied to the class Fρ. 
3.5 Simulation Study
In this closing section we present the results of two simulation exercises that assess the
performance of the estimators developed in this work.
3.5.1 L2 Regression
The first application is an L2 regression exercise. Data are simulated from a linear
model with heavy-tailed errors and the L2 regression procedure based on Catoni’s
risk minimizer introduced in Section 3.4.1 is used for estimation. The procedure is
benchmarked against regular (“vanilla”) L2 regression based on the minimization of
the empirical L2 loss.
The simulation exercise is designed as follows. We simulate (Z1,Y1), (Z2,Y2), ..., (Zn,Yn)
i.i.d. pairs of random variables in R5 × R. The vector Zi of explanatory variables is
drawn from a multivariate normal distribution with zero mean, unit variance, and
correlation matrix equal to an equicorrelation matrix with correlation ρ = 0.9. The
response variable Yi is generated as
Yi = ZTi θ
∗ + i ,
where the parameter vectorθ∗ is set to (0.25,−0.25, 0.50, 0.70,−0.75) and i is a zero mean
error term. The error term i is drawn from a Pareto distribution with tail parameter
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β and is appropriately recentered in order to have zero mean. As it is well known, the
tail parameter β determines which moments of the Pareto random variable are finite.
More specifically, the moment of order k exists only if k < β. The focus is on finding the
value of θ which minimizes the L2 risk
E
∣∣∣Y − ZTi θ∣∣∣2 .
The parameter θ is estimated using the Catoni and the vanilla L2 regressions. Let R̂C(θ)
denote the solution of the equation
rˆθ(µ) =
1
nα
n∑
i=1
φ
(
α
(∣∣∣Yi − ZTi θ∣∣∣2 − µ)) = 0 .
Then the Catoni L2 regression estimator is defined as
θ̂n C = arg min
θ
R̂C(θ) .
The vanilla L2 regression estimator is defined as the minimizer of the empirical L2 loss,
θ̂n V = arg min
θ
R̂V(θ) = arg min
θ
1
n
n∑
i=1
∣∣∣Yi − ZTi θ∣∣∣2 ,
which is the classical least squares estimator. The precision of each estimator is mea-
sured by their excess risk
R(θ̂n C) − R(θ∗) = E|Y − ZTθ̂n C|2 − E|Y − ZTθ∗|2
R(θ̂n V) − R(θ∗) = E|Y − ZTθ̂n V |2 − E|Y − ZTθ∗|2 .
We estimate excess risk by simulation. For each replication of the simulation exercise,
we estimate the risk of the estimators and the optimal risk using sample averages
based on an i.i.d. sample (Z′1,Y
′
1), . . . , (Z
′
m,Y′m) that is independent of the one used for
estimation, that is
R˜(θ̂n C) = 1m
∑m
i=1 |Y′i − Z′i Tθ̂n C|2
R˜(θ̂n V) = 1m
∑m
i=1 |Y′i − Z′i Tθ̂n V |2
R˜(θ∗) = 1m
∑m
i=1 |Y′i − Z′i Tθ∗|2 .
(3.12)
The simulation experiment is replicated for different values of the Pareto tail parameter
β ranging from 2.01 to 6.01 and different values of the sample size n, ranging from 50 to
1, 000. For each combination of the tail parameter β and sample size n, the experiment
is replicated 1, 000 times.
Figure 3.2 displays the Monte Carlo estimate of the excess risk of the Catoni and
benchmark regression estimators as functions of the tail parameter β when the sample
size n is equal to 500. The left panel shows the level of the excess risks R(θ̂n C) −
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Figure 3.2: L2 Regression Parameter Estimation.
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The figure plots the excess risk of the Catoni and vanilla L2 regression parameter
estimators (a) and the percentage improvement of the Catoni procedure relative
to the vanilla (b) as a function of the tail parameter β for a sample size n equal to
500.
Table 3.1: Relative Performance of the Catoni L2 Parameter Estimator.
β n=50 n=100 n=250 n=500 n=750 n=1000
2.01 3872.10 440.50 171.30 222.70 218.20 142.80
2.50 169.20 158.70 151.50 106.70 91.70 57.40
3.01 137.60 178.00 89.00 52.50 62.70 63.50
3.50 54.40 20.90 41.30 39.20 38.10 33.50
4.01 30.20 44.40 25.50 15.70 16.30 15.90
4.50 16.50 12.10 11.30 10.60 6.90 13.70
5.01 10.20 7.80 10.20 6.40 5.70 3.10
5.50 6.00 14.80 3.90 2.90 2.10 2.20
6.01 3.90 1.90 2.70 2.10 1.90 1.40
The table reports the percentage improvement of the excess risk of the Catoni L2
regression estimator relative to the vanilla procedure for different values of the
tail parameter β and sample size n.
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R(θ∗) and R(θ̂n V) − R(θ∗) as a function of β and the right one shows the percentage
improvement of the excess risk of the Catoni procedure over the benchmark calculated
as
(
R(θ̂n V) − R(θ̂n C)
)
/
(
R(θ̂n C) − R(θ∗)
)
. When the tails are not excessively heavy
(high values of β) the difference between the procedures is small. As the tails become
heavier (small values of β) the risks of both procedures increase. Importantly, the Catoni
estimator becomes progressively more efficient as the tails become heavier and becomes
significantly more efficient when the tail parameter is close to 2. Detailed results for
different values of n are reported in Table 3.1. Overall the Catoni L2 regression estimator
never performs worse than the benchmark and it is substantially better when the tails
of the data are heavy.
3.5.2 k-means
In the second experiment we carry out a k–means clustering exercise. Data are sim-
ulated from a heavy-tailed mixture distribution and then cluster centers are chosen
by minimizing Catoni’s estimate of the L2 distortion. The performance of the algo-
rithm is benchmarked against the (“vanilla”) k–means algorithm procedure where the
distortion is estimated by the standard empirical average.
The simulation exercise is designed as follows. An i.i.d. sample of random vec-
tors X1, ...,Xn in R2 is drawn from a four-component mixture distribution with equal
weights. The means of the mixture components are (5, 5), (−5, 5), (−5,−5), and (5,−5).
Each component of the mixture is made up of two appropriately centered independent
draws from a Pareto distribution with tail parameter β. The cluster centers obtained by
the k–means algorithm based on Catoni and the vanilla k–means algorithm are denoted
respectively by q̂n C and q̂n V. (Since finding the empirically optimal cluster centers
is computationally prohibitive, we use the well-known iterative optimization proce-
dure “k-means” for the vanilla version and a similar variant for the Catoni scheme.)
Analogously to the previous exercise, we summarize the performance of the clustering
procedures using the excess risk of the algorithms, that is
Dk(P, q̂n C) −Dk(P, q∗)
Dk(P, q̂n V) −Dk(P, q∗) ,
where q∗ denotes the means of the mixture components. We estimate excess risk
by simulation. We compute the distortion of the quantizers using an i.i.d. sample
X′1, . . . ,X
′
m of vectors that is independent of the ones used for estimation, that is,
Dk(Pm, q̂n C) = 1m
∑m
i=1 min j=1,...,k
∣∣∣∣∣∣X′i − q̂n C(X′i )∣∣∣∣∣∣2
Dk(Pm, q̂n V) = 1m
∑m
i=1 min j=1,...,k
∣∣∣∣∣∣X′i − q̂n V(X′i )∣∣∣∣∣∣2
Dk(Pm, q∗) = 1m
∑m
i=1 min j=1,...,k
∣∣∣∣∣∣X′i − q∗(X′i )∣∣∣∣∣∣2
. (3.13)
The experiment is replicated for different values of the tail parameter β ranging from
2.01 to 6.01 and different values of the sample size n ranging from 50 to 1, 000. For each
72 Chapter 3. Empirical risk minimization with heavy tails
Figure 3.3: k–means Quantizer Estimation.
0.00
0.20
0.40
0.60
0.80
1.00
1.20
1.40
1.60
1.80
2.00
 2  2.5  3  3.5  4  4.5  5  5.5  6
Catoni
Vanilla
 0%
1000%
2000%
3000%
4000%
5000%
6000%
7000%
 2  2.5  3  3.5  4  4.5  5  5.5  6
(a) (b)
The figure plots the excess risk of the Catoni and vanilla k–means quantizer esti-
mator (a) and the percentage improvement of the Catoni procedure relative to the
vanilla (b) as a function of the tail parameter β for a sample size n equal to 500.
Table 3.2: Relative Performance of the Catoni k–means Quantizer Estimator.
β n=50 n=100 n=250 n=500 n=750 n=1000
2.01 823.80 2180.40 3511.60 6278.90 7858.70 10684.60
2.50 404.50 1007.40 2959.80 4255.40 6828.60 9093.60
3.01 301.10 312.20 286.80 298.60 813.60 1560.20
3.50 129.60 188.60 213.30 271.40 448.60 410.00
4.01 73.80 30.90 26.80 20.30 18.20 13.10
4.50 27.60 22.90 16.50 11.70 9.50 10.10
5.01 16.40 10.80 11.60 8.70 6.00 7.20
5.50 9.00 6.80 9.20 5.00 4.10 4.00
6.01 3.50 4.70 5.00 2.70 3.20 3.10
The table reports the improvement of the Catoni k–means quantizer estimator
relative to the vanilla procedure for different values of the tail parameter β and
sample size n.
combination of tail parameter β and sample size n the experiment is replicated 1, 000
times.
Figure 3.3 displays the Monte Carlo estimate of excess risk of the Catoni and bench-
mark estimators as a function of tail parameter β for n = 500. The left panel shows the
estimated excess risk while the right panel shows the percentage improvement of the ex-
cess risk of the Catoni procedure, calculated as
(
Dk(P, q̂n V) −Dk(P, q̂n C)) / (Dk(P, q̂n C) −Dk(P, q∗)).
The overall results are analogous to the ones of the L2 regression application. When
the tails of the mixture are not excessively heavy (high values of β) the difference in
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the procedures is small. As the tails become heavier (small values of β) the risk of both
procedures increases, but the Catoni algorithm becomes progressively more efficient.
The percentage gains for the Catoni procedure are substantial when the tail parameter
is smaller than 4. Table 3.2 reports detailed results for different values of n. As in the L2
regression simulation study, the Catoni k–means algorithm never performs worse than
the benchmark and it is substantially better when the tails of the mixture are heavy.
3.6 Appendix
3.6.1 A chaining theorem
The following result is a version of standard bounds based on “generic chaining”, see
Talagrand [61]. We include the proof for completeness.
Recall that if ψ is a non-negative increasing convex function defined on R+ with
ψ(0) = 0, then the Orlicz norm of a random variable X is defined by
‖X‖ψ = inf
{
c > 0 : E
[
ψ
( |X|
c
)]
≤ 1
}
.
We consider Orlicz norms defined by
ψ1(x) = exp(x) − 1 and ψ2(x) = exp(x2) − 1 .
For further information on Orlicz norms see [64, Chapter 2.2]. First, ‖X‖ψ1 ≤ ‖X‖ψ2
√
log(2)
holds. Also note that, by Markov’s inequality, ‖X‖ψ1 ≤ c implies that P{|X| > t} ≤ 2e−t/c
and similarly, if ‖X‖ψ2 ≤ c, then P{|X| > t} ≤ 2e−t
2/c2 . Then
X ≤ ‖X‖ψ1 log(2δ−1) with probability at least 1 − δ , (3.14)
X ≤ ‖X‖ψ2
√
log(2δ−1) with probability at least 1 − δ .
Recall the following definition (see, e.g., [61, Definition 1.2.3]). Let T be a (pseudo)
metric space. An increasing sequence (An) of partitions of T is called admissible if for
all n = 0, 1, 2, . . . , #An ≤ 22n . For any t ∈ T, denote by An(t) the unique element of An
that contains t. Let ∆(A) denote the diameter of the set A ⊂ T. Define, for β = 1, 2,
γβ(T, d) = infAn
sup
t∈T
∑
n≥0
2n/β∆(An(t)) ,
where the infimum is taken over all admissible sequences. First of all, we know from
[61, Eq. (1.18)] that there exists a universal constant L such that
γβ(T, d) ≤ L
∫ diamd(T)
0
(
log Nd(T, ε)
) 1
β dε (3.15)
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Theorem 35. Let (Xt)t∈T be a stochastic process indexed by a set T on which two (pseudo)
metrics, d1 and d2, are defined such that T is bounded with respect to both metrics. Assume
that for any s, t ∈ T and for all x > 0,
P{|Xs − Xt| > x} ≤ 2 exp
(
−1
2
x2
d2(s, t)2 + d1(s, t)x
)
.
Then for all t ∈ T, ∥∥∥∥∥∥sups∈T |Xs − Xt|
∥∥∥∥∥∥
ψ1
≤ L (γ1(T, d1) + γ2(T, d2))
with L ≤ 384 log(2).
The proof of Theorem 35 uses the following lemma:
Lemma 36. ([64, lemma 2.2.10].) Let a, b > 0 and assume that the random variables
X1, . . . ,Xm satisfy, for all x > 0,
P{|Xi| > x} ≤ 2 exp
(
−1
2
x2
b + ax
)
.
Then ∥∥∥∥∥max1≤i≤m Xi
∥∥∥∥∥
ψ1
≤ 48
(
a log(1 + m) +
√
b
√
log(1 + m)
)
.
Proof of Theorem 35. Consider an admissible sequence (Bn)n≥0 such that for all t ∈ T,∑
n≥0
2n∆1(Bn(t)) ≤ 2γ1(T, d1)
and an admissible sequence (Cn)n≥0 such that for all t ∈ T,∑
n≥0
2n/2∆2(Cn(t)) ≤ 2γ2(T, d2) .
Now we may define an admissible sequence by intersection of the elements of (Bn−1)n≥1
and (Cn−1)n≥1: setA0 = {T} and let
An = {B ∩ C : B ∈ Bn−1 & C ∈ Cn−1} .
(An)n≥0 is an admissible sequence because eachAn is increasing and contains at most
(22
n−1
)2 = 22
n
sets. Define a sequence of finite sets T0 = {t} ⊂ T1 ⊂ · · · ⊂ T such that Tn
contains a single point in each set of An. For any s ∈ T, denote by pin(s) the unique
element of Tn in An(s). Now for any s ∈ Tk+1, we write
Xs − Xt =
∞∑
k=0
(
Xpik+1(s) − Xpik(s)
)
.
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Then, using the fact that ‖·‖ψ1 is a norm and Lemma 36,∥∥∥∥∥∥sups∈T |Xs − Xt|
∥∥∥∥∥∥
ψ1
≤
∞∑
k=0
∥∥∥∥∥maxs∈Tk+1 |Xpik+1(s) − Xpik(s)|
∥∥∥∥∥
ψ1
≤ 48
∞∑
k=0
(
d1(pik+1(s), pik(s)) log(1 + 22
k+1
) + d2(pik+1(s), pik(s))
√
log(1 + 22k+1)
)
.
Since (An)n≥0 is an increasing sequence, pik+1(s) and pik(s) are both in Ak(s). By con-
struction, Ak(s) ⊂ Bk(s), and therefore d1(pik+1(s), pik(s)) ≤ ∆1(Bk(s)). Similarly, we have
d2(pik+1(s), pik(s)) ≤ ∆2(Ck(s)). Using log(1 + 22k+1) ≤ 4 log(2)2k, we get∥∥∥∥∥maxs∈T |Xs − Xt|
∥∥∥∥∥
ψ1
≤ 192 log(2)
 ∞∑
k=0
2k∆1(Bk(s)) +
∞∑
k=0
2k/2∆2(Ck(s))

≤ 384 log(2) [γ1(T, d1) + γ2(T, d2)] .

Proposition 37. Assume that for any s, t ∈ T and for all x > 0,
P{|Xs − Xt| > x} ≤ 2 exp
(
− x
2
2d2(s, t)2
)
.
Then for all t ∈ T, ∥∥∥∥∥∥sups∈T |Xs − Xt|
∥∥∥∥∥∥
ψ2
≤ Lγ2(T, d2)
where L is a universal constant.
The proof of Proposition 37 is similar to the proof of Theorem 35. One merely needs
to replace Lemma 36 by Lemma 2.2.2 in [64] and proceed identically. The details are
omitted.
We may use Proposition 37 to bound the moment generating function of sups∈T |Xs−
Xt| as follows. Set S = sups∈T |Xs − Xt|. Then using ab ≤ (a2 + b2)/2, we have, for every
λ > 0,
exp(λS) ≤ exp
(
S2/ ‖S‖2ψ2 + λ2 ‖S‖2ψ2 /4
)
,
and therefore
E
[
exp(λ sup
s∈T
|Xs − Xt|)
]
≤ 2 exp(λ2L2γ2(T, d2)2/4) . (3.16)

Chapter 4
Robust estimation of U-statistics
In this chapter we discuss the estimation of the mean of multivariate functions in case
of possibly heavy-tailed distributions. In such situations, reliable estimates of the
mean cannot be obtained by usual U-statistics. We introduce a new estimator, based
on the so-called median-of-means technique. We develop performance bounds for
this new estimator that generalizes an estimate of [6], showing that the new estimator
performs, under minimal moment conditions, as well as classical U-statistics for
bounded random variables. We discuss an application of this estimator to clustering.
This chapter is a joint work with Ga´bor Lugosi. It is based on a paper [37] submitted
to Stochastic Processes and their Applications.
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4.1 Introduction
Motivated by numerous applications, the theory of U-statistics and U-processes has
received considerable attention in the past decades. U-statistics appear naturally in
ranking [22], clustering [21] and learning on graphs [11] or as components of higher-order
terms in expansions of smooth statistics, see, for example, [59]. The general setting may
be described as follows. Let X be a random variable taking values in some measurable
space X and let h : Xm → R be a measurable function of m ≥ 2 variables. Let P be
the probability measure of X. Suppose we have access to n ≥ m independent random
variables X1, . . . ,Xn, all distributed as X. We define the U-statistics of order m and
kernel h based on the sequence {Xi} as
Un(h) =
(n −m)!
n!
∑
(i1,...,im)∈Imn
h(Xi1 , . . . ,Xim) , (4.1)
where
Imn =
{
(i1, . . . , im) : 1 ≤ i j ≤ n, i j , ik if j , k
}
is the set of all m-tuples of different integers between 1 and n. U-statistics are unbiased
estimators of the mean mh = Eh(X1, . . . ,Xm) and have minimal variance among all
unbiased estimators [30]. Understanding the concentration of a U-statistics around its
expected value has been subject of extensive study. [23] provide an excellent summary
but see also [29] for a more recent development.
By a classical inequality of [31], for a bounded kernel h, for all δ > 0,
P
|Un(h) −mh| > ‖h‖∞
√
log( 2δ )
2bn/mc
 ≤ δ , (4.2)
and we also have the “Bernstein-type” inequality
P
|Un(h) −mh| >
√
4σ2 log( 2δ )
2bn/mc ∨
4 ‖h‖∞ log( 2δ )
6bn/mc
 ≤ δ ,
where σ2 = Var (h(X1, . . . ,Xm)).
However, under certain degeneracy assumptions on the kernel, significantly sharper
bounds have been proved. Following the exposition of [23], for convenience, we restrict
our attention to symmetric kernels. A kernel h is symmetric if for all x1, . . . , xm ∈ R and
all permutations s,
h(x1, . . . , xm) = h(xs1 , . . . , xsm) .
A symmetric kernel h is said to be P-degenerate of order q − 1, 1 < q ≤ m, if for all
x1, . . . , xq−1 ∈ X,∫
h(x1, . . . , xm)dPm−q+1(xq, . . . , xm) =
∫
h(x1, . . . , xm)dPm(x1, . . . , xm)
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and
(x1, . . . , xq) 7→
∫
f (x1, . . . , xm)dPm−q(xq+1, . . . , xm)
is not a constant function. In the special case of mh = 0 and q = m (i.e., when the kernel
is (m − 1)-degenerate, h is said to be P-canonical. P-canonical kernels appear naturally
in the Hoeffding decomposition of a U-statistic, see [23].
[6] proved the following important improvement of Hoeffing’s inequalities for
canonical kernels: If h−mh is a bounded, symmetric P-canonical kernel of m variables,
there exist finite positive constants c1 and c2 depending only on m such that for all
δ ∈ (0, 1),
P
|Un(h) −mh| ≥ c1 ‖h‖∞ ( log( c2δ )n
)m/2 ≤ δ , (4.3)
and also
P
|Un(h) −mh| >
σ2 log( c1δ )c2n
m/2 ∨ ‖h‖∞√n
(
log( c1δ )
c2
)(m+1)/2 ≤ δ . (4.4)
In the special case of P-canonical kernels of order m = 2, (4.3) implies that
|Un(h) −mh| ≤ c1 ‖h‖∞n log
(c2
δ
)
, (4.5)
with probability at least 1 − δ. Note that this rate of convergence is significantly faster
than the rate Op(n−1/2) implied by (4.2).
All the results cited above require boundedness of the kernel. If the kernel is un-
bounded but h(X1, . . . ,Xm) has sufficiently light (e.g., sub-Gaussian) tails, then some
of these results may be extended, see, for example, [29]. However, if h(X1, . . . ,Xm)
may have a heavy-tailed distribution, exponential inequalities do not hold anymore
(even in the univariate m = 1 case). However, even though U-statistics may have an
erratic behavior in the presence of heavy tails, in this paper we show that under min-
imal moment conditions, one may construct estimators of mh that satisfy exponential
inequalities analogous to (4.2) and (4.3). These are the main results of the paper. In
particular, in Section 4.2 we introduce a robust estimator of the mean mh. Theorems
38 and 40 establish exponential inequalities for the performance of the new estimator
under minimal moment assumptions. More precisely, Theorem 38 only requires that
h(X1, . . . ,Xm) has a finite variance and establishes inequalities analogous to (4.3) for P-
degenerate kernels. In Theorem 40 we further weaken the conditions and only assume
that there exists 1 < p ≤ 2 such that E|h|p < ∞.
The next example illustrates why classical U-statistics fail under heavy-tailed dis-
tributions.
Example. Consider the special case m = 2, EX1 = 0 and h(X1,X2) = X1X2.
Note that this kernel is P-canonical. We define Y1, . . . ,Yn as independent copies of
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X1, . . . ,Xn. By decoupling inequalities for the tail of U-statistics given in Theorem
3.4.1 in [23] (see also Theorem 45 in the Appendix), Un(h) has a similar tail behavior
to
(
1
n
∑n
i=1 Xi
) (
1
n−1
∑n−1
j=1 Y j
)
. Thus, Un(h) behaves like a product of two independent
empirical mean estimators of the same distribution. When the Xi are heavy tailed, the
empirical mean is known to be a poor estimator of the mean. As an example, assume
that X follows an α-stable law S(γ, α) for some α ∈ (1, 2) and γ > 0. Recall that a random
variable X has an α-stable law S(γ, α) if for all u ∈ R,
E exp(iuX) = exp(−γα|u|α)
(see [68], [54]). Then it follows from the properties of α-stable distributions (summa-
rized in Proposition 47 in the Appendix) that there exists a constant c > 0 depending
only on α and γ such that
P
(
Un(h) ≥ n2/α−2
)
≥ c ,
and therefore there is no hope to reproduce an upper bound like (4.5). Below we show
how this problem can be dealt with by replacing the U-statistics by a more robust
estimator.
Our approach is based on robust mean estimators in the univariate setting. Esti-
mation of the mean of a possibly heavy-tailed random variable X from i.i.d. sample
X1, . . . ,Xn has recently received increasing attention. Introduced by [53], the median-of-
means estimator takes a confidence level δ ∈ (0, 1) and divides the data into V ≈ log δ−1
blocks. For each block k = 1, . . . ,V, one may compute the empirical mean µ̂k on the vari-
ables in the block. The median µ of the µ̂k is the so-called median-of-means estimator.
A short analysis of the resulting estimator shows that
|µ −mh| ≤ c
√
Var (X)
√
log(1/δ)
n
with probability at least 1 − δ for a numerical constant c. For the details of the proof
see [42]. When the variance is infinite but a moment of order 1 < p ≤ 2 exists, the
median-of means estimator is still useful, see [16]. This estimator has recently been
studied in various contexts. M-estimation based on this technique has been developed
by [42] and generalizations in a multivariate context have been discussed by [32] and
[52]. A similar idea was used in [2]. An interesting alternative of the median-of-means
estimator has been proposed by [20].
The rest of the paper is organized as follows. In Section 4.2 we introduce a robust
estimator of the mean mh and present performance bounds. In particular, Section
4.2.1 deals with the finite variance case. Section 4.2.2 is dedicated to case when h has
a finite p-th moment for some 1 < p < 2 for P-degenerate kernels. Section 4.2.3 is
about a generalization of the robust estimator defined in Section 4.2 to functions taking
values in a Hilbert space. Finally, in Section 4.3, we present an application to clustering
problems.
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4.2 Robust U-estimation
In this section we introduce a “median-of-means”-style estimator of mh = Eh(X1, . . . ,Xm).
To define the estimator, one divides the data into V blocks. For any m-tuple of different
blocks, one may compute a (decoupled) U-statistics. Finally, one computes the median
of all the obtained values. The rigorous definition is as follows.
The estimator has a parameter V ≤ n, the number of blocks. A partition B =
(B1, . . . ,BV) of {1, . . . ,n} is called regular if for all K = 1, . . . ,V,∣∣∣∣|BK| − nV ∣∣∣∣ ≤ 1 .
For any Bi1 , . . . ,Bim in B, we set
IBi1 ,...,Bim =
{
(k1, . . . , km) : k j ∈ Bi j
}
and
UBi1 ,...,Bim (h) =
1
|Bi1 | · · · |Bim |
∑
(k1,...,km)∈IBi1 ,...,Bim
h(Xk1 , . . . ,Xkm) .
For any integer N and any vector (a1, . . . , aN) ∈ RN, we define the median Med(a1, . . . , aN)
as any number b such that
∣∣∣{i ≤ N : ai ≤ b}∣∣∣ ≥ N2 and ∣∣∣{i ≤ N : ai ≥ b}∣∣∣ ≥ N2 .
Finally, we define the robust estimator:
UB(h) = Med{UBi1 ,...,Bim (h) : i j ∈ {1, . . . ,V}, 1 ≤ i1 < . . . < im ≤ V} . (4.6)
Note that, mostly in order to simplify notation, we only take those values of
UBi1 ,...,Bim (h) into account that correspond to distinct indices i1 < · · · < im. Thus, each
UBi1 ,...,Bim (h) is a so-called decoupled U-statistics (see the Appendix for the definition).
One may incorporate all m-tuples (not necessarily with distinct indices) in the compu-
tation of the median. However, this has a minor effect on the performance. Similar
bounds may be proven though with a more complicated notation.
A simpler alternative is obtained by taking only “diagonal” blocks into account.
More precisely, let UBi(h) be the U-statistics calculated using the variables in block
Bi (as defined in (4.1)). One may simply calculate the median of the V different U-
statistics UBi(h). This version is easy to analyze because
∣∣∣{i ≤ V : UBi(h) ≥ b}∣∣∣ is a sum of
independent random variables. However, this simple version is wasteful in the sense
that only a small fraction of possible m-tuples are taken into account.
In the next two sections we analyze the performance of the estimator UB(h).
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4.2.1 Exponential inequalities for P-degenerate kernels with finite
variance.
Next we present a performance bound of the estimator UB(h) in the case when σ2 is
finite. The somewhat more complicated case of infinite second moment is treated in
Section 4.2.2.
Theorem 38. Let X1, . . . ,Xn be i.i.d. random variables taking values inX. Let h : Xm 7→ R be
a symmetric kernel that is P-degenerate of order q− 1. Assume Var (h(X1, . . . ,Xm)) = σ2 < ∞.
Let δ ∈ (0, 12 ) be such that
⌈
log(1/δ)
⌉ ≤ n64m . Let B be a regular partition of {1, . . . ,n} with|B| = 32m ⌈log(1/δ)⌉. Then, with probability at least 1 − 2δ, we have∣∣∣UB(h) −mh∣∣∣ ≤ Kmσ (⌈log(1/δ)⌉n
)q/2
, (4.7)
where Km = 2
7
2 m+1m
m
2 .
When q = m, the kernel h − mh is P-canonical and the rate of convergence is then
given by (log δ−1/n)m/2. Thus, the new estimator has a performance similar to standard
U-statistics as in (4.3) and (4.4) but without the boundedness assumption for the kernel.
It is important to note that a disadvantage of the estimator UB(h) is that it depends on
the confidence level δ (through the number of blocks). For different confidence levels,
different estimators are used.
Because of its importance in applications, we spell out the special case when m =
q = 2. In Section 4.3 we use this result in an example of cluster analysis.
Corollary 39. Let δ ∈ (0, 1/2). Let h : X2 7→ R be a P-canonical kernel with σ2 =
Var (h(X1,X2)) and let n ≥ 128(1 + log(1/δ)). Then, with probability at least 1 − 2δ,
|UB(h) −mh| ≤ 512σ1 + log(1/δ)n . (4.8)
In the proof of Theorem 38 we need the notion of Hoeffding decomposition [30] of U-
statistics. For probability measures P1, . . . ,Pm, define P1 × · · · × Pmh =
∫
h d(P1, . . . ,Pm).
For a symmetric kernel h : Xm 7→ R the Hoeffding projections are defined, for 0 ≤ k ≤ m
and x1, . . . , xk ∈ X, as
pikh(x1, . . . , xk) := (δx1 − P) × · · · × (δxk − P) × Pm−kh
where δx denotes the Dirac measure at the point x. Observe that pi0h = Pmh and for
k > 0, pikh is a P-canonical kernel. h can be decomposed as
h(x1, . . . , xm) =
m∑
k=0
∑
1≤i1<...<ik≤m
pikh(xi1 , . . . , xik) . (4.9)
If h is assumed to be square-integrable (i.e., Pmh2 < ∞), the terms in (4.9) are orthogonal.
If h is degenerate of order q − 1, then for any 1 ≤ k ≤ q − 1, pikh = 0.
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Proof of Theorem 38. We begin with a “weak” concentration result on each UBi1 ,...,Bim (h).
Let Bi1 , . . . ,Bim be elements of B. For any B ∈ B, we have n2|B| ≤ |B| ≤ 2n|B| . We denote by
k = (k1, . . . , km) an element of IBi1 ,...,Bim . We have, by the above-mentioned orthogonality
property,
Var
(
UBi1 ,...,Bim (h)
)
= E
[
(UBi1 ,...,Bim (h) − Pmh)2
]
=
1
|Bi1 |2 . . . |Bim |2
∑
k∈IBi1 ,...,Bim
l∈IBi1 ,...,Bim
E
[
(h(Xk1 , . . . ,Xkm) − Pmh)(h(Xl1 , . . . ,Xlm) − Pmh)
]
=
1
|Bi1 |2 . . . |Bim |2
∑
k∈IBi1 ,...,Bim
l∈IBi1 ,...,Bim
m∑
s=q
(|k ∩ l|
s
)
E
[
pish(X1, . . . ,Xs)2
]
(by orthogonality)
≤ 1|Bi1 |2 . . . |Bim |2
∑
k∈IBi1 ,...,Bim
m∑
s=q
m∑
t=0
(
t
s
)
E
[
pish(X1, . . . ,Xs)2
]
×
( 2n
|B|
)m−t
.
The last inequality is obtained by counting, for any fixed k and t, the number of elements
l such that |k ∩ l| = t. Thus,
Var
(
UBi1 ,...,Bim (h)
)
≤ 1|Bi1 | . . . |Bim |
m∑
s=q
m∑
t=q
(
t
s
)
E
[
pish(X1, . . . ,Xs)2
]
×
( 2n
|B|
)m−t
≤ 1|Bi1 | . . . |Bim |
m∑
s=q
(
m
s
)
E
[
pish(X1, . . . ,Xs)2
]
×
m∑
t=q
( 2n
|B|
)m−t
≤ 1(
n
2|B|
)m m∑
s=q
(
m
s
)
E
[
pish(X1, . . . ,Xs)2
]
× 2
( 2n
|B|
)m−q
≤ 2
2m−q+1|B|q
nq
m∑
s=q
(
m
s
)
E
[
pish(X1, . . . ,Xs)2
]
.
On the other hand, we have, by (4.9),
Var (h) = E

 m∑
s=q
∑
1≤i1<...<is≤m
pish(Xi1 , . . . ,Xis)

2
=
m∑
s=q
∑
1≤i1<...<is≤m
E
[(
pish(Xi1 , . . . ,Xis)
)2]
=
m∑
s=q
(
m
s
)
E
[
(pish(X1, . . . ,Xs))2
]
.
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Combining the two displayed equations above,
Var
(
UBi1 ,...,Bim (h)
)
≤ 2
2m−q+1|B|q
nq
σ2 ≤ 2
2m|B|q
nq
σ2 .
By Chebyshev’s inequality, for all r ∈ (0, 1),
P
(
UBi1 ,...,Bim (h) − Pmh > 2mσ
|B|q/2
nq/2r1/2
)
≤ r . (4.10)
We set x = 2mσ |B|
q/2
nq/2r1/2 , and
Nx =
∣∣∣∣{(i1, . . . , im) ∈ {1, . . . ,V}m : 1 ≤ i1 < . . . < im ≤ |B|, UBi1 ,...,Bim (h) − Pmh > x}∣∣∣∣ .
The random variable 1(|B|m )
Nx is a U-statistics of order m with the symmetric kernel
g : (i1, . . . , im) 7→ 1{UBi1 ,...,Bim (h)−Pmh>x}. Thus, Hoeffding’s inequality for centered U-
statistics (4.2) gives
P
(
Nx − ENx ≥ t
(|B|
m
))
≤ exp
(
−|B|t
2
2m
)
. (4.11)
By (4.10) we have ENx ≤ (|B|m )r. Taking t = r = 14 in (4.11), by the definition of the
median, we have
P
(
UB(h) − Pm(h) > x
)
≤ P
Nx ≥ (|B|m )2

≤ exp
(
− |B|
32m
)
.
Since |B| ≥ 32m log(δ−1), with probability at least 1 − δ, we have
UB(h) − Pmh ≤ Kmσ

⌈
log δ−1
⌉
n

q/2
with Km = 2
7
2 m+1m
m
2 . The upper bound for the lower tail holds by the same argument.

4.2.2 Bounded moment of order p with 1 < p ≤ 2
In this section, we weaken the assumption of finite variance and only assume the exis-
tence of a centered moment of order p for some 1 < p ≤ 2. The outline of the argument
is similar as in the case of finite variance. First we obtain a “weak” concentration
inequality for the U-statistics is each block and then use the property of the median
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to boost the weak inequality. While for the case of finite variance weak concentration
could be proved by a direct calculation of the variance, here we need the randomization
inequalities for convex functions of U-statistics established by [24] and [6]. Note that,
here, a P-canonical technical assumption is needed.
Theorem 40. Let h be a symmetric kernel of order m such that h−mh is P-canonical. Assume
that Mp := E
[∣∣∣h(X1, . . . ,Xm) −mh∣∣∣p]1/p < ∞ for some 1 < p ≤ 2. Let δ ∈ (0, 12 ) be such that⌈
log(δ−1)
⌉
≤ n64m . Let B be a regular partition of {1, . . . ,n} with |B| = 32m
⌈
log(δ−1)
⌉
. Then,
with probability at least 1 − 2δ, we have
∣∣∣UB(h) −mh∣∣∣ ≤ KmMp

⌈
log(δ−1)
⌉
n

m(p−1)/p
(4.12)
where Km = 24m+1m
m
2 .
Proof. Define the centered version of h by g(x1, . . . , xm) := h(x1, . . . , xm)−mh. Let ε1, . . . , εn
be i.i.d. Rademacher random variables (i.e., P (ε1 = −1) = P (ε1 = 1) = 1/2) indepen-
dent of X1, . . . ,Xn. By the randomization inequalities (see Theorem 3.5.3 in [23] and
also Theorem 46 in the Appendix), we have
E

∣∣∣∣∣∣∣∣∣
∑
(k1,...,km)∈IBi1 ,...,Bim
g(Xk1 , . . . ,Xkm)
∣∣∣∣∣∣∣∣∣
p
≤ 2mpEXEε

∣∣∣∣∣∣∣∣∣
∑
(k1,...,km)∈IBi1 ,...,Bim
εk1 . . . εkm g(Xk1 , . . . ,Xkm)
∣∣∣∣∣∣∣∣∣
p (4.13)
≤ 2mpEX

∣∣∣∣∣∣∣∣∣Eε

 ∑(k1,...,km)∈IBi1 ,...,Bim εk1 . . . εkm g(Xk1 , . . . ,Xkm)

2
∣∣∣∣∣∣∣∣∣
p/2
= 2mpEX

∣∣∣∣∣∣∣∣∣
∑
(k1,...,km)∈IBi1 ,...,Bim
g(Xk1 , . . . ,Xkm)
2
∣∣∣∣∣∣∣∣∣
p/2
≤ 2mp
∑
(k1,...,km)∈IBi1 ,...,Bim
E|g(Xk1 , . . . ,Xkm)|p
= 2mp|Bi1 | · · · |Bim |E|g|p . (4.14)
Thus, we have E
[
|UBi1 ,...,Bim (h) −mh|p
]
≤ 2mp(|Bi1 | . . . |Bim |)1−pE|g|p and by Markov’s in-
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equality,
P
UBi1 ,...,Bim (h) −mh > 2mMpr 1p
(
n
(2|B|)
)m 1−pp  ≤ r . (4.15)
Another use of (4.11) with t = r = 14 gives
UB(h) − Pmh ≤ 24m+1m m2 Mp

⌈
log δ−1
⌉
n

m p−1p
.

To see why the bound of Theorem 40 gives essentially the right order of magnitude,
consider again the example described in the introduction, when m = 2, h(X1,X2) =
X1X2, and the Xi have an α-stable law S(γ, α) for some γ > 0 and 1 < α ≤ 2. Note that an
α-stable random variable has finite moments up to (but not including) α and therefore
we may take any p = α −  for any  ∈ (0, 1 − α). As we noted it in the introduction,
there exists a constant c depending on α and γ only such that for all 1 ≤ i1 < i2 ≤ V,
P
(∣∣∣UBi1 ,Bi2 (h) −mh∣∣∣ ≥ c ( n|B|)2/α−2
)
≥ 2/3 ,
and therefore (4.15) is essentially the best rate one can hope for.
4.2.3 Generalization to Hilbert space valued kernels
This section is dedicated to the more general context of kernels taking values in a Hilbert
space (H , 〈·, ·〉). The notions of symmetric kernels, P-canonical kernels and Hoeffding
decomposition can be defined for a measurable function h : Xm 7→ H by the same
formulas than in Section 4.1. LetB be a regular partition of {1, . . . ,n}. For any Bi1 , . . . ,Bim
in B, we set
IBi1 ,...,Bim =
{
(k1, . . . , km) : k j ∈ Bi j
}
and
UBi1 ,...,Bim (h) =
1
|Bi1 | · · · |Bim |
∑
(k1,...,km)∈IBi1 ,...,Bim
h(Xk1 , . . . ,Xkm) .
We define an estimator of the mean mh inH by
UB(h) = GeoMed{UBi1 ,...,Bim (h) : i j ∈ {1, . . . , |B|}, 1 ≤ i1 < . . . < im ≤ |B|}
where GeoMed refers to the geometric median defined in Section 2.3.1. We now state
a generalization of Theorem 38.
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Theorem 41. Let X1, . . . ,Xn be i.i.d. random variables taking values in X. Let h : Xm 7→ H
be a symmetric kernel that is P-degenerate of order q−1. AssumeE
[
‖h(X1, . . . ,Xm) −mh‖2
]
=
σ2 < ∞. Let δ ∈ (0, 12 ) be such that
⌈
log(1/δ)
⌉ ≤ n64m . Let B be a regular partition of {1, . . . ,n}
with |B| = 32m ⌈log(1/δ)⌉. Then, with probability at least 1 − δ, we have
∥∥∥UB(h) −mh∥∥∥ ≤ Kmσ (⌈log(1/δ)⌉n
)q/2
, (4.16)
where Km = 2
7
2 m+2m
m
2 .
Proof. From the proof of Theorem 38, we obtain that
E
[∥∥∥UBi1 ,...,Bim (h) −mh∥∥∥2] ≤ 22m−q+1|B|qnq
m∑
s=q
(
m
s
)
E
[
‖pish(X1, . . . ,Xs)‖2
]
and
E
[
‖h(X1, . . . ,Xm) −mh‖2
]
=
m∑
s=q
(
m
s
)
E
[
‖pish(X1, . . . ,Xs)‖2
]
.
Then, by Markov’s inequality, for all r ∈ (0, 1),
P
(∥∥∥UBi1 ,...,Bim (h) −mh∥∥∥ > 2mσ |B|q/2nq/2r1/2
)
≤ r .
Let α ∈ (0, 1/2) and let
ε = 2mσ
|B|q/2
nq/2r1/2
.
Assume that event E :=
{∥∥∥UB(h) −mh∥∥∥ > Cαε} occurs where Cα is defined as in Lemma
23. By Lemma 23, there exists a subset J ⊆
{
(i j)1≤ j≤m ∈ {1, . . . , |B|} : 1 ≤ i1 < . . . < im ≤ |B|
}
of cardinality |J| ≥ α(|B|m ) such that ∥∥∥UBi1 ,...,Bim (h) −mh∥∥∥ > ε for all (i j)1≤ j≤m ∈ J. We set
Nε =
∣∣∣∣{(i1, . . . , im) ∈ {1, . . . ,V}m : 1 ≤ i1 < . . . < im ≤ |B|, ∥∥∥UBi1 ,...,Bim (h) − Pmh∥∥∥ > ε}∣∣∣∣ .
Hence,
P (E) ≤ P
(
Nε > α
(|B|
m
))
.
The random variable 1(|B|m )
Nε is a U-statistics and (4.2) implies that, for any t > 0,
P
(
Nε − ENε ≥ t
(|B|
m
))
≤ exp
(
−|B|t
2
2m
)
88 Chapter 4. Robust estimation of U-statistics
with ENε ≤ r(|B|m ). We set α = 5/12, r = 1/6 and t = 1/4 then
P
(
Nε > α
(|B|
m
))
≤ exp
(
− |B|
32m
)
≤ δ .
In that case, Cαr1/2 =
42
12 ≤ 4 and the constant Km = 2
7
2 m+2m
m
2 is justified. 
4.3 Cluster analysis with U-statistics
In this section we illustrate the use of the proposed mean estimator in a clustering
problem when the presence of possibly heavy-tailed data requires robust techniques.
We consider the general statistical framework defined by [21], described as follows:
Let X,X′ be i.i.d. random variables taking values inXwhere typically but not necessar-
ily,X is a subset ofRd). For a partitionP ofX into K disjoint sets–the so-called “cells”–,
define ΦP(x, x′) =
∑
C∈P 1{(x,x′)∈C2} the {0, 1}-valued function that indicates whether two
elements x and x′ belong to the same cell C. Given a dissimilarity measure D : X2 → R∗+,
the clustering task consists in finding a partition of Xminimizing the clustering risk
W(P) = E [D(X,X′)ΦP(X,X′)] .
Let ΠK be a finite class of partitions P of X into K cells and define W∗ = minP∈ΠK W(P).
Given X1, . . . ,Xn be i.i.d. random variables distributed as X, the goal is to find a
partition P ∈ ΠK with risk as close to W∗ as possible. A natural idea–and this is the
approach of [21]–is to estimate W(P) by the U-statistics
Ŵn(P) = 2n(n − 1)
∑
1≤i< j≤n
D(Xi,X j)ΦP(Xi,X j)
and choose a partition minimizing the empirical clustering risk Ŵn(P). [21] uses the
theory of U-processes to analyze the performance of such minimizers of U-statistics.
However, in order to control uniform deviations of the form supP∈ΠK |Ŵn(P) −W(P)|,
exponential concentration inequalities are needed for U-statistics. This restricts one to
consider bounded dissimilarity measures D(X,X′). When D(X,X′) may have a heavy
tail, we propose to replace U-statistics by the median-of-means estimators of W(P)
introduced in this paper.
Let B be a regular partition of {1, . . . ,n} and define the median-of-means estimator
WB(P) of W(P) as in (4.6). Then Theorem 38 applies and we have the following simple
corollary.
Corollary 42. Let ΠK be a class of partitions of cardinality |ΠK| = N. Assume that σ2 :=
E
[
D(X1,X2)2
]
< ∞. Let δ ∈ (0, 1/2) such that n ≥ 128 ⌈log(N/δ)⌉. Let B be a regular
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partition of {1, . . . ,n} with |B| = 64 ⌈log(N/δ)⌉. Then there exists a constant C such that, with
probability at least 1 − 2δ,
sup
P∈ΠK
|WB(P) −W(P)| ≤ Cσ
(⌈
log(N/δ)
⌉
n
)1/2
. (4.17)
Proof. Since ΦP(x, x′) is bounded by 1, Var (D(X1,X2)ΦP(X1,X2)) ≤ E
[
D(X1,X2)2
]
. For
a fixed P ∈ ΠK, Theorem 38 applies with m = 2 and q = 1. The inequality follows from
the union bound. 
Once uniform deviations of WB(P) from its expected value are controlled, it is a
routine exercise to derive performance bounds for clustering based on minimizing
WB(P) over P ∈ ΠK.
Let P̂ = argminP∈ΠK WB(P) denote the empirical minimizer. (In case of multiple
minimizers, one may select one arbitrarily.) Now for any P0 ∈ ΠK,
W(P̂) −W∗ = W(P̂) −WB(P̂) + WB(P̂) −W∗
≤ W(P̂) −WB(P̂) + WB(P0) −W(P0) + W(P0) −W∗
≤ 2 sup
P∈ΠK
|WB(P) −W(P)| + W(P0) −W∗ .
Taking the infimum over ΠK,
W(P̂) −W∗ ≤ 2 sup
P∈ΠK
|WB(P) −W(P)| . (4.18)
Finally, (4.17) implies that
W(P̂) −W∗ ≤ 2Cσ
(
1 + log(N/δ)
n
)1/2
.
This result is to be compared with Theorem 2 of [21]. Our result holds under the
only assumption that D(X,X′) has a finite second moment. (This may be weakened to
assuming the existence of a finite p-th moment for some 1 < p ≤ 2 by using Theorem 40).
On the other hand, our result holds only for a finite class of partitions while [21] uses
the theory of U-processes to obtain more sophisticated bounds for uniform deviations
over possibly infinite classes of partitions. It remains a challenge to develop a theory
to control processes of median-of-means estimators–in the style of [6]–and not having
to resort to the use of simple union bounds.
In the rest of this section we show that, under certain “low-noise” assumptions,
analogous to the ones introduced by [46] in the context of classification, to obtain faster
rates of convergence. In this part we need bounds for P-canonical kernels and use the
full power of Corollary 39. Similar arguments for the study of minimizing U-statistics
appear in [22], [21].
We assume the following conditions, also considered by [21]:
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1. There exists P∗ such that W(P∗) = W∗
2. There exist α ∈ [0, 1] and κ < ∞ such that for all P ∈ ΠK and for all x ∈ X,
P (ΦP(x,X) , ΦP∗(x,X)) ≤ κ(W(P) −W∗)α .
Note that α ≤ 2 since by the Cauchy-Schwarz inequality,
W(P) −W∗ ≤ E
[
D(X1,X2)2
]1/2
P (ΦP(X1,X2) , ΦP∗(X1,X2))1/2 .
Corollary 43. Assume the conditions above and that σ2 := E
[
D(X1,X2)2
]
< ∞. Let δ ∈
(0, 1/2) such that n ≥ 128 ⌈log(N/δ)⌉. Let B be a regular partition of {1, . . . ,n} with |B| =
64
⌈
log(N/δ)
⌉
. Then there exists a constant C such that, with probability at least 1 − 2δ,
W(P̂) −W∗ ≤ Cσ2/(2−α)
(⌈
log(N/δ)
⌉
n
)1/(2−α)
. (4.19)
The proof Corollary 43 is postponed to the Appendix.
4.4 Appendix
4.4.1 Decoupling and randomization
Here we summarize some of the key tools for analyzing U-statistics that we use in the
paper. For an excellent exposition we refer to [23].
Let {Xi} be i.i.d. random variables taking values in X and let {Xki }, k = 1, . . . ,m, be
sequences of independent copies. Let Φ be a non-negative function. As a corollary of
Theorem 3.1.1 in [23] we have the following:
Theorem 44. Let h : Xm → R be a measurable function with E|h(X1, . . . ,Xm)| < ∞. Let
Φ : [0,∞)→ [0,∞) be a convex nondecreasing function such that EΦ (|h(X1, . . . ,Xm)|) < ∞.
Then
EΦ

∣∣∣∣∣∣∣∣
∑
Imn
h(Xi1 , . . . ,Xim)
∣∣∣∣∣∣∣∣
 ≤ EΦ
Cm
∣∣∣∣∣∣∣∣
∑
Imn
h(X1i1 , . . . ,X
m
im)
∣∣∣∣∣∣∣∣

where Cm = 2m(mm− 1)((m− 1)m−1− 1)× · · · × 3. Moreover, if the kernel h is symmetric, then,
EΦ
cm
∣∣∣∣∣∣∣∣
∑
Imn
h(X1i1 , . . . ,X
m
im)
∣∣∣∣∣∣∣∣
 ≤ EΦ

∣∣∣∣∣∣∣∣
∑
Imn
h(Xi1 , . . . ,Xim)
∣∣∣∣∣∣∣∣

where cm = 1/(22m−2(m − 1)!).
An equivalent result for tail probabilities of U-statistics is the following (see Theo-
rem 3.4.1 in [23]):
4.4. Appendix 91
Theorem 45. Under the same hypotheses as Theorem 44, there exists a constant Cm depending
on m only such that, for all t > 0,
P

∣∣∣∣∣∣∣∣
∑
Imn
h(Xi1 , . . . ,Xim)
∣∣∣∣∣∣∣∣ > t
 ≤ CmP
Cm
∣∣∣∣∣∣∣∣
∑
Imn
h(X1i1 , . . . ,X
m
im)
∣∣∣∣∣∣∣∣ > t
 .
If moreover, the kernel h is symmetric then there exists a constant cm depending on m only such
that, for all t > 0,
cmP
cm
∣∣∣∣∣∣∣∣
∑
Imn
h(X1i1 , . . . ,X
m
im)
∣∣∣∣∣∣∣∣ > t
 ≤ P

∣∣∣∣∣∣∣∣
∑
Imn
h(Xi1 , . . . ,Xim)
∣∣∣∣∣∣∣∣ > t
 .
The next Theorem is a direct corollary of Theorem 3.5.3 in [23].
Theorem 46. Let 1 < p ≤ 2. Let (εi)i≤n be i.i.d Rademacher random variables independent of the
(Xi)i≤n. Let h : X → R be a P-degenerate measurable function such thatE (|h(X1, . . . ,Xm)|p) <
∞. Then
cmE
∣∣∣∣∑
Imn
εi1 . . . εimh(Xi1 , . . . ,Xim)
∣∣∣∣p ≤ E ∣∣∣∣∑
Imn
h(Xi1 , . . . ,Xim)
∣∣∣∣p
≤ CmE
∣∣∣∣∑
Imn
εi1 . . . εimh(Xi1 , . . . ,Xim)
∣∣∣∣p ,
where Cm = 2mp and cm = 2−mp.
The same conclusion holds for decoupled U-statistics.
4.4.2 α-stable distributions
Proposition 47. Let α ∈ (0, 2). Let X1, . . . ,Xn be i.i.d. random variables of law S(γ, α). Let
fγ,α : x 7→ R be the density function of X1. Let Sn = ∑1≤i≤n Xi. Then
(i) fγ,α(x) is an even function.
(ii) fγ,α(x) ∼x→+∞ αγ
αcαx−α−1 with cα = sin
(
piα
2
)
Γ(α)/pi.
(iii) E
[
Xp1
]
is finite for any p < α and is infinite whenever p ≥ α.
(iv) Sn has a α-stable law S(γn1/α, α).
Proof. (i) and (iv) follow directly from the definition. (ii) is proved in the introduction
of [68]. (iii) is a consequence of (ii). 
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4.4.3 Proof of Corollary 43
Define Λn(P) = Ŵn(P) − W∗, the U-statistics based on the sample X1, . . . ,Xn, with
symmetric kernel
hP(x, x′) = D(x, x′) (ΦP(x, x′) −ΦP∗(x, x′)) .
We denote by Λ(P) = W(P) −W∗ the expected value of Λn(P). The main argument in
the following analysis is based on the Hoeffding decomposition. For all partitions P,
Λn(P) −Λ(P) = 2Ln(P) + Mn(P)
for Ln(P) = 1n
∑
i≤n h(1)(Xi) with h(1)(x) = E [hP(X, x)] − Λ(P) and Mn(P) the U-statistics
based on the canonical kernel given by h(2)(x, x′) = hP(x, x′) − h(1)(x) − h(1)(x′) − Λ(P).
Let B be a regular partition of {1, . . . ,n}. For any B ∈ B, ΛB(P) is the U-statistics on the
kernel hP restricted to the set B and ΛB(P) is the median of the sequence (ΛB(P))B∈B.
We define similarly LB(P) and MB(P) on the variables (Xi)i∈B. For any B ∈ B,
Var (ΛB(P)) = 4Var (LB(P)) + Var (MB(P))
=
4
|B|Var
(
h(1)(X)
)
+
2
|B|(|B| − 1)Var
(
h(2)(X1,X2)
)
.
Simple computations show that Var
(
h(2)(X1,X2)
)
= 2Var
(
h(1)(X)
)
and therefore,
Var (ΛB(P)) ≤ 8|B|Var
(
h(1)(X)
)
.
Moreover,
Var
(
h(1)(X)
)
≤ EX′
[
EX [hP(X,X′)]2
]
≤ EX′
[
EX
[
D(X,X′)2
]
EX
[
(ΦP(X,X′) −ΦP∗(X,X′))2
]]
= EX′
[
EX
[
D(X,X′)2
]
PX (ΦP(X,X′) , ΦP∗(X,X′))
]
≤ σ2κ(W(P) −W∗)α
where EX (resp. EX′) refers to the expectation taken with respect to X (resp. X′).
Chebyshev’s inequality gives, for r ∈ (0, 1),
P
ΛB(P) −Λ(P) > σ(W(P) −W∗)α/2 √ 8κr|B|
 ≤ r .
Using again (4.11) with r = 14 , by |B| ≥ n128dlog(N/δ)e , there exists a constant C such that
for any P ∈ ΠK, with probability at least 1 − 2δ/N,
|ΛB(P) −Λ(P)| ≤ Cσ(W(P) −W∗)α/2
√⌈
log(N/δ)
⌉
n
.
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This implies by the union bound, that
|WB(P̂) −W(P̂)| ≤ Kσ(W(P̂) −W∗)α/2
√⌈
log(N/δ)
⌉
n
with probability at least 1 − 2δ. Using (4.18), we obtain
(W(P̂) −W∗)1−α/2 ≤ 2Kσ
√⌈
log(N/δ)
⌉
n
,
concluding the proof.
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Estimation de distributions a` queue lourde
Nous nous inte´ressons a` estimer la moyenne d’une variable ale´atoire de loi a` queue
lourde. Nous adoptons une approche plus robuste que la moyenne empirique classique
commune´ment utilise´e. L’objectif est de de´velopper des ine´galite´s de concentration de
type sous-gaussien sur l’erreur d’estimation. En d’autres termes, nous cherchons a`
garantir une forte concentration sous une hypothe`se plus faible que la bornitude :
une variance finie. Deux estimateurs de la moyenne pour une loi a` support re´el
sont invoque´s et leurs re´sultats de concentration sont rappele´s. Plusieurs adaptations
en dimension supe´rieure sont envisage´es. L’utilisation approprie´e de ces estimateurs
nous permet d’introduire une nouvelle technique de minimisation du risque empirique
pour des variables ale´atoires a` queue lourde. Quelques applications de cette technique
sont de´veloppe´es. Nous appuyons ces re´sultats sur des simulations sur des jeux de
donne´es simule´es. Dans un troisie`me temps, nous e´tudions un proble`me d’estimation
multivarie´ dans le cadre des U-statistiques ou` les estimateurs pre´ce´dents offrent, la`
aussi, une ge´ne´ralisation naturelle d’estimateurs pre´sents dans la litte´rature.
Robust estimation of heavy-tailed distributions
In this thesis, we are interested in estimating the mean of heavy-tailed random
variables. We focus on a robust estimation of the mean approach as an alternative to
the classical empirical mean estimation. The goal is to develop sub-Gaussian concen-
tration inequalities for the estimating error. In other words, we seek strong concentra-
tion results usually obtained for bounded random variables, in the context where the
bounded condition is replaced by a finite variance condition. Two existing estimators of
the mean of a real-valued random variable are invoked and their concentration results
are recalled. Several new higher dimension adaptations are discussed. Using those
estimators, we introduce a new version of empirical risk minimization for heavy-tailed
random variables. Some applications are developed. These results are illustrated by
simulations on artificial data samples. Lastly, we study the multivariate case in the
U-statistics context. A natural generalization of existing estimators is offered, once
again, by previous estimators.
