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Local-global principles for torsors over arithmetic curves
David Harbater, Julia Hartmann, and Daniel Krashen
Abstract
We consider local-global principles for torsors under linear algebraic groups, over
function fields of curves over complete discretely valued fields. The obstruction to such
a principle is a version of the Tate-Shafarevich group; and for groups with rational
components, we compute it explicitly and show that it is finite. This yields necessary
and sufficient conditions for local-global principles to hold. Our results rely on first
obtaining a Mayer-Vietoris sequence for Galois cohomology and then showing that
torsors can be patched. We also give new applications to quadratic forms and central
simple algebras.
1 Introduction
Classical local-global principles study objects defined over a global field F by relating them
to objects defined over the completions Fv of the field. For example, the Hasse-Minkowski
theorem states that a quadratic form over F is isotropic if and only if it is isotropic over
each completion. Similarly, the Albert-Brauer-Hasse-Noether theorem asserts that a central
simple algebra over F is split if and only if it is split over each completion.
Local-global principles can often be phrased in terms of torsors (principal homogeneous
spaces) under group schemes G over F , which are classified by H1(F,G) in Galois coho-
mology. An advantage of this point of view is that one can then additionally consider the
obstruction to the local-global principle, viz. the kernel X(F,G) of the local-global map
H1(F,G)→
∏
H1(Fv, G). According to the conjecture of Birch and Swinnerton-Dyer, if E
is an elliptic curve over a global field F , the Tate-Shafarevich group X(F,E) has a specified
finite order, which can be greater than one. In the case of torsors under a linear algebraic
group G, the local-global obstruction X(F,G) again need not vanish, but it is known to be
finite. For number fields this is due to Borel-Serre ([BS64]), and for function fields it was
shown by Conrad ([Con12]) following earlier work in [Oes84] and [BP90].
In recent years, local-global principles have also been studied for objects defined over
“higher dimensional” fields, such as one-variable function fields over local or global fields,
or completions of such fields. This work has been carried out by Kato, Colliot-Thélène,
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Parimala, and others; e.g. see [COP02], [CGP04], [BKG04], and [Kat86]. In [HHK09], the
present authors obtained local-global principles for one-variable function fields F over arbi-
trary complete discretely valued fields K, and used them to obtain applications to quadratic
forms and central simple algebras. Those principles, which concerned rational connected
linear algebraic groups over F , were stated with respect to a finite set of overfields of F
arising from the patching framework of [HH10], rather than an infinite set arising from com-
pletions at discrete valuations. Afterwards, in [CPS12], it was shown that in the specific
cases of quadratic forms and central simple algebras, such local-global principles also hold
with respect to the set of discrete valuations.
These last two papers, however, had limitations that provided motivation for the present
manuscript. In [HHK09], the group was required to be connected. Although this condition
was not essential in the case F = K(x) (or any function field of good reduction), in the general
case connectivity is needed in order to obtain local-global principles, even under a rationality
assumption, as Colliot-Thélène observed (see [CPS12, Remark 4.4], [HHK09, Example 4.4]).
As a consequence, there are counterexamples to the local-global principle for binary quadratic
forms over such function fields, since the orthogonal group has two components (both of
which are rational). Also, while [CPS12] obtains local-global principles with respect to
discrete valuations in the case of quadratic forms and central simple algebras, the analogous
assertion for more general linear algebraic groups (even in the rational connected case) was
left open. We are therefore led to the following
Guiding Question. For a one-variable function field F over a complete discretely valued
field K, do local-global principles hold for torsors under linear algebraic groups that are not
necessarily rational and connected? If not, what is the obstruction and is it finite?
In the present manuscript, we consider obstructions to local-global principles for linear
algebraic F -groups G that need not be connected, but which are rational in the sense that
every connected component is a rational F -variety. (This includes the important case of
orthogonal groups.) We give a necessary and sufficient condition for such groups to satisfy
these local-global principles with respect to a finite set of overfields; and we compute the
precise obstruction, which turns out to be finite but not necessarily trivial. The obstruction,
which is given in terms of the reduction graph Γ of a normal projective model X̂ of F over
the valuation ring T of K, explains the results in [HHK09] as well as the counterexample
of Colliot-Thélène. Moreover this obstruction agrees with the obstruction XX(F,G) =
ker
(
H1(F,G) →
∏
H1(FP , G)
)
to the local-global principle with respect to the infinite set
of overfields FP that arise from completions at the points P of the closed fiber X of X̂. We
show:
Theorem (Corollary 6.5). For G rational, the set XX(F,G) is finite, and it is in natural
bijection with the set Hom(π1(Γ), G/G
0). Thus the corresponding local-global principle holds
(i.e. XX(F,G) is trivial) if and only if G is connected or Γ is a tree.
Other characterizations are given in terms of split covers and split extensions (Theorems 5.10
and 7.10), implying that the obstruction is independent of the choice of a regular model.
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We also address the question of whether local-global principles hold with respect to
discrete valuations for fields F as above. This question has been a focus of recent interest
(by Parimala and others) especially in the connected case, and it remains open in general.
We show here that for any linear algebraic group G (even if disconnected), the obstruction
X(F,G) to a local-global principle with respect to discrete valuations contains the above
obstruction XX(F,G) (Proposition 8.4), thereby providing a necessary condition for a local-
global principle in terms of discrete valuations if G is rational. Moreover, under certain
extra hypotheses we are able to show that the inclusion XX(F,G) ⊆ X(F,G) is actually
an equality. For example, we have:
Theorem (Theorem 8.10, Corollary 8.11). Suppose that the residue field of T is algebraically
closed of characteristic zero and that G is rational. Then X(F,G) = XX(F,G). Hence the
local-global principle with respect to discrete valuations then holds if and only if G is connected
or Γ is a tree.
Using the above results, we obtain applications to quadratic forms and central simple
algebras over F . These include local-global principles for the Witt index of a quadratic form
and for the Witt group of quadratic form classes (Section 9.2); and for the index of a central
simple algebra and for whether such an algebra is split (Section 9.3). Using the framework
developed here, further applications are obtained in two sequels to this paper. These include
values of u-invariants and period-index bounds, in [HHK13]; and local-global principles for
higher Galois cohomology, in [HHK14].
As for local-global principles holding for groups that are not known to be rational, results
of this sort are obtained in Section 4.3 of [HHK14] by applying cohomological invariants to
the higher cohomology results there. Also, connected linear algebraic groups that are merely
retract rational satisfy such local-global principles (see [Kra10]). But recently, in [CPS13],
an example was given of a non-rational connected linear algebraic group over F for which
local-global principles do not hold. For now the precise obstruction in the non-rational case,
as well as its finiteness, remains open.
Methods and structure of the manuscript. Our approach relies heavily on the patching
framework begun in [HH10] and expanded on in [HHK09]. Here we develop this further, in
order to patch torsors and to obtain a “Mayer-Vietoris” exact sequence that in particular
relates local-global principles to matrix factorization.
Given a normal projective model X̂ of F and a sufficiently large finite set of points P
on the closed fiber X, we consider the set U of connected components U of X r P, and
the set B of branches ℘ of X at the points P ∈ P. We then obtain associated fields FU
and FP and overfields F℘, which together form a connected simplicial set. This is unlike the
situation for completions with respect to discrete valuations, or with respect to the points
on the closed fiber, where distinct completions do not have natural common overfields. In
fact, the presence of the common overfields F℘ is what enables us to obtain our results.
As shown in [HH10, Theorem 6.4], finite dimensional vector spaces (possibly with addi-
tional structure) may be patched in this setup, in the sense that if objects are given over
all the fields FU and FP , together with isomorphisms over the fields F℘, then there is a
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unique object over F that induces all of them compatibly. This assertion can be viewed as
a birational analog of Grothendieck’s Existence Theorem ([Gro61b, Corollary 5.1.6]), but it
is better adapted to our situation here, where we work with structures over function fields,
rather than over the underlying schemes. Note that both [HH10, Theorem 6.4] and [Gro61b,
Corollary 5.1.6] require that the objects under consideration are finite over the base. Nev-
ertheless, we show in Theorem 2.3 that patching holds for G-torsors over F , even if the
group G is infinite (in which case the coordinate ring of the torsor is an infinite dimensional
F -vector space). Building on this, we obtain our six-term Mayer-Vietoris sequence in Galois
cohomology, which allows us to treat patches as though they corresponded to classical open
sets. (In the sequel [HHK14], we show for certain types of commutative groups G that this
sequence can be continued into higher Galois cohomology.)
These results are shown in an abstract context in Section 2, and then for our function
fields F in Section 3. The main technical part of the paper appears in Section 4, where for
G rational the study of the kernel XP(F,G) of H
1(F,G) →
∏
ξ∈P∪U H
1(Fξ, G) is reduced
to the case of finite groups via an analytic argument that draws on [HHK09, Section 2].
Section 5 introduces XX(F,G) and shows that it agrees with XP(F,G) for rational groups,
using the Artin Approximation Theorem. It then gives a description of XX(F,G) in terms
of πsplit1 (X̂), the quotient of the étale fundamental group π1(X̂) that classifies split covers of
X̂ (i.e. covers that are split over every point other than the generic point). In Section 6, the
reduction graph Γ of a model X̂ is used to show thatXX(F,G) is finite and can be described
explicitly for rational groups; this description shows that XX(F,G) is trivial if and only if
G is connected or Γ is a tree. Then in Section 7, it is shown for G rational that XX(F,G)
is independent of the choice of a regular model X̂ of F , as a consequence of proving that
XX(F,G) = H
1(F split/F,G), where F split is the maximal algebraic extension of F that
splits over every discrete valuation. (Note that F split does not have a non-trivial analog
in the case of global fields, because of the Chebotarev Density Theorem.) These results
make it possible in Section 8 to analyze the relationship between X(F,G) and XX(F,G),
showing in several situations that they are equal. As a consequence, we can then obtain
results in Section 9 that are analogous to classical local-global results over global fields
with respect to discrete valuations. In the case of quadratic forms, where Colliot-Thélène’s
original example occurred, we prove local-global results concerning the Witt index and the
Witt group, describing the obstruction explicitly. We also prove local-global principles for
central simple algebras concerning the index and splitting. In that last section we also
consider homogeneous spaces that are not necessarily torsors.
Terminology and notions.
In this manuscript, discrete valuations are assumed to have value group isomorphic to Z.
In particular, they cannot be trivial. Each codimension one point on a connected Noetherian
normal scheme defines a discrete valuation on the function field, although not every discrete
valuation on the function field need arise in this way.
Given a discrete valuation ring T with fraction field K, and a field F of finite type and
transcendence degree one over K, a normal (resp. regular) model of F over T is a normal
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(resp. regular) connected projective T -curve X̂ with function field F . The closed fiber
X ⊂ X̂ contains all the closed points of X̂, along with the generic points of the irreducible
components of X, which are of codimension one in X̂. The other codimension one points of
X̂ are the closed points of the generic fiber X̂K .
For any field K, we write Gal(K) for the absolute Galois group Gal(Ksep/K). For any
K-scheme V and any field extension L/K, we write VL for the base change V ×K L.
All group schemes are assumed to be of finite type over the base. By a linear algebraic
group over a field E we mean a smooth affine group scheme of finite type (cf. [Bor91]); or
equivalently, a geometrically reduced Zariski closed subgroup of some general linear group
GLn,E . We will consider (right) torsors over E, under linear algebraic groups G; i.e. E-
schemes H together with a right G-action such that (h, g) 7→ (h, h · g) gives an isomorphism
H × G → H × H . By the smoothness condition on G, this is equivalent to considering
G-torsors H for the étale topology, or alternatively G-torsors H for the flat topology.
We will consider Galois cohomology with respect to a linear algebraic group G that need
not be commutative, as in [Ser00], Chapter III. Here H1(F,G) is just a pointed set, not a
group. The kernel of a map of pointed sets consists of the elements that map to the identity;
and having trivial kernel is in general weaker than being injective. Exactness is defined as
usual in terms of kernel and image, with respect to this notion.
Acknowledgments. The authors thank Jean-Louis Colliot-Thélène for a number of very
helpful conversations concerning material in this manuscript and related ideas. We also
thank Brian Conrad, Ofer Gabber, Philippe Gille, Qing Liu, George McNinch, R. Parimala,
Florian Pop, and Steve Shatz for helpful comments and discussions. We are indebted to
Annette Maier for her careful reading of the manuscript.
2 Patching Problems and Torsors
In this section we consider patching problems for torsors under linear algebraic groups. We
show that these patching problems can be solved and that there is an equivalence of categories
(Theorem 2.3). Since the coordinate ring of a torsor is in general infinite dimensional as
a vector space, this result goes beyond the type of patching theorem obtained in [HH10,
Section 7]. Using these results, we obtain a six term exact sequence at the level of H0 and
H1 (Theorem 2.4).
Patching considers a field F and a collection of overfields. It asserts that if compatible
structures are given over these overfields, then there is a structure over F inducing all of
them compatibly. We first recall how it can be described in the situation in which vector
spaces are the structure under consideration. Let F := {Fi}i∈I be a finite inverse system of
fields and inclusions, whose inverse limit (in the category of rings) is a field F .
For i, j ∈ I, write i ≻ j if we are given a proper inclusion Fi →֒ Fj . A (vector space)
patching problem for F is a system V := {Vi}i∈I of finite dimensional Fi-vector spaces for
i ∈ I, together with Fj-isomorphisms νi,j : Vi⊗FiFj → Vj for all i ≻ j in I. (This is equivalent
to the definition in [HH10, Section 2].) A morphism of patching problems is defined in the
obvious way. We write PP(F) for the category of vector space patching problems for F .
5
In the above setup, there is a functor
β : Vect(F )→ PP(F)
from the category of finite dimensional F -vector spaces to the category of vector space
patching problems for F defined by base change. A solution to a patching problem V for
F is an F -vector space V such that β(V ) is isomorphic to V in the category of patching
problems. (See [HH10, Section 2] for more details.) If β is an equivalence of categories, then
every patching problem has a unique solution up to (a unique) isomorphism.
The simplest type of patching problem consists of two fields F1, F2 with a common over-
field F0 and intersection F . In this situation, β is an equivalence of categories if and only
if every matrix A0 ∈ GLn(F0) can be factored as A
−1
1 A2 with Ai ∈ GLn(Fi). (See [HH10],
Section 2.)
In this paper, we are concerned with a special type of inverse system.
Definition 2.1. A factorization inverse system over a field F is a finite inverse system of
fields whose inverse limit (in the category of rings) is F , and whose index set I has the
following property: There is a partition I = Iv ∪ Ie into a disjoint union such that for each
index k ∈ Ie, there are exactly two elements i, j ∈ Iv for which i, j ≻ k, and there are no
other relations in I.
A factorization inverse system determines a (multi-)graph Γ whose vertices are the ele-
ments of Iv and whose edges are the elements of Ie. The vertices of an edge k ∈ Ie correspond
to the elements i, j ∈ Iv such that i, j ≻ k. There are also associated fields Fi, Fk (i ∈ Iv,
k ∈ Ie) and inclusions Fi →֒ Fk for i a vertex of an edge k. Here Γ is connected because the
inverse limit F has no zero divisors. Conversely, a connected graph Γ together with fields
and inclusions (called a Γ-field in [HHK14, Section 2.1]) determines a factorization inverse
system.
Notice that the simple inverse system consisting of two fields F1, F2 with a common
overfield F0 is a factorization inverse system. In fact, our interest in factorization inverse
systems is based on a generalization of the factorization property for GLn(F0) mentioned
above. Namely, if {Fi}i∈I is a factorization inverse system whose inverse limit is a field F ,
then the base change functor β is an equivalence of categories if and only if the simultaneous
factorization property holds, as we explain next.
Fix once and for all for each index k ∈ Ie a labeling l = lk, r = rk of the two elements
of Iv that dominate k in the inverse system (this corresponds to orienting the edges of the
graph, i.e., assigning to each edge a left and right vertex), thereby associating to each k ∈ Ie
an ordered triple (l, r, k). The oriented system is then determined by the set SI of such
triples.
Note that giving a patching problem for F is then equivalent to giving a collection of
Fi-vector spaces Vi for i ∈ Iv together with isomorphisms µk : Vl ⊗Fl Fk → Vr ⊗Fr Fk, where
(l, r, k) ranges over the set SI . In the notation above, µk = ν
−1
r,kνl,k. (Compare the discussion
at the end of Section 2 of [HH10].)
In the above situation, if G is a linear algebraic group over F , then we say that simul-
taneous factorization holds for G over F if for any collection of elements Ak ∈ G(Fk), for
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k ∈ Ie, there exist elements Ai ∈ G(Fi) for all i ∈ Iv such that Ak = A
−1
r Al ∈ G(Fk) for all
(l, r, k) ∈ SI , with respect to the inclusions Fl, Fr →֒ Fk. Notice that an index i ∈ Iv may
dominate several indices k ∈ Ie, but the matrix Ai is the same for all corresponding inclu-
sions (hence the use of the term simultaneous). If simultaneous factorization holds for GLn
over F for every n ≥ 1, then we simply say that simultaneous factorization holds over F .
Also note that whether simultaneous factorization holds over F is independent of the chosen
left-right labels (since if the labels are reversed for k ∈ Ie, we can replace Ak by its inverse).
We now have the following result, which in the case of the simple factorization system
F1, F2 ⊆ F0 was shown in Proposition 2.1 of [Ha84] (see also Proposition 2.1 of [HH10]).
Proposition 2.2. Let F be a factorization inverse system over a field F . Then the functor
β : Vect(F )→ PP(F) is an equivalence of categories if and only if simultaneous factorization
holds over F .
Proof. First suppose that β is an equivalence of categories, and consider a collection of
matrices Ak ∈ GLn(Fk) for k ∈ Ie. For each i ∈ Iv choose an n-dimensional Fi-vector space
Vi with basis Bi. For each triple (l, r, k) ∈ SI , and with respect to the bases Bl, Br, the matrix
Ak defines a vector space isomorphism µk : Vl⊗FlFk → Vr⊗Fr Fk. These isomorphisms define
a patching problem for F , which then has a solution V over F . We thus have isomorphisms
αi : V ⊗F Fi → Vi that are compatible with the maps µk. Choose a basis B of V , and let
Ai ∈ GLn(Fi) be the matrix corresponding to αi with respect to B,Bi. Then Ak = A
−1
r Al
for each (l, r, k) ∈ SI , proving simultaneous factorization.
Concerning the converse, first note that the functor β is always fully faithful, even with-
out assuming simultaneous factorization. Namely, it suffices to check this in the case of
morphisms of one-dimensional vector spaces, i.e. for Hom(F, F ), and there it follows from
the equality F = lim
←
Fi.
So to prove the converse, we now assume that simultaneous factorization holds, and prove
essential surjectivity of β. Consider a patching problem V := {Vi}i∈I for F , corresponding
to isomorphisms µk as above. Choose bases Bi for each Vi, and let Ak be the transition
matrix between Vr and Vl for each triple (l, r, k) ∈ SI . By hypothesis, there exist matrices
Ai ∈ GLn(Fi) for all i ∈ Iv such that Ak = A
−1
r Al for each (l, r, k) ∈ SI . Adjusting the bases
Bi by the matrices Ai, we obtain new bases B
′
i for Vi such that B
′
l, B
′
r have the same images
in Vk for each (l, r, k) ∈ SI . This yields a solution to the patching problem, given by an n-
dimensional F -vector space V with a basis B, together with the isomorphisms V ⊗F Fi → Vi
that take B to B′i. Thus every patching problem has a solution, and so β is surjective on
isomorphism classes of objects.
We next consider a different category of patching problems. Let G be a linear algebraic
group over F . Given a finite inverse system of fields F with inverse limit F , we define a
G-torsor patching problem for F to consist of a system of GFi-torsors Ti together with Fj-
isomorphisms of GFj -torsors νi,j : Ti ×Fi Fj → Tj for all pairs i ≻ j (i.e. such that Fi ⊂ Fj).
A G-torsor T over F induces a G-torsor patching problem by base change; and a solution
to a given G-torsor patching problem consists of a G-torsor T over F that induces the
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given patching problem up to isomorphism. Again, the G-torsor patching problems form a
category with the obvious definition of a morphism.
If F is a factorization inverse system, we have pairs of inclusions Fl ⊆ Fk and Fr ⊆ Fk for
(l, r, k) ∈ SI . Giving a G-torsor patching problem for F is therefore equivalent to giving a
GFi-torsor Ti for each i ∈ I together with GFk-torsor isomorphisms µk : Tl×FlFk → Tr×Fr Fk
for each (l, r, k) ∈ SI . Again, µk = ν
−1
r,kνl,k.
Recall that G-torsors over a field are classified by its first Galois cohomology set. Regard
G as a closed subgroup of GLn, and consider an extension field E/F . Now H
1(E,GLn) is
trivial by Hilbert’s Theorem 90 ([KMRT98, Theorem 29.2]). Hence by Corollaire 1 of [Ser00,
I.5.4, Proposition 36], we obtain a bijection of pointed sets
GLn(E)\H
0(E,GLn /G)→
∼ H1(E,G).
Thus G-torsors over E are defined by Gal(Esep/E)-invariant translates hGEsep of GEsep, with
h ∈ GLn(E
sep).
Recall also that the coset space GLn /G carries the structure of a quasi-projective variety
together with a quotient morphism π : GLn → GLn /G. For every field extension E/F , and
every h ∈ GLn(E
sep), the fiber of π over π(h) is the translate hGEsep ⊆ GLn,Esep ; and this
fiber is Gal(Esep/E)-invariant if and only if π(h) is. That is, hGEsep defines an element of
H0(E,GLn /G), or equivalently a G-torsor over E, if and only if π(h) is defined over E. For
details see [Bor91], Theorem II.6.8 and its proof.
Using the above, we now prove that patching for vector spaces implies patching for
torsors.
Theorem 2.3. Let F := {Fi}i∈I be a factorization inverse system over a field F , and let G
be a linear algebraic group over F . If the base change functor β : Vect(F ) → PP(F) is an
equivalence of categories, then so is the functor from the category of G-torsors over F to the
category of G-torsor patching problems for F . In particular, every G-torsor patching problem
has a solution that is unique up to isomorphism. Moreover, on the level of coordinate rings,
this solution is given by taking the inverse limit.
Proof. View G as a closed subgroup of GLn,F . We first show that the functor is essentially
surjective; i.e. that every G-torsor patching problem has a solution. By the above discussion,
we may assume that the given patching problem consists of G-torsors Ti = hiGF sep
i
which
are Gal(F sepi /Fi)-invariant orbits of elements hi ∈ GLn(F
sep
i ), for i ∈ Iv, together with
isomorphisms µk : Tl ×Fl Fk → Tr ×Fr Fk for each triple (l, r, k) ∈ SI .
For each (l, r, k) ∈ SI , the fields Fl and Fr include into Fk; thus the elements hl, hr may
be viewed as elements of GLn(F
sep
k ). Consider the collection of elements gk := µk(hl)h
−1
l ∈
GLn(F
sep
k ). Left multiplication by gk determines a morphism of torsors λk : hlGF sepk →
gkhlGF sep
k
= hrGF sep
k
(a priori defined over F sepk ) which sends hl ∈ Tl(F
sep
k ) to µk(hl) ∈
Tr(F
sep
k ) by definition of gk. Since a morphism of torsors is determined by the image of one
point, λk = µk ⊗Fk F
sep
k . In particular, λk is also defined over Fk (i.e. it commutes with the
action of Gal(F sepk /Fk)), and hence gk ∈ GLn(Fk).
By the hypothesis on vector space patching problems for F , Proposition 2.2 implies that
there is a collection of elements gi ∈ GLn(Fi) for i ∈ Iv such that gk = g
−1
r gl ∈ GLn(Fk)
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for each triple (l, r, k) ∈ SI . For i ∈ Iv, let h
′
i = gihi and let λi : hiGF sepi → h
′
iGF sepi be left
multiplication by gi. Since gk = g
−1
r gl, the morphisms (λr)
−1
Fk
and µk ◦ (λl)
−1
Fk
: h′lGF sepk =
h′rGF sepk → hrGF
sep
k
are the same.
For (l, r, k) ∈ SI , write h
′
k for the image of h
′
r in GLn(F
sep
k ). The translates h
′
iGF sepi define
G-torsors over Fi; and so as noted before the theorem, the image Qi = π(h
′
i) in GLn /G is
defined over Fi. Thus the points Qi, for i ∈ I, form a compatible system of Fi-points of
the F -variety GLn /G. Since F is the inverse limit of the fields Fi, and since an E-point on
an F -variety Z is defined by an F -morphism κ(x) → E for some point x ∈ Z, it follows
that the points Qi define a common F -point Q ∈ (GLn /G)(F ). The fiber over this F -point
is a Gal(F sep/F )-invariant translate hGF sep of GF sep for some h ∈ GLn(F
sep), such that
hGF sepi = h
′
iGF sepi for each i ∈ I.
Consider the G-torsor T = hGF sep defined over F . Since (λr)
−1
Fk
= µk ◦ (λl)
−1
Fk
for each
(l, r, k) ∈ SI , the torsor T , together with the maps λ
−1
i : hGF sepi → hiGF
sep
i
, defines a solution
to the given patching problem. This completes the proof of essential surjectivity.
Next, we show the last assertion of the theorem. Let T = Spec(A) be a G-torsor over
F , inducing Ti = Spec(Ai) over Fi for i ∈ I. Consider the short exact sequence 0 → F →∏
i∈Iv
Fi →
∏
k∈Ie
Fk, where the Fk-entry of the image of (ai) is al − ar, if (l, r, k) ∈ SI is
the triple containing k. Tensoring with A shows that 0 → A →
∏
i∈Iv
Ai →
∏
k∈Ie
Ak is an
exact sequence of F -vector spaces. So A is the inverse limit of the rings Ai, as desired.
To conclude the proof of the theorem, we show that the functor is fully faithful, i.e.
bijective on morphisms between corresponding objects. Given two G-torsors T , T ′ over F ,
write T = Spec(A) and T ′ = Spec(A′), and similarly for Ti, T
′
i . A morphism T → T
′
corresponds to a homomorphism A′ → A, and similarly for Ti → T
′
i . Since A ⊆ Ai, the map
on morphisms is injective. Since A is the inverse limit of the Ai, the map is surjective.
Since F is the inverse limit of F , there is an exact sequence (equalizer diagram)
0→ F →
∏
i∈Iv
Fi ⇒
∏
k∈Ie
Fk,
the double arrows corresponding to the inclusions Fl, Fr →֒ Fk. This yields an exact sequence
1→ G(F )→
∏
i∈Iv
G(Fi)⇒
∏
k∈Ie
G(Fk),
which may be rewritten as an exact sequence of pointed sets
1→ G(F )→
∏
i∈Iv
G(Fi)→
∏
k∈Ie
G(Fk),
where the Fk-component of an element in the image of (gi) ∈
∏
i∈Iv
G(Fi) is given by g
−1
r gl,
if (l, r, k) ∈ SI . Equivalently,
1→ H0(F,G)→
∏
i∈Iv
H0(Fi, G)→
∏
k∈Ie
H0(Fk, G).
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On the other hand, Theorem 2.3 yields an exact sequence
H1(F,G)→
∏
i∈Iv
H1(Fi, G)⇒
∏
k∈Ie
H1(Fk, G).
The next theorem shows that these can indeed be combined to a six-term exact sequence.
Theorem 2.4. Let F be a factorization inverse system of fields over a field F , such that
the base change functor β : Vect(F )→ PP(F) is an equivalence of categories. Then for any
linear algebraic group G over F , we have an exact sequence of pointed sets
1 // H0(F,G) //
∏
i∈Iv
H0(Fi, G) //
∏
k∈Ie
H0(Fk, G):;
ON

H1(F,G) //
∏
i∈Iv
H1(Fi, G)
//
//
∏
k∈Ie
H1(Fk, G).
Moreover, two elements (gk), (g˜k) ∈
∏
k∈Ie
H0(Fk, G) have the same image under the cobound-
ary map if and only if there are (gi) ∈
∏
i∈Iv
G(Fi) such that gk = g
−1
r g˜kgl for all (l, r, k) ∈ SI .
Proof. As above, we consider G as a closed subgroup of GLn for some n. All the maps in
the desired sequence were given in the above discussion, except for the coboundary map δ,
which we now define.
Given an element (gk) ∈
∏
k∈Ie
H0(Fk, G) =
∏
k∈Ie
G(Fk), consider the G-torsor patching
problem with Ti the trivial GFi-torsor GFi for i ∈ Iv, and with µk : Tl ×Fl Fk → Tr ×Fr Fk
given by left multiplication by gk on GFk . By Theorem 2.3, there is, up to isomorphism, a
unique G-torsor T over F that is a solution to this patching problem; and we take the image
of (gk) under δ to be the isomorphism class of this torsor.
Exactness atH1(F,G) now follows from the fact that an object in the kernel ofH1(F,G)→∏
H1(Fi, G) is a G-torsor T that is the solution to a G-torsor patching problem with trivial
torsors over each Fi, or equivalently a G-torsor T in the image of δ.
For the assertion on the fibers of δ, which includes exactness at
∏
k∈Ie
H0(Fk, G) =∏
k∈Ie
G(Fk), consider two elements (gk), (g˜k) ∈
∏
k∈Ie
G(Fk). For i ∈ Iv let Ti be the trivial
GFi-torsor GFi over Fi; and let µi (resp. µ˜i) be left multiplication by gi (resp. g˜i). The tuples
(gk), (g˜k) map to the same element of H
1(F,G) under δ if and only if the respective patching
problems ({Ti}, {µk}), ({Ti}, {µ˜k}) are isomorphic; i.e. if and only if there are isomorphisms
ϕi : GFi → GFi of trivial GFi-torsors for i ∈ Iv such that (ϕr)Fk ◦ µk = µ˜k ◦ (ϕl)Fk for each
(l, r, k) ∈ SI . Let gi = φi(1) ∈ G(Fi), where 1 is the identity element ofG. The above equality
on the ϕi is then equivalent to the equality grgk = g˜kgl for (l, r, k) ∈ SI ; i.e., gk = g
−1
r g˜kgl.
So the fibers of δ are as claimed, and the sequence is exact at
∏
k∈Ie
H0(Fk, G).
In this general setup, we let
XF (G) := ker
(
H1(F,G)→
∏
i∈Iv
H1(Fi, G)
)
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be the kernel of the local-global map, i.e., the set of elements that map to the trivial element.
Since G need not be commutative, the sequence in the theorem is exact just as a sequence of
pointed sets, not of groups; and so the kernel of a map does not determine the fibers of the
map. Nevertheless, using standard techniques from nonabelian cohomology, we can describe
the fibers in terms of twists.
Recall (e.g. from Section I.5.3 of [Ser00]) that if G is a linear algebraic group over a field
F and if τ ∈ Z1(F,G) is a cocycle, then there is a naturally associated twist Gτ of G by τ .
Moreover there is a bijection between H1(F,G) and H1(F,Gτ ) such that the neutral element
of H1(F,Gτ) corresponds to the class [τ ] in H1(F,G); and this is functorial in F . (See [Ser00,
Proposition I.5.3.35].) Applying this discussion to F and the fields Fi, for i ∈ Iv, we obtain:
Corollary 2.5. If τ ∈ Z1(F,G), then the fiber of H1(F,G)→
∏
i∈Iv
H1(Fi, G) that contains
the class [τ ] ∈ H1(F,G) is in natural bijection with XF(G
τ ) as pointed sets.
Of course if τ is the trivial cocycle, then this just says that the kernel is XF(G).
The six-term exact sequence also yields the following, which will be used to study the
connection between XF(G) and XF(G/G
0):
Corollary 2.6. Under the hypotheses of Theorem 2.4, consider a short exact sequence of
linear algebraic groups 1→ N → G→ G¯→ 1 for which the map G(L)→ G¯(L) is surjective
for every field extension L/F . Then the cohomology sequence associated to 1→ N → G →
G¯→ 1 induces a short exact sequence of pointed sets
1→XF(N)→XF(G)→XF(G¯)→ 1.
Proof. Consider the commutative diagram below, whose rows are exact by the cohomol-
ogy sequence referred to in the assertion ([Ser00], I.5.5, Proposition 38), together with the
surjectivity of G→ G¯ on rational points. The columns are exact by Theorem 2.4.
1 //
∏
k∈Ie
H0(Fk, N)
δ′

φ′′0 //
∏
k∈Ie
H0(Fk, G)
δ

ψ′′0 //
∏
k∈Ie
H0(Fk, G¯)
δ¯

// 1
1 // H1(F,N)
ι′

φ1
// H1(F,G)
ι

ψ1
//H1(F, G¯)
ι¯

1 //
∏
i∈Iv
H1(Fi, N)
φ′1 //
∏
i∈Iv
H1(Fi, G)
ψ′1 //
∏
i∈Iv
H1(Fi, G¯)
The lower two rows show that the maps φ1 and ψ1 restrict to maps XF (N) → XF(G)
and XF (G)→ XF(G¯), with the former having trivial kernel and the composition of these
two restrictions being trivial. The asserted exactness now follows from a diagram chase,
using the definition of XF .
We will be interested in cases when the map XF(G) → XF (G¯) in Corollary 2.6 is a
bijection. The next proposition gives a criterion for this.
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Proposition 2.7. Under the hypotheses of Corollary 2.6, the following are equivalent:
(i) The map XF(G)→XF(G¯) is a bijection of pointed sets.
(ii) For every pair of elements (gk), (g˜k) ∈
∏
k∈Ie
G(Fk) that have the same image in
∏
k∈Ie
G¯(Fk),
there exist elements (gi) ∈
∏
i∈Iv
G(Fi) such that gk = g
−1
r g˜kgl whenever (l, r, k) ∈ SI .
Proof. Assume that XF(G) → XF(G¯) is a bijection, and consider (gk), (g˜k) ∈
∏
k∈Ie
G(Fk)
as in (ii). By Theorem 2.4, these define elements α, α˜ ∈ XF(G), which map to the same
element in XF(G¯) since (gk), (g˜k) have the same image in
∏
k∈Ie
G¯(Fk). By assumption, this
implies α = α˜, which in turn implies that the images of (gk) and (g˜k) under the coboundary
map are the same. Now use the last assertion of Theorem 2.4.
On the other hand, assume (ii). By Corollary 2.6, it suffices to show injectivity. Consider
two elements α, α˜ ∈XF(G) that have the same image inXF(G¯). Let (gk), (g˜k) ∈
∏
F G(Fk)
be preimages under the coboundary map δ in Theorem 2.4, and let (g¯k), (¯˜gk) be their images
in G¯(Fk). By assumption, (g¯k) and (¯˜gk) induce the same element in XF(G¯); hence by the
last assertion of Theorem 2.4, there exist (h¯i) ∈ G¯(Fi) for i ∈ Iv such that g¯k = h¯
−1
r
¯˜gkh¯l
whenever (l, r, k) ∈ SI . By the surjectivity hypothesis on G → G¯, there exist preimages
hi ∈ G(Fi) for the elements h¯i. Replacing g˜k by hrg˜khl, we may assume that (gk) and (g˜k)
have the same image in
∏
k∈Ie
G¯(Fk). By the assumption of (ii) combined with the last
assertion of Theorem 2.4, this shows that (gk) and (g˜k) map to the same element under δ,
i.e., α = α˜, thereby proving injectivity.
Before we apply the results of this section in a more concrete setup, we state one more
corollary to Theorem 2.4.
Corollary 2.8. Under the hypotheses of Theorem 2.4, assume that XF(G) = 1 and that H
is a G-variety over F for which G(Fk) acts transitively on H(Fk) for all k ∈ Ie. If H(Fi) 6= ∅
for each i ∈ Iv, then H(F ) 6= ∅.
Proof. By the six-term exact sequence, the triviality of XF(G) is equivalent to simultaneous
factorization for G over F . The proof is then the same as in [HHK09], Theorem 3.7 (where
an additional hypothesis on the group ensured the simultaneous factorization property).
In other words, a local-global principle for torsors implies a local-global principle for
homogeneous spaces (in our setup), hence the corollary allows us to restrict our attention to
torsors. We will return to other homogeneous spaces in Section 9.1.
3 Patching over Arithmetic Curves
In the previous section, we saw that patching for vector spaces implies patching for torsors,
and that this yields a six-term exact sequence for Galois cohomology. We wish to apply these
results to linear algebraic groups defined over the function field F of an arithmetic curve. In
order to do so, we use a setup introduced in [HH10].
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Notation 3.1. Let T be a complete discrete valuation ring with uniformizer t, fraction
field K, and residue field k. Let F be a one-variable function field over K, and let X̂ be a
normal model of F , i.e. a normal connected projective T -curve with function field F . For
each point P of the closed fiber X ⊂ X̂, let R̂P be the completion of the local ring RP
of X̂ at P (with respect to its maximal ideal), and FP be the fraction field of R̂P . For
each subset U of X that is contained in an irreducible component of X and does not meet
other components, let R̂U be the t-adic completion of the subring of F consisting of rational
functions that are regular on U , and let FU be its fraction field. For each branch of X at
a closed point P , i.e., for each height one prime ℘ of R̂P that contains t, let R̂℘ be the
completion of the local ring of R̂P at ℘, and let F℘ be its fraction field.
In the setup of Notation 3.1, in [HH10] and [HHK09], we considered an inverse system
of fields, arising from a choice as follows:
Notation 3.2. In Notation 3.1, let P be a non-empty finite set of closed points of X that
contains all the closed points at which distinct irreducible components of X meet. Let U be
the set of connected components of the complement of P in X. Let B be the set of branches
of X at points of P.
This yields a finite inverse system of fields FP , FU , F℘ of F (for P ∈ P, U ∈ U , ℘ ∈ B),
where FP , FU ⊂ F℘ if ℘ is a branch of X at P lying on the closure of U . The system is
indeed a factorization inverse system.
In [HH10], Proposition 6.3, it was shown that the inverse limit of this system is F ,
provided that P = f−1(∞) for some finite morphism f : X̂ → P1T , where ∞ is the point at
infinity on the closed fiber of P1T . But in fact, this last assumption is satisfied automatically,
as the following strengthening of [HH10, Proposition 6.6] shows:
Proposition 3.3. In the situation of Notation 3.1, let S be a finite set of closed points of
X̂ and write ∞ for the point at infinity on P1k ⊂ P
1
T . Then there is a finite T -morphism
f : X̂ → P1T such that S = f
−1(∞) if and only if S meets each irreducible component of X
non-trivially. In particular, there is such an f for S = P as in Notation 3.2.
Proof. By [Liu02], Corollary 5.3.8, a divisor on a proper scheme is ample if and only if its
restriction to each irreducible component is ample. Since an effective divisor on an irreducible
projective curve over a field is ample if and only if it is non-zero, it follows that an effective
divisor on X is ample if and only if it meets each irreducible component of X non-trivially.
Since ∞ defines an ample divisor on P1k, the forward implication of the proposition now
follows from the fact that the inverse image of an ample divisor under a finite surjective
morphism is ample ([Liu02], Remark 5.3.9).
We now prove the reverse implication; so assume that S meets each irreducible com-
ponent of X non-trivially. For each point P ∈ S, the maximal ideal mP of the local ring
RP ⊂ F strictly contains the ideal IP that defines the reduced closed fiber of X̂ in Spec(RP );
so we may choose an element rP ∈ mP that does not lie in IP . The element rP defines a
non-trivial effective Cartier divisor (rP ) on Spec(RP ). Now since T is complete, the con-
nected components of a closed subset of the projective T -scheme X̂ are in bijection with the
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connected components of its intersection with the closed fiber X. Thus (rP ) is the restriction
to Spec(RP ) of an effective Cartier divisor D̂P on X̂ whose support meets X precisely at P .
Let D̂ =
∑
P∈S D̂P . The restriction of D̂ to X has support S, and so meets each irreducible
component of X non-trivially. Thus this restriction is an ample divisor on X. Hence by
[Liu02], Corollary 5.3.24 (or by [Gro61b], Théorème 4.7.1), D̂ is an ample divisor on X̂.
Replacing D̂ by a multiple (which corresponds to replacing each rP by a power), we may
assume that D̂ is very ample ([Gro61a], Proposition 4.5.10(ii)(e′)). Hence for some n there
is an embedding i : X̂ → PnT such that D̂ = i
∗(H1) for some T -hyperplane H1 ⊂ P
n
T , given
by a linear form F1 over T . Choose a basic open subset of P
n
k that contains the finite set
i(S). Its complement in Pnk is a k-hypersurface, hence is given by a homogeneous k-form of
some degree d. Lifting the coefficients of this form from k to T , we obtain a T -hypersurface
H2 ⊂ P
n
T , defined by a homogeneous T -form F2 of degree d, such that the support of i
∗(H2)
does not meet S and hence is disjoint from the support of D̂. Consider the rational function
f := i∗(F2/F
d
1 ) on X̂, whose zero divisor is i
∗(H2) and whose pole divisor is i
∗(dH1) = dD̂.
Since those divisors have disjoint supports, f defines a T -morphism X̂ → P1T , such that the
inverse image of ∞ ∈ P1k is S. It remains to show that f is finite.
The pole locus of f on X̂, viz. the support of D̂, meets each irreducible component of X
at a point of S. The zero locus of f on X̂ is the support of the very ample divisor i∗(H2),
which therefore also meets each irreducible component of X non-trivially. Hence f is non-
constant on each irreducible component of X, having both a zero and a pole there. Similarly,
f is non-constant on the general fiber of X̂, which is irreducible since X̂ itself is. Thus f
does not contract any irreducible component of a fiber of X̂ → T , and so is a quasi-finite
(i.e. finite-to-one) T -morphism. But since the proper morphism X̂ → T factors through
f : X̂ → P1T , it follows that f is proper ([Hts77], Corollary II.4.8(e)). Being quasi-finite and
proper, f is finite by [Gro66], Théorème 8.11.1.
The last part of the proposition is immediate from the first part if X is irreducible, since
P is non-empty. On the other hand, if X is reducible, then each component must meet some
other component by connectivity of X, and thus each component contains a point of P. So
again the hypothesis of the first part is satisfied.
From the observation prior to Proposition 3.3 together with [HH10], Theorem 6.4, we
obtain:
Corollary 3.4. The inverse system given by Notation 3.2 is a factorization inverse system
with inverse limit F . For this system, the base change functor β : Vect(F ) → PP(F) is an
equivalence of categories.
Moreover, for each ℘ ∈ B, exactly one of the two indices dominating it is from P and
one from U . In particular, there is a natural and uniform way to order those indices: We
consider triples (P, U, ℘) such that ℘ is a branch at P lying on the closure of U .
As a consequence of Corollary 3.4, the results of Section 2 can be applied to the inverse
system given in Notation 3.2. In particular, we obtain the following Mayer-Vietoris type
sequence from Theorem 2.4:
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Theorem 3.5. Under Notation 3.2, and for any linear algebraic group G over F , we have
an exact sequence of pointed sets
1 // H0(F,G) //
∏
P∈P H
0(FP , G)×
∏
U∈U H
0(FU , G) //
∏
℘∈BH
0(F℘, G):;
ON

H1(F,G) //
∏
P∈P H
1(FP , G)×
∏
U∈U H
1(FU , G)
//
//
∏
℘∈BH
1(F℘, G).
Moreover, two elements (g℘), (g˜℘) ∈
∏
℘∈BH
0(F℘, G) have the same image under the cobound-
ary map if and only if there exist gξ ∈ G(Fξ) for each ξ ∈ P ∪ U such that g℘ = g
−1
U g˜℘gP
whenever ℘ is a branch at P lying on the closure of U .
In this setup, the kernel of the local-global map will be denoted by
XX̂,P(F,G) := ker
(
H1(F,G)→
∏
ξ∈P∪U
H1(Fξ, G)
)
,
or for short just by XP(F,G) if X̂ is understood. This kernel equals XF(G), for the inverse
system of fields F associated to P,U ,B. Note that P ⊂ X determines U , and so the notation
need not make explicit mention of U .
Corollary 3.6. The coboundary of the above exact sequence induces a bijection∏
U∈U
G(FU)
∖ ∏
℘∈B
G(F℘)
/ ∏
P∈P
G(FP )→XP(F,G)
of pointed sets.
Remark 3.7. The above double coset space is reminiscent of the classical adelic double
coset space
ΣG,K := G(K)
∖
G(AK)
/ ∏
v∈ΩK
G(Ov),
where K is a function field over a finite field with set of discrete valuations ΩK , complete
local rings Ov, and adeles AK . This space is indeed also used in the study of G-torsors over
K and of X(K,G). See, for example, [Con12], Sections 1.2 and 1.3.
4 The case of rational groups
In [HHK09], certain local-global principles were shown to hold for connected rational linear
algebraic groups. In this manuscript, we permit consideration of groups that are not neces-
sarily connected. For an arbitrary linear algebraic group G over an infinite field k, we say
that G is rational over k (or k-rational) if every connected component of G is a rational
variety over k. It can be shown that over an algebraically closed field, every linear algebraic
group is rational. Rationality is equivalent to the condition that the identity component
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G0 is k-rational and every component has a k-point. It is also equivalent to the condition
that G0 is k-rational, that G/G0 is a constant finite F -group scheme, and that the map
G(F ) → (G/G0)(F ) is surjective. In particular, for the inverse system of fields considered
in Section 3, the hypothesis of Corollary 2.6 is satisfied for any F -rational linear algebraic
group G, with N = G0 (also using Corollary 3.4). Hence for a rational linear algebraic group
G over F , and choice of X̂ and P, we obtain a short exact sequence of pointed sets
1→XX̂,P(F,G
0)→XX̂,P(F,G)→XX̂,P(F,G/G
0)→ 1
induced from the corresponding cohomology sequence.
Moreover, Proposition 3.3 shows that P as in Notation 3.2 satisfies the hypotheses made
in Section 3 of [HHK09]. Theorem 3.7 of [HHK09] then implies that XP(F,G
0) = 1.
Summing up the discussion, we find that the natural surjection XP(F,G)→XP(F,G/G
0)
has trivial kernel for rational linear algebraic groups G.
Note that whereas XP(F,G)→ XP(F,G/G
0) is in general just a map of pointed sets,
it is a group homomorphism in the case that G is commutative, being the restriction to
XP(F,G) of the group homomorphism H
1(F,G)→ H1(F,G/G0). Hence if the linear alge-
braic groupG is rational and commutative, the above says that this map is an isomorphism of
groups. But in general, a map of pointed sets can have trivial kernel without being injective.
Nevertheless, we show below that (if G is rational) the map XP(F,G)→XP(F,G/G
0)
is indeed a bijection of pointed sets. This reduces the study of XP(F,G) for rational linear
algebraic groups to the case of finite constant groups (i.e. to the study of finite Galois
extensions of the function field F ).
We first prove a variant on Theorem 2.5 of [HHK09]. We recall the situation considered
there:
Let R̂0 be a complete discrete valuation ring with uniformizer t and field of fractions F0,
and suppose R̂0 contains a subring T ⊆ R̂0 that is also a complete discrete valuation ring
with uniformizer t. We let | · | be a norm defined on F0 defined by the t-adic valuation. This
induces a maximum norm on AnF0 in the usual way. Let F1, F2 be subfields of F0 containing T .
Proposition 4.1. In the above situation, assume there are t-adically complete T -submodules
V ⊂ F1 ∩ R̂0, W ⊂ F2 ∩ R̂0 satisfying V +W = R̂0. Assume moreover that F1 is t-adically
dense in F0. Let f = (f1, . . . , fn) : A
n
F0
× AnF0 99K A
n
F0
be an F0-rational map that is defined
on a Zariski open set U ⊆ AnF0 ×A
n
F0
containing the origin (0, 0). Suppose that for each i we
may write (in multi-index notation)
fi = T1,i(x) + T2,i(y) +
∑
|(ν,ρ)|≥2
cν,ρ,ix
νyρ, (∗)
for some elements cν,ρ,i in F0, where x = (x1, . . . , xn) and y = (y1, . . . , yn), and where
Tj = (Tj,1, . . . , Tj,n) is an automorphism of the vector space F
n
0 for j = 1, 2. Then there is a
real number ε > 0 such that for all a ∈ An(F0) with |a| ≤ ε, there exist v ∈ F
n
1 and w ∈ F
n
2
such that (v, w) ∈ U(F0) and f(v, w) = a.
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Proof. Case 1: T1 = T2 is the identity transformation.
In this situation, the assertion was shown at [HHK09, Theorem 2.5]. The statement of
that result had assumed that f(u, 0) = u = f(0, u) whenever (u, 0) (resp. (0, u)) is in U ,
rather than assuming (∗). But that hypothesis was used only in order to obtain (∗) and the
equality f(0, 0) = 0, which itself follows from (∗). This was done in the first paragraph of
the proof of [HHK09, Theorem 2.5]. The remainder of the proof of [HHK09, Theorem 2.5]
used only (∗), and so in our situation that argument carries over and the desired conclusion
follows.
Case 2: T1 is the identity and T2 is arbitrary.
The group G := GLn,F is rational and connected over F := F1 ∩ F2 and F1 is dense in
F0. Hence Theorem 3.2 of [HHK09] applies, and asserts that for any g ∈ GLn(F0) there exist
g1 ∈ GLn(F1) and g2 ∈ GLn(F2) such that g = g1g2. Taking g to be the matrix associated
to T2, we obtain invertible linear transformations Si of F
n
i for i = 1, 2 such that T2 = S1S
−1
2 .
Consider the F0-rational map f˜ = S
−1
1 ◦ f ◦ (S1 × S2) : A
n
F0
× AnF0 99K A
n
F0
. This
is defined on the Zariski open set U˜ := (S1 × S2)
−1(U), which contains the origin (0, 0).
Write f˜ = (f˜1, . . . , f˜n). Since f˜(0, 0) = 0, we may write f˜i ∈ F0[[x1, . . . , xn, y1, . . . , yn]] as
f˜i = L1,i(x)+L2,i(y)+
∑
ν,ρ c˜ν,ρ,ix
νyρ for some c˜ν,ρ,i in F0, where L1,i and L2,i are linear forms
in x1, . . . , xn and y1, . . . , yn respectively, where the sum ranges over |(ν, ρ)| ≥ 2 and where
1 ≤ i ≤ n.
Let Lj := (Lj,1, . . . , Lj,n) for j = 1, 2. Equating linear terms in the definition of f˜
then yields the equality S−11 ◦ (id+T2) ◦ (S1 × S2) = L1 + L2, where id is the identity
map on x1, . . . , xn and T2 is viewed as a map on y1, . . . , yn. That is, L1(x) + L2(y) =
S−11 (S1(x) + T2S2(y)) = x+ y. We then have
f˜i = xi + yi +
∑
|(ν,ρ)|≥2
c˜ν,ρ,ix
νyρ
for each i. Hence Case 1 applies, and there is a real number ε˜ > 0 as in the assertion of
the theorem. Since the linear map S1 is continuous, there is an ε > 0 such that if |a| ≤ ε
then |S−11 (a)| ≤ ε˜. Now suppose that a ∈ A
n(F0) with |a| ≤ ε, and let a˜ := S
−1
1 (a). By the
assertion of the theorem in Case 1, there exist v˜ ∈ F n1 and w˜ ∈ F
n
2 such that (v˜, w˜) ∈ U˜(F0)
and f˜(v˜, w˜) = a˜.
Let v = S1(v˜) ∈ F
n
1 and w = S2(w˜) ∈ F
n
2 . Thus (v, w) = (S1 × S2)(v˜, w˜) ∈ U . The
equality f = S1 ◦ f˜ ◦ (S1 × S2)
−1 then yields f(v, w) = S1(f˜(v˜, w˜)) = S1(a˜) = a. Thus ε has
the required properties. This concludes the proof in Case 2.
Case 3: General case.
Let f˜ = T−11 ◦ f : A
n
F0
×AnF0 99K A
n
F0
. Thus f˜ is defined on U . Write f˜ = (f˜1, . . . , f˜n) and
S = (S1, . . . , Sn) := T
−1
1 T2. Then for each i we may write f˜i = xi+Si(y)+
∑
|(ν,ρ)|≥2 c˜ν,ρ,ix
νyρ
for some c˜ν,ρ,i in F0. So by Case 2, there is a real number ε˜ > 0 as in the statement of the
theorem. Since T−11 is continuous, there is an ε > 0 such that if |a| ≤ ε then |T
−1
1 (a)| ≤ ε˜.
Thus if a ∈ An(F0) satisfies |a| ≤ ε then by the assertion of the theorem (in Case 2), there
exist v ∈ F n1 and w ∈ F
n
2 such that (v, w) ∈ U(F0) and f˜(v, w) = T
−1
1 (a), and hence
f(v, w) = a.
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We now return to the situation of Notation 3.2. Let G be a rational linear algebraic
group over F , and let G0 be its identity component.
Theorem 4.2. Under Notation 3.2, if G is a rational linear algebraic group over F , then
the natural map XP(F,G)→XP(F,G/G
0) is a bijection.
Proof. Write G¯ := G/G0; this is a finite constant group by the rationality assumption. By
Corollary 3.4 and the rationality of G, the hypotheses of Proposition 2.7 are satisfied. Hence
it suffices to show that for any two elements (g℘), (g˜℘) ∈
∏
BG(F℘) that map to the same
element in
∏
B G¯, there exist elements gξ ∈ G(Fξ) for all ξ ∈ P ∪ U satisfying the condition
that g℘ = g
−1
U g˜℘gP whenever ℘ is a branch at P lying on the closure of U . This is equivalent to
the condition that h℘ = g
−1
℘ gUg℘g
−1
P for all such triples P, U, ℘, where h℘ := g
−1
℘ g˜℘ ∈ G
0(F℘).
We now proceed to show that there exist such elements gξ.
Case 1: X̂ = P1T and P = {∞}.
In this case, U contains a single element U = A1k, and B consists just of the unique branch
℘ at ∞. For short write g = g℘ and h = h℘. Also write F1 = FP , F2 = FU , and F0 = F℘.
Define the map γ : G0(F0) × G
0(F0) → G
0(F0) by (g1, g2) 7→ g
−1g2gg
−1
1 . We wish to show
that h is the image under γ of a pair (g1, g2) ∈ G
0(F1)×G
0(F2).
Since G0 is rational, there is an F -isomorphism φ : U ′ → U from a connected open
neighborhood of the identity in G to an open neighborhood of the origin in AnF ′ (for a suitable
n). The map φ carries γ to an F0-rational map f : A
n
F0
× AnF0 99K A
n
F0
that is defined on a
Zariski open set U ⊆ AnF0 ×A
n
F0
containing the origin (0, 0). That is, f ◦ (φ× φ) agrees with
φ◦γ as a rational map. Moreover f(0, 0) = 0. So as an element of F0[[x1, . . . , xn, y1, . . . , yn]],
f = (f1, . . . , fn) has the form (∗) of Proposition 4.1, with Ti being a linear transformation of
the vector space F n0 , corresponding to a matrix Ai ∈ Matn(F0). Here (A1, A2) is the Jacobian
matrix of f at the origin, and A1 (resp. A2) is the Jacobian matrix of the restriction of f to
y1 = · · · = yn = 0 (resp. to x1 = · · · = xn = 0). The matrices A1, A2 are invertible, since
the restrictions γ(·, 1) and γ(1, ·) are invertible; and hence Ti is an automorphism of F
n
0 for
i = 1, 2. Let V = R̂1 and W = R̂2. Since every element of R̂0/(t) = k((x
−1)) is the sum of
elements of R̂1/(t) = k[[x
−1]] and R̂2/(t) = k[x], a standard induction argument shows that
V +W = R̂0. So the hypotheses of Proposition 4.1 are satisfied. By the conclusion of that
proposition, there is an ε > 0 such that if a ∈ AnF0 satisfies |a| ≤ ε then a = f(v, w) for some
v ∈ F n1 and w ∈ F
n
2 .
Now F1 is dense in F0 (see the proof of [HHK09], Theorem 3.4). Hence we may apply
Lemma 3.1 of [HHK09] to the rational group G0 and the field F0 to obtain an element
h1 ∈ G
0(F1) such that |φ(hh1)| ≤ ε (for details see the last paragraph of the proof of [HHK09],
Theorem 3.2). Thus φ(hh1) = f(v, w) for some v ∈ F
n
1 and some w ∈ F
n
2 . Applying φ
−1,
we obtain the conclusion that hh1 is the image under γ of a pair (g
′
1, g2) ∈ G
0(F1)×G
0(F2),
i.e., hh1 = g
−1g2g(g
′
1)
−1. But then h = g−1g2g(g
′
1)
−1h−11 , or equivalently, h = γ(g1, g2) for
g1 := h1g
′
1. This finishes the proof in Case 1.
Case 2: General case.
By Proposition 3.3, there is a finite morphism X̂ → P1T such that P = f
−1(∞). Write
F ′ for the function field K(x) of P1T , and let d = [F : F
′]. As in Notation 3.1 for P1T , we may
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consider rings and fields associated to∞, A1k, and to the unique branch on P
1
k at infinity; we
call these R̂1, F1, R̂2, F2, R̂0, F0, respectively. Let G
′ be the Weil restriction RF/F ′(G) of G
(which exists even if F/F ′ is inseparable; see [BLR90], Section 7.6). By the defining property
of the Weil restriction, there is a natural isomorphism G′(F0) = G(F0⊗F ′ F ), and the latter
equals
∏
BG(F℘) by [HH10], Lemma 6.2(a). Similarly, G
′(F1) =
∏
P G(FP ) and G
′(F2) =∏
U G(FU). Under these identifications, write (g℘) =: g ∈ G
′(F0), (g˜℘) =: g˜ ∈ G
′(F0), and
(h℘) =: h ∈ G
′0(F0). Thus h = g
−1g˜ ∈ G′0(F0). Since G
0 is (geometrically) connected and
smooth, so is RF/F ′(G
0) ([Oes84], Proposition A.3.7; [CGP10], Proposition A.5.9). Hence
RF/F ′(G
0) is the identity component of G′, and moreover it is rational.
By Case 1, there exist g1 ∈ G
′0(F1) and g2 ∈ G
′0(F2) such that h = g
−1g2gg
−1
1 . Viewing
this as an equation in
∏
BG(F℘) then yields the desired elements gξ.
Remark 4.3. Theorem 4.2 and Corollary 2.8 above can be regarded as analogous to Cor. 3
and Cor. 1 of [Ser00, Théorème III.2.4.3]. The proofs of our results here, however, are quite
different from the proofs there.
5 Split covers
In this section we consider a different and more canonical local-global map, with respect to
all points of the closed fiber (including the generic points of components) of a curve X̂ over
a complete discrete valuation ring T , as in Notation 3.1.
We define
XX̂,X(F,G) := ker
(
H1(F,G)→
∏
P∈X
H1(FP , G)
)
for a linear algebraic group G over our field F , and for short we write XX(F,G) if the model
X̂ is understood. For finite subsets P ⊆ P ′ of the closed fiber X as in Notation 3.2, we have
the containments
XP(F,G) ⊆XP ′(F,G) ⊆XX(F,G) ⊆ H
1(F,G).
Namely, if P ∈ U then FU ⊂ FP , hence any torsor with an FU -point has an FP -point; and if
U ′ ⊆ U then similarly a torsor with an FU -point has an FU ′-point.
Below we show that for G rational, XX(F,G) equals XP(F,G) (for any choice of P),
and we give its structure in terms of a certain quotient πsplit1 (X̂) of the étale fundamental
group of X̂ (Theorem 5.10).
The study of XX(F,G) relies on the study of split covers. We will say that a degree n
morphism h : Ŷ → X̂ of normal projective T -curves is split over a point P of X̂ if Ŷ ×X̂ P
consists of n copies of P . In this case h is étale over P since the fiber Ŷ ×X̂ P is reduced
and separable (in fact trivial) over P . More generally, given a morphism S → X̂, we will
similarly say that h is split over S (or over A, in case S = Spec(A)) if Ŷ ×X̂ S is a disjoint
union of copies of S. We say that h is a split cover if it is split over every point P of X̂
except possibly the generic point. Thus every split cover of X̂ is étale.
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The inverse limit of the Galois groups of pointed Galois (connected) split covers of X̂
will be denoted by πsplit1 (X̂); this is a quotient of the étale fundamental group π1(X̂). (Here
the base points on the covers lie over a chosen base point on X̂; and up to isomorphism,
πsplit1 (X̂) is independent of this choice.) For any finite constant group G, Hom(π
split
1 (X̂), G)
classifies the pointed G-Galois split covers of X̂, with Epi(πsplit1 (X̂), G) classifying those
that are connected. Similarly, the (unpointed) G-Galois split covers of X̂ are classified by
Hom(πsplit1 (X̂), G)/∼, where the equivalence relation is given by conjugation by G. Here
Hom(πsplit1 (X̂), G)/∼ is viewed as a subset of Hom(Gal(F
sep/F ), G)/∼ = H1(F,G), which
classifies the G-Galois étale algebras over F . If G is abelian, then conjugation is trivial.
Moreover, H1(F,G) is a group in that case, and Hom(πsplit1 (X̂), G) is a subgroup.
Observe that if h : Ŷ → X̂ is a finite morphism of T -curves and P is a point of the closed
fiber X ⊂ X̂, then h is split over P if and only if h is split over the ring R̂P , by Hensel’s
Lemma (which applies since being split implies being étale). If moreover Ŷ is normal then
these conditions are also equivalent to h being split over the field FP , since in that case the
fiber over R̂P is the normalization of R̂P in the fiber over FP . For U ∈ U as in Notation 3.2,
the corresponding equivalences hold for U , R̂U , FU . Instead of Hensel’s Lemma, this uses
[HHK09, Lemma 4.5], which applies since the morphism h is étale and hence smooth.
Proposition 5.1. Suppose that h : Ŷ → X̂ is a finite morphism of normal projective T -
curves, with X̂ connected. Then h is a split cover if and only if it is split over FP for every
(not necessarily closed) point P of the closed fiber X.
Proof. The forward direction follows from the above observation, which also shows that if h
is split over every FP then it is it is split over every point P of X.
To complete the proof of the converse, it remains to show that h is split at each codimen-
sion one point of X̂ that is not supported on X. Such a point is a closed point of the general
fiber of X̂, with residue field a finite extension K ′ of K. Its closure Z in X̂ is of the form
Spec(T ′) for some finite extension T ′ of T , since X̂ is proper over T . So T ′ is a t-adically
complete one-dimensional local domain (but not necessarily normal). The maximal ideal of
T ′ corresponds to the unique closed point P of Z, which lies on X; and since T ′ is complete,
it follows that the inclusion Z →֒ X̂ factors through Spec(R̂P ). Since h is split over FP , it
is also split over R̂P , hence also over Z, and thus over the generic point of Z, which is the
given codimension one point of X̂.
Remark 5.2. (a) Proposition 5.1 shows that there is a natural bijection between the set
of split covers of X̂ and the set of finite morphisms to the closed fiber X that are split
over every point. This follows from Hensel’s Lemma and the fact that every étale cover
of X lifts uniquely to an étale cover of X̂ ([Gro71], Theorem X.2.1).
(b) In Proposition 5.1, if the residue field k of T is finite, then Chebotarev’s Density
Theorem applies. Hence h : Ŷ → X̂ is a split cover if and only if it is split over
every closed point of X̂ (i.e. of X). A cover satisfying this latter splitness condition
is referred to in [Sai85], Definition II.2.1, as a c.s. cover. If the residue field k is not
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assumed to be finite (e.g. if it is algebraically closed), then that condition is in general
weaker than being a split cover. Compare Corollary 6.4 below to Proposition 2.2 and
Theorems 2.4 and 7.1 of [Sai85], Section II (where k was assumed to be finite).
Corollary 5.3. Suppose that h : Ŷ → X̂ is a finite morphism of projective T -curves, with
X̂ regular and connected, and with Ŷ normal. Then h is a split cover if and only if it is split
over every codimension one point of X̂.
Proof. The forward direction is trivial. For the converse, we want to show that h is split
over every closed point. By Purity of Branch Locus, h is étale; and hence every fiber is
reduced and has separable residue field extension. Any closed point Q of X̂ has codimension
two, and by regularity there is a system of local uniformizing parameters at Q. Consider
the zero locus of one of these parameters, and let Z be the irreducible component of this
locus that passes through Q. Then h splits over the generic point of the regular curve Z by
hypothesis, since this point has codimension one. Hence there is no residue field extension
over the closed point Q and thus h is split there.
We now return to the situation of Notation 3.2. However, when choosing a finite subset
P of the closed fiber X, we now strengthen our hypotheses slightly:
Hypothesis 5.4. Under Notation 3.2, assume in addition that the finite set P ⊂ X contains
all the closed points at which X is not unibranched. In particular, it contains all points where
an irreducible component intersects itself.
We then have the following analog of Proposition 5.1:
Corollary 5.5. In the situation of Hypothesis 5.4, suppose that h : Ŷ → X̂ is a finite
morphism of normal projective T -curves, with X̂ connected. Then h is a split cover if and
only if it is split over every FU (for U ∈ U) and every FP (for P ∈ P).
Proof. In the forward direction, h is split over the generic point of each U ∈ U (this being
a codimension one point of X̂), and h is étale. Let Y be the closed fiber of Ŷ ; and for any
choice of U ∈ U let V ⊆ Y be a connected component of h−1(U). If V is reducible, then
each irreducible component of V must meet some other component at some closed point Q,
which is thus not unibranched. But since h is étale, h(Q) ∈ U is also not unibranched. But
P contains all non-unibranched points by Hypothesis 5.4, and so such a point cannot lie in
U . This is a contradiction. So actually V is irreducible, and has a unique generic point. By
splitness, the residue field at that generic point is a trivial field extension of the residue field
at the generic point of U . Thus V → U is a connected finite étale cover of degree one, and
hence an isomorphism. This shows that h−1(U) is a disjoint union of copies of U ; i.e. h splits
over U . By the observation before Proposition 5.1, h is split over FU . Also, h is split over
each FP by Proposition 5.1.
In the converse direction, since h is split over each FU it is split over each R̂U (since Ŷ is
normal), and hence over R̂Q for every (not necessarily closed) point Q ∈ U . But every point
of X lies either in P or in some U ∈ U . So h is split by Proposition 5.1.
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Notice that Proposition 5.5 fails without the extra assumption in Hypothesis 5.4. For
example, take a non-trivial split cover of a rational nodal curve, if the nodal point is not in
the set P.
Let G be a finite constant group. Given a G-Galois étale cover Ŷ → X̂ with X̂ connected,
its generic fiber is a G-torsor T = Spec(A) over the function field F of X̂, and Ŷ is the
normalization of X̂ in A. Moreover Ŷ → X̂ is split over a field extension E/F if and only if
the G-torsor T becomes trivial over E. Conversely, given a G-torsor T = Spec(A) over F ,
the normalization Ŷ → X̂ of X̂ in A is a finite morphism of normal projective T -curves,
with a G-action that extends that of its generic fiber T and satisfies Ŷ /G = X̂. Thus
Proposition 5.1 and Corollary 5.5 yield:
Corollary 5.6. Let X̂ be a connected normal projective T -curve with function field F . Then
for any finite constant group G, and any P ⊂ X satisfying Hypothesis 5.4, the subsets
Hom(πsplit1 (X̂), G)/∼, XX(F,G), and XP(F,G) of H
1(F,G) each classify the G-Galois
finite split covers of X̂, and are thus equal.
Our aim is to extend the statements of Corollary 5.6 to arbitrary rational linear algebraic
groups. Using the results of Section 4, we immediately obtain:
Corollary 5.7. Under Hypothesis 5.4, if G is a rational linear algebraic group thenXP(F,G)
is in natural bijection with the pointed set Hom(πsplit1 (X̂), G/G
0)/∼. Hence XP(F,G) is in-
dependent of the choice of P.
Proof. By Theorem 4.2, the natural map XP(F,G) → XP(X̂, G/G
0) is a bijection. Since
G is rational, its quotient G/G0 is a constant finite group. Corollary 5.6 then implies that
XP(F,G) is in natural bijection with Hom(π
split
1 (X̂), G/G
0)/∼.
The second assertion follows from the fact that if P ⊆ P ′ then the bijections with
Hom(πsplit1 (X̂), G/G
0)/∼ are compatible with the inclusion XP(F,G) ⊆XP ′(F,G).
To extend this result to XX(F,G), thus generalizing Corollary 5.6, we first prove two
preliminary results.
Proposition 5.8. Let X̂ be a normal projective curve over a complete discrete valuation
ring T , and let η be the generic point of an irreducible component X0 of the closed fiber X.
Let H be a variety over F . If H(Fη) is non-empty, then so is H(FU) for some non-empty
affine open subset U ⊂ X0 that does not meet any other irreducible component of X.
Proof. Since X̂ is normal and η is a point of codimension one, its local ring Rη is a discrete
valuation ring, say with uniformizer s. The given Fη-point on H lies on an affine open subset
H ′ of H . Here H ′ is given in affine n-space by polynomials fj(x1, . . . , xn) ∈ F [x1, . . . , xn],
for j = 1, . . . , m. Let the coordinates of the Fη-point be (aˆ1, . . . , aˆn), with aˆi ∈ Fη. For some
integer c, the elements scaˆi all lie in the complete local ring R̂η. Setting gj(x1, . . . , xn) =
fj(s
−cx1, . . . , s
−cxn) and replacing the polynomials fj by the polynomials gj, we may assume
that each aˆi lies in R̂η. Also, multiplying the polynomials gj by appropriate powers of s, we
may assume that each gj lies in Rη[x1, . . . , xn].
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Since T is a complete discrete valuation ring, it is excellent by [Gro65, Scholie 7.8.3(iii)];
and since X̂ is of finite type over T , it follows from [Gro65, Scholie 7.8.3(ii)] that the local
ring Rη is also excellent. Hence the Artin Approximation Theorem ([Art69], Theorem 1.10)
applies. Thus there exist elements a1, . . . , an of the henselization R˜η of Rη that satisfy the
polynomials gj and are congruent to the elements aˆi modulo s. Since the henselization is
a limit of étale neighborhoods, the elements ai all lie in some étale neighborhood of η, i.e.
in some étale Rη-algebra S that is contained in R˜η. This containment defines a section of
Spec(S) → X̂ over η. Since Rη is the local ring of X̂ at η, and since Spec(S) → X̂ is of
finite type, there exists an affine neighborhood Spec(A) of η in X̂ together with an étale A-
algebra S0 ⊂ S such that S0 ⊗A Rη is isomorphic to S as an Rη-algebra, and which contains
a1, . . . , an. The section over η defines a rational section over X0 and hence a section over
some affine open neighborhood U ⊂ X of η in X. After shrinking U we may assume that it
is contained in the subset of X0 consisting of points that do not meet any other component
of X. After shrinking Spec(A) we may assume that U is its closed fiber.
Since Spec(S0) → Spec(A) is étale, [HHK09, Lemma 4.5] implies that the section over
U extends to a section over Spec(R̂U). That is, the inclusion of S0 into R˜η ⊂ R̂η defines an
inclusion of S0 into R̂U , and hence into FU . The S0-valued point (a1, . . . , an) of H
′ ⊆ H thus
determines an FU -point of H , as desired.
Corollary 5.9. Under Notation 3.1, let G be any linear algebraic group over the function
field F . Then XX(F,G) =
⋃
P XP(F,G), where the union ranges over all finite sets P of
closed points of X̂ that satisfy Hypothesis 5.4.
Proof. Since each XP(F,G) is contained in XX(F,G), it suffices to show that every ele-
ment of XX(F,G) lies in some XP(F,G). So consider a torsor representing an element of
XX(F,G). Let η be the generic point of an irreducible component X0 of X. Then the given
torsor is trivial over Fη and so has an Fη-point. By Proposition 5.8, the torsor has an FU -
point for some affine Zariski open subset U ⊂ X0 that does not meet any other irreducible
component of X. Hence the given torsor is trivial over FU . In this way we obtain such U on
each irreducible component X0 of X. Take U to be the set of these open subsets U , indexed
by the irreducible components of X; and take P to be the complement in X of the union of
the sets U . Then the given torsor represents an element in XP(F,G).
Theorem 5.10. Let F be a one variable function field over the field of fractions of a complete
discrete valuation ring T , and let X̂ be a normal model for F over T , with closed fiber X.
Let G be a rational linear algebraic group defined over F . Then
XX̂,X(F,G) = XX̂,P(F,G)
for any set P that satisfies Hypothesis 5.4. Both are in natural bijection, as pointed sets,
with Hom(πsplit1 (X̂), G/G
0)/∼. In particular, the natural map of pointed sets XX(F,G)→
XX(F,G/G
0) is a bijection.
Proof. Since XX̂,P(F,G) is independent of the choice of P by Corollary 5.7, the first as-
sertion is immediate from Corollary 5.9. The second and third statements then follow by
Corollary 5.7 and Theorem 4.2.
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6 The Reduction Graph
Split covers of a T -curve X̂ can be understood in terms of a combinatorial object, viz. the
reduction graph Γ associated to the closed fiber of X̂. Using this, we obtain a more explicit
description of XX(F,G) = XP(F,G) in the case of rational linear algebraic groups. This
description (Corollary 6.5) shows that XX(F,G) is finite, and it provides a necessary and
sufficient condition for it to vanish and thus for the corresponding local-global principle to
hold (still under the assumption that G is rational). This condition is given in terms of the
rational group G and the reduction graph Γ.
We saw in Section 3 how a finite subset of points P as in Notation 3.2 yields a factorization
inverse system of fields, and in Section 2 how such systems relate to (multi-)graphs. In the
situation of Notation 3.2, the associated graph Γ = Γ(X̂,P), which we call the reduction
graph of (X̂,P), has vertices consisting of the elements of P ∪U , and edges consisting of the
elements of B. The vertices of an edge ℘ are P and U , where ℘ is a branch of X at P ∈ P
lying on the closure of U ∈ U . Thus each edge connects a vertex in P to a vertex in U .
Graphs with this property (namely that the vertices are partitioned into two disjoint sets
such that each edge has a vertex in each set) are called bipartite. We may regard the graph
either as a combinatorial object or (as we will do more often) as a topological object — viz. a
one-dimensional simplicial complex. Note that the graph is connected as a topological space
because X is connected.
Remark 6.1. (a) Classically, there is another (multi-)graph that is associated to the above
situation in the special case that X has only ordinary double points, and P is the set
of double points. Namely, the edges are given by the points of P; the vertices are
given by the irreducible components of the closed fiber; and the vertices of a given
edge P ∈ P are the components of X that pass through the point P . (See [DM69,
p. 86], [Liu02, Definition 3.17], and [Sai85, Definition II.2.3].) In this special case, it is
easy to see that this graph is homotopic, as a topological space, to our graph Γ. (In
fact, our graph is the barycentric subdivision of the classical reduction graph.) Hence
they have the same fundamental groups and cohomology.
(b) If (X̂,P) is as in Hypothesis 5.4 and if Q is a finite set of closed points that contains P,
then the graphs Γ(X̂,P) and Γ(X̂,Q) are homotopic, with the latter differing from the
former by having additional terminal vertices and edges corresponding to additional
points and their branches. (This requires the additional assumption of Hypothesis 5.4,
since self-intersecting components can introduce loops into the graph.) Moreover if
X̂ ′ → X̂ is a blow-up of X̂ at a closed point at which X̂ is regular, and if P ′ ⊂ X̂ ′
is a finite set of closed points over P that contains the non-unibranched points of the
closed fiber, then the graphs Γ(X̂,P) and Γ(X̂ ′,P ′) are homotopic.
Under Hypothesis 5.4, if h : Ŷ → X̂ is a split cover with closed fiber Y , then we may con-
sider the finite set h−1(P) ⊂ Y . In this situation, (Ŷ , h−1(P)) also satisfies Hypothesis 5.4,
and we obtain a graph Γ′ := Γ(Ŷ , h−1(P)). There is a natural map of graphs Γ′ → Γ, and
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this is a finite covering space. Conversely, every finite covering space of Γ has the structure
of a graph, by taking as the set of vertices the inverse image of the vertices of Γ.
Proposition 6.2. With (X̂,P) as in Hypothesis 5.4, the above association defines a lattice
isomorphism between (connected) split covers of X̂ and (connected) finite covering spaces of
Γ = Γ(X̂,P), which preserves the degree of the covers.
Proof. We show that these objects are each classified by the same combinatorial data.
By Proposition 3.3, there is a finite morphism X̂ → P1T such that P = f
−1(∞). So by
[HH10, Theorem 7.1(iv)] in the context of [HH10, Theorem 6.4], giving a finite separable
commutative F -algebra A is equivalent to giving its base change to each of the fields FP (for
P ∈ P) and FU (for U ∈ U) together with isomorphisms between the algebras that they
induce over the fields F℘ (for ℘ ∈ B a branch at P lying on the closure of U). But giving
such an F -algebra A is also equivalent to giving a normal projective T -curve Ŷ together with
a finite generically separable morphism to X̂ (where A is the generic fiber of Ŷ , and Ŷ is
the normalization of X̂ in A). Thus by Proposition 5.5, giving a split cover of X̂ of degree
n is equivalent to giving an F℘-isomorphism of (
∏n
i=1 Fξ)⊗Fξ F℘ with
∏n
i=1 F℘ for each pair
ξ ∈ P ∪U and ℘ ∈ B such that ℘ is a branch at ξ (if ξ ∈ P) or on the closure of ξ (if ξ ∈ U).
That is, we are given such an isomorphism for each pair (ξ, ℘) such that ξ is a vertex of
the edge ℘ in the reduction graph Γ. This is the same as giving a family of permutations
σξ,℘ ∈ Sn indexed by such pairs, up to equivalence coming from renumbering the n copies
of each Fξ and of each F℘. That is, a family of permutations {σξ,℘}ξ,℘ is equivalent to the
family {τ−1ξ σξ,℘τ℘}ξ,℘ for each choice of permutations τξ, τ℘ ∈ Sn indexed by the elements
ξ ∈ P ∪ U and ℘ ∈ B.
Meanwhile, to give a covering space of Γ having degree n is to give a graph Γ′ whose
vertex set is (P ∪U)×{1, . . . , n} and whose edge set is B×{1, . . . , n}. Here Γ′ is determined
by specifying, for each edge (℘, i), the corresponding vertices (P, j) and (U, ℓ), where P, U
correspond to the vertices of the edge ℘ in Γ, and where 1 ≤ i, j, ℓ ≤ n. For each such pair
(℘, P ), the map i 7→ j is an element of Sn; and similarly for (℘, U) and i 7→ ℓ. Again we have
equivalence corresponding to renumbering the indices. Associating to each split cover of X̂
the covering space of Γ with the same set of permutations thus gives a bijection between the
split covers of X̂ and the covering spaces of Γ. This is in fact the same map Ŷ 7→ Γ′ given
before the proposition, by the definition of the graph associated to the closed fiber.
A split cover Ŷ → X̂ of degree n factors through a split cover Ŷ ′ → X̂ of degree m if
and only if for some representative families of permutations {σξ,℘}ξ,℘ and {σ
′
ξ,℘}ξ,℘ for these
covers there is an n/m-to-one map φ : {1, . . . , n} → {1, . . . , m} such that φσξ,℘ = σ
′
ξ,℘φ for
all (ξ, ℘). The same is true for the covering spaces of Γ. So the above bijection of lattices
preserves the property of one cover dominating another. As a result, it preserves meet and
join in the lattices, and so it is a lattice isomorphism.
Finally, a split cover of X̂, or a covering space of Γ, is connected if and only if the set of
associated permutations is transitive. So the above bijection carries connected split covers
to connected covering spaces.
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Remark 6.3. (a) Since Proposition 6.2 concerns finite covers, it could also have been
proven using other forms of patching (e.g. formal patching), rather than using patching
over fields. See the introductory comments in Section 7.2 of [HH10].
(b) In the special case that X̂ is regular, Proposition 6.2 can also be proven using Re-
mark 5.2(a). Namely, after blowing up X̂ at points of P, we obtain a model with the
property that no two branches at any point can lie on the same irreducible component
of the closed fiber. Since X̂ is regular, we may replace X̂ by this model, using the
last part of Remark 6.1(b). Given a finite covering space Γ′ → Γ, it is now easy to
construct a cover of X that is split over every point and which induces Γ′ → Γ, by
constructing this cover Zariski locally over X. As a result we obtain the inverse of the
association considered in Proposition 6.2, via Remark 5.2(a).
Recall that πsplit1 (X̂) is the inverse limit of the Galois groups of Galois split covers of X̂
as introduced in Section 5. Directly from Proposition 6.2, we obtain:
Corollary 6.4. Under Hypothesis 5.4, πsplit1 (X̂) is naturally isomorphic to the profinite
completion of π1(Γ(X̂,P)). Thus it is a free profinite group on finitely many generators.
Here the last assertion follows from the fact that the fundamental group of any graph is
a free group on finitely many generators.
As a consequence of Corollary 6.4, πsplit1 (X̂) is trivial if and only if the graph Γ(X̂,P) is
a tree. As another consequence, the fundamental group of this graph is independent of the
choice of the set P, and may be denoted by π1(Γ(X̂)).
Corollary 6.5. Let G be a rational linear algebraic group. Then XX(F,G) is finite, and is
in natural bijection with the pointed set Hom(π1(Γ(X̂)), G/G
0)/∼. It is trivial if and only if
G is connected or π1(Γ(X̂)) = 1. Moreover, for any P as in Hypothesis 5.4, the same holds
for XP(F,G).
Proof. Theorem 5.10 and Corollary 6.4 together provide the asserted natural bijection, using
that Hom(Π, H) is in natural bijection with Hom(Π̂, H) for any finite group H and any
discrete group Π with profinite completion Π̂. The set Hom(π1(Γ(X̂)), G/G
0)/ ∼ is finite
because G/G0 is finite and π1(Γ(X̂)) is finitely generated. This gives the first assertion.
The set Hom(π1(Γ(X̂)), G/G
0)/∼ is trivial exactly when the set Hom(π1(Γ(X̂)), G/G
0) is
trivial, since the only element conjugate to the identity is itself. As observed above, π1(Γ(X̂))
is a free group of finite rank. But the set of homomorphisms from such a free group to a
finite (constant) group is trivial if and only if the free group or the constant group is trivial.
So the second assertion now follows from the first assertion. The last assertion follows again
from Theorem 5.10.
Remark 6.6. (a) In the special case that X̂ is smooth over T , the reduction graph is triv-
ial and so Corollary 6.5 says that XX̂,P(F,G) is trivial (i.e. the associated local-global
principle is satisfied) even if G is a disconnected rational group. The corresponding
simultaneous factorization result also appeared in [HHK09, Theorem 3.4], where con-
nectivity was not in fact needed or used.
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(b) Although the group πsplit1 (X̂) is finitely generated, the group π1(X̂) (of which it is a
quotient) in general is not. In fact, that group is isomorphic to π1(X), which has
Gal(k) as a quotient.
7 Split Extensions
In this section we obtain a Galois-theoretic description of πsplit1 (X̂), given just in terms of F
and the discrete valuations on F . For this, we need to require that the model X̂ is regular;
such models always exist (see [Abh69] or [Lip75]). As a consequence of this description,
πsplit1 (X̂) is independent of the choice of regular model X̂ of F ; and hence so is XX̂,X(F,G),
in the case that G is rational. Indeed, for such models X̂ and groups G, we obtain a
description of XX̂,X(F,G) in terms of the Galois cohomology of F (Theorem 7.10).
Our approach will rely on the notion of split extensions; see the discussion beginning just
before Proposition 7.6. That proposition gives a characterization of split extensions of F in
terms of split covers of a regular model. For this, we need some preliminary results about
valuations, which will also be used in Section 8.
Proposition 7.1. Let R be a complete local domain that is not a field, and let v be a discrete
valuation on the fraction field of R. Then R is contained in the valuation ring of v.
Proof. Since R is not a field, its maximal ideal m contains a non-zero element m. For any
non-zero r ∈ R and any positive integer i, the element rim lies in m.
So by Hensel’s Lemma, 1+ rim is an n-th power in R for every n that is not divisible by
the residue characteristic of R. Thus v(1 + rim) is divisible by arbitrarily large integers in
the value group of v; and so v(1 + rim) = 0. Thus 1 + rim lies in the valuation ring of v,
and hence so does rim. Thus iv(r) + v(m) = v(rim) ≥ 0 for every positive integer i. This
implies that v(r) ≥ 0 and hence r is in the valuation ring of v.
Corollary 7.2. Let F be a field that contains a complete discrete valuation ring T , and let
v be any discrete valuation on F . Then the valuation ring of v contains T .
Proof. If the restriction of v to the fraction field K of T is trivial, then the valuation ring
of v contains K and hence contains T . Alternatively, if the restriction of v to K is non-
trivial, then this restriction is a discrete valuation on K, and the assertion follows from
Proposition 7.1 by taking R = T .
Let Z be an integral scheme and let v be a discrete valuation on the function field F
of Z, with valuation ring Rv ⊂ F . Recall that a point Q of Z is called the center of
v if Rv contains the local ring OZ,Q of Q on Z, and if the maximal ideal mQ of OZ,Q is
the contraction of the maximal ideal mv of Rv. This is equivalent to the condition that
the morphism Spec(F ) → Spec(OZ,Q) factors through the morphism Spec(F ) → Spec(Rv).
Since such a point Q ∈ Z is the image of the closed point of Spec(Rv) under the natural
morphism Spec(Rv)→ Z, the point Q is unique if it exists. Note that since the valuation v
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is non-trivial, Rv is strictly contained in F and hence so is OZ,Q; thus the center of v cannot
be the generic point of Z.
Lemma 7.3. Let T be a complete discrete valuation ring, and let X̂ be a connected regular
projective T -curve with function field F . Then every discrete valuation v on F has a center
Q on X̂, where Q is not the generic point of X̂. Moreover the completion Fv contains FQ.
Proof. By Corollary 7.2, the valuation ring Rv ⊂ F of v contains T ; and this inclusion
corresponds to a morphism Spec(Rv)→ Spec(T ). Since X̂ is proper over Spec(T ), it follows
from the valuative criterion of properness [Hts77, Theorem II.4.7] that there is a morphism
j : Spec(Rv)→ X̂ such that the following diagram commutes:
Spec(F ) //

X̂

Spec(Rv) //
88
r
r
r
r
r
r
Spec(T )
Thus Spec(Rv)→ X̂ and hence Spec(F )→ X̂ factors through Spec(OX̂,Q), where Q ∈ X̂ is
the image under j of the closed point of Spec(Rv). So Q is the center of v (which is not the
generic point of X̂, as observed before the proposition). In particular, we have an inclusion
OX̂,Q ⊆ Rv, with the maximal ideal of Rv contracting to that of OX̂,Q. This in turn yields an
inclusion ÔX̂,Q ⊆ R̂v between their completions; and taking fraction fields yields the desired
inclusion.
The next result strengthens the last assertion of Lemma 7.3 to show that for each discrete
valuation v, there is in fact a point P on the closed fiber X (rather than just on X̂) for which
FP ⊆ Fv. We first introduce some notation. If Q is a codimension one point of a noetherian
connected regular scheme, then it defines a discrete valuation v on the function field F , whose
ring of integers Rv is the local ring RQ at the point Q ([Hts77], p. 130). The completion
R̂Q of RQ with respect to its maximal ideal mQ is the v-adic completion R̂v of Rv, and the
fraction field FQ of R̂Q is the fraction field of R̂v, viz. the v-adic completion Fv of F .
Proposition 7.4. Under the hypotheses of Lemma 7.3, for every discrete valuation v on F
there is a point P on the closed fiber of X̂ such that FP ⊆ Fv.
Proof. By Lemma 7.3, the valuation v has a center Q, which is not the generic point of X̂.
If Q lies on the closed fiber X of X̂, then we may take Q = P . Otherwise, Q lies on the
general fiber of X̂, which is a regular projective curve over the fraction field K of T . The
point Q has codimension one, and v is defined by Q, so FQ = Fv. The residue field at Q is a
finite extension K ′ of K. Here K ′ is a complete discretely valued field, and is the function
field of the closure of Q in X̂. Let P ∈ X be the closed point of X̂ corresponding to the
maximal ideal of the valuation ring T ′ ⊂ K ′. It remains to show that FP ⊆ FQ.
The point P is in the closure of Q, and so RP is contained in RQ. Since X̂ is regular,
RP is a regular local ring. So the height one prime ideal I ⊂ RP defining Q is principal;
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say I = (f). We claim that R̂P , the completion of RP with respect to its maximal ideal m,
is also the I-adic completion of RP . If this is shown, then the inclusion RP ⊂ RQ induces
an inclusion R̂P ⊂ R̂Q on the I-adic completions, and hence induces the desired inclusion
FP ⊆ FQ.
The ideal m ⊂ RP is the radical of the ideal (f, t), where t is the uniformizer of T ; so the
m-adic and (f, t)-adic topologies on RP are the same. For any positive integer n, the ring
RP/I
n is t-adically complete because this ring is a finite module over the t-adically complete
ring T . But a sequence in RP/I
n is t-adically Cauchy if and only if it is (f, t)-adically
Cauchy, because f is nilpotent in RP/I
n. Hence RP/I
n is (f, t)-adically complete. Thus so
is the inverse limit of these rings, which is the I-adic completion (̂RP )I of RP . Since I ⊂ m,
the I-adic completion of RP is contained in the m-adic completion R̂P of RP . But R̂P is
the smallest m-adically complete ring containing RP ; so the containment (̂RP )I ⊆ R̂P is an
equality. This proves the claim and hence the result.
Proposition 7.5. Let F be a function field in one variable over a complete discretely valued
field K with valuation ring T . Let X̂ be a regular T -curve with function field F . If P is
a closed point of X̂ and v is a discrete valuation on FP then the restriction of v to F is a
discrete valuation on F .
Proof. To prove the assertion we need to show that the restriction of v to F is non-trivial;
i.e. v(f) 6= 0 for some f ∈ F×.
By Proposition 3.3, there is a finite morphism f : X̂ → P1T taking P to the point P
′
at infinity on the closed fiber P1k of P
1
T . Thus F is a finite extension of the function field
F ′ = K(x) of P1T . Let v
′ be the restriction of v to F ′P ′ , the fraction field of the complete local
ring of P1T at P
′. Now FP is a finite field extension of F
′
P ′; so [Bou72, Proposition VI.8.1.1]
implies that the value group of v′ has finite index in that of v. Hence v′ is a (non-trivial)
discrete valuation on F ′P ′.
The ring R̂P is contained in the valuation ring Rv ⊂ FP of v by Proposition 7.1, taking
R = R̂P there. Thus R̂
′
P ′ = R̂P ∩ F
′
P ′ is contained in Rv′ := Rv ∩ F
′
P ′, the valuation ring of
v′. Hence v′(u) = 0 for every unit u ∈ R̂′P ′.
Let a ∈ Rv′ ⊂ F
′
P ′ be a uniformizer for v
′ and let η′ be the generic point of P1k. Thus
v′(a) > 0. By [HH10, Proposition 5.6] (taking R̂ = R̂′{P ′}, R̂1 = R̂
′
P ′, R2 = R̂
′
η′ , and
R̂0 = R̂
′
℘′), and writing a ∈ F
′
P ′ as a ratio of elements in R̂
′
P ′ , there exist u1 ∈ R̂
′×
P ′ and
a1 ∈ F
′
{P ′} such that a = u1a1. By [HH10, Corollary 4.8], there exist u2 ∈ R̂
′×
{P ′} and b ∈ F
′
such that a1 = u2b. Thus a = ub with u = u1u2 ∈ R̂
′×
P ′. But v
′(u) = 0; so v′(b) > 0. Thus
the restriction of v′ to F ′ is non-trivial. Hence so is the restriction of v to F .
We say that a finite extension E/F of fields is split if E ⊗F Fv is a product of copies of
the completion Fv of F with respect to v, for every discrete valuation v of F (i.e. valuation
on F with value group isomorphic to Z). Let F split be the union of all split extensions of F ,
inside a fixed algebraic closure of F .
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Proposition 7.6. Let F be a function field in one variable over a complete discretely valued
field K with valuation ring T . Let X̂ be a regular T -curve with function field F , and let E/F
be a finite field extension. Then the following are equivalent:
(i) E/F is a split extension.
(ii) There is a split cover Ŷ of X̂ with function field E.
Moreover, sending split covers to their function fields defines a lattice isomorphism between
the connected finite split covers of X and the finite split extensions of F .
Proof. If E/F is a split extension, let Ŷ be the normalization of X̂ in E. For every codi-
mension one point Q on X̂, the fraction field FQ of the complete local ring R̂Q at Q is the
completion of F at the discrete valuation v defined by Q. By definition of split extensions,
E ⊗F Fv is a product of copies of Fv. That is, E/F is split over FQ. Since X̂ is regular (and
connected), Corollary 5.3 asserts that Ŷ → X̂ is a split cover.
Conversely, if Ŷ → X̂ is a split cover with function field E, let v be a discrete valuation
on F . By Lemma 7.3 above, v has a center Q on X̂ that is not the generic point, and
FQ ⊆ Fv. By definition of a split cover, Ŷ → X̂ splits over the point Q (since it is not the
generic point of X̂); and so by Hensel’s Lemma it splits over R̂Q and thus over FQ. The
containment FQ ⊆ Fv implies that Ŷ → X̂ splits over Fv, and hence so does E/F .
For the last assertion, it remains to show injectivity (on isomorphism classes). This
follows using that finite split covers are étale, together with the fact that a connected étale
cover Ŷ of X̂ is the normalization of X̂ in the function field of Ŷ .
Remark 7.7. The proof of Proposition 7.6 shows that condition (ii) follows from an a priori
weaker form of condition (i), viz. it suffices to assume that E/F is split over each discrete
valuation of F that is given by a codimension one point on the chosen regular model X̂.
Since (ii) implies (i), it follows that an extension E/F is split if and only if it is split over
Fv for each v in that smaller set of valuations.
By taking Galois groups of the objects in Proposition 7.6 and passing to the limit, we
obtain the following:
Corollary 7.8. Let F be a one-variable function field over the fraction field of a complete
discrete valuation ring. Then F split/F is a Galois extension; and for any regular model X̂
of F , there is a natural identification
Gal(F split/F ) = πsplit1 (X̂)
of free profinite groups on finitely many generators. Hence πsplit1 (X̂) and the fundamental
group of the reduction graph are independent of the choice of the regular model X̂ for F .
Proof. Since split covers are étale, Proposition 7.6 implies that every finite split extension of
F is separable; and hence so is F split/F . Also, F split is invariant under the absolute Galois
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group of F . Thus the extension F split/F is Galois. Moreover, under the lattice isomorphism
given in the last part of Proposition 7.6, each Galois finite split cover of X̂ is sent to a Galois
finite split extension of F with the same Galois group. Hence the asserted identification of
profinite groups follows. The fact that these profinite groups are finitely generated and free
then follows from Corollary 6.4, as does the last assertion of the present corollary.
Combining this with Corollary 6.5 if G is rational, we obtain that XX̂,X(F,G) does not
depend on the regular model X̂ of F (as F split does not). To indicate this independence of
the model, we write
X0(F,G) := XX̂,X(F,G),
where X̂ is any regular model of F , and X is its closed fiber.
Lemma 7.9. Let X̂ be a regular projective curve over a complete discrete valuation ring T ,
with closed fiber X.
(a) For every point P of X, there is an inclusion F split →֒ FP of F -algebras.
(b) For any irreducible component X0 ⊆ X, and any non-empty affine open subset U ⊂ X0
that does not meet any other irreducible component of X, there is an inclusion F split →֒
FU of F -algebras.
Proof. (a) Let F¯ be an algebraic closure of F . The field F split ⊂ F¯ is a union of finite split
field extensions Fi/F , each of which is the function field of a finite split cover X̂i → X̂ (by
Proposition 7.6). Since this cover is split, it is also split over FP by Proposition 5.1. Hence
HomF (Fi, FP ) is a non-empty finite set. Thus HomF (F
split, FP ) = lim
←
HomF (Fi, FP ) is also
non-empty, being an inverse limit of non-empty finite sets.
(b) Let P be the finite subset of X that consists of the complement of U in X0 together
with all the points of X at which distinct irreducible components of X meet. Let U be the
set of connected components of the complement of P in X. Thus U ∈ U . The proof is now
the same as that of part (a), except that Corollary 5.5 replaces Proposition 5.1.
Theorem 7.10. Let G be a rational linear algebraic group defined over F . Then
X0(F,G) = H
1(F split/F,G).
Proof. Let ι : H1(F split/F,G)→ H1(F,G) be the natural inclusion. By Lemma 7.9(a), F split
includes into FP for each point P of X. Hence the image of ι is in X0(F,G). It suffices to
show that ι surjects onto X0(F,G).
Write G¯ = G/G0 and let X̂ be a regular model of F over T . To show surjectivity, consider
an element α ∈X0(F,G), with image α¯ ∈X0(F, G¯). By Corollary 5.6, α¯ corresponds to a
G¯-Galois split cover Ŷ → X̂, which is a disjoint union of copies of a connected Galois split
cover with function field E/F . Write αE for the image of α under X0(F,G)→X0(E,G).
Since E/F is Galois, E ⊗F E is a direct product of copies of E, and hence the in-
duced element (α¯)E ∈ X0(E, G¯) ⊆ H
1(E, G¯) is trivial. But this is the image of αE under
X0(E,G)→X0(E, G¯), and this map is bijective by Theorem 5.10. So αE is trivial. Since
E ⊆ F split, it follows that α is in fact in H1(F split/F,G), as desired.
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8 Local-global principles with respect to valuations
In this section, we consider a local-global map with respect to the discrete valuations on a
field E; this was previously considered in [COP02] and [CGP04]. Let ΩE denote the set of
equivalence classes of discrete valuations v on E (i.e., valuations with value group isomorphic
to Z), and let Ev be the v-adic completion of E. Given an algebraic group G over E, we
define
X(E,G) := ker
(
H1(E,G)→
∏
v∈ΩE
H1(Ev, G)
)
.
Thus X(E,G) classifies G-torsors over E that become trivial over each Ev. Again, this is a
pointed set, and is a group if G is commutative.
We will focus on the case that E is a one-variable function field F over a complete
discretely valued field K, and G is a linear algebraic group over F . As before, the valuation
ring of K will be denoted by T . And as in Section 7 we consider only regular models of F ,
i.e., regular projective T -curves X̂ with function field F . We will also consider the case that
E = FP , for P a point on the closed fiber X of such a model X̂ of F .
For F , X̂, X as above, we will study the relationship between X(F,G) and XX(F,G),
using this to obtain information about local-global principles for torsors in terms of discrete
valuations. (For now, we do not assume that G is rational, and so we cannot conclude
from Section 7 that XX(F,G) depends only on the function field F .) Theorem 8.7 gives a
criterion for the equality of X(F,G) and XX(F,G), and this is then used to obtain specific
conditions guaranteeing this equality (Theorem 8.10). In particular, Corollary 8.11 gives a
criterion under which X(F,G) is finite and there is a necessary and sufficient condition for
it to vanish.
Remark 8.1. The above definition of X(F,G) was used in [CPS12], and it was also con-
sidered (without this notation) in [COP02]. In [CGP04] and [BKG04], a slightly different
version of X(F,G) was considered. There, one takes only those discrete valuations that
arise from codimension one points on blow-ups of a given regular model. In our situation,
these two sets of discrete valuations are the same if the residue field k of T is algebraically
closed; but more generally the sets are unequal. In that case, our X(F,G) is contained in
the variant version, and it would be interesting to know if this latter containment is always
an equality. As the proofs below show, the results stated here about X(F,G) each hold
with either version, and some of the results hold even if one just considers the discrete valu-
ations associated to codimension one points on a fixed regular model (as was the case with
Proposition 7.6/Remark 7.7).
Proposition 8.2. Let F be a one-variable function field over a complete discretely valued
field K, and let G be a linear algebraic group over F . Let X̂ be a regular model of F , with
closed fiber X. Then XX(F,G) ⊆X(F,G) as subsets of H
1(F,G).
Proof. Let α ∈ H1(F,G) be an element ofXX(F,G). Then α has trivial image in H
1(FP , G)
for every P ∈ X. Let v ∈ ΩF . By Proposition 7.4, there is some point P on the closed fiber
X of X̂ such that FP is contained in Fv. Hence α has trivial image in H
1(Fv, G). Thus α is
in X(F,G).
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Proposition 8.3. Let X̂ be a regular projective curve over a complete discrete valuation
ring T , with function field F and closed fiber X. Let X(0) be the set of closed points of X.
For any linear algebraic group G over F , the image of X(F,G) under the natural map
φ : H1(F,G)→
∏
P∈X(0)
H1(FP , G)
is
∏
P∈X(0)
′
X(FP , G), the subset of the product in which all but finitely many entries are trivial.
Proof. For any P ∈ X(0) and any v ∈ ΩFP , the restriction v0 of v to F is a discrete valuation
in ΩF , by Proposition 7.5. If α is inX(F,G) then the image of α in H
1(Fv0 , G) is trivial; and
hence so is its image inH1((FP )v, G). But this is the same as the image inH
1((FP )v, G) of the
P -component of φ(α). Thus φ(α) and hence φ(X(F,G)) are contained in
∏
P∈X(0)
X(FP , G).
Let X1, . . . , Xn be the irreducible components of X, and let ηi be the generic point of
Xi. Then ηi is a codimension one point of X̂, and so corresponds to a discrete valuation
in ΩF . Thus if α is an element of X(F,G), then the image of α is trivial in H
1(Fηi , G).
That is, α corresponds to a G-torsor over F that has an Fηi-point. By Proposition 5.8, it
also has an FUi-point, for some affine open subset Ui ⊂ Xi that does not meet any other
component. Thus the image of α is trivial in H1(FUi , G), and hence also trivial in H
1(FP , G)
for all P ∈ Ui. Since there are only finitely many points of X that do not lie in any of the
sets Ui, it follows that φ(X(F,G)) is indeed contained in
∏′
P∈X(0)
X(FP , G).
To prove the result we will show that X(F,G) surjects onto
∏′
P∈X(0)
X(FP , G) under φ.
So consider a finite set S of closed points of X, and elements αP ∈X(FP , G) for P ∈ S. For
each P ∈ X(0) that is in the complement of S, let αP be the trivial element of X(FP , G).
We wish to find an element α ∈X(F,G) whose image in X(FP , G) is αP for all P ∈ X(0).
After enlarging S, we may assume that S contains a point on each irreducible compo-
nent Xi of X, and includes all the points at which X is not unibranched. Since αP is in
X(FP , G) ⊆ H
1(FP , G), the restriction of αP to H
1(F℘, G) is trivial for any height one
prime ℘ of R̂P . In particular, this holds if ℘ is a branch of X at P .
Let Ui now be the complement of S ∩ Xi in Xi, and let αUi be the trivial element of
H1(FUi, G). Thus αUi is an element of X(FUi, G), and its restriction to H
1(F℘, G) is trivial
for any branch ℘ at a point P ∈ S ∩Xi. Thus αUi, αP induce isomorphic (trivial) elements
of H1(F℘, G), if P ∈ S ∩Xi and ℘ is a branch at P on the closure of Ui. Hence Theorem 3.5
applies; and so there is some α ∈ H1(F,G) that induces αP ∈ H
1(FP , G) for each P ∈ S
and induces αUi ∈ H
1(FUi, G) for each i. Since αUi is trivial, it follows that α induces the
trivial element of H1(FP , G) for each P in the complement of S.
It remains to show that α lies in X(F,G). So consider any v ∈ ΩF . By Proposition 7.4,
there is a point P ∈ X such that FP is contained in Fv. If P is a codimension one point of
X̂, then P = ηi for some i; and then the image of α in H
1(Fηi , G) is trivial since its image
in H1(FUi , G) is trivial and since Fηi contains FUi. The other possibility is that P is a closed
point of X. Then the discrete valuation on Fv restricts to a discrete valuation vP on FP
that in turn restricts to v on F ; and the completion of FP at vP is just Fv. Since αP lies in
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X(FP , G), the image of αP in H
1(Fv, G) is trivial. But αP is the image of α in H
1(FP , G).
Hence the the image of α in H1(Fv, G) is also trivial. Thus α lies in X(F,G).
Proposition 8.4. Let X̂ be a regular projective curve over a complete discrete valuation
ring T , with function field F and closed fiber X. Let X(0) be the set of closed points of X.
For any linear algebraic group G over F , there is an exact sequence
1→XX(F,G)
ι
−→X(F,G)
φ
−→
∏
P∈X(0)
′
X(FP , G)→ 1 (∗)
of pointed sets, in which the map ι is an inclusion.
Proof. By Proposition 8.2, there is an inclusion ι : XX(F,G) → X(F,G), given by view-
ing each as a subset of H1(F,G). By Proposition 8.3, there is a surjection φ : X(F,G) →∏′
P∈X(0)
X(FP , G), whose entries are the natural maps toX(FP , G) ⊆ H
1(FP , G). The com-
position φι is trivial, since XX(F,G) is the kernel of the map H
1(F,G)→
∏
P∈X H
1(FP , G).
Also, any element of X(F,G) has trivial image in H1(FP , G) for any codimension one point
P ∈ X̂, and in particular for the generic point of any irreducible component of X. Hence
any element in the kernel of φ is also in the kernel of H1(F,G) →
∏
P∈X H
1(FP , G); i.e. is
in XX(F,G). So the sequence is exact.
Proposition 8.4 shows that XX(F,G) is the kernel of φ. But since (∗) is in general just
an exact sequence of pointed sets, describing the kernel does not describe the fibers of φ.
But as in Corollary 2.5, we can describe those fibers by using the bijection between H1(F,G)
and H1(F,Gτ) that takes the class [τ ] ∈ H1(F,G) of τ ∈ Z1(F,G) to the neutral element.
Namely, the fiber of φ containing [τ ] ∈X(F,G) is carried to the kernel of the corresponding
map for the twisted group Gτ ; and this is just XX(F,G
τ ), by Proposition 8.4 applied to
Gτ . We thus obtain the following corollary:
Corollary 8.5. In the situation of Proposition 8.4, let τ ∈ Z1(F,G) be a cocycle whose class
[τ ] lies in X(F,G). Then the fiber of φ : X(F,G) →
∏′
P∈X(0)
X(FP , G) that contains [τ ]
is in natural bijection with XX(F,G
τ ) as pointed sets.
By Proposition 8.4, if X(FP , G) is trivial for every closed point P on the closed fiber
X of some regular model X̂ of F , then X(F,G) = XX(F,G). A related result appears at
Theorem 8.7 below. First we prove a lemma.
Lemma 8.6. Let E be the fraction field of a two-dimensional complete regular local ring A,
and let G be a finite constant group over E. Then X(E,G) is trivial.
Proof. Let α ∈ X(E,G) ⊆ H1(E,G). Then α defines an étale E-algebra; let B be the
integral closure of A in this algebra. Thus the morphism Spec(B) → Spec(A) is finite and
generically separable. Moreover it is unramified over the codimension one points of Spec(A),
since α ∈X(E,G). Since A is regular and B is normal, it follows by Purity of Branch Locus
that Spec(B)→ Spec(A) is unramified, and hence is an étale cover.
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Let {x, y} be a system of parameters for Spec(A) at its closed point P . By hypothesis,
the torsor defined by α becomes trivial over the x-adic completion Ex of E. Thus there is
a section of the étale cover Spec(B) → Spec(A) over Spec(Ax), where Ax is the completion
of the local ring of A at the height one prime (x). Let V ⊂ Spec(A) be the closed subset
defined by (x). The étale cover Spec(B)→ Spec(A) thus has a section over the generic point
(x) of V , and hence has a section over all of V . Hence it has trivial residue field extension
at a point lying over the closed point P of V . Since Spec(B) → Spec(A) is étale, Hensel’s
Lemma implies that Spec(B) → Spec(A) has a section. Thus the torsor defined by α has
a section over Spec(E); i.e. α corresponds to the trivial G-torsor over E. This shows that
X(E,G) is trivial.
Note that the above proof shows that Lemma 8.6 holds more generally if G is instead
assumed to be the generic fiber of a smooth finite group scheme over A.
If G is a rational linear algebraic group over F , then G(E)→ (G/G0)(E) is surjective for
every E/F . Hence H1(E,G0) → H1(E,G) is injective by the cohomology exact sequence
[Ser00, I, 5.5, Proposition 38], and thus X(FP , G
0) ⊆ X(FP , G) for every closed point
P ∈ X. For such groups, the vanishing of the a priori smaller set X(FP , G
0) suffices to
obtain the equality stated after Corollary 8.5, as the following result shows:
Theorem 8.7. Let X̂ be a regular projective curve over a complete discrete valuation ring
T , with function field F and closed fiber X. Let G be a linear algebraic group over F with
G/G0 a finite constant group. Assume that for each P ∈ X and each valuation v on FP , the
homomorphism G((FP )v)→ (G/G
0)((FP )v) is surjective. Suppose moreover that X(FP , G
0)
is trivial for every closed point P of X̂. Then X(F,G) = XX(F,G) as subsets of H
1(F,G).
Proof. Let X̂ be a regular model of F over T . Let X(0) denote the set of closed points of
its closed fiber X. By Proposition 8.4, it suffices to show that X(FP , G) is trivial for each
closed point P ∈ X(0).
Let P ∈ X(0). By [Ser00, I, 5.5, Proposition 38], the sequence of pointed sets
H1(FP , G
0)→ H1(FP , G)→ H
1(FP , G¯)
is exact, where G¯ = G/G0.
Now let α ∈X(FP , G) ⊆ H
1(FP , G). Then the image of α inH
1(FP , G¯) lies inX(FP , G¯)
and hence is trivial by Lemma 8.6. Thus α is the image of an element of H1(FP , G
0). By
the surjectivity assumption this element necessarily lies in X(FP , G
0) (see the arguments in
the first and last paragraphs of the proof of Corollary 2.6). But X(FP , G
0) is trivial, and
so α is trivial. This shows that X(FP , G) is trivial and completes the proof.
Results about the vanishing of X(E,G) for algebraic groups G over fraction fields E of
regular complete local rings give applications of the above theorem. In particular, there is the
next result, following a suggestion of J.-L. Colliot-Thélène, and using a strategy that is similar
to that used in the proof of Lemma 8.6. Here, as in [DeGr70], Exp. XIX, Définition 2.7, we
say that a group scheme G over a base scheme S is reductive if it is affine and smooth over S,
and its geometric fibers are connected and reductive (meaning they have trivial unipotent
radical).
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Lemma 8.8. Let E be the fraction field of a two-dimensional complete regular local ring A,
and let G be a reductive group scheme over A. Then X(E,G) is trivial.
Proof. If α ∈ X(E,G) ⊆ H1(E,G), then the corresponding G-torsor over Spec(E) is un-
ramified at the codimension one points of Spec(A). It therefore follows that α is induced
by an element αA of H
1(Spec(A), G), as shown in [CPS12, Theorem 4.2(i)]. (That result
considered not our space Spec(A) but rather a two-dimensional regular scheme that is pro-
jective over a complete discrete valuation ring; but the only hypothesis that was used in the
proof was that the scheme is two-dimensional and regular with function field E.)
Let {x, y} be a system of parameters for Spec(A) at its closed point P . By hypothesis,
the torsor defined by αA becomes trivial over the x-adic completion Ex of E. According to
[Nis84], since G is reductive, the natural map H1(Ax, G) → H
1(Ex, G) has trivial kernel,
where the discrete valuation ring Ax is the completion of the local ring of A at the height
one prime (x). Thus the image of αA in H
1(Ax, G) is trivial. Hence so is its image in
H1(Ax/xAx, G). Since A/xA is a discrete valuation ring with fraction field Ax/xAx, it
follows from [Nis84] that the image of αA in H
1(A/xA,G) is trivial. Hence so is its image in
H1(A/(x, y), G). Thus the G-torsor over A given by αA has a rational point over the residue
field A/(x, y) at P . But A is complete. So this point lifts to an A-point on the torsor. Thus
this torsor is trivial, and hence so is the G-torsor over E defined by α. This shows that
X(E,G) is trivial.
Remark 8.9. The assertion cited from [Nis84] was stated for reductive groups, but the proof
was given there only for semi-simple groups. The proof in the general reductive case was
given in [Gil94, Théorème I.1.2.2].
Theorem 8.10. Let F be a one-variable function field over the fraction field of a complete
discrete valuation ring T , and let X̂ be a regular model for F , with closed fiber X. Let
G be a linear algebraic group over F with G/G0 constant, such that for each P ∈ X and
each valuation v on FP , the homomorphism G((FP )v)→ (G/G
0)((FP )v) is surjective. Then
XX(F,G) equals X(F,G) in each of the following situations:
(i) G0 is a rational variety and the residue field of T is algebraically closed of characteristic
zero; or
(ii) G0 is the generic fiber of a reductive group scheme over Xˆ; or
(iii) G0 is semi-simple and simply connected, and the residue field of T is algebraically
closed of characteristic zero.
Hence XX(F,G) is independent of the above choice of Xˆ, provided the above hypotheses are
satisfied.
Proof. By Theorem 8.7, it suffices to show that X(FP , G
0) is trivial for every closed point
P of X̂. In case (i) this follows from [BKG04, Corollary 7.7]; and in case (ii) it follows from
Lemma 8.8 above, via base change from X̂ to Spec(R̂P ). In case (iii) it follows from the fact
that H1(FP , G
0), which contains X(FP , G
0), is trivial by [COP02, Theorem 5.1].
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In particular, if G is rational over F and the residue field of T is algebraically closed of
characteristic zero, then the above conclusions about XX(F,G) hold. In this case, the last
assertion of the theorem was previously observed (see the comment after Corollary 7.8).
Combining Theorem 8.10 with Corollary 6.5 then gives:
Corollary 8.11. Let G be a rational linear algebraic group over F . If the residue field of T
is algebraically closed of characteristic zero, or if condition (ii) of Theorem 8.10 holds, then
X(F,G) is finite. Under either of these hypotheses, X(F,G) is trivial if and only if G is
connected or F split = F (or, equivalently, if the reduction graph of some regular model of F
is a tree).
It would be interesting to know if the conclusion of Theorem 8.10 always holds even
without assuming any of the three additional hypotheses. If so, then the conclusion of
Corollary 8.11 would hold for rational linear algebraic groups even without an assumption
on the residue field of T . In particular, the obstruction X(F,G) would then vanish for
G rational and connected, just as XX(F,G) does. Whether this is actually the case is a
question that is currently being studied by a number of researchers.
9 Applications
In this section we apply the previous results in order to obtain local-global principles for
quadratic forms and central simple algebras. We begin by considering homogeneous spaces
which are not necessarily torsors.
9.1 Applications to homogeneous spaces
Until now our focus has been on local-global principles for torsors, i.e. for principal homoge-
neous spaces. Some results also carry over to other homogeneous spaces. As in [HHK09], if
H is an F -variety on which a linear algebraic group acts, then we say that G acts transitively
on the points of H if G(E) acts transitively on H(E) for every field extension E of F . As
observed in Corollary 2.8, if a local-global principle holds for G-torsors then it holds for all
homogeneous G-spaces that satisfy the above transitivity assumption. There, the context
was for factorization inverse systems. But it holds in particular for the situation of patches,
i.e. that of Notation 3.2, since by Corollary 3.4 they form such a system satisfying the hy-
potheses of Corollary 2.8. Using Proposition 5.8, the corresponding property holds in the
context of points on the closed fiber, in parallel to [HHK09], Theorem 3.7.
Theorem 9.1. Let F be a one variable function field over a complete discretely valued field
with valuation ring T , and let X̂ be a normal model for F over T , with closed fiber X. If G
is a linear algebraic group over F such that XX(F,G) is trivial, then there is a local-global
principle with respect to points on the closed fiber X for all F -varieties H for which G acts
transitively on the points. That is, if H(FP ) is non-empty for every P ∈ X, then H(F ) is
non-empty. In particular, this local-global principle holds if G is connected and rational.
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Proof. Let X1, . . . , Xr be the irreducible components of X, and let ηi be the generic point
of Xi. Since H(Fηi) is non-empty, so is H(FUi) for some affine dense open subset Ui of Xi
that does not meet any other Xj, by Proposition 5.8. Let U be the collection of the sets
Ui, and let P be the complement of their union. As was pointed out at the beginning of
Section 5, XP(F,G) is a subset of XX(F,G) and thus trivial by assumption. Hence by
Corollary 2.8 applied to the factorization inverse system given by the patches, if H(Fξ) 6= ∅
for each ξ ∈ P ∪ U , then H(F ) 6= ∅. The last assertion now follows from Corollary 6.5.
It would be desirable to prove an analogous assertion in the context of discrete valuations,
viz. that if X(F,G) is trivial then for any G-space H with transitive action, there is an F -
point on H provided that there is an Fv-point for each discrete valuation v. In this general
direction we have the following result:
Theorem 9.2. Let T be a complete discrete valuation ring with fraction field K, such that its
residue field k is algebraically closed of characteristic zero. Let F be a one-variable function
field over K with a regular model X̂ having closed fiber X; and let G be a linear algebraic
group over F such that X(F,G) or XXˆ,X(F,G) is trivial. If H is a smooth projective F -
variety with a G-action that is transitive on points, and if H(Fv) is non-empty for every
discrete valuation v on F , then H(F ) is non-empty.
Proof. Since XXˆ,X(F,G) is contained in X(F,G) by Proposition 8.4, it suffices to prove
the theorem in the case that XXˆ,X(F,G) is trivial.
By Proposition 7.5, for every closed point P ∈ X and discrete valuation v on FP , the
restriction of v to F is a discrete valuation v0. Hence for every such P , H((FP )v) is non-
empty, as it contains H(Fv0). Since H is smooth, Corollary 5.7 of [CGP04] applies, and thus
H(FP ) is non-empty.
Next, consider a generic point η of an irreducible component X0 of X. Then H(Fη)
is non-empty since Fη = Fv, where v is the discrete valuation on F corresponding to the
codimension one point η ∈ X̂.
Thus H(FP ) is non-empty for every point P ∈ X. Since XX(F,G) is trivial, it follows
from Theorem 9.1 that H(F ) is non-empty.
Note that the containment XXˆ,X(F,G) ⊆X(F,G) also shows that Theorem 9.1 remains
true if instead X(F,G) is assumed trivial. Also, as in Theorem 9.1, the triviality hypothesis
in Theorem 9.2 in particular holds for G rational and connected, by Corollary 6.5.
9.2 Applications to quadratic forms
Below we prove local-global principles for quadratic forms in terms of points on the closed
fiber and in terms of valuations. These results concern whether a quadratic form is isotropic
or hyperbolic; the value of the Witt index of a form; and the Witt group of a field.
As before, let T be a complete discrete valuation ring with uniformizer t, fraction field
K, and residue field k, and let F be a one-variable function field over K. In this section, we
assume that K does not have characteristic 2. Let X̂ be a normal model of F over T .
38
In the situation of Notation 3.2, a local-global principle for isotropy was shown in [HHK09,
Theorem 4.2] for quadratic forms over F of dimension unequal to two, in terms of the fields
FP and FU . An analogous local-global principle in terms of completions Fv at valuations
was shown in [CPS12, Theorem 3.1], using the result in [HHK09] and a theorem of Springer
([Lam05, Proposition VI.1.9(2)]); this is an analog of the classical Hasse-Minkowski theorem.
(The statement of [CPS12, Theorem 3.1] assumed that some model has a smooth generic
fiber, but this was not essential.) The next result proves the analog in terms of points on the
closed fiber X of X̂. (We have learned that in the case that char(k) 6= 2 and X̂ is regular,
this result also appears in the Ph.D. thesis of David Grimm. This case also follows from
[CPS12, Theorem 3.1] together with Proposition 7.4.)
Theorem 9.3. Let F and X̂ be as above. If q is a quadratic form over F of dimension
unequal to two, and if q is isotropic over FP for every P ∈ X, then q is isotropic over F .
Proof. Without loss of generality, we may assume that q is regular of dimension n ≥ 3.
Then O(q) and its identity component SO(q) act transitively on the points of the projective
quadric hypersurface H defined by q (for details, see the proof of Theorem 4.2 of [HHK09]).
By Remark 4.1 of that article, the group SO(q) is rational. Thus by Theorem 9.1, H(F ) is
non-empty provided that each H(FP ) is; this is equivalent to the desired assertion.
Example 9.4. (a) In the situation of Theorem 9.3, there are local-global principles for
octonion algebras and for torsors under linear algebraic groups of type G2. Namely,
these algebras and these torsors are each in bijection with the isomorphism classes
of three-fold Pfister forms 〈1, a〉 ⊗ 〈1, b〉 ⊗ 〈1, c〉 ([Ser95], Section 8.1, Théorème 9).
Since such a quadratic form has dimension eight, Theorem 9.3 applies. But a Pfister
form that is isotropic is in fact hyperbolic [Lam05, Theorem X.1.7]. Thus an octonion
algebra or a group of type G2 is split over F if and only if it becomes split over each
FP , for P ∈ X. (This can also be seen by using that F -groups of type G2 are classified
by H1(F,Aut(G)) = H1(F,G) for G any group of type G2; and that if G is split then
it is rational and hence Corollary 6.5 applies.)
(b) If the characteristic of the residue field k is also assumed to be unequal to two, then
the assertions in part (a) of this remark also apply to the corresponding local-global
principles with respect to discrete valuations, by citing [CPS12, Theorem 3.1] instead
of Theorem 9.3.
Recall that two quadratic forms q, q′ are Witt equivalent if q ⊥ h ∼= q′ ⊥ h′, where h, h′
are hyperbolic forms. The Witt equivalence classes form the Witt group W (F ), which is
also a ring under multiplication given by tensor product. By Witt decomposition ([Lam05,
Theorem I.4.1]), every regular form q is Witt equivalent to an anisotropic form; i.e. q = qa ⊥
qh with qa anisotropic and qh hyperbolic. Here the Witt index of q is iW (q) =
1
2
dim qh.
Corollary 9.5. If q is a regular quadratic form then
iW (q) = min
P∈X
iW (qFP ) (∗)
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unless q is Witt equivalent to an anisotropic binary form that becomes isotropic over each
FP . In that exceptional case,
iW (q) = min
P∈X
iW (qFP )− 1. (∗∗)
Proof. Write q = qa ⊥ qh, as above. If qa is not binary, then since it is anisotropic over F ,
it is also anisotropic over some FP , by Theorem 9.3. The equality (∗) now follows.
If qa is binary and some (qa)P is anisotropic, then iW (qa) = minP∈X iW ((qa)FP ) =
0. Thus (∗) holds in this case. In the remaining (exceptional) case, iW (qa) = 0 and
minP∈X iW ((qa)FP ) = 1, hence (∗∗) holds.
For any rational linear algebraic group G over F , the pointed set X0(F,G) is equal
to XX̂,X(F,G), for any regular model X̂ of F over T , with closed fiber X. Recall that
under Hypothesis 5.4, the fundamental group of the reduction graph of a regular model X̂
also depends only on F , by Corollary 7.8. As a result, we may simply write π1(Γ) for this
common fundamental group, where Γ is the reduction graph of any regular model of F .
Theorem 9.6. Let F be a one variable function field over a complete discretely valued field
K of characteristic not equal to 2, and let X̂ be a regular model of F . Then the kernel
of the natural homomorphism of Witt groups π : W (F ) →
∏
P∈X
W (FP ) is isomorphic to
X0(F,Z/2Z). Moreover, both groups are isomorphic to the elementary abelian two-group
Hom(π1(Γ),Z/2Z), and each element in the kernel is represented by a quadratic form of
dimension two.
Proof. Let h denote a hyperbolic plane. Then SO(h) is rational by [HHK09], Remark 4.1; and
hence so is O(h), since each of the two components has a rational point. Now H1(F,O(h))
classifies the equivalence classes of regular two-dimensional quadratic forms over F , with
the distinguished element corresponding to the quadratic form h (see [KMRT98, Proposi-
tion VII.29.1 and VII.29.28]). Each element in ker π ⊆ W (F ) is represented by an anisotropic
quadratic form that becomes hyperbolic over each FP . Since a non-trivial hyperbolic form
is isotropic, it follows from Theorem 9.3 that such a form is binary. Thus there is a natu-
ral bijection of pointed sets ker π → X0(F,O(h)). Since O(h) is rational, and its quotient
by its identity component is isomorphic to Z/2Z, there is a bijection of X0(F,O(h)) to
X0(F,Z/2Z), by Corollary 6.5. We claim that the composition ker π → X0(F,Z/2Z) is
a homomorphism, and hence an isomorphism. It suffices to show that the composition
ker π →X0(F,Z/2Z) ⊆ H
1(F,Z/2Z) = F×/(F×)2 is. But this composition takes the diag-
onal quadratic form 〈1,−a〉 to the square class of a, for a ∈ F×. Since 〈1,−a〉 ⊥ 〈1,−b〉 is
Witt equivalent to 〈1,−ab〉, the claim follows.
The remaining assertion now follows directly from Corollary 5.6.
Thus, the local-global map π : W (F )→
∏
P∈X
W (FP ) on Witt groups has trivial kernel if
and only if π1(Γ) = 1. More generally, if π1(Γ) is free of rank r, then ker(π) = (Z/2Z)
r.
Corollary 9.7. In the above situation, the following are equivalent:
40
(i) The local-global principle for isotropy in Theorem 9.3 holds for all binary quadratic
forms over F .
(ii) The equality (∗) of Corollary 9.5 holds for all quadratic forms over F .
(iii) F = F split or equivalently, the reduction graph of a regular model of F is a tree.
Proof. A form of dimension two is isotropic if and only if it is hyperbolic. So the equivalence
of (i) and (iii) follows from Theorem 9.6, since the reduction graph Γ is a tree if and only if
π1(Γ) is trivial.
By Corollary 9.5, the equality (∗) is equivalent to the vanishing of the kernel of the local-
global map on Witt groups. So the equivalence of (ii) and (iii) follows from Theorem 9.6
and Corollary 7.8.
Remark 9.8. As with Theorem 9.3, the other results above also have analogs in terms of
patches on a regular model; the analog for Corollary 9.5 is in fact Corollary 4.3 of [HHK09].
We next turn to analogs of the above three results for the set of discrete valuations on
F , thereby extending the results of [CPS12]. We first prove preliminary results, using the
theorem of Springer cited above. For this reason we assume that the residue field k of the
discrete valuation ring has characteristic unequal to two, as in [CPS12].
Lemma 9.9. Let R be a regular complete local domain of dimension two, whose residue
field k has characteristic unequal to two. Let E be the fraction field of R; let {x, y} be a
generating set for the maximal ideal of R; and let Ey be the completion of E with respect to
the y-adic valuation. Let q =
∑n
i=1 aiZ
2
i be a diagonal quadratic form over R such that each
ai has the form x
riysiui for some ri, si ≥ 0 and some unit ui ∈ R
×.
(a) If q is isotropic over Ey then it is isotropic over E.
(b) If q is hyperbolic over Ey then it is hyperbolic over E.
Proof. (a) We follow the strategy used in the proof of [CPS12, Theorem 3.1]. After factoring
out even powers of x and y, we may assume that the exponents of x and y in the coefficients
ai of q are each equal to 0 or 1. We may now write q = q1 ⊥ xq2 ⊥ yq3 ⊥ xyq4, where
each qi is a regular quadratic form over R. Since q = (q1 ⊥ xq2) ⊥ y(q3 ⊥ xq4) is isotropic
over the complete discretely valued field Ey, it follows from a theorem of Springer ([Lam05,
Proposition VI.1.9(2)]) that q1 ⊥ xq2 or q3 ⊥ xq4 is isotropic over the residue field of Ey,
i.e. over the fraction field of the discrete valuation ring R¯ := R/yR. Applying Springer’s
theorem to that subform over R¯ yields that one of the forms qi is isotropic over the residue
field k of R¯, and hence so is q. Thus there is a non-zero k-point on the affine quadric
hypersurface Q ⊂ AnR defined by q. By the assumptions on q and on k, this point of Q is
smooth because it is not the origin. Since k is also the residue field of the complete ring R,
[HHK09, Lemma 4.5] implies that this k-point lifts to an R-point of Q. Hence q is isotropic
over E.
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(b) By Witt decomposition, we may write q = q′ ⊥ q′′, where q′ is anisotropic over E and
q′′ is hyperbolic over E. Since q and q′′ are hyperbolic over Ey, so is q
′, by Witt cancellation
([Lam05, Theorem I.4.2]). If q′ is not the zero form, then it is isotropic over Ey, and hence
it is isotropic over E by part (a). This contradiction shows that q′ = 0 and hence q = q′′ is
hyperbolic.
In this proposition we return to our standing notation of this section.
Proposition 9.10. Assume that the residue field k of T has characteristic unequal to two.
Let F be a one-variable function field over the fraction field of T and let q be a quadratic
form over F .
(a) Then there is a regular model X̂ of F such that for every point P on the closed fiber of
X̂, q is isotropic (resp. hyperbolic) over FP if and only if it is isotropic (resp. hyperbolic)
over (FP )v for every discrete valuation v on FP .
(b) Moreover, for a model X̂ as in part (a), the given form q is isotropic (resp. hyperbolic)
over FP for every point P on the closed fiber of X̂ if and only if it is isotropic (resp.
hyperbolic) over Fv for every discrete valuation v on F .
Proof. (a) The forward implication is true for any regular model, so to prove that assertion it
suffices to find a model for which the reverse implication holds. Let X̂ ′ be any regular model
for F . Since char(F ) 6= 2, after replacing q by an equivalent form we may assume that q is a
diagonal form
∑
aiZ
2
i , with ai ∈ F
×. Let D′ be the union of the supports of the divisors of
the elements ai as rational functions on X̂
′. For some blow-up f : X̂ → X̂ ′, the singularities
of D := f−1(D′) are normal crossings (e.g. see [HHK09, Lemma 4.7]). Let X be the closed
fiber of X̂, and let P ∈ X. If P is the generic point of a component of X, then FP is a
complete discretely valued field, and the statement is trivial. So let P be a closed point. By
the above condition on the divisor D, we may choose local parameters x, y ∈ R̂P such that
the components of D that meet P lie in the zero locus of xy on X̂. After multiplying q by an
element of the form xrys, we may assume that q is as in the hypothesis of Lemma 9.9. If q
is isotropic (resp. hyperbolic) over each completion of FP , it is in particular isotropic (resp.
hyperbolic) over the completion of FP with respect to the y-adic valuation on FP . Then the
lemma implies that q is isotropic (resp. hyperbolic) over FP , as we needed to show.
(b) The forward implication follows from Proposition 7.4. For the reverse implication,
suppose that q is isotropic (resp. hyperbolic) over every Fv. Every discrete valuation on FP
restricts to a discrete valuation on F (Proposition 7.5), and so q is isotropic (resp. hyperbolic)
over all completions of FP with respect to its discrete valuations. Hence by part (a), q is
isotropic (resp. hyperbolic) over each FP .
We now can now state analogs of Corollary 9.5, Theorem 9.6, and Corollary 9.7, in the
context of discrete valuations. (As noted above, the corresponding analog of Theorem 9.3
was proven in [CPS12, Theorem 3.1].)
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Theorem 9.11. Assume that the residue field k of the complete discrete valuation ring T
has characteristic unequal to two. Let F be a one-variable function field over the field of
fractions K of T , and let Γ be the reduction graph of a regular model.
(a) The quadratic forms on F satisfy a local-global principle for isotropy with respect to
the set of discrete valuations ΩF (i.e. an arbitrary form q is isotropic over F if it is
isotropic over Fv for each v ∈ ΩF ) if and only if Γ is a tree.
(b) For any regular quadratic form q over F , its Witt index iW (q) is equal to either
minv∈ΩF iW (qFv) or minv∈ΩF iW (qFv) − 1. The second case occurs precisely for those
forms that are Witt equivalent to an anisotropic binary form that becomes isotropic
over each Fv. Moreover the first case holds for all regular quadratic forms q over F if
and only if Γ is a tree.
(c) The kernel of the natural homomorphism of Witt groups ̟ : W (F ) →
∏
v∈ΩF
W (Fv) is
equal to the kernel of π : W (F )→
∏
P∈X
W (FP ) for any regular model of F . Thus it is
isomorphic to the elementary abelian two-group Hom(π1(Γ),Z/2Z), and each element
in the kernel is represented by a quadratic form of dimension two.
Proof. First observe that by Corollary 7.8, the choice of a regular model does not affect
the isomorphism class of the reduction graph, and in particular does not affect whether the
reduction graph is a tree. Thus we may pick a regular model of our choosing in parts (a)
and (b). This observation will also be useful in the proof of part (c).
(a) If the quadratic forms on F satisfy a local-global principle with respect to discrete
valuations, then they also satisfy such a principle with respect to the points P on the closed
fiber of any regular model, since every Fv contains an FP by Corollary 7.4. Hence Γ is a
tree, by Corollary 9.7.
For the converse direction, suppose that Γ is a tree. Consider a quadratic form q over F
that becomes isotropic over each Fv. We need to show it is isotropic over F . Let X̂ be a
model given by Proposition 9.10(a). By part (b) of that proposition, q is isotropic over FP
for every point P on the closed fiber of X̂. But then q is isotropic over F , by Corollary 9.7.
(b) Given a regular quadratic form q over F , let X̂ be as in Proposition 9.10(a), with
closed fiber X. To prove the first assertion in part (b), it suffices by Corollary 9.5 to show
that min
v∈Ω
iW (qFv) = min
P∈X
iW (qFP ). The former expression is greater than or equal to the
latter, since every Fv contains an FP . By Proposition 9.10(b), those quantities are equal if
q has dimension two. It remains to show that the above inequality is actually an equality
if dim(q) > 2. In this case the right hand side is equal to iW (q), by Corollary 9.5. Write
q = qa ⊥ qh with qa anisotropic and qh hyperbolic. Since iW (q) = min
P∈X
iW (qP ), the form qa is
anisotropic over FP for some point P ∈ X. Given P , the form qa remains anisotropic over
the completion of FP with respect to some discrete valuation on FP , by the defining property
of X̂ (as in Proposition 9.10(a)). By Proposition 7.5 it also remains anisotropic over Fv for
the restriction v of that valuation to F . Hence iW (qa) = iW ((qa)FP ) = iW ((qa)Fv) = 0 and
thus iW (q) = iW (qFv), as needed.
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The second assertion in part (b) now follows from Corollary 9.5 and Proposition 9.10(b);
and the third assertion in (b) then follows from the assertion of part (a) above.
(c) Given any regular model X̂ of F with closed fiber X, since every Fv contains an FP
by Corollary 7.4, it follows that ker(π) is contained in ker(̟).
For the reverse containment, let q be a regular quadratic form q whose class lies in
ker(̟). First consider the case that X̂ is a model as given in Proposition 9.10(a), relative
to q. Again using Proposition 7.5, the class of q also becomes trivial over each completion of
a field FP (with respect to some discrete valuation), for every P in the closed fiber X of X̂.
Proposition 9.10(a) then implies that the class of q lies in ker(π); implying ker(̟) ⊆ ker(π)
and hence equality.
More generally, for an arbitrary regular model X̂ ′, the reduction graphs of X̂ and X̂ ′ have
isomorphic fundamental groups, as observed above. Hence by Theorem 9.6, ker(π) and the
corresponding kernel ker(π′) for X̂ ′ are isomorphic and finite. But since ker(π′) ⊆ ker(̟) =
ker(π), this implies ker(π′) = ker(̟), proving the desired equality.
The remaining assertions follow from Theorem 9.6.
The above result also shows that the local-global maps ̟ and π in part (c) have kernel
contained in the fundamental ideal I(F ) ⊂W (F ), and that the kernel meets I2(F ) trivially.
Hence the restrictions of ̟ and π to I2(F ) are injective, yielding a local-global principle
for such classes of forms. Compare the assertions of [COP02, Theorem 3.10] and [Hu13,
Lemma 4.10], in a more local situation.
9.3 Applications to central simple algebras
We next consider applications of our results to central simple algebras. We first carry over
a local-global assertion about the index of an algebra from the context of patches to the
contexts of points on the closed fiber and of valuations. Afterwards we prove a local-global
result about central simple algebras with unitary involutions.
Recall that in [HHK09, Theorem 5.1] we showed that under Notation 3.2, the index of a
central simple F -algebra A is the least common multiple of the indices of the central simple
Fξ-algebras Aξ := A⊗F Fξ, for ξ ∈ P∪U . Here, we obtain an analogous local-global principle
for points on the closed fiber:
Theorem 9.12. Under Notation 3.1, let A be a central simple F -algebra. Then
ind(A) = lcm
P∈X
ind(AP ), (∗)
where AP := A⊗F FP is viewed as a central simple FP -algebra, for P ∈ X. In particular, A
is split over F if and only if each AP is split over FP .
Proof. Let SBi(A) be the generalized Severi-Brauer variety associated to A. By [KMRT98,
Proposition 1.17], if E/F is a field extension, then SBi(A)(E) 6= ∅ if and only if ind(AE)
divides i. Moreover, the rational connected linear algebraic group GL1(A) acts transitively
on the points of SBi(A). So Theorem 9.1 implies that ind(A) | i if and only if ind(AP ) | i
for each P ∈ X; this is equivalent to the desired assertion.
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We can also consider an analog of Theorem 9.12 in terms of discrete valuations on F ,
parallel to the result in the case of quadratic forms that was given in [CPS12, Theorem 3.1].
The following result, which is a valuation version of the last assertion of the above theorem,
also appeared in [CPS12, Theorem 4.3(ii)], and can be viewed as an analog of the Albert-
Brauer-Hasse-Noether theorem:
Corollary 9.13. Let F be a one-variable function field over a complete discretely valued
field, and let A be a central simple F -algebra. Then A splits over F if and only if it splits
over Fv for every discrete valuation v on F . Moreover two such algebras A,A
′ are isomorphic
over F if and only if they become isomorphic over each Fv.
Proof. Let X̂ be a regular model for F over the valuation ring T , with closed fiber X. The
isomorphism classes of central simple F -algebras of degree d are classified by H1(F,PGLd)
([KMRT98], p. 396), with the isomorphism class of a split algebra corresponding to the trivial
cohomology class. Since the connected linear algebraic group PGLd is defined and reductive
over X̂, Theorem 8.10(ii) implies that X(F,PGLd) = XX(F,PGLd). But XX(F,PGLd) is
trivial by Theorem 9.12. Hence so is X(F,PGLd), and this implies the first assertion. The
second assertion now follows from the first by considering the difference of the two Brauer
classes, and using that A,A′ have the same degree.
Remark 9.14. (a) We sketch another proof of the above corollary, using ideas of [Sal97],
Section 3 (see also [Sal98]). Namely, letting X1, . . . , Xn be the irreducible components
of the closed fiber X of a regular model X̂ of F , with generic points ηi and residue
fields κi, the composition Br(X̂) = Br(X) →֒
∏
iBr(Xi) →֒
∏
i Br(κi) also factors as
Br(X̂) →
∏
Br(R̂ηi) →
∏
iBr(κi). But any element α ∈ Br(F ) that splits over each
Fv must lie in Br(X̂); and its image in
∏
iBr(κi) is trivial because it splits over each
R̂ηi (using that we have an inclusion Br(R̂ηi) →֒ Br(Fηi) = Br(Fvηi )). Since the first
composition above is an inclusion, α is trivial, as asserted. The proof of the corollary
above instead relies on [Nis84] (by using Theorem 8.10(ii) and hence Lemma 8.8),
which can be viewed as generalizing this approach to more general reductive groups.
(b) In the presence of sufficiently many roots of unity, a valuation analog of the first asser-
tion in Theorem 9.12 can also be shown, again by drawing on [HHK09, Theorem 5.1].
See Theorem 2.6 of [RS13].
Turning to the second application, we consider central simple F -algebras with involutions,
where F is as before. Recall that an involution on an F -algebra A is unitary if its restriction
to the center of A is an automorphism of order two. Given a quadratic étale F -algebra E,
a central simple F -algebra with unitary involution is a finite dimensional F -algebra A with
unitary involution such that F is the subfield of the center of A that consists of the elements
fixed by the involution. (See [KMRT98, pp. 20-21 and p. 400].)
Theorem 9.15. Under Notation 3.2, let E/F be a quadratic étale algebra such that E ⊗F
F℘ ∼= F℘ × F℘ for every ℘ ∈ B. Let (B, τ), (B
′, τ ′) be two central simple F -algebras with
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unitary involutions and centers isomorphic to E. Then (B, τ) and (B′, τ ′) are isomorphic as
algebras with involutions provided that they are locally isomorphic, in either of the following
senses:
(a) They become isomorphic over each field FP for P ∈ P, and for each field FU for U ∈ U .
(b) They become isomorphic over each field FP , for P a point on the closed fiber of X̂.
Proof. (a) Let Aut(B, τ) denote the automorphism group of (B, τ) over F , and let AutE(B, τ)
denote the automorphism group over E. Then AutE(B, τ) can be identified with PGU(B, τ);
algebras with unitary involution and the same degree as B are classified by the cohomology
set H1(F,Aut(B, τ)); and there is an exact sequence
1→ PGU(B, τ)→ Aut(B, τ)→ S2 → 1
(see [KMRT98, page 400]). Here the map on the right is obtained by restricting the auto-
morphism to E, and the symmetric group S2 is identified with the group of automorphisms
of E/F . In particular, the trivial element of H1(F, S2) corresponds to the isomorphism class
of E.
Suppose that (B, τ) and (B′, τ ′) are as above and become isomorphic over each Fξ for
ξ ∈ P∪U . Hence (B′, τ ′) induces the trivial class inH1(Fξ,Aut(B, τ)) for each ξ ∈ P∪U , and
hence it lies inXP(F,Aut(B, τ)). Also, its image inH
1(F, S2) is trivial. So by Corollaries 2.6
and 3.4, this class lies in the image of XP(F,PGU(B, τ)). To prove the assertion it thus
suffices to show that XP(F,PGU(B, τ)) is trivial.
To do this, we first observe that there is an exact sequence
1→ R1E℘/F℘Gm → U(B, τ)F℘ → PGU(B, τ)F℘ → 1, (∗)
where R1E℘/F℘Gm denotes the elements of RE℘/F℘Gm of τ -norm 1. This exact sequence is
constructed as follows. As in [KMRT98, p. 401], there is an exact sequence
1→ RE/FGm → GU(B, σ)→ PGU(B, σ)→ 1.
If we consider the τ -norm 1 subgroup of GU(B, σ), we obtain the group U(B, σ); and by
the argument in [KMRT98, bottom of page 346], the induced map U(B, σ)→ PGU(B, σ) is
surjective. Its kernel, being the intersection of RE/FGm with U(B, σ), is equal to R
1
E/FGm,
consisting of the τ -norm 1 elements of RE/FGm. This gives us a short exact sequence
1→ R1E/FGm → U(B, σ)→ PGU(B, σ)→ 1,
and hence the desired sequence by base change to F℘.
Now since E℘ = F℘ × F℘, we have R
1
E℘/F℘
Gm
∼= Gm, via (a, a
−1) 7→ a. Hilbert’s The-
orem 90 together with the six-term cohomology sequence associated to the exact sequence
(∗) tells us that the map U(B, τ) → PGU(B, τ) is surjective on F℘-points. So the map
XP(F,U(B, τ)) → XP(F,PGU(B, τ)) is surjective by Corollaries 2.6 and 3.4. But the
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rational group U(B, τ) is connected ([KMRT98, VI.23.A]); and so XP(F,U(B, τ)) is trivial
by Corollary 6.5 (or by Theorem 3.7 of [HHK09]). Hence so is XP(F,PGU(B, τ)).
(b) The class of (B′, τ ′) defines an element of H1(F,Aut(B, τ)) that becomes trivial
over each FP . Thus the corresponding Aut(B, τ)-torsor has an FP -point for each P ∈ X.
In particular, taking P to be the generic point ηi of an irreducible component Xi of X,
Proposition 5.8 implies that there is an affine dense open subset Ui of Xi that does not
meet any other component of X and such that the torsor has an FUi-point. Let U be the
collection of these sets Ui, and let P be the complement of their union. Then the torsor has
an Fξ-point for every ξ ∈ P ∪ U ; and hence (B
′, τ ′) becomes isomorphic to (B, τ) over each
Fξ. The conclusion now follows from part (a).
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