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The Monte-Carlo method makes use of sequences of “random numbers” 
which are often defined by purely arithmetical properties. That suggests the 
interpretation of the Monte-Carlo method in analytical, nonstatistical terms. 
Random numbers are replaced by “uniformly distributed sequences”. A short 
study of such sequences and their realizations is made. Similarly, it happens 
that random functions can be replaced by nonrandom functions, defined by 
properties of “temporal mean values,” like Mf = limr,m 1/2T~~~f(t) dt. 
Functions for which Mf and J@(t) f(t + T) (the correlation function of f) 
exist are called stationary functions. A study is made of the correlation function 
y(r), which is a positive-definite function, the Fourier transform of a positive 
bounded measure. The class of stationary functions contains, essentially, 
almost periodic functions and pseudorandom functions, for which 
lim 71m Y(T) = 0. Processes are given for the construction of pseudorandom 
functions, involving uniformly distributed sequences. Through convolution 
by an integrable function a stationary function f is transformed into a stationary 
function of the same category, but possibly more regular (continuous, differen- 
tiable,...) than f. The class of all stationary functions does not have a good 
algebraic structure, but can be embedded in a Banach space, the Marcinkiewicz 
space, and contains linear subspaces. The most important of these subspaces is 
generated by the translation of a given stationary function; in this space a 
harmonic analysis is possible. Some final remarks are made about the “asymp- 
totic measure,” i.e., the distribution of the values of a stationary function, and 
the effect of a change of scale. 
In this paper, only some elementary proofs are given. In the appendices, 
the reader will find the proofs of those essential theorems which are not con- 
tained in the main text. Nevertheless the proofs of a number of useful theorems 
are too long and too technical to be developed here. References are given, in 
which the reader will find all explanations he may wish. 
This paper will be followed by a second one, in which the theory of stationary 
functions will be applied to the construction of turbulent solutions of Navier- 
Stokes equations. 
* This paper is an outcome of a course given by the author at the university of 
Paris VI during the academic year 1971-1972. The author wishes to express his 
gratitude to Professor Armand Siegel for his comments and criticisms and his help 
in the preparation of the English text. 
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1. INTRODUCTION 
In many fields of applied mathematics, probability theory is considered 
natural tool. Nevertheless, this statement is not as evident as is often thought, 
and it may sometimes be more advantageous to translate the language of 
probability into the ordinary language of analysis. In Part I the problem is 
discussed in terms of an example, namely the Monte-Carlo method. Then 
the mathematical theory of stationary functions, and especially of pseudo- 
random functions, is developed, including its arithmetical basis. In Part II, 
to be published shortly, an attempt will be made to formulate a theory of 
turbulence; it will be shown how one can define turbulent functions and find, 
by a special transformation, turbulent solutions of the Navier-Stokes equa- 
tions in the three-dimensional nonlinear case. 
These papers are intended for applied mathematicians, and not for pure 
mathematicians. The ideas are explained and a theory is constructed in terms 
which can be read without special knowledge in modern mathematics. In 
the text proper the proofs of theorems are given only when they are elementary 
and absolutely necessary to the understanding of the article. For the theorems 
which are not absolutely essential for the reader, references are given. Two 
proofs which are not classical are given in the appendices. 
When a mathematical theory is built with the intention of physical applica- 
tion, it is often unfinished and the role of pure mathematicians is to 
complete the imperfect chapters and to transform them into consistent 
theories. For instance, the functions which are useful for us are those which 
have a quadratic mean, but the set of these functions does not have a good 
algebraic and topological structure. The good mathematical functions are 
elements of Marcinkiewicz’s space [lo], which seems too general for physical 
applications. Likewise functions possessing an asymptotic measure are very 
useful, but functions with “cylindrical asymptotic measures” are rnore 
convenient for a mathematical theory. I do not enter into these indispensable 
but purely mathematical fine points. The reader who wants to study the 
full theory of stationary functions, pseudorandom functions, uniformly 
distributed sequences and asymptotic measures, is referred to the papers of 
Bertrandias [7], Vo Khac Khoan [19], Mendes-France [16], Dhombres [ll], 
Pham Phu Hien [17], Couot [IO]. 
2. SOME REMARKS ABOUT THE MONTE-CARLO METHOD. 
UNIFORMLY DISTRIBUTED SEQUENCES 
The main role of the Monte-Carlo method may be understood as a process 
of random simulation of physical phenomena whose random character is 
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considered incontestable. Then the natural structure is replaced by a mathe- 
matical structure, on which it is easier to operate and which is easier to 
compute. But the Monte-Carlo method is also a method of numerical analysis. 
In this case, “physical phenomena” are replaced by numerical computation 
which have no random character. By a convenient transposition which is in 
this case no longer a simulation, the formulation is interpreted in the language 
of probability theory, thanks to the law of large numbers. 
Let us study at first a very elementary problem: the numerical computation 
of an integral. 
Let f be a real function, Riemann-integrable over (0, 1). We wish to 
compute 
i bf (4 dx. 
We introduce an infinite sequence of independent random variables 
Xl , x2 ,..., xn ,*-*, 
each X, being uniformly distributed over the interval (0, 1). It is known that 
the random variable 
WV [f VJ + f(&) + ... + f KJI 
tends, when N -+ co, to the integral, in the sense of 
almost sure convergence, 
convergence in quadratic mean, 
convergence in probability. 
Consequently, if the sequence 
Xl j x.2 )...) x, ,... 
is the result of a sampling over X1 , X2 ,..., X, ,..., we are almost certain that 
j+% k [f(Xl) + ... + f (xN)l = j-o1f(4 dx- (1) 
The limit does exist, and is equal to the integral. 
There exist tables of “random numbers” which can be considered as the 
result of such a sampling. They are constructed either by a random experi- 
mental device, or by arithmetical processes. In this case, x, is deduced from 
x,-r by a relation which is complicated enough to insure that the distribution 
of the x,‘s is “quasirandom”. Th e uniformity of the distribution must be 
verified by statistical tests. 
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Formula (1) can be interpreted from a new point of view, which does not 
involve probabilistic concepts. For this purpose, we must introduce the 
notion of “uniformly distributed sequence modulo 1”. 
Let 3, , x2 ,..., z, ,..., be a sequence of real numbers. We define: the 
“integer part” z; of x, . z: is an integer such that 
the “fractional part” z, of x,: 
v 
2, = z, -2, O<x,<l. v v 
To the sequence z, we associate the sequence x, (i.e., z, modulo 1). Let 
V 
(a, b) be a subinterval of (0, 1). Let N’ be the number of points zi , zs ,..., zN 
vv v 
which belong to the interval (a, b). If, for any interval (a, b), the ratio 
N’/N tends, when N -+ co, to a limit equal to 1 b - a 1 , we say that the 
sequence .z, is uniformly distributed modulo 1. Consequently, it is dense 
over (0, 1). 
The fundamental theorem of H. Weyl [5, 20; see also 91 states that: 
A sequence z, is uniformly distributed module 1 if and only if, for any 
real or complex function f, defked and Riemann-integrable over (0, l), 
one has 
$~&fkJ + ... +f($l =jolfW- 
This theorem gives a deterministic interpretation of formula (1). The 
sequence xi ,. .., x, ,... , of values of a sequence of random variables is replaced 
by a sequence z, ,..., z, ,..., of real numbers. For its application to the 
numerical computation of integrals, it suffices to know sequences which are 
uniformly distributed modulo 1. Their construction is generally a conse- 
quence of the following corollary of Weyl’s theorem. 
A sequence z, is zrniformly distriberted module 1 if and only if, for any 
integer 1 # 0, one has 
(2) 
EXAMPLES. The following sequences are uniformly distributed modulo 1. 
(i) a# + agF + ..* + a,-,n + ay , Y > 1, one at least of the coef- 
ficients as, a, ,..., a,-, being irrational; 
(ii) Bn for almost any 19 > 1. 
358 J. BASS 
The proof of(i) is a consequence of (2); (ii) is the theorem of Koksma [13], 
which is more difficult to prove. 
Unfortunately, no explicit number 6’ is known for which the sequence 8” 
is uniformly distributed. Only exceptional cases are exactly known. Observe 
that the sequence log n is not uniformly distributed modulo 1. 
If us ) al ,..., a,-, are all rational, the sequence (i) is not uniformly distri- 
buted, nor even dense over (0, 1). It is periodical. Indeed, if 
ai = PilP, pi , q integers, 
then 
aon” + ...+.“_l~+a,=Po~“+.g+P.-l~ +(& 
If we change n into 1z + q, we add to the polynomial (3) a multiple of q, 
and we do not change the value of this polynomial modulo 1. The period is 
the common denominator q of a, ,..., a,-, . 
For instance, if a = 42, n q/z can be used for the computation of an 
integral: 
lim L [j(c) +f(221$ + ... + f(N$)] = ?‘bf(x) dx. 
N-tm N 
The terms of the sequence n d/z have the following approximate values: 
0.414 - 0.828 - 0.242 - 0.656 -&$O - 0.484 - 0.898 - 0.312 - 0.726 - 0.141, 
etc. 
Of course the convergence is very slow. In this special case it is possible 
to evaluate the rate of convergence. It is more difficult, or impossible, in the 
other cases. 
3. MONTE-CARLO METHOD (CONTINUED): 
K-UNIFORMLY DISTRIBUTED SEQUENCES 
The Monte-Carlo method can be applied to the computation of “multiple 
integrals.” In probabilistic language, one introduces a sequence of random 
vectors x, in the K-dimensional space Rk. These vectors are independent, and 
the components 
Xnl, x,2,..., Xnk 
of X, are independent random variables, each being uniformly distributed 
over (0, 1). Letf be a function of K variables, integrable in the cube Ck defined 
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by 0 < x1 < I,..., 0 < xk < 1. If x,(x,l,..., xnk) is a sampling of X,, , the 
ratio 
tends, almost surely, toward the integral 
s 
f(x’, x2 ,..., x”) dxl dx2 ... dx”. 
CL 
Instead of random vectors, let us now consider a ordinary sequence 
x 1 >-**> x, )...) 
of points (or vectors). Let C’ be an arbitrary parallelepiped, inside the cube 
Ck whose sides are parallel to the axes. Let l’ be the volume of C’. Let N’ 
be the number of points X, ,..., X,,, which belong to C’ modulo 1. 
One says that the sequence is uniformly distributed in the cube C” if 
N’ 
lim - = I/. 
N-m N 
The generalized theorem of Weyl states that: 
a sequence of vectors Xl ,..., X, ,,.. is uniformly distributed module 1 
in the cube Ck ;f and only ;f, for any function f (xl,..., xk), dejned and 
Riemann-integrable in Ck, one has 
jkli ; [f (x11 ,..., x$) + *-- + f (x2’ ,..., $x$)1 = s 
v 
f (xl,..., x”) dx’ a-- dxk, 
C’c 
where xnl,..., xmk are the components of X, (modulo 1). 
v v 
This theorem can be reduced to the theorem of Section 2 (one-dimensional 
case). 
A sequence XI ,... , X, ,.. . , is un;formly distributed modulo 1 in Ck if 
and only if, for any family of k integers m, ,..., m, , not all equal to zero, 
the sequence 
mlxnl f m2xf12 + .” -j- rn,x,” 
is uniformly distributed mod&o 1 (xnl,..., x,lc are the components ofX,J. 
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EXAMPLE. Let 8, ,..., 0, be irrational numbers such that, for any family 
ml . . . . . mk of k integers, not all equal to 0, 
ml4 + *.a + m,0, # 0 modulo 1 
(one says that these numbers are independent irrational numbers). Then the 
sequence of vectors X, , having components 
4 ,..., nek , 
is uniformly distributed in the cube Ck of Rk. 
For instance, if 8 is a transcendental number, the numbers 
8, 82 ,..., ek, 
are independent, for a transcendental number 0 is exactly defined by the 
property that 0 does not satisfy an algebraic equation with integer coefficients. 
rr is a transcendental number, 1/2 is not. 
A special case of uniform distribution in Rk is given by a k-uniformly 
distributed sequence. 
A one-dimensional sequence x1 ,..., x, ,..., is k-uniformly distributed if 
the k-dimensional sequence of vectors, whose components are 
is uniformly distributed modulo 1 in the cube CL of Rk. 
It is equivalent to say that, for any set of k distinct integers q1 ,,.., pk. the 
sequence 
tXn + ql 3 x, + P2 ,***, x, + !?k) 
is uniformly distributed modulo 1 in Ck. 
A condition for a sequence x, to be k-uniformly distributed is that, for 
any set of integers ml , . .., mk , not all equal to zero, the one-dimensional 
sequence 
mlxn + m2xn+l + “’ + mkXn+k-l 
is uniformly distributed modulo 1. 
EXAMPLE. If as is an irrational number, the sequence 
aOnY + c~,n”-~ + a-- + ~,n + a, 
is K-uniformly distributed if and only if k < V. 
The proof will be given for v = 3. Let us write 
x, = u,n3 + up2 + u,n + u3 , a, irrational. 
(I) We consider 
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u, is in general a polynomial of degree 3: 
If ml + m2 + m3 # 0, the sequence u, is uniformly distributed. 
If ml + m2 + ma = 0, u, is in general a polynomial of degree 2: 
24 n = 3a,(m, + 2m,) n2 + ..+ . 
If m2 + 2m, # 0, the sequence un is uniformly distributed. 
If mz + 2m, = 0 (m, = m3 , mz = -2m,, m3 # 0), u, is a polynomial of 
degree 1: 
u, = 6aom3n + “., 
and the sequence u, is still uniformly distributed. 
(II) Let us now consider 
u, = qx, -I- m2kl -i- m3xni2 f m4k3 . 
There are values of ml , m2 , m3 , m4 , not all equal to zero, for which this 
sequence is not uniformly distributed. If 
ml + m2 -I- m3 -k m4 = 0 m, = -m4 
m2 + 2m, + 3m, = 0, or m2 = 3m,, 
m2 + 4m3 + 9m, = 0 m3 = -3m, 
one finds: 
u, = 6a,m, , % - 3x,+1 $ 3x,,,, - x,+~ = -6a, . 
Thus 
XT3 - 3x,+1 -I- 3x,,, - x,+~ = -6a, + p, (1) 
v\/ \/\/ 
where p is an integer. For each p, equation (1) represents a hyper-plane 
in a 4-dimensional space. Inside the cube C4, the point (xn , x,+r , x,+s , 
v\/v 
x,,+~) belongs to a family of parallel hyper-planes, corresponding to the values 
of the integer p for which the hyper-planes cut the cube. The set of these 
points is not dense, therefore not uniformly distributed in the cube C4. 
Application 
The sequence n2 d/z is 2-uniformly distributed module 1. Then 
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4. COMPLETELY UNIFORMLY DISTRIBUTED SEQUENCES 
Let us consider the problem of the resolution of a linear integral equation, 
like 
Y(X)--x IO1 K(x, t) r(t) dt = f(4 
where K is continuous over the square C2, and f is continuous for 0 < x < 1. 




Y(X) =f(4 + ~Yl(X) + *** + ~kYcYk(4 + .“P 
Y,(X) = 1-l %G t> f(t) dt, 
y2(4 = Is,, K(x> t) K(t, $1 f (4 dt 6 
(1) 
yk(x) is expressed by a multiple integral. In order to compute this integral, 
a K-uniformly distributed sequence is required. In order to compute y(x) 
(for a given value of x), it is necessary to use sequences which are K-uniformly 
distributed, whatever the integer k. For this purpose, we introduce a new 
concept: 
A sequence x, is completely uniformly distributed module 1 if it is 
k-uniformly distributed for all values of k 3 1. 
For a practical computation of the sum of series (I), it is not necessary to 
use completely uniformly distributed sequences. It suffices to take a finite 
number k of terms of the series, such that the remainder of the series is 
small enough. In this problem the notion of a completely uniform distribution 
is therefore of purely theoretical interest. 
This is a linear problem, which of course can be solved by other methods. 
But we shall see that, for nonlinear problems, it may be necessary to introduce 
completely uniformly distributed sequences. 
EXAMPLE (a). The sequence Bn is completely uniformly distributed for 
almost any transcendental number 8 > 1 (This result is due to Franklin [12]. 
It is an improvement of the theorem of Koksma [ 131). 
EXAMPLE (b). It is possible, though not elementary, to construct a 
sequence which is well specified, and completely uniformly distributed. The 
principle will be given here, with one realization. The proof will be given in 
Appendix 2. 
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We consider 
N a sequence: 
x11,. .) x, 1 ). . . which is l-uniformly distributed 
Xl2 )...) x, 2 ,... which is 2-uniformly distributed 
Xlk )...) x, k ,... which is K-uniformly distributed 
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(ii) an increasing sequence 
nl , n2 ,..., nk ,..., 
of integers, such that 
Under special conditions (see Appendix 2), the sequence 
XII,..., x’,,; x1 
2 2 
)..., x,,; “‘; x1 
k k 
,..a, Xnk; . ..) (1) 
is completely uniformly distributed. Condition (i) is verified when 
X,k = (Qk, (2) 
but it is not known whether there exist numbers n, ,..., nk ,..., satisfying the 
required conditions, and this sequence cannot be used. 
The following sequence has been introduced by Russian mathematicians 
WI- 
The Kth sequence x,k has the following terms: 
l%P, 3 logp, >***, logp,; 2 logp, , 2 logp, ,..., 2 logp,; ‘a’; 
n logpI , n l”gp2 ,--*, n l”gpk ,‘**, 
where P, , P, ,.-., is the sequence of the prime numbers (p, = 2, p, := 3, 
pa = 5,...). The number nk is the integer part of 
This sequence will be used as a numerical example in part II. 
5. MEAN VALUE OF A FUNCTION 
Let f be a function of t, defined for 0 < t < co. The “mean value” off 
is the integral 
$+z f JTf (4 dt, 
0 
(2) 
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if this limit exists. We shall introduce the mean-value operator M, and 
represent (2) by Mf. 
The mean value of a function has three elementary properties, which we 
shall frequently use: 
(1) The mean value is invariant to translation; 
Mf(Q = Mf(t + A), 
where h is an arbitrary fixed number. (The proof is left to the reader.) 
(2) If Mf exists and if f is bounded, 
Mf =&&jmN Nf (t) dt 
where N is an integer, 
(One can replace lim,, 1/2T sTT by lim,,, 1/2N JTN), 
In fact 
4 1N -- 1r 
2N -N f 2T v-T 
We establish a connection between N and T by choosing 
N = T (integer part of T), 
i.e., 
N<T<N+I. 
The second term of the right-hand member of (3) is equal to 
T-N 1 
T&S_T,f(f)dt. 
It is a product of two factors. The second tends to Mf. 
The first is less than l/N and tends to zero. Therefore, the product tends 
to zero. 
For the first term, we have 
Let B be an upper bound of 1 f I: 
f 
,’ If(t)1 dt <B j-= dt < B(T - N) < B. 
N 
THEORY OF TURBULENCE. I 365 
Then 1 1/2N Jtf(t) dt 1 < B/N tends to zero when N+ co. Similarly, 
1/2N JIzf(t) dt tends to zero. 
Finally, we see that 
Remark. If f is not bounded, we have no information as to the behavior 
of f(t) between two values n, n + 1 of t. It can happen that f has no mean 
value, and that lim,,, 1/2N JfN f (t) dt exists. 
(3) If fi and fi P assess mean values, then fi + fi possesses a mean 
value, and 
Wfl +fi) = Jwfl) + Wf2)’ 
We interpret this result as follows. 
The set of functions which have a mean value is a linear space, in which 
the operator M is a linear operator. 
But this space is much too broad for practical applications, and we shall 
be obliged to introduce restricted subspaces, which have suitable properties. 
6. CORRELATION FUNCTION 
First Examples 
If the sequence x, is 2-uniformly distributed, the theorem of Weyl [20] 
implies that 
1 N 
lim - C xnXn+D = 
N+cc N n=l 
x1x2 dx, dx, = 2 (P f 0>9 
= 
i 1 
x2 dx = $ (P = 0). 
0 
For the sequence x,’ = x,, - 4, 
l& -3 4 5 x; x;+, = JJ (Xl - 4) (x2 - 4) dx, dx, = 0 (P f 01, 
9%=1 C2 
= o1 (x - 3” dx = &. 
s 
(P = 0). 
The mean value of xn2 is the quadratic mean of the sequence x, . 
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The mean value of x,x,+$ is the “autocorrelation function” (or correlation 
function) of the sequence x, . It is analogous to the covariance of a discrete 
stationary stochastic process. 
For a 2-uniformly distributed sequence x, , the increment 7 takes only 
integer values p. The correlation function is equal to zero for every p, except 
p = 0. 
For a function f of the continuous variable t, 7 is a continuous variable, 
and the “correlation function” off is the function 
Y(T) = Mf(t)f(t + T) = &i+z y&s’ t -Tf( )f(t + 4 4 
where 7 is a real increment, and f is the complex conjugate off. 
In particular the quadratic mean off is equal to 
As a function of 7, the correlation function may be continuous or not. 
Example of a Function Having a Discontinuous Correlation Function 
The correlation function of 
is equal to 
For 
f(t) = t?it2 
0 if 7 # 0, 
1 if 7 = 0. 
Mf(t)f(t + T) = Mei[ft++)z-t*l = eir2Me2i7t 
1 T = ei? lim - 
T-m 2T s 
e2iTt dt. 
eT 
For T = 0, the limit is equal to 1. 
For 7 # 0, 
1 = sin 2rT 
-s ,Zirt& =- 
2T --T 2rT 
and the limit is zero. 
Examples of Functions Having a Continuous Correlation Function 
(1) If 
f(t) = eiwt, w real constant, 
y(7) = eiwT. 
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(2) Generalization. Almost periodic functions [5; see also 81. 
A continuous almost periodic function f has: 
(a) a mean value Mf(t); 
(b) Fourier coefficients M[f(t) e-iwt], which are equal to zero except 
for a countable set wr , w2 ,..., of values of w; in this case, we write: 
c, = M[f(t) eeiunt] f 0. 
(4 a correlation function, which is equal to 
y(7) = C j c, I2 eiwnr. 
n 
y(7) is an almost periodic function, represented as the sum of a generalized 
Fourier series, with positive coefficients 1 c,~ I2 such that the series C 1 c, /a is 
convergent. 
(3) Let us start from the function eit2 already considered above. To 
this function, we associate a step function, equal to 
ein2 if O,cn<t<n+l, 
0 if t < 0. 
This process may be compared with the introduction of Planck’s quantum 
of action is physics. In statistical physics, the energy E of a linear oscillator 
is a random variable. In classical physics its “probability density” is the 
function 
e--E/kT 
J,” e--EIkT dE ’ 
where K is a constant and T the temperature. The mean value of E is equal to 
kT. 
In quantum theory, the linear function E/kT is replaced by a step function. 
If we chose the length of the steps equal to 1, we can consider that E takes 
only the integer values 0, 1, 2 ,..., n ,..., the probability of n being proportional 
to e+lkT. We must therefore replace e-EJkT by e@lkT, where J? is the integer 
part of E. Then the mean value of E is 
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By analogy with this process, we replace the continuous function eit2 
by the step function c@‘~. Then the correlation function is modified. It 
becomes continuous. We shall show in Section 8 that the new correlation 
function is equal to 
l-171 if IT/ <I, 
0 if lTl21. 
Thus we have an example of a function whose correlation function is con- 
tinuous, and is not an almost periodic function. We shall now generalize 
these examples. 
FIGURE 1 
7. STATIONARY FUNCTIONS. GENERAL DEFINITION AND 
ELEMENTARY PROPERTIES 
Letf be a complex-valued function of the real variable t, with the following 
properties: 
(i) Mf = lim,, 1/2T J_TT f (t) dt exists; 
(ii) the correlation function 
~(4 = W(t)f (t + 4 
exists and is continuous. We say that f is a stationary function. 
The case where y(T) = 0 for every 7 gives a particular case of a stationary 
function. (Example: f(t) such that lim,,, f(t) = 0). We shall show further 
that this happens if and only if y(O) = 0. But we are interested in stationary 
functions for which y(O) # 0. 
If f is a stationary function, and if lim,,, Y(T) = 0, we say that f is a 
pseudorandom function. A stationary function f such that f - Mf is pseudo- 
random is called a noncentered pseudorandom function. 
In this paper, we shall show how it is possible to construct pseudorandom 
functions, having more or less general properties. But we must begin with a 
study of properties that are common to the full class of stationary functions. 
Let us start with some remarks. 
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(1) A stationary function is defined only by its behavior near infinity. 
In fact, we shall use functions that are locally defined, and stationary. But, 
in computing mean values, one may neglect finite intervals. For instance 
Mf =&in& -3 to<lt,<*f @) dtT 
Mlf I2 =~~~~S,<,,,<,l.f(t)iadt. 
0 
The values of t less than t,, have no influence over Mf and M 1 f 12. 
(2) According to Schwarz’s inequality, 
I MWg(t)l < W If 12Y2 (M I g 12Y2 
(if all mean values exist). 
In particular, if g(t) = f (t + r), M I g I2 = M ) f I2 (since the mean-value 
is invariant by translation) and 
I A41 G YW 
(3) A stationary fin&n, real and bounded, is an oscillating function. 
For the proof, we replace f by f - Mf, so that we can suppose that Mf = 0. 
We make the assumption that, for 1 t ) > to, f is positive and less than a 
given number A. Then 
1 
-s 2T t,<,t,<T If (t)12 dt G A $ /t,<,,,<Tf (t) dt. 
When T -+ co, the right member tends to A * Mf, namely zero. Then 
M If I2 = 0, and Y(T) = 0 for any 7. Thus, if f is strictly stationary (i.e., if 
y(7) is not identically equal to zero), it is impossible for f to have only positive 
values for 1 t I > t,, , whatever the value of I t,, I > 0. 
(4) If Mf exists, we know that Mf is invariant to translation: for any 
given 7, 
Mf (t + T) = Mf (t). 
Mf and M 1 f I2 are pure constants. Y(T) is a function of 7 and not of t. 
A stationary function is thus a simulation of a stationary stochastic process. 
(5) The existence of Mf, M 1 f 12, y( 7 is not a matter of pure mathematics. ) 
409/47/2-10 
370 J. BASS 
There exist very elementary functions which have no mean value or no 
correlation function. They can be nonbounded. For example 
f(t) = t. 
But they can be bounded and oscillating. 
EXAMPLE (a). 
One has 
f(t) = eilogltl. 
But when T -+ co, there is no limit. Mf does not exist. In this case, the 
“wave length” of the oscillations off is rapidly increasing when t---f co. The 
distance between two consecutive zeros of sin log t is in fact equal to 
e(n+l)?r _ ena = e7lT(p - 1). 
On the other hand, for the function eit2, whose correlation function exists, 
but is discontinuous, the distance between two consecutive zeros is 
((n + 1) 7+/r - (?27r)i/2 = 7T/[(?nr)1/2 + ((72 + 1) +a]. 
It tends to zero when n -+ 00. These two functions do have a quadratic 
mean. 
EXAMPLE (b). The function 
f(t) z 1 + eiNltl 
has no mean value, and no quadratic mean value. For Mf reduces to the mean 
value of the function of Example (a), and 
Mlfj2=2M[1+coslogIt(] 
behaves just like the real part of Mf. 
EXAMPLE (c). The function 
f(t) = eitlW (t > 01, 
= 0 (t > O), 
has no correlation function. 
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For if 7 > 0, 
J(t)f(t + T) = ~i[~t++~log~t+7~-tlog~l~ 
But 
(t + T) log@ + r) - t log t = 7 log t + 7 + c(t), 
where e(t) is a function such that 
pI c(t) = 0. 
ThereforeJ(t)f(t + 7) is the product of 
by a function which tends to a limit when t -+ co. The mean value of 
j(t)f(t + 7) is thus the same as the mean value of eirloat, which does not 
exist (Example (a)). 
8. CORRELATION FUNCTION AND SPECTRAL FUNCTION 
Let f be a stationary function. Then, according to the definition (Section 7), 
f has a correlation function defined by 
Y(T) = & & j;J(t)f (t + 4 dt = W(t)f (t + 4, 
If f is defined only for t > 0, we call “correlation function off” the mean 
value of3 (t) f (t + T), defined by a limit of the type 
This correlation function is equal to the correlation function, as defined 
above, of an even function identical to f(t) for t > 0, and is equal to twice 
the correlation function of the function equal to 0 if t < 0 and to f (t) if t > 0. 
All these correlation functions have the same properties and we shall 
speak of “the correlation function off “, without further qualification. 
We already know that 
(y(O) is real positive). 
I ml G Y(O) (1) 
We easily verify that the correlation function off (t + h) is, for any h, 
identical to the correlation function off. 
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From these elementary results we can deduce that 
Y(--‘T) = y(7). (2) 
But (1) and (2) are particular cases of a general and very important theorem. 
This theorem concerns functions whose correlation function is continuous. 
This is not an absolutely general property. We have seen an example of a 
function whose correlation function is not continuous (f(t) = eita). But 
continuous correlation functions are very important. 
If Y(T) is continuous for r = 0, then Y(T) is continuous everywhere. For 
y(~ + h) - y(T) = Mj@) [f(t + T + h, - f@ + T)l* 
According to Schwarz’s inequality, 
1 y(T + h) - Y(T)/” d M If 1” ‘M If@ + 7 + h) -f(t + T)l”. 
But 
M If@ + T + h) -f(t + T>I” 
= M If@ + T + h)12 + M If@ + T)I” 
- M.f(t + T)f(t + T + h) - MLf(t + T + h)f(t + 7) 
= am - Y(h) - F( -4 
= 2MO) - Am 
From the inequality 
1 Yb + h) - Y(T)t” < zM 1 f I2 h’(O) - l’thh 
we deduce that, if y(h) -+ y(O), then y(T + h) - y(T). 
We can now state the fundamental theorem concerning the structure of a 
correlation function. 
If y is continuous, there exists a realfunction u(w), definedfor w real, 
with the foEEowing properties: 
(i) (T is nondecreasing; 
(ii) Jil u(o) = 0; 
(iii) Elm U(W) = a,, where u,, is a positive finite number, 
such that 
y(T) = J-1 d“‘* du(w). (3) 
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In other words, y is the “Fourier-Stieltjes transform” of a nondecreasing 
and bounded function, or (in the sense of Lebesgue integral) of a positive 
bounded measure, for which u plays the role of a distribution function 
(u(w)/us has the properties of a distribution function in the sense of proba- 
bility theory). 
In order to prove this theorem, we use the notion of a positive-definite 
function and the well-known theorem of Bochner. 
A complex-valued function y is said positive-dejnite if, for 
any integer n, 
any family 7r, 7s ,..., 7, of n real numbers, 
any family c, , cg ,..., c, of n complex numbers, 
one has 
c EtiZ?+k - Tz) 2 0, k, I = 1, 2 ,..., n. 
It is not difficult to prove that a correlation function is a positive-definite 
function (see Appendix 1). 
Then Bochner’s theorem states that a continuous positive-definite function 
is the Fourier-Stieltjes transform of a real function u, having exactly the 
above-mentioned properties (for the proof, see books on probability theory). 
a is called the “spectral function” of the correlation function y. If u is 
“absolutely continuous”, there exists an integrable function u’, which is the 
derivative of u, and such that 
Y(T) = 1-1 eiUTu’(w) da. (4) 
a’ is the “spectral density” of y. Whenf has a spectral density, f is pseudo- 
random. For lim,,, r(~) = 0 (an elementary property of ordinary Fourier- 
integrals). 
It is customary to affirm that the integral 
represents the amount of energy contained in the phenomenon described as a 
function of time by f(t), between the two frequencies w1 and ws (strictly 
speaking, w1 and ws are not frequencies. They lack a factor 27r). 
This remark is easy to understand in the case of almost periodic functions. 
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Let us suppose that 
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f(t) = 2 ckeiwkf. 
k 
Consider the “filtered” function 
fi(t) = C ckeiwrt, 
w’<wlc<w” 
the summation been extended over values of k such that 
w’ < Wk < W” 
where w’ and w” are given. 
Then 
M If I2 = c I Ck I23 
k 
M 1 f 12 is the energy contained inf . M I fi la is the part of this energy in the 
spectral range defined by w’ < wlc < w”. It is possible to write this partial 




We say that the numbers wk constitute the spectrum off, and that an 
almost periodic function has a line-spectrum. 
If f is not almost periodic, but pseudorandom, it is much more difficult 
to interpret the above remark. We assume that it has a meaning, and say that 
the spectrum of a pseudorandom function is continuous. 
9. CORRELATION FUNCTION OF A STEP FUNCTION 
In what follows we shall make extensive use of stationary functions which 
are step functions f such that f has a constant value over each interval (n, n + 1) 
where n is an integer. We assume that f is bounded. For the correlation 
function of a function of this kind, we have the following property. 
If the correlation function y off exists, it is continuous, and it is 
represented by a linear function in each interval (n, n + 1). 
This theorem is due to N. Wiener [21]. The proof, which is elementary, is 
given in [5]. 
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10. CORRELATION FUNCTION AND MEAN VALUE OF A 
STATIONARY FUNCTION 
Let f be a stationary function. We put 
m = Mf, 
There is no quantitative relation between m and y(7). But there exists 
an important inequality, which we must now establish. 
THEOREM. As a function of T, Y(T) has a mean value. This mean value is 
real, and 
IM,f?\<MY. 
For the proof, we use the expression of y as a Fourier-Stieltjes integral: 
We apply an elementary result: 
My(T) is equal to the jump of u at the point u = 0. 
As (Z is a nondecreasing function, this jump is > 0. Then 
MY(T) is real and >, 0. 
We now replace f(t) by f(t) - Mf = f (t) - m. The correlation function 
off(t) - m is equal to 
Y(T) - I m 12. 
AsMImj2=Imj2, 
MY(T) - 1 m I2 > 0. 
This is the proposed inequality. 
Remark 1. This inequality is classical for almost periodic functions. Let 
c, = M[ f (t) esi@] 
be the general Fourier coefficient off, and suppose that w,, = 0. 
Then 
Mf=c, 
y(T) = c 1 c, I2 eiwnr 
n 
MY(T) = I co 12. 
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In this case, 
Remark 2. For a pseudorandom function, y(r) tends to 0 when r 4 CO. 
Then MY(T) = 0 (as th e reader can easily verify). Thus, the mean value of 
a pseudorandom function is equal to zero. We see that, if lim,, Y(T) = 0, 
we can assert that the corresponding function is a “centered” pseudorandom 
function. 
11. FOURIER COEFFICIENTS 
Let f be a complex-valued function of t, stationary or not. We make the 
assumption that, for any w, the number 
a(w) = M[f(t) eTiut] 
exists. In particular f has a mean value. We say that a(w) is a “Fourier 
coefficient” off. 
If f is an almost periodic function, it is well known that the Fourier 
coefficients are equal to zero, except for a finite or countable set wR of values 
of w. We put 
ck = a(qJ. 
The appellation of “Fourier coefficient” of an almost periodic function is 
often reserved for those numbers a(o) which are different from zero. The 
series C 1 ck 1s is convergent and 
represents the correlation function off. 
If f is a pseudorandom function, all its Fourier coe$cients are equal to zero. 
In order to prove this result, we consider the functionf(t) e-iwt. Its correlation 
function is equal to 
yl(7-) = Mf(t) ei”tf(t + T) e- Mt+T) = e-imT&fj(t) f (t + T), 
= e-i-io7y(7), 
where y(7) is the correlation function off. As lim,,, ~(7) = 0, one has like- 
wise 
p+rg yl(T) = 0. 
f(t) f+t is thus pseudorandom, and we know that its mean value is equal to 
THEORY OF TURBULENCE. I 377 
zero. We see that a pseudorandom function cannot be characterized by its 
Fourier coefficients. 
12. PSEUDORANDOM FUNCTIONS AND UNIFORMLY DISTRIBUTED SEQUENCES 
Let x, be a sequence of real numbers. We assume that 
If this is not the case, we consider the sequence z, modulo 1. That means 
that we associate with each x, its decimal part z, and that we are interested 
in the sequence z,, . v 
Let h(z) be a kkction defined for 0 < z < 1, and such that the integral 
s 
’ h(x) dz 
0 
exists. It is a Riemann integral, and h must be bounded. 
We have already seen a connection between sequences and functions, 
arithmetic mean values and mean values of functions, uniformly distributed 
sequences and pseudorandom functions. A sequence is a function defined 
over the integers, which can be extended into a step function of the continuous 
variable t. 
Consider the functionf(t) which is equal to 
0 if t < 0, 
h(z,) if n<t<n+l. 
If the sequence z,, is 2-uniformly distributed, the function f is pseudo- 
random, noncentered in the general case, centered if st h(z) dz = 0. 
For the proof, we use two of the foregoing results. 
(i) The correlation function off is completely specified by its values 
for integer values of t. 
(ii) The correlation function off is the limit of 
-j$ j-)‘)f (t + 4 dt 
when N--f co, N being an integer. 
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Therefore we can restrict ourselves to integer values p of 7; we write 
joN =YjCI:“, 
put t = n + s, and obtain 
= Ii2 & Ni’ h(z,) h(z,+,). 
V&=0 
According to Weyl’s theorem [20], 
y(f) = lo1 h(z) dx * lo1 h(x) dz = 1 IO1 h(z) dz /‘, if p # 0 
= 
s 
’ 1 h(z)12 dz, 
0 
if p = 0. 
Then, if j: h(z) dz = 0, y(f) = 0 f or all p # 0, and, by linear interpola- 
tion, y(7) = 0 for 7 2 1. 
If j’i h(z) dz # 0, this integral represents the mean value m = Mf, and the 
function f(t) - m = f(t) - sk h(x) dz is pseudorandom (centered). 
This theorem helps us to construct pseudorandom function, Whereas the 
general representation of almost periodic functions by generalized Fourier 
series is classical, it is much more difficult to get general representations of 
pseudorandom functions. We are now able to give a representation of a large 
number of pseudorandom functions: to every 2-uniformly distributed 
sequence x, and to every function h we can associate a pseudorandom step 
function f(zi). 
EXAMPLE (i). ezirrzn (complex function). 
EXAMPLE (ii). cos 2r~z, , sin 27~7, , z, - 4 (real functions) with 
x, = en2, v 0 irrational (0 = 7r, 0 = d/2, em.) 
or 
.z, = an, for almost every a > 1. 
But the pseudorandom functions that we need are at least continuous and 
differentiable. We must now investigate a process of generation of stationary 
functions which deduce from a particular function (possibly not continuous) 
a more general stationary function. 
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13. CONVOLUTION AND STATIONARY FUNCTIONS 
Let f and K be two functions of a real variable. Suppose that the convolu- 
tion f * K of these functions, defined by 
(f * K) (t) = Irn f(s) K(t - s) ds = Irn f (t - s) K(s) ds 
-co -co 
(1) 
exists, It is well known that the properties off * K (continuity, differentia- 
bility, etc.) result from the analogous properties of one only of the factors of 
the product of convolution. If f is a step function, f * K is continuous, dif- 
ferentiable, etc., if K is such. 
Let us assume that f is a bounded stationary function. If K is a real 
or complex function, integrable over (-co, + co), the convolution 
f * K is a stationary function; f * K is almost-periodic if f is almost- 
periodic, pseudorandom if f is pseudorandom. 
For the proof, we calculate the correlation function off t K: 
I-‘(T) = M [se”,f(t - s) x(s) ds * 1-1 f (t + T - s’) K(s’)] ds’ 
= 
f s 
z(s) K(s’) M[f (t - s) f (t + T - s’)] ds ds’ 
= 
IS 
K(s) K(s’) ~(7 - s’ + s) ds ds’. 
We use the spectral representation of y: 
Then 
y(T) = 1-t eiwT da,(w). 
T(T) = ff g(s) K(s’) ds ds’ f-1 eiw(+s’+s) da,(w). 
We introduce the Fourier transform of K: 
I?(W) = J-L e-iasK(s) ds. 
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As a is a bounded function, T(T) exists and is the Fourier transform of a 
bounded measure da(w), defined by 
da(w) = 1 k$J),” duo(w). 
If f is almost periodic, us is a step function, and u is also a step function 
with the same points of discontinuity. f * K is almost periodic. 
Suppose now that f is pseudorandom, and even that it has a spectral 
density u’. Then u has a spectral density u’ = 1 R I2 a,, , andf * K is pseudo- 
random. 
It happens that f(t) is only defined for t > 0. We may consider that f(t) 
is equal to zero for t < 0. If the kernel K(s) vanishes for s < 0, the convolu- 
tion f * K is expressed by the integral 
it f (s) K(t - s) ds = s,’ f (t - s) K(s) ds. (2) 
If K is differentiable, f * K is differentiable, and 
(f * K)’ (t) = jrn f(s) K’(t - s) ds. 
--m 
In the case of formula (2), one has 
(f * K)’ (t) = jo*f (4 K’(t - s) ds + f (t) K(O), 
for every value of t for which f (t) is continuous. 
If K(0) = 0, this restriction is useless, and (f * K)’ is given by the same 
formula as in the general case: 
EXAMPLE 1. Let x, be a 2-uniformly distributed sequence. We choose 
‘(s) K(t - S) ds = s,” f (s) K’(t - s) a3, if K(0) = 0. 
f(t) = 44 forn<t<n+ 1, 
zzz 0 for t < 0. 
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The convolution f * K is a pseudorandom function. One has 
(f * K) (t) = Ioaf (4 K(t - 4 ds, 
= : 1”” h(z,) K(t - s) ds, 
n=o 93 
= ; h(z,) j-“” K(t - s) ds. 
n=o n 
EXAMPLE 2. If f is stationary, 
s a f(t - s) ds --a 
is stationary. It is the convolution off by the kernel K(s) which is equal to I 
when 1 x 1 < a, and to 0 when 1 s 1 > a. If u. is the spectral function off, 
the spectral function of rp-o f (t - s) ds is defined by 
da(w) = 4((sinz ao)/w2) da,(w). 
If f is a pseudorandom function, with a spectral density uo’, r-a f (t - s) ds 
is also pseudorandom, with the spectral density 
U’(W) = 4((sin2 aw)/w2) cro’(w). 
14. ADDITION OF STATIONARY FUNCTIONS 
In order to find stationary solutions of functional equations, we shall 
use expansions of these solutions in series of stationary functions. Such a 
method of representation is natural for linear equations, but is still useful 
and perhaps obligatory in the case of nonlinear problems. 
The sum of two almost periodic functions is an almost periodic function. 
But the sum of two pseudorandom functions is not necessarily pseudo- 
random, and more generally the sum of two stationary functions is not 
necessarily a stationary function. To understand why, we consider two station- 
ary functions f, g. The correlation function off + g is given by 
Wf(t) + m> (f (t + 4 + g(t + 4) 
= Mf(t)f (t + T) + @(t)g(t + d + Jq(t)g(t + 7) + Jq(t)f (t + 7). 
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Its existence depends on the existence of the “cross-correlations” 
and w!P>f(t + 4 
which is not a consequence of the stationarity off and g, and is not a priori 
guaranteed. 
These two cross-correlations are not independent, for 
Mg(t)f(t + T) = ll@(t - T)fQ) = &q(t)g(t - T). 
More generally two stationary functions f and g generate a linear space of 
stationary functions if and only if the cross-correlation MJ (t) g( t + T) exists. 
Let us suppose that f and g are pseudorandom. We intend to show that, 
if the preceding condition is satisfied, then hf + pg is a pseudorandom 
function, whatever the complex constants h and p. 
In fact, there exists a spectral function o such that the correlation function 
of Af + pg is represented by 




m eiwT(du(w) - AX da,(w) - pii da,(w)). 
-a’ 
Let us write 
For A = p = 1, we see that y12(T) + ~~~(7) is the Fourier-Stieltjes trans- 
form of a bounded function (no always positive or real). In the same way, 
for h = 1, I-1 = i, Yrz(T) - YEI is the Fourier-Stieltjes transform of a 
bounded function. Since ysl(T) = y12(-T), ~~~(7) is the Fourier-Stieltjes 
transform of a bounded function ul,(w): 
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and 
(change 7 into --7 and take the complex conjugate). 
The correlation function of Af + pg is the Fourier-Stieltjes transform of 
The variation 
is real and positive for all values of the complex numbers X and II. Then, 
by the standard proof of Schwarz’s inequality, 
It must be remembered now that f and g are pseudorandom, and moreover 
or and us have spectral densities or’, us’. 
Thus Au, and Au, tend to zero when j ws - wr 1 --+ 0, and also Aul, . 
Therefore a,, is absolutely continuous and there exists an integrable function 
ur2 which is the derivative of ur2 . 
Finally the spectral function o of Af + pg has a spectral density, so that 
Af + pg is pseudorandom. 
15. MARCINKIEWICZ SPACE [14] 
We have just seen that the set of the stationary functions does not have a 
good algebraic structure; mainly the sum of two stationary functions can be 
nonstationary. As properties of additivity are absolutely necessary, we must 
either include the set of stationary functions in a larger linear space, or 
study linear subspaces of this set. 
Stationary functions are functions for which 
exists. The set of the functions having a quadratic mean is not a linear space. 
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Let us replace the limit above by an upper limit (or limit superior) and 
consider the functions f such that 
liy+yp & fr If (tY dt 
is a finite number. 
We remember that 
and that such a lim sup is either a finite or an infinite number, i.e., always 
exists. On the other hand it can happen that an ordinary limit does not exist 
(for example lim,,, sin T). 
The space of functions for which (1) exists was introduced by Besicovitch 
[g] for the study of almost periodic functions. But it contains other functions 
as well. Marcinkiewicz [14] proved that it is a complete normed linear space, 
when the norm is defined by 
This linear space is called A2-space. More exactly (1) is a seminorm. It 
becomes a norm when we decide to make no distinction between two func- 
tions fi , f2 such that 
lim$p &- sf, I fi(t) -f&)12 dt = 0. 
The zero-element of A2 is then the class of all functions f such that 
Functions f such that lim,,, f (t) = 0 are examples of zero elements of A2. 
Naturally, a function f which possesses a quadratic mean is an element 
of JzY~. Therefore stationary functions are elements of AP, and in particular 
the pseudorandom functions. 
The space A2 is defined only by asymptotic properties. It is too general for 
applications to partial differential equations, which require a knowledge 
of local properties. We shall investigate solutions of these equations belonging 
to JP, but having also well-specified local properties. 
In the space A2, which is a normed linear space (Banach space), it is 
possible to define the notions of limit, continuity, differentiability, with respect 
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to the normsl/f 11. The space of the functions f which are A’2-continuous is a 
linear subspace of A2. But it is still too large. 
One can prove that a stationary function is &a-continuous when its 
correlation function y(7) is continuous (it suffices that y(7) be continuous for 
7 = 0). This result is strictly analogous to a similar property of the continuous 
stationary random functions. The function cite is not AZ-continuous. 
Suppose that f and g have a quadratic mean and that ilfjg and Mfg exist. 
Then Af + pg has a quadratic mean, given by 
We say that f and g are “comparable”. Two comparable functions generate 
a linear space,’ subspace of A2. More generally if fi , f2 ,..,, fn are pairwise 
comparable, they generate a linear subspace of ~2”~. Let us notice that if fi 
is comparable to f2 and to f3 , f2 and f3 need not be comparable; comparability 
is not an equivalence relation. 
If f (t) has a correlation function, f(t) is comparable to all its translates 
f (t + 7). The family of translates off generates a closed linear space E, which 
is a subspace of d2. It is possible to make a representation of the elements of 
Ej which has the structure of a harmonic analysis. We give only an outline 
of this theory, which we shall not use in the sequel. For the proofs, see 
Bass [l] and Bertrandias [6]. 
There exists a stationary function Y(t, 1) defining a “spectral measure”, 
with the following properties. For each t, Y is a function of the interval 
I = (WI > w2). We write 
Y(t, I) = SW” Y(t, dw). 
WI 
For a given I, Y(t, I) is an element of Ef . If I and I’ are two intervals, there 
exists a distribution function u such that 
M[LT(t, I) Y(t, I’)] = s,I,du(w) 
(U defines a positive, bounded measure over W). 
If I n I’ = 0, 
M[P(t,I) Y(t,I’)] = 0 
(orthogonality property). 
If1 =I’, 
M / Y(t, 1)j2 = s, da(w). 
409/47/2-I 1 
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If g is an element of Et , there exists a function v(w), square-integrable 
with respect to the measure u, such that 
where the “integral” is a limit, in the sense of A2-convergence, of Riemann- 
Stieltjes sums. In particular, if g(t) =f(t + T), one has 
The function o which has been introduced is exactly the spectral function 
of the stationary function f (Fourier transform of its correlation function). 
EXAMPLE 1. Almost periodic functions. Let 
WI )..., w, )..., 
be a sequence of real numbers, and 
c, ). . .) c, ). . .) 
a sequence of complex numbers such that the series C [ c, 1s is convergent. 
We put 
We may assume that 
Y(t, I) = u& c,eiwkt. 
Then 
the convergence of this series being an J&convergence, or convergence in 
quadratic mean. 
Indeed, the variable is t + 7, and 
f(t) = C ckeiwkt. 
The correlation function off is 
C 1 ck I2 eiorT, 
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so that 
do(w) = lb” I2 
We verify that 
M[Y(t,) Y(t, I')] = c &l!zei(W~-W~)t, 
WI, w ,d 
= ,,& I c?c I2 = s,,,w4. 
A generalization of this formalism consists in replacing the constants clc 
by “A2-constants”. We define an “&2-constant” as a function c(t), 
belonging to the d2-space and such that 
c(t + T) - c(t) = 0 (zero-function of 4”) 
for any increment Q-. For instance, if c(t) tends to a limit when t- co, c(t) 
is a JZ2-constant. 
EXAMPLE 2. Pseudorandom functions. The representation 
f(t + 7) = 1 eiUTY(t, dw) 
is valid for a pseudorandom function. Then the spectral measure Y(t, I) 
is such that the associated spectral function cr has a derivative u’, the spectral 
density. 
But this sort of representation is only an asymptotic one. It defines f as an 
element of a class of &Z2-equivalent functions, generating the same quadratic 
mean values and the same correlation functions, but very poorly specified at a 
given point t. It is not adequate for a problem of differential equations, in 
which the local values are significant and the derivatives must be defined in 
the ordinary sens (local derivatives, and not d2-derivatives or weak deriva- 
tives). 
16. ASYMPTOTIC MEASURE 
Letfbe a “real” stationary functionIn applied mathematics it is customary 
to introduce the notion of “distribution of the values off”. 
We consider a real number y, and a value T of t. Let &y) be the measure 
(in the sense of Lebesgue) of the set of points t such that 
f(t) <Y, -T<t<T. 
388 J. BASS 
This measure is practically the sum of the lengths of several intervals. 
(l/T) &J) is the “proportion of points t” such that f(t) < y, 1 t / < T. 
If (l/T) &y) tends to a limit when T ---f oc), we say that the function f has 
an asymptotic measure p(y). p(y) is a true distribution function over the 
y-axis. It is nondecreasing, and varies between 0 and 1; it characterizes the 
distribution of the values off. Of course the asymptotic measure TV has no 
direct connection with the spectral measure 0, the Fourier transform of the 
correlation function. p and u correspond to distinct properties off. 
There are stationary functions which have no asymptotic measure. But all 
the functions we encounter do have one. This measure can be defined in 
another way. We shall briefly discuss the essential properties of the asympto- 
tic measure. They are valid under very general conditions, which we shall 
not discuss in this paper (for technical information, see [17, lo]. 
Instead of defining an asymptotic measure, let us introduce a “characteristic 
function,” analogous to the characteristic function of a random variable. It is 
defined by 
$(A) = &ywt), h real. 
If this mean value exists, we hope that it is the Fourier transform of a 
distribution function. To prove this, we remark that +(A) is a positive definite 
function. In fact, 
Let us see if +(A) is a continuous function. We have 
But 
1 c&A + h) - $(A)1 = 1 MeiAf(t)(eihf(t) - l)! 
< M / eihf(t) - 1 / . 
1 eihfct) - 1 I = I 2 sin(hf (t)/2)] < / h 1 1 f (t)l . 
Therefore, if M /f (t)l exists, M 1 +(A + h) - +(A)1 tends to 0 when 
h + 0 and 4 is continuous. Consequently we can apply Bochner’s theorem: 
There exists a probability measure p such that 
Me”f’t’ = I m eiA~ &(y). -10 
It is possible to prove that p is identical to the asymptotic measure, 
previously defined. 
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The family of exponential functions e ill is a subset of the class of bounded 
continuous functions. An alternative definition of 4 is the following: for 
every function G, real or complex, continuous and bounded, we have 
WW)l = fm G(Y) 44~). --m 
Under particular conditions, this formula is extended to continuous 
unbounded functions G. For instance, 
if Mf exists, Mf = jm Y 44% -02 
G(Y) = Y, 
if M(f2) exists, W2 = jm y2 449, G(Y) =y2- --m 
Remark. We have associated to a stationary function three special func- 
tions: 
the correlation function 
~(7) = M[f(t)f(t + ~)l = 1-1 eiwT d+) 
(and the spectral function), 
the characteristic function 




(and the asymptotic measure), 
the Fourier coe@ient 
a(w) = M[f (t) e-iwt]. 
The correlation function and the asymptotic measure are not equivalent to 
f. They contain two different and incomplete characterizations off. 
The Fourier coefficient characterizes f when f is almost periodic, and gives 
absolutely no information about f if f is pseudorandom. 
17. DILATATION OF A PSEUDORANDOM FUNCTION 
We have learned a process for constructing a continuous pseudorandom 
function g. We give a 2-uniformly distributed sequence z,, and a function h. 
The function g is the convolution of a given function K by the function 
f(t) = h(G 
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Now the use of a sequence which is uniformly distributed over the interval 
(0, 1) implies the choice of a unit. In the applications, it happens that this 
unit cannot be chosen a priori. It cannot be called “1”. Therefore we must 
study the effect of a change of unit over the structure of the function 
g=K*h. 
Instead of f(t), we consider f(ht), where h is a real number. We call 
f(ht) the “dilate” of f(t). An elementary computation shows that: 
(9 M.fW = J?f(t) 
(ii) the correlation function of f(k) is equal to y(k), where y is the 
correlation function off. 
Our purpose is to study the evolution of the correlation function of 
g(t) = K(t) *f(k) when X increases and tends to + 00, i.e., when the “unit” 
l/h tends to zero. 
As f is pseudorandom, r(k) tends to zero for any 7 # 0, and is equal to 
y(O) for 7 = 0. But this result is not very useful. 
In order to arrive at a more interesting conclusion, we complete the change 
of scale (dilatation of time) by a change of values, and we associate to the 
function f(t) the new function 
fn(t) = Al’2f(q 
The correlation function of fA is 
The main result is given by the following theorem. 
THEOREM. Let f be a pseudorandom function. Let y be the correlation function 
of f. If J:m ~(4 d T exists, the correlation function of W-f (At) tends when 
h-tee to 
where S is the “S-function” (this convergence is meant in the sense of distributions). 
To prove this result, we introduce a test-function v, continuous with 
bounded support, and we consider 
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For each T’, ~(7’) v(r’/h) tends to ~(7’) p(O). An elementary use of 
Lebesgues’s convergence theorem shows that the above limit is equal to 
Therefore, 
do) j-m ~(4 dT’. --m 
F-2 Ay(h7) = as, 
where 
a = fin Y(T) dT. 
J-cc 
We can now extend this result to the limit of the correlation function of 
K(t) * (Plzf(ht)). We find the following result. 
Let f be a pseudorandom function, with a spectral density o’. For any 
fixed 7, the correlation function of the convolution K(t) c (h1/2 f (At)) 








a= --m ~(4 dT. 
In order to prove this result, we use the spectral representation of y; 
the correlation function of K(t) * (hii2 f (At)) is equal to 
m(T) = )\M j-j- K(s) K(s’) f (At - irs) f (ht + ht - h’) ds ds’ 
= h ss K(s) K(s’) )(hT - hs’ + hs) ds ds’ 
zzz h 
s.Ts 
K(s) K(s’) eim(A+As’+As) ds ds’ do(w) 
= A 
s 
/ I?(/\w)~~ eioAT da(w) 
where 
I?(w) = lirn K(s) e-ius ds. 
-cm 
We suppose that u has a density u’. Then, if we put Aw = w’, 
~~(7) = l-r / l?(w’)12 eiw’ro’ ($-) dw’. 
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Using Lebesgue’s convergence theorem, we find that 
!i2 yA(T) = d(0) j 1 RIG hfT dd 
By a standard use of Fourier transform, we obtain the proposed result. 
The function K(t) * (Xr/2f(ht)) p assesses another interesting property. 
Under special conditions, its asymptotic measure tends, when X + 00, to 
the Gaussian measure. It is a “central limit theorem” for pseudorandom 
functions. The proof, which is long but not difficult, lies outside the scope 
of this paper (see [17]). Th e exact statement is the following. 
Let K be a real function, integrable over (--co, +a~), bounded and 
uniformly continuous (particular case: K bounded with bounded 
support). Let h be a real function, de$ned over (0, 1) and continuous. 
Let z, be a completely uniformly distributed sequence over (0, 1). 
We put 




m K(s) ds, u2 = Mf2 x 
I 
K2(s) ds - m2. 
--m --m 
Then the asymptotic measure of K(t) * (Ali2 f (At)) tends, when 
X + co, to a Gaussian measure with mean value m and standard devia- 
tion 0. 
APPENDIX 1: THE CORRELATION FUNCTION IS POSITIVE-DEFINITE 
y(7) = &i+% & jIJ(t)f (t + T) dt 
- 71) = $2 & c ckct 
s 
ITf(t)f(t + Tk - d dt 
We write 
= & & C zkcz + s 
T-T* f (s + Tz) f (s + TV) ds. 
-T--Tg 
r:rr:, = L!:, + JTxz- 
The term corresponding to JyIi;, is manifestly positive. 
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We must prove that the second term tends to zero when T + cc. By 
Schwarz’s inequality, 






If(t dt = 0. T 
We have 
As 










T-m T --T-a 
If( dt + $2 +g jy If( dt = 0. 
As the two terms of this sum are positive, each tends to zero and the proof 
is completed. 
APPENDIX 2: CONSTRUCTION OF A COMPLETELY UNIFORMLY 
DISTRIBUTED SEQUENCE 
(The following results are essentially due to a number of Russian mathe- 
maticians. See [I 81). 
LEMMA. Let f?, ,..., Bh irrational numbers, independent in the arithmetical 
sense. 
394 J. BASS 
For every s < h, the sequence 
xh = (8, ),.., eh; 28, ).‘.) 2e,;...; ne, )..., nea;...> (1) 
is s-uniformly distributed module 1. 
Proof. Let xjh be the jth term of the sequence (I). We construct the Weyl 
sums corresponding to xh, i.e.: 
j$ iI expLWvih + - + ms$+s-I>l. (2) 
The successive exponents are for 
j=l ml4 + ... + m,O, 
j=2 ml4 + ... + msh+l 
j=h-s+l m,eh-,+, + -.a + m,eh 
j=h-s+2 mleh-s+2 + I’* f %-l& f %dl 
j=h 
j=h+l 
j = 2h 
etc. 
Let us put 
(mleh + m2ei + ‘-- + mses-d f trnzel f -a* + m&L,) 
2(m,4 + ... + m,4) 
2(m,~, + .. . + m,L> + (m,4 + ... + m&L), 
A, = m,B, + ... + m&I, 
4 = ml% + ... + map,+, 
Ah-,+, = mlL+l + *** + m&L 
Ah = m,& + m,B, + ... + m.#,, . 
Let us denote by (1 A 11 the distance between A and the nearest integer: 
II All = in@ 1 - &I>, z$=A-Aa, d = integer part of A. (3) 
As the numbers 8, are independent, the numbers 11 A, /I ,..., 11 A, I( are 
different from zero. 
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It is well known that 
1 e2id + e4irA + *.* + ePinnA 1 < l/2 I/ A 11 




C exp[22iT(m,xjh + ... 
i=l 
Dividing by N, we see that, for fixed h, s, ml , m2 ,..., m, , the mean value (2) 
tends to zero when N-t co. According to Weyl’s criterion, the sequence xh 
is s-uniformly distributed module 1. 
THEOREM. Let qk be the kth prime number. We put 
qk = &is, er = log qk . 
The sequence 
6, ,2e, ,..., qlel; el , e, ,..., Y2el , q,e,; 
e, ,..,, e, ,..., qkel ,..., qkek; -.. 
is completely unzjrormly distributed modulo 1. 
Proof. Let us denote by {xi”} the sequence 
el ,..., dh ,. .., no1 ,..., neh ,.... 
(5) 
We have seen in the lemma that, for any number n, 
il exp[2ir(m,xjh + ... + w?+s-I>l < Wll4 II + .a* + l/II Ah II) (6) 
(where 1) A, 1) ,..., 1) Ah (( are defined by formula (3). 
Let 
Q = 2, qz = 3 )...) qj )... 
be the sequence of prime numbers. We choose 
ej = log qj . 
We have 
A, = ml4 + ..- + m,B, = ml log q1 + ... + m, log qS = log(q,“l ... qys), 
A, = lo&F *** sfTT”p3, 
etc. 
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Each Aj is product of s factors, which are powers of s prime numbers, 
taken among the numbers q1 ,..., qh . 
The number m, ,..., m, are integers, different from zero, positive or nega- 
tive. The product A, contains factors with a positive exponent, and factors 
with a negative exponent. We write 
where x and y are integers. 
As qj are prime numbers, we are sure that 3c # y. We also know that 
log(x/y) is an irrational number. Let z be largest of the numbers x and y. 
One can prove [15] that there exists a numerical constant c such that 
II bdWll > exp[--c(log 4”7- (7) 
Here x and y are products of at most s factors. We increase x and y when 
we replace each qi by qh , and each mj by the largest 1 mj 1 , which we call m. 
We see that, for-j = 1, 2 ,..., h, 
11 A, 11 > exp[-c(log qim)2] = exp[-cs2m2(log qJ2]. 
We conclude that, for all n, 
jgl exp[%(m,xjh + ..* + m&+,-J 1 < &h exp[cs2m2(log qd21. (8) 
Let o~j be the general term of the sequence (5). We must prove that 
l& + C exp[2i?r(m,olj + *.. + %~j+~-Al = 0. 
j=l 
We introduce a number K such that 
71 + 2r, + . ..+kY.<Ndr,+2r,+...+Kr,+(k+l)r,+,. 
The number a$ belongs to one of the sequences 
81 , 28, )... 
01 * 4, 24 , 24 ,.’ 
4 ,8, , . .., ekfl ,24 ,2e, , . . . . 2elefl + . . . . 
The “combination” mpj + ... + rnSclj++r consists of terms belonging to 
one of the sequences (10). For combinations mpj + *.. + m,oc,+3-l which 
overlap several sequences, we proceed as follows. 
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The sequence rR is increasing and tends to y. Then only a finite number of 
“combinations” overlap more than 2 sequences (10). When N+ co, their 
contribution to the limit (9) tends to zero. We consider now combinations 
overlapping exactly 2 sequences (10). 
There are at most s combinations overlapping the sequences xh and @+l. 
Their contribution to (9) is less than s/N. For all values of h, the contribution 
of overlapping combinations of this sort is less than 
k”c ks 
N r,+2~~+.**+kr~’ 
As the sequence yk is increasing, this is less than 
r,(l + 2 + ... + 4 
which tends to zero when N, or k, tends to a~ 
Therefore, it suffices to study the contribution to (9) of the nonoverlapping 
combinations. The part of the sum CL, in (9) corresponding to these com- 
binations is less than 
where n, = rl , na = 2r, ,..., nk = kr, . Each C is respectively associated 
with one of the sequences 
x 12 , x ,. . . , xk, xk+l. 
According to (8) the sum (11) is less than 
4 S &n~(logq,)~ + . . . + &.~s2~2~10&',)2 + (k + 1) &+m2(10g"+l"]. 
Here, we use a property of prime numbers: there exists a positive number 
c?- such that 
qi < c2j log j < c+. 
We deduce the following inequalities: 
kfl k+l 
(ii) ~lj&~2(10@7~~a < 1 j~C~*?&OB~~~2 < (z j) ~4cs8me[lo@(K+1)la 
j=l 
= tk + ') tk + 2, &szm2[logar(k+l)]z~ 
2 
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(iii) There exists a positive constant c’ such that 
(k + 1) (k + 2) 
2 
e4cs%~[logam+1)]~ < e4G’~2m2[10ga(lr+l)]z. 
This means that [log(R + l)]” increases faster than log[(k + 1) (k + 2)/2] 
when k+ CD. 
(iv) There exists a positive constant c” such that 
e4c’s%rL~[loga(k+l)]~ < e4c”s%2mga7cP 
This means that (log c&)&log ol(k + 1)) is bounded when k -+ co. 
We see that (1 I ) is less than 
We must divide this expression by N, which is larger than 
n, + .*. + nk = rl + 2r, + *-* + kr, > kr, . 
If we choose 
(11) is less than 
eO(logak)a/eUogk)3 (/I = 4c”s%z~) 
and tends to zero when t -+ co. 
The theorem is thus proved. 
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