One important problem in the theory of Hardy space is to find the best rational approximation of a given order to a function in the Hardy space H 2 on the unit disk. It is equivalent to finding the best Blaschke form with free poles. The cyclic adaptive Fourier decomposition method is based on the grid search technique. Its approximative precision is limited by the grid spacing. This paper propose an enhancement of the cyclic adaptive Fourier decomposition. The new method first changes the rectangular grids to the polar ones for cyclic adaptive Fourier decomposition, so that the decomposition enables us to employ fast Fourier transformation to accelerate the search speed. Furthermore, the proposed algorithm utilizes the gradient descent optimization to tune the best pole-tuple on the mesh grids, reaching higher precision with less computation cost. Its validity and effectiveness are confirmed by several examples.
Introduction
Throughout the paper, we denote by D the open unit disc, and H 2 = H 2 (D) the Hardy H 2 -space on D:
which is equipped with the inner product
order of a rational function p/q is defined by ord(p/q) = max{deg(p), deg(q)}. A best n-rational approximation to f ∈ H 2 is an n-order rational function p 1 /q 1 that satisfies f − p 1 /q 1 ≤ f − p/q , ord(p/q) ≤ n.
An important type of rational approximation is Blaschke form approximation, which is briefly introduced in the following: For a given n-vector a = [a 1 , · · · , a n ] T ∈ D n , the n-Takenaka-Malmquist orthonormal rational function system {B k } n k=1 is defined by
In this paper, we assume that all of the components of the n-vector a are distinct. We denote by L(a) the linear subspace of H 2 spanned by {B k } n k=1 , and call a function in L(a) being of the n-Blaschke form. Then the orthogonal projection of f ∈ H 2 to L(a) is the n-Blaschke form
It is known that the linear space L(a) is invariant under the permutations of a. Hence, we often identify L(a) with L(A), where A is the n-tuple {a 1 , a 2 , · · · , a n }. We define the squared H 2 -error of the projection (3) by
and call n the approximation degree, and E(f, A) = n k=1 | f, B k | 2 the energy of f (at A). We say that an n-tuple B = B(n) = {b 1 , b 2 , · · · , b n } induces the n-best Blaschke form approximation to f if and only if B = arg min
or equivalently, B = arg max
Later, B is called the best n-tuple (for the approximation). The relation between n-Blachke form approximation and n-order rational one was specified in [14] . The methods and algorithms for both of them are quite similar. Hence, in this paper we mainly focus on the n-best Blachke form approximation. More detailed discussions on the properties of n-best Blachke form approximations and the corresponding best n-tuples can be found in [9, 11, 12, 13, 14] . Rational approximation is of a great significance in both pure and applied mathematics. As an example, in system identification, one wishes to approximate the system function by rational ones.
Although the study of the n-best rational approximation has a long history [1, 8, 9, 12] , practical algorithms for finding the approximation are still under research. In literature, Baratchart's group in [2, 5] proposed the method based on the second derivative test, treating the coefficients of the polynomial q as the parameters. Qian's group proposed the adaptive Fourier decomposition algorithm (AFD) [13] and its improvement cyclic AFD (shortly, CAFD) [14] , which used the poles of the approximative rational function as parameters. They created a search scheme to find the best tuple over the rectangular grids ( [2, 4] ).
In a pole-tuple search algorithm, the time cost is a main issue. If a 1-D rectangular -net M ⊂ D has N × M nodes, an exhaustive search on the n-dimensional net M n needs O(N 2n M n ) times of operations, which is unpractical when the approximation degree n is high. To reduce the computational cost, Qian introduced coordinate maximum [14, Definition 1] and proved that it is identical with the best n-tuple if the target function satisfies a certain condition. Based on this fact, AFD suggests n rounds of coordinate-by-coordinate search on M. In each round, it finds the maximum only for a variable over the 1-D mesh:
Therefore, AFD needs only O(N 2 M ) operations, dramatically reducing the time used in an exhaustive search.
Unfortunately, AFD usually provides a notable error. CAFD improves AFD by running several cycles of AFD till the coordinate maximum on M n is obtained. In CAFD, the accuracy of the best n-tuple approximation is limited by the grid gap . To improve the approximation, we must choose a smaller , which increases the computational time significantly.
To overcome the limitation of grids search technique and to reduce the time cost, in this paper, we propose a new algorithm CAFD-CGD to enhance CAFD. The proposed algorithm consists of two phases: Firstly, we utilize the polar-type mesh grids in CAFD, and employ the best n-tuple on the mesh as initial n-tuple for the second phase. Secondly, we launch a gradient decent optimization in a neighborhood of the initial n-tuple to tune the best n-tuple. The new algorithm has two advantages: First, the polar-grid set enables us to employ the fast Fourier transformation (FFT), reducing the search time from O(N 2 M ) to O(N M log N ). Second, theoretically, the complex gradient descent method (CGD) can exactly locate the best n tuple in D n , breaking through the limitation of the grid gap.
The paper is organized as follows: In Section 2, we develop the complex gradient decent algorithm (CGD) to tune the initial best n-tuple found on a mesh grid set. In Section 3, we first study the uniqueness of the best n-tuple. Then we introduce the polar-type mesh grids and apply CAFD to find the best n-tuple on the grids. In Section 4, utilizing FFT, we develop the novel fast evaluation algorithm(FEVAL) for the case that a function f ∈ H 2 is given by its samples on the unit circle, and show that the new search scheme reduces cost of CAFD from O(N 2 M ) to O(N M log N ). In the last section, we give several illustrative examples to show the effectiveness and accuracy of our algorithm.
Complex Gradient Descent Algorithm (CGD)
We first introduce some notions and notations.
Hence, a complex function f (z) : C n → C, with a little abuse of notation, has the following different forms:
As usual, we define the cogradient operator by H denotes the Hermitian transpose. We also denote by a, b = a H b the inner product of two complex n-vectors a, b ∈ C n . We now assume that a ∈ C n is a local minimal-value point of a real-valued function g(z). The complex gradient descent method for finding a is the following: Let a 0 be the initial guess, who resides in a neighborhood of a. We find a as the limit of the sequence of (a k ):
where ∇g in (7) is Lipschitz continuous with constant L > 0, i.e.,
In this paper, we adopt backtracking line search, in which a fixed β, 0 < β < 1, is employed for formulating t k by t k = βt k−1 , t 1 = 1. Then the iteration is terminated when
We call the method above Complex Gradient Descent Method (CGD). The convergence theorems of the real gradient descent methods in [3, 6, 10] can also be applied for CGD. Because In our problem, we will set g = −E in (7), where E(a) is the energy function of f . Besides, to guarantee that after each iterative step the new n-tuple a k is still in D n , t k in (9) must also satisfy
where
An effective formulation for the gradient −∇E(= ∇A) is the key step in CGD. We now establish such a formulation as follows. Write
and let P be the permutation of the index set {1, 2, · · · , n} such that P (n) = . For a given analytic function f ∈ H 2 , we inductively define n functions f P (j) , 1 ≤ j ≤ n, by
It was proved that all f P (j) (z) are analytic in D [11] . Since the energy function E(a) is invariant under the permutation, it has n different representations:
Note that the variable a = a P (n) only occurs in the last term of the sum in (11) . Since f P (n) is analytic, we have
where f P (n) can be computed by the following recursive formula:
Remark 1 The permutation P above is not unique. In practice, we adopt P = P , where P is the 1-shift permutation:
We now present the pseudo-code of CGD in Algorithm 1. Its inputs consist of the function f ∈ H 2 , an initial n-tuple a, which is near the best n-tuple b, a tolerance ε, and the parameter β in the backtracking line search. Here, the initial n-tuple a is found by Algorithm 2 (ITS) in the next section. When the tolerance condition ∇E(b)
2 < ε holds, we terminate the algorithm and output the n-tuple b.
Algorithm 1 CGD: Complex gradient descent algorithm for finding the best tuple Require: a, f, β, neighbor size r, and the tolerance ε.
1: Compute ∇E(a) using f and a.
Find
4:
Compute c = a + s∇E(a).
5:
while
Update s: s = βs.
7:
Update c: c = a + s∇E(a). Update a: a = c.
10:
Re-compute ∇E(a). 11: end while 12: Set the output: b = a. Ensure: b
CAFD on a Polar Mesh Grid
A main difficulty for best n-tuple search algorithms is that the energy function E(a) lacks the uniqueness of the global maximum (or, equivalently, the error function A(a) lacks the uniqueness of the global minimum). Therefore, a coordinate maximum of E(a) is not necessarily a global one. Besides, lack of the uniqueness of the global minimum discourages the approach of globally convex optimization.
We consider its Blaschke-form approximation of degree 1. By (11), the error function A(a) has the form of
which reaches the global minimum when |a| = k k+1 .
The example shows that, when the approximation degree is one, the global minimum may occur on a manifold. When the approximation degree n > 1, due to the invariance of the energy function E(z) under the permutations of z, E(z) reaches its global maximum at least at n! distinct points in D n , of which each is a permutation of another one. This fact totally denies the uniqueness of the n-best tuple. When n > 1, we have the following result on the set of best n-tuples.
Theorem 1 When n > 1, the set of best n-tuples of the Blaschke-form approximation of degree n for a function f ∈ H 2 cannot contain a continuous curve in D n .
Proof. Denote by S the set of the best n-tuples of the approximation. Then ∇E(a) = 0 for any a ∈ S. By (12),
By (11), E(a) does not have the maximum value when f P k (n) (a k ) = 0. Therefore, if a ∈ S, (13) must hold for each k.
Assume there is a continuous curve Γ ⊂ S. Denote by Γ k the projection of Γ on the k-th coordinate (complex) plane. Then at least one Γ k is a continuous curve in D. Assume k = n and P n = I. Then by (13), a n f n (a n ) − (1 − |a n | 2 )f n (a n ) = 0, ∀a n ∈ Γ n .
It follows that
Hence, g(z) = zf n (z) fn(z) is real-valued and has no poles on Γ n . Therefore, g(z) is analytic and g(z) = c on O, where O is a connected domain with Γ n ⊂ O. It follows that f n (z) = rz c on D. However, by the formula (10), f n (z) has at least n distinct zeros in D, which leads to a contradiction. The proof is completed.
According to the theorem, we make the following conjecture: According to Theorem 1, we make the following conjecture:
Conjecture 1 When n > 1, the energy function E(z) in (11) has exact n! best n-tuples, i.e., all of its best n-tuples are permutations of a single one in D n .
Assume the conjecture holds. By the similar argument given in the proof of [14, Corollary 4], we can confirm that a coordinate maximum point for E(z) is also a global maximum one. In this case, on given grids, we can employ CADF to find an n-tuple, which is nearest to a best n-tuple. Considering the geometric structure of the unit disk, we suggest making the CAFD search over a polar grid set. 
Note that the role of CAFD search here is to find an initial n-tuple for CAFD-CGD algorithm. To distinguish it from the standard CAFD in [14] , we will call it the Initial Tuple Selection Algorithm (ITS), We introduce the polar grid set because it enables us to adopt Fast Fourier Transform (FFT) to compute f, e a over the grid set G, when f is given as a digital signal. We will discuss the evaluation of f, e a in the next section.
In ITS, the search starts from a randomly chosen n-vector a ∈ G n . Fixing a 1 , · · · , a n−1 , the algorithm first finds the maximal-value pointã n for | f n , e z | over the grid set G. Then, after a n is replaced byã n and a is permuted by the 1-shift permutation, the search process above will be repeated till no replacement can be made.
We present ITS in Algorithm 2. The inputs of the algorithm consist of a function f ∈ H 2 , a randomly selected n-tuple a ∈ D n , two parameters > 0 and δ > 0 for polar grid set G, and a tolerance η > 0. It outputs an n-tuple.
Algorithm 2 ITS: Searching initial tuple for CAFD-CGD algorithm
Require: a, f, , δ, and the tolerance η.
1: Create the polar-type ( , δ)-grid set G on D.
2: Randomly select a = [a 1 , · · · , a n ] ∈ D n as the starting n-tuple for the algorithm. Reset s = 0.
7:
for j = 1 → n do
8:
Compute V t = max z∈G | f n , e z |, a t = arg max z∈G | f n , e z |.
9:
if V t > V + η then
10:
Update: a n = a t , V = V t , s = s + 1.
11:
end if
12:
Permute a using a = P a = [a n , a 1 , · · · , a n−1 ].
13:
Update f n based on the new a.
14:
Update V = | f n , e an |.
15:
end for 16: end while Ensure: a
Fast Evaluation Algorithm (FEVAL)
Evaluating the inner products f n , e z for all z in a mesh grid set costs most time in a search algorithm. For instance, if we make the CAFD search over an N × M rectangular mesh grid set M, we need O(N 2 M ) operations for all evaluations. The polar grid encourages a fast evaluations of all f n , e z due to the following theorem. Definê
Theorem 2 Let z = re it , 0 < r < 1, and f ∈ H 2 . Then, the inner product f, e z has the following representation:
which yields
Proof. For 0 < r < 1, we write p r (z) =
which yields (17). By f, e z = √ 1 − r 2 f (z), we have (18).
For an infinite sequence c = (c 0 , c 1 , · · · , c k , · · · ) ∈ 2 , we define the scaling operator R r : 2 → 2 as follows: Let d = R r (c). Then
We also denote the discrete Fourier transform by F : H 2 → 2 :
.
Then its inverse F −1 has the form of
Thus, we can re-write the formula (18) as
Based on Theorem 2, we develop the algorithm (FEVAL) for fast evaluating f, e z for all z ∈ G. It only needs O(N M log N ) operations.
In
T is the vector of sample values of f ∈ H 2 at the set T = Compute the Fourier coefficient sequence on the m-th circle:f (m) = R m (f (1) ).
5:
Output the m-th row of F e : F (m, :) = √ 1 − m 2 2 IFFT(f (m) ). 6: end for Ensure: F
Illustrative Examples
In this section, we illustrate the accuracy and effectiveness of our CAFD-CGD algorithm in approximating the functions in H 2 and in recovering the tuple of a Blachke form. We also compare it with CAFD [14] to demonstrate its improvement.
We run the experiments using Matlab 2017b on the laptop Dell Latitude E7440 with 8GB RAM, Intel Core i7-4600U CPU @ 2.10GHz, and Microsoft Windows 10.
For making fair comparisons, we sample the functions at 1024 equidistant points on the unit circle for all experiments. The parameters for CAFD-CGD are set as follows: t k = 1 for all k (in (7)). In ITS, for function approximation, we select = 0.01 and δ = 2 −8 , which produce 25344 nodes on the polar mesh grid set, while for tuple recovering, we set δ = 2 −7 , which reduce a half of the nodes. In CAFD, we set the grid gap to 0.01, which produces 30752 nodes on the rectangular mesh grid set.
For convenience, in all examples we write τ = e it , so that when t is equidistantly sampled on [0, 2π], τ is equidistantly sampled on the complex unit circle.
Approximating functions in H 2
In this subsection, we illustrate the accuracy of CAFD-CGD for approximating functions in H 2 space. The graphs only show the real part of each complex function. Example 5.1. In this example, we approximate three functions:
2 ) using 6-order Blaschke form. The results are shown in Figure 1 , and a comparison of results is in Table 1 . Since f 1 (τ ) is a rational function with the order 4, it is not a surprise that its approximations have the highest accuracy. In all cases, CAFD-CGD performances better and costs less CPU time. Example 5.2. In this example, we approximate three functions:
2 2+τ 2 , which have more windings than those in Example 5.1. Therefore, we choose 10-order for the first two and 30-order for the last one. The results are shown in Figure 2 , and a comparison is given in Table 2 . CAFD-CGD still shows the better performance in average and costs less time. 
Recovering Tuple of Blaschke Form
In this subsection, we recover n-tuple
When b is recovered, the coefficient vector c = [c 1 , · · · , c n ] in (20) can be computed by (3) . To recover an n-tuple, the approximation degree has to be n too. An ideal algorithm should exactly recover b. However, a practical algorithm hardly achieves the exact recovery because we only know the values of f (τ ) on the unit circle. We measure the n-tuple recovering error by the tuple distance, which is defined as follows: Let P be the set of all permutations on a vector u = [u 1 , · · · , u n ]. The distance between two n-tuples
In this subsection, the graphs of complex functions show their real parts too. Figure 3 . The error comparison is given in Table 3 and the comparison of the recovered tuple locations is given in Table 4 .
The results confirm the advance of CAFD-CGD. The recovered functions and 4-tuples are shown in Figure 4 . The error comparison is given in Table 5 and the comparison of the recovered tuple locations is in Table 6 . The results shows that RARL2 achieves. From the graph, we can see that the function has two peaks. Hence, the function is numerically singular at these points. Hence, the Lipschitz condition in (8) for CGD fails (in the numerical sense). Hence, the gradient descent method may diverge. When we check the CAFD-CGD process carefully, we find that the algorithm stops running CGD after ITS is completed. Hence, CAFD-CGD does not work effectively when the function is not smooth enough. We give the recovered functions and 4-tuples in Figure 5 . The error comparison is in Table 7 and the comparison of the recovered tuple locations is in Table 8 . In this example, CAFD exactly recover the 4-tuple because it locates on the grids of CAFD. For this example, CAFD-CGD gives a satisfactory approximative results. Because the tuple is not on its grids, it dose not exactly recover the tuple. We display the recovered functions and 4-tuples in Figure 6 , show the error comparison in Table 9 , and give the comparison of the recovered tuple locations in Table 10 . The same conclusion for Example 5.3 is obtained.
Example 5.7 To show the stability of CAFD-CGD, we select twenty 5-Blaschke forms and twenty 6-Blascke forms at random as the target functions in this experiment. We also compare it with CAFD. The comparisons for 5-Blaschke forms and 6-Blaschke forms are shown in Figure 7 and Figure 8 , respectively. The statistical data of the recovering is given in Table 11 and Table 12 . The results show that CAFD-CGD performs stably. 
Conclusion
Our experiments are based on the functions with 1024 equidistant samples on the complex unit circle. The experiments show that CAFD-CGD method improves CAFD in the Blaschke form approximation. It spends less CPU time while obtains the better approximation in average. However, it is sensitive to the smoothness of target functions. When the gradient of the target function does not satisfy the Lipschitz condition, as shown in Examples 5.4 and 5.5, it can only achieve the similar result as CAFD. Particularly, in Example 5.5, the 4-tuple is locates on the grid set of CAFD, (but not on the grid set of CAFD-CGD). Hence, CAFD finds its exact location. CAFD is more stable because it does not utilize the gradient of a function. When the mesh gird is dense enough, or occasionally, a best tuple is very near a node of the mesh grid set, the approximation error is small. However, because its approximative accuracy is limited by the grid gap, usually it cannot reach the same accuracy as CAFD-CGD. Because the standard CAFD searches the best tuple on a rectangular mesh grid set, which cannot adopt FFT algorithm, it spends more CPU time than CAFD-CGD.
In the best tuple recovering, it seems that the closeness of the tuple has a high correlation with the accuracy of L 2 approximation, but it is not synchronous: A recovered tuple being closer to the target one does not always produces a better L 2 approximation. The relationship between them needs further investigation.
