ABSTRACT: Effective conservation decision-making requires robust estimates of population trends. It is often assumed that, as long as monitoring methods remain consistent over time, trends in relative abundance are valid proxies for actual abundance. However, if the bias and uncertainty of relative abundance estimates change over time, this can have a serious impact on the validity of monitoring programmes. We developed a simple model for the retrospective assessment of the likely error and bias in abundance estimates from aerial surveys of the saiga antelope. Due to dramatic reductions in group size and density, current estimates of abundance are probably substantially lower than the true population size, and the level of uncertainty surrounding these estimates precludes their use for monitoring trends. This has implications for the Government of Kazakhstan's ability to monitor progress towards their agreed conservation goals. The method is potentially widely applicable to species for which historical data on relative abundance and group size are available.
INTRODUCTION
A fundamental objective of monitoring the status of populations is the identification of trends in their size. This is often challenging because constraints in funding, logistics and capacity determine the type of methods that can be employed. Hence, in many cases, the methods used are known to be unsuitable for estimation of absolute abundance; instead, the results are presented as trends in relative abundance (e.g. many bird surveys; Gregory et al. 2004) . A key assumption when using relative abundance trends for wildlife monitoring is that detection probability is constant over time and space (Pollock et al. 2002) . This assumption may be adequate when survey methods are applied consistently and the population is relatively stable (e.g. Schauster et al. 2002) . However, many species of conservation concern are not only declining rapidly, but are undergoing changes in their population biology which are likely to influence detectability (e.g. changes in group size linked to Allee effects; Stephens & Sutherland 1999) . Examples of situations in which changes in detectability are known to be an issue are long-term bird surveys and fisheries. For birds, Norvell et al. (2003) found that relative abundance estimates were biased and unreliable as compared to distance sampling methods over a 7-yr period, while Hochachka & Fiedler (2008) showed that changes in bird behaviour confounded trends obtained from long-term migration ringing studies. In fisheries, trends in rela-tive abundance are often obtained from catch per unit effort (CPUE) data. However, the use of these data relies on strict assumptions about the relationship between catch and effort, which is affected by fish responses to exploitation, both behavioural and demographic (Walters 2003) . There is increasing empirical evidence to suggest that these responses lead to nonlinear relationships between CPUE and abundance (e.g. Lorenzen et al. 2006) . If the bias and uncertainty of relative abundance estimates change over time, this can have a serious impact on the validity of monitoring programmes (Pollock et al. 2002) , and hence on our ability to plan conservation interventions and assess their effectiveness. Our ability to quantify these biases is often limited by lack of data and nonexistent validation of the methods employed.
We examined this issue for the saiga antelope Saiga tatarica. This nomadic species of the Eurasian steppes and semi-deserts was listed as Critically Endangered in the International Union for Conservation of Nature (IUCN) Red Lists in 2001 on the basis of a > 95% decline in population size over a 10-yr period (MilnerGulland et al. 2001; www.redlist.org) . In 2006, the range states signed a Memorandum of Understanding (MOU) under the Convention on Migratory Species (CMS) with the medium-term goal of stabilisation and, where possible, an increase in saiga populations over a 5-yr period; this goal is to be assessed by estimates of population size made using appropriate methods, with an accompanying assessment of uncertainty (CMS 2006a) . Current monitoring methods provide an annual population estimate with no measure of uncertainty. Given the major population crash experienced by the saiga, it is likely that density, group size and distribution of the population have all changed dramatically over the last 10 to 15 yr. Therefore, although the massive overall decline is not in question, it is doubtful that any recently reported abundance trends are reliable. This means that it may not be possible to assess progress made by range states towards their agreed goal. We used data on observed group sizes from aerial surveys to reconstruct the observation process. This allowed us to obtain both an estimate and range for the true population size and an understanding of the effect of underlying biological changes on observation bias. Our simple procedure is likely to be widely applicable to other species for which historical trends in relative abundance are available.
MATERIALS AND METHODS
In Kazakhstan, the saiga has been monitored by aerial survey, using consistent methods over the last several decades (Grachev 2004) . The survey team flies transects over the areas of highest saiga density, as determined from local and expert knowledge. Transects are, where possible, 10 km apart and the assumed strip width is 1 km each side of the aircraft, such that 20% of the area is covered. The team then extrapolates a population estimate by dividing the number of saigas seen by the coverage (usually 0.2) and multiplying by the size of the area of saiga concentration, calculated by drawing a line around the observations and counting grid squares within that line. There is no measure of error. The observations consist of the estimated size and approximate location of each group seen. The surveys are carried out in April, when the saigas still have pale coats but the snow has gone, and when they typically aggregate in relatively large migratory groups (Bekenov et al. 1998 ). This survey technique was developed during Soviet times, and thus does not follow standard Western protocols (e.g. Norton-Griffiths 1978, Buckland et al. 2001) . We obtained data from 2 such aerial surveys for 1 saiga population (the Ustiurt population), undertaken in very different circumstances. In 1998, the population was large, estimated at 246 000, with a density of around 80 animals km -2 , and 76% of the population in herds ≥500 ind. in size (3% were in herds of ≤50 ind.). In 2006, the aerial survey gave a population estimate of 13 500, with a density of 1 km -2 , and 66% of the population in herds ≤50 animals in size (none were ≥500).
The potential biases in aerial survey are well understood, and include the effect of distance from the aircraft and animal group size on observability, the effect of variation in aircraft height on the effective strip width, inconsistency in bearings leading to deviation from the transect, and variations in observer performance both in counting groups and estimation of distance (Jolly 1969 , Samuel & Pollock 1981 , Caughley & Grice 1982 , Drummer & McDonald 1987 , Samuel et al. 1987 , Bayliss & Yeomans 1989 . The issues which we address are firstly, the interaction between group size and distance from the aircraft in determining the detectability of a group, and secondly, the effect of overall density on precision of the estimate. Our expectation is that the fewer groups there are, the more variability there will be in whether a group is on a transect (assuming the area surveyed and coverage remain constant), and the smaller a group is, the less likely it is to be detected, with this detectability declining non-linearly with distance from the aircraft. There are other issues with the Kazakhstan survey which we do not address, including unsystematic coverage of the survey area and poor practice when flying, introducing further, largely unquantifiable, error and bias (Norton-Griffiths & McConville 2007). Hence, our results are minimum estimates of the levels of uncertainty.
The datasets give information only on the estimated size of each group observed in the 1998 and 2006 surveys, so our analysis required 2 distinct steps: (1) reconstructing the true population distribution underlying the observed data, and then (2) simulating the observation process in a virtual landscape populated with saiga groups derived from this distribution. The first part of the modelling process was to create a bias-correction algorithm for a given survey year (Fig. 1) . We fitted a lognormal distribution to the observed group size distribution in the raw data. The log-normal curves were good fits to the observed group size distribution data both for 1998 (log µ = 4.72 ± 0.15, log σ = 1.54 ± 0.11) and 2006 (log µ = 2.90 ± 0.10, log σ = 0.99 ± 0.07): all data are ± SD; log µ is the log of the group size distribution; log σ is the log of the SD of the group size distribution. This observed distribution, however, almost certainly underestimated the proportion of smaller groups in the population. Observers are not able to detect all of the groups that occur within their sampling area, and it is probable that small groups are less conspicuous than larger groups and are therefore missed more often. Samuel & Pollock (1981) proposed a simple method for estimating the actual distribution of group sizes as a function of the observed distribution:
where q is the probability that a group is missed, s is the probability that an individual animal is missed, t is the rate at which the function approaches the asymptote and g is the number of individuals within the group. We estimated these parameters to be s = 0.5 and t = 0.1, based on expert knowledge (Iu. A. Grachev).
We divided the observed distribution of group sizes by the probability that each group size is detected, q, to give a corrected log-normal distribution for saiga group size. We next populated a virtual landscape with a saiga population of a given total size, with group sizes taken from the corrected log-normal distribution and randomly distributed in space. We simulated the observation process by sampling 20% of this area, repeated 1000 times. The observation process required a function for the probability of detecting a group, dependent on group size and distance. The function used was a reverse logistic (Eq. 2), similar to that estimated for pronghorn Antilocapra americana (Guenzel 1997) and marsh deer Blastocerus dichotomus (Andriolo et al. 2005) , which has a pronounced point of inflection where detectability drops off rapidly: (2) where p is the probability of detecting an animal at distance x, a and b are shape parameters, and i is the point of inflection. The value of i was calculated as:
233 Fig. 1 . Representation of the modelling process by which an observed group size distribution from a particular year is converted into a distribution of potential 'true' population sizes
where m is the slope of the line between inflection points of group sizes 1 and 100, c is the constant of the line and g is again the number of individuals within the specified group. Based on one author's (Iu.A.G.) long experience of aerial surveys for this species and terrain, it is assumed that a herd of 100 animals was 100% detectable at the outer boundary of the transect (and beyond, up to ~1.4 km from the aircraft; Grachev 2004), and that 1 animal was not visible at a distance of 500 m. Hence we assume that a = 0.5, b = 0.015, m = 12.12 and c = 187.88, giving a detectability of nearly 100% for a group of 100 animals at 1 km distance, and close to zero for a 'group' of 1 animal at 500 m. It is likely that detectability at the outer boundary varies depending on conditions (Norton-Griffiths & McConville 2007); this would increase the uncertainty in our results (McConville 2006) . Together, Eqs. (2) & (3) describe a 3D surface of detectability by distance and group size which was used to determine whether or not groups of saiga falling within the simulated survey transect were detected. This procedure assumes that the detection probability of a group is proportional to the detection probabilities of the individuals within that group. This is simplistic as the interaction is likely to be dependent on group characteristics; closely aggregated groups may conceal individuals, while linearly spaced groups may have higher probabilities of detection for each individual.
As the group sizes were obviously being binned by observers into multiples of 10, 100 or 1000, we simulated this process by assigning each observed group a binned group size, rounded to the nearest integer of the appropriate magnitude. Hence, if a group size between 1500 and 2499 was observed in the model, it was recorded as 2000. This assumes that there is no systematic bias in the binning process with group size, which is unlikely to be true -observers may systematically over-or under-estimate the binned group size as true group size increases (Norton-Griffiths & McConville 2007). However, a uniform distribution was used for parsimony in the absence of data on the direction of this bias.
We also carried out a sensitivity analysis to explore the interaction between population density and clumping as it affects the bias and imprecision caused by the distance-detectability relationship. A total of 1000 iterations of the simulation were carried out for a uniform group size of either 50 or 100 at 3 population densities; 1 km -2 (the observed density in 2006), 10 and 80 km -2 (the observed density in 1998). All analyses were carried out in R version 2.3.1 (R Development Core Team 2006).
RESULTS
The sensitivity analysis demonstrates that the presence of group sizes smaller than that at which detectability is certain biases the population estimate downward. At a group size of 50, and a 100% detectability of groups of 100 animals, the median observed population size is 76% of the true population size, whereas as expected, there is no such bias at a group size of 100. The precision of the population estimate is dependent on density, being much lower at low densities. There is also an interaction with group size; precision is lower at larger group sizes as there is more scope for variation between runs (Fig. 2) .
This analysis shows the error and bias inherent in observed population estimates when the true population size is known. In the case of the saiga datasets, we have observed population estimates and group sizes and wish to estimate the range of potential true population estimates. In Fig. 3a , we show the range of potential 'true' population sizes normalised to the observed estimate. In 1998, the observed estimate was close to the median of the 'true' population size, and the precision of this estimate was relatively high. The large group sizes had conflicting effects -they made the probability of detection, when on the transect, very high (hence the bias low), but the likelihood of the 234 Fig. 2 . Sensitivity analysis for the effect of group size and density on the precision and bias of observed population estimates when the true population size is known. Assuming a survey area of 2 500 km -2 , we assigned groups of size 50 (grey boxes) or 100 (white boxes) to random locations in the survey area at densities of 1, 10 or 80 ind. km -2
. We sampled 20% of the area 1000×, with detectability dependent on distance from the centre of the 1 km transect. We show boxplots of the resultant distribution of observed population sizes (thick line is the median, box encloses 50% of the datapoints and whiskers are ± 1.5× the median) group being on the transect lower (hence the precision low). However, because the density was high, the overall effect was a reasonable precision -over 50% of our repeated estimates fell within ±12% of the median. In 2006, by contrast, both the population density and group size were very low. This meant that not only was the population estimate a substantial underestimate of the true population size (63.8% of the median), but that the precision of the estimate was also much lower than in 1998. The small group size meant that detectability was very low, and the low density meant that the variation from run to run in the proportion of groups that were on the transect was high. This error needs to be seen in the context of the overall population trend, however (Fig. 3b) . Because the population collapse was so precipitate, the population in 2006 is clearly very much reduced in comparison to the situation in the late 1990s. However, the substantial error surrounding current population estimates suggests that any short-term trends in population size are unlikely to be discernible.
DISCUSSION
Although the method that we have developed for back-calculating the distribution of 'true' population sizes from observations of group sizes is crude, it is useful for disentangling the individual effects of several components of observation error. Group size has 2 conflicting effects -more clumping of the population increases the probability of detecting a group if it is on the transect, but for a given density, increases the variability between runs in whether the group is on the transect at all. There are many assumptions made in the analysis: the detection function is based on literature and expert opinion for example, and the effects of changes in survey area coverage and of biases in estimation of group size are not accounted for. Without data it is hard to speculate on the direction of these biases. Nonetheless, this exercise gives a conservative first approximation of the potential error in saiga population estimates and how this error may have changed over time.
The Government of Kazakhstan has reported consistent near-linear increases in saiga numbers in 2 of their 3 populations over the period 2003 to 2007; 77% per annum in the Betpak-dala population and 35% per annum in the Ural population (Duisekeev & Sklyarenko 2008) . The Ustiurt population is not increasing, and this is attributed to continuing poaching in its winter range in Uzbekistan (Duisekeev & Sklyarenko 2008) . Saiga populations typically fluctuate markedly as a function of climatic conditions, particularly winter weather (Coulson et al. 2000) . In recent years, a severe lack of males due to selective poaching has constrained reproductive output , Fry 2004 . Poaching is ongoing throughout the range of the saiga antelope (Kuhl 2008) . Previous estimates of potential rates of population increase in years with favourable climatic conditions, no density dependence and no exploitation are around 30% per annum (Milner-Gulland 1994) . There is some evidence that poaching pressure is currently low in parts of the Betpak-dala population's range due to low density making hunting uneconomic and to enhanced law enforcement (CMS 2006b , Kuhl 2008 . A sharp reduction in livestock numbers has led to improved pasture quality (Robinson et al. 2003) and the climate has been relatively good in recent years. Hence, population growth rates of the reported magnitude are within the realms of possibility, at least in the short term. However, it seems likely that they are at least partly a function of changes in observation error of the kind we describe here. Our results imply that as populations recover and herd sizes increase, the degree of underestimation of population size is likely to decrease, producing an exaggerated trend of increase in apparent abundance. None of this, however, detracts from the fact that the decline in saiga antelope numbers from the late 1990s to the mid-2000s far exceeds in magnitude any effect of error and bias in abundance estimation methods; hence the validity of the listing of the saiga antelope in 2001 as Critically Endangered on the basis of a severe population decline is not in doubt.
The levels of uncertainty suggested by our analyses make it very difficult to show conclusively whether or not Kazakhstan is meeting its medium-term goal under the MOU of the CMS. On the other hand, Kazakhstan has the best survey programme of any saiga range state and has invested substantially in saiga management in recent years (Duisekeev & Sklyarenko 2008) . With relatively simple modifications to their aerial survey methods they could produce a much more robust population estimate. These include improving operational procedures and adopting a sample unit approach (NortonGriffiths 1978 , Norton-Griffiths & McConville 2007 . The other range states rely on much less systematic vehicle surveys. Vehicle surveys for grassland ungulates suffer from similar bias issues to aerial surveys, with the added biases of non-random placement of transects and less consistent visibility (Harris 1996) . However, several range states are planning to embark on aerial survey programmes using Kazakhstan's methods; an examination of the errors and biases inherent in the approach is therefore timely. This re-examination of monitoring methods is also highlighted as a priority action in the medium-term work programme of the CMS MOU on saiga conservation (CMS 2006a).
Our case study serves as a cautionary tale about the importance of not simply continuing with existing monitoring methods as population biology changes. Population declines often have concomitant issues of fragmentation and disturbance that change detectability, as was seen for the saiga. These changes need to be taken into account to prevent monitoring results from becoming increasingly misleading, potentially leading to incorrect conservation decision-making. We present here a simple method for retrospectively correcting existing survey data for some of these biases. This procedure is likely to be useful for other species for which potentially unreliable historical trend data are available, and for which a simple detectability model could be developed and applied retrospectively (e.g. other exploited ungulates, fish, sea turtles, birds). However, retrospective correction in the absence of detailed data on the covariates of detectability will never provide a reliable estimate of trends in abundance and the associated uncertainty, due to the large number of unquantifiable biases which remain in the data. Although lack of funds is often cited as a reason for continuing with simple, low-tech or familiar monitoring methods in order to obtain relative abundance estimates for trend detection, this may be a false economy unless variations in detectability can be properly accounted for. 
