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Abstract. In this paper, using the subvariant functional method due to Favard [14], we prove
the existence of aunique compact almost automorphic solution for a class of semilinear evolution
equations in Banach spaces. More specifically, we improve the assumptions in [9], we show that
the almost automorphy of the coefficients in a weaker sense (Stepanov almost automorphy of order
1 ≤ p <∞) is enough to obtain solutions that are almost automorphic in a strong sense (Bochner
almost automorphy). We distinguish two cases, p = 1 and p > 1. Moreover, we propose to study
a class of reaction-diffusion problems.
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1 Introduction
The concept of almost automorphy introduced by Bochner [7] is not restricted just to continuous
functions. One can generalize that notion to measurable functions with some suitable conditions
of integrability, namely, Stepanov almost automorphic functions, see [5, 7, 13]. That is a Stepanov
almost automorphic function is neither continuous nor bounded necessarily. Now, consider the
following semilinear evolution equation in a Banach space X :
x′(t) = Ax(t) + f(t, x(t)) for t ∈ R, (1.1)
where (A,D(A)) is generator of a C0-semigroup (T (t))t≥0 on X . The function f : R×X −→ X is
locally integrable of order 1 ≤ p <∞ in t and continuous in x.
The study of existence of almost periodic and almost automorphic solutions to equation (1.1)
in infinite dimensional Banach spaces was deeply investigated in the last decades, we refer to
[4, 5, 9, 10, 24, 25, 26]. Recently, in [4], authors studied equation (1.1), in the parabolic con-
text, that is when (A,D(A)) generates an analytic semigroup (T (t))t≥0 on a Banach space X
which has an exponential dichotomy on R and f is Stepanov almost periodic of order 1 ≤ p < ∞
and Lipschitzian with respect to x. They proved the existence and uniqueness of almost peri-
odic solutions for equation (1.1). In [10], authors proved the existence and uniqueness of almost
automorphic solutions for equation (1.1) in the case where (A,D(A)) generates an exponentially
stable C0-semigroup (T (t))t≥0 on a Banach space X and f is Sp-almost automorphic in t (of order
1 < p < ∞) and Lipschitzian with respect to x. Moreover, in [9], authors proved the existence
of compact almost automorphic solutions for equation (1.1) provided that (A,D(A)) generates a
compact C0-semigroup and f is almost automorphic in the classical sense uniformly with respect
to x. The results are obtained using the subvariant functional method introduced by Fink in [15].
In this paper, using the subvariant functional method [15], we give sufficient conditions insuring
the existence and uniqueness of compact almost automorphic solutions to equation (1.1). We
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assume that the C0-semigroup (T (t))t≥0 is compact and f is just Stepanov almost automorphic of
order 1 ≤ p < ∞. Actually, we begin by introducing a very useful characterization of uniformly
Stepanov almost automorphic functions (Lemma 3.1). That is a uniformly Sp-almost automorphic
function is pointwize Sp-almost automorphic and uniformly continuous on compact sets of X in a
weak sense. This will be used to prove that a mild solution x of equation (1.1) given by:
x(t) = T (t− s)x(s) +
∫ t
s
T (t− σ)f(σ, x(σ)) dσ for t ≥ s, t, s ∈ R
with relatively compact range is uniformly continuous, where f is just Sp-almost automorphic and
not necessarily bounded, see Theorem 3.1. Technically, we distinguish two cases, 1 < p < ∞ and
p = 1. Therefore, using Ascoli-Arzela Theorem and an extraction diagonal argument, we construct
a mild solution x on R such that its range is relatively compact, provided that equation (1.1) has at
least a mild solution x0 on the right half line with relatively compact range satisfying the following
inclusion:
{x(t) : t ∈ R} ⊂ {x0(t) : t ≥ t0},
see Lemma 3.5. Note that, the assumption of existence of mild solutions on the right half line with
relatively compact range of equation (1.1) is strongly needed in our work. Consequently, sufficient
conditions insuring that assumption are improved in Lemmas 3.6, 3.8 and Proposition 3.1. Here,
the situation is very difficult since f is not necessarily bounded. Indeed, we distinguish two cases,
1 < p < ∞ and p = 1. For 1 < p < ∞, in Lemma 3.6, we prove that equation (1.1) has a mild
solution on R+ with relatively compact range provided it has at least a bounded mild solution
on R+. In general, this result does not hold for p = 1 without any additional assumptions on
f , see Lemma 3.8. Furthermore, when f satisfies hypothesis (H5) below, the result also holds in
general, see Proposition 3.1. After proving that, we give our main results, we show that, if equation
(1.1) has at least a bounded mild solution x0 on the right half line, then it has a unique compact
almost automorphic solution provided the existence of a unique mild solution of equation (1.1)
which minimizes a given subvariant functional. Technically, we distinguish two cases, 1 < p <∞,
see Theorem 3.2 and the case p = 1, see Theorem 3.3. One can remark that, the assumption of
existence of at least a bounded mild solution on R+ for equation (1.1) is crucial in our paper.
Indeed, as application of our theoretical results, we study a class of non autonomous reaction
diffusion problems of the form:

∂
∂t
v(t, ξ) =
n∑
k=1
∂2
∂ξ2i
v(t, ξ) + g(v(t, ξ)) + h (t, ξ) for t ∈ R and ξ ∈ Ω,
v(t, ξ) = 0 for t ∈ R, ξ ∈ ∂Ω,
(1.2)
where Ω ⊂ Rn, n ≥ 1 is bounded and open with smooth boundary ∂Ω and h : R×Ω→ R is given
by
h(t, ξ) = sin
(
1
2 + cost+ cos
√
2t
)
h0(ξ) + a(t) for t ∈ R and ξ ∈ Ω
where a is purely Stepanov almost automorphic and not bounded. To satisfy our assumptions,
we introduce the main fact that, equation (1.2) has a unique bounded global solution on R+, see
Theorem 4.2. Our result is of independent interest and it generalizes many works in the literature,
see [17, 21]. Therefore, we give our main Theorem of the existence of a unique compact almost
automorphic solution to equation (1.2), see Theorem 4.3.
The work is organized as follows: Section 2 is devoted to preliminaries for Stepanov almost
automorphic functions and the subvariant minimizing functional. In Section 3, we give our main
results of this work. We begin by the characterization of uniformly Stepanov almost automorphic
functions, see Lemma 3.1. After that, we prove under the weak assumption of Stepanov almost
automorphy on f that every mild solution of (1.1) with relatively compact range is uniformly
continuous, see Theorem 3.1. In Section 3.1 we give sufficient conditions to the existence of solutions
with relatively compact ranges to equation (1.1) on the right half line. Section 3.2 is devoted to main
Theorems 3.2 and 3.3, we prove the existence of compact almost automorphic solutions through a
minimizing some subvariant functional provided the existence of a bounded mild solution on the
right half line. Finally, Section 4 is about the application (1.2).
2
2 Preliminaries
Throughout this work, (X, ‖ · ‖) is a Banach space. BC(R, X) equipped with the supremum norm,
the Banach space of bounded continuous functions f from R into X . For 1 ≤ p < ∞, q denotes
its conjugate exponent defined by
1
p
+
1
q
= 1 if p 6= 1 and q = ∞ if p = 1. By Lploc(R, X) (resp.
Lp(R, X)), we designate the space (resp. the Banach space) of all equivalence classes of measurable
functions f from R into X such that ‖f(·)‖p is locally integrable (resp. integrable).
2.1 Almost automorphic functions
Definition 2.1 (H. Bohr) [8] A continuous function f : R −→ X is said to be almost periodic if
for every ε > 0, there exists lε > 0, such that for every a ∈ R, there exists τ ∈ [a, a+ lε] satisfying:
‖f(t+ τ)− f(t)‖ < ε for all t ∈ R.
The space of all such functions is denoted by AP (R, X).
Definition 2.2 (S. Bochner) [7] A continuous function f : R −→ X is called almost automor-
phic if for every sequence (σn)n≥0 of real numbers, there exist a subsequence (sn)n≥0 ⊂ (σn)n≥0
and g : R −→ X such that, for each t ∈ R
g(t) =: lim
n
f(t+ sn) and f(t) = lim
n
g(t− sn).
If the above limits hold uniformly on compact subsets of R, then f is called compact almost
automorphic.
In the sequel, AA(R, X) (resp. KAA(R, X)) denotes the space of almost automorphic (resp.
compact almost automorphic) X-valued functions.
Proposition 2.1 [12] Let f ∈ AA(R, X). Then, f is compact almost automorphic if and only if
it is uniformly continuous.
Remark 2.1 (i) By the pointwise convergence, the function g in Definition 2.2 is only measurable
and bounded but not necessarily continuous. If one of the two convergences in Definition 2.2 is
uniform on R, then f is almost periodic. For more details about this topic we refer the reader to
the book [19].
(ii) An almost automorphic function may not be uniformly continuous. In fact, the real function
f(t) = sin
(
1
2 + cos(t) + cos(
√
2t)
)
for t ∈ R,
belong to AA(R,R), but is not uniformly continuous.
Then, we have the following inclusions:
AP (R, X) ⊂ KAA(R, X) ⊂ AA(R, X) ⊂ BC(R, X). (2.1)
Definition 2.3 [13] Let 1 ≤ p <∞. A function f ∈ Lploc(R, X) is said to be bounded in the sense
of Stepanov if
sup
t∈R
(∫
[t,t+1]
‖f(s)‖pds
) 1
p
= sup
t∈R
(∫
[0,1]
‖f(t+ s)‖pds
) 1
p
<∞.
The space of all such functions is denoted by BSp(R, X) and is provided with the following norm:
‖f‖BSp := sup
t∈R
(∫
[t,t+1]
‖f(s)‖pds
) 1
p
= sup
t∈R
‖f(t+ ·)‖Lp([0,1],X).
Then, the following inclusions hold:
BC(R, X) ⊂ BSp(R, X) ⊂ Lploc(R, X). (2.2)
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2.2 A subvariant minimizing functional
Definition 2.4 (Bochner transform) [11] Let f ∈ Lploc(R, X) for 1 ≤ p < ∞. The Bochner
transform of f is the function f b : R −→ Lp([0, 1] , X) defined for all t ∈ R by
(f b(t))(s) = f(t+ s) for s ∈ [0, 1] .
Now, we give the definition of almost automorphy in the sense of Stepanov.
Definition 2.5 [13] Let 1 ≤ p <∞. A function f ∈ Lploc(R, X) is said to be almost automorphic
in the sense of Stepanov (or Sp-almost automorphic), if for every sequence (σn)n≥0 of real numbers,
there exists a subsequence (sn)n≥0 ⊂ (σn)n≥0 and g ∈ Lploc(R, X), such that, for each t ∈ R
lim
n
(∫ t+1
t
‖f(s+ sn)− g(s)‖pds
) 1
p
= 0 and lim
n
(∫ t+1
t
‖g(s− sn)− f(s)‖pds
) 1
p
= 0.
The space of all such functions is denoted by AASp(R, X).
Theorem 2.1 [13] The following are equivalent:
(i) f is Sp-almost automorphic.
(ii) For every sequence (σn)n≥0 of real numbers, there exists a subsequence (sn)n≥0 ⊂ (σn)n≥0
for each t ∈ R
lim
n,m
(∫ t+1
t
‖f(τ + sn − sm)− f(τ)‖pdτ
) 1
p
= 0.
Remark 2.2 [4]
(i) Every almost automorphic function is Sp-almost automorphic for 1 ≤ p <∞.
(ii) For all 1 ≤ p1 ≤ p2 <∞, if f is Sp2 -almost automorphic, then f is Sp1-almost automorphic.
(iii) The Bochner transform of an X-valued function is a Lp([0, 1] , X)-valued function. Moreover,
a function f is Sp-almost automorphic if and only if f b is (Bochner) almost automorphic.
(iv) A function ϕ(t, s) for t ∈ R, s ∈ [0, 1] is the Bochner transform of a function f (i.e., ∃
f : R −→ X such that (f b(t))(s) = ϕ(t, s), t ∈ R, s ∈ [0, 1]) if and only if ϕ(t + τ, s− τ) = ϕ(t, s)
for all t ∈ R, s ∈ [0, 1] and τ ∈ [s− 1, s].
Definition 2.6 Let 1 ≤ p < ∞. A function f : R × X −→ Y such that f(·, x) ∈ Lploc(R, Y )
for each x ∈ X is said to be almost automorphic in t uniformly with respect to x in X if for
each compact set K in X , for every sequence (σn)n≥0 of real numbers, there exists a subsequence
(sn)n≥0 ⊂ (σn)n≥0 and g(·, x) ∈ Lploc(R, Y ) for each x ∈ X , such that
lim
n
sup
x∈K
(∫ t+1
t
‖f(s+ sn, x)− g(s, x)‖pds
) 1
p
= 0, lim
n
sup
x∈K
(∫ t+1
t
‖g(s− sn, x)− f(s, x)‖pds
) 1
p
= 0
(2.3)
are well-defined for each t ∈ R.
The space of all such functions is denoted by AASpU(R×X,Y ).
2.2 A subvariant minimizing functional
The results in this section was introduced by [9] as a generalisation of the works by Fink, see [15].
Let K be a compact subset of X . By FK , we denote the set of mild solutions x on R of equation
(1.1) with relatively compact range and by CK(R, X) the set
CK(R, X) = {x ∈ C(R, X) : x(t) ∈ K for all t ∈ R}.
Note that FK ⊂ CK(R, X).
Definition 2.7 A functional λK : CK(R, X) → R is called a subvariant functional associated to
the compact set K, if λK satisfies the following conditions:
(i) λK is invariant by translation: λK(xτ ) = λK(x) for each τ ∈ R, where xτ (.) = x(τ + .).
(ii) λK is lower semicontinuous for the topology of compact convergence: if lim
n→+∞
xn = y uniformly
on each compact subset of R, then λK(y) ≤ lim inf
n→+∞
λK(xn).
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Definition 2.8 A function x∗ : R −→ X is called a minimal K-valued solution of equation (1.1)
if the following hold
x∗ ∈ FK and λK(x∗) = inf
x∈FK
λK(x) (2.4)
An example of subvariant functional is given by:
λK(x) = sup
t∈R
Φ(x(t)) where Φ ∈ C(K,R).
In particular, we have
λK(x) = sup
t∈R
‖ x(t) ‖ .
3 Almost automorphic solutions of equation (1.1)
In this section, we prove the existence of compact almost automorphic solutions to the semilinear
evolution equation (1.1).
By a mild solution of equation (1.1), we mean a continuous function x : R −→ X satisfying the
following variation of constants formula:
x(t) = T (t− σ)x(σ) +
∫ t
σ
T (t− s)f(s, x(s))ds for all t ≥ σ. (3.1)
Now, we give the following hypotheses:
(H1) (A,D(A)) is the infinitesimal generator of a C0-semigroup (T (t))t≥0 on X .
(H2) (T (t))t≥0 is compact, i.e., T (t) is a compact operator for each t > 0.
(H3) For all R > 0, the function sup
‖x‖≤R
‖f(·, x)‖ ∈ Lploc(R,R) such that
sup
t∈R
(∫ t+1
t
sup
‖x‖≤R
‖ f(s, x) ‖p ds
) 1
p
< +∞.
(H4) The function f is given by f(t, x) := ϕ(t)g(x) + ψ(t), where ϕ ∈ AAS1(R,R) ∩ L∞(R,R),
ψ ∈ AAS1(R, X) and g ∈ C(X,X) transform bounded subsets of X into bounded.
Remark 3.1 Hypothesis (H4) implies (H3).
Definition 3.1 Let p ∈ [1,∞) and f : R ×X −→ X be such that f(·, x) ∈ BSp(R, X) for each
x ∈ X . Then, f is said to be Sp-uniformly continuous with respect to the second argument on
each compact K ⊂ X if, for all K ⊂ X compact for all ε > 0 there exists δK,ε such that for all
x1, x2 ∈ K, we have
‖x1 − x2‖ ≤ δK,ε =⇒
(∫ t+1
t
‖f(s, x1)− f(s, x2)‖pds
) 1
p
≤ ε for all t ∈ R. (3.2)
Lemma 3.1 Let p ∈ [1,∞) and f : R×X −→ X be such that f(·, x) ∈ Lploc(R, X) for each x ∈ X .
Then, f ∈ AASpU(R×X,X) if and only if the following hold:
(i) For each x ∈ X , f(·, x) ∈ AASp(R, X).
(ii) f is Sp-uniformly continuous with respect to the second argument on each compact K ⊂ X .
Proof. Let f ∈ AASpU(R × X,X) and f b : R × X −→ Lp([0, 1], X) be the Bochner transform
associated to f . It follows in view of [6, Proposition 5.5], that (i) is clearly satisfied and that: for
each compact K ⊂ X, for all ε > 0 there exists δK,ε such that for all x1, x2 ∈ K one has
‖x1 − x2‖ ≤ δK,ε =⇒ ‖f b(t, x1)− f b(t, x2)‖p ≤ ε for all t ∈ R.
Since
‖f b(t, x1)− f b(t, x2)‖p =
(∫
[0,1]
‖(f b(t, x1))(s)− (f b(t, x2))(s)‖pds
) 1
p
=
(∫ t+1
t
‖f(s, x1)− f(s, x2)‖pds
) 1
p
for all t ∈ R.
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It follows that (3.2) holds and then (ii) is achieved.
Conversely, let f : R × X −→ X be a function such that f(·, x) ∈ Lploc(R, X) for each x ∈ X.
Assume that f satisfy (i)-(ii). Let us fix a compact subset K in X and ε > 0. Since K is compact,
it follows that there exists a finite subset {x1, ..., xn} ⊂ K (n ∈ N∗) such that K ⊆
n⋃
i=1
B(xi, δK,ε).
For x ∈ K there exist i = 1, ..., n satisfying ‖x − xi‖ ≤ δK,ε. Let (σn)n≥0 be a sequence of real
numbers and its subsequence (sn)n≥0 such that
(∫ t+1
t
‖f(s+ sl − sk, x)− f(s, x)‖pds
) 1
p
≤
(∫ t+1
t
‖f(s+ sl − sk, x)− f(s+ sl − sk, xi)‖pds
) 1
p
+
(∫ t+1
t
‖f(s+ sl − sk, xi)− f(s, xi)‖pds
) 1
p
+
(∫ t+1
t
‖f(s, xi)− f(s, x)‖pds
) 1
p
. (3.3)
Using (i), it holds that f(·, xi) ∈ AASp(R, X). Hence, for k, l large enough, for each t ∈ R
(∫ t+1
t
‖f(s+ sl − sk, xi)− f(s, xi)‖pds
) 1
p
≤ ε
3
. (3.4)
Otherwise, since ‖x− xi‖ ≤ δK,δ and by (ii) we claim that, for each k, l ∈ N
(∫ t+1
t
‖f(s+ sl − sk, x)− f(s+ sl − sk, xi)‖pds
) 1
p
≤ ε
3
for all t ∈ R (3.5)
and (∫ t+1
t
‖f(s, x)− f(s, xi)‖pds
) 1
p
≤ ε
3
for all t ∈ R. (3.6)
Consequently, if we replace (3.4), (3.5) and (3.6) in (3.3) then, for k, l large enough we have
sup
x∈K
(∫ t+1
t
‖f(s+ sl − sk, x)− f(s, x)‖pds
) 1
p
≤ ε.
for each t ∈ R. 
Remark 3.2 (a) In view of Lemma 3.1. If f is the function defined by (H4), then f ∈ AAS1U(R×
X,X).
(b) Using Lemma 3.1, we can prove easily that the function g in (2.3) is Sp-uniformly continuous
with respect to the second argument on each compact K ⊂ X .
Lemma 3.2 Let f ∈ AASpU(R×X,X) for p ∈ [1,∞). Then, for each compact K in X , we have
(i) kp = supt∈R supx∈K
(∫ t+1
t
‖ f(s, x) ‖p ds
) 1
p
< +∞.
(ii) lp = supt∈R supx∈K
(∫ t+1
t
‖ g(s, x) ‖p ds
) 1
p
< +∞, where g is the function defined in (2.3).
Proof. (i) Let K ⊂ X be compact and let δ > 0 . Then, there exists {x1, ..., xn} ⊂ K (n ∈ N∗)
such thatK ⊆
n⋃
i=1
B(xi, δ). Therefore, for each x ∈ K there exist i = 1, ..., n satisfying ‖x−xi‖ ≤ δ.
Then, for all x ∈ K and ε > 0, we have
(∫ t+1
t
‖ f(s, x) ‖p ds
) 1
p
≤
(∫ t+1
t
‖ f(s, x)− f(s, xi) ‖p ds
) 1
p
+
n∑
i=1
(∫ t+1
t
‖ f(s, xi) ‖p ds
) 1
p
for all t ∈ R. Hence, by Lemma 3.1, we claim that
sup
t∈R
sup
x∈K
(∫ t+1
t
‖ f(s, x) ‖p ds
) 1
p
≤ ε+
n∑
i=1
sup
t∈R
(∫ t+1
t
‖ f(s, xi) ‖p ds
) 1
p
<∞.
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(ii) Let K ⊂ X be compact and let (σn)n≥0 be a sequence. Since f ∈ AASpU(R×X,X), it follows
that there exists a subsequence (sn)n≥0 ⊂ (σn)n≥0 such that (2.3) holds. Hence, for all n ∈ N
(∫ t+1
t
‖ g(s, x) ‖p ds
) 1
p
≤ sup
x∈K
(∫ t+1
t
‖f(s+ sn, x)− g(s, x)‖pds
) 1
p
+ sup
x∈K
(∫ t+1
t
‖f(s+ sn, x)‖pds
) 1
p
≤ sup
x∈K
(∫ t+1
t
‖f(s+ sn, x)− g(s, x)‖pds
) 1
p
+ kp for all x ∈ K, t ∈ R.
Therefore, for n large enough, we have
sup
x∈K
(∫ t+1
t
‖ g(s, x) ‖p ds
) 1
p
≤ kp for all t ∈ R.
This proves the result. 
Lemma 3.3 [3, Theorem 4.1.2] Let Y be a normed space and (Ti)i∈T be any family of bounded
linear operators on Y such that supi∈I |Ti| <∞. If D is a dense subset of Y , and if for each y ∈ D
Tiy → Ty as i→∞,
for some bounded linear operator T . Then for every compact set K ⊂ Y
sup
y∈K
‖Tiy − Ty‖ → 0 as i→∞.
The following Lemma is needed in the proof of Theorem 3.1.
Lemma 3.4 Let (xn)n be a sequence in a Banach space X and x ∈ X . If every subsequence
(x′n)n ⊂ (xn)n has a subsequence (x′′n)n ⊂ (x′n)n ⊂ (xn)n that converges to x, then the whole
sequence (xn)n converges to x.
Proof. By contradiction. 
Theorem 3.1 Let f ∈ AASpU(R×X,X) for p ∈ [1,∞). Assume that (H1) holds. Then, a mild
solution of equation (1.1) with relatively compact range is uniformly continuous.
Proof. Let x be a solution of equation (1.1) such that K = {x(t) : t ∈ R} ⊂ X is compact. We
distinguish two cases:
The case p ∈ (1,∞). Since (T (t))t≥0 is a C0-semigroup on X , it follows in view of Lemma 3.3,
that
lim
t→0
sup
x∈K
‖ T (t)x− x ‖= 0. (3.7)
Furthermore, the C0-semigroup (T (t))t≥0 on X satisfies
‖T (t)‖ ≤Meωt for t ≥ 0
for some M ≥ 1, ω ∈ R. Let q be such that 1
p
+
1
q
= 1. Using Ho¨lder inequality, we have for all
t, s ∈ R,
‖ x(t)− x(s) ‖ ≤ ‖ T (t− s)x(s) − x(s) ‖ +
∫ t
s
‖ T (t− σ)f(σ, x(σ)) ‖ dσ
≤ sup
x∈K
‖ T (t− s)x− x ‖ +M
(∫ t
s
eqω(t−σ) dσ
) 1
q
(∫ t
s
‖ f(σ, x(σ)) ‖p dσ
) 1
p
≤ sup
x∈K
‖ T (t− s)x− x ‖ +kpM (t− s+ 3)
1
p
(∫ t−s
0
eqωσ dσ
) 1
q
, t ≥ s.
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Then, by interchanging s and t, we claim that
‖ x(t) − x(s) ‖ ≤ sup
x∈K
‖ T (| t− s |)x − x ‖ +kpM
′
(| t− s | +3) 1p
(∫ |t−s|
0
eqωσ dσ
) 1
q
.
From
(∫ |t−s|
0
eqωσ dσ
) 1
q
→ 0 as | t− s |→ 0 and (3.7) we deduce that
‖ x(t) − x(s) ‖→ 0 as | t− s |→ 0.
Consequently, x is uniformly continuous.
The case p = 1. To show that x is uniformly continuous, we take two real sequences (tn)n and
(sn)n such that |tn − sn| → 0 as n→∞ and we prove that yn = x(tn)− x(sn)→ 0 as n→∞. In
fact, consider the sequence (hn)n defined by hn = tn−sn. Then, we have limn→∞ hn = 0. Assume
without loss of generality that 0 ≤ hn ≤ 1 for all n ∈ N. Thus, we have
x(tn) = x(sn + hn) = T (hn)x(sn) +
∫ sn+hn
sn
T (sn + hn − s)f (s, x(s)) ds
= T (hn)x(sn) +
∫ hn
0
T (hn − s)f (s+ sn, x(s+ sn)) ds.
Let M ≥ 1 and ω ∈ R such that ‖T (t) ‖ ≤Meωt for all t ≥ 0. Then
‖x(sn + hn)− x(sn)‖ ≤ ‖T (hn)x(sn)− x(sn)‖+
∫ hn
0
‖T (hn − s)f (s+ sn, x(s+ sn)) ‖ds
≤ sup
y∈K
‖T (hn)y − y‖+M
∫ hn
0
eω(hn−s)‖f (s+ sn, x(s+ sn)) ‖ds
≤ sup
y∈K
‖T (hn)y − y‖+Me|ω|hn
∫ hn
0
‖f (s+ sn, x(s+ sn)) ‖ds. (3.8)
The semigroup (T (t))t≥0 is strongly continuous, then for each y ∈ K, T (hn)y → y as, n → ∞.
This implies that supn ‖T (hn)y‖ <∞ for each y ∈ X and thus by the Banach-Steinhaus’s Theorem
supn ‖T (hn)‖ <∞. It follows from Lemma 3.3 that
sup
y∈K
‖T (hn)y − y‖ → 0 as n→∞. (3.9)
Let y′n = x(s
′
n + h
′
n)− x(s′n) be a subsequence of yn. From the S1-almost automorphy of f , there
exist a subsequence (s′′n)n ⊂ (s′n)n and there exist g : R × X → X with g(·, x) ∈ L1loc(R, X) for
each x ∈ X such that for every t ∈ R, we have
sup
x∈K
∫ t+1
t
‖f (s+ s′′n, x)− g (s, x) ‖ds→ 0 as n→∞. (3.10)
Let (h′′n)n be the corresponding subsequence of (h
′
n)n. We can assume that 0 ≤ hn ≤ 1 for all
n ∈ N. Then, we have∫ h′′n
0
‖f (s+ s′′n, x(s+ s′′n)) ‖ds ≤
∫ h′′n
0
‖f (s+ s′′n, x(s+ s′′n))− g (s, x(s+ s′′n)) ‖ds
+
∫ h′′n
0
‖g (s, x(s+ s′′n)) ‖ds
≤ sup
x∈K
∫ h′′n
0
‖f (s+ s′′n, x)− g (s, x) ‖ds+
∫ h′′n
0
‖g (s, x(s+ s′′n)) ‖ds
≤ sup
x∈K
∫ 1
0
‖f (s+ s′′n, x)− g (s, x) ‖ds+
∫ h′′n
0
‖g (s, x(s+ s′′n)) ‖ds.
Using (3.10) we claim that lim
n→∞
sup
x∈K
∫ 1
0
‖f (s+ s′′n, x)− g (s, x) ‖ds = 0.
On the other hand, let δ > 0 . Then, there exist x1, ..., xm ∈ K, m ∈ N∗, such that , for each
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x ∈ K there exists i0 = 1, ...,m satisfies ‖x− xi0‖ ≤ δ. Let ε > 0, then, for all s ∈ R for all n ∈ N,
there exists i(s, n) = 1, ...,m with ‖x(s+ s′′n)− xi(s,n)‖ ≤ δ. Hence, by Remark 3.2, we obtain∫ h′′n
0
‖g (s, x(s+ s′′n)) ‖ds ≤
∫ 1
0
‖g (s, x(s+ s′′n))− g(s, xi(s,n))‖ds+
m∑
i=1
∫ h′′n
0
‖g (s, xi) ‖ds
≤ ε+
m∑
i=1
∫ h′′n
0
‖g (s, xi) ‖ds for all ε > 0.
By Lemma 3.2, we claim that, for each i = 1, ...,m, we have∫ h′′n
0
‖g (s, xi) ‖ds→ 0 as n→∞.
Then,
∫ h′′n
0
‖g (s, x(s+ s′′n)) ‖ds→ 0 as n→∞. Therefore,
∫ h′′n
0
‖f (s+ s′′n, x(s+ s′′n)) ‖ds→ 0 as n→∞. (3.11)
Consequently, we conclude from (3.8), (3.9) and (3.11) that
‖y′′n‖ = ‖x(t′′n)− x(s′′n)‖ = ‖x(s′′n + h′′n)− x(s′′n)‖ → 0 as n→∞,
Finally, using Lemma 3.4, the whole sequence yn = x(tn) − x(sn) converges to 0. We conclude
that the mild solution x is uniformly continuous. 
Lemma 3.5 Let f ∈ AASp(R×X,X) for p ∈ [1,∞). Assume that (H1)-(H2) hold. If equation
(1.1) has at least a mild solution x0 : [t0,+∞) −→ X with relatively compact range. Then, there
exists a mild solution x on R of equation (1.1) such that
{x(t) : t ∈ R} ⊂ {x0(t) : t ≥ t0}. (3.12)
Proof. LetK := {x0(t) : t ≥ t0} ⊂ X . By assumptionK is compact. Moreover, the mild solution
x0 is given by:
x0(t) = T (t− s)x0(s) +
∫ t
s
T (t− σ)f(σ, x0(σ)) dσ for t ≥ s ≥ t0.
Let (t′n)n be a sequence of real numbers such that
lim
n→+∞ t
′
n = +∞.
Since f ∈ AASpU(R × X,X), it follows that there exist a subsequence (tn)n ⊂ (t′n)n and g :
R×K → X such that for each t ∈ R, we have
lim
n
sup
x∈K
(∫ t+1
t
‖f(s+ sn, x)− g(s, x)‖pds
) 1
p
= 0. (3.13)
For n ∈ N sufficiently large, the function t 7→ x0(·+tn) ∈ K is defined on R. Let un(t) := x0(t+tn)
for all t ∈ R and the set Un = {un : n ∈ N}. Then, Un ⊂ C(R, X) and (un)n satisfies for each
t ∈ R un(t) ∈ K. Therefore, for each t ∈ R, the subset Un(t) = {un(t) : n ∈ N} is relatively
compact in X . By Theorem 3.1 and using Arzela-Ascoli’s Theorem and an extraction diagonal
argument applied to the sequence (un)n, we claim that there exist x∗ ∈ C(R, X) and a subsequence
of (tn)n such that
x0(t+ tn)→ x∗(t) as n→ +∞, (3.14)
uniformly on each compact subset of R. Hence, for n ∈ N sufficiently large, we have
x0(t+ tn) = T (t− s)x0(s+ tn) +
∫ t
s
T (t− σ)f(σ + tn, x0(σ + tn)) dσ, t ≥ s. (3.15)
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Let t, s ∈ R, t ≥ s. Then, using (3.14), we claim that
lim
n→+∞ T (t− s)x0(s+ tn) = T (t− s)x∗(s). (3.16)
Now, we prove that
lim
n→+∞
∫ t
s
T (t− σ)f(σ + tn, x0(σ + tn)) dσ =
∫ t
s
T (t− σ)g(σ, x∗(σ)) dσ. (3.17)
In fact, we have
(∫ t+1
t
‖ f(σ + tn, x0(σ + tn))− g(σ, x∗(σ)) ‖p dσ
) 1
p
≤
(∫ t+1
t
‖ f(σ + tn, x0(σ + tn))− g(σ, x0(σ + tn)) ‖p dσ
) 1
p
+
(∫ t+1
t
‖ g(σ, x0(σ + tn))− g(σ, x∗(σ)) ‖p dσ
) 1
p
≤ sup
x∈K
(∫ t+1
t
‖ f(σ + tn, x) − g(σ, x) ‖p dσ
) 1
p
︸ ︷︷ ︸
(I)
+
(∫ t+1
t
‖ g(σ, x0(σ + tn))− g(σ, x∗(σ)) ‖p dσ
) 1
p
︸ ︷︷ ︸
(II)
, t ∈ R.
Using (3.13), we obtain that (I)→ 0 as n → ∞. On the other hand, by Remark 3.2, it follows
that g is Sp-uniformly continuous. Therefore, we have (II)→ 0 as n→∞. Consequently, for each
t ∈ R
Kp(t, n) :=
(∫ t+1
t
‖ f(σ + tn, x0(σ + tn))− g(σ, x∗(σ)) ‖p dσ
) 1
p
→ 0 as n→∞. (3.18)
Thus, for p ∈ [1,∞), we have
‖
∫ t
s
T (t− σ)f(σ + tn, x0(σ + tn))dσ −
∫ t
s
T (t− σ)g(σ, x∗(σ))dσ‖
≤
∫ t
s
‖T (t− σ) [f(σ + tn, x0(σ + tn))− g(σ, x∗(σ))] ‖dσ
≤ M
[t]+1∑
m=[s]
e|ω|(t−m)
∫ m+1
m
‖ f(σ + tn, x0(σ + tn))− g(σ, x∗(σ)) ‖ dσ
≤ M
[t]+1∑
m=[s]
e|ω|(t−m)
(∫ m+1
m
‖ f(σ + tn, x0(σ + tn))− g(σ, x∗(σ)) ‖p dσ
) 1
p
= M
[t]+1∑
m=[s]
e|ω|(t−m)kp(m,n)
Therefore, using the limit in (3.18) we obtain (3.17). Consequentely, by (3.16) and (3.17) we deduce
that
x∗(t) = T (t− s)x∗(s) +
∫ t
s
T (t− σ)g(σ, x∗(σ)) dσ for t ≥ s.
Hence, x∗ is a mild solution with a relatively compact range of the following equation
x′∗(t) = Ax∗(t) + g(t, x∗(t)), t ∈ R. (3.19)
By taking the sequence (−tn)n instead of (tn)n, we apply the same construction to the mild solution
x∗ of equation (3.19). Then, we obtain the existence of a mild solution x with relatively compact
range of equation (1.1). Consequently, x is a mild solution satisfying (3.12). 
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3.1 Solutions with relatively compact ranges
3.1 Solutions with relatively compact ranges
In this section, we investigate the relative compactness of the range of bounded solutions to equation
(1.1) on the right half-line. We distinguish, two cases, p ∈ (1,∞) and p = 1.
To conclude our results, we use the Kuratowski measure of noncompactness α of bounded subsets
B in X defined by:
α(B) := inf{ε > 0 : B has a finite cover of balls with diameter < ε}. (3.20)
The measure α satisfies the following properties:
(a) α(B) = 0⇔ B is relatively compact.
(b) α(B1 +B2) ≤ α(B1) + α(B2) for all B1 and B2 bounded in X .
(c) α(B(0, ε) = 2ε for all ε > 0.
For more details, we refer to [18].
The case p ∈ (1,∞).
Lemma 3.6 Assume that (H1)-(H3) hold. If equation (1.1) has at least a bounded mild solution
x0 : [t0,+∞) −→ X . Then, its range {x0(t) : t ≥ t0} is relatively compact in X .
Proof. (i) For 0 < ε < 1, define
x0(t) = T (ε)x0(t− ε) +
∫ t
t−ε
T (t− σ)f(σ, x0(σ)) dσ for t > t0 + 1.
Let t > t0 + 1. Then, we have
T (ε)x0(t− ε) ∈ T (ε)B(0,M0) (3.21)
where M0 := supt≥t0 ‖ x0(t) ‖< +∞ and B(0,M0) is the closed ball of center 0 and radius M0.
Using Ho¨lder inequality, we obtain
‖
∫ t
t−ε
T (t− σ)f(σ, x0(σ)) dσ‖ ≤Me|ω|ε ε
1
q
(∫ t
t−ε
‖f(σ, x0(σ))‖pdσ
) 1
p
≤Me|ω|ε ε 1q k˜p := δ(ε),
where k˜p = sup
t∈R
(∫ t
t−1
sup
x∈B(0,M0)
‖f(σ, x)‖pdσ
) 1
p
.
Hence, ∫ t
t−ε
T (t− σ)f(σ, x0(σ)) dσ ∈ B(0, δ(ε)).
Consequently,
{x0(t) : t ≥ t0} ⊂ {x0(t) : t ∈ [t0, t0 + 1]} ∪ T (ε)B(0,M0) ∪B(0, δ(ε)).
Thus, by the continuity of x0, the set {x0(t) : t ∈ [t0, t0 + 1]} is compact. Hence
ξ({x0(t) : t ∈ [t0, t0 + 1]}) = 0.
Therefore, from hypothesis (H2), we claim that
ξ({x0(t) : t ≥ t0}) ≤ 2δ(ε) for all ε > 0.
Since δ(ε)→ 0 as ε→ 0. It follows that
ξ ({x0(t) : t ≥ t0}) = 0.

The case p = 1.
In this case, the following Lemmas are needed.
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Lemma 3.7 Let ρ ∈ AAS1(R, X). Then, for all 0 < ε < 1, the following function:
xερ(t) :=
∫ t
t−ε
T (t− s)ρ(s)ds for t ≥ t0, t0 ∈ R (3.22)
has a relatively compact range on [t0,∞).
Proof. Let 0 < ε < 1 and (t′n)n ⊂ R be a sequence. Since ρ ∈ AAS1(R, X) it follows that, there
exist a subsequence (tn)n ⊂ (t′n)n and g ∈ L1loc(R, X) such that for each t ∈ R∫ t+1
t
‖ρ(tn + s)− g(s)‖ ds→ 0 as n→∞. (3.23)
Let yερ :=
∫ ε
0
T (σ)g(−σ)dσ ∈ X . Then,
‖xερ(tn)− yερ‖ = ‖
∫ tn−ε
tn
T (tn − s)ρ(s)ds−
∫ ε
0
T (σ)g(−σ)dσ‖
= ‖
∫ ε
0
T (σ) [ρ(tn − σ)− g(−σ)] dσ‖
≤ Me|ω|
∫ 1
0
‖ρ(tn − σ)− g(−σ)‖dσ.
Using (3.23), we obtain that∫ 1
0
‖ρ(tn − σ)− g(−σ)‖ds→ 0 as n→∞,
independently of t and ε. Therefore
xερ(tn)→ yερ as n→∞.
Consequently, xερ has a relatively compact range on [t0,∞). 
Lemma 3.8 Let f : R ×X −→ X satisfy (H4) with φ, ψ ∈ AAS1(R, X). Assume that (H1)-
(H2) hold. If equation (1.1) has at least a bounded mild solution x0 : [t0,+∞) −→ X , then x0
has a relatively compact range.
Proof. Let 0 < ε < 1. Define
x0(t) = T (ε)x0(t− ε) +
∫ t
t−ε
T (t− σ)f(σ, x0(σ)) dσ for t > t0 + 1.
Let t > t0 + 1. Then, we have
T (ε)x0(t− ε) ∈ T (ε)B(0,M0) (3.24)
where M0 := supt≥t0 ‖ x0(t) ‖< +∞ and B(0,M0) is the closed ball of center 0 and radius M0.
It suffices to prove that the measure of noncompactness α of
∫ t
t−ε
T (t − σ)f(σ, x0(σ)) dσ equals
zero. In fact, by assumption on f , we obtain that∫ t
t−ε
T (t− σ)f(σ, x0(σ)) dσ =
∫ t
t−ε
T (t− σ)φ(σ)g(x0(σ)) dσ +
∫ t
t−ε
T (t− σ)ψ(σ) dσ
‖
∫ t
t−ε
T (t− σ)φ(σ)g(x0(σ)) dσ‖ ≤Me|ω|ε|φ|∞ sup
x∈B(0,M0)
‖g(x)‖ ε := γ(ε).
Hence, ∫ t
t−ε
T (t− σ)f(σ, x0(σ)) dσ ∈ B(0, γ(ε)) + {xεψ(t) : t > t0 + 1}.
By Lemma 3.7 and (H2), it follows that
ξ({x0(t) : t ≥ t0}) ≤ 2γ(ε).
Since γ(ε)→ 0 as ε→ 0. We claim that
ξ({x0(t) : t ≥ t0}) = 0.
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3.2 Almost automorphic solutions minimizing a subvariant functional

In general when f does not satisfy (H4), Lemma 3.8 cannot hold. However, under the additional
assumption (H5) below, we have the following main result which is of independent interest.
(H5) For all bounded subset B ⊂ X , the set Γ := {f(t, x) : (t, x) ∈ R × X} is relatively
compact in X .
Proposition 3.1 Let f : R ×X −→ X such that f(·, x) ∈ BS1(R, X) for each x ∈ X . Assume
that (H1)-(H2) and (H5) are satisfied. If equation (1.1) has at least a bounded mild solution
x0 : [t0,+∞) −→ X , then, its range is relatively compact in X .
Proof. Let 0 < ε < 1. The mild solution x0 satisfies the following:
x0(t) = T (ε)x0(t− ε) +
∫ t
t−ε
T (t− σ)f(σ, x0(σ)) dσ for t ≥ t0.
Let xε0(t) :=
∫ t
t−ε
T (t − σ)f(σ, x0(σ)) dσ. As in the proof of Lemma 3.8, it remins to prove that,
the set
{xε0(t) : t > t0 + 1}
is relatively compact in X . In fact, let (t′n)n ⊂ R and for each t ∈ R, we define the sequence
(f(t′n − t, x0(t′n − t)))n. Using (H5), there exist as subsequence (tn)n ⊂ (t′n)n and g : R −→ X
measurable such that for each t ∈ R
f(tn − t, x0(tn − t))→ g(t) as n→∞. (3.25)
Given yε0 :=
∫ ε
0
T (σ)g(σ) dσ. Then
‖xε0(tn)− yε0‖ = ‖
∫ tn−ε
tn
T (tn − s)f(s, x0(s))ds−
∫ ε
0
T (σ)g(σ) dσ‖
≤ Me|ω|ε
∫ ε
0
‖f(tn − σ, x0(tn − σ))− g(σ)‖dσ.
Hence, using (3.25), it follows in view of dominated convergence Theorem that∫ ε
0
‖f(tn − σ, x0(tn − σ))− g(σ)‖dσ → 0 as n→∞,
which implies that
‖xε0(tn)− yε0‖ → 0 as n→∞.
Therefore,
α({xε0(t) : t > t0 + 1}).
Consequently, using hypothesis (H2), we obtain that
ξ({x0(t) : t ≥ t0}) = 0.

3.2 Almost automorphic solutions minimizing a subvariant functional
In the case p ∈ (1,∞), we have the following main Theorem.
Theorem 3.2 Let f ∈ AASpU(R×X,X) and K be a compact subset of X . Assume that (H1)-
(H3) are satisfied. Moreover, if equation (1.1) has at least a mild solution x0 defined and bounded
on [t0,+∞). Then, the following hold:
(i) If λK is a subvariant functional associated to the compact set K, then equation (1.1) has
at least a minimal K-valued solution x.
(ii) If equation(1.1) has a unique minimal K-valued solution x, then x is compact almost
automorphic.
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3.2 Almost automorphic solutions minimizing a subvariant functional
Proof. Let K := {x0(t) : t ≥ t0}, by Lemma 3.6, the set K is compact in X .
(i) Define δ = inf
x∈FK
λK(x). Using Lemma 3.5, we claim that the set FK is nonempty.
Hence, there exists a sequence (xn)n ⊂ FK , such that
lim
n→+∞λK(xn) = δ. (3.26)
Given Un := {xn : n ∈ N} ⊂ C(R, X), by definition of FK , the set Un(t) := {xn(t), n ∈ N} ⊂ K,
for each t ∈ R.
Since f ∈ AASpU(R × X,X), it follows by Theorem 3.1, that tha family Un is equicontinuous.
Hence, in view of Arzela-Ascoli Theorem, we claim that Un is a relatively compact subset of C(R, X)
endowed with the topology of compact convergence. Therefore, there exists a subsequence of (xn)n
(steel denoted by (xn)n) such that
xn(t)→ x∗(t) as n→ +∞, (3.27)
uniformly on each compact subset of R. Obviously, x∗ ∈ C(R, X) with range including in K (i.e.,
x∗ ∈ CKR, X)).
Since, for every n ∈ N, xn is a mild solution on R of equation (1.1), we claim (using the same proof
as in Lemma 3.5) that
x∗(t) = T (t− s)x∗(s) +
∫ t
s
T (t− σ)f(σ, x∗(σ)) dσ for t ≥ s.
Thus x∗ is a mild solution on R of equation (1.1). This implies that x∗ ∈ FK and that
δ ≤ λK(x∗). (3.28)
By (3.27) and Definition 2.7, we obtain that
λK(x∗) ≤ lim inf
n→+∞
λK(xn). (3.29)
From (3.27), (3.28) and (3.29), we deduce that
λK(x∗) = δ. (3.30)
Consequently, x∗ is a minimal K-valued solution:
λK(x∗) = inf
x∈FK
λK(x). (3.31)
This proves the existence of the minimal K-valued solution of equation (1.1).
(ii) Let x∗ be the unique minimal solution with relatively compact range of equation (1.1). We
show that x∗ is compact almost automorphic. In fact, let (t′n)n be a sequence of real numbers.
Since f ∈ AASpU(R×X,X) it follows that there exist a subsequence (tn)n ⊂ (t′n)n and a function
g : R×X −→ X such that (2.3) holds.
Define the set Un = {xn : n ∈ N} ⊂ C(R, X) where for each t ∈ R, xn(t) := x∗(t+ tn).
By assumption, for each t ∈ R, xn(t) ∈ K. Hence, for each t ∈ R
Un(t) ⊂ K.
Moreover, by Theorem 3.1, it holds in view of Arzela-Ascoli Theorem in C(R, X) endowed with
topology of compact convergence that, there exist y∗ ∈ C(R, X) and a subsequence (tn) such that
xn(t)→ y∗(t) as n→∞,
uniformly on compact subsets of R. Therefore,
T (t− s)xn(s)→ T (t− s)y∗(s) as n→∞,
uniformly on compact subsets of R. On the other hand, since x∗ is a mild solution of equation
(1.1), we have
x∗(t+ tn) = T (t− s)x∗(s+ tn) +
∫ t
s
T (t− σ)f(σ + tn, x∗(σ + tn)) dσ, t ≥ s.
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Then, using the same reasoning as in Lemma 3.5, we claim that
y∗(t) = T (t− s)y∗(s) +
∫ t
s
T (t− σ)f(σ + tn, y∗(σ)) dσ, t ≥ s.
Consequently, y∗ is a mild solution on R with relatively compact range in K of equation
x′(t) = Ax(t) + g(t, x(t)), t ∈ R. (3.32)
By definition of the subvariant λK , we obtain that λK(y∗) ≤ λK(x∗). Then, from (3.31) we deduce
that
λK(y∗) ≤ inf
x∈FK
λK(x). (3.33)
Furthermore, since y∗ is a mild solution with relatively compact range in K of equation (3.32), it
follows in view of (2.3) and by using the same reasoning as for x∗ by taking the sequence (−tn)n
instead of (tn)n, that there exists a mild solution z∗ with relatively compact range in K of equation
(1.1). Then, we have
λK(z∗) ≤ λK(y∗).
Therefore, by (3.33), we obtain
λK(z∗) ≤ inf
x∈FK
λK(x).
Hence
λK(z∗) = inf
x∈FK
λK(x).
Therefore, z∗ is a minimal solution with relatively compact range in K of equation (1.1). By
uniqueness we deduce that x∗ = z∗. Consequently, x∗ is compact almost automorphic. 
From Theorem 3.2, we deduce the following result.
Corollary 3.1 Let f ∈ AASpU(R × X,X). Assume that (H1)-(H3) are satisfied. If equation
(1.1) has a unique bounded mild solution x on R, then x is compact almost automorphic.
Proof. By assumptions, all hypotheses of Theorem 3.2 are satisfied and in particular, the set
K := {x(t) : t ≥ 0} is compact. Hence, by taking λK ≡ 1, we conclude the result in view of
Theorem 3.2-(ii). 
For p = 1, Theorem 3.2 and Corollary 3.1 become :
Theorem 3.3 Let K be a compact subset of X . Assume that (H1) (H2) and (H4) are satisfied.
Moreover, if equation (1.1) has at least a mild solution x0 defined and bounded on [t0,+∞). Then,
the following hold:
(i) If λK is a subvariant functional associated to the compact set K, then equation (1.1) has at
least a minimal K-valued solution x.
(ii) If equation(1.1) has a unique minimal K-valued solution x, then x is compact almost auto-
morphic.
Proof. We argue as the same as in the proof of Theorem 3.2, using Remarks 3.1, 3.2 and Lemma
3.8 in place of Lemma 3.6. 
Hence, we have the following Corollary.
Corollary 3.2 Let (H1), (H2) and (H4) be satisfied. If equation (1.1) has a unique bounded
mild solution x, then x is compact almost automorphic.
4 Application
Consider the following nonautonomous reaction-diffusion problem :

∂
∂t
v(t, ξ) =
n∑
k=1
∂2
∂ξ2i
v(t, ξ) + g(v(t, ξ)) + h (t, ξ) for t ∈ R and ξ ∈ Ω,
v(t, ξ) = 0 for t ∈ R, ξ ∈ ∂Ω,
(4.1)
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where Ω ⊂ Rn, n ≥ 1 is bounded and open with smooth boundary ∂Ω, g : R→ R and h : R×Ω→
R.
Given the Banach space X = C0
(
Ω
)
:= {x ∈ C(Ω,R) : x|∂Ω = 0} endowed with the uniform norm
topology. Let
h(t, ξ) = sin
(
1
2 + cost+ cos
√
2t
)
h0(ξ) + a(t) for t ∈ R and ξ ∈ Ω
where h0 ∈ X and a(t) =
∑
n≥1
βn(t) such that for every n ≥ 1
βn(t) =
∑
i∈Pn
H(n2(t− i)),
with Pn = 3
n(2Z+ 1) and H ∈ C∞0 (R,R) with support in (−12 , 12 ) such that
H ≥ 0, H(0) = 1 and
∫ 1
2
−1
2
H(s)ds = 1.
Remark 4.1 [23] The function a ∈ C∞(R,R) but a /∈ AA(R,R) since it is not bounded on R.
However a ∈ AAS1(R,R).
Define the operator A : D(A) ⊂ X → X by
 D(A) =
{
x ∈ X ∩H10 (Ω) :
n∑
k=1
∂2
∂ξ2i
x := ∆x ∈ X
}
,
Ax = ∆x.
It is well known that (A,D(A)) generates a compact C0-semigroup (T (t))t≥0 on X such that
‖ T (t) ‖≤Me−λ1t for t ≥ 0, (4.2)
where λ1 := min{λ : λ ∈ σ(−A)} > 0, see [17] for more details.
Consequently, hypotheses (H1) and (H2) are satisfied. Moreover, we assume that g is locally
Lipschitzian such that
g(0) = 0 and lim sup
|r|→+∞
g(r)
r
< λ1. (4.3)
Remark 4.2 Condition (4.3) implies: there exists M¯ ≥ 0 such that rg(r) ≤ Cr2 for | r |≥ M¯
with C < λ1.
Consider G : X → X and H : R→ X defined by
G(x)(ξ) = g(x(ξ)), x ∈ X, ξ ∈ Ω
and
H(t)(ξ) = h(t, ξ), x ∈ X, ξ ∈ Ω.
Hence, we denote by f : R×X → X the function defined by
f(t, x) = G(x) +H(t), t ∈ R, x ∈ X. (4.4)
Then, equation (4.1) is equivalent to the following abstract evolution equation:
x′(t) = Ax(t) + f(t, x(t)) for t ∈ R. (4.5)
The corresponding initial value problem is the following:{
x′(t) = Ax(t) + f(t, x(t)) for t ≥ 0
x(0) = x0,
(4.6)
Now, under the above assumptions we prove the existence of a unique bounded global solution to
equation (4.6) under the weak assumption that H (and hence f) is not bounded on t, see Remark
4.1.
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Theorem 4.1 For each x0 ∈ X there exist t(x0) > 0 and a unique maximal mild solution x(·, x0)
of equation (4.6) defined on [0, t(x0)) such that
t(x0) = +∞ or lim sup
t→t(x0)
‖x(t, x0)‖ = +∞. (4.7)
Proof. Fix R0 > 0 and take t0 := log(2M
(LR0 + λ1M˜ + λ1)
λ1
)λ−11 > 0 where M˜ := e
[t0]+1([t0] +
2)‖f(·, 0)‖BS1 <∞.
E = {u ∈ C([0, t0], X) : u(0) = x0 and ‖u(t)‖ ≤ R0 for all t ∈ [0, t0]} ⊂ C([0, t0], X).
The set E equipped with the uniform norm topology is complete since it is closed in the Banach
space (C([0, t0], X), ‖ · ‖∞). Define the functional Φ : E −→ C([0, t0], X) by
Φ(u)(t) = T (t)x0 +
∫ t
0
T (t− s)f(s, u(s))ds for t ∈ [0, t0].
Let u ∈ E, we show that Φ(u) ∈ E. In fact,
‖Φ(u)(t)‖ ≤ Me−λ1t0‖x0‖+M
∫ t
0
e−λ1(t−s)‖f(s, u(s))‖ds
≤ Me−λ1t0R0 +M
∫ t
0
e−λ1(t−s) [‖f(s, u(s))− f(s, 0)‖+ ‖f(s, 0)‖] ds
≤ Me−λ1t0R0 +Me−λ1t0
∫ t
0
eλ1sLR0‖u(s)‖ds+Me−λ1t0
[t0]+1∑
k=0
∫ k+1
k
eλ1s‖f(s, 0)‖ds
≤ e−λ1t0M
(
1 +
LR0
λ1
+ M˜
)
R0 =
R0
2
≤ R0 for all t ∈ R.
Then Φ(E) ⊂ E. Now, let u, v ∈ E, then we have
‖Φ(u)(t)− Φ(v)(t)‖ ≤ M
∫ t
0
e−λ1(t−s)‖f(s, u(s))− f(s, v(s))‖ds
≤ e−λ1t0MLR0
λ1
≤ e−λ1t0M
(
LR0
λ1
+ M˜ + 1
)
‖u− v‖∞ = ‖u− v‖∞
2
for all t ∈ R.
Hence
‖Φ(u)− Φ(v)‖∞ ≤ ‖u− v‖∞
2
which proves that Φ is a contraction map. By Banach fixed point Theorem, we deduce the existence
of a unique mild solution x0 to equation (4.6) defined on [0, t0]. Let tε > t0 be well chosen and
consider equation (4.6) for t ∈ [t0, tε] with initial data xt0 = x0(t0). Arguing as above, we can
prove the existence of a unique mild solution xε : [t0, tε] −→ X with xε(t0) = xt0 . Then, we define
x =
{
x0 in [0, t0],
xε in [t0, tε],
By construction x : [0, tε] −→ X is continuous. Therefore x is the unique solution of equation
(4.6) in [0, tε]. Hence, we adopt the same extension technique and we prove the existence of
a unique maximal solution x : [0, t(x0)) −→ X where t(x0) := sup{t0 > 0 : there exist x ∈
C([0, t0], X) solution to (4.6)}. Now, we show formula (4.1). By contradiction, assume that t(x0) <
∞ and there exists C ≥ 0 such that ‖x(t)‖ ≤ C for all t ∈ [0, t(x0)). We show that x is uniformly
continuous on [0, t(x0)). Let (tn)n, (sn)n ∈ [0, t(x0)) be two sequences such that σn = tn − sn → 0
as n→∞. Without loss of generality we assume that 0 ≤ σn ≤ 1 for all n ≥ 0. Hence, we have
‖T (tn)x0 − T (sn)x0‖ ≤M‖T (σn)x0 − x0‖ → 0 as n→∞ (4.8)
follows from the strong continuity of the semigroup (T (t))t≥0 on X . Moreover, we have∫ tn
0
T (tn − s)f(s, x(s))ds −
∫ sn
0
T (sn − s)f(s, x(s))ds
=
∫ σn
0
T (tn − s)f(s, x(s))ds−
∫ sn
0
T (sn − s) [f(s, x(s)) − f(s− σn, x(s− σn)] ds
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Note that by local Lipschitzity of g it holds that f is also locally Lipschitzian on X and it is
continuous on ∈ [0, t(x0)] which implies that
sup
(t,x)∈[0,t(x0)]×B¯(0,C)
‖f(t, x)‖ = C˜ <∞.
Hence,
‖T (tn − s)f(s, x(s))‖ ≤Meλ1t(x0)C˜ for all s ∈ [0, t(x0)).
Then, by dominated convergence Theorem we claim that
∫ σn
0
T (tn−s)f(s, x(s))ds → 0 as n→∞.
Furthermore,
‖
∫ sn
0
T (sn − s) [f(s, x(s))− f(s− σn, x(s− σn))] ds‖ ≤
Mλ1
∫ t(x0)
0
[‖f(s, x(s))− f(s, x(s− σn))‖ + ‖f(s, x(s− σn))− f(s− σn, x(s− σn))‖] ds ≤
Mλ1LC
∫ t(x0)
0
‖x(s)− x(s− σn)‖ds+Mλ1
∫ t(x0)
0
‖f(s, x(s− σn))− f(s− σn, x(s− σn))‖ds
where Mλ1 =Me
λ1t(x0). By the continuity of x, it follows using dominated convergence Theorem
that∫ t(x0)
0
‖x(s)−x(s−σn)‖ds;
∫ t(x0)
0
‖f(s, x(s−σn))− f(s−σn, x(s−σn))‖ds→ 0 as n→∞. Thus
‖
∫ tn
0
T (tn − s)f(s, x(s))ds−
∫ sn
0
T (sn − s)f(s, x(s))ds‖ → 0 as n→∞. (4.9)
Consequently, by (4.8) and (4.9) we claim that
‖x(tn)− x(sn)‖ → 0 as n→∞.
Then, x is uniformly continuous on [0, t(x0)) which implies that lim
t→t(x0)−
x(t) = xt(x0) ∈ X. There-
fore, there exists η > 0 such that y is solution to equation (4.6) in [T (x0), T (x0) + η] with initial
data y(T (x0)) = xt(x0). Hence
z =
{
x in [0, t(x0)],
y in [t(x0), t(x0) + η],
defines a solution of equation (4.6) in [0, t(x0) + η] which contradicts the fact that x is maximal.
Consequently, formula (4.1) is satisfied. 
Lemma 4.1 [17, Theorem 8.3.7] Assume H = 0. Then, for each x0 ∈ X the following hold
(i) Equation (4.6) has a unique global solution ux given by:
ux(t) = T (t)x0 +
∫ t
0
T (t− s)G(x(s))ds, t ≥ 0.
(ii) The solution ux is bounded on R
+ i.e., supt≥0 ‖ux(t)‖ <∞.
Theorem 4.2 Let p ∈ [1,∞). Then for each x0 ∈ X equation (4.6) has a unique global bounded
mild solution x given by
x(t) = T (t)x0 +
∫ t
0
T (t− s)G(x(s))ds +
∫ t
0
T (t− s)H(s)ds, t ≥ 0.
Proof. Fix x0 ∈ X and let x be the unique maximal solution to (4.6) defined on [0, t(x0)).
Moreover, using Theorem 4.1 x satisfies formula (4.1). Note that a mild solution of equation (4.6)
is given by
x(t) = ux(t) +
∫ t
0
T (t− s)H(s)ds, t ∈ [0, t(x0)).
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First, we prove that x is global. In fact, by Lemma 4.1-(i), it holds that supt∈[0,t(x0)) ‖ux(t)‖ <∞,
if it is not, t(x0) <∞ which contradicts the fact that ux is global. Hence
‖x(t)‖ ≤ ‖ux(t)‖+
∫ t
0
‖T (t− s)H(s)‖ds
≤ ‖ux(t)‖+M
∫ t
0
e−λ1(t−s)‖H(s)‖ds
≤ ‖ux(t)‖+M
[t]+1∑
k=0
∫ k+1
k
e−λ1(t−s)‖H(s)‖ds
≤ sup
t∈[0,t(x0))
‖ux(t)‖ + Me
3λ1
eλ1 − 1‖H‖BSp , t ∈ [0, t(x0)). (4.10)
Then
sup
t∈[0,t(x0))
‖x(t)‖ <∞.
Consequently, by (4.1), we claim that t(x0)) =∞. Thus x is global.
To conclude, we show that x is bounded on R+. Using Lemma 4.1-(ii) we have
sup
t≥0
‖ux(t)‖ <∞.
Therefore, by (4.10) we can deduce that
sup
t≥0
‖x(t)‖ <∞.

In order to prove the existence of a compact almost automorphic solution for equation (4.1), we
need the following results.
Lemma 4.2 The function f satisfies Hypothesis (H4) with φ = 1 and ψ = H . That is f ∈
AAS1U(R×X,X).
Proof. Let R ≥ 0 and B ⊂ X bounded by R. By (4.3), we have
‖G(x)‖ ≤ LR‖x‖+ ‖G(0)‖
≤ LR.R for all x ∈ B.
This proves the fact for G. To conclude, it suffices to prove that H ∈ AAS1(R, X). In fact, let
(t′n)n ⊂ R be a sequence. Since a ∈ AAS1(R,R) (see [23]) and b : t 7−→ sin
(
1
2+cost+cos
√
2t
)
∈
AAS1(R,R), it follows that there exist (tn)n ⊂ (t′n)n and a˜, b˜ ∈ L∞(R,R) such that, for each t ∈ R∫ t+1
t
|a(s+ tn)− a˜(s)|ds→ 0,
∫ t+1
t
|b(s+ tn)− b˜(s)|ds→ 0 as n→∞. (4.11)
and ∫ t+1
t
|a˜(s− tn)− a(s)|ds→ 0,
∫ t+1
t
|b˜(s− tn)− b(s)|ds→ 0 as n→∞. (4.12)
Define H˜(t)(ξ) = b˜(t)h0(ξ) + a˜(t) for t ∈ R and ξ ∈ Ω. Hence, by (4.11), we claim that for each
t ∈ R∫ t+1
t
‖H(s+ tn)− H˜(s)‖ds = ‖h0‖
∫ t+1
t
|a(s+ tn)− a˜(s)|ds+
∫ t+1
t
|b(s+ tn)− b˜(s)|ds→ 0
as n→∞. By the same way, we prove that for each t ∈ R∫ t+1
t
‖H˜(s− tn)−H(s)‖ds→ 0 as n→∞.
By Remark (3.2)-(a), we conclude that f ∈ AAS1U(R×X,X).
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For the uniqueness we need the following additional assumption on g:
The function r 7−→ g(r) − r is nonincreasing on R. (4.13)
Consider the function E : X → R defined by
E (x) =
1
2
∫
Ω
| x(ξ) |2 dξ. (4.14)
Lemma 4.3 [9] Let u and v be two mild solutions of equation (4.5). Then the following hold.
(i) The function t 7−→ E(u(t)− v(t)) is nonincreasing on R.
(ii) If t 7−→ E(u(t)− v(t)) is constant on R, then there exists w0 ∈ X such that
u(t)− v(t) = w0, t ∈ R, (4.15)
G(u(t)) −G(v(t)) = −λ1w0, t ∈ R. (4.16)
Moreover, for all θ ∈ [0, 1], θu+ (1− θ)v is also a mild solution of equation (4.5).
Theorem 4.3 Under the above assumptions. The following statements hold for equation (4.5):
(i) Equation (4.5) has a at least one mild solution x1 which is compact almost automorphic . If
x2 is a mild solution which is only almost automorphic, then there exists w0 ∈ X such that
x2(t) = x1(t) + w0 for t ∈ R. (4.17)
Consequently x2 is compact almost automorphic.
(ii) If the function r → g(r)− r is strictly decreasing on R, then the compact almost mild solution
is unique
Proof. We use Theorem 3.3 To prove the existence of a compact almost automorphic solution for
equation (4.5). By Lemma 4.2 Hypotheses (H1), (H2) and (H4) are satisfied. In addition, from
Proposition 4.2, equation (4.6) has at least a mild solution x0 defined and bounded on [0,+∞).
Let K := {x0(t) : t ≥ 0}, by Lemma 3.8,K is compact in X . Let co(K) be the convex hull of the
compact set K. Then co(K) is a compact convex subset of X . It is clear that K ⊂ co(K).
Define the subvariant functional λco(K) : Fco(K) −→ [0,∞) by
λco(K)(x) = sup
t∈R
E(x(t))
associated to the compact set co(K). We prove that equation (4.5) has at most a minimal co(K)-
valued solution. Let u and v be two minimal co(K)-valued solutions of equation (4.5). Define
inf
x∈Fco(K)
λco(K)(x) := δ = sup
t∈R
E (u(t)) = sup
t∈R
E(v(t)). (4.18)
Case I. Assume that E (u(t)− v(t))) = c ∈ R+ for all t ∈ R. By the convexity of co(K) and
Lemma 4.3, the set Fco(K) is convex too. Then
1
2
u+
1
2
v ∈ Fco(K). Therefore
δ ≤ sup
t∈R
E
(
1
2
u(t) +
1
2
v(t)
)
. (4.19)
On the other hand, by parallelogram inequality, we have
E
(
1
2
u(t) +
1
2
v(t)
)
+ E
(
1
2
u(t)− 1
2
v(t)
)
=
1
2
E (u(t)) +
1
2
E (v(t)) ,
Then
sup
t∈R
E
(
1
2
u(t) +
1
2
v(t)
)
+
1
4
c ≤ 1
2
sup
t∈R
E (u(t)) +
1
2
sup
t∈R
E (v(t)) . (4.20)
Consequently,
δ +
1
4
c ≤ 1
2
δ +
1
2
δ
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which implies that c ≤ 0. Hence, by definition of E, we obtain u = v.
Case II: Let (tn)n be a sequence of real numbers such that lim
n→+∞
tn = −∞. Since by Lemma 4.2,
f ∈ AAS1U(R × X,X). Then, by applying Theorem 3.2 two times for u and v respectively, we
claim that there exists a subsequence of (tn)n such that
u(t+ tn)→ u1(t) as n→ +∞, (4.21)
u1(t− tn)→ u2(t) as n→ +∞, (4.22)
v(t+ tn)→ v1(t) as n→ +∞, (4.23)
v1(t− tn)→ v2(t) as n→ +∞, (4.24)
uniformly on each compact subset of R, where u2 and v2 are two minimal co(K)-valued solutions
of equation (4.5). Using (4.21)-(4.24), we claim that for each t ∈ R, we have
lim
m→+∞ limn→+∞E (u(t+ tn − tm)− v(t+ tn − tm)) = E (u2(t)− v2(t)) .
Moreover, since by Lemma 4.3, the function t→ E(u(t)−v(t)) is nonincreasing onR and lim
n→+∞
tn =
−∞, it follow that for each t ∈ R
lim
n→+∞
E (u(t+ tn)− v(t+ tn)) = sup
τ∈R
E (u(τ)− v(τ)) .
Therefore,
E (u2(t)− v2(t)) = sup
τ∈R
E (u(τ)− v(τ)) . (4.25)
By (4.25) and Case I, we obtain that u2 = v2. By definition of E, we deduce that
sup
τ∈R
E (u(τ)− v(τ)) = 0,
Consequently u = v and then equation (4.5) has at most one minimal co(K)-valued solution.
(i) Using Theorem 3.3, we claim that equation (4.5) has at least a compact almost automorphic
solution. Let x1 be a mild solution which is compact almost automorphic. If x2 is mild solution
which is almost automorphic, then by (16) and Lemma 4.3 respectively, the function t→ E(x1(t)−
x2(t)) is almost automorphic and nonincreasing. Therefore it is constant on R. Consequently, in
view of Lemma 4.3-(ii), we obtain (4.17).
(ii) If the function r → g(r) − r is strictly decreasing on R, then the uniqueness of the compact
almost automorphic solution results directly from (4.15) and (4.16). 
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