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Abstract: The global regularity problem concerning the inviscid Boussinesq equations remains
an open problem. In an attempt to understand this problem, we examine the damped Boussinesq
equations and study how damping affects the regularity of solutions. In this paper, we consider the
global existence to the damped Boussinesq equations with a class of large initial data, whose Bsp,r or
B˙sp,r norms can be arbitrarily large. The idea is splitting the linear Boussinesq equations from the
damped Boussinesq equations, the exponentially decaying solution of the former equations together
with the structure of the Boussinesq equations help us to obtain the global smooth solutions.
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1 Introduction
This paper considers the global smooth solutions for the incompressible Boussinesq equations with
damping 
∂tu+ u · ∇u+ νu +∇p = θed, x ∈ R
d, t > 0,
∂tθ + u · ∇θ + λθ = 0, x ∈ R
d, t > 0,
divu = 0, x ∈ Rd, t ≥ 0,
(u, θ)|t=0 = (u0, θ0), x ∈ R
d,
(1.1)
where u is the velocity vector, p is the pressure, θ denotes the temperature or density which is a
scalar function. ed = (0, 0, ..., 0, 1)
T and ν, λ are two positive parameters, standing for kinematic
viscosity and thermal diffusivity, respectively.
The Boussinesq equations model large scale atmospheric and oceanic flows that are responsible
for cold fronts and the jet stream [12, 14] and mathematically has received significant attention,
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since it has a vortex stretching effect similar to that in the 3D incompressible flow. When νu
is replaced by −ν∆u, λθ by −λ∆θ, (1.1) becomes the standard viscous Boussinesq equations,
the global in time regularity in two dimension is well understood even in the zero diffusivity
(ν > 0, λ = 0) or the zero viscosity case(ν = 0, λ > 0) [1, 3, 4, 5, 8, 9, 10], however the global
regularity in dimension three appears to be out of reach. while ν = 0 and λ = 0, (1.1) is reduced
to the inviscid Boussinesq equations, due to the absence of dissipative terms, the global solution or
finite-time singularity evoluting from general initial data remains unsolved in spite of the progress
on the local well-posedness and regularity criteria [6, 7, 11, 15, 16, 17]. Recently, following the
convex integration method, Tao and Zhang [16] obtained the Ho¨lder continuous solution with
compact support both in space and time for inviscid 2D Boussinesq equations.
When adding velocity damping term νu and temperature damping term λθ, Adhikar et al. [2]
proved (1.1) admits a unique global small solution with the initial data satisfying
‖∇u0‖B˙0
∞,1
< min{
ν
2C
,
λ
C
}, ‖∇θ0‖B˙0
∞,1
<
ν
2C
‖∇u0‖B˙0
∞,1
,
where B˙0∞,1 is the homogeneous Besov space. We are interested in that whether or nor (1.1)
possesses a global solution without the smallness assumption. If not, it may be helpful to obtain
the global solutions for a class of large initial data. Our effort in this paper is precisely based on
this. In what follows, let (U,Θ) be the solution of the ”linearized damped Boussinesq equation”,
∂tU + νU +∇p = Θed,
∂tΘ+ λΘ = 0,
divU = 0,
(U,Θ)|t=0 = (U0,Θ0).
(1.2)
The second equation in (1.2) satisfied by Θ is a simple linear equation, and has the solution
Θ = e−λtΘ0. If we resort to the equations (1.2) of the vorticity W = ∇× U , then W satisfys
2D : ∂tW + νW = ∂1Θ,
3D : ∂tW + νW = (∂2Θ,−∂1Θ, 0)
T .
Therefor both W and Θ have explicit exponential decay expressions, so does for U . By virtue of
the good exponential decay property of U and Θ, we obtain the global solution of (1.1) which is
constructed with the large initial data.
We first recall the definition of the Besov spaces. Choose a radial, non-negative, smooth and
radially decreasing function χ : Rd → [0, 1] such that it is supported in {ξ ∈ Rd : |ξ| ≤ 4
3
} and
χ ≡ 1 for |ξ| ≤ 3
4
. Let ϕ(ξ) = χ( ξ
2
)− χ(ξ). Then ϕ is supported in the ring {ξ ∈ Rd : 3
4
≤ |ξ| ≤ 8
3
}
and ϕ ≡ 1 for 4
3
≤ |ξ| ≤ 3
2
. For u ∈ S ′, q ∈ Z, we define the Littlewood-Paley operators:
∆˙qu = F
−1(ϕ(2−q·)Fu), ∆qu = ∆˙qu for q ≥ 0, ∆qu = 0 for q ≤ −2 and ∆−1u = F
−1(χFu), and
Squ = F
−1
(
χ(2−qξ)Fu
)
. Here we use F(f) or f̂ to denote the Fourier transform of f .
The standard vector-valued functions u : Rd → Rd in Besov spaces Bsp,r and B˙
s
p,r can be defined
by
‖u‖Bs
p,r
,
∣∣∣∣(2js‖∆ju‖Lp)j∈Z∣∣∣∣ℓr < +∞,
‖u‖B˙s
p,r
,
∣∣∣∣(2js‖∆˙ju‖Lp)j∈Z∣∣∣∣ℓr < +∞.
Obviously, if supp uˆ ∈ {ξ : 4
3
≤ |ξ| ≤ 3
2
}, then we have
||u||Lp = ||u||Bsp,r = ||u||B˙sp,r .
Our main result is stated as follows.
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Theorem 1.1 Let d = 2, 3. Assume that the initial data fulfills divu0 = 0 and
u0 = U0 + v0 and θ0 = Θ0 + ϑ0
with
supp Uˆ0(ξ), Θˆ0(ξ) ⊂ C :=
{
ξ
∣∣ 4
3
≤ |ξ| ≤
3
2
}
. (1.3)
Denote
E0 =
∫ ∞
0
(||U · ∇U ||H3 + ||U · ∇Θ||H3)dt, F0 =
∫ ∞
0
||(U,Θ)||L∞dt.
There exists a sufficiently small positive constant δ, and a universal constant C such that if(
||v0||
2
H3 + ||ϑ0||
2
H3 + E0
)
· exp
(
CF0 + CE0
)
≤ δ, (1.4)
then the system (1.1) has a unique global solution.
Corollary 1.1 For d = 2, we let v0 = ϑ0 = 0 and
U0 = ∇
⊥a0 =
(
∂2a0
−∂1a0
)
, Θ0 = a0,
where
supp aˆ0(ξ) ⊂ C˜ :=
{
ξ
∣∣ |ξ1 − ξ2| ≤ ε, 4
3
≤ |ξ| ≤
3
2
}
.
Then, direct calculations show that the left side of (1.4) becomes
Cε||a0||L2||aˆ0||L1exp
(
Cε||a0||L2||aˆ0||L1 + C||aˆ0||L1
)
.
For d = 3, we let v0 = ϑ0 = 0 and
U0 =
 ∂2a0−∂1a0,
0
 , Θ0 = a0,
where
supp aˆ0(ξ) ⊂ C˜0 :=
{
ξ
∣∣ |ξ1 − ξ2| ≤ ε, 41
30
≤ |ξh| ≤
22
15
, ε ≤ |ξ3| ≤ 2ε
}
.
Then, direct calculations show that the left side of (1.4) becomes
Cε||a0||L2||aˆ0||L1exp
(
Cε||a0||L2||aˆ0||L1 + C||aˆ0||L1
)
.
Remark 1.1 For d = 2, we set
a0(x1, x2) = ε
−1
(
log log
1
ε
) 1
2
χ(x1, x2),
3
where the smooth functions χ satisfying χˆ(−ξ1,−ξ2) = χˆ(ξ1, ξ2),
suppχˆ ⊂ C˜, χˆ(ξ) ∈ [0, 1] and χˆ(ξ) = 1 for ξ ∈ C˜1,
where
C˜1 ,
{
ξ ∈ R2 : |ξ1 − ξ2| ≤
1
2
ε,
25
18
≤ |ξ| ≤
13
9
}
.
Then, direct calculations show that the left side of (1.4) becomes
Cε
1
2
(
log log
1
ε
)
exp
(
C log log
1
ε
)
.
In fact, one has
||aˆ0||L1 ≈
(
log log
1
ε
) 1
2
and ||a0||L2 ≈ ε
− 1
2
(
log log
1
ε
) 1
2
.
Therefore, choosing ε small enough, we deduce that the system (1.1) has a unique global solution.
Moreover, we can show that
||u0||L∞ &
(
log log
1
ε
) 1
2
, ||θ0||L∞ &
(
log log
1
ε
) 1
2
.
Remark 1.2 For d = 3 and 1 < p <∞ we set
a0(x1, x2, x3) = ε
−
2(p−1)
p (log log
1
ε
)
1
2χ(x1, x2)φ(x3).
where the smooth functions χ, φ satisfying
suppχˆ ∈ C˜, χˆ(ξ) ∈ [0, 1] and χˆ(ξ) = 1 for ξ ∈ C˜1,
and
suppφˆ(ξ′) ∈ [ε, 2ε], φˆ(ξ′) ∈ [0, 1] and φˆ(ξ) = 1 for ξ′ ∈ [
5
4
ε,
7
4
ε].
Then, direct calculations show that the left side of (1.4) can be bounded by
Cε
4
p log log
1
ε
eC log log
1
ε .
Therefore, choosing ε small enough, we deduce that the system (1.1) has a global solution.
||u0||Lp &
(
log log
1
ε
) 1
2
, ||θ0||Lp &
(
log log
1
ε
) 1
2
.
Notations: Let β = (β1, β2, β3) ∈ N
3 be a multi-index and Dβ = ∂|β|/∂β1x1∂
β2
x2
∂β3x3 with |β| =
β1 + β2 + β3. For the sake of simplicity, a . b means that a ≤ Cb for some “harmless” positive
constant C which may vary from line to line. [A,B] stands for the commutator operator AB−BA,
where A and B are any pair of operators on some Banach space X . We also use the notation
||f1, · · · , fn||X , ||f1||X + · · ·+ ||fn||X .
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2 Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1. Before giving the proof, we present some
estimates which will be used in the proof of Theorem 1.1.
Proof of Theorem 1.1 Denoting v = u− U and ϑ = θ−Θ, we can reformulate the system
(1.1) and (1.2) equivalently as
∂tv + v · ∇v + U · ∇v + v · ∇U + νv +∇p
′ − ϑed = −U · ∇U := f,
∂tϑ+ v · ∇ϑ+ U · ∇ϑ+ v · ∇Θ+ λϑ = −U · ∇Θ := g,
divv = 0,
(v, c)|t=0 = (v0, c0).
(2.5)
Applying Dβ to (2.5)1 and (2.5)2 respectively and taking the scalar product with σD
βv and Dβϑ
respectively, adding them together and then summing the result over |β| ≤ 3, we get
1
2
d
dt
(
σ||v||2H3 + ||ϑ||
2
H3
)
+ σν||v||2H3 + λ||ϑ||
2
H3 − σ(ϑ, vd)H3 ,
4∑
i=1
Ii, (2.6)
where
I1 = −σ
∑
0<|β|≤3
∫
R3
[Dβ, v·]∇v ·Dβvdx−
∑
0<|β|≤3
∫
R3
[Dβ, v·]∇ϑ ·Dβϑdx,
I2 = −σ
∑
0<|β|≤3
∫
R3
Dβ(U · ∇v) ·Dβvdx−
∑
0<|β|≤3
∫
R3
Dβ(U · ∇ϑ) ·Dβϑdx,
I3 = −σ
∑
0≤|β|≤3
∫
R3
Dβ(v · ∇U) ·Dβvdx−
∑
0≤|β|≤3
∫
R3
Dβ(v · ∇Θ) ·Dβϑdx,
I4 = −σ
∑
0≤|β|≤3
∫
R3
Dβ(U · ∇U) ·Dβvdx−
∑
0≤|β|≤3
∫
R3
Dβ(U · ∇Θ) ·Dβϑdx.
Next, we need to estimate the above terms one by one.
According to the commutate estimate (See [13]),∑
|α|≤m
||[Dα, g]f ||L2 ≤ C(||f ||Hm−1||∇g||L∞ + ||f ||L∞||g||Hm), (2.7)
we obtain
I1 ≤ σ
∑
0<|β|≤3
||[Dβ, v·]∇v||L2||∇v||H2 +
∑
0<|β|≤3
||[Dβ, v·]∇ϑ||L2||∇ϑ||H2
≤ C||∇v||L∞||v||H3||∇v||H2 + C(||∇v||L∞||∇ϑ||H2 + ||v||H3||∇ϑ||L∞)||∇ϑ||H2
≤ C||v||H3
(
||∇v||2H2 + ||∇ϑ||
2
H2
)
≤ C||v||H3
(
||v||2H3 + ||ϑ||
2
H3
)
. (2.8)
Invoking the following calculus inequality which is just a consequence of Leibniz’s formula,∑
|β|≤3
||[Dβ, g]f ||L2 ≤ C(||∇g||L∞ + ||∇
3g||L∞)||f ||H2,
5
we obtain
I2 ≤ σ
∑
0<|β|≤3
||[Dβ, U ·]∇v||L2||∇v||H2 +
∑
0<|β|≤3
||[Dβ, U ·]∇ϑ||L2 ||∇ϑ||H2
≤ C
(
||∇U ||L∞ + ||∇
3U ||L∞
)(
||v||2H3 + ||ϑ||
2
H3
)
≤ C||U ||L∞
(
||v||2H3 + ||ϑ||
2
H3
)
, (2.9)
where we have used the fact that supp Uˆ(ξ), supp Θˆ(ξ) ⊂ supp Uˆ0(ξ) ∪ supp Θˆ0(ξ) ⊂ C. By
Leibniz’s formula and Ho¨lder’s inequality, one has
I3 ≤ σ||v · ∇U ||H3 ||v||H3 + ||v · ∇Θ||H3||ϑ||H3
≤ C
(
||∇(U,Θ)||L∞ + ||∇
4(U,Θ)||L∞
)(
||v||2H3 + ||ϑ||
2
H3
)
≤ C||(U,Θ)||L∞
(
||v||2H3 + ||ϑ||
2
H3
)
. (2.10)
Using Ho¨lder’s inequality and Young inequality, we deduce
I4 ≤ C(||U · ∇U ||H3 + ||U · ∇Θ||H3)(||v||H3 + ||ϑ||H3)
≤ C||(U · ∇U, U · ∇Θ)||H3 + C||(U · ∇U, U · ∇Θ)||H3(||v||
2
H3 + ||ϑ||
2
H3). (2.11)
Putting all the estimates (2.8)–(2.11) into (2.6), we obtain
d
dt
(
σ||v||2H3 + ||ϑ||
2
H3
)
+ σν||v||2H3 + λ||ϑ||
2
H3 − σ(ϑ, vd)H3
. ||v||H3
(
||v||2H3 + ||ϑ||
2
H3
)
+
(
||(U,Θ)||L∞ + ||(U · ∇U, U · ∇Θ)||H3
)(
||v||2H3 + ||ϑ||
2
H3
)
+ ||(U · ∇U, U · ∇Θ)||H3. (2.12)
According to the inequality
σ(ϑ, vd)H3 ≤ Cσ
3
2 ||v||2H3 + Cσ
1
2 ||ϑ||2H3,
then we can choose σ small enough such that
σν||v||2H3 + λ||ϑ||
2
H3 − σ(ϑ, vd)H3 ≈ σν||v||
2
H3 + λ||ϑ||
2
H3.
For simplicity, we denote
A(t) = σ||v||2H3 + ||ϑ||
2
H3, B(t) = σν||v||
2
H3 + λ||ϑ||
2
H3,
then (2.12) can be rewritten as
d
dt
A(t) +B(t) ≤ CA
1
2 (t)B(t) + C
(
||(U,Θ)||L∞ + ||(U · ∇U, U · ∇Θ)||H3
)
A(t)
+ C||(U · ∇U, U · ∇Θ)||H3. (2.13)
Now, we define
Γ , sup{t ∈ [0, T ∗) : sup
τ∈[0,t]
A(τ) ≤ η},
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where η is a small enough positive constant which will be determined later. Assume that Γ < T ∗.
For all t ∈ [0,Γ], we obtain from (2.13) that
d
dt
A(t) +B(t) ≤ C
(
||(U,Θ)||L∞ + ||(U · ∇U, U · ∇Θ)||H3
)
A(t) + C||(U · ∇U, U · ∇Θ)||H3.
(2.14)
which together with the assumption (1.4) yields that
A(t) ≤C
(
||v0||
2
H3 + ||ϑ0||
2
H3 + E0
)
· exp
(
CE0 + CF0
)
≤ Cδ.
Choosing η = 2Cδ, thus we can get supτ∈[0,t]A(τ) ≤
η
2
for t ≤ Γ. So if Γ < T ∗, due to the
continuity of the solutions, we can obtain there exists 0 < ǫ ≪ 1 such that supτ∈[0,t]A(τ) ≤ η for
t ≤ Γ + ǫ < T ∗, which contradicts with the definition of Γ. Thus, we can conclude Γ = T ∗ and
sup
τ∈[0,t]
(
||v(τ)||2H3 + ||ϑ(τ)||
2
H3
)
≤ C <∞ for all t ∈ (0, T ∗),
which implies that T ∗ = +∞. This completes the proof of Theorem 1.1. 
3 Proof of Corollary 1.1
In this section, we will give the proof of Corollary 1.1.
Case 1: d=2. Firstly, W satisfys
∂tW + νW = ∂1Θ = ∂1Θ0e
−λt, W |t=0 =W0 = ∇× U0.
Formally,
W =
{
e−νtW0 +
1
ν−λ
∂1Θ0(e
−λt − e−νt), ν 6= λ,
e−νtW0 + te
−νt∂1Θ0, ν = λ.
Therefore, we can deduce that
U = (−∆)−1∇⊥W =
{
e−νtU0 +
1
ν−λ
∂1(−∆)
−1∇⊥Θ0(e
−λt − e−νt), ν 6= λ,
e−νtU0 + te
−νt∂1(−∆)
−1∇⊥Θ0, ν = λ
where ∇⊥ = (∂2,−∂1)
T .
Lemma 3.1 Let d = 2. For small enough ε, under the assumptions of Theorem 1.1, the following
estimates hold
E0 ≤ Cε||a0||L2||aˆ0||L1, F0 ≤ C||aˆ0||L1. (3.15)
Proof of Lemma 3.1 With the above expressions of U and Θ, we can show that
U · ∇Θ =
{
e−(ν+λ)tU0 · ∇Θ0 +
1
ν−λ
(e−2λt − e−(ν+λ)t)∂1(−∆)
−1∇⊥Θ0 · ∇Θ0, ν 6= λ
e−2νtU0 · ∇Θ0 + te
−2νt∂1(−∆)
−1∇⊥Θ0 · ∇Θ0, ν = λ.
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Notice that U0 · ∇Θ0 = 0 and
∂1(−∆)
−1∇⊥Θ0 · ∇Θ0 = (∂2 − ∂1)∂1(−∆)
−1a0∂1a0 + ∂
2
1(−∆)
−1a0(∂1 − ∂2)a0.
Using the classical Kato-Ponce product estimates and the fact the Fourier transform of a distribute
belonging to L1 lies in L∞, by a simple calculation, we obtain
||∂1(−∆)
−1∇⊥Θ0 · ∇Θ0||H3 ≤ C||(∂2 − ∂1)a0||L∞||a0||L2 ≤ Cε||a0||L2||aˆ0||L1,
which implies
||U · ∇Θ||H3 ≤ Ce
−λtε||a0||L2||aˆ0||L1.
Take the similar argument as the term U · ∇Θ, we also have
||U · ∇U ||H3 ≤ Ce
−min{ν,λ}tε||a0||L2||aˆ0||L1.
Thus, we complete the proof of Lemma 3.1. 
Case 2: d=3. Firstly, W = ∇× U satisfys
∂tW + νW = (∂2Θ,−∂1Θ, 0)
T = (∂2Θ0,−∂1Θ0, 0)
Te−λt, Wt=0 = W0 = ∇× U0.
Formally, we have
W =
{
e−νtW0 +
1
ν−λ
(∂2Θ0,−∂1Θ0, 0)
T(e−λt − e−νt), ν 6= λ,
e−νtW0 + te
−νt(∂2Θ0,−∂1Θ0, 0)
T, ν = λ.
Therefore, we can deduce that
U = (−∆)−1∇×W
=
{
e−νtU0 +
1
ν−λ
(−∆)−1
(
∂1∂3Θ0, ∂2∂3Θ0,−(∂
2
1 + ∂
2
2)Θ0
)T
(e−λt − e−νt), ν 6= λ,
e−νtU0 + te
−νt(−∆)−1
(
∂1∂3Θ0, ∂2∂3Θ0,−(∂
2
1 + ∂
2
2)Θ0
)T
, ν = λ.
Lemma 3.2 Let d = 3. For small enough ε, under the assumptions of Theorem 1.1, the following
estimates hold
E0 ≤ Cε||a0||L2||aˆ0||L1, F0 ≤ C||aˆ0||L1. (3.16)
Proof of Lemma 3.2 For the term U · ∇Θ, we can show that when ν 6= λ,
U ·∇Θ = e−(ν+λ)tU0 ·∇Θ0+
1
ν − λ
(e−2λt−e−(ν+λ)t)(−∆)−1
(
∂1∂3Θ0, ∂2∂3Θ0,−(∂
2
1 +∂
2
2)Θ0
)T
·∇Θ0,
while ν = λ,
U · ∇Θ = e−2νtU0 · ∇Θ0 + te
−2νt(−∆)−1
(
∂1∂3Θ0, ∂2∂3Θ0,−(∂
2
1 + ∂
2
2)Θ0
)T
· ∇Θ0.
Notice that U0 · ∇Θ0 = 0 and
(−∆)−1
(
∂1∂3Θ0, ∂2∂3Θ0,−(∂
2
1 + ∂
2
2)Θ0
)T
· ∇Θ0
= (−∆)−1∂1∂3Θ0∂1Θ0 + (−∆)
−1∂2∂3Θ0∂2Θ0 − (−∆)
−1(∂21 + ∂
2
2)Θ0∂3Θ0.
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Using the classical Kato-Ponce product estimates and the fact the Fourier transform of a distribute
belonging to L1 lies in L∞, after a simple calculation, we obtain
||(−∆)−1
(
∂1∂3Θ0, ∂2∂3Θ0,−(∂
2
1 + ∂
2
2)Θ0
)T
· ∇Θ0||H3
≤ C||∂3a0||L∞||a0||L2 ≤ Cε||a0||L2||aˆ0||L1,
which implies
||U · ∇Θ||H3 ≤ Ce
−λtε||a0||L2||aˆ0||L1.
Take a similar argument as the term U · ∇Θ, we also have
||U · ∇U ||H3 ≤ Ce
−min{ν,λ}tε||a0||L2||aˆ0||L1.
Thus, we complete the proof of Lemma 3.2.
Now Corollary 1.1 follows immediately from Lemma 3.1 and Lemma 3.2. We complete the
proof of Corollary 1.1 
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