Balls-into-bins processes are a useful and common abstraction for many load-balancing related problems. A well known paradigm for load balancing in distributed or parallel servers is the "multiple choice paradigm" where an item (ball) is put in the less loaded out of d uniformly chosen servers (bins). In many applications however the uniformity of the sampling probability is not guaranteed. If the system is heterogenous or dynamic it may be the case that some bins are sampled with a higher probability than others. We investigate the power of the multiple choice paradigm in the setting where bins are not sampled from the uniform distribution. Byers et al [5] showed that a logarithmic imbalance in the sampling probability could be tolerated, as long as the number of balls is linear in the number of bins. We show that if the number of balls is much larger than the number of bins, this ceases to be the case. Given a probability over bins, we prove tight upper and lower bounds for the number of choices needed in the 1-out-of-d scheme in order to maintain a balanced allocations when the number of items is arbitrarily high.
INTRODUCTION
Balls-into-bins processes serve as a useful abstraction for resource balancing tasks in distributed and parallel systems. Assume m balls are to be put sequentially into n bins, where typically the goal is to minimize the load, measured by the number of balls, in the most loaded bin. In the classic single Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. choice process each ball is placed in a bin chosen independently and uniformly at random. For the case of n bins and m = n balls it is well known that the load of the heaviest bin is at most (1 + o (1)) ln n ln ln n balls with high probability. If m ≥ n ln n then the load in the heaviest bin is at most m n + q m log n n , see e.g. [15] . A substantial decrease in load is achieved by the use of the multiple choice paradigm: Let Greedy(U , d) denote the algorithm where each ball is inserted into the less loaded among d ≥ 2 bins, independently sampled from U where U denotes the uniform distribution over the bins. In a seminal paper Azar et al [2] proved that when m = n balls are inserted by Greedy(U , d) the heaviest bin has load of log log n log d + Θ(1) with high probability, the case d = 2 was implicitly proved by Karp et al in [8] . Berenbrink et al [3] generalized this result and proved the following. An immediate corollary is that w.h.p. the heaviest bin is of load m n + log log n log d
+ O(1). Thus, the additive gap between the maximum load and the average load is independent of the number of balls thrown.
The multiple choice algorithm has numerous variations and applications in many settings, see e.g. [1] , [18] , [17] , [10] . See [13] for a survey. A typical application is the following. Assume data items (balls) are to be inserted into servers (bins) in a distributed manner. Upon an arrival of a data item d hash functions are employed on the data item in order to randomly select d servers. The data item is then stored on the less loaded among the d random servers. When searching for a data item the d hash functions identify d potential servers, one of which contains the data item (c.f. [4] [10]). Now, if each server is sampled by the hash functions with equal probability, then Theorem 1.1 guarantees that the allocation is highly balanced; with high probability no server stores more than m n + log log n log d
+ O(1) data items. In practice however, it is unlikely that all servers are sampled with the same probability. There are two main reasons that cause a biased sampling distribution.
Uneven allocation of the key space
In many applications the set of servers is dynamic and may change over time. Such applications naturally include P2P systems (c.f. [16] , [14] , [11] ), but also include centrally owned data centers which occasionally add servers to the system in order to increase capacity [10] . A typical scheme for using hash functions in dynamic settings such as distributed hash tables is as follows. Assume the hash functions hash a data item's identifier to the domain [0, 1). The idea is to assign to each server an i.d. from [0, 1) as well. Now a hash function samples a server by choosing the server whose i.d. is closest to the sampled point in the hash function key space. Thus, the probability a server is sampled by a hash function is proportional to the size of the key space it "owns". The partition of the key space between the servers is done dynamically and changes as servers enter and leave the system. This technique is sometimes called consistent hashing [6] and is used in many storage systems.
There are various techniques to divide the key space between the servers as evenly as possible. The simplest thing to do is to let each server choose its i.d. uniformly at random from the key space (perhaps via a hash function as well) [16] . This results in an uneven sampling probability as some servers are sampled with probability log n/n and some with probability 1/n log n [11] . A more balanced allocation of the key space is obtained by using subtler algorithms c.f. [11] [14] [12] [7] , none of them however guarantee a perfectly uniform sampling distribution. In centrally owned data bases there are better schemes [9] but even they only guarantee a gap of factor 2 between the sampling probabilities. It is easy to see that such a sampling imbalance is an inherent property of the approach. There is no way to guarantee a completely balanced partition of the key space among the servers without performing n updates whenever a new server is introduced.
Heterogenous capacities of the bins
Different capacities among bins may cause imbalance even when all bins are sampled with equal probability. Consider for instance the example above where data items are to be inserted into servers. A typical large storage system would have a large variety of server configurations with heterogenous abilities. Assume for instance, that half of the servers are old and slow and half of the servers are of a newer generation and that a new server has 4 times more capacity than an old one. Ideally each new server should hold 4 times more items, so we would like m/5 items to be stored in the old servers. Yet, if Greedy(U, 2) is employed then in each iteration with probability 1/4 both random servers are old servers. Thus on expectation at least m/4 data items are stored in the old servers causing the allocation to be imbalanced.
We claim that the problem of dealing with heterogenous capacities could be reduced to dealing with a heterogenous sampling distribution. Each new server can simulate 4 servers, so one possible solution is to have the sampling probability of the new server be 4 times larger than that of an old server. This solution is problematic in many settings as it requires global adjustments whenever a server is replaced by a stronger server. A different approach is to have a scheme which is oblivious to the different capacities of the servers. If the probability the new server is sampled is p, we can think of the new server as being composed of 4 virtual servers, each one of them sampled with probability p/4. We conclude that a scheme that can accommodate a gap of factor 4 between sampling probabilities would maintain a balanced allocation also in the face of heterogenous capacities.
Related Work
Byers et al [4] address the aforementioned problem that in P2P systems the sampling distribution of the servers may not be uniform. They prove that for a typical P2P implementation when m = n the maximum load obtained by the two choice paradigm; i.e. by Greedy(D, 2), remains log log n. In [5] they generalize this result and consider the following setting. Both servers and items are hashed to a geometric space. The servers are randomly placed in the geometric space. Data items choose two (or more) locations randomly in the geometric space and pick the one where the nearest neighbor server has the smallest load. Since the sampling procedure picks locations and not servers, the probability a server is sampled is proportional to the volume of its Voronoi cell. Such scenarios arise naturally in P2P applications. They show that if n balls are placed then the maximum load is still log log n/ log d with high probability even when the number of choices is 2. This is a strong result: note that the sampling distribution is far from uniform: when n servers are randomly placed in [0, 1), some servers may be sampled with probability log n n while others with probability 1 n log n [11] . Thus, Byers et al [5] show that when m = n Greedy(D, 2) is effective even when some servers are sampled more often by a logarithmical factor. Yet, the result ceases to be correct when the number of balls is larger than n. Consider for instance a case where there are n/4 bins with a sampling probability of 1/2n or less and note that these numbers are likely to arise when server i.d's are chosen randomly in (0, 1]. Call these bins "light". The light bins consist of 1/8 of the sample space. Now, assume that whenever a light bin is sampled it receives the ball. The probability some light bin is sampled is 1 − (7/8) 2 = 15/64. Therefore when adding a new item each light bin would receive on average (15/64) * (4/n) = 60/64n items. This is smaller than 1/n. This means that a heavy bin receives on average more than 1/n from each item. Now if the number of balls is large enough some bin must have more than m/n + log log n balls.
The intuition behind the previous example is that the bins with the high sampling probability receive more than m/n ball on average. A slight increase in the average does not affect the result when the average is small compared to the additive imbalance, which is log log n. But when the number of balls is large enough so that the average number of balls per bin is larger than log log n, a slight imbalance among the bins breaks the result.
Our Contributions
We show that the imbalance in the sampling distribution could be mitigated by an increase in the number of choices the algorithm uses. Given a sampling distribution over the servers, we provide tight upper and lower bounds on the number of choices the allocation algorithm needs to use, in order for the maximum load to be m n + O(log log n) + O(1) with high probability.
, where pi is the probability the i'th element is sampled, and α, β > 1
The numbers α and β measure the imbalance of the sam-pling distribution. For instance, when considering heterogenous servers, if it is guaranteed that the ratio between the capacity of any two servers is never more than γ, then α·β ≤ γ.
The exact values of α, β depend upon the number of servers with each capacity.
For a given distribution D over n elements let Greedy(D, d) be the algorithm that randomly samples d bins according to D and places the ball in the less loaded among the d bins. The main result of the paper is the following theorem:
load on the heaviest bin is at least
, then with probability 1 − o(1/n) the maximal bin will have at most
+O (1) balls.
Note that while d is an integer, f (α, β) is typically not an integer. Thus if α, β are constants independent of n then Theorem 1.3 claims that when d = f (α, β) the gap grows linearly with m while if d = f (α, β) the gap remains O(log log n). In other words, the theorem provides tight upper and lower bounds on the number of choices needed to maintain a balanced allocation.
PROOF OF THE MAIN RESULT
We first prove the lower bound. The intuition behind the lower bound is that if the number of choices is not large enough, the bins with small sampling probability will not be sampled often enough, thus causing the other servers to become overloaded. . One can verify that
For notational brevity we assume that
is an integer. Denote by H the set of
bins with the high sampling probability. The probability the bins in H receive a ball is minimized when the bins in H are the n(α−1) αβ−1 most loaded bins. In that case the probability a ball falls in H is
Therefore, after inserting m balls the expected total number of balls in H is at least m " " > 1 the gap between maximum load and average load is linear in m, causing the system to get unbalanced very quickly, as could be seen in Section 3.
The Upper Bound
We first prove the Theorem for the case d ≥ 2f (α, β), the generalization to the case d ≥ (1 + )f (α, β) is done in Section 2.2. We model the state of the system by load vectors. A load vector x = (x1, x2 . . . , xn) specifies the number of balls in each bin, where xi specifies the load of bin i. We assume the vectors are normalized ; i.e. x1 ≥ x2 ≥ · · · ≥ xn. Note that after an insertion of a ball the order may change and bins may need to be renamed. Denote by x(t) = (x1, x2, . . . , xn) the vector which specifies the load in each bin after applying Greedy(D, k) t times. Note that by the convention that x(t) is normalized, bin i at time t is not necessarily bin i at time t + 1. Denote by y(t) the normalized load vector which is obtained by applying Greedy(U , k) t times.
Our general approach is to show that for large enough d, the maximum bin in the non-uniform case is stochastically dominated by the maximum bin in the two choice uniform case. Since in Theorem 1.1 it is shown that for k ≥ 2, the maximum bin obtained by Greedy(U , k) has a load of m n + log log n/ log k + O(1) w.h.p., a stochastic dominance implies Theorem 1.3. We prove the stochastic dominance via a coupling argument. Coupling was used to prove stochastic dominance in the context of balls-and-bins in [2] and [3] . But first we need some more notation.
Denote by ϕi(t) the probability at time t Greedy(U , k) puts a ball in one of the i heaviest bins, where k ≥ 2. Loyal to our convention that load vectors are normalized we assume the i heaviest bins are 1, 2, . . . , i. The algorithm puts a ball into a bin in [ 
Since ϕi(t) is the same for all t we abbreviate notation and write ϕi.
Similarly, let ψi(t) denote the probability that at time t Greedy(D, d) inserts a ball into a bin in [1, i] . As before
where pj(t) is the probability the j'th heaviest bin at time t is sampled by D. Note that after each insertion of a ball we sort the bins, so the value of ψi(t) indeed may change with t. The probability Greedy(D, d) inserts a ball in bin i at time t is therefore ψi(t) − ψi−1(t). Similarly the probability Greedy(U, k) puts a ball in bin i is ϕi − ϕi−1.
Definition 2.1 (stochastic dominance). For two random variable X, Y we say that X stochastically dominates
Informally speaking X dominates Y if for every threshold X is more likely to be larger than the threshold than Y . Now, if we could prove that for every t it holds that y(t)1 x(t)1 i.e. that the random variable specifying the load of the heaviest bin obtained by Greedy(U , k) dominates the load of the heaviest bin obtained by Greedy (D, d) , then Theorem 1.1 implies the upper bound. The next lemma specifies a condition under which y(t)1 x(t)1.
Lemma 2.2. If ∀i ∈ [n] and for every time t > 0 it holds that ψi(t) ≤ ϕi then for every time t > 0 it holds that the maximum bin in Greedy(D, d) is stochastically dominated by the maximum bin in Greedy(U , k) i.e. that y(t)1 x(t)1
Proof. The proof is by a coupling argument. The processes`x(t)´t and`y(t)´t are Markov chains with transition probabilities specified by the allocation rule. A (Markovian) coupling is a Markov chain`x(t), y(t)´t in which the marginal process`x(t), ·´t is an identical copy of`x(t)´t and the marginal process`·, y(t)´t is an identical copy of`y(t)´t. The two marginal processes may depend on one another in any arbitrary way.
We need to find a coupling`x(t), y(t)´t such that on one hand each of the two marginal processes is identical to the respective random process. On the other hand we need to show that at every time t y(t)1 ≥ x(t)1. In other words we should find a coupling in which the dependency betweeǹ x(t), ·´t and`·, y(t)´t is such that y(t)1 ≥ x(t)1. Such a coupling immediately implies that the random variable x(t)1 is dominated by the random variable y(t)1. We in fact prove a slightly stronger claim. We will show that throughout the coupling y(t) is majorized by x(t).
Definition 2.3 (majorization).
For two vectors x, y each with n elements we say that y is majorized by x written x y if ∀j ≤ n it holds that
xi. We use the following coupling.
1. Pick a number α uniformly at random in [0, 1).
2. Let i be such that ϕi−1 ≤ α < ϕi. Let j be such that ψj−1(t) ≤ α < ψj(t).
3. Define e i to be the vector with 1 at the i'th location and 0 everywhere else. Set x(t + 1), y(t + 1)´t +1 :=`x(t) + e j , y(t) + e iÍ n other words, y(t + 1) is obtained by adding a ball in bin i and sorting. Similarly x(t + 1) is obtained by adding a ball in j and sorting.
It is straightforward to verify that this is indeed a valid coupling: for every t, the probability Greedy(U , k) puts a ball in bin i is ϕi − ϕi−1. The probability Greedy(D, d) puts a ball in bin j is ψj(t) − ψj−1(t).
It remains to show that throughout the coupling y(t) is majorized by x(t). We prove this by induction on t. Clearly the claim holds when t = 0. Assume that y(t − 1) is majorized by x(t − 1). At time t a ball is put in the i'th bin of y(t − 1) and in the j'th bin of x(t − 1). Since by assumption ψi(t − 1) ≤ ϕi(t − 1) ≤ α it must be that j ≥ i. The proof is therefore concluded by the following claim: Claim 2.4. Let x and y be two normalized integer vectors such that x y . If i ≤ j then x + e i y + e j where e i is the i'th unit vector and x + e i and y + e j are normalized.
Proof. Claim 2.4 is similar to Lemma 3.4 in [2] . Lemma 3.4 in [2] states that x + e i y + e i . Trivially it holds that y + e i y + e j , therefore, by the transitivity of the majorization relation we have that x + e i y + e j .
This concluded the proof of Lemma 2.2. Lemma 2.2 specifies a condition under which Theorem 1.3 could be proven. Namely, all we need to show is that ψi(t) ≤ ϕi.
Claim 2.5. For every k > 0, if d ≥ kf (α, β) then for every i ≤ n and t ≥ 0 it holds that ψi(t) ≤ ϕi.
Proof. There could be at most n α−1 αβ−1 bins with sampling probability β n , otherwise one of the remaining bins would have a sampling probability smaller than
. We prove Claim 2.5 by considering separately the case that i ≤ i * .
, so it is enough to show that for every i ≤ i * it holds that`i β n´d
Define the function G(z) := (
It is therefore enough to show that
Now consider the second case when
Again, we need to show that G(z) ≤ 1 for z ∈ [i * , n]. We know that G(i * ) ≤ 1 and that G(n) ≤ 1. We will show that G(z) has at most one local minima in [i * , n] and that
> 0. This implies that G(z) ≤ 1 in the entire range. First we find the points where G(z) ∂z = 0, we have:
and therefore
Equation (2) is linear in z and therefore there could be at most one minima or maxima in the range. It remains to show that
> 0. Indeed, substituting in Equation (2) we see that . First we show that if α > 1 then α < f (α, β) for β ∈ (1, ∞]. Clearly it holds that lim β→∞ f (α, β) = ∞. Using L'Hopital's rule we have:
It is therefore enough to show that the derivative
is positive. We have f (α,β) ∂β < 0 iff f (α, β) < α. Now since lim β→∞ f (α, β) = ∞ if there had been a value for β for which f (α, β) < α then there must be a value of β for which on one hand f (α, β) < α and on the other hand f (α,β) ∂β > 0 which implies, in contradiction that f (α, β) > α. We conclude that in the range β ∈ (1, ∞] it must be that f (α, β) > α. Similar arguments show that f (α, β) < αβ.
This concludes the proof of Claim 2.5
Now, since k ≥ 2, Claim 2.5 and Lemma 2.2 imply the upper bound of Theorem 1.3 for the case d ≥ 2f (α, β).
A Tight Upper Bound
In this section we sketch how the upper bound in Theorem 1.3 could be sharpened to the case d ≥ (1+ )·f (α, β). In order to do that we define a new algorithm Greedy(U , 1 + ). The algorithm Greedy(U, 1 + ) inserts m balls sequentially where each round the probability a ball is inserted to one of the ith most heavy bins is exactly`i n´1 + . Note that since 1 + is not an integer there is no immediate way to implement Greedy(U, 1 + ) as a 1-out-of-d algorithm. Rather, the algorithm needs to take into account the load on all bins in order to sample the bin which receives the ball. Thus, Greedy(U, 1 + ) is a not a good algorithm to run in practice.
It is used as a tool to prove the effectiveness of Greedy(D, d).
The idea is to show on one hand that Greedy(U , 1 + ) produces a balanced allocation and on the other hand that Greedy(U, 1 + ) is majorized by Greedy (D, d) . The majorization part is straightforward. Note that in the proof of Lemma 2.2 and Claim 2.5 we did not use the assumption that d ≥ 2 and in fact the proof holds for any positive d. The only place the integrality of d was assumed was in Theorem 1.1. Thus, in order to sharpen the upper bound it suffices to prove the following lemma.
Lemma 2.7. For every > 0, after throwing m balls into n bins using Greedy(U , 1+ ) , the most loaded bin has m/n+ log log n/ log(1 + ) + O(1) balls with probability 1 − o(1/n).
Proof Sketch:. The idea of the proof is the observation that the proof of Theorem 1.1 in [3] doesn't in fact require that d be an integer and carries on without modifications as long as d > 1. The proof in [3] is long and technical, in this sketch we will not repeat it but rather point out the main techniques and demonstrate why it doesn't depend on the integrality of d. The proof of Theorem 1.1 relies on two main lemmas.
The first lemma proves Theorem 1.1 for the case where the number of balls is polynomial in the number of bins. This is done via a layered induction technique, which is a generalization of the technique used in [2] . While the proof in [3] is very technical, it relies on the techniques of [2] , for which it is fairly simple to see that the proof doesn't require d to be an integer: Let bi be an upper bound on the fraction of bins which have i balls or more throughout the process. The observation that lies in the heart of the proof in [2] is that in order for a ball to land in height i + 1 or more, all d choices must be of height i or more, therefore the probability a ball is of height i + 1 or more is at most b d i . Note that this is true even if d is not an integer; i.e. the probability Greedy(U , 1 + ) puts a ball in height ≥ i + 1 is at most b 1+ i . Now, given that there are n balls we have that the expected number of balls of height ≥ i+1 is at most nb we have that b log d log n < 1. We ignore in this sketch many technical issues, but they do not affect the main observation.
The second lemma is the main tool in the reduction from an arbitrary large m to m < poly(n). The reduction is done via an iterative process of sharpening a week upper bound. Before we discuss the second lemma we note that the initial weak bound showing that w.h.p the max load is at most m n + q m log n n is true for the single process algorithm, and therefore by a straightforward majorization argument holds for Greedy(U , 1 + ) as well.
The main lemma used in the reduction is a short memory lemma, showing that if the current configuration has a max − min gap of ∆ then after throwing ∆poly(n) more balls the original configuration is "forgotten". The short memory lemma is proven via a coupling argument showing the rapid mixing of the Markov process which underlies the multiple choice paradigm. The sole property the coupling proof relies on is that the allocation process is biased towards the light bins, where this bias is polynomial; i.e. Pr[ball falls in bin i+1] ≥ Pr[balls fall in bin i]+1/poly(n). This property clearly holds with Greedy(U , 1 + ) :
Let i be the probability the algorithm inserts a ball in bin i,
We conclude that the proof of Theorem 1.1 in [3] in fact implies Lemma 2.7 as well and refer to [3] for more details.
APPLICATIONS OF THE RESULT
Assume a distributed storage system is composed of n servers and say we have a hashing scheme that samples each server with equal probability. Say that once in a while the capacities of servers in the market increase by a factor of 5, in which case half of the old servers are replaced by the stronger servers. Theorem 1.3 tells us exactly how many choices should be used in order for the two choice paradigm to be effective. If there are n new servers and n old servers and each new server should simulate 5 servers then all in all there are 6n servers. An old server is sampled with probability so β = 3. The probability a new server is sampled is also . But each new server simulated 5 servers, so the probability a simulated server is sampled is so α = 5/3. Now we have that f (α, β) ≈ 2.58. Theorem 1.3 implies that if Greedy(U , 3) is used then we can have an allocation in which the new servers have 5 times more data than old ones. If Greedy(U , 2) is used, then the old servers will hold more than 1/6 of the data items and the allocation will not accommodate the heterogeneous nature of the system. Note that the number of choices is affected not only by the gap in capacity, but also by the decision policy to replace half of the servers each time. If less than half of the servers are replaced then more choices are needed. We conclude that in terms of load balancing, it is beneficial to replace as many servers as possible.
In Figure 3 we plot the result of a simulation done with n = 500, α = 3, β = 5. So f (α, β) = 5.78. The horizontal axes measures the number of balls per bin and the vertical axes measures the gap between the maximum bin and the average. Indeed, as Theorem 1.3 predicts, when d = 5 the gap between the most loaded bin and the average bin increases as the number of balls increases. With 200 balls per bin the maximum bin has 256 balls, with 500 balls per bin the maximum bin has 638 balls . When the number of choices was increased by one to be d = 6, the gap between maximum and average remained 3 even when the number of balls per bin is 1000. The purpose of this simulation is to demonstrate that a poor choice of d may result in a strikingly unbalanced allocation. The conclusion system designers should take from this note is that if the multiple choice paradigm is to be used in a heterogenous environment the number of choices d is a crucial parameter which depends on the amount of heterogeneity of the system.
