Abstract. We prove that for any E ⊂ R 2 , dim H (E) > 1, there exists x ∈ E such that the Hausdorff dimension of the pinned distance set ∆ x (E) = {|x − y| : y ∈ E} is no less than min 
1. Introduction 1.1. Falconer distance conjecture and pinned distance problem. Falconer distance conjecture [3] is one of the most famous open problems in geometric measure theory, which states that for any compact set
, its distance set ∆(E) = {|x − y| : x, y ∈ E} has positive Lebesgue measure.
Throughout this paper we use dim H to denote Hausdorff dimension. Also dimension refers to Hausdorff dimension unless stated otherwise.
A stronger version of Falconer distance conjecture is the pinned distance problem, which asks whether there exists x ∈ E such that the pinned distance set ∆ x (E) = {|x − y| : y ∈ E} has positive Lebesgue measure.
The L
2 -method. One direction to study these problems is to investigate how large dim H (E) needs to be to ensure that ∆(E), ∆ x (E) have positive Lebesgue measure. In this paper we focus on the pinned version. In fact the best currently known results on distances and pinned distances match.
Given a probability measure µ E on E, one can define a natural measure ν x on ∆ x (E) by
To show the support of ν x has positive Lebesgue measure, it suffices to show the Radon-Nikodym derivative
p for some p > 1. When p = 2, the author [6] discovered the following identity, 
whose right hand side is closely related to Fourier restriction in harmonic analysis.
With the help of this L 2 -method, the best currently known dimensional threshold to ensure |∆ x (E)| > 0 for some x ∈ E, as well as the best to ensure |∆(E)| > 0, is 
As a remark, Guth-Iosevich-Ou-Wang's argument in the plane is a variant of the L 2 -method. They first decompose µ E = µ E,good + µ E,bad , then show µ E,bad is negligible and was the previous best known result in the plane, followed by (1.2) and a spherical averaging estimate of Wolff [9] . We will discuss more about Guth-IosevichOu-Wang's argument in Section 2.
1.3. Dimension of (pinned) distance sets. Another direction to study (pinned) distance sets is, given
, one can investigate dimension of ∆ x (E), ∆(E). There is a natural way to apply the L 2 -method to dimension of (pinned) distance sets. To show dim H (∆ x (E)) τ (similarly for dim H (∆(E))), it suffices to show the τ -energy integral of ν x ,
is finite. If one studies (1.2) via harmonic analysis, it is very easy to transfer arguments from
-norm. In dimension 3 and higher, this method is still the best. In the plane, better results follow from investigating coverings and local structure of sets in different scales. The best currently known results, especially when dim H (E) is close to 1, are due to Keleti and Shmerkin [5] , who proved
( 1.5) 1.4. A question raised by Guth, Iosevich, Ou and Wang. As we remarked right after (1.3), authors in [4] decompose µ E = µ E,good + µ E,bad and consider the L 2 -norm of ν x,good := d x * (µ E,good ). It is pointed out in the Appendix of [4] that neither ν x,good is supported on ∆ x (E), nor ν x,bad is negligible on energy integrals. Therefore, although good estimates on I τ (ν x,good ) still follow naturally, it does not imply any result on dim H (∆ x (E)). If it had worked, it would follow that for any
for some x ∈ E, which improves (1.5) when dim H (E) > 1, and in particular improves
Therefore it is reasonable to expect (1.6) to hold. In this paper we give a positive answer to this expectation.
Denote dω r as the normalized surface measure on rS d−1 . Also denote dω = dω 1 .
f (ξ) := e −2πix·ξ f (x) dx denotes the Fourier transform.
Denote d x (y) = |x − y|.
Review of Guth-Iosevich-Ou-Wang's argument
Given E ⊂ R d , it is well known that for any s E < dim H (E), there exists a probability measure µ E on E, called a Frostman measure, such that
It is not hard to check that for any s < s E , the s-energy integral of µ E ,
is finite. For more details, see, for example, [7] , Section 2.5.
. What Guth, Iosevich, Ou and Wang proved is: there exists a constant c = c(s E , s F ) > 0 such that for any large fixed number R 0 > 0, one can decompose µ E = µ E,good + µ E,bad such that
We make the following remarks.
(i) The conditions dim H (E) > 1, dim H (E) + dim H (F ) > 2 come from Orponen's radial projection theorem [8] , which plays an important role in the proof of (2.3).
In [4] authors focus on the case E = F so dim H (E) > 1 is good enough. (ii) In their statements they didn't write out exponents on R 0 explicitly. But it is very easy to track from their proof. (iii) (2.3), (2.4) still hold if µ E is replaced by µ δ E , δ −1 ≫ R 0 . In their proof,
where each T j is a class of (2 j R 0 )
+ǫ × 1 tubes and the essential support of
Now let us consider µ δ E . Since µ δ E is essentially supported on B(0, δ −1 ), we only need to consider j < − log(δR 0 ). This means, compared with the original case, we have fewer bad tubes to worry about. This would imply that (2.3) still holds. For (2.4), indeed
and their proof implies
Determine dimension of pinned distance sets
We shall use the following criteria to determine dimension of pinned distance sets. This idea is now standard in geometric measure theory. However it was never combined with harmonic analysis and the L 2 -method.
for any
where k > K, M 2 kτ are arbitrary integers and each I j is an arbitrary interval of Denote
We may assume N >
Since
On the other hand, when N > K the assumption in Lemma 3.1 implies
which is a contradiction when N is large enough so that 2 −N β < inf k 0 2 kβ 100(k+1) 2 .
4. Proof of Theorem 1.1
We can always find
Therefore we may assume dist(E, F ) 1.
To prove Theorem 1.1, it suffices to show for µ F -a.e. x ∈ F , we have
Let β > 0 be a small number that will be specified later. Denote F k as a subset of F which consists of points x ∈ F who admits some
Proof of Claim. Notice the right hand side equals
Fix y and integrate u first. Since B(x − y,
as desired.
With the claim above and our definition of F k , it follows that
which is bounded above by
Together with (4.1) it follows that
Since every D k can be covered by 2 kτ intervals of length ≈ 2 −k , we have
+ǫ dξ, Above all,
By the Borel-Cantelli Lemma, the condition in Lemma 3.1 is satisfied for µ F -a.e. x ∈ F . Hence by Lemma 3.1, dim H (∆ x (E)) τ for µ F -a.e. x ∈ F , which completes the proof.
