In this paper, a joint-distribution algorithm, mainly, the evolutionary spectrum (ES) for audio signal discrimination is proposed and discussed. The purpose of audio signal discrimination is to build two different libraries: speech library and music library, from a stream of sounds. In general, the classification algorithms can be divided into three approaches: time-domain, frequency-domain, and time-frequency domain approaches. The first two approaches were discussed thoroughly in literature; however, the third approach
Introduction
The problem of discriminating audio signals has become increasingly important and it has been applied to more real-world multimedia domains [1] [2] [3] [4] [5] [6] . Due to the new techniques of analysis and synthesis of speech signals, the musical signal processing has gained particular weight [7, 8] , and therefore, the classical sound analysis techniques are used in processing music signals. There are many kinds of music such as Classical, Rock, Pop, Disco, Jazz, Country, Latin, Electronic, Arabic, and so on [9] . As audio signal characteristics are changing with time, they are considered non-stationary signals; therefore, the classical stationary signal analysis approaches do not reflect the actual behaviour and cannot deal accurately with these types of signals. Due to this property, we propose using the timefrequency distributions to reflect their properties. This paper is organized as follows. In Section 2, a summary of audio signals properties is given and a list of approaches used in discrimination is mentioned. In Section 3, audio signal analysis using the evolutionary spectrum (ES) approach is introduced and discussed. In Section 4, simulation results and a comparison with other approaches are presented, and then the results are concluded in Section 5.
Audio Signals Discrimination

Audio Signal Properties
In this section, we briefly mention some of the main differences between music and speech signals. These differences can be summarized as follows: tonality [10] [11] [12] , alternative sequence [13] , bandwidth and power distribution [14] , fundamental frequency, dominant frequency, and excitation patterns [15] , tonal duration, energy sequences, and zero-crossing rate (ZCR ) [15] , and consonants [16] . The audio signal discrimination approaches can be classified into three categories: (1) time, (2) frequency, and (3) time-frequency domains. El-Maleh [17, 18] has developed a two-level music and speech classifier and used long-term features such as differential parameters, variance, time averages of spectral parameters, and zero crossing. Saunders [15] has also proposed a two-level algorithm for discrimination based on the average ZCR and energy features, and applied a simple threshold procedure. Matityaho and Furst [19] have developed a neural network-based model for classification of music type. They have designed their model based on human cochlea functional performance. Hoyt and Wecheler [20] have also developed a neural network-based model for speech detection, but they have used Hamming filter, Fourier transform and a logarithmic function in preprocessing before neural network input. They have used a simple threshold algorithm to detect speech from music, traffic, wind, or any interfering sound. Also, they have suggested another wavelet transform feature as an option of pre-processing to improve the performance. Their work is similar to the work done by Matityaho and Fursts [19] . Scheirer and Slaney [21] have examined 13 features, some of them are modification of each other, intended to measure conceptually distinct properties of speech and/or music signals, and combined them in several multidimensional classification frameworks.
They concluded that using long-term features, like cepstrum pitch or spectral centroid, consumes large de-lay without worth increase in overall discrimination precision. Tzanetakis and Cook [22] have worked on classifying audio signals using the discrete wavelet transform (DWT). They have compared their results with short time fourier transform (STFT) and Mel-frequency cepstral coefficients (MFCC) methods using three different sets of audios, speech/music, classical, and voices. They have also presented a technique for detecting the beat attributes of music.
Audio Signal Discriminators
In general, the music and speech discrimination process found in literature can be classified, briefly, into the following algorithms: (1) time-domain approaches [13-15, 18, 19, 21, 23-26] , such as the ZCR, the STE, the ZCR, and the STE with positive derivative, the variance of the roll-off feature, the pulse metric, the number of silent segments, the hidden Markov model (HMM) unit, and the neural networks; (2) frequency-domain approaches [14, 23, [27] [28] [29] [30] [31] [32] , such as the spectral centroid, the mean and variance of the spectral flux, the mean and variance of the spectral centroid, the roll-off of the spectrum, the bandwidth of signal, the amplitude, and the delta amplitude, the cepstral residual, the variance of the cepstral residual, cepstral feature, the pitch, and the delta pitch; (3) time-frequency domain approaches such as the wavelet [22] , where these timefrequency approaches have not been tested thoroughly. As audio signals are considered non-stationary, in general, the time or frequency-domain approach alone may fail in reflecting the behaviour of such signals correctly, therefore, the joint-distribution approach, mainly, the ES [33, 34] , is proposed and will be discussed and tested.
Evolutionary Spectrum
In this section, a brief mathematical introduction on the ES is introduced. First, the spectral representation of a stationary signal may be viewed as an infinite sum of sinusoids with random amplitudes and phases:
where Z(ω) is the process with orthogonal increments i.e.:
and S(ω) is the spectral density function of e(n). The family of constant amplitude sinusoids is however not appropriate for characterizing non-stationary processes, like speech. In the Wold-Cramer decomposition [32] , a discrete-time non-stationary process {x(n)} is considered the output of a casual linear, and time-variant (LTV) system with a zero-mean, unit-variant white noise input e(n), i.e.:
where h(n, m) is the impulse response of the LTV system. Substituting e(n) from (1) into (3) (S(ω) = 1 for white noise) we get:
where the generalized transfer function of the LTV system is defined as:
A non-stationary process can thus be expressed as an infinite sum of sinusoids with random, time-varying amplitudes and phases. As the instantaneous variance of x(n) is given by [33] :
the Wold-Cramer ES is defined as:
Simulation Results
Applying the ES to a set of 500 samples of speech and to a set of 500 samples of music signals, 2.5 s each, with a sampling rate of 22,050 Hz, we get the results shown in Table 1 . Error (%) 0.6 1 Table 1 shows an error of 8 samples out of 1,000 samples, i.e., an error of 0.08%. The ES feature vector used in Table 1 can be constructed as follows: A block diagram showing the processing flow is shown in Fig. 1.  Figs. 2 and 3 show the averaged ES of 500 speech samples and 500 music samples, respectively. From Figs. 2 and 3 , we observe that the averaged ES could be considered a useful tool for discriminating music from speech signals. The figures show that the distribution of energy in timefrequency domain for speech is different from that of music. A comparison with a set of recently proposed speech/music discrimination and general audio classification schemes are summarized in Table 2 . A list of the related work is cited in the first column. Columns two and three show the features and classifiers used in each work, whereas column four lists the percentage of the classification process. Schuller et al. have also carried out an intensive work on music/speech discrimination [43] [44] [45] [46] [47] . Their method is based on Low-Level-Descriptors 7k + hi-level-features, and they have tested different types of music signals from different databases. They used genetic algorithm-based search through possible feature space.
This result is expected because the ES is able to reflect the non-stationarity property of the audio signal. Although the time-frequency distributions are good in discriminating music from speech signals, the main disadvantage of these tools is the cost of their computations; therefore, they may be used in off-line analysis.
Conclusions
The purpose of audio signal discrimination is to build two different libraries: speech library and music library, from a stream of sounds. In this paper, a joint-distribution algorithm, mainly, the ES was proposed and discussed. In general, the classification algorithms can be divided into three categories: time-domain, frequency-domain, and timefrequency domain approaches. The first two approaches were discussed thoroughly in literature; however, the jointdistribution approaches have not been yet tested for this type of discrimination. As audio signals are considered non-stationary, in general, the time or frequency-domain approach alone may fail in reflecting the behaviour of such signals correctly. Therefore, in this paper, the ES was proposed and discussed. To show the effectiveness of the proposed algorithm, some simulations and comparisons with classical methods were done. In our future work, we aim at investigating more time-dependent features. Also we aim at investigating the music/speech separation process.
