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Abstract
In the first part we expose the notion of continued fractions in the matrix case. In this paper
we are interested in their connection with matrix orthogonal polynomials. In the second part
matrix continued fractions are used to develop the notion of matrix Chebyshev polynomials.
In the case of hermitian coefficients in the recurrence formula, we give the explicit formula for
the Stieltjes transform, the support of the orthogonality measure and its density. As a corollary
we get the extension of the matrix version of the Blumenthal theorem proved in [J. Approx.
Theory 84 (1) (1996) 96]. The third part contains examples of matrix orthogonal polynomials.
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1. Introduction
1.1. Scalar case
The continued fraction associated to the classical moment problem was first in-
troduced by T. Stieltjes in his famous memoir [20]. Then it was developed by Ham-
burger [15]. Hamburger also proved that its complete convergence is equivalent to
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determinacy of the moment problem. Continued fractions appeared also in [2,18].
More information about the history of this concept can be found in [2,5,6,17,22].
Let σ be a Borel measure on R and {mn}∞n=0 the sequence of moments of σ , i.e.
mn =
∫ +∞
−∞
tn dσ(t).
Let pn(t) be the polynomials of degree n, respectively, orthogonal with respect to the
measure σ . They are known to satisfy the following recurrence relation (cf. [2,15],
etc.):
tpk(t) = ak+1pk+1(t)+ bkpk(t)+ akpk−1(t). (1)
A second solution of the difference equation (1) is usually denoted by qn(t) (they are
the so-called polynomials of the second kind) and they are given by
qn(x) =
∫ +∞
−∞
pn(x)− pn(t)
x − t dσ(t).
The associated continued fraction of Grommer type1 [18] is given by
1
z− b0 − a
2
1
z−b1− a
2
2
z−b2−···
, (2)
where an, bn are the coefficients of the recurrence relation (1). The approximation
fractions of (2) are usually known as convergents qn(z)/pn(z) (cf. [2]).
The continued fraction (2) is called completely convergent with limit w(z) at a
point z ∈ C if
lim
n→∞
qn(z)t + qn−1(z)
pn(z)t + pn−1(z) = w(z)
uniformly for t ∈ R. Hamburger proved that the associated continued fraction is
completely convergent for all z ∈ C\R iff the corresponding moment sequence is
determinate, and in that case the limit is
w = −
∫ +∞
−∞
dσ(t)
t − z .
1.2. Orthogonal matrix polynomials
We consider a positive definite N ×N-matrix valued measure  (for any Borel
set E ⊂ R, (E) is a positive definite numerical matrix). Let  have all its moments
finite, i.e. the matrix integrals∫ +∞
−∞
tnd(t)
1 Grommer type is also known as J-fraction.
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exist for t = 0, 1, 2, . . . In the space of matrix valued polynomials we consider an
“inner” product (cf. [4,10]):
〈P,Q〉 =
∫ +∞
−∞
P(t) d(t)Q(t)∗.
Let {Pn}∞n=0 be a system of matrix valued polynomials “orthogonal” with respect to
the measure , i.e.
〈Pn, Pm〉 = δn,mI,
where I stands for the identity N ×N-matrix. As in the classical case, the polyno-
mials Pn satisfy a three-term recurrence relation
tPk(t) = Ak+1Pk+1(t)+ BkPk(t)+ A∗kPk−1(t), (3)
where An are the invertible matrices and Bn hermitian ones (cf. [3,8]). Let {Qn}∞n=0
be the polynomials of the second kind associated with the recurrence formula (3).
As in the scalar case they satisfy
Qn(x) =
∫ +∞
−∞
Pn(x)− Pn(t)
x − t d(t).
We also have:
Fact 1.1. The polynomials Pn(x), Qn(x) span the space of solutions of (3), i.e. all
solutions are of the form Pn(x)A+Qn(x)B for some matrices A, B.
1.3. Matrix continued fractions
The continued fraction associated to (3) (or equivalently to the measure ) is
given by
1
z− B0 − A1 1
z−B1−A2 1z−B2−···A
∗
2
A∗1
, (4)
where 1/X denotes the inverse matrix of X.
Matrix continued fractions of different types were studied by many authors (cf.
[3,7,14,19,21]). In [1,3,14] there are proofs of convergence and explicit formulas for
nth approximants in some cases. In [3] the following theorem was stated (we present
our proof below).
Theorem 1.2 [3]. The approximation fraction of (4) (so-called nth approximant) is
equal to
1
z− B0 − A1 1
z−B1−···−An 1z−Bn A∗n···
A∗1
= Pn+1(z)−1Qn+1(z).
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Remark 1.2.1. The order of multiplicationPn(z)−1 byQn(z) cannot be interchanged
(see [9]).
Before we start the proof of Theorem 1.2 we show the following lemma.
Lemma 1.3. Let (z) /= 0. If Bn are hermitian for all k, n = 0, 1, 2, . . . , k  n,
then all the expressions
Ak
1
z− Bk − · · · − An 1z−BnA∗n · · ·
A∗k,
are invertible.
Corollary 1.3.1. The nth approximant of the continued fraction (4) is well-defined
for (z) /= 0.
Proof. Step 1. Let (z) > 0. If i(B − B∗) is non-negative, then both matrices (z−
B)∗(z− B), (z− B)(z− B)∗ are strictly positive and invertible. Indeed,
(z− B)∗(z− B)=((z)− B)∗((z)− B)
+i(z)(B − B∗)+ 2(z)  2(z) > 0.
The proof for (z− B)(z− B)∗ follows in the same way. In this case z− B is also
invertible and its inverse is equal to
1
z− B =
1
(z− B)∗(z− B)(z− B)
∗.
Indeed, let X = ((z− B)∗(z− B))−1(z− B)∗. Of course X(z− B) = Id. On the
other hand,
(z− B)(z− B)∗ = (z− B)Id(z− B)∗ = (z− B)X(z− B)(z− B)∗.
So by invertibility of (z− B)(z− B)∗ we get Id = (z− B)X.
Step 2. Let (z) > 0 and i(B − B∗) be non-negative. If C = (z− B)−1, then
i(C − C∗) is non-negative. Indeed,
i
(
1
z− B −
1
(z− B)∗
)
= 1
z− B (2(z)+ i(B − B
∗)) 1
(z− B)∗  0.
Step 3. Now repeating steps 1 and 2 with the sequence Bn we obtain the
lemma. 
We proceed now with a weaker version of Theorem 1.2.
Theorem 1.4. Let (z) /= 0. Denote by Tn(z) the nth approximant of (4), i.e.
Tn(z) = 1
z− B0 − A1 1
z−B1−···−An−1 1z−Bn−1 A
∗
n−1···
A∗1
.
Then Qn(z) = Pn(z)Tn(z).
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Proof. By a straightforward computation one can show that P1(z)T1(z) = Q1(z).
Now we will continue the proof by induction with respect to n. Fix n  2 and assume
that Pn(z)Tn(z) = Qn(z). From (3) we get
AnPn(z)Tn(z) = AnQn(z).
Hence(
(z− Bn−1)Pn−1(z)− A∗n−1Pn−2(z)
)
Tn(z)
= ((z− Bn−1)Qn−1(z)− A∗n−1Qn−2) .
We have
Tn+1(z) = 1
z− B0 − · · · − An−1 1
z−Bn−1−An 1z−Bn A∗n
A∗n−1 · · ·
.
If we replace Bn−1 by Bˆn−1 = Bn−1 + An(z− Bn)−1A∗n, we get Tˆn = Tn+1. Thus(
(z− Bˆn−1)Pn−1(z)− A∗n−1Pn−2(z)
)
Tˆn(z)
=
(
(z− Bˆn−1)Qn−1(z)− A∗n−1Qn−2
)
.
Hence(
(z− Bn−1 − An(z− Bn)−1A∗n)Pn−1(z)− A∗n−1Pn−2(z)
)
Tn+1(z)
=
(
(z− Bn−1 − An(z− Bn)−1A∗n)Qn−1(z)− A∗n−1Qn−2
)
.
So (
AnPn(z)− An(z− Bn)−1A∗nPn−1(z)
)
Tn+1(z)
=
(
AnQn(z)− An(z− Bn)−1A∗nQn−1(z)
)
.
Hence(
(z− Bn)Pn(z)− A∗nPn−1(z)
)
Tn+1(z) =
(
(z− Bn)Qn(z)− A∗nQn−1(z)
)
,
that is
An+1Pn+1(z)Tn+1(z) = An+1Qn+1(z).
Now by the assumption on invertibility of An+1 we get the theorem. 
As a corollary we get the following result first proved by Duran and Lopez-
Rodriguez [12]. Our proof is different and uses continued fractions (it recalls Theo-
rem 1.4) instead of Jacobi matrices.
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Corollary 1.4.1 [12]. All zeros of the matrix orthogonal polynomials Pn,Qn are real,
i.e. the matrices Pn(z), Qn(z) are non-singular for all z ∈ C\R and n = 0, 1, . . . (cf.
[12,13]).
Proof. It is enough to show that v∗Pn(z), v∗Qn(z) /= 0 for all v ∈ C\{0}. From
Theorem 1.4 and by invertibility of Tn(z) we get that v∗Pn(z) = 0 iff v∗Qn(z) = 0.
Assume now on the contrary that there exists v0 ∈ C\{0} such that v∗0Pn(z) and
v∗0Qn(z) are null-vectors. But Pn(z) and Qn(z) form a basis (in a matrix sense)
for the space of all solutions of a difference equation given by formula (3). Hence
v∗0Pn(z) and v∗0Qn(z) cannot both be equal to 0. 
Proof of Theorem 1.2. This is a consequence of Theorem 1.4 and Corollary 1.4.1.

In the following we will need a matrix version of Markov’s theorem proved by
Duran [9] (Theorem 1.1).
Theorem 1.5 [9]. Let  be determinate. Then for all z ∈ C\supp there exists the
limit
lim
n→+∞P
−1
n (z)Qn(z) = −
∫ +∞
−∞
d(t)
t − z .
Corollary 1.5.1. Let  be determinate. Then the associated continued fraction (4)
is convergent and the limit is equal to
1
z− B0 − A1 1z−B1−···A∗1
= −
∫ +∞
−∞
d(t)
t − z .
In a forthcoming paper we are going to prove more general facts about relations
between the convergence of (4) and the determinacy of the measure  by developing
ideas contained in [15].
2. Matrix Chebyshev polynomials
2.1. Introduction
Matrix Chebyshev polynomials UA,Bn (x) of the second kind, where A, B are her-
mitian, were introduced and investigated by Duran [11]. They are known to satisfy
the recurrence formula
tU
A,B
k (t) = AUA,Bk+1 (t)+ BUA,Bk (t)+ AUA,Bk−1 (t). (5)
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In [11] the Stieltjes transform of the orthogonality measure for A hermitian ap-
peared. Moreover, in the case of A positive definite the support and the explicit for-
mula for the orthogonality measure were given.
We are now going to investigate the properties of Chebyshev polynomials UA,Bn ,
i.e. polynomials satisfying the recurrence formula (5). Using matrix continued frac-
tions allows us to consider the case where A, B are both hermitian, A invertible but not
necessarily positive definite, which is a wider class than that considered by Duran.
Denote by dWA,B(x) the corresponding orthogonality measure and let
FA,B(z) =
∫ ∞
−∞
1
t − z dW
A,B(t)
be its Stieltjes transform.
Theorem 2.1. Let z be a complex number such that σ(A−1(z− B)) ∩ [−2, 2] = ∅.
Then
FA,B(z) = 1
2π
∫ 2
−2
√
4 − t2 1
At + B − zI dt. (6)
Remark 2.1.1. In [11] the Stieltjes transform FA,B , for A hermitian but not neces-
sarily positive definite, appeared in the form
FA,B(x)= 1
2
A−1(x − B)A−1 − 1
2
A−1(B − x)1/2
×
[
1−4(B−x)−1/2A(B−x)−1A(B−x)−1/2
]1/2
(B − x)1/2A−1
for x real and less than the minimal eigenvalue of B. Unfortunately, the author was
unable to give an explicit analytic continuation of FA,B which would allow him to
find out the spectrum of the orthogonality measure WA,B in this case.
Proof of Theorem 2.1. In the case of constant coefficients in the recurrence formula
the orthogonality measure is determinate. Hence its Stieltjes transform satisfies
FA,B(z) = − 1
z− B + AFA,B(z)A. (7)
We get the following system of equations:
FA,B(z)AFA,B(z)A+ FA,B(z)(z− B)+ I = 0,
AFA,B(z)AFA,B(z)+ (z− B)FA,B(z)+ I = 0. (8)
Put
H(z)=FA,B(z)A, (9)
D(z)=A−1(z− B). (10)
Then (8) is equivalent to
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H(z)2 +H(z)D(z)+ I = 0,
H(z)2 +D(z)H(z)+ I = 0. (11)
This shows that H(z) and D(z) commute. Hence H(z) can be expressed in terms of
D(z). We can rewrite (11) in the form(
H(z)+ 12D(z)
)2 = 14D(z)2 − I.
Hence
H(z) = 12D(z) (G(z)− I ) ,
where
G(z)2 = I − 4D(z)−2
and G(z) and D(z) commute.
Let g(z) = √1 − 4/z2, where the square root is taken in a natural way, i.e. it is
positive for z’s real and positive. g is analytic for z ∈ C\[−2, 2] and
g(z) = 1 − 2z−2 −
∞∑
n=2
2n
(2n− 1)!!
n! z
−2n
for |z| > 2. Let now R be a real number such that ‖D(z)−1‖ < 2 for |z| > R. The
matrix function g(D(z)) defined for |z| > R is analytic and moreover tends to the
identity matrix as z tends to infinity.
The Stieltjes transform FA,B is an analytic function and tends to zero as z tends
to infinity. Hence H(z) has the same behavior. So the function G(z) is analytic and
tends to the identity matrix as z tends to infinity. Hence we have G(z) = g(D(z)) for
|z| large enough.
Let now h(z) = 12z(g(z)− 1) for z ∈ C\[−2, 2]. For |z| large enough we have
H(z) = h(D(z)). We can express H(z) in the integral form (cf. [16])
H(z) = 1
2i
∮
z
h(t) (t −D(z))−1 dt, (12)
where z is any simple closed rectificable curve contained in C\[−2, 2] and strictly
enclosing all the eigenvalues of D(z). Using (12) we can extend the function H(z)
analytically to all z ∈ C such that σ(D(z)) ∩ [−2, 2] = ∅ and this is its maximal
analytic domain.
From (9) we get
FA,B(z) = 1
2i
∮
z
h(t) (t −D(z))−1 dt A−1.
Hence
FA,B(z) = 1
2i
∮
z
h(t)
1
At + B − z dt.
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By analyticity of h(z) at infinity we can pull down the curve z to the interval
[−2, 2]. Hence
FA,B(z) = 1
2i
∫ 2
−2
limε→0+ (h(t + iε)− h(t − iε))
At + B − zI dt.
But
lim
ε→0+
(h(t + iε)− h(t − iε)) = i
√
4 − t2,
which gives formula (6).
It remains only to prove the equality of domains of analycity. Formula (6) holds
for every z ∈ C such that no eigenvalue of D(z) is contained in the interval [−2, 2].
This follows from the analytic properties of the function h(z). But we had to choose
its analytic domain to be C\[−2, 2], otherwise FA,B fails to be analytic for all z ∈
C\R. Hence (6) holds for all z such that σ(D(z)) ∩ [−2, 2] = ∅. 
2.2. Orthogonality measure WA,B
Before we continue with matrix Chebyshev polynomials, we state the following
lemma.
Lemma 2.2. Let A, B be hermitian matrices and A be invertible. Then for all t ∈ R
the following holds:
At + B = U(t)(t)U(t)∗,
where U(t) is unitary matrix and
(t) = (λk(t))Nk=1
is a diagonal one. Moreover, #λ−1k ({x})  N for every x ∈ R.
Proof. The matrix At + B is hermitian for all t ∈ R. Hence it is diagonalizable by
unitary matrix. Moreover,
λ−1k ({x}) ⊂ {t | det (At + B − x) = 0}.
But det(At + B − x) = detA det(t + A−1B − xA−1) and the expression on the
right-hand side is a polynomial of degree N in the variable t. So it can have at most
N different zeros. 
Corollary 2.2.1. Let µk be the measure on the real line given by
µk(E) =
∣∣∣λ−1k (E)∣∣∣ , E ⊂ R,
where | · | denotes the Lebesgue measure, k = 1, . . . , N . Then
µk(E)  N |E| .
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Hence it is absolutely continuous with respect to the Lebesgue measure for every k.
We now can return to matrix Chebyshev polynomials.
Theorem 2.3. Let WA,B be the matrix valued measure which orthogonalizes the
polynomials UA,Bn (x). Then
(i) WA,B is supported on the set
 =
⋃
λ∈[−2,2]
σ(λA+ B) ⊂ R;
(ii) WA,B is absolutely continuous with respect to the Lebesgue measure multiplied
by the identity matrix;
(iii) The density of WA,B is equal to
dWA,B(x) = 1
2
N∑
k=1
∑
t∈λ−1k (x)∩[−2,2]
√
4 − t2
λ′k(t)
U(t)EkU(t)
∗. (13)
Proof. (i) From Theorem 2.1 we get the following inclusion:
suppWA,B ⊂ {z | σ(D(z)) ∩ [−2, 2] /= ∅}. (14)
On the other hand FA,B fails to be analytic if z ∈ σ(At + B) for some t ∈ [−2, 2].
Hence
suppWA,B ⊃ {z | ∃t ∈ [−2, 2] z ∈ σ(At + B)}.
We will show that these three sets are equal.
The inequality on the right-hand side of (14) is equivalent to
∃λ∈[−2,2] det (λ−D(z)) = 0.
By (10) we have
det (λ−D(z)) = det (λA+ B − z) detA.
This shows that z has to be an eigenvalue of λA+ B for some λ ∈ [−2, 2], i.e.
{z | σ(D(z)) ∩ [−2, 2] /= ∅} ⊂ {z | ∃λ∈[−2,2] z ∈ σ(λA+ B)}.
Moreover
{z | ∃λ∈[−2,2] z ∈ σ(λA+ B)} =
⋃
λ∈[−2,2]
σ(λA+ B) ⊂ R.
(ii) The measure WA,B can be computed from the Perron–Stieltjes inversion for-
mula:
1
2
WA,B ({a})+WA,B ((a, b))+ 1
2
WA,B ({b})
= lim
ε→0+
1
2i
∫ b
a
(
FA,B(x + iε)− FA,B(x − iε)
)
dx.
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We have
1
2i
(F (x + iε)− F(x − iε))
= 1
2i
∫ 2
−2
√
4 − t2
2
(
1
At + B − (x + iε)I −
1
At + B − (x − iε)I
)
dt
= ε

∫ 2
−2
√
4 − t2
2 (At + B − (x + iε)I ) (At + B − (x − iε)I ) dt.
For any fixed ε, denote
M(x, t, ε) =
∫ b
a
∫ 2
−2
ε

√
4 − t2
(At + B − xI)2 + ε2I dt dx.
By Lemma 2.2
M(x, t, ε) =
∫ b
a
∫ 2
−2
ε

√
4 − t2U(t) 1
((t)− xI)2 + ε2I U(t)
∗ dt dx.
The function under the integral is bounded, so we can interchange the limits of inte-
gration. Hence
M(x, t, ε) =
∫ 2
−2
√
4 − t2U(t)
(
N∑
k=1
∫ b
a
ε

dx
(λk(t)− x)2 + ε2
Ek
)
U(t)∗ dt,
whereEk denotes a matrix with 1 on the kth position on the diagonal and 0 elsewhere.
So
M(x, t, ε) =
∫ 2
−2
√
4 − t2U(t)
(
N∑
k=1
1

[
arctan
(
b + λk(t)
ε
)
− arctan
(
a + λk(t)
ε
)]
Ek
)
U(t)∗ dt.
Now taking the limit for ε tending to 0+ we get
1
2
WA,B ({a})+WA,B ((a, b))+ 1
2
WA,B ({b})
=
∫ 2
−2
√
4 − t2
2
U(t)
(
N∑
k=1
1[a,b] (λk(t)) Ek
)
U(t)∗ dt. (15)
So
∥∥∥WA,B ((a, b))∥∥∥ N∑
k=1
∫ 2
−2
√
4 − t2
2
1[a,b] (λk(t)) dt
 4N

∣∣∣λ−1k ([a, b]) ∩ [−2, 2]∣∣∣ ,
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where | · | denotes the Lebesgue measure on the real line. By Corollary 2.2.1 the mea-
sure WA,B is absolutely continuous with respect to the Lebesgue measure multiplied
by the identity matrix.
(iii) Differentiation of (15) gives (13). 
Corollary 2.3.1. The support of WA,B is a union of at most N disjoint intervals.
Remark 2.3.2. Corollary 2.3.1 improves the matrix version of Blumenthal’s theo-
rem proved by Duran [11].
3. Examples
3.1. Example I
This example shows that the assumption about self-adjointness of A cannot be
omitted. Consider the polynomials Pn(x) which satisfy the recurrence formula:
tPk(t) = APk+1(t)+ A∗Pk−1(t),
where
A =
(
0 b
a 0
)
,
and a > b > 0. The corresponding Stieltjes transform FA(z) can be obtained by
FA(z) = 1
z− A 1
z−A 1
z−... A∗
A∗
= 1
z− AFA(z)A∗ . (16)
We solved (16) with Mathematica:2
FA(z) =
(
z2+(a2−b2)
2a2z 0
0 z
2−(a2−b2)
2b2z
)
+
√
(z2 − (a − b)2)(z2 − (a + b)2)
(
1
2a2z 0
0 12b2z
)
,
which is analytic for z ∈ C\( ∪ {0}), where  = [−(a + b);−(a − b)] ∪ [a − b;
a + b] and the branch of the square root is taken in such a way that it is negative for
|z| > a + b and positive for |z| < a − b. Expanding FA(z) in a neighborhood of 0
gives
2 Mathematica 3.0.1.1x for Windows, license number L4549-7746.
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FA(z) =
(
1 − ( b
a
)2 0
0 0
)
1
z
+
∞∑
n=0
Cnz
n,
which shows that the corresponding orthogonal measure has a non-zero mass-point
at 0.
3.2. Example II
Let us consider another example:
A =
(
1 0
0 −1
)
, B =
(
0 δ
δ 0
)
for δ > 0.
In this case we get
D(z) =
(
z −δ
δ −z
)
.
D(z) has two eigenvalues: ±√z2 − δ2. Hence it is diagonalizable for all z /= ±δ.
In the same way we find the eigenvalues of λA+ B, i.e.
λA+ B =
(
λ δ
δ −λ
)
.
Hence σ(λA+ B) = {±√λ2 + δ2}, so
 = [−
√
δ2 + 4,−δ] ∪ [δ,
√
δ2 + 4].
Remark 3.0.3. As it can be seen above the set  (i.e. the support of orthogonality
measure ) in this case could not be obtained by solving the equation
det(D(z)2 − 4) = 0.
(cf. [11, Theorem 3.1]). This shows that Theorem 2.3 improves the results contained
in [11].
We used Mathematica to compute
lim
ε→0+
1
2
∫ 2
−2
ε

√
4 − t2
(At + B − xI)2 + ε2I dt.
We get
dW(x) = 1
2
√
δ2 + 4 − x2
x2 − δ2
(|x| δ
δ |x|
)
.
for x ∈ [−√δ2 + 4,−δ] ∪ [δ,√δ2 + 4].
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