Introduction
The academic discourse in economic geography has been characterised in the last decade by two key concepts: knowledge as a source of competitiveness and the region as a platform for agglomeration. The first owes its notoriety to the shift of competitive advantage from costbased to quality based (PORTER, 1990) and the rise of the knowledge based economy with emphasis on high technology industries (OECD, 1996) . In such a setting "knowledge is the most important strategic resource and learning the most important process" (Lundvall in MORGAN, 1997, p. 493) . The second was triggered by the emergence of powerful regional economies in the wake of ongoing globalisation. This phenomenon induced analysts to shift the unit of analysis from the nation to the region: "…it is cities and regions, and no longer nations that are the critical drivers of economic development" (ROBERTS and STIMSON, 1998, p. 469) The two lines of research are linked by a concept developed by the philosopher of science Michael Polanyi: tacit knowledge. This kind of knowledge is best defined as disembodied know-how that can only be diffused in personal interaction and face-to-face contacts (HOWELLS, 2002) . MASKELL and MALMBERG (1999) argue that the construction of information superhighways eliminated codified knowledge as competitive advantage because it now is ubiquitously available. Tacit knowledge however is diffused in idiosyncratic personal interaction and social networks that are not easily replicable in other locations. From these considerations a new paradigm emerged that puts collective learning processes rooted in the local community at the centre of analysis: the learning region concept. Learning regions are locations with a strong social and institutional endowment that exhibit continuous creation and diffusion of new knowledge and high rates of innovation (FLORIDA, 1995; MORGAN, 1997) .
In short, this theoretical orientation emphasises "soft" factors such as social interaction and cultural characteristics in the analysis of "hard" outcomes such as innovative production and economic development. The methodical approach relies predominantly on discursive reasoning with case studies as empirical foundation (see discussion on methodology in the special issue of Regional Studies 2003 pp. 699 -751) . Accordingly, these contributions are criticised for their conceptual confusion and lack of analytical rigour. MARKUSEN (1999) diagnoses the literature with "fuzzy concepts, scanty evidence" and asks for more rigour and policy relevance. The article proceeds as follows: section 2 provides a review of related literature, section 3 presents the data, section 4 describes the applied methods. In section 5 we present the results of the empirical analyses and section 6 concludes the paper with a discussion and suggestions for further research.
Related literature
If social interaction has an impact on innovation space becomes important as a platform for knowledge exchange. Physical proximity is the necessary prerequisite for continuous and meaningful social interaction. Based on interaction in a common location trust between persons is generated that serves as a lubricant for the diffusion and acquisition of knowledge.
The social institutions and relational infrastructure of a community determine the frequency of interactions and hence are an input in the local production of innovations not traded in markets. The "relational turn" in economic geography is defined as a "theoretical orientation where actors and the dynamic processes of change and development engendered by their relations are central units of analysis" (BOGGS and RANTISI, 2003, p. 109) 1 . The inputoutput relations in such processes are extremely complex and therefore more easily expressed in descriptive form rather than mathematical notation. The criticism expressed by MARKUSEN (1999) relative to the dearth of empirical research in relational economic geography is shared by MARTIN (1999) and RODRIGUEZ-POSE (2001) . OVERMAN (2004, p. 511) succinctly states: "On the basis of existing empirical evidence I do not think it is possible to conclude that conventions/relations are central to our understanding of economic geography and that traded interdependencies only play a limited role".
In fact, the most convincing empirical evidence for the importance of personal interaction and face-to-face contacts for economic activity does not come from economic geography but rather from innovation economics. If spatial proximity is important for social networks and for knowledge diffusion, then knowledge flows decay with distance. With the aid of a is bounded in space. The knowledge production function provides information on the impact of R&D investments of companies or research institutions to the innovative output of firms in the same location. In an overview of the literature DÖRING and SCHNELLENBACH (2006) distinguish between analyses observing aggregate data (with relation to regional density of innovations) and other focusing on micro-level data (firm data or patent citations) 2 . The results indicate that knowledge generated by universities and research laboratories of other firms spills over to firms nearby: "…there appears to be a widespread consensus that spatially confined knowledge-spillovers are an important empirical phenomenon with a significant impact on economic performance" (DÖRING and SCHNELLENBACH, 2006, p. 383) .
However, the analyses neglect to illustrate the mechanisms with which the spillovers are mediated (BRESCHI and LISSONI, 2001) . CAPELLO and FAGGIAN (2005) undertake a notable attempt to identify the sources of knowledge spillovers in an empirical analysis. They assert that collective learning is performed with relational capital 3 through three different channels: high mobility of labour force, close relationships with suppliers and customers, and spin-offs. They test this hypothesis with micro-data of a survey conducted with managers from 217 firms in Northern Italy and find that relational capital in the form of new employees hired from other firms and importance attached to cooperation with customers/suppliers exerts a positive and significant impact on the firm's innovative capacity.
CAPELLO and FAGGIAN also point out that the term relational capital bears resemblance to a concept that has become increasingly fashionable in economics: Social Capital. This kind of capital is represented by norms of reciprocity and trust that facilitate the interaction between inhabitants of a community 4 . They dismiss the adoption of the concept of Social Capital for the following reasons: "Social capital exists wherever a local society exists, while relational capital refers to the (rare) capability of exchanging different skills, interacting among different actors, trusting with each other and cooperating even at a distance with other complementary organizations" (2005, p. 77 ). Yet, the presence of Social Capital in every society by itself doesn't say anything about its effects: it may well be that local levels of trust and social networking serve as a catalyst for the transmission channels of relational capital and hence exert an indirect impact on innovative capacity of firms. Another possibility is that relational capital constitutes a dimension of Social Capital.
To explain diffusion of knowledge based on Social Capital requires an exposition of the mechanism at work. Social Capital is a broad term that encompasses many attitudes and social manifestations, but which of them foster the dissemination of information and ideas? The 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 If an individual shares a strong tie with two individuals it becomes highly likely that also these two individuals are connected with each other either by a strong or by a weak tie. This hypothesis is supported by GRANOVETTER (1973 GRANOVETTER ( , p. 1362 with cognitive balance theory and empirical evidence. GRANOVETTER goes on to introduce the concept of a bridge: "A line in a network which provides the only path between two points" (1973, p. 1364) . Given that the hypothesis before mentioned holds true and that every person has more than one close tie, it follows that only weak ties can be bridges (though not all are). Information from networks between different people can circulate through weak ties. Removing a weak tie therefore could potentially cause far more damage to transmission of knowledge than elimination of a strong tie. Individuals with integration in high-density networks will only obtain information of close friends (that quickly becomes redundant with ongoing rounds of circulation), whereas individuals with access to low-density networks can get hold of information from distant parts of the network. Hence, a social network without weak ties exhibits subcultures with high degrees of social isolation.
In a follow-up article ten years later GRANOVETTER (1983) reviews a range of empirical studies testing the weak ties hypothesis. Two analyses directly pertain to the diffusion of innovations. The first was conducted by LIN, DAYTON and GREENWALD (1978) with an experiment where participants were given the task of forwarding a booklet to designated but previously unknown target persons through a chain of personal acquaintances. In addition the participants had to indicate if the person the booklet was forwarded to was a friend or only an acquaintance (by indicating recency of contact and type of relationship). Their basic finding was that in successful chains more weak ties were utilised than in uncompleted ones. The second analysis was performed by FRIEDKIN (1980) with questionnaires to faculty members in seven biological science departments of a large American university. In these questionnaires he assessed if the respondent had talked with some other members on recent work (weak tie). If both reported talking to another the relationship was termed a strong tie.
Friedman discovered 11 local bridges in the network (whereby a local bridge is not the only but the shortest path that connects two points not directly combined). All of these 11 local In our empirical analysis we combine the methodical approach of innovation economics with the concept of Social Capital from the growth literature. This approach serves to test the hypothesis that a region that displays a high density of social interaction in networks 6 and cultural dispositions inclined towards knowledge acquisition provides superior conditions for innovative production. For a sample of European Regions we estimate a knowledge production function with indicators from the European Values Survey as independent variables.
Data
As units of investigation we choose regions from countries in the European Union. In order to ensure spatial consistency and compatibility with related work such as BOTTAZZI and PERI (2003) suggest that the regional NUTS1 dimension is appropriate for an analysis of sources of innovation. We additionally investigate the suitability of NUTS1 regions regarding the spatial limit of knowledge spillovers with an analysis of spatial autocorrelation in the error terms.
Four types of data are combined to shed light on fundamental factors in innovation processes:
patent applications as measures of new knowledge, expenses for R&D as financial input, Human Capital and Social Capital as intangible input factors. 
Patent applications and R&D expenses
Patent statistics and expenses for R&D are the most common ingredients in knowledge production function. The merits and downsides of patents as proxies for innovation output are widely discussed (see GRILICHES, 1990 ). However, they constitute the most adequate available proxy for new economic knowledge for a large-scale analysis. The expenses for R&D are surveyed from private sector, government, higher education, and private non profit institutions. The summary statistics for the selected data are reported in the Appendix A. We standardised the patent and investment statistics with the number of inhabitants in order to eliminate population dimension as possible cause of distortion.
Human Capital
In addition to data on patent applications and R&D investments Eurostat also provides This distinction is made to obtain a general indicator for Human Capital and one more specific representative for the role of technicians and engineers in innovation processes. Even though there is a strong connection between the two variables, both were selected in order to capture their combined impact. In order to comprehensively preserve the potential explanatory power offered by each we integrate both variables in the model without further analysis of the single influences.
Social Capital
Proxies older than 18 years) on a national level. The EVS provides a large sample of homogeneous data that allow for a regional analysis of the selected countries. However, the size of the regional sample differs for some countries (in particular large ones such as Germany and United Kingdom) as the study does not use a regionally stratified random sampling design.
For the majority of the regions under investigation the size is acceptable (see Appendix C).
The EVS primarily tries to survey individual attitudes and values rather than forms of
behaviour. Yet it has become a standard source of data relative to social capital used in the growth literature. would not want to have as neighbours that relates higher values to lower trust). For readability of the tables question 7 was recoded accordingly to the other variables relative to social interaction (hence, all variables are coded in a homogeneous fashion). The codification will have to be reconsidered in the interpretation of regression results in Table 4 . climate of a region and to relate it to patenting activity with the aid of a knowledge production function.
In its basic form the knowledge production function as pioneered by GRILICHES (1979) relates inputs into the R&D process to outputs. The factorial analysis performed with the EVS questions provides a clear loadings structure and allows to discern important social orientations toward knowledge acquisition and to favour the acquisition of general knowledge (proxied by knowledge of current political events), the factor "Technological and Self-Improvement" is pointed at specific knowledge in technological or other scientific areas. The capacity of local culture to establish social systems and interpersonal networks can be located in factors 2 and 3. These two factors capture networking activities of respondents: factor 2 ("Friendship Ties") consists of interaction with friends and colleagues from the work place, whereas factor 3 ("Associational Activity") relates to activity in formal groups and associations. The composition and interpretation of all factors is summarised in Table 3 . In the terminology of GRANOVETTER (1973) the relations with close friends are "strong ties" because they predominantly consist of overlapping and cohesive groups of people, whereas activities in clubs and associations are mostly performed with people that are loose acquaintances and hence "weak ties". According to the theoretical work of TURA and HARMAAKORPI (2005, p. 1118) it is important "to focus on both the bridging-and bonding-type indicators of social capital". Aggregation on a regional level is achieved by taking the averages of the individual values in the regions under scrutiny. These values are required for the analysis of the relationship between learning orientations and regional innovation.
Results

Identification of dimensions
Estimation of knowledge production function
Before computation of regional averages the factorial values were normalised to the interval Table 4 . Regarding for example "Associational Activity" a regression coefficient of -3.52 represents the elasticity of the dependent variable with respect to the independent: a 1% increase in the variable "Associational Activity" will lead to a decrease of 3.52% in patenting activity.
Bearing in mind that "Associational Activity" is inversely coded, higher activity in social interaction will bring about more innovation. The same interpretation also applies to the other factors.
Even though the estimation is performed only for annual intervals (which is rather short for the supposed long term relationship between R&D and patenting) the results are in harmony with the observation of GRILICHES (1990) that in cross sectional data the relationship between R&D investments and patents is rather strong. "The median R-squared is on the order of 0.9, indicating that patents may indeed be a good indicator of inventive output, at least in this dimension" (GRILICHES, 1990 (GRILICHES, , p. 1673 . In fact, the goodness of fit is about 0.9 in every year. The model is highly significant and the results with regard to individual coefficients are similar for each year.
To see whether we capture all spillovers, we also estimate a spatial autoregressive model in the error term (ANSELIN, 1988) Due to multicollinearity 10 between the investment variable and both human capital indicators the size of the single coefficients has to be interpreted with caution. However, the result concerning their combined impact is still valid and has to be taken into consideration (BELSLEY, 1991) . R&D investments display a highly significant and positive coefficient in every year. It is the strongest single variable in the model that alone accounts for around 80%
of the variance of patenting activity.
We also estimated the model with the averages of the economic variables in order to factors with significant probability for every year. The factor "Associational Activity" displays a larger impact than "Political Interest" (-2.5 vs. -1.6).
With respect to the estimation based on annual values "Political Interest" is significant in 1999 and almost so in 1997 (if one accepts the 10% threshold significance also holds in that year). Probably due to the reduction in sample size the p-value in 2001 exceeds 10%. In 2001 also the factor "Technological and Self-Improvement" is significant. But considering that the 2001 sample is the smallest of all and that this factor falls short of significance by a wide margin in the previous years and in the estimation based on averages it is supposed to be of minor importance. The factors "Friendship Ties" and "Basic Trust" do never exhibit significant coefficients.
The estimations provide highly significant explanatory power and robust results for annual intervals as well as the three-year period. These statistics illustrate the potential of the selected input variables to explain regional innovation rates and provide evidence in favour of the hypotheses proposed by relational economic geography.
Discussion and conclusion
The starting point of our analysis is the hypothesis that Social Capital plays an important role in the diffusion of knowledge and regional innovative capacity. This hypothesis is tested in two steps. The first consists in an identification of potential dimensions of Social Capital based on results from the European Values Study. The five obtained factors are "Political Interest", "Friendship Ties", "Associational Activity", "Basic Trust", and "Technological and Self-Improvement". The integration of the five factors into the knowledge production function significantly enhances the explanatory power of the model. The explained variance is increased by 8%.
The empirical results indicate that Social Capital is distinguished into several dimensions that are independent from each other (or in a more technical terminology the dimensions are uncorrelated). The heterogeneity of the concept constitutes an important finding that has to be considered in future studies with respect to effects of Social Capital. Analyses have to be conducted in a more differentiated and focused fashion.
Of the five elaborated factors two display a direct connection to innovative production.
Whereas the factor "Political Interest" exhibits a somewhat weaker relationship in the three years under investigation, the factor "Associational Activity" represents a robust influence on patenting activity in all time periods. This finding is in line with the proposition of Granovetter about the strength of weak ties. "Close friends know the same people you do, whereas acquaintances are better bridges to new contacts and nonredundant information" (GRANOVETTER et al., 2000, p. 220) . Hence, new knowledge is more easily disseminated through loose contacts than close friendships and consequently activity in clubs and associations leads to innovation. Individuals that form the strong ties of factor 2 are more likely to be similar to each other and therefore cannot provide access to sources of new information.
In contrast to papers from the growth literature we could not find a significant effect of trust towards other people. Trust may have a more robust impact on economic growth on a national level, whereas connectedness of people is more important for innovation in industrialised countries. That would be another indication of the multi-dimensionality of the concept: different dimensions have different effects on economic variables such as growth rates or innovation rates. A closer look at the composition of this factor reveals that questions are formulated in negative way (e.g. indication of groups of people that one would not want to have as neighbours) and hence are rather a measure of mistrust. The respondents may relate the questions to persons that do not belong to their networks but to the general public.
Therefore trust is possibly measured with respect to persons one does not interact with and accordingly results may be distorted. Technically, 'Basic Trust' is the factor with the lowest loadings of the variables and the quality of the data as indicators for trust may be limited.
In addition to conventional inputs like Financial and Human Capital also Social Capital exerts a considerable impact on production of economic knowledge. The size of the explanatory power is about equal to the one contributed by Human Capital. Neglecting Social Capital in regional innovation models of a knowledge based economy is thus a severe shortcoming. This is an interesting finding given the nature of the innovation output indicator. Patent applications are usually presented by large firms which seem rather less dependent on Social
Capital than SME's. Our results indicate that embeddedness in the local environment also includes large firms and is not confined to SME'S with limited resources. The specific effects of the various components of Social Capital on large firms and SME's is not resolved by our analysis and represents scope for further research.
The obtained results indicate the following conclusions:
• Social Capital is not an appropriate term for empirical analyses, because it consists of multiple independent dimensions. Scientific hypotheses should be formulated with respect to specific dimensions rather than the too general notion of Social Capital. • According to our operationalisation the independent components of Social Capital have a joint significant impact on innovation measured by patent applications that corresponds to the influence of Human Capital.
• Robust empirical evidence has been provided for the significant role of weak ties in social interaction and innovation on a regional scale.
Considering these promising results future studies should try to develop more precise measures of components of Social Capital. Surveys can be formulated to assess different types of social interaction and illustrate their respective connection to regional innovation more systematically. An investigation of the relationship of dimensions of Social Capital with relational capital mediated through labour markets and cooperation agreements between firms can potentially provide valuable insights in this respect. Apart from their significance for academic research such analyses may be instrumental in formulating regional development policies. Consequently the identification of best practice models and regional benchmarking can be based in part on indicators of Social Capital as proxies for innovative capacity.
However, the obtained empirical results illustrate the importance of knowledge diffusion in social interaction enveloped in the "black box" of innovation.
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NOTES
1.
For literature emphasising the importance of social and institutional relations for local innovative production and sustained development see STORPER (1997) , AMIN and THRIFT (1995) , MALECKI (1999 ), GERTLER (2003 , BATHELT and GLÜCKLER (2003 ), COOKE and MORGAN (1998 ), COOKE et al. (1997 .
2.
The first category contains the works of JAFFE (1989), AUDRETSCH and FELDMAN (1996) , ANSELIN et al. (1997 ), BOTTAZZI and PERI (1993 ), whereas JAFFE et al. (1993 ) and FRITSCH (2001 can be assigned to the second category.
3. CAPELLO and FAGGIAN (2005, p. 78) define relational capital as "…the set of all relationships -market relationships, power relationships and cooperation -established between firms, institutions and people that stem from a strong sense of belonging and a highly developed capacity of cooperation typical of culturally similar people and institutions". on structural holes and PUTNAM 2000 on bridging and bonding relationships.
6.
The variable trust is assessed with the percentage of persons answering yes to the question: "Generally speaking, would you say that most people can be trusted?" Norms of civic cooperation is assessed with indications on a 10-point Likert scale if behaviours like cheating on taxes or keeping found money can never be justified, always be justified or something in between. Density of associational activity is the average membership of groups cited per respondent in a list of 10 different and rather broad group categories.
7.
The hypothesis is similar to the one stated by STORPER and VENABLES (2004):
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Appendix B
The following questions are processed with factorial analysis after deleting the observations with answers "don't know" or "no answer". The codification given is the original scale asked in the European Values Study. A high score of these variables reflects a low degree of social interaction, trust or information processing (the variable group membership was calculated by subtracting the number of indicated groups from 15 which codes the variable in the same direction like the other questions). The questions 5A-O, 7A-N, 66A-H are asked for each entry individually in a yes-no fashion, the three variables processed with factorial analysis are obtained by summing up all "yes" answers. 
66A-H
Claiming state benefits to which they are not entitled, cheating on tax if they have the chance, paying cash for services to avoid taxes, taking the drug marijuana or hash, throwing away litter in a public place, speeding over the limit in built-up areas, driving under the influence of alcohol, having casual sex, avoiding a fare on public transport, lying in their own interest, accepting a bribe in the course of their duties 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
