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ABSTRACT 
X-ray diffraction measurements were made on argon at six 
states in the general liquid region below the critical pressure at 
densities between 0.910 to 1.261 f!JI1/cc and at temperatures between 
lo8 to 143 °K. The intensity patterns exhibited three distinct 
maxima at s values of 1.91 ± .02, 3.68 ± .06 and 5.43 ± .16 ~ -l. 
The intensity patterns were Fourier transfonned to the net radial 
distribution function and the direct correlation function. The 
functions, 4rrr2ph(r), showed 3 maxima at low densities and 4 at the 
high densities at values of r of 3.85 ± 0.05, 7.29 ± .10, l0.75 ± .45 
0 
and 14.1 ± .5 A. A subsidiary maximum between the first and second 
main peaks was observed to increase in prominence and disappear 
systematically as the density increased. It was not noticeably 
evident at either the lowest or highest density. The first zero of 
0 
the direct correlation function was at an r value of 3.34 ± .03 A, 
0 
whereas the first maximum was at 3.78 ± .06 A. Unlike previous 
detenninations of C(r) in this laboratory, the direct correlation 
function exhibited secondary features on the shoulder of the main peak. 
At the highest density the direct correlation function goes negative 
0 
near 6 A. The intermolecular potential function was calculated from 
t he data using the Percus-Yevick equation. At the lowest density the 
potential predicted in this way closely resembled the Lennard-Jones 
12-6 potential for argon. However, the well-depths of these predicted 
potentials diminished rapidly with increasing density and decreasing 
temperature from 118.o °K at p = .910 to 68.6 °K at p = 1.261 f!J.D./cc. 
iv 
Comparisons of the direct correlation function and the radial 
distribution function with analytic predictions based on the Lennard-
Jones potential and the P-Y equation indicated internal consistency 
at the lower densities. A comparison of the experimental radial 
distribution function at the highest density, with one calculated 
by molecular dynamics, indicated substantial agreement. 
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I. INTRODUCTION 
The atomic radial distribution function in fluid argon has 
been the subject of several investigations using both neutron and x-ray 
diffraction techniques. The neutron experiments, three in number, were 
made near the triple point: the first by Henshaw, Hurst and Pope} 
the second a repeat of the first experiment by HensharF using improved 
techniques, and the third by Dasannacharya and Rao.3 Structure in this 
region has also been investigated with x-rays by Eisenstein and 
Gingrich}+ Lark-Horowitz and Miller,5 and more recently by Gingrich and 
Tompson,6 and Harris and Clayton.7 These experiments represent seven 
measurements of the intensity patterns of scattered radiation which 
were Fourier transformed to the radial distribution function, g(r). 
The most extensive measurements of the intensity patterns 
for argon were made by Eisenstein and Gingrich,8 at 26 different 
temperatures and densities. Unfortunately, only six patterns were 
subjected to Fourier inversion to obtain the radial distribution 
function. The associated thermodynamic states were along the 
coexistence curve, five of the six on the liquid side. 
A systematic investigation of the atomic distributions of 
argon was initiated by Honeywe119 and Mikolaj.10 This work, en-
compassing 13 thermodynamic states in the general vicinity of the 
critical region, represents the largest internally consistent set of 
experimental radial distribution functions for argon. The intensity 
patterns measured in these two thesis studies were augmented to include 
theoretical small angle scattering. The new intensity patterns were 
2 
transformed and the results were reported by Mikolaj and Pings.11112 
The direct correlation function, and the first coordination numbers 
(calculated in four different ways) were investigated for this 
data.13,14 
Calculated radial distribution functions are qualitatively 
similar, but they are different in detail. The discrepancies are 
partially attributable to systematic errors that are evident in most of 
the aforementioned intensity kernels. However, in addition to this 
complication, direct comparisons of radial distribution functions can 
not be made with complete rigor because an estimate of the uncertainty 
in each distribution due to the statistics inherent in the scattering 
process itself, is not presented. In this paper, a method to estimate 
these uncertainties will be presented for both the radial distribution 
function and the direct correlation function. 
Based on the simple physical argument that two atoms cannot 
be arbitrarily close, ripples in the calculated radial distribution 
functions at small values of r are known to be spurious. This fact has 
clouded the issue of whether or not a subsidiary maximum between the 
first and second peaks in the distribution functions is real or not. 
Evidence presented herewithin supports the claim that this subsidiary 
peak does exist, but its prominence and its position, like the basic 
features in the radial distribution function are state dependent. 
Extending the temperature-density grid of Honeywell and 
Mikolaj, the purpose of this x-ray investigation was to determine the 
structure of liquid argon at six thermodynamic states: six states in 
3 
the liquid region, below the critical pressure, and somewhat removed 
from the triple point, the critical point and the coexistence curve. 
The 13 previous states and these six are depicted on a P, p, T diagram 
for argon. See Figure 1. The present study includes densities 
(in grams/cc) of 0.982, 0.910, l.o49, 1.116, 1.200, and 1.261 with the 
states at the respective temperatures 138.15 °K, 143.15 °, 133.15 °, 
127.15 °, 117.093 °, and 108.18 °. 
With a few modifications, the Mikolaj-Honeywell apparatus 
was used. Only one change directly affects the quality of the results. 
A more monochromated incident x-ray beam was achieved by performing a 
Zirconium-Yttrium dual filter experiment rather than a Zr ~-filter 
experiment as previously done. This improvement was analyzed by 
repeating the measurements of one of the states measured by Honeywell 
and transformed by Mikolaj. A comparison of the two independently 
measured intensity patterns indicates a moderate discrepancy; a 
discrepancy which, incidentally, was anticipated by Levesque and 
Verlet.15 The details of the intensity discrepancy and the changes 
it effected in the radial distribution function will be discussed as 
the thesis developes. 
In this investigation, emphasis was placed on the quantita-
tive determination of structure functions for all six states, including 
estimated uncertainty bands. Since one of the most important applica-
tions of the experimental structure functions is to test models or 
theories of the liquid state, comparisons will be made to radial 
distribution functions determined by two techniques: those calculated 
by Verletl6,17,l8 using three dimensional molecular dynamics, and those 
mat hematically deduced by Watts19,20 from the Lennard-Jones potential 
and the Percus-Yevick equation. Furthermore, a few radial distributions 
calculated by Fehder21 using two dimensional molecular dynamics will be 
presented to support the claim of the existence of the subsidiary peak. 
Before reviewing the technique of x-ray diffraction 
analysis, it should be pointed out that x-ray and neutron studies on a 
large number of liquids have been completed. A review of similar 
studies will not be presented as several review articles are available, 
for example, see Gingrich,22 Furukawa,23 or Kruh.24 
The general approach that relates the scattering intensity 
data to the radial distribution function can be found in James, 25 
Filipovich26 or Paalman and Pings.27 The Paalman and Pings' treatment 
applicable to fluids composed of spherically-symmetric atoms is 
presented in Appendix 1. The equations therein have been modified 
slightly. Familiarity with one of these treatments is assumed. 
The radial distribution function is related to the intensity 
pattern by the following Fourier transform 
where 
i(s) == I~s) -1 
Nfd (s) 
(1) 
(2) 
5 
· and 
s = !l:.!I sin e (3) A 
The net correlation function, h(r), is g(r) - 1. For a scattering 
experiment in the Debye-Scherrer geometry28 and a monochromatic source 
of x-rays of wavelength, A, the scattering parameter, s, is uniquely 
determined by e (e is one-half of the scattering angle between the 
direction of the incident beam and the scattered beam). I(s) is the 
fully corrected coherent scattering observable at 29 for an irradiated 
group of N spherically-symmetric atoms. Corrections are made for 
polarization, absorption and incoherent scattering. fd(s) is the 
dispersion corrected atomic scattering factor. The Fourier intensity 
kernel i(s) is short-ranged, since I(s) rapidly approaches Nfd2 (s) for 
moderate s. Representing the distance from an atom at the origin to 
another point in the fluid, r is a scalar quantity. p is the number 
density which is equivalent to the bulk density of the fluid. In an 
actual experiment, the upper limit on the integral is satisfied by a 
finite s beyond which i(s) is zero. Scattering can not be measured at 
small angles because the high intensity x-ray beam interferes with the 
measurement. The low angle limit is satisfied by extrapolating i(s) 
to a theoretical value at s = O. 
The direct correlation function as proposed by Ornstein 
and Zernike29 may be defined by the following equation 
c<~2) = h(r-12) - P Jc<r;_3) h(r23) a.r3 (4) 
6 
where subscript two refers to the atom at the origin and subscripts 
one and three to other points in the fluid. Fisher30 provides the 
interpretation that the correlation h(r) between "atoms" 1 and 2 can be 
regarded as caused by (i), a direct influence of 1 on 2, described by 
the so-called direct correlation function, C(r12 ), which should be 
short-ranged, and (ii), an indirect influence propagated directly from 
1 to a third atom at r'3' which in turn exerts its influence on atom 2. 
For a monatonic fluid C(r) is related, as pointed out by Goldstein,31 
to the intensity pattern by this expression: 
4 2 ( ) 2r f i ( s ). nr pC r =TT Jo s I+ i~s) sin sr ds (5) 
and therefore, is also available from the intensity data. 
The direct correlation function was computed13 for the 13 
states of Honeywell and Mikolaj. Reetz and Lund32 performed computa-
tions of C(r) for four states using the data of Eisenstein and 
Gingrich.8 The short range character of C(r) is evident in both of 
these computations. Although the latter computations contain 
suggestions of secondary peaks, monotonic decay of the main peak was 
observed in the former where all 13 direct correlation functions 
exhibited the same characteristic shape, negative at distances less 
than the atomic diameter, rising steeply through zero towards a single 
positive maximum and then decaying monotonically. 
The direct correlation function can also be investigated 
via a double Fourier transform of a molecular dynamics radial 
7 
distribution function. This technique was used by Hutchinson33 to 
produce a direct correlation function that was short-ranged relative 
to the potential function used to generate g(r). The density and 
temperature of this mathematical experiment was 1.407 f!Jil/cc at 85.5 °K. 
The maximum in C(r) was slightly larger than the maxinnnn in h(r), and 
C(r) was negative between r values of 6.5 to 8.0 )L 
The Percus-Yevick theory for predicting the distribution 
functions of fluid is based on a fundamental assumption regarding the 
relationship of C(r), g(r) and the intermolecular potential. The 
assumption, called the Percus-Yevick equation,34,35 is 
C (r) = g (r) (1 - e -µ.(r) /kT) (6) 
Since both correlation functions are available experimentally, the 
validity of this assumption can be tested. Mikolaj and Pings' study13 
of this assumption using argon diffraction data indicated that the 
potential function well-depth decreased linearly with increasing 
density, which was contradictory to the assertion that the potential 
was independent of state. T'ne density dependence evident in the 
Mikolaj and Pings' study was greater than that predicted by Copeland 
and Kestner36 using an effective two body interaction. The validity 
of the Percus-Yevick assumption will be subjected to analysis with the 
data contained herein. 
The experimental problem is to determine i(s) from a 
scattering experiment, where argon is confined in a sample cell at low 
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temperature and at moderate pressures. In order to irradiate the 
argon, the cell is unavoidably irradiated. The quantitative removal 
of cell scattering has been treated by Mikolaj.10 Two experiments 
must be performed: one experiment determines the scattering from cell 
and sample, the other, the scattering from the empty cell. These two 
patterns via the proper subtraction (See Appendix 2) produces the 
total (coherent and incoherent) scattering function, Is(s), for argon. 
This particular subtraction corrects for absorption and includes the 
correction ·for polarization. The coherent scattering function, I(s) 
is deduced from Is(s). 
The uncertainty, 6Is(s), in Is(s) is derived (See Appendix 
3) from the assumption37 that x-ray scattering is governed by Poisson 
statistics, for which the square of the standard deviation is 
proportion to the mean. ~Is(s) will be used to reject data and to 
calculate the uncertainty bands for the structure functions. 
Before presenting the net radial distribution functions 
and the direct correlation functions obtained for the six states 
investigated, the details of the experimental method, and the data 
reduction scheme will be summarized. A significant portion of the 
thesis will then be devoted to discussing the results. Finally, the 
conclusions will be noted. An effort has been made to keep derivations 
and other miscellaneous details in appendices. 
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II. EXPERIMENTAL 
A. General 
The experimental x-ray diffraction patterns were obtained by 
irradiating an argon sample confined in a cylindrical beryllium cell 
with a collimated beam of x-rays and measuring the scattering intensity 
as a function of the scattering angle, 29. To obtain the low tempera-
tures desired, the sample cell was mounted within a thermal control 
annulus which was positioned in a vacuum chamber. Both the annulus and 
the cryostat were slotted to pass the incident and scattered radiation. 
Cooling was supplied by passing the vapor of liquid nitrogen 
through cooling tubes in the thermal annulus. For each state of argon 
investigated, the annulus was cooled a few degrees below the desired 
temperature by selecting the proper flow rate of cooling vapor. The 
final temperature was reached and maintained by varying the current to 
heater wires in the annulus. 
The six thermodynamic states were selected to be on 
isotherms in either of two PVT measurements, those of Levelt38 or those 
of Van Itterbeek, Verbeke and Staes.39 To obtain the desired density of 
argon it was then only necessary to select the proper pressure. The six 
states were selected to match T, P data points in the PVT measurements, 
thereby reducing the uncertainty in knowing the density for a given 
pressure and temperature. 
The sample cell was filled from a high pressure reservoir of 
argon through a microflow valve to the desired pressure. Pressure was 
monitored continuously and controlled manually. The microflow valve was 
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adjusted to bleed argon into the cell to counterbalance small leaks in 
the fittings. A manually operated trimmer injector was used to adjust 
the volume of the sample system, thus providing the fine pressure 
control. 
The source of x-rays was a molybdenum target operated at 
55 Kv and 20 milliamps. The optical slit defining the incident beam 
was positioned at a take off angle of 5.8° so that the effective target 
was a line source, 10.0 mm. long (parallel to the cylindrical sample 
cell) and 0.12 mm. high. 
Selective monochromatization of the incident beam was 
accomplished by the use of "balanced" dual filters40 which isolated a 
narrow band of wavelengths spanning the Ket doublet of the molybdenum 
source. The dual filter technique requires two measurements to deter-
mine the scattering intensity at each angle. One measurement is the 
intensity scattered at 29 with a zirconium ~-filter in the incident 
beam. The other is the intensity scattered at 2e with an yttrium 
a-filter in the incident beam. For the argon sample and Be cell 
scattering, the experimental intensity is 
(9) = I~+s (9) - ~+s (9) (7) 
and for the empty cell measurements 
I~ (0 ) = ~ (9 ) - T; (9 ) (8) 
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Governed by a Poisson distribution, x-ray scattering is a 
statistical process. Although the uncertainty in a measurement of the 
scattering at one angle depends only on the total counting time, 
several scans through angle space from 1.5 to 120° (29) were made in 
steps of 0.5°. Three scans of cell and sample (100 seconds for each 
filter at each angle) and five scans of the empty cell (300 seconds for 
each filter) were made. Statistical arguments could then be used to 
reject data points. The scattering data were accumulated in 101 days 
of around the clock measurements. 
In order to eliminate fluctuations of the intensity of the 
incident beam, fluctuations which would occur as 1-3% changes over 
several hours, the scattering data were normalized to the scattering at 
a reference angle. The intensity scattered at the reference angle was 
measured several times during each scan. Linear interpolation between 
reference angle measurements was used to normalize each scan point. 
Before developing the data reduction scheme, the sample 
confinement and the optical geometry will be described in detail. 
B. Sample Confinement 
The argon used in this investigation was obtained from the 
Linde Rare Gas division of Union Carbide. The maximum impurity was 
reported to be less than 15 parts per million as follows: 
Nitrogen < 5 ppm 
Hydrogen < 1 ppm 
Oxygen < 5p~ 
Hydrocarbons < lp~ 
Moisture < 3p~ 
The beryllium cell confining the argon was similar to the 
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cell described by Paalman and Pings.41 The cell is depicted in cross-
section in Figure 2 (Part H) and pictorially in Figure 3, The 
dimensions of that portion of the cell irradiated by the incident 
beam were: 
length 
outside diameter 
inside diameter 
1.000 cm. 
0.179 cm. 
0.093 cm. 
The inner and outer surfaces of the cell were not concentric, the 
centerlines being 0.0127 cm. apart. The cell was positioned so that 
the thinnest wall was in the direction of scattering for two theta of 
The cryostat has been described in detail elsewhere.9,42 
This equipment, as modified, is depicted in cross-section in Figure 2. 
The cross-section is perpendicular to the incident beam, with the x-ray 
target 17.7 cm. behind that portion of the cell which is exposed by the 
slot. 
The vacuum chamber, C, a 6! inch I. D. brass can with a t 
inch wall thickness, was positioned so that its flat end was perpendic-
ular to the goniometer shaft, indicated by the centerline, G. The 
other end of the chamber was closed with a removable flat end plate, T. 
Whenever scattering measurements were being taken, this chamber was 
evacuated through port, Q, to less than 5 * 10-5 torr. Port R was not 
used. 
Electrical leads from the chamber passed through port O. 
The cap used on this port contained 24, 1/16 inch copper rods that were 
e.poxied into slip fit holes in a t inch luci te plate. 
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The cell, H, was positioned in the cell holder, I, which 
was slip fitted into the temperature control annulus, J. A 7/16 inch 
slot was machined into the cell holder, the temperature annulus as well 
as the vacuum chamber, to pass the incident and scattered radiation. 
The slot which extends 280 degrees around the wall of the vacuum 
chamber was covered with quarter-mil Mylar film. A vacuum seal was 
achieved with an o-ring under a compression ring, B. The brass thermal 
block surrounding the Be cell was sectioned into two parts by this slot. 
An aluminized Mylar heat shield, F, reduced radiation heat 
transfer to the exposed portion of the cell. The quarter-mil aluroi-
nized strip was wrapped around a recess in the cell holder and held in 
place with a pair of split rings. Other heat shields, D and S, were 
also used. 
Support for the thermal block was provided by two t inch 
lucite plates, M, that were bolted to the temperature control annulus. 
Each plate contacted the chamber wall at only three places, with three 
it inch wide equally spaced legs. These plates were lapped to slip fit 
the vacuum chamber. Longitudinal placement of this assembly was 
achieved when the right plate was butted against a step in the chamber 
bore. 
Around the outer surface of the control annulus were 
soldered two sets of 1/8 inch copper tubes, L, that carried the cooling 
gas. These tubes, which were installed to provide counter current 
flow, joined into common inlet and outlet lines. Thin walled stainless 
steel tubing and teflon spacers provided thermal standoffs for the 
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inlet and outlet lines. 
Just inside the cooling coils were the heater wires, K, 
which provided the fine temperature control. These nylon-insulated 
# 30 maganin wires were wound in grooves on the outside of a brass 
annulus. One heater-wire was wound on each side of the slot. After 
cementing the wires in place, the grooves were packed with indium to 
provide better heat transfer. This annulus was then force fit into 
the portion containing the coolant tubes. The two heaters were oper-
ated independently to control the temperature gradient across the 
irradiated portion of the cell. The current to the heater in the 
larger section of the annulus was controlled to maintain the temperature 
detected by that platinum therm~~eter, N. This thennometer was in the 
non-irradiated portion of the cell and immersed in the argon. The 
other heater was controlled by the differential thermocouple, E, 
(Cu-Constantan wires). 
The beryllium cell was held in position by the closure nut 
extension, P. Argon was fed into the cell through a stainless steel 
capilliary (0.025 inch I. D., 0.042 inch O. D.). One end of the 
spiralled capilliary was silver soldered to the closure nut, the other 
was connected with a Swagelok fitting to the stainless steel pressure 
manifold. 
The pressure manifold contained the trimmer injector, W, 
argon feed line, V, and the pressure tap, x. The pressure was 
measured with a calibrated Texas Instrument model# 141, precision 
pressure gage using a steel bourdon spiral rated at 5000 psi. 
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c. Optics and Optical Alignment 
The optical system has not been altered from that previously 
used in this lab. A pictorial illustration can be found in Figure 3 
(This figure was taken from Mikolaj's thesis10 ). The molybdenum x-ray 
source was stationary. Both the incident beam and receiving beam 
collimating slits were attached to the goniometer in such a way that 
the goniometer could be raised, lowered or slightly tilted to confine 
the intersection of the incident beam to the extended centerline of the 
goniometer. These adjustments of the goniometer were accomplished by 
using the three screw-legs on the goniometer. The goniometer was 
positioned so that the distance from the x-ray target to the centerline 
was 6.97 inches. Final alignment of the goniometer was checked using a 
lithium flouride crystal. With this crystal the measurement of theta 
was ascertained to be accurate to within ±0.02 degrees, by checking 
the angular positions of silicon Bragg peaks for molybdenum 10 radia-
tion. 
Collimated by vertical Soller slits, the incident beam was 
defined by the 1/6° divergence slit (0.0062 inches) placed 3.3 inches 
from the target at a takeoff angle of 5.8°. If a line is drawn from the 
target through the center of the divergence slit, the takeoff angle is 
measured between this line and the horizontal plane passing through the 
rectangular target. In this way, the width of the target (10 mm. by 1.2 
mm.) is foreshortened, effectively creating a line source (10 mm. by 
0.12 mm.). The vertical Soller slits on the incident beam were con-
structed from 2.5 mil foils that were 1 and 1/8 inches long and spaced 
eighteen mils apart. 
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Since the line source has width and only one divergence 
slit was used, the incident beam intensity distribution was trapazoidal: 
the umbra being 0.2 mm. across and the penumbra 0.52 mm. The width of 
~his beam was less than the I. D. of the sample cell. The final 
geometry was such that the lower edge of the penumbra was above the 
centerline of the hole in the cell. 
The viewing beam was collimated by horizontal Soller slits, 
and defined by a receiving slit (0.111 inches) selected so that this 
beam spanned the width of the scattering regions. Constructed from 
2.4 mil foils spaced 5 mils apart, the Soller slits were 1.131 inches 
long. 
The angular resolution is given by the horizontal and 
vertical divergence of the detected radiation. The maximum divergence 
is defined as the largest difference between the diffracted angle of any 
scattered ray and the nominal scattering angle, e. This behavior will 
be discussed in section III-G, where a correction procedure that limits 
the maximum horizontal divergence to less than 0.35 degrees will be 
applied. Some values of the divergence before the correction are 
listed below. Vertical divergence was :0.375° and independent of theta. 
Nominal Angle, e 
1.5 degrees 
2.5 
5.0 
7.5 
10.0 
15.0 
30.0 
45.0 
60.0 
Maximum Horizontal Divergence 
1. 71 degrees 
1.28 
0.75 
0.50 
0.39 
0.25 
0.10 
0.03 
-.06 
The aligrunent problem was to place the cell in the incident 
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beam so that the upper edge of the umbra was just below the top edge of 
the argon sample, as Mikolaj did. This geometry as well as the beam 
definitions are depicted in Figure 4. This alignment was accomplished 
as follows. 
When the end of the cryostat was placed perpendicular to 
the axis of the goniometer, the cell axis and target were parallel. 
The slot in the cryostat was visually positioned in front of the 
target. Then, the final vertical and horizontal positioning of the 
cell could be achieved by moving the cryostat either up or down, and 
either closer to or farther from the target, using adjustment screws 
to move the cradle supporting the cryostat. 
Vertical alignment was accomplished by taking a "shadow 
picture". A large divergence. slit was used so that the x-ray beam was 
wider than the cell. Then with a very narrow receiving slit, the beam 
was scanned. The upper and lower edges of the cell could be easily 
located (See Figure 5). By this method, vertical positioning closer 
than 0.001 inch was realized. 
Horizontal alignment was designed to place the centerline 
of the sample directly below the axis of the goniometer. To achieve 
this placement, the goniometer centerline was "made" into a scattering 
center. A very narrow divergence slit defined a very narrow incident 
beam that passed through the goniometer centerline. Then, the scintil-
lation counter was positioned at 29 of 90° and a very narrow receiving 
slit placed in front of it, such that scattering would only be detected 
if a portion of the beryllium cell was on the centerline. The cradle 
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was moved so that the entire cell passed horizontally through this 
scattering region. A plot of intensity versus the number of turns of 
the adjustment screws then showed two maxima, one for each wall. The 
center of the cell was determined from this plot (See Figure 6) to an 
accuracy approaching one thousandth of an inch. 
Due to thermal contraction of the sample cell supports, 
the cell was aligned vertically at the operating temperature for each 
state of argon investigated. The cell was maintained at this tempera-
ture for at least twelve hours before the alignment was performed. 
The final cell and beam geometry was: 
cell I. D. 
cell O. D. 
cell O. D. axis 
incident beam centerline 
height of umbra 
height of penumbra 
horizontal displacement 
of cell I. D. 
target to goniometer 
nearest edge of vertical 
Soller slits to goniome-
ter t 
divergence slit to 
goniometer cl. 
goniometer cl. to re-
ceiving slit 
0.0370 + 0.0005 inches 
0.0700 :t 0.0003 inches (actual 
measurement) 
0.0050 :±" 0.0005 inches below 
cell I. D. axis 
0.0122 :t 0.0002 inches above 
cell I. D. axis 
0.0077 :!: 0.0002 inches 
0.0183 ± 0.0002 inches 
0.0000 :!: 0.0010 inches from 
goniometer axis toward x-ray 
target 
17.7 cm. 
9.6 cm. 
9.2 cm. 
14 .3 cm. 
goniometer t_ to hori-
zontal Soller slits 
goniometer t to detecter 
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14.8 cm. 
D. X-ray Measurement 
The intensity of the scattered radiation was detected with 
a sodium iodide (thallium activated) scintillation counter. The 
crystal was 1/8 inch thick and~ inch square. A one mil beryllium 
window served as a light shield. The output signal from the phototube 
multiplier was fed through ampliers to a pulse-height selector. The 
output from the PHS was counted by an electronic scaler-timer. The 
resolution of this system was 46% (FWHM). The pulse-height distribution 
was discovered to shift its position when the count rate changed. To 
compensate for this, the voltage window was set to pass 99.5% of the 
PHD measured at one of the beryllium Bragg peaks. 
The fact that the intensities were recorded in counts per 
second instead of the normal units, alters43,44 the Breit-Dirac correc-
tion factor45,46 for incoherent scattering from B3 to B2 (See Appendix 
4). 
The Zr-Y dual filter was experimentally balanced (See 
Appendix 5). The thicknesses of the balanced filters were 3.5 mils 
(Zr) and 5.5 mils (Y). Ninety per cent of the integrated intensity lies 
between 0.704 ~ and 0.718 ~. The effective monochromatic wavelength of 
0 
the source was assumed to be 0.7107 A. 
E. A Typical Run 
Argon state number 2 will be described. The density 
desired was 0.910 grams/cc and the temperature, 143.15 °K. It will be 
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assumed that the cryostat has been positioned, and the cell aligned at 
room temperature. 
The oil diffusion vacuum pump was turned on, and the 
cryostat evacuated. A 157 liter liquid nitrogen dewar was connected to 
the inlet to the cryostat, via a coolant transfer tube. In less than ~ 
h t t d b 1 142 °K by . hour, t e cryos a was coole e ow activating a variable 
a. c. heater in the dewar. 
At this time, the proportional-integral controller regula-
ting the main heater in the larger half of the slotted annulus was 
operated manually to warm the annulus to 143 degrees, then switched to 
automatic. In order to establish this preliminary temperature control, 
the input to the controller was the net emf from a calibrated thermo-
couple in the annulus, less a bucking potential equivalent to 143.15 °K. 
A second proportional controller was then activated to heat 
the smaller s i de of the annulus. For input, the desired control emf 
(taken from Honeywell's thesis) for the differential thermocouple was 
bucked against the differential thermocouple voltage• . The cell was 
kept at 143.15 °K for a period of twelve hours, then was vertically 
aligned. 
The scintillation counter was positioned at 29 of 23.62°, 
on the largest beryllium peak. The x-ray tube shutter was opened and 
the Zr filter placed in the incident beam. With the high voltage to 
the phototube set at the midpoint of the high voltage plateau, the PHD 
was measured. The average voltage, V, and the width, W, at half 
maximum were determined from a plot of the PHD, a Gaussian distribution. 
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For this curve, a is related to W 
W = 2.355 a (9) 
The voltage base line and the voltage window were set for 99.5% trans-
mission of the Mo Ket radiation. Since the shifting of the PHD with 
intensity changes was small compared to W, the transmission was assumed 
constant. Typical values for the Hewlett Packard detector system were 
v 
w 
base line 
window 
3.122 volts 
1.445 
i.397 
3.450 
The counter was then positioned at 29 of 38° and the empty cell refer-
ence intensity was measured, and the electronic noise level recorded. 
Using Levelts' data, the desired control pressure was 
determined to be 39.92 atm. Refering to the calibration (See Appendix 
6) equation for the pressure gage, the gage setting equivalent to this 
pressure was calculated. Next, refering to Honeywell's thesis the 
platinum thermometer control temperature was calculated applying two 
corrections to the temperature sensed by the platinum resistance 
thermometer. T'nis control temperature was equal to the desired tem-
perature plus the temperature gradient correction minus the pressure 
times the thermometer pressure coefficient. Knowing the control tem-
perature, the resistance of the platinum thermometer at this tempera-
ture was calculated from the Callender Van Deusen constants that were 
obtained in a calibration experiment (See Appendix 7). 
With the pressure gage in servo, argon was bled into the 
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cell through the microflow valve until the pressure was close (10% 
below) to the control pressure. The platinum resistance thermometer 
current was activated and measured. The bucking voltage was calculated 
from the control resistance and this current. Control of the main 
heater was switched from the thermocouple to the platinum resistance 
sensor. When temperature control was obtained, more argon was added 
until the control pressure was reached. 
The initial reference intensity was measured for the argon 
and cell. Then the dual filter scan was started at 29 of 1.50 and data 
points were taken: ~-filter followed by the a-filter; the counter was 
advanced 0.5° and the next two filter measurements were recorded; and 
so on. The scan was interrupted several times (about two hours apart) 
to monitor the reference angle intensity. When the scan was completed, 
the reference angle intensity was measured again, the argon removed, 
and the cell evacuated. Then, the empty cell reference intensity was 
measured. To be certain that the cell had not moved, the alignment was 
checked. 
This completed the first scan. The dewar of nitrogen was 
refilled and scan two, then similarly scan three followed. T'ne data 
were plotted during the run and questionable points were immediately 
checked. 
During each scan the pressure was manually kept at the 
control pressure ±0.2 psi. Once the argon bleed rate to balance leaks 
had been established, small trimmer injector corrections had to be made 
about every 20 minutes. The current to the platinum thermometer was 
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checked regularly and if corrections were needed, the bucking voltage 
was changed. 
At 99.5% transmission of the 10 wavelength, up to 4Cfl/o of the 
radiation detected with a ~-filter on the incident beam is not the 
desired radiation. TyJ?ical ~ and a-patterns are depicted in Figure 7 
for the empty cell measurements, and in Figure 8 for the cell and 
sample measurements. The actual dual filter intensity patterns are 
the difference between the curves in each figure. 
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III. THEATMENT OF EXPERilvlENTAL DIFFRACTION DATA 
A· General 
The radial distribution f unctions and the direct correla-
tion functions are obtained by Fourier transfonning intensity kernels 
which must be obtained from the experimental diffraction patterns. 
The method by which the Fourier intensity kernels were produced from 
the cell and sample scattering pattern will be presented. Since the 
experimental data were recorded in 9-space, the computations preceding 
the transformation were performed withe as the independent variable 
rather than the scattering parameter, s. 
In order to obtain the total scattering function origina-
ting from the confined argon, the scattering from the empty cell must 
be subtracted using the Basic Data Reduction Equation (derived in 
Appendix 2) : 
I (9) 
s 
where 
1 
= P(e) F(e) ASSC(e) [ IE (e ) - G(e) ACS(()) t (9 )] c+s ACC e c (10) 
P(e) is a polarization correction, t [1 + cos2(2e)] 
ASSC(e ), the sample absorption factor, corrects the sample 
scattering for absorption in both the sample and cell 
F(e) is a correction term that arises from the fact that 
the fractions of coherent and incoherent sample 
scattering are absorbed differently 
~+s(e), the average cell and sample scattering obtained 
from the three data scans 
and 
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I~(e), the average cell scattering obtained from five data 
scans 
G(e) is a correction term that arises from the fact that 
the fractions of coherent and incoherent cell scatter-
ing are absorbed differently 
ACSC(e), one of two cell absorption factors, for scattering 
from the cell and absorption in cell and sample 
ACC(e), the second cell absorption factor, for scattering 
from the cell and absorption in the cell 
Is(e) is the total scattering from the sample, i.e., the 
sum of the coherent, which contain the structure infor-
mation, and the incoherent scattering. 
The Fourier intensity kernel is obtained from Is(e) by normalizing to 
the total gas scattering function (the sum of the atomic coherent and 
incoherent scattering determined from theory), subtracting the gas 
scattering function and then dividing by the atomic coherent scattering 
factor, fd2 (s). Namely 
(c/N) r (e) - Inc(e ) - f 2(e) 
s B2 (e) d 
i (e) = ------=-..... -""-'-----
f d 2 (e) (11) 
where (C/N) is determined by requiring Is(e) to be equal to the sum of 
Inc(e)/B (9) and fd2 (e) at large values of e where coherent construe-
tive and destructive interference is small 
I ) Is (C N = __ .... __ Inc + f 2 
B2 d 
at large e. (12) 
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This nonnalization will be discussed later. 
Experimentally, i(9) would contain fluctuations which are 
inherent in the statistics of scattering. To eliminate the difficulty 
in transforming 1(9) in this fonn, Is(e) is smoothed before i(e) is 
calculated. 
The smoothing technique is improved by comparing estimates 
of I~mh(8) plus the confidence interval with Is(e) data points. The 
confidence interval (derived in Appendix 3) is calculated from the data 
as follows: 
where 
± kj 
(t.Is)j =- -----------P(e) F(e) ABSC(e) . ~ V · c+s * 
[
rl3 (e ) + I°' (e ) G2 (e ) Acsc2 (e ) ,. 
c+s c+s + ------ c+s 
nc+s Acc2 (e) ,. c 
r~ (e) + ra (e )] ~ 
nc 
(13) 
,.c+s is the time interval (100 seconds) for each data point 
in each cell and sample scan 
nc+s is the number (3) of cell and sample scans 
'Tc is the time interval (300 seconds) for each data point 
in each cell scan 
n is the number (5) of each empty cell scans 
c 
k. 
J 
is a constant for each confidence level. 
Whenever Is(e) is considerably outside the 90% confidence band about 
Smh Is (e), and this is not obviously due to one measurement, the data at 
this angle are rejected and r!mh(e) recomputed. 
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The intensity kernel i(s) is extrapolated to s of zero as 
Mikolaj did, using 
j(s) = i(s) + 1 (14) 
T.N'here 
j(o) =kTp K.r (15) 
The s2 dependence at small s has been experimentally verified for argon 
near the critical state by Thomas and Schmidt.47 The s4 term is 
included to allow a smooth transition from the region of s2 behavior to 
the value at the smallest experimentally obtainable s. Even powers of 
s are used since i(s) is an even function. j(o) was calculated from 
the PVT data, whereas a2 and a4 were determined by the magnitude and 
slope of the experimental i(s) at the smallest s. 
The details of the data reduction will now be summarily 
presented. With the exception of the uncertainty band for the 
structure functions, the technique is Mikolaj's. 
B. Preliminary Calculations 
All measured intensities were obtained as follows: 
I(e) = N(e) - n 
'f 
(16) 
where 
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N(e) is the number of experimental counts recorded ate 
during the counting time T. 
n is the average number of electronic background counts 
determined with the x-ray shutter closed. 
The Fourier transform of i(s) is based on the assumption 
that the scattering is obtained with the intensity of the main beam held 
constant. That is, the experimental intensities in Eq. (10) are assumed 
to be measured relative to one common incident intensity, I 0 , a 
constant. Since each measurement is proportional to the incident beam 
intensity, fluctuations in the incident beam intensity were removed by 
scaling the observed intensities to a reference scattering intensity 
which was selected to be the scattering intensity at 38° (29). 
rE(e) = r~ (e) - ra Ce) 
1ref (e) 
(17) 
The subscripts, either c or c+s, do not appear here as the equation is 
similar for the cell and sample, and cell scans. ~ef(e) is obtained by 
calculating the intensity of the reference angle scattering, assumming 
it varied linearly between two monitorings. Suppose that for a particu-
lar scan that the reference angle intensity had been measured by inter-
rupting the data sequence at 20° and 30°, and the reference intensity 
at 24.5° was desired. Then this intensity is: 
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To increase the accuracy of this scaling, the reference angle intensi-
ties were measured at least seven times and statistically analyzed to 
reject points before an average was calculated. 
The empty cell data points were normalized by the reference 
angle intensity measured at 38° during an empty cell scan. The cell 
and sample data points were normalized by the reference angle intensity 
measured during a cell and sample scan. In order to subtract these -two 
intensities as suggested by Eq. (10), it is now necessary to scale the 
cell and sample data by the ratio of the cell and sample reference 
intensity to the cell reference angle intensity. This ratio, Q, was 
experimentally determined at the start of each cell and sample scan. 
Since the quantitive calculation of I depends on the accuracy to which 
s 
Q is kno•m, the initial measurements of reference angle intensities 
with and without argon in the cell were repeated until the standard 
deviation in Q was less than 0.2%. To determine the effect of an error 
in Q on Is(e), a test case was computed for argon Run# 2. When Q was 
in error by +0.2% the main peak intensity after normalization would be 
reduced o.4%. 
C. Absorption Factors 
Absorption of x-rays is governed by the mass absorption 
coefficient which is a function of wavelength. The technique of 
applying this correction to coherent scattering from a sample confined 
in a cylindrical cell, originally treated by Paalman and Pings,48 has 
been modified to include the trapazoidal intensity distribution of the 
incident beam and the non-concentricity of the beryllium cell (See 
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Appendix 8). In addition, the technique was applied to the incoherent 
scattering where the wavelength of the scattered radiation is longer 
than the incident wavelength, to calculate the incoherent absorption 
factors which are needed to evaluate F(e) and G(e). 
The wavelength behavior of the mass absorption coefficient 
has been taken from the International Crystallographic Tables,40 that 
contains an empirical correlation which was taken from Victoreen. 49 
The magnitude of the mass absorption coefficients for incoherent and 
coherent scattering from argon are greater by about 7% from those used 
by Mikolaj, who used the values experimentally determined by Chipman 
-o 
and Jennings.' Victoreens' correlations were used in preference to the 
measured values for two reasons. First, Victoreen stated that the 
disagreement between observers of mass absorption coefficients is 
sufficiently great as to make any single observed value doubtful. 
Second, the tabular values represent the systematic correlation of a 
large set of measurements. The effect of the uncertainty in the mass 
absorption coefficient was investigated by comparing Is curves calcula-
ted for absorption coefficients 5% below that used by Mikolaj with 
those 5% above Victoreens, a range of 17%· After normalization, the 
magnitudes of peaks and valleys were altered less than 2%, primarily 
the first valley and the main peak. Since an order of magnitude less 
error results from an error in the mass absorption coefficients, it 
will be assumed that a possible systematic error related to the 
absorption coefficients is negligible. 
The basic data reduction equation includes the use of the 
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coherent absorption factors directly and the incoherent factors in-
directly in the evaluation of the two terms, F(e) and G(e), which are 
defined as follows: 
(19) 
and 
Y~oh (e) + Yinc (e) ACSCinc (e) 
G (e) = c ACSCcoli ~e ~ (20) 
yeah (e) inc ( ) + yinc (e) Acee .· 
c c ACCcoh(e) 
where the superscripts, coh and inc, relate to the scattering which 
occurs coherently and incoherently. (The absorption factors are then 
the correction terms which apply to either scattering, respectively.) 
The term, ye' is the fraction of the intensity scattered, coherently or 
incoherently, from the cell, and Ys the corresponding fraction for the 
argon sample. 
Assuming that G(e) can be calculated, the fractions of 
coherent and incoherent scattering from the argon sample can be deter-
mined by an iterative technique. The first estimates are obtained from 
the coherent and incoherent scattering, fd2 and Iinc/B2 respectively. 
Once I is normalized, the incoherent portion (Iinc/B2 ) can be sub-
s 
tracted leaving the next estimate of the coherent scattering. This is 
repeated until successive estimates of y~oh are identical. 
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Unfortunately this technique can not be applied to Y 
c 
because destructive and constructive interference of the coherent 
scattering from the beryllium crystals in the cell occurs at all values 
of e. This is unlike the scattering from the liquid argon where inter-
ference effects do not occur at large a. 
This difficulty was overcome by selecting a scattering 
geometry which makes G(9) insensitive to Ye, a geometry which minimizes 
the absorption in argon of incoherent scattering from beryllium. This 
is the reason why the incident beam was kept at the top of the argon 
. . inc; coh inc; coh sample. With this geometry, ACSC ACSC and ACC ACC are very 
close to one. As a consequence, G(e) is very close to one irrespective 
of Ye· For purposes of reducing the data, Ye was determined from the 
atomic scattering factor and the incoherent scattering predicted from 
quantum-mechanical electron wave functions for beryllium. 
Inherent in the definitions of F(e) and G(e) is the assump-
tion that the electronic transmission for incoherent scattering is the 
same as the transmission for coherent scattering. The angular depen-
dence of the incoherent wavelength is given28 by 
>..inc = t.. coh + 0.0243 (1- cos 2e) (21) 
This means that the energy of incoherent scattering is less than the 
energy of the coherent scattering and the difference increases with 
increasing e. At 29 of 120°, the largest angle investigated, the larg-
est change for t.,Coh = 0.7107 ~is less than 5%· The associated PHD for 
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incoherent scattering should shift a maximum of 5% and the net result 
is that the electronic transmissions, because of the wide voltage 
window, are essentially constant within 0.1%. 
D. Atomic and Incoherent Scattering Factors 
The incoherent scattering factors for Be was obtained by 
La.Grange polynomial interpolation51 of the ten calculated values of 
line published by Freeman.52 These values were given only to s of 13.8. 
A plot of these ten points was extrapolated to s of 15.3 to obtain the 
necessary values to complete the data reduction scheme. 
At the time the data were analyzed, incoheFent scattering 
factors including exchange effects were not available for argon. The 
values that were used were interpolated from those52 of ca++, K+ and 
c1-, which did include exchange. Extrapolation from s of 13.8 to 15.3 
was required. Recently, Cromer and Mann53 published values of these 
factors including exchange effects which agree with the interpolated 
values over the range of theta for which the intensity kernel showed 
interference. At larger angles, the discrepancy increased slowly to 
3% at two theta of 120°. 
The atomic scattering factors, including exchange effects, 
were obtained from Berghuis et. ai.54 The values for Be were reported 
to agree well with previous calculations, but the inclusion of the 
exchange effects indicated changes of up to 10% with previous results 
for argon. This discrepancy will be elaborated upon shortly. 
The calculation of atomic scattering factors is made with 
the assumption that the circular frequency of the incident radiation 
is not close to any natural modes of the electron system of the atom. 
The corrections to make the factors applicable for any given wavelength 
are called dispersion corrections, and the applicable dispersion 
corrected atomic scattering factor takes the following form 
fd(s) = f(s) + 6f' + i6f 11 (22) 
The values of t::.f' = 0.18 and t::.f 11 = 0.24 for Mo Ka radiation were ob-
tained from Cromer.55 
Tne nature of discrepancies between the dispersion corrected 
atomic scattering, fd2 , and values used by others in reducing x-ray 
diffraction for argon are depicted in Figures 9 and 10. Systematic 
errors in i(s) would result if the proper values of the atomic scatter-
ing are not selected. Two pieces of evidence which support the use of 
the values calculated by Berhguis will now be mentioned. 
Rahman56 compared two Fourier intensity kernels, one 
obtained with x-rays, the other with neutrons. A plot from his paper 
is reproduced here. (See Figure 11). Using a new criteria to test the 
validity of these intensity kernels, Rahman concluded that the neutron 
data were more reliable than the x-ray data. In order to show what the 
effect of the uncertainty in the atomic scattering factor would do to 
tne x-ray data, the x-ray intensity kernel was recalculated using the 
dispersion corrected values of Berghuis et. al. and the new x-ray kernel 
was compared to the neutron kernel in Figure 12. Within the accuracy 
with which the published figures could be interpolated to make the 
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calculations, the two curves now show substantial agreement. 
Secondly, the atomic scattering factor of argon has been 
measured by Chipman and Jennings.5° The values of f(s), obtained on 
an absolute basis with an accuracy of about f:/o, agree with the values 
of Berghuis et. al. within 0.1 e.u. Since Chipman and Jennings reduced 
their data using dispersion corrections and subtracted incoherent 
scattering that included exchange effects, it is reasonable to assume 
that the Berghuis values are an accurate estimate of the atomic 
scattering factor. 
E. Data Smoothing 
I'he sample intensity data, Is(e), were smoothed by fitting 
a second order polynomial in e to short segments of the scattering 
curve. The form of the fitting polynomial was 
r~mh ( e ) = a ( e ) + b ( e ) * e + c ( e ) * e 2 (23) 
The coefficients were evaluated by least s~u.ares, and a separate set of 
coefficients were determined for each value of e (with the exception of 
data points near the apex of the main peak which were not smoothed). 
The range of data points used to smooth the data at each 9 is summarized 
below. 
e 
i.50 to 4.oo 
5.25 to 8 . oo 
8.25 to 12.25 
12.50 to 16.25 
16.50 up 
No. of pts. on each side of e 
3,4,5,5,4,4,4,3,3,3 
3,3,4,4,4,4,4,4,4,4,4 
5,5, .•. 5 
5,6,6,7,7,8,8,8,8,8,8,8,8,8,8 
8,8,9,9,10,10, ••• to a maximum of 40,40 
Tnese ranges of fittings were the last set used, with many other combi-
nations having been examined. 
The smoothing process itself was a lengthy, systematic 
analysis, which will be briefly summarized, step by step. 
The first analysis was the effect of the 17% range of the 
mass absorption coefficient. Is(e) for all six states was evaluated 
for seven values of this coefficient. After it was discovered that 
only small changes in i(s) would result from any two different mass 
absorption coefficients in this range, a decision was made to use the 
coefficient from the International Crystallographic Tables. 
Next, a qualitative study of effect of Q on Is was under-
taken. For each run, eight values of Q spanning an arbitrarily 
selected 8% fluctuation in Q were used to check to see if the experi-
mental Q was reasonable. This technique was based on the beryllium 
Bragg peaks which are present in both the cell pattern and the cell 
and sa."'llple pattern. The argument is this: if the value of Q being 
tested is too large, the peaks in Is(e) will all lie above basic argon 
intensity pattern, and similarly, if the value of Q is too small, the 
peaks in Is(e) will all be below the basic argon pattern. The net 
result of this investigation was that the six experimentally measured 
Q's were more narrowly defined than any value of Q which could be 
derived by examining the behavior of the peaks. 
Now, the ex:per:i.rnentally measured Q's, and the argon mass 
absorption coefficient were used to calculate Is(e) for all six states, 
and plots of these six functions were studied to ascertain whether or 
not a:ny of the empty cell beryllium peaks were consistently too large 
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or too small. The first step was to construct a table where, at each 
e corresponding to a peak, entries were made which described to what 
extent Is(e) was above or below the basic pattern at that angle. When-
ever the six table entries indicated that the I~(e) was probably in 
error, the five ~-filter and the five a-filter measurements uped to 
compute this intensity were checked to eliminate one pair of measure-
ments, if this pair deviated significantly from the other four. If a 
pair was eliminated, the average cell intensity at this angle was then 
recalculated. 
Following this, a preliminary smoothing was performed, the 
9r:Jlfa confidence band was calculated, and a plot of Is, and I~ ± b.Is 
was made. All points of Is falling outside the 90% confidence band were 
investigated just as the empty cell data points as beryllium peaks were. 
Individual pairs of ~ and a-filter cell and sample measurements were 
rejected only where the pair significantly contributed to the discre-
pancy. When it did, a new average cell and sample intensity was 
calculated from the remaining two pairs at the angle. In this step, 
for each argon state investigated, less than eight pairs out of 711 
were discarded. When this was completed, the average intensities, at 
each angle in the cell measurements and at each angle in the cell and 
sample measurements, were considered to be "the experimental data.rr No 
further rejection of individual ~-filter-a-filter pairs was attempted. 
Figure 13 depicts the cell pattern and the cell and sample pattern 
for Run 11 2. 
Two additional refinements were necessary to complete the 
smoothing process. The first was simple to apply. An:y Is point 
which remained outside a confidence band of 99.5% was rejected and 
replaced by the preliminary estimate, I~mh(e). 
Then, a large number of variations in the smoothing ranges 
were tested to determine the maximum number of oscillations which 
could be statistically identified in the six state patterns being 
investigated. Three criteria were used. First, a maximum or mini.mum 
was said to be identifiable, if the distance between the normalized 
pattern, (C/N) r:mh and the gas scattering function, fd2 + Iinc/B2 , was 
greater than the width of the 50% confidence band. Second, this maxima 
or mini.ma must exist at approximately the same angle in all intensity 
patterns at higher densities. And third, a continuous set of oscilla-
tions must be identifiable at all angles smaller than that angle where 
an oscillation could be identified. Within these criteria, only three 
maxima could be identified at each temperature and density investigated. 
(Refer to the smoothing curve plotted in Figure 14 for argon Run# 2.) 
Once this fact had been established, the smoothing range 
previously listed was used to complete the smoothing process. Fluctua-
tions in I~mh beyond e of about 22° were considered random. 
F. Normalization 
The kernel of the Fourier integral is calculated from the 
smoothed intensity patterns by subtracting the total gas scattering 
from rsmh as follows: s 
i (e) (24) 
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where the constant, C/N, normalizes the smoothed intensity to the 
electron unit. 
The proper value of C/N is that which allows i(e) to vanish 
as e increases. This normalization was accomplished by a least squares 
fit of the ratio 
One hundred values of Ismh from e of 20° to 45° were used to calculate 
s 
C/N within a maximum estimated error of 0.3%. A typical fit of the 
normalized smoothed curve for Run # 2 is depicted in Figure 15. 
With C/N determined, i(e) was calculated. 
G. Divergence Correction 
As previously described, the maximum horizontal divergence 
of the experimentally scattered radiation is a function of angle. A 
correction procedure to limit the maximum divergence to less than 0.35 
degrees has been developed. Since the details of this correction are 
carefully outlined in Appendix 9, only the reason for the correction 
will be presented here. 
When the scattering geometry was analyzed, it was discovered 
that the horizontal divergence was primarily contributable to the width 
of the horizontal Soller slits. If the receiving beam had been colli-
mated vertically as well as horizontally, the horizontal divergence 
woµld have been considerably reduced. 
The incident beam was defined by a set of vertical Soller 
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slits. Because of the length and the narrow spacing of the vertical 
foils, an incident ray could not deviate more than 0.825 degrees from 
intercepting the sample at 90° to the axis of the goniometer. There-
fore, within this small angular deviation, it was assumed that all 
scattered radiation resulted fr~~ parallel incident radiation, where 
each incident ray would be scattered in a diffraction cone defined by 
the scattering angle 29. 
The receiving Soller slit system can be considered to be a 
set of detectors, each one looking at a portion of the sample, each 
one 0.005 inches high and about 0.400 inches wide. Since the foils of 
the Soller slit assembly are parallel, the nominal angle 29 is appli-
cable to each, and the correction was developed for only one of these 
detectors. The two dimensions of the detector will be called the 
window, the length being parallel to the target and sample. The face of 
the window moves about the sample on an arc of radius R in steps of 
0 0.25 in e, thus defining a set of observations of the intensity 
measurements at 237 values of e. For this analysis the narrow target 
and the portion of sample being viewed will be considered to be a line 
source and a line sample respectively. 
Consider scattering from the line sample which is defined 
by a scattering angle 2e. Each point in the line sample generates a 
scattering cone. A portion of each cone will certainly be detected at 
the nominal angle equal to the angle of the cone. The question then 
becomes, is the 2ek cone detected at any other angle, 261, besides that 
specific angle, 2ek? The answer is yes, when the counter is at angles 
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smaller than 29k and where the maximum horizontal divergence at 29k is 
greater than 29k - 281· That is, only at small angles. 
Therefore, the measured scattering intensity at small 
angles is actually greater than it should be if the viewing beam were 
properly collimated. Using the procedure outlined in Appendix 9, a 
correction was made to r;mh(e) and i(s) recalculated from the divergence 
corrected smooth scattering function. Figure 16 depicts the argon 
intensity function, j(s) [ j(s) = i(s) + l], for Run# 2, before and 
after the divergence correction. 
This correction did not significantly alter the calculated 
radial distribution functions, nor the direct correlation functions 
beyond r of 3.2. However, the calculated values of C(r) at small values 
of r were more negative than those calculated from the uncorrected 
argon intensity patterns. 
H. The Transform Calculation 
Before the net radial distribution function and the direct 
correlation function could be calculated, it was necessary to extrapo-
late the dispersion corrected intensity kernels to s of zero (See Eq. 
(14)). Since no systematic oscillations were detected beyond the third 
maximum in i(s), the experimental intensity kernels were truncated 
after the third maximum. This truncation limit is labeled smax· 
The net radial distribution function was calculated by 
integrating the intensity kernel from s of zero to the truncation limit. 
4nr2ph(r) = 2~J;nax s i(s) sin sr ds (26) 
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Fifth degree LaGrange interpolating polynomials were calculated for 
the discreet values of i(s), six points at a time, and the powers of s 
with the appropriate coefficient were analytically integrated with sin 
sr, such that: 
5 
= 2r L L (a.). 
TT j i=o l. J si+l sin sr ds J ~.j+l J (27) 
where (ai)j is the coefficient of the ith power of s for the LaGrange 
polynomial over the interval (s., s. 1 ). The subscript j counts the J J+ 
intervals required to fit i(s) from zero to the truncation limit. 
Similarly, the direct correlation function was calculated 
from 
4TTr2pc(r) = 2r Jsmaxs ~sin sr ds TT O 1+i1S} (28) 
where the polynomial interpolation coefficients were calculated for the 
intensity kernel, i(s)/(l+i(s)). 0 For r < 3.2 A, the procedure developed 
by Mikolaj and Pings13 was used to calculate more accurate estimates of 
C(r) than available from the direct transform. At these values of r, 
the radial distribution is zero and h(r) = -1. Therefore, equations 
(26) and (28) may be subtracted to produce 
s..... 2 ) 2 -2r -wax i s 
4TTr p(C(r) + 1) =-;;- J 0 s l+its) sin sr ds (29) 
which could be evaluated using another set of interpolating polyno-
mia.lS• 
I. Uncertainty Bands 
follows: 
where 
The confidence interval for i(s) can be calculated as 
(30) 
C/N is the previously determined normalization constant to 
convert to electron units 
6Is is the previously determined confidence interval for 
the data 
fd(s) is the dispersion corrected atomic scattering factor 
N(s)-3 represents the number of degrees of freedom that are 
inherent in the quadratic (3 constant) smoothing pro-
cess. If the data at a particular value of s were not 
smoothed, N(s)-3 was set to one: otherwise, N(s) was 
taken to be the total number of data points used to 
calculate r~mh at s. 
For the purpose of estimating the uncertainty in structure, the values 
of 6Is at the 5oo/o confidence interval (that is, kj was taken to be 
0.675), were used. 
An uncertainty band for the net radial distribution 
function has been estimated as follows: 
s . 
2- 2r J max 4nr p6h(r) =TT 0 s oi(s) I sin sr Ids (31) 
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To simplify the calculation, the absolute value of sin sr was replaced 
bY the constant, one. In this sense, 6h(r) represents an uncertainty 
band in h(r) that is based on the fact that over the range of s that 
i(s) has been detennined, the exact value of i(s) is uncertain. 
For r > 3.2, the uncertainty band for the direct correlation 
function has been estimated using 
2- 2r Jsmax ~ 4nr p~C(r) = -;:r 0 s 1+iTS) ds 
For r less than 3.2, the following definition for 6C(r) was used 
4nr2p6C(r) = 2TTr s06max s i(s)(2+i(s))oi(s) ds (l+i(s))2 
(32) 
(33) 
The uncertainty bands, 6h(r) and 6C(r), are a statement of 
the fact that the ability to calculate h(r) and C(r) depends on the 
total time alloted to measure the scattering intensities. 
J. Calculation of P-Y Potentials 
Once the radial distribution function and the direct 
correlation function had been calculated, the potential predicted by the 
Percus-Yevick equation could be calculated by rearranging the P-Y 
equation to 
!. [u(r)~ = T ln [g(r) - C(r) J k ~P-Y · g(r) (34) 
This equation can be used when neither the numerator nor the denominator 
of the logrithm are zero. 
The uncertainty bands for the structure functions were used 
to estimate the uncertainty in u(r), namely 
where 
/.'.lg (r) = 6h (r) 
g(r) =h(r) +1 
and where .6.(g(r) - C(r)) is calculated using the right hand side of 
Eq. (33). 
(35) 
(36) 
(37) 
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IV. RESULTS 
A. General 
The six thermodynamic states investigated, including the 
experimental uncertainties, are summarized in Table I. The values of 
temperature and pressure are absolute relative to the primary standards, 
an NBS calibrated platinum resistance thermometer and the Hart dead 
weight tester, whereas the densities quoted are based on the PVT 
measurements of Levelt38 and Van Itterbeek.39 6p is based on ~T and 6P. 
The uncertainty in the temperature includes uncertainties 
in the thermometer pressure coefficient, the temperature gradient 
between the irradiated sample and the argon in which the thermometer is 
immersed, the inaccuracy of the thermometer calibration, and the 
maximwn fluctuation of temperature during the three scans of e-space. 
In addition to this, an uncertainty that relates to the thermometer 
calibration device itself was included to insure the absolute measure-
ment. That is, the respective terms are 
(38) 
Typical values for Run# 1 are: 
AT = 0.005 + 0.015 + 0.0023 + 0.0007 + 0.015 = ±0.038 °K (39) 
The maximum temperature fluctuation was 1.2 millidegrees for Run# 2. 
The uncertainty in the pressure includes the precision of 
the pressure calibration data, the uncertainty of the primary standard 
(l part in 10,000), the experimental fluctuation, and a zero drift 
correction (0.05%) for the Texas Instrument. 
AP = APP.C. + APP.S. + APFluc + aPz.D. (40) 
TyJ?ical values for Run# 1 are: 
AP = 0.005 + 0.050 + 0.200 + 0.264 = ±0.519 psi (41) 
The experimental fluctuation of 0.2 psi was the same for all runs. The 
zero drift correction was taken from the literature accompanying the 
precision pressure gage, and must be included whenever the gage is 
pressurized for long periods of time. The hystersis behavior of the 
bourdon spiral was carefully avoided by never pressurizing the gage 
above the measuring pressure. 
B. Intensity Curves 
The average experimental cell and cell plus sample experi-
mental intensities, normalized by the reference angle intensity, are 
listed in Table II. Each number in the cell intensity data represents 
at least fifty minutes total counting time, 1500 seconds with the ~­
filter on the incident beam and 1500 seconds with the ~-filter on the 
incident beam, accumulated in five e-space scans. In the other six 
columns, each number in the cell and sample intensity data represents 10 
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minutes counting time, 300 seconds for each filter accumulated in three 
e-space scans. The average empty cell checkpoint intensity was 42.16 
counts/sec. In order to subtract the cell intensity from the cell and 
sample intensity, the latter must be scaled by Q, the ratio of the cell 
plus sample reference angle intensity to the empty cell reference 
angle intensity. The six experimentally determined ratios for the six 
states are 1.5300, 1.4890, 1.5201, 1.4737, 1.4237, 1.4274 and 1.3454, 
for Runs 1 to 6 respectively. 
Figure 13. 
A typical plot of the normalized data has been presented in 
Note that over 40 of the 237 angle measurements have been 
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made on beryllium Bragg peaks. The lines connecting data points in this 
figure are not meant to imply the actual shape of the more than fifteen 
peaks which are outlined. The first peak and the right shoulder of the 
second peak of the argon scattering curve are clearly discernable at 
six degrees and to the right of 13°. 
The values of the dispersion corrected atomic scattering 
factor and the incoherent scattering factor used to deduce i(s) from 
the experimental data are listed in Table III. The last two entries of 
the incoherent scattering have been obtained by extrapolation. The 
relative a.mount of incoherent scattering in the total scattering is 
depicted in Figure 15· The total gas scattering intensity drops 
monotonically from 330.57 electron units at the origin to 25.8 at theta 
o~ 60°. As pointed out in the data reduction scheme, the relative 
amounts of incoherent and coherent scattering from beryllium need not 
be known for this scattering geometry. Nonetheless, since the fractions 
of coherent and incoherent scattering were approximated by the Be 
atomic scattering function and the Be incoherent scattering factor, 
selected values of these functions are presented in Table DI. 
Before the data could be subtracted, values of the absorp-
tion coefficients, ASSC, ACSC and ACC for both incoherent and coherent 
scattering were calculated for each angle where scattering data was 
taken. The wavelength dependence of the mass absorption factor is 
presented in Appendix 8. The density of the beryllium cell was taken 
from Mikolaj's thesis, 1.82 g;:n/cc and the density of argon used to 
calculate the linear absorption coefficient from the mass absorption 
coefficient was the appropriate experimental sample density. Represen-
tative values of the absorption coefficients for each run, estimated to 
be accurate to three significant figures, are listed in Table V. 
Using the methods of data analysis described in the pre-
ceding section, x-ray scattering curves were obtained at the six 
different thermodynamic states. The results of these calculations, the 
argon intensity curves (j(s) = i(s) + 1), are presented in Table VIa 
before the divergence correction was made, and in Table VIb after this 
correction. Since the general features of the argon intensity curves 
are more clearly shown in j(s) rather than Ismh (Figure 15), the 
divergence corrected data are presented in terms of j(s) in Figure 16 
(Run 2), Figure 17 (Runs 1, 3 and 4), and Figure 18 (Runs 5 and 6). 
The order of increasing density and decreasing temperature is Run 2, 
1, 3, 4, 5, then 6. The values of j(o), a2 and a4 used to extrapolate 
these curves to s of zero, the normalization constant, and the trunca-
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tion l:imit are listed in Table VII. Two sets of extrapolation para.me-
ters are given, one for j(s) before the divergence correction, one 
after the correction. 
Each j(s) curve shows three max:ima at s values of 1.92 ± 
0.02, 3.68 ± 0.06 and 5.43 ± 0.16, and three minima. The position of 
the first minimum is between s of 0.55 and 0.69 for the first five runs 
but shifts considerably towards the origin to s of about 0.14 for the 
highest density. The second min:imurn occurs at s of 2.73 ± o.o4 and the 
third at s of 4.48 ± 0.18. The precise values for each run are listed 
in Table VIII. In general, the depth of the first minimum decreases 
with increasing density from 0.20 to 0.09 and the height of the first 
peak increases markedly with increasing density from 1.45 at p = 0.910 
gm/cc to 2.26 at a density of 1.261 f!JO./cc. The other features do not 
show marked changes with change of state, except that the third peak at 
a density of l.116 f!JO./cc (Run 4) is at a larger s than any other state, 
a fact that is consistent with the intensity patterns measured by 
Eisenstein and Gingrich. 
The width of the first peak in j(s) [at j(s) = l] is 
reasonably constant in this density range (See Figure 19) between s of 
0.70 to 0.74, but considerably narrower than the width of the j(s) 
functions measured by Mikolaj at lower densities in a ~-filter experi-
ment. The effect of the dual filter monochromatization was to reduce 
the magnitude of the first peak, thereby reducing the peak width. 
Compare the dual filter data with the ~-filter data at 143 °K and a 
· density of 0.982 gm/cc in this figure. 
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The height of the first peak systematically increases with 
density as is depicted in Figure 20, with the exception of the height 
of the first peak at 1.116 gm/cc which appears to be 8 to lo</o lower 
than the trend of the other five states would indicate. It should be 
pointed out that the data for this run was the only set taken while the 
air conditioning in the lab was not working (The room temperature was 
15° hotter in the daytime and 5° cooler at night than the normal 68 
± 2 °F). Even though the scatter in the data was increased by an 
increase in the electronic noise in the detector system, the statis-
tically predicted uncertainty band about this peak height is not large 
enough to be able to claim that this lower peak height is within 
statistical fluctuations. This lower peak height is an experimental 
fact. 
c. Net Radial Distribution Functions 
The net radial distribution functions were calculated at 
155 values of r as follows: 
range of r 
0.1 to 7.0 ~ 
7.0 to 24.o 
increment in r 
0.1 A 
0.2 
0 
The results of this calculation for r > 3.0 A, including the uncertainty 
band based on the 50% confidence interval are listed in Table IX. 
These functions show three distinct maxima. In order to show the 
nature of the functions being calculated before the uncertainty band is 
added, the radial atomic density, 4nr2ph(r) is depicted for all six 
states in Figures 21 and 22. Without the uncertainty bands, it would 
be extremely difficult to judiciously report the structure. However, 
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the basic features, the three major peaks, are discernable. (These 
peaks positions and magnitudes are listed in Table x.) In general, the 
height of the first peak increases with increasing density from 2.78 to 
0 4.98 atoms/A. Note that the height of the first peak for Run 4 is 
lower than the trend with increasing density by Runs 2, 1, 3, 5 and 6, 
respectively. The ripples at small r are presumed to be spurious. 
Before presenting the net radial distribution functions 
calculated from the divergence corrected intensity functions, it is 
significant to note that the effects of the divergence correction have 
a small effect oh h(r). In the lower half of Figure 23, the effect of 
the correction is seen to be so small that the two h(r) curves are 
almost identical. 
The tabularized net radial distribution functions (Table 
XI) are depicted in Figures 24 and 25. These functions are shown as 
bands because it is not reasonable to imply that they can be determined 
more precisely than this. The first zero in h(r) was observed at r of 
0 0 3.34 ± 0.03 A, and the first maximum at 3.38 ± 0.06 A. The height of 
the first maximum varies from 1.09 to 1.44 over the density range, with 
Run # 4 lower than the trend. These properties are summarized in Table 
XI. A second peak is clearly visible and upon closer examination a 
third peak exists at the higher densities. 
However, unexpectedly, the transition region between the 
first peak and the second is not always smooth. Based on the confidence 
bands the existence of a secondary feature in this region is probable . 
This behavior will be discussed later. 
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The first coordination number, an estimate of the average 
number of nearest neighbors, was calculated by, determining the area 
under the function 4nr~;[r g(r)] sym. The subscript sym means that the 
function r g(r) was made symmetric at the vertical line through the 
maximum of the first peak by producing the mirror image of the leading 
edge as the second half of the peak. The experimental coordination 
numbers, for Runs 1 to 6 respectively, are 5.1 t 0.3, 4.3 t 0.2, 5.7 t 
0.2, 5.3 ± 0.2, 6.4 ± 0.2 and 6.5 ± 0.2. 
D. Direct Correlation Function 
The direct correlation function was calculated from the 
divergence corrected intensity pattern using Equation (28) for r > 3.2 ~ 
and Equation (29) for r < 3.2. 
The basic features in C(r) for r > 3.2 are not altered by 
the divergence correction, although the main peak is slightly reduced 
(See Figure 23). The results (Table 12) are depicted in Figures 22 and 
23 for r > 3.2. These functions are short-ranged, with no discernable 
features beyond nine angstroms. Each function rises steeply from the 
first zero at r of 3.46 ± 0.03 ~to a maximum at 3.91 ± 0.06 Rand then 
decays somewhat irregularly to zero. With the exception of Run 4, the 
height of this peak, 1.14 ± 0.05 does not change significantly with 
increasing density. The peak in Run 4 is 2oo/o shorter (0.91) and 
broader than the other five peaks. Based on the 50% uncertainty bands, 
secondary features are evident in the curves for Runs 1, 3, 5 and 6, 
With C(r) for Run 6 actually going negative. 
The low r behavior of C(r) is depicted in Figure 23 (Run 2) 
and Figure 28. The error band about C(r) diverges rapidly as r 
approaches zero. Therefore, the estimate of C(r) at r of zero was 
obtained by extrapolation. These intercepts decreased rapidly with 
increasing density from -8.93 to -17.93 at the highest density investi-
gated. The intercepts, first zeros, first maxima, and the value of 
C(r) at the maxima are summarized for all six thermodynamic states in 
Table XIII. 
E. Percus-Yevick Potential Functions 
Once the radial distribution function and the direct 
correlation functions were known, the potential function predicted by 
the Percus-Yevick equation was calculated using Equation 34. Since 
g(r) is presumed to be zero for r less than the hard core diameter, the 
calculation was made starting at r of 3.0 angstroms. The results of 
these calculations are depicted in Figure 29. All six functions drop 
rapidly from over 100 °K through zero at r of 3.46 ± 0.03 ~to a 
0 
negative minimum at r of 3.99 ± 0.04 A and then rise quite irregularly 
to zero. The range of the potential function is about 8 angstroms. 
With the exception of Run# 4, the minimum is well defined. The well 
depth decreases rapidly with increasing density from -118.0 ± 3.5° at 
P = 0.910 g;n/cc to -68.6 ± 2.1 at 1.261 g;n/cc. The attractive portions 
of these functions are quite irregular, with the exception of the 
curve for the lowest density which remarkably resembles the L-J 12-6 
potential (~ = 3.405 ~' e/k = 119.8 °K). A few features of these 
potentials are listed in Table XIV. 
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V. DISCUSSION OF RESULTS 
A. Intensity Curves 
In April, 1968, Levesque and Verlet15 published a note, 
wherein they stated: 
"The euerimental structure factor [j(s) of Mikolaj and 
Pings, See Figure 30] seems too high for low and inter-
mediate "s". In the high "s" region the oscillations of 
the experimental structure factor are not regular. This 
contrasts with the regular behavior of the theoretical 
structure factor. • •• The question can then be raised of 
the precision of the x-ray scattering experiment ••• " 
These statements were based on molecular dynamic computations of the 
radial distribution and the P-Y theory. A computer experiment at 
several densities in the general critical region had been performed in 
which the validity of the P-Y equation to within 1% had been verified, 
and then the intensity functions were calculated by Fourier trans-
forming the structure functions. The conclusion that the intensity 
functions were probably in error by loo/a was based not only on the 1-J 
potential (well depth 120°) but also on K:i.hara potentials (well depths 
of 143° and 163°). T'ne figure reproduced here was selected as it 
depicted the largest discrepancy between Verlet15 and Mikolaj.11 
As mentioned earlier, this x-ray experiment was calibrated 
by repeating the measurement of the scattering function of one of the 
states investigated by MikolajlO and Honeywell,9 the one at 0.910 gm/cc 
and 143 °K. Because the incident beam was more monochromatic, differ-
ences in the two independently measured intensity curves were expected, 
and there were differences (See Figure 31). If one compares the curves 
in Figure 31 with those in Figure 30, the improvement in the experiment 
can be seen to correct the intensity :patterns in just the way to make 
the new patterns more consistent with the molecular dynamic predictions. 
The structure factor at low and intennediate s is lower, the right 
half of the second peak is higher, and the third peak is not changed. 
The validity of the truncation of the intensity patterns 
after the third maximum can be tested by referring to the approximate 
asymptotic behavior of i(s) empirically correlated by Verlet,17 namely 
i (s) a 
e -Q'S 
s (42) 
where a is on the order of 0.1 for densities near 1 gm/cc. If there 
was a fourth peak nears of 7.2, its magnitude relative to the height 
of the third peak at s of 5.4 would be predicted to be 
-.72 I -.54 e e 
7.2 5.4 = 0.629 (43) 
or that is, about 63% as large as the third peak. With this fact in 
mind, the smoothed curves were carefully re-examined. It was not 
possible to identify a peak of this magnitude in any of the six in-
tensity patterns. Since the inclusion of additional portions of i(s) 
might decrease the reliability of the transforms, the data were 
truncated. 
The position in s-s:pace of the maximum in i(s) has been 
predicted from the Percus-Yevick theory and the Lennard-Jones potential 
as well as for the hard spheres by Verlet,17 using 
s 
max 
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lwhere i (s) a maximum] ::::: 2TT L ro (44) 
where r 0 is very close to cr but depends on density (See Figure 32 for 
the density correlation). Within experimental accuracy, the positions 
of the maximum in the six intensity patterns produce an r 0 which agrees 
with this model. 
B. Net Radial Distribution Functions 
The net radial distribution function for Run # 2 has been 
compared to the one determined at the same thermodynamic state by 
Mikolaj and Pings (See Figure 33). The first and second peaks calcu-
lated from the intensity pattern obtained in the dual filter experiment 
are higher and more narrow than the corresponding peaks calculated 
from the intensity pattern obtained in the ~-filter experiment. In 
addition, the position of the maximum of second peak occurs at a 
smaller value of r. The other features are remarkably similar. 
The net radial distribution function for this thermodynamic 
state has been predicted by Watts19 using the Percus-Yevick approxi-
mation in conjuction with the Lennard-Jones potential. The numerically 
predicted function is compared to the experimentally determined 
function in Figure 34. Within the experimental uncertainty, the 
functions agree at all values of r, except where the main peak in the 
predicted function is higher than the main peak in the experimental 
function. It is possible that a portion of this peak height discrepancy 
is experimental error. If Verlet's asymptotic prediction for i(s) is 
true, then a fourth maxima in the intensity pattern would exist. 
Gingrich and Tompson in their study of argon scattering near the triple 
point have pointed out that if the intensity pattern is prematurely 
truncated, the height of the main peak is reduced and shifted to smaller 
values of r. 
A comparison of the net radial distribution function for 
Run # 6 with one calculated by Verlet using molecular dynamics is 
depicted in Figure 35. The densities are the same, but the molecular 
dynamics experiment was carried out at 128.19 °K. The height of the 
main peak in this thermodynamic region is sensitive to temperature. 
Therefore, only the other features, which agree well, can be quantita-
tively compared. If the temperature of the molecular dynamics experi-
ment was lowered to agree with the one measured here, the height of the 
first peak would increase and the position of the maximum would shift 
to larger values of r. 
The presence of a small subsidiary maximum located between 
the first and second peaks in h(r) has been the subject of considerable 
discussion. This maximum was reported by Eisenstein and Gingrich,8 and 
also by Honeywell,9 but not by Mikolaj11 when he reprocessed Honeywell's 
data. Finbak,57 after analyzing several monatomic fluids, concluded 
that this maximum was spurious and caused by experimental errors in the 
intensity data. In a comprehensive analysis of transforms of i(s) and 
g(r), Kahn58 stated the major cause of this irregularity in the 
distribution function was inherent in the experimental intensity curves 
and not the truncation error. If the truncation error is not respon-
sible, and if no systematic error has been perpetrated, then the radial 
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distributions that have been presented for Runs 1, 3 and 5 must contain 
a subsidiary featu:"c .• 
Further insight to this question can be gained by reviewing 
21 three radial distribution functions calculated by Fehder using two 
dimensional molecular dynamics (See Figures 36, 37 and 38). The two 
dimensional relative packing densities, 0.5406, 0.6237 and 0.7274, 
a]Jnosts spans the relative packing density of the six argon states 
which extends from 0.565 to 0.776. At the lowest packing density 
0 (o.54o6) a subsidiary feature between 5.2 and 6.2 A is evident. At the 
intermediate packing density, the transition between the first peak and 
the second peak is not symmetrical enough to argue that a subsidiary 
feature is not evident, whereas, at the highest relative packing 
density the transition region is quite symmetrical and bowl-like. The 
secondary feature is thus seen to be density dependent. 
There is one additional state dependent feature in the two 
dimensional molecular dynamic radial distribution functions that 
should be observed. The height of the first peak in these states does 
not increase uniformly as the density increases and the temperature 
decreases. 
Temperature 
137.56 °K 
132.12 °K 
120.74 °K 
Densi t;y: 
0.5406 
0.6237 
0.7274 
Peak heifht in g(r) 
2. 2 
2.35 
2.55 
This is quite similar to the behavior of the lower peak height of Run 4 
relative to the increasing peak height of the other five states. 
C. Direct Correlation Functions 
The experimental direct correlation function is defined by 
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the transfonn of i(s)/(l + i(s)) given in Equation (28). If this 
kernel were used to calculate the low r behavior of C(r) spurious 
ripples would appear, ripples whose amplitudes increase as r decreases. 
The technique developed by Mikolaj and Pings, expressed by Equation 
(29), significantly improves the subatomic behavior of C(r) (See 
Figure 39). 
The calibration experiment, comparing Run 2 with the same 
state measured by Mikolaj,lO indicates significant changes in C(r) 
result from the improvement in the monochromatization of the incident 
beam (See Figure 40). The first peak height is higher, the leading 
edge of this peak is steeper and the subatomic values of C(r) are 
lowered significantly (See Figure 40). In addition, there is a sugges-
tion of subsidiary structure in the trailing edge of the first peak 
that did not appear in the 13 ~-filter investigations of Mikolaj and 
Pings.13 
Two of the direct correlation functions, Runs 2 and 1, at 
the lowest densities are compared with those analytically predicted by 
Watts from the P-Y approximation (See Figures 41 and 42). The 
magnitudes of the two main peaks in the experimental direct correla-
tion functions are smaller than the predicted magnitudes and the 
positions of the experimental maxima are at larger values of r. 
However, the pairs of curves are quite similar. In particular, the 
estimated behavior of C(r) at small r agrees in magnitude and shape 
With the analytical curves. 
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D. Percus-Yevick Potential Functions 
In their published note on the intensity patterns of 
Mikolaj and Pings,11 Levesque and Verlet15 claimed on the basis of 
their molecular dynamics calculations, that the P-Y equation was 
applicable in the general vicinity of the critical region. The cal-
culated P-Y potential for Run 2 closely resembles the L-J potential 
(See Figure 43). In addition to this, the experimental h(r) and C(r) 
agree with Watts' functions that were predicted from the P-Y equation 
and the L-J potential. The internal consistancy of this experimental 
state with the Watts' study, plus the molecular dynamics work, all 
support the validity of the Percus-Yevick equation at densities around 
the critical state. 
The significant density effect on the predicted P-Y poten-
tial function along with the density effect predicted by Mikolaj and 
Pings is depicted in Figure 44. Two curves are not expected to be 
colinear since the former was based on the dual filter and the latter 
on the ~-filter monochromator. Since the radial distribution functions 
calculated from the dual filter experiments are more sharply defined 
than the ~-filter distributions, the well depths for this work are much 
deeper. However, the significant fact is that the well depth decreases 
significantly with increasing density, which means that the Percus-
Yevick equation can not be applied in the high-density-low-temperature 
region of the PVT diagram. Since only one measurement was made at each 
density, no statement about the slope of this line being independent of 
temperature can be made. The well depth of Run 4 does not follow the 
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trend of the other five. This is consistant with the fact that the 
height of the first peak of h(r) for Run 4 is lower than the trend 
indicated for the other five densities. 
E. First Coordination Numbers 
The use of the radial distribution function, g(r) to compute 
a coordination number for argon has been discussed by Mikolaj and 
Pings14 for four different methods: 
Method 
A 
B 
c 
D 
Description 
symmetrizing the first peak in r g(r) 
symmetrizing the f~rst :peak in r 2 g(r) 
decomposition of r g(r) into shells 
computation of the area to the first 
minimum in r 2 g(r) 
The magnitude of the first coordination number depends on which method 
was used to compute it. Successively larger values would be predicted 
for the different methods from A to D respectively. The first coordina-
tion numbers calculated by Method A for the six states investigated 
correlate well with the results published by Mikolaj and Pings (See 
Figure 45). 
VI. CONCLUSION 
One approach to the understanding of the properties of 
fluids is based on attempts to calculate the radial distribution 
function, g(r). For simple molecular fluids an accurate knowledge 
of g(r) for all temperatures and densities and accurate knowledge of 
the state-independent intermolecular potential function would provide 
the thermodynamic properties, via the volumetric equation of state 
and the caloric equation of state: 
(45) 
U = ~0kT - ~op J: g(r) u(r) 4nr2dr (46) 
where U is the internal energy per mole and N0 is Avogadro$ number. 
Efforts are being made to determine u(r) from a diffraction 
experirnent. 59 Once this function is available, the radial distribution 
functions determined in this work will be used to evaluate the thermo-
dynamic properties of argon in the liquid region. 
However, the significant breakthrough will not come until a 
theory of fluids is developed that will predict g(r) and C(r) from the 
pair potential, at which time, the complete thermodynamic properties 
Will be derivable from the pair potential. 
It is to this end that this experiment was performed: the 
radial distribution functions and the direct correlation functions 
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must be known at a few states in the liquid region before theories can 
be demonstrated to be valid. Within this framework several conclusions 
have been drawn. 
l· Since the well-depths of the pair potentials (predicted by sub-
stituting the experimental distribution functions into the Percus-
Yevick equation) are state dependent, the P-Y equation rapidly becomes 
invalid as the density increases from 0.910 to 1.261 f!Jll/cc. The fact 
that the predicted potential at 0.910 f!Jll/cc closely resembles the 
Lennard-Jones potential for argon probably implies, in correlation 
with Verlets work, that the limiting density for using the P-Y equation 
is near 0.910 f!Jll/cc. 
2. The radial distribution functions for argon contain secondary 
features between the first two main peaks. Since this fact has been 
previously contested in the literature, it is significant to note that 
the technique of calculating confidence bands about g(r) firmly resolves 
this question. The existence of these peaks has been suggested by 
Fehder's molecular dynamics calculations, by Monte Carlo calculations 
and by early solutions of the Yvon-Born-Green equation. 
3. Secondary features are observed on the right shoulder of the main 
peak in the direct correlation function. This is the first evidence of 
this behavior for a van der Waals fluid. 
4. This study indicates that the structure of liquid argon near a 
density of 1.116 f!Jll/cc and 127.05 °K may be anomalous. The maximum in 
g(r) is lower than the trend of neighboring density-state distribution 
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functions. The first maximum in i(s) is lower than the trend in density, 
and the width of the third peak is greater than others at lower and 
higher densities. 
5. Confidence bands about the smoothed intensity functions have been 
used with care to show that a fourth peak in the intensity kernel is not 
detectable. Within the accuracy of the data and the data reduction 
scheme, the validity of the asymptotic form of i(s) proposed by Verlet 
is dubious. 
Several other conclusions which relate more to the experi-
mental technique are noted. 
6. Within the arguments given here, the atomic scattering factor 
for argon given by Berghuis et. al. seems to be more reasonable than 
other factors used by different investigators. Quantitative compari-
sons of structure functions determined by two different x-ray investi-
gators should not be made unless the effect of probably different 
structure factors is eliminated. 
7. The accuracy of C(r) at low r is directly related to increasing 
the accuracy of i(s) at low s. To accomplish this, divergence of the 
incident and scattered beam must be minimized. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
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Figure 17. The Argon Intensity Function j(s), for Argon Runs l, 3, 
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TABLE II 
SUMMARY OF THE EXPERD1.ENTAL ARGON DIFFRACTION DA.TA 
Normalized by the Checkpoint Intensity 
e Empty Argon Argon Argon Argon Argon Argon 
Degrees Cell Run 1 Run 2 Run ~ Run 4 Run 2 Run 6 
0.75 0.1989 0.6297 0.7453 o.4579 0.3721 0.2877 0.2118 
1.00 0.1647 0.5409 0.6182 o.4161 c.3419 0.2601 0.2006 
1.25 0.1549 o.4751 0.5349 0.3721 0.3084 0.2454 0.1935 
1.50 0.1527 o.4327 o.4952 0.3583 0.3035 0.2310 0.2032 
1.75 0.1567 o.4o46 o.4728 0.3394 0.2863 0.2326 0.1940 
2.00 0.1636 o.4195 o.4485 0.3311 0.2836 0.2406 0.2133 
2.25 0.1825 0.3896 o.4323 0.3408 0.]057 0.2296 0.2207 
2.50 0.2034 o.4020 o.4552 0.3409 0.2934 0.2546 0.2368 
2.75 0.2340 o.4168 o.4781 0.]721 0.3382 0.2797 0.2603 
3.00 0.2513 o.4602 o.4842 o.4123 0.3509 0.2928 0.2543 
3.25 0.2314 o.4556 o.4992 0.3990 0.3795 0.3051 0.2627 
3.50 0.2530 0.5019 0.5537 o.48o8 0.3926 o. 3343 0.3038 
3.75 0.3003 0.5898 0.6174 0.5007 o.4412 0.3887 0.3480 
4.oo 0.2743 0.6207 0.6829 0.5845 0.5177 o.4362 0.3806 
4.25 0.2740 0.7121 0.7463 0.6744 0.5856 o.4862 o.4151 
4.50 0.2803 0.8394 ' 0.8827 0.7719 0.6816 0.5728 0.5005 
4.75 0.3103 0.9756 1.0254 0.9369 0.8365 0.7103 0.6195 
5.00 0.3098 i.1636 1.1910 1.1192 1.0109 0.9066 0.7565 
5.25 0.3255 1.3842 1.3759 1.3462 1.2748 1.1470 0.9755 
5.50 0.3497 1.6463 1.5888 1.6679 1.5668 1.4832 1.3046 
5. 75 o.4692 1.8946 1.7761 1.9159 i.9187 1.8854 1. 7434 
6.oo 0.3441 i.9269 1.7767 2.0697 2.0918 2.1126 2.0424 
6.25 0.3447 1.8791 l. 7440 2.0555 2.0582 2.1911 2.1927 
6.50 0.3806 1.7807 1.6665 1.9002 1.9222 2.0640 2.0587 
6.75 0.3678 1.5978 1.5017 l. 7126 1.7090 1. 7482 1.6971 
7.00 0.3745 1.4122 1.3640 1.4848 1.4695 1.4568 1.4407 
7.25 0.3839 1.2164 1.2156 1.2632 1.2539 1.2455 1.1779 
7.50 0.3878 1.1302 1.0900 i.1385 i.0958 1.0844 1.0012 
7.75 o.4013 1.0011 1.0162 1.0245 1.0000 0.9506 0.8972 
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TABLE II (con 't) 
e Empty ATgon kgon kgon kgon Argon kgon 
De~rees Cell Run l Run 2 Run 3 Run 4 Run 5 Run 6 
8.oo o.4283 0.9414 0.9659 0.9435 0.9220 0.8733 0.8248 
8.25 o.4293 0.9254 0.9236 0.9099 0.8605 o.8410 0.7991 
8.50 o.4513 0.8775 0.8768 o.8443 0.8202 0.7785 0.7373 
8.75 0.6532 0.9425 0.9661 0.9137 0.8982 0.8399 o. 7861 
9.00 o.4535 o.8423 0.8522 0.8082 0.8071 0.7615 0.7120 
9.25 0.5885 o.8441 0.9324 o.8463 0.8380 0.7820 0.7437 
9.50 0.6631 0.9100 0.9329 0.9104 0.9054 0.8300 0.8042 
9.75 0.5455 0.8630 0.9113 0.8619 0.8526 0.8021 0.7712 
10.00 0.8963 1.0231 1.0617 1.0042 0.9821 0.9569 0.9097 
10.25 2.0247 1.5084 1.6135 1.4846 1.5172 1.4520 1.4447 
10.50 0.7813 0.9738 1.0261 0.9862 0.9542 0.9617 0.9146 
10.75 0.5144 0.8828 0.8921 0.9111 0.8377 o.8416 0.8153 
11.00 0.6046 0.9311 0.9721 0.9733 0.9181 0.8996 0.8531 
11.25 i.3890 1.3075 1.3512 1.3356 1.2509 1.2598 1.2329 
11.50 4.1~631 2.7304 2.8006 2.6919 2.6664 2.6211 2.7265 
11.75 6.6110 3.6855 3.8100 3.7012 3.6070 3.5848 3.9979 
12.00 i.5882 1.3946 1.4398 1.4465 1. 3663 1.3399 1.3502 
12.25 0.5353 0.8746 0.9081 0.9152 0.9018 o.8496 0.8246 
12.50 o.53u 0.8299 0.8859 0.8777 o.8443 o.8419 0.8136 
12.75 0.5276 o.8446 0.8606 0.8673 0.8591 0.8315 0.7991 
13.00 0.5495 0.7661 0.8310 0.8507 0.8178 0.8007 0.7355 
13.25 0.5260 0.7682 0.8148 0.7585 o. 7866 0.7611 0.7202 
13.50 0.5186 0.7518 0.7446 0.7538 0.7563 0.7470 0.6816 
13.75 0.5134 0.7106 0.7541 0.7112 0.7062 0.6953 0.6536 
14.oo 0.5112 0.6941~ 0.7299 0.6680 0.6965 o.6864 0.6538 
14.25 0.5219 0.6825 0.7155 0.6825 0.6834 0.6779 o.6459 
14.50 0.5163 0.6511 0.6895 0.6771 0.6810 0.6502 0.6166 
14.75 0.5418 0.6938 0.7045 0.7098 0.6724 0.6364 0.6229 
15.00 0. 5548 0.6812 0.7254 0.6803 0.6657 0.6373 0.6070 
15.25 0.7213 0.7505 0.7719 0.7761 0.7499 0.7253 0.7097 
15.50 2.5971 1.6565 1. 7283 1.61~85 1.6194 1.6211 1.6387 
15.75 0.5926 0.6910 0.7046 0.7049 0.6707 0.6529 o.6449 
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TABLE II (con 't) 
e Empty Argon Argon Argon Argon Argon Argon 
De~rees Cell Run 1 Run 2 Run 3 Run 4 Run 2 Run 6 
16.oo 0.5501 o.6426 0.6890 0.6855 o.6476 0.6302 0.6237 
16.25 0.5281 0.6658 0.6657 0.6622 0.6266 0.6299 0.6195 
16.50 0.5473 0.6553 0.6948 0.6662 0.6549 0.6504 0.6368 
16.75 0.6155 0.6946 0.7153 0.7105 0.6652 0.6757 0.6781 
17.00 0.5295 0.6276 0.6690 0.6758 0.6333 o.6420 0.6322 
17.25 0.5339 0.6584 0.6619 0.6620 o.6413 0.6362 0.6011 
17.50 0.5651 0.6517 0.6881 0.6514 o.6487 o.6467 o.6486 
17.75 o.6688 0.6701 0.7442 0.7205 0.6807 0.7134 0.6905 
18.oo 1.0133 0.8393 0.8925 0.8700 0.8528 0.8636 0.8808 
18.25 1.1483 0.9143 0.9606 0.9277 0.9197 0.8831 0.9518 
18.50 0.5650 0.6191 0.6638 0. 6334 o.6421 0.6159 0.6365 
18.75 0.5228 0.5889 0.6380 0.6348 0.6319 0.5924 0.5965 
19.00 0.5455 0.6029 0.6220 0.5899 0.6112 0.5827 0.5935 
19.25 0.5364 0.6031 0.6243 0. 5898 0.6116 0.5916 0.5877 
19.50 0.5410 0.5922 0.6146 0.5875 0.5849 0.5905 0.5856 
19. 75 0.6100 0.6055 o.6491 0.6275 0.6285 0.6095 0.6128 
20.00 0.6879 0.6399 0.6911 o.6495 0.6594 0.6340 0.6620 
20.25 2.1217 1.3641 1.4000 1. 3362 1.3604 1.3650 1.4068 
20.50 1.2289 0.8796 0.9601 0.9003 0.9162 0.8895 0.9437 
20. 75 0.5958 0.5940 0.6315 0.6121 0.6019 0.5865 0.5956 
21.00 0.7576 0.6661 0.6830 o.6438 0.6851 0.6678 0.6678 
21.25 0.6299 0.6061 0.6270 0. 6203 0.5918 0.5944 0.6103 
21.50 0.9180 0.7674 . 0.7860 0.7332 0.7462 o. 7530 0.7626 
21.75 1.8854 1.2224 1.2508 i.1998 1.2205 1.2354 1.2665 
22.00 i.1569 o.8462 0.8850 o.8421 0.8387 0.8592 0.8768 
22.25 0.5608 0.5601 0.5693 0.5501 0.5481 0.5477 0.5521 
22.50 0.5375 0.5432 0.5616 o. 5382 0.5282 0.5418 0.5388 
22.75 0.5565 0.5332 0.5701 0.5258 0.5473 0.5643 0.5504 
23.00 0.5541 0.5308 0.5509 0.5251 0.5169 0.5610 0.5539 
23.25 0.7118 0.6314 0.6530 0.5915 0.6254 0.6350 0.6542 
23.50 0.7012 0.6184 0.6338 0. 6141 0.5851 0.6238 0.6283 
23.75 0.5376 0.5233 0.5557 0.5351 0.5396 0.5350 0.5351 
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TABLE II (con 't) 
e Empty Argon Argon Argon Argon Argon Argon 
De~rees Cell Run 1 Run 2 · Run~ Run 4 Run 2 Run 6 
24.oo 0.5305 0.5095 0.5491 0.5113 0.5291 0.5339 0.5195 
24.25 0.7366 0.5981 o.6464 0.6065 0.6058 0.6020 o.6497 
24.50 0.5325 o.48o8 0.5210 0.5207 0.5215 0.523 7 0.5059 
24.75 0.5194 0.5014 0.5362 0.5046 0.5079 0.5033 0.5005 
25.00 0.5163 o.4881 0.5322 0.5072 o.4987 o.4974 0.5020 
25.25 0.5077 0.5024 0.5174 0.5023 0.5099 0.5053 o.4864 
25.50 0.5209 o.4842 0.5209 0.5073 0.5174 0.5030 o.4889 
25.75 0.8097 0.6197 0.6609 0.6214 0.6338 0.6313 0.6702 
26.00 0.6230 0.5311 0.5425 0.5462 0.5325 0.5496 0.5509 
26.25 0.5102 o.4774 0.5052 o.4805 o.4740 o.4794 o.4747 
26.50 0.5064 o.4508 o.4923 o.4730 o.4569 o.4836 o.4787 
26. 75 0.5057 o.4612 o.4954 o.4875 o.4672 o.4834 o.4743 
27.00 0.5151 o.4514 o.4883 o.4732 o.4663 o.4654 o.4731 
27.25 0.5024 o.4623 o.4908 o.4815 o.4657 o.4718 o.4665 
27.50 0.5271 o.4443 o.4843 o.4718 o.4799 o.4630 o.4700 
27.75 1.0182 0.7023 0.7379 0.7089 0.7144 0.7163 0.7416 
28.00 0.6995 0.5381 0.5716 0.5246 0.5511 0.5545 0.5475 
28.25 0.5630 o.4746 0.5119 o.4818 o.4817 o.4912 o.4836 
28.50 0.5515 o.4593 o.4998 o.4587 o.4665 o.4815 o.4651 
28.75 0.5286 o.4381 o.4794 o.4489 o.4521 o.4602 o.4526 
29.00 1.0901 0.7226 0.7583 0.7337 0.7137 0.7334 0.7763 
29.25 0.7179 0.5148 0.5668 0.5487 0.5331 0.5328 0.5635 
29.50 o.4951 o.4284 o.4629 o.4510 o.4345 o.4373 o.4392 
29.75 0.5004 o.4338 o.4619 o.4321 o.4382 o.4302 o.4467 
30.00 o.4948 o.4181 o.4554 o.4180 o.4497 o.4275 o.4560 
30.25 0.9372 0.6281 0.6928 0.6687 o.6497 o.6414 0.6913 
30.50 0.6296 o.48o4 0.5122 o.4940 o.4995 0.5140 0.5273 
30.75 o.4917 o.4137 o.4388 o.4203 o.4392 o.4260 o.4232 
31.00 0.6044 o.4498 o.4897 o.4622 o.4692 o.4693 o.4851 
31.25 o.4925 o.4036 o.4496 o.4380 o.4392 o.4171 o.4428 
31.50 0.5012 0.3971 o.4263 o.4159 o.4181 o.4156 o.4113 
31.75 0.7824 0.5454 0.5910 0.5658 0.5622 0.5564 0.5745 
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TABLE II (con 't) 
e Empty Argon Argon Argon Argon Argon Argon 
Des;rees Cell Run 1 Run 2 Run 3 Run 4 Run 2 Run 6 
32.00 o.6420 o.4814 0.5150 o.4986 0.5155 o.4857 o.4941 
32.25 0.5280 o.4178 o.4561 o.J.P85 o.4410 o.4442 o.4439 
32.50 0.5769 o.4380 o.4856 o.4364 · o.4722 o.4564 o.4777 
32.75 0.5158 o.4066 o.4329 o.4202 o.4174 o.4121 o.4186 
33.00 o.4422 0-3693 o.4129 0.3790 0.3898 0.3829 0-3788 
33.25 o.4613 0.3808 o.4021 0.3965 0-3850 0-3798 0-3854 
33.50 o.4599 0.3533 0.3973 0-3833 0-3744 0-3871 0.3721 
33.75 o.4658 0.3628 0.3937 o.4007 0.3842 0.3780 o.4165 
34.oo 0.6867 o.4638 0.5278 o.4930 0.5061 o.4782 0.5222 
34.25 0.6047 o.4212 o.4691 o.4350 o.4614 o.4328 o.41+13 
34.50 o.4513 0.3722 0.3958 o. 36<"33 0.3815 0.3635 0.3758 
34.75 o.4419 0.3693 0.3793 0-3792 0-3851 0.3671 0.3'786 
35.00 0.6054 o.4203 o.4498 o.4439 o.4456 o.4372 o.4624 
35.25 o.4660 0.3714 o.4059 o. 3765 0~3837 0.3982 o.4043 
35.50 o.4205 0.3402 0.3733 0.3518 0-3650 0.3652 0.3451 
35.75 o.4159 0-3317 0-3638 0.3661 0.3429 0-3633 0.3501 
36.00 o.4110 0.3390 0.3552 0.3489 0.3586 0.3583 0.3630 
36.25 o.4208 0.3409 0.3694 0.3643 0.3548 0.3569 0.3524 
36.50 o.4313 0.3462 0-3710 0.3640 0.3690 0.3617 0.3618 
36.75 o.4174 0.3398 0.3658 0.3535 0-3452 0-3526 0.3564 
37.00 o.4284 0.3399 0.3477 0.3497 0-3538 0.3530 0.3462 
37.25 o.4286 0.3202 0.3536 0-3412 0.3664 0-3366 0.3401 
37.50 o.4238 0.3245 0-3495 0.3539 0.3431 0.3448 0.3346 
37.75 o.4941 0.3671 o. 3862 0.3835 0.3919 0.3801 0.3900 
38.00 o.4751 0.3396 0.3678 0-3618 0.3864 0-3671 0.3842 
38.25 o.4535 0.3273 0.3699 0.3547 0.3844 0-3562 0.3594 
38.50 o.4329 0-3269 0.3710 0.3567 0.3573 0.3494 0-3606 
38.75 o.4142 0.3129 0.3518 0.3266 0.3444 0-3311 0.3428 
39.00 o.4145 0.2986 0.3481 0.3367 0-3483 0.3374 0.3418 
39.25 o.4063 0.3090 0.3365 0.3283 0.3202 0.3360 0-3485 
39.50 o.4123 0.3109 0.3476 0-3185 0-3387 0.3323 0.3328 
39.75 o.4128 0.3046 0.3302 0.3131 0-3192 0-3177 0.3181 
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TABLE II (con 't) 
e Empty Argon Argon Argon Argon Argon Argon 
Degrees Cell Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 
40.00 0.3924 0.2977 0.3371 0-3183 0.3075 0.3212 0.3197 
40.25 o.4108 0.3083 0.3405 0-3317 0.3288 0-3201 o. 3263 
40.50 0.3907 0.2986 0.3264 0.3124 0.3276 0.3111 0.3202 
40.75 o.4660 0-3202 0.3699 0.3585 0.3642 0.3738 0.3614 
41.00 o.4329 0.3214 0.3594 0-3380 0.3344 0.3306 0.3466 
41.25 o.4192 0.2976 0.3204 0.3211 0-3187 0.3131 0.3255 
41.50 o.4025 0.2989 0.3249 0.3020 0.3122 o.3o85 0-3039 
41.75 o.4038 0.2879 0-3300 0.3095 0.3131 0-3179 0.3221 
42.00 o.4475 0-3217 0.3517 0.3421 o.35o8 0.3537 0.3660 
42.25 o.4373 0.2960 0-3412 0.3384 0-3365 0.3203 0.3582 
42.50 o.4261 0.2990 0.3332 0.3296 0-3183 0-3197 0.3374 
42.75 0.3940 0.2817 0.3151 0.3139 0.3106 0.3042 0.3047 
43.00 0.3930 0.2878 0.3215 0.3127 0-3155 0-3085 0.3100 
43.25 o.4706 0-3262 0.3622 0.3587 0.3562 0.3522 0.3428 
43.50 0.3994 0.2780 0.3205 0.3114 0.3098 0.3060 0.3073 
43.75 0.3998 0.2746 0.3200 0.3103 0.3183 0.2982 0-3064 
44.oo o.41o4 0.2953 0-3344 0-3282 0.3137 0.3083 0.3090 
44.25 o.4007 0.2797 0.3144 0.3244 0.2971 0.2924 0.2990 
44.50 0.3844 0.2764 0.3058 0.3229 0.3075 0.2947 0.2910 
44.75 0-3838 0.2764 0.3107 0.3041 0-3010 0.3065 0.2973 
45.00 0.3875 0.2742 0.2982 0.3014 0.3093 0.2931 0.3018 
45.25 0.3887 0.2744 0.3044 0.3019 0.2934 0.2905 0.2964 
45.50 0.3910 0.2793 0.3099 0.3124 0.3006 0.2943 0.2987 
45.75 o.4441 0.3137 0-3304 0.3417 0.3383 0.3320 0-3344 
46.oo o.4068 0.2728 0.3084 0.3038 0-3056 0.3087 0.3070 
46.25 0.3904 0.2648 0.3008 0.2991 0.3096 0.3018 0.3121 
46.50 0.3922 0.2703 0-3043 0.2867 0.3125 0.2945 0.2979 
46.75 0-3931 0.2704 0.3039 0.2930 0.2895 0.2995 0.3020 
47.00 0.3892 0.2703 0.2906 0.3004 0.2952 0.2954 0.2853 
47.25 0. 3797 0.2706 0.2897 0.2952 0.2844 0.2883 0.2917 
47.50 o.4131 0.2799 0.3110 0.3114 0.3086 0-3140 0.3177 
47.75 0.3923 0.2693 0.2936 0.3032 0.2964 0.2880 0.3194 
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TABLEJI (con't) 
e Empty Argon Argon Argon Argon Argon Argon 
De€;rees Cell Run 1 Run 2 Run 3 Run 4 Run 2 Run 6 
48.oo 0.3900 0.2822 0.3028 0.2926 0.2986 0.2938 o.3u2 
48.25 o.39o8 0.2701 0.3011 0.2973 0.2919 0.2922 0.3132 
48.50 0.3860 0.2572 0.2971 0.2991 0.2946 0.2888 0.3049 
48. 75 0.3724 0.2698 0.2888 0.2940 0.2834 0.2885 0.2895 
49.00 0.3857 0.2733 0.3072 0.2955 0.2924 0.2870 0.3085 
49.25 0.3889 0.2687 0.2976 0.2963 0.2913 0.2975 0.3154 
49.50 0.3989 0.2819 0.3048 0.3034 o.29o8 0.2942 0.3159 
49.75 0.3996 0.2774 0.2935 0.2959 0.2944 0.2929 o.3J29 
50.00 0.3803 0.2855 0.3077 0.2934 0.2926 0.2859 0.3077 
50.25 0.3894 0.2617 0.2979 0.2901 0.2828 0.2955 0.3048 
50.50 0.3869 0.2692 0.2971 0.2875 0.2857 0.2868 0.2981 
50.75 0.3887 0.2735 0.2983 0.3065 0.2893 0.2865 0.3181 
51.00 o.4098 0.2687 0.3073 0.3032 0.3040 0.2848 0.3212 
51.25 o.4201 0.2785 0.3185 0.3084 0.2914 0.3180 0.3341 
51.50 o.~-162 0.2800 0.3129 0.3020 0.2986 0.2988 0.3109 
51.75 o.4135 0.2923 0.3113 0.2949 0.3065 0.2965 0.3091 
52.00 o.4222 0.2895 0.3135 0.3098 0.2975 0.3130 0.3295 
52.25 0.3953 0.2779 0. 3053 0.3074 0.2897 0.2959 0.3093 
52.50 o.4141 0.2754 0.3115 0.3151 0.3034 0.2980 0.3237 
52.75 o.4043 0.2838 0.3071 0.3077 0.3065 0.2962 .0.3170 
53.00 o.4029 0.2871 0.2952 0.2978 0.2941 0.2845 0.3097 
53.25 o.4246 0.2881 0.3140 0.3197 0.3153 0.2974 0.3267 
53.50 o.4o4o 0.2780 o .. 3o85 0.3020 0.3030 0.2868 0.3199 
53. 75 o.4279 0.2916 0.3292 0.3178 0.3122 o.3ou 0.3361 
54.oo o.4111 0.2844 0.3140 0. 3073 0.3197 0.2989 0.3158 
54.25 0.1~ 347 0.2917 0.3166 0.2950 0.3009 0.3048 0.3420 
54.50 o.4 365 0.2933 0.32r{5 0.3049 0.3090 0.3078 0.3392 
54.75 o.4270 0.2934 0.3113 0.3071 0.3032 0.3022 0.3243 
55.00 o.4370 0.2978 0.3192 0.3071 0.3206 0.3040 0.3352 
55.25 o.4351 0.2971 0.3226 0.3120 0.3103 Oo3145 0.3386 
55.50 o.4290 0.2905 0.3074 0-3031 0.3067 0.3059 0.3200 
55.75 o.4365 0.3005 0.3096 0.3079 0.3070 0.3108 0.3319 
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TABLE II (con 't) 
e Empty Argon Argon Argon Argon Argon Argon 
I:egrees Cell Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 
56.00 o.4301 0.3184 0.3142 0.2999 0.3057 0.3097 0.}384 
56.25 o.4308 0.2945 0.3064 0.3167 0-3053 0.3019 0.3241 
56.50 o.4418 0.2956 0.3144 0-3131 0.2991 0.}049 0.3408 
56. 75 o.4606 0.3040 0.3248 0.}047 0.3203 0.3351 0.3344 
57.00 o.4524 0.3020 0.3195 0. 3266 0.3168 0.3210 0.3431 
57.25 o.4632 0.3044 0.3273 0.3199 0.3290 0.3331 0.3540 
57.50 o.4457 0.3005 0.3181 0.3129 0.3109 0.3335 0.3410 
57.75 o.4713 0.3240 0.3378 0.3398 0.3208 0.3538 0.3540 
58 .. 00 o.4442 0.3123 0.3124 003236 0.3114 0.3371 0.3305 
58 .25 o.4847 0.3205 0.3366 0.3179 0 .. 3265 0.3504 0.3742 
58 .. 50 o.4526 0.3074 0.3164 0.3110 0.3143 0.3234 0.}629 
58.75 o.4504 0.3250 0.3228 0.3134 0.3190 0.3380 0.3595 
59.00 o.4533 0-3088 0. 3129 0 .. 3122 0.3269 0.3254 0.3507 
59.25 o.4671 0 .. 3296 0.3325 0 .. 3248 0.331~9 0.3462 0. 3766 
59.50 o.4591 0.3199 0.3411 0.3329 0.3401 0.3249 0. 3628 
59.75 o.4587 0.3079 0.,3300 0.3098 0.3145 0.3414 0.3420 
60.00 o.4513 0.3188 0.3368 0.}187 0.3227 0.3292 0.3611 
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TABLE III 
ATOMIC Al"'IJD INCOHERENI' SCATTERING FACTORS FOR ARGON 
fd2 interpolated from values calculated by Ber~ui~ et. a1.54 
using 6f'= 0.18, and 6f"= 0.24 from Cromer.5 rinc inte:r:polated 
from values for ca++, K+ and c1- calculated by Freeman.52 
0* sin e s f 2 (l / °Fl-) line /.. d 
o. o o.o o.ooo 330.5700 o.o 
1.0 0.0245 o.3o8 326.7740 .1437 
2.0 0.0491 0.617 314.6435 .5719 
3.0 0.0736 0.925 296.1972 1.1876 
4.o 0.0981 l.233 273.5164 1.9130 
5.0 0.123 1.541 248.5668 2.6872 
6.o 0.147 l.8~L8 223.0694 3.4651 
7.0 0.171 2.155 198.3895 4.2148 
8.o 0.196 2.461 175.6541 4.9161 
9.0 0.220 2.766 155.6152 5.5587 
10.0 0.244 3.070 138.3474 6.1401 
12.0 0.292 3.676 lll.2861 7.1364 
14.o 0.340 4.278 92.1236 7.9994 
16.o 0.388 4.874 78.8420 8.7236 
18.o o.435 5.464 69.4318 9.3003 
20.0 o.481 6.048 62.3936 9.7628 
22.5 0.538 6.767 55.6263 10.2495 
25.0 0.594 7.473 50.1294 l0.6718 
27.5 o.649 8.165 45.3012 11.0416 
30.0 0.703 8.841 40.8880 11.3722 
35.0 0.807 10.l~-2 33.1093 11.9329 
4o.o 0.904 11.366 26.7444 12.3804 
45.0 0.995 12.503 21.5947 12.7119 
50.0 1.077 13.545 J.7.6515 12.9558 
55.0 l.152 14.484 14.7o81 13.1352 
60.0 l.218 15.313 12.5300 13.2707 
* /.. = O. 7107 5?.. Values for molybdenum K radiation, · 
Cl 
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TABLE IV 
ATOMIC AND INCOHERENT SCATTERING FACTORS FOR BERYLLIUM 
fd2 inter:polated from values calculated by Berghuis et. a1.54 
. using b. f ' = 0 and b. f" = 0 2 Iinc interpolated from values calculated by Freeman.5 
6* 
o.o 
1.0 
2.0 
3.0 
4.o 
5.0 
6.o 
7.0 
8.o 
9.0 
10.0 
12.0 
14.o 
16.o 
18.o 
20.0 
22.5 
25.0 
27.5 
30.0 
35.0 
40.0 
45.0 
50.0 
55.0 
60.0 
* 
sin e 
:\ 
o.o 
0.0245 
0.0491 
0.0736 
0.0981 
0.123 
0.147 
0.171 
0.196 
0.220 
0.244 
0.292 
0.340 
0-388 
o.435 
o.481 
0.538 
0.594 
o.649 
0.703 
0.807 
0.904 
0.995 
1.077 
1.152 
l.218 
s 
o.ooo 
o.3o8 
0.617 
0.925 
1.233 
1.541 
1.848 
2.155 
2.461 
2.766 
3.070 
3.676 
4.278 
4.8~(4 
5.464 
6.048 
6.767 
7.473 
8.165 
8.841 
10.142 
ll.366 
12.503 
13.545 
14.484 
15.313 
Values for moiybdenurn Ka radiation, ;\ 
f 2 
d 
16.oooo 
15.4684 
13.8090 
11.6787 
9.5495 
7.6921 
6.2151 
5.1352 
4.3494 
3.7998 
3.4125 
2.9225 
2.6132 
2.3696 
2.1500 
1.9399 
1.6875 
1.4508 
1.2376 
1.0503 
0.7520 
0.5385 
0.3931 
0.2938 
0.2263 
o.18o4 
= 0.7107 R. 
o.o 
.3961 
.7764 
1.1255 
1.4332 
1.6942 
1.9076 
2.0756 
2.2032 
2.2974 
2.3665 
2.4646 
2.5776 
2.7056 
2.8273 
2.9401 
3.0694 
3.1828 
3.2778 
3.3551 
3.4659 
3.5282 
3.5554 
3.5613 
3.5572 
3.5505 
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TABLE V 
ABSORPl'ION FACTORS 
Argon Sample Density = 0.9819 gm/cc 
Coherent Incoherent 
e ASSC ACC ACSC ASSC ACC ACSC 
0 o.4012 0.9176 o.4420 o.4012 0.9176 o.4420 
2 o.4123 0.9170 o.47o8 o.4122 0.9170 o.47o8 
4 o.4233 0.9163 0.5031 o.4231 0.9163 0.5030 
6 o.4344 0.9158 0.5359 o.4340 0.9158 0.5357 
8 o.4454 0.9154 0.5680 o.4447 0.9154 0.5677 
10 o.4562 0.9153 0.5982 o.4552 0.9152 0.5978 
12 o.4668 0.9155 0.6240 o.4655 0.9154 0.6236 
14 o.4772 0.9162 o.6432 o.4754 0.9160 o.6428 
16 o.4871 0.9172 0.6567 o.4849 0.9170 0.6563 
18 o.4967 0.9184 0.6662 o.4940 0.9182 0.6658 
20 0.5057 0.9197 0.6729 0.5026 0.9195 0.6725 
22 0.511~2 0.9210 0.6778 0.5105 o.92o8 0.6774 
24 0.5220 0.9223 0.6813 0.5179 0.9220 0.6810 
26 0.5292 0.9236 0.6839 0.5246 0.9232 0.6836 
28 0.5357 0.9247 0.6858 0.5306 0.9243 0.6855 
30 0.5415 0.9257 0.6873 0.5359 0.9253 0.6870 
32 0.5466 0.9265 o.6884 0.5405 0.9262 0.6881 
34 0.5509 0.9273 0.6893 0.5443 0.9268 0.6889 
36 0.5546 0.9278 0.6899 0.5475 0.9274 0.6896 
38 0.5576 0.9283 0.6905 0.5500 0.9278 0.6901 
40 0.5600 0.9286 0.6909 0.5519 0.9281 0.6905 
42 0.5619 0.9288 0.6912 0.5532 0.9283 0.6908 
44 0.5633 0.9289 0.6915 0.5539 0.9283 0.6911 
46 0.5641 0.9289 0.6917 0.5542 0.9283 0.6913 
48 0.5645 0.9288 0.6918 0.5540 0.9282 0.6913 
50 0.5645 0.9286 0.6919 0.5533 0.9279 . 0.6914 
52 0.5640 0.9283 0.6919 0.5520 0.9276 0.6913 
54 0.5631 0.9279 0.6918 0.5503 0.9271 0.6912 
56 0.5616 0.9273 0.6916 0.5481 0.9264 0.6910 
58 0.5597 0.9267 0.6914 0.5454 0.9257 0.6907 
60 0.5573 0.9258 0.6910 0.5421 0.9247 0.6903 
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Table V. (cont.) 
Argon Sample Density = 0.9096 gm/cc 
Coherent Incoherent 
e ASSC ACC ACSC ASSC ACC ACSC 
0 o.4293 0.9176 o.4642 o.4293 0.9176 o.4642 
2 o.4401 0.9170 o.4918 o.4401 0.9170 o.4918 
4 o.4510 0.9163 0.5228 o.L;.509 0.9163 0.5227 
6 o.4619 0.9158 0.5542 o.J.1-615 0.9158 0.5540 
8 o.4727 0.9154 0.5848 o.4720 0.9154 0.5845 
10 o.4833 0.9153 0.6135 o.4823 0.9152 0.6131 
12 o.4936 0.9155 0.6380 o.4923 0.9154 0.6376 
14 0.5037 0.9162 0.6563 0.5020 0.9160 0.6559 
16 0.5134 0.9172 0.6691 0.5112 0.9170 0.6687 
18 0.5226 0.9184 0.6781 0.5200 0.9182 0.6777 
20 0.5311~ 0.9197 o.6845 0.5283 0.9195 o.6841 
22 0.5396 0.9210 0.6891 0.5360 0.9208 o.6888 
24 0.5471 0.9223 0.6926 0.5431 0.9220 0.6922 
26 0.5541 0.9236 0.6951 0.5496 0.9232 0.6948 
28 0.5603 0.9247 0.6970 0.5554 0.9243 0.6966 
30 0.5659 0.9257 0.6984 o.56o4 0.9253 0.6981 
32 0.5707 0.9265 0.6995 0.5648 0.9262 0.6992 
34 0.5749 0.9273 0.7003 0.5684 0.9268 0.7000 
36 0.5784 0.9278 0.7010 0.5714 0.9274 0.7006 
38 0.5812 0.9283 0.7015 0.5738 0.9278 0.7012 
40 0.5835 0.9286 0.7020 0.5756 0.9281 0.7016 
42 0.5853 0.9288 0.7023 0.5768 0.9283 0.7019 
44 0.5866 0.9289 0.7025 0.5774 0.9283 0.7021 
46 0.5874 0.9289 0.7027 0.5776 0.9283 0.7023 
48 0.5877 0.9288 0.7028 0.5773 0.9282 0.7024 
50 0.5876 0.9286 0.7029 0.5766 0.9279 0.7024 
52 0.5870 0.9283 0.7029 0.5753 0.9276 0.7023 
54 0.5860 0.9279 o .... ro28 0.5 ... (36 0.9271 0.7022 
56 0.5846 0.9273 0.7026 0.5713 0.9264 0.7020 
58 0.5826 0.9267 0.7023 0.5685 0.9257 0.7017 
60 0.5802 0.9258 0.7019 0.5652 0.9247 0.7012 
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Table V (cont. ) 
Argon Sample Density = l.o493 gm./cc 
Coherent Incoherent 
e ASSC ACC ACSC ASSC ACC ACSC 
0 0.3768 0.9176 o.4227 0.3768 0.9176 o.4227 
2 0.3879 0.9170 o.4523 0.3879 0.9170 o.4523 
4 0-3991 0.9163 o.4858 0.3989 0.9163 o.4857 
6 o.4103 0.9158 0.5199 o.4099 0.9158 0.5196 
8 o.4214 0.9154 0.5532 o.42o8 0.9154 0.5529 
10 o.4324 0.9153 0.5847 o.4315 0.9152 0.5843 
12 o.4433 0.9155 0.6117 . o.4419 0.9154 0.6112 
14 o.4538 0.9162 0.6318 o.4520 0.9160 0.6313 
16 o.4640 0.9172 o.6459 o.4618 0.9170 o.6455 
18 o.4738 0.9184 0.6557 o.4711 0.9182 0.6553 
20 o.4830 0.9197 0.6627 o.4790 0.9195 0.6624 
22 o.4917 0.9210 0.6678 o.4881 0.9208 0.6674 
24 o.4998 0.9223 0.6714 o.4957 0.9220 0.6711 
26 0.5073 0.9236 0.6741 0.5026 0.9232 0.6738 
28 0.5140 0.9247 0.6761 0.5088 0.9243 0.6758 
30 0.5200 0.9257 0.6776 0.5143 0.9253 0.6773 
32 0.5252 0.9265 0.6787 0.5190 0.9262 0.6784 
34 0.5297 0.9273 0.6796 0.5230 0.9268 0.6792 
36 0.5335 0.9278 0.6802 0.5263 0.9274 0.6799 
38 0.5367 0.9283 0.6808 0.5289 0.9278 o.68o4 
40 0.5392 0.9286 0.6812 0.5309 0.9281 o.68o8 
42 0.5412 0.9288 0.6816 0.5323 0.9283 0.6812 
44 0.5426 0.9289 0.6818 0.5332 0.9283 o. 6814 
46 0.5436 0.9289 0.6820 o. 5335 0.9283 0.6816 
48 0.5441 0.9288 0.6822 0.5333 0.9282 0.6817 
50 0.5441 0.9286 0.6822 0.5327 0.9279 0.6817 
52 0.5437 0.9283 0.6822 0.5315 0.9276 0.6817 
54 0.5428 0.9279 0.6822 0.5299 0.9271 0.6816 
56 0.5414 0.9273 0.6820 0.5277 0.9264 0.6814 
58 0.5395 0.9267 0.6818 0.5250 0.9257 0.6812 
60 0.5317 0.9258 0.6815 0.5218 0.9247 0.6808 
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Table V (cont. ) 
Argon Sample Density = 1.1162 gm/cc 
Coherent Incoherent 
a ASSC ACC ACSC ASSC ACC ACSC 
0 0.3540 0.9176 o.4045 0.3540 0.9176 o.4045 
2 0-3652 0.9170 o.4350 0.3651 0.9170 o.4350 
4 0-3765 0.9163 o.4695 0.3763 0.9163 o.4694 
6 0-3877 0.9158 o.5o47 o. 3873 0.9158 o.5o45 
8 0.3990 0.9154 0.5393 0.3983 0.9154 0.5390 
10 o.4101 0.9153 0.5720 o.4091 0.9152 0.5716 
12 o.4211 0.9155 0.6001 o.4198 0.9154 0.5996 
14 o.4319 0.9162 0.6210 o.4300 0.9160 0.6206 
16 o.4422 0.9172 0.6357 o.4400 0.9170 0.6353 
18 o.4522 0.9184 o.6459 o.4494 0.9182 o.6455 
20 o.4616 0.9197 0.6532 o .. 4584 0.9195 0.6528 
22 o.4706 0.9210 0.6584 o.4669 0.9208 0.6581 
24 o.4789 0.9223 0.6622 o.4747 0.9220 0.6619 
26 o.4865 0.9236 o.6649 o.4818 0.9232 o.6646 
28 o.4934 0.9247 0.6669 o.4882 0.9243 0.6667 
30 o.4996 0.9257 0.6685 o.4939 0.9253 0.6682 
32 0.5050 0.9265 0.6696 o.4987 0.9262 0.6693 
34 0.5097 0.9273 0.6705 0.5029 0.9268 0.6701 
36 0.5136 0.9278 o.6r(l2 0.5063 0.9274 0.6708 
38 0.5169 0.9283 0.6717 0.5090 0.9278 0.6714 
40 0.5195 0.9286 0.6721 o.5lll 0.9281 0.6718 
42 0.5216 0.9288 0.6725 0.5126 0.9283 0.6721 
44 0.5232 0.9289 o.6r(28 0.5136 0.9283 0.6724 
46 0.5242 0.9289 0.6730 0.5140 0.9283 o.6r(25 
48 0.5247 0.9288 0.6731 0.5139 0.9282 0.6727 
50 0.5248 0.9286 0.6732 0.5133 0.9279 0.6727 
52 0.5245 0.9283 0.6732 0.5121 0.9276 0.6727 
54 0.5236 0~9279 0.6732 0.5105 0.9271 0.6726 
56 0.5222 0.9273 0.6730 0.5085 0.9264 0.6725 
58 o.52o4 0.9267 0.6728 0.5058 0.9257 0.6722 
60 0.5181 0.9258 o.6r(25 0.5026 0.9247 0.6719 
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Table V (cont. ) 
Argon Sample Density = 1.1995 gm./cc 
Coherent Incoherent 
e ASSC Ace ACSC ASSC ACC ACSC 
0 0-3271 0.9176 0. 3829 o. 3271 0.9176 0.3829 
2 0-3382 0.9170 o.4144 0.3381 0.9170 o.4142 
4 0. 3496 0.9163 o.4500 0. 3493 0.9163 o.4500 
6 0. 3609 0.9158 o.4867 0.3604 0.9158 o.4863 
8 0. 3722 0.9154 0.5227 0.3715 0.9154 0. 5224 
10 0.3834 0.9153 0.5567 0.3824 0.9152 0.5563 
12 0.3947 0.9155 0.5863 0.3934 0.9154 0.5858 
14 o.4056 0.9162 0.6080 o.4036 0.9160 0.6077 
16 o.4162 0.9172 0.6236 o.4138 0.917.0 0.6234 
18 o.4263 0.9184 0.6342 o.4234 0.9182 0.6338 
20 o.4360 0.9197 o.6418 o.4328 0.9195 o.6415 
22 o.4451 0.9210 o.6472 o.4414 0.9208 o.6469 
24 o.4537 0.9223 0.6513 o.4494 0.9220 0.6508 
26 o.4616 0.9236 0.6539 o.4567 0.9232 0.6536 
28 o.4688 0.9247 0.6559 o.4633 0.9243 0.6558 
30 o.4750 0.9257 0.6578 o.4693 0.9253 0.6573 
32 o.4805 0.9265 0.6588 o.4743 0.9262 0.6584 
34 o.4855 0.9273 0.6597 o.4788 0.9268 0.6592 
36 o.4896 0.9278 0.6603 o.4823 0.9274 0.6599 
38 o.4932 0.9283 0.6611 o.4851 o. 9278 0.6607 
40 o.4958 0.9286 0.6612 o.4873 0.9281 0.6609 
42 o.4981 0.9288 0.6616 o.4890 0.9283 0.6613 
44 o.4997 0.9289 0.6620 o.4899 0.9283 0.6615 
46 0.5008 0.9289 0.6622 o.4904 0.9283 0.6617 
48 0.5014 0.9288 0.6623 o.4905 0.9282 0.6620 
50 0. 5015 0.9286 0.6625 o.4899 0.9279 0.6617 
52 0. 5014 0.9283 0.6625 o.4888 0.9276 0.6620 
54 0. 5006 0.9279 0.6626 o.4873 0.9271 0.6619 
56 o.4991 0.9273 0.6624 o.4854 0.9264 0.6619 
58 o.4975 0.9267 0.6621 o.4828 0.9257 0.6614 
60 o.4952 0.9258 0.6617 o.4798 0.9247 0.6613 
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Table V (cont • ) 
Axgon Sample Density = 1.2609 gm/cc 
Coherent Incoherent 
e ASSC ACC ACSC ASSC ACC ACSC 
0 0.3074 0.9176 0.3669 0.3074 0.9176 0.3669 
2 0.3185 0.9170 0-3993 0.3182 0.9170 0.3990 
4 0.3301 0.9163 o.4357 0.3295 0.9163 o.4359 
6 0-3414 0.9158 o.4735 0.3405 0.9158 o.4728 
8 0-3525 0.9154 0.5106 0.3518 0.9154 0.5105 
10 0.3637 0.9153 0.5454 0.3626 0.9152 0.5451 
12 0-3755 0.9155 0.5764 0.3741 0.9154 0.5757 
14 0.3865 0.9162 0.5985 0-3841 0.9160 0.5982 
16 0.3970 0.9172 0.6147 0.3945 0.9170 0.6150 
18 o.4074 0.9184 0.6255 o.4041 0.9182 0.6252 
20 o.4172 0.9197 0.6334 o.4140 0.9195 0.6332 
22 o.4263 0.9210 0.6390 o.4228 0.9208 0.6389 
24 o.4351 0.9223 o.6435 o.4309 0.9220 o.6426 
26 o.4433 0.9236 o.6458 o.4382 0.9232 o.6454 
28 o.4506 0.9247 o.6477 o.4449 0.9243 o.6478 
30 o.4569 0.9257 0.6501 o.4513 0.9253 o.6493 
32 o.4622 0.9265 o.65o8 o.4563 0.9262 0.6503 
34 o.4676 0.9273 0.6519 o.4611 0.9268 0.6510 
36 o.4718 0.9278 0.6523 o.4646 0.9274 0.6518 
38 o.4757 0.9283 0.6536 o.4674- 0.9278 0.6531 
40 o.4782 0.9286 0.6532 o.4696 0.9281 0.6530 
42 o.4809 0.9288 0.6536 o.4716 0.9283 0.6533 
44 o.4825 0.9289 0.6542 o.4725 0.9283 0.6535 
46 o.4835 0.9289 0.6544 o.4730 0.9283 0.6538 
48 o.4841 0.9288 0.6545 o.4733 0.9282 0.6543 
50 o.4842 0.9286 0.6548 o.4727 0.9279 0.6534 
52 o.4847 0.9283 0.6547 o.4714 0.9276 0.6541 
54 o.4838 0.9279 0.6550 o.4700 0.9271 0.6541 
56 o.4819 0.9273 0.6548 o.4684 0.9264 0.6542 
58 o.4805 0.9267 0.6542 o.4658 0.9257 0.6535 
60 o.4784 0.9258 0.6536 o.4630 0.9247 0.6538 
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TABLEVIa 
SUMMARY OF THE SMOOTH INI'ENSITY FUNCI'IONS 
j(s) = i(s) + 1 
BEFORE DIVERGENCE CORRECTION 
e s Argon Argon Argon Argon Argon Argon 
Degrees ~-1 Run 1 Run 2 Run 3 Run 4 Run 2 Run 6 
o. o. 0.669 1.284 0.373 0 .. 271 0.202 0.109 
0.25 0.077 0.602 1 .. 036 0.351 0.261 0.197 O.llO 
0.50 0.154 o .. 476 o.666 0 .. 305 0.238 0.184 O.l12 
0.75 0.231 0.381 o.432 0.267 0.217 0.171 0.114 
1.00 0.309 0 .. 329 0.359 0 .. 246 0.200 0.158 O.ll5 
1.25 0.386 0 .. 288 0.308 0.219 0.182 0.149 O.l16 
1.50 o.463 0.263 0.284 0.207 0.175 0.143 0.119 
1.75 0.540 0.246 0.262 0.197 0.169 0.137 0.121 
2.00 0.617 0 .. 235 0 .. 251 0 .. 192 0.165 0.138 0.126 
2.25 0.694 0.232 0.246 0.190 0.169 0.140 0.130 
2.50 O.Til 0.233 0 .. 248 0.198 0.176 0.144 0.134 
2.75 o.848 0.242 0.257 0.208 0.184 0.155 0.141 
3.00 0.925 0.256 0.269 0.224 0.198 0.165 0.148 
3.25 1.002 0.280 0.290 0.244 0.214 0.182 0.161 
3.50 1.079 0.312 0.321 0 .. 271 0 .. 238 0.205 0.183 
3.75 1.156 0.350 0.362 0.317 0.271 0.238 0.210 
4.oo 1.233 o .. 411 o.417 0.367 0.323 0.281 0.245 
4.25 1.310 o.486 o .. 490 o.448 0.395 0.337 0.296 
4.50 1.387 0.594 0.592 0.538 o .. 481 o.419 0.371 
4.75 1.464 0.710 0.709 o.6TI 0.614 0.543 o.482 
5.00 1.541 0.887 0 .. 859 o.847 0 .. 780 0.739 0.628 
5.25 1.618 1.095 1.028 1 .. 059 1.030 0.981 0.857 
5.50 i..695 1.349 1.227 lo364 1.316 1.326 1.210 
5. 75 1.772 1.570 1.380 1 .. 585 1.639 1.721 1.659 
6.oo 1.848 1.686 1.461 1.811~ 1.894 2.048 2.080 
6.25 1.925 1.684 1 .. 470 1.848 1.910 2.185 2.302 
6.50 2.002 1.615 1.414 1..755 1.820 2.058 2.156 
6.75 2.078 1.475 1.317 1.582 1.634 1.823 1.895 
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TABLE Th (con •t) 
e s Argon Argon Argon Argon Argon Argon o-1 
De~ees A Run 1 Run 2 Run 3 Run 4 Run 2 Run 6 
7.00 2.155 l.332 l..200 1.412 l.441 1.572 l.603 
7.25 2.231 1.180 l.087 10226 1.246 lo318 1.318 
7.50 2.308 1.055 0.989 1.084 l.087 1.134 1.107 
7.75 2.384 0.963 0.912 0.974 0.968 0.993 0.961 
8.oo 2.461 0.903 0.,862 0.900 0.885 0.891 0.862 
8.25 2.537 0.875 0.824 0.855 0.834 0.838 0.805 
8.50 2.614 o.843 0.810 0.823 0.802 0.801 0.766 
8.75 2.690 0.834 0.801 0 .. 806 0.796 0.777 0.738 
9.00 2.7 66 0.829 0.808 0.809 0.805 0.781 0.746 
9.25 2.842 0.831 0.824 0.815 0.821 0.795 0.762 
9.50 2.918 0 .. 850 o.846 0.834 0.851 0.815 0.782 
9.75 2.994 0.876 0.880 0.865 0.881 0.858 0.822 
10.00 3.070 0.903 0.916 0.898 0.909 0.903 o.868 
10.25 3.146 0.936 0.945 0.942 0.938 0.952 0.903 
l0.50 3.222 0.989 0.986 0.980 0.978 1.008 0.966 
10.75 3.298 1.050 1.025 l.o46 1.015 1.063 0.993 
11.00 3.374 1.120 1.079 1.111 1.065 1.107 1.058 
11.25 3.450 1.165 1.131 1.177 1.126 1.148 1.119 
11.50 3.525 1.187 1.166 1.205 1.161 1.177 1.174 
11.75 3.601 1.199 1.188 1.223 1.198 1.200 1.204 
12.00 3.676 1.198 1.183 1.225 1.208 1.214 1.214 
12.25 3.752 1.181 1.171 1.208 1.208 1.215 1.216 
12.50 3.827 1.144 1.141 1.192 1.196 1.213 1.193 
12.75 3.902 1.103 1.113 1.153 1.171 1.188 1.162 
13.00 3.978 1.064 l.o8o 1.112 1.145 1.153 1.085 
13.25 4.053 1.044 1.048 1.072 1.096 1.104 1.018 
13.50 4.128 1.013 1.018 1.002 1.061 1.072 0.976 
13.75 4.203 0.991 0.989 0.978 1.026 1.036 0.939 
14.oo 4.278 0.968 0.972 0.943 0.993 0.999 0.919 
14.25 4.352 0.958 0.965 0.943 0.982 0.979 0.900 
14.50 4.427 0.959 0.959 0.946 0.968 0.967 o.888 
14.75 4.502 0.959 0.957 0.954 0.959 0.950 0.877 
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TABLEVIa(con 't) 
a s Argon Argon Argon Argon Argon Argon 
De~rees ~-1 Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 
15.00 4.576 0.962 0.959 0.964 0.949 0.942 o.886 
15.25 4.651 0.968 0.963 0.978 0.947 0.938 0.903 
15.50 4.725 0.978 0.968 0.986 0.951 0.937 0.919 
15.75 4.800 0.998 0.976 1.008 0.956 0.960 0.939 
16.oo 4.874 1.010 0.985 1.026 0.962 0.993 0.957 
16.25 4.948 1.016 1.000 1.045 0.969 1.024 0.977 
16.50 5.022 1.024 1.011 1.058 0.978 1.045 1.005 
16.75 5.096 1.028 1.026 1.071 0.989 1.061 1.032 
17.00 5.170 1.030 1.037 1.084 1.001 1.073 1.055 
17.25 5.243 1.032 1.046 1.088 1.014 1.078 1.071 
17.50 5.317 1.033 1.055 1.084 1.028 1.077 1.083 
17.75 5.391 1.030 1.056 1.080 1.032 1.072 1.097 
18.oo 5.464 1.027 1.055 1.075 1.042 1.068 1.100 
18.25 5.537 1.025 1.053 1.060 1.051 1.058 1.097 
18.50 5.611 1.018 1.049 1.057 1.054 1.050 1.095 
18.75 5.684 1.009 1.044 1.044 1.057 1.042 l.o83 
19.00 5. 757 1.000 1.037 1.035 1.057 1.031 1.075 
19.25 5.830 1.030 1.023 1.055 1.024 1.057 
19.50 5.902 1.023 1.012 1.050 1.016 .1.044 
19.75 5.975 1.015 l.Oo8 1.046 1.009 1.029 
20.00 6.048 1.010 1.001 1.043 1.000 1.013 
20.25 6.120 l.005 1.000 1.036 1.000 
20.50 6.192 1.001 1.028 
20.75 6.265 1.000 1.016 
21.00 6.337 1.001 
21.25 6.409 1.000 
e s 0 
De~ees A-1 
o. o. 
0.25 0.077 
0.50 0.154 
0.75 0.231 
1.00 0.309 
1.25 0.386 
1.50 o.463 
1.75 0.540 
2.00 0.617 
2.25 0.694 
2.50 0.771 
2.75 o.848 
3.00 0.925 
3.25 1.002 
3.50 1.079 
3.75 1.156 
4.oo 1.233 
4.25 1.310 
4.50 1.387 
4.75 1.464 
5.00 1.541 
5.25 1.618 
5.50 1.695 
5. 75 1.772 
6.oo 1.848 
6.25 1.925 
6.50 2.002 
6.75 2.078 
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TABLE VIb 
SUMMARY OF TRE SMOOTH INTENSITY FUNCTIONS 
AFTER CORRECTION FOR HORIZONTAL DIVERGENCE 
j(s) = i(s) + 1 
Argon Argon Argon Argon Argon Argon 
Run 1 Run 2 Run ~ Run 4 Run 2 Run 6 
0.669 1.284 0-373 0.271 0.202 0.109 
0.571 1.002 0.332 0.247 0.186 0.103 
o.411 0.596 0.258 0.201 0.154 0.090 
0.303 0.347 0.216 0.173 0.131 o.o86 
0.266 0.291 0.197 0.159 0.124 o.o87 
0.235 0.252 0.181 0.146 0.120 0.090 
0.218 0.236 0.171 0.143 0.117 0.095 
0.207 0.220 0.165 0.141 0.114 0.100 
0.200 0.214 0.163 0.139 0.116 0.106 . 
0.200 0.212 0.163 0.144 0.120 0.111 
0.204 0.217 0.173 0.153 0.125 0.117 
0.213 0.228 0.183 0.163 0.136 0.124 
0.228 0.240 0.199 0.176 0.146 0.131 
0.253 0.262 0.220 0.192 0.163 0.144 
0.285 0.293 0.247 0.217 0.187 0.166 
0.322 0.333 0.291 0.249 0.218 0.193 
0.381 0.386 0-339 0.298 0.260 0.226 
o.453 o.458 o.418 0.]68 0.314 0.276 
0.560 0.559 0.506 o.452 0.393 0.348 
0.675 0.675 o.644 0.583 0.513 o.457 
0.850 0.825 0.812 0.746 0.706 0.599 
1.055 0.992 1.019 0.992 0.942 0.822 
1.308 1.190 1.322 1.273 1.281 1.166 
1.531 1.346 1.543 1.596 1.674 1.611 
1.652 1.432 1.777 1.856 2.005 2.034 
1.657 1.446 1.818 1.879 2.151 2.266 
1.595 i.396 1.734 1.798 2.033 2.130 
1.461 1.304 1.567 1.619 1.806 1.878 
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TABLE VIb (con 't) 
e s Argon Argon Argon Argon Argon Argon 0 
Degrees A-1 Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 
7.00 2.155 1.323 1.192 1.403 1.432 1.562 1.594 
7.25 2.231 1.175 l.o83 1.222 1.242 1.313 1.313 
7.50 2-3o8 1.053 0.988 1.082 l.o86 1.133 1.105 
7.75 2.384 0.962 0.911 0.974 0.968 0.992 0.961 
8.oo 2.461 0.903 0.862 0. 900 0.885 0.891 0.862 
8.25 2.537 0.875 0.824 0.855 0.834 0.838 0.805 
8.50 2.614 o.843 0.810 0.823 0.802 0.801 0.766 
8.75 2.690 0.834 0.801 0.806 0.796 0.777 0.738 
9.00 2.766 0.829 0.808 0.809 0.805 0.781 0.746 
9.25 2.842 0.831 0.824 0.815 0.821 0.795 0.762 
9.50 2.918 0.850 o.846 0.834 0.851 0.815 0.782 
9.75 2.994 0.876 0.880 0.865 0.881 0.858 0.822 
10.00 3.070 0.903 0.916 0.898 0. 909 0.903 o.868 
10.25 3.146 0.936 0.945 0. 942 0.938 0.952 0.903 
10.50 3.222 0.989 0.986 0.980 0.978 1.008 0.966 
10.75 3.298 1.050 1.025 1.046 1.015 1.063 0.993 
11.00 . 3.374 1.120 1.079 1.111 1.065 1.107 1.058 
11.25 3.450 1.165 1.131 1.177 1.126 1.148 1.119 
11.50 3.525 1.187 1.166 1.205 1.161 1.177 1.174 
ll.75 3.601 1.199 1.188 1.223 1.198 1.200 . l.2o4 
12.00 3.676 1.198 1.183 1.225 1.208 1.214 1.214 
12.25 3.752 1.181 1.171 1.208 1.208 1.215 1.216 
12.50 3.827 1.144 1.141 1.192 1.196 1.213 1.193 
12.75 3.902 1.103 1.113 1.153 1.171 1.188 1.162 
13.00 3.978 1.064 1.080 1.112 1.145 1.153 l.o85 
13.25 4.053 1.044 1.048 1.072 1.096 1.104 1.018 
13.50 4.128 1.013 1.018 1.002 1.061 1.072 0.976 
13.75 4.203 0.991 0.989 0.978 1.026 1.036 0.939 
14.oo 4.278 0.968 0.972 0.943 0.993 0.999 0. 919 
14.25 4.352 0.958 0. 965 0.943 0.982 0.979 0.900 
14.50 4.427 0.957 0.959 0.946 0.968 0.967 o.888 
14.75 4.502 0.959 0.957 0.954 0.959 0.950 0.877 
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TABLE VIb (con 1t) 
e s Argon Argon .Argon Argon Argon Argon 0-l De~rees A Run l Run 2 Run 3 Run 4 Run 2 Run 6 
15.00 4.576 0.962 0.959 0.964 0.949 0.942 o.886 
15.25 4.651 0.968 0.963 0.978 0.947 0.938 0.903 
15.50 4.725 0.978 0.968 0.986 0.951 0.937 0.919 
15.75 4.800 0.998 0.976 1.008 0.956 0.960 0.939 
16.oo 4.874 1.010 0.985 l.026 0.962 0.993 0.957 
16.25 4.948 1.016 1.000 1.045 0.969 1.024 0.977 
16.50 5.022 1.024 1.011 1.058 0.978 1.045 1.005 
16.75 5.096 1.028 1.026 1.071 0.989 1.061 1.032 
17.00 5.170 1.030 1.037 l.o84 1.001 1.073 1.055 
17.25 5.243 1.032 1.046 1.088 1.014 1.078 1.071 
17.50 5.317 1.033 1.055 l.o84 1.028 1.077 1.083 
17.75 5.391 1.030 1.056 l.o80 1.032 1.072 1.097 
18.oo 5.464 1.027 1.055 1.075 1.042 1.068 1.100 
18.25 5.537 1.025 1.053 1.060 1.051 1.058 1.097 
18.50 5.611 1.018 1.049 1.057 1.054 1.050 1.095 
18.75 5.684 1.009 l.044 1.044 1.057 1.042 l.o83 
19.00 5.757 l.000 1.037 1.035 1.057 1.031 1.075 
19.25 5.830 1.030 1.023 1.055 1.024 l.057 
19.50 5.902 1.023 1.012 1.050 1.016 1.044 
19.75 5.975 1.015 1.008 1.046 1.009 1.029 
20.00 6.048 1.010 1.001 1.043 1.000 1.013 
20.25 6.120 1.005 1.000 1.036 1.000 
20. 50 6.192 1.001 1.028 
20.75 6.265 1.000 1.016 
21.00 6.337 1.001 
21.25 6.409 1.000 
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TABLE XI 
SUMMARY OF FF.A.TURES IN THE ARGON DISTRIBurION FUNCTION, h(r) 
Run No. 
l 
2 
3 
4 
5 
6 
median 
CJ 
first zero ~ 
3-37 
3.36 
3.36 
3.31 
3.33 
3-33 
+ 3.34 - .03 
rmax 
first maximum ~ h(rmax) 
3.72 1.09 + 5.1 - 0.3 
3.84 1.13 + 4.3 - 0.2 
3.82 l.31 + . 5.7-0.2 
3.72 1.15 + 5.3 - 0.2 
3.81 1.33 + 6.4 - 0.2 
3.81 1.44 6.5 ;l: 0.2 
+ 3. 78 - .06 
*First coordination number calculated by syrrirnetrizing r g(r ) in the 
function 4trr2g(r) · 
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TABLE XIII 
SUMMARY OF FEATURES IN THE DIRE CT CORIIBLATION FUNCI'ION OF ARGDN 
Run No. 
1 
2 
3 
4 
5 
6 
median 
ro 
first zero }t 
3.46 
3.43 
3.49 
3.43 
3.48 
3.49 
3.46 ±- .03 
r max 
first maximum )( 
3.96 
3.87 
3.93 
3.85 
3.90 
3.87 
* Estimated by extrapolation at small r 
** 1.14 ± .05 if Run No. 4 is le~ out 
c(O) * 
1.11 - 9.37 
l.15 - 8.93 
l.17 -11.38 
.91 -12.58 
l.09 -15.15 
l.10 -17.13 
1. o4.± .14 ** 
TABLE XIV 
SUMMARY OF FEATURES IN THE PREDICI'ED PY POTENTIAL FUNCI'IONS 
Run No. 
cr 
first zero R 
ro 
first minimum ~ € /k OK 
1 3.44 3.98 -105.5 :!: 2.6 
2 3.46 4.03 -118.0 ~ 3.5 
3 3.48 4.oo - 96.9 :: 2.6 
4 3.43 4.01 - 75.9 ;.: 2.9 
3.48 4.02 + 5 - 78.2 - 2.2 
6 3.49 + 3.95 - 68.6 - 2.1 
median + 3.46 - .03 + 3.99 - .o4 
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APPENDIX 1 
The Basic Scattering Equation 
A. COHERENl' SCATTERING BY A FREE ELECTRON IN THE DEBYE-SCHERRER 
GEOMETRY FOR UNPOLARIZED INCIDENI' RA.DIATI ON. (The problem of the 
scattering of radiation by a free electron was first solved in terms 
of classical electrodynamics by J. J. Thompson, a sunnnary of which can 
be found in James. 1 ) 
Consider a free electron at the origin of a cartesian 
coordinate system where the incident radiation is propagated toward 
the origin from the -y direction, and the scattered radiation for 
the Debye-Scherrer geometry is detected along an arc of radius R 
in the y - z plane. 
--
x 
The incident beam direction and the scattered beam direction are 
-described by unit vectors S
0 
and s1 • Let i, j, and k be unit vectors 
in the x, y, and z directions, therefore 
(l - 1) 
--- -Si = cos 26 j + sin 26 k (1 - 2) 
The time-varying electric field associated with the plane 
wave that is propagated in the y direction lies in the x - z plane 
and can be described 
Fo ('Y) = Aeiwt (sin '¥ i + cos 'Y k) (l - 3) 
where A is the amplitude, w is the circular frequency and 'Y is the 
polarization angle with respect to the x axis in the x - z plane. 
'Y varies from 0 to n radians. 
For a free electron accelerated by this electromagnetic 
field 
m-; = eE0 = m -r(t) = eAeiwt (sin 'Yi+ cos 'Yk) (l - 4) 
The intensity of the secondary radiation scattered from this acceler-
ated electron in the s1 direction at a distance R is the vector 
product2 : 
(l - 5) 
or 
R iw(t- -) 
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e2Ae c 
= mc2R 
(sin 'l:' i + cos 'l:' sin 29 cos 29 j + cos 'l:' cos2 2Elk) 
(1 - 6) 
The scattered intensity is proportional to the square of the amplitude 
of this electromagnetic radiation. 
(1 - 7) 
The average of the scattered intensity for all values of the 
polarization angle 'i' is: 
~+ cos2 2 
(l - 8) 
2~ (l - 9) 
In a similar manner, the average incident intensity, I 0 , is 
Jo iT A2 d'l:' 
Io = So iT d'i' (l - 10) 
Therefore the total scattering from an electron, I.r' for unpolarized 
radiation in the Debye-Scherrer geometry is: 
cos2 
2 (1 - 11) 
B. COHERENT SCATTERING FROM A MEDIUM WHOSE ELECTRON DENSITY IS 
-p (R) • 
...::.. 
Let p (R) represent the electron density at the vector 
....... 
position R in a medium that is being swept by a plane wave of 
electromagnetic radiation whose field varies as: 
E0 = Aeiwt (sin 'l! i + cos '¥ J) (1 - 3) 
Within this medium, consider two different scattering point~ P1 
....::.. --- ....... 
and P2,and the vector r from P1 to P2 • If' S0 and s1 are unit 
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vectors in the incident and diffracted directions respectively, 
then the difference, 1, in path length traveled by the two waves 
scattered from P1 and P2 is: 
--1 = (r. s1 - --r • 
The phase angle, ~' that corresponds to this distance is, 
(1 - 12) 
(1 - 13) 
160 
If the phase angle of the wave scattered from P1 is taken as zero, 
then the wave scattered from P2 is: 
__ 2 iw(t-R/c)+12n/x(r·Si-r·B;) - - 2 ...... ~ = ~ (sin'fi+cos'fsin29cos29j+cos'fcos 29k) 
mc2R 
(1 - 14) 
where 
"E;_ = e2A eiw(t-R/c)(sin 'l:'i+ cos 'f sin 29 cos 2ej+ cos 'f cos2 29k) 
mc2R 
(1 - 15) 
The scattering para.meters is defined as: 
....::.. 211 ~ ~ 
s = _ (s1 - s ) X o (1 - 16) 
The resultant amplitude is found by integrating the electronic 
density times the scattering power of the electron times the phase 
term over the volume of the medium. 
= e
2A eiw(t-R/c) (sin '¥ i + cos 'f sin 29 cos 20 T + cos 'l:' cos2 29 k) 
mc2R J P (R) ei r·s dV 
v (l - 17) 
From which the intensity averaged over the polarization angle ~is: 
or using equation (1 - 11) 
I ( s ) ::;; IT I s p (R) e i r ;5 d v 12 
v 
(1 - 18) 
(1 - 19) 
C. COHERENT SCATTERING FROM A LIQUID COMPOSED OF O:NE TYPE OF 
SPHERICALLY SYMMETRIC ATOMS. (This derivation follows that of 
Paalman and Pings.3) 
If one defines the electron density of an atom as 
Pi (Ir- "R;_),where "R;. is a vector to the ith atom in the fluid at 
....::.. 
time t, and R is a vector to a scattering point in the same atom, 
then the scattering intensity is time-dependent. 
N 
I (s, t)::;; IT II s pi (R- Ri) ei r·s dVl2 (1 - 20) 
i=l vi 
where N is the total number of atoms in the fluid and each integral 
in the sum is over the volume of the ith atom (Note: 
zero outside the ith atom). The observed scattering is then the 
time-average of equation (1 - 20) 
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N 
I (s) = <I(s, t)) = IT <II J 1\ (R- j\) ei r·s dV J 2) 
i=l vi (1 - 21) 
--:. If one picks an origin for scattering points, r, and positions in 
-the fluid, R, to be at the nucleus of one atom in the fluid, I (s) 
becomes: 
N 
I (s) =IT <II s pi (r- ~) ei r•s dV 12> (1 - 22) 
1=1 v1 
Equation (1 - 22) can be rearranged to become: 
N 
I (s) = rT < I l S P1 er-- ri ) 
i=l vi 
ei cr-ri) •s ei ri .-s dV I 2> 
(1 - 23) 
which when expanded is: 
i=l j=l 
[J p/~-rj) e-i (r:rj)·s dVJ> 
vJ 
(l - 24) 
However, since there is no correlation in time between electrons in 
different atoms, nor between electrons in an atom with the positions 
of atoms in the fluid, Equation (1 - 24) reduces to be: 
N N 
I (s) =Irr I I< 
i=l j=l 
(1 - 25) 
where fi (s), the atomic scattering factor, is 
f 1 (s) = <S p er-- ~) ei cr:.ri) ·s dv) (1 - 26) 
vi 
* (s) is the and fj complex conjugate of this quantity. 
The time averaged atomic scattering factor can be calculated 
from H.artree-Foch wave equations4 for the electron density in the 
atom. That is, 
fi (s) = J 'Yi ei (r'=-r°i)·s 'i'i* dV 
vi 
(1 - 27) 
where 'i'i is the time-dependent wave function for the ith atom. 
For a liquid composed of atoms of one type, 
f 1 (s) = fj (s) = f (s) for all i and j (l - 28) 
The atomic positions of all the atoms in the fluid at 
time t can be described by a delta function. That is, the atomic 
density at time t is: 
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N 
Pa (r) = n~ o Cir- ri I ) 4rr (r - r. )2 
J. 
From (1 - 29), it follows that 
lN -- .--- S IN o Cl -r --;;_ I ) ei ri s = 4 (-- _._ )2 rr r - r· 
i=l v i=l J. 
.-~ 
e1 r·s dV 
(1 - 29) 
(1 - 30) 
Using (1 - 28), (1 - 29), and (1 - 30), equation (1 - 25) may be 
rewritten as 
I (s) = Iir f (s) r* (s) J J <Pa Cri) Pa Ct;))ei (rj_-r2):5 dV1 dV2 
vv 
(1 - 31) 
Let 
(1 - 32) 
~ ...::.., 
r = r 2 (1 - 33) 
Then equation (1 - 31) can be rewritten as 
I (s) = ~ f (s) t* (s) J [ J<Pa (r+ r') Pa (r'))dv'] ei r•s dV 
v v 
(1 - 34) 
The singular points in the square-bracketed integration are distributed 
thickly for -r I o. The radial atomic density P (r} is now defined 
as: 
P (~ = ~ s <Pa (r + r') Pa lr) > dV 1 (1 - 35) 
v 
-.:... 
for r > O. Because of the limited atomic packing 
P (r) = o for o <I r-1 < one atomic diameter (1 - 36) 
The singularity at the origin, that is for? = 0, is isolated and 
can be removed. ? = 0 corresponds to those terms in equation 
(1 - 25) where i = j. For r = 0 
N 
I (s) = I.r f (s) t* (s) l ei (~-r;_)·s = ~ f (s) f* (s) N 
i=l 
(1 - 37) 
Therefore, define 
p (r = o) = ~ (0) = 0 (1 - 38) 
and then add the value of the singularity to the scattering equation: . 
~ ...... 
I (s) = IT f (s) r* (s) (N + JN p (r) e1 r•s dV) (1 - 39) 
· v 
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or 
-_,. 
I (s) - ~ N f (s) r* (s) = ~ f (s) r* (s) JN p (r) ei r•s dV 
v 
(1 - 40) 
or 
= s p (r} ---ei r.s dV (1 - 41) 
f (s) rx- (s) v 
Let 
P (e) - · (1 + cos2 2e)/2 (1 - 42) 
and 
m2c4H2 
(l - 43) c = 
e4 I 
0 
Then 
C I ~s2 
-1 = J p (r) ---ei r•s dV (l - 44) p (e) N f (s) r* (s) V 
It will be of value at this point to discuss some finer points of 
the derivation. In particular, first consider the definition 
of p (r) given in equation (l - 35). Actually, 
(l - 45) 
where y (J:!') corrects for the fact that the time-average of the atomic 
density functions is integrated only over that volume which contains 
-a- ' _,. 17':) the head of the vector r + r. Therefor~ y ,r is 
y (-;) = V (-;)/V ~ l (l - 46) 
where V (r) is that portion of V which contributes to p (r) for each 
value of r. Furthermore, the atomic density at time t can be written 
as: 
Pa (~) = Pa (~ + ~ Pa (;, t) (l - 47) 
It is constructive to note that Pa (r) leads to a diffraction called 
I 0 (s), where, 
I 0 (s) = Lr J y (r) J Pa Cr+~·) Pa (;') av• ei -s.-r av 
v v' 
(l - 48) 
For experiments where the sample dimensions are greater than l mm, the 
diffraction effects in I 0 (s) are concentrated at small values of s. 
Guinier and Fournet5 estimate that I 0 (s) is significantly different 
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from zero only for values of s < w'Ra, where R0 is the smallest 
dimension characteristic of the sample. As a consequence, 
equation (1 - 44) is more properly written 
_Ne (r (s) - Io (s )) J ( ) i _._ --
------- - l = y (r) p (r) - p (r) e s•r dV 
P (e) f (s) t* (s) V 
(l - 49) 
However, p (r) rapidly approaches p (;') for r on the order of a few 
atomic radii, where y (r) is essentially one. Therefore: 
_Ne c I ( s ) - Io ( s )) s - ...... 
------- - 1 = (P ("1) - p Cr)) ei s .r dV 
P (e) f (s) f* (s) v 
(1 - 50) 
This equation can now formally be integrated over all space since the 
kernel of the integral vanishes for reasonably small r. Therefore, 
for a spherically symmetric distribution, p (-;) is only a function of 
the magnitude of 1 -r 1 or r and 
e c ) co 2TTTT N I ( s ) - Io ( s ) s s s - i 
P (e) f (s) t* (s) -l = o o o(P (r) - P (r)) e sr cos e r 2 si·n 0d e d dr <p 
(1 - 51) 
~ (r (s) - I 0 (s)) 00 
P (e) f (s) f* (s) - l =Jo 4iT(P (r) - p(r)) r2 si~rsr dr 
(1 - 52) 
This integral may be formally transformed to 
4n r2 ( p (r) - p (r )) = 2r J00 s (~ (r (s) - Io (s )) - l ') sin sr ds 
iT o P (e) f (s) f* (s) '-) 
(l - 53) 
In an experiment, I (s) - I
0 
(s) is measured from smin to sma.x. 
smin is determined by the fact that forward scattering cannot be 
measured in the main beam, whereas sma.x is bounded above by 4n/ ).,. 
Over the entire experimental range of s, I 0 (s) is insignificant, 
which means that only I (s) is measured. And, since I (s) (C/N)/ 
* P (e) rapidly approaches f (s) f (s) whens is near s /2, the 
max 
infinite limit of the transform in s is satisfied by a zero..valued 
kernel in the integral. Kinetic theory6 shows that the scatter-
ing power at zero angle I (0) - I
0 
(0) is: 
~ (r ( o) - I 0 ( o )) 
------- = k T p K- - l 
r ( o) f* ( o) ~i· (l - 54) 
Therefore, it remains to extrapolate I (smin) to the theoretical 
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value at s = 0 to form the experimentally attainable relationship 
between I (s) and p (r), namely 
2 ( _ ) 2r J6 max 4nr p (r) - p (r) = i1 
0 [ ~ Cr ( s ) - I 0 ( s )) J s -1 sin sr ds P (e) f (s) f* (s) 
(1 - 55) 
Since I (s) has only entered this discussion to formalize the 
0 
transform and is never measured in an experiment, the above equation 
is o~en written as 
where 
and 
smax 
. 4nr2 (p (r)- p (r))= ~Jo s i (s) sin sr ds 
_Q. I (s) 
N 
i (s) = -------
p (e) f (s) f* (s) 
i (0) + 1 = k T P Kr 
-1 
(1 - 56) 
(1 - 57) 
(l - 58) 
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APPENDIX 2 
THE PASIC DATA REDUCTION ~UATIONl 
The basic scattering equations that relate i (s) to p (r) 
were derived in the previous appendix for an unconfined monatomic 
liquid. Absorption corrections were neglected. This appendix 
will develop the basic data reduction equation to calculate the 
total (coherent and incoherent) scattering function for liquid argon 
confined in a hollow beryllium cylinder, namely: 
1 [ E ACSC 
Is (s) = p (e) F (e) ASSC (e) Ic+s (e) - G (e) ACC 
where s = (4n/A) sin e 
a is the Bragg angle 
e 
e 
P (e) is the correction factor for an unpolarized 
incident beam 
F (e), G (e) are correction factors for incoherent 
scattering 
s is a subscript which stands for sample 
c is a subscript which stands for cell 
I is the total scattering function 
s 
2 - 1) 
(2 - 2) 
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(2 - 3) 
I~ (e) = I~ (s) - I~ (e) (2 - 4) 
The a and ~ superscripts mean that the associated intensity, whether 
for the cell or cell and sample data, is the experimental scattering 
intensity measured at 0 for either an a or a ~ filter on the incident 
x-ray beam. The net result is the I~+s and I~ are the scattering 
intensities for a nearly monochromatic incident beam consisting 
almost entirely of the Ka doublet of the molybdenum target. 
Paalman and Pings2 and Kendig and Pings3 have discussed 
the calculation of absorption coefficients for the cylindrical cell 
and sample in the Debye-Scherrer scattering geometry, where the narrow 
incident beam only .intercepts a portion of the confined liquid. They 
define absorption coefficients for this geometry as: 
ASSC (e) = 1 
Vs 
s e-µ.s is (V, e) -µ.c ic (V, e)dV 
Vs 
(2 - 5) 
(2 - 6) 
ACC (e) = ;c s e-µ.c .f.c (V, 9) dV 
Ve 
(2 - 7) 
where ASSC (e) measures the volume-averaged reduction in the sample 
scattering caused by absorption in both the sample 
and cell 
ACSC (e) measures the volume-averaged reduction in cell 
scattering caused by absorption in both the sample 
and cell 
ACC (0) measures the volume-averaged reduction in cell 
scattering caused by absorption in the cell 
µ.c is the linear absorption coefficient for the cell 
material (a function of wavelength) 
µ.
8 
is the linear absorption coefficient for the sample 
material (also a function of wavelength) 
,R. c is the distance traversed in the cell by a ray 
scattered in dV 
,R, s is the distance traversed in the sample by this same 
ray 
9 is the Bragg angle 
Ve is the volume of cell irradiated 
Vs is the volume of sample irradiated 
For the experiment where the empty cell diffraction pattern 
is measured, the cell scattering intensity that is detected is: 
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I~ (e) =Io P (e) Ne ACCcoh (e) Ic (e) Yecch tcoh 
+I P (e) N ACCinc (e) I (e) Ycinc tine 
0 c c 
(2 - 8) 
P (e) 
N 
c 
is the intensity of the incident beam 
is the polarization correction 
is the number of cell atoms irradiated by the 
incident beam 
ACCcoh (e) is the ACC coefficient evaluated for the coherent 
wavelength over all of the distance traversed, L 
c 
ACCinc (e) is the ACC coefficient evaluated for the coherent 
I ( e) 
c 
coh (e) 
Ye 
wavelength over the incident portion of ,E,c and for 
the incoherent wavelength over the diffracted portion 
of,£ 
c 
is the total or intrinsic scattering power per atom 
of cell material 
is the fraction of' I that is scattered with the 
c 
same wavelength as the incident radiation 
Ye inc (e) is the fraction of Ic that is scattered with the 
incoherent wavelength shif't 
tcoh is the electronic transmission efficiency for 
coherent radiation reaching the detector 
tine is the electronic transmission efficiency for the 
incoherent radiation 
and similarly, 
~+s (e) = I p (e) N ACSCcoh (e) IC (e) coh (e) tcoh 0 c Ye 
+I p (e) N ACSCinc ( e) IC ( e) inc (e) tine 0 c Ye (2 - 9) 
+ Io p (e) N ASSCcoh (e) Is ( e) coh (e) tcoh s Ys 
+ Io p (e) Ns ASsc1nc (e) Is (e) inc ( e) tine Ys 
where ACS&0 h ( 0), Acscinc (e} are the ACSC coefficients evaluated 
for the coherent wavelength over the incident portions 
of Ile and.1,s and the coherent and incoherent wavelengths, 
respectively, over the diffracted portions 
coh inc ASSC (e), ASSC (e) are the ASSC coefficients evaluated 
for coherent and incoherent diffracted wavelengths 
N is the number of irradiated sample atoms 
s 
I 
s 
is the intrinsic scattering power of the sample atoms 
y8 coh is the fraction of coherent radiation in Is 
inc y8 is the fraction of incoherent radiation in Is 
In this experiment, the voltage windows on the pulse 
heisht analyzer were set to make the electronic transmission efficiency 
greater than 99. 5°/o and, therefore, was almost independent of wavelength 
for the coherent and incoherent wavelengths. 
(2 - 10) 
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For algebraic simplicity these transmission efficiencies will be 
set to one. Since the final intensity, I , is normalized by a 
s 
constan~ the magnitude of these terms will not influence the 
transform to p (r). 
Let: 
coh Accinc (e) 
FCC (e) = y (e) + ycinc (e) coh 
c ACC ( e) 
FCSC (e) = y coh (e) 
c 
Acscinc (e) 
( e) coh 
ACSC ( 0) 
coh inc ASSCinc (e) F (e) = FSSC (e) = y + y - -
s s ASSCcoh (e) 
(2 - 11) 
(2 - 12) 
(2 - 13) 
Using equations (2 - 10), (2 - 11), (2 - 12) and (2 - 13). equations 
' 
(2 - 8) and (2 - 9) become: 
rE = I p (e) N I (e) ACC (e) FCC (e) 
c 0 c c 
I~+s = Io p (e) NC IC (e) ACSC (e) FCSC (e) 
+ I p ( e) N I ( e) ACSC ( e) FSSC ( e) 
0 s s 
(2 - 14) 
(2 - 15) 
Substituting equation (2 - 14) into (2 - 15), (2 - 15) within a 
normalizing factor becomes 
Is (e) = P (e) F (e) ASsc (e) [r~+s (a) - G (e) A~~~ ~ I~ (e)J 
(2 - 16) 
where 
FCSC e) G (e) = ---+ FCC 9 (2 - 17) 
and the coherent superscript for ACC, ACSC and ASSC have been removed 
for convenience. 
For data reduction: 
2 
f (e) 
c (2 - 18) 
r 2 (e) + 
c 
( 9) 
where f 
c 
is the Hartree Feck atomic scattering factor for the cell 
material 
Iinc is the incoherent scattering factor for the cell material, 
c 
beryllium 
B2 is the proper Breit-Dirac factor 
The fraction y coh of coherent scattering from the sample 
, s ' 
depends on the structure p (r) and can be calculated from I (e). 
s 
Therefore, an iterative procedure is used. The first estimate is 
taken to be: 
r 2 ( e) coh ( 
9
) = ____ d ____ _ 
ys 1inc 
f 2 (e) + s 
d B2 
(2 - 19) 
(e) 
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where fd is the dispersion corrected Hartree-Fock atomic 
scattering factor for the argon sample 
I is the incoherent scattering factor for the sample incs 
coh Successive values of ys are calculated from the normalized 
intrinsic scattering; 
c 
coh N Is ( e) -
Ys = (2 - 20) 
(This is repeated until successive Is (e) functions are essentially 
the same.) 
~ is the normalization factor. 
180 
REFERENCES 
1. Mikolaj, P. G. "An X-Ray Diffraction study of the Structure of 
Fluid Argon." fuctoral thesis, California Institute of Technology, 
Pasadena, California, 1965. 
2. Paalman, H. H. and C. J. Pings. "Numerical Evaluation of X-Ray 
Absorption Factors for Cylindrical Samples and Annular Sample 
Cells, 11 J. Appl. Phys., JJ_, 2635 (1962). 
3. Kendig, A. P. and c. J. Pings. "X-Ray .Absorption Factors for 
Cylindrical Samples in .Annular Sample Cells Exposed to Incident 
Beams of Limited Width, " J. Appl. Phys., ],§, 1692 (1965). 
APPENDIX 3 
DERIVATION OF TRE CONFIDENCE INTERVAL FOR TRE 
BA.SIC DATA REDUCTION EQUATION 
The determination of the sample scattering intensity from 
a conrined sample in a dual filter experiment requires the measure-
ment of six statistical quantities 
1. N~, the number of scattered quanta detected from the empty 
cell with a ~ filter on the incident beam during a time interval, 
2. N~, the number of scattered quanta detected from the empty cell 
with an ex filter on the incident beam during the same time 
interval, 'l' c • 
3. N~+s' the number of scattered quanta detected from the cell and 
sample with a ~ filter on the incident beam during a time 
4. 
interval, 'l' c+s. 
a Nc+s' the number of scattered quanta detected from the cell and 
sample with an a filter on the incident beam during the same 
sample measuring time interval, T + • 
c s 
5. N~ and ~+s' the numbers of counts of background noise, for the 
respective time intervals 'l'c and Tc+s· 
The intensities or counting rates are calculated from these numbers, 
namely, 
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(3 - 1) 
= 
N~ - Nn 
c+s c+s 
,. 
c+s 
~ -~ 
c+s c+s 
,. 
c+s 
(3 - 2) 
From which 
Is = A (~+s - B ~) (3 - 3) 
where for algebraic simplicity, 
and 
1 
A = p (e) F (e) ASSC (e) 
B = G (e) ACSC e Ace e 
(3 - 4) 
(3 - 5) 
In the following derivation of the statistical uncertainty, A I 6 , 
associated with I , the assumption is made that the statistical 
s 
fluctuation of the background noise, ~ and !fl+ , is negligible 
c c s 
compared to the level and fluctuations in N~, ~' N~+s' and ~+s• 
Since all of the counting variables are independent 
discrete and random, the variance of I is expressed as: 
s 
2(var N~+s var N~+s 
var Is = A ? + ,2 
~+s c+s 
+ -J? (ar./~ + var.,2 N~) \ ( 3 _ 6) 
c c / 
Furthermore, all of the remaining counting variables have Poisson 
distributions, which means that the variance is equal to the mean. 
Therefore 
(3 - 7) 
'fc+s ,..c+s 
However, for the counting times used in this experiment, the values 
of the mean are so large that the distributions can be considered 
Gaussian or normal. Since the counting values for cell and sam;ple 
measurements were made three times, it is proper to say that 
N~ 
= c+s 
3 ,..c+s 
Following (3 - 8), equation (3 - 6) becomes 
var I 
s 
(3 - 8) 
(3 - 9) 
where the cell data scans were observed five times for 300 seconds. 
For a Gaussian distribution the confidence interval is given by 
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1 
(A I 8 )j = ± kj [var Is]2 (3 - 10) 
where kj is a constant and the subscript j refers to the confidence 
interval. Some values of k are listed below for various levels of j 
confidence: 
j k j 
50'/o 0.675 
90% 1.645 
95% 1.960 
99% 2.576 
The final, expanded form of the confidence interval is: 
+ k 
A Is = - j 
ASSC (e) p (a) F (e) JTc+s * 
[(I~ + fi ) 2 c+: c+s + G 
c+s 
( e) Acsrl ( e ) ,. c+s (I_c_~ _+_r~_)] ~ 
ACC
2 ( e ) '!' c nc 
(3 - 11) 
where ,. is the time interval for each data point in each cell and 
c+s 
sample scans 
n is the number of cell and sample data scans 
c+s 
T is the time interval for each data point in each cell 
c 
scan 
n is the number of empty cell data scans 
c 
APPENDIX 4 
THE BREIT-DIRAC CORRECTION FACTOR FOR INCOHERENT SCATTERING 
DE'I'ECTED BY A SCINTILLATION COUNTER 
Several authors1 ' 2 '3,4 have stated that the proper Breit-
Dirac correction factor for calculating the amount of incoherent 
scattering should be l/rf?- rather than the theoretical5' 6 recoil cor-
rection, 1/B3, when the scattered radiation is detected by a scintil-
lation counter that measures quanta per second per steradian. It is 
the opinion of this author that 1/B2 is the correct factor for use 
with a scintillation counter. This appendix will discuss 
this point. 
The Breit-Dirac factor, l/B3, is the multiplicative factor 
(v'/v)3 where v and v' are the frequencies of the x-ray photons before 
and af'ter scattering, respectively. 
B = v/v' 
The recoil corrected Waller-Hartree7 equation for incoherent 
scattering is 
I 
e.u. 
where 
= { z - l 1 r jj I 2 - l l I r jk I 2} (~ ') 3 
j=l . k J . 
j f k 
(4 - 1) 
(4 - 2) 
(4 - 3) 
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The integration extends over all coordinates of any one electron, p. 
Walker1, in his paper on Compton scattering for aluminum, 
made the following statement concerning the Breit-Dirac factor : 
"If the scattered radiation is detected by a 
counter, so that actually one measures the 
number of scattered quanta per unit solid angle, 
the appropriate corrective factor is (v'/v)2 or, 
i. e • , ( l/Jl. ) . " 
Similarly, Chipman and Jennings, 2 in their paper on the atomic 
scattering factors of Ne, Ar, Kr and Xe, made this statement: 
"The Brei~-Dirac correction factor appears 
here as ' (l/B) ' rather than ' (1/B)3• because 
with scintillation counting we measure power in photons 
per second rather than in conventional units." 
At this point, consider just what the scintillation 
counter does measure. In a scintillation detector, incident photons 
are converted to output voltage pulses from a photomultiplier by a 
sequence of events that follows this basic outline. Incident 
photons create a number of electron-hole pairs in the host crystal 
that migrate to a fluorescent center where photons in the visible 
range are emitted. These secondary photons produce photoelectrons 
when they impinge on the photocathode. The photoelectrons are 
multiplied as they cascade through the photomultiplier tube to 
produce an output current pulse. When this current passes through 
a resistor to ground it, a voltage pulse is produced which, to a first 
order app!oximation, is proportional to the energy of the incident 
photon. 
In a scintillation detector, the number of photoelectrons, 
n, generated at the photocathode of the multiplier for each incident 
photon is8 : 
where 
(4 - 4) 
E 
x 
is the energy of the incident x-ray quantum 
Ep is the energy of the fluorescent photon 
exp is the fluorescent efficiency of the phosphor and may 
have values between 4% and 25% 
T is the transparency of the phosphor to its own fluorescence p 
and is near unity 
Cpe is the photoelectric efficiency of the photocathode and 
is only about 5% 
From these values, it will be seen that about 35 photoelectrons are 
liberated for Mo Ka incident x-radiation. Thus it is reasonable to 
argue that counting the voltage pulses is equivalent to counting 
quanta per second per steradian in the Debye-Scherrer geometry. 
Figure 4-1 depict~ a comparison between experimental results 
and theory for total scattering from monatomic gases made by Herzog10 
11 on Wollan's experimental data on helium. The solid line curves depict 
the values of coherent, incoherent, and total scattering calculated 
from the Waller-Hartree theory, including the (l/B3) Breit-Dirac correction 
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factor. The broken-line curve depicts the total scattering without 
the Breit-Dirac factor. This figure shows that the agreement between 
theory and experiment is materially improved by the use of the (l/B)3 
factor, and also that (l/B)2 would be inadequate particularly at high 
values of sin 9/A (A= 0.71 in this experiment). Wollan's measurements 
were made with an ionization detector. 
At this point, consider just what an ionization detector 
measures. In an ionization process, the incident energy is converted 
to electrons that produce a current which passes through a dropping resistor 
and is converted to a voltage. Note that this voltage is proportional 
to the incident energy. 
(4 - 5) 
where h is Planck's constant 
,, is the incident frequency 
Ex is the ionization energy of the detector gas 
e is the electron charge 
R is the dropping resistor 
vv is the output voltage for frequency v 
nv is the quantum rate in counts per second of quanta with 
energy v 
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It will be see~therefor~ that the Wollan experiment means 
at high sin a/A. 
(4 - 6) 
and 
(4 - 7) 
That is to say that Ie.u. and r2 are in units of energy per unit 
area perpendicular to the direction of propagation per second. 
Therefor~ for a scintillation counter the theoretical 
limits of quanta rate are the theoretical intensity limits 
divided by the energy of the coherent and incoherent radiations. 
That is 
f2 
n,. ac-
v hv 
I e.u. 
nv' Cl hv' 
Or, the total quanta count rate is: 
f2 
nv + nv ' oc. - + v 
This can be rearranged as: 
(4 - 8) 
(4 - 9) 
I e.u. 
v 
(4 - 10) 
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(4 - 11) 
Therefore, the proper Breit-Dirac factor for a scintillation counter 
is 1/#. 
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APPENDIX 2 
DUAL FILTER SPECTRUM 
The molybdenum x-ray tube used in this experiment was 
operated at 55 Kv and 20 millia.mps. Under these conditions, there 
is a wide band of white radiation superimposed on the characteristic 
K~ and Ka peaks. This appendix will discuss the degree of 
.monochromatization of the incident beam that has been obtained with 
a dual filter. 
The dual filter was two single filters : zirconium and 
yttrium1 • These elemental filters have absorption edges just less 
and just greater than the KQ' doublet of the molybdenum target. 
The relative x-ray transmission for each filter throughout 
the target spectrum depends on the linear absorption coefficient, 
µ. (>..) and the thickness of the filter. The wavelength dependence 
of the mass absorption coefficients of the two filters is similar 
2 
except between the K edges: 
and 
Zirconium: µ./p = 477 A.3 - 261 t..4 for A. < 0.6888 
Yttrium: µ./p = 441 A3 - 229 t..4 for A. < 0.7276 
Zr: µ/p = 47.9 A3 - 5.72 t..4 for A> 0.6888 
Y: µ/p = 44.1 t..3 - 4.88 t..4 for A> 0.7276 
(5 - 1) 
(5 - 2) 
(5 - 3) 
(5 - 4) 
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Therefore it is possible to reduce the contribution of white radiation 
by properly selecting the relative thicknesses of the two filters. 
Balanced filters attenuate all the wavelengths in the distribution 
except those between the absorption edges sandwiched around 
the K doublet. The net result is nearly monochromatic radiation. 
Ci 
The dual filter was balanced by trial and error until the 
relative transmissions of each filter at two wavelengths (one on each 
side of the ~doublet) were similar. The yttrium filter was cold 
rolled to 5.5 mils. Its transmission was determined to be 37.5% at 
0 0 A = o. 7611 A, and 20.5<fo at A. = o.4522 A. Then the Zr filter material 
was cold rolled to several thicknesses near the thickness expected 
to match these transmissions. The thickness of the closest matching 
zirconium filter was 3.5 mils. Its transmissions were 37.2i at 
. 0 0 
0.7611 A and 20.5i at o.4522 A. 
The net spectrum passed by the dual filter was then 
measured experimentally by reflection from LiF. The data were taken 
in the Debye-Scherrer geometry. Vertical seller slits 1-1/4 inches 
long with a spacing of 0.018 inches and a 1/6° divergence slit were 
used on the incident beam. High resolution, horizontal sellers with 
a spacing of 0.005 inch were used with 0.111 inch receiving slit. 
The pulse height analyzer was set at 99~ transmission of the Ka 
radiation. The wavelength corresponding to data collected at the 
2 a-Bragg angle was calculated using a d-spacing of 2.0125 angstroms 
for LiF. 
l~ 
The resul.ts of this work are plotted in Figure 5 - 1. 
The solid curve in the main portion of the diagram is the zirconium 
or ~-filter spectrum. The circles in the main diagram and the 
insert are the net dual filter spectrum. For reference tabul.ar data 
describing the net white ratiation, Table 5 - 1, and the net spectrum 
of the K~ and K~ peaks, Table 5 - 2, are included. 
Ninety per cent of the integrated intensity lies between 
0 0 
o.7o4 A and 0.718 A. 
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TABLE 5 - 1 
DUAL FILTER SPECTRUM CORRESPONDING TO CIRCLES IN FIGURE 5 - l 
BACKGROUND RADIATION 
"- Relative f.. Relative 
Angstroms Intensity Angstroms Intensity 
.2000 0.013 ,6019 0.048 
.2212 0.027 .6227 -0.126 
.2422 -0.001 .6401 0.103 
.2632 -0.095 .6609 0.013 
.28o8 0.148 .6819 o.466 
.3018 -0.003 .7404 0.007 
.3228 0.010 .7611 0.196 
.3403 0.044 .7818 0.853 
.3613 -0.007 .8059 0.248 
.3823 -0.110 .8231 0.035 
.4033 -0.017 .8403 0.002 
.4206 -0.016 .8609 -0.361 
.4417 -0.110 .8814 0.211 
.4626 -0.120 .9020 -0.103 
.4801 -0.212 .9225 0.214 
.5010 0.027 
.5219 -0.062 
.5418 -0.004 
.5602 -0.029 
.5802 0.302 
198 
TABLE 5 - 2 
DUAL FILTER SPECTRUM CORRESPONDING TO CIRCLES IN FIGURE 5 - 1 
KO' AND K~ REGIONS 
K K~ Cf 
).. Relative A. Relative 
Angstroms Intensity Angstroms Intensity 
.6747 0.193 .6158 0.018 
.6782 o.402 .6192 0.129 
.6816 0.527 .6199 -0.031 
.6851 2.143 .6206 -0.033 
.6886 31.152 .6213 -0.254 
.6920 7l.055 .6220 0.017 
.6955 74.329 .6227 -0.157 
.6989 73.159 .6234 0.091 
.7010 77.536 .6241 o.ooo 
.7024 99.299 .6248 0.090 
.7038 163-352 .6255 -0.193 
.7052 317.844 .6262 o.o44 
.7066 782.981 .6269 -o.o85 
.7079 2655.884 .6276 0.004 
.7o86 4o88.296 .6283 -0.056 
.7093 5299.892 .6290 -0.054 
.7100 3096.064 .6296 -0.414 
.7113 82i.938 .6303 -0.102 
.7120 985.003 .6310 -0.104 
.7127 1293.497 .6317 -0.506 
.7134 2603.376 .6324 -l.660 
.7141 1493.412 .6331 -o.845 
.7148 801.478 .6338 -0.389 
.7155 301.826 .6345 -0.021 
.7162 150.606 .6352 -0.070 
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Table 5 - 2 (cont.) 
K K13 Ci 
A. Relative A. Relative 
Angstroms Intensity Angstroms Intensity 
.7169 106.884 .6359 o.o89 
.7183 82.026 .6366 -0.156 
.7197 73.231 .6373 0.016 
.7231 55.934 .6380 -0.154 
.7266 42.391 .6387 0.022 
q7300 2.791 .6394 -0.021 
q7355 .221 .6401 0.182 
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REFERENCE NOTES 
1The yttrium was obtained from Dr. Sten Samson of the Chemistry 
Department at the California Institute of Technology. Cold rolling 
of both metals was done by the Wilkinson Company of Santa Monica, 
California. The yttrium was easily worked to 5.5 mils from its 
initial thickness of 20 mils. 
2These equations contain only the more important terms in ~. For 
the complete behavior see Chapter 3 of Volume III of the International 
Tables for X-ray erystallography, The Kynoch Press: Birmingham, 
England, 1962. 
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APPENDIX 6 
CALIBRATION OF THE PRESSURE GAGE 
Pressure fluctuations of the confined argon were monitored 
with a model 141 Texas Instrument Precision Gage. This gage was 
calibrated against a dead weight tester. 
The precision gage is principally a steel spiral called 
a Bourdon tube. When the tube is pressurized, the spiral unwinds. 
The degrees of rotation are detected optically. A mirror which re-
flects light from a fixed source is attached to the free end of the 
spiral. The sensor, an optical transducer, is mounted on a gear that 
travels around the Bourdon tube. The position of the transducer is 
converted to digital readout. The digital-counter reading is then 
multiplied by a scale factor to determine the pressure. 
The model 141 is a servo-nulling gage that can be used 
in three operating modes: manual nulling, servo nulling, or output 
to an external recorder. For the argon pressure monitoring, the 
model 141 was used in the recorder output mode. The digital counter 
was set at a number corresponding to the desired pressure. The 
error signal was voltage divided and fed to a microvolt amplifier 
whose output was fed to a recorder. In this way, large and small 
error signals could be displayed on the recorder by changing the 
amplification. The argon pressure was regulated by adjusting the 
202 
~rimmer injector on the manifold of the cryostat. 
The dead weight tester used as a primary pressure standard 
was the Hart Pressure Balance. The effective area of the piston 
to be loaded with dead weight was 0.31096 ! 0.00002 square inches 
as calibrated in FebruaIJ] 1960. A vertical axle is coupled to the 
lower end of the piston of the measuring cylinder so that weights 
can be added. The piston is rotated by an electric motor which 
drives a claw connected to the axle coupled to the top end of the 
cylinder. To reduce friction between the piston and the cylinder 
wall, the piston is rotated between 80 and 100 cycles per minute. 
The motor drive is disengaged for each final calibration reading to 
eliminate vertical forces associated with the drive linkage. The 
oil provided with the balance had been developed to minimize 
viscosity changes between 3 and 300 atmospheres. 
The Ha.rt balance and the precision pressure gage were 
connected as in the schematic diagram (Figure 6 - 1). Nitrogen 
was used to pressurize the gage. The oil level in the reservoir 
was 2 inches above the tester pressure tap. 
For a typical calibration data point, valves A and C were 
closed and the gas system vented. (The digital counter was set 
to zero only one~ at the start of the calibration. Before it was 
set to zers the Texas Instrument gage was pressurized to f'ull 
cylinder pressure three times to reduce hysteresis effects. The 
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zero shift was 0.004° for 35 pressurizations.) The dead weight tester 
was loaded with weights and started. With valve B open the pressure 
indicated by the Heise gage was noted. 
Then valve B was closed, isolating the pressure balance. 
With the vent closed and valve A open, valve C was opened until 
the gas pressure reached the previous Heise gage reading. Valve B 
was then opened so that the tester pressure was applied to the TI 
gage. The TI gage was set in servo-nulling to obtain the coarse 
setting. After d~sengaging the pressure balance drive motor, the 
fine nulling was accomplished manually. 
The pressure was calculated from: 
(1) the area of the piston A, 
(2) the total dead weight in pounds mass, W, 
(3) gc/g = 1.001116 for Pasadena, 
(4) 2" oil head correction, h, and 
(5) corrections from the pressure balance manual. 
p = ( '.'.i - p . * h) g__ A oil gc 
where Poil = o.880 €!JilS/cc. 
(6 - 1) 
In order to be able to set the digital-counter to the 
desired pressure, the data were fit to the following equation by least 
squares: 
205 
(6 - 2) 
o is degrees rotation. 
The following coefficients were determined for Pin psi: 
A = 0.019706605 
B = 0.22031500 * 10-6 
c = -0.46102648 * 10-10 
(6 - 3) 
(6 - 4) 
(6 - 5) 
The scatter of the data from this prediction equation is depicted 
in Figure 6 - 2. The sensitivity is about 1 part in io5. The data 
are listed in ·Table 6 - 1. 
The dead-weight tester sensitivity is 1 : 100,000, and is 
accurate to better than 1 part in 10,000. Since the TI gage is 
sensitive to 1 : 200,000, an overall accuracy of 1 part in 10,000 
is realized. 
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346.0768 
381.4751 
416.9743 
452.3826 
487.8134 
523.2215 
558.6198 
594.0729 
629.4812 
664.9120 
700.3202 
735.7184 
771.1670 
806.5751 
842.0822 
877.4139 
912.8122 
948.2597 
983.6571 
1019.0977 
1054.5060 
1089.9044 
1125.3687 
1160.7770 
1196.2078 
1231.6161 
2267.0144 
1302.4294 
1337.9006 
1373.3322 
14o8.7395 
1444.1377 
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TABLE 6 - 1 
PRESSURE CALIBRATION DATA 
Degrees 
Texas Instrument 
4.736 
5.446 
6.140 
6.851 
7.542 
8.244 
8.957 
9.664 
10.364 
ll.065 
11.772 
12.484 
13.185 
13.891.~ 
14.605 
15.304 
16.016 
16.722 
17.431 
18.136 
18.843 
19.557 
20.260 
20.969 
21.683 
22.392 
23.100 
23.811 
24.522 
25.234 
25.940 
26.654 
27.359 
28.067 
28.774 
-0.0009* 
0.0023* 
-0.0007* 
0.0019* 
-0.0013* 
-0.0019* 
0.0003 
0.0008 
-0.0001 
-0.0007 
-0.0005 
0.0005 
-0.0003 
0.0001 
0.0008 
-0.0003 
0.0002 
-0.0002 
0.0002 
-0.0001 
-0.0003 
0.0003 
-0.0003 
-0.0003 
0.0002 
0.0001 
0.0000 
0.0001 
0.0002 
0.0004 
0.0000 
0.0003 
-0.0001 
-0.0002 
-0.0004 
Pressure 
psi 
1479.6175 
1515.0257 
1550.4565 
1585.8647 
1621.2630 
1656.7321 
1692.1314 
1727.5621 
1762.9704 
1798.3686 
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Table 6 - 1 (Cont.) 
Degrees 
Texas Instrument 
29.489 
30.195 
30.908 
31.621 
32.333 
33.046 
33.758 
34.464 
35.170 
35.887 
* Iata taken with instrument on servo control. 
(Peale - Pexp/Pexp) 
°b 
-0.0002 
-0.0004 
-0.0003 
-0.0001 
0.0000 
0.0002 
0.0003 
-0.0000 
-0.0002 
0.0002 
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APPENDIX 7 
THERMOMETER CALIBRATION 
The temperature sensor used to control the temperature of 
the argon cell was a platinum resistance thermometer type No. G-20 
manufactured by Electric Thermometers, Inc., Kearny, New Jersey. 
The thermometer element consisted of a doped platinum wire that was 
wound on a glass core and covered with a thin layer of glass. It 
was 25 mm long and 2 mm in diameter. Its nominal ice point was 
100 ohms. 
This thermometer was calibrated by comparison with a Leeds 
and Northrup 25 ohm, strain-free, platinum resistance thermometer, 
(serial No. 1612803).1 This standard thermometer was calibrated at 
16 different temperatures between 10 °K and 523 °K by the National 
Bureau of Standards in 1963. The Callendar-Van-Deusen constants for 
the standard thermometer were 
~ = 0.11045 (t < 0 °c) 
~ = 0 (t > 0 Oc) 
(7 - 1) 
(7 - 2) 
(7 - 3) 
(7 - 4) 
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The standard was calibrated using 2 milliamperes. The ice point or 
water is taken as 273.15 °K (0 °c), and Ro is the ice point resistance. 
2 . 3 Figure 7 - 1 is a schematic of the calibration apparatus, 
which consists principally of a cylindrical, copper, thermal reservoir 
block, D, that is surrounded by adiabatic shields, G. This assembly 
is suspended in a vacuum chamber, E. Six thermometers that were to 
be calibrated were placed in close fitting, silicone oilfilled wells 
in the copper block. The standard thermometer, H, was mounted with 
Wood's metal in a tapered copper plug. The plug was pressed, using 
silicone grease as a lubricant, into a hole in the bottom of the 
thermal block of copper. The standard thermometer leads were wrapped 
around the plug to reduce beat transfer effects. 
The adiabatic shields, one above and one around the block, 
were maintained at the temperature of the surf ace of the block by using 
the heater wires wrapped on the outer surface of the shields. Differen-
tial thermocouples were used as sensors in the shield controller systems. 
The copper block was suspended from the shield above the block with nylon 
string. This block and shield assembly was positioned below the brass 
support lid, A, by three lucite rods. Electrical leads were wrapped and 
varnished to the handle of the lid with GE 7031 insulating varnish. 
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KEY 
A support lid 
B radiation shield 
c thermometers 
D copper block 
A E vacuum jacket 
F F lucite r ods 
B 
adiabatic shields G 
G c H standard thermometer 
J radiation shield 
D K luci te plate 
L opening 
E 
J 
llNCH 
Figure 7 - l. Schematic of Temperature Calibration Apparatus 
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The vacuum jacket was sealed with a lucite plate, K, and 
an 0-ring. 1/8 inch threaded copper pins that were epoxy-sealed in 
position in the plate were used for electrical leadouts. The long 
leadout wires were spiralled down the walls of the steel vacuum 
jacket to reduce heat losses. The opening, L, in the jacket was 
used to connect the vacuum pump, the helium tank and the vent valve. 
During the calibration the lower portion of the vacuum 
jacket was placed in a dewar. After the jacket was evacuated the 
dewar was filled with liquid N2• Helium heat exchange gas was intro-
duced into the . jacket to speed initial cooling. As the copper 
block approached the desired calibration temperature the helium was 
pumped out. Arter the block had cooled below the desired tempera-
ture by radiative transfer, the shield controllers were activated. 
The final calibration temperature was reached by pulsing current 
through a heater wire that was wound in a spiral groove on the 
tapered plug. The jacket vacuum during the calibration was approx-
imately 8*10-5 torr. 
Figure 7 - 2 shows that the standard 
thermometer was wired in series with the to-be-calibrated thermometers 
forming one current loop. The emf leads were taken from each ther-
mometer and also from a 10 ohm standard resistor. All voltages 
were measured to an estimated sixth significant figure with a Leeds 
and Northrup Wenner microvolt potentiometer, catalog No. 7559. A 
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ROOM TEMPERATURE 
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-Ill 
6 VOLT STORAGE BATTERY 
Figure 7 - 2. Wiring Diagram 
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reversing switch was used to eliminate residual emfs such as thermal 
emfs. Since the temperature of the block drifted slowl~ the emf 
readings were taken as follows: current, standard thermometer, 
current, calibration thermometer, current, standard thermometer 
and current emfs. Interpolation was then used to estimate the 
current level for the thermometers and again for the temperature at 
which the resistance of the calibration thermometer was measured. 
The resistance of the 10 ohm standard was temperature 
corrected as follows:4 
R = 10.0000 (1 + a (t - 25) + ~ (t - 25)2 ] (7 - 5) 
a = .0.000007 (7 - 6) 
~ = -0.0000005 (7 - 6) 
t in degrees centigrade (lab temperature) 
The measured voltages (see Figure 7 - 2) were: 
ER the emf across the standard resistor 
Es the emf across the standard thermometer 
E2 the emf across the calibration thermometer 
used in the argon experiment. 
Therefore: 
(7 - 8) 
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Rs 
Es 
=-i (7 - 9) 
~ ~ :: -.-J. (7 - 10) 
where i is the loop current ( near l milliamp ) 
Rs is the resistance of the standard thermometer 
~ is the resistance of the calibration thermometer. 
Using the tabular form of the Callendar-Van-Deusen equation for the 
thermometer, Rs determined the temperature of the block when the 
calibration thermometer had resistance ~· 
The resistance of the thermometer was measured at 10. 
temperatures (see Table 7 - 1). The temperature-resistance data 
was least squares fit to the Callendar-Van-Deusen equation: 
R - Ro2 c t "\ t c t "\ (_ t ~3 
a no2 = t + 0 1 - 106) I60 + ~ . 1 - IOO) \Ioo) (7 - 11) 
for t in degrees centigrade. 
The following constants were determined: 
(7 - 12) 
(7 - 13) 
(7 - 14) 
6 = 1.82719 (7 - 15) 
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Figure 7 - 3 depicts the error between the prediction equation (7 - 11) 
and the data, such that for any thermometer temperature and resistance 
Sf;!.tisfying (7 - ll) 1 
TSTANDARD THERMOMEl'ER = TTHERMOMETER + T* (7 - 16) 
TsTANDl\RD THERMOMETER is taken to be the actual temperature of the 
resistance element. TTHERMOMEl'ER is the temperature predicted from 
(7 - 11) and T* is the discrepancy between the two. The root mean 
square deviation of these discrepancies is 2.2 millidegrees including 
the data point at -101 °c. 
The estimate of the error from the absolute temperature 
is _!0.024 °c. 
With the thermometer in situ in the argon diffraction 
apparatu~ the pressure dependence of the resistance element was 
examined. Within the accuracy obtainable in this situation a data 
point at 138 °K agreed with the data of Knobler, Honeywell, and 
Pings.5 Therefore, the effect of pressure on the thermometer is 
assumed to be that described in their paper. 
~ 
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_J 
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2l7 
TsTD THERM= TTHERM + T* 
0 
0 
_J 0t---_,.....------------t1--------
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6 
105 
0 
0 0 
125 145 
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Figure .7 .. 3. Deviation from Least Squares Fit 
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TABLE 7 - 1 
Resistance 
absolute ohms 
25 .7645 
30.7025 
34-3382 
38.5512 
42.6843 
47.4463 
50.9393 
55.1142 
59.6595 
63.1982 
Temperature 
oc 
-182 .801 
-171.177 
-162.554 
-152.501 
-142.574 
-131.065 
-122.571 
-112.367 
-101.187 
- 92.453 
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APPENDIX 8 
CALCULATION OF ABSORPI'ION CORRECI'ION FACI'ORS 
The subtraction of empty cell scattering from the sample 
and cell scattering depends intrinsically upon the mass absorption 
coefficients of the materials and inherently upon the geometry of 
the cell, sample, and the irradiating x-ray beam. 
When a narrow beam of monochromatic X-rays, with incident 
intensity I 0 , passes through a layer of homogeneous material of 
thickness t cm, the emergent intensity, I, is given by 
-µ.t I = I 0 e (8 - 1) 
where µ is the linear absorption coefficient in reciprocal centimeters. 
For a given wavelength, the value of µ is characteristic of the 
absorbing material in its specific physical state. That is to say, 
the reduction in intensity is determined, for a given wavelength, 
by the quantity of matter traversed by the X-rays: 
I = I e-(µ/p) pt 
0 (8 - 2) 
where for a given absorber of density p, µ/p depends only on the 
wavelength and t is again the thickness. It follows that, 
when scattered radiation is detected in the argon diffraction 
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experiment, it has been attenuated by absorption. The absorption 
factors are developed to correct the experimental intensities so that 
the intrinsic scattering from "non-absorbing" argon can be calculated. 
This correction procedure has been discussed for the case 
of an annular sample cell concentric to a cylindrical sample by 
Paalman and Pings1 for an incident beam that irradiated all the 
cell and sample, and by Kendig and Pings2 for a narrow incident beam 
that irradiated only a portion of this cell and sample. Both of these 
treatments were applicable when the center lines of the annular cell 
and cylindrical sample coincided, and both were limited to an 
incident beam of uniform intensity. Neither was developed to calculate 
absorption corrections for incoherent scattering. It was 
necessary to extend the concept of Paalman, Kendig, and Pings to 
cover the following: 
(1) an incident beam whose intensity distribution was 
trapezoidal in shape, 
(2) parallel, but not coincident cell and sample cell t 
lines, and 
(3) incoherent scattering. 
The geometry is depicted in Figure 8 - 1. 
Following Kendig, the irradiated portion of the cell and 
sample was divided into small scattering volumes, and absorption 
factors were calculated for each scattering element. These element 
222 
GRID CENTERS 
across 
y 
IND= I 
IND=O 
TRAPEZOIDAL 
SPECIFICATION 
FOR BEAM 
AA-D l-
81-
BB-
Figure 8 - l. Cell, Sample and Beam Geometry 
223 
factors were then combined to form the total absorption coefficient. 
For example, if one considers an element of scattering 
volume somewhere in the confined liquid several characteristic 
distances relative to the center of this element can be defined. 
Let LCI, LSI, LSO, LCO be respectively the distance traversed by 
the incident X-ray in the cell material, in the sample material, 
and the distance traversed by the diffracted ray in the sample 
and cell. Then the intensity scattered from the jth element in the 
liquid is: 
(8 - 3) 
and for the kth element in the cell is: 
(8 - 4) 
coh coh . 
where !Joe , µ.6 are the linear absorption coefficients :for the cell 
and sample materials evaluated at the incident wavelen.::,crth, 
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µ.~nc, µ.;nc are the respective linear absorption coefficients 
evaluated at the Compton-shi~ed wavelength, 
Ic, Is are the intrinsic scattering powers of cell and sample, 
coh inc y , y are the fractional portions of Ic and I 8 scattered 
coherently and incoherently, 
th 
. AV6 j, AVck are the volumes of the j sample element and the 
kth cell element, 
I 0 j, I 0 k are the intensities of the incident beam that would 
irradiate the jth and kth elements were there no absorption 
in the cell and sample, 
I0 is the total intensity of the incident beam, and 
P is the polarization correction. 
Now, let: 
coh I 0 j t.Vsj -~oh LCI - µ.goh LCO - µ~oh LSO - µ~oh LSI 
asscj = I V e 
0 6 
(8 - 5) 
A cob I i1ic· nc LCO - "·sine LSO - llcsoh LSI inc _ Ioj ~ -µ.c LC - I"' I"' I"' 
asscj - I V e 
0 6 
(8 - 6) 
(8 - 7) 
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acsciknc = Iok AVck 
cob inc inc coh 
-µ,c LCI - µ.c LCO - µ. 5 LSO - µ, 8 LSI e 
Io 
(8 - 8) 
and when the empty cell data are taken where LSO and LSI are zero, let: 
coh = ~ /::.Vck coh LCI _ µ. coh LCO 
acck e-µC c (8 - 9) Io Ve 
inc 1ok AVck ..µ. coh LCI µ.inc LCO 
~eek 
=Io v;- e c - c (8 - 10) 
The total experimental intensity observed in the cell and sample dif-
fraction scan is the sum of Ij over the sample elements and Ik over 
the cell elements: 
~+s I ycoh 
sample 
coh 
= P Io Ns l asscj s s 
sample 
inc [ inc + P Io Ns Is Ys asscj 
(8 - 11) 
cell 
coh [ coh + P Io Nc Ic Ye acsck 
cell 
inc [ inc + p Io Ne Ic Ye acsck 
and for the experimental cell scattering 
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E cell cell 
coh \ coh inc \ inc Ic = P Io Ne Ic Ye ~ acck + P I 0 Ne Ic Ye ~ acck 
(8 - 12) 
Comparison of (8 - 11) and (8 - 12) with (2 - 9) and (2 - 8) of 
Appendix 2 leads to the conclusion that the absorption coefficients 
are: 
sample 
ASSCcoh = l coh asscj (8 - 13) 
and similarly for the other five coefficients. 
The computer program for calculati ng these absorption 
coeff'icients for the argon sample and beryllium cell consists of 
seven decks, one main program and six sub-programs. The information 
fed into the computer is : 
(l) the incident beam specification, 
(2) the cell and sample radii, 
(3) the center of the cell in a coordinate system at the center 
of the sample, 
(4) the cell and sample densities, 
(5) the grid size for volume elements taken along the incident 
beam (a maximum of 50 vertical and 200 horizontal), 
( 6) the scattering angles for which absorption factors are to 
be calculated, and 
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(7) the wavelength dependence of the linear or mass absorption 
coefficients. 
Subroutine ARRAY is called first. This routine establishes 
the grid and determines whether the scattering element centers are 
in the sample (IND = 2), in the cell (IND = 1), or outside the cell 
(IND= 0). The ordinates of the centers are labeled Y(J) and the 
abcissas X(J). The intersection of the le:ft limb of the cell XS(J) 
and sample XSC(J) are found for each row of centers. Since storage 
requirements prohibit keeping all LSI and LCI distances, calculation 
of XS and XSC enables efficient recomputation of LSI and LCI as 
needed. 
Subroutine TRIG calculated all the necessary trigonometric 
values that will be needed to calculate LCO and LSO for a given angle. 
The program then calculates the absorptions by row. Sub-
routine IN establishes LCI and LSI. Subroutine OUI' calculates LCO 
and LSO using a subroutine INTCPI' to find the intercepts of the 
diffracted X-ray with the cell and sample boundaries. Subroutine 
ABSORB calculates the absorption for a given row for both coherent 
and incoherent wavelengths. After this has been done for all of 
the NV rows, the coefficients for each row are multiplied by the 
intensity for that row to compute the i(otal absorption factors. 
In order to check the accuracy of this program, a comparison 
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was made between values computed and those calculated by Ritter, 
Harris and Wood.3 For µ6 = 13.4 cm-1, µc = 7.9 cm-1, RS = 0.021 cm, 
RC = 0.03465 cm, and a 50 x 200 grid, the computed values are 
compared to Ritter, et al. (see Table 8 - l). Concentric geometry 
and a fully exposed cell and sample were used. The machine calculated 
values agree with Ritter's to within 0.5%. 
The wavelength dependence of µ/p for argon and beryllium 
:was ta.ken from the International Tables for X-ray Crystallography. 4 
The following was the f'unctional dependence used: 
.Argon 
µ/p = -4.18 A3 + 4o.o A4 + 0.01352 A + 0.1609 (8 - 14) 
Beryllium 
~/p = -0.00213 A3 + 0.365 A4 + 0.01331 A + 0.1584 (8 - 15) 
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TABLE 8 - 1 
A COMPARISON OF CALCUIATED VALUES WITH RITTER, Er AL. 
e ASSC ACC ACSC 
Degrees Calculated Ritter Calculated Ritter Calculated Ritter 
o.o .4896 .488 .7488 .747 .60l0 .599 
15.0 .4907 .490 .7494 .748 .6029 .601 
30.0 .4940 .494 .7514 .751 .6091 .610 
45.0 .4987 .498 .7528 .753 .6202 .621 
60.0 .5035 .501 .7541 .754 .6347 .634 
75.0 .5073 .5o4 .7571 .756 .6475 .648 
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APPENDIX 9 
The Correction for Horizontal Divergence 
To obtain a qualitative understanding of the horizontal 
divergence associated with the slit geometry used in this experiment, 
upper limits to the horizontal divergence will be calculated for the 
ideal case of a line source, line sample and line detector. 
Consider an incident beam of X-rays in the direction~ 
and a diffracted beam in the direction S. The scattering angle 
associated with a ray diffracted from a point in a line sample will 
then be 
2cp = cos -l [ (9 - 1) 
In the Debye-Scherrer geometry, the scattering angle for each ray may 
be different than the nominal angle, 29, at which the detector is 
positioned. To estimate the maximum positive and negative deviations 
__,,,. -between 2~ and 29, consider the three combinations of s0 and s depicted 
in Figure (9 - 1), where 
~ is the distance from the source of X-rays to the sample 
Rs is the distance from the sample to the detector 
l is the length of the sample 
tan a = vertical soller foil spacing 
vertical soller foil length (9 - 2) 
CASE I 
Rp 
a 
CASE Ir 
Rp 
CASE m 
Rp 
z 
I 
I 
I 
x. 
y 
Figure 9 - 1. Three Limiting Cases for Maximum Horizontal Divergence 
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The following relationships for the scattering angle then hold: 
CASE I 
_,:.. -- ...... -...:.. 
s = Rs tan ct i + Rs cos 28j + Rs sin 2ek 
CASE II 
-- ...... ~ 
s = -Rs tan ~i + Rs cos 26j + Rs sin 20k 
cos (2cpII) = cosa cos~ (cos 28 _- tanll' tanS J 
CASE III 
-- --
~ -- -=- -:a. 
s = R tan ~i + R cos 2ej + R sin 26k s s s 
cos (2ctJIII) = cos ~ cos 29 
From the conditions of the experiment the following values were 
obtained: 
8 . 0 ex = o. 25 
~ = 4.844 ° 
(9 - 3) 
(9 - 4) 
(9 - 5) 
(9 - 6) 
(9 - 7) 
(9 - 8) 
(9 - 9) 
(9 - 10) 
(9 - 11) 
(9 - 12) 
(9 - 13) 
(9 - 14) 
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Using these values the following table was obtained: 
TABLE (9 - l) 
2e 2C{>! - 20 2C{>II - 20 2cpIII - 20 
30 0.000° 3.417° 2.700° 
5 2.550 1.967 
10 1.495 1.100 
15 1.005 0.750 
20 0.775 0.550 
30 -0.008 .500 0.350 
45 .300 0.200 
60 .200 0.117 
90 -0.017 .067 o. 
100 .032 -0.033 
120 -0.021 -.033 -0.117 
The results of the calculations are plotted in Figure (9 - 2) . Case 
III is of particular interest as it represents the scattering situation 
that is assumed for the divergence corrections, that is, the incident 
beam is assumed to be perpendicular to the line sample. It is 
significant to note that the maximum deviation is not greater than 
the data-point spacing of 0.50° in 29 except at low angles. A:t'ter 
the correction procedure the maximum deviations are indicated by the 
1.5 
30 
235 
BEFORE DIVERGENCE 
CORRECTION 
--- AFTER 
60 
2 e 
90 
Figure 9 - 2. Upper limits to horizontal divergence for the three 
situations depicted in Figu.re 9 - 1. 
broken lines in the curves. That is to say, that the correction need 
only be applied at low scattering angles. Case I shows that horizontal 
divergence errors due to divergence in the incident beam are negligible. 
Note also that the horizontal divergence correction need only 
be applied to the total scattering from argon as the subtraction of cell 
scattering from cell and sample scattering eliminates all scattering 
from beryllium. 
Now that limits have been established for the maximum 
deviations, the quantitative correction procedure will be described. 
Figure (9 - 3) depicts the Debye-Scherrer scattering geometry for a 
line sample with the detector positioned at A. R is the sample to 
s 
detector distance. R is the radius of a diffraction cone as would be 
seen on the plane, AB, which is perpendicular to the plane passing 
through the sample and 0 ° / and which passes through the detector 
window at :point A. 
R 
...,.._~~~....._~~......_~~~~__.~~~~~~oo 
\END VIEW ~F LINE SAMPLE 
Figure 9 - 3. Scattering geometry as viewed a.long the axis of the 
line source 
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Figure (9 - 4) depicts the base of a typical diffraction 
cone as would be seen on plane AB of Figure (9 - 3). When the counter 
is positioned at 29 it should detect the scattering intensity 
associated with the intensity per unit length of this rim of the cone. 
However, the flat horizontal soller plates also permit a portion of 
the diffraction cone to be detected at angles which a.re smaller than 
the nominal scattering angle, as indicated by the lower window in the 
figure. In fact, as the radius, R, of the diffraction cones becomes 
large with respect to the length of the window then the rim of the 
cone will be seen only at one angular position and will not contribute 
to the total intensity at any other position. The correction procedure 
can only reduce the scattering intensities, it can never increase them. 
Basically what we a.re interested in finding is the intensity 
that would be observed at the nominal scattering angle, 2e , if the 
slit system were designed to detect only radiation scattered with a 
maximum horizontal divergence of O. 5 ° in 2 e • Let this quantity be 
denoted by i ( ek) where ek is the scattering angle. 
However, because the slits are not designed to eliminate 
the horizontal divergence, what we measure is: 
~ 
iE(ek) = l gkl i(81) 
l=k 
(9 - 15) 
That is, the experimental intensity at e k is not only the true 
scattering but also may include a portion of the scattering from 
cones where e1 > e k• For a point sample as represented by the 
,..--- ARC LENGTH 
CONTRIBUTING TO Akk 
WINDOW AT 8k 
WINDOW AT 8;, 
ARC LENGTH 
CONTRIBUTION 
TO A k.e 
~SCATTERING 
~ CENTER 
LINE SAMPLE 
RIM OF 
DIFFRACTION CONE 
Figure 9 - 4. A typical scattering cone as seen on plane AB 
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scattering center in Figure (9 - 4), 
(9 - 16) 
where ~ is the length of arc in the window at e k and 11ti is the . 
length of arc in the window at e 1. 
Note the following conditions for gkl 
a > e 
l k g = 0 kl 
g = l kl 
0 ~ g < 1 
kl 
(9 - 17) 
(9 - 18) 
(9 - 19) 
A computer program was written to calculate gkl for a line 
source. All calculations were made on planes like plane AB. A uniform 
scattering power per unit length of sample was assumed. Whenever an 
arc length did not intercept the ends of the window its length was 
calculated rigorously. The upper and lower edges of the window at 
each angular position are chords of the circle of radius R. Since 
their positions can be calculated the lengths of the subtended arcs 
can be calculated. If the arc intercepted the end of the window the 
portion of arc in the window was assumed to be 
240 
(9 - 20) 
ARC rs 
WINDOW TOP 
WINDOW EXTENSION 
---------WINDOW BOTTOM Xo 
where 
Figure 9 - 5. Diagram of arc length approximation 
XI is the value of the x-ordinate common to the arc and 
the top of the window. 
x0 is the value of the x-ordinate common to the arc and 
the extension of the bottom edge of the window. 
~ is the value of the x-ordinate connnon to the arc and 
the end of the window. 
Once the values of gkl for all k and 1 corresponding to each data 
ang4e had been calculated, the k set of row reducible linear 
max 
equations were solved for the set of true scattering intensities. 
(9 - 21) 
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PROPOSITION 1 
Whenever accurate data are available, Leibnitz rule and 
La.Grange Interpolating Polynomials can be used to draw an unbiased 
~urve through data points which represent an average of the dependent 
~ariable over a characteristic span of the independent variable. 
In the laborator~ most experimental measurements of a dependent 
variable are made with a device whic4 in fac~ measures an average of 
the dependent variable over some characteristic span of the independent 
variable. When the data are presented for publicatio~ a smooth curve 
is often drawn through the data points while keeping in mind that the 
smooth curve must represent the "local" data by equal area rules 
(See Fig. 1 ). This discussion will present an unbiased way to draw 
this local curve. 
Let f(x) represent the actual local function at x and let 2a 
represent the width of the averaging device, then the average of the 
function at x is described by: 
Jx+a 
f(u) du 
Ave( x) =-x=----a::..-----
J x+a x-a du 
= F(x+a) - F(x-a) 
2a 
where Ave (x) is the "average" function. 1 If the local function 
(1) 
is continuous, then this integral can be differentiated using Leibnitz 
rule to give: 
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=!Ill FOR EACH BAR 
)( 
Figure 1. EQUAL AREA RULE 
f (-x.- 2a.) 
f (-x.) 
6 x. -.I !--~ - 2 a. ----11-I 
x 
b.A _ A2 -A 1 ~ A 1-f(x-2ci)8x.+f(-x.)6x-A 1 
b.X - /SX. = 6-X. 
b.A . 
- = f("X.)-f(-x.-20-) b.x. . 
Figure 2. AREA INTERPRETATION 
d F(x+a) - F(x-a) d Ave(x) 
dx - - 2a - - = dx = f(x+a) - f(x-a) (2) 
This can be interpreted geometrically; i.e., the rate of change of 
the area under the local curve is related to the difference in the 
f'unction at the ends of the interval (See Fig. 2). 
It' a polynomial can be fit to- the average data points so that 
slopes of the experimental data can be calculated, then a recursion 
formula can be written which relates the successive local values to 
the previous ones and the derivatives: 
next point derivative previous point 
f(x + 2am) c .£.... A(x + 2am - a) + f(x + 2a(m - 1)) 
dx 
for m = 1, 2 
(3) 
The local f'unction can, therefore, be recursively calculated by select-
ing a value of f at some x. Either the first value of f may be lmown 
because it is in a range where the data is nearly linear, (i.e., where 
the average is equal to the midpoint), or an arbitrary value may be 
assumed and the calculated function may be integrated and normalized. 
The problem with this method in most cases is that "least square" 
polynomials do not represent experimental data well. For example, the 
data2 of Fig. 3 and Table 1 were subjected to a double precision poly-
nomial fitting subroutine. The results of the fit for polynomials of 
degrees 9 and 5 are shown respectively in Figs. 3 and 4. Higher degree 
polynomials could not be fit at all. Intermediate or lower degree 
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polynomials did not represent the data better than the 9th degree 
polynomial. 
However, an interpolating polynomial can be used to represent 
the experimental data. In particular, consider the La.Grange Inter-
polating Polynomial,3 Yn(x): 
N 
Li ( x) = n -:-i-~-:-j 
j/i j 
j=l 
where N is the number of x,y pairs used in the interpolation and x 
is the value of the independent variable for which the interpolated 
value for y is sought. 
These equations can be rearranged to: 
where: 
N 
A(N) = L 
i=l 
A(N-1) = 
+ A(l) 
Yi 
N (x. - x ) TT J. j 
j=l 
jfl 
IT 
j=l 
j/i 
(4) 
( 5) 
(6) 
(7) 
N-1 N 
Yi 2= L xm xj 
N j=l m=j+l 
A(N-2) = + L jti mzii (8) 
i=l N TT (xi - xj) j=l 
jf i 
A(N-3) 
= -t j=l m=j+l jfi mf i L=m+l Lfi (9) N 
i=l i--r- (xi - xj) 
j=l 
jf i 
• 
• 2 3 N-2 N-1 N 
• 
yiL L L L L xj ••• xJJ 
N j=l m=j+l S=m+l II=S+l JJ=II+l 
A(l) = ±. L jf i mf i Sf i IIf i JJf i N 
i=l n (x. - x.) J. J 
j=l 
j=i 
( 10) 
In this form, the interpolated data can be easily differentiated 
to give 
d Ave(x) 
dx 
1 
2a 
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f1( N-2 J ~N - 1) A(N) x + ... + A(2) 
and with this form the recursion formula becomes 
1 r, N-2 J ~N - 1) A(N) (x + 2am - a) + A(2) f(x + 2am) = 2a 
+ f(x + 2a(m - 1)) m = 1, 2 ••.• 
For a test of the above metho~ a computer program was written to 
calculate interpolating coefficients over six data points at a time. 
This program was then tested with the aforementioned data. Figure 5 
depicts the fit of the interpolated polynomial. Figure 6 shows the 
interpolated polynomial of Figure 5 and the local data as predicted 
with this six point interpolation routine. 
It is evident in Fig. 6 that the method properly predicts that 
the local curve does fall below the average curve at 80°. At higher 
(11) 
angles than 95° the 6 data point routine shows scatter. This scatter 
results from accumulative error because the derivatives are not con-
tinuous when the 6 point interpolating routine is shifted to the right, 
across the 26 data points. Figure 7 is a plot of the derivative which 
clearly shows these discontinuities. When the interpolating routine 
is expanded to cover more data points at a time, this behavior will be 
eliminated. 
Data must be taken in intervals of less than 2a for the 
local curve to be meaningful. Since a recursion formula is used, 11a 11 
must be known to at least three significant figures. 
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A(N) 
Ave(x) 
f(x) 
m 
N 
x 
y 
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NOMENCLATURE 
One-half the characteristic span of the averaging device 
The nth coefficient of the La.Grange Interpolating polynomial 
The interpolated f'unction that represents the average data 
point at x 
The local £'unction at x 
The ith La.Grange polynomial 
The mth step in the recursion formula 
The number of data points in the LaGrange interpolation 
The independent variable 
The ith value of the independent variable for which data 
point Yi is given 
The dependent variable 
The ith value of the dependent variable, i.e., 
in the data 
Standard deviation in y values 
254 
Table 1 
Data Points 
x y cr 
-
- 4o. 17 .099 + .026 
- 20. 19. 371 . 032 
oo. 20.169 .030 
20. 19. 371 .032 
40. i7.099 .026 
60. 12.981 .025 
70. 8.220 .008 
75, 5.316 .005 
80. 4.018 .oo4 
85. 5.296 .080 
90. 7.879 .008 
95. 9.653 .009 
100. 10.640 .011 
105 l 0. 514 .010 
110. 10.070 .011 
115. 9.252 .009 
120. 8.607 .008 
125. 7.917 .007 
130. 7.589 .007 
135· 7.816 .008 
140 8.326 .008 
150 . 10.848 .011 
160. 12.407 .013 
180. 14.162 .014 
200. 12.407 .012 
210. 10.848 .011 
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PROPOSITION 2 
The transient behavior of a binary distillation tower during a 
transition from one steady state to a .second steady state using 
matrix techniques can be extended to a more general case when the 
partition coefficients for each plate are represented by a straight 
line, Yi = Mi Xi + Bi• 
The transient behavior of distillation columns for a constant 
partition coefficient (Y = KX) has been discussed by Luh c. Tao. 1 
This development is severely restricted. 
It is sometimes possible to extend the matrix technique pre-
sented by Tao when the transient behavior for the transition from 
one steady state to another steady state can be considered as a 
small perturbation of the first, (i.e., a change over which the 
partition function can be approximated by a linear equation) . The 
assumptions of constant molal vaporization and constant molal over-
flow2 are assumed for the calculations. 
Consider a distillation tower with n-plates (numbered from the 
· top down), a reboiler and a condenser. For convenience in the deriva-
tion presented here, the condenser will be a total condenser, but the 
method can be extended to a partial condenser with an additional mass 
balance (see Fig. 1). 
In general, n-1 feed streams could enter the tower and n-1 dis-
tillate streams could leave. All these streams can be treated in the 
transient solution when both steady state solutions are available. 
For a discussion of steady state solutions see Hanson, Duffin and 
Sommerville.3 
F· (, 
Fn-1 
TOTAL 
CONDENSER Ho 
Lo Do 
G1 i-----1--- DI 
-:::::::-__::-~HI==·- -=:---:=-:= 1st PLATE WITH HOLDUP H1 
L1 
----- Dl-1 
,...,,,""",.,...,,~..,._,..._,"""""....., lth_I PLATE 
-i--~ Dl 
""'""~._,...,,...,,,""""_,....,...,, ..... ,,...,..,. lth PLATE WITH HOLDUP Hi 
-+--1> Di ti 
""':::,.......,..:"":""'-..,,.: _ ..... H ...... ·""+""1""~_·-=-... ......,=-,..,,.-_ .. .. __ ' Lt h + I PLATE 
Ll+1 
Dn-1 . 
Gn 
Figure 1. n-Plate Distillation Tower with Reboiler and Total 
Condenser 
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In the following equations, it is assumed that the feed stream which 
enters the ith plate will add its liquid portion to the ith plate and 
its vapor portion to the i-1th plate. 
Mass balances on the more volatile component can be expressed 
for the ith plate, the top plate and the reboiler (see Fig. 2). The 
effects of transients in the vapor space above each plate are neglected. 
For the ith plate, one has: 
For the ith Plate i = 1, • • • , n-1: 
In 
liquid feed+ vapor feed + liquid (plate above) 
Out 
+ gas (plate below) 
+ (Gi+l - Di+l) yi+l 
liquid + vapor 
Accumulation 
d 
dt 
The. magnitudes of Gi and Li are obtained from the degree of 
superheat of gi+l' the a.mount of heat required to bring li to the 
( 1) 
(2) 
(3) 
F· l 
9l+I Yl+I 
H· X· l l 
j,th PLATE 
~~ - ----.tloXo ---_-__ 
CONDENSER 
Gn Yn 
Gl+1 Yi+I 
- - -H X - ·- - ---1-----• 
_____ n TI- - --
REBOILER 
Figure 2. Mass Balance Diagrams 
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boiling point, and li, gi+l' Li_1, Di+l' and Gi+l • (The values of the 
lattervariables are taken to be those obtained in the solution of the 
second steady state problem.) 
Therefore: 
+ 
(Gi+l - Di+l) 
Yi+l 
Gi Li 
- -Y· 
- xi 
Hi H. 1 Hi 1 
i = 1, ... , n - 1 (4) 
For the Condenser: 
(5) 
where for a total condenser with a feed stream on the top plate 
(6) 
And for the Reboiler: 
d Xn = 1n-l X - GnYn - 1n x-
dt ~ n-1 ~ ~ --n (7) 
Now, referring to the two steady state solutions 
260 
1 = 11 ••• / n 
i = 1, ••• , n 
and linearizing these equations 
or in the shortened slope intercept form derived from the above 
equation (See Fig. 3): 
This equation is the basic equation that extends the applicability 
of the matrix technique. 
Equation (111 when introduced into (4), (5), and (7) leads to: 
i th plate 
d Xi Li-1 
--= -- xi-1 
dt Hi 
gi+l Yi+l 
+----
( 
L. + G. M ) (Gi+l - Di+l) 
- _1 _1 i . xi + ------ ~+1 xi+l 
Hi Hi Hi 
(8) 
(9) 
( 10) 
( 11) 
( 12) 
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condenser 
d x0 -(La + DO) G1M1 GlBl glyl 
--= Xo + -- X1+ +--
dt Ho Ho Ho Ho 
( 13) 
re boiler 
( 14) 
From which the vector equation, 
-= - p:i_ + ~ ( 15) dt 
arises, where A is a tridiagonal matrix. The solution for A positive 
definite can be written: 4 
where, having solved the eigenvalue problem for A using the power 
method of von Mises, 5 e-At and A-1 can be expressed: 4 
and 
n 
e-At = L 
i=O 
n 
A-1 = I~ 
i=O A 
n 
e-Ai t Irr (A - "-j I) 
i 
TT (Ai - "-) 
jf l 
j=O 
n 
IT (A - Aj I) j[i 
n (Ai - A j) TT jf i 
j=O 
( 16) 
( 17) 
( 18) 
All the eigenvalues must be positive and distinct or the solution can 
not be found. If Ai = Aj for i t j the expansions fail. If Ai < 0 
for some i, instability is indicated.6 If A largest/ A smallest < 
lOq the A matrix is well conditioned, and the eigenvalues should 
accordingly be quite accurate.7 
When the eigenvalues are known, the calculation scheme 
reduces to 
xi (t) = ai(t) + x21 
where a1(t) is the transient behavior for the ith plate. 
This method can be used for small step changes in li, gi' 
Li, Gi' D1 or small step changes in yi and xi. 
(~) 
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A 
e 
j 
K 
n 
x 
NOMENCLATURE 
Tridiagonal matrix characteristic of the distillation tower 
defined in (15) 
Transient solution in mole fraction of the more volatile 
component on the ith plate 
Defined in (11) 
Distillate molal flow rate, ith plate 
Base of natural logarithms 
Molal feed rate entering ith plate, see Fig. 1 
Gas molal flow rate of Fi as flashed in the tower 
Gas molal flow rate leaving ith plate 
Molal holdup ith plate 
Indexing subscript for plates 
Summation index 
Partition coefficient KEQUILIBRIUM * Efficiency 
Partition coefficient for ith plate at steady state 
Partition coefficient for ith plate at steady state 
#1 
#2 
Liquid molal flow rate in Fi as flashed in the tower 
Liquid molal flow rate leaving plate i 
Number of actual stages = number of plates plus 1 for the 
re boiler 
Mole fraction of lighter component in liquid 
Mole fraction lighter component in li 
Mole fraction lighter component on ith plate at steady state 
#1 
Mole fraction lighter component on ith plate at steady state 
#2 
x 
y 
...... 
z 
266 
Vector containing x0 .... Xn 
Vector containing x11 .... X1n 
Mole fraction lighter component in gas 
Mole fraction lighter component in gi 
Mole fraction lighter component in vapor leaving ith plate 
at steady state #1 
Mole fraction lighter component in vapor leaving ith plate 
at steady state #2 
Constant mole fraction vector defined by (15) 
jth eigenvalue of A 
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PROPOSITION 3 
A calibration experiment which shows that a single crystal of 
beryllium can be used as a cell for liquids in x-ray diffraction 
experiments has been performed. The use of a single crystal would 
mean a marked improvement in data reduction over the use of a 
sintered-crystal cell. 
In order to study the structure of liquids by x-ray diffraction 
it is occasionally necessary to confine the liquid to pressurize it. 
Unfortunately, this means that the detector system will receive 
radiation not only from the sample, but from this cell. Empty 
cell scattering measurements are taken so that the portion of the 
previously mentioned total scattering that originates in the cell 
may be appropriately subtracted. Thus: 
= 1 P(e) F(e) ASSC(e) ( I ( e) - ACSC e c+s ACC S (1) 
However, whenever the cell diffraction pattern contains many well-
defined Bragg scattering peaks this subtraction is not quantitative. 
A typical diffraction pattern for a cylindrical sintered Be cell is 
depicted in Fig. 1. This pattern was obtained in a Debye Scherrer 
geometry using a 0.0062 11 divergence slit and a 0.003 11 receiving slit. 
The cell was 0.100" in diameter with a 0.059" hole in it. Each point 
in this diagram (and those to follow) represents ten minutes of counting 
taken at that angle in three different scans of 200 seconds each. The 
sintered Be diffraction pattern was taken in a vacuum cryostat at -85 °c. 
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The calibration experiment consisted of measuring the diffraction 
pattern of a glass rod confined in the single crystal and subtracting 
appropriate amounts of cell and air scattering (as the data were taken 
at atmospheric pressure). 
Since the diffraction experiment was performed in air, the argon 
data reduction scheme1 is not adequate, since the material that was 
irradiated included air. In this cas~ the scattering geometry (see 
Fig. 2 for cross section of the cell) was defined not only by the 
incident beam and the Be container but also by the receiving slit. 
incident 
beam 
cell 
viewing beam 
Figure 2. Scattering Geometry: Cross Section of Cell 
In fact, the volume of air that contributed to the value of Ic+a or 
I now depends on the angle 29 as follows: 
c+s+a 
(2) 
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where 
w1 is the width of the incident beam, 
WD is the width of the scattered beam, 
t:.z is the depth of irradiation along the axis of the cell. 
Following the example of Paalman and Pings2, and neglecting absorption 
in air as it is small compared to the absorption of Be or Si02, one 
can define absorption coefficients 
J" -µ.s .es -µ.c.e.c e dV VA 
f, -µ.cRc d dV 
VA 
where: 
µ.c' ;,,c, µ.s and ls are as defined in the nomenclature; 
I I 
VA is VA less the irradiated volume of sample and cell, 
VA 
I is VA less the irradiated volume of sample cell. 
The calibration experiment provided three sets of data: 
E E 
I I 
c+s+a ' c+a 
E 
and I 
a 
E 2 
and I was taken from P. G. Mikolaj, 
s 
where: 
~ I I 
c+s+a: 1c+s + VA 
(3) 
( 4) 
(5) 
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E ' 
I = Ic + VA c+a 
IE = I V tcoh ycoh + I V tine Ainc 
A AA A AA 
From Figure 3,it is evident that the air correction is very small 
above io0 • But from 0 to 10° almost all the scattered intensity is 
coherent. In addition,,AASCcoh = AASCinc. Therefore, for the calibra-
tion experiment, one can assume that . 
coh 
YA = 1 
Therefore: 
I = IE - FCS E I 
c+s c+s+a A 
E E 
I = I - FC I 
c c+a A 
Is = r! 
where 
VA 
I I 
FCS =-- AASC 
VA 
and 
' 
FC 
VA 
AAC. =-
VA 
(6) 
(7) 
8) 
(9) 
( 10) 
( 11) 
( 12) 
( 13) 
( 14) 
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The cell and sample and cell patterns are corrected by subtracting 
the appropriate portion of air scattering via this method to give the 
values of I and I that would be obtained if the cell and sample 
c+s c 
patterns were taken in a vacuum. Then these two patterns are subtracted 
via equation (1) to give the sample diffraction pattern. Thus these 
two sample intensities, the confined and the unconfined, can be compared. 
This experiment has been carried out using a Si02 rod 0.059" in 
diameter placed in the single crystal. The experimental diffraction 
patterns obtained with a 1/6° divergence slit and a 0.111" receiving 
slit are plotted in Figures 3 to 5. 
The cell diffraction pattern in Figure 4 contains two strong peaks, 
one of which has been used to determine the pulse amplitude distribution. 
The pattern also contains at least six weak diffraction peaks that are 
less than 1/3 of the general background. This low number of peaks 
compares very favorably to the six very strong, nine intermediate and 
numerous small peaks of the sintered crystal. 
The cell and sample pattern of Figure 5 readily shows the first two 
maxima of the Si02 pattern and also two strong diffraction peaks from 
the beryllium cell. 
After the air scattering corrections had been made using the air 
diffraction pattern of Figure 3, I(9) was calculated and plotted in 
Figure 6. Except for the regions near 20°, 44°, and 480, the pattern 
shows the same features for Si02 as I(9) obtained by Dr. P. G. Mikolaj 2 • 
In :tact when I(9) is multiplied by a linear correction term as in the 
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calibration experiment of Dr. Mikolaj, I(8) (1 + 0.0065 8) agrees 
almost identically with I( 8 )Mikolaj . A few of the rotated va lues of 
the modified I(9) are plotted in Figure 7 for reference. 
The incomplete regions in the I(8) curve relate to the fact tha t 
the single crystal had been rotated accidentally when the glass rod 
was placed inside it. When the crystal was realigned before the scans 
of Ic+s+a' the peak at 20° was mistaken for the one at 21° when reading 
the recorder strip chart. As a resul~ the crystal was several rota-
tional degrees away from its origina l position, and the two peaks --
one in each pattern prevent a meaningful subtraction in the regions. 
However, the main features are adequately preserved. 
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NO:MENCIATURE 
AAC absorption coefficient for scattering in air and absorption 
in the cell, defined by equation (4) 
AASC absorption coefficient for scattering in air and absorption 
in the cell and sample, defined by equation (3) 
ACC absorption coefficient for scattering in the cell and absorp-
tion in the cell 
ACSC absorption coefficient for scattering in the cell and absorp-
tion in the cell and sample 
ASSC absorption coefficient for scattering in the sample and 
absorption in the cell and sample , 
a 
c 
c+a 
c+s 
c+s+a 
coh 
E 
F 
FC 
FCS 
subscript denoting air 
subscript denoting cell 
degrees centigrade 
subscript denoting cell and air 
subscript denoting cell and sample 
subscript denoting cell, sample and air 
abbreviation for the beam monitoring checkpoint intensity 
used to remove incident beam intensity fluctuations from 
the data 
superscript denoting coherent radiation, in this work 
>. = 0.711 A 
superscript denoting experimentally measured 
combined correction factor for incoherent scattering (see 
Mikolajl) 
correction f actor for air scattering in empty cell measure-
ments, defined by equation (14) 
correction factor for air scattering in the cell and sample 
measurements, defined by equation (13) 
I 
inc 
c 
s 
p 
s 
t 
V' A 
~ 
~ 
e 
intensity in counts per second or dimensionless intensity 
relative to a checkpoint of 1 count per second 
superscript denoting incoherent scattering 
length of path which radiation follows in the cell 
length of path which radiation follows in the sample 
Polarization correction (see Ja.mes3) 
subscript denoting sample 
transmissio~ correction for electronics (fully discussed 
in Mikolaj ) 
volume of air defined by equation (2) 
VA less the irradiated volume of sample 
VA less the irradiated volume of cell and sample 
relative fraction of intensity scattered by air that is 
coherent or incoherent according to the subscript 
one/half the scattering angle defined in Figure 2 
linear absorption coefficient for the cell 
linear absorption coefficient for the sample 
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PROPOSITION 4 
It is proposed that the list of acceptable monochromators 
for x-ray diffraction studies of liquids and amorphous materials be 
restricted to balanced dual filters and curved or flat crystal 
reflectors; thereby eliminating the p filter with pulse height 
discrimination as a suitable monochromator. 
Liquid structure experiments are designed to measure the 
coherent scattering from a sample which is being ir-radiated by a 
beam of x-rays. The theory which relates the scattering data to 
the structure requires that the scattering be known as a function 
of s, where 
s = 4n sin (e)/A 
When the radiation .incident on the scattering material is truly 
monochromatic, the scattering parameter, s, is uniquely determined 
by the scattering angle, e. If monochromatic radiation is used, a 
measurement of scattering in the geometric scattering plane at e 
(1) 
is readily converted to scattering in s-space. If the incident radiation 
is not monochromatic, the conversion is very complicated. 
Under the high voltage normally used with x-ray tubes, 
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two types of radiation are generated: a continuous spectrum and 
superimposed on this, characteristic lines. 
The intensity of the continuous spectrum is zero up to 
a certain wavelength (called the short-wavelength limit), increases 
rapidly to a maximum, and then decreases on the long wavelength 
side. When the tube voltage is raised, the intensity of all the 
continuous spectrum increases, the short-wavelength limit decreases, 
and the position of the maximum shifts to a lower wavelength. The 
material of the x-ray tube target affects the total intensity, but 
not the wavelength distribution of the continuous spectrum. 
When the voltage applied to the x-ray tube is raised above 
the excitation voltages of the target material, sharp intensity 
peaks occur at certain wavelengths. The wavelengths of the character-
istic spectra do not change with increasing tube voltag~. However, an 
increase in the tube voltage increases the intensity of each peak 
more than the corresponding increase in the continuous spectrum 
i ntensity at neighboring wavelengths. The K lines are usually 
Ci 
selected for diffraction studies because they are of high intensity, 
they are not highly absorbed, and their wavelengths are on the order 
of atomic diameters. 
The x-rays emitted from a target are made more monochromatic 
'by using filters or reflecting crystals. A ~ filter is a material 
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whose absorption edge lies between the Ka and K~ wavelengths of the 
target spectrum. The use of this filter greatly decreases the 
intensity of undesirable wavelengths relative to the attenuation 
of the a doublet. A dual filter is a pair of filters whose K edges 
bridge the a doublet of the target spectrum. Balanced dual filters 
effectively eliminate all radiation except the characteristic peaks 
and the continuous spectrum that lie between the two K edges. 
Crystal reflectors are used as diffractors to select a band of 
wavelengths about the wavelength which satisfies Bragg 1 s law for 
the beam incident on the reflector. Curved crystals are used in 
the same way that flat crystals are used, but the curved crystal is 
more effecient since it utilizes focusing geometry. 
It is evident from this discussion that these monochromati-
zation techniques do not f'urnish truly monochromatic radiation. The 
following analysis was used to discover the relative monochromatizing 
effectiveness of a ~ filter, a dual filter, a curved-crystal reflector 
and a flat-crystal monochromator. 
The intrinsic scattering power per atom in a fluid depends 
only on s. Therefore, a scintillation counter positioned at a 
scattering angle will detect radiation that depends not only upon 
the intrinsic scattering power of the fluid atoms, but also upon 
the spectrum of the incident beam. More precisely, for a non-absorbing 
scatterer, the total scattering that would be experimentally observed 
at 9 can be calculated: 
(2) 
where f (A) is the intensity distribution of the incident beam, 
IT (s) is the theoretical scattering power per atom of the 
fluid, (note that s is 4n sin (e)/A, therefore IT (s) is 
actually IT (e, A), and e is a parameter in the integra-
tion), 
IE (a) the total scattering that would be observed, per atom, 
ALO is the minimum wavelength in the experimentally measured 
spectra, f (A) = 0 for A < ALO' and 
AHI is the maximum wavelength in the experimentally measured 
spectra, f (A) = O for A > ~r · 
Whenever the incident x-rays are sufficiently monochromated, 
the deviation between the scattering calculated from the spectrum of 
the incident beam and the scattering from a truly mono.chromatic source 
vanishes for all values of a, i.e., 
rE (e) - rT (a, x*) ~ 0 
IT ( 0, >..*) (3) 
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where A* is the monochromatic wavelength. The degree to which the 
deviation ratio of Eq. (3) differs from zero is a measure of the 
degree of monochromatization. 
In order to test the four monochromatization techniques 
by this criteria, it was necessary to know a typical scattering 
power function. For this purpose, an rE (e) function as measured in 
a liquid argon experiment performed by Mikolaj1 was used. It was 
assumed that this function represented the theoretical scattering 
T power per atom, I (e, A*), where A* was 0.7107 angstroms. Mikolaj's 
data are listed versus theta in Table 1. 
The spectra for the various monochromators were experimentally 
determined using a LiF analyzer. The scattering geometry and operating 
parameters used for the ~ filter and dual filter data are summarized 
2 in Figure 1, for the curved-crystal reflector in Figure 2 and for 
the flat-crystal reflector in Figure 3. 
The dual filter spectra for 99.5% pulse height transmission 
and the ~ filter spectra for 50% and 99.5% pulse height transmission 
are listed in Tables 2, 3, and 4 respectively. The dual filter and 
the ~ filter spectra at 99.5% transmission are depicted in Figure 4, 
as the series of circles and the solid curve respectively. The insert 
in this figure is the net ~ doublet for the dual filter. 
The crystal monochromator data were obtained by Dr. E. H. 
H . 2 enninger. The flat crystal data are summarized in Table 5, and the 
curved crystal data in Table 6. 
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KEY TO FIGURE 1 
S Source : Molybdenum 
55 kilovolts 
3-20 milliamps 
line source: 1.2 mm x 10.0 mm 
take off aAgle: 5.80 
K 0.7107 A 
ct 
A Vertical Soller slits 
length: 1.125 inches 
foil thickness: 0.0025 inches 
foil spacing: 0.018 inches 
B Divergence slit 0.0062 inches in height 
C Filters 
1. {3-filter 0.0035 inches Zr 
2. Dual filter: ~-filter 0.0035 inches Zr 
a-filter 0.0055 inches Y 
D LiF analyzer crystal 
E Receiving slit 0.11 inches in height 
F Horizontal Soller slits 
length: 1.31 inches 
foil thickness: 0.0024 inches 
foil spacing: 0.005 inches 
s.c. Scintillation counter (1/8 inch Na I (Th)) 
(a) . {3-filter transmissions set at 56'/o K~ and 99.5i Ka 
(b) dual filter transmission set at 99.')'/o Ka 
Distances 
source to divergence slit: 3.31 inches 
divergence slit to LiF: 3.62 inches . 
LiF to receiving slit: 5.63 inches 
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KEY TO FIGURE 2 
S Source : Molybdenum 
27 kilovolts 
3 milliamps 
line source: 1.2 mm x 10.0 mm 
take off a~le: 5.8° 
Ka 0.7107 A 
A Divergence slit 0.0025 inches 
B LiF 
C Receiving slit 0.003 inches 
D Advanced Metals Research assembly with a curved-crystal LiF 
monochromator 
s.c. Scintillation counter set at 95% Ka transmission 
Distances 
source to divergence slit: 2.76 inches 
divergence slit to LiF analyzer: 4.17 inches 
LiF analyzer to receiving slit: 6.89 inches 
receiving slit to curved crystal: 0.75 inches 
curved crystal to scintillation counter: 0.75 inches 
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KEY TO FIGURE 3 
Source: Copper 
39 kilovilts 
4 milliamps 
line source: 
take off Angle: 
Kee 1.543 A 
A Divergence slit - 1/32 inch 
B Gypsum flat-crystal monochromator 
2 ~ scattering angle set at 11. 7° 
C Channel collimator 0.036 11 x 2 11 x 0.25" 
D LiF analyzer 
E Receiving slit 0.006 inch 
F Scatter slit - 1/16 inch 
s.c. Scintillation counter set at 95~ Kee transmission 
Distances 
source to gypsum: 4.30 inches 
gypsum to LiF: 4.50 inches 
LiF to receiving slit: 4.50 inches 
receiving slit to scatter slit: 0.75 inches 
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The calculations indicated by Eq. (2) were carried out 
using the IBM 7094 computer and Simpson's rule integration. A test 
spectrum, a 0.004 angstroms wide step function, indicated that at 
least 5 significant figures were obtained by this procedure. 
The calculated results are depicted in Figure 5. The 
results for the S filter are not quantitative beyond s of 4.3. 
This figure shows that the dual filter and both crystal 
roonochromators are adequate to within 0.2% over the entire s range 
shown, whereas the S filter calculations indicate errors as large as 
7% for 50% transmission and 12</o for 99.5% transmission. 
In order to show the trend of the S filter calculations for 
s greater than 4.3, it was necessary to extrapolate Mikolaj's data 
beyond e = 60° (s > 15). The data were extrapolated using 
IS = Ae -Bs (4) 
From data at theta of 40 and 60°, B was determined to be 0.115 and A 
was 106.4. An interpolation at theta of 50° indicated a discrepancy 
of 2.5<fo. 
When the deviation ratio is calculated at s = 10, the extra-
polated portion of IS is weighted by less than 10% of the S filter 
spectrum. At lower values of s the fraction of the spectrum weighting 
the extrapolation is less. The extrapolation was not needed for s 
less than 4.3. 
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In addition to the ripple error at low s, it is significant 
to note that the ~ filter also introduces error at high s. This 
discussion indicates that the ~ filter is not a suitable monochromator •. 
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l. Mikolaj, P. G. Doctoral Thesis, ''.An X-ray Diffraction Study of 
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TABLE 1 
ASSUMED SCATTERING POWER FUNCTION 
Theta IS Theta IS Theta IS 
0 200.0 8.25 129.1 15.75 63.7 
1.00 155.1 8.50 119.9 16.oo 63.2 
1.25 134.3 8.75 113.1 16.25 62.7 
1.50 118.o 9.00 108.2 16.50 62.3 
1.75 111.1 9.25 lo4.9 16.75 61.9 
2.00 101.7 9.50 103.7 17.00 61.4 
2.25 99.7 9.75 103.3 17.25 60.8 
2.50 98.1 10.00 102.9 17.50 6o.4 
2.75 97.5 10.25 102.5 17.75 59.9 
3.00 99.6 10.50 102.5 18.oo 59.2 
3.25 102.8 10.75 102.l 18.25 58.7 
3.50 1o8.6 ll.O 101.9 18.50 58.1 
3.75 118.l 11.25 100.5 18.75 57.3 
4.oo 131.6 11.50 98.3 19.00 56.7 
4.25 147.6 11.75 95.1 19.25 56.0 
4.50 166.5 12.00 91.l 19.50 55.3 
4.75 188.6 12.25 87.5 19.75 54.5 
5.00 212.2 12.50 84.1 20.00 53.7 
5.25 235.6 12.75 80.7 20.25 52.9 
5.50 257.9 13.00 78.3 20.50 52.1 
5.75 266.8 13.25 76.0 20.75 51.4 
6.oo 276.6 13.50 73.7 21.00 50.6 
6.25 270.8 13.75 71.7 21.25 50.0 
6.50 254.3 14.oo 70.1 21.50 49.4 
6.75 229.0 14.25 68.7 21.75 48.7 
7.00 207.8 14.50 67.5 22.00 48.1 
7.25 186.8 14.75 66.5 22.25 47.6 
7.50 169.2 15.00 65.6 22.50 47.2 
7.75 153.6 15.25 64.9 22.75 46.9 
8.oo 140.3 15.50 64.2 23.00 46.5 
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Table 1 (cont. ) 
Theta IS Theta IS .Theta IS 
23.25 46.2 32.00 35.9 40.75 28.2 
23.50 45.9 32.25 35.7 41.00 27.9 
23.75 45.7 32.50 35.5 41.25 27.7 
24.oo 45.4 32.75 35.2 41.50 27.5 
24.25 45.1 33.00 34.9 41.75 27.4 
24.50 45.0 33.25 34.6 42.00 27.2 
24.75 44.8 33.50 34.4 42.25 27.0 
25.00 44.5 33.75 34.1 42.50 26.8 
25.25 44.2 34.oo 33.8 42.75 26.6 
25.50 43.9 34.25 33.6 43.00 26.4 
25.75 43.7 34.50 33.3 43.25 26.2 
26.00 43.4 34.75 33.1 43.50 26.0 
26.25 43.1 35.00 32.9 43.75 25.8 
26.50 42.8 35.25 32.7 44.oo 25.6 
26.75 42.5 35.50 32.6 44.25 25.4 
27.00 42.2 35.75 32.4 44.50 25.3 
27.25 41.8 36.00 32.2 44.75 25.1 
27.50 41.5 36.25 32.0 45.00 25.0 
27.75 41.1 36.50 31.8 45.25 24.8 
28.00 4o.8 36.75 31.5 45.50 24.6 
28.25 4o.4 37.00 31.3 45.75 24.4 
28.50 39.9 37.25 31.0 46.oo 24.2 
28.75 39.5 37.50 30.8 46.25 24.1 
29.00 39.2 37.75 30.6 46.50 23.9 
29.25 38.9 38.00 30.4 46.75 23.8 
29.50 38.6 38.25 30.2 47.00 23.6 
29.75 38.3 38.50 30 .0 47.25 23.4 
30.00 37.9 38 .75 29.8 47.50 23.3 
30.25 37.7 39.00 29.6 47.75 23.1 
30.50 37-3 39.25 29.4 48.oo 23.0 
30.75 37.1 39.50 29.2 48.25 22.8 
31.00 36.9 39.75 29.0 48.50 22.7 
31.25 36.7 40.00 28.8 48.75 22.5 
31.50 36.4 40.25 28.6 49.00 22.4 
31.75 36.2 40.50 28.4 49.25 22.2 
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Table 1 (cont • ) 
Theta IS Theta IS 
49.50 22.1 55.75 19.4 
49.75 22.0 56.00 19-3 
50.00 21.8 56.25 19.2 
50.25 21.7 56.50 19.1 
50.50 21.6 56.75 19.0 
50.75 21.4 57.00 19.0 
51.00 21.3 57.25 18.9 
51.25 2l.2 57.50 18.8 
51.50 21.1 57.75 18.8 
5l.75 2l.0 58.00 18.7 
52.00 20.8 58.25 18.6 
52.25 20.7 58.50 18.6 
52.50 20.6 58.75 18.5 
52.75 20.5 59.00 18.5 
53.00 20.4 59.25 18.4 
53.25 20.3 59.50 18.4 
53.50 20.2 59.75 18.3 
53.75 20.1 60.00 18.3 
54.oo 20.0 
54.25 19.9 
54.50 19.8 
54.75 19.7 
55.00 19.6 
55.25 19.5 
55.50 19.4 
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TABLE 2 
DUAL FILTER SPECTRUM 
A Relative 
Ans;stroms Intensit;z;: 
.6747 0.193 
.6783 o.402 
.6816 0. 527 
.6851 2.143 
.6886 31.152 
.6920 71.055 
.6955 74.329 
.6989 73.159 
.7010 77.536 
.7024 99.299 
.7038 . 163.352 
.7052 317.844 
.7066 782.981 
.7079 2655.884 
.7086 4088.296 
.7093 5299.892 
.7100 3096. 064 
.7113 821.938 
.7120 985.003 
.7127 1293.497 
.7134 2603.376 
.7141 1493.412 
.7148 801.478 
.7155 301.826 
.7162 150.606 
.7169 106.884 
.7183 82.026 
.7197 73.231 
.7231 55.934 
.7266 42.391 
.7300 2.791 
. 7355 .221 
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TABLE 3 
~ FILTER SPECTRUM WITH PHA SET AT 50% 
~ F ~ F 
Relative Relative 
Angstroms Intensity Angstroms Intensity 
0.2000 13 0.3053 1851 
0.2036 9 0.3088 1437 
0.2071 17 0.Jl23 1166 
0.2107 22 0.3158 883 
0.2142 15 0.3193 699 
0.2177 12 0.3228 559 
0.2212 21 0.3263 461 
0.2247 26 o. 3298 448 
0.2282 64 0.3333 376 
0.2317 114 0.3368 317 
0.2352 218 0.3403 328 
0.2387 401 0.3438 316 
0.2422 669 0.3473 327 
0.2457 1029 o.35o8 311 
0.2492 1452 0.3543 310 
0.2527 2o83 0.3578 336 
0.2562 2469 0.3613 311 
0.2597 3134 0.3648 343 
0.2632 3548 0.3683 327 
0.2667 3983 0.3718 265 
0.2702 4278 0-3753 235 
0.2738 4490 0.3788 235 
0.2773 4545 0.3823 244 
0.2808 41~47 0-3858 241 
0.2843 4153 0.3893 224 
0.2878 3921 0.3928 275 
0.2913 3497 0.3963 291 
0.2948 3056 0.3998 325 
0.2983 2563 o.4033 328 
0.3018 2197 o.4068 348 
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Table 3 (cont. ) 
>.. F >.. F 
Relative Relative 
Angstroms Intensity Angstroms Intensity 
o.4102 383 0.5949 1011 
o.4137 406 0.6019 924 
o.4172 419 o.6o88 833 
o.4207 446 0.6158 1012 
o.4242 487 0.6192 4052 
o.4277 507 0.6227 1795 
o.4312 523 0.6296 6905 
o.4374 566 0.63310 14181 
o.4417 687 0.6366 1437 
o.4487 759 o.6401 1186 
o.4556 805 o.6435 1093 
o.4626 897 0.6504 1043 
o.4696 997 0.6539 942 
o.4766 986 0.6609 892 
o.4836 1038 o.6643 864 
o.4905 1122 0.6712 822 
o.4975 1197 0.6782 833 
o.5o45 1221 0.6816 897 
0.5114 1232 0. 6851 2633 
0.5184 1305 o.6886 31895 
0.5254 1417 0.6920 49192 
0.5323 1474 0.6955 49919 
0.5393 1436 b.6989 47945 
0.5463 1439 0.6996 47059 
0.5532 1313 0.7003 47524 
0.5602 1365 0.7010 50860 
0.5671 1306 0.7017 55874 
0.5741 1194 0.7024 68000 
0.5810 1147 0.7031 87625 
0.5880 ll15 0.7038 122189 
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Table 3 (cont. ) 
>. F A. F 
Relative Relative 
Angstroms Intensity Angstroms Intensity 
o.7o45 174004 0.7439 33062 
0.7052 269791 0.7542 30117 
0.7059 438824 0.7680 27006 
0.7066 757987 0.7852 22884 
0.7073 1180298 0.8025 19470 
0.7079 1759474 0.8197 16193 
o.7o86 2326653 0.8368 13306 
0.7093 2150814 0.8540 10953 
0.7100 1010552 0.8712 8954 
0.7107 570481 0.8883 7438 
0.7113 672623 0.9054 6317 
0.7120 981844 0.9225 5343 
0.7127 1765146 0.9396 4051 
0.7134 1130341 0.9567 2968 
0.7141 488704 0.9737 1957 
0.7148 161723 o.99o8 1548 
0.7155 79352 1.0078 1132 
0.7162 59280 1.0418 583 
0.7169 53501 1.0756 368 
0.7176 49287 1.1095 244 
0.7183 46853 1.1432 168 
0.7190 43516 1.1768 126 
0.7197 . 41383 . 1.2104 112 
0.7231 41215 1.2438 225 
0.7335 35946 
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TABLE 4 
13 FILTER SPECTRUM WITH PHA SET AT 99.5cjo 
>.. F >.. F 
Relative Relative 
Angstroms Intensity Angstroms Intensity 
0.2000 66 0.3053 14258 
0.2036 69 0.3088 14404 
0.2071 82 0.3123 14437 
0.2107 70 0.3158 14005 
0.2142 79 0-3193 13693 
0.2177 66 0.3228 13492 
0.2212 87 0.3263 13006 
0.2247 169 0.3298 12224 
0.2282 307 0.3333 11688 
0.2317 605 0-3368 10756 
0.2352 1086 0-3403 10270 
0.2387 1600 0.3438 9560 
0.2422 2039 0-3473 9168 
0.2457 3099 0.3508 8431 
0.2492 4159 0-3543 8168 
0.2527 4806 0-3578 8006 
0.2562 5785 0. 3613 7682 
0.2597 6506 0.3648 7527 
0.2632 7522 0.3683 7389 
0.2667 8352 0.3718 7643 
0.2702 9215 0.3753 7988 
0.2738 10140 0.3788 8199 
0.2773 11031 0.3823 8896 
0.2808 11736 0-3858 9435 
0.2843 12369 0.3893 10078 
0.2878 12593 0.3928 10707 
0.2913 13346 0.3963 11198 
0.2948 13823 0.3998 11632 
0.2983 13989 o.4033 12115 
0.3018 14348 o.4068 12521 
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Table 4 (cont. ) 
I.. F 'A F 
Relative Relative 
Angstroms Intensity Angstroms Intensity 
o.4102 13208 0.5149 9475 
o.4137 13435 0.5184 9119 
o.4172 13562 0.5219 8797 
o.4207 14329 0.5254 8566 
o.4242 14500 0.5288 8167 
o.4277 14998 0.5323 7892 
o.4312 15146 0.5358 7621 
o.4347 15395 0.5393 7068 
o.4382 15441 0.5428 6970 
o.4417 15515 0.5463 6607 
o.4452 15651 0.5497 6262 
o.4487 15252 o. 5532 5875 
o.4522 15545 0.5567 5679 
o.4556 15815 0.5602 5460 
o.4591 14848 0.5637 5172 
o.4626 14629 0.5671 4762 
o.4661 14310 0.5706 4546 
o.4696 14037 0.5741 4570 
o.4731 13635 0.5775 4235 
o.4766 13457 0.5810 4026 
o.4810 12956 0.5845 3819 
o.4836 12665 0.5880 3571 
o.4870 11869 0.5915 3571 
o.4905 11689 0.5949 3252 
o.4940 11345 0.5984 3152 
o.4975 11060 0.6019 2904 
0.5010 10786 0.6054 2784 
0.5045 10406 0.6088 2729 
0.5080 10080 0.6123 2679 
0.5114 9628 0.6158 2789 
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Table 4 (cont. ) 
/.. F A. F 
Relative Relative 
Angstroms Intensity Angstroms Intensity 
0.6192 9279 0.7038 246725 
0.6227 5186 0.7045 357287 
0.6262 5019 0.7052 595602 
0.6296 19293 0.7059 931561 
0.6331 19417 0.7066 1518000 
0.6366 4037 0.7037 2502000 
o.6401 3573 0.7079 3481000 
o.6435 3229 0.7086 4571000 
o.6470 3026 0.7093 4091000 
0.6504 2925 0.7100 2023000 
0.6539 2745 0.7107 1088000 
0.6574 2599 0.7113 1337000 
0.6609 2541 0.7120 1880000 
o.6643 2136 0.7127 2468000 
0.6678 1975 0.7134 2126000 
0.6712 1983 0.7141 821000 
0.6747 1971 0.7148 300000 
0.6782 2110 0.7155 173000 
0.6816 2035 0.7162 121000 
0.6851 4483 0.7169 106000 
o.6886 47226 0.7176 97000 
0.6920 90801 0.7183 91000 
0.6955 93074 0.7190 85000 
0.6989 97576 0.7197 80000 
0.6996 93439 0.7231 77006 
0.7003 96939 0.7266 72893 
0.7010 102873 0.7300 69910 
0.7017 120451 0.7335 67466 
0.7024 142648 0.7369 65213 
0.7031 183851 0.7404 63602 
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Table 4 (cont. ) 
>. F A F 
Relative Relative 
Angstroms Intensity Angstroms Intensity 
0.7439 61532 o.8471 26847 
0.7473 60003 0.8506 26246 
0.7507 58398 0.8540 25206 
0.7542 56822 0.8574 24657 
0.7577 55683 0.8609 24500 
0.7611 53911 o.8643 23595 
0.7645 52813 0.8677 22963 
0.7680 51523 0.8712 22179 
0.7715 49894 0.8746 21482 
0.7749 48788 0.8780 20798 
0.7784 47362 0.8814 20151 
0.7818 46029 o.8849 19655 
0.7852 44569 0.8883 19157 
0.7887 43162 0.8911 18488 
0.7921 41784 0.8952 18275 
0.7956 41036 0.8986 17585 
0.7990 39965 0.9020 17114 
0.8025 38979 0.9054 16612 
0.8059 37876 0.9088 15958 
0.8093 36831 0.9123 15688 
0.8128 35879 0.9157 15055 
0.8162 35066 0.9190 14833 
0.8197 33632 0.9225 14036 
0.8231 32824 0.9260 13620 
0.8265 31441 . o. 9294 13109 
0.8300 30807 0.9328 12647 
0.8334 29648 0.9362 12280 
0.8368 28614 0.9396 11879 
o.8403 27821 0.9430 11394 
o.8437 27164 0.9464 11077 
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Table 4 (cont. ) 
A F 
Relative 
Angstroms Intensity 
0.9499 10671 
0.9533 10139 
0.9567 10087 
0.9601 9617 
0.9635 9227 
0.9669 9037 
0.9703 8585 
0.9737 8418 
0.9771 8144 
0.9806 7937 
0.9839 7837 
0.9874 7644 
0.9908 7283 
0.9942 7434 
0.9976 7035 
1.001 6639 
l.004 6479 
1.007 6245 
1.041 4327 
l.0756 3129 
1.109 2040 
1.143 1462 
1.176 1023 
1.210 698 
1.243 787 
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TABLE 5 
FIAT CRYSTAL MONOCHROMATOR SPECI'RUM 
/.. Relative /.. Relative 
Angstroms Intensity Angstroms Intensity 
1.5201 2 1.5404 10238 
l.5207 5 1.5416 11172 
l.5214 3 1.5~·22 10961 
l.5220 3 1.5429 10121 
1 . 5227 4 i.5Ji-35 8464 
1.5233 12 1.5442 6947 
l.5240 13 1.5448 5642 
l.5253 15 1.5455 4928 
i.5266 14 1.5461 4437 
l.5272 29 1.5468 3734 
1.5279 37 l.5474 2442 
i.5285 29 1.5481 1524 
1.5292 27 1.5485 660 
1.5298 48 l.5492 382 
1.5305 46 i.5498 189 
1.5312 71 1.5505 103 
l.5318 124 1.5511 66 
1.5325 114 1.5518 49 
1.5331 159 1.5524 42 
1.5338 183 l.5531 30 
i.5344 250 1.5537 16 
1.5351 318 1.5544 14 
1.5357 633 1.5550 6 
i.5364 1128 1.5557 9 
1.5370 2083 i.5563 7 
1.5377 3067 
i.5383 4629 
1.5390 5863 
1.5396 7019 
1.5403 8644 
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TABLE 6 
CURVED- CRYSTAL MONOCHROMATOR SPECTRUM 
A. Relative t.. Relative 
Angstroms Intensity Ane;stroms Intensity 
.6188 3 .6778 19 
.6223 3 .6812 23 
.6257 2 .6847 19 
.6275 9 .6882 35 
.6292 7 .6899 118 
.6310 12 .6916 637 
.6327 37 .6933 1725 
.6344 5 .6951 2813 
.6292 9 .6968 3645 
.6299 5 .6985 4029 
.6306 18 .7003 4093 
.6313 19 .7020 4221 
.6320 34 .7037 4157 
.6327 39 .7055 4669 
.6334 25 .7065 5757 
.6341 19 .7068 7037 
.6348 6 .7072 9149 
.6362 8 .7075 13693 
.6396 15 .7079 20669 
.6379 9 .7082 32701 
.6396 12 .7086 47229 
.6414 8 .7089 59005 
.6431 5 .7093 65917 
.6500 5 .7096 64637 
.6570 11 .7100 49405 
.6604 13 .7103 34813 
.6639 18 .7106 23933 
.6674 18 .7113 9405 
.67o8 25 .7120 12349 
.6743 18 .7124 16893 
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Table 6 (cont • ) 
A. Relative 
Angstroms Intensity 
.7127 24829 
.7131 31933 
.7134 39229 
.7138 40765 
.7141 36861 
.7144 27133 
.7148 19197 
.7151 12989 
.7158 5949 
.7165 4349 
.7172 3901 
.7179 3709 
.7186 3453 
.7193 3261 
.7210 3069 
.7227 2685 
.7245 2493 
.7262 1789 
.7297 509 
.7331 189 
.7400 30 
