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ABSTRACT 
With the proliferation of inexpensive cameras, video surveillance applications are becoming ubiquitous in many domains 
such as public safety and security, manufacturing, intelligent transportation systems, and healthcare. IP-based video 
surveillance technologies, in particular, are able to bring traditional video surveillance centers to virtually any computer 
at any location with an Internet connection. Today’s IP-based video surveillance systems, however, are designed for 
specific classes of applications.  For instance, one cannot use a system designed for incident detection on highways to 
monitor patients in a healthcare facility.  To support rapid development of video surveillance applications, we designed 
and implemented a new class of general purpose database management system, the live video database management 
system (LVDBMS).  We view networked IP cameras as a special class of storage devices, and allow the user to formulate 
ad hoc queries expressed over live video feeds.  These continuous queries are processed in real time using novel 
distributed computing techniques.  With this environment, the users are able to develop various specific web-based video 
surveillance systems for a variety of applications.  These systems can coexist in a unified LVDBMS framework to share 
the expensive deployment and operating costs of the camera networks.  Our contribution is the introduction of a live 
database approach to video surveillance software development.  In this paper, we describe our prototype and present the 
live video data model, the query language, and the query processing technique. 
1.  INTRODUCTION 
Cameras are widely used in many applications ranging from traffic monitoring, public safety and security to 
healthcare and environmental sensing.  They generate a  huge amount of data in the form of live video 
streams.  In contrast to entertaining movies, such live video captured by cameras in real time are generally 
not as interesting.  People who constantly monitor these cameras, such as baggage screeners at airports, can 
quickly become fatigued.  Moreover, when tens of thousands of cameras are present such as those deployed 
on streets in a city, it is expensive, if physically feasible, to house a huge number of monitors to support the 
various monitoring operations.  Typically, critical events do not happen very often, and it is quite inefficient 
to have one monitor tracking only a few cameras constantly and intensely.  In this paper, we propose a Live 
Video Database Management System (LVDBMS) as a solution to address the aforementioned problems.  
LVDBMS is designed to allow the users to easily focus on events of interest from a multitude of distributed 
video cameras by posing continuous queries on the live video streams.  With LVDBMS automatically and 
continuous monitoring live videos feeds, a user can easily use a desktop display to manage a very large 
number of cameras and receive notifications only when critical events happen. 
     We note that there are many existing video surveillance systems.  Traditional systems based on CCTV 
(Closed Circuit Television) cameras are expensive and difficult to expand.  With the Internet revolution, 
modern video surveillance systems are based on IP cameras, which eliminate the need to install video storage 
device and management software at each monitoring site.  Video scenes captured by IP cameras are digitized 
and transmitted over the network to a computer or server.  The server in turn manages all of this information 
to provide video surveillance services. Nevertheless, today’s IP-based video surveillance systems still have 
the following disadvantage.  They are designed for a specific class of applications.  As an example, one 
cannot easily modify  a system intended  for monitoring patients in a hospital for incident detection on 
highways.  To address this limitation, we advocate a live database approach to video surveillance software 
development.  We introduce a novel concept called Live Video Databases as a new class of databases built 
upon a multitude of real-time video feeds.  The fundamental difference between a video database and a live video database is as follows.  While the former deals with stored video files, the latter deals with real-time 
video data streaming from cameras treated as a special class of “storage” devices.  Our LVDBMS manages 
live video data coming from hundreds of video cameras, much like a traditional database management system 
managing standard data sets stored on multiple disk drives.    The LVDBMS provides an application-
independent SQL-like query language to facilitate ad hoc queries, and a programming environment to 
support rapid development of a variety of web-based video surveillance applications.  In other words, Users 
can develop advanced IP-based video surveillance applications for different purposes much like the way they 
would develop database applications today 
     In this paper, we focus on the continuous query model and query processing techniques.  To submit a 
query, the user registers a predicate and an action with the LVDBMS, which will evaluate the condition 
continuously in real time.  An event-based query language is proposed for users to specify spatiotemporal 
queries on live video streams.  The language offers sufficient expressiveness for defining events based on 
spatiotemporal relations between objects across multiple live videos and allows users to specify certain 
actions upon detecting such an event.  Query processing is carried out in two stages.  First, a complex query, 
possibly spanning multiple live video sources, is translated into an execution tree with subqueries as tree 
nodes.  These subqueries are then evaluated on multiple servers in a distributed manner.  The final query 
result indicates if the user-specified  event has occurred.    Once the predicate is satisfied, it triggers the 
LVDBMS to execute the user specified actions (e.g., notify the user and archive relevant video clips). 
There have been extensive research activities tackling multimedia databases, especially image and video 
databases.  Image retrieval systems (Chang, 1997; Chang, 1987; Cheng, 2008; Flickner, 1995; Hua, 2006; 
Petrakis, 1993; Vu, 2006) mainly deal with low-level features, i.e. color, texture, shape, and preliminary 
semantic features such as keywords.  Advanced techniques supporting enhanced query capabilities on spatial 
relationships between objects in images have also been proposed [0][0][0][0][0][0]. There are also a number 
of content-based video retrieval systems [0][0][0][0][0][0] that adopt image retrieval techniques by treating a 
video as a sequence of images.  Techniques for building semantic video databases can also be found in 
(Adali, 1996; Jiang, 1997; Kass, 1988).  More recently, video databases with spatiotemporal query capability 
have been proposed in (Donderler, 2002; Thrun, 2002).  However, to the best of our knowledge there is no 
other work targeting a general-purpose live video database management system that provides real-time 
spatiotemporal query support over distributed camera networks.   
The main contributions of this paper are: 
•  a live database approach to video surveillance software development, 
•  a spatiotemporal data model for live video streams and events of interest from distributed cameras, 
•  an event-based query language for composing spatiotemporal queries, and  
•  query processing techniques for computing queries over a network of cameras.  
The remainder of this paper is organized as follows. In Section 2, we discuss some related work on 
traditional video database management systems.  We introduce the proposed live video database management 
system in Section 3.  The design and implementation of the LVDBMS prototype is presented in Section 4.  
Finally, we offer our conclusions in Section 5. 
2.  RELATED WORKS 
There has been extensive research  for  video database management systems  in recent years,  and  many 
prototype systems have been designed and implemented (Adali, 1996; Chang, 1997; Chu, 1995; Flickner, 
1995; Guting, 2000; Jiang, 1997; Lieb, 2004; Oomoto, 1993).  In the Advanced Video Information System 
(AVIS) (Adali, 1996; Marcus, 1996), Adali et al. introduce a data model based on a frame segment tree and 
arrays to represent objects and their association.   In this model, only temporal relations of objects are 
captured.  The query language does not provide support for spatial queries or spatiotemporal queries.  Chang 
et al. present VideoQ (Chang, 1997), a VDBMS which allows the user to search video based on a set of 
visual features and spatiotemporal relationships.  Although these features are generated from an automatic 
analysis of the captured video, this is done off-line using computation intensive algorithms.  In (Oomoto, 
1993), an object-oriented abstraction of video data and an SQL-like query language named VideoSQL are 
proposed.  In this model, interval inclusion-based inheritance is introduced to capture the hierarchical 
structure.  BilVideo (Donderler, 2003) is a more recent rule-based video database management system, in which an SQL-like language provides support for a broad range of spatiotemporal queries.  The facts for 
spatiotemporal queries are extracted and stored in a knowledge base; and to answer a spatiotemporal query, 
the query processor communicates with the knowledge base to obtain the results.  
To the best of our knowledge, all the video database systems presented in the literature thus far are 
intended for static videos in the sense that they extract and index all the objects in the entire video collection 
a priori.  In the context of live video databases, nevertheless, the video data are generated on the fly, and thus 
no or very little prior knowledge exists about the objects in the video data.  Indexing does not work in this 
environment and query processing must rely on efficient in-memory algorithms.  Furthermore, video analysis 
is considered a “pre-processing”  operation  in conventional  video database systems  in that the feature 
extraction phase is done off-line with less performance concern, while an LVDBMS needs to segment and 
track salient object in real time with high efficiency in order to support the real-time query processing task. 
3.  LIVE VIDEO DATABASE MANAGEMENT SYSTEM 
In this section, we describe a data model for live video data and introduce a spatiotemporal query language 
for the LVDBMS. 
3.1   Architecture 
A  LVDBMS needs to accommodate a potentially large number of cameras.  A simple approach is to manage 
and process all the video streams at a centralized server.   This solution, however, is not scalable as the server 
will eventually run out of bandwidth and processing capability with the increases in the number of cameras in 
the network.  A better approach is the three-tier architecture illustrated in Fig. 1.  
We add an additional tier, the camera servers, in between the LVDBMS server and the cameras.  The 
LVDBMS decomposes a complex query into sub-queries and forward them to the relevant camera servers.  
These camera servers are responsible for executing the sub-queries on the individual cameras, and returning 
the local results to the LVDBMS which then combines them into the final result.   This architecture is much 
less demanding on the LVDBMS server.  Although a distributed LVDBMS design can also be considered for 
even more scalability, such a design is significantly more complex.  The techniques we present in this paper 
are based on the three-tier architecture presented in Fig. 1. 
 
Fig. 1.  A three-tier architecture for live video data management 
3.2   Spatiotemporal Data Model 
We consider a live video in LVDBMS as a stream of video frames, ordered by their timestamps.   Each unit 
of the video data can be represented as a tuple <vframe, t>, where vframe contains a video frame and t is its timestamp.  To query live video data, a user formulates a sliding-window query that specifies a moving 
window over one or more video streams; and the query results is calculated based on the video frames 
currently within the sliding window.  Each query in LVDBMS is a continuous query running indefinitely 
until it is explicitly terminated.  The user can indicate the desired processing frequency.  The query result can 
be updated as soon as new video frames arrive or at a predefined step size. 
Queries submitted to the  LVDBMS are in the form of events of interest  that specify spatiotemporal 
relationships between objects captured in a number of live videos.  Rather than lower-level features such as 
color and texture, queries in LVDBMS focus on higher-level semantics exhibited by objects appearing in the 
live video feeds.  There are two categories of objects that can be defined in LVDBMS queries: existing 
objects and detected objects.  Existing objects refer to objects that appear in the live video at the time the 
query is submitted.   Such objects are obtained through user input (i.e., drawing a rectangle on the video 
screen to select an object).  Detected objects are those objects not in the video at the query time, but are 
detected later by the system. 
A spatial event is the most basic event defined as spatial relationships between two objects within the 
same video, e.g., “object A meets object B in Room 1.”  On top of these spatial events, a temporal event can 
be specified as the temporal relationship between two spatial events captured in the same or two different 
videos, e.g., “object A enters Room 1 before object B enters Room 2.”  By adding logical operators in 
between temporal and spatial events, more complex spatiotemporal relationships can be defined between 
objects in different live videos.  In LVDBMS, we model these events as data streams consisting of event 
tuples, ordered by their timestamps.  Each event tuple has the format <evalue, t>, where t is the timestamp 
and evalue is a binary value: TRUE if the event is detected within the current sliding window; and FALSE, 
otherwise. 
3.3   Event-based Query Language 
A live video database contains objects captured continuously in real time and interrelated by temporal and 
spatial relationships.  Maintaining such information for every camera in the network all the time is very 
expensive, and not necessary.  It suffices to process only those video streams relevant to the current queries 
in the system.  The basic syntax of an event-based query is as follows: 
ACTION  <action> 
ON EVENT  <composite event> 
Some examples of the action field can be: “notify the administrator via email,”  “play the video for the last 10 
seconds,” or “archive the relevant video clips.”  The discussion on designing a complete set of actions is 
beyond the scope of this paper as we focus on event detection techniques.   The composite event field is 
defined by an event composition expression following the Backus–Naur Form syntax given in Fig. 2.  There 
are three types of events.  A temporal event is a temporal relationship between two spatial events in the same 
or two different videos.  A composite event consists of several temporal events related by logical operators 
(“and” and “or”).     
 
 
Fig. 2.  Grammar of the query language for composing events 
 The topic of relations between temporal intervals was originally addressed by Hamblin (Hamblin, 1972), and 
later by Allen (Allen, 1983).  The temporal relations used in this paper are illustrated in Fig. 3.  A spatial 
event captures the spatial properties between objects in a single video.  The supported spatial properties can 
be grouped into three categories: appearance properties that indicate if an object appears, topological 
relations that describe neighborhood and incidence, and directional relations that represent the relative 
positioning of objects.  A complete set of topological relationships was proposed in (Egenhofer, 1991), in 
which two objects may coincide (equal), intersect (overlap), touch externally (meet), touch internally (covers 
and the reverse coveredby), be inside (and the reverse contains), or be disjoint.  In addition, eight directional 
operators (i.e. north, south, west, east, northwest, northeast, southwest, and southeast) are defined to provide 
further information on the relative positioning between two objects. 
 
Fig. 3.  Temporal relations used in the query language 
4.  QUERY PROCESSING 
Query processing is performed in two stages, namely query translation and query execution.  A user (or 
application) submits a query by specifying a composite event and an action through a graphical user interface 
(or application programming interfaces).  Once the  query is registered with the LVDBMS, the Query 
Translator translates the user query into an execution tree.  The execution of this tree is carried out on a 
number of servers in a distributed manner.    
   
Fig. 4.  A query execution tree  Fig. 5.  Query processing environment 
4.1   Query translation 
The Query Translator first analyzes and parses the query into tokens and generates the initial parse tree.  
Since the composite event specified in the query may refer to objects in multiple live videos, the next step is to decompose the query first into subqueries on temporal events, and then into subqueries on spatial events. 
An example of the translation result is illustrated in Fig. 4.  The primitive video operators are at the bottom of 
the execution tree.   They track the objects of interest in the videos, and report their locations in the video 
frame to the parent spatial subquery.  Each spatial subquery evaluates the spatial relationship among the 
objects of the same video stream, and reports any detected spatial events with the temporal subquery.  The 
temporal subquery, at the root of the execution tree, evaluates the predicate on the temporal relationship 
among the spatial events and updates the query result.  
4.2   Query execution 
The query processing environment is illustrated in Fig. 5.  The video operators for a given camera and the 
parent spatial subquery are assigned to the Video Processor (VP) and the Spatial Query Processor (SQP) at 
the corresponding Camera Server, respectively.  The temporal subquery at the root of the execution tree is 
processed by the Temporal Query Processor (TQP) in the LDVBMS server. 
     The evaluation of the temporal subquery in the TQP is triggered by the detection of each spatial event.  
For each relevant video stream, the VP computes the specified video operators to segment and track the 
objects of interest in real time.  It reports their locations to the parent spatial subquery.  The corresponding 
SQP at the same Camera Server then calculates the spatial relationships among these objects and determines 
if the predicate on the spatial event is matched.  Once the objects in the video exhibit the specified spatial 
relationship, the SQP informs the TQP in the LDVBMS server about the detected spatial event and its start 
time.  When these objects no longer maintain the spatial relationship, the SQP notifies the TQP of the end 
time of the event.  The TQP relies on the start time and end time information to evaluate the temporal 
relationships among the spatial events.  Once a composite event is detected, the TQP initiates the desired 
action.  The execution of a given execution tree is repeated continuously until the user explicitly terminates 
the query. 
4.3   Object Tracking and Segmentation 
In the Camera Servers, the VP tracks salient objects (if any) in real time.  This is done in three stages.  First, 
salient objects are identified, they are then tracked from frame to frame; and finally their paths are analyzed.  
Our multiple-object tracking algorithm, derived from work presented in (Lieb, 2004), consists of three basic 
steps:  (1) optical flow is calculated between consecutive frames, (2) a  particle filter supplies multiple 
hypotheses for the locations of objects (Thrun, 2002) and (3) outlier removal and a grouping operation are 
performed to detect the moving objects. 
     Once objects have  been segmented and identified for tracking purposes (trajectories generated), a 
minimum bounding rectangle is computed around each object and its centroid (center of mass) is calculated.  
There are other structures can be used to represent objects, such as blobs (Kauth, 1997), eclipses, active 
contours (Kass, 1988), or representative points (e.g., the centroid or corners).   We adopt the Minimum 
Bounding Rectangle approach because it is a commonly used approximation in the database research domain.  
The centroids and bounding boxes are then utilized in higher level event processing. 
4.4   System prototype 
LVDBMS is implemented using Java 5.0 with Java Media Framework 2.1.1 for live video capturing.  Our 
implementation of LVDBMS consists of three major components: the user interface, the LVDBMS server, 
and the Camera Server; all the components interact with each other through TCP/IP.  The user interface, as 
shown in Fig. 6, allows the user to:  
1.  enter a query, 
2.  receive updates on query results, 
3.  control the execution of a query, 
4.  manage queries in the query library, 
5.  browse video streams, 
6.  view query results in a chart in real time, 
and 
7.  retrieve relevant video clips of a query.  Fig. 6 illustrates how a user can specify a query to detect the scenario where someone enters a room and 
sits on a chair.  The composite event is repeated below:  
appear(V1.O1) before overlap(V1.O1 V1.O2) before covers(V1.O1 V1.O2) 10 
This query is evaluated to be true in the last frame (see Fig. 7) once the person’s minimum bounding 
rectangle covers a significant portion of the minimum bounding rectangle representing the chair.    
   
Fig. 6.  User interface  Fig. 7.  Event detection 
5.  CONCLUSION 
Traditional video database management systems, relying on computation intensive algorithms for offline 
processing of stored data, are not intended for video surveillance applications.  As a result, existing IP-based 
video surveillance systems are custom designed for each category of applications.  This approach is 
expensive as the applications cannot easily share the camera network and software.  In this paper, we propose 
a live database approach to video surveillance software development.  We treat IP cameras as a special class 
of storage devices, and introduce a new class of database management systems, termed live video database 
management systems (LVDBMS), to support rapid development of video surveillance applications.   Since 
our system operates directly on real-time, low-latency live video streams obtained from networks of IP 
cameras, the proposed  framework is particularly suited for  a Web-based  video surveillance 
environment.  The advantages of this approach are twofold.  First, it enables rapid development of web-based 
video surveillance applications, similar to how general-purpose relational database management systems are 
used in database application development today; second, different applications can coexist in the same 
LVDBMS framework to share the expensive deployment and operating costs of the camera networks. 
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