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Abstract 
 
This paper proposes a test for sphericity in a fixed effects panel data model. It uses the Random 
Matrix Theory based approach of Ledoit and Wolf (2002) to test for sphericity of the error terms in 
a fixed effects panel model with a large number of cross-sectional units and time series 
observations. Since the errors are unobservable, the residuals from the fixed effects regression are 
used. The limiting distribution of the proposed test statistic is derived. Additionally, its finite 
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1 Introduction
This paper proposes a new test for sphericity of the remainder disturbances in a xed e¤ects panel
data regression model with large n and T based on a random matrix theory (RMT) approach. This
is important for applied work as rejection of the null hypothesis implies that the usual reporting
of xed e¤ects estimates ignoring cross-section dependence or heteroskedasticity may lead to mis-
leading inference. One can then report robust HAC type options for the xed e¤ects estimates, or
more formally model the cross-section dependence or heteroskedasticity and re-estimate the model.
Our asymptotic results require large dimensional panels and these are becoming more available,
especially in nance and marketing. For example, scanner data on thousands of customers over a
long period of time in marketing research, and stock purchases for thousands of rms over a long
period of time in nance. We base our test on the statistical literature which assumes normality
and typically focus on the raw data. In order not to impose any structure on the covariance matrix
using the raw data, statisticians have based their tests of sphericity on the sample covariance ma-
trix, denoted by S. However, with the availability of more data, the dimension of the covariance
matrix increases, and the researcher is soon faced with the curse of dimensionality. Also, when
n exceeds T , the sample covariance matrix S becomes singular. Even when n=T is smaller than
1, but n is still large, the sample covariance matrix S will be ill-conditioned. These, in turn, cast
doubt on any test involving S including the likelihood ratio test (Ledoit and Wolf, 2004). More
importantly, the RMT literature shows that the sample covariance matrix is not a consistent es-
timator of the population covariance matrix when n is large and comparable with T . Since S is
a random matrix, not a random variable or a random vector, a di¤erent concept of consistency is
applied to account for the change of dimensionality. The spectral norm and Frobenius norm of a
matrix are often used in this literature. In fact, Geman (1980) shows that when the sample is from
an iid normal distribution with zero mean and an identity variance-covariance matrix, the spectral
norm of S does not converge to that of the identity matrix.1 In addition, the largest eigenvalue of
the sample covariance matrix follows a Tracy-Widom distribution asymptotically, e.g., Johnstone
(2001). These results are very di¤erent from the textbook results in multivariate statistics with
xed n and large T: In the latter case, the eigenvalues of S are consistent estimators of the popula-
1 If n
T




2 to (1 +
p
c)
2, while all the eigenvalues of the population covariance matrix (identity matrix)
are 1. See Bai (1999) for a survey. This paper follows the concept of asymptotics in Ledoit and Wolf (2002): n and
T go to innite jointly with comparable convergence rate. Please see Assumption 3 below.
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tion eigenvalues (Theorem 13.5.1 in Anderson (2003)). Additionally, Ledoit and Wolf (2004) show
that the scaled Frobenius norm of the sample covariance matrix does not converge to that of the
population covariance matrix. The intuition behind these results is straightforward. In large n and
T panels, the noise contained in each element of S is the same as in the case of xed n, and its
magnitude is 1=T . However, in a setup with comparably large n and T , the noise involving all the
elements of S accumulates with increasing n. This can not be smoothed away by a large T as in
the case with xed n.
To account for the curse of dimensionalityin testing for sphericity with large panels, a RMT
approach is introduced. The RMT literature provides useful asymptotic results in this setting with
comparably large n and T . Based on the work of John (1971) and Ledoit and Wolf (2002), this
paper proposes a test for sphericity of the disturbances of a xed e¤ects panel data model with
comparably large n and T . We call it the John test. Its limiting distribution under the null is
derived and its nite sample properties are studied using Monte Carlo experiments.
The organization of the paper is as follows. The next section briey discusses the xed e¤ects
panel regression model and the hypothesis to be tested. Section 3 studies the proposed John test,
while Section 4 derives its limiting distribution. Section 5 discusses the nite sample bias of this
test. Section 6 compares the size and power of the proposed test as well as the traditional tests for
cross-sectional dependence using Monte Carlo experiments. We include these tests because under
homoskedasticity, testing the null of sphericity is equivalent to testing the null of no cross-section
dependence. Section 7 concludes. The appendix contains all the proofs and the technical material.
Notation: The Frobenius norm of a matrix A is denoted as kAkF = (tr(A0A))
1=2, where tr(A)
denotes the trace of A. d! denotes convergence in distribution and p! denotes convergence in
probability.
2 The Model and Assumptions
Consider a xed e¤ects panel regression model:
yit = + x
0
it + i + vit; for i = 1; :::; n; t = 1; :::; T (1)
where i indexes the cross-sectional units and t the time series observations. yit is the dependent
variable and xit denotes the exogenous regressors of dimension k  1,  denotes the corresponding
slope parameters. i denotes the time-invariant individual e¤ects. The individual e¤ects are allowed
to be xed or random and they could be correlated with the regressors. For a detailed discussion,
2
see Baltagi (2008). The idiosyncratic error vit is assumed to be not serially correlated over time
and independent of the xit, but otherwise is allowed to have a general variance-covariance matrix
across the individual units. Let vt = (v1t;    ; vnT )0.
Assumption 1 The n 1 vectors v1; v2;    ; vT are assumed to be iid N(0;n):
Here, the n n population variance-covariance matrix n allows for heteroskedasticity as well
as a general form of cross-sectional dependence structure which is assumed to be stable over time.
The null hypothesis of sphericity is given by:
H0 : n = 
2
vIn. (2)
The alternative hypothesis Ha : n 6= 2vIn implies cross-sectional dependence or heteroskedasticity
or both.
For panel data with xed n and large T , classical multivariate statistics shows that n can be
consistently estimated by the sample covariance matrix S. It follows that S reveals information on
cross-sectional dependence. Hence, tests can be constructed based on S or its sample correlation
coe¢ cients matrix counterpart, see Ng (2006) and Breusch and Pagan (1980).
In the statistics literature, (2) is known as the sphericity test, but it is usually tested using the
raw data and not in a regression context, see John (1971). Ledoit and Wolf (2002) extend Johns
(1971) work and study a sphericity test of large-dimensional covariance matrices. They show that
with large n and T , the test statistic proposed by John (1971) still works but follows a di¤erent
limiting distribution. This paper extends their work to test for sphericity of the disturbances of
a xed e¤ects panel data regression model. Failure to reject the null means that we do not have
cross-section dependence in the panel, nor heteroskedasticity.2
Since vit is unobservable, the test statistic is based on consistent estimates of the regression













where exit = xit xi, and xi = 1T PTt=1 xit: The variable eyit is dened similarly. It is well established
that under H0, ~ is consistent. The within estimator wipes out the time-invariant variables whether
2Kapetanios (2004) relaxes the assumption of homoskedasticity in Ledoit and Wolf (2002). Unlike the raw data
setup in Kapetanios (2004), this paper considers a xed e¤ects panel data model, and applies the sphericity test on
xed e¤ects residuals.
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observed or not. In this sense, this estimator is robust to the omission of time-invariant variables
from (1) that are unobserved. Simultaneously, this estimator guards against possible endogeneity
between time-invariant regressors and the error term. The residuals bvit can be obtained as follows:
bvit = eyit   ex0it~: (4)
Having bvit, the residual-based sample covariance matrix can be obtained as Ŝ = 1T PTt=1 v̂tv̂0t
where v̂t = (v̂1t;    ; v̂nt)
0
for t = 1;    ; T: Unlike the multivariate analysis and RMT literature
setting, this paper considers a panel xed e¤ects regression model. Consequently, the e¤ect of
replacing the error vt with the residual v̂t on the asymptotics is examined. The other assumptions
needed to derive the asymptotics are given below.
Assumption 2 The regressors fxit, i = 1;    ; n, t = 1;    ; Tg and the idiosyncratic disturbances
fvit, i = 1;    ; n, t = 1;    ; Tg are independent. The regressors fxitg have nite 4th moments,
E[kxitk4]  K <1, where K is a positive constant.
The normality assumption may be strict but it is standard in this literature, and it is maintained
here for simplicity. Assumption 2 is required for the consistency of the xed e¤ects estimator.
Assumption 3 nT ! c 2 [0;1) as (n; T )!1:
We consider an asymptotic framework employed by Ledoit and Wolf (2004). Unlike the standard
asymptotics, where only T increases, or n increases, the framework (n; T ) ! 1 considered here
regards n as a sequence indexed by T , denoted as nT . As T goes to innity, nT =T approaches a
constant c. For simplicity, we suppress the subscript T of n in the rest of the paper.
3 John Test
We propose the following test statistic for testing the null of sphericity described in (2) based on
the sample covariance matrix of the xed e¤ects residuals:
J =
T ( 1n trŜ)
 2 1
n trŜ





2(T   1) (5)




t is the sample covariance matrix computed using the within residuals v̂t.
Since this test is related to the sphericity test proposed by John (1971), it is referred to as the John
test in this paper and (5) is thus called the John statistic. The limiting distribution of the John
statistic (5) is a standard normal under the null, as shown in the next section .
4
The discussion begins with the simple raw data case, and then extends it to the xed e¤ects





follows a Wishart distribution with degrees of freedom T . In the traditional case with xed dimen-
sion n and T !1, the most commonly used test statistic to test the null (2) is the likelihood ratio
test. However, when n > T , S is singular and the likelihood ratio test is not feasible. John (1971)
proposes a sphericity test, for the null described in (2) in the case of xed n and large T . In this


















where S is the sample covariance matrix and In is the n  n identity matrix. Note that 1n trS is
the average of the eigenvalues of S, and as shown below, 1n trS converges to 
2






S can be regarded as a sample version of (2v)
 1n. Since the null hypothesis
(2) can be written as (2v)
 1n   In = 0, using the matrix norm notation introduced above, U =
1
n
  1n trS 1 S   In2F can be regarded as the Frobenius norm of a sample version of (2v) 1n In,
measuring the deviation of the scaled S from the identity matrix. A large value of U indicates a
signicant deviation of n from sphericity.




d! 2n(n+1)=2 1 for xed n, as T !1: (7)
However, as n ! 1, nT2 U diverges. Ledoit and Wolf (2002) derive the limiting distribution of a
modied test statistic under the null, as (n; T )!1 with n=T ! c 2 (0;1)3
TU   n d! N (1; 4) : (8)





d! N (0; 1) : (9)
A similar test was proposed by Srivastava (2005).5
3Birke and Dette (Theorem 3.7, 2005) point out that (8) holds in cases of n=T ! 0 and n=T ! 1. Therefore,
the case of c = 0 is included in Assumption 3.
4Equation (9) can be regarded as a normalized version of (7) by substracting its asymptotic mean and dividing











5The test statistic proposed by Srivastava (2005) for the null (2) is dened as:
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trŜ2   1 (10)
and the residual-based statistic of J0 is dened as:
Ĵ0 =





However, Ĵ0 can not be used directly to test for sphericity in the xed e¤ects panel model (1).
As shown in the next section, a bias occurs using the residual-based statistic Ĵ0 by replacing vt
with the within residuals v̂t: Consequently, we propose the John statistic J . Comparing (5) and
(11), we see that the John statistic is just a bias-corrected Ĵ0:
J = Ĵ0  
n
2(T   1) : (12)
4 Asymptotics of the John Test
This section shows that for the xed e¤ects regression model (1) the John statistic J in (5) follows
asymptotically a standard normal distribution under the null.
Equation (12) shows that the John statistic J is a bias-corrected Ĵ0. J can be written as the
sum of three terms
J = Ĵ0  
n
2(T   1) = J0 + (Ĵ0   J0) 
n
2(T   1) = J0 +
T (Û   U)
2
  n
2(T   1) : (13)
The rst term J0 is asymptotically standard normal. The second term Ĵ0   J0 is just the scaled
di¤erence between the residual-based Û and the true U . We will show that the sum of the second



















. Srivastava (2005) showed that under the null
W
d! N (0; 1)













T (T   2)
(T   1) (T + 2) :




= J0 for large T , implying the equivalence of the statistic W and that in (9).
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distribution as J0 which is a standard normal. By (6) and (10), the bias term (Ĵ0 J0) = T (Û U)=2
can be written as:




























It is clear that this bias term depends on the following di¤erences: 1n tr
bS  1n trS and 1n tr bS2  1n trS2,
which are studied in the next two propositions.
Proposition 1 Under Assumptions 1 and 2,
1
n






Proposition 2 Under Assumptions 1 and 2,
1
n









The proofs of Propositions 1 and 2 are given in the Appendix. Due to the fact that the trace
is equal to the sum of the eigenvalues, Proposition 1 gives the magnitude of the distance between
the average of the sample eigenvalues and that of the true eigenvalues. In RMT, the average of the
eigenvalues is dened as the rst moment of the empirical spectral distribution (ESD) of S (e.g.,
Bai and Silverstein, 2006, p.9), so Proposition 1 provides the consequence, on the rst moment,
of replacing the unobservable sample covariance matrix with the residual-based one. Similarly,
Proposition 2 shows the consequence of replacing S with Ŝ on the second moment of ESD.
Under Assumption 3, n=T ! c 2 [0;1), the distance between Ŝ and S is of order 1=T . For the
case of xed n, it is easy to show that the distance is of Op(1=T ).
Propositions 1 and 2 show that as T ! 1, the di¤erence of the rst and second moments of
eigenvalues between the residuals and the unobservable disturbances vanishes. Proposition 1 of
Ledoit and Wolf (2002) shows that 1n trS and
1
n trS
2 converge to 2v and (1 + c)
4
v, respectively, as
(n; T ) ! 1 with n=T ! c 2 (0;1).6 Consequently, it is straightforward to obtain the limits of
1
n tr
bS and 1n tr bS2.
Corollary 1 Under Assumptions 1 and 2, as (n; T )!1,
1
n
tr bS p! 2v:
6Proposition 1 of Ledoit and Wolf (2002, p. 1083) presents a slightly di¤erent form. The proof of these results
with higher order terms can be found in Lemma 2 in the Appendix of this paper.
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The limit of 1n tr
bS requires no restriction on the relationship between n and T . However, this is
not the case for 1n tr
bS2. Assumption 3 is needed.
Corollary 2 Under Assumptions 1, 2 and 3, as (n; T )!1;
1
n




The results above show that the scaled trace of Ŝ and Ŝ2 are bounded. The limit of the trace
of Ŝ2 is related to the ratio n=T . When n increases with T , the noise accumulates and the result
is a¤ected by the ratio of n=T . Corollary 2 follows directly from the proof of Proposition 2.
With the results on the di¤erence of trace between bS and S in Propositions 1 and 2, it is
straightforward to calculate the probability limit of T (Û U)2 . This is summarized in the following
proposition:
Proposition 3 Under Assumptions 1, 2 and 3,
T (Û   U)
2
  n




Proposition 3 indicates that the bias term Ĵ0   J0 = T (Û   U)=2 vanishes as (n; T ) ! 1 in
the case of no xed e¤ects. However, in the presence of xed e¤ects, this bias does not vanish and
converges to a constant n2(T 1) . Hence, for the xed e¤ects model (1), the residual-based statistic
Ĵ0 is biased. The histogram of Ĵ0 is illustrated in Figures 1.
Proposition 3 suggests a bias adjustment term, n2(T 1) ; for the residual-based statistic Ĵ0 in a
xed e¤ects panel regression model. It follows that under the null, the John statistic in the xed
e¤ects panel regression model (1) J = J0+(Ĵ0  J0)  n2(T 1) has the same limiting distribution as
J0 which is standard normal.
Theorem 1 Under Assumptions 1, 2 and 3, in the xed e¤ects regression model (1), as (n; T )!1
J
d! N (0; 1) : (18)
5 Finite Sample Bias Adjustment
The bias term n2(T 1) for Ĵ0   J0 in the xed e¤ects panel model is derived under the assumption
n=T ! c 2 [0;1) as (n; T )!1.
8
 















Figure 1: The Histogram of  under the null of sphericity in the Fixed Effects Model 0J
 
 
Note: The design is described in Section 6 and the replication number is 2000, n = 50, T = 10.  
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Corollary 3 Under Assumptions 1, 2 and 3, in the xed e¤ects model (1)
Ĵ0   J0 =

























Corollary 3 is from (39) in the proof of Proposition 3 in the Appendix. When
p
n=T ! 0, a












2(T   1) : (20)
Consequently, we propose the following John statistic for the xed e¤ects panel regression model:
J = J0 + (Ĵ0   J0) 
n
2(T   1) (21)
=
T ( 1n trŜ)
 2 1
n trŜ





2(T   1) : (22)
The bias term n2(T 1) is valid for any n and T satisfying n=T ! c 2 [0;1). Obviously,
p
n=T ! 0
can be regarded as special case of n=T ! c 2 [0;1). The nite sample properties of the John test
will be explored using Monte Carlo experiments in the next section.
Proposition 3 and Figure 1 show that the bias term Ĵ0 J0 can not be ignored in a xed e¤ects
model when n is large. To test for sphericity of the idiosyncratic errors vits, consistent estimates
of vits are needed. The within residuals in the xed e¤ects model are consistent as T ! 1, and
the convergent rate depends on T . When T is not very large, within residuals are inaccurate. It
is this inaccuracy that accumulates in the bias term Ĵ0   J0. Consequently, the bias term Ĵ0   J0
lingers in the xed e¤ects model.
Specically, in a xed e¤ects panel regression model in (1)
yit = + x
0
it + i + vit:
The distance between the within residuals bvit and the idiosyncratic error vit is
bvit   vit = vi:   ~x0it(~   ) = Op(T 1=2) +Op (nT ) 1=2 = Op(T 1=2) (23)
where ~ is the within estimate, vi: = 1T
PT
t=1 vit and ~xit = xit   1T
PT
t=1 xit.
In (14), since the denominator is always bounded, the magnitude of this distance is determined
by the numerator, which in turn depends on di¤erences involving rst and second moments of Ŝ
and S.
10




bvtbv0t   1T TPt=1 vtv0t
where the bvts are within residuals. After some algebra, we get














~xt(~   )(~   )0~x0t   vv0: (24)
Here ~xt is the within transformation on xt, and ~vt is similarly dened. (24) has an additional term

















































which dominates Op( 1nT ) for comparably large n and T . Therefore,
1
n









Consequently, the distance of the rst and second moments (between Ŝ and S) is so large that the
bias term Ĵ0 J0 can not be ignored asymptotically as shown in (17). As a result, the residual-based
statistic Ĵ0 exhibits a shift and is subject to asymptotic bias.
6 Monte Carlo Simulations
In this section, we conduct Monte Carlo experiments to assess the empirical size and power of the
John test proposed in this paper. Throughout the experiments, we assume homoskedasticity on
the remainder error term. This means that testing the null of sphericity is equivalent to testing
the null of no cross-section dependence. Hence, we include in our experiments Pesarans (2004)
CD test and the bias-adjusted LM test derived by Pesaran, Ullah, and Yamagata (2008), denoted
as PUYs LM test. The later tests are based on sample correlation coe¢ cients and test for zero





















a1T = a2T  
1
(T   k)2 ;
a2T = 3

(T   k   8)(T   k + 2) + 24
(T   k + 2)(T   k   2)(T   k   4)
2
:
Note that Mi is the residual maker matrix of the individual regression i; while k is the number of




















We do not include the traditional Breusch and Pagan (1980) LM test statistic since it is not
applicable when n!1.
6.1 Experiment Design
The experiments use the following data generating process:
yit = + xit + i + vit; i = 1;    ; n; t = 1;    ; T; (26)
xit = xi;t 1 + i + it; (27)
where i is the xed e¤ect. The regressor xit is generated in a similar way to that of Im, Ahn,
Schmidt and Wooldridge (1999). Since xit is correlated with the 0is, it is endogenous. it 
iidN(; 
2
), and vit is the idiosyncratic error.
Under the null, vit is assumed to be iidN(0; 2v) across individuals and over time. To calculate
the power of the tests considered, two di¤erent models of the cross-sectional dependence in the v0its
are used: a factor model and a spatial model. In the former, see Pesaran (2004) and Pesaran and
Tosetti (2008) to mention a few, it is assumed that
vit = ift + "it (28)
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where ft (t = 1;    ; T ) are the factors and i (i = 1;    ; n) are the loadings. In a spatial model,
see Anselin and Bera (1998) and Baltagi, Song, and Koh (2003), to mention a few, we consider
both a rst-order spatial autocorrelation (SAR(1)) and a spatial moving average (SMA(1)) model
as follows:
vit = (0:5vi 1;t + 0:5vi+1;t) + "it; (29)
vit = (0:5"i 1;t + 0:5"i+1;t) + "it: (30)
For these specications (28), (29) and (30), "it is assumed to be iidN(0; 2") across individuals and
over time. The null can be regarded as a special case of i = 0 in the factor model (28) and  = 0
in the spatial model (29) and (30).
The parameters  and  are set arbitrarily to 1 and 2 respectively. The 0is are assumed
to be iidN(; 
2
) for i = 1;    ; n. We set  = 0 and 2 = 0:25. For the regressor in (27),
 = 0:7 and  = 0 and 
2
 = 1. vit (under the null) and "it (under the alternative) are from






" = 0:5. For the factor model in (28) i  iidU( 0:5; 0:55) and
ft  iidN(0; 1). For the spatial model  = 0:4 in (29) and (30).
The Monte Carlo experiments are conducted for n = 5; 10; 20; ; 30; 50; 100; 200 and T = 10; 20; 30; 50.
For each replication, we compute the John, CD and PUYs LM test statistics. 2,000 replications are
performed. To obtain the empirical size, the John test is conducted at the two-sided 5% nominal
signicance level.
6.2 Results
Table 1 gives the empirical size of the John test under the null of sphericity. Hence, in these
experiments we assume that there is no cross-section dependence of the factor model or spatial
correlation type. By and large, the size of the John test is close to 5% for comparably large n and
T and for small n and large T . This is consistent with the theoretical results derived in Theorem
1 of Section 4. For large n and small T , the John test is slightly oversized. Similarly, the size of
PUYs LM test is close to 5% except for large n and small T , while the CD test has the correct
size for all combinations of n and T .
Table 2 presents the size adjusted power of these tests under the alternative specication of a
factor model. Note that the size adjusted power of the John and PUYs LM tests increase with n
and T . However, the CD test lacks power in this case. The power of the CD test is less than 23%
even for n = 200 and T = 50.
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Table 1: Size of Tests 
Size T \ n 5 10 20 30 50 100 200
John 10 5.5 7.3 7.5 8.3 8.2 7.3 9.7
20 5.6 6.8 5.5 5.6 7.1 7.2 6.2
30 6.0 6.1 5.6 7.0 5.2 6.3 6.4
50 4.9 6.2 5.1 5.9 6.8 5.1 5.2
PUY's LM 10 5.0 5.7 3.7 6.4 5.5 8.3 24.8
20 4.3 4.7 4.2 4.1 5.7 5.8 6.5
30 4.6 4.1 3.9 6.3 4.8 5.4 6.2
50 4.4 5.0 5.5 4.8 6.1 4.3 4.6
Pesaran's CD 10 5.4 5.2 5.9 5.7 4.4 5.0 6.2
20 5.4 4.2 4.9 5.3 5.0 6.1 5.8
30 4.4 4.9 5.3 4.7 6.5 5.4 5.0
50 4.6 5.4 4.8 5.5 4.1 4.9 4.3
Note: In a fixed effects panel data model specified in Section 6, this table reports 
the size of the John test, Pesaran, Ullah and Yamagata (2008) (PUY) LM test
and Pesaran's (2004) CD test. Homoskedasticity and normality of the idiosyncratic
errors are assumed. These tests are conducted at the two-sided 5% nominal 
significance level.
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Table 2: Size Adjusted Power of Tests: Factor Model 
Size Adjusted Power T \ n 5 10 20 30 50 100 200
John 10 9.4 14.8 37.8 47.3 71.7 88.0 94.8
20 18.7 35.1 67.4 86.7 95.5 99.8 100.0
30 24.6 55.3 88.1 94.7 99.6 100.0 100.0
50 45.4 80.1 97.8 99.8 100.0 100.0 100.0
PUY's LM 10 7.1 12.2 32.2 37.6 62.9 84.2 92.0
20 17.7 32.7 61.3 80.2 93.1 99.5 100.0
30 23.3 51.3 84.6 93.5 99.4 100.0 100.0
50 39.6 75.0 96.3 99.5 99.9 100.0 100.0
Pesaran's CD 10 4.9 6.9 5.2 6.8 6.6 7.0 9.8
20 8.2 9.7 8.3 9.5 10.5 11.8 13.5
30 11.0 8.6 9.9 12.6 9.0 12.1 15.8
50 14.0 12.2 13.4 14.4 16.4 18.5 22.6
Note:  In order to calculate the size adjusted power, a factor structure model is
assumed to allow for cross-sectional dependence in the errors, see Section 6.
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Table 3: Size Adjusted Power of Tests: SAR (1) Model 
Size Adjusted Power T \ n 5 10 20 30 50 100 200
John 10 33.9 34.6 40.2 34.4 42.0 44.5 45.0
20 72.6 77.1 87.2 89.9 88.0 91.2 94.5
30 91.5 96.9 99.6 98.9 99.1 99.6 99.8
50 99.9 100.0 100.0 100.0 100.0 100.0 100.0
PUY's LM 10 26.6 22.5 29.4 20.0 23.9 27.4 24.6
20 69.5 70.2 78.0 79.4 74.6 75.1 79.9
30 91.7 95.8 98.1 97.3 97.4 98.6 99.8
50 99.8 100.0 100.0 100.0 100.0 100.0 100.0
Pesaran's CD 10 58.9 50.4 46.2 47.8 45.3 41.5 38.9
20 84.3 78.5 72.3 72.3 68.1 66.8 67.6
30 96.3 87.5 87.7 85.3 85.0 82.9 82.3
50 99.6 98.7 98.0 97.4 97.1 96.0 97.3
Note:  In order to calculate the size adjusted power, a SAR (1) error structure is 
assumed to allow for cross-sectional dependence, see Section 6.
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Table 4: Size Adjusted Power of Tests: SMA (1) Model 
Size Adjusted Power T \ n 5 10 20 30 50 100 200
John 10 16.6 19.0 22.4 16.9 22.9 24.1 25.6
20 45.0 50.6 63.8 65.5 66.8 66.3 65.6
30 75.2 84.2 90.2 92.1 94.6 95.2 94.8
50 98.6 99.9 100.0 100.0 100.0 100.0 100.0
PUY's LM 10 15.9 16.6 21.2 12.6 16.2 20.6 15.4
20 52.3 52.5 61.5 62.1 61.1 59.3 63.5
30 85.6 85.7 90.0 90.5 91.0 91.0 89.4
50 99.6 99.9 100.0 100.0 100.0 100.0 100.0
Pesaran's CD 10 38.2 32.2 33.6 32.3 31.7 30.6 26.8
20 62.5 54.7 54.1 53.0 45.5 47.1 47.7
30 83.9 70.4 66.6 67.7 68.5 64.7 67.6
50 96.5 91.2 88.9 88.7 85.5 85.1 87.2
Note: In order to calculate the size adjusted power, a SMA (1) error structure is 
assumed to allow for cross-sectional dependence, see Section 6.
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Tables 3 and 4 show the size adjusted power of these tests under the alternative specication
of SAR(1) and SMA(1), respectively. Note that all the tests have low power for small T = 10,
but this improves considerably when T = 20. In these cases, the size adjusted power of John test
is slightly better than that of PUYs LM test for all combinations of n and T: The size adjusted
power of the CD test performs much better than in the case of a factor model.7
7 Conclusion
This paper proposes a new test for sphericity of the disturbances of a xed e¤ects panel data
regression model. Under homoskedasticity of the disturbances, this is equivalent to testing for
no cross-sectional dependence. There are several econometric methods that model cross-section
dependence, including the popular spatial correlation models and the factor models. To avoid
the ad hoc specications imposed on the covariance matrix, a test based on the sample covariance
matrix of a xed e¤ects panel data regression model is proposed. Following Ledoit and Wolf (2002),
we propose a John test using the xed e¤ects residuals. The limiting distribution of the proposed
test is derived and its nite sample properties are examined using Monte Carlo experiments. The
simulation results show that the John test performs better than the PUYs LM test and Pesarans
CD test and can be applied in empirical panel data studies using xed e¤ects residuals. However,
the John test remains oversized for panels with large n and small T:
7See Pesaran and Tosetti (2008) who distinguish between factor models and spatial models in terms of time specic
weak versus strong cross-sectional dependence.
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Appendix: Proofs of Propositions and Theorems
This appendix includes proofs of the main results in the text. The following lemma is frequently
used in the proofs:
Lemma 1 For a random sequence fZng, if EZ2n = O(n), where  is a constant, then Zn =
Op(n
=2).
In the xed e¤ects model, yit = x0it+i+vit, ~ is the within estimator and the within residuals
are given by bvit = ~yit  ~x0it~, where ~yit = yit  yi and ~xit = xit  xi. Dene ~vit = vit  vi, then, the
residuals v̂it = ~vit  ~x0it(~  ) and in vector form we have bvt = ~vt  ~xt(~  ): To obtain T (Û  U)
in (14) we need to calculate four terms: 1n trS,
1
n trS
2, 1n trŜ and
1
n trŜ
2. The following lemma is
needed to prove Theorem 1.
Lemma 2 Under Assumptions 1 and 2,














This lemma veries Proposition 1 in Ledoit and Wolf (2002). Moreover, the results above
provide the order of the higher order terms, which are used in the calculation of the asymptotic

































































































































































































= I + II + III + IV:























































































































































































A Proof of Proposition 1
Proof. Recall ~yit = ~x0it + ~vit and














It is easy to show that






Now bvit = ~yit  ~x0it~ = ~x0it+ ~vit  ~x0it~ = ~vit  ~x0it(~ ). In vector form v̂t = ~vt  ~xt(~ ), where
~vt = vt   v. It follows that
























































































































































































































































Collecting (33), (34) and (36), we obtain
1
n


















































Thus, bS   S =  A0  A1  A2 +A3: To prove Proposition 2, we need the following lemma.
Lemma 3 Under Assumptions 1 and 2,























































The proofs are included in Baltagi et al. (2009).









tr(bS2   S2) = 2 1
n
tr[S(Ŝ   S)] + 1
n
tr(Ŝ   S)2:
Using the notation above,
1
n






tr (S( A0  A1  A2 +A3)) +
1
n








tr(A20 +A0A1 +A0A2  A0A3 +A1A0 +A21 +A1A2  A1A3
+A2A0 +A2A1 +A
2
2  A2A3  A3A0  A3A1  A3A2 +A23):
We have tr(A0A1) = tr(A1A0) = tr(A0A2) = tr(A2A0), tr(A1A2) = tr(A2A1), tr(A3A1) =
tr(A1A3) = tr(A3A2) = tr(A2A3), tr(A21) = tr(A
2
2), and tr(SA2) = tr(SA1). Hence,
1
n

































Given these results, the proposition follows directly from Lemma 3.
C Proof of Proposition 3
Dene W1 = 1n trŜ  
1
n trS and W2 =
1
n trŜ
2   1n trS
2. To derive the asymptotics of T (Û   U), we
need to calculate the magnitudes of W1 and W2, which requires the following lemma.









































































































































































































































This proves the lemma.
The magnitudes and high order terms of W1 and W2 are summarized in the following lemma.
Lemma 5 Under Assumptions 1 and 2,









(b) W2 =   2T 
4



























































































































































































































































Having the results on 1n trS,
1
n trS
2, W1 and W2, we are in good position to prove Proposition
3.
Proof of Proposition 3. Plugging the results in Lemma 2 and Lemma 5 in (14), we obtain


























































































































































































































































































































































It follows directly that























Obviously, T (Û U)2  
n
2(T 1) ! 0 as (n; T )!1 with n=T ! c 2 [0;1).
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Testing for Sphericity in a Fixed E¤ects Panel Data Model:
Supplementary Appendix
Badi Baltagi, Qu Feng and Chihwa Kao
This supplementary appendix contains the proof of Lemma 3 in Baltagi, Feng and Kao (2009).
Lemma 3: Under Assumptions 1 and 2,






















































1 Proof of part a)










nT ). For simplicity, we prove the lemma in
case k = 1. The proof in the general case of xed dimension of regressors k is di¤erent only in the













































!b   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Proof. By Lemma 1 in the paper, to obtain the order of magnitude of the terms above, we need
























































































































































































































































2 Proof of part b)
Proof. Show b) 1n tr(SA3) = Op(
1
















































































































































































































The result follows directly from Lemma A.3 below.






























































































Since vjs are independent of vit for j 6= i or s 6= t, the mean of the terms involving vjs with an odd











1A235 = O( 1
n2T 4


































































































3 Proof of part c)














































































































































are two scalars, so the trace operator can be removed. Consider



























































































Lemma A.4 Under Assumptions 1 and 2,
1)F3:1 = Op( 1T );
2)F3:2 = Op( 1T );
3)F3:3 = Op( 1T );
4)F3:4 = Op( 1T ):





























































































































































































































































































































































































































































































































































































































































































































































































































































































1A235 = O( 1
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4 Proof of part d)







































































































































































































































The result follows directly from the lemma below. Therefore, 1n tr(A1A2) = Op(
n







Lemma A.5 Under Assumptions 1 and 2,
1)F4:1 = Op( nT );
2)F4:2 = Op( nT );
3)F4:3 = Op( nT );
4)F4:4 = Op( nT ):
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1A235 = O( 1
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5 Proof of part e)




























































































































































































































































































































































































































































































































































































6 Proof of part f)








































































































































are two scalars, the trace operator can

























7 Proof of part g)






































































































We need distinguish ve cases of (s; t; ): 2 =s : (1) s = t =  ; 1 =: (2) s = t;  6= s; (3)
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8 Proof of part h)


































































































































































































9 Proof of part i)



























































































































































































































































 F9:1 + F9:2:
Similarly, we need distinguish ve cases of (s; t; ):
2 =s : (1) s = t =  ;
1 =: (2) s = t;  6= s; (3) s =  ; t 6= s; (4) t =  ; s 6= t; and






































































































!235 = O( 1
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 F9:3 + F9:4:
For (s; t;  ; ), there are 15 cases:
3 =s : (1) s = t =  = ;
2 =s : (2) (s = t) 6= ( = ); (3) (s = ) 6= (t = ); (4) (s = ) 6= (t = ); (5) (s = t = ) 6=
(); (6) (s = t = ) 6= (); (7) (s =  = ) 6= (t); (8) (t =  = ) 6= (s);
1 =: (9) (s = t) 6=  6= ; (10) (s = ) 6= t 6= ; (11) (s = ) 6= t 6=  ; (12) (t = ) 6= s 6= ;
(13) (t = ) 6= s 6=  ; (14) ( = ) 6= s 6= t and
no  =: (15) s 6= t 6=  6= :











i=1 vit~xivivis can be
calculated respectively as above:


























































































































































































































































































































































































































































































































nT 5) = O( 1
nT 3
):


















in each of 15 cases:


















































































































































































































































































































































































































































































































































n2T 5) = O( 1
T 3
):


































































10 Proof of part j)
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T ) = Op(
1
nT 2
):
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