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Abstract
Stable concurrent learning and control of dynamical systems is the subject
of adaptive control. Despite being an established field with many practical
applications and a rich theory, much of the development in adaptive control
for nonlinear systems revolves around a few key algorithms. By exploiting
strong connections between classical adaptive nonlinear control techniques
and recent progress in optimization and machine learning, we show that
there exists considerable untapped potential in algorithm development for
both adaptive nonlinear control and adaptive dynamics prediction. We first
introduce first-order adaptation laws inspired by natural gradient descent and
mirror descent. We prove that when the system is in the over-parameterized
regime typical of modern machine learning or is not persistently excited, such
non-Euclidean adaptation laws implicitly regularize the learned model. We
apply this result to regularized dynamics predictor and observer design, and
consider Hamiltonian systems, Lagrangian systems, and recurrent neural
networks as concrete examples. We subsequently develop a variational
formalism based on the Bregman Lagrangian to define adaptation laws
with momentum applicable to linearly parameterized systems or nonlinearly
parameterized systems satisfying monotonicity or convexity requirements.
We show that the Euler Lagrange equations for the Bregman Lagrangian lead
to natural gradient and mirror descent-like adaptation laws with momentum,
and recover their first-order analogues in the infinite friction limit. We
illustrate our analysis with simulations using a higher-order algorithm for
nonlinearly parameterized systems to learn regularized hidden layer weights
in a three-layer feedforward neural network.
1 Introduction
Adaptation is an online learning problem concerned with control or prediction of the dynamics
of an unknown nonlinear system. This task is accomplished by constructing an approximation
fˆ = f(x, aˆ, t) to the true dynamics f(x,a, t) through the online adjustment of a vector of
parameter estimates aˆ(t) under the assumption that there exists a fixed vector of parameters a
that globally fits the dynamics. The overarching goal is provably safe, stable, and concurrent
learning and control of nonlinear dynamical systems.
Adaptive control theory is a mature field, and many results exist tailored to specific system
structures (Ioannou and Sun, 2012; Narendra and Annaswamy, 2005; Slotine and Li, 1991).
An adaptive control algorithm typically consists of a parameter estimator coupled in feedback
to the controlled system, and the parameter estimator is often strongly inspired by gradient-
based optimization algorithms. A significant difference between standard optimization
algorithms and adaptive control algorithms is that the parameter estimator must not only
converge to a set of parameters that leads to perfect tracking of the desired trajectory,
but the system must remain stable throughout adaptation. The additional requirement of
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stability prevents the immediate application of optimization algorithms as adaptive control
algorithms, and stability must be proved by jointly analyzing the closed-loop system and
estimator.
Significant progress has been made in adaptive control even for nonlinear systems in the
linearly parameterized setting, where the dynamics approximation is of the form fˆ = Y(x, t)aˆ
for some known regressor matrix Y(x, t). Examples include the adaptive robot trajectory
controller of Slotine and Li (1987) and the neural network-based controller of Sanner and
Slotine (1992), which employs a mathematical expansion in physical nonlinear basis functions
to uniformly approximate the unknown dynamics.
Unlike its linear counterpart, solutions to the adaptive control problem in the general
nonlinearly parameterized setting fˆ = f(x, aˆ, t) have remained elusive. Intuitively, this
is unsurprising: guarantees for gradient-based optimization algorithms typically rely on
convexity, with a few notable exceptions such as the Polyak-Lojasiewicz condition (Karimi
et al., 2016; Polyak, 1963). In the linearly parameterized setting, the underlying optimization
problem will be convex. When the parameters appear nonlinearly, the problem is in general
nonconvex and difficult to provide guarantees for.
In this work, we provide new provably globally convergent algorithms for both the linearly
and nonlinearly parameterized adaptive control problems, along with new insight into existing
adaptive control algorithms for the linearly parameterized setting. Our results for nonlinearly
parameterized systems are valid under the monotonicity assumptions of Tyukin et al. (2007)
(equivalent to the assumptions used for generalized linear models in machine learning and
statistics (Kakade et al., 2011; Goel and Klivans, 2017; Goel et al., 2018)) or the convexity
assumptions of Fradkov (1980).
1.1 Description of primary contributions
Our contributions can be categorized into three main advances.
1. We further develop a class of natural gradient and mirror descent-like algorithms
that have recently appeared in the literature in the context of physically consistent
inertial parameter learning in robotics (Lee et al., 2018) and geodesically convex
optimization (Wensing and Slotine, 2018). We prove that these algorithms implicitly
regularize the learned system model in both the linearly parameterized and nonlin-
early parameterized settings. Unlike standard problems in optimization and machine
learning, explicit regularization terms cannot be naively added to adaptive control
algorithms without impacting stability and performance. Our approach enables the
provably stable and globally convergent implementation of regularization in adaptive
control without impacting control and prediction performance. We demonstrate the
utility of these results through examples in the context of dynamics prediction, such
as sparse estimation of a physical system’s Hamiltonian or Lagrangian function, and
estimating the weights of a continuous-time recurrent neural network model.
2. It is well-known in adaptive control that the true parameters a are only recov-
ered when the desired trajectory satisfies a strong condition known as persistent
excitation (Narendra and Annaswamy, 2005; Slotine and Li, 1991). In general, an
adaptation law need only find parameters that enable perfect tracking, and very little
is known about what parameters are found when the estimator converges without
persistent excitation. Our proof of implicit regularization provides an answer, and
shows that standard Euclidean adaptation laws lead to parameters of minimum l2
norm.
3. We construct a general class of higher-order in-time adaptive control algorithms
that incorporate momentum into existing adaptation laws. Our new momentum
algorithms are proven to be stable and globally convergent for both linearly pa-
rameterized and nonlinearly parameterized systems. We connect these higher-order
methods with the first advance by designing a number of natural gradient and mirror
descent-like adaptive control algorithms with momentum, to which the implicit
regularization results also apply.
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For the third contribution, we utilize the Bregman Lagrangian (Wibisono et al., 2016;
Betancourt et al., 2018; Wilson et al., 2016) in tandem with the velocity gradient methodol-
ogy (Fradkov, 1980; Fradkov et al., 1999; Fradkov, 1986; Andrievskii et al., 1988) to define a
general formalism that generates higher-order in-time (Morse, 1992) velocity gradient algo-
rithms. Our key insight is that the velocity gradient formalism provides an optimization-like
framework that encompasses many well-known adaptive control algorithms, and that the
velocity gradient “loss function” can be placed directly in the Bregman Lagrangian.
Based on the first-order velocity gradient methodology, these adaptation laws with momentum
lead naturally to the development of composite adaptation algorithms with momentum for
linearly parameterized systems (Slotine and Li, 1991). By use of a proportional-integral
(PI) form, these composite laws are driven directly by the function approximation error
f˜ = fˆ − f itself, and do not require any explicit filtering of the system dynamics. Much like
the well-known reduced-order Luenberger observer, the PI form enables obtaining f˜ in the
adaptation law despite the fact that this signal is not explicitly measured (Luenberger, 1979).
1.2 Summary of related work
Our work continues in a recent tradition that utilizes a continuous-time view to analyze
optimization algorithms. As a non-exhaustive list, Diakonikolas and Jordan (2019) develop
momentum algorithms from the perspective of Hamiltonian dynamics, while Maddison et al.
(2018) similarly uses Hamiltonian dynamics to prove linear convergence of new optimization
algorithms without strong convexity. Muehlebach and Jordan (2019) and Muehlebach and
Jordan (2020) consider momentum algorithms and Nesterov’s method from the point of view
of dynamical systems and control. Boffi and Slotine (2020) analyze distributed stochastic
gradient descent algorithms via dynamical systems and nonlinear contraction theory. In all
cases, continuous-time often affords simpler proofs, and it enables the application of physical
intuition when reasoning about optimization algorithms.
While the continuous-time view of optimization has seen a resurgence after it was used
by Su et al. (2016) to provide an intuitive justification for Nesterov’s accelerated gradient
method (Nesterov, 1983), continuous-time differential equations were used as early as 1964 by
Polyak to derive the classical momentum or “heavy ball” optimization method (Polyak, 1964).
Given the gradient-based nature of many adaptive control algorithms, the continuous-time
view of optimization provides a natural bridge from modern optimization to modern adaptive
control.
Despite the simplicity of continuous-time, finding the limiting differential equations for a given
discrete-time optimization algorithm can be a daunting task. The reverse direction – given a
continuous-time dynamics, finding a discretization that provably retains the convergence rates
of the differential equation – is similarly challenging. In a significant advance, Wibisono et al.
(2016) showed that many accelerated methods in optimization can be derived via a variational
point of view from a single mathematical object known as the Bregman Lagrangian. The
Bregman Lagrangian leads to second-order mass-spring-damper-like dynamics, and careful
discretization provides discrete-time algorithms such as Nesterov’s celebrated accelerated
gradient method (Nesterov, 1983). It is the Bregman Lagrangian’s generation of these
second-order dynamics that leads to our new adaptive control algorithms, which generalize
and extend a recently developed algorithm due to Gaudio et al. (2019).
Progress has been made in nonlinearly parameterized adaptive control in a number specific
cases. Annaswamy et al. (1998), Ai-Poh Loh et al. (1999), and Kojić and Annaswamy (2002)
develop stable adaptive control laws for convex and concave parameterizations, though they
may be overly conservative and require solving optimization problems at each timestep. Astolfi
and Ortega (2003) and Liu et al. (2010) develop the well-known Immersion and Invariance
(I&I) approach, and prove global convergence if a certain monotone function can be con-
structed. Ortega et al. (2019) use a similar approach for system identification. Tyukin et al.
(2007) consider dynamical systems satisfying a monotonicity assumption that is essentially
identical to conditions required for learning generalized linear models in machine learning
and statistics (Kakade et al., 2011; Goel and Klivans, 2017; Goel et al., 2018), and develop
provably stable adaptive control algorithms for nonlinearly parameterized systems in this
3
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setting. Fradkov (1980), Andrievskii et al. (1988), Fradkov (1986), and Fradkov et al. (1999)
develop the velocity gradient methodology, an optimization-like framework for adaptive con-
trol that allows for provably global convergence under a convexity assumption. As mentioned
in Section 1.1, this framework, in tandem with the Bregman Lagrangian, is central to our
development of momentum algorithms.
Our work is strongly related to and inspired by a line of recent work that analyzes the
implicit bias of optimization algorithms in machine learning. Soudry et al. (2018), Gunasekar
et al. (2018b), and Gunasekar et al. (2018a) characterize implicit regularization of common
gradient-based optimization algorithms such as gradient descent with and without momentum,
as well as natural and mirror descent in the settings of regression and classification. Azizan
et al. (2019), and Azizan and Hassibi (2019) arrive at similar results via a different derivation
based on results from H∞ control. Similarly, Belkin et al. (2019) consider the importance of
implicit regularization in the context of the successes of deep learning. Our results are the
adaptive control analogues of those presented in these papers.
1.3 Paper outline
The paper is organized as follows. In Section 2, we present required mathematical background
on direct adaptive control in the linearly and nonlinearly parameterized settings. In Section 3
we derive our results on implicit regularization of adaptive control algorithms, while in
Section 4 we apply these results to Hamiltonian dynamics prediction, control of Lagrangian
systems, and estimation of recurrent neural networks. In Section 5 we provide background
for our development of momentum algorithms, including a review of the velocity gradient
formalism (Section 5.1) and the Bregman Lagrangian (Section 5.2). In Section 6 we present
our new adaptive control algorithms with momentum, and we extend them to the non-
Euclidean setting in Section 7. We illustrate our results via simulation in Section 8, and we
conclude with some closing remarks and future directions in Section 9.
2 Direct adaptive control
In this section, we provide an introduction to direct adaptive control for both linearly
parameterized and nonlinearly parameterized systems, along with a description of some
natural gradient-like adaptive laws that have appeared in the recent literature.
2.1 Linearly parameterized dynamics
We begin with an introduction to the formalism of direct adaptive control, and describe
the systems to which our results apply. For simplicity, we restrict ourselves to the class of
nth-order nonlinear systems
x(n) + f(x,a, t) = u (1)
where x(i) ∈ R denotes the ith derivative of x, x = (x, x(1), . . . , x(n−1))T ∈ Rn is the system
state, a ∈ Rp is a vector of unknown parameters, f : Rn × Rp × R+ → R is of known
functional form but is unknown due to its dependence on a, and u ∈ R is the control input.
The goal of adaptive control is stable concurrent learning and control, and thus we seek to
design a feedback control law u = u(x, aˆ) that depends on a set of adjustable parameters
aˆ ∈ Rp and ensures that x(t)→ xd(t) where xd(t) ∈ Rn is a known desired trajectory. Along
the way, we require that all system signals remain bounded. The estimated parameters aˆ
are updated according to a learning rule or adaptation law
˙ˆa = g(a, aˆ,x) (2)
where g : Rp × Rp × Rn → Rp must be implementable solely in terms of known system
signals despite its potential dependence on a. Like reinforcement learning, adaptive control
is fundamentally an online learning problem where the data-generating process is a nonlinear
dynamical system coupled in feedback to the learning process, though adaptive control
generally involves much faster convergence. For nth order systems as considered in (1), a
4
arXiv preprint
common approach is to define the sliding variable (Slotine and Li, 1991)
s =
(
d
dt
+ λ
)n−1
x˜ = x˜(n−1) − x˜(n−1)r (3)
where λ > 0 is a constant, x˜(t) = x(t)− xd(t), and we have defined x˜(i)(t) = x(i)(t)− x(i)d (t)
and x˜(n−1)r as the remainder based on the definition of s. According to the definition (3), s
obeys the differential equation
s˙ = u− f(x,a, t)− x˜(n)r . (4)
Hence, from (4), we may choose
u = f(x, aˆ, t) + x˜(n)r − ηs (5)
to obtain the stable first-order linear filter
s˙ = −ηs+ f(x, aˆ, t)− f(x,a, t). (6)
For future convenience, we define f˜(x, aˆ,a, t) = f(x, aˆ, t) − f(x,a, t) and we will omit its
arguments when clear from the context. From the definition of s in (3), s = 0 defines the
dynamics (
d
dt
+ λ
)n−1
x˜ = 0. (7)
Equation (7) is a stable (n− 1)th-order filter which ensures that x˜→ 0 exponentially. For
systems of the form (1), it is thus sufficient to consider the two first-order dynamics (2) and
(6), and the adaptive control problem has been reduced to finding a learning algorithm that
ensures s→ 0.
Remark 2.1. Systems in the matched uncertainty form
x˙ = Ax + b (u− f(x,a, t)) ,
where the constant pair (A,b) is controllable and the constant parameter vector a in the
nonlinear function f(x,a, t) is unknown, can always be put in the form (1) by using a state
transformation to the second controllability canonical form − see Luenberger (1979), Chapter
8.8. After such a transformation, the new state variables z satisfy z˙i = zi+1 for i < n and
z˙n = −
∑n−1
i=1 aizi + u− f(x,a, t). Defining s as in (3) and correctly computing u leads to
(6). Hence, all results in this paper extend immediately to such systems. 
Remark 2.2. The fundamental utility of defining the variable s is its conversion of the
adaptive control problem for the nth-order system (1) to an adaptive control problem for the
first-order system (6). Our results may be simply extended to other error models (Narendra
and Annaswamy, 2005; Ai-Poh Loh et al., 1999) of the form (6), or error models with similar
input-output guarantees, as summarized by Lemma A.2. 
Remark 2.3. We will use f to denote the equivalent first-order system to (1), x˙ = f(x,a, t)+
u, where f = (x2, x3, . . . , f(x,a, t)) and u = (0, 0, . . . , u). 
The classic setting for adaptive control assumes that the unknown nonlinear dynamics
depends linearly on the set of unknown parameters, that is
f(x,a, t) = Y(x, t)a,
with Y : Rn × R+ → R1×p a known function. In this setting, a well-known algorithm is the
adaptive controller of Slotine and Coetsee (1986), given by
˙ˆa = −PYT s, (8)
and its extension to multi-input adaptive robot control (Slotine and Li, 1987), where P =
PT > 0 ∈ Rp×p is a constant positive definite matrix of learning rates. Consideration of the
Lyapunov-like function V = 12s
2 + 12 a˜
TP−1a˜ shows stability of the feedback interconnection
of (6) and (8) and convergence to the desired trajectory via an application of Barbalat’s
Lemma (Lemma A.1). We will refer to (8) as the Slotine and Li controller. In this work, we
make a mild additional assumption that simplifies some of the proofs.
Assumption 2.1. The dynamics fˆ(x, aˆ, t) is locally bounded in xˆ and aˆ uniformly in t.
That is, if ‖x‖ ≤ ∞ and ‖aˆ‖ <∞, then ∀t ≥ 0, |fˆ(x, aˆ, t)| <∞. 
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2.2 Nonlinearly parameterized dynamics
While a difficult problem in general, significant progress has been made for the nonlinearly
parameterized adaptive control problem under the assumption of monotonicity, and several
notions of monotonicity have appeared in the literature (Tyukin et al., 2007; Tyukin, 2011;
Astolfi and Ortega, 2003; Liu et al., 2010; Ortega et al., 2019). We consider one such notion
as presented by Tyukin, which is captured in the following assumption.
Assumption 2.2. There exists a known time- and state-dependent function α : Rn×R≥0 →
Rp such that
a˜Tα(x, t) (f (x, aˆ, t)− f (x,a, t)) ≥ 0, (9)
|α(x, t)T a˜| ≥ 1
D1
|f (x, aˆ, t)− f (x,a, t) |. (10)
where D1 > 0 is a positive scalar. 
This assumption is satisfied, for example, by all functions of the form
f(x,a, t) = λ(x, t)fm(x,φ(x, t)
Ta, t), (11)
where λ : Rn × R≥0 → R, φ : Rn × R≥0 → Rp, fm : Rn × R × R≥0 → R, and where fm
is monotonic and Lipschitz in φ(x)Ta. In this setting, α(x, t) may be taken as α(x, t) =
(−1)pD1λ(x, t)φ(x, t) where p = 0 if fm is non-decreasing in φTa and p = 1 if fm is
non-increasing in φTa (Tyukin et al., 2007; Tyukin, 2011).
Under Assumption 2.2, Tyukin et al. (2007) showed that the adaptation law
˙ˆa = −f˜(x, aˆ, t)Pα(x, t) (12)
with P = PT > 0 a positive definite matrix of learning rates of appropriate dimensions
ensures that f˜ ∈ L2 over the maximal interval of existence of x. Under suitable conditions on
the error model, this then ensures that f˜ ∈ L2∩L∞, (x, aˆ) remain bounded for all t, and that
x→ xd. The proof follows by consideration of the Lyapunov-like function V = 12 a˜TP−1a˜.
While f˜ itself is unknown, and hence (12) is not directly implementable, it is contained in
s˙. Intuitively, unknown quantities contained in s˙ can thus be obtained in the adaptation
dynamics through a proportional term in aˆ that contains s. This idea of gaining a “free”
derivative is the basis of the reduced-order Luenberger observer for linear systems (Luenberger,
1979)1. Proportional-integral adaptive laws of this type have been known as algorithms
in finite form (Fradkov et al., 1999; Tyukin, 2003) and appear in the well-known I&I
framework (Astolfi and Ortega, 2003; Liu et al., 2010). Following this prescription, (12) may
be implemented in a proportional-integral form,
ξ(x,xd, t) = −Ps(x,xd)α(x, t), (13)
ρ(x,xd, t) = P
∫ xn(t)
xn(t0)
s(x,xd)
∂α(x, t)
∂xn
dxn, (14)
aˆ = a + ξ(x,xd, t) + ρ(x,xd, t), (15)
a˙ = −ηsPα + Ps
n−1∑
i=1
∂α
∂xi
xi+1 −
n−1∑
i=1
∂ρ
∂xi
xi+1 −
(
∂ρ
∂xd
)T
x˙d − ∂ξ
∂t
− ∂ρ
∂t
. (16)
Algorithm (12) is similar to a gradient flow algorithm. If f(x,a, t) has the form (11) and is
non-decreasing, gradient flow on the loss function L(x, aˆ, t) = 12 f˜
2(x, aˆ, t) with a gain matrix
D1P leads to
˙ˆa = −f˜(x, aˆ, t)f ′m(x,φT aˆ, t)Pα(x, t)
where ′ denotes differentiation with respect to the second argument. f ′m(x,φ
T aˆ, t) is of known
sign due to the monotonicity assumption, but of unknown magnitude. It is sufficient to remove
1Similar concepts can be extended to nonlinear observers; see Lohmiller and Slotine (1998),
Section 4.1.
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this quantity from the adaptation law and instead to follow the pseudogradient f˜(x, aˆ, t)α
despite non-convexity of the square loss in this setting. Similarly, if f is non-increasing, we
find
˙ˆa = f˜(x, aˆ, t)f ′m(x,φ
T aˆ, t)Pα(x, t)
and it is sufficient to set f ′m to negative one.
2.3 The Bregman divergence and natural adaptation laws
Lee et al. (2018) introduced an elegant modification of the Slotine and Li adaptive robot
controller, later generalized by Wensing and Slotine (2018). It consists of replacing the usual
parameter estimation error term 12 a˜
TP−1a˜ in the Lyapunov-like function V = 12s
2+ 12 a˜
TP−1a˜
with the Bregman divergence (Bregman, 1967),
dψ (y ‖ x) = ψ(y)− ψ(x)− (y − x)T ∇ψ(x)
to obtain the new “non-Euclidean” Lyapunov-like function
V =
1
2
s2 + dψ (a ‖ aˆ) (17)
for an arbitrary strictly convex function ψ.
The Bregman divergence may be understand as the error made when approximating ψ(y) by a
first-order Taylor expansion around x. It is guaranteed to be non-negative for strictly convex
functions by the first-order characterization of convexity (30). While it is not a norm in
general, it defines a distance-like function for ψ strictly convex related to the Hessian metric
1
2‖x‖2∇2ψ = 12xT∇2ψ(x)x. As two simple examples, for ψ(x) = 12‖x‖2, dψ (x ‖ y) = ‖x−y‖2.
For ψ(x) = 12x
TQx for Q > 0 a positive definite matrix, dψ (x ‖ y) = (x− y)T Q (x− y).
For general convex functions, dψ (· ‖ ·) can always be written via Taylor’s formula with
integral remainder for multivariate functions as
dψ (x ‖ y) = (x− y)T
(∫ 1
0
∇2ψ (y + s (x− y)) (1− s)ds
)
(x− y) .
Indeed, a quick calculation shows that the derivative of the Bregman divergence is simply
d
dt
dψ (a ‖ aˆ) = a˜T∇2ψ(aˆ) ˙ˆa. (18)
Taking ψ(x) = 12x
TP−1x results in the usual weighted quadratic term 12 a˜
TP−1a˜ in the
Lyapunov function. More generally, this procedure effectively replaces the gain matrix P in
the adaptation law by the aˆ-dependent inverse Hessian
[∇2ψ(aˆ)]−1 of the strictly convex
function ψ.
In essence, this procedure replaces the standard gradient-like adaptation law by the natural
gradient in the sense of Amari (1998), so that the resulting adaptation law respects the
underlying Riemannian geometry captured by the Hessian metric ∇2ψ(aˆ) (Lee et al., 2018).
The standard adaptation law ˙ˆa = −PYT s uses the constant metric P−1, which in turn
explains the appearance of P in the natural gradient-like system.
The choice of ψ enables the design of adaptation algorithms that respect physical Riemannian
constraints (Lee et al., 2018; 2019) obeyed by the true parameters, as in the estimation of
mass properties in robotics (Wensing et al., 2018). Similarly, it allows one to introduce a
priori bounds on parameter estimates without resorting to parameter projection techniques
by choosing ψ to be a log-barrier function (Lee et al., 2018; Wensing and Slotine, 2018). In
Section 3.1, we further prove that the choice of ψ imposes implicit regularization on the
resulting parameter estimates in adaptive control.
Remark 2.4. The relation (18) shows that Tyukin’s algorithm (12) can be generalized to
have a parameter estimate-dependent gain matrix. Indeed, consideration of the Lyapunov-like
function V = 1γ dψ (a ‖ aˆ) shows that the algorithm
˙ˆa = −γf˜(x, aˆ, t) [∇2ψ(aˆ)]−1α(x, t),
7
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with ψ strictly convex and γ > 0, ensures that f˜ ∈ L2 over the maximal interval of existence
of x(t) for nonlinearly parameterized systems categorized by Assumption 2.2. The proof is
identical to that of Tyukin (2011) and Tyukin et al. (2007). The implementation of this
algorithm in PI form will be described in Remark 3.3, and is based on a correspondence
between mirror descent and natural gradient descent in continuous-time. This algorithm can
be seen as the adaptive control equivalent of a mirror descent or natural gradient extension of
the GLMTron of Kakade et al. (2011), and this correspondence will be considered in greater
detail in Section 6. 
Remark 2.5. In the linearly parameterized setting, rather than the Lyapunov-like func-
tion V = 12s
2 + dψ (a ‖ aˆ), the Lyapunov-like function V = 12s2 + dψ (Pa ‖ Paˆ) may
be used for any positive definite matrix P. This shows stability of the adaptation law
˙ˆa = −P−1 (∇2ψ(Paˆ))−1 P−1YT s, where choice of the matrix P offers an additional design
flexibility.
Remark 2.6. In some practical applications, for example in adaptive robot control, the
estimated parameters aˆ may correspond to physical constants. In this case, the weighted
parameter estimation error term 12 a˜
TP−1a˜ does not only provide additional design flexibility
through the elements of P in the adaptation law, but is necessary for physical consistency
of units. Indeed, the usual Lyapunov-like function V = 12s
2 + 12 a˜
TP−1a˜ shows that P−1
must be chosen so that the parameter estimation error term 12 a˜
TP−1a˜ has the same units
as the tracking error term 12s
2. Similar considerations apply when replacing this standard
parameter estimation error term with the Bregman divergence dψ (a ‖ aˆ). dψ (a ‖ aˆ) has
the same units as ψ(aˆ), which shows that ψ(aˆ) must be chosen to have the same units as
the tracking error term, for example by introducing a diagonal matrix of constants to ensure
consistent dimensions.
3 Natural gradient adaptation and implicit regularization
In this section, we develop several new natural gradient and mirror descent-like adaptation
laws, and subsequently prove that these algorithms implicitly regularize the learned system
model.
3.1 Implicit regularization and adaptive control
With deep networks as the predominant example, modern machine learning often considers
highly over-parameterized models that are capable of interpolating the training data (achiev-
ing zero error on the training set) while still generalizing well to unseen examples. The
classical principles of statistical learning theory emphasize a trade-off between generalization
performance and model capacity, and predict that in the highly over-parameterized regime,
generalization performance should be poor due to a tendency of the model to fit noise in
the training data. Nevertheless, empirical evidence indicates that deep networks and other
modern machine learning models do not obey classical statistical learning wisdom (Belkin
et al., 2019), and can even generalize with significant label noise (Zhang et al., 2016). More
surprisingly, the ability to simultaneously fit label noise in the training data yet generalize to
new examples has been observed in over-parameterized linear models (Bartlett et al., 2019;
Muthukumar et al., 2019). A possible explanation for the ability of highly over-parameterized
models to generalize when optimized using simple first-order algorithms is their implicit
bias – that is, the tendency of an algorithm to converge to a particular (e.g. minimum
norm) solution when there are many that interpolate the training data (Soudry et al., 2018;
Gunasekar et al., 2018b;a; Azizan et al., 2019; Azizan and Hassibi, 2019).
In adaptive control, the possibility of there being many possible parameter vectors aˆ that lead
to zero tracking error is not unique to the over-parameterized case. Unless the trajectory is
persistently exciting (Narendra and Annaswamy, 2005; Slotine and Li, 1991), it is well-known
that aˆ will not converge to the true parameters a in general. Depending on the complexity
of the trajectory, there may even be many solutions in the under-parameterized case where
dim(aˆ) < dim(a). This occurs because, to achieve perfect tracking, the adaptation algorithm
need only fit the unknown dynamics f(x(t),a, t) along the trajectory rather than the whole
8
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state space, so that the effective number of parameters may be less than dim(a). The wealth
of possible solutions in the linearly parameterized case is captured by the time-dependent
null-space of Y(x(t), t): when x→ xd, we can conclude that Y(xd(t), t)a˜(t) = 0, and hence
that aˆ(t) = a + nˆ(t) where Y(xd(t), t)nˆ(t) = 0 for all t. This observation also highlights
that any element of the null space nˆ(t) may be added to the parameter estimates aˆ without
affecting the value of fˆ2. In the over-parameterized case when dim(aˆ) > dim(a), the set of
parameters that achieve zero tracking error is not unique regardless of the complexity of the
desired trajectory.
By deriving continuous-time extensions of recent results that consider the implicit bias
of mirror descent algorithms (Azizan et al., 2019; Azizan and Hassibi, 2019), we now
show how the natural adaptive laws of the previous subsection imposes implicit regulariza-
tion on the solution aˆ. This proof of implicit regularization provides an answer to the question,
“With infinitely many parameter vectors that achieve zero tracking error, which
does adaptation choose?”
Define the set
A = {θ|f(x(t),θ, t) = f(x(t),a, t) ∀t} (19)
i.e., (19) contains only parameters that interpolate the dynamics f(x(t),a, t) along the entire
trajectory. We are now in a position to state the following proposition.
Proposition 3.1. Consider the natural gradient-like adaptation law for a linearly parame-
terized dynamics
˙ˆa = − [∇2ψ(aˆ)]−1 YT s, (20)
where ψ(·) is a strictly convex function. Assume that aˆ(t)→ aˆ∞ ∈ A. Then
aˆ∞ = arg min
θ∈A
dψ (θ ‖ aˆ(0)) .
In particular, if aˆ(0) = arg minθ∈Rp ψ(θ), then
aˆ∞ = arg min
θ∈A
ψ(θ). (21)
Proof. Let θ be any constant vector of parameters. The Bregman divergence dψ (θ ‖ aˆ) =
ψ(θ)− ψ(aˆ)−∇ψ(aˆ)T (θ − aˆ) has time derivative
d
dt
dψ (θ ‖ aˆ) = −
(
d
dt
∇ψ(aˆ)
)T
(θ − aˆ) .
From (20), ddt∇ψ(aˆ) = −YT s, so that
d
dt
dψ (θ ‖ aˆ) = sY (θ − aˆ) .
Integrating both sides of the above shows that
dψ (θ ‖ aˆ(0)) = dψ (θ ‖ aˆ(t)) +
∫ t
0
s(τ)Y(x(τ), τ) (aˆ(τ)− θ) dτ.
If we now take θ ∈ A, Y(x(τ), τ)θ = f(x(τ),a, τ) and the integral term is independent
of θ. Assuming that aˆ → aˆ∞ ∈ A, we can take the limit as t → ∞ and say that for any
θ ∈ A, aˆ∞ ∈ A,
dψ (θ ‖ aˆ(0)) = dψ (θ ‖ aˆ∞) +
∫ ∞
0
s(τ) (Y(x(τ), τ)aˆ(τ)− f(x(τ),a, τ)) dτ.
Because the only dependence of the right-hand side on θ is in the first term, and because this
relation holds for any θ, the arg min of the two Bregman divergences must be identical. The
2In principle, nˆ(t) could be chosen to shape the parameters aˆ(t) to satisfy some desired property.
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minimum of the right-hand side over θ is clearly obtained at aˆ∞, while the minimum of the
left-hand side is by definition obtained at arg minθ∈A dψ(θ, aˆ(0)). From this, we conclude
that
aˆ∞ = arg min
θ∈A
dψ (θ ‖ aˆ(0)) ,
which completes the proof.
(21) captures the implicit regularization imposed by the adaptation algorithm (20): out of
all possible interpolating parameters, it chooses the aˆ that achieves the minimum value of ψ.
Remark 3.1. The assumptions of Proposition 3.1 provide a setting where theoretical insight
may be gained into the implicit regularization of adaptive control algorithms, but they are
stronger than needed. In general, the parameters aˆ(t) found by an adaptive controller need
not converge to a constant despite the fact that ˙ˆa→ 03. Similarly, even in the case that the
parameters converge, it is not strictly required that Y(x(t), t)aˆ∞ = f(x(t),a, t) along the
entire trajectory, only asymptotically. Numerical simulations in Section 8 will demonstrate
the implicit regularization of parameters aˆ(t) found by adaptive control along the entire
trajectory. 
Remark 3.2. Different choices of ψ could be used for each agent in the context of cloud-
based adaptation (Wensing and Slotine, 2018), allowing for multiple choices of regularization
to be imposed simultaneously.
We may also make a similar claim about implicit regularization in the nonlinearly parame-
terized setting captured by Assumption 2.2. To do so, we require an additional assumption.
Assumption 3.1. For any vector of parameters θ and the true parameters a, f(x(t),θ, t) =
f(x(t),a, t) implies that α(x(t), t)Tθ = α(x(t), t)Ta. 
For the class of systems (11), a sufficient condition for Assumption 3.1 is that λ(x(t), t) 6= 0
and that the map φ(x, t)Ta → fm(x(t),φ(x, t)Ta) is invertible at every t. We may now
state our implicit regularization result for nonlinearly parameterized systems.
Proposition 3.2. Consider the adaptation algorithm
˙ˆa = − [∇2ψ(aˆ)]−1 f˜(x(t), aˆ(t), t)α(x(t), t) (22)
under Assumptions 2.2 & 3.1. Assume aˆ(t)→ aˆ∞ ∈ A. Then
aˆ∞ = arg min
θ∈A
dψ (θ ‖ aˆ(0)) .
Proof. The proof is much the same as Proposition 3.1. The Bregman divergence dψ (θ ‖ aˆ)
for any fixed vector of parameters θ verifies
d
dt
dψ (θ ‖ aˆ) = f˜(x(t), aˆ(t), t)α(x(t), t)T (θ − aˆ) ,
so that, integrating both sides,
dψ (θ ‖ aˆ(0)) = dψ (θ ‖ aˆ(t))−
∫ t
0
f˜(x(τ), aˆ(t), τ)α(x(τ), τ)T (θ − aˆ(τ)) dτ.
Now take θ ∈ A. By the assumptions of the proposition, α(x(τ), τ)Tθ = α(x(τ), τ)Ta is
independent of θ. Hence, assuming that aˆ(t)→ aˆ∞ ∈ A, we can write
dψ (θ ‖ aˆ(0)) = dψ (θ ‖ aˆ∞)−
∫ ∞
0
f˜(x(τ), aˆ(t), τ)α(x(τ), τ)T (a− aˆ(τ)) dτ.
Optimizing both sides over θ ∈ A as in Proposition 3.1 yields the result.
3Lyapunov function arguments based on a parameter estimation error term generally lead to
the conclusion that the parameters remain bounded, and it is generally the case that ˙ˆa→ 0 as it is
driven by an error term. Nevertheless, aˆ may stay time-varying for all t. For instance, the function
f(t) = sin(
√
t) remains bounded and time-varying for all t, but has f ′(t) = 1
2
√
t
cos(
√
t) → 0. A
sufficient condition (by Barbalat’s Lemma [Lemma A.1]) for convergence to a constant aˆ∞ is that
(aˆ− aˆ∞) ∈ Lp for some p.
10
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Remark 3.3. Algorithm (22) must be implemented in PI form due to the appearance of
f˜ , but the use of the PI form (13)-(16) in aˆ is complicated by the presence of the inverse
Hessian of ψ. To implement (12), the Euclidean variant may be implemented through the
usual PI form for an auxiliary variable ˙ˆv = −f˜(x(t), aˆ(t), t)α(x(t), t), and then the controller
parameters may be computed by inverting the gradient of ψ, aˆ(t) =
(∇ψ−1) (vˆ(t)). This
result follows by the equivalence of mirror descent and natural gradient descent in continuous-
time. The identity ddt∇ψ(aˆ) = ∇2ψ(aˆ) ˙ˆa shows that ˙ˆa = −
(∇2ψ(aˆ))−1 f˜(x, aˆ, t)α(x, t) is
equivalent to ddt∇ψ(aˆ) = −f˜(x, aˆ, t)α(x, t). The auxiliary variable vˆ can then be identified
with ∇ψ(aˆ). 
Remark 3.4. If the inverse gradient of ψ is unknown, but ψ is chosen to be strongly convex,
the contracting (Lohmiller and Slotine, 1998) dynamics w˙ = − 1τ (∇ψ(w)−∇ψ(vˆ)) with
τ > 0 will converge to a ball around vˆ with radius set by ‖ ddt∇ψ(vˆ)‖ × τl where l is the
strong convexity parameter. By choosing τ so that this contracting dynamics is fast on the
timescale of adaptation, w will thus represent a good approximation of the instantaneous
vˆ. 
Remark 3.5. Our results highlight – through the equivalence of their continuous-time
limits – that both mirror descent-like and natural gradient-like adaptive laws impose implicit
regularization. This observation extends recent results on the implicit regularization of
mirror descent (Azizan et al., 2019; Azizan and Hassibi, 2019) to natural gradient descent,
and furthermore applies to linearly parameterized and generalized linearly parameterized
models in machine learning, not just in the context of adaptive control. This has previously
been noted in Gunasekar et al. (2018a), where it was discussed that in discrete-time, natural
gradient descent only approximately imposes implicit regularization due to discretization
errors.
Propositions 3.1 & 3.2 demonstrate implicit regularization properties of adaptive control
algorithms that have gone unnoticed in the literature. In doing so, they identify an additional
design choice that may be exploited for the application of interest. Proposition 3.1 implies
that the Slotine and Li controller, when initialized with the parameters at aˆ(0) = 0, finds the
interpolating parameter vector of minimum l2 norm. Other norms, such as the l1, l∞, lp for
arbitrary p, or group norms will find alternative parameter vectors that may have desirable
properties such as sparsity4. The usual Euclidean geometry-based adaptive laws can be seen
as a form of ridge regression, while imposing l1, l2 and l1 simultaneously, or lp regularization
through the choice of ψ can be seen as the adaptive control equivalents of LASSO (Tibshirani,
1996) or compressed sensing, elastic net, and bridge regression respectively. In the context of
adaptive control, this notion of implicit regularization is particularly interesting, as typical
regularization terms such as l1 and l2 penalties cannot in general be added to the adaptation
law directly without affecting stability and performance of the algorithm.
Remark 3.6. Following Remark 2.6, if ψ(·) is chosen as the lth power of a p norm, in
practical applications it is necessary to include a matrix Γ to ensure that ψ(aˆ) = ‖Γaˆ‖lp has
the same units as the tracking error component of the Lyapunov function. For example, if
l = 2, then Γ may be chosen as Γ = P−1/2 for consistency of units where P is a gain matrix
tuned for the usual adaptive law ˙ˆa = −PYT s. In addition, l = 2 admits a simple inversion
formula for ∇ψ for any p as will be utilized in the simulations in Section 8, although the
corresponding inverse Hessian
(∇2ψ(·))−1 is non-diagonal for p 6= 2. For l = p, the inverse
Hessian is diagonal, but Γ must then be calibrated independently from P tuned for the
standard l2 law. Note that choosing ψ to be an l1 norm will impose sparsity on Γaˆ, so that
Γ should be taken to be diagonal to ensure sparsity in aˆ itself.
3.2 Non-Euclidean measure of the tracking error
The usual Lyapunov function incorporates a Euclidean tracking error term given by 12s
2. In a
similar vein to the derivation of the “natural” adaptive laws, for any strictly convex function
φ : R → R, we may instead replace this tracking error term by the Bregman divergence
4Because the l1 norm is not strictly convex, it may be replaced with a suitable approximation
such as the l1+ norm for  > 0 and small (Azizan et al., 2019; Azizan and Hassibi, 2019).
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dφ (0 ‖ s). This quantity has time derivative
d
dt
dφ (0 ‖ s) = −ηs2φ′′(s) + φ′′(s)Ya˜
in the linearly parameterized case. Because φ′′(s) ≥ 0 for strictly convex φ, it is simple
to see that this modification to the usual Lyapunov function in combination with a non-
Euclidean measure of the parameter estimation error leads to a family of stable adaptation
laws parameterized by φ and ψ of the form ˙ˆa = − [∇2ψ(aˆ)]−1 YTφ′′(s)s. This shows,
for example, that any odd power of s may be stably employed in the adaptation law by
taking φ = sp for some even power p. Surprisingly, more exotic adaptation laws such as
˙ˆa = − [∇2ψ(aˆ)]−1 YT eλ|s|s for λ > 0 may also be used.
In the single-input case, all of these laws could be more simply obtained by replacing the 12s
2
term in the Lyapunov-like function with a term of the form g(s) where g′(s)s ≥ 0 and g′(s)
is known. In the multi-input case, these two approaches differ. Taking g to be a strongly
convex function with minimum attained at s = 0 and a known gradient, the Lyapunov-like
function
V = g(s)− inf
s
g(s) + dψ (a ‖ aˆ)
shows that the adaptation law
˙ˆa = − [∇2ψ(aˆ)]−1 YT∇g(s)
is globally convergent. On the other hand, the Lyapunov-like function
V = dφ (0 ‖ s) + dψ (a ‖ aˆ)
shows that the distinct adaptation law
˙ˆa = − [∇2ψ(aˆ)]−1 YT [∇2φ(s)] s
is also globally convergent.
4 Adaptive dynamics prediction, control, and observer design
In this section, we demonstrate how the new non-Euclidean adaptation laws of Section 3.1
may be used for regularized dynamics prediction, regularized and structured dynamics
prediction and adaptive control, and regularized observer design.
4.1 Regularized adaptive dynamics prediction
Similar to direct adaptive control, online parameter estimation may also be used within an
observer-like framework for dynamics prediction. This enables, for instance, the design of
provably stable online learning rules for the weights of a recurrent neural network in the
dynamics approximation context (Sussillo and Abbott, 2009; Alemi et al., 2018; Gilra and
Gerstner, 2017). Consider a nonlinear system dynamics
x˙ = f(x) + c(t),
where x ∈ Rn is the system state, f : Rn → Rn is the system dynamics and c : R+ → Rn is
a system input. Define the observer-like system
˙ˆx = −k(xˆ− x) + Y(xˆ)aˆ + c(t),
where Y : Rn → Rn×p, aˆ ∈ Rp and k > 0 is a scalar gain. Assume that there exists a fixed
parameter vector a such that for all x ∈ Rn, Y(x)a = f(x). By adding and subtracting
f(xˆ) = Y(xˆ)a, the error e = xˆ− x has dynamics
e˙ = −ke + Y(xˆ)a˜ + f(xˆ)− f(x).
Consider the parameter estimator
˙ˆa = −γ [∇2ψ(aˆ)]−1 YT (xˆ)Γe, (23)
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where γ > 0 is a constant learning rate, ψ is a strictly convex potential function, and
Γ ∈ Rn×n > 0 is a constant symmetric positive definite matrix that will serve as the metric.
Now consider the Lyapunov-like function
V =
1
2
eTΓe +
1
γ
dψ (a ‖ aˆ) ,
which has time derivative
V˙ = eTΓ (−ke + Y(xˆ)a˜ + f(xˆ)− f(x))− a˜TYT (xˆ)Γe,
= eTΓ (−ke + f(xˆ)− f(x)) ,
= eT
(∫ 1
0
(
Γ
∂f
∂x
(x + se)− kΓ
)
ds
)
e. (24)
(24) shows that e → 0 as long as f(x) − kx is contracting (Lohmiller and Slotine, 1998;
Slotine, 2003), i.e., if (
∂f(x)
∂x
)T
Γ + Γ
∂f(x)
∂x
≤ 2 (k − γ) Γ
uniformly over x for some contraction rate γ > 0. It is simple to check that the metric Γ
may also be time-dependent, Γ = Γ(t). More generally, rather than the proportional term
−ke, any term of the form g(xˆ)− g(x) may be used in ˙ˆx, leading to the condition(
∂f(x)
∂x
+
∂g(x)
∂x
)T
Γ + Γ
(
∂f(x)
∂x
+
∂g(x)
∂x
)
≤ −2γ′Γ
uniformly over x for some contraction rate γ′ > 0. The implicit regularization results of
Section 3.1 show that this framework provides a technique for provably regularizing learned
predictive dynamics models without negatively impacting stability or convergence of the
combined error and parameter estimation systems.
The above discussion demonstrates a separation theorem for adaptive dynamics prediction.
If a dynamics predictor can be designed under the assumption that the true system dynamics
is known – e.g., if bounds on ∂f(x)∂x are available – then the same dynamics predictor can
be made adaptive by incorporating the skew-symmetric law (23). Convergence properties
then only depend on the true system (with control feedback), and are independent of the
parameter estimator, as shown by the conditions for contraction.
In principle these simple results could be made more general using the techniques developed
in Lopez and Slotine (2019), or could be performed in a latent space computed via a nonlinear
dimensionality reduction technique such as an autoencoder (Champion et al., 2019) or more
generally a hierarchical expansion (Chen et al., 2018) or deep network (Amos and Kolter,
2017). This could also extend to adaptive control, for example in robot control applications
where an adaptive controller could be designed in a latent space computed from raw pixels
via a neural network.
4.2 Regularized adaptive dynamics prediction for Hamiltonian systems
If the underlying system is known to have a specific structure, this structure may be leveraged
in a principled way to adaptively compute models for dynamics prediction (Sanner and
Slotine, 1995). For example, large classes of physical systems are described via Hamiltonian
dynamics,
H = H(p,q),
p˙ = −∇qH(p,q),
q˙ = ∇pH(p,q),
where H(p,q) is the system Hamiltonian, p is the generalized momentum, and q is the
generalized coordinate conjugate to p. This structure was exploited in recent work by Chen
et al. (2019) to predict the evolution of Hamiltonian systems by estimating the Hamiltonian
directly via a deep feedforward network in combination with symplectic integration of the
13
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resulting dynamics. In a similar spirit, rather than parameterizing the entire system dynamics
as in the general context above, consider instead estimating the scalar Hamiltonian itself as
a linear expansion in a set of known nonlinear basis functions {Yk},
Ĥ(aˆ,p,q) =
∑
k
aˆkYk(p,q) = Y(p,q)aˆ,
where Y(p,q) is a row vector of basis functions. Assume that there exists some true
parameter vector a that exactly approximates the Hamiltonian globally, and consider the
dynamics prediction model for kp > 0, kq > 0
˙ˆp = − (∇qˆY(pˆ, qˆ)) aˆ + kp (p− pˆ) ,
˙ˆq = (∇pˆY(pˆ, qˆ)) aˆ + kq (q− qˆ) .
The above predictor employs parameter sharing between both dynamics due to the direct
estimation of the system Hamiltonian. The basis functions for the individual dynamics reflect
the symplectic structure, as they are given by partial derivatives of the basis functions for
the Hamiltonian.
After subtracting the true dynamics p˙ and q˙ from above, consider the decomposition of the
error dynamics
˙˜p = − (∇qˆY(pˆ, qˆ)) a˜− kpp˜− (∇qˆH(pˆ, qˆ)−∇qˆH(p, qˆ))− (∇qˆH(p, qˆ)−∇qH(p,q)) ,
˙˜q = (∇pˆY(pˆ, qˆ)) a˜− kqq˜ + (∇pˆH(pˆ, qˆ)−∇pˆH(pˆ,q)) + (∇pˆH(pˆ,q)−∇pH(p,q)) ,
along with the adaptation law
˙ˆa = γ
[∇2ψ(aˆ)]−1 ((∇qˆY(pˆ, qˆ))T p˜− (∇pˆY(pˆ, qˆ))T q˜) ,
with γ > 0 a positive learning rate. The Lyapunov-like function
V =
1
2
p˜T p˜ +
1
2
q˜T q˜ + dψ (a ‖ aˆ)
has time derivative
V˙ = p˜T [− (∇qˆY(pˆ, qˆ)) a˜− kpp˜− (∇qˆH(pˆ, qˆ)−∇qˆH(p, qˆ))− (∇qˆH(p, qˆ)−∇qH(p,q))]
+ q˜T [(∇pˆY(pˆ, qˆ)) a˜− kqq˜ + (∇pˆH(pˆ, qˆ)−∇pˆH(pˆ,q)) + (∇pˆH(pˆ,q)−∇pH(p,q))]
+ a˜T
(
(∇qˆY(pˆ, qˆ))T p˜− (∇pˆY(pˆ, qˆ))T q˜
)
= p˜T [−kpp˜− (∇qˆH(pˆ, qˆ)−∇qˆH(p, qˆ))− (∇qˆH(p, qˆ)−∇qH(p,q))]
+ q˜T [−kqq˜ + (∇pˆH(pˆ, qˆ)−∇pˆH(pˆ,q)) + (∇pˆH(pˆ,q)−∇pH(p,q))]
=
(
p˜T q˜T
)(−kpI− ∫ 10 ∇p+sp˜∇qˆH(p + sp˜, qˆ)ds − ∫ 10 ∇2q+sq˜H(p,q + sq˜)ds∫ 1
0
∇2p+sp˜H(p + sp˜,q)ds −kqI +
∫ 1
0
∇q+sq˜∇pˆH(pˆ,q + sq˜)ds
)(
p˜
q˜
)
A sufficient condition for convergence of p˜→ 0 and q˜→ 0 is uniform negative definiteness
of the Jacobian matrix
J =
(−kpI−∇p∇qH(p,q) −∇2qH(q,p)
∇2pH(p,q) −kqI +∇q∇pH(p,q)
)
,
in p and q, i.e., contraction of the nominal ˙ˆp and ˙ˆq system in the Euclidean metric (Jouffroy
and Slotine, 2004; Slotine, 2003). Sufficient conditions for this are
kp > −1
2
λmin (∇p∇qH(p,q) +∇q∇pH(p,q)) ,
kq >
1
2
λmax (∇p∇qH(p,q) +∇q∇pH(p,q)) ,
λpλq >
1
4
λ2max
[∇2pH(p,q)−∇2qH(p,q)] ,
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where λp and λq are the contraction rates of the pˆ and qˆ systems respectively, given by the
difference of the left- and right-hand sides of the first two inequalities above. More general
conditions can be obtained by utilizing a non-identity metric, i.e., replacing the 12 p˜
T p˜ and
1
2 q˜
T q˜ terms in V by the Mahalanobis distances 12 p˜
TΓpp˜ and 12 q˜
TΓqq˜ where Γp and Γq are
symmetric positive definite metrics. The adaptation law will need to be modified accordingly.
Rather than a general Hamiltonian H = H(p,q), it is common to have a separable Hamilto-
nian structure, as assumed e.g. in Chen et al. (2019),
H(p,q) = T (p) + U(q).
Above, T (·) is the kinetic energy and U(·) is the potential energy. Following an identical
proof, the Jacobian matrix then reduces to
J =
( −kpI −∇2qˆU(qˆ)
∇2pˆT (pˆ) −kqI
)
,
so that the conditions for contraction in the Euclidean metric are simplified to
kqkp >
1
4
λ2max
(∇2pˆT (pˆ)−∇2qˆU(qˆ)) . (25)
The results of Section 3.1 show that the choice of ψ may be used to regularize the estimate of
the Hamiltonian, and in turn, the dynamics. This may be used, for instance, for parsimonious
Hamiltonian estimation through the combination of a rich set of physically motivated
scalar basis functions and a sparse representation obtained via l1 regularization (Champion
et al., 2019). Further results that exploit the structure of separable Hamiltonians through
independent estimation of the kinetic and potential energies are presented in Appendix B.
4.3 Regularized adaptive control for Lagrangian systems
A similar methodology can be applied to parameterize a scalar Lagrangian rather than
Hamiltonian, leading to a second order differential equation with inertia matrix, centripetal
and Coriolis forces, and potential energy parameterized by a shared set of parameters. As we
now show, generalizing the derivation of the Slotine and Li controller (Slotine and Li, 1987)
to this setting allows for stable adaptive control of Lagrangian systems by direct estimation
of the Lagrangian itself. Consider the Lagrangian
L = 1
2
q˙TH(q)q˙− U(q),
with H(q) an unknown inertia matrix and U(q) an unknown potential. Rather than in
the usual setting of adaptive control, where the dynamics are written as an expansion in
basis functions, assume that the inertia matrix and scalar potential are given exactly by
an expansion in physically motivated basis functions. That is, for a set of positive definite
matrices Ml > 0 and scalar functions φl,
H(q) =
∑
l
a
(K)
l M
l(q),
U(q) =
∑
l
a
(P )
l φ
l(q),
where superscript (K) and (P ) denote kinetic and potential, respectively, and the vectors
a(K) and a(P ) are unknown. The Euler-Lagrange equations of motion ddt
∂L
∂q˙ − ∂L∂q = u with
u a control input then give the dynamics∑
lj
a
(K)
l M
l
ij(q)q¨j +
∑
lkj
a
(K)
l q˙kq˙j
[
∂M lij(q)
∂qk
− 1
2
∂M lkj(q)
∂qi
]
+
∑
l
a
(P )
l
∂φl(q)
∂qi
= ui.
Above, the second term ∑
lkj
a
(K)
l q˙kq˙j
[
∂M lij(q)
∂qk
− 1
2
∂M lkj(q)
∂qi
]
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uniquely defines the centripetal and Coriolis forces (traditionally written as C(q, q˙)q˙ with C
the Coriolis matrix), but does not uniquely define the Coriolis matrix (Slotine and Li, 1991).
Choosing
Cij(q, q˙) =
∑
kl
a
(K)
l
1
2
[
∂M lij(q)
∂qk
−
(
∂M lkj(q)
∂qi
− ∂M
l
ki(q)
∂qj
)]
q˙k
preserves the Coriolis force C(q, q˙)q˙ and ensures that H˙(q)− 2C(q, q˙) is a skew-symmetric
matrix. In matrix notation, the dynamics are then given by
H(q)q¨ + C(q, q˙)q˙ + g(q) = u
with the potential force g(q) =
∑
l a
(P )
l ∇qφl(q). Defining s =
(
d
dt + λ
)
q˜ = q˙ − q˙r as in
Section 2, these dynamics can be equivalently rewritten
H(q)s˙ + C(q, q˙)s = u− (H(q)q¨r + C(q, q˙)q˙r + g(q)) . (26)
We now note that because the Lagrangian was linearly parameterized, the resulting dynamics
are also linearly parameterized. Defining the known basis functions
Y
(P )
il =
∂φl(q)
∂qi
,
Y
(K)
il =
∑
kj
1
2
[
∂M lij(q)
∂qk
−
(
∂M lkj(q)
∂qi
− ∂M
l
ki(q)
∂qj
)]
q˙kq˙r,j +
∑
j
M lij q¨r,j ,
we can write (26) as
H(q)s˙ + C(q, q˙)s = u−Y(P )a(P ) −Y(K)a(K).
For K > 0 a positive definite matrix and for parameter estimates aˆ(P ) and aˆ(K), taking
u = −Ks + Y(p)aˆ(P ) + Y(K)aˆ(K) leads to
H(q)s˙ + C(q, q˙)s = −Ks + Y(P )a˜(P ) + Y(K)a˜(K).
The proof in Slotine and Li (1987) can now be directly extended as in Section 2.3. For ψ(K),
ψ(P ) strictly convex functions and γK > 0, γP > 0 positive gains, the Lyapunov-like function
V =
1
2
sTH(q)s +
1
γK
dψ(K)
(
a(K)
∥∥∥ aˆ(K))+ 1
γP
dψ(P )
(
a(P )
∥∥∥ aˆ(P )) ,
shows stability of the adaptation laws
˙ˆa(K) = −γK
(
∇2ψ(K)
(
aˆ(K)
))−1 [
Y(K)
]T
s,
˙ˆa(P ) = −γP
(
∇2ψ(P )
(
aˆ(P )
))−1 [
Y(P )
]T
s,
after an application of Barbalat’s Lemma (Lemma A.1) and using skew-symmetry of H˙− 2C
to eliminate 12s
T H˙s. In physical applications, dimensions or relative scaling of the components
of aˆ(K) and aˆ(P ) can be handled as described in Remarks 2.6 and 3.6.
As in Section 4.2, by using an l1 approximation for ψ, this approach may find sparse,
interpretable models of the kinetic and potential energies. This approach provides an
additional flexibility for control of Lagrangian systems which leverages the intrinsic structure
of the dynamics in a principled way. Estimating the potential energy directly may in some
cases lead to simpler parameterizations than estimating the resulting forces.
If more structure in the inertia matrix is known, for example that it depends only on a few
unknown parameters, it may still be approximated using the usual Slotine and Li controller,
with the external forces estimated by directly estimating the corresponding potential that
generates them.
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4.4 Regularized adaptive observer design
In many physical and engineering systems, only a low-dimensional output of the system
y(x) ∈ Rm is available for measurement. Assuming that y(x) = Cx is a linear readout for
some known matrix C ∈ Rm×n, we now show that the tools of the previous subsections can
be used to design regularized adaptive observers for the full system state. Assume that the
true system dynamics satisfies
x˙ = f(x) + c(t) = Y(y(x))a + c(t),
with a ∈ Rp a vector of unknown parameters, and where the known regressor matrix
Y ∈ Rn×p only depends on the system output y(x). Consider the adaptive observer
˙ˆx = Y(yˆ)aˆ + c(t) + g(yˆ)− g(y),
˙ˆa = −γ (∇2ψ(aˆ))−1 YT (yˆ)CTΓy˜,
with γ > 0 a positive learning rate, yˆ = y(xˆ), ψ a strictly convex potential function, and Γ
a positive definite metric. The Lyapunov-like function
V =
1
2
y˜TΓy˜ +
1
γ
dψ (a ‖ aˆ) ,
has time derivative
V˙ = y˜TΓC (Y(yˆ)a˜ + [Y(yˆ)−Y(y)] a + g(yˆ)− g(y))− y˜TΓCY(yˆ)a˜,
= y˜TΓC ([Y(yˆ)−Y(y)] a + g(yˆ)− g(y)) ,
= y˜T
(
ΓC
∫ 1
0
(
∂Y(y + sy˜)a
∂y
+
∂g(y + sy˜)
∂y
)
ds
)
y˜,
which shows that a sufficient condition for convergence of y˜→ 0 is
ΓC
(
∂Y(y)a
∂y
+
∂g(y)
∂y
)
+
(
∂Y(y)a
∂y
+
∂g(y)
∂y
)T
CTΓ ≤ −λΓ
uniformly in y for some contraction rate λ > 0. This condition is equivalent to contraction
of the unknown output dynamics
y˙ = CY(y)a + Cg(y) + c(t)
in the metric Γ. Under suitable observability assumptions on the system, convergence
of yˆ to y ensures that xˆ converges to x, and hence that the full system state can be
observed (Luenberger, 1979). As in Section 4.1, this discussion demonstrates a separation
theorem for adaptive observer design. If an observer can be designed for the true system
with unknown parameters, then the same observer can be made adaptive by incorporating
the adaptation law presented in this section. Convergence properties then depend only on
the true system with feedback, and are independent of the parameter estimator. The results
of Section 3.1 show that the choice of ψ can be used to regularize the observer model while
maintaining provable reconstruction of the full system state.
4.5 Regularized dynamics prediction for recurrent neural networks
Consider a simple recurrent neural network model
τ x˙ = −x + σ (Θx) (27)
with x ∈ Rn a vector of neuron firing rates, Θ ∈ Rn×n the synaptic weights, σ (Θx) the
post-synaptic potentials, and τ > 0 a relaxation timescale. Let σ(·) be an elementwise
Lipschitz and monotonic activation function, i.e.,
σ(x)i = σi(xi),
|σi(x)− σi(y)| ≤ Li|x− y|,
(x− y) (σi(x)− σi(y)) ≥ 0.
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These requirements are satisfied by common activation functions such as the ReLU, softplus,
tanh, and sigmoid. For ψ a strictly convex function on n× n matrices or vectors in Rn2 and
γ > 0 a positive gain, consider the regularized adaptive dynamics predictor for (27),
τ ˙ˆx = −xˆ + σ
(
Θ̂x
)
+ k (x− xˆ) , (28)
˙̂
Θ = −γ
(
∇2ψ
(
Θ̂
))−1 (
σ
(
Θ̂x
)
− σ (Θx)
)
xT . (29)
In (28), the true vector of firing rates x is used underneath the application of σ(·) in the
˙ˆx dynamics. The update law (29) can be seen as the vector-valued generalization of the
algorithm considered in Remark 2.4. The Lyapunov-like function
V =
1
γ
dψ
(
Θ
∥∥∥ Θ̂) ,
has time derivative
V˙ = −
∑
ij
Θ˜ij
(
σ
(
Θ̂x
)
− σ (Θx)
)
i
xj ,
= −
∑
ij
Θ˜ij
(
σi
(∑
k
Θ̂ikxk
)
− σi
(∑
k
Θikxk
))
xj ,
= −
∑
i
(∑
k
Θ˜ikxk
)(
σi
(∑
k
Θ̂ikxk
)
− σi
(∑
k
Θikxk
))
,
≤ −
∑
i
1
Li
(
σi
(∑
k
Θ̂ikxk
)
− σi
(∑
k
Θikxk
))2
,
≤ − 1
maxk Lk
∥∥∥σ (Θ̂x)− σ (Θx)∥∥∥2
2
≤ 0.
Integrating the above inequality shows that
[
σ
(
Θ̂x
)
− σ (Θx)
]
is an L2 signal and hence
that each component
[
σi
(
Θ̂x
)
− σi (Θx)
]
is also an L2 signal. The error dynamics
e˙ = −(k + 1)e + σ
(
Θ̂x
)
− σ (Θx) ,
shows that each component ei is a low-pass filter of each component of the function ap-
proximation error
[
σi
(
Θ̂x
)
− σi (Θx)
]
. Applying Lemma A.2 shows that e → 0. This
approach could be used, for example, for identifying regularized low-dimensional models
in computational neuroscience. Our results are similar to those of Foster et al. (2020),
but handle a mirror descent or natural gradient extension valid in the continuous-time
deterministic setting, to which our implicit regularization results of Section 3.1 immediately
apply.
The adaptation law (29) cannot be implemented directly through a PI form. However, it
can be well-approximated, for example by the PI construction
˙¯x = λ (x− x¯) ,
∇ψ
(
Θ̂
)
= γ
(
Θ− ex¯T ) ,
Θ˙ = − (k + 1) ex¯T + λe (x− x¯)T ,
for λ > 0 a positive gain ensuring x¯ ≈ x in the first equation.
5 Velocity gradient algorithms and the Bregman Lagrangian
In this section, we provide background material on the velocity gradient formalism (Fradkov,
1980; Fradkov et al., 1999; Andrievskii et al., 1988; Fradkov, 1986) and the Bregman
Lagrangian (Wibisono et al., 2016; Betancourt et al., 2018; Wilson et al., 2016). These two
ingredients will be critical components of our adaptive algorithms in Section 6.
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5.1 Velocity gradient algorithms
We now provide a brief introduction to a class of adaptive control methods known as velocity
gradient algorithms (Fradkov et al., 1999; Fradkov, 1980; Andrievskii et al., 1988; Fradkov,
1986). Velocity gradient algorithms are applicable to nonlinearly parameterized systems that
satisfy a convexity requirement described in Assumption 5.3. In their most basic form, these
algorithms are specified by a “local” goal functional Q(x, t) : Rn ×R+ → R. Q is required to
satisfy three main assumptions.
Assumption 5.1. Q(x, t) is non-negative and radially unbounded, so that Q ≥ 0 for all
x, t and Q(x, t) → ∞ when ‖x‖ → ∞. Q(x, t) is uniformly continuous in t whenever x is
bounded. 
Assumption 5.2. There exists an ideal set of control parameters a such that the origin of the
system (1) is globally asymptotically stable when the control is evaluated at a. Furthermore,
Q is a Lyapunov function for the system when the control is evaluated at a. That is, there
exists a strictly increasing function ρ such that ρ(0) = 0 with Q˙(x,a, t) ≤ −ρ(Q). 
Assumption 5.3. The time derivative of Q is convex in the control parameters aˆ, so that
the first-order condition for convexity
Q˙(x,a1, t) ≥ Q˙(x,a2, t) + (a1 − a2)T ∇a2Q˙(x,a2, t), (30)
is satisfied for all a1 and a2. 
When Assumptions 5.1-5.3 are satisfied, the velocity gradient adaptive control law is defined
as
˙ˆa = −P∇aˆQ˙(x, aˆ, t). (31)
where P = PT > 0 is a positive definite matrix of learning rates of appropriate dimension.
Its properties are summarized in the following proposition (Fradkov et al., 1999).
Proposition 5.1. Consider the local velocity gradient algorithm (31) where the goal func-
tional Q(x, t) satisfies Assumptions 5.1-5.3. Then all solutions (x(t), aˆ(t)) of (1) and (31)
remain bounded, and
lim
t→∞Q(x(t), t) = 0
for all x(0) ∈ Rn.
The proof follows by consideration of the Lyapunov-like function V = Q + 12 a˜
TP−1a˜.
Intuitively, while the goal functional Qmay only depend on the control parameters aˆ indirectly
through x, its time derivative will depend explicitly on aˆ through x˙. The adaptation law
(31) ensures that aˆ moves in a direction to decrease Q˙. Under the conditions specified by
Assumptions 5.1-5.3, this causes Q˙ to be negative for long enough to accomplish the desired
goal (Fradkov et al., 1999).
Remark 5.1. If Q is chosen so that Q˙ depends on aˆ only through f(x, aˆ, t) and f is linearly
parameterized, then Assumption 5.3 will immediately be satisfied by convexity of affine
functions. Indeed, consider defining the goal functional Q = 12s
2 for system (1). It is clear
that this proposed goal functional satisfies Assumptions 5.1 and 5.2. Then Q˙ = −ηs2 + sf˜ ,
and (31) exactly recovers the Slotine and Li controller (8), originally derived based on
Lyapunov considerations5. In this sense, velocity gradient algorithms represent a flexible
class of methods that contain as particular cases some pre-existing approaches. 
Rather than a local functional, one may instead specify an integral goal functional of the
form Q(x, aˆ, t) =
∫ t
0
R(x(t′), aˆ(t′), t′)dt′. In this case, (31) takes the form
˙ˆa = −P∇aˆR(x, aˆ, t). (32)
Equation (32) is a gradient flow algorithm on the loss function R(x, aˆ, t). We now replace
Assumptions 5.1 and 5.2 by a slightly modified setting.
5Note that sf˜ is still convex in aˆ despite the fact that s may change sign because f˜ is linear in a˜
by assumption.
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Assumption 5.4. R is a non-negative function and R(x(t), aˆ(t), t) is uniformly continuous
in t for bounded x and aˆ. Furthermore, ∇aˆR(x, aˆ, t) is locally bounded in x and aˆ uniformly
in t. 
Assumption 5.5. There exists an ideal set of controller parameters a and a scalar function
µ such that
∫∞
0
µ(t′)dt′ <∞, limt→∞ µ(t) = 0, and R(x(t),a, t) ≤ µ(t) for all t. 
The properties of algorithm (32) are summarized in the following proposition (Fradkov et al.,
1999).
Proposition 5.2. Consider the integral velocity gradient algorithm (32) where the goal
functional Q satisfies Assumptions 5.3-5.5. Then Q(t) ≤ α where
α =
1
2
a˜(0)TP−1a˜(0) +
∫ ∞
0
µ(t′)dt′,∫
R(x(t′), aˆ(t′), t′)dt′ <∞ over the maximal interval of existence of x. Furthermore, R→ 0
for any bounded solution x(t).
The proof follows by consideration of the Lyapunov-like function V =
∫ t
0
R(x(t′), aˆ(t′), t′)dt′+
1
2 a˜
TP−1a˜ +
∫∞
t
µ(t′)dt′.
Integral functionals allow the specification of a control goal that depends on all past data.
R is chosen so that it does not necessarily depend on the structure of the dynamics, but
depends explicitly on aˆ. Local functionals, on the other hand, result in adaptation laws
that do have an explicit dependence on the dynamics through the appearance of the term(
∂Q
∂x
)T
x˙ in Q˙.
Integral functionals can be particularly useful if R→ 0 implies the desired control goal. In
this work, we will focus on the choice R = 12 f˜
2, which will require a PI form as described in
Section 2 in the context of Tyukin’s algorithm6. In particular, note that for this choice of R
the result of Proposition 5.2 implies that f˜ ∈ L2 over the maximal interval of existence of x.
For some error models, this is enough to ensure that x ∈ L∞, and hence that f˜ → 0 and
x→ xd7.
Goal functionals can also be written as a sum of local and integral functionals with similar
guarantees, and these approaches will lead to composite algorithms in the subsequent sections.
The interested reader is referred to Fradkov et al. (1999), Chapter 3 for more details.
Remark 5.2. Following the developments of Section 3, we can immediately prove analogous
results for natural gradient or mirror descent-like analogues of local and integral velocity
gradient algorithms. For local functionals, the adaptation law
˙ˆa = −γ (∇2ψ(aˆ))−1∇aˆQ˙(x, aˆ, t)
with γ > 0 a positive learning rate and ψ a strictly convex function will lead to the same
conclusions as Proposition 5.1 under the same conditions. The proof follows by consideration
of the Lyapunov-like function
V = Q+ dψ (a ‖ aˆ) .
Similarly, the Lyapunov-like function
V =
∫ t
0
R(x(t′), aˆ(t′), t′)dt′ + dψ (a ‖ aˆ) +
∫ ∞
t
µ(t′)dt′
shows that the same conclusions as in Proposition 5.2 hold under the same conditions for
the integral natural velocity gradient algorithm
˙ˆa = −γ (∇2ψ(aˆ))−1∇aˆR(x, aˆ, t).
In both cases, the choice of ψ offers a principled way to regularize velocity gradient
algorithms. 
6Indeed, Tyukin’s algorithm can be seen as an integral velocity gradient algorithm with the
pseudogradient modification described in Section 2.
7See, for example, Lemma A.2, which that our error model (4) has this property.
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5.2 The Bregman Lagrangian and accelerated optimization algorithms
In Wibisono et al. (2016), the Bregman Lagrangian was shown to generate a suite of
accelerated optimization algorithms in continuous-time by appealing to the Euler Lagrange
equations through the principle of least action. In its original form, the Bregman Lagrangian
is given by
L(x, x˙, t) = eα+γ
(
dψ
(
x + e−αx˙
∥∥ x)− eβf(x)) . (33)
In (33), f(x) is the loss function to be optimized, and ψ(x) is a strictly convex function.
We will take ψ(·) = 12‖ · ‖22 in Section 6, and will consider extensions to arbitrary ψ in
Section 7. Allowing for arbitrary ψ extends the algorithms presented in Section 6 to the
natural gradient-like setting of Section 2.3.
The quantities α(t) : R+ → R, β(t) : R+ → R, and γ(t) : R+ → R in (33) are arbitrary
time-dependent functions that will ultimately set the damping and learning rates in the
second-order Euler Lagrange dynamics. To generate accelerated optimization algorithms,
Wibisono, Wilson, and Jordan required two ideal scaling conditions: β˙ ≤ eα and γ˙ = eα.
These conditions come out of the Euler Lagrange equations, where the second is used to
eliminate an unwanted term, and a Lyapunov argument, where the first is used to ensure
negativity of a chosen Lyapunov function.
Gaudio et al. (2019) recently utilized the Bregman Lagrangian to derive a momentum-
like adaptive control algorithm. To do so, they defined α = log(βN ), β = log
(
γ
βN
)
,
and γ =
∫
eαdt8. Here, γ ≥ 0 and β ≥ 0 are non-negative scalar hyperparameters and
N = N (t) is a context-dependent signal. With these definitions, choosing the Euclidean
norm ψ(·) = 12‖ · ‖2, and modifying the Bregman Lagrangian presented in Gaudio et al.
(2019) to the adaptive control framework defined in Section 2, (33) becomes
L
(
aˆ, ˙ˆa, t
)
= e
∫ t
0
βN (t)dt 1
βN
(
1
2
˙ˆaT ˙ˆa− γβN d
dt
[
1
2
s2
])
. (34)
Comparing (33) and (34), it is clear that the loss function f(x) in (33) has been replaced by
1
2s
2 in (34). Following Remark 5.1, this is precisely the Q˙ velocity gradient functional that
gives rise to the Slotine and Li controller. For (34), the Euler-Lagrange equations lead to
the adaptation law
¨ˆa + ˙ˆa
(
βN − N˙N
)
= −γβNYT s. (35)
(35) may be understood as a modification of the Slotine and Li adaptive controller to
incorporate momentum and time-dependent damping. (35) may also be re-written as two
first-order systems
˙ˆv = −γYT s, (36)
˙ˆa = βN (vˆ − aˆ) , (37)
which are useful for proving stability. The properties of (35) are summarized in the following
proposition.
Proposition 5.3. Consider the higher-order adaptation algorithm (35) or its equivalent
representation (36) & (37) with N = 1 + µ‖Y‖2 and µ > γηβ . Then, all trajectories (x, vˆ, aˆ)
remain bounded, s ∈ L∞ ∩ L2, (aˆ− vˆ) ∈ L2, s→ 0 and x→ xd.
The proof follows by consideration of the Lyapunov-like function V =
1
2
(
s2 + 1γ ‖v˜‖2 + 1γ ‖vˆ − aˆ‖2
)
.
8Note that these conditions validate the second ideal scaling condition but not the first. As
mentioned above, the first ideal scaling condition is required only by the choice of Lyapunov function
in the original work, which was used to derive convergence rates for optimization algorithms (Wibisono
et al., 2016). In this sense, it is not strictly required for adaptive control.
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Remark 5.3. The transformation to a system of two first-order systems may seem somewhat
ad-hoc, but it follows immediately by consideration of the non-Euclidean Bregman Lagrangian
(33). Indeed, it is easy to check that vˆ = aˆ + ˙ˆaβN , which is precisely the adaptive control
equivalent of x + e−αx˙ in the first argument of dψ (· ‖ ·) in (33). The transformation is also
readily apparent by use of the Bregman Hamiltonian
H(aˆ,p) = 1
2
βNe−γ‖p‖2 + γeγ
[
d
dt
1
2
s2
]
, (38)
which, via Hamilton’s equations, leads to
p˙ = −∂H
∂aˆ
= −γeγsYT ,
˙ˆa =
∂H
∂p
= βNe−γp.
Defining vˆ = e−γp + aˆ leads immediately to (36) & (37). As is typical in classical mechanics,
the Bregman Hamiltonian may be obtained from a Legendre transform of the Bregman La-
grangian. The Hamiltonian dynamics may be useful for discrete-time algorithm development
through application of symplectic discretization techniques (Betancourt et al., 2018; França
et al., 2019; Shi et al., 2019). 
Remark 5.4. It is well known, for example from a passivity interpretation of the Lyapunov-
like analysis (see, e.g., (Slotine and Li, 1991)), that the pure integrator in the standard
Slotine and Li adaptation law (8) can be replaced by any linear positive real transfer function
containing a pure integrator. The higher-order algorithms presented in this work are distinct
from this approach, as most clearly seen by the state-dependent damping term in (35). 
Remark 5.5. In Wibisono et al. (2016), the suggested Lyapunov function in the Euclidean
setting is V = ‖x + e−αx˙− x∗‖2 + eβf(x) where x∗ is the global optimum and f(x) is the
loss function. Noting that vˆ is the equivalent of x + e−αx˙ in the adaptive control context
(see Remark 5.3), we see that the Lyapunov-like function used to prove stability of the
adaptive law (35) is similar to that used to prove convergence in the optimization context.
The loss function term f(x) is replaced by 12s
2, and it is necessary to add the additional
term 1γ ‖vˆ − aˆ‖2.
6 Higher-order in-time adaptation laws
In this section, we develop several new adaptation laws for both linearly and nonlinearly
parameterized systems. We begin by noting that the Bregman Lagrangian generates velocity
gradient algorithms with momentum. We prove some general conditions under which these
momentum algorithms will achieve tracking. By analogy with integral velocity gradient
functionals, we then derive a proportional-integral scheme to implement a first-order com-
posite adaptation law (Slotine and Li, 1991) driven directly by the function approximation
error rather than its filtered version. We subsequently fuse the generating functional for
the composite law with the Bregman Lagrangian to construct a composite algorithm with
momentum.
We then employ a connection between recent developments in isotonic regression – the
GLMTron of Kakade et al. (2011), along with the extensions due to Goel and Klivans (2017)
and Goel et al. (2018) – and Tyukin’s algorithm (see Section 2.2) to derive momentum
algorithms for nonlinearly parameterized systems via our velocity gradient formalism. These
momentum algorithms can be seen as the adaptive control equivalent of the GLMTron with
momentum.
We follow this development by discussing a new form of momentum-like high-order algorithm
inspired by the Elastic Averaging Stochastic Gradient Descent (EASGD) algorithm (Zhang
et al., 2014; Boffi and Slotine, 2020). We subsequently demonstrate the capability of using
time-varying learning rates with our presented algorithms (Slotine and Li, 1991).
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6.1 Velocity gradient algorithms with momentum
As noted in Section 5.2, the Bregman Lagrangian (34) that generates the higher-order
algorithm (35) contains the local velocity gradient functional Q = 12s
2 that gives rise to
the Slotine and Li controller (8). Based on this observation, we define local and integral
higher-order velocity gradient algorithms via the Euclidean Bregman Lagrangian. We begin
with the local functional
L
(
aˆ, ˙ˆa, t
)
= e
∫ t
0
βN (t)dt 1
βN (t)
(
1
2
˙ˆaT ˙ˆa− γβN (t) d
dt
Q(x, t)
)
,
which generates the higher-order law
¨ˆa + ˙ˆa
(
βN − N˙N
)
= −γβN∇aˆQ˙(x, aˆ, t). (39)
Algorithm (39) can be re-written as two first-order systems
˙ˆv = −γ∇aˆQ˙(x, aˆ, t), (40)
˙ˆa = βN (vˆ − aˆ) . (41)
To achieve the control goal, we require the following technical assumption in addition to
Assumptions 5.1 & 5.3. This assumption replaces Assumption 5.2 for first-order velocity
gradient algorithms.
Assumption 6.1. There exists a time-dependent signal N(t) and non-negative scalar values
β ≥ 0, µ ≥ 0 such that the time-derivative of the goal functional evaluated at the true
parameters, Q˙(x,a, t), satisfies the following inequality
Q˙(x,a, t)− βµ
γ
N(t)‖aˆ− vˆ‖2 + 2 (aˆ− vˆ)T ∇aˆQ˙(x, aˆ, t) ≤ −ρ(Q). (42)
In (42), ρ(·) is positive definite, continuous in Q, and satisfies ρ(0) = 0. 
Assumption 6.1 is essentially a condition that we can complete the square in V˙ where V is
given in the proof of Proposition 6.1. Similar proofs can also be obtained by an application
of Young’s inequality.
With Assumption 6.1 in hand, we can state the following proposition.
Proposition 6.1. Consider the algorithm (39) or its equivalent form (40) & (41), and
assume Q satisfies Assumptions 5.1, 5.3, and 6.1. Then, all solutions (x(t), vˆ(t), aˆ(t)) remain
bounded, (aˆ− vˆ) ∈ L2, and limt→∞Q = 0.
Proof. Consider the Lyapunov-like function
V = Q(x, t) +
1
2γ
v˜T v˜ +
1
2γ
(aˆ− vˆ)T (aˆ− vˆ) . (43)
Equation (43) implies that, with N (t) = 1 + µN(t),
V˙ = Q˙(x, aˆ, t)− a˜T∇aˆQ˙(x, aˆ, t)− β
γ
‖aˆ− vˆ‖2 − βµ
γ
N(t)‖aˆ− vˆ‖2 + 2 (aˆ− vˆ)T ∇aˆQ˙(x, aˆ, t)
≤ Q˙(x,a, t)− β
γ
‖aˆ− vˆ‖2 − βµ
γ
N(t)‖aˆ− vˆ‖2 + 2 (aˆ− vˆ)T ∇aˆQ˙(x, aˆ, t)
≤ −ρ(Q)− β
γ
‖aˆ− vˆ‖2. (44)
By radial unboundedness of Q(x, t) in x, (43) & (44) show that x remains bounded. Sim-
ilarly, radial unboundedness of V in v˜ and aˆ − vˆ show that vˆ and aˆ remain bounded.
Integrating (44) shows that βγ
∫∞
0
‖aˆ − vˆ‖2dt ≤ V (0) − V (∞) < ∞, so that (aˆ− vˆ) ∈ L2.
An identical argument shows that
∫∞
0
ρ(Q)dt < ∞. Now, because x and aˆ are bounded,
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and because f˜(x, aˆ, t) is locally bounded in x and aˆ uniformly in t by assumption, writ-
ing x(t) − x(s) = ∫ t
s
(f(x(t′),a, t′) + u(aˆ(t′), t′)) dt′ shows that x(t) is uniformly continu-
ous in t. Because Q(x, t) is uniformly continuous in t when x is bounded, because Q is
bounded, and because ρ is continuous in Q, we conclude ρ is uniformly continuous in t and
limt→∞ ρ(t) = limt→∞ ρ(Q(x(t), t)) = 0 by Barbalat’s Lemma (Lemma A.1). This shows
that limt→∞Q(x(t), t) = 0.
By taking Q = 12s
2 in Proposition 6.1, we immediately recover Proposition 5.3. In this sense,
Proposition 6.1 elucidates the underlying structure exploited by the Bregman Lagrangian to
generate higher-order algorithms.
We now consider the integral functional
L
(
aˆ, ˙ˆa, t
)
= e
∫ t
0
βN (t)dt 1
βN (t)
(
1
2
˙ˆaT ˙ˆa− γβN (t) d
dt
∫ t
0
R(x(t′), aˆ(t′), t′)dt′
)
,
which generates the higher-order law
¨ˆa + ˙ˆa
(
βN − N˙N
)
= −γβN∇aˆR(x, aˆ, t). (45)
We again re-write (45) as two first-order systems
˙ˆv = −γ∇aˆR(x, aˆ, t), (46)
˙ˆa = βN (vˆ − aˆ) , (47)
and now require a modified version of Assumption 6.1.
Assumption 6.2. R(x, aˆ, t) ≥ 0 for all x, aˆ, and t, and is uniformly continuous in t for
bounded x and aˆ. ∇aˆR(x, aˆ, t) is locally bounded in x and aˆ uniformly in t. Furthermore,
there exists a time-dependent signal N(t) and non-negative scalar values β ≥ 0, µ ≥ 0 such
that
R(x,a, t)−R(x, aˆ, t)− βµ
γ
N(t)‖aˆ− vˆ‖2 + 2 (aˆ− vˆ)T ∇aˆR(x, aˆ, t) ≤ −kR(x, aˆ, t)
for some constant k > 0. 
With Assumption 6.2, we can state the following proposition.
Proposition 6.2. Consider algorithm (45) or its equivalent form (46) & (47) along
with Assumptions 5.3 & 6.2. Let Tx denote the maximal interval of existence of x(t).
Then, vˆ and aˆ remain bounded for t ∈ [0, Tx], (aˆ− vˆ) ∈ L2 over this interval, and∫ Tx
0
R(x(t′), aˆ(t′), t′)dt′ < ∞. Furthermore, for any bounded solution x, these conclusions
hold for all t and R(x(t), aˆ(t), t)→ 0.
Proof. Consider the Lyapunov-like function
V =
1
2γ
v˜T v˜ +
1
2γ
(aˆ− vˆ)T (aˆ− vˆ) . (48)
Equation (48) implies that, with N (t) = 1 + µN(t),
V˙ = −a˜T∇aˆR(x, aˆ, t)− β
γ
‖aˆ− vˆ‖2 − βµ
γ
N(t)‖aˆ− vˆ‖2 + 2 (aˆ− vˆ)T ∇aˆR(x, aˆ, t)
≤ R(x,a, t)−R(x, aˆ, t)− β
γ
‖aˆ− vˆ‖2 − βµ
γ
N(t)‖aˆ− vˆ‖2 + 2 (aˆ− vˆ)T ∇aˆR(x, aˆ, t)
≤ −kR(x, aˆ, t)− β
γ
‖aˆ− vˆ‖2 (49)
(48) & (49) show boundedness of vˆ and aˆ over [0, Tx]. Furthermore, integrating (49) shows
that
∫ Tx
0
‖aˆ − vˆ‖2dt′ < ∞ and ∫ Tx
0
R(x(t′), aˆ(t′), t′)dt′ < ∞. For any bounded solution x,
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these integrals may be extended to infinity, and we conclude that (aˆ− vˆ) ∈ L2, aˆ ∈ L∞,
and vˆ ∈ L∞. Writing x(t)− x(s) in integral form as in the proof of Proposition 6.1 shows
that x(t) is uniformly continuous in t, and in light of the local boundedness assumption on
∇aˆR, the same procedure can be applied to vˆ and aˆ. Because R(x(t), aˆ(t), t) is uniformly
continuous in t for bounded x and aˆ, and because x(t) and aˆ(t) are both uniformly continuous
in t, we conclude that R(x(t), aˆ(t), t) is uniformly continuous in t and R→ 0 by Barbalat’s
Lemma (Lemma A.1).
As mentioned in Section 5.1, we will be particularly interested in Proposition 6.2 when
R = 12 f˜
2, which will generate composite adaptation algorithms and algorithms applicable to
nonlinearly parameterized systems. Proposition 6.2 then shows that f˜ ∈ L2 over the interval
of existence of x(t). As shown by Lemma A.2, with our error model this is enough to show
that x(t) always remains bounded and hence f˜ → 0.
Remark 6.1. Classically, Lyapunov functions used in adaptive control consist of a sum of
tracking and parameter estimation error terms, with ˙ˆa chosen to cancel a term of unknown
sign. Several Lyapunov functions in this work consist only of parameter estimation error
terms, such as (48). From a mathematical point of view, all that matters is that V˙ is negative
semi-definite and contains signals related to the tracking error. Integrating V˙ allows the
application of tools from functional analysis to ensure that the control goal is accomplished.
The lack of tracking error term in V is the origin of the additional complication that x(t)
must be shown to be bounded even after it is known that V˙ ≤ 0. 
6.2 First and second order composite adaptation laws
Here we consider the linearly parameterized setting f(x,a, t) = Y(x, t)a, and derive new
first- and second-order composite adaptation laws. Composite adaptation laws are driven
by two sources of error: the tracking error itself, as summarized by s in the Slotine and Li
controller, and a prediction error. The prediction error term is generally obtained from an
algebraic relation constructed by filtering the dynamics (Slotine and Li, 1991). We present
a composite algorithm that does not require any explicit filtering of the dynamics, but is
instead driven simultaneously by s and f˜ .
A starting point for our first proposed algorithm is to consider a hybrid local and integral
velocity gradient functional
Q(x,xd, t) =
γ
2
s2(x,xd) +
κ
2
∫ t
0
f˜2(x(t′), aˆ(t′), t′)dt′, (50)
where κ > 0 and γ > 0 are positive learning rates weighting the contributions of each
term. As discussed in Section 5.1, the first term leads to the Slotine and Li controller. The
second can be clearly seen to satisfy Assumptions 5.4 and 5.5 with µ(t) = 0. It also satisfies
Assumption 5.3, as f˜2 is a quadratic function of a˜ for linear f˜ . Following the velocity gradient
formalism, the resulting adaptation law is given by
˙ˆa = −PYT (γs+ κYa˜) , (51)
which is a composite adaptation law simultaneously driven by s and the instantaneous
function approximation error Ya˜ = f˜ . Equation (51) depends on the function approximation
error f˜ , which is not measured and hence cannot be used directly in an adaptation law.
Nevertheless, it can be obtained through a proportional-integral form for aˆ in an identical
25
arXiv preprint
manner to Section 2.2. To do so, we define
ξ(x,xd, t) = −κPs(x,xd)YT (x, t) (52)
ρ(x,xd, t) = κP
∫ xn(t)
xn(t0)
s(x,xd)
∂Y(x, t)T
∂xn
dxn (53)
aˆ = a + ξ(x,xd, t) + ρ(x,xd, t) (54)
a˙ = − (κη + γ) sPYT + κs
n−1∑
i=1
P
∂Y
∂xi
x˙i −
n−1∑
i=1
(
∂ρ
∂xi
)T
x˙i
−
(
∂ρ
∂xd
)T
x˙d − ∂ξ
∂t
− ∂ρ
∂t
(55)
Computing ˙ˆa demonstrates that (51) is obtained despite its dependence on Ya˜ through only
the known signals contained in (52)-(55). A few remarks concerning the algorithm (51)-(55)
are in order.
Remark 6.2. The Ya˜ term may also be obtained by following the I&I formalism (Astolfi and
Ortega, 2003; Liu et al., 2010). To our knowledge, this discussion is the first that demonstrates
the possibility of using a PI law in combination with a standard Lyapunov-stability motivated
adaptation law to obtain a composite law. 
Remark 6.3. More error signals may be used for additional terms in the adaptation law.
For example, a prediction error obtained by filtering the dynamics may also be employed,
leading to a three-term composite algorithm. 
Remark 6.4. Much like the standard composite law obtained by filtering the dynamics,
rearranging (51) shows that ˙˜a + PYTYa˜ = −PYT s, so that the additional term can be
seen to add a damping term that smooths adaptation (Slotine and Li, 1991). 
Remark 6.5. As mentioned in Section 2.1, for clarity of presentation we have restricted
our discussion to the nth-order system (1). In general, the PI form (54) leads to undesired
unknown terms contained in
(
∂ξ(x,xd)
∂x
)T
x˙ in addition to the desired unknown term. In
this case, the desired unknown term is −κPYTYa˜ while the undesired unknown term is
−κP ∂Y∂xn x˙ns. Indeed, the purpose of introducing the additional proportional term ρ(x,xd)
in (52) is to cancel this undesired unknown term. In general, cancellation of the undesired
terms can be obtained by choosing ρ to solve a PDE, and solutions to this PDE will only
exist if the undesired term is the gradient of an auxiliary function. ρ is then chosen to be
exactly this auxiliary function. In some cases, the PDE can be avoided, such as through
dynamic scaling techniques (Karagiannis et al., 2009) or the similar embedding technique of
Tyukin (Tyukin, 2011). 
The properties of the adaptive law (51) may be summarized with the following proposition.
Proposition 6.3. Consider the adaptation algorithm (51) with a linearly parameterized
unknown, f(x,a, t) = Y(x, t)a. Then all trajectories (x, aˆ) remain bounded, s ∈ L2 ∩ L∞,
f˜ ∈ L2, s→ 0, and x→ xd.
The proof is given in Appendix A.1.
Following the velocity gradient with momentum approach of Section 6.1, we now obtain
a higher-order composite algorithm, and give a PI implementation. We again consider a
hybrid local and integral velocity gradient functional, so that (33) takes the form
L
(
aˆ, ˙ˆa, t
)
= e
∫ t
0
βN (t)dt 1
βN (t)
(
1
2
˙ˆaT ˙ˆa− βN (t) d
dt
[
γ
2
s2 +
κ
2
∫ t
0
f˜2(x(t′), aˆ(t′), t′)dt′
])
(56)
where γ > 0 and κ > 0 are positive constants weighting the two error terms. The Euler-
Lagrange equations then lead to the higher-order composite system
¨ˆa +
(
βN − N˙N
)
˙ˆa = −βNYT (γs+ κYa˜) . (57)
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As in Section 5.2, (57) may be implemented as two first-order systems
˙ˆv = −YT (γs+ κYa˜) , (58)
˙ˆa = βN (vˆ − aˆ) . (59)
In an implementation, (58) is obtained through the PI form vˆ = v + ξ(x,xd, t) + ρ(x,xd, t)
with ξ, ρ, and v˙ given by (52), (53), and (55) respectively with P = I. The properties of the
higher-order composite adaptation law (57) are stated in the following proposition.
Proposition 6.4. Consider the higher-order composite adaptation algorithm (57) or its
equivalent (58) & (59) for a linearly parameterized unknown, f(x,a, t) = Y(x, t)a. Set
N = 1 + µ‖Y‖2 and µ > γβ
(
1
η +
κ
γ
)
. Then all trajectories (x, vˆ, aˆ) remain bounded,
‖vˆ − aˆ‖ ∈ L2, s ∈ L∞ ∩ L2, f˜ ∈ L∞ ∩ L2, s→ 0, and x→ xd.
The proof is given in Appendix A.2.
Remark 6.6. By following the proof, the signal N may be chosen alternatively to be
matrix-valued as N = I + µYTY. 
Remark 6.7. The Ya˜ term may be used in isolation, by considering the Lyapunov function
V = 12‖v˜‖2 + 12‖aˆ− vˆ‖2. 
Remark 6.8. A gain matrix P = PT > 0 of appropriate dimension may be placed in front
of YT in ˙ˆv. The quadratic parameter estimation error terms in the Lyapunov function
should then be replaced by the weighted terms 12 v˜
TP−1v˜ + 12 (aˆ− vˆ)T P−1 (aˆ− vˆ), and
bounds on µ will be given in terms of ‖P‖. 
6.3 A momentum algorithm for nonlinearly parameterized adaptive control
We now use the development in Section 6.2 to present a new momentum algorithm applicable
when the unknown parameters appear nonlinearly in the dynamics.
Generalized linear model (GLM) regression is an extension of linear regression where the
data is assumed to be generated by a function of the form f(x) = u(wTx) for a known “link
function” u and unknown parameters w. The first computationally and statistically efficient
algorithm for this problem – the GLM-Tron of Kakade et al. (2011) – assumes that u is
Lipschitz and monotonic, much like Assumption 2.2.
The GLM-Tron algorithm was recently extended to the setting of kernel methods, and
was subsequently used to provably learn two hidden layer neural networks by Goel and
Klivans (2017); this extension is known as the Alphatron. In the kernel GLM setting
handled by the Alphatron, the function to be approximated is assumed to be of the form
f(x) = u (
∑m
i=1 wiK (x,xi)) where K is the kernel function for a Reproducing Kernel
Hilbert Space (RKHS) H. K is thus given by the RKHS inner product of a feature map φ,
K(x,y) = 〈φ(x),φ(y)〉H. The Alphatron initializes all weights to zero, and given a batch of
labeled training data (xi, f(xi))
m
i=1, updates them with a learning rate λ > 0 according to
the iteration
wˆt+1i = wˆ
t
i −
λ
m
(
fˆ(wˆt,xi)− f(xi)
)
. (60)
We now demonstrate an equivalence between Tyukin’s adaptation law (12) and the Alphatron
weight update (60) in the following proposition.
Proposition 6.5. The adaptation law (12) is the adaptive control analogue of the Alphatron
algorithm (60).
The proof is given in Appendix A.3.
Proposition 6.5 shows a convergence of techniques in nonlinearly parameterized adaptive
control and nonconvex learning. This correspondence immmediately suggests the momentum-
like variant of (12)
¨ˆa +
(
βN − N˙N
)
˙ˆa = −γβN f˜α, (61)
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which, as before, admits an equivalent representation in terms of two first-order systems,
˙ˆv = −γf˜α, (62)
˙ˆa = βN (vˆ − aˆ) . (63)
Equation (61) may be implemented through (62) & (63) via the PI form (13)-(16) applied
to the vˆ variable. Equation (61) may be obtained via the Bregman Lagrangian (56) for
velocity gradient laws with momentum by choosing only the integral term. It is then
necessary to modify the resulting Euler-Lagrange equations by setting f ′m to ±1 based on
monotonicity of f˜ as described in Section 2.2. (62) and (63) can also be obtained from the
corresponding Bregman Hamiltonian, following Remark 5.3 and again setting f ′m according
to the monotonicity properties of f . The following proposition summarizes the properties of
(62) and (63).
Proposition 6.6. Consider the algorithm (61) or its equivalent form (62) & (63) under
Assumption 2.2 with N = 1 + µ‖α(x, t)‖2 and µ > γD1β . Then, all trajectories (x, aˆ, vˆ)
remain bounded, f˜ ∈ L2, (aˆ− vˆ) ∈ L2, s ∈ L2 ∩ L∞, s→ 0 and x→ xd.
The proof is given in Appendix A.4.
Remark 6.9. As noted in Remark 6.6, by following the proof of Proposition 6.6, one may
also take N to be matrix-valued as N = 1 + µα(x, t)α(x, t)T . 
Remark 6.10. As in Remark 6.8, a gain matrix P = PT > 0 of appropriate dimension may
be placed in front of α(x, t) in ˙ˆv. 
Predominantly inspired by deep learning, there has recently been strong interest in nonconvex
models that are nevertheless amenable to gradient-based or gradient-inspired optimization.
The development in this section suggests that progress in learning algorithm development
may be immediately used to develop new adaptive control algorithms. Furthermore, it shows
that machine learning models that can be provably optimized using gradient techniques
represent a promising class of nonlinear parameterizations for adaptive control development.
In the reverse direction, our momentum algorithm (61) can immediately be converted into
an online or batch learning algorithm with momentum for kernel-based GLMs by assuming
that f˜ is measured, rather than differentially related to s as in (6).
6.4 The elastic modification
We now consider a modification to the previously discussed adaptive control laws inspired
by the Elastic Averaging SGD (EASGD) algorithm (Zhang et al., 2014; Boffi and Slotine,
2020). EASGD is an algorithm intended for distributed training of deep neural networks
across p graphics processing units (GPUs). Each GPU is used to train a local copy of the
deep network model, and each local copy maintains its own set of parameters aˆ(i). These
parameters are updated according to the iteration
aˆ
(i)
t+1 = aˆ
(i)
t − λg(i)t + λk
(
at − aˆ(i)t
)
, (64)
at+1 = at + λk
(
1
p
p∑
i=1
aˆ(i) − at
)
, (65)
where λ is the learning rate, g(i)t is the stochastic gradient approximation computed by the
ith agent at timestep t, k is the coupling strength, and a is the quorum variable (Tabareau
et al., 2010; Russo and Slotine, 2011). Equation (65) takes the form of a low-pass filter of
the instantaneous average of the set of local parameters.
It was observed by Boffi and Slotine (2020) that in the non-distributed (p = 1) case, (64) &
(65) do not reduce to standard stochastic gradient descent, and that application of EASGD
in this setting has different generalization properties than standard SGD when used to train
deep neural networks. In this sense, the p = 1 reduction of EASGD is a new momentum-like
optimization algorithm. In a similar spirit, by construction of suitable Lyapunov functions,
we now show that adding a quorum-like variable to the adaptive laws considered in previous
28
arXiv preprint
sections maintains their stability. This immediately gives rise to a new class of higher-
order adaptive control algorithms. Interestingly, these algorithms do not seem to admit an
equivalent representation in terms of a single second-, third-, or fourth-order system for aˆ,
but must be written as a system of first-order equations.
Remark 6.11. The algorithms considered in this subsection immediately extend to the
case of cloud-based adaptation for networked robotic systems (Wensing and Slotine, 2018),
where the quorum variable is allowed to have its own dynamics as in (65) rather than simply
representing the instantaneous spatial average of the distributed parameters. 
We first apply the elastic modification to the Slotine & Li adaptive controller (8) for linearly
parameterized unknown dynamics f˜ = Ya˜. These results extend trivially to the non-filtered
composite algorithm of Section 6.2. To this end, we define the adaptation law
˙ˆa = −PYT s+ k (a− aˆ) , (66)
a˙ = k (aˆ− a) , (67)
whose basic stability properties are summarized in the following proposition.
Proposition 6.7. Consider the adaptation law (66) & (67). Then all trajectories (x, aˆ,a)
remain bounded, s ∈ L2 ∩ L∞, (aˆ− a) ∈ L2, s→ 0 and x→ xd.
The proof is given in Appendix A.5
We now apply the elastic modification to the algorithm (12) for nonlinearly parameterized
unknown dynamics satisfying Assumption 2.2. As in (66) & (67), we define
˙ˆa = −f˜Pα + k (a− aˆ) , (68)
a˙ = k (aˆ− a) . (69)
Proposition 6.8. Consider the adaptation law (68) & (69) implemented with appropriate
modifications to (13)-(16). Then all trajectories (x, aˆ,a) remain bounded, f˜ ∈ L2 ∩ L∞,
(aˆ− a) ∈ L2, s ∈ L∞ ∩ L2, s→ 0 and x→ xd.
The proof is given in Appendix A.6.
We now consider the higher-order algorithms presented in Secs. 6.2 and 6.3. In the higher-
order setting, there are three clear possibilities for the elastic modification: coupling to a
quorum variable for the aˆ variable, coupling to a quorum variable for the vˆ variable, or
coupling to quorum variables in both aˆ and vˆ. We prove stability for all three possibilities
only in the nonlinearly parameterized setting described by Assumption 2.2. The results
extend naturally to the higher-order composite algorithm for linearly parameterized systems
presented in Section 6.2 by suitable adjustments to the proofs. We begin with the first
possibility,
˙ˆv = −γf˜α, (70)
˙ˆa = βN (vˆ − aˆ) + kβN (a− aˆ) , (71)
a˙ = kβN (aˆ− a) . (72)
The basic stability properties of the algorithm (70)-(72) are summarized in the following
proposition.
Proposition 6.9. Consider the higher-order algorithm with elastic modification in the aˆ
variable (70)-(72) under Assumption 2.2. Set 13 ≤ k < 1, N = 1 + µ‖α(x, t)‖2, and
µ > 2D1γβ(1−k) . Then all trajectories (x, aˆ, vˆ,a) remain bounded, f˜ ∈ L2 ∩ L∞, s ∈ L2 ∩ L∞,
(aˆ− vˆ) ∈ L2, (aˆ− a) ∈ L2, s→ 0 and x→ xd.
The proof is given in Appendix A.7. We now consider the second possibility of adding a
quorum variable in the vˆ variable,
˙ˆv = −γf˜α + ρ (v − vˆ) , (73)
v˙ = ρ (vˆ − v) , (74)
˙ˆa = βN (vˆ − aˆ) . (75)
The basic stability properties of (73)-(75) are summarized in the following proposition.
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Proposition 6.10. Consider the higher-order algorithm with elastic modification in the vˆ
variable (73)-(75) under Assumption 2.2. Set ρ < 2β, N = 1 + µ‖α(x, t)‖2, and µ > γD1β .
Then all trajectories (x, aˆ, vˆ,v) remain bounded, f˜ ∈ L2 ∩ L∞, s ∈ L2 ∩ L∞, (vˆ − v) ∈ L2,
(vˆ − aˆ) ∈ L2, s→ 0 and x→ xd.
The proof is given in Appendix A.8. Finally, we consider adding coupling to quorum variables
in both aˆ and vˆ,
˙ˆv = −γf˜α + ρ (v − vˆ) , (76)
v˙ = ρ (vˆ − v) , (77)
˙ˆa = βN (vˆ − aˆ) + kβN (a− aˆ) , (78)
a˙ = kβN (aˆ− a) . (79)
The basic stability properties of (76)-(79) are summarized in the following proposition.
Proposition 6.11. Consider the higher-order algorithm with elastic modification in both
the vˆ and aˆ variables (76)-(79) under Assumption 2.2. Set ρ < β(1 − k), 13 ≤ k < 1,
N = 1 + µ‖α(x, t)‖2 and µ > 2γD1β(1−k) . Then, all trajectories (x, vˆ,v, aˆ,a) remain bounded,
f˜ ∈ L2 ∩ L∞, s ∈ L2 ∩ L∞, (vˆ − v) ∈ L2, (aˆ− a) ∈ L2, (vˆ − aˆ) ∈ L2, s→ 0 and x→ xd.
The proof is given in Appendix A.9.
We have thus shown that all Euclidean adaptive control algorithms presented in this paper9,
as well as the classic algorithm of Slotine and Li, can be modified to include feedback coupling
to a low-pass filtered (exponentially weighted average) version of the adaptation variables. It
is well known that iterate averaging for stochastic optimization algorithms such as stochastic
gradient descent can improve convergence rates via variance reduction (Polyak and Juditsky,
1992). The elastic modification is similar in spirit, but employs feedback rather than series
coupling. This suggests that adding the elastic term may improve robustness of adaptation
algorithms, and we leave a theoretical investigation of this conjecture for future work.
6.5 Exponential forgetting least squares and bounded gain forgetting
We now demonstrate how to apply the techniques of exponential forgetting and bounded
gain forgetting least squares (Slotine and Li, 1991) to the adaptation algorithms we have
developed. These techniques are useful for estimation of time-varying parameters, as they
rapidly discard previous information used for parameter estimation. Exponential forgetting
least squares is described by a time-dependent learning-rate matrix P(t), which, in the
linearly parameterized case f˜ = Ya˜ takes the form
P˙ =
{
λP−PYTYP if ‖P‖ ≤ P0
0 else
(80)
where λ > 0 is a constant forgetting factor, P0 is a maximum bound on the norm, and ‖P‖
is a matrix norm such as the induced matrix 2-norm. Equation (80) implies for the inverse
matrix
d
dt
P−1 =
{−λP−1 + YTY if ‖P‖ ≤ P0
0 else
(81)
In the nonlinearly parameterized case described by Assumption 2.2, we will replace YT in
(80) & (81) by α(x, t). In the bounded gain forgetting technique, λ is a time-dependent
function
λ(t) = λ0
(
1− ‖P‖
P0
)
, (82)
where λ0 > 0 sets the forgetting factor when the norm of P is small. It can be shown that
this choice of λ(t) ensures that ‖P‖ ≤ P0, and thus we may drop the case statement in (80)
9Similar results apply for the natural algorithms, with additional technical details, by replacing
quadratic terms in the Lyapunov functions with Bregman divergences
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& (81) (Slotine and Li, 1991). The choice of λ(t) in bounded gain forgetting and the case
statement used in (80) & (81) are both employed to prevent unboundedness of the learning
rate matrix.
We focus on algorithms without the elastic modification of Section 6.4; extension to the
elastic modification is simple. We also focus on the bounded gain forgetting technique: proofs
for the exponential forgetting least squares technique are identical, with the addition of an
appropriate case statement in the time derivative of the Lyapunov function. For simplicity,
we include only the time-dependent gain P(t) and set the scalar gains κ = γ = 1 where
applicable.
We begin with the first-order non-filtered composite (51) with P given by (80). In this case,
the composite algorithm may be implemented via the PI form (52)-(55) where now P = P(t).
Proposition 6.12. Consider the adaptation algorithm (51) with P(t) given by (80), λ(t)
given by (82), and κ = γ = 1. Then all trajectories (x, aˆ) remain bounded, f˜ ∈ L2 ∩ L∞,
s ∈ L2 ∩ L∞, s→ 0 and x→ xd.
The proof is given in Appendix A.10
We can state a similar result for the higher-order non-filtered composite with time-dependent
P(t) given by (80),
¨ˆa +
(
βN − N˙N − P˙P
−1
)
˙ˆa = −βNP(t)YT
(
s+ f˜
)
, (83)
which admits the equivalent representation as two first-order systems,
˙ˆv = −P(t)YT
(
s+ f˜
)
, (84)
˙ˆa = βNP(t) (vˆ − aˆ) . (85)
Equation (84) can be implemented via the PI form vˆ = v + ξ(x,xd, t) + ρ(x,xd, t) where
ξ,ρ, and v˙ are given by (52), (53), and (55) respectively with γ = κ = 1.
Proposition 6.13. Consider the adaptation algorithm (83) or its equivalent form (84) &
(85) with P(t) given by (80), λ(t) given by (82), N (t) = 1 + µ‖Y‖2 and µ > 3η+22ηβ . Then all
trajectories (x, vˆ, aˆ) remain bounded, f˜ ∈ L2 ∩ L∞, s ∈ L2 ∩ L∞, s→ 0 and x→ xd.
The proof is given in Appendix A.11.
Remark 6.12. Because P(t) is uniformly bounded in t, it is not necessary to include P(t)
in (85); by a slight modification of the proof, it is easy to show that the modified higher-order
law
¨ˆa +
(
βN − N˙N
)
˙ˆa = −βNP(t)YT
(
s+ f˜
)
,
is also a stable adaptive law with a suitable choice of gains. 
We now consider Tyukin’s first-order algorithm for nonlinearly parameterized systems (12)
with P = P(t) given by (80). To do so, we require an additional assumption
Assumption 6.3. For the same function α(x, t) as in Assumption 2.2, there exists a constant
D2 such that
|f˜(x, aˆ, t)| ≥ D2|α(x, t)T a˜|. (86)
Assumption 6.3 requires the existence of a known lower bounding linear function for the
function approximation error f˜ . Together with Assumption 2.2, it states that f˜ lies between
two linear functions. Given that the update (80) is derived based on recursive linear
least squares considerations, it is unsurprising that such an assumption is required in the
nonlinearly parameterized setting. We are now in a position to state the following proposition.
Proposition 6.14. Consider the adaptation algorithm (12) with P(t) given by (80) and
λ(t) given by (82) for f˜ satisfying Assumptions 2.2 and 6.3. Further assume that D1 < 2D22
or that D2 > 12 . Then, all trajectories (x, aˆ) remain bounded, f˜ ∈ L2, s ∈ L2 ∩ L∞, s→ 0
and x→ xd.
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The proof is given in Appendix A.12.
Last, we consider the momentum algorithm for nonlinearly parameterized systems
¨ˆa +
(
βN − N˙N − P˙P
−1
)
˙ˆa = −βN f˜P(t)α(x, t), (87)
which admits the equivalent representation as two first-order systems,
˙ˆv = −f˜P(t)α(x, t), (88)
˙ˆa = βNP(t) (vˆ − aˆ) . (89)
Proposition 6.15. Consider the adaptation algorithm (87) or its equivalent form (88) &
(89) with P(t) given by (80), λ(t) given by (82), N = 1 + µ‖α‖2, and µ > 4D2−2+(2D1+1)2β(4D2−1) .
Let f˜ satisfy Assumptions 2.2 and 6.3. Further assume that D2 > 12 . Then, all trajectories
(x, vˆ, aˆ) remain bounded, f˜ ∈ L2, s ∈ L2 ∩ L∞, s→ 0 and x→ xd.
The proof is given in Appendix A.13.
Remark 6.13. As in Remark 6.12, because P(t) is uniformly bounded in t, it is not necessary
to include P(t) in (89). It is simple to show by modification of the proof that
¨ˆa +
(
βN − N˙N
)
˙ˆa = −βN f˜P(t)α(x, t)
is also a stable adaptive law with a suitable choice of gains.
7 Natural momentum algorithms
The Bregman Lagrangian simply allows for the introduction of non-Euclidean metrics. In
Section 5.2, we took the potential function ψ to be the Euclidean norm, ψ(x) = 12‖x‖2. We
now show that taking an arbitrary strictly convex function leads to a more general class of
algorithms that can be seen as the higher-order variants of those discussed in Sections 2.3
and 3. With the same definitions of α¯, γ¯, and β¯ as in Section 5.2, but now taking the general
Bregman divergence dψ (· ‖ ·), the Bregman Lagrangian (34) takes the form
L = e
∫ t
0
βN (t)dt
(
βNdψ
(
aˆ +
˙ˆa
βN
∥∥∥∥∥ aˆ
)
− γ d
dt
[
1
2
s2
])
. (90)
The Euler-Lagrange equations for (90) lead to the natural adaptation law with momentum
¨ˆa +
(
βN − N˙N
)
˙ˆa + γβN
(
∇2ψ
(
aˆ +
˙ˆa
βN
))−1
YT s = 0. (91)
Above, the Euclidean adaptive law has been modified so that YT s is now pre-multiplied by
the inverse Hessian of ψ evaluated at aˆ + ˙ˆaβN . As discussed in Section 5.2, this quantity is
precisely vˆ. The resulting adaptation law can thus be written in the equivalent form
˙ˆv = −γ (∇2ψ (vˆ))−1 YT s, (92)
˙ˆa = βN (vˆ − aˆ) . (93)
Equations (92) & (93) demonstrate that using the Bregman divergence in the Bregman
Lagrangian leads to momentum variants of the natural algorithms of Section 2.3. Taking the
β →∞ limit immediately recovers the first-order laws discussed in Section 2.3. The stability
of the above laws for strongly convex ψ is stated in the following proposition.
Proposition 7.1. Consider the higher-order “natural” adaptation law (91) or its equivalent
(92) & (93). Assume that ψ is l-strongly convex so that ∇2ψ(·) ≥ l I globally. Take N =
1 + µ‖Y‖2 and µ > γ(1+l
−1)
2
4βη . Then all trajectories (x, vˆ, aˆ) remain bounded, s ∈ L2 ∩ L∞,
s→ 0 and x→ xd.
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The proof is given in Appendix A.14. A second, related variant is given by
˙ˆv = −γ (∇2ψ(vˆ))−1 YT s, (94)
˙ˆa = βN (∇2ψ(aˆ))−1 (∇ψ(vˆ)−∇ψ(aˆ)) . (95)
Algorithm (94) & (95) is equivalent to algorithm (35) entirely in the mirrored domain. Indeed,
it may be re-written
d
dt
∇ψ(vˆ) = −γYT s,
d
dt
∇ψ(aˆ) = βN (∇ψ(vˆ)−∇ψ(aˆ)) ,
which shows that ∇ψ(aˆ) obtains the same values over time as aˆ computed via algorithm (35).
The stability of this adaptive law (shown in Proposition 7.2) implies that the parameters
obtained by the momentum algorithm (35) may be transformed via the inverse of the gradient
of an l-strongly convex and L-smooth function, and the resulting transformed parameters
will still ensure stability and tracking for the closed-loop system.
A modification of (95) that is driven by vˆ rather than ∇ψ(vˆ) is given by
˙ˆv = −γ (∇2ψ(vˆ))−1 YT s, (96)
˙ˆa = βN (∇2ψ(aˆ))−1 (vˆ − aˆ) . (97)
The properties of these two possible adaptation laws are given in the following proposition.
Proposition 7.2. Consider the adaptation algorithm (94) & (95) or the adaptation algorithm
(96) & (97). Assume that ψ is l-strongly convex and L-smooth, so that lI ≤ ∇2ψ(·) ≤ LI.
Take N = 1 + µ‖Y‖2 and choose µ > γ(l+γL)24βηl3 in the former case and µ > γ(l+γL)
2
4βηl2 in the
latter. Then all trajectories (x, vˆ, aˆ) remain bounded, s ∈ L2 ∩ L∞, s→ 0 and x→ xd.
The proof is presented in Appendix A.15.
Remark 7.1. For efficient implementation of the proposed natural momentum algorithms,
as well as for their first-order equivalents, ψ should be chosen so that
[∇2ψ(·)]−1 is efficiently
computable and ideally sparse. Alternatively, if the inverse function of the gradient
(∇ψ−1) (·)
is efficiently computable, ∇ψ(aˆ) or ∇ψ(vˆ) may be updated directly and subsequently inverted
to arrive at the parameter values. Discretization of these algorithms is a subtle issue, and
discretization of the ˙ˆa and ˙ˆv dynamics directly results in a natural gradient-like update (Amari,
1998), while discretization of the ddt∇ψ(aˆ) and ddt∇ψ(vˆ) dynamics leads to a mirror descent-
like update (Beck and Teboulle, 2003; Nemirovski and Yudin, 1983); these discrete-time
algorithms have the same continuous-time limit (Krichene et al., 2015). 
The above natural adaptation laws with momentum may be generalized to composite
algorithms, as well as to algorithms for nonlinearly parameterized adaptive control, by
replacing Euclidean norms by Bregman divergences where appropriate in the proofs of the
corresponding Euclidean algorithms (see, e.g., the proofs of Propositions 7.1 & 7.2). Rather
than derive this for each algorithm, we now show how the general results on velocity gradient
algorithms with momentum (Propositions 6.1 & 6.2) can be extended to the non-Euclidean
setting. We start with the case of a local functional, which requires the modification of
Assumption 6.1 to an equivalent non-Euclidean version.
Assumption 7.1. There exists a time-dependent signal N(t) and non-negative scalar values
β ≥ 0, µ ≥ 0 such that the time-derivative of the goal functional evaluated at the true
parameters, Q˙(x,a, t), satisfies the following inequality
Q˙(x,a, t)− βµ
γ
N(t)‖aˆ− vˆ‖2 + (aˆ− vˆ)T
(
I +
[∇2ψ(vˆ)]−1)∇aˆQ˙(x, aˆ, t) ≤ −ρ(Q). (98)
In (98), ρ(·) is positive definite, continuous in Q, and satisfies ρ(0) = 0. 
With Assumption 7.1 in hand, we can state the following non-Euclidean equivalent of
Proposition 6.1. We focus on the variant (91), as the other possibilities are similar.
33
arXiv preprint
Proposition 7.3. Consider the algorithm
¨ˆa +
(
βN − N˙N
)
˙ˆa + γβN
[
∇2ψ
(
aˆ +
˙ˆa
βN
)]−1
∇aˆQ˙(x, aˆ, t) = 0
or its equivalent first order form
˙ˆv = −γ [∇2ψ(vˆ)]−1∇aˆQ˙(x, aˆ, t),
˙ˆa = βN (vˆ − aˆ) ,
and assume Q satisfies Assumptions 5.1, 5.3, and 7.1. Then, all solutions (x(t), vˆ(t), aˆ(t))
remain bounded, (aˆ− vˆ) ∈ L2, and limt→∞Q = 0.
Proof. Consider the Lyapunov-like function
V = Q(x, t) +
1
γ
dψ (a ‖ vˆ) + 1
2γ
(aˆ− vˆ)T (aˆ− vˆ) . (99)
Equation (99) implies that, with N (t) = 1 + µN(t),
V˙ = Q˙(x, aˆ, t)− a˜T∇aˆQ˙(x, aˆ, t)− β
γ
‖aˆ− vˆ‖2 − βµ
γ
N(t)‖aˆ− vˆ‖2 + (aˆ− vˆ)T
(
I +
[∇2ψ(vˆ)]−1)∇aˆQ˙(x, aˆ, t)
≤ Q˙(x,a, t)− β
γ
‖aˆ− vˆ‖2 − βµ
γ
N(t)‖aˆ− vˆ‖2 + (aˆ− vˆ)T
(
I +
[∇2ψ(vˆ)]−1)∇aˆQ˙(x, aˆ, t)
≤ −ρ(Q)− β
γ
‖aˆ− vˆ‖2. (100)
The first line to the second follows by convexity of Q˙(x, aˆ, t) in its second argument, while the
second line to the third follows by Assumption 7.1. The remainder of the proof is identical
to Proposition 6.1.
For the integral variant, we require a non-Euclidean version of Assumption 6.2.
Assumption 7.2. R(x, aˆ, t) ≥ 0 for all x, aˆ, and t, and is uniformly continuous in t for
bounded x and aˆ. ∇aˆR(x, aˆ, t) is locally bounded in x and aˆ uniformly in t. Furthermore,
there exists a time-dependent signal N(t) and non-negative scalar values β ≥ 0, µ ≥ 0 such
that
R(x,a, t)−R(x, aˆ, t)−βµ
γ
N(t)‖aˆ−vˆ‖2+(aˆ− vˆ)T
(
I +
[∇2ψ (vˆ)]−1)∇aˆR(x, aˆ, t) ≤ −kR(x, aˆ, t)
for some constant k > 0. 
With Assumption 7.2, we can state the following proposition.
Proposition 7.4. Consider the algorithm
¨ˆa +
(
βN − N˙N
)
˙ˆa + γβN
[
∇2ψ
(
aˆ +
˙ˆa
βN
)]−1
∇aˆR(x, aˆ, t) = 0
or its equivalent first-order form
˙ˆv = −γ [∇2ψ(vˆ)]−1∇aˆR(x, aˆ, t),
˙ˆa = βN (vˆ − aˆ) ,
along with Assumptions 5.3 & 7.2. Let Tx denote the maximal interval of existence of
x(t). Then, vˆ and aˆ remain bounded for t ∈ [0, Tx), (aˆ− vˆ) ∈ L2 over this interval, and∫ Tx
0
R(x(t′), aˆ(t′), t′)dt′ < ∞. Furthermore, for any bounded solution x, these conclusions
hold for all t and R(x(t), aˆ(t), t)→ 0.
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Proof. Consider the Lyapunov-like function
V =
1
γ
dψ (a ‖ vˆ) + 1
2γ
(aˆ− vˆ)T (aˆ− vˆ) . (101)
Equation (101) implies that, with N (t) = 1 + µN(t),
V˙ = −a˜T∇aˆR(x, aˆ, t)− β
γ
‖aˆ− vˆ‖2 − βµ
γ
N(t)‖aˆ− vˆ‖2 + (aˆ− vˆ)T
(
I +
[∇2ψ(vˆ)]−1)∇aˆR(x, aˆ, t)
≤ R(x,a, t)−R(x, aˆ, t)− β
γ
‖aˆ− vˆ‖2 − βµ
γ
N(t)‖aˆ− vˆ‖2 + (aˆ− vˆ)T
(
I +
[∇2ψ(vˆ)]−1)∇aˆR(x, aˆ, t)
≤ −kR(x, aˆ, t)− β
γ
‖aˆ− vˆ‖2 (102)
The first line to the second follows by convexity of R(x, aˆ, t) in its second argument, while
the second to the third follows by Assumption 7.2. The remainder of the proof is identical
to Proposition 6.2.
The general methodology captured by the proofs of Propositions 7.3 & 7.4, in combination with
the results of Section 6.3, may be exploited to derive non-Euclidean variants of our non-filtered
composite algorithm and our momentum algorithm for nonlinearly parameterized adaptive
control. Note that the strong convexity and smoothness requirements of Propositions 7.1 &
7.2, in combination with a suitable choice of N(t), are one way to satisfy the requirements of
Assumptions 7.1 & 7.2.
Remark 7.2. Our implicit regularization results in Section 3 also extend to the higher-order
setting captured by algorithm (91). The assumption that aˆ→ aˆ∞ also implies ˙ˆa→ 0. As
noted in Section 5.2, vˆ = aˆ + ˙ˆaβN and we thus conclude that under this assumption vˆ→ aˆ∞.
Because ˙ˆv in (92) is identical to algorithm (20), the result follows. 
8 Simulations
In this section, we empirically verify the global convergence and implicit regularization of
our higher-order algorithm for nonlinearly parameterized systems (61). In particular, we
consider a second order system
x˙1 = x2,
x˙2 = u− f(x, t,a),
with an unknown system dynamics of the form
f(x,a, t) = σ
(
tanh (Vx)
T
a
)
. (103)
Equation (103) represents a three-layer neural network with input layer x, hidden layer
weights V, hidden layer nonlinearity tanh(·), hidden layer weights a, and output nonlinearity
σ(x) = e.1x. The system model (103) can clearly be seen to satisfy Assumption 2.2 with
α(x) = tanh(Vx)10. The PI form of algorithm (61) is given by
∇ψ(vˆ) = v + ξ(x,xd) + ρ(x,xd), (104)
ξ(x,xd) = −γs(x,xd) tanh(Vx), (105)
ρ(x,xd) = γ [tanh (Vx)x2 − log (cosh (Vx))V2 + (λx˜− x2,d) tanh (Vx)] , (106)
v˙ = γ (x˙2,d − λ (x2 − x2,d)− ηs) tanh(Vx) + γx2 tanh(Vx) ◦V1 V2, (107)
˙ˆa = β
(
1 + µ‖ tanh(Vx)‖2) (vˆ − aˆ) , (108)
where ◦ and  denote elementwise multiplication and division respectively, where Vi is the
ith column of V, and where vˆ is obtained from ∇ψ(vˆ) by inverting ∇ψ. For the squared p
norm ψ(·) = 12‖ · ‖2p, the inverse function can be analytically computed as(∇ψ−1) (y) = ‖y‖2−qq |y|q−1sign(y) (109)
10While the exponential is not globally Lipschitz continuous, it is locally.
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where 1q +
1
p = 1, | · | denotes elementwise absolute value and sign(·) denotes elementwise
sign (Gentile, 2003). We consider the l1, l2, l4, l6, and l10 norms for ψ. To approximate the
l1 norm, (109) is used with p = 1.1. All other p norms can be used directly.
In all simulations we take λ = .5 in the definition of s (4) and η = .5 in the control input
(5). For the adaptation hyperparameters, we choose γ = 1.5 for the l2, l4, and l6 norms. We
take γ = 50 for the l1 norm and γ = .5 for the l10 norm11. In all cases, β = 1 and µ = 3γ2ηβ .
We set dim(a) = dim(aˆ) = 500 and randomly initialize aˆ and vˆ around zero from a normal
distribution with standard deviation 10−3. The true parameter vector a is drawn from a
normal distribution with mean zero and standard deviation 7.5. The matrix V is set to have
normally distributed elements with standard deviation 1√
dim aˆ
. The state vector is initialized
to have x(0) = xd(0). The desired trajectory is taken to be
xd(t) = sin
(√
2pi
12
t+ cos
(√
3pi
12
t
))
The tracking error for each choice of ψ along with a baseline comparison to fixed aˆ(t) = aˆ(0)
is shown in Fig. 1A. Figs. 1B-F show trajectories for 100 out of the 500 parameters. The
timescale on each axis is set to show the trajectories approximately until the parameters
converge for the given algorithm. Each case results in remarkably different dynamics and
resulting converged parameter vectors aˆψ∞. The tracking performance is good for each
algorithm.
Further insight can be gained into the structure of the parameter vector aˆψ∞ found by each
adaptation algorithm by consideration of the histograms (rug plots shown on x axis) for
aˆ at the end of the simulation in Figs. 2A-F. Fig. 2A shows the true parameter vector.
The choice of ψ(·) = 12‖ · ‖21.1 in Fig. 2B leads to a sparse solution with most of the weight
placed on a few parameters. This is consistent with l1 regularized solutions found by the
LASSO algorithm (Tibshirani, 1996). The inset displays a closer view around zero. The
choice of ψ(·) = 12‖ · ‖22 in Fig. 2C (Euclidean adaptation law) leads to a parameter vector
aˆ
1
2‖·‖22∞ 6= a that is roughly Gaussian distributed. This distribution highlights the implicit
l2 regularization of standard adaptation laws. The progression from ψ(·) = 12‖ · ‖24 to
ψ(·) = 12‖·‖210 displays a trend towards approximate l∞-norm regularization: the distribution
of parameters is pushed to be bimodal and peaked around ±1, and the l∞ norm of aˆ∞
decreases as p is increased.
Fig. 3A shows the function approximation error f˜2(x(t), aˆ(t)) for each algorithm along with
a reference value for fixed aˆ(t) = aˆ(0). Each algorithm, as expected by our theory and
seen by the low tracking error in Fig. 1A, pushes f˜2 to zero despite the different forms of
regularization imposed on the parameter vectors. Figs. 3B-F show the control input as a
function of time along with the unique “ideal” control law u(t) = x¨d + f(xd(t),a(t)) valid
when x(0) = xd(0). All control inputs can be seen to converge to the ideal law, though the
rate of convergence depends on the choice of algorithm. The control input is of reasonable
magnitude throughout adaptation for each algorithm.
9 Concluding remarks and future directions
It is somewhat unusual in nonlinear control to have a choice between a large variety
of algorithms that can all be proven to globally converge. Nevertheless, in this paper,
we have presented a suite of new globally convergent adaptive control algorithms. The
algorithms combine the velocity gradient methodology (Fradkov, 1980; Fradkov et al.,
1999) with the Bregman Lagrangian (Wibisono et al., 2016; Betancourt et al., 2018) to
systematically generate velocity gradient algorithms with momentum, of which the recent
algorithm due to Gaudio et al. (2019) is a special case. Based on analogies between isotonic
11These values of γ were chosen to ensure good control performance without excessively high
control inputs or fast parameter adaptation. In particular, adaptation occurs very slowly with l1
regularization, as small parameters are quickly eliminated to promote sparsity. A high adaptation
gain was needed to ensure adaptation on a similar timescale to the other norms.
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Figure 1: (A) Trajectory tracking error. All algorithms result in convergence x→ xd, though
transient performance differs between the algorithms. (B-F) Parameter trajectories for
100/500 of the total parameters. Each algorithm results in remarkably different parameter
trajectories and final values aˆψ∞.
regression (Kakade et al., 2011; Goel and Klivans, 2017; Goel et al., 2018) and algorithms for
nonlinearly parameterized adaptive control (Tyukin, 2011; Tyukin et al., 2007), we extended
our higher-order velocity gradient algorithms to the nonlinearly parameterized setting of
generalized linear models. Using a similar parallel to distributed stochastic gradient descent
algorithms (Zhang et al., 2014; Boffi and Slotine, 2020), we developed a stable modification of
all of our algorithms. We subsequently fused our developments with time-dependent learning
rates based on the bounded gain forgetting formalism (Slotine and Li, 1991).
By consideration of the non-Euclidean Bregman Lagrangian, we derived natural gradi-
ent (Amari, 1998) and mirror descent (Nemirovski and Yudin, 1983; Beck and Teboulle,
2003)-like algorithms with momentum. Taking the infinite friction limit of these algorithms
recovers a recent algorithm for adaptive robot control (Lee et al., 2018) that respects physical
Riemannian constraints on the parameters throughout adaptation. By extending recent
results on implicit regularization of optimization algorithms in machine learning (Azizan
et al., 2019; Azizan and Hassibi, 2019) to the continuous-time setting, we proved that these
mirror descent like-algorithms – in the first-order, second-order, and nonlinearly parameter-
ized settings – impose implicit regularization on the parameter vectors found by adaptive
control. We applied these results theoretically to the setting of dynamics prediction and
observer design, and showed how to design provably stable regularized dynamics predictors
and observers. We further illustrated these results through simulation, demonstrated how
approximations of the l1 norm can be used to find sparse controls, showed that the usual
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Figure 2: Parameter histograms. (A) True parameters a. (B) Parameter vector found by
the algorithm with ψ(·) = 12‖ · ‖21.1. The resulting solution is extremely sparse, and has a
few parameters with large magnitude, indicative of implicit l1 regularization. (C) Parameter
vector found by the standard Euclidean algorithm with ψ(·) = 12‖ · ‖22. The resulting
parameter vector looks approximately Gaussian distributed, indicating l2 regularization.
(C)-(F) Parameter vectors found by ψ(·) = 12‖ · ‖2p with p = 4, 6, and 10 respectively. The
transition clearly indicates a trend towards l∞-norm regularization, with two bimodal peaks
forming around ±1. The l∞ norm of the parameter vector decreases with increasing p.
Euclidean adaptation laws impose l2 regularization, and showed interpretable regularization
for higher p norms.
Throughout the paper, for simplicity of exposition, we focused on the nth order system (1).
As discussed in Remark 2.2, our results extend to more general systems which have an error
model similar to (6), in the sense that the proof technique summarized by Lemma A.2 is
roughly preserved. The nth order system makes the employed proportional-integral forms
simple, as they can be written down explicitly as in (52)-(55). As summarized in Remark
6.5, in the general case, a PDE needs to be solved, and solutions to this PDE may be hard
to find, or may not exist at all. Solution of the PDE can be avoided by the dynamic scaling
technique of Karagiannis et al. (2009) or a similar embedding technique of Tyukin (2011).
There are many possible directions for future research. A first is to rigorously test and
understand the advantages of our various proposed algorithms. For example, can we
understand how to choose the convex function ψ (outside of simple considerations such
as l1 regularization), or if any choices of ψ lead to gain-independent faster adaptation
or more robust parameters? Can we prove when the higher-order algorithms will excel
over their first-order counterparts, or theoretically analyze the robustness properties of
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Figure 3: (A) The function approximation error f˜2(x(t), aˆ(t)). All algorithms drive the
error to zero. (B)-(F) Comparison of the control input uψ(t) to the “ideal” control u(t) =
x¨d(t) + f(xd(t),a). All algorithms converge to the ideal control, though at a different rate.
The control magnitude is kept to a reasonable level in every case.
our proposed modifications? A second is to understand the role of these algorithms in
practical applications, for example in robotics or for provably learning the weights in a
spiking recurrent network. A third is to search for time-dependent learning rate update laws
tailor-made to the monotonicity setting of Assumption 2.2, rather than the approach based
on linear least squares presented in Section 6.5. Finally, we are interested in understanding
if the momentum formulation may help with more general nonlinear parameterizations, such
as multiple layers of nonlinearity or a sum of single layer functions.
A Omitted proofs and required results
Lemma A.1 (Barbalat’s Lemma, (Slotine and Li, 1991)). Assume that limt→∞
∫ t
0
|x(τ)|dτ <
∞. If x(t) is uniformly continuous, then limt→∞ x(t) = 0.
Note that a sufficient condition for uniform continuity of x(t) is for x˙(t) to be bounded.
Hence, for any signal x(t) ∈ L2 ∩L∞ with x˙(t) ∈ L∞, we can apply Lemma A.1 to the signal
x2(t) and conclude that x(t)→ 0.
Lemma A.2. Assume that
∫ T
0
f˜2(x(t′), aˆ(t′), t′)dt′ <∞ where [0, T ) is the maximal interval
of existence of x(t). Further assume that aˆ(t) is bounded over [0, T ), that both bounds are
independent of T , and that f˜ is locally bounded in x and aˆ uniformly in t. Then aˆ ∈ L∞,
f˜ ∈ L2, s ∈ L2 ∩ L∞, s→ 0 and x→ xd.
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Proof. By (6), we can write explicitly
s(t) =
∫ t
0
e−η(t−τ)f˜(x(τ), aˆ(τ), τ)dτ. (110)
By the Cauchy-Schwarz inequality,
s2(T ) ≤
(∫ T
0
e−2η(T−τ)dτ
)(∫ T
0
f˜2(τ)dτ
)
≤ 1
2η
(∫ T
0
f˜2(τ)dτ
)(
1− e−2ηT )
≤ 1
2η
(∫ T
0
f˜2(τ)dτ
)
so that supt∈[0,T ) |s(t)| < ∞. Note that this bound is independent of T . It immediately
follows that supt∈[0,T ) ‖x(t)‖ <∞, and that this bound is independent of T . This observation
contradicts that [0, T ) is the maximal interval of existence of x(t) for any T , and thus x(t)
must exist for all t. This shows that x ∈ L∞, s ∈ L∞, and that the bounds on f˜ and aˆ
can be extended for all t. From this we conclude f˜ ∈ L2 and aˆ ∈ L∞. Similarly, Parseval’s
theorem applied to the low-pass filter (110) shows that s ∈ L2. Because x ∈ L∞ and aˆ ∈ L∞,
and because f˜ is locally bounded in x and aˆ uniformly in t, f˜ ∈ L∞. By (6), s˙ ∈ L∞, and
hence by Barbalat’s Lemma (Lemma A.1), s→ 0. By definition of s, we then conclude that
x→ xd.
A.1 Proof of Proposition 6.3
Proof. Consider the Lyapunov-like function
V =
1
2
s2 +
1
2γ
a˜TP−1a˜,
which has time derivative
V˙ = −ηs2 − κ
γ
f˜2.
This immediately shows s ∈ L∞ and aˆ ∈ L∞. Because s ∈ L∞, x ∈ L∞ by definition of the
sliding variable (Slotine and Li, 1991). Integrating V˙ shows that s ∈ L2 and f˜ ∈ L2. The
result follows by application of Lemma A.2 or directly by Barbalat’s Lemma (Lemma A.1).
A.2 Proof of Proposition 6.4
Proof. Consider the Lyapunov function
V =
1
2
s2 +
1
2γ
(‖v˜‖2 + ‖aˆ− vˆ‖2)
which has time derivative
V˙ = −ηs2 + sf˜ + 1
γ
[
v˜T
(
−κf˜ − γs
)
YT + (aˆ− vˆ)T
(
βN (vˆ − aˆ) + γsYT + κf˜YT
)]
= −ηs2 − κ
γ
f˜2 − β
γ
‖aˆ− vˆ‖2 − βµ
γ
‖aˆ− vˆ‖‖Y‖2 + 2s (aˆ− vˆ)T YT + 2κ
γ
f˜ (aˆ− vˆ)T YT
≤ −ηs2 − κ
γ
f˜2 − β
γ
‖aˆ− vˆ‖2 − βµ
γ
‖aˆ− vˆ‖‖Y‖2 + 2|s|‖aˆ− vˆ‖‖Y‖+ 2κ
γ
|f˜ |‖aˆ− vˆ‖‖Y‖
≤ −1ηs2 − 2κ
γ
f˜2 −
(√
(1− 1)η|s| − 1√
(1− 1)η
‖aˆ− vˆ‖‖Y‖
)2
−
(√
(1− 2)κ
γ
|f˜ | − κ
γ
√
γ
(1− 2)κ‖aˆ− vˆ‖‖Y‖
)2
− β
γ
‖aˆ− vˆ‖2
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where 0 < 1 < 1 and 0 < 2 < 1 are arbitrary and where we have taken µ =
γ
β
(
1
(1−1)η +
κ
(1−2)γ
)
. Because 1 and 2 are arbitrary, this shows that V˙ is negative
semi-definite for µ > γβ
(
1
η +
κ
γ
)
. Hence vˆ ∈ L∞, aˆ ∈ L∞, and s ∈ L∞. Because s ∈ L∞,
we automatically have x ∈ L∞, which shows that s˙ ∈ L∞ by local boundedness of f˜ in x
and aˆ uniformly in t. Integrating V˙ shows that s ∈ L2 and hence by Barbalat’s Lemma
(Lemma A.1) s→ 0 and x→ xd.
A.3 Proof of Proposition 6.5
Proof. Defining the vector vˆt =
∑m
i=1 wˆ
t
iφ(xi), (60) implies the iteration on vˆ,
vˆt+1 = vˆt − λ
m
m∑
i=1
(
fˆ(wˆt,xi)− f(xi)
)
φ(xi). (111)
(111) shows that at time t,
vˆt = − λ
m
m∑
i=1
t−1∑
j=1
f˜ ji
φ(xi), (112)
where f˜ ji in (112) is the function approximation error on the i
th input example at iteration
j, f˜ ji = fˆ(wˆ
j ,xi)− f(xi).
Now, assuming that for the adaptive control problem f(x,a, t) = u(αT (x, t)a), setting
P = λI, aˆ(0) = 0, and integrating both sides of (12), we see that at time t,
aˆ(t) = −λ
∫ t
0
f˜(x(t′),a, t′)α(x(t′), t′)dt′. (113)
Comparison of (112) to (113) shows that in (113) the data appears continuously, the batch
size m is one, and the data is not revisited. The current function approximation fˆ at time t
for the parameters in (113) can then be written
fˆ(t) = u
(
αT (x, t)aˆ(t)
)
= u
(∫ t
0
−λf˜(x(t′), aˆ(t′), t′)αT (x(t), t)α(x(t′), t′)dt′
)
= u
(∫ t
0
c(t′)K(t, t′)dt′
)
(114)
where we have defined c(t′) = −λf˜(x(t′), aˆ(t′), t′) and K(t, t′) = αT (x(t), t)α(x(t′), t′).
Similarly, in the case of the Alphatron, the current approximation at iteration t is given by
fˆ(wˆt,x) = u
(〈
vˆt,φ(x)
〉
H
)
= u
 m∑
i=1
t−1∑
j=1
− λ
m
f˜ ji
 〈φ(x),φ(xi)〉

= u
(
m∑
i=1
wˆtiK(x,xi)
)
, (115)
where we have noted that with wˆ0i = 0 for all i, wˆti =
∑t−1
j=1− λm f˜ ji . The correspondence
between (114) and (115) is clear.
A.4 Proof of Proposition 6.6
Proof. Consider the Lyapunov function candidate
V =
1
2γ
‖v˜‖2 + 1
2γ
‖aˆ− vˆ‖2
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which has time derivative
V˙ =
1
γ
v˜T
(
−γf˜α
)
+
1
γ
(aˆ− vˆ)T
(
βN (vˆ − aˆ) + γf˜α
)
= − (a˜Tα) f˜ − β
γ
N‖aˆ− vˆ‖2 + 2 (aˆ− vˆ)T αf˜
≤ − f˜
2
D1
− β
γ
‖aˆ− vˆ‖2 − βµ
γ
‖aˆ− vˆ‖2‖α‖2 + 2‖α‖‖aˆ− vˆ‖|f˜ |
≤ − 
D1
f˜2 − β‖aˆ− vˆ‖2 −
(√
1− 
D1
|f˜ | −
√
D1
1− ‖α‖‖aˆ− vˆ‖
)2
where where 0 <  < 1 is arbitrary and we have chosen µ = γD1(1−)β . Because  is arbitrary,
this shows that vˆ and aˆ remain bounded for µ > γD1β over the maximal interval of existence
of x(t). By integrating V˙ , we see that f˜ ∈ L2 over this same interval. Note that the bounds
are independent of the length of the interval. Application of Lemma A.2 completes the
proof.
A.5 Proof of Proposition 6.7
Proof. The Lyapunov-like function
V =
1
2
(
a˜TP−1a˜ + a˜
T
P−1a˜ + s2
)
has time derivative
V˙ = −ηs2 − k (a− aˆ)T P−1 (a− aˆ) .
This shows that s, aˆ, and a remain bounded. The remaining conclusions of the proposition
are immediately drawn by integrating V˙ and applying Barbalat’s Lemma (Lemma A.1).
A.6 Proof of Proposition 6.8
Proof. The Lyapunov-like function
V =
1
2
(
a˜TP−1a˜ + a˜
T
P−1a˜
)
has time derivative
V˙ ≤ − 1
D1
f˜2 − k (aˆ− a)T P−1 (aˆ− a) .
This shows that aˆ and a remain bounded over the maximal interval of existence of x(t).
Integration of V˙ shows f˜ ∈ L2 and (aˆ− a) ∈ L2 over the same interval. Note that the
bounds are independent of the length of the interval. Application of Lemma A.2 completes
the proof.
A.7 Proof of Proposition 6.9
Proof. The Lyapunov-like function
V =
1
2γ
(‖v˜‖2 + ‖aˆ− vˆ‖2 + ‖a− aˆ‖2)
has time derivative
V˙ = − (a˜Tα) f˜ − β
γ
N‖aˆ− vˆ‖2 + kβ
γ
N (aˆ− vˆ)T (a¯− aˆ) + 2f˜ (aˆ− vˆ)T α− 2kβ
γ
N‖aˆ− a¯‖2 + β
γ
N (aˆ− a¯)T (vˆ − aˆ)
≤ − f˜
2
D1
− βN
2γ
(1− k) ‖aˆ− vˆ‖2 − βN
2γ
‖aˆ− a‖2 (3k − 1) + 2|f˜ |‖aˆ− vˆ‖‖α‖
≤ − f˜
2
D1
− β
2γ
(1− k) ‖aˆ− vˆ‖2 − βµ
2γ
(1− k) ‖aˆ− vˆ‖2‖α‖2 − βN
2γ
‖aˆ− a‖2 (3k − 1) + 2|f˜ |‖aˆ− vˆ‖‖α‖
≤ − 
D1
f˜2 −
(√
1− |f˜ |√
D1
−
√
D1
1− ‖aˆ− vˆ‖‖α‖
)2
− β
2γ
(1− k)‖aˆ− vˆ‖2 − βN
2γ
(3k − 1)‖aˆ− a‖2
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where 0 <  < 1 is arbitrary and we have chosen µ = 2γD1β(1−)(1−k) . From above, we conclude
vˆ, aˆ, and a remain bounded over the maximal interval of existence of x(t) for 13 ≤ k < 1. By
integrating V˙ , we see that f˜ ∈ L2, (aˆ− a) ∈ L2, and (aˆ− vˆ) ∈ L2 over the same interval.
Note that the bounds are independent of the length of the interval. Application of Lemma A.2
completes the proof.
A.8 Proof of Proposition 6.10
Proof. The Lyapunov-like function
V =
1
γ
(‖v˜‖2 + ‖v˜‖2 + ‖aˆ− vˆ‖2)
has time derivative
V˙ = − (a˜Tα) f˜ + 2f˜ (aˆ− vˆ)T α− βN
γ
‖aˆ− vˆ‖2 − ρ
γ
‖vˆ − v¯‖2 − ρ
γ
(aˆ− vˆ)T (v¯ − vˆ)
≤ − f˜
2
D1
+ 2|f˜‖aˆ− vˆ‖‖α‖ −
(
β
γ
− ρ
2γ
)
‖aˆ− vˆ‖2 − βµ
γ
‖aˆ− vˆ‖2‖α‖2 − ρ
2γ
‖vˆ − v‖2
≤ − 
D1
f˜2 −
(√
1− 
D1
|f˜ | −
√
D1
1− ‖vˆ − aˆ‖‖α‖
)2
− ρ
2γ
‖v − vˆ‖2 − 1
2γ
(2β − ρ) ‖vˆ − aˆ‖2
where 0 <  < 1 is arbitrary and we have chosen µ = γD1β(1−) . From above, we conclude vˆ, v,
and aˆ remain bounded over the maximal interval of existence of x(t) for ρ < 2β. Integrating
V˙ shows that f˜ ∈ L2, (vˆ − v) ∈ L2, and (vˆ − aˆ) ∈ L2 over the same interval. Note that the
bounds are independent of the length of the interval. Application of Lemma A.2 completes
the proof.
A.9 Proof of Proposition 6.11
Proof. The Lyapunov-like function
V =
1
2γ
(‖aˆ− vˆ‖2 + ‖aˆ− a‖2 + ‖v˜‖2 + ‖v˜‖2)
has time derivative
V˙ = − (a˜Tα) f˜ − βN
γ
‖aˆ− vˆ‖2 − 2kβN
γ
‖a¯− aˆ‖2 + 2f˜ (aˆ− vˆ)T α + βN (aˆ− a¯)T (vˆ − aˆ)
+
kβN
γ
(aˆ− vˆ)T (a¯− aˆ)− ρ
γ
‖vˆ − v¯‖2 − ρ
γ
(aˆ− vˆ)T (v¯ − vˆ)
≤ − 1
D1
f˜2 − 1
2γ
(β (1− k)− ρ) ‖aˆ− vˆ‖2 − 1
2γ
(βµ (1− k)) ‖aˆ− vˆ‖2‖α‖2
− Nβ
2γ
(3k − 1) ‖a¯− aˆ‖2 − ρ
2γ
‖vˆ − v¯‖2 + 2|f˜ |‖aˆ− vˆ‖‖Y‖
≤ − 
D1
f˜2 −
(√
1− 
D1
|f˜ | −
√
D1
1− ‖aˆ− vˆ‖‖α‖
)2
− ρ
2γ
‖v − vˆ‖2
− βN
2γ
(3k − 1)‖aˆ− a‖2 − 1
2γ
((1− k)β − ρ) ‖aˆ− vˆ‖2
where 0 <  < 1 is arbitrary and we have chosen µ = 2γD1β(1−k)(1−) . This immediately
shows that aˆ, vˆ,a, and v remain bounded over the maximal interval of existence of x(t) for
1
3 ≤ k < 1 and ρ < β(1− k). Integrating V˙ shows that f˜ ∈ L2, (v − vˆ) ∈ L2, (aˆ− a) ∈ L2,
and (aˆ− vˆ) ∈ L2 over the same interval. Note that the bounds are independent of the length
of the interval. Application of Lemma A.2 completes the proof.
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A.10 Proof of Proposition 6.12
Proof. The Lyapunov-like function
V =
1
2
s2 +
1
2
a˜TP−1a˜,
has time derivative
V˙ = −ηs2 − 1
2
f˜2 − λ
2
a˜TP−1a˜,
which shows that s and aˆ remain bounded. Because s remains bounded, x remains bounded.
Integrating V˙ shows that s ∈ L2 and f˜ ∈ L2. The proof is completed by application of
Lemma A.2 or directly by Barbalat’s Lemma (Lemma A.1).
A.11 Proof of Proposition 6.13
Proof. Consider the Lyapunov-like function
V =
1
2
s2 +
1
2
v˜TP−1v˜ +
1
2
(vˆ − aˆ)T P−1 (vˆ − aˆ)
which has time derivative
V˙ = −ηs2 + sf˜ − (vˆ − aˆ + a˜)T
(
s+ f˜
)
YT +
1
2
(
v˜TYT
)2 − λ(t)
2
v˜TP−1v˜
+ (vˆ − aˆ)T
(
−βN (vˆ − aˆ)−
(
s+ f˜
)
YT
)
+
1
2
[
(vˆ − aˆ)T YT
]2
− λ(t)
2
(vˆ − aˆ)T P−1 (vˆ − aˆ)
= −ηs2 − f˜2 − 2 (vˆ − aˆ)T
(
s+ f˜
)
YT − βN‖vˆ − aˆ‖2 + 1
2
(
v˜TYT
)2
+
1
2
[
(vˆ − aˆ)T YT
]2
− λ(t)
2
(
v˜TP−1v˜ + (vˆ − aˆ)T P−1 (vˆ − aˆ)
)
Now we use that v˜TYT = (vˆ − aˆ)T YT + f˜ to say that 12
(
v˜TYT
)2
= 12
[
(vˆ − aˆ)T YT
]2
+
(vˆ − aˆ)T YT f˜ + 12 f˜2. Hence,
V˙ = −ηs2 − 1
2
f˜2 − 2s (vˆ − aˆ)T YT − f˜ (vˆ − aˆ)T YT − βN‖vˆ − aˆ‖2 +
[
(vˆ − aˆ)T YT
]2
− λ(t)
2
(
v˜TP−1v˜ + (vˆ − aˆ)T P−1 (vˆ − aˆ)
)
= −ηs2 − 1
2
f˜2 − 2s (vˆ − aˆ)T YT − f˜ (vˆ − aˆ)T YT − β‖vˆ − aˆ‖2 − βµ‖Y‖2‖vˆ − aˆ‖2 +
[
(vˆ − aˆ)T YT
]2
− λ(t)
2
(
v˜TP−1v˜ + (vˆ − aˆ)T P−1 (vˆ − aˆ)
)
≤ −ηs2 − 1
2
f˜2 + 2|s|‖ (vˆ − aˆ) ‖‖YT ‖+ |f˜ |‖ (vˆ − aˆ) ‖‖YT ‖ − β‖vˆ − aˆ‖2 − (βµ− 1) ‖Y‖2‖vˆ − aˆ‖2
− λ(t)
2
(
v˜TP−1v˜ + (vˆ − aˆ)T P−1 (vˆ − aˆ)
)
≤ −η1s2 − 2
2
f˜2 −
(√
(1− 1)η|s| − 1√
(1− 1)η
‖vˆ − aˆ‖‖Y‖
)2
−
(√
1− 2
2
|f˜ | − 1
2
√
2
1− 2 ‖vˆ − aˆ‖‖Y
T ‖
)2
− β‖vˆ − aˆ‖2 − λ(t)
2
(
v˜TP−1v˜ + (vˆ − aˆ)T P−1 (vˆ − aˆ)
)
where 0 < 1 < 1 and 0 < 2 < 1 are both arbitrary and where we have chosen µ =
1
β
(
1 + 1η(1−1) +
1
2(1−2)
)
. This shows that s, vˆ, and aˆ remain bounded. Because s remains
bounded, x remains bounded. Integrating V˙ shows that s ∈ L2 and f˜ ∈ L2. By local
boundedness of f˜ in x and aˆ uniformly in t, f˜ remains bounded and hence s˙ remains
bounded. By Barbalat’s Lemma (Lemma A.1), s→ 0 and x→ xd.
44
arXiv preprint
A.12 Proof of Proposition 6.14
Proof. Consider the Lyapunov-like function
V =
1
2
a˜TP−1a˜, (116)
which has time derivative
V˙ = −f˜αT a˜ + 1
2
(
a˜Tα
)2 − λ
2
a˜TP−1a˜,
≤ − 1
D1
f˜2 +
1
2D22
f˜2 = −
(
1
D1
− 1
2D22
)
f˜2.
ForD1 < 2D22, V˙ ≤ 0 and f˜ ∈ L2 over the maximal interval of existence of x(t). Alternatively,
using the same Lyapunov function,
V˙ ≤ − (αT a˜)2(D2 − 1
2
)
.
For D2 > 12 , V˙ ≤ 0 and αT a˜ ∈ L2 over the maximal interval of existence of x(t). By
Assumption 2.2, this implies that f˜ ∈ L2 over the same interval. Hence, both approaches
demonstrate that aˆ remains bounded over the maximal interval of existence of x(t), and that
f˜ ∈ L2 over the same interval. Furthermore, these bounds are independent of the length of
the interval. By Lemma A.2, the proposition is proved.
A.13 Proof of Proposition 6.15
Proof. Consider the Lyapunov-like function
V =
1
2
(
v˜TP−1v˜ + (aˆ− vˆ)T P−1 (aˆ− vˆ)
)
,
which has time derivative
V˙ = −v˜Tαf˜ + 1
2
v˜T
(−λP−1 + ααT ) v˜ + (aˆ− vˆ)T (βN (vˆ − aˆ) + αf˜)+ 1
2
(aˆ− vˆ)T (−λP−1 + ααT ) (aˆ− vˆ)
≤ − (a˜Tα) f˜ + 1
2
(
v˜Tα
)2
+
1
2
(
(aˆ− vˆ)T α
)2
− βN‖aˆ− vˆ‖2 + 2f˜ (aˆ− vˆ)T α
≤ −D2
(
αT a˜
)2
+
1
2
(
v˜Tα
)2
+
1
2
(
(aˆ− vˆ)T α
)2
− βN‖aˆ− vˆ‖2 + 2|f˜ |‖aˆ− vˆ‖‖α‖
Now, we use the fact that 12
(
v˜Tα
)2
= 12
[
(vˆ − aˆ)T α
]2
+ (vˆ − aˆ)T α (αT a˜)+ 12 (a˜Tα)2 to
rewrite
V˙ ≤ −
(
D2 − 1
2
)(
αT a˜
)2
+
[
(aˆ− vˆ)T α
]2
− βN‖aˆ− vˆ‖2 + ‖vˆ − aˆ‖‖α‖|αT a˜| (2D1 + 1)
≤ −
(
D2 − 1
2
)(
αT a˜
)2 − β‖aˆ− vˆ‖2 − (βµ− 1) ‖aˆ− vˆ‖2‖α‖2 + ‖vˆ − aˆ‖‖α‖|αT a˜| (2D1 + 1)
≤ −
(
D2 − 1
2
)(
αT a˜
)2 −
√(1− )(D2 − 1
2
)
|αT a˜| − 2D1 + 1
2
√
(1− ) (D2 − 12)‖vˆ − aˆ‖‖α‖
2 − β‖aˆ− vˆ‖2
where 0 <  < 1 is arbitrary and where we have chosen µ = 1β
(
1 + (2D1+1)
2
(1−)(4D2−2)
)
. V˙ is
clearly negative semi-definite for D2 < 12 , which shows that vˆ and aˆ remain bounded over
the maximal interval of existence of x(t). Integrating V˙ shows that
(
αT a˜
) ∈ L2 over this
interval, which implies that f˜ ∈ L2 over the same interval by Assumption 2.2. Note that
the bounds are independent of the length of the interval. By Lemma A.2, the proposition is
proven.
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A.14 Proof of Proposition 7.1
Proof. Consider the Lyapunov-like function candidate
V =
1
2
s2 +
1
γ
(
dψ (a, vˆ) +
1
2
‖aˆ− vˆ‖2
)
This function has time derivative
V˙ = −ηs2 + sYa˜ + 1
γ
(
(vˆ − a)T ∇2ψ(vˆ) ˙ˆv + (aˆ− vˆ)T
(
˙ˆa− ˙ˆv
))
= −ηs2 + sYa˜ + (a− vˆ)T YT s+ 1
γ
(aˆ− vˆ)T
(
βN (vˆ − aˆ) + γ∇2ψ (vˆ)−1 YT s
)
= −ηs2 − βN
γ
‖aˆ− vˆ‖2 + (aˆ− vˆ)T
([∇2ψ(vˆ)]−1 + I)YT s
By l-strong convexity of ψ,
(∇2ψ(vˆ))−1 ≤ l−1I. Hence, using that N = 1 + µ‖Y‖2,
V˙ ≤ −ηs2 − β
γ
‖aˆ− vˆ‖2 − βµ
γ
‖aˆ− vˆ‖2‖Y‖2 +
(
l + 1
l
)
|s|‖aˆ− vˆ‖‖Y‖ (117)
≤ −ηs2 −
(√
(1− )η|s| − l + 1
2l
√
(1− )η ‖aˆ− vˆ‖‖Y‖
)2
− β
γ
‖aˆ− vˆ‖2 (118)
where 0 <  < 1 is arbitrary and we have chosen µ = γ(l+1)
2
4βl2(1−)η . This shows that V˙ is
negative semi-definite, so that aˆ, vˆ, and s remain bounded. Because s remains bounded,
x remains bounded. Integrating V˙ shows that s ∈ L2, so that s ∈ L2 ∩ L∞. By local
boundedness of Y in x, s˙ remains bounded, and hence by Barbalat’s Lemma (Lemma A.1)
s→ 0. Then x→ xd by definition of s.
A.15 Proof of Proposition 7.2
Proof. Consider the Lyapunov-like function candidate
V =
1
2
s2 +
1
γ
(dψ(a, vˆ) + dψ(vˆ, aˆ))
=
1
2
s2 +
1
γ
(
ψ(a)− ψ(vˆ)−∇ψ(vˆ)T (a− vˆ) + ψ(vˆ)− ψ(aˆ)−∇ψ(aˆ)T (vˆ − aˆ))
These individual terms satisfy
d
dt
1
2
s2 = −ηs2 + Ya˜s
1
γ
d
dt
dψ(a, vˆ) = −Ya˜s+ (aˆ− vˆ)T YT s
1
γ
d
dt
dψ(vˆ, aˆ) = − 1
γ
(vˆ − aˆ)T ∇2ψ(aˆ) ˙ˆa− sY (∇2ψ(vˆ))−1 (∇ψ(vˆ)−∇ψ(aˆ))
Note that, by l-strong convexity and L-smoothness, the second term in the last line above
can be bounded as
−sY (∇2ψ(vˆ))−1 (∇ψ(vˆ)−∇ψ(aˆ)) ≤ γL
l
|s|‖Y‖‖aˆ− vˆ‖.
First consider (95). Then, by l-strong convexity of ψ,
− 1
γ
(vˆ − aˆ)T ∇2ψ(aˆ) ˙ˆa ≤ − lβN
γ
‖aˆ− vˆ‖2
For (97) we obtain
− 1
γ
(vˆ − aˆ)T ∇2ψ(aˆ) ˙ˆa ≤ −βN
γ
‖aˆ− vˆ‖2
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Hence, for (94) & (95),
V˙ ≤ −ηs2 − lβ
γ
‖aˆ− vˆ‖2 − lβµ
γ
‖Y‖2‖aˆ− vˆ‖2 + l + γL
l
|s|‖Y‖‖aˆ− vˆ‖
Similarly, for (96) & (97),
V˙ ≤ −ηs2 − β
γ
‖aˆ− vˆ‖2 − βµ
γ
‖Y‖2‖aˆ− vˆ‖2 + l + γL
l
|s|‖Y‖‖aˆ− vˆ‖
In both cases,
V˙ ≤ −ηs2 −
(√
(1− )η|s| − l + γL
2l
√
(1− )η ‖Y‖‖aˆ− vˆ‖
)2
In the former case, we have chosen µ = γ(l+γL)
2
4βη(1−)l3 and in the latter we have chosen µ =
γ(l+γL)2
4βη(1−)l2 . This shows that V˙ is negative semi-definite, so that aˆ, vˆ, and s remain bounded.
Because s remains bounded, x remains bounded. Integrating V˙ shows that s ∈ L2, so that
s ∈ L2 ∩ L∞. By local boundedness of Y in x, s˙ remains bounded, and hence by Barbalat’s
Lemma (Lemma A.1) s→ 0. Then x→ xd by definition of s.
B Further results on dynamics prediction for Hamiltonian
systems
We now provide some extensions to the results in Section 4.2 by exploiting the structure of
separable Hamiltonians. With a separable Hamiltonian, it is natural to estimate the kinetic
and potential energies separately,
T (pˆ) = Yp(pˆ)aˆp,
U(qˆ) = Yq(qˆ)aˆq,
where Yp and Yq are row vectors of basis functions for the kinetic and potential energies
respectively. In this case, following the same derivation as in Section 4.1, the error dynamics
become
˙˜p = −∇qˆYq(qˆ)a˜q − kpp˜− (∇qˆU(qˆ)−∇qU(q)) ,
˙˜q = ∇pˆYp(pˆ)a˜p − kqq˜ + (∇pˆT (pˆ)−∇pT (p)) .
Consider the adaptation laws
˙ˆap = −γp
[∇2ψp(aˆp)]−1 (∇pˆYp(pˆ))T q˜,
˙ˆaq = γq
[∇2ψq(aˆq)]−1 (∇qˆYq(qˆ))T p˜,
where ψp(·) and ψq(·) are strictly convex functions, and where γp > 0 and γq > 0 are positive
learning rates. The Lyapunov-like function
V =
1
2
p˜T p˜ +
1
2
q˜T q˜ +
1
γp
dψp (ap ‖ aˆp) +
1
γq
dψq (aq ‖ aˆq) (119)
shows that a sufficient condition for convergence p˜→ 0 and q˜→ 0 is for the Jacobian
J =
( −kpI −∇2qU(q)
∇2pT (p) −kqI
)
to be uniformly negative definite. A sufficient condition for uniform negative definiteness is
given by (25).
While separable Hamiltonians encompass many physical systems, some, such as robotic
systems, do not have this structure. A more general form encompassing robotic systems is
H(p,q) = T (p,q) + U(q).
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Parameterizing these terms independently,
T (pˆ, qˆ) = Yp(pˆ, qˆ)aˆp,
U(qˆ) = Yq(qˆ)aˆq,
the error dynamics becomes
˙˜p = − (∇qˆYp(pˆ, qˆ)) a˜p − (∇qˆYq(qˆ)) a˜q − kpp˜− (∇qˆU(qˆ)−∇qU(q))− (∇qˆT (pˆ, qˆ)−∇qT (p,q)) ,
˙˜q = (∇pˆYp(pˆ, qˆ)) a˜p − kqq˜ + (∇pˆT (pˆ, qˆ)−∇pT (p,q)) .
Now consider the adaptation laws
˙ˆap = γp
[∇2ψp(aˆp)]−1 ((∇qˆYp(pˆ, qˆ))T p˜− (∇pˆYp(pˆ, qˆ))T q˜) ,
˙ˆaq = γq
[∇2ψq(aˆq)]−1 (∇qˆYq(qˆ))T p˜,
again where where ψp(·) and ψq(·) are strictly convex functions, and where γp > 0 and
γq > 0 are positive learning rates. The Lyapunov-like function (119) shows that a sufficient
condition for convergence is for the Jacobian matrix
J =
(−kpI−∇p∇qT (p,q) −∇2qU(q)−∇2qT (p,q)
∇2pT (p,q) −kqI +∇q∇pT (p,q)
)
to be uniformly negative definite. Sufficient conditions for this are now given by
kp > −1
2
λmin (∇pˆ∇qˆT (pˆ, qˆ) +∇qˆ∇pˆT (pˆ, qˆ)) ,
kq >
1
2
λmax (∇pˆ∇qˆT (pˆ, qˆ) +∇qˆ∇pˆT (pˆ, qˆ)) ,
λpλq >
1
4
λ2max
[∇2pˆT (pˆ, qˆ)−∇2qˆT (pˆ, qˆ)−∇2qˆU(qˆ)] ,
similar to the fully general case handled in Sec. 4.2. More general results can be obtained by
using a non-Euclidean metric as a replacement for the momentum and position estimation
error terms in (119).
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