Today's power grid has so many challenges in terms of centralized power generation, limited flow of information, limited support for distribution, poor management of peak loads and power disruptions. Due to these limitations several organizations are working on Smart grid. Smart grid consists of numerous kind of heterogeneous devices that increase the complexity and inefficiency. To cope with heterogeneity and provide interoperability among the communication of these devices, middleware is considered to be the best approach. There are so many middlewares that have been proposed so far but Data Distribution Service (DDS) middleware provides high level of reliability and efficiency by addressing more performance metrics and several QoS policies especially in real time and mission critical applications. We have considered Smart grid standard ANSI C12.19 based DDS deployment in transmission and consumption sides. Data structures are obtained for topics formation over RTI Connext to establish communication and to conduct experimental study for the analysis of interoperability and other performance metrics to prove that DDS is better solution for Smart grid data interoperability and high reliability.
Introduction
The traditional power grid only deals with the data that it has supplied but obtains no data in response for the delivery of energy and power. Smart grid is modern power grid that uses digital and analogue communication
The traditional power grid only deals with the data that it has supplied but obtains no data in response for the delivery of energy and power. Smart grid is modern power grid that uses digital and analogue communication system to collect the information and then it responses according to the collected information. In this way it collects the information from consumer and suppliers in an automated way, thus ensures the reliability, economics, sustainability and efficiency of the production and distribution of electricity 1 . Smart grid contains large amount of various kind of devices, hardware and software of distributed systems that require real time responses. Middleware is like a software that addresses heterogeneity and complexity in these kind of distributed systems. Middleware is used to integrate, control and manage large amount of heterogeneous electrical elements together. Because of their heterogeneous nature, one can find great difficulty in establishing communication among these. So as to provide interoperability, establish reliable communication and to provide QoSs, the middleware architecture is the best solution so far 2, 3 . There are several middlewares that have been developed for Smart grid such as GridStat 4 , RabbitMQ 5 , XMPP 6 , USN 7 , Service Oriented 8 and DDS 9 . Data Distribution Service (DDS) is considered as a best middleware for Smart grid due to its data management capabilities related to real time publish subscribe and mission critical applications. It also consists of rich Quality of Service (QoS) policies that can be used for various puposes 2, 10 . As DDS provides almost every kind of performance metrics so we considered DDS middleware to conduct our experimental study over Smart grid. DDS communication model is based on publish subscribe architecture so we considered Smart grid devices as publisher and subscriber applications to communicate with each other. ANSI C12.19 Smart grid standard 11 is used to get data structures to build topics to establish communication among these devices by setting certain QoS contracts provided by DDS. RTI Connext is used to perform publish subscribe communication and to conduct several experimental analysis that include latency, jitter and throughput.
This paper explores to provide middleware based solution by implementing ANSI C12.19 using DDS. The solution is independent of physical communication network that is flexible, scalable and with rich QoS functionalities. DDS RTI Connext has been used as an implementation tool and several tests have been performed to validate ANSI C12.19 implementation on DDS.
Rest of the paper is organized in the following way. Section 2 briefly explains DDS basics and architecture, section 3 highlights some of the related research work that explains the popularity of middleware specially DDS in various domains. In section 4 some description related to ANSI C12.19 is given while section 5 discusses its implementation over DDS. Section 6 deals with experimental setup and QoS policies used to assess proposed approach. Results and analysis are given in section 7 that concludes with a hint to adopt DDS in Smart grid communication infrastructure.
DDS basics and architecture
DDS is a middleware technology based on publish subscribe model 12 . It is particularly for distributed real time and mission critical systems in which heterogeneous data related to development, deployment and maintenance is obtained. DDS is data centric model that provides rich set of QoS policies through which real time systems requirement can be fulfilled. There are several other platform dependent middlewares either with standalone components or with built in modules in various shapes such as Web Services 13 20 . DDS architecture is shown in Fig. 1 in which components that require QoS can also be seen.
Related work
Abdel Rahman et al. 2 surveyed about Message Oriented Middleware (MOM) for real time and distributed environment in smart grid. So far this is the only paper that analyzes the smart grid middlewares based on their functionality and performance. 1) Extensible Messaging and Presence Protocol (XMPP) is related to XML and provides request response services, presence and real time messaging. It supports QoS functionalities and is a best effort protocol augmented with some extension protocols (XEP). The extended protocol (XEP-0203) provides timestamp information related to stored messages that can be useful in case of slow delivery. The rules to handle time sensitive messages of an application can be defined with the help of advanced message processing extensions (XEP-0097). Negotiating XML streams compressions are delivered through (XEP-0138) and the priorities for resources that are connected are specified by (XEP-0168) protocol. There are several other protocols that it supports.
2) RabbitMQ is based on Advanced Messaging Queue Protocol (AMQP) and is an open source message broker. It addresses wire protocol and the protocol that defines AMQP implementation semantics. In this way these implementations become interoperable with other implementations. Brokering task defined by AMQP is divided among message queues and exchanges which is identical to router that is based on a set of rules (deciding message routing queues) and accepts incoming messages. The third middleware specified in this paper is DDS which is concluded as a most suitable technology for Smart grid applications that is already explained in Section II.
Kai Shi at el. 10 implemented data communication platform in smart micro grid. It is implemented as a wind turbine real-time monitoring system to show the feasibilities and advantages of using data distribution service (DDS) middleware into smart micro-grid monitoring over the IP Network using TCP/IP and UDP protocols.
A web server is built to provide the interface for user to monitor and analyze data. Real time data base monitoring for forecasting, controlling and historical data base is used to monitor data for play back analysis, system performance and energy efficiency. MySQL DBMS is used to store data collected from generation and consumer side along with RTI Connect to provide publish subscribe paradigm. DSpace board is connected to wind turbine to collect and monitor data thus provide data acquisition system. The data publisher can detect new coming data and send them out into the DDS domain in the network. RTI Real-Time Connect (RTC) service works at the background together with the real-time database. This service worked seamless with the MySQL database server and is able to subscribe the data of interest from DDS domain and simultaneously store the data into the real-time database. The real-time data monitoring service is performed in web server. This web application reads the latest data from the real-time database every second and graphically displays these data to users for monitoring and analysis purpose. Users can access the web site when their devices are connected into the network.
L. Jiang et al. 21 described and tested the deployment feasibility of substation automation standard IEC 61850. They have designed a data model to reduce complexities and difficulties of IEC 61850 implementation by considering Abstract Communication Interface (ACSI) for interoperability. The GOOSE messages from different electric devices are taken from the standard to perform experimental work and establishing communication among these devices and some performance tests are conducted. REST (Representational State Transfer) Services are used along with IEC 61850 data model to demonstrate delivery of abstraction and interoperability enhancement. They have proposed an approach to enable WAN in control systems and electric power Tele-monitoring IEDs for high speed transmission and reliable exchange of data.
ANSI C12.19

11 delivers common data structures to transfer data among Smart grid utility end devices especially in meters and other user/customer devices. Standard data structures are represented in terms of table sets that are joined together to form sections known as decades. For our implementation and experimentation purposes, we have selected two data structures from the decades of this standard. One is 'Electric Element Descriptions' and other one is 'Utility Information'. The definition of these structures are shown in Fig. 2(a) and Fig. 2(b) . 
ANSI C12.19 implementation over DDS
All Interface Descriptive Language (IDL) is based on Remote Procedure Call (RPC) software that is very useful to link machines with different OS, languages and architectures. For our experimental work setup we have constructed IDL files using two topics that are shown in Fig. 2(a) and Fig. 2(b) . We have developed a methodology so far based on our IDL files to establish communication among publish subscribe Smart grid applications or devices. Fig. 1 depicts over all behaviour of DDS in which Smart grid device will construct its data structures based on ANSI C12.19 standard. When there is a need to transmit some data, one of the Smart grid device will deliver these data structures to Data Writer. The Data Writer analyses the data whether it is according to structure of specified topic, if so then Data Writer writes the data on related topic through publisher. Subscriber receives this data through Data Reader. Communication is established based on certain QoS contracts.
Experimental setup
All The hardware and software specifications used in experimental work is shown in Table 1 . The experiment is performed in one of the labs in KFUPM Computer Engineering department. We have used certain QoS policies in our experimentation work through which the behaviour of system is analysed with the help of default and modified QoS policy values. The default and modified values for these QoS policies can be seen in Table 2 . By changing the values of QoS policies we have analysed that we can change the behaviour of our system according to our own requirements. Default value for DURABILITY QoS policy is VOLATILE for both publishers and subscribers that means middleware does not keep any data samples for late joining participants due to which scalability can be affected.
This value is modified to TRANSIENT LOCAL, because it allows us to deliver data samples to any late joining new participant. In this way any late joining participant may become part of communication system if it holds same features of declared topics. Default value of RELIABILITY QoS policy is RELIABLE for publishers and BEST_EFFORT for subscribers. These values are swapped in publishers and subscribers to analyse latency and throughput behaviour at both sides. Fig. 2(a) and Fig. 2(b) . Ostinato is an open source tool which is used to generate network traffic to load the network to get the realistic performance results. C++ code is generated for publishers and subscribers using rtiddsgen utility on Visual Studio 2012 while Wireshark 1.2.3 and RTI performance test tools are used to do performance measurement over LAN and Wi-Fi.
Results and analysis
Random data values are generated at publisher's side and sent through a communication channel to one or more subscribers. The simulation is run on machines specified in Table 1 that are connected through LAN and Wi-Fi. The generated values are transmitted among these machines and required numeric values are taken and stored for analysis.
Latency and jitter analysis
We used packet sizes from 100 to 200 Bytes based on data structure size in topics for our scenarios to perform latency and jitter tests. Table 3 shows the behavior of latency with default and modified QoS settings. Similarly Table 4 shows the results of jitter. Fig. 3(a) and Fig. 3(b) show the latency graphs that contain comparison between default and modified QoS settings over LAN and Wi-Fi. While Fig. 4(a) and Fig 4(b) show the jitter graphs that contains the comparison between default and modified QoS settings over LAN and Wi-Fi. Latency and jitter is calculated at publisher side while considering the additional network traffic load. It can be analyzed that latency and jitter obtained with default QoS policies values are lesser as compared to modified QoS policies values. This behavior is obtained due to the RELIABLE value of RELIABILITY QoS policy at publisher side which is the default value, while modified value of RELIABILITY QoS policy that is BEST_EFFORT, offers more latency and jitter. Through graphs we can analyze that by changing the values and settings of various QoS policies, we can modify performance efficiency of the system and can achieve desired results. As by tuning various QoS policies settings, our latency and jitter performance can be changed according to system requirements. 
Throughput analysis
Throughput depends on packet size and number of packets sent over a communication channel. Total time consumed for this transmission was recorded and throughput is calculated. Table 5 shows the results obtained for throughput with default and modified QoS settings over LAN and Wi-Fi. Throughput is also measured at the publisher side with default that is RELIABLE and modified that is BEST_EFFORT values of RELIABILITY QoS policy. It can be analysed that throughput with modified QoS policies is higher than the default values because Data Writer of publisher writes all the time without taking in account the queue size of Data Reader of subscriber. Fig.  5 (a) and Fig 5(b) show the throughput graphs. Simulation graphs describes the overall behaviour of the system where throughput increases tremendously by changing the values and settings of various QoS policies, we can change and increase performance efficiency of the system and achieve our desired results based on certain QoS settings. As by doing certain modifications in QoS policies settings mentioned in Table 2 , our throughput performance has increased both over LAN and Wi-Fi. As we deal with so many limitations in regular existing power grid, we need to shift towards Smart grid that provides numerous functionalities on demand but has high complexity in terms of heterogeneity. It has been analysed that in order to provide interoperability and establish communication between numerous heterogeneous devices of Smart grid, a QoS providing middleware is required. Several middleware architectures for Smart grid have been proposed in literature but they only provide limited functionality. Based on previous studies it can be concluded that DDS is the most suitable middleware for Smart grid communication devices. DDS offers rich sets of QoS policies that can be used for flexible and definite outcomes. For ANSI C12.19, communication experiments of end devices are performed over LAN and Wi-Fi to prove real time feature of our proposed framework. Experimental results of latency, jitter and throughput show that this middleware can withstand with tight communication requirements while providing low latency and jitter, consuming less bandwidth and maximizing average throughput with zero packet loss or error. These results are encouraging to deploy DDS for Smart grid devices communication.
