Abstract. We present the notion of finite high-order Gowers games, and prove a statement parallel to Gowers's Combinatorial Lemma for these games. We derive 'quantitative' versions of the original Gowers Combinatorial Lemma and of Gowers's Dichotomy, which place them in the context of the recently introduced infinite dimensional asymptotic theory for Banach spaces.
introduction
The main object of this note is to understand Gowers's Combinatorial Lemma and Gowers's Dichotomy (theorems 7 and 2 in [G] , to be described forthwith) from the viewpoint of infinite dimensional asymptotic theory. We reformulate and reprove these theorems, drawing on the 'asymptotic' language introduced to infinitedimensional Banach-space theory in [AAr] and [MMiT] .
Gowers's Dichotomy states that an infinite dimensional Banach space must contain a highly symmetric subspace, or a highly non-symmetric subspace. On the 'highly symmetric' side we have unconditionality. On the 'highly non-symmetric' side we have zero angle between any two infinite dimensional subspaces
To understand unconditionality, think of a space X with a Schauder basis. Each vector in X has unique coordinates with respect to the basis. Imagine the lines spanned by elements of the basis as axes in R ∞ , and think of each vector as the sequence of its coordinates in R ∞ . The unit ball of X will correspond to a convex body in R ∞ . Unconditionality means that reflection around the main axes are bounded operators. More precisely, all compositions of such reflections are uniformly bounded operator. Geometrically speaking, some homothety of the unit ball will contain all such composite reflections of the unit ball.
There is an equivalent view in terms of projections. Unconditionality means that coordinate projections on subspaces spanned by the main axes are uniformly bounded operators. Again, this definition comes with a nice geometric picture. Consider the cylinders whose bases are restrictions of the unit ball to coordinate hyperplanes. Unconditionality says that the intersection of all such cylinders must contain a homothety of the unit ball.
The factor of homothety in both definitions above is a quantitative measure of unconditionality. We call it the unconditionality constant. In the finite dimensional case, we always have unconditionality; the only question is how good the unconditionality constant is. That's just because any two bodies with the same finite dimension are comparable, in the sense that one can always be shrunk to fit Date: 28.10.98 . The author is supported by a Bourse Chateaubriand and a Clore Foundation / Chevening Scholarship.
into the other. In the infinite dimensional case, however, unconditionality does not come for free.
Unconditionality is, in fact, a strong property, which implies a variety of geometric and topological regularities. Unconditionality also provides the space with a lattice structure. Viewing a vector as a sequence of coordinates in R ∞ , we have a natural (coordinatewise) partial ordering. In an unconditional space an order relation between two vectors will translate (up to a uniform multiplicative constant) into the same relation between their norms. A lattice structure is in fact a weaker property than unconditionality, but is still a very powerful structure. More information in this direction is available in [LTz] .
On the non symmetric side of Gowers's Dichotomy we have spaces with geometric pathologies, unattainable from a finite dimensional perspective. In the finite dimensional world, two subspace which intersect only at zero must have a positive angle between them. Points on the unit spheres of such subspaces must have distance bounded away from zero. This is not the case in the non-compact infinite dimensional world. Two unit spheres may have arbitrarily close points (zero angle) without ever actually touching. The pathology on the non-symmetric side of Gowers's Dichotomy is that any two infinite dimensional subspaces must have zero angle between them. No pair of infinite dimensional subspaces forms a topological direct sum. Again, the geometric and topological implications are far reaching. Such a space cannot be isomorphic to any proper subspace. All bounded operators on such a space are 'small' perturbations of a multiples of the identity. Reflections and coordinate projections are bounded only if they leave invariant a finite codimensional subspace. Such spaces are far away on the rough end of the spectrum of symmetries.
Practically all classical spaces equipped with a natural basis are unconditional. All Banach spaces known to mankind until the nineties contained subspaces with unconditional bases. The first counter example was the Gowers-Maurey space from [GM] . The discovery of such spaces brought forth fears that infinite dimensional Banach space theory does not have sufficient structure. The Gowers-Maurey space was observed to have zero angle between any two subspaces. Gowers' dichotomy established that the latter property (at least in a subspace) was a direct result of lack of unconditional subspace. This restored some hope for finding structure in the world of Banach spaces. As a first tour de force, the Dichotomy managed to complete the chain of arguments leading towards the solution of the homogeneous space problem. It was the final ingredient in showing that the only Banach space isomorphic to all its subspaces is the Hilbert space (the unconditional case was resolved earlier, and the zero-angle cases which were left by the Dichotomy are obviously not homogeneous).
The proof of Gowers Dichotomy goes through a Ramsey type theorem for Banach spaces, which we will refer to as Gowers's Combinatorial Lemma. A standard Ramsey theorem would state that given a colouring of all finite vectors sequences, there exist a monochromatic subspace. This is, however, far too much to expect in the Banach space context. Gowers has proved that if there isn't a blue subspace, the set of red vectors sequences must be large in the following sense. Obviously, red vectors sequences are in every subspace. The Lemma says that given any infinite sequence of subspaces, there exists a finite red sequence of vectors, each vector belonging to the corresponding entry in the sequence of subspaces. The twist is, that we don't even have to know the sequence of subspaces in advance. Even if the n-th subspace is disclosed only after we have chosen the first n − 1 vectors, we still have a strategy which promises we end up with a red sequence of vectors.
The proof of the Combinatorial Lemma fits very well into Ramsey theory, and is especially close to the Galvin-Prikry argument from [GaP] . Relating the Dichotomy to the Combinatorial Lemma is not terribly hard. Think of unconditional sequences with controlled unconditionality constant as blue. Suppose there is no blue (unconditional) subspace. The Lemma says that we have a strategy producing red (badly unconditional) sequences. So given two subspaces, U 1 and U 2 , we can find a red sequence with some vectors in U 1 and some in U 2 . Compared to the distance already ventured, it is only a technicality to manipulate our red sequence into close vectors in the unit spheres of U 1 and U 2 .
The arguments given here are not essentially new, nor can they be claimed to be objectively simpler. At best, we have only managed to dilute the combinatorics necessary for the proofs. Our aim, however, is to put the proof of the Dichotomy and the Combinatorial Lemma into the context of infinite dimensional asymptotic theory. This theory attempts to bridge the very different worlds of finite and infinite dimensional Banach spaces.
The most intuitive attempt to construct such a bridge would be to study finite dimensional spaces with increasing dimensions. This approach, however, leaves a huge gap, and does not explain why and how the strong regularities of finite dimensional ('local') theory dissipate. Instead of considering just subspaces of increasing dimension, asymptotic theory considers vector sequences with increasing complexity. Complexity of a vector sequence is determined by combinatorial relations between its length and the vectors in it, rather than by the length of the sequence (the dimension) alone. Increasing complexity levels are the stepping stones, which lead us all the way from the finite world to the infinite one. In this paper we quantify the transition from the fact that an infinite dimensional Banach space must contain subspaces with arbitrarily high finite dimesnion and arbitrarily good unconditionality (this follows from Dvoretzky's theorem), to the fact that infinite dimensional spaces needn't contain an infinite dimensional unconditional subspace.
I hope that the "slow" transfinite induction, and the identification of the respective roles of the combinatorial processes involved in the proof, will help to dispel the mystic aura created by Gowers's thrifty double induction. Indeed, for collections of vector sequences with fixed length, some weak versions of Gowers's Combinatorial Lemma had been within reach for some time before the result itself was proved (cf. [C] , section 6). The argument here is edited as the natural continuation of such fixed length versions, replacing length by complexity.
2. Notation 2.1. General Banach space notation. Throughout this note X will be an infinite dimensional Banach-space with a basis {e i } i∈N . The norm on X will be denoted by · . We use y i i∈I to denote the span of the vectors in {y i } i∈I .
A vector is called a block if it has finite support, that is, if it is a finite linear combination of elements of the basis. The support of v, denoted supp(v), is the minimal interval of elements of the basis with v in its span. The blocks v and w are said to be consecutive (v < w) if the support of v ends before the support of w begins. Σ(X) is the collection of all normalised blocks. The notation Σ * (X) stands for all finite sequences of normalised consecutive blocks, or, in shorthand, block sequences.
A subspace is called a block subspace if its basis is a sequence of consecutive blocks. We will use the notation Y < X to express that Y is a block subspace of X. Unless otherwise stated, a subspace in this note will mean an infinite dimensional block subspaces. Despite the boldface, this provision is not as dramatic as it sounds; in fact, every infinite dimensional subspace contains further subspaces, arbitrarily close to block subspaces. We will use the notation Z < Y to express that Z is a block subspace, and a subspace of Y . In other words, if we forget about X, and consider Y with its basis to be our ambient space, Z is a block subspace of Y .
The notation [X] >n will stand for a tail subspace, the closure of e i ∞ i=n+1 . The special property of tail subspaces is that their intersection with any infinite dimensional block subspace is still an infinite dimensional block subspace. Intersecting finitely many tail subspaces obviously produces another tail subspace. This 'filter' behaviour will prove useful later.
One of the advantages of successive blocks is a 'reverse triangle inequality'. If
C X is related to the so called basic constant of X. A block sequence {x i } i is called unconditional if it satisfies
for all scalars λ i , all signs η i , and some constant D. The best constant D in the above inequality is referred to as the unconditionality constant of {x i } i . However, when it involves no danger, we will use expressions like 'the sequence is Dunconditional', or 'unconditional with constant D', even when D is larger than the actual-optimal unconditionality constant. Adding a single vector to an unconditional sequence may only increase the unconditionality constant in a controlled way. Formally, if v ∈ Σ * (X) is D-unconditional, then a sequence of the form (x, v) ∈ Σ * (X) must be D unconditional, where D is bounded by a function of D and the basic constant of X.
Further discussion of notions and facts regarding Banach spaces with bases (including the basic constant) can be found in the first volume of [LTz] .
2.2. Collections of sequences and trees. Let Φ ⊆ Σ * (X). Given a sequence ε = (ε 1 , ε 2 , . . .) ∈ R ∞ + we denote by Φ ε the ε-extension of Φ. This is the collection of all ψ ∈ Σ * (X) which have a neighbour φ ∈ Φ; by neighbour we mean a sequence φ of the same length as ψ, which satisfies |φ n − ψ n | < ε n for all relevant n.
We use Φ to denote the collection of all sequences which can be continued to an element of Φ. This collection has a natural ordered tree structure. The elements of Φ are exactly the maximal elements of the tree Φ.
Example:
The tree Φ has (u) in the first level, (u, v) and (u, x) in the second level, and in the third level (under (u, v) ) the sequence (u, v, w) . A well founded tree is a tree which doesn't have infinite branches. The derivative D(Φ) of a well founded ordered tree is that same tree with its maximal vertices removed. An inevitable induction readily defines D α+1 (Φ) = D(D α (Φ)) for a countable ordinal α, and D β (Φ) = ∩ α<β D α (Φ) for a countable limit ordinal β. The height of a tree is the least ordinal α for which D α (Φ) = ∅. The fact that a countable well founded tree has a countable height is a trivial case of the Kunen-Martin lemma. See [Bo] for the initiation of tree indices to Banach space theory, and [B] for a general discussion of the Kunen-Martin lemma in a Banach space context. 2.3. Finite high order games. Definition 1. The following games are played between the Subspace player S and the Vector player V.
The 1-game in X is the game where player S chooses a block subspace Y < X, and then player V chooses a vector y ∈ Σ(Y ).
Given a countable ordinal α, the (α + 1)-game in X is the game where player S chooses a block subspace Y < X, player V chooses a vector y ∈ Σ(Y ), and then they play the order α game in [X] >max(supp(y)) .
Given a countable limit ordinal β, the β-game in X begins with player S's choice an ordinal α < β and a subspace Y < X. Player V responds with a vector y ∈ Σ(Y ), and an ordinal α ≤ α < β. The two go on to play the α -game in [X] >max(supp(y)) .
The unorthodox feature of these games is that the players do not necessarily play against each other. Each player tries to make sure that the resulting sequence belongs to its own target collection.
Formally, we say that a player (either V or S) has a winning strategy for Φ ⊆ Σ * (X), if that player has a recipe, which takes into account all possible moves of its opponent, and guarantees that the block sequence obtained at the end of the game is in Φ. Obviously, existence of a winning strategy depends on the Φ at hand, the ambient space, and the order of the game.
The unbounded game is the original game from [G1] , with unbounded complexity. In this game players S and V choose alternately subspaces and consecutive vectors infinitely many times.
In the unbounded game, player V has a winning strategy for Φ, if it has a recipe guaranteeing that at some point during the game the sequence of vectors produced belongs to Φ Obviously, if player V has a winning strategy for Φ in an α-game (0 < α < ω 1 ), then this winning strategy works in the unbounded game as well.
The reason we let each player have an independent objective in the game is to use arguments of the form:
If player S has a winning strategy for Φ and player V has a winning strategy for Ψ then the intersection Φ ∩ Ψ cannot be empty. This just follows from letting the players play their respective strategies simultaneously.
If we want to resort to the standard situation, where one player wins if the other doesn't, all we have to observe is that A player does has a winning strategy for a collection of sequences, if and only if the opposite player does not have a winning strategy for the complement. This fact, which is due to the simple nature of these games, can be easily and directly proved by induction.
Precise definitions and discussion of general game theoretic concepts like winning strategy can be found in [Mo] .
The next easy fact about the game will be used later. It is a simple diagonalisation argument.
Lemma 2. Let {Y n } n be a chain of subspaces in X (Y n < Y n−1 for every n).
There exists a space Y such that for any ordinal α, natural n, and collection Φ the following holds. If player V has a winning strategy in the α-game in Y n for Φ, then it has a winning strategy for the same setting in Y .
Proof. If we had a subspace Y which is contained in all the Y n 's, the result would be obvious; this, however, is not necessarily possible. Fortunately, there is a subspace which is 'almost contained' in all the Y n 's. This is the concept of a diagonal subspace.
Choose a block sequence (y n ) n ∈ Σ * (X), such that y n ∈ Y n . Name Y = y n . While Y is not contained in Y n , the tail subspace [Y ] >n is contained in Y n . We will use this fact in order to transfer winning strategies from Y n to Y . Let player S play an infinite dimensional subspace Z < Y . Player V pretends that the choice was actually the infinite dimensional subspace Z ∩ [Y ] n < Y n . With the corrected subspace in mind, player V plays its winning strategy for Φ in Y n . Choosing vectors in the corrected, smaller, subspaces obviously makes acceptable moves. The resulting sequence from this game is indeed in Φ, and player V's winning strategy in Y is established.
The main result
There is an obvious modeling of winning strategies by trees. Think of the α-game in X, where player V is playing a winning strategy for Φ. Suppose that we have reached a stage of the game where the sequence (v 1 , . . . , v n ) has been chosen. This vector sequence will be a node in our winning strategy tree. Now for any subspace dictated by player S, player V has a suitable choice of vector in this subspace. Formally, for each Y < X playing the winning strategy will produce a sequence of the form (v 1 , . . . , v n , v Y ), where v Y ∈ Σ(Y ). These sequences will be the successors of the node (v 1 , . . . , v n ) in the winning strategy tree. The maximal nodes in this tree, which are the vector sequences achieved at the end of the game, must belong to Φ. The definition of the α-game is tailor made so that this winning strategy tree has height exactly α (by an easy inductive argument).
Roughly speaking, each node in the tree has a successor for each subspace. This view is not completely exact; first, when we stumble on limit ordinals, player V must responds to pairs of subspaces and ordinals. More importantly, player V may choose the same vector for several subspaces (to appreciate this point, imagine we work over the rationals; we then have less vectors than subspaces). As a basic intuition, however, a regular tree image is valid.
The following theorem is an inverse of sorts to the above discussion. It roughly says that a tree of height α must contain a 'winning strategy tree' for the α game, which we intuitively liken to a regular subtree of height α, where all maximal branches are maximal in the original tree as well.
The ideology and motivation for the theorem come from the discrete world of Ramsey theory. Applying it to the continuous setting of a Banach-space requires some provisions. On the assumption side, we have to assume that a small metric expansion of the tree will not increase its combinatorial size (its height). On the conclusion side, the 'regular subtree' is actually contained in a small metric extension, rather than in the original tree itself.
In this section, the theorem will be stated and proved. To make ideas clearer we will extract and separate the Ramsey core of the proof from its Galvin-Prikry scheme, and present it as a separate lemma. As a whole, our argument is a translation of Gowers's original argument (Lemma 5 in [G1] ) to the transfinite environment of so called "admissibility", "complexity", or "Schrier" indices; variants of these notions are discussed in [ArMeTs] (part 2), [OTW] (section 3), [T] , and in the last section of this paper.
. Suppose Φ and Φ ε are well founded trees, and that there exists a countable ordinal α, such that both trees have height α in all block subspaces. Then there exists a subspace where player V has a winning strategy in the α-game for Φ ε .
Definition 4. We will use the following notation. Given a collection Ψ ⊆ Σ * (X), a vector y ∈ Σ(X), and a block subspace Z, define
Discarding epsilontics and limit ordinal considerations, the idea of the inductive proof can be summarised along the following lines (I will use quotes to indicate where epsilontics are omitted).
Suppose we have the theorem for α, and want to prove it for α +1. Say the space Z is bad for the vector y if the height of "Φ y (Z)" is smaller than α. If no subspace is bad for y, the tree "Φ y " has height α in all subspaces, and by the inductive hypothesis there exists a subspace where player V has a winning strategy in the α-game for "Φ y ". Such a subspace will be called good for y. For every y, then, there exists either a bad subspace or a good subspace. The crucial point is that our good and bad properties are hereditary; they both pass on to further subspaces.
A fairly standard Ramsey argument (Lemma 5 below) allows us to construct a stable space; this is a space Y such that given "any" y ∈ Y either all Z < Y are good for y or all Z < Y are bad for y.
Following Galvin-Prikry ideology, we show now that the hypothesis of the theorem makes sure the bad subspaces are not in our way. Fix W < Y . Since "Φ" has height α + 1 in W , there must exist w ∈ W , such that "Φ w (W )" has height α. This means that W is not bad for w, so stability forces Y , along with all its subspaces, to be good for w. What we have just found is that for any W < Y there exists w ∈ W , such that player V has a winning strategy in the α-game in Y for "Φ w (W )". This is the same as saying that player V has a winning strategy in the (α + 1)-game for "Φ", and we are through.
Proof. The theorem is proved by induction. The case α = 1 is trivial.
Assume Φ and Φ ε have height α+1 in every block subspace, where ε = (ε, ε 2 , . . .). Suppose the theorem is true for the ordinal α.
Lemma 5 below (with β := α + 1) supplies us with a subspace Y and an ε/3-net in Σ(Y ), such that for each y in the net, all subspaces Z < Y share the same property from the two alternatives below.
(1) Player V has a winning strategy in the α-game in Z for (Φ 2 3 ε ) y .
(2) The tree (Φ 1 3 ε ) y (Z) has height smaller than α.
Let W < Y . Since Φ has height α + 1 in W , there exists w ∈ W for which Φ w (W ) has height α. Take y(w) from the net, which lies ε/3-close to w. We have
This means that y(w) cannot comply with the second alternative above, and therefore must accommodate the first. So in every subspace W < Y player V can find a vector w promising a winning strategy in the α-game for
In other words, player V has a winning strategy in the (α + 1)-game in Y for Φ ε .
The case of Φ with a countable limit height β is similar, but requires an additional diagonalisation. We cannot insist on working with a fixed height such as α above. Instead, for any α < β we can obtain a subspace Y α with an ε/3-net, such that for each y in the net all subspaces Z < Y α fall into the same alternative below:
(1) Player V has a winning strategy in the α y -game in Z for (Φ 2 3 ε ) y , where α ≤ α y < β.
Take an increasing sequence α n converging to β, and extract a chain of subspaces Y αn as above. As in the successive ordinal case, the hypothesis Φ has height β implies For every W < Y αn there exists w ∈ Σ(W ), such that player V has a winning strategy in the α w -game in W for (Φ ε ) w (for some α n ≤ α w < β).
As in Lemma 2, we take a diagonal space Y . Y satisfies the property displayed immediately above for every n ∈ N.
Let's verify that player V has a winning strategy in the β-game in Y for Φ ε . Suppose player S opens by playing the ordinal α < β and a subspace W < Y . There exists n such that α ≤ α n . Player V can choose now a vector w ∈ W , and an ordinal α n ≤ α w < β, such that it has a winning strategy in the α w -game in W for (Φ ε ) w . But this is just explicitly stating that player V has the desired winning strategy Φ ε in Y .
All that's missing is the Lemma supplying stable subspaces.
Lemma 5. Assume that the main result holds for all ordinals smaller than β. Let Φ ∈ Σ * (X) and an extension ε as in the the statement of the main result for β. Fix α < β.
There exists Y < X which is stable with respect to an ε/3-net in Σ(Y ). By this we mean that for each y in the net, all subspaces Z < Y share the same property amongst the two listed below.
(1) There exists α ≤ α y < β, such that player V has a winning strategy in the α y -game in Z for (Ψ 2 3 ε ) y .
Proof. Let us begin with the subroutine of constructing a subspace which is stable with respect to a single vector y. Well ordering of ordinals insures the infimum over the indices of (Φ cε ) y (Z), where Z is a subspace and 1/3 < c < 2/3, is achieved. This minimal height is also maintained when passing to further subspaces and decreasing the constant (but keeping it above 1/3). This height cannot equal or surpass β, by our hypothesis regarding the height of Φ ε . If the height is smaller than α in some subspace, y falls into the second alternative, and we leave it at that.
Otherwise, the minimal height equals α y , for some α ≤ α y < β. We apply the main result to the space Z, the ordinal α y , the collection (Φ c ε ) y (Z), and a sufficiently small extension, contained in the equally high (Φ cε ) y (Z) (c is any number between 1/3 and c). A winning strategy for (Φ cε ) y in some subspace (and automatically in all further subspaces) ensues, and we find y obeys the first alternative.
We have now only to reiterate the above subroutine to achieve Y (this is the Ramsey core of the argument). Begin with any y 1 ∈ Σ(X). Use the above reasoning to choose a subspace Z 1 , which is stable with respect to y 1 .
Choose now any y 2 ∈ Σ(Z 1 ) supported after y 1 . Consider a finite ε/3-net in Σ( y 1 , y 2 ). We aim at a Z 2 < Z 1 which is stable with respect to all the vectors in the net. We begin to uncover Z 2 by extracting Z 1 2 < Z 1 stable with respect to a single vector in the net. We then extract a further Z 2 2 < Z 1 2 stable with respect to a second element of the net. Being a subspace of Z 1 2 , our Z 2 2 must still be stable with respect to the first element of the net as well. We continue the purging. The hereditary nature of our alternatives ensures that the last subspace of the chain is stable with respect to all the vectors in the net. Now we can choose any y 3 ∈ Σ(Z 2 ) supported after y 2 , and construct Z 3 < Z 2 stable with respect to a finite ε/3-net in Σ( y 1 , y 2 , y 3 ). The process continues inductively.
The sequence of y n 's spans a subspace Y , which is stable with respect to the ε/3-net composed of all the elements of all the nets used to construct Y . We have the desired stabilised subspace.
Gowers's Dichotomy and Gowers's Combinatorial Lemma
Gowers's Combinatorial Lemma suffers from an acute lack of application. After proving its strength in solving the homogeneous Banach-space problem through the celebrated Gowers Dichotomy (see [G] , [G1] , and [G2] ), it has been left essentially unturned. The report that follows suffers from the same ailment. The only applications attached to our main result are Gowers's Combinatorial Lemma itself, enhanced in the (additional?) light of our presentation, and a 'quantified' version of Gowers's Dichotomy, which is an extension of the main result in [W] .
In order to achieve these results we combine our main result with the simple fact that a well founded countable tree has a countable height. This serves as a 'stopping rule' forcing our inductions to remain within countable limits (cf. [Bo] , [B] and [T] ). 4.1. Admissibility ordinals. We begin by setting the grounds for our inductions. We partition the set Σ * (X) into increasingly complex subsets; our arguments will allow to advance from one level of complexity to the next. The overall objective is to set up a bridge between finite and infinite sequences. We use the notion of α-admissibility for a countable ordinal α, following the version developed for [T] , which, in turn, is adapted from [AAr] .
Definition 6. Consider the space X with a fixed basis. Let v be a finite normalised block sequence. Let α be a countable ordinal, and β be countable limit ordinal.
v ∈ Σ * (X) is 1-admissible in X, if it contains exactly one block. v ∈ Σ * (X) is (α + 1)-admissible in X, if it is α-admissible in X, or if it is composed of a block followed by an α-admissible sequence.
v ∈ Σ * (X) is β-admissible in X, where β = lim α n , if there exists n such that v is both α n -admissible in X and belongs to [X] >n .
We denote the collection of α-admissible normalised block sequences in X by Σ α (X).
Remark 7. It is important to note the factors which decide the admissibility ordinal of a sequence.
(1) When trying to determine the admissibility ordinal of a block sequence, we don't really need to know the blocks themselves. A careful reading of the definition shows that all the information is contained in the list coordinates, where each vector begins (the minimum of its support). 'Shifting' the supports of vectors to the right along the basis cannot decrease admissibility ordinals. Formally, if we have an α-admissible sequence v = (v 1 , . . . , v n ), and a block sequence w = (w 1 , . . . , w m ), where m ≤ n and min(supp(v i )) ≤ min(supp(w i )) for all 1 ≤ i ≤ m, then w is also α-admissible. (2) The definition also depends on the choice of basis. Note that for general
The trees induced by all these collections have the same height α in all subspaces of Y (by the easy induction in Lemma 8 below).
It is worth noting here that we do not necessarily have Σ α (X) ⊆ Σ β (X) for any α < β. The obstruction to this is the diagonalisation in limit ordinals. On the positive side, X must contain a subspace Y , where Σ α (Y ) ⊆ Σ β (X). For more details about (variants of) these collections, and their interrelations, the reader is referred to [ArMeTs] , [J] , and [OTW] . (3) It is clear that when β is a limit ordinal, the notion of β-admissibility depends on the sequence {α n } n chosen to represent it. If we think of ω as the limit of the sequence {n} ∞ n=1 , then ω-admissible sequences will be sequences of up to n blocks supported after the n-th basic element. If, however, we prefer to think of ω as the limit of {2 n } ∞ n=1 , an ω-admissible sequence will be a sequence of up to 2 n blocks supported after the n-th basic elements. Furthermore, it is impossible to point out a canonical choice for {α n } n .
Fortunately, this choice is irrelevant. For each β we fix once and for all a sequence {α n } n which tends to β, and then we can forget about it. This choice is transparent to the statements below. (4) The notions of α-game and α-admissibility are closely related. It is not true that every sequence which comes out of an α-game is α-admissible, or even (α + 1)-admissible; but the following lemma shows that player S has a winning strategy in the α-game in X for Σ α+1 , and even for essentially smaller collections. The underlying point is that both notions have the same level of 'complexity'. There is a small technical discrepancy here, though. A 'winning strategy tree' in the α-game has height α, but player S cannot force it to be a subset of Σ α (X).
The following Lemma may be annoying to read, but contains nothing more than a straightforward induction. It establishes technical facts required for future arguments.
We denote by Ξ α (X) the set of maximal elements in Σ α (X). Φ c stands for the complement of Φ in Σ * (X). We let C X = (C X , C X , . . .), where C X is the constant involved in the reverse triangle inequality for blocks (from section 2.1).
Lemma 8. Let X be a space with a basis. For all ordinals 0 < β < α < ω 1 , we have the following properties. Let ε < C X .
(1) The tree Σ α (X) ε ∩ Σ * (Z) has height α in every subspace Z < X. (2) Player S has a winning strategy for Σ α+1 (X) in the α-game in X. Furthermore, all subspaces involved in this strategy can be taken to be tail subspaces. (3) Player S has a winning strategy for (Ξ α (X) ε ) c in the β-game. Furthermore, this strategy involves only tail subspaces.
Remark 9. Our insistence on strategies involving only tail subspaces is due to the fact that tail subspace strategies can be combined together and with other strategies.
If a winning strategy for Φ requires player S to choose (in any step of the game) the subspace U < X, while the winning strategy for Ψ requires a tail subspace [X] >n , player S can opt for their infinite dimensional intersection U ∩ [X] >n , and obtain a winning strategy for Φ ∩ Ψ. Similarly, player S can combine any finite number of a winning strategies which require only tail subspaces.
This fact makes tail subspace strategies a very useful tool. It is essential to the so called 'asymptotic theory of Banach space', as exposed in [MMiT] and in [MiW] .
Proof. The fact that if v < w in X, then v − w ≥ C X implies a basic observation, which underlies parts of the proof. Given v = (v 1 , . . . , v n ) ∈ Σ * (X), and a w = (w 1 , . . . , w n ), which is C X -close to v, then supp(v i )∩supp(w i ) = ∅ for all 1 ≤ i ≤ n. Therefore we have min(supp(v i )) < min(supp(w i+1 )).
The order of admissibility of a vector sequence depends only on the beginnings of supports of the vectors in the sequence. This means that if v above is in Σ α (X), then the sequence (w 2 , . . . , w n ) is also in Σ α (X), and, in turn, w must belong to Σ α+1 (X). Furthermore, longer sequences of the form (w 2 , . . . , w n+1 ) and (w 1 , . . . , w n+1 ) must be in Σ α and Σ α+1 (X) respectively. We are ready now for the inductive proofs. For all statements, the case α = 1 is trivial. ε = (ε 1 , ε 2 , ε 3 , . . .), and ε = (ε 2 , ε 3 , . . .).
Proof of the first statement: Proving this claim for a subspace is no different than proving it in the entire space, so we will stick to the latter.
The successive ordinal case is proved by observing that
The elements of this union are disjoint trees of height α + 1 each, so the union must have height α + 1.
Let β = lim α n be a limit ordinal. If a sequence x ∈ Σ β (X) ε begins with the vector x 1 , then x has a neighbour y ∈ Σ β (X), with min(supp(y 1 )) ≤ max(supp(x 1 )). Therefore the sequence x must be ε-close to a sequence in Σ αn (X), where n = max(supp(x)). As explained above, this implies x ∈ Σ αn+1 (X). We decompose the tree Σ β (X) ε into a union of disjoint trees, each containing only sequences beginning with one fixed vector. These subtrees have orders smaller than (and arbitrarily close to) β, so the order of the disjoint union is β.
Proof of the second statement: Suppose player S has a winning strategy (made only of tail subspaces) for Σ α+1 (X) the α-game. Consider the (α + 1)-game. If player S chooses X in the first step, and then plays the winning strategy for Σ α+1 (X), the sequence obtained will belong to Σ α+2 (X) as required.
Suppose now β is a limit ordinal, and that the lemma is true for all α < β. Consider the β-game. In the opening step of the game let player S play the space X and the ordinal 1. Player V replies with a vector and an ordinal γ < β. Now the players play the γ-game.
There exists a tail subspace [Y ] >n where (γ + 1)-admissible sequences are also β-admissible. In the γ-game, player S has a winning strategy for Σ γ+1 (X). If player S intersects each subspace from this strategy with [Y ] >n , the result will not only be (γ + 1)-admissible, but also β-admissible.
Altogether we get a vector, followed by a β-admissible sequence. Player S has thus established a winning strategy for (β + 1)-admissible sequences in the β-game, and this strategy involves only tail subspaces.
Proof of the third statement: We'll prove this statement by induction on the collection (β, α) | 0 < β < α < ω 1 with the lexicographic order (the argument is just an intensified version of the proof of the second part). The case β = 1, α = 2 is trivial.
Let's prove the claim for (β, α + 1). In the opening move player S will play the space X (and if necessary the ordinal 1). Player V chooses now a vector (and if necessary an ordinal), and they go on to play the γ-game for some γ < β. in this remaining γ-game player S will play its winning strategy for (Ξ α (X) ε ) c . The result of the whole game is obviously in (Ξ α+1 (X) ε ) c .
Let's argue now for (β, α), where α is a limit ordinal, and {α n } n the sequence defining α-admissibility. Without loss of generality, we may assume that α n are not limit ordinals (if α n was a limit ordinal, it can be replaced by one of the smaller ordinals, used to define α n -admissibility).
In the opening step player S will simply play the space X (and if necessary the ordinal 1). Then player V will play a vector x ∈ Σ(X) (and if necessary an ordinal smaller than β). The players go on to play the γ-game for some γ < β.
A sequence which is maximal in Ξ α (X), has to be maximal in Ξ αn (X) for some n. This means that as long as player S has a strategy, which avoids sequences which are ε -close to any Ξ αn−1 (X), it has obtained the required winning strategy. In the remaining γ-game, then, player S will combine the following winning strategies: the strategy for Σ γ+1 (from the second statement), and the strategies for (Ξ αn−1 (X) ε ) c , for all n such that α n − 1 ≤ γ + 1. Combining these winning strategies is possible, as explained in Remark 9, because they are all made of tail subspaces. The combined strategy is still a tail subspace strategy; indeed every move of player S is an intersection of tail subspaces, and therefore a tail subspace.
The result of the remaining γ-game will be a (γ + 1)-admissible sequence. All its ε -neighbours have to be non-maximal (γ + 2)-admissible sequences (as explained above); as a result they are not in Ξ αn−1 for any α n − 1 ≥ γ + 2. Player S's strategy also makes sure that the result of this γ-game will not have neighbours in Ξ αn−1 (X) for any α n − 1 ≤ γ + 1. Player S thus obtains its goal.
4.2.
Gowers's Combinatorial Lemma. We derive here a 'quantified' version of Gowers's Combinatorial Lemma.
Corollary 10. Let Φ ⊆ Σ * (X), and fix an extension ε ∈ R N + . Then either (1) there is a subspace of X, where V has a winning strategy for Φ ε in a game of some fixed countable order (and hence in the unbounded game), or
All that is necessary in order to deduce this corollary from the main result, is to find a subset of Φ, which spans a well founded, countably high tree (as well as a suitable subspace and extension). This may require some effort, if the tree spanned by Φ is not well founded. In Lemma 6 of [G1] , Gowers tackles related circumstances with the subset Φ, which contains only those sequences in Φ which do not have further subsequences or block sequences in Φ. This, still, needn't span a well founded tree, but a moment of thought indicates that an infinite branch of the tree spanned by Φ must be contained in Φ c . Adapting this method to our circumstances leaves a funny after-taste; we can end up in the second case of the theorem if Φ is 'too big' (not well founded), or 'too small' (has zero height in some subspace). The following proof avoids this muddle, by using a different method for finding good subsets of Φ. We will work with intersections of Φ with the set of all α-admissible sequences.
Proof. In this proof we will either find an α, such that player V has a winning strategy for Φ ε ∩ Σ α (X) ε , or show that Φ c contains an entire subspace. Fix α < ω 1 . Let δ 0 and Y 0 < X minimise the height of Ψ(δ, Y ) = Φ ∩ Σ α (X) δ ∩ Σ * (Y ) over ε/2 < δ < ε, and Y < X. This minimal height is well defined because Lemma 8 shows that sufficiently small extensions of Σ α are well founded and have height α.
Let this minimal height be β ≤ α. We apply the main result in Y 0 for β, the collection Ψ(δ 1 , Y 0 ) (for some ε/2 < δ 1 < δ 0 ), and a small enough extension contained in Ψ(δ 0 , Y 0 ). In some subspace player V obtains a winning strategy in the β-game for a subset of Σ α (X) δ . If β > 0, in some subspace player V has a winning strategy in the β-game, and hence in the unbounded game, for a subset of Φ ε , and we are through.
If β = 0, we find that
Now suppose that for all α we find a subspace Y α where
We are almost in a position to say that the Φ c must be so large as to contain trees of arbitrary height, and thus an infinite branch (an entire subspace). The only obstacle is countability. To solve this we will consider the countable space X[Q], the span of {e n } n over the rationals.
The existence of the Y α above implies the existence of rational approximations
The union over α < ω 1 of the trees 4.3. Gowers's Dichotomy for high-order asymptotic structure. This last subsection tries to identify the transition from unconditional behaviour of 'simple' finite block sequences to the pathological behaviour of infinite block sequences, which occurs in spaces without an unconditional subspace. We use our inductive approach Gowers's Combinatorial Lemma to pin-point a level of complexity where the transition occurs, and in turn to quantify the complexity of producing close vectors in infinite-dimensional unit spheres.
First, we need to relate unconditionality to our admissibility criteria.
Definition 11. A space is α-asymptotically unconditional, if all α-admissible sequences are unconditional, with uniformly bounded unconditionality constants. The smallest constant D, such that all α-admissible sequences are D-unconditional, is the α-asymptotic unconditionality constant.
Remark 12. α-asymptotic unconditionality is not a trivial concept.
Under the above definition, all Banach-spaces are n-asymptotically unconditional for any n ∈ N. Indeed, the unconditionality constant of a sequence of length n depends only on n and the basic constant of X (as mentioned in section 2.1). The same reasoning shows that if X is α-asymptotically unconditional, it must also be (α+1)-asymptotically unconditional; the new asymptotic unconditionality constant depends only on the previous one and the basic constant of X.
Not all Banach spaces are ω-asymptotically unconditional; the space from the fundamental paper [GM] fails ω-asymptotic unconditionality. The variation from [ArD] is an example of an ω-asymptotically unconditional space, which does not contain an unconditional basic sequence. The paper [G3] presents a variation, which is ω-asymptotically unconditiona, but does not contain even an ω 3 -asymptotically unconditional basic sequence.
The term 'asymptotic unconditionality' was first coined in [MiS] , and is equivalent to our ω-asymptotic unconditionality. This, and other related concepts, have become the subject of renewed interest during the nineties, as they proved relevant to questions around the distortion problem and the unconditional subspace problem.
What makes α-asymptotic unconditionality such a natural and useful concept is the fact that it provides a 'homotopy' between non-unconditional and unconditional spaces. The following proposition, taken from [T] , says that if X does not contain an unconditional basic sequence, it has to stop having β-asymptotically unconditional subspaces at some countable limit ordinal β.
Proposition 13. Let X be a Banach space with a basis. If X contains an α-asymptotically unconditional subspace for every α < ω 1 , then X contains an unconditional basic sequence.
The proof of the theorem is a standard application of the fact the a countable well founded tree has countable height.
Proof. We know that X contains an α-asymptotically unconditional subspace for every α < ω 1 . We would like to say that the α-asymptotic unconditionality constants increase with ordinals, and as they remain finite, must also be bounded. Unfortunately, these constants need not increase, because the underlying collections Σ α (X) do not increase. Furthermore, we may have to pass to subspaces to obtain higher asymptotic unconditionality.
The problem is resolved by using D α , the infimum of α-asymptotic unconditionality constants over all subspaces of X. It is easy to see that D α must increase with α. Indeed, let α < β; if Y < X is a subspace where D β is achieved up to ε, the same holds in all subspaces of Y . For some Y < Y we have Σ α (Y ) ⊆ Σ β (Y ), and we deduce D α ≤ D β + ε. As ε is arbitrary, we indeed have D α ≤ D β . Now that we've established that the D α 's are increasing, the fact that they are all finite implies that they are uniformly bounded, say, by D.
Now consider the tree of all 2D-unconditional sequences with rational coordinates. It is a countable tree. Since we have asymptotically 2D-unconditional subspaces for arbitrarily high admissibility ordinals, our tree contains subtrees of arbitrary countable height. It is thus forced to have an infinite branch, which is an infinite 2D-unconditional block sequence, proving our claim.
Gowers's dichotomy states that if a space does not contain an unconditional basic sequence, it must contain a subspace, where any pair of infinite dimensional unit spheres has arbitrarily close vectors.
We present a 'quantitative' version of Gowers's dichotomy, or a high-order version of the main result in [W] . It states that if the space contains no unconditional basic sequence, the complexity of the process of producing ε-close vectors in two unit spheres depends only on ε, and that this complexity is related to the order of asymptotic unconditionality of the space.
Note that the proof relies only on Lemma 16, which is a dual variant to the main result, and on the principle asserting that a countable well founded tree has a countable height. The original statement of Gowers's Combinatorial Lemma is not a part of the argument. In term of [G1] the ingredients of the proof correspond to Lemma 5; the substance of Lemma 6 is replaced by Proposition 13 below, which relies on the afore mentioned principle. For this aspect of diluting the argument, see also Maurey's proof of Gowers's dichotomy in [M] . Theorem 14. Let X be a Banach-space without an unconditional basic sequence. There exists a countable limit ordinal β, a function α(ε) β, and a subspace Y of X such that:
(1) β is the minimal ordinal for which Y does not contain a β-asymptotically unconditional subspace, and (2) For any U 1 , U 2 < Y there exists a sequence
and there are ε-close vectors in the unit spheres of the subspaces u 2n 1≤n≤N and u 2n−1 1≤n≤N .
One thing which makes the following proof messy, is the fact that we have to work simultaneously with two types of unconditionality (cf. section 3 of [W] for a discussion of the meaning of different types of unconditionality in this context). The other messy agent is the usual obfuscating stabilisations and diagonalisations. Other than that the proof is straight forward.
We first pass to a subspace, where no further subspace is β-asymptotically unconditional, but all subspaces are α-asymptotically unconditional for every α < β. The lack of β-asymptotic unconditionality means that we can find sequences with bad unconditionality constants if we search among sequences with admissibility ordinals approaching β. Lemma 16 (a 'dual' version of the main result) translates this situation into a winning strategy for player V to produce badly unconditional sequences in games of order sufficiently close to β. How high the order of the game is, depends only on the required unconditionality constant.
As player V has a winning strategy, it has no problem producing badly unconditional sequences with odd elements in U 1 , and even elements in U 2 . A simple observation shows that such badly unconditional sequences can play the role of the u i 's in the statement of the theorem. The fact that these sequences come from games with controlled order allows us to impose a bound on their admissibility.
Proof. For every subspace Z < X denote by β(Z) the minimal countable ordinal β such that Z does not contain a β-asymptotically unconditional subspace. Such an ordinal must exist by Proposition 13. Furthermore, it has to be a limit ordinal, as α-asymptotic unconditionality implies (α + 1)-asymptotic unconditionality. Pass to a subspace Z < X with a minimal β(Z). For all Y < Z we have the same
We consider two collections of vector sequences. The first contains all sequences which are D-unconditional. It is natural to invoke this collection under our 'no β-asymptotic unconditionality' assumption. the second collection contains all sequences with a related, although somewhat less restrictive, unconditionality behaviour. This modified collection is natural for constructing block sequences as in the statement of the theorem. Fortunately, in this context, we will be able to apply information about the latter to the former.
and
Claim: Fix D > 1. in some subspace Y D < Z, and for some ordinal α D < β, player V must have a winning strategy for (Φ D ) c in the α D -game.
Proof of claim: Indeed, if player V didn't have the above winning strategy, then in every game of order smaller than β, and in every subspace of Z, player S would have a winning strategy for Φ D . Translating this information to the β-game, we learn that in every subspace player S has a winning strategy for the collection (x, φ) ∈ Σ * (Z) | x ∈ Σ(Z), φ ∈ Φ D .
Recalling the discussion of unconditionality in section 2.1, we know that this last collection is contained in Φ D , where D depends only on D and on Z. In other words, in every subspace of Z, player S would have a winning strategy for Φ D in the β-game. Using Lemma 16, and choosing a small enough extension ε, we would find a subspace W < Z, where
Note now that every β-admissible sequence which is not in Ψ 2D has a block sequence, still β-admissible, which is not in Φ 2D . Since the latter doesn't happen in W , the former cannot happen as well, and we obtain Σ β (W ) ⊆ Ψ 2D . The existence of W , a β-asymptotically unconditional subspace, is a contradiction. Now take subspaces Y D as in the claim above (D ∈ N). We can make sure that Y D form a chain of subspaces, satisfying Y D+1 < Y D (just replace Z by Y D in the argument above). We invoke now Lemma 2 to provide a diagonal subspace Y , where for every D ∈ N player V has a winning strategy for (Φ D ) c in some game of order α D < β. (Φ N ) c ∩ Σ α N +1 (Y ) in the α N -game. We finally have the required subspace. Let us now verify that it fulfills the statement of the theorem. By our choice of Z at the beginning of the proof, β is the minimal ordinal such that Y does not contain a β-asymptotically unconditional subspace.
We want to check that we can produce ε-close vectors in the unit spheres of any two subspaces by a process whose complexity depends only on ε. The above reasoning allows us to construct badly unconditional sequences with controlled admissibility; turning those into the required close vectors is easy.
Indeed, fix D ∈ N, and subspaces U 1 , U 2 < Y . Player V will play its winning strategy for (Φ D ) c in the α D -game. Player S will combine two objectives; in the i-th step of the game it will play the infinite dimensional subspaces U i ∩ [Y ] >ni , where U i equals U 1 for odd i and U 2 for even i, and [Y ] ni are the tail subspaces dictated by the strategy for Σ α D +1 (established in Lemma 8). The result of this game is an (α D + 1)-admissible sequence of vectors {u n } n ∈ (Φ D ) c , where the odd elements are in U 1 , and the even elements are in U 2 . As we are outside Φ D , we must have scalars (λ i ) i , such that the combinationsū 1 = λ 2n−1 u 2n−1 ∈ U 1 and u 2 = λ 2n u 2n ∈ U 2 satisfy ū 1 −ū 2 ≥ D ū 1 +ū 2 .
Those readers not convinced that ū 1 ū 1 −ū 2 ū 2 ≤ 4 D are referred to Lemma 4.1 in [W] for the simple triangle inequality calculation. We let now α( Remark 15. The claim α(ε) β in the statement of the theorem poses no problem. We can always increase the α's until they comply.
However, the theorem actually forces α N to converge to β. If it didn't, the ordinals α N + 1 would be uniformly bounded by some γ < β. Our choice of β, however, provides Y with a γ-asymptotically unconditional subspace with constant D γ . In such a subspace all γ-admissible sequences are D γ -unconditional. The proof, however, asserts the in all subspaces there exist (α D +1)-admissible sequences which are not D-unconditional for D > D γ . The hypothesis α D + 1 < γ is thus contradicted.
The lemma required for the above argument is close to a formal inversion of the main result. It is possible to prove it with an argument very similar to that used to prove the main result (in fact, such an argument will be much simpler in the limit ordinal case). Here, however, we derive the Lemma from the main result, in order to emphasise their connection.
Lemma 16. Let Φ ⊆ Σ * (X). Assume that in every subspace player S has a winning strategy in the α-game for Φ. Given any extension ε ∈ R N + , there exists a subspace Y , where Σ α (Y ) ⊆ Φ ε .
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