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1. INTR00ucT10~ 
Si P(x, D) est un operateur differentiel a coefficients analytiques dans un 
ouvert X de R”, le classique thtoreme d’unicite d Holmgren Ctablit qu’une 
solution u de l’equation Pu = 0 dans X s’annulant dans un sous-ensemble 
ouvert X0 de X avec une front&e ax,, de classe C’ doit s’annuler dans un 
voisinage de aXa independant de u si 8X, est non caracteristique. Diverses 
extensions de ce theoreme ont et& donnees, en particulier dans [H 1 ] oti il 
est montre que pour avoir l’unicite, il suffrt de supposer qu’aucune bicarac- 
teristique issue d’un point caracteristique de 8X, reste dans X\X,,. Nous 
nous proposons ici d’etendre ces rtsultats lorsque u est un vecteur ana- 
lytique de P (cf. Theoreme 4.2), au lieu d’etre une solution de l’equation 
Pu=O. 
2. ANALYTICIT~ MICROLOCALE 
Soit a(X) I’ensemble des fonctions analytiques dans un ouvert X de KY, 
c’est-A-dire l’ensemble des fonctions u telles que pour tout ouvert o 
relativement compact avec W c X il existe une constante C pour laquelle 
pour tout a E N”. 
Cette propriete d’analyticitt de u peut $tre caracteriste a l’aide de la 
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transformation de Fourier. Dans le cas oh u n’est pas analytique n un 
point x0 de X, la transformation de Fourier permet d’obtenir des informa- 
tions sur la structure des singularit& en x0. Rappelons en particulier la
notion de front d’onde introduite dans [Hl] (cf. aussi [H2]): 
DEFINITION 2.1. Soit X’E X, 5’ E W\O, et UE W(X). Nous dirons que 
(x0, 5”) est dans le compkmentaire du front d’onde analytique VT=(u) de 
u s’il existe un voisinage ouvert U de x0, un voisinage ouvert conique r de 
to, et une suite born&e uN de J?‘(X) telle que 
u N=U dans U 
liN(5)l 6 cN+ ‘N! 141 -N, N=O, 1, 2, . ..) eEr 
pour une constante C > 0. 
En particulier WFJu) est vide si u E a(X). 
Si P = P(x, D) est un opkateur diffkentiel d’ordre m > 1 A coeffkients 
analytiques dans X, soit a(X, P) l’ensemble des vecteurs analytiques de P 
dans X, c’est-g-dire l’ nsemble des fonctions u telles que pour tout ouvert 
0 relativement compact avec (I, c X, il existe une constante C pour laquelle 
sup IP%(x)l < Ck”+‘(km)! 
XEW 
pour tout k=O, 1, 2, . . . . 
Cette propriCtC de u peut &re caracttriske A l’aide de la transformation 
de Fourier. Dans le cas oh u n’est pas un vecteur analytique n un point 
x0 de X, la transformation de Fourier permet d’obtenir des informations 
sur la structure des singularitts en x0. Rappelons en particulier lanotion 
de front d’onde associk aux it&-h de P introduite dans [B.C.] (cf. aussi 
[B.C.M]): 
DEFINITION 2.2. Soit P un opkrateur difftrentiel d’ordre m A coefficients 
analytiques dans un ouvert X de W; soit xOEX, c”E W\O, et uE$Y(X). 
Nous dirons que (x0, 5”) est dans le compltmentaire du front d’onde 
analytique WF,(u, P) de u par rapport aux it&r&s de P s’il existe un 
voisinage ouvert U de x0, un voisinage ouvert conique f de to, et une suite 
fN de S’(X) tels que 
fN = PNU dans U 
IfN(t)l < C”N+l(mN+ ltlJrnN pour 5 E IR”, N = 0, 1, 2, . . . 
\fN(<)I < cmN+ ‘(mN)! pour tar, N=O, 1,2, . . . 
pour une constante C > 0. 
En particulier WF,(u, P) est vide si u E a(X, P). 
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Dans [B.C] nous donnons les inclusions uivantes entre ces differents 
fronts d’onde qui sont des versions microlocales des inclusions 
P(a(X)) c a(X) et a(X) c a(X; P): 
PROPOSITION 2.3. Soit P un ophateur dljjhentiel ci coefficients ana- 
lytiques dans un ouvert X de KY’ et u E 9’(X). Alors 
WF,( u, P) c WF,( Pu) c WFJ u) 
ainsi qu’une version microlocale du classique theoreme des ittres pour un 
optrateur elliptique sous la forme: 
THBOR~ME 2.4. Soit P un ophateur d$fkrentiel d’ordre m 2 1 ti coef- 
ficients analytiques dans un ouvert X de Iw”, de partie principale d’ordre m 
not&e P,, et soit u E 9’(X). Alors: 
WF,(u) c WF,(u; P) u {(x, 5) E T*X\O, Pm(x, 5) = 0). 
Compte-tenu de la proposition 2.3, ce theoreme 2.4 gtntralise le resultat 
de rtgularite microlocale donne dans [H 1 ] (cf. aussi [H2]) sous la forme 
WF,(u) c WF,(Pu) u {(x, 5) E T*X\O, P,,,(x, 5) = O}. 
3. PROPAGATION DES SINGULARIT~S ANALYTIQUES 
Soit P = P(x, D) un operateur differentiel d’ordre m > 1 a coefficients 
analytiques dans X ouvert de R”, de partie principale d’ordre m not&e P, 
que nous supposerons reelle. 
Au symbole P,(x, 5) defmi dans T*X\O, nous associons le champ 
hamiltonien de P, defini dans les coordonnees canoniques (x, <) par 
jc, ~~-g$ 
J J J I 
c’est a dire le champ de composantes (8Pm/@, -aP,/dx); il est tangent a 
la varibte {(x, 5) E T*X\O; P,(x; t) = 0, dP,(x, 5) ZO}. 
Une courbe integrale (x(s), l(s)) de ce champ dans cette variete st 
appelee une bande bicaracteristique; celle passant par le point (x0, 5”) de 
T*X\O verifiant P,(x’, 5’) = 0 est definie pour IsI petit par les equations 
de Hamilton 
fy = % (x(s), 5(s)) 
d&l -= 
ds 
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avec les donnees initiales 
x(0) = x0 
4(O) = to. 
La projection dans X d’une bande bicaracteristique est appelee une courbe 
bicaracteristique. 
Un resultat classique de [ S.K.K] et de [Hl ] (cf. aussi [SJ]) sur la 
propagation des singularites analytiques assure que: 
TH~SOR&ME 3.1. Soit P un operateur dtfferentiel d’ordre m $1 ci coef- 
ficients analytiques darts un ouvert X de R”, de partie principale P, reelle. Si 
une distribution u dans X est telle que Pu soit analytique dans X, alors le 
WF,(u) est invariant par le champ hamiltonien de P,. 
Autrement dit, si une distribution u dans X est telle que Pu soit une fonc- 
tion analytique dans X, si (x0, 5’) et (x’, 5’) sont deux points dune meme 
bande bicaracttristique, et si (x0, to) n’appartient pas au front d’onde 
analytique WF,(u) de u, alors (x1, tl) n’appartient pas non plus a WF,(u). 
Nous nous proposons de gentraliser ce theoreme au cas des vecteurs 
analytiques de P sous la forme: 
TH~OR~ME 3.2. Soit P un operateur dtfferentiel d’ordre m > 1 a coef- 
ficients analytiques dans un ouvert X de R”, de partie principale P, reelle. Si 
une distribution u darts X est un vecteur analytique de P dans X, alors le 
WF,(u) est invariant par le champ hamiltonien de P,. 
Ce theoreme 3.2 a CtC demontrt dans le cas m = 1, pour des champs de 
vecteurs, par [H.M] par une methode d’addition de variable n utilisant 
un thtoreme de propagation des singularites analytiques pour des traces de 
microfonctions partiellement holomorphes donne dans [ B.S]. La 
demonstration que nous allons donner dans le cas m > 1 est Cgalement 
baste sur une methode d’addition de variable n utilisant letheorbme 3.1 
precedent. 
Diverses gentralisations de ce thioreme 3.2 pourraient Ctre envisagtes: 
dune part pour une version entierement microlocale pour la partie de 
WF,(u)\ WF,(u; P) et d’autre part pour des operateurs plus generaux 
compte-tenu des differentes xtensions du theorbme 3.1 concernant la 
propagation des singularites don&es par differents auteurs (par exemple 
dans [ SJ] ). 
Demonstration du theorkme 3.2. Soit done (x0, 4”) et (x1, 5’) deux 
points d’une m&me bande bicaracttristique et soit ~4 E a(X, P). 
Supposant que (x0, c”)$ WF,(u), nous voulons montrer que (xl, 4’)$ 
THhORkME D’UNICITk 63 
IiT,( Comme nous pouvons proceder par &apes pour passer de x0 a x1, 
nous pouvons supposer que (x’, 5’) est suffisamment proche de (x0, 5”) 
pour que la partie de la bande bicaracteristique situee ntre ces deux points 
soit detinie par le parametrage (x(s), t(s)) solution des equations de 
Hamilton 
4s) - = - % (x(s), r(s)) 
ds 
avec les conditions initiales 
x(0) =x0 
5(O) = 5”. 
RemplaCant X par un voisinage relativement compact de x0, nous 
pouvons supposer que nous avons les estimations globales 
sup spun 6 C;Tkf’(mk)!. 
.XE x
A la fonction u nous associons la fonction ii dttinie dans 
8= (2 = (x0, x); x0 E R, lx01 < E, x E X} 
ii(Z)= c ,:, +$ (-P)k u(x). 
ii est parfaitement dtfinie pour E assez petit, par exemple pour 
E< (4&-l, 
comme fonction continue de ] -E, E [ a valeurs dans L”(X) et verifie 
Pii=o dans 8 
qo, .)=u dans X 
ou P est l’operateur defini dans iw x X par 
B = 0; + P(x, D) 
505/86/l -5 
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ou D, = -id/ax, et D est l’operateur de derivation en x associe aux 
operateurs tlementaires 0, = - ia/&xj pour 1 G j < n. 
Le resultat fondamental pour la demonstration du theoreme 3.2 est le 
lien entre WF,(u) et WF,(ii) donnt par la proposition suivante: 
PROPOSITION 3.3 Avec les notations prPcCdentes et pour (x*, (*)E 
T*X\O alors (x*, <*)E WF,(u) si et seulement si ((0, x*), (0, t*))~ 
WF,(ii). 
Dtmonstration. 1. Montrons d’abord que si (Z*, F)E WFJG) alors 
ntcessairement to* = 0 (oti nous posons t= (to, 5) E R x KY). 
Soit & = jN(Z) une suite de fonctions de troncature dans 2 de la forme 
M3 = 4DNbO) YN(X) 
Oh 
(PNEC,?(l-E, EC), (PN= 1 au voisinage de x,*, 
ID&,1 < C’;+‘Nk pour k d N = 0, 1, 2, . . . . 
et 
u/,,,Ec,“(X), (YN= 1 au voisinage de x* 
jD@Y,I <C’l”+‘N’“’ pour a E N”, IctJ <N= 0, 1, 2, . . . 
avec une constante C, independante de N, IY., (cf. [H2]). 
Dans la suite C represente differentes constantes universelles (inde- 
pendantes de IV, p, . ..). 
La transform&e de Fourier $ de fNii verifie pour &, # 0 
n 
Ii&,l G kzo& bNXkgm(tO)l 1 yGku(5)l 
(oti A represente a la fois les transformations de Fourier dans KY+‘, R, 
et KY) 
inf(km, N) 
Gc11501-N z 1 c:” 
k=O j=O 
j! Jj)! C;Y-j+lNN-j (kfm!j)! EkrnPj. 
Or 
NN-j 
(N-j)! ’ CN et j! (km-j)! 
d 2km, 
km! 
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done 
Ge,, d cN+’ 
inf(km, NJ 
1501 -NN! f c (2&Co)km(C1&)-~, 
k=O j=O 
E ttant fixt: tel que 2&C, d 2-‘, C, est fix& et now pouvons le supposer tel 
que C,e22. Nous avons done 
pour tout entier N 20 et tout ZE Wfl avec to #O. 
Par condquent, si nous partons de p E R”+ ’ avec l$ # 0, nous pouvons 
considkrer un voisinage conique P de p dans lequel 
pour une certaine constante C. Le calcul prC&dent montre alors qu’il existe 
une constante C telle que 
&i(e), <CN+‘NN /?I-” 
pour 5”~ 7 et N entier 3 0. 
Ceci est alors sufisant pour en dkduire que (a*, p)$ WFJH). 
Ainsi si (R*, p*)~ WF,(ii) pour un (.T?*, r*) E T* y\O alors rkcessaire- 
ment lo* = 0. 
2. Montrons maintenant que si (x*, l*) E VT,(u) alors ntcessaire- 
ment ((0, x*), (0, <*)) E WF,(ii). 
En effet de faGon g&k-ale concernant la trace zi(0, .) d’une distribution 
ii dans x et le front d’onde de cette trace nous pouvons dkiinir cette trace 
fi(0, .) (cf. [H2] par exemple) si 
wF,(fi) n {((O, XL (to, 0)) E T*T\O} = 525, 
ce qui est bien vrai pour notre distribution G d’aprks l’ktape prkidente, et 
de plus 
et done d’aprks l’ktape prkc&dente pour notre distribution li: 
~F,(W, .I) c ((-G Of T*X\o; ((0,x), e-4 5))E ~f2#, 
d’oti le rksultat annond puisque u = G(0, .). 
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3. Inversement montrons que si (x*, 4*)$ lWJu) alors ((0, x*), 
at*)) $ WF,(fi). 
Si (x*, [*) 4 WF,(u), il existe un voisinage ouvert U de x*, un voisinage 
ouvert conique r de r*, et une suite born&e u,,, de 8”(X) tels que uN = u 
dans U et lti,(<)l < CN+’ NN 151 -N dans r pour N=O, 1, 2, . . . . 
Soit K un voisinage compact de x* contenu dans U, F un voisinage 
ouvert conique de <* contenu dans r, ferme dans W”\O, YN = YN(x) une 
suite de fonctions CT(U), YN E 1 dans K, et 
ID”!PNI ay+‘N’” pour c(E~W”, Ial 6N=O, 1,2, . . . 
avec une constante Ci independante de N, LX, ... et cp une fonction 
CF(]-QV[) avec cpl au voisinage de 0, OQq<l et O<V]<E, rl A 
choisir. 
Considtrons les fonctions fiN delinies dans w par 
( ix,)k” 
nN(z) = f dxO) T lYZkm + dX) ( - p)kU(X), 
k=O 
La transformee de Fourier ti^, de ii, verifie 
Or 
e-i<x3t>y Zkm+N(~) pku(x) dx= 1 u(x) ‘Pk(e-i<X’i”Y2km+N(x)) dx, 
oti ‘P est l’operateur adjoint de l’optrateur P.
Posant 
oti R=R,+ ... + R, avec Rj = Rj(x, 5, D) est un optrateur differentiel 
d’ordre d j, a coefficients analytiques en x E X et homogenes de degre - j 
en 5 E IT’. Done 
‘Pk(e- i<x.S>y2km+N(X))=e-i<x.‘) I(lk” c Rj, ’ . . Rjk y2km + N(X 1. 
0 < j, $ m 
I<i<k 
Or il existe une constante C telle que pour CI E N” avec 1011 < km + N, 
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Cette estimation se dtmontre en remarquant tout d’abord que par 
homogeneite il s&it de la montrer pour 151 = 1; d’autre part si a,,(~, 5) 
sont les coefhcients de Rj pour lail < j= 0, 1, . . . . m, il existe une constante 
C telle que 
ID%& 5)l < c’b’+ l IPI! 
pour BEN”, lolil <j=O, 1, . . . . m, x E K, 151 = 1; l’estimation est alors une 
consequence du lemme 8.6.3 de [H2], avec une constante C indtpendante 
de a, k N 5, .i. 
Par suite pour 151 > km et [cl1 <km + N 
D” 1 Rj, . . Rjk YZk,,, + N 6 Ck” + N(km + N)‘“’ 
0 < j, <m 
l<r<k 
et done d’apres le lemme 8.4.4 de [H2] 
pour 5 E F, ItI b km. Ainsi 
e-1<.%t) Y Zkm+ N(x) Pku(x) dx < Ck”(km)! CN+‘NN ItI -N 
pour [EF, l<l >km. 
Comme d’autre part 
)I e-‘(X3’)Y,k,+N(x) Pku(x) dx < CC{“(km)! 
pour tous 5, k et N, nous avons done 
Iu:(f)I d c 1 (‘IC~)~“’ + C c (vC)~” CNNN IQ -N, 
151 <mk 151 2 mk 
la constante C etant en particulier independante de q. 
E etant fixe tel que &Co < 44l, nous choisissons 9 < 2e-‘.s; done 
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pour tout 5 et tout N. Choisissons maintenant q tel que 
ye d inf(2e-‘e, (2C))‘); 
done 
Par consequent 
pour 4 E r, co quelconque et N = 0, 1, 2, . . . . 
Considtrons alors un voisinage ouvert conique F de (0, cJ*) dont la pro- 
jection en 5 soit contenue dans F et tel qu’il existe une constante C pour 
laquelle 
pour tout PEE D’apres le calcul precedent 
pour tout ZE F et tout N = 0, 1,2, . . . . 
De la nous pouvons en deduire que ((0, x*), (0, <*)) # WF,(C). 
Ce qui termine la demonstration de la proposition 3.3. 
Fin de ia dimonstration du thtorPme 3.2 lorsque m > 1. La bande 
bicaracteristique de P passant par (x0, 5’) est parametree pour JsI petit par 
(x(s), t(s)) solution des equations d’Hamilton: 
$y = y$ (x(s), 5(s)) x(0) =x0 
WI -= 
ds - t$ (x(s), 5(s)) 80) = to. 
La bande bicaracteristique de P passant par ((0, x0), (0, 5’)) est 
paramttrie pour IsI petit par (Z(s), r(s)) solution des equations d’Hamilton 
F = yf (Z(s), r(s)) Z(O) = (0, x0) 
m, = (0, to). 
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Pour m > 1, nous avons en fait 
T(s) = (0, x(s)) et Fw = (0, 5(s)). 
En effet notons provisoirement 
3s) = ((3, (sh (-f)(s)) et t%) = ((F), (s), (F)(s)). 
Comme P= 0: + P(x, D) nous avons d’une part 
done 
et d’autre part 
cF,o (s) = t5,o (0) = 0, 
d('~(s)=~(P(s), r(~))=m(f)~ (s)"-'=O 
0 
(pour m > 1) done 
Ensuite 
(it)0 (s) = (.q, (0) = 0. 
fy=$)(i(s), Rs))=$) ((Z)(s), (F)(s)), (Z)(O) = 0
fy=% (Z(s), T(s))= -2 ((Z)(s), (Q(s)), m(o) = 0, 
done compte-tenu de l’unicitt: de la solution de ce sysdme, nous avons 
W(s) = 4s) 
cm4 = 50). 
Ainsi pour m > 1, 
T(s) = (0, x(s)) et m = (0, 5(s)). 
Si (x0, to) et (x1, 4’) sont deux points d’une m&me bande bicaracttris- 
tique de P et si (x0, lo)+ BTU(u), alors ((0, x0), (0, to)) et ((0, x’), (0, 5’)) 
sont deux points d’une mCme bande bicaractkristique de P d’aprks le calcul 
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precedent et de plus ((0, x0), (0, to))+! WF,(fi) d’apres la proposition 3.3. 
Par consequent d’aprbs le theorbme 3.1 de propagation des singularites 
analytiques, applique a ii qui veritie I% =O, il en rtsulte que 
((0, xl), (0, <‘))$ WFJii) et par suite (xl, <‘)$ IV,(u) d’apres la proposi- 
tion 3.3. 
Ce qui termine la demonstration du theoreme 3.2 pour m > 1. 
Rappel de la dimonstration du thkokme 3.2 lorsque m = 1 (donnte dans 
[H.M]). Notons tout d’abord que la demonstration donnte prectdemment 
pour m > 1 n’est plus applicable pour m = 1 car la bande bicaracteristique 
de ii issue de ((0, x0), (0, to)) n’est plus parametree par ((0, x(s)), (0, t(s))) 
si la bande bicaracteristique de P issue de (x0, 5’) est parametree par 
(x(s), t(s)), en effet la premiere equation d’Hamilton de P est 
done (Z). (s) = S. 
Nous rappelons la demonstration donnee par [H.M] lorsque m = 1. 
Tout d’abord par un changement de fonction nous nous ramenons, au 
moins localement au voisinage de x0, au cas od l’optrateur P est homogene 
d’ordre 1 soit P = P,. 
Ensuite par changement de variable analytique reel, nous nous rame- 
nons, au moins localement au voisinage de x0, au cas ou l’operateur P est 
l’operateur -id/ax, par exemple. Comme les hypotheses et les conclusions 
du thtoreme sont invariantes par changement de variable analytique, il 
suffit done de dtmontrer le resultat pour l’operateur P = -is/ax, . 
A la fonction u nous associons la fonction ii dtfinie dans 
f={~=(x,,x);x,ER, 1x01 <E,XEX) 
par 
ii est parfaitement dttinie pour E assez petit et veritie 
dans % 
qo, .) = I.4 dans X. 
Posant z=x,+ix, et ~~(x,x’)=~(x,,x,,x’) pour x=(x1,x’), ii peut etre 
considtrte comme une distribution partiellement holomorphe dans un 
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ouvert de @ x Iw”- ’ dont la trace sur R! x KY”-’ est precisement u. Le 
theoreme 3.2 dans ce cas n’est autre qu’une consequence d’un rtsultat de 
[B.S] sur les traces de microfonctions partiellement holomorphes. 
4. UNICITI? POUR DES VECTEURS ANALYTIQUES 
Le thtoreme d’unicite annonce dans l’introdution etqui est precise dans 
le theoreme 4.2 est base sur le theoreme suivant de [Hl]. 
THBOR~ME 4.1. Soit X un ouvert de IV, X0 un sous-ensemble ouvert de X, 
et x0 un point frontiere de X0, ou la frontiere 8X0 est differentiable av c une 
normale No. Soit Fc T*X\O un cone ferme tel que (x0, f No) $ F. Alors il 
existe un ouvert X’ contenant X0 v (x0} tel que chaque distribution 
u E 9’(X) avec WF,(u) c F et s’annulant dans X0, doit aussi s’annuler dans 
X’. 
Pour obtenir un thtorbme d’unicite pour les vecteurs analytiques u d’un 
optrateur P, nous devons done connaitre WFJu) pour de tels u. Les 
paragraphes 2 et 3 donnent de tels renseignements et vont permettre 
d’etablir leresultat d’unicite suivant: 
TH~OR~ME 4.2. Soit X un auvert de R”, X0 un sous-ensemble ouvert de X, 
et x0 un point front&e de X0 dans X oti la frontier-e 8X0 est differentiable 
aver une normale No. Soit P un opkrateur dtfferentiel d’ordre m > 1 a coef- 
ficients analytiques dans X et a partie principale P, reelle, tsupposons que 
I’une des deux conditions suivantes est vtrifiPe: 
P,(x”, No) # 0 
P,(x’, No) = 0 et la courbe bicaracteristique de don&es initiales 
(x0, No) contient un point de X0. 
Alors il existe un ouvert X’ contenant X,u {x0} tel que chaque vecteur 
analytique uE a( X, P) s’annulant dans X0 doit aussi s’annuler dans X’. 
Demonstration. D’aprts les theoremes 2.4 et 3.2, il existe un voisinage 
de (x0, 4 No) qui ne rencontre pas WF,(u). Le thtoreme 4.2 est alors une 
consequence du theoreme 4.1. 
Une autre approche de ce resultat peut &tre donnee sous la forme 
suivante: 
THI?OR~ME 4.3. Soit X un ouvert de l&Y’, X0 un sow-ensemble ouvert de X, 
et x0 un point frontiere de X0 dans X oti la front&e 8X0 est differentiable 
avec une normale No. Soit P un optrateur dtfferentiel d’ordre m 2 1 a coef- 
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ficients analytiques dans X et ci partie principale P, rkelle. Si un vecteur 
analytique u E a(X, P) s’annule dans X0 mais si x0 E supp u, alors la bande 
bicaracttristique d donnkes initiales (x0, No) appartient Li WFJu). 
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