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Uvod
Dinamicˇka modalna dekompozicija matematicˇka je metoda za analizu dinamike nelinear-
nih sistema, cˇija dinamika cˇesto nije eksplicitno poznata. Tada govorimo o tzv. data-driven
metodama, odnosno metodama u kojima se model generira danim podatcima. DMD radi
lokalno linearnu aproksimaciju nelinearne dinamiku nekog sustava i pritom daje dekom-
poziciju podataka u prostorne modove i karakteristicˇne frekvencije promatranog sustava.
Prvo, uvodno poglavlje ovoga rada zapocˇinje sa pregledom definicija i rezultata koji su
bitni za daljnji tijek radnje kao sˇto su generalizirani inverz, problem najmanjih kvadrata te
dekompozicija po singularnim vrijednostima. Iscrpno su opisane SVD i POD dekompozi-
cije koje su sastavni dio DMD algoritma te su ilustrirane na nekoliko primjera.
Drugo poglavlje u ovom radu opisuje osnove DMD-a kao metode, definiraju se di-
namicˇki sustavi koje c´emo u nastavku promatrati te je dana definicija dinamicˇke modalne
dekompozicije kao i njeno intuitivno shvac´anje. Takoder, opisane su najcˇesˇc´e primjene
DMD-a, a poglavlje zavrsˇava s redukcijom dimenzionalnosti koja je eksplicitno ukljucˇena
u DMD algoritam.
Trec´e poglavlje rezervirano je za detaljan opis DMD algoritma i oslanja se na prakticˇni i
racˇunalni aspekt ideja opisanih u drugom poglavlju nakon cˇega slijedi ilustracija algoritma
na primjeru razdvajanja prostorno-vremenskog signala u njegove komponente. Poglavlje
zavrsˇava sa posebno konstruiranim primjerima na kojima se uocˇavaju neke mane DMD
algoritma kao i moguc´nosti za poboljsˇanje metode.
U cˇetvrtom poglavlju dan je uvod u Koopmanovu spektralnu teoriju koja je u uskoj
svezi s teorijom DMD-a.
Konacˇno, peto poglavlje bavi se DMD algoritmima kod kojih dinamika ovisi o vre-
menu, odnosno primjenom DMD-a na sustave s promjenjivom dinamikom. U tom slucˇaju
govorimo o DMD-u u realnom vremenu, tj. real-time DMD-u. U takvim se metodama
DMD matrica mora obnavljati kako pristizˇu novi podatci. No, kako su problemi cˇesto ve-
like dimenzije izazov predstavlja kako sˇto efikasnije azˇurirati vec´ postojec´u aproksimaciju
dinamike sˇto je povod za razvoj novih algoritama. U poglavlju su opisana tri algoritma koja
omoguc´uju racˇunanje DMD-a u realnom vremenu, a to se online DMD, tezˇinski DMD i
windowed DMD. Nakon detaljnog teorijskog opisa slijedi usporedba i karakterizacija opi-
sanih algoritama na jednostavnom primjeru s varirajuc´om dinamikom.
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Poglavlje 1
Matematicˇka podloga
1.1 Generalizirani inverz
Ukoliko zˇelimo prosˇiriti pojam inverza i na matrice koje nisu regularne ili cˇak nisu kva-
dratne, onda zahtijevamo da on mora zadovoljavati malo slabije uvjete nego standardni
inverz. Prisjetimo se definicije standradnog inverza kvadratne regularne matrice A ∈ Mn.
Kazˇemo da je B inverz od A ako vrijedi
AB = BA = In (1.1)
i pisˇemo B = A−1.
Inverz se mozˇe generalizirati na visˇe nacˇina. Jedan od najcˇesˇc´e u praksi korisˇtenih
generaliziranih inverza (pseudoinverza) je Moore-Penroseov inverz. Taj inverz mora za-
dovoljavati cˇetiri svojstva:
ABA = A
BAB = B
(AB)∗ = AB
(BA)∗ = BA
gdje je s A∗ oznacˇena adjungirana matrica od A, tj. ako je A = (ai j), onda je A∗ = (a ji).
Gornji uvjeti nazivaju se Moore-Penroseovi uvjeti. Ukoliko postoji B koji zadovo-
ljava sva cˇetiri svojstva kazˇemo da je B Moore-Penroseov inverz ili pseudoinverz od A te
oznacˇavamo B = A†.
Neka je A ∈ Cm×n. Za generalizirani inverz vrijede sljedec´a svojstva:
•
(
A†
)†
= A
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•
(
A
)†
= A†, gdje je A = (ai j), tj. kompleksno konjugirana matrica po elementima
• (A∗)† =
(
A†
)∗
• rang(A) = rang(A†) = rang(AA†) = rang(A†A)
• Ako je rang(A) = n onda je
A† = (A∗A)−1A∗
a ako je rang(A) = m onda je
A† = A∗(AA∗)−1
1.2 Problem najmanjih kvadrata
Za A ∈ Rm×n, m ≥ n i b ∈ Rm trazˇimo x ∈ Rn koji minimizira ||Ax − b||2, tj. odredujemo
minimum reziduala r = Ax − b u Euklidskoj normi ili 2-normi koja se definira kao
||x||2 =
√
n∑
i=1
x2i , za x ∈ Rn.
Definirajmo funkciju φ : Rn → R
φ(x) =
1
2
||Ax − b||22 (1.2)
Funkcija φ se mozˇe na sljedec´i nacˇin raspisati
φ(x) =
1
2
||Ax − b||22 =
1
2
(Ax − b)T (Ax − b)
=
1
2
xT AT Ax − xT AT b + 1
2
bT b
=
1
2
n∑
i=1
n∑
j=1
xi(AT A)i jx j −
n∑
i=1
xi(AT b)i +
1
2
bT b
=
1
2
n∑
i=1
(AT A)iix2i +
1
2
∑
i, j
(AT A)i jxix j −
n∑
i=1
xi(AT b)i +
1
2
bT b
(1.3)
Zatim trazˇimo stacionarne tocˇke
∇φ(x) = 0 (1.4)
U tu svrhu racˇunamo parcijalnu derivaciju od φ po xk
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∂
∂xk
φ(x) = (AT A)kkxk +
1
2
∑
j,k
(AT A)k jx j +
1
2
∑
i,k
(AT A)ikxi − (AT b)k
=
n∑
i=1
(AT A)kixi − (AT b)k
= (AT Ax − AT b)k
(1.5)
gdje druga jednakost slijedi iz cˇinjenice da je AT A simetricˇna matrica.
Dakle,
∇φ(x) = AT Ax − AT b (1.6)
pa za stacionarne tocˇke mora vrijediti
AT Ax = AT b (1.7)
ili drugacˇije zapisano
AT (Ax − b) = 0 (1.8)
Gornji sustav (1.7) nazivamo sustav normalnih jednadzˇbi.
Time je dokazan sljedec´i teorem.
Teorem 1.2.1. Oznacˇimo sa S skup svih rjesˇenja problema najmanjih kvadrata
S =
{
x ∈ Rn | min
x∈Rn
||Ax − b||2
}
(1.9)
Tada je x ∈ S ako i samo ako vrijedi relacija
AT (Ax − b) = 0 (1.10)

Da se zaista radi o minimumu funkcije odredimo Hesijan od φ
Hφ = AT A (1.11)
U slucˇaju da je matrica A punog stupcˇanog ranga, tj. rang A = n, Hesijan H je pozitivno
definitan te ima inverz. Onda postoji jedinstveni minimum i on je jedinstveno rjesˇenje
sustava
AT Ax = AT b (1.12)
te je dano s
x = (AT A)−1AT b = A†b (1.13)
U slucˇaju da A nema puni rang rjesˇenje nije jedinstveno, nego se minimum postizˇe
na cˇitavom afinom potprostoru x + Ker (A), gdje je x neko rjesˇenje. Medu svim rjesˇenjima
problema najmanjih kvadrata uvijek postoji jedinstveno rjesˇenje x najmanje norme, tj. koje
josˇ minimizira i ||x||2. Taj x je okomit na jezgru od A.
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1.3 Matricˇne dekompozicije: SVD i POD
1.3.1. SVD
Dekompozicija po singularnim vrijednostima (engl. Singular Value Decomposition, SVD)
jedna je od najkorisnijih matricˇnih dekompozicija kako sa teorijskog aspekta tako i u pri-
mjeni.
Teorem 1.3.1. Neka je A ∈ Rm×n. Tada postoje ortogonalne matrice U ∈ Rm×m i V ∈ Rn×n
te dijagonalna matrica Σ = diag(σ1, σ2, ... , σmin{m,n}) , σ1 ≥ σ2 ≥ ... ≥ σmin{m,n} tako da
vrijedi A = UΣ˜VT , gdje je Σ˜ =
[
Σ
0
]
, u slucˇaju m ≥ n i Σ˜ =
[
Σ 0
]
, u slucˇaju m < n.
Dokaz. [1] Bez smanjenja opc´enitosti mozˇemo pretpostaviti m ≥ n. Inacˇe promatramo
matricu AT . Dokaz provodimo matematicˇkom indukcijom po n.
Baza indukcije: Za n = 1, matrica A je stupcˇana i njen SVD je dan s
A = UΣVT ,
gdje je
U =
A
||A||2 , Σ = ||A||2, V = 1,
sˇto vrijedi za svaki m ≥ 1.
Korak indukcije: Izaberimo jedinicˇni vektor v tako da vrijedi
||A|| = max
||x||2=1
||Ax||2 = ||Av||2,
te definirajmo vektor u := Av||Av||2 . Vektore u i v nadopunimo matricama U˜ i V˜ tako da
U0 =
[
u, U˜
]
i V0 =
[
v, V˜
]
budu ortogonalne matrice reda m, odnosno n. Sada imamo,
UT0 AV0 =
[
uT
U˜T
]
A
[
v, V˜
]
=
[
uT Av uT AV˜
U˜T Av U˜T AV˜
]
.
Iz definicije vektora u i v imamo
uT Av =
vT AT
||Av||2 Av =
||Av||22
||Av||2 = ||Av||2 = ||A|| =: σ.
Kako je U0 ortogonalna, svi stupci njene podmatrice U˜ su okomiti na vektor u, pa je
U˜T u = 0 te
U˜Av = U˜T u||Av||2 = 0.
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Uvedimo oznake A1 = UT0 AV0, w
T = uT AV˜ i B = U˜T AV˜ . Tada je
A1 = UT0 AV0 =
[
σ wT
0 B
]
.
Tvrdimo w = 0. Zbog unitarne invarijantnosti 2-norme vrijedi
σ = ||A||2 = ||UT0 AV0||2 = ||A1||2.
Nadalje, za prozvoljni vektor z , 0 vrijedi
||A1||2 = max
x,0
||A1x||2
||x||2 ≥
||A1z||2
||z||2 ,
iz cˇega slijedi nejednakost ||A1||2||z||2 ≥ ||A1z||2. Neka je z =
[
σ
w
]
. Onda je
||A1||22||z||22 = ||A1||22(σ2 + ||w||22) ≥ ||A1z||22 =
∥∥∥∥∥∥A1
[
σ
w
] ∥∥∥∥∥∥2
2
=
∥∥∥∥∥∥
[
σ wT
0 B
] [
σ
w
]∥∥∥∥∥∥2
2
= (σ2 + wT w)2 + ||Bw||22 ≥ (σ2 + ||w||22)2.
Iz gornjeg racˇuna, dijeljenjem s (σ2 + wT w), slijedi
σ2 = ||A||22 = ||A1||22 ≥ σ2 + ||w||22,
sˇto vrijedi samo ako w = 0. Dakle,
UT0 AV0 =
[
σ 0
0 B
]
.
Sada preopostavimo da B ima SVD
B = U1Σ1VT1 ,
pa dobivamo
UT0 AV0 =
[
σ 0
0 U1Σ1VT1
]
=
[
1 0
0 U1
] [
σ 0
0 Σ1
] [
1 0
0 V1
]
,
iz cˇega slijedi tvrdnja.

Napomena 1.3.2. Teorem 1.3.1 vrijedi i za kompleksne matrice A ∈ Cm×n, no tada su
U ∈ Cm×m i V ∈ Cn×n unitarne matrice.
10 POGLAVLJE 1. MATEMATICˇKA PODLOGA
Neka je A ∈ Rm×n, gdje je m ≥ n i neka je A = UˆΣ˜VT rastav matrice A iz teorema 1.3.1.
Particioniramo matricu Uˆ =
[
U U0
]
te je
A = UˆΣ˜VT =
[
U U0
] [Σ
0
]
VT = UΣVT . (1.14)
Stupce matrice Uˆ =
[
u1, u2, ..., um
]
nazivamo lijevi singularni vektori, a stupce matrice
V =
[
v1, v2, ..., vn
]
desni singularni vektori. Dijagonalne elemente matrice Σ nazivamo
singularnim vrijednostima. Iz A = UΣVT lagano slijedi
A =
n∑
i=1
σiuivTi . (1.15)
Svaki cˇlan uivTi u gornjoj sumi je matrica ranga 1. Sukladno tome, A je linearna kombi-
nacija takvih matrica gdje su koeficijenti u linearnoj kombinaciji upravo sinuglarne vrijed-
nosti.
Dekompozicija po singularnim vrijednostima (SVD) usko je povezana sa svojstvenom de-
kompozicijom te svojstvenim vektorima i vrijednostima matrice. Iz (1.15) slijedi
Avi = σiui, i = 1, . . . , n,
AT ui = σivi, i = 1, . . . , n,
iz cˇega dalje slijedi
AT Avi = AT (Avi) = AT (σiui) = σiAT ui = σ2i vi,
sˇto pokazuje da su desni singularni vektori (vi)ni=1 svojstveni vektori matrice A
T A s pripad-
nom svojstvenom vrijednosti λi := σ2i . Analogno se vidi da su lijevi singularni vektori
(ui)ni=1 svojstveni vektori matrice AA
T s istom pripadnom svojstvenom vrijednosti λi. Pre-
ostalih m − n lijevih singularnih vektora, su takoder svojstveni vektori matrice AAT sa
svojstvenom vrijednosti 0.
SVD dekompozicija omoguc´uje i odredivanje ranga matrice A. Neka su singularne
vrijednosti σ1 ≥ σ2 ≥ · · · ≥ σr > σr+1 = · · · = σn = 0. Tada je rang(A) = r, tj. rang
matrice A je broj pozitivnih singularnih vrijednosti. Takoder lako se vidi da je rang(Σ) =
rang(A). Dakle, u sumi (1.15) dovoljno je uzeti prvih r cˇlanova jer su preostali jednaki 0
A =
n∑
i=1
σiuivTi =
r∑
i=1
σiuivTi . (1.16)
Ako A ima puni rang, onda se rjesˇenje problema najmanjih kvadrata
min
x∈Rn
||Ax − b||2
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mozˇe dobiti kao
x = VΣ−1UT b. (1.17)
Naime,
||Ax − b||22 = ||UΣVT − b||22 = ||UˆT (UΣVT x − b)||22 =
∥∥∥∥∥∥
[
UT
UT0
]
(UΣVT x − b)
∥∥∥∥∥∥2
2
=
∥∥∥∥∥∥
[
ΣVT x − UT b
−UT0 b
] ∥∥∥∥∥∥2
2
= ||ΣVT x − UT b||22 + ||UT0 b||22
,
sˇto postizˇe minimum kada je prvi cˇlan jednak 0, tj. upravo kada je x = VΣ−1UT b.
Ukoliko je pak rang(A) = r < n, matrica Σ nije regularna jer ima nule na dijagonali
Σ =
[
Σ+ 0
0 0
]
.
Podmatrica Σ+ je tada regularna matrica reda r. Nadalje, za A imamo sljedec´i rastav
A = UΣVT =
[
U1 U2
] [Σ+ 0
0 0
] [
V1 V2
]T
= U1Σ+VT1
gdje matrice U1 i V1 imaju r stupaca, pa matrica U2 ima m − r stupaca, a matrica V2 ima
n − r stupaca. Analogno kao u slucˇaju matrice punog ranga racˇunamo
||Ax − b||22 = ||UT (Ax − b)||22 =
∥∥∥∥∥∥
[
UT1
UT2
]
(U1Σ+VT1 x − b)
∥∥∥∥∥∥2
2
=
∥∥∥∥∥∥
[
Σ+VT1 x − UT1 b−UT2 b
] ∥∥∥∥∥∥2
2
= ||Σ+VT1 x − UT1 b||22 + ||UT2 b||22.
Ocˇito je prethodni izraz minimiziran ukoliko je prvi cˇlan 0, tj.
Σ+VT1 x = U
T
1 b,
iz cˇega slijedi rjesˇenje
x = V1Σ−1+ U
T
1 b. (1.18)
Matricu A mozˇemo aproksimirati matricom manjeg ranga Ak, k < r. Tada c´emo uzeti prvih
k stupaca matrice U i matrice V te prvih k singularnih vrijednosti. Definiramo
U(: , 1 : k)i j = Ui j, 1 ≤ j ≤ k,
V(: , 1 : k)i j = Vi j, 1 ≤ j ≤ k,
Σ(1 : k, 1 : k)i j = Σi j, 1 ≤ i, j ≤ k.
O pogresˇci pritom nacˇinjene aproksimacije govori sljedec´i rezultat.
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Teorem 1.3.3. Neka je A ∈ Rm×n ranga r i neka je A = UΣVT njen SVD. Definirajmo
Ak := U(: , 1 : k) Σ(1 : k, 1 : k) V(: , 1 : k)T . Tada je za svaki k < r
min
rang X=k
||A − X||2 = ||A − Ak||2 = σk+1,
i
min
rang X=k
||A − X||F = ||A − Ak||F =
√
r∑
j=k+1
σ2j .

Dakle, ukoliko su nakon prvih k singularnih vrijednosti preostale zanemarivo male,
matrica A je dovoljno dobro opisana matricom ranga k, a o kvaliteti aproksimacije govore
preostale, odnosno zanemarene singularne vrijednosti.
SVD nam omoguc´ava da iz nekog skupa podataka, prikazanog pomoc´u matrice, iz-
dvojimo relevantni dio, a ostatak izostavimo. Za primjer navedimo kako SVD algoritam
omoguc´uje kompresiju slika. Uzmimo sliku dimenzije 3000 × 3000 piksela. Kako bismo
takvu sliku spremili u memoriju potrebno nam je 3 000 · 3 000 · 24 = 216 000 000 bitova
memorije (za pamc´enje jednog piksela koristimo 24 bita) sˇto je zahtjev od 25.7 megabajta
na memoriju. Opc´enito, zamislimo da matrica A predstavlja m×n grayscale sliku gdje broj
na (i, j) mjestu u matrici predstavlja svjetlinu piksela na mjestu (i, j) na slici. Za pamc´enje
slike potrebno je pamtiti m · n brojeva. SVD te matrice dan je s A = UΣVT i prema te-
oremu 1.3.3 znamo da je Ak =
∑k
i=1 σiuiv
T
i najbolja aproksimacija matricom ranga k. Za
spremiti tu matricu u memoriju potrebno je pamtiti (m+n) ·k brojeva sˇto je znacˇajna usˇteda
memorije.
(a) (b) (c)
Slika 1.1: Komprimirana slika (a) k = 10 (b) k = 50 (c) Originalna slika
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Slika 1.2: Graficˇki prikaz singularnih vrijednosti za matricu dobivenu iz gornje slike u
logaritamskoj skali
U gornjem primjeru originalna slika je dimenzije 360 × 250. Rekonstruirana slika
sa prvih 50 singularnih vrijednosti daje vizualno identicˇnu sliku, dok je pritom nacˇinjena
usˇteda memorijskog prostora od 66.1%. Slika 1.2 prikazuje padajuc´i trend sinuglarnih
vrijednosti za sliku iz primjera.
1.3.2. POD
Proper Orthogonal Decomposition ili skrac´eno POD glavna je metoda redukcije dimenzi-
onalnosti podataka. POD je prakticˇno identicˇan SVD dekompoziciji matrice podataka X,
no interpretacija je nesˇto drugacˇija. Glavna je ideja POD-a, kao i SVD-a izvuc´i glavninu
informacije iz seta podataka koristec´i nekoliko glavnih baznih vektora, odnosno reducirati
dimenziju sustava.
Neka je X = UΣVT SVD dekompozicija od X. Pokusˇajmo sada podatke projicirati na
jednodimenzionalni potprostor i nac´i pritom najbolju aproksimaciju. Problem nalazˇenja
vektora koji najbolje opisuje podatke X =
[
x1, x2, ..., xm
]
mozˇemo forumulirati na sljedec´i
nacˇin
max
ψ1∈Rm
n∑
j=1
|〈x j, ψ1〉|2, ||ψ1||2 = 1. (1.19)
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Problem (1.19) predstavlja optimizacijsku zadac´u uz uvjet. Regularnost rjesˇenja opti-
mizacijske zadac´e osigurava ψ1 , 0. Lagrangeova funkcija L : Rm × R→ R je oblika
L(ψ, λ) =
n∑
j=1
|〈x j, ψ〉|2 + λ(1 − ||ψ||22), (ψ, λ) ∈ Rm × R
Ako je ψ ∈ Rm rjesˇenje problema (1.19) onda je ∇L(ψ, λ) = 0.
Racˇunamo
∂L
∂ψi
(ψ, λ) =
∂
∂ψi
 n∑
j=1
∣∣∣ m∑
k=1
Xk jψk
∣∣∣2 + λ(1 − m∑
k=1
ψ2k)

= 2
n∑
j=1
 m∑
k=1
Xk jψk
 Xi j − 2λψi
= 2
m∑
k=1
 n∑
j=1
Xi jXTjkψk
 − 2λψi
= 2
m∑
k=1
(XXT )ikψk − 2λψi.
Iz toga proizlazi da je gradijent Lagrangeove funkcije jednak
∇ψL(ψ, λ) = 2(XXTψ − λψ) = 0⇒ XXTψ = λψ. (1.20)
Pritome je XXT ∈ Rm×m simetricˇna pozitivno definitna matrica. Dakle postoji m orto-
normiranih svojstvenih vektora (ψi)mi=1 i m pridruzˇenih nenegativnih svojstvenih vrijednosti
λ1 ≥ λ2 ≥ · · · ≥ λm ≥ 0. Odaberimo sada ψ1 kao prvi lijevi singularni vektor, tj. prvi
stupac matrice U. Otprije znamo da ψ1 rjesˇava (1.20). Pokazˇimo da rjesˇava i optimizacij-
sku zadac´u (1.19). Kako je U ortogonalna matrica, uvjet vrijedi. Treba josˇ pokazati da ψ1
maksimizira funkciju cilja iz (1.19). Neka je ψ˜ ∈ Rm prozvoljni jedinicˇni vektor (||ψ˜||2 = 1).
Vektori (ψi)mi=1 cˇine ortonormalan skup pa mozˇemo pisati ψ˜ =
∑m
i=1〈ψ˜, ψi〉ψi. Slijedi,
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n∑
j=1
∣∣∣〈x j, ψ˜〉∣∣∣2 = n∑
j=1
∣∣∣∣∣〈x j, m∑
i=1
〈ψ˜, ψi〉ψi
〉∣∣∣∣∣2
=
n∑
j=1
m∑
j=1
m∑
k=1
〈x j, m∑
i=1
〈ψ˜, ψi〉ψi
〉 〈
x j,
m∑
i=1
〈ψ˜, ψi〉ψi
〉
=
n∑
j=1
m∑
j=1
m∑
k=1
(
〈x j, ψi〉 〈x j, ψk〉 〈ψ˜, ψi〉 〈ψ˜, ψk〉
)
=
m∑
j=1
m∑
k=1
(〈 n∑
j=1
〈x j, ψi〉x j︸         ︷︷         ︸
=λiψi
, ψk
〉
〈ψ˜, ψi〉 〈ψ˜, ψk〉
)
=
m∑
j=1
m∑
k=1
(
〈λiψi, ψk〉︸    ︷︷    ︸
=λiδik
〈ψ˜, ψi〉 〈ψ˜, ψk〉
)
=
m∑
i=1
λi
∣∣∣〈ψ˜, ψi〉∣∣∣2 ≤ λ1 m∑
i=1
∣∣∣〈ψ˜, ψi〉∣∣∣2 = λ1||ψ˜||2 = λ1 = n∑
j=1
∣∣∣〈x j, ψ1〉∣∣∣2
Dakle, ψ1 = (U j1)mj=1 maksimizira funkciju iz (1.19), uz vrijednost funkcije cilja σ1 =√
λ1.
Kada bismo trazˇili drugi vektor ψ2 baze u kojoj radimo projekciju i to ortogonalan na
prethodni, rjesˇavali bismo problem
max
ψ2∈Rm
n∑
j=1
|〈x j, ψ2〉|2, ||ψ2||2 = 1, 〈ψ2, ψ1〉 = 0 (1.21)
U biti rjesˇavamo isti optimizacijski problem kao i kad smo trazˇili prvi vektor ψ1, no ne visˇe
na Rm , nego na ortogonalnom komplementu od {ψ1}. Slicˇno se pokazuje da za ψ2 treba
uzeti drugi stupac matrice U iz SVD dekompozicije te da je maxψ2∈Rm
∑n
j=1 |〈x j, ψ2〉|2 =
σ22 = λ2. Ovaj postupak iterativno nastavljamo do konstrukcije baze zˇeljene dimenzije.
Dobivene bazne vektore, tj. stupce matrice U zvat c´emo POD modovi, odnosno POD baza
[9], [8].
Pokazali smo da se racˇunanje POD baze svodi na racˇunanje SVD dekompozicije. U
susˇtini te dvije dekompozicije su prakticˇno ista stvar.
Napomena: Za f , g ∈ Rn definiramo tezˇinski skalarni produkt
〈 f , g〉W := f T Wg, (1.22)
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gdje je W simetricˇna i pozitivno definitna matrica. Norma inducirana tim skalarnim pro-
duktom je || f ||W =
√〈 f , f 〉W . Sada prethodni izvod mozˇemo ponoviti uz definiciju ovog
novog skalarnog produkta, koji predstavlja svojevrsnu generalizaciju Euklidskog skalarnog
produkta. Umjesto (1.19) imali bismo
max
ψ1∈Rm
n∑
j=1
|〈x j, ψ1〉w|2, ||ψ1||W = 1. (1.23)
Analogno, uveli bi Lagrangeovu funkciju sˇto bi nas dovelo do generaliziranog svojstvenog
problema umjesto (1.20)
(WX)(WX)Tψ = λWψ. (1.24)
Motivacija za uvodenje tezˇinskog skalarnog produkta, dolazi od poopc´enja POD dekompo-
zicije na beskonacˇnodimenzionalne prostore, kao sˇto je npr. prosto kvadratno integrabilnih
funkcija L2(Ω), gdje je Ω neki kompakt u Rn. To je Hilbertov prostor sa skalarnim produk-
tom
〈 f , g〉 =
∫
Ω
f g dx, za f , g ∈ L2(Ω).
Pri diskretizaciji L2-funkcija, tj. aproksimacijama u konacˇnodimenzionalnim potprosto-
rima skalarni produkt (integral) racˇunamo kvadraturnim formulama. Kvadraturne formule
ukljucˇuju tezˇine u cˇvornim tocˇkama domene, stoga je ovdje prirodno koristiti tezˇinski ska-
larni produkt 〈 f , g〉W := f T Wg.
Ilustrirajmo sada gornje ideje na nekoliko primjera iz kvantne mehanike.
Primjer 2.2.1. (Kvantni harmonicˇki oscilator)
Schro¨dingerova jednadzˇba
iut = Hu (1.25)
opisuje ponasˇanje kvantnih sistema. U jednadzˇbi (1.25), i je imaginarna jedinica, rjesˇenje
u(x, t) ∈ Ω, x ∈ Rn, t ∈ R zovemo valna funkcija i ona statisticˇki opisuje stanje sustava, a
H je operator na Ω dan s
Hu = −1
2
∇2u + Vu, (1.26)
gdje V predstavlja potencijal, odnosno potencijalnu energiju promatranog kvantnog sus-
tava. Operator H se josˇ naziva i hamiltonijan, odnosno operator ukupne energije jer
mu spektar sadrzˇi upravo dopustive energije sustava. Sada pretpostavimo (x, t) ∈ R2,
tj. da imamo jednu prostornu dimenziju te pretpostavljamo specificˇan oblik potencijala
V(x) = 12 x
2, koji je tzv. harmonicˇki potencijal. Dakle, imamo parcijalnu diferencijalnu
jednadzˇbu drugog reda
iut = −12uxx +
1
2
x2u (1.27)
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koja opisuje dinamiku kvantnog harmonicˇkog oscilatora. Mnozˇenjem s −i
ut =
i
2
uxx + − i2 x
2u
te primjenom Fourierove transformacije dobivamo
uˆt =
i
2
(ik)2uˆ + − i
2
x̂2u.
Ako k tome dodamo josˇ i pocˇetni uvjet u(x, 0) = e−0.2x
2
imamo inicijalnu zadac´u, cˇije
je numericˇko rjesˇenje prikazano na slici 1.3(a). Diskretizacija prostornog dijela domene
nacˇinjena je s n = 512 tocˇaka, dakle aproksimacije rjesˇenja su 512-dimenzionalni vektori
u danim vremenskim trenutcima.
u(x, t j) ≈ u j, t j ∈ [0,T ], j = 1, ...,m.
No vec´ pogledom na graf, mozˇemo uocˇiti da podaci pokazuju neku pravilnost, odnosno
hipodimenzionalnost te nasluc´ujemo da bismo mogli opisati te podatke (priblizˇno) jednako
dobro i u nekom nizˇedimenzionalnom potprostoru.
Na dobiveno numericˇko rjesˇenje (zapisano u matricu), odnosno podatke c´emo primje-
niti SVD dekompoziciju i odrediti POD modove.
X =
[
u1, u2, ..., um
]
, u j ∈ Rn, j = 1, ...,m.
Prva singularna vrijednost matrice X ima tezˇinu oko 68%, druga oko 21%, trec´a oko
8%, dok su preostale zanemarivo male (Slika 1.3(b)). To znacˇi da podatke mozˇemo dobro
opisati s tri singularne vrijednosti i tri singularna vektora (moda). Iako su podaci dimenzije
n × m (u primjeru n = 512, m = 100), iz SVD-a prozlazi da su oni intrinzicˇno trodimenzi-
onalne prirode. Stoga umjesto rastava X = UΣV∗, podatke mozˇemo vjerno rekonstruirati
uzimajuc´i prva tri stupca od U i V
X = U(:, 1 : 3)Σ(1 : 3, 1 : 3)V(:, 1 : 3)∗.
Za prva tri moda (glavni modovi), odnosno prva tri stupca od U prikazani su realni dio
te modul na slici 1.3(c) i (d). Primjetimo josˇ da su modovi simetricˇni. Simetrija modova,
posljedica je simetricˇnosti pocˇetnog uvjeta u(x, 0) = e−0.2x
2
.
Pogledajmo sada sˇto c´e se dogoditi ako promjenimo pocˇetni uvjet, npr. u(x, 0) =
e−0.2(x−2)
2
.
Prvo uocˇavamo da modovi, osim 1. moda, nisu visˇe simetricˇni (Slika 1.4(c) i (d)). No,
sada prvih 20-ak singularnih vrijednosti ima znacˇajnu vrijednost i za vjeran opis ovako
generiranih podataka trebali bismo uzeti recimo prvih 20 modova.
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(a) (b)
(c) (d)
Slika 1.3: (a) Rjesˇenje Schro¨dingerove jednadzˇbe za kvantnomehanicˇki harmonicˇki osci-
lator (1.27) uz pocˇetni uvjet u(x, 0) = e−0.2x
2
(ulazni podaci X) (b) SVD je izracˇunat na
generiranim podacima X te su prikazane singularne vrijednosti u logaritamskoj skali. (c)
Apsolutna vrijednost i (d) realni dio za 3 glavna moda
1.3. MATRICˇNE DEKOMPOZICIJE: SVD I POD 19
(a) (b)
(c) (d)
Slika 1.4: (a) Rjesˇenje Schro¨dingerove jednadzˇbe za kvantnomehanicˇki harmonicˇki osci-
lator (1.27) uz pocˇetni uvjet u(x, 0) = e−0.2(x−2)
2
(ulazni podaci X) (b) SVD je izracˇunat na
generiranim podacima X te su prikazane singularne vrijednosti u logaritamskoj skali. (c)
Apsolutna vrijednost i (d) realni dio za 3 glavna moda
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Primjer 2.2.2. (Nelinearana Schro¨dingerova jednadzˇba)
U ovom primjeru bit c´e ilustrirana redukcija dimenzionalnosti za nelinearni sustav, kakvi
su cˇesti u praksi. Razmatramo nelinearnu Schro¨dingerovu jednadzˇbu
iut +
1
2
uxx + |u|2u = 0. (1.28)
Ako pomnozˇimo s −i imamo
ut =
i
2
uxx + i|u|2u.
Sada primjenimo Fourirerovu transformaciju i dobivamo
uˆt =
i
2
(ik)2uˆ + i( ̂|u|2u).
Uz pocˇetni uvjet npr. u(0) = 2sechx opet imamo inicijalnu zadac´u cˇije rjesˇenje c´e nam
posluzˇiti kao set podataka za analizu. Rjesˇenje, tj. simulirani podaci prikazani su na slici
1.5 (a). Nadalje izracˇunati su glavni POD modovi kao i sinuglarne vrijednosti matrice
podataka X (Slika 1.5 (b)) te vidimo da su prve dvije singularne vrijednosti znacˇajno vec´e
od drugih te da imamo 2 glavna moda.
Pogledajmo situaciju kada podatke aproksimiramo samo jednim modom, odnosno ako
ih prikazˇemo u jednodimenzionalnom potprostoru. Tada je rjesˇenje u opisano samo prvim
modom ψ1 te vremenskom evolucijom a(t)
u(x, t) = a(t)ψ1(x). (1.29)
Preostaje nac´i vremensku evoluciju a(t). Uvrstimo raspis u(x, t) = a(t)ψ1(x) u jednadzˇbu
(1.28) te imamo
ia′(t)ψ1(x) +
1
2
a(t)ψ′′1 (x) + |a|2a |ψ1|2ψ1 = 0. (1.30)
i pomnozˇimo s ψ j. Zbog ortonormiranosti baze (ψi) preostaje nam jedino jednadzˇba
ia′(t) +
1
2
a(t)〈ψ′′1 , ψ1〉 + |a|2a〈|ψ1|2ψ1, ψ1〉 = 0. (1.31)
Oznacˇimo α = 〈ψ′′1 , ψ1〉 i β = 〈|ψ1|2ψ1, ψ1〉 pa prethodna jednadzˇba poprima oblik
iat +
α
2
+ β|a|2a = 0, (1.32)
koja uz definirani pocˇetni uvjet a(0) = a0 ima egzaktno rjesˇenje
a(t) = a0ei
α
2 t+β|a0 |2t. (1.33)
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Situacije kada imamo egzaktno rjesˇenje nekog problema su izuzetno dobre, ali nazˇalost u
praksi nisu cˇeste.
Kako smo ranije vec´ odredili da su nam u podacima prisutna dva glavna moda, zˇeljeli
bismo napraviti slicˇan postupak kao gore ali koristec´i dva moda, odnosno projekciju u
dvodimenzionalnom potprostoru s bazom (ψ1, ψ2).
u(t, x) = a1(t)ψ1(x) + a2ψ2(x) =
2∑
i=1
ai(t)ψi(x) = Ψ ~a, (1.34)
~a =
(
a1
a2
)
, Ψ = (ψ1, ψ2).
Uvrsˇtavanjem gornjeg raspisa u bazi (ψ1, ψ2) u jednadzˇbu (1.28) i mnozˇenjem s ΨT
slijeva dobivamo
a′ =
i
2
ΨT Ψ′′a + iΨT
(
|Ψa|2Ψa
)
. (1.35)
Prvi cˇlan je linearan i nije zahtjevan za racˇunanje. Komplikacije u praksi obicˇno predstav-
ljaju nelinearni cˇlanovi poput drugog cˇlana u gornjoj jednadzˇbi.
Uvrstimo josˇ pocˇetni uvjet
u(x, 0) = a1(0) ψ1(x) + a2(0) ψ2(x). (1.36)
Koeficijente a1(0) i a2(0) redom mozˇemo izracˇunati mnozˇenjem s ψ1 i ψ2
a1(0) = 〈u(x, 0), ψ1(x)〉 ,
a2(0) = 〈u(x, 0), ψ2(x)〉 .
Koristec´i aproksimaciju reda 2 dobivamo vrlo vjernu rekosntrukciju pocˇetnih podataka
X i to koristec´i samo 2 moda, tj. reprezentaciju u dvodimenzionalnom potprostoru (Origi-
nalni prostor rjesˇenja diferencijalne jednadzˇbe je bio 512-dimenzionalan).
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Slika 1.5: (a) Rjesˇenje nelinearne Schro¨dingerove jednadzˇbe (1.28) uz pocˇetni uvjet
u(x, 0) = 2 sechx (ulazni podaci X) (b) SVD je izracˇunat na generiranim podacima X
te su prikazane singularne vrijednosti u logaritamskoj skali. (c) Apsolutna vrijednost za 2
glavna moda (d) Rekonstrukcija podataka iz simulacije, odnosno aproksimacija podataka
u bazi (ψ1, ψ2)
Poglavlje 2
Uvod u DMD
2.1 Uvod
Dinamicˇka modalna dekompozicija (DMD) je matematicˇka metoda razvijena u svrhu
razumijevanja, kontrole i simulacije kompleksnih nelinearnih sustava cˇije ponasˇanje nije
opisivo jednadzˇbama (barem djelomicˇno). DMD je metoda originalno razvijena za nu-
mericˇke simulacije u dinamici fluida pri analizi kompleksnih tokova, no DMD je do danas
primjenjen u mnogim drugim podrucˇjima kao sˇto su epidemiologija, analiza financijskih
trzˇisˇta, neuroznanosti, klimatologija, razne grane inzˇinjerstva i dr. Eksperimentalni (ili si-
mulirani) podaci koji tako dolaze iz razlicˇitih podrucˇja su slike stanja sustava prikupljeni u
razlicˇitim vremenskim trenutcima.
DMD algoritam daje dekompoziciju podataka ovisnih o prostornim i vremenskim vari-
jablama u prostorne modove (DMD modove) cˇije je vremensko ponasˇanje karakterizirano
pripadnom frekvencijom (svojstvenom vrijednosti). Moc´ DMD-a je u tome sˇto eksplo-
atira hipodimenzionalnost kompleksnog sistema velike dimenzije, koja a priori nije jasna.
Time se dobiva reducirani nizˇedimenzionalni oblik sustava koji je racˇunalno, a i teorijski
prihvatljiviji.
Dinamicˇka modalna dekompozicija ima brojne primjene u raznim podrucˇjima, no 3 su
generalne primjene DMD-a u praksi:
1. Dijagnostika
2. Predikcija buduc´ih stanja sustava
3. Kontrola
DMD algoritam prvotno je korisˇten kao dijagnosticˇki alat u karakterizaciji kompleksnih
tokova fluida ([4], [5]). Algoritam iz danog seta podataka daje hipodimenzionalnu struk-
turu sistema cˇime omoguc´uje fizikalnu interpretaciju rezultata u terminima glavnih pros-
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tornih modova cˇije je vremensko ponasˇanje asocirano s pripadnim frekvencijama. Uloga
DMD u dijagnostici i otkrivanju fundamentalnih zakljucˇaka o kompleksnim fizikalnim sis-
temima danas je vrlo znacˇajna.
Josˇ sofisticiranija primjena DMD metode je predikcija buduc´ih stanja sustava. Naime,
cilj je iz danog seta podataka konstruirati model koji c´e samo na temelju tih podataka
predvidati stanje u kojem c´e se sustav nac´i u nekom buduc´em trenutku (engl. data-driven).
Prostorni modovi i pripadne frekvencije koje izracˇunava DMD algoritam generiraju di-
namicˇki model koji omoguc´uje predikciju stanja sustava. Takoder, ove ideje su sˇiroko
korisˇtene u primjeni i pokazale su se uspjesˇnima u mnogim podrucˇjima.
Konstrukcija kontrolnih strategija koje su temeljene samo na ulaznom setu podataka
je najizazovnija primjena za DMD. Zbog toga sˇto zapravo DMD-om aproksimiramo dina-
miku nelinearnog sustava linearnim modelom predikcija stanja sistema je vjerodostojna u
ogranicˇenom vremenskom rasponu u buduc´nosti. Stoga je ideja kontrolnih strategija osi-
gurati dovoljno veliki vremenski interval u kojem je predikcija dovoljno pouzdana da se
mozˇe koristiti za kontroliranje ponasˇanja kompleksnih dinamicˇkih sustava.
2.2 Dinamicˇki sustavi
Promatrajmo opc´eniti dinamicˇki sustav
dx
dt
= f (x, t; µ), (2.1)
gdje je x(t) ∈ Rn vektor koji opisuje stanje sustava u vremenskom trenutku t, a µ su pa-
rametri konkretnog sustava, dok funkcija f opisuje dinamiku promatranog sustava. Di-
namika sustava je ovdje opisana kao sustav obicˇnih (opc´enito nelinearnih) diferencijalnih
jednadzˇbi, no ovaj sustav mozˇe doc´i i od diskretizacije neke parcijalne diferecijalne jed-
nadzˇbe. Nadalje diskretizacijom u vremenskoj domeni tk = k∆t dobivamo xk = x(k∆t) koji
predstavlja stanje sustava u diskretnom trenutku tk. Definiramo preslikavanje F : Rn → Rn
kao
xk+1 = F(xk) (2.2)
koje predstavlja evoluciju sustava iz xk u xk+1. Stanja sustava je moguc´e mjeriti u trenucima
tk, k = 1, 2, ...,m te oznacˇimo s yk = g(xk) dobivena mjerenja. Realno stanje sistema obicˇno
nije poznato, vec´ samo mjerenja koja mozˇemo nacˇiniti. Stoga c´emo cˇesto za funkciju g
uzeti identitetu, tj. poistovjetiti stanje sustava i mjerenje u danom vremenskom trenutku.
Vazˇno je naglasiti da za DMD metodu nisu potrebne nikakve pretpostavke o promatra-
nom sistemu, tj. dinamika sistema f ne mora biti unaprijed poznata (engl. equation-free).
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DMD algoritam konstruira lokalno linearni dinamicˇki sustav
dx
dt
= Ax (2.3)
koji aproksimira ponasˇanje nelinearnog dinamicˇkog sistema (2.1). Uz pocˇetni uvjet x(0)
sustav (2.3) ima rjesˇenje
x(t) =
n∑
k=1
bkφkeωkt = ΦeΩtb (2.4)
gdje je Φ = (φk)k matrica svojstvenih vektora, Ω = diag(ωk) dijagonalna matrica sa svoj-
stvenim vrijednostima matrice A = eA∆t na dijagonali, a b = (bk) vektor cˇije koordinate
predstavljaju koordinate pocˇetnog uvjeta u bazi svojstvenih vektora Φ.
2.3 Definicija
Dinamicˇku modalnu dekompoziciju mozˇemo shvatiti i kao linearnu regresiju podataka na
lokalno linearnu dinamiku
xk+1 = Axk, (2.5)
gdje je matrica A odabrana tako da minimizira ||xk+1−Axk||2, a || · ||2 je standardna euklidska
norma.
||xk+1 − Axk|| → min, k = 1, 2, ...,m − 1. (2.6)
Zapisˇimo podatke u dvije matrice:
X =
[
x1, x2, . . . xm−1
]
X′ =
[
x2, x3, . . . xm
]
(2.7)
Lokalno linearnu aproksimaciju mozˇemo napisati i matricˇno kao
X′ = AX (2.8)
Matrica A koja minimizira ||X′ − AX||F (|| · ||F Frobeniusova matricˇna norma) je rjesˇenje
problema najmanjih kvadrata. Ako X ima puni stupcˇani rang onda je rjesˇenje jedinstveno i
dano je formulom
A = X′X† (2.9)
gdje je X† Moore-Penroseov pseudoinverz od X (vidi poglavlje 1.1).
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Slika 2.1: Shematski prikaz dinamicˇke modalne dekompozicije (DMD) na primjeru kom-
pleksnog toka fluida [3]
Recˇeno je ranije da je DMD metoda koja daje dekompoziciju podataka u skup di-
namicˇkih modova (DMD modova) cˇije je vremensko ponasˇanje opisano pripadnim svoj-
stvenim vrijednostima (frekvencijama). Sada c´emo iskazati preciznu matematicˇku defini-
ciju DMD-a.
Definicija 2.3.1. (Dinamicˇka modalna dekompozicija) Neka su X , Y dvije matrice poda-
taka
X =
[
x1, x2, ... xn
]
Y =
[
y1, y2, ... yn
] (2.10)
te neka je dan dinamicˇki sustav cˇija je evolucija opisana s yk = Axk. Dinamicˇka mo-
dalna dekompozicija para podataka (X,Y) je svojstvena dekompozicija matrice
A = YX† (2.11)
cˇije su svojstvene vrijednosti Λ i vektori Φ. Svojstvene vektore Φ nazivamo DMD modovi.
Jednadzˇba (2.8) je specijalni slucˇaj gornje definicije uz yk = xk+1.
2.4 Redukcija dimenzije i reducirani modeli
Podaci (xk)k ⊂ Rn kojima raspolazˇemo i koje smo sortirali kao stupce matrice X njih
ukupno m − 1 gdje je m broj vremenskih trenutaka, su dimenzije n. Dimenzija vektora
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n predstavlja broj cˇvornih tocˇaka u kojemu je snimljeno stanje sustava, odnosno broj dik-
sretizacijskih tocˇaka prostorne domene. Dakle matrica podataka X je dimenzije n× (m−1),
kao i matrica X′. Obicˇno je n  m, odnosno dimenzija stanja sustava je puno vec´a od broja
vremenskih trenutaka u kojima je stanje sustava zabiljezˇeno. Tako su matrice podataka X i
X′ prema tome visoke i uske (engl. tall and skinny).
Matrica A iz definicije DMD-a je onda dimenzije n × n. Problem je u tome sˇto n vrlo
brzo mozˇe narasti do velikog broja, npr. 106, sˇto c´e znacˇiti da matrica A ima 1012 elemenata.
S tako velikim matricama nije ugodno racˇunati i trazˇenje pseudoinverza iz definicije 2.3.1
mozˇe postati racˇunalno prezahtjevno, a problem mozˇe nastati i samo kod spremanja u
memoriju ukoliko je matrica prevelika. Naime A = X′X†, sˇto mozˇemo interpretirati na
nacˇin da je A linearna kombinacija stupaca od X′ kojih je m − 1, a koeficijenti u linearnoj
kombinaciji dani su u X†. Dakle rang matrice A je najvisˇe m − 1.
Jedna od glavnih karakteristika DMD algoritma je da vrsˇi redukciju dimenzionalnosti
podataka, odnosno da iz velikog seta podataka izolira samo glavnu i bitnu informaciju.
Stoga matricu A nikad nec´emo konstruirati nego c´emo napraviti projekciju A˜ u nekom
nizˇedimenzionalnom potprostoru. Pomoc´u operatora A˜ c´e se kasnije moc´i rekonstruirati
svojstvene vrijednosti i vektori originalne matrice A. Prije nastavka pricˇe o DMD algoritmu
razmotrit c´emo detaljnije prvi korak koji je vezan za redukciju dimenzionalnosti.
Glavna metoda redukcije dimenzionalnosti podataka su matricˇne dekompozicije SVD
(Singular Value Decomposition) i POD (Proper Orthogonal Decomposition) koje su iscr-
pno opisane u prosˇlom poglavlju.

Poglavlje 3
Racˇunanje dinamicˇke modalne
dekompozicije
U ovom poglavlju bit c´e detaljno opisan DMD algoritam nakon cˇega slijedi ilustracija
algoritma na primjeru razdvajanja prostorno-vremenskog signala u njegove komponente.
Poglavlje zavrsˇava sa posebno konstruiranim primjerima na kojima se uocˇavaju neke mane
DMD algoritma te daje uvid u moguc´nosti za poboljsˇanje metode.
3.1 DMD algoritam
prisjetimo se definicije DMD-a iz prethodnog poglavlja. Dinamicˇka modalna dekompozi-
cija nekog para podataka (X, X′) je u biti svojstvena dekompozicija matrice A = X′X† koja
aproksimira dinamiku nekog sustava (X′ = AX). Ona ujedno i minimizira ||X′ − AX||F .
U praksi gdje je dimenzija stanja n najcˇesˇc´e vrlo velika, ne mozˇemo na gore opisani
nacˇin, tj. direktno racˇunati matricu A primjenom formula A = X′X†. Stoga, DMD algo-
ritam radi s reduciranom matricom A˜, odnosno matricom koja je projicirana na nekoliko
glavnih POD modova.
Algoritam 1. (DMD)
1. Izracˇunaj SVD dekompoziciju od X:
X = UΣV∗ (3.1)
te uzmi aproksimaciju na temelju prvih r POD modova, odnosno stupaca matrice U.
2. Izracˇunaj projekciju A˜ originalne matrice A:
A˜ = U∗AU = U∗X′VΣ−1. (3.2)
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Matrica A˜ definira dinamiku linearnog modela u POD koordinatama kako je defini-
rano u koraku 1:
x˜k+1 = A˜x˜k. (3.3)
Originalni vektori se mogu rekonstruirati mnozˇenjem s U:
xk = Ux˜k.
3. Izracˇunaj svojstvenu dekompoziciju od A˜:
A˜W = WΛ, (3.4)
gdje su W = (wk)k svojstveni vektori (po stupcima), a Λ dijagonalna matrica svoj-
stvenih vrijednosti λk.
4. Konacˇno radimo rekonstrukciju svojstvenih vrijednosti i vektora originalne matrice
A iz izracˇunatih W i Λ. Svojstvene vrijednosti od A su takoder Λ, a svojstveni vektori
Φ = (φk)k racˇunaju se na sljedec´i nacˇin:
Φ = X′VΣ−1W. (3.5)
Da su λk svojstvene vrijednosti od A, a φk svojstveni vektori nije odmah evidentno. O
tome govori sljedec´i rezultat [7].
Teorem 3.1.1. Svaki par (λ, φ) generiran Algoritmom 1. je svojstveni par matrice A. Na-
dalje, algoritam daje sve svojstvene vrijednosti razlicˇite od 0.
Dokaz. [7] Iz SVD dekompozicije imamo X = UΣV∗ te mozˇemo pisati
X† = VΣ−1U∗.
te
A = X′X† = X′VΣ−1U∗.
Oznacˇimo B := X′VΣ−1. Sada (3.2) mozˇemo zapisati
A˜ = U∗X′VΣ−1 = U∗B.
Pretpostavimo da je A˜w = λw i λ , 0 te stavimo φ = 1
λ
Bw. Sada imamo
Aφ =
1
λ
BU∗Bw = B
1
λ
A˜w = Bw = λφ.
Pokazˇimo josˇ φ , 0. Ako je Bw = 0, onda U∗Bw = A˜w = 0 pa je λ = 0. Dakle, φ je
svojstveni vektor matrice A sa svojstvenom vrijednosti λ.
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Da pokazˇemo da algoritam daje sve nenul svojstvene vrijednosti od A, pretpostavimo
Aφ = λφ, za λ , 0 i stavimo w = U∗φ. Dobivamo
A˜w = U∗BU∗φ = U∗Aφ = λU∗φ = λw.
Nadalje, w , 0. Jer ako U∗φ = 0 onda BU∗φ = Aφ = 0 i λ = 0. 
Napomena 3.1.2. Algoritam 1. se takoder mozˇe koristiti za pronalazˇenje svojstvenih vek-
tora sa svojstvenom vrijednosti λ = 0, tj. svojstvenog nulpotprostora od A. Posebno, ako
je A˜w = 0 i φ = X′VΣ−1w , 0, onda je φ svojstveni vektor sa svojstvenom vrijednost λ = 0
i nalazi se u slici od X′. A ako je A˜w = 0 i X′VΣ−1w = 0 onda je φ = Uw svojstveni
vektor sa svojstvenom vrijednosti λ = 0 i element je slike od X. Naime, DMD modovi sa
pripadnom svojstvenom vrijednosti λ = 0 nisu previsˇe od interesa jer uopc´e ne pridonose
dinamici sustava.
Svojstveni vektori, odnosno DMD modovi (3.5) koje daje Algoritam 1. nazivamo eg-
zkatni svojstveni vektori premda su to svojstveni vektori matrice A kako je pokazano u
teoremu 3.1.1. Razlikujemo i projicirane DMD modove
φˆ = Uw. (3.6)
Suptilna, ali bitna razlika je da projicirani modovi lezˇe u slici od X, dok egzkatni DMD
modovi lezˇe u Im X′. Projicirani modovi φˆ naime nisu svojstveni vektori matrice A, ali
imaju veze s njima. Odgovor na pitanje koja je veza projiciranih i egzaktnih DMD modova
daje sljedec´i rezultat.
Teorem 3.1.3. Neka je A˜w = λw, λ , 0 i neka je PX ortogonalni projektor na Im X.
Projicirani DMD mod φˆ je svojstveni vektor od PXA sa svojstvenom vrijednosti λ. Nadalje
vrijedi φˆ = PXφ.
Dokaz. [7] Iz X = UΣV∗, ortogonalni projektor na Im X je PX = UU∗. Iz dokaza teorema
3.1.1 imamo A = BU∗ i A˜ = U∗B. Racˇunamo
PXAφˆ = (UU∗)(BU∗)(Uw) = U(U∗B)w = UA˜w = λUw = λφˆ.
Dakle, φˆ je svojstveni vektor matrice PXA sa svojstvenom vrijednosti λ. Nadalje,
U∗φ =
1
λ
U∗Bw =
1
λ
A˜w = w,
pa slijedi
φˆ = Uw = UU∗φ = PXφ.

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Prethodni dokaz jasno ilustrira naziv projicirani modovi za vektore φˆ.
Iz podataka dobivenih DMD algoritmom jednostavno se mozˇe rekonstruirati aproksi-
macija stanja sustava u bilo kojem trenutku t:
x(t) =
r∑
k=1
bkφk eωkt = Φ eΩt b. (3.7)
gdje je bk inicijalna amplituda pojedinog moda, b vektor inicijalnih amplituda, Φ je
matrica cˇiji su stupci DMD modovi, ωk =
ln(λk)
∆t su frekvencije te Ω = diag(ωk) dijagonalna
matrica s frekvencijama ωk na dijagonali.
Preostaje josˇ samo odrediti vektor b. U trenutku t = 0 sustav je u stanju x1.
x1 = x(0) = Φb. (3.8)
Dakle potrebno je josˇ samo rjesˇiti linearni sustav (3.8). Rjesˇenje je dano s
b = Φ†x1. (3.9)
3.2 Primjeri
Primjer 3.2.1.
Sada c´emo demonstrirati kako DMD algoritam funkcionira na primjeru razdvajanja
signala. U tu svrhu korisˇtena je implementacija u MATLAB-u iz [3]. Definirajmo funkcije
g(x, t) = e−0.8x
2 (
cos(2.5t) + i sin(2.5t)
)
i
h(x, t) = 2 e−(x+1)
2/0.25 ( cos(2t) + i sin(2t) )
koje opisuju dva prostorno-vremenska signala (Slika 3.1 (a) i (b)). Njihovo vremensko
ponasˇanje opisano je frekvencijama ωg = 2.5 te ωh = 2 . Definirajmo i funkciju
f (x, t) = g(x, t) + h(x, t)
koja opisuje superpoziciju gornja dva signala, tj. signal dobiven mijesˇanjem signala g i
h (Slika 3.1 (c)).
Simulacijom i diskretizacijom signala f dobit c´emo matricu X koja c´e nam posluzˇiti
kao matrica ulaznih podataka za DMD algoritam. Prostorna domena [-4, 4] diskretizirana
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je s 400 tocˇaka, a vremenska domena [0, 4pi] s 200 tocˇaka. Dakle vektori stanja su iz R400,
tj. n = 400 i ima ih 200, tj. m = 200. Dakle, X ∈ R400×200.
U prvom koraku racˇunamo SVD matrice X te kako su samo dvije singularne vrijed-
nosti razlicˇite od nula (σ1 = 171.1612, σ2 = 97.4166, σ3 = ... = 0), napravit c´emo
aproksimaciju ranga 2. Iako su podaci relativno velike dimenzije 400 × 200, intrinzicˇno
su dvodimenzionalni, tj. iz SVD-a nalazimo da je rang matrice podataka 2 pa c´e nam biti
dovoljno 2 singularna vektora i 2 singularne vrijednosti za potpun opis tog skupa poda-
taka. To je u potpunosti ocˇekivano jer znamo da su ulazni podaci dobiveni simulacijom iz
dva razlicˇita signala. No, cˇesto to ne znamo, vec´ samo imamo podate iz nekog izvora cˇiju
dinamiku takoder cˇesto ne znamo.
Gore opisani algoritam c´e izracˇunati DMD modove (svojstvene vektore matrice A)
Φ = (φk)k, svojstvene vrijednosti, odnosno frekvencije ωk te inicijalne amplitude pojedinih
modova. Potom c´e iz dobivenih vrijednosti pomoc´u jednadzˇbe (3.7) moc´i rekonstruirati
sliku sustava u bilo kojem vremenskom trenutku t. U nasˇem slucˇaju je r = 2 sˇto znacˇi da u
sumi (3.7) imamo samo 2 cˇlana, tj. DMD rekonstruira kompletni set podataka sa samo dva
cˇlanu, ali omoguc´uje i predvidanje ponasˇanja sustava u buduc´im vremenskim trenutcima.
Slika 3.1: (a) Prostorno-vremenski signal g (b) Prostorno-vremenski signal h (c) Prostorno-
vremenski signal f dobiven kao superpozicija signala g i h te ujedno ulazni podaci X za
DMD algoritam (d) Rekonstrukcija signala nakon DMD-a na ulaznim podacima s aproksi-
macijom ranga 2
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Izracˇunate svojstvene vrijednosti ω1 i ω2, tj. njihovi imaginarni dijelovi, tocˇno se pok-
lapaju s frekvencijama oscilacija pojedinih signala:
omega =
0 .0000 + 2 .0000 i
0 .0000 + 2 .5000 i
Takoder, DMD modovi φ1 i φ2 odgovaraju prostornim dijelovima signala g i h redom
(slika 3.2).
Slika 3.2: DMD modovi (a) φ1 i (b) φ2 redom odgovaraju prostornim dijelovima signala g
i h
Primjer 3.2.2.
Pogledajmo sada primjer gdje su nam signali g i h dani s:
g(x, t) = sech(x + 3 − 0.5t) ( cos(2.5t) + i sin(2.5t) ),
h(x, t) = 2 e −(x+1)
2/0.25 ( cos(2t) + i sin(2t) ).
U ovom slucˇaju signal g putuje (translatira se) prostornom domenom konstantnom br-
zinom od 0.8. I dalje promatramo pomijesˇani signal f = g + h kojeg analiziramo DMD
algoritmom (Slika 3.4 (a) - (c)). Ocˇekujemo dvije DMD frekvencije ω1 = 2.5 i ω2 = 2
te dva DMD moda. Naime, aproksimacija ranga 2 ne daje vjernu rekonstrukciju ulaz-
nih podataka te predikcija koristec´i aproksimaciju ranga 2 nec´e biti dobra (Slika 3.4 (d)).
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Takoder, ni aproksimacija ranga 5 nije dovoljno dobro (Slika 3.4 (e)). Tek aproksimacija
ranga 10 daje dobru aproksimaciju ulaznih podataka (Slika 3.4 (f)). Razlog tomu je sˇto
ovaj put imamo 10 signifikanitnih sinuglarnih vrijednosti u SVD-u (Slika 3.3). Iako su
prirodno prisutna samo 2 moda, za dobar opis trebamo uzeti barem 10 modova u sumi
(3.7). Ovo aritificijelno povec´anje dimenzije posljedica je toga da SVD ne mozˇe dobro
prepoznati translacije podataka (kao ni rotacije) i korelacije u vremenu [3].
Slika 3.3: Singularne vrijednosti matrice X sa slike 3.4 u standardnoj (lijevo) i logari-
tamskoj skali (desno). Prvih 10 singularnih vrijednosti je nezanemarivo, te za dobar opis
podataka potrebno je u uzeti barem 10 modova u sumi (3.7).
Primjer 3.2.3.
Iduc´i primjer ilustrira ogranicˇenje DMD metode pri tranzijentnom ponasˇanju signala.
Definirajmo kao i ranije dva prostorno-vremenska signala
g(x, t) = sech(x + 3 − 0.5t) ( cos(2.5t) + i sin(2.5t) )( tanh(t − pi) − tanh(t − 3pi) )
i
h(x, t) = 2 e −(x+1)
2 (
cos(2t) + i sin(2t)
)
.
Signal g se zbog faktora tanh(t − pi) − tanh(t − 3pi) ukljucˇuje i iskljucˇuje u vremenu.
Pojedini signali g i h te pomijesˇani signal f = g + h dani su na slici 3.5 (a) - (c). Simulaci-
jom singala f dobivamo kao i ranije ulazne podatke X za analizu. Rekonstrukcija ulaznih
podataka X DMD algoritmom ovaj puta zahtjeva minimalno 20 modova u sumi (3.7). Ali,
i tada DMD ne mozˇe dobro odrediti ponasˇanje prvog moda koji se ukljucˇuje i iskljucˇuje.
Za razliku od prethodnog primjera gdje smo samo imali artificijelno povec´anje dimenzije
zbog translacije, ovdje DMD ne daje dobar opis dinamike sustava. Potencijalna strategija
za rjesˇenje ovog problema je tzv. multi-resolution DMD ([3], [2]).
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Slika 3.4: (a) Prostorno-vremenski signal g (b) Prostorno-vremenski signal h (c) Prostorno-
vremenski signal f dobiven kao superpozicija signala g i h te ujedno ulazni podaci X za
DMD algoritam (d) - (f) Rekonstrukcija signala nakon DMD-a na ulaznim podacima s
aproksimacijom ranga 2, 5 i 10. Tek aproksimacijom ranga 10 dobivamo vjernu rekons-
trukciju ulaznih podataka
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Slika 3.5: (a) Prostorno-vremenski signal g (b) Prostorno-vremenski signal h (c) Prostorno-
vremenski signal f dobiven kao superpozicija signala g i h te ujedno ulazni podaci X za
DMD algoritam (d) - (f) Rekonstrukcija signala nakon DMD-a na ulaznim podacima s
aproksimacijom ranga 5, 10 i 20. Tek aproksimacijom ranga 20 dobivamo vjernu rekons-
trukciju ulaznih podataka

Poglavlje 4
Koopmanova spektralna teorija
Teorija dinamicˇke modalne dekompozicije u uskoj je vezi sa Koopmanovom spektralnom
teorijom cˇiji je centralni objekt proucˇavanja Koopmanov operator koji je linearni opera-
tor na beskonacˇnodimenzionalnim Hilbertovim prostorima te opisuje evoluciju mjerenja
dinamicˇkog sustava s nelinearnom dinamikom.
4.1 Osnove Koopmanove spektralne teorije
Zapocˇnimo definicijom Koopmanovog operatora.
Definicija 4.1.1. Neka je x ∈ M stanje te promatrajmo (kontinuiranu) dinamiku
dx
dt
= f (x). (4.1)
Nadalje, neka je funkcija g : M → C opservabla. Koopmanov operator K je beskonacˇno-
dimenzionalni operator definiran
Kg(x) = g ◦ f (x). (4.2)
Sve funkcije g cˇine Hilbertov prostor H, stoga jeK ∈ H′. Prednost beskonacˇnodimenzi-
onalne reprezentacije je da omoguc´ava rjesˇavanje linearnih diferencijalnih jednadzˇbi pomo-
c´u spektralnih teorema.
Koopmanov operator se na analogan nacˇin definira za dinamicˇke sustave u diskretnom
vremenu. Neka je F : M → M preslikavanje koje predstavlja evoluciju stanja sustava xk u
xk+1
xk+1 = F(xk) = xk +
∫ t+δt
t
f (x(τ))dτ. (4.3)
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Koopmanov operator K je u ovom slucˇaju definiran s
Kg(xk) = g(F(xk)) = g(xk+1) (4.4)
ili krac´e mozˇemo pisati
Kg = g ◦ F. (4.5)
Nas najvisˇe zanima spektar i svojstveni vektori Koopmanovog operatora. Stoga pro-
matrajmo spektralnu zadac´u
Kφk = λkφk. (4.6)
Nadalje promatrat c´emo p opservabli
g j : M → C, j = 1, ..., p. (4.7)
Oznacˇimo s g = (g1, g2, ..., gp)T vektor opservabli. Vektor g se mozˇe zapisati u bazi Koop-
manovih svojstvenih funkcija φk
g =

g1(x)
g2(x)
...
gp(x)
 =
∞∑
k=1
φk(x)vk, (4.8)
gdje je vk k-ti Koopmanov mod pridruzˇen svojstvenoj funkciji φk.
Algoritam dinamicˇke modalne dekompozicije aproksimira svojstevene vrijednosti i
modove Koopmanovog operatora. Naravno, ta je aproksimacija, kako c´emo kasnije vi-
djeti, moguc´a samo uz odredene uvjete. Kljucˇnu ulogu ovdje igra izbor opservabli.
Neka je X = (x1, x2, . . . , xm−1) ulazna matrica podataka. Definiramo josˇ dvije matrice
Y = (yk), yk = g(xk), (4.9)
Y ′ = (y′k), y
′
k = g( f (xk)). (4.10)
Ukoliko napravimo DMD na matricama Y i Y ′ dobit c´emo spektralnu dekompozicijiu ma-
trice AY = Y ′Y†. Sve je isto kao i ranije, jedino je DMD umjesto na prostoru stanja sustava,
izracˇunat na prostoru opservabli. Sljedec´i rezultat pokazuje u kojoj su vezi Koopmanova
teorija i DMD.
Teorem 4.1.2. [3] Neka je (λk, φk) svojstveni par Koopmanovog operatora K i pretposta-
vimo da φk ∈ span {g j : j = 1, ... , p},∀k pa za svaki vektor w ∈ Cp mozˇemo pisati
φk(x) = w1g1(x) + w2g2(x) + . . . + wpgp(x) = w · g. (4.11)
Ako je w ∈ Im(Y), onda je w lijevi svojstveni vektor od AY sa svojstvenom vrijednosti λk
w∗AY = λkw∗. (4.12)
Poglavlje 5
DMD u realnom vremenu
Glavna je ideja DMD metode nac´i lokalno linearni sistem koji odgovara promatranoj dina-
mici, cˇija formulacija je u praksi cˇesto nepoznata (engl. equation-free), dinamika sustava
je najcˇesˇc´e nelinearna. Tako dobivamo matricu A cˇiji su svojstveni vektori DMD modovi, a
pripadne svojstvene vrijednosti frekvencije tih modova. Ranije smo promatrali sustave cˇija
se dinamika ne mijenja s vremenom (stacionarna dinamika). U situacijama gdje dinamika
sistema evoluira u vremenu, potrebno je obnavljati matricu A kako pristizˇu novi podatci.
Kako su podaci obicˇno vrlo velike dimenzije, ne dolazi u obzir da se DMD racˇuna svaki
puta ispocˇetka. Naime, zˇelimo efikasan nacˇin kako DMD matricu iz prethodnog koraka
Ak obnoviti cˇim pristignu najsvjezˇiji podatci xk+1 i dobiti novu matricu Ak. Algoritmi koje
c´emo razmotriti u ovom poglavlju omoguc´uju racˇunanje DMD-a u realnom vremenu, tj.
aproksimacija dinamike sustava se efikasno obnavlja kako pristizˇu novi podatci. Neki od
tih algoritama su online DMD, tezˇinski DMD te DMD algoritam s klizec´im vremenskim
prozorom.
5.1 Online DMD algoritam
Neka su x j ∈ Rn vektori kojima je opisano stanje sustava, neka je F : Rn → Rn dinamika
sustava te y j = F(x j). Parove (x j, y j) slozˇimo u matrice X i Y
X =
[
x1, x2, ..., xk
]
,
Y =
[
y1, y2, ..., yk
]
.
Dodatno c´emo pretpostaviti da je k > n, tj. da imamo puno visˇe izmjerenih stanja
sustava, nego sˇto je dimenzija stanja. U svakom koraku trazˇimo matricu Ak dimenzije n×n
tako da je AkXk = Yk te koja minimizira funkciju cilja
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Jk =
k∑
i=1
||yi − Akxi||22 = ||Yk − AkXk||2F . (5.1)
Kao i ranije u originalnom DMD-u, jedinstveno je rjesˇenje problema minimizacije dano
s
Ak = YkX
†
k = YkX
T
k (XkX
T
k )
−1. (5.2)
Da bi pseudoinverz u prethodnoj jednadzˇbi postojao, pretpostavljamo da Xk ima puni
stupcˇani rang.
Pretpostavimo da u k-tom koraku imamo izracˇunatu matricu Ak. Zˇelimo ju efikasno
azˇurirati i dobiti matricu Ak+1 cˇim novi par podataka (xk+1, yk+1) postane dostupan. Jasno je
da racˇunanje matrice Ak+1 po formuli (5.2) nije najbolja opcija jer mozˇe postati racˇunalno
prezahtjevno. Takoder kako pristizˇu novi podatci sve je vec´i zahtjev na memoriju da bi se
spremile matrice Xk i Yk. Stoga je osmisˇljen algoritam koji efikasno racˇuna matricu Ak+1 iz
matrice Ak i novog para podataka (xk+1, yk+1).
Slika 5.1: Shema online DMD-a. Blokovi predstavljaju podatke, a strijelice pokazuju
smjer toka podataka. U trenutku k + 1, matrica Ak+1 izracˇunava se iz matrice Ak koristec´i
informacije iz k-tog koraka te novi par podataka (xk+1, yk+1) koji je dostupan u k + 1-om
koraku [11]
Algoritam je baziran na pretpostavci da je matrica Ak+1 u nekom smislu blizu matrice
Ak, tj. da dinamika evoluira polagano, tj. postepeno.
U jednadzˇbi (5.2) oznacˇimo Qk = YkXTk i Pk = (XkX
T
k )
−1 pa Ak postaje
Ak = QkPk. (5.3)
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Matrice Qk i Pk su kvadratnne matrice reda n. Primjetimo josˇ da je matrica Pk simetricˇna te
pozitivno definitna sˇto se lako vidi iz definicije. Sada zˇelimo izracˇunati Ak+1 = Qk+1Pk+1:
Qk+1 = Yk+1XTk+1 =
[
Yk yk+1
] [ XTk
xTk+1
]
= YkXTk + yk+1x
T
k+1, (5.4)
P−1k+1 = Xk+1X
T
k+1 =
[
Xk Xk+1
] [ XTk
xTk+1
]
= XkXTk + xk+1x
T
k+1. (5.5)
Dakle matrice Qk i P−1k azˇuriramo na sljedec´i nacˇin
Qk+1 = Qk + yk+1xTk+1, (5.6)
P−1k+1 = P
−1
k + xk+1x
T
k+1, (5.7)
a azˇurirana matrica Ak se mozˇe izracˇunati
Ak+1 = Qk+1Pk+1 =
(
Qk + yk+1xTk+1
) (
P−1k + xk+1x
T
k+1
)−1
(5.8)
Sada se problem svodi na pitanje kako efikasno racˇunati Pk+1 iz Pk. Ovdje se pokazuje
vrlo korisna Sherman-Morrisonova formula za racˇunanje inverza matrice koja je dana u
sljedec´oj lemi [6].
Lema 5.1.1. (Sherman-Morrison) Neka je A ∈ Rn×n regularna te neka su u, v ∈ Rn. Vrijedi
da je A + uvT invertibilna ako i samo ako je 1 + vT A−1u , 0. Nadalje, ako je A + uvT
invertibilna njen je inverz dan izrazom
(A + uvT )−1 = A−1 − A
−1uvT A−1
1 + vT A−1u
. (5.9)
Dokaz. Pretpostavimo prvo da je 1 + vT A−1u , 0. Treba pokazati da je A + uvT invertibilna
i da je njen inverz dan formulom (5.9).
(
A + uvT
) (
A−1 − A
−1uvT A−1
1 + vT A−1u
)
= AA−1 + uvT A−1 − AA
−1uvT A−1 + uvT A−1uvT A−1
1 + vT A−1u
= I + uvT A−1 − uv
T A−1 + uvT A−1uvT A−1
1 + vT A−1u
= I + uvT A−1 − u(1 + v
T A−1u)vT A−1
1 + vT A−1u
= I + uvT A−1 − uvT A−1
= I.
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Na isti nacˇin se provjerava (
A−1 − A
−1uvT A−1
1 + vT A−1u
) (
A + uvT
)
= I.
Suprotno, pretpostavimo da je A + uvT invertibilna. Ako u = 0 tvrdnja trivijalno slijedi.
Stoga pretpostavimo u , 0. Tada(
A + uvT
)
A−1u = u + uvT A−1u = (1 + vT A−1u)u.
Matrica
(
A + uvT
)
A−1 je takoder invertibilna kao produkt dvije invertibilne matrice. Zbog
pretpsotavke u , 0 slijedi
(
A + uvT
)
A−1u , 0. Iz gornjeg racˇuna sada imamo (1 +
vT A−1u)u , 0 iz cˇega pak slijedi 1 + vT A−1 , 0.

Sherman-Morrisonova formula za racˇunanje inverza matrice koja je azˇurirana matri-
com ranga 1 je analiticˇki tocˇna, no ponekad pokazuje numericˇku nestabilnost. Na primjeru
matrice A = 3I testirana je numericˇka stabilnost formule (5.9). Matrica A se azˇurira vekto-
rima u i v koji su slucˇajni. Inverz izracˇunat Sherman-Morrisonovom formulom usporeden
je s direktno izracˇunatim inverzom te su rezultati simulacije prikazani na slici 5.2
Slika 5.2: Pogresˇka pri izracˇunu inverza matrice A = 3I Sherman-Morrisonovom for-
mulom (5.9) u odnosu na direktno izracˇunati inverz. Matrica A je sukcesivno azˇurirana
slucˇajnim vektorima u i v sto puta.
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Primjenom prethodne leme na jednadzˇbu (5.8) dobivamo
Pk+1 =
(
P−1k + xk+1x
T
k+1
)−1
= Pk − γk+1Pkxk+1, xTk+1Pk (5.10)
gdje je
γk+1 =
1
1 + xTk+1Pkxk+1
.
Uvjeti leme su zadovoljeni jer je Pk pozitivno definitna matrica stoga 1+xTk+1Pkxk+1 , 0,
za svaki xk+1. Sada azˇurirano DMD matricu mozˇemo zapisati kao
Ak+1 =
(
Qk + yk+1xTk+1
) (
Pk − γk+1Pkxk+1xTk+1Pk
)
= QkPk − γk+1QkPkxk+1xTk+1Pk + yk+1xTk+1Pk − γk+1yk+1xTk+1Pkxk+1xTk+1Pk
= QkPk − γk+1QkPkxk+1xTk+1Pk + γk+1yk+1
(
γ−1k+1 − xTk+1Pkxk+1
)
xTk+1Pk
= QkPk − γk+1QkPkxk+1xTk+1Pk + γk+1yk+1xTk+1Pk
= Ak − γk+1Akxk+1xTk+1Pk + γk+1yk+1xTk+1Pk
sˇto konacˇno daje
Ak+1 = Ak + γk+1 (yk+1 − Akxk+1) xTk+1Pk. (5.11)
Primjenom gornje jednadzˇbe DMD matrica se mozˇe efikasno azˇurirati kada novi par
podataka (xk+1, yk+1) postane dostupan. Za racˇunanje Ak+1 potrebno je izracˇunati dva mnozˇenja
matrice s vektorom (Akxk+1 i Pkxk+1) te dva vanjska produkta vektora, sˇto je ukupno O(4n2)
floating-point operacija. To je efikasniji nacˇin racˇunanja nasuprot direktne primjene for-
mule (5.2) koja zahtjeva O(kn2) operacija. Takoder, velika prednost ovog algoritma je da
se velike matrice Xk i Yk ne moraju spremati u memoriju u cijelosti.
Pogledajmo josˇ numericˇki smisao formule (5.11). Cˇlan yk+1−Akxk+1 predstavlja gresˇku
aproksimacije trenutnog modela, tj. modela u koraku k. Novi model (matrica Ak+1) izracˇuna-
va se dodajuc´i cˇlan proporcionalan toj pogresˇci.
Za izracˇun Ak+1 potrebno je poznavati Ak i Pk iz prethodnog koraka. Sˇto se ticˇe inicija-
lizacije algoritma, generalno postoje dva pristupa. Prvi je da se na pocˇetku sakupi dovoljno
podataka tako da Xk ima rang n te se matrice Ak i Pk izracˇunaju direktno:
Ak = YkX
†
k , Pk = (XkX
T
k )
−1. (5.12)
Alternativni pristup je da se za matricu A0 izabere neka slucˇajna matrica i postavi P0 = αI,
gdje je α veliki pozitivni skalar. Tada za α → ∞ matrice Ak i Pk izracˇunate po formuli
(5.11) konvergiraju k stvarnim vrijednostima.
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5.2 Tezˇinski DMD algoritam
Sljedec´i algoritam za DMD u realnom vremenu koji c´e biti razmotren je tezˇinski DMD
algoritam. On je samo modifikacija online DMD algoritma u kojem se pridajemo vec´u
tezˇinu kasnijim slikama stanja sustava, a ranijima manju. Neka je ρ ∈ (0, 1]. U svakom
koraku trazˇimo DMD matricu koja c´e minimizirati fukciju cilja
J˜k =
k∑
i=1
ρk−i||yi − Akxi||2 → min . (5.13)
Tezˇinski faktor ρ u (5.13) pridaje vec´u tezˇinu kasnijim stanjima. Neka je ρ = σ2 i
definirajmo matrice
X˜k =
[
σk−1x1, σk−2x2, ..., xk
]
,
Y˜k =
[
σk−1y1, σk−2y2, ..., yk
]
.
Sada funkciju iz (5.13) mozˇemo pisati
J˜k =
k∑
i=1
||σk−iyi − Akσk−ixi||2 = ||Y˜ − AkX˜||2F . (5.14)
Jedinstveno rjesˇenje problema minimizacije funkcije J˜k je potpuno analogno onom ranije
Ak = Y˜kX˜
†
k = Y˜kX˜
T
k (X˜kX˜
T
k )
−1. (5.15)
Takoder, definirajmo
Q˜k = Y˜kX˜Tk , P˜k = (X˜kX˜
T
k )
−1.
U k-tom koraku imamo matricu Ak = Q˜kP˜k i zˇelimo odrediti Ak+1 = Q˜k+1P˜k+1.
Q˜k+1 = Y˜k+1X˜Tk+1 =
[
σY˜k yk+1
] [σX˜Tk
xTk+1
]
= σ2Y˜kX˜Tk + yk+1x
T
k+1 = ρQ˜k + yk+1x
T
k+1, (5.16)
P−1k+1 = X˜k+1X˜
T
k+1 =
[
σX˜k X˜k+1
] [σX˜Tk
xTk+1
]
= σ2X˜kX˜Tk + xk+1x
T
k+1 = ρP˜
−1
k + xk+1x
T
k+1. (5.17)
Dakle matrice Q˜k i P˜−1k azˇuriramo na sljedec´i nacˇin
Q˜k+1 = ρQ˜k + yk+1xTk+1, (5.18)
P˜−1k+1 = ρP˜
−1
k + xk+1x
T
k+1, (5.19)
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a azˇurirana matrica Ak+1 se mozˇe izracˇunati
Ak+1 = ρQ˜k+1P˜k+1 =
(
ρQ˜k + yk+1xTk+1
) (
P˜−1k + xk+1x
T
k+1
)−1
. (5.20)
Opet mozˇemo primjeniti lemu 5.1.1 za efikasno racˇunanje inverza P˜−1k+1
P˜k+1 =
1
ρ
P˜k − γk+1 1
ρ
P˜kxk+1xTk+1
1
ρ
P˜k, (5.21)
gdje je
γk+1 =
1
1 + xTk+1
1
ρ
P˜kxk+1
.
Oznacˇimo s Pˆk = 1ρ P˜k. Slicˇnim racˇunom kao u prethodnom pogljavlju dobivamo for-
mulu za Ak+1
Ak+1 = Ak + γk+1(yk+1 − Akxk+1)xTk+1Pˆk, (5.22)
gdje je
Pˆk+1 =
1
ρ
(Pˆk − γk+1Pˆkxk+1xTk+1Pˆk) (5.23)
i
γk+1 =
1
1 + xTk+1Pˆkxk+1
.
Formula (5.22) je identicˇna formuli (5.11) iz prethodnog poglavlja samo uz matricu Pˆk
umjesto Pk. Ako stavimo ρ = 1 onda se te dvije formule poklapaju, a odgovarajuc´i algo-
ritmi su identicˇni tako da je tezˇinski DMD algoritam samo poopc´enje prethodno opisanog
online DMD algoritma.
5.3 DMD algoritam s klizec´im vremenskim prozorom
(windowed DMD)
U prethodnoj sekciji razmatran je algoritam za DMD u realnom vremenu koji daje vec´u
tezˇinu podacima u kasnijm vremenskim trenutcima. Sljedec´i algoritam koji c´emo razmo-
triti koristi samo najnovije podatke iz ogranicˇenog vremenskog prozora sˇirine w, odnosno
samo zadnjih w parova podataka (x j, y j)kk−w+1 u k-tom trenutku. Sukladno s tim za k ∈ N
definirajmo matrice podatka
Xk =
[
xk−w+1, xk−w+2, ..., xk
]
,
Yk =
[
yk−w+1, yk−w+2, ..., yk
]
.
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Rjesˇavamo isti problem kao i prije, odnosno trazˇimo Ak ∈ Rn×n tako da je AkXk = Yk te
koja minimizira funkciju
Jk = ||Yk − AkXk||2F . (5.24)
Uz pretpostastavku da je rang od Xk jednak n, imamo jedinstvenost minimizacijskog pro-
blema koje je dano s
Ak = YkX
†
k . (5.25)
Slika 5.3: Shema windowed DMD-a. Blokovi predstavljaju podatke, a strijelice pokazuju
smjer toka podataka. U trenutku k, matrica Ak ovisi o samo zadnjih w podataka. U idec´em
trenutku k + 1 kako dolazi novi par podataka (xk+1, yk+1) stari podaci se zaboravljaju [11]
Izvod algoritma zapocˇinjemo kao i u prethodnoj sekciji definiranjem matrica Qk i Pk:
Qk = YkXTk =
k∑
i=k−w+1
yixTi , (5.26)
Pk =
(
XkXTk
)−1
=
 k∑
i=k−w+1
xixTi
−1 . (5.27)
U k-tom koraku imamo matricu Ak = YkXTk (XkX
T
k )
−1 = Q˜kP˜k te zˇelimo odrediti matricu
Ak+1 u k+1-om koraku. Opet c´emo pogledati na koji su nacˇin matrice Qk+1 i Pk+1 povezane
s matricama Qk i Pk. Pri konstrukciji matrica Qk+1 i Pk+1 dodaje se novi par podataka
(xk+1, yk+1), a brisˇe se najstariji par podataka (xk−w+1, yk−w+1):
Qk+1 = Yk+1XTk+1 =
k+1∑
i=k−w+2
yixTi =
k∑
i=k−w+1
yixTi − yk−w+1xTk−w+1 + yk+1xTk+1
= Qk − yk−w+1xTk−w+1 + yk+1xTk+1,
(5.28)
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P−1k+1 = Xk+1X
T
k+1 =
k+1∑
i=k−w+2
xixTi =
k∑
i=k−w+1
xixTi − xk−w+1xTk−w+1 + xk+1xTk+1
= P−1k − xk−w+1xTk−w+1 + xk+1xTk+1.
(5.29)
Neka su
U =
[
xk−w+1 xk+1
]
V =
[
yk−w+1 yk+1
]
C =
[−1 0
0 1
]
,
pa Qk+1 i Pk+1 mozˇemo zapisati
Qk+1 = Qk + VCUT (5.30)
P−1k+1 = Pk + UCU
T (5.31)
te Ak+1 racˇunamo kao
Ak+1 = Qk+1Pk+1 =
(
Qk + VCUT
) (
Pk + UCUT
)−1
. (5.32)
Za efikasno racˇunanje inverza u prethodnom izrazu koristit c´emo Woodburyjevu formulu
za invertiranje matrica [10]
Lema 5.3.1. (Woodbury) Neka su A ∈ Rn×n, U ∈ Rn×k, C ∈ Rk×k te V ∈ Rk×n te neka su A i
C invertibilne matrice. Ako je A + UCV invertibilna onda je njen inverz dan formulom
(A + UCV)−1 = A−1 − A−1U
(
C−1 + VA−1U
)−1
VA−1 (5.33)
Dokaz. Direktna provjera identiteta AB = BA = In. 
Primjenom formule (5.33) imamo
Pk+1 =
(
P−1k + UCU
T
)−1
= Pk − PkUΓk+1UT Pk, (5.34)
gdje je
Γk+1 =
(
C−1 + UT PkU
)−1
. (5.35)
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Ako to uvrstimo u (5.32) dobivamo
Ak+1 =
(
Qk + VCUT
) (
Pk − PkUΓk+1UT Pk
)
= QkPk − QkPkUΓk+1UT Pk + VCUT Pk − VCUT PkUΓk+1UT Pk
= Ak − AkUΓk+1UT Pk + VC
(
Γ−1k+1 − UT PkU
)
Γk+1UT Pk
= Ak − AkUΓk+1UT Pk + VCC−1Γk+1UT Pk
= Ak − AkUΓk+1UT Pk + VΓk+1UT Pk
te konacˇno
Ak+1 = Ak + (V − AkU) Γk+1UT Pk. (5.36)
Formula (5.36) ima slicˇnosti s formulom iz online DMD metode (5.11). Cˇlan V − AkU se
mozˇe shvatiti kao pogresˇka modela iz prethodnog koraka Ak, a korekcija u novom modelu
je proporcionalna toj pogresˇci.
Izracˇunavanje azˇurirane matrice Ak+1 zahtijeva dva matricˇna mnozˇenja kvadratne ma-
trice reda n i matrice dimenzija n × 2 te dva produkta matrica dimenzija n × 2 i 2 × n sˇto je
ukupno 8n2 mnozˇenja. Vremenska slozˇenost windowed DMD algoritma je O(wn2).
Sˇto se ticˇe prostorne slozˇenosti, potrebno je spremiti u memoriju matrice Ak i Pk koje
su dimenzije n × n te zadnjih w stanja sustava. Ovaj algoritam zahtijeva visˇe prostora u
memoriji nego online DMD ili tezˇinski DMD algoritam.
5.4 Usporedba algoritama za dinamicˇku modalnu
dekompoziciju u realnom vremenu
Primjer 5.4.1.[11] Pogledajmo sljedec´i dinamicˇki sustav s promjenjivom dinamikom
dx1(t)
dt
= ω(t) x2(t)
dx2(t)
dt
= −ω(t) x1(t),
(5.37)
gdje je ω(t) = 1 + t. Ako je  mali, sustav polagano varira. Uzmimo  = 0.1. Neka je
x(t) =
[
x1(t)
x2(t)
]
∈ R2. Sustav (5.37) mozˇemo u matricˇnoj formi napisati
d
dt
x(t) = A(t)x(t), (5.38)
gdje je
A(t) =
[
0 ω(t)
−ω(t) 0
]
.
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Slika 5.4: Rjesˇenje sustava (5.37)
Svojstvene vrijednosti od A su cˇisto imaginarne i iznose ±iω(t). Sada c´emo simulirati
podatke koji predstavaljaju rjesˇenje sustava (5.37) te usporediti algoritme za dinamicˇku
modalnu dekompoziciju u realnom vremenu opisane u ovom poglavlju. Uzmimo vrijeme
simulacije T = 10 s vremenskim korakom diskretizacije ∆t = 0.1. Tada t ∈ (0,T ). Pocˇetni
uvjet neka je x1(0) = 1, x2(t) = 0. Rjesˇenje zadac´e (5.37) koje je generirano kao rezultat
simulacije dano je na slici 5.4.
Tablica 5.1: Usporedba karakteristika DMD algoritama u realnom vremenu. Dimenzija
prostora stanja je n, a w je sˇirina prozora kod windowed DMD-a [11]
Karakteristika Online DMD Tezˇinski DMD Windowed DMD
Vremenska slozˇenost O(4n2) O(4n2) O(8n2)
Prostorna slozˇensot O(2n2) O(2n2) O(wn + 2n2)
Cˇuva prosˇla stanja Ne Ne Da
Usporedit c´emo algoritme prema tome koliko dobro predvidaju frekvenciju ω. Na ge-
neriranim podacima pokrenut je online DMD, tezˇinski DMD s nekoliko razlicˇitih tezˇinskih
faktora te windowed DMD, takoder s nekoliko razlicˇitih tezˇinskih faktora.
U prvoj simulaciji na generiranim podacima pokrenut je online DMD algoritam, od-
nosno tezˇinski DMD s tezˇinama ρ = 1, 0.9, 0.75, 0.5 te su rezultati prikazani na slici 5.5.
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Smanjenjem tezˇinskog faktora, stanja u kasnijim trenucima imaju vec´u tezˇinu pa frekven-
cija koju predvida algoritam postaje blizˇa egzaktnoj.
Slika 5.5: Usporedba kvalitete predvidanja frekvencije za online, odnosno tezˇinski DMD s
nekoliko razlicˇitih tezˇinskih faktora ρ = 1, 0.9, 0.75, 0.5
U drugoj simulaciji usporedeni su online DMD i windowed DMD algoritam s tezˇinama
1 i 0.9 za online te 1 i 0.5 za windowed. Windowed DMD algoritam generalno daje bolju
predikciju frekvencije nego online DMD, no windowed DMD je racˇunalno zahtijevniji te
u uvjetima simulacije traje dvostruko duzˇe (Tablica 5.1). Predikcija frekvencije kako je
vec´ i ranije zakljucˇeno je bolja sa smanjenjem tezˇinskog faktora ρ, odnosno davanjem vec´e
tezˇine kasnijim slikama stanja sustava u matrici podataka.
Nadalje, na istom primjeru ilustrirat c´emo i predikciju stanja sustava (5.37)DMD al-
goritmom uz fiksnu sˇirinu klizec´eg vremenskog prozora w = 10. Dakle, DMD matrica
izracˇunata je iz 10 parova podataka, te je izvrsˇeno predvidanje stanja x1 i x2 u sljedec´ih
50 vremenskih trenutaka (Slika 5.7). Kako vremenski prozor ”klizi” po podacima pratimo
predikciju buduc´ih stanja sustava. Metoda dobro predvida prvih nekoliko stanja, no u da-
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Slika 5.6: Usporedba kvalitete predvidanja frekvencije za online, odnosno tezˇinski DMD
te windowed DMD
ljoj buduc´nosti predvidanje nije zadovoljavajuc´e. Razlogu tomu je promjenjiva dinamika
sustava (5.37) koja ovisi o .
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Slika 5.7: Predikcija buduc´ih stanja sustava (5.37) windowed DMD algoritmom uz fiksnu
sˇirinu klizec´eg vremenskog prozora w = 10. Podaci iz klizec´eg vremenskog prozora koji
se koriste za kostrukciju DMD matrice su na prikazu uokvireni. Ravna linija predstavlja
egzaktno rjesˇenje sustava (5.37). Crveni x-evi predstavljaju sljedec´ih 50 predvidenih sta-
nja sustava. Metoda dobro predvida prvih destak stanja, no zbog promjenjive dinamike
predvidanje u daljoj buduc´nosti nije zadovoljavajuc´e.
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Sazˇetak
Dinamicˇka modalna dekompozicija (Dynamic Mode Decomposition, DMD) je metoda ori-
ginalno razvijena za numericˇke simulacije u dinamici fluida i pokazala se uspjesˇnom u
analizi tzv. koherentnih struktura. U prakticˇnoj realizaciji je cˇesto kombinirana s Proper
Orthogonal Decomposition (POD). DMD je posebno prikladna u tzv. data driven scenari-
jima, kada se iz niza dobivenih podataka empirijski gradi model kojeg se mozˇe koristiti za
kontrolu i/ili predvidanje buduc´ih vrijednosti. U slucˇaju simulacija u realnom vremenu i s
vremenski promjenjivim koeficijentima nuzˇno je koristiti podatke iz klizec´eg vremenskog
prozora ogranicˇene sˇirine koji ukljucˇuje najnovije podatke. Pri tome se DMD mora u sva-
kom koraku obnavljati, sˇto zahtijeva nove efikasne algoritme. U ovoj radnji su proucˇeni
takvi algoritmi s primjenama na odabranim primjerima.

Summary
Dynamic Mode Decomposition (DMD) is method originally developed for numerical si-
mulations in fluid dynamics and it has been well used in analysis of coherent structures. In
practice, it often goes with Proper Orthogonal Decomposition. DMD is especially suitable
for analysis of data-driven scenarios, where model is empirically built from sequence of
input data and can be used for control and/or anticipation of future states. For real-time
simulations and with variable coefficients in time, usage of data from sliding width-limited
time window which includes most recent data is mandatory. In that case DMD has to be re-
newed in each step, which requires new efficient algorithms. In this work, such algorithms
have been studied in selected examples.
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