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Abstract
The studies of Dyson-Schwinger Equations (DSEs) provide us with insights into nonperturbative phenomenon
of quantum field theory. However, DSEs are essentially an infinite set of coupled Green’s functions, it’s necessary
to decouple parts of the equations which are thought of major physical importance to make the solution of these
equations possible. Although the results are model-dependent, no qualitative deviations from exact solutions are
expected with properly chosen truncation scheme. In this article, a globally convergent numerical method for
the solution of the DSEs of QED3 in Euclidean space is presented. This method can be adapted for more complex
problems, however, it also shows its limitations when adopted in problems such as the searching for Wigner solutions.
1 Introduction
Quantum Electrodynamics in (2+1) dimensions (QED3) is studied for a variety of reasons [1–10]. It possesses
nonperturbative features such as confinement and dynamical mass generation while avoids additional complication
of non-Abelian theory [11]. Furthermore, it has also been proposed that QED3 can be employed to study the High-Tc
cuprate superconductors, where the motion of electrons are confined to two-dimensional planes [12–15]. However,
as the analysis of nonperturbative solution cannot be conducted on an order-by-order basis from certain starting
point, the solution of DSEs relies on self-consistent physically motivated models [11].
Although the normal fixed-point iteration works well in the calculation DSEs with bare vertex and the minimal
Ball-Chiu (BC1) vertex [16], this method can’t provide sufficient sampling at the the singular point when calculating
the dressing function using the full Ball-Chiu (BC) vertex [17]. This problem can be resolved by adopting the
polynomial expansion of of the unknown function [18] and apply Newton Method to the iteration of the coefficients.
In this method, as long as coefficients of the expansion are known, we can calculate the unknown function over
the range of expansion. The infrared and ultraviolet behavior can be determined analytically. However, the local
Newton depend critically on the initial values of iteration, therefore a algorithm with global convergence is adopted
to reduce the dependence on the initial value of iterations.
2 Formulation of Dyson-Schwinger equations in QED3
2.1 functional formulation of QED3
The Lagrangian density of QED3 with Nf fermion flavors can be written as
L (ψ¯, ψ,Aµ) =
Nf∑
f=1
ψ¯f (i∂/−mf0 + e
f
0A/)ψ
f −
1
4
FµνF
µν −
1
2ξ
(∂µA
µ)2, (1)
where f is the flavor index, Nf is the total number of flavors and ξ is the gauge-fixing constant.
The generating functional of correlation functions defined via this Lagrangian density reads:
Z[η, η¯, Jµ] =
∫
[dψf (x)][d ¯ψf (x)]d[Aµ(x)]exp

i
∫
d3x[L (ψ¯, ψ,Aµ) +
∑
f
(ψ¯fηf + η¯fψf ) +AµJ
µ]

 . (2)
The generating functional of connected Green’s functions Gc[η, η¯, Jµ] is related to Z[η, η¯, Jµ] by [19]
Z[η, η¯, Jµ] = exp(Gc[η, η¯, Jµ]). (3)
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We can perform the Legendre transformation of Gc[η, η¯, Jµ] to obtain the generating functional of proper vertices
iΓ[ψ, ψ¯, Aµ] = Gc[η, η¯, Jµ]− i
∫
d3 x[ψ¯fηf + η¯fψf +AµJ
µ], (4)
with identifications
ψf =
δGc
iδη¯f
, ψ¯f = −
δGc
iδηf
, Aν =
δGc
iδJν
. (5)
It can be shown that Γ[ψ, ψ¯, Aµ] generates the 1-PI Green’s functions [19]. Then the fermion propagator S(x, y),
photon propagator Dµν and and the 1-PI fermion-photon vertex can be expressed as
iSf(x, y) =
δ2Gc
iδη¯f (x) iδηf (y)
∣∣∣∣∣
η=0,η¯=0,J=0
, (6)
iDµν(x, y) =
δ2Gc
iδJµ(x) iδJν(y)
∣∣∣∣∣
η=0,η¯=0,J=0
, (7)
ef0Γ(x, y; z)
f =
δ3Γ
δAµ(z)δψ¯(x)δψ(y)
∣∣∣∣∣
η=0,η¯=0,J=0
. (8)
For simplicity, the flavor index will be omitted in the following context.
2.2 Dyson-Schwinger equations for the fermion and photon propagators
The complete two-point Green’s function S can be constructed out of the electron self-energy Σp by
iS(p) = iS0(p) + iS0(p)[−iΣ(p)]iS0(p) + iS0(p)[−iΣ(p)]iS0(p)[−iΣ(p)]iS0(p) + · · · (9)
where
S0(p) =
1
p/−m0
, (10)
then we have
S(p) =
1
p/ −m0 − Σ(p)
. (11)
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Figure 1: The complete fermion propagator as a sum of 1PI self-energy insertions.
The Schwinger-Dyson equation for the fermion self-energy is given by
−iΣ(p) = −
∫
d3k
(2pi)3
γµiS(k)Γν(k, p)iDµν(q), (12)
where q = p− k.
Similarly, the complete photon propagator can be written in terms of self-energy Πµν(q) as
iDµν(q) = iDµν0 (q) + iD
µσ
0 (q)[iΠσλ(q)]iD
λν
0 (q) + · · · (13)
where
Dµν0 (q) =
−gµν
q2
+ (1− ξ)
qµqν
q2
, (14)
we obtain
Dµν(q) = Dµν0 (q)−D
µσ
0 (q)Πσλ(q)D
λν(q) + · · · (15)
2
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Figure 2: Diagrammatic representation of the integral equation for fermion self-energy Σ(p).
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Figure 3: The complete photon propagator as a sum of proper 1PI photon self-energy.
The DSEs for the photon self-energy reads
iΠµν(q) = Nfe
2
0
∫
d3k
(2pi)3
Tr[iS(k)γµiS(k + q)Γν(k + q, k)]. (16)
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Figure 4: Diagrammatic representation of the integral equation for Πµν(q).
2.3 Dyson-Schwinger equation for the fermion-photon vertex
The Dyson-Schwinger equation for fermion-photon vertex can be shown to be [20]
Γµ(p
′, p) = γµ +
∫
d3k
(2pi)3
(iS(p′ + k)Γµ(p
′ + k, p+ k))iS(p+ k)K(p+ k, p′ + k, k), (17)
where K is the fermion-antifermion scattering kernel.
The field theory can be completely determined when all of its Green’s functions are known. DSEs connected
all these n−point functions through a set of infinitely coupled integral function. In the derivation for the fermion-
photon vertex, we encounter another unknown 4-point function K which satisfies its own integral equation and
will be coupled to a 5-point Green’s function.To make the DSEs tractable, it necessary to introduce the truncation
at certain n. We can choose S,Dµν ,Γµ as the building block of our theory. Quantities such as K be expressed
in terms of S,Dµν ,Γµ by the analysis of their topological structure. The theory can then be determined self-
consistently in this way. To compensate for the strategy of truncation, we have to introduce physically motivated
vertex in our calculation.Common restriction on vertex are various symmetries and the known asymptotic behaviors
of dressing functions. Several attempts have been made to determine the form of Γν [22, 24]. The simplest vertex
3
is the bare one, however, this violate the Ward-Takahashi identity which is a consequence of the gauge invariance
of the theory. In this article, a numerical method for the solution of DSEs in the BC vertex which satisfied the
Ward-Takahahsi identity is presented. Due to the singular structure of the kernel of integration, the fixed point
can’t be to calculate the dressing function with precision to satisfactory degree. The Newton’s iterative method is
adopted in the literature [18]. However, the dressing functions are not calculated in the same loop in the method
proposed by the author [18]. And the author has to manually cancel the infrared divergence which is not supposed to
appear in the final result of calculation. The method presented in this article will solve the three coupled equations
consistently.
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Figure 5: Diagrammatic notation for the Dyson-Schwinger equation of fermion-photon vertex.
2.4 The truncation scheme
Following the construction in [24], it can be shown that the BC vertex takes the following form
Γν(p, k) =
A(p2 +A(k2))
2
γν +
(A(p2)−A(k2))
2(p2 − k2)
(γ · p+ γ · k)(p+ k)ν −
B(p2)−B(k2)
p2 − k2
(p+ k)ν . (18)
To perform the integration in 3-dimensional Euclidean space, we transcribe the Dyson-Schwinger equation by
the following rules
x0 → −ix0, (19)
x→ x, (20)
k0 → −ik0, (21)
k→ k, (22)
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and
γE4 = γ
0, (23)
γEi = −iγ
i, (24)
so that
{γµ, γν} = 2δµν . (25)
Note that we also need to perform a reflection of k so that the free-fermion propagator has the form
S0(p) =
1
iγ · p+m
. (26)
Due to the spinor structure of fermion propagator, it admits the following general form
S−1(p) = ip/A(p2) +B(p2). (27)
Substitute Eq. (27) into DSEs, we obtain the following set of couple integral equations
A(p2) = 1−
1
4p2
∫
d3k
(2pi)2
Tr[i(γP )γσS(k)ΓνDσν(q)], (28)
B(p2) =
1
4
∫
d3(k)
(2pi)3
Tr[γσS(k)ΓνDσν(q)]. (29)
In Euclidean space, the photon propagator has the form
Πµν = −
∫
d3k
(2pi)3
Tr[S(k)γµS(p)Γν(p, k)]. (30)
A unit in which e2 = 1 has been chosen, it can be written
Π(q)µν = (q2δµν − qµqν)Π(q2), (31)
by the Ward-Takahashi identity
qµΠ
µν(q) = 0. (32)
The ultraviolet divergence in Π(q2) can be projected out by the following operator [21]
Pµν = δµν − 3
qµ
qν
q2. (33)
Substitute the vertex into Eqs. (28), (29) and (30) and employ the trace techniques list in Appendix A, we arrive
at
A(p2) =1−
1
p2
∫
d3k
(2pi)3
{
[A(p2) +A(k2)]A(k2)[(p2k2 − (p · k)2)/q2 − p · k]
[A2(k2)k2 +B2(k2)]q2(1 + Π(q2))
+
[2(p2k2 − (p · k)2)](B(p2)−B(k2))B(k2)
(A2(k2) +B2(k2))q4(1 + Π(q2))(p2 − k2)
+ [2(k2 + p2)(k2p2 − (p · k)2)]
A(k2)[A(p2)−A(k2)]
2(A2(k2)k2 +B2(k2))(p2 − k2)q4(1 + Π(q2))
}
, (34)
B(p2) =
∫
d3k
(2pi)3
1
(A2(k2)k2 +B2(k2))(1 + Π(q2))
{
B(k2)(A(p2) +A(k2))
q2
+
B(k2)A(p2)−A(k2)B(p2)
q2(p2 − k2)
× [2(p2k2 − (p · k)2)/q2)]
}
, (35)
Π(q2) =
Nf
q2
∫ {
d3k
(2pi)3
A(p2)A(k2)[A(p2) +A(k2)]
(A2(k2)k2 +B2(k2))(A2(p2)p2 +B2(p2))
[2k2 − 4(k · q)− 6(k · q)2/q2]
+
(A(p2)−A(k2))
2(A2(k2)k2 +B(k2))(A2(p2)p2 +B(p2))(p2 − k2)
[4(B(k2)B(p2))(q2 + 4k · q + 6(k · q)2/q2 − 2k2)
+ 2A(k2)A(p2)(4k4 − 4k2k · q − 10(k · q)2 − 2k · qq2 − 12k2(k · q)2/q2 − 12(k · q)3/q2)]
+ 4[B(k2)A(p2)(k2 − 3(k · q)2/q2 − 3k · q − q2) +B(p2)A(k2)(k2 − k · q − 3(k · q)2/q2)]
×
B(p2)−B(k2)
(p2 − k2)(A2(k2)k2 +B(k2))(A2(p2)p2 +B(p2))
}
. (36)
Our task is to find the numerical solution of these equations.
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3 Numerical method
3.1 Polynomial expansion
As an improvement over the fixed-point integration, the polynomial expansion of the unknown function is
adopted. This strategy is necessary if we want to calculate the values of function at arbitrary points (The fixed-point
integration, as indicated by its name, only calculate values of functions at fixed point, and reduce the continuous
values of functions to a discrete set of function values. In the calculation of complex vertex such as BC vertex, we will
have to handle the singular integral kernel. We would encounter singular term proportional to 1/(p2− k2). We may
feel attempted to skip over the singular point of integration, however, this would cause the loss of accuracy and the
iteration may never converge. On the other hand, if we expand the unknown function in terms of known polynomials-
for example, the Chebychef polynomial-as long as the coefficients of expansion is known, we can calculate the value
of the functions at any points. In this methods the coefficients will be calculate iteratively in Newton’s method).
Chebychef polynomials have the following form
Ti(x) = cos(i acos(x)), (37)
where x ∈ [−1, 1].
We also need to change the variable of integration to ln(p2) where p is the momentum, to ensure sufficient
sampling at singular points. Numerical cutoff is also needed so that the integration is done over the range [ε,Λ].
Therefore we arrive at the mapping
x =
ln(p2)− ln(Λ
2)+ln(ε2)
2
ln(Λ2)−ln(ε2)
2
. (38)
In general the unknown function can be expanded as
A(p2) =
a0
2
+ ΣNi=1aiTi(x), (39)
B(p2) =
b0
2
+ ΣNi=1biTi(x), (40)
Π(p2) =
c0
2
+ ΣNi=1ciTi(x), (41)
where N is the number of terms in the approximation and Ti is the i th term of the Chebychef polynomial.
3.2 Newton’s method
The Newton iteration
xn+1 = xn − F
′(xn)
−1F (xn), (42)
exhibits q-quadratical convergence [23]. Therefore it was chosen as the basis of the algorithm. However, we would
have to deal with the addition complication of the derivatives of the unknown functions with respect to the coefficients
of the expansions. The integration in Eqs. (34), (35) and (36) can expressed in the spherical coordinate in 3-
dimensional Euclidean space
A(p2) =1−
1
p2
∫
k2dk
(2pi)2
1
(A2(k2)k2 +B2(k2))
∫
sinθdθ
{
[A(p2) +A(k2)]A(k2)[(p2k2 sin2θ)/q2 − pk cosθ]
q2(1 + Π(q2))
+[
(B(p2)−B(k2))B(k2)
(p2 − k2)(1 + Π(q2))
+
A(k2)[A(p2)−A(k2)]
2(p2 − k2)(1 + Π(q2))
(k2 + p2)][2(k2p2 sin2θ)/q4]
}
, (43)
B(p2) =
∫
k2dk
(2pi)2
1
(A2(k2)k2 +B2(k2))
×
∫
sinθdθ
1
(1 + Π(q2)
{
B(k2)(A(p2) +A(k2))
q2
+
B(k2)A(p2)−A(k2)B(p2)
q4(p2 − k2)
[2p2k2 sin2θ]
}
, (44)
Π(p2) =
Nf
q2
∫
k2dk
(2pi)2
1
(A2(k2)k2 +B(k2))
∫
sin θdθ
1
A2(p2)p2 +B(p2)
{
A(p2)A(k2)[A(p2) +A(k2)]
× [2k2 − 4kq cosθ − 6(kq cosθ)2/q2] +
(A(p2)−A(k2))
(p2 − k2)
[2(B(k2)B(p2))(q2 + 4kq cosθ + 6(kq cosθ)2/q2 − 2k2)
+A(k2)A(p2)(4k4 − 4k2kq cosθ − 10(kq cosθ)2 − 12k2(kq cosθ)2/q2 − 12(kq cosθ)3/q2 − 2(kq cosθ)q2)]
+
B(p2)−B(k2)
(p2 − k2)
4[B(k2)A(p2)(k2 − 3(kq cosθ)2/q2 − 3kq cosθ − q2)
+ B(p2)A(k2)(k2 − k q cosθ − 3(k q cosθ)2/q2)]
}
, (45)
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Substitute the expansions (39), (41) and (40), we obtain the following nonlinear system of integral equation
FA(ai, bi, ci) = 0, (46)
FB(ai, bi, ci) = 0, (47)
FΠ(ai, bi, ci) = 0, (48)
where
FA(ai, bi, ci) =A(p
2)− 1 +
1
p2
∫
k2dk
(2pi)2
1
(A2(k2)k2 +B2(k2))
∫
sinθdθ
{
[A(p2) +A(k2)]A(k2)[(p2k2 sin2θ)/q2 − pk cosθ]
q2(1 + Π(q2))
+[
(B(p2)−B(k2))B(k2)
(p2 − k2)(1 + Π(q2))
+
A(k2)[A(p2)−A(k2)]
2(p2 − k2)(1 + Π(q2))
(k2 + p2)][2(k2p2 sin2θ)/q4]
}
, (49)
FB(ai, bi, ci) =B(p
2)−
∫
k2dk
(2pi)2
1
(A2(k2)k2 +B2(k2))
×
∫
sinθdθ
1
(1 + Π(q2)
{
B(k2)(A(p2) +A(k2))
q2
+
B(k2)A(p2)−A(k2)B(p2)
q4(p2 − k2)
[2p2k2 sin2θ]
}
,
(50)
FΠ(ai, bi, ci) =Π(p
2)−
Nf
q2
∫
k2dk
(2pi)2
1
(A2(k2)k2 +B(k2))
∫
sin θdθ
1
A2(p2)p2 +B(p2)
{
A(p2)A(k2)[A(p2) +A(k2)]
× [2k2 − 4kq cosθ − 6(kq cosθ)2/q2] +
(A(p2)−A(k2))
(p2 − k2)
× [2(B(k2)B(p2))(q2 + 4kq cosθ + 6(kq cosθ)2/q2 − 2k2)
+A(k2)A(p2)(4k4 − 4k2kq cosθ − 10(kq cosθ)2 − 12k2(kq cosθ)2/q2 − 12(kq cosθ)3/q2 − 2(kq cosθ)q2)]
+
B(p2)−B(k2)
(p2 − k2)
4[B(k2)A(p2)(k2 − 3(kq cosθ)2/q2 − 3kq cosθ − q2)
+ B(p2)A(k2)(k2 − k q cosθ − 3(k q cosθ)2/q2)]
}
, (51)
and
A(p2) =
a0
2
+ ΣNi=1aiTi(x),
B(p2) =
b0
2
+ ΣNi=1biTi(x),
Π(p2) =
c0
2
+ ΣNi=1ciTi(x).
We next calculate the derivatives of FA(ai, bi, ci), FB(ai, bi, ci) and FΠ(ai, bi, ci) with respect to ai, bi and ci,
respectively. To clarify the calculation, the following notations are adopted
T1 = (p
2k2 sin2θ)/q2 − pk cosθ, (52)
T2 = 2(k
2p2 sin2θ)/q2, (53)
T3 = 2k
2 − 4kq cosθ − 6(kq cosθ)2/q2, (54)
T4 = q
2 + 4kq cosθ + 6(kq cosθ)2/q2 − 2k2, (55)
T5 = 4k
4 − 4k2kq cosθ − 10(kq cosθ)2 − 12k2(kq cosθ)2/q2 − 12(kq cosθ)3/q2 − 2(kq cosθ)q2, (56)
T6 = k
2 − 3(kq cosθ)2/q2 − 3kq cosθ − q2, (57)
T7 = k
2 − k q cosθ − 3(k q cosθ)2/q2, (58)
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then we have
∂FA
∂ai
=Ti(x) +
∫
k2sinθ dk dθ
(2pi)2
{
A(k2)
p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
T1 Ti(x)
+
A(k2)(p2 + k2)
2(p2 − k2)p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
T2 Ti(x)
−
2A2(k2)(A(k2) +A(p2))k2
p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))2
T1Ti(y)−
2A(k2)B(k2)(B(p2)−B(k2))k2
(p2 − k2)p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))2
T2Ti(y)
−
A2(k2)(A(p2)−A(k2))(p2 + k2)k2
(p2 − k2)p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))2
T2Ti(y) +
A(k2)
p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
T1Tj(y)
+
(A(k2) +A(p2))
p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
T1Ti(y)−
A(k2)(p2 + k2)
2(p2 − k2)p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
T2Ti(y)
+
A(p2)−A(k2)
2(p2 − k2)p2q2(1 + Π(q2))(A2(k2)k2 + B2(k2))
T2Ti(y)
}
, (59)
∂FA
∂bi
=
∫
k2sinθ dk dθ
(2pi)2
{
B(k2)
(p2 − k2)p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
T2Ti(x)
−
2A(k2)(A(k2) +A(p2))B(k2)
p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))2
× T1Ti(y)−
2B(k2)(B(p2)−B(k2))
(p2 − k2)p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))2
T2Ti(y)
−
A(k2)B(k2)(A(p2)−A(k2))(p2 + k2)
(p2 − k2)p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))2
T2Ti(y)
−
B(k2)
(p2 − k2)p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
T2Ti(y)
+
B(p2)−B(k2)
(p2 − k2)p2q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
T2Ti(y)
}
, (60)
∂FA
∂ci
=
∫
k2sinθ dk dθ
(2pi)2
{
−
A(k2)(A(k2) +A(p2))
p2q2(1 + Π(q2))2(A2(k2)k2 +B2(k2))
T1Ti(z)
−
B(k2)(B(p2)−B(k2))
(p2 − k2)p2q2(1 + Π(q2))2(A2(k2)k2 +B2(k2))
T2Ti(z)
−
A(k2)(A(p2)−A(k2))(p2 + k2)
2(p2 − k2)p2q2(1 + Π(q2))2(A2(k2)k2 +B2(k2))
T2Ti(z)
}
, (61)
∂FB
∂ai
=
∫
k2sinθ dk dθ
(2pi)2
{
−
B(k2)
q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
Ti(x)
−
B(k2)
(p2 − k2)q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
T2Ti(x)
+
2A(k2)(A(k2) +A(p2))B(k2)k2
q2(1 + Π(q2))(A2(k2)k2 +B2(k2))2
Ti(y) +
2A(k2)(A(p2)B(k2)−A(k2)B(p2))
(p2 − k2)q2(1 + Π(q2))(A2(k2)k2 +B2(k2))2
T2Ti(y)
−
B(k2)
q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
Ti(y) +
B(p2)
(p2 − k2)q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
T2Ti(y)
}
,
(62)
∂FB
∂bi
=Ti(x) +
∫
k2sinθ dk dθ
(2pi)2
{
A(k2)
(p2 − k2)(1 + Π(q2))q2(A2(k2)k2 +B2(k2))
T2Ti(x)
+
2(A(k2) +A(k2))B(k2)
q2(1 + Π(q2))(A2(k2)k2 +B2(k2))2
T2 +
2B(k2)(A(p2)B(k2)−A(k2)B(p2))
(p2 − k2)q2(1 + Π(q2))(A2(k2)k2 +B2(k2))2
T2Ti(y)
−
A(k2) +A(p2)
q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
T2 −
A(p2)
(p2 − k2)q2(1 + Π(q2))(A2(k2)k2 +B2(k2))
T2Ti(y)
}
,
(63)
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∂FB
∂ci
=
∫
k2sinθ dk dθ
(2pi)2
{
(A(k2) +A(p2))B(k2)
q2(1 + Π(q2))2(A2(k2)k2 +B2(k2))
Ti(z)
+
(A(p2)B(k2)−A(k2)B(p2))
(p2 − k2)q2(1 + Π(q2))2(A2(k2)k2 +B2(k2))
T2Ti(z)
}
, (64)
∂FΠ
∂ai
=
∫
k2sinθ dk dθ
(2pi)2
{
2A(k2)A(p2)(A(k2)k2 +A(p2))p2
q2(A2(p2)p2 +B(p2))2(A2(k2)k2 +B2(k2))
T3Ti(x)
−
A(k2)A(p2)
q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T3Ti(x)
−
A(k2)(A(k2) +A(p2))
q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T3Ti(x)
+
4A(p2)(A(p2)−A(k2))B(k2)B(p2)p2
(p2 − k2)q2(A2(p2)p2 +B(p2))2(A2(k2)k2 +B2(k2))
T4Ti(x)
−
2B(k2)B(p2)
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T4Ti(x)
+
2A(k2)A2(p2)(A(p2)−A(k2))p2
(p2 − k2)q2(A2(p2)p2 +B(p2))2(A2(k2)k2 +B2(k2))
T5Ti(x)
−
A(k2)A(p2)
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T5Ti(x)
−
A(k2)(A(p2)−A(k2))
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T5Ti(x)
+
8A2(p2)B(k2)(B(p2)−B(k2))p2
(p2 − k2)q2(A2(p2)p2 +B(p2))2(A2(k2)k2 +B2(k2))
T6Ti(x)
−
4B(k2)(B(p2)−B(k2))
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T6Ti(x)
+
8A(k2)A(p2)B(p2)(B(p2)−B(k2))p2
(p2 − k2)q2(A2(p2)p2 +B(p2))2(A2(k2)k2 +B2(k2))
T7Ti(x)
+
2A2(k2)A(p2)(A(k2) +A(p2))k2
q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))2
T3Ti(y)
+
4A(k2)(A(p2)−A(k2))B(k2)B(p2)k2
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))2
T4Ti(y)
+
2A2(k2)A(p2)(A(p2)−A(k2))k2
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))2
T5Ti(y)
+
8A(k2)A(p2)B(k2)(B(p2)−B(k2))k2
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))2
T6Ti(y)
−
A(k2)A(p2)
q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T3Ti(y)
−
A(p2)(A(k2) +A(p2))
q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T3Ti(y)
+
2B(k2)B(p2)
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T4Ti(y)
+
A(k2)A(p2)
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T5Ti(y)
−
A(p2)(A(p2)−A(k2))
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T5Ti(y)
−
4B(p2)(B(p2)−B(k2))
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T7Ti(y)
}
, (65)
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∂FΠ
∂bi
=
∫
k2sinθ dk dθ
(2pi)2
{
2A(k2)A(p2)(A(k2) +A(p2))B(p2)
q2(A2(p2)p2 +B(p2))2(A2(k2)k2 +B2(k2))
T3Ti(x)
+
4(A(p2)−A(k2))B(k2)B2(p2)
(p2 − k2)q2(A2(p2)p2 +B(p2))2(A2(k2)k2 +B2(k2))
T4Ti(x)
−
2(A(p2)−A(k2))B(k2)
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T4Ti(x)
+
2A(k2)A(p2)(A(p2)−A(k2))B(p2)
(p2 − k2)q2(A2(p2)p2 +B(p2))2(A2(k2)k2 +B2(k2))
T5Ti(x)
+
8A(p2)B(k2)B(p2)(B(p2)−B(k2))
(p2 − k2)q2(A2(p2)p2 +B(p2))2(A2(k2)k2 +B2(k2))
T6Ti(x)
−
4A(p2)B(k2)
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T6Ti(x)
+
8A(k2)B(p2)(B(p2)−B(k2))
(p2 − k2)q2(A2(p2)p2 +B(p2))2(A2(k2)k2 +B2(k2))
T7Ti(x)
−
4A(k2)B(p2)
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T7Ti(x)
−
4A(k2)(B(p2)−B(k2))
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T7Ti(x)
+
2A(k2)A(p2)(A(k2) +A(p2))B(k2)
q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))2
T3Ti(y)
+
4(A(p2)−A(k2))B2(k2)B(p2)
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))2
T4Ti(y)
+
2A(k2)A(p2)(A(p2)−A(k2))B(k2)
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))2
T5Ti(y)
+
8A(p2)B2(k2)(B(p2)−B(k2))
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))2
T6Ti(y)
−
2(A(p2)−A(k2))B(p2)
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T4Ti(y)
+
4A(p2)B(k2)
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T6Ti(y)
−
4A(p2)(B(p2)−B(k2))
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
T6Ti(y)
+
4A(k2)B(p2)(B(p2)−B(k2))(2B(k2) + 2B(k2)k2)
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))2
T7Ti(y)
+
4A(k2)B(p2)
(p2 − k2)q2(A2(p2)p2 +B(p2))(A2(k2)k2 +B2(k2))
}
T7Ti(y), (66)
∂FΠ
∂ci
=Ti(z), (67)
where
x =
ln(p2)− ln(Λ
2)+ln(ε2)
2
ln(Λ2)−ln(ε2)
2
, y =
ln(k2)− ln(Λ
2)+ln(ε2)
2
ln(Λ2)−ln(ε2)
2
, z =
ln(q2)− ln(Λ
2)+ln(ε2)
2
ln(Λ2)−ln(ε2)
2
. (68)
To avoid the singular points, in integration is split as
∫ Λ
ε
=
∫ p
ε
+
∫ Λ
p
, (69)
where p is the external momentum. In the numerical solution, n-point Gaussian quadrature rule over the internal
momentum k is used. The number of Gaussian points on two ranges [ε, p] and [p,Λ] are set to N1 = 50 and N2 = 50.
In addition, the number of integration over the angle θ is set to Nθ = 40
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3.3 Global convergence
The newton’s method is sensitive to the initial values of iteration, in this article a method with global convergence
is presented. The iteration of Newton’s method involves the iteration [18]
J(xn)∆n+1 = F (xn), (70)
where
x =

 aibi
ci

 , F (x) =

 FA(ai, bi, ci)FB(ai, bi, ci)
FΠ(ai, bi, ci)

 , J(x) = ∂Fi(x)
∂xj
, ∆n+1 = xn − xn+1, (71)
with n indicating the number of iteration. The global converging method modifies the iteration xn+1 = xn −∆n+1
by setting [23]
xn+1 = xn − λ∆n+1, (72)
where λ ∈ (0, 1]. This modification gives us the flexibility in adjusting the step length of iteration.
The ∆n and F (xn) should approach to 0 in the limit n→∞, when x is assumed to converge to the exact value.
Since F (xn) should approach 0 after sufficient amount of steps of iteration, we expect that our method should
reduce the absolute value ||F (xn)||2 after every iteration.This can be achieved by carefully adjusting the step length
of iteration through choosing appropriate λ. We set the condition for convergence to be ||F (xn)||2 < τa where τa is
the predetermined absolute tolerance. We also need a relative tolerance τr as the condition for convergence. Thus
the final F (xn) should satisfy
||F (xn)||2 ≤ τr||F0(xn)||2 + τa, (73)
where F0(xn) is the exact value.
To avoid possible stagnancy in the iteration, we need two parameter σ1 and σ2, with 0 < σ1 < σ2 < 1, then we
have the following safeguard against possible stagnancy in the iteration. λ in the current trial step should satisfy [23]
λ =


σ1λ1, λ < σ1λ1
λ, σ1λ1 < λ < σ2λ1
σ2λ1, σ2λ1 < λ
, (74)
where λ1 is the value in the previous trial step.
3.4 Three-point parabolic model
In the algorithm, we first set λ = 1 to iterate. In a trial step, if the λ = 1 fail to reduce the absolute value
||∆n||2, then, we set λ = σ1λ. When we have two successive trials that fail to reduce the value of ||∆n||2, the next
λ can be determined by the three-point parabolic model
λ = −
(λ1(F2 − F0)/λ2 − λ2(F1− F0)/λ1)/(λ1 − λ2)
2((F1− F0)/λ1 − (F2− F0)/λ2)/(λ1 − λ2)
, (75)
where
F0 = F (xn), F1 = F (xn − λ1∆n+1), F2 = F (xn − λ2∆n+1). (76)
4 Numerical results
For comparison, the unknown functions A(p2), B(p2),Π(p2) with quenched approximation, one-loop contribu-
tion, and the minimal BC vertex (namely the first term in the BC vertex, which introduces the wavefunction
renormalization dependence in the vertex when compared to bare approximation) are also calculated.
4.1 Quenched approximation
In the quenched approximation, we have
Π(q2) = 0, (77)
i.e. we neglect the fermion loop contribution to the vacuum polarization and adopt BC vertex in the calculation.
Under this approximation, we calculate the A(p2), B(p2),Π(p2) using the methods stated above. Then we have
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Figure 6: The behavior of A(p2) and B(p2) with Nf = 1 and Π(p
2) ≡ 0.
4.2 One-loop approximation
In the one-loop, we only consider the one-loop contribution of fermion to the vacuum polarization
Πµν(q) = −
∫
d3k
(2pi)3
Tr[
1
iγ · k
γµ
1
iγ · p
γν ]. (78)
Also we can factor out the tensor structure of the vacuum polarization
Πµν(q) = (δµνq
2 − qµqν)Π(q
2). (79)
Then we get the contribution of massless fermion to the vacuum polarization scalar
Π(q2) =
Nf
8 q
. (80)
The result is shown in Figure 7
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Figure 7: The behavior of A(p2) and B(p2) with Nf = 1 in the one-loop approximation.
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Figure 8: One-loop contribution to photon polarization.
4.3 Minimal BC vertex
In the approximation of the minimal BC vertex, we only assume the first term in the BC vertex. This strategy
introduces the fermion wavefucntion renormalization dependence in the vertex, while avoid the complication of
singular structure in BC vertex.
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Figure 9: The behavior of A(p2), B(p2) and Π(p2) in the minimal BC vertex.
4.4 The complete BC vertex
4.4.1 The chirally broken phase
The improved Newton’s method is applied to the calculation ofA(p2), B(p2) and Π(q2). The iteration is extremely
sensitive to initial values. The initial valued can be set to the results of the minimal BC vertex. The Nambu solution
is shown in Figure 10.
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Figure 10: The behavior of A(p2), B(p2) and Π(p2) in the BC vertex.
The above calculations show that the behaviors of dressing functions depends critically on truncation schemes.
Comparison between the quenched case and the one-loop case shows that the contribution of one-loop vacuum
polarization changes the behavior of A(p2) significantly, while having little bearings on the behavior of B(p2).
After introducing wave-function renormalization in the vertex, although the behavior of A(p2) is modified slightly,
B(p2) remains almost the same. The vacuum polarization Π(p2) has similar behavior to that of B(p2). When the
complete BC vertex is considered, again the shape of A(p2) is changed drastically, while B(p2) and Π(p2) show little
change. We thus reach the conclusion that the behaviors of B(p2) and Π(p2)-which represent contributions to the
fermion and photon self-energy, respectively-are insensitive to truncation schemes, while A(p2)-which contributes
to the wave-function renormalization-demonstrates close connection to the form of the fermion-photon vertex. We
also find a model-independent result that although A(p2) shows different behaviors in different approximations, it
approaches its asymptotic form at p2 ≈ 0 and for B(p2) and Π(p2) this happens at roughly p2 ≈ 10−2.
4.4.2 The symmetric phase
The chirally symmetric phase (often referred to as Wigner phase, and the corresponding solution of the gap
equation is called the Wigner solution) of the DSEs is necessary in the discussion of phase transition problems in
QED3 and QCD [25–30]. This solution can be obtained by setting B(p
2) ≡ 0 and it has been found by the authors
of Ref. [7] in the bare and BC1 vertices. However, no solution in the complete BC vertex has been reported before.
We therefore make an attempt to calculate the Wigner solution in BC vertex adopting the method stated above.
The power-law form A(p2) = c p2κ is generally assume in the infrared region. In the case of bare and minimal BC
vertex (or BC1), self-consistent solutions satisfying DSEs have been found and are related to flavor number by [11]
κbare =
0.135
Nf
+
0.090
N2f
+O(
1
N3f
), (81)
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and for BC1 vertex, two solutions have been found
κBC1 =
0.115
Nf
+
0.044
N2f
+O(
1
N3f
), (82)
κBC1 = 0.5−
0.050
Nf
−
0.006
N2f
−
0.028
N3f
. (83)
However, the complete BC vertex doesn’t admit self-consistent power-law form of solutions. Thus we take the
empirical extrapolation with κ = 0.12, which can be continuously matched to the numerical solutions with the
condition
A(p2)
p2κ
=
A(ε2)
ε2κ
, (84)
where ε is the infrared cutoff.
In the ultraviolet region, the solutions restore to the free form. Then we have A(p) = 1,Π(q) ∝ 1/q. The result
is shown in Figure 11.
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Figure 11: The Wigner solution of A(p2) and Π(p2) with Nf = 2 in the BC vertex.
Due to the complexity of the problem, this solution was not reported in any known literature, and by comparison
with the results presented in [7], we find that when adopting the complete BC vertex, A(p2) approaches 0 more
rapidly as p→ 0, while Π(p2) remains insensitive to truncation schemes.
5 Conclusions
An improvement is made in the calculation of dressing functions in QED3. This method has shown better con-
vergence than other existing methods, especially when applied to the calculation of vertices with singular structure.
This method can be adopted in the calculation of dressing function in more flavors, and thus determine the flavor
dependence of quantities such and fermion-antifermion condensate.
Furthermore, attempts have been made to search for Wigner solution of DSEs in BC vertex. Similarly, we can
further explore the flavor dependence of Nambu and Wigner solution of DSEs on the basis of this method, the
results can be applied to problems such as determining the critical point of phase transition.
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Appendix A. Trace Techniques
In three dimensional Euclidean space
tr(I) = 4,
15
tr(γµγν) = 4δµν ,
tr(p/1 p/2) = 4p1 · p2,
tr(p/1 p/2 p/3 p/4) = 4[(p1 · p2)(p3 · p4)− (p1 · p3)(p2 · p4) + (p1 · p4)(p2 · p3)],
tr(p/1 p/2, ...p/n) = 0, when n is odd number,
where γµ is 4-dimensional matrix satisfying
{γµ, γν} = 2 δµν .
References
[1] R. D. Pisarski (1984), “Chiral-symmetry breaking in three-dimensional electrodynamics.” Phys. Rev. D 29:
2423.
[2] C. D. Roberts and A. G. Williams (1994), “Dyson-Schwinger equations and their application to hadronic
physics.” Prog. Part. Nucl. Phys. 33: 477.
[3] A. Bashir (2000), “Non-perturbative fermion propagator for the massless quenched QED3.” Phys. Lett. B 491:
280.
[4] A. Bashir, A. Raya, I.C. Cloe¨t, C.D. Roberts (2008), “Confinement and dynamical chiral symmetry breaking
in QED3” Phys. Rev. C 78: 055201.
[5] J. F. Li, H. T. Feng, Y. Jiang, W. M. Sun, and H. S. Zong (2013), “Calculation of the staggered spin correlation
in the framework of the Dyson-Schwinger approach”, Phys. Rev. D 87: 116008.
[6] H. T. Feng, Y. Q. Zhou, P. L. Yin, and H. S. Zong (2013), “Staggered spin susceptibility and chiral phase
transition in thermal QED3”, Phys. Rev. D 88: 125022.
[7] P. L. Yin, Z. F. Cui, H. T. Feng, and H. S. Zong (2014), “The chiral phase transition of QED3 around the
critical number of fermion flavors”, Annals of Physics. 348: 306-314.
[8] P. L. Yin, Y. M. Shi, Z. F. Cui, H. T. Feng, and H. S. Zong (2014), “Continuum study of various susceptibilities
within thermal QED3”, Phys. Rev. D 90: 036007.
[9] H. T. Feng, J. F. Li, Y. M. Shi, and H. S. Zong (2014), “Nature of chiral phase transition in QED3 at zero
density”, Phys. Rev. D 90: 065005.
[10] J. F. Li, F. Y. Hou, Z. F. Cui, H. T. Feng, Y. Jiang, H. S. Zong (2014), “Influence of gauge boson mass on the
staggered spin susceptibility”, Phys. Rev. D 90: 073013.
[11] C. S. Fischer et al. (2004), “Dynamical chiral symmetry breaking in unquenched QED(3).” Phys. Rev. D 70(7):
073007.
[12] J. Oliensis and P. W. Johnson (1990), “Possible 2nd-Order Phase-Transition in Strongly Coupled Unquenched
Planar 4-Dimensional QED.” Phys. Rev. D 42(2): 656-664.
[13] T. Appelquist, and R. D. Pisarski (1981), “High-Temperature Yang-Mills Theories and 3-Dimensional Quantum
Chromodynamics.” Phys. Rev. D 23(10): 2305-2317.
[14] N. Dorey, and N. E. Mavromatos (1992), “QED3 and 2-Dimensional Superconductivity without Parity Viola-
tion.” Nucl. Phys. B 386(3): 614-680.
[15] M. Franz et al. (2002), “QED(3) theory of pairing pseudogap in cuprates: From d-wave superconductor to
antiferromagnet via an algebraic Fermi liquid.” Phys. Rev. B 66(5): 054535.
[16] P. Maris (1996), “Influence of the full vertex and vacuum polarization on the fermion propagator in (2+1)-
dimensional QED.” Phys. Rev. D 54: 4049.
[17] J. S. Ball and T. W. Chiu (1980), “Analytic properties of the vertex function in gauge theories. I.” Phys. Rev.
D 22: 2542.
[18] J. C. R. Bloch, (2002). Numerical investigation of fermion mass generation in QED. arXiv preprint
hep-ph/0208074.
[19] C. Itzykson and J. B. Zuber, Quantum Field Theory, McGraw-Hill, 1980.
[20] J. D. Bjorken, S. D. Drell, Relativistic quantum fields-Mcgraw-Hill College (1965).
[21] C. J. Burden et al. (1992), “Photon Polarization Tensor and Gauge Dependence in 3-Dimensional Quantum
Electrodynamics.” Phys. Rev. D 46(6): 2695-2702.
16
[22] D. C. Curtis et al. (1992), “Dynamic Mass Generation in QED3 and the 1/N Expansion.” Phys. Lett. B 295(3-4):
313-319.
[23] C. Kelley, Iterative Methods for Linear and Non-Linear Equations, SIAM, Philadelphia, PA, 1995.
[24] C. J. Burden and C. D. Roberts (1991), “Light-Cone Regular Vertex in 3-Dimensional Quenched QED.” Phys.
Rev. D 44(2): 540-550.
[25] H. S. Zong, W. M. Sun, J. L. Ping, X. F. Lu, and F. Wang (2005), “Does There Exist Only One Solution of
the Dyson-Schwinger Equation for the Quark Propagator in the Case of Non-Zero Current Quark Mass”, Chin.
Phys. Lett, 22: 3036.
[26] S. X. Qin, L. Chang, H. Chen, Y. X. Liu, and C. D. Roberts (2011),“Phase Diagram and Critical End Point
for Strongly Interacting Quarks”, Phys. Rev. Lett. 106: 172301.
[27] Y. Jiang, Hao Gong, W. M. Sun, and H. S. Zong (2012), “The Wigner solution of quark gap equation in the
nonzero current quark mass and partial restoration of chiral symmetry at finite chemical potential”, Phys. Rev.
D 85: 034031.
[28] K. L. Wang, S. X. Qin, Y. X. Liu, L. Chang, C. D. Roberts, S. M. Schmidt (2012), “Existence and stability of
multiple solutions to the gap equation”, Phys. Rev. D 86: 114001.
[29] Z. F. Cui, C. Shi, Y. H. Xia, Y. Jiang and H. S. Zong (2013), “The Wigner solution of quark gap equation
and chiral phase transition of QCD at finite temperature and nonzero chemical potential”, Eur. Phys. J. C 73:
2612.
[30] Z. F. Cui, C. Shi, W. M. Sun, Y. L. Wang, and H. S. Zong (2014), “The Wigner Solution and QCD Phase
Transitions in a Modified PNJL Model”, Eur. Phys. J. C 74: 2782.
17
