We consider the problem of finding all approximate occurrences of a given string q, with at most k differences, in a finite database or dictionary of strings. The strings can be e.g. natural language words, such as the vocabulary of some document or set of documents. This has many important application in both offline (indexed) and on-line string matching. More precisely, we have a universe U of strings, and a non-negative distance function d : (z, y). The last item is called the "triangular inequality", and is the most important property in our case. Many useful distance functions are known to be metric, in particular edit (Levenshtein) distance is metric, which we will use for d.
time, empirical results have shown that it needs only a constant number of distance evaluations on average. However, each distance evaluation takes O(n) "extra cpu time".
The problem with AESA is its high preprocessing and space complexities. For small dictionaries this is not a problem, so we propose using AESA to implement additional search algorithm for the buckets of b strings stored into the leaves of the tree based indexes such as BKT. This means that the space complexity becomes O(nb), and the construction time O(n(b + log(n/b))). In effect this makes the index memory adaptive. We can adjust b to make a good use of the available memory to reduce the number of distance computations. We call the resulting algorithm ABKT. Another way to trade space for time is to collapse children d(q, p) − k ≤ e ≤ d(q, p) + k into a single branch, and at the search time enter only into child (d(q, p), k). This can be done only for levels up to of the tree to keep the memory requirements low. We call this algorithm E(BP)BKT.
The recent bit-parallel on-line string matching algorithm in [3] can be easily modified to compute several edit distances in parallel for short strings, i.e. we can compute the edit distance between q and r other strings, each of length m, in time O(|q|), where r = w/m and w is the number of bits in computer word (typically 32 or 64, or even 128 with the SIMD extensions of recent processors). Simplest application of this technique in BKT is to store a bucket of r strings into each node, instead of only one (the pivot), and use one of them as the pivot string for building the hierarchy and guiding the search. In the preprocessing phase the effect is that the tree has only O(n/r) nodes (assuming b = 1). At the search time, we evaluate the distance between the query string and the pivot as before, but at the same time, without any additional cost, we evaluate r − 1 other distances. For these r − 1 other distances we just check if they are close enough to the query (this can be done in parallel in O(1) time), but do not use them for any other purpose. We call this algorithm BPBKT.
We have implemented the algorithms in C/C++ and run experiments in 2GHz Pentium 4. We used a dictionary of 98580 English words for the experiments. We selected 10,000 query words from the dictionary. For ABKT we used b = 1000, for BPBKT r = 8 (and w = 128) and for EBPBKT = 1. The average number of distance evaluations / total query time in seconds for k = 1 were 2387 / 20.58 (BKT), 495 / 14.74 (ABKT), 729 / 8.93 (BPBKT) and 583 / 7.09 (EBPBKT). The ratio between the performance of the algorithms remained approximately the same for k = 1..4.
