Abstract-Dynamic Movement Primitives (DMPs) is a framework for learning a point-to-point trajectory from a demonstration. Despite being widely used, DMPs still present some shortcomings that may limit their usage in real robotic applications. Firstly, adaptation of the trajectory generated by the DMP heavily depends on the choice of hyperparameters and on the new desired goal position. Secondly, DMPs are a framework for 'one-shot learning', meaning that they are limited to learn from a unique demonstration. In this work, we propose a technique to make the generalization of the trajectory robust against the choice of hyperparameters and new goal positions. Moreover, we also propose a strategy to extract a common behavior from multiple observations. We also present a new set of basis functions to be used in the learning process.
I. INTRODUCTION
The recent improvements in robot dexterity have given rise to an increasing attention to Learning from Demonstration (LfD) approaches to make robots faithfully mimic human motions. Dynamic Movement Primitives (DMPs) [1] , [2] , [3] , [4] are one of the most used frameworks for trajectory learning. They are based of a system of second order Ordinary Differential Equation (ODEs) in which a forcing term can be "learned" to encode the desired trajectory. This approach has already been proven effective in teaching a robot how to perform some human task as e.g. (table) tennis swing [1] , [5] , to play drums [6] , and to write [7] , [8] . The framework of DMPs have been shown to be flexible and robust enough to allow learning sensory experience [9] , [10] , [11] , handling obstacle avoidance [12] , [13] , describing bi-manual tasks [14] , learning orientations [15] , and working in scenarios with human-robot interaction [16] .
In spite of their wide use, DMPs approach has still some shortcoming that needs to be fixed to obtain a more robust framework.
In this work we introduce an updated version of DMPs, that we call DMP++, that improves three different aspects: (1) definition of a new set of basis functions to approximate the forcing term; (2) adaptation of the learned trajectory to arbitrary changes of the relative position between start and goal; (3) ability to learn from multiple observations without the need to rely on probabilistic approaches and additional parameters. The work is organized as follows. In Section II we review the two classical formulations of DMPs, emphasizing their shortcomings; in Section III we present our improvements; in Section IV we show our results; and in Section V we present the conclusions.
Our implementation of DMP++, written in Python 3.5, is available at the link https://github.com/mginesi/dmp_pp.
II. DYNAMIC MOVEMENT PRIMITIVES: AN OVERVIEW
DMPs are used to model both periodic and discrete movements [1] , [2] . In this work we will focus on the latter. They consist of a system of second order ODEs (one for each dimension of the ambient space) of mass-spring-damper type with a perturbation term.
The aim of DMPs is to model the perturbation term in such a way to be able to generalize the trajectory to new start and goal positions while maintaining the shape of the original trajectory.
The one-dimensional formulation of DMPs is:
where x ∈ R and v ∈ R are respectively position and velocity of a prescribed point of the system. s is a reparametrization of time t ∈ [0, T ], governed by the so-called canonical system:
x 0 ∈ R and g ∈ R are the initial and goal positions respectively. K, D ∈ R + are, respectively, the spring and damping terms, chosen in such a way that the associated homogeneous system is critically damped:
+ is a temporal scaling factor, and f is a real-valued, non-linear forcing (also called perturbation) term.
The forcing term f is defined as
where
are Gaussian basis functions with centers c i and widths h i defined respectively as:
and
The learning process focuses on the computation of the weights ω i that best approximate the desired forcing term, obtained by solving (1a) for f . Three main drawbacks characterize this DMP formulation (1) (see [17] ): (1) if the goal position coincide with the starting position, g = x 0 , the perturbation term does not contribute to the evolution of the solution; (2) if g − x 0 is "small" the scaling of the perturbation f by g − x 0 may produce unexpected (and undesired) behaviors; (3) if the scaling factor g −x 0 changes sign from the learned trajectory to the new one, the trajectory will result mirrored.
To overcome these disadvantages, an updated formulation was proposed in [12] , [13] , [17] by considering the system:
where the evolution of s is still described by the canonical system (2), and the forcing term is still written as in (3) . Even if it solves the aforementioned problems, formulation (7) still presents an important drawback: the generalization to different spatial scales is not always feasible since the forcing term does not scale anymore with the term g − x 0 (we will discuss the details of this aspect in Section III-B).
When dealing with d-dimensional trajectories, we make d decoupled copies of system (7), obtaining the following vector formulation:
where x, v, g, x 0 , f (s) ∈ R d , and K, D ∈ R d×d are diagonal matrices (to maintain each direction decoupled from the others). Thanks to the decoupling of the system, the forcing term can be learned direction by direction.
III. CONTRIBUTION
In this Section we present in details our proposed modifications to the DMP framework (8) . In particular, in Section III-A we introduce and motivate a new set of basis functions to model the forcing term f (s). In Section III-B we show how to exploit the invariance property of formulation (8) under invertible affine transformations to extend the generalization of the trajectory to arbitrary changes, either in distance and in direction, of the relative start-to-goal position. In Section III-C we described our approach to DMPs learning from multiple observations.
A. New Set of Basis Functions
A change of set of basis functions is motivated by the fact that a desirable property of basis functions is to be compactly supported [8] , since compactly supported basis functions provide an easier update of the learned trajectory (indeed not all the weights need to be re-computed). Moreover, while with Gaussian basis functions the forcing term never vanishes, compactly supported basis functions allow the forcing term to be zero outside the support, thus guaranteeing the convergence to the goal position.
In [8] the authors propose to use truncated Gaussian basis functions:
where c i and h i are defined as in (5) and (6) respectively. Unfortunately, this approach has two main drawbacks. Firstly, a discontinuity is introduced at the truncation points, that may produces unexpected behaviors. Secondly, in order to work properly, this approach requires the introduction of biases terms in (3), which now reads
thus doubling the number of parameters that need to be learned (a weight ω i and a bias β i for each basis function), and increasing the overall computational cost. Well known regular and compactly supported basis functions are Wendland's functions [18] , [19] . In Section IV we test the following Wendland's basis function (where the operator (·) + denotes the positive part function:
Given the centers c i as in (5) and defining the widths a i as
we define r in (11) as r = |a i (s − c i )|.
Consider the mollifier ϕ : R → R defined as
, where I n is set so that R ϕ(x) dx = 1, which is smooth and compactly supported. It is then natural to define the set of mollifier-like basis functions {ϕ i (s)} i=0,1,...,N given by
otherwise (13) where c i are the centers as in (5), a i are the widths as in (12) , and the usual normalization term I n is omitted since it does not enter our approach.
In Figure 1 we plot an example of these functions both as function of s and of t. We remark that the basis functions are equispaced in t, and that their order changes from s to t (the first basis function in s is the last in t), as it was for the Gaussian basis functions used so far in the literature.
B. Invariance Under Invertible Linear Transformations
Invariance under translations of DMPs formulations (1) and (8), under translation is straightforward thanks to the term (g − x 0 ). Indeed, by changing the initial position from x 0 to x ′ 0 , and by considering, instead of g, the new goal position g ′ = g−(x ′ 0 −x 0 ), the whole trajectory is translated by a quantity x ′ 0 − x 0 . DMPs are able to adapt to small changes of the relative position between goal and start, g − x 0 ; however, the robustness of DMPs w.r.t big changes of the Euclidean norm of g − x 0 heavily depends on the choice of the parameters K, D and α.
Invariance under invertible, affine transformations of equations (8) has already been proven in [13] . However, at the best of our knowledge, this property has never been exploited in order to make DMPs globally robust w.r.t. arbitrary changes of g − x 0 . Let us consider the invertible transformation matrix S. By substituting
in (8) we obtain
Thus, if we want to generate a new trajectory Sx, it is sufficient to apply the transformations in (14) and (15) . We remark that if the elastic and damping terms are the same for each direction, then K and D are multiple of the identity matrix and thus K = K ′ and D = D ′ . A case of particular interest is when S describes a rotodilatation. Indeed, consider a trajectory which is learned together with the relative position between the goal and the starting point, i.e. the vector g − x 0 , and a new trajectory, with starting and ending points x ′ 0 and g ′ respectively has to be reproduced. We first compute the rotation matrix R
which maps the unit vector g − x 0 to g ′ − x ′ 0 , where v . = v/ v , (e.g. using the algorithm presented in [20] ). Then, after performing the rotation, we perform a dilatation of
Therefore, when a learned DMP has to be used to generate a new trajectory, characterized by the parameters x ′ 0 and g ′ , we compute the matrix S as in (16), and then the quantities K ′ , D ′ , and f ′ as in (14) and (15). This approach can be used even if the goal position changes with time during the execution of the trajectory simply by updating the matrix S. In Section IV-B we will test this approach.
We remark that this method cannot be performed when starting and ending points coincide: x 0 = g. However, in such cases, one should use rhythmic (or periodic) DMPs instead of discrete ones, which are beyond the scope of this paper.
Remark 1. The choice of use a roto-dilatation as transformation matrix S is not the unique possibility. Indeed, any invertible matrix can be used. For example, if we write S as the diagonal matrix S = diag(s 1 , s 2 , . . . , s d ) in which each component of the diagonal is defined as (assuming that the learned goal and starting positions differ in each component)
we would obtain the d−dimensional formulation of (1).
C. Learning from Multiple Trajectories
DMPs have been used to learn trajectories from a single demonstration, because a set of demonstrated trajectories in general does not have the same starting and ending points, making the learning phase far from being trivial.
So-called Stylistic DMPs [5] , [21] were developed to learn from multiple demonstrations by introducing an additional variable, called style parameter, and by making the execution dependent on this new variable. This approach is useful when the "style" is needed to describe a trajectory, for example, if it is necessary to learn the dependency of the trajectory from the height of an obstacle. However, when the style is not an issue, this approach introduces additional and undesired variables that increase the complexity of the problem.
We propose a technique that allows to extract a unique set of weights w i ∈ R d , i = 0, 1, . . . , N , from a set of multiple observations as a single linear regression problem.
We consider a set of M demonstrated trajectories {x (j) (t)} j=1,2,...,M . Using the technique introduced in Section III-B we transform each trajectory in such a way that all the starting and ending points are the same (we choose x 0 = 0 and g = 1). We then compute the roto-dilatation matrices, for j = 1, 2, . . . , M ,
and use these matrices to create the new set of transformed trajectories {x (j) (t) = S (j) x (j) (t)} j=1,2,...,M , each of which have the same starting and ending points. We perform a time scaling, so that the time domain of each curve has [0, T ] as time domain. This step can be done as follows: let t 0 and t 1 be the initial and final time of a given curvex(t). The new parametrization of the curve is theñ
From these two step, we obtain a new set of 'transformed' curves {x (j) (t)} j=1,2,...,M , each with time domain [0, T ], and 0 and 1 as starting and ending points respectively. Equation (8) allows to compute the set of forcing terms {f (j) } j=1,2,...,M , and then we are able to compute the set of weights {w i } i=0,1,...,N that minimizes the sum of the squared errors (w.r.t. the L 2 -norm) between the function generated using (3) and the forcing terms f (j) , j = 1, 2, . . . , M . For this purpose, we decompose the problem in the independent directions. For each direction p = 1, 2, . . . , d, we look for the weight vector
.
The existence and uniqueness of a minimum for F is guaranteed by its continuity and strict convexity. Moreover, since F is smooth, ω ⋆ is the vector that nullify its gradient:
Function G is linear in ω, thus the minimization problem can be written as a linear system:
The component in row h and column k of A, a h k , is, for h, k ∈ {0, 1, . . . , N },
while the h-th component of the vector b, b h , is, for h = 0, 1, . . . , N ,
Using any quadrature formula (e.g. Simpson's rule), the integrals in equations (21) and (22) can be computed. Thus, we can solve the linear problem and obtain ω ⋆ . We remark that this procedure has to be reaped for each direction p = 1, 2, . . . , d.
Remark 2. Even if we presented the method using mollifierlike basis functions ϕ i , this algorithm works for any choice of the set of basis functions. Remark 3. Using this approach any information about 'styles' [21] is lost. Remark 4. The presented method performs classical linear regression over a set of observed trajectories, and it gives a non-probabilistic result, differently from other approaches, such as Probabilistic Movement Primitives [22] and Kernelized Movement Primitives [23] .
IV. RESULTS
In this Section we present the results of our novel formulation. Specifically, in Section IV-A we discuss the consequences of using the different basis functions we considered in Section III-A. In Section IV-B we compare the behaviors of classical DMPs and DMP++ when the goal position is different from the learned one. Finally, in Section III-C we test the capability of our technique to learn a unique behavior from multiple observations. Remark 5. At the link https://github.com/mginesi/dmp_pp all the tests done below are available, together with the implementation of DMP++, and all the tests that are mentioned but not shown.
A. New Set of Basis Functions
We now investigate the goodness of the approximations obtained using the various examples of basis functions introduced in Section III-A. In particular, we test both the classical (4) and the truncated (9) Gaussian basis functions, the Wendland's functions (11) , and the mollifier-like basis functions (13) . We test the accuracy of the approximation of the following hat function: 
(a) L 2 relative error . (23), w.r.t. the number of parameters. Truncated Gaussian basis functions are tested both using the (classical) unbiased formulation (3) and the biased one (10). These two different approaches are denoted respectively byψ U andψ B in the legend. Second plot show the condition number of the matrix A w.r.t. the number of basis functions. The third plot shows the sparsity pattern for matrix A in the case of N = 2 7 = 128 using mollifier-like basis functions. Figure 2a shows the convergence of the approximant to the desired function w.r.t. the L 2 -norm w.r.t. the number of parameters that need to be learned. We remark that for the biased truncated Gaussian basis functions, denoted byψ B in the plot, the number of basis functions is half of the number of parameters (one parameter for the weight and one for the bias). In all other cases, the number of parameters coincides with the number of basis functions, since for each function only the weight has to be learned. The plot shows that truncated Gaussian functions (9) work properly only using the biased formulation for the forcing term (10), which means that given N basis functions we are solving a 2N -length linear system when computing the weights and the biases. We see that Gaussian basis functions are the best approximantors (however, we recall, they are not compactly supported), followed by mollifier-like basis functions (which are compactly supported). From this observation, we argue that the use of mollifier-like basis functions is the most reliable in the applications. Indeed using compactly supported basis functions results in a null forcing term after a finite time, resulting in a faster convergence to the goal position, as well in an easier concatenation of primitives. We tested classical Gaussians, Wendland, and mollifierlike basis functions also using the biased formulation (10), without noticing any difference in the goodness of the approximation. Figure 2b shows that the condition number cond(A) = A A −1 of matrix A defined as in (21) (in which we set M = 1) is bigger for Gaussian basis functions. This means that solving the minimization problem (20) using Gaussian basis functions results in a more severe numerical cancellation error than mollifier-like or Wendland's functions, due to the fact that, when numerically solving a linear system, the relative error is directly proportional to the condition number. The lower condition number is due to the fact that, since mollifier-like and Wendland's basis functions are compactly supported, the resulting matrix A will have many offdiagonals components equal to zero, as it can be seen in the sparsity pattern shown in Figure 2c . A 'more-sparse' matrix results in an "easier to solve", from a computational point of view, linear problem. On the other hand, when using Gaussian basis functions, all the components of A are nonzero, since ψ i (s) > 0, ∀s ∈ R, resulting in a bigger condition number.
We remark that convergence shown in Figure 2a is done on a particular choice of the target function. The convergence error may differ depending on the forcing term that needs to be approximated, and various basis functions should be tested to choose the best one for the particular case. On the other hand, the condition number shown in Figure 2b does not depend on the target function, but only on the choice of basis functions.
B. Invariance Under Roto-Dilatation of the Reference System
To test the invariance of our approach under rotation and dilatation of the reference system, we show an example in which a trajectory is learned and then is executed changing the goal g. In the tests, we do not change x 0 since DMPs are natively translational invariant. We compare the different behaviors obtained with and without the scaling term presented in Section III-B.
1 For such tests we will use our mollifier-like basis functions, specifying that tests done with other classes of basis functions give the same results. Figure 3 shows our experiments. We generate the trajectory in the plane:
Then we perform the learning step to compute the weights w i , and we test the generalization properties of DMPs and DMP++ by changing in different manners the goal position (both in a static and a dynamic way). 1 We will not compare the results with the original DMPs (1) since the drawbacks of such formulation have already been discussed in the literature [12] , [13] , [17] . We performed these tests with elastic term K = 1, 000, and damping term D = 2 √ K for both directions x 1 and x 2 . The value of α is set to 4 for Figures 3a, 3b and to 1 for  Figures 3c, 3d .
The tests show how our novel approach is more robust than the classical DMP formulation, since it is able to completely maintain the learned shape. Moreover, we notice that the goodness of the generalization of classical DMPs heavily depends on the choice of the parameters. For example, in the cases of dilatation, classical DMPs generalize well when α = 4 (see Figure 3b ), but fails to do so when α = 1 (see Figure 3d ). On the other hand, the generalization property of DMP++ does not depend from this tuning of hyperparameters. Indeed, the generalized trajectories remain the same when changing α.
C. Learning from Multiple Trajectories
To test the ability of learning from multiple demonstrations we create a set of trajectories
(t)]
T by integrating the dynamical system
which is known to have a alpha-limit on the circumference of radius 1 and an attractive equilibrium at the origin. The set of trajectories is generated by choosing a random angle θ 0 ∈ [0, 2π) and a random radius ρ 0 ∈ (0.8, 1), and then setting as initial position x 1 (0) = ρ 0 cos(θ 0 ), x 2 (0) = ρ 0 sin(θ 0 ). Then the dynamical system is integrated using the classic fourth-order Runge-Kutta method up to a random final time T ∈ (5, 7). We then perform the learning steps presented in Section III-C.
In Figure 4 we show the results of this test. Figure 4a shows the trajectories generated with the above mentioned dynamical system. Figure 4b shows the same set of trajectories after rescaling them to satisfy x 0 = 0 and g = 1.
In both plots, the blue trajectories are the one used to learn the forcing term, while the red one is an example of execution of the learned DMP.
These tests show the capability of our approach to extract a common behavior from multiple demonstrations.
V. CONCLUSIONS AND FUTURE WORK
In this work, we have highlighted some of the weak aspects of the DMP framework, proposing three major modifications to overcome them. At first, we proposed a new formulation for the set of basis functions. In particular, we introduced a new set of basis functions, which are smooth and, most importantly, compactly supported, showing how this new set of basis functions is able to well approximate the desired forcing term. Secondly, we proposed a strategy to exploit the invariance under affine invertible transformation of the DMP formulation (8) . In particular, we showed how to generalize the learned trajectory to any length scale and any rotation of the reference frame maintaining the qualitative shape of the learned trajectory, specifying that the same approach can be extended to any invertible transformation. Finally, we solved one of the major issues in DMPs, that is the inability of the original framework to deal with multiple observations.
As future work, we aim to extend these improvements to the unit quaternion formulation of DMPs, in order to make more robust also the orientation formulation of DMPs. error Gaussian Mollifier-like (7.a) (7.b) (7.c) (7.d) (7.e) (7.f) (7.g) Truncated Gaussian
