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ABSTRACT 
Technology development in materials science, electrical engineering, NDE, 
mechanical engineering, and computer science, makes it possible to produce advanced 
materials of designed microstructure and properties. A control model for materials processing 
with NDE technology was proposed and a prototype of the high temperature EMAT 
measurement system was built. The example studied is the ultrasonic monitoring of 
recrystallization in 5XXX aluminum alloys. There are two distinguished textures in 
aluminum alloys, i.e., recrystallization texture and rolling texture. These two textures change 
in opposite directions during the hot rolling process: the rolling process will produce rolling 
texture, while the annealing process produces recrystallization texture. The control goal of 
the hot rolling process is to produce predefined texture and microstructure. Texture 
information is inferred from ultrasonic velocity measurements and the microstructure 
information is inferred from ultrasonic attenuation measurements. Several models in 
interdisciplinary fields are proposed and preliminary verification experimental results were 
presented. A pattern recognition technique was introduced to process OIM raw data, which 
results in a new algorithm to extract texture information. A new model was proposed to 
model the texture evolution during annealing. Several pieces of computer software were 
developed to process experimental data and to implement the models proposed. 
1 
CHAPTER 1 GENERAL INTRODUCTION 
1.1 Intelligent processing of materials in the context of control theory 
There are increasing demands in industry, especially defense and space industries, for 
advanced materials of designed microstructure and properties [1], referred to as engineered 
materials. In order to produce engineered materials efficiently, the processing of the materials 
should be based on feedback regarding the state of the material, rather than macroscopic 
variables, such as temperature and pressure, which are traditionally used in control strategies. 
In response to this need, the Intelligent Processing of Materials (1PM) concept has emerged 
during the last two decades [1], The basis for IPM is the development of technologies such as 
process modeling, advanced sensing (e.g., acoustic, magnetic, optical and other 
nondestructive evaluation techniques), and applications of advanced computational 
capabilities and artificial intelligence to make decisions. 
IPM needs in-situ monitoring of the process, and it is critical to sense the various 
materials variables associated with industry manufacturing processes. For the hot rolling 
processes widely used in steel and non-ferrous metal sheet production, the temperature, 
pressure, thickness reduction, etc., are normally used to control these processes. However, 
ultrasonic nondestructive evaluation (NDE) techniques provide some other tools to sense in-
situ the physical properties. For example, ultrasonic velocities are related to the macroscopic 
elastic constants and texture of the materials, and attenuation is related to the microstructure. 
2 
The case studied in this dissertation is that of A1 (aluminum) alloys that are designed 
to have specified microstructure and texture. One application of AI alloys is in the 
preparation of beverage cans, having wall thickness of about 0.25 mm. The market 
competition demands that the can manufacturers reduce the wall thickness further. If the 
grain size of the A1 alloys is about 30 flm, which is typically the case, then, only about ten 
(10) grains are lined up along the thickness direction. In the applications like this, the 
microstructures and the orientation of the grains (texture) should be taken into account during 
product design and manufacturing. Because of the small number of grains, even small 
variations in their size and alignment can produce significant variation in properties. 
Therefore, the hot rolling process for Al alloy sheet production should be carefully controlled. 
This is but one example of the general fact that control technology is very important in IPM 
techniques. 
This dissertation addresses certain key questions that are central to the application of 
the IPM approach to the hot rolling of sheet metal intended for use in beverage cans. In 
particular, the main hypotheses to be examined are 
• NDE can differentiate the different texture components in Al alloys, 
microstructural parameters that strongly influence the forming properties 
* NDE can sense this texture development during the hot rolling process, and 
» The information about the texture gained during in-situ monitoring by NDE can 
be used to control the hot rolling process. 
3 
1.2 Control theory applied to monitoring hot rolling processes 
The use of mathematical tools is an important part of a scientific approach to 
developing engineering processes. In this dissertation, a general mathematical simulation is 
developed to illustrate the concepts of monitoring the hot rolling process of aluminum alloys. 
A single-degree-of-freedom control system is shown schematically [2,3] in Figure 1.1 
below. Conceptually, the control system output y(t) from the given entity is determined by the 
input r(t). If the system is stationary, then, y(t) is uniquely determined by r(t). However, there 
is always disturbance d(t) which changes the output from its expected value. Therefore, a 
controller is implemented with controller output u(t) associated with the error e(t). The error 
e(t) is obtained by an error detector which compares the control system output, y(t), to that 
which would have been expected based on the input, r(t), in the absence of any disturbance. 
Error 
Detector Error, e(t) 
Controller 
Output, u(t) 
Input 
r(t) 
Entity 
Output 
y(t) 
Disturbance 
d(t) 
Figure 1.1 Standard single-degree-of-freedom feedback configuration 
4 
The ideas in control theory can be borrowed in developing the materials processing 
control system with nondestructive evaluation (NDE) techniques involved. As a matter of 
fact, integrated techniques are highly demanded to control the materials processing in-situ. It 
is also of scientific interest to understand physical phenomena occurring during the 
processing. 
Nondestructive evaluation (NDE) techniques are highly developed and have the 
potential to meet these demands. These NDE techniques involve multi-disciplinary efforts, 
including materials science, mechanical engineering, industrial engineering, electrical 
engineering, etc. [4], The development of in-situ monitoring techniques to control materials 
processing is a challenging topic for research. Included are challenges associated with 
understanding the interaction of ultrasound with the material structure and developing the 
instrumentation needed to obtain this information in the processing environment, which may 
be hostile due to elevated temperature, difficult accessibility, etc. 
Figure 1.2 below generalizes the single-degree-of-freedom feedback configuration to 
illustrate the concepts of materials processing control techniques. The Objectives here might 
be to produce a component of a particular alloy with desired properties. The materials 
processing itself is characterized by the Internal State Variables, which can be thought of as 
the microstructure of the component. If different External Processing Variables are selected 
and there are no disturbances, then, it can be determined whether the realized Objectives Z 
are satisfied by examining the Final State Variables which can be texture and microstructure 
in the final polished materials. However, disturbances are always present in the form of noise, 
error in holding process variables to their specified values, incomplete knowledge of the 
indicated functional relationships, and the influence of other factors (e.g., history) not 
explicitly indicated. 
NDE techniques can be exploited to sense the Internal State Parameters and provide 
feedback on deviations from expected values. In this figure, the lower case letters stand for 
variables, and the capital letters indicate functions, relationships or the final goals. 
The materials External Processing Variables (xl) produce the Internal State Variables 
(x2), and the relationship can be described by a function F1 
x2 = Fl(xl) (1.1) 
Controller 
(?3) 
F5 
r 
External 
Processing 
Variables 
F4 
F1 
NDE 
Sensor(y2) 
i 
F3 
internal 
State 
Variables 
(%2) 
F2 
LI 
Final State 
Variables 
(=3) 
i k 
NDE 
Source (yl) 
L2 
F6 
L3 
keàhzed 
ver su.; 
Expect* ci 
Objectives 
Z"* 
L4 
Figure 1.2 Materials processing control strategy concept 
The Final State Variables (x3) are related to the Internal State Variables by the 
following function, F2 
x3 = F2(x2) (1.2) 
In the same way, the realized Objectives (Z) are determined by the sum effects of the 
Final State Parameters, in function form by 
Z = F6(x3) (1.3) 
The NDE technique steps in by sensing the Internal State Variables, e.g., some aspect 
of the microstructure. A signal (yl) is applied to the object, which produces an output (y2) 
expressed by a function F3 
y2 = F3(x2,yl) (1.4) 
Based on the output (y2), the control parameter (y3) can be inferred. This quantity 
(y3) can be described by 
y3 = F4(y2^ (1.5) 
where Zcxp is the expected values of the target Expected Objectives. The functional 
relationship of Equation (1.5) requires some explanation. As shown in Figure 1.1 above, the 
controller needs information of error, e(t), which is the difference between the output value, 
y(t), and the expected value, say, yexp(t). Therefore, function F4(y2, Z™P) must contain the 
error information. How can that be true? The answer is that the output information, Z, is 
determined by the Final State Variables, x3 which in turn is determined by the Internal State 
Variables, x2. y2 is determined by x2 and yl. It is often assumed that yl is known. Thus, y2 
is determined by x2. Therefore, Equation (1.5) can be expressed as: 
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y3 = F4 {F3 [ F2^ (F6"'(Z)),yl], Z=^ (1.6) 
where F2"'(x3) is the inverse function of Equation (1.2). and F6"'(Z) is the inverse function of 
Equation (1.3). Inverse problems are widely encountered in NDE fields, and we will discuss 
that when appropriate later. From Equation (1.6), it is mathematically obvious that the 
controller output y3 is a function of the Realized Objectives Z, the Expected Objectives Zexp, 
a n d  t h e  N D E  i n p u t s  y l .  
The output signals (y3) are used to control the materials processing variables (xl), 
using the relationship 
xl=F5(y3) (1.7) 
A major goal of materials scientists is to quantify the functions F1 and F2. Knowing 
these functions, one can produce the pre designed materials at will. However, it is well 
known that the causal functions, F1 and F2, are difficult to be obtained analytically. For 
example, the microstructures of Al alloys in deformed states depend on not only the 
deformation processes, but the processing history and subtle changes in compositions as well. 
The uncertainty of these functions, as well as other unknown phenomena in the processing, 
act as a disturbance. It is the purpose of the control strategies to correct for these disturbances 
based on NDE measurements. 
For people in NDE community, the function F3, which relates the NDE signals with 
the parameters describing the object states, is of great importance. Besides, the following 
relationships are of high concern: 
* LI : between the NDE output signal (y2) and the Final State Variables (x3) 
* L2: between the NDE technologies and the Final State Variables (x3) 
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• L3: between the NDE output signal (y2) and the Realized Objectives (Z) 
• L4: between the NDE technologies and the Realized Objectives (Z). 
The relationships LI and L3 can be expressed as: 
x3 = Ll(y2) = F2{F3\y2,yl)} 
Z = L3(y2) = F6{F2[F3^(y2,yl)]} 
(1.8) 
(1.9) 
Here F3"'(y2,yl) is the inverse problem in NDE fields. The relationship L2 and L4 can be 
expressed as: 
Here the relationship L2 and/or F4 are not well defined, and the author personally thinks that 
is an endless discussion topic among NDE community. It is a high level relationship in 
functional format. The focus is mainly the criterion to select NDE methods for a specific 
practical problem. For example, texture analysis can be done through x-ray analysis, OIM, 
ultrasound, etc. Thus, the Equations (1.10-1.11) give answers to the questions like which 
NDE method is needed, what parameters are required for a selected method, etc. 
For the professionals with control and or electrical engineering background, the 
functions, F4 and F5, are of special interests. Extracting information from NDE 
measurements to control the industry processes is not an easy task. As a matter of fact, 
practical models that are typically process specific are needed. As shown in Equation (1.6), 
the function of F4 is functionally an error detector in terms of the control theory (see Figure 
1.1). The measured values of the Final State Variables, x3, are compared to the ideally 
expected values which are obtained by the complicated inverse problem, [F2 ^ (F6"\Z),yl)], 
NDE Source (yl) - L2(x3) (1.10) 
NDE Source (yl) - L4(Z) (1.11) 
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The function F5 is the controller in the jargons of the control theory as shown in Figure 1.1, 
the discussion on this topic is beyond the scope of this dissertation. The temperature 
dependence of the materials properties, and the disturbance of various variables in the 
manufacturing environments make the precise control challenging. 
1.3 Role of this dissertation 
This Ph.D. dissertation tries to integrate these functions together, and novel materials 
processing control techniques are investigated. The case studied is the aluminum alloy hot 
rolling process. The expected objective (Zexp) here is the aluminum alloy with ideal 
performance during deep drawing, i.e., high productivity and low cost, which could be 
described in short term as no earing during the deep drawing process for the beverage can 
production. This expected objective, Zexp, can be transformed to controlled texture and 
microstructures as the ideal Final State Variables (x3). 
To arrive at the ideal Final State Variables (x3), NDE techniques, mainly ultrasonic 
NDE, are employed to monitor the texture and microstructure evolution during the hot rolling 
process. That is, ultrasonic NDE techniques are used to sense in-situ the Internal State 
Variables (x2). 
The major contributions of this work are the followings: 
* Determination of the inverse function F3, see Section 3.8, i.e., modeling the hot 
rolling process (Internal State Variables, x2) based on the ultrasonic NDE 
measurements which measure NDE input signals (yl) and output signals (y2). 
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• Establishment of the relationship (LI), which relates the NDE output signals (y2) to 
the materials finished Final State Variables (x3), refer to Section 3.5 and Section 4.5, 
i.e., the relationship between the NDE signals and the texture and microstructure. 
Note that the finished Final State Variables, x3, may not be the desired Final State 
Variables (ideal texture and microstructure) at this time. 
• Brief consideration of the general issues concerning the relationship (L2), refer to 
Chapter 2, which deals with the materials final state characteristics and the selection 
of the best NDE techniques to sense those materials internal characteristics. 
• Preliminary investigation of the function F2, which relates the Internal State Variables 
(x2) during hot rolling process to the materials Final State Variables (x3), refer to 
Section 7.5. 
• Preliminary investigation of the function F1, which relates the External Processing 
Variables (xl) during hot rolling process to the Internal State Variables (x2), refer to 
Chapter 7. 
The functions F4, and F5 are not examined in this study. However, with the above-
mentioned tasks accomplished, it is possible to process Al alloy intelligently as desired. 
1.4 Background of hot rolling of aluminum 
In aluminum (Al) alloy industry, there are basically two routes [5,6] to produce 
aluminum sheets used in other economic sectors, such as the automobile industry (5xxx 
series Al alloys), aerospace industry (7xxx series Al alloys), can industry (3xxx series Al 
alloys), etc. One is called Direct Chill (DC) Casting, the other is named Continuous Strip 
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Casting. Figure 1.3 below shows the block diagrams for these two aluminum sheet 
production routes. The main differences between these two Al alloy processing routes are: 
• DC casting produces an ingot with thickness of 600-900 mm, while continuous strip 
casting produces thin slabs of 12.5-25.4 mm thickness 
• Pie-heating is usually recommended for DC casting ingots before the hot rolling 
processes start; and 
• Ingots produced by the DC casting route go through heavy plastic deformation to 
produce the Anal sheet outputs. 
Generally, DC casting route produces sheets with more controlled microstructure and 
better mechanical property performance than those obtained by the continuous strip casting 
route. The more complicated processing required to produce these properties is accompanied 
by a higher cost. 
Two important research Gelds in Al alloy industry result from the differences in these 
processes. One is focused on improving the mechanical property performance of Al alloys 
produced by continuous strip casting while low cost is maintained marginally constant, the 
other is mainly putting emphasis on reducing the cost of the AI alloys produced by DC 
casting without compromising high mechanical performance. 
As in steel industries where middle size steel makers increase their market share, the 
continuous strip casting technique (the most recently developed technique used in small or 
middle size Al alloy manufacturing plants) in Al alloy production industries may displace the 
large Al manufacturing companies from their conventional market places. However, there are 
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still some applications where it is difficult for the continuous strip casting Al alloys to be 
justified as alternatives, such as in aerospace applications, because of inferior properties. 
For manufacturers with the DC casting A1 alloy production facilities, implementing 
cost effective techniques is vital for them to survive in the competitive market. The research 
on the A1 recrystallization project that has provided the motivation for the dissertation has 
been started as one of these efforts. In addition, monitoring in-situ the recrystallization 
texture and microstructure evolution is also of scientific interest [7], because it has the 
potential to gain information about the dynamics of recrystallization. 
Hot Rolling 
Annealing 
Cold Rolling 
DC Casting 
Ingot Preheating 
Hot Rolling 
Annealing 
Cold Rolling 
Strip Casting 
Figure 1.3 Processing route for DC and strip cast A1 alloy sheets 
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In the DC casting route, the Aluminum sheet is produced through several hot and/or 
cold rolling processes as shown in Figure 1.4 below [8], The cast ingot of 600 mm thickness 
is broken down to about 75 mm at 550 °C~400 °C, then, it is hot rolled down to the transfer 
gauge about 25 mm thick at 400 °C. During these hot rolling processes, re-heating the Al 
alloys several times might be needed. This is utilized to adjust the microstructures of the 
materials, but it also increases the cost as a trade-off. 
The transfer gauge Al alloy sheet can be cold rolled to about 2.5mm thickness, 
producing a product that can be used in automobile or aerospace industries. The 2.5 mm thick 
materials can be reduced through further cold rolling process to about 0.28 mm thickness, 
producing a product which can be used for can production, as shown in Figure 1.5 below. 
Break Down Mill Finishing Stand 
600mm 
A / 
y 
Intermediate Mill 
75mm 
25mm 
2.5mm 
-550 °C 
-550 to 400 °C -400 °C 
Transfer Gauge 
Figure 1.4 Sheet production 
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0.28mm Deep Drawing Can 
] • 
Earing 
Figure 1.5 Beverage can production 
During the deep drawing process to produce these cans, the open ends should be flat 
as desired. However, it is usually not flat, i.e., earing occurs, which is a waste [7, 8], 
Moreover, if the ears are too deep, it is not possible to complete the can production. The 
cause of earing is anisotropy of mechanical properties, which is caused by the texture 
(preferred crystallographic orientation) inside the materials. 
Typically, there are two types of texture: recrystallization texture produced during the 
hot rolling process, and deformation texture produced during the cold rolling process [7]. The 
texture components in the transfer gauge Al alloy sheets are mainly recrystallization texture. 
After heavy cold rolling, the deformation texture components in the Al alloy sheets dominate. 
Generally speaking, controlled recrystallization texture in the transfer gauge sheets is 
required [9]. For example, if the transfer gauge Al alloy sheet is used for can industries, a 
certain amount of recrystallization texture is required to balance the deformation texture that 
will develop during the rolling process and thereby control the extent of earing occurred 
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during deep drawing process. An NDE technique to monitor the texture during the hot rolling 
process would provide an important form of process control. 
To solve this problem, we study the texture in the transfer gauge materials in order to 
find some parameters that can be measured nondestructively and can be used to discriminate 
different texture components. 
In addition to the texture issue, the evolution of the recrystallization microstructure is 
of great interest to Al manufacturing and application industries, and materials scientists as 
well. The performance of the materials depends on both texture and the microstructure, and 
the recrystallization process changes the Al alloy microstructures. This microstructure change 
occurs in the solid state and it is difficult for materials scientists to study the dynamics of the 
processes directly. As a matter of fact, there are still many issues uncertain to materials 
scientists [10]. In-situ ultrasonic NDE measurement of the microstructure during hot rolling 
processes would offer a novel method to investigate the recrystallization process, and it also 
provides evidence for verification of the existing recrystallization models and theories. 
1.5 Statement of the problems 
Understanding the principles of ultrasonic NDE is the basis for ultrasonic monitoring 
of recrystallization in Al alloys. Signal processing and data interpretation is of vital 
importance in such NDE applications. 
The current understanding of the fundamentals of recrystallization is the foundation 
for today's effort to control the hot rolling process. However, research on recrystallization in 
Al alloys is far from complete. There are many uncertain issues. In-situ ultrasonic NDE 
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measurement of the texture and microstructure will provide evidence to help solve some of 
them. 
Research on texture in materials has been going on for more than half century. A 
major advance in this field has been the development of mathematical representations of 
texture, which makes it feasible to describe texture using some parameters, called orientation 
distribution coefficients (ODCs). 
The development in Ultrasonic NDE techniques and the texture research during the 
last two decades establishes explicitly the functional relationship between the texture 
descriptors, ODCs, and the ultrasonic velocities through the macroscopic elastic constants of 
the materials. The ultrasonic attenuation coefficients can also be related to the microstructure 
[4]. 
In summary, the work described in this dissertation seeks to integrate knowledge of 
ultrasonic NDE, texture and recrystallization microstructure into an in-situ monitoring 
technique to investigate recrystallization in Al alloy during the hot rolling process and further 
to investigate the feasibility of transferring this technique into industry practice. 
1.6 Relevant work 
The common metals of industrial practice are polycrystalline aggregates in which 
each of the individual grains has an orientation that differs from those of its neighbors. It is 
quite usual for the grains in such metals to have a non-random distribution of orientation, and 
the non-random distributions that occur are called preferred orientations or textures [11, 12]. 
Texture is one of the fundamental parameters characterizing polycrystalline materials in 
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addition to crystal structure and lattice defects. On the one hand, texture is the link between 
anisotropic properties of single crystals and those of the polycrystalline materials, and on the 
other hand, texture changes in the materials are indicative of solid-state processes of all 
kinds. Hence, texture studies provide an excellent and convenient means to study these 
processes themselves to obtain information about the history of a material. 
Experimental texture investigations in metals have been carried out since the 
discovery of x-ray diffraction and even earlier in mineralogy using universal Staye's methods 
[13]. In the last three decades the experimental methods of texture analysis by x-ray, neutron 
and electron diffraction have been developed to a rather sophisticated level, using highly 
automatic equipment. 
The most convenient and simplest description of a texture is in terms of an ideal 
orientation. In uniaxial textures, such as those obtained as a result of plastic deformation in 
tension, compression, and wire- and rod-forming processes, it is often sufficient to specify 
which crystallographic direction, or directions lie parallel to the principal stress axis or to the 
direction of flow. For sheet textures, an ideal orientation is given by specifying a 
crystallographic plane lying parallel to the plane of the sheet and a crystallographic direction 
parallel to a given (such as rolling) direction in the plane of the sheet. Similar descriptions are 
required for tube, shear, and torsion textures [14]. These descriptions of ideal textures are 
usually only approximate descriptions of the textures that develop in polycrystalline metals 
and it is more accurate to represent the texture in a manner that shows it as a statistical 
distribution of orientation. Such representations are the conventional pole figure and the 
inverse pole figure. 
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A pole figure is a stereographic projection of poles, a map showing the relative 
frequency of the lattice planes in different orientations [11], A pole in texture analysis is 
defined as a point that is a intersection between the stereographic projection unit sphere and 
the normal to a set of crystallographic planes originated from the center of the unit sphere. 
The pole figure is obtained when one specifies the poles of a specific crystal direction <hkl> 
with respect to the sample coordinates in a stereographic projection [14]. For FCC (face-
centered cubic) materials, the frequent used planes for pole figures are {200}, {111} or 
(220); and {200} and {110} planes are used for BCC (body-centered cubic) materials [15]. 
Here, the use of brackets includes all poles that are crystallographically equivalent to the 
indicated values. The conventional notation like (111) pole figure of the rolled sheet means 
that the poles of the {111} plane normals are specified in stereographic projection with 
respect to the sample coordinates, i.e., RD (rolling direction), TD (transverse direction), and 
ND (normal direction). The requirements of crystal symmetry are such that a particular 
orientation can be described by three {100} poles, four {111} poles, six {110} poles, twelve 
{hkO} poles or twenty-four {hkl} poles. In other words, for a fixed orientation of a crystallite, 
there are three equivalent directions normal to {100} poles and each will appear as a pole, 
etc. 
An inverse pole figure is essentially a pole figure with transformed axes: for an 
inverse pole figure the reference axes are the axes of the crystal and the orientations of the 
sample axes are plotted with respect to the crystal axes <001>, <010>, <100>. Thus, one can 
describe the orientation by specifying the poles of the sample coordinate system with respect 
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to those of the crystal coordinate system in stereographic projection. The conventional 
notation uses the poles of directions with X = RD, Y = TD, and Z = ND [15]. 
The theoretical methods of texture analysis originated from the problem of pole figure 
inversion, i.e., the calculation of the ODF (orientation distribution function) from 
experimentally available pole figures. The ODF is defined as the probability of a crystallite 
having an orientation described by the Euler angles (0,xg,(j)). The mathematical methods of 
pole figure inversion have reached a certain maturity in the last two (2) decades by providing 
methods to calculate complete, ghost-corrected ODF's with an accuracy of a few percent [16-
22]. 
There are many forms of mathematical representation of the textures. Basically, the 
mathematical representations of the orientation distribution function can be classified as 
series expansion representations and non-series expansion representations. The most widely 
used representation of the orientation distribution function is the series expansion method. 
There are two equivalent series expansion representations of the orientation function, i.e., 
Roe's method and Bunge's method. 
In Roe's method, the crystallite orientation distribution function, w(%, \/, (])), which 
expresses the probability per unit of solid angle of a crystallite having an orientation 
described by the Euler angles (8,i|f,(|)) (see Section 2.4.2 for the definition of the Euler angles 
in detail), can be represented by [23] 
*(&(/,*>) = ]C z z WLZfm. (#) exp(-;'m (/) exp(-m^) (1.12) 
f=0 tn=—l n——l 
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where %=cos(8). Here the Zunn are generalized Legendre functions, and the expansion 
coefficients, Wwn, are known as orientation distribution coefficients (ODCs). 
In Bunge's notation [15], the orientation distribution function, f((pi,0,(p2), is 
expressed as: 
f((Pi,@,(P2)=]C %]crexp(fmpz)fr(<&)exp(m#) (1.13) 
1=0 m—-t n=-P. 
where (0) are certain generalizations of the associated Legendre functions, and cT" are 
the ODCs. 
Roe's method and Bunge's method are related by: 
8=(pi-%/2 (1.14) 
Y=@ (1.15) 
(|*=(P2 + n/2 (1.16) 
J2/ 4- 1 —r-fT(^) (1.17) 
i 
Wfmn — ^ C7"'"" (1.18) 8^ \ 2^ + 1 
In particular, it is true that for random orientation distribution, 
w(%, ly, 40=-^ (1.19) 
f((pi,0,(p2)=l (1.20) 
The number of ODCs for a complete description of the texture is theoretically infinite. 
However, owing to the symmetric requirements of the cubic system and the relative 
magnitude of ODCs, knowledge of only a few ODCs can predict many practically important 
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quantities. For example, when making predictions of plastic properties in steel, the analysis 
often can be truncated at the fourth order and still give rise to good first-order approximate 
values [24, 25], even though that higher order ODCs also contain useful information about 
the texture. In particular, the coefficient W400 sets the overall value of the average strain ratio, 
r (a measure of the relative values of strains that occur in the plane of the sheet and in the 
thickness of the sheet during plastic deformation); W42o controls the tendency to form two 
ears during deep drawing while W440 controls the tendency to form four ears. The ears can be 
visualized as the tops of the petals of a tulip [25]. 
Control of crystallographic texture, which strongly influences various forming 
operations, is an important aspect of the sheet metal production process. A first step in such 
control is sensing the texture that has been developed at various stages of the process. An 
effective method of measuring crystallographic texture in the production environment has 
been sought for decades. 
The vast majority of texture determinations are done using x-ray diffraction and 
neutron diffraction techniques. There are many other techniques to determine the textures, 
such as TEM, SEM, and optical techniques. The electron back-scattering diffraction (EBSD) 
technique is a new technique used to analyze orientation, crystal structure, and lattice strain 
[26]. Ultrasonic measurements provide an alternate approach which, although limited in the 
information that can be obtained, has the advantage of utilizing relatively simple, inexpensive 
instrumentation and sensing a volumetric average of the texture in a sheet with no need for 
sample removal [27-30]. 
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Recent theoretical developments have allowed a quantitative prediction of the effect 
of texture on ultrasonic velocities [15, 22, 29-32], By measuring the ultrasonic velocities, the 
ODCs of greatest practical interests can be obtained. However, the ultrasound propagation is 
also affected by impurities, grain boundaries, grain shapes, and other inhomogeneities [33, 
34]. Most work done so far is mainly at room temperature. To sense the texture changes 
during hot rolling of metals is a challenge for the texture analysis and NDE communities. 
There is a tremendous amount of literature on NDE techniques [35]. The relevant 
work used in this dissertation will be reviewed in the appropriate sections as needed. 
The microstructure characterization is also a conventional concern for metallurgists, 
materials scientists, and application engineers as well. Using ultrasonic NDE techniques to 
estimate parameters characterizing the microstructure is a new development [36, 37]. 
The previous research on texture and microstructure in aluminum alloys was mainly 
focused on the texture and microstructure characterization at the room temperature [28, 33, 
34]. This dissertation is concerned with extending the work to high temperature. 
1.7 Organization of this dissertation 
This dissertation is divided into nine (9) chapters. Chapter 1 introduces the generic 
control diagram for materials processing with NDE. The example investigated is the control 
of the hot rolling process of the aluminum alloy. Ultrasonic velocities are used to obtain in-
situ texture information and microstructure information is obtained through the 
measurements of ultrasonic velocities and attenuation. 
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Chapter 2 presents the principles and application of the ultrasonic NDE techniques. 
Two parameters of ultrasound NDE techniques that are heavily used to investigate the 
materials properties are ultrasonic velocity and attenuation. The experimental know-how of 
the ultrasonic velocity and attenuation measurements are introduced in this chapter. In 
additions, orientation imaging microscopy (OIM) and electro-magnetic acoustic transducer 
(EMAT) specific features are also described. 
Chapter 3 deals with texture, putting emphasis on the texture description parameters 
and their relationship with the ultrasonic velocities. A new algorithm is proposed to calculate 
ODCs from ultrasonic velocity measurements. OIM technique is used to verify the ultrasonic 
texture measurements. A novel algorithm, pattern recognition, is introduced with software 
implemented in MATLAB to analyze the OIM data, and to obtain critical ODC parameters. 
In addition, a new model is proposed to infer recrystallization information from ultrasonic 
NDE measurements. 
Chapter 4 discusses the microstructure characterization techniques and standards. The 
software is developed based on ASTM standard El 12. Stanke and Kino's [38] unified theory 
is used to correlate ultrasonic attenuation with the grain size, and software developed. 
Chapter 5 deals with recrystallization issues. It provides the foundation for the 
recrystallization simulation model proposed in Chapter 2. 
In Chapter 6, a new prototype of "High Temperature EMAT Measurement System" is 
introduced. This system could be used to sense the high temperature texture in-situ. Some 
experimental difficulties and preliminary test results will be presented in this Chapter. 
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Chapter 7, which is the most extensive, presents the new results obtained in the 
course of this dissertation study. This chapter includes the static texture measurements by 
ultrasonic NDE and OIM which verifies the ultrasonic NDE results of the texture, and the 
dynamic texture measurements by NDE. It also presents the microstructure results by OIM, 
ultrasonic NDE, and the conventional metallurgical analysis. In additions, it includes the 
preliminary test results from the High Temperature EMAT Measurement System. 
Chapter 8 presents experimental results about the anisotropy of mechanical properties 
inINCONEL718. 
The dissertation ends with conclusion and suggested directions of future work in 
Chapter 9. 
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CHAPTER 2 ULTRASONIC NONDESTRUCTIVE EVALUATION 
2.1 Introduction 
In Figure 1.2, the materials processing control strategy concept with NDE techniques 
involved was introduced from a general perspective. To implement this concept into a 
specific novel technique, problem specific details must be discussed. This will be done in this 
and the following three chapters. 
As mentioned before, for the NDE community, the function F3, relationships LI and 
L2, are of great interest. The function F2 is also needed as provided by materials scientists. 
Figure 2.1 below details further the NDE part in Figure 1.2. For the case studied, the 
objective is the aluminum alloy with ideal performance during deep drawing, i.e., high 
productivity and low cost. The objective could be described in the short term as no earing 
during deep drawing process for the can production. The objective is further transformed into 
Expected Final Texture and Microstructure as shown in Figure 2.1 below, which is 
accomplished through the inverse function of F6. The Realized Final Texture and 
Microstructure may be different from the Expected Final Texture and Microstructure, and the 
difference among them is used to implement the controller, as it is discussed in Figure 1.2. 
The Internal State Variables include the microstructure, chemical composition, grain 
orientation, etc. The External Processing Variables refer to temperature, deformation, holding 
time (or strain rate), etc. The focus of this chapter is highlighted with red color. 
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Figure 2.1 NDE and materials processing control 
There are many NDE techniques to sense the Internal State Variables (microstructure, 
grain orientation, etc.). For a specific Internal State Variable, one NDE approach might be 
more appropriate than the other. On the other hand, for a given NDE technique, it is possible 
to obtain meaningful NDE data. The challenges here are the connections (LI) between NDE 
data and the Final State Variable, i.e., texture and microstructure, and the interactions (F3) 
between NDE signals and the Internal State Variables, i.e., microstructure, chemical 
composition, crystal structure, grain orientation, etc. 
This chapter mainly focuses on discussions of the principles of ultrasonic NDE and its 
data acquisition models. Ultrasonic NDE signal processing and interpretation practices will 
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also be presented with emphasis on techniques for measuring velocities and attenuation. 
OIM (Orientation Imaging Microscopy) technique will be introduced here, because OIM will 
be used in this dissertation to verify ultrasonic NDE data. 
In order to investigate the Al alloy samples at high temperature, the EMAT (Electro­
magnetic Acoustic Transmission) technique is briefly discussed at the end of this chapter. 
2.2 Basic concepts of NDE 
Materials are tested to determine their various properties. The basic properties of the 
materials can be classified as mechanical, physical, chemical, thermal, electromagnetic, and 
optical properties. Different properties will be tested by different techniques which can be 
grouped as mechanical tests, nondestructive tests, physical tests, chemical tests, electric tests, 
etc. 
Nondestructive tests have additional properties such that they examine materials and 
components in ways that do not harm the future usefulness and service of the components. 
They detect, locate, measure, and evaluate microstructures, discontinuities, defects, and other 
imperfections to assess integrity, properties, and composition, and to measure geometric 
characters, etc. There are two different but related techniques of nondestructive tests: 
nondestructive testing (NDT), and nondestructive evaluation (NDE). In NDT, one inspects 
the discontinuities of the components and judges them based on the conformity of their 
response with the specifications prescribed in chosen standards. NDE inspects the 
discontinuities of the components and evaluates the significance of these discontinuities in 
terms of structural integrity, expected performance, and reliability. For the case of flaws, this 
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might involve the determination of size, shape and orientation and the use of this information 
in models for the effects of evolution of defects, e.g., fracture mechanics. 
NDE technology is basically a " Hit and See" approach to inspection and evaluation 
of the object. The object being evaluated can be anything, such as the cars, airplanes, 
highways, bridges, boats, dams, buildings, computers, animals, human bodies, embryo, etc. 
The main idea in the "Hit and See" approach is: "Hit" the object being tested and 
"See" its response. Schematically, this approach can be illustrated in Figure 2.2 below, where 
X represents the " Hit Y is the response of the object being tested, and H is the internal 
mechanism which converts the external "Hit" into the external output. 
Generally speaking, the " Hit " can be heat, light, laser, x-ray, mechanical wave, 
magnetic field, mechanical force, etc. The output Y can be the same physical phenomena as 
the "Hit" X, but Y can also be totally different from X. As a matter of fact, the NDE 
techniques are classified as different categories based on the input physical phenomena. The 
most widely used NDE techniques in industries are ultrasound, eddy current, x-ray, 
Barkhausen noise, microwave, thermal wave, etc. 
X 
H 
(Object) 
Figure 2.2 NDE " Hit and See " approach 
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For any NDE technique to be useful in industry, there are generally two a priori 
assumptions: 
* The first assumption is that the input signal is well characterized and the output 
signal can be measured as accurate as needed; and 
• The second assumption is that all information needed is contained in the output Y 
as shown in Figure 2.2 above. 
The input and/or output should be measured with required accuracy. This requirement 
may not always be met. As far as the input signal is concerned, some NDE methods might be 
more consistent than others. To measure the output signal accurately could also be difficult in 
some cases, such as in-service characterization, where the environmental conditions are 
typically noisy. Thus, there are a tremendous number of NDE models to deal with the input 
signal characteristics of each NDE method, and the various techniques are practiced to 
improve the SNR (Signal to Noise Ratio) for the output NDE signals. 
Generally speaking, there are two aspects of NDE work: the measurement of the 
signals and the interpretation of these measured signals. 
Acquisition of NDE signals requires careful selection of the input parameters. The 
signals themselves are characterized by their SNR. The general approaches for signal 
acquisitions often utilize the state-of-the-art electronics. Figure 2.3 below shows a typical 
diagram for a signal acquisition system. A computer with specially designed software 
controls the entire data acquisition system. The special NDE data acquisition software could 
be developed in Visual C++, Visual Basic, LabView, FORTRAN, etc. The GPIB board 
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transports data between the pre processor and the computer. The DSP board converts the data 
from digital into analog forms or vice versa. 
The signals coming out the DSP board are used to control the signal generator and are 
amplified. Then, they are tuned in the impedance matchers in order to obtain maximum 
power from the transducer (transmitter). The received signals are pre-processed in order to 
improve SNR. 
Receiver 
Transmitter 
Received Signal 
Excited Signal 
Impedance 
Matcher 
GPIB Board 
Object 
Being 
Tested 
Signal Generator 
and Amplifier 
Computer 
Pre-processor DSP Board or 
A/D 
Converter 
D/A 
Converter 
Figure 2.3 Schematic diagram for NDE signal acquisition system 
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Interpretation of the signals can be a challenging task. It needs sound understanding of 
the physical phenomena involved in the NDE techniques. It also depends on the objectives of 
the NDE work. The objectives of NDE can be any one or any combinations of the following: 
• Flaw detection and evaluation 
• Leak detection and evaluation 
• Metrology (measurement of dimension) and evaluation 
• Flaw location determination and evaluation 
• Structure or microstructure characterization 
• Estimation of mechanical or physical properties 
• Stress (strain) and dynamic response determination. 
In terms of the tasks to be performed, there are two kinds of problems in NDE: 
forward problems and inverse problems. In the forward problems, one knows the input X 
and the interaction between the input X and the object being tested, i.e., H. The objective of 
the forward problems is to estimate the output Y. In the inverse problems, one knows X and 
Y. The objective of this category of problems is to infer information about H. 
NDE is a full spectrum technology [39]. In this dissertation, only ultrasonic NDE 
technique will be discussed in details. However, some other related techniques, i.e., OIM to 
characterize the microstructure and EMAT's to excite and detect the ultrasonic waves at 
elevated temperature, are also reviewed briefly. 
The representation of the signals is also a very important step in their interpretation. 
Signal processing and transformation are powerful tools to extract meaningful features from 
the signals. This dissertation will also discuss briefly the signal processing techniques. 
32 
2.3 Ultrasonic NDE principles 
Ultrasonic NDE is based on the elasticity and elastic wave propagation theory. Thus, 
it is necessary to introduce the basic theory of elastic wave first. Then, various practical 
ultrasonic models will be presented. 
2.3.1 Elastic waves 
Assuming that the stress and strain are always in phase, then, the general form of 
Hooke's law can be expressed as [40]: 
+^12^ +^3^= +^4^ +^5^ +^6^, 
(fyy " Czifn + ^24^)% ^25^1 + ^26 ^ ry 
®zz = C31£xx +C32 £yy + C33fzz + C34£yz + C35£zjc + C36£xy (2.1) 
^ = ^41^» +Q3^z + ^ 44^: +^45% 
= ^51^r +^32 + ^54^z + ^ 55^c + 
^ +^62^ +^63^z +^64^z +^65^c +^66^, 
The nine components of stress are denoted by , cr^, cr^, etc., where the first 
letter in the suffix denoting the direction of the force and the second letter defining the plane 
on which it is acting. The equilibrium conditions require: 
iy = y, ' (2 2) 
The six components of strain are denoted by 6^, , 6^, 6^,, etc. which are related to 
the displacements, u, v, w in x, y, and z directions, respectively, by: 
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d u  S v d w  
^ W <9 V <9 W <?V <?M 
^"77"^7? ^"71^77' ^"77^77 
The thirty-six coefficients in Equation (2.1) are the elastic constants of the materials. 
For isotropic solid, the following relationship holds: 
Cl2 = Cn = ^ = C32 = A 
C44 — C55 = C66 = A (2-4) 
C,1 =(-'22 =Cg3 = A + 2// 
where X and g are the Lame's constants (|i is also known as the shear modulus). All other 
constants vanish. The Lame's constant A, and the shear modulus (I are related to the Young's 
modulus E, Poisson's ratio v, and the bulk modulus k by: 
//(3A + 2/Z) E = • 
A  +  / j  
V = W^M) (2'5) 
A 4- 2/z K = —-— 
The governing equations for the elastic waves are expressed as: 
jp-z-y = (A + 2//)gr%%fA - 2//cwrZâ) (2.6) 
<7 f 
where 
ï = w; + v/ + wt (2.7) 
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A  —  d i v s = — — + ^—- + —— (2.8) 
<7% <7 y <7Z 
grad V - ——i+——j + —r— k (2.9) 
c/x (/z 
â) = —cwrf f (2.10) 
<9w (?v _ <9w v <^w -
c u r l 3  =  ( j ^ - — ) i  +(—-—),•+(—-—)* (2.11) 
The solutions to the elastic wave governing equation will give us the relationships 
among the wave velocities, wave attenuation, and the elastic constants of the materials, which 
is what is needed to develop ultrasound NDE. However, the general analytical solution to 
these wave equations is not available. 
As a simple example, consider the one dimensional wave equation for a fluid where a 
viscous damping term is included, i.e., we have [41]: 
<9 AT p 1 
= 0 (2.12) 
where K is a damping term and c,- is the wave speed (without damping) of the fluid. 
Assuming the pressure p is characterized by an exponentially damped harmonic plane 
wave propagating in the positive z-direction: 
p = exp(-oz) exp(;&z - id*) (2.13) 
where a is the attenuation term which is a function of frequency, and k is the wave number. 
& = —= ^-^- (2.14) 
c c 
where c is the wave velocity with damping, and f is the frequency of the wave. 
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Substituting Equation (2.13) into Equation (2.12), we have: 
o c 1 — k 2 = — —y, 2 e x  k  =  K ~ r  (2.15) 
or 
Cy Cy 
where c, is the wave speed (without damping) of the liquid. 
For a real positive value of K, we have: 
Then, we obtain the frequency dependent wave speed c as: 
V2c, 
1 + J1 + 
(2.16) 
(2.17) 
(2.18) 
The attenuation term a is also frequency dependent, even when the damping term K is 
constant: 
a = 
Vi, 
(2.19) 
When the damping term K is small, as would typically be the case in many NDE 
applications, Equations (2.18) and (2.19) simply reduce to: 
(2.20) 
AT 
2 c, (2.21) 
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For water, the typical approximation of attenuation is expressed as: 
e = 25.3xl(r'S/z jVp/m (2.22) 
where the frequency f is in Hz, and Np (neper ) is a dimensionless quantity. 
The solution to the one-dimensional wave equation is significant in terms of revealing 
the relationship among the wave speed, attenuation, and their frequent dependency. 
2.3.2 Ultrasonic nondestructive evaluation measurement systems 
Ultrasound has been used in a wide spectrum of applications ranging from medical 
imaging to metal cutting and part cleaning, welding, distance measuring, etc. [42]. Ultrasonic 
NDE invol ves the use of high frequency acoustic/elastic waves to evaluate components 
without affecting their integrity or performance. The linear time-invariant (LTI) characteristic 
is assumed for ultrasonic NDE systems for most cases. It is also assumed that the properties 
of the materials to be investigated are frequency dependent [43]. 
The LTI system can be schematically shown in Figure 2.4 below. It is widely assumed 
that the input signal, i(t), is fully characterized, and that the output signal, o(t), is measured 
as precisely as needed. The signals in time and frequency domain representations are related 
by Fourier transformation: 
(2.23) 
&(,)= |#(/)f^4f (2.24) 
where h(t) is the signal in time domain, and H(f) is the signal in frequency domain. 
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Input Output Input Output 
i(t) , h(t) ^p(t) %f) , H(f) Q(f) 
(a) Time Domain (b) Frequency Domain 
Figure 2.4 Linear time-invariant system 
The transformation of the signals from time domain to frequency domain, as 
expressed in Equation 2.23, is the famous Fourier transform, i.e., FT. The inverse process, as 
shown in Equation 2.24, is the inverse FT. 
The interaction between the input signal, i(t), and the object to be tested is 
characterized by the impulse response, h(t). The frequency domain representation of the 
impulse response, h(t), is called the transfer function, H(f). 
Therefore, there are basically two kinds of parameters that can be used for materials 
characterization: (1) parameters of the output signal, and (2) parameters of the transfer 
function that represents the effects of the material on the input signal. The parameters of the 
first kind can be measured directly by the modern ultrasonic measurement system. The 
parameters of the second kind can be measured by the following schemes shown in Figure 
2.5. For the direct scheme (see Figure 2.5(a)), the transfer function H(f) is calculated by: 
For the reference scheme (see Figure 2.5(b)), the reference materials (such as a 
sample of a fused quartz with a well-defined geometry) have a known transfer function and a 
readily measurable output signal. Thus, the transfer function can be calculated by: 
(2.25) 
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W) 
®known ) 
W) = _ (2.26) 
The parameters widely used in ultrasonic NDE are: intensity, velocity, attenuation, 
phase, etc., and their dependence on frequency. 
1(f) H(f) 0(f) 
Kf) H(f) 0(f) 
Kf) Hknown(f) Oknown(f) 
(a) Direct Scheme (b) Reference Scheme 
Figure 2.5 Transfer function measurement schemes 
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Figure 2.6 Pulse-echo ultrasonic NDE system 
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The elements of a modern pulse-echo ultrasonic NDE system can be shown in Figure 
2.6 above [41]. The ultrasound signal (pulse) is transmitted into the sample through the 
ultrasonic transducer (transmitter). The ultrasonic signal is reflected from the defect within 
the sample, and detected by the ultrasound detector (receiver). The received signal is shown 
in the oscilloscope, where the signal is digitized and transported to the computer. 
A large amount of software has been developed in the NDE community to control the 
moving operation of the transducers (A-scan, B-scan, etc.), sampling and digitizing the NDE 
signal, signal processing and imaging, etc. Generally, these software products are GUI 
(graphic user interface) based, user-friendly programs. They arc easy to use. However, 
understanding the basic concepts of signal processing is helpful to maintain the software. 
2.3.3 Ultrasonic NDE signal processing for determination of velocity 
The simple setup of the pulse-echo ultrasonic NDE system as shown in Figure 2.6 has 
one difficulty: coupling between the transducers and the sample. To solve this problem, the 
modern ultrasonic NDE measurement systems often use the immersion-testing configuration, 
(see the following Figure 2.7). It is also assumed that the ultrasonic NDE system is an LTI 
system. 
Because of the LTI system assumption, the output voltage V„ is related to the input 
voltage V, by the following model in the frequency domain: 
= #(#).%2 WQ (w)7^ (w) A(w)?; (w)C, (w)M(#) P(w)X, (w)g(a))V, (w) 
=y9(o))Q (w)^ (w) A(w)?; (w)C, (w) M(w)f (a) (2.27) 
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Figure 2.7 An ultrasonic NDE immersion testing configuration 
where R(m) is the receiver response, XiCoo) is the receiving transducer response, €2(00) 
describes the effects of diffraction as the wave passes through the water from the sample to 
the receiving transducer, T^ù)) is the response of the interface between the water and the 
receiving transducer, A(co) is the flaw response. Ti(co) is the response of the interface 
between the water and the transmitting transducer, Ci(co) describes the effects of diffraction 
as the wave passes through the water from the transmitting transducer to the sample, M(co) is 
the attenuation response of the water pass and the sample, P((o) is the propagation delay 
response of the elastic wave propagating from the transmitting transducer to the receiving 
transducer, Xi(oo) is the transmitting transducer response, and B(oo) is the puiser response. 
The efficiency factor P(oo) is: 
/%#) = (w)X, (2.28) 
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Using the above model, the specific parameters can be measured as needed. For 
example, the ultrasonic velocity can be measured by measuring the transit time, At, between 
two succeeding back-wall echoes: 
K = ^  (2.29) 
Af 
where S is the thickness of the sample. 
For the particular data shown in Figure 2.8 below, the Aluminum sample and 10 MHz 
longitudinal wave transducer were used. The transit time At = 4.733 p,s, S = 1.4765 cm, so 
the velocity V = 2*1.4765/4.733 = 0.62392 cm/ps = 6239.2 m/s. 
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Figure 2.8 Velocity measurement (Aluminum sample with 1.4765cm thickness) 
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However, the ultrasonic velocity is attenuation and frequency dependent as is shown 
in Equation (2.18) for a simple case. Therefore, to measure the ultrasonic velocities when the 
attenuation is high such as at elevated temperature, the attenuation dependence of the 
ultrasonic velocities should be taken into account. 
2.3.4 Ultrasonic NDE signal processing for determination of attenuation 
Ultrasonic velocity and attenuation are the two most used parameters for materials 
characterization. The attenuation coefficient, a { f ) , can be measured by the following 
technique. Assuming that the transducer face motion is a spatially uniform velocity, v0(t), 
over the face of the transducer whose frequency components, vo((0), are proportional to the 
frequency components of the input voltage, Vj(co), so that 
where j B t  {(d) is a frequency dependent input proportionality factor, and p x  and c , are the 
density and wave speed of the fluid (water) surrounding the transducer, respectively. 
Using the same assumption, during the reception process the measured frequency 
components of the output voltage, V * (6?), are proportional to the frequency components of 
the spatially averaged pressure received, (#), defined as; 
(a) =#(#)%(#) (2.30) 
(A)) = IT jp(a,#)<#(%) (2.31) 
= P.«(^)exp(-Z^) (2.32) 
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where p(x,  (û)  is the pressure on the transducer face, and Sf is the area of the transducer face. 
Pave (<y) is the "ideal" received pressure that would be obtained if the waves travel in a 
completely ideal (non-attenuating) media, a, and d, are the attenuation coefficients and 
corresponding path lengths followed by the waves in the ith medium while traveling from the 
transmitter to the receiver. 
Thus, the frequency components of the measured output voltage, V"'  (a>) , can be 
expressed as: 
(a?) = ^ (a?) exp(-]T o; ) (2.33) 
1=1 
=A^) exp(-Z^(^M,) (2.34) 
i=i 
where the "efficiency " factor (3(co) is defined as 
/?(#) = ^ (G))^ (w)% (a) (2.35) 
For a circular transducer, of radius a, oriented normal to the plane faces of a block of 
material, (see Figure 2.9 below), the front surface and the first back surface responses are 
^ (w) and ^ (w), respectively, which in normal incident can be expressed as [41]: 
& 
pLm = AS,"Aï" (0" )exp(2ftp,dl )D, (^L-) (2.36) 
p!(®) = As,v„r,r'(0"(0*)r»«r)exP(2ik r Id,  + 2ik r ,d ,)dp  (&g-) (2.37) 
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Figure 2.9 Attenuation measurement setup 
where Dp(x) is the diffraction correction term, defined as: 
= 1 - exp(ix)[ ( x) - i/; (x)] (2.38) 
where Jo(x) and Ji(x) are the zeroth and first order Bessel functions of the first kind, 
respectively. And D is deGned as: 
D =d, + - P  2 
'pi 
(2.39) 
The transmission and reflection coefficients can be expressed in terms of 
stress/pressure (for T£1' ) ratio, pressure/pressure (for , R£'' ) ratio, and pressure/stress 
ratio (for 7^^), which are defined as: 
= -a,7 
(2.40) 
(2.41) 
In the normal incident, 8pi = 0, and the other angles can be calculated by (see Figure 
2.10 below): 
45 
sin%, sin ^  sin ^  
= 0 
-pi  'P2 
(2.42) 
2^c^cos(^)cos(%) _ 
I 12 ~  
A^,A PlCp\ +  PlCp2 
(2.43) 
À = Aj + A2 = 1 + 
A, = cos(^) =1 
p i 
%2COS(^J 
/),C Pi 
cos^(2# ,) + c^sin(2^)sin(2<9 J 
°U 
Pi cpi 
(2.44) 
(2.45) 
(2.46) 
Medium 1: Fluid (pi, c,,i) 
Incident Pressure Wave Reflected Pressure Wave 
Medium 2 
Solid(pz,Cp2, C,2 ) 
8p2 Transmitted Pressure Wave 
8,2^ Transmitted Shear Wave 
Figure 2.10 Reflection and refraction of a plane pressure wave obliquely incident on a fluid 
solid interface 
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TP- .P  ACpl COS^p2) T p- p  _ P\ C p\  T p-p  
12i ~~ 77TT 12 — 12 Ac^cos(^^) AS: 
(2.47) 
where pi is the density of the fluid, p2 is the density of the sample, epl is the pressure wave 
speed of the fluid, Cp2 is the pressure wave speed of the sample, Qa is the shear wave speed of 
the sample. 
The wave number kpi is defined as: 
Therefore, the received voltages for the front surface and the first back surface 
responses are: 
where aA is the attenuation coefficient of the water (fluid), and % is the attenuation 
coefficient of the sample. 
The attenuation coefficient of the sample can be obtained by simply dividing the 
magnitudes of the back and front surface responses: 
(2.49) 
(2.50) 
(2.51) 
where 
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F(w)=y/ (o;)^^" m" (o°)^r (030^ (^-) (2.52) 
5(A)) = (w)^" (0" )D, (-^-) (2.53) 
Assume that the densities and ultrasonic wave speeds of the water and the sample are 
known, and that the water path and the thickness of the sample are measured, then, the 
transmission and reflection coefficients can be calculated, as well as the diffraction correction 
coefficient. For the normally incident pressure wave, one does not need the shear wave speed 
to calculate the above-mentioned coefficients. After receiving the front and the first back 
surface signal, one must perform the Fourier transform operation to obtain the frequency 
domain representation of the signals, that is, V^(w) and (a?), and the attenuation 
coefficient of the sample can be obtained by Equation (2.51). 
For example, a stainless steel sample was tested with a 10 MHz longitudinal plane 
wave transducer. Figure 2.11 below presents the signals. Figure 2.12 shows the front surface 
echo and the zero crossing point (to measure the transit time) in detail. The thickness of the 
sample is 9.784mm, the velocity of the sample is 5616.5 m/s, and the density of the sample is 
7.9 g / cm\ The water path is 2.3855 cm, the wave speed of the water is 1487.5 m/s, and the 
density of water is 1 g / cm\ The Fourier transforms of the front surface echo and the first 
back surface echo are shown in Figure 2.13 below. The attenuation coefficients of the sample 
as a function of frequency are shown in Figure 2.14 below. 
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Figure 2.11 Stainless steel attenuated signals 
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Figure 2.12 The front surface echo and the zero crossing point 
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Figure 2.13 Fourier transform of the front surface echo and the first back surface echo 
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Figure 2.14 Attenuation of the stainless steel (a 10 MHz plane wave transducer) 
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During the data acquisition process, the direct current (DC) component should be 
corrected. For example, Figure 2.15 below shows the fifth back surface echoes with and 
without DC correction, and Figure 2.16 below shows the correspondent Fourier transforms. It 
is obvious that after the DC correction, the Fourier transform magnitude curve is smoother 
than that of the signal without DC correction. 
Notice that the attenuation coefficients can be obtained by using different combinations 
of the front surface echo and back surface echoes, such as the front surface/first back surface 
echoes, first/second back surface echoes, etc. There are many codes based on different 
schemes that are currently used in ultrasonic NDE fields. Based on our experience, using only 
the back surface echoes will give more consistent results in wider frequency band than that of 
the front/back surface echo combination. 
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Figure 2.15 The fifth back surface echoes with and without DC correction 
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2.3.5 Ultrasonic NDE signal interpretation 
Ultrasonic NDE signal interpretation requires sound background in ultrasonic NDE 
techniques, and it also depends on the objectives of the NDE work. In this dissertation, the 
monitoring of the recrystallization texture and microstructure developments in aluminum 
alloys during the hot rolling process are the main tasks. Thus, the ultrasonic velocities and 
attenuation parameters are used to characterize the ultrasonic NDE signals. The ultrasonic 
velocities are related to the elastic constants of the materials, which are correlated to the 
texture parameters called the orientation distribution coefficients (ODCs). The detailed 
discussion of the relationship between the ultrasonic velocities and the ODCs will be 
detained in Chapter 3.The ultrasonic attenuation coefficient is an indicator of grain size. This 
topic will be presented in Chapter 4. 
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2.4 Orientation imaging microscopy (OIM) 
As noted above, here background is provided on a technique used to independently 
verify ultrasonic data. It will be used to measure the texture and grain size in the transfer 
gauge aluminum (see Figure 1.4) at ambient temperature. The raw data from OIM 
measurements will be used to verify the pattern recognition techniques in Section 3.6. 
2.4.1 Introduction 
When a focused beam of electrons enters a crystalline material, a shower of 
backscattered electrons emanate in all directions within a small interaction volume (« 0.2 jam 
in diameter). The energy of these electrons is reduced slightly from its initial value. Some of 
these electrons backscatter through the surface, where the flux patterns they form clearly 
mark bands of electrons diffracted from planes in the crystal lattice. The bands formed are 
referred to as backscatter Kikuchi patterns. The observation of backscatter Kikuchi patterns 
(or electron back-scatter diffracted pattern, i.e., EBSP) was reported in 1954 [26]. There are 
many applications that make use of EBSP phenomena [44-49]. The main parameters obtained 
from EBSP analysis are the orientation of a crystal in the form of three Euler angles. 
A completely automated technique termed "Orientation Imaging Microscopy (OIM)" 
[44] provides a practical means for coupling the orientational aspects of microstructure with 
the morphological aspects in a quantitative and statistically reliable manner. 
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2.4.2 Euler angles 
When we fix the sample coordinate system, o-xyz, the crystal orientation can be determined 
by three Euler angles (<|>0cp). Figure 2.17 below shows the definition of Euler angles. 
Typically, in the sample coordinate system, x represents the rolling direction, y represents the 
transverse direction, and z represents the normal direction. The crystal coordinate system is 
denoted as o-XYZ. The first two Euler angles, <|> and 0, determine the orientation of Z-axis 
with respect to the sample coordinate system. The first Euler angle <|> is the rotation around Z-
axis. The second Euler angle 0 is the rotation around Y-axis after the first rotation. The third 
Euler angle \|/ is rotated around Z-axis again after the first two rotations. If rotation matrices 
which are derived from the Euler angles, as defined by Burge [15], are used to describe lattice 
orientations, then, the misorientation, which is used in OIM for indexing, between two points 
of orientations g, and g2 is given by 
z 
Normal Direction 
Transverse Direction y 
.olling-EHrection 
Figure 2.17 Orientation (Euler angles) 
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Ag = gzgf (2.54) 
where T denotes the transpose. Ag is then the rotation required to bring the crystal lattice at 
point 1 into coincidence with the lattice at point 2. 
The disorientation can also be described in terms of an angle and axis of rotation. 
Because of crystallographic symmetry many equivalent axis-angle pairs exist. 
The minimum misorientation angle, co, can be derived from the misorientation matrix 
by: 
1 
COS <2? = max (trace L.Ag -1) (2.55) 
where Lj is one of J elements of the crystallographic symmetry group. This expression 
assumes that the crystal lattice at point 1 has the same symmetry as the lattice at point 2. 
2.4.3 A typical Kikuchi pattern 
A typical Kikuchi pattern is shown in Figure 2.18 below [49]. Generally, Kikuchi 
patterns consist of spots, bands, and lines, etc. 
M 
Kikuchi Lines (Bands) 
Figure 2.18 A typical Kikuchi pattern 
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When baekscattered electrons pass through a crystal, they interact with its atomic 
planes. Because of the point nature of the electron source, the electrons may interact with 
either the "top" or the "bottom" of the planes. There are then two diffracting conditions for 
each plane leading to two lines in the pattern for each plane. Thus, Kikuchi lines are 
practically bands with some width. 
Since the Kikuchi lines are subtle intensity features on a background field, high-
quality images require flat field intensity correction. This procedure removes the non-uniform 
background intensity, which increases the SNR (signal-to-noise ratio (contrast)). This 
processing ultimately permits easier feature recognition both visually and via software. 
There are many commercial software products available for Kikuchi pattern image 
processing and automated indexing. 
2.4.4 OIM system 
Figure 2.19 below shows schematically the OIM hardware configuration [45-46]. 
In order to attain high quality EBSPs, an intensified silicon, integrated target (ISIT) 
fiber optic camera is used to record video images at TV rates. Fiber optics removes 
distortions present in conventional camera lenses. The video images are processed by the 
camera control unit. The control unit is capable of averaging video images (up to 128 images) 
and subtracting a background image. A background image is obtained from a large number of 
grains when the SEM (scanning electron microscopy) is in scanning mode. The sample 
holder is fixed on a piezoelectric x-y stage, which is mounted at 70° to the horizontal in the 
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Figure 2.19 A schematic diagram of OIM 
SEM vacuum chamber. The sample surface lies in the concentric plane so that it remains in 
focus with translations of the stage. The stage is capable of making 0.1 jam steps and the total 
range of travel is about 27 mm x 26 mm. The reproducibility over the entire range of travel is 
about 0.25 pm. The camera control unit and the stage control unit are interfaced to a 
computer; thus, the computer becomes the central control unit for both the stage and the 
video camera unit. The computer has a frame capture board installed to capture the video 
images as transmitted by the camera control unit. 
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2.4.5 Image processing 
Background noise can be subtracted out of a pattern using the following formulation: 
C(x,y) = - a(a,y) (2.56) 
where I(x, y) is the gray level of the pixel at point (x, y) in the pattern, B(x, y) is the pixel 
value in the background image, and C(x, y) represents the pixel value at (x, y) in the 
processed image. 
Generally the images represented in digital forms are limited in the gray levels of 
0-255 [50]. Thus, the image should be scaled into this range first by the following 
formulation: 
C(x,y)  = mC(x,y)  + b (2.57) 
where C(x,y)  is the scaled image and 
255 
m = ———T" 6 = (2.58) 
^max mill 
where Cmax represents the maximum value in the image C(x, y) and Cmin is the minimum 
value in the image C(x, y). 
The scaled image is further smoothed and reduced by: 
1 3 0 _ 
j4(a,y) = 7% HZ ^ f + + ;) (2.59) 
to ;=o /=o 
where A(x, y) is the reduced image. 
By using the following directional derivative templates Sx and Sy, the gradient 
information is obtained: 
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-1 o r " i 2 r 
= 
- 2  0  2  = 0  0  0  (2.60) 
-1 0 1 — 1 — 2 — 1 
The derivatives in the horizontal (x) and vertical (y) directions, i.e., Gx and Gy 
respectively, are calculated by 
G, (^,y) = ^ * (2.61) 
G^, (a, y) = ^ * ^ (x,}<) (2.62) 
where the symbol * represents discrete convolution as the following: 
i i 
G, (a,;;) = (U) 
i--l j--\ 
I 1 
G^ (x, y) = Z Z ^  (', V) 
1=-1 ,/=-l 
(2.63) 
(2.64) 
The angle o(x, y) and magnitude M(x, y) of the gradient at location (x, y) in A(x, y) 
are then given by: 
G/x,}') 
0(x,y)  = tan 1 (2.65) 
M(%,y) = J(G,(;,y)): +(G/x,y))' (2.66) 
Using the gradient information, one can easily detect the edges within the images. The 
edges are characterized by their end points and their Hough parameters (see the following 
Figure 2.20) which is defined as 
p = x cos# + y sin# (2.67) 
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2.4.6 Orientation calculation 
Using the edge and band information, the orientation can be calculated [44-49]. 
Figure 2.21 shows the diffraction setup. 
y 
Figure 2.20 Definition of Hough parameters 
Electrons 
Plane 1 
Sample 
Plane 2 
Screen 
Figure 2.21 Schematic diagram of diffraction setup 
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A collimated electron beam strikes the sample at an angle of 70 degree from the 
specimen normal. As the electrons penetrate the material, they are backscattered by atomic 
planes satisfying the Bragg's condition [12]. Backscattered electrons collide with a phosphor 
screen mounted in the SEM chamber (see Figure 2.19 above). This creates EBSPs that are 
captured by IS IT video camera and digitized into the computer. The EBSPs consist of 
diffraction bands that represent lattice planes. Intersections of these bands correspond to zone 
axes. 
The inter-planar angle, y, between two atomic planes in FCC (face centered cubic) 
symmetry is simply the inverse cosine of the normalized dot product of their Miller indices 
{hkl}: 
cos/ = (2.68) 
- jh2 y  +kl +i\  + k\  +1\ 
This angle can also be calculated from the bands as they appear on the diffraction 
screen. First, calculate unit plane normal vectors, nv and n2, in the specimen frame (o-xyz in 
Figure 2.17): 
.  ÔPxÔg .  ÔâxÔ^ 
n.  =t=—=r and n7  =j=—=r (2.69) 
of  xod oa x od 
The interplanar angle between the two planes producing the two diffraction bands is 
given by: 
cos7 = |/z, x «2| (2.70) 
Construct a new orthonormal frame, defined relative to the sample frame: 
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A A A /îj X /?2 A A A 
=n—TT^3 =^lX^2 (2.71) 
In, x n2 
Relative to the crystal frame (o-XYZ in Figure 2.16), the new frame is defined by: 
(2.72) 
Determine two sets of direction cosines according to: 
(2.73) 
where e- are the sample frame unit vectors along x, y, z axis, respectively (Einstein's 
notation is used here). 
The direction cosines that specify lattice orientation are then defined by: 
The value gy thus represents the rotation required to bring the macroscopic or sample 
coordinate system into coincidence with the lattice. 
2.4.7 Applications of OIM technique 
The raw data from OIM measurements are the orientations of each location. The OIM 
system is capable of measuring approximately 1800 orientations per hour without any 
operator intervention. Analyzing these data, one can obtain other useful information. 
One application of OIM is to measure microtexture and misorientation in the grain 
boundaries [26, 51]. One can also obtain microstructure image and grain size from OIM 
results [47, 51]. 
(2.74) 
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There are other applications. One may use OIM data to analyze the fatigue damage 
that is reported by Fukuoka [52]. 
The texture analysis and grain image results from OIM measurements will be 
presented in relevant chapters in this dissertation. 
2.5 Electromagnetic acoustic transducer (EMAT) 
Generally, the piezoelectric effect is used to generate ultrasound [53]. However, the 
ultrasound produced by the piezoelectric transducer needs a coupling material to transmit the 
ultrasound into the sample, or the longitudinal wave generated by the piezoelectric effect can 
be coupled into the sample by using a water tank. In order to develop non-contact ultrasonic 
NDE, an other physical effect should be used. 
For EMAT, a direct current (DC) (or a permanent magnet) and an alternate current 
(AC) are used together. The AC component generates a magnetic field with specific 
frequency, f. The eddy current within the conductive materials is induced by the AC 
component. The Lorentz force, F, is produced within the sample due to the existence of the 
DC component [54]. The Lorentz force will generate ultrasound in the sample. Waves can be 
detected by reciprocal processes. The review by Thompson [55] gave out more details about 
the mechanism about EMAT. 
The main advantage of EMAT is that it is non-contact. Thus, it is feasible to sense 
texture development during the hot rolling process. 
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CHAPTER 3 TEXTURE 
3.1 Introduction 
The texture is one of the objectives mentioned in Figure 2.1. To produce the materials 
with pre designed texture, one needs to characterize the texture. In the frame of Figure 1.2, 
the function F3 is of great interest for NDE applications. However, the relationship between 
NDE data and the texture, LI, is critical for the NDE technique to be applicable to monitor 
the material texture change during material processing. As mentioned in Chapter 1, The 
relationship, LI, can be expressed in functional format as: 
x3 = Ll(y2) = F2{F3'(y2,yl)) (1.8) 
Generally, it is assumed that the NDE input data yl is known or can be measured 
precisely. Thus, LI can be inferred from function F2 and F3. It is conventional to ask 
materials scientists to provide the function F2, and F3 is provided by NDE experts. However, 
it is possible to obtain direct relationship of LI from NDE measurements in some 
applications, and it will be presented in this chapter. 
Figure 3.1 below shows the NDE technique and the texture. The relationship, LI, 
should be verified by other texture characterization techniques. This chapter will discuss both 
the conventional techniques and some new methods of texture characterization. 
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Figure 3.1 NDE and texture 
Texture is the non-random distribution of the individual grains in polycrystalline 
aggregates, such as the common metals of industrial practice. The study of texture, or 
"preferred orientation" is a mature subject area spanning many decades. The first pole figure 
was published in 1924 [56] and was obtained by X-ray diffraction technique. Today X-ray 
diffraction remains the most widely used technique for texture measurement, with some 
contributions appearing in recent years from neutron diffraction methods. The most recently 
developed scanning electron microscopy (SEM) based diffraction technique is electron back-
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scatter diffraction (EBSD) which can be used to obtain microtexture information in an 
acceptable time, as was discussed in the previous chapter. 
It takes about 20 hours to obtain enough orientation data from OIM measurement to 
describe the texture fully in pole figures [26, 57]. However, the performance of the materials 
is of great interest to industries, which might not necessarily need to know fully the texture 
states, such as the case studied in this dissertation where the mechanical property anisotropy 
of the materials is the critical issue. In this case, only part of the texture is crucial. Therefore, 
more cost-effective techniques are needed to monitor the texture evolution. 
Ultrasonic NDE is a promising solution to the texture measurement. As a mechanical 
wave, ultrasonic NDE senses the elastic constant changes within the material. This 
dissertation presents the basic ideas to monitor the texture development in Aluminum alloys, 
during mechanical processing, by ultrasonic NDE techniques. The texture description 
methods will be briefly introduced first. Then, in depth discussion will be presented 
describing the relationship between the ultrasonic NDE measurement parameters and the 
texture descriptors. 
In order to integrate this technique into the intelligent processing of materials (IPM) 
techniques, the texture development model is proposed at this chapter. 
3.2 Texture description 
Texture can be represented and/or described by ideal orientations, pole figures and 
inverse pole figures, and the orientation distribution function (ODF). 
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The ODF is defined as the probability of a crystallite having an orientation described 
by the Euler angles (<|),8,(p). In order to define the Euler angles, two coordinate systems 
should be introduced first. The first coordinate system, o-XYZ, is used to describe the crystal 
lattice parameters. For Aluminum which is a member of the face-centered cubic (FCC) 
metallic crystal system, the lattice parameters a = b = c and a = (3 = y =90° (see Figure 3.2 
below), where a, (3, and y are the angle between oX-oZ, oY-oZ, and oX-oY, respectively. For 
FCC metals, there is an atom at each corner, and an atom at the center of each surface. 
Figure 3.2 Face-centered cubic (FCC) system crystal (A1 alloy) and coordinate system 
Z 
b Y 
X 
z (Normal Direction) 
i  k 
y (Transverse Direction) 
o x (Rolling Direction) 
Figure 3.3 Sample coordinate system 
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The other coordinate system is used to describe the sample orientation with respect to 
the processing of materials. For the rolling process, the typical coordinate system used is the 
sample coordinate system, as shown in Figure 3.3 above. 
For the sample coordinate system, o-xyz, x represents the rolling direction, y the 
transverse direction, and z the normal direction. 
The crystal orientation is described by three Euler angles, as shown in Figure 2.17. If 
the Euler angles are known, then, the orientation of that grain is fixed. Each grain within the 
sample has different orientation characterized by its specific Euler angles. 
The orientation of each point to be investigated can be obtained by the OIM technique 
[57]. If the orientation distribution function (ODF) is uniform, then, the distribution of 
orientation is random. A stereographic projection of poles for the uniform ODF is simulated 
by computers, as shown in Figure 3.4 below. 
The properties of the materials with random orientation distribution are isotropic. 
However, it is difficult to produce a sample with random orientation distribution in practice. 
One possible technique to achieve that might be the powder processing which is beyond the 
scope of this dissertation. 
The non-random distribution of orientation is called texture. There are several ways to 
describe the texture. The popular methods to describe the texture are: pole figures, inverse 
pole figures, series expansion and Euler space, and Rodrigues-Frank space [15], etc. 
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Figure 3.4 Random orientation distribution 
• Pole figure 
A pole figure is a stereographic projection. The projection displays the distribution of 
a particular crystallographic direction in the assembly of grains that constitutes the specimen. 
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Figure 3.5 Definition of poles 
For sheet texture, the distribution of the <001 > directions is shown. Figure 3.5 above 
shows the definition of poles. 
Assume that the crystal is small and it is located at the center of the reference sphere. 
The crystal plane is drawn to intersect the reference sphere and through the center of the 
reference sphere. Then, the normal of the plane intersects the reference sphere and passes 
through the center of the reference sphere. The point of the plane normal intersecting the 
reference sphere is called the pole of that crystal plane which is typically characterized by its 
Miller indices. 
Figure 3.6 below shows the stereographic projection of the pole [58]. Let P denote the 
pole. A plane tangential to the reference sphere is drawn. There is a plane normal passed 
through the center of the reference sphere, which intersects the reference sphere at point L. A 
tiny light source is supposed to be located at point L. Look at the pole P from the light source 
L, the projection of the pole on the tangential plane is obtained. 
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Figure 3.6 Stereographic projection 
Figure 3.7 Pole figure for fiber texture 
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The simplest texture in terms of pole figure representation is the fiber texture. The 
pole figure for fiber texture is shown schematically in Figure 3.7 above. It is a ring. 
Figure 3.8 below shows the Goss texture found as an ideal recrystallization texture in 
Aluminum processing by hot rolling. The <001> poles are projected on the pole figure. 
<001> poles concentrate on the rolling direction (RD) and a plane defined by the normal 
direction (ND) and the transverse direction (TD) at 45° to ND, i.e., {110} planes. During 
projection, the (001) plane is parallel to the projection plane that is tangential to the reference 
sphere. Thus, the pole figure shown in Figure 3.9 is called the (001) pole figure. The texture 
can be described by the planes parallel to RD and a direction parallel to RD. In Figure 3.8, 
{110} planes are parallel to RD, and <001> direction is parallel to RD. Therefore, the Goss 
texture is also referred as {110}<001> texture. 
RD 
ND 
Figure 3.8 Ideal Goss {110}<001> texture on (001) pole figure 
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* Inverse pole figure 
An inverse pole figure is essentially a pole figure with transformed axes: for an 
inverse pole figure the reference axes are the axes of the crystal and the orientations of the 
sample axes are plotted with respect to the crystal axes <001>, <010>, < 100>. 
• Series expansion and Euler space 
A single pole figure is an incomplete description of texture. To describe the texture 
fully, a lot of pole figures are needed. The orientation distribution function (ODF) description 
is much more powerful. This expresses the probability of a crystallite having an orientation 
described by the Euler angles (<|>,0,(p). A typical way to represent texture by using ODF is 
expanding it into Legendre function series. This topic will be discussed in more detail in the 
next section. 
There are some other methods to represent the textures, such as Rodrigues-Frank [15] 
space, etc. Those techniques are not used in this dissertation for representation of texture. 
3.3 Function expansion techniques 
Function approximation theorem: Any arbitrary function %) can be approximated by 
a set of complete orthonormal functions (pn (%), if the integral of the absolute value of this 
function f(%) exists, i.e., if 
h 
(3.1) 
then 
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/(f) = Z\%(f) (3.2) 
rt-0 
where the coefficients an are determined by 
<•„ = Jk (#)'/(#)<<# (3.3) 
where <pn(£) is the complex conjugate function of cpn (%), and (a, b) is the range of interest. 
The approximation is in terms of minimizing the MSB (mean squared error) that is 
defined as: 
M S E = l f ( Ç ) - f , a „ < p „ ( Ç )  
n~ 0 
df (3.4) 
By increasing N, the MSE can be made arbitrary small or 
n~0 
The functions, (p» (^), are orthogonal if 
=  m (3.6, 
( f  [  0 ,  i f n  ^  m  
Although presented as a function of a single variable for simplicity, these ideas 
generalize to three dimensions. The generally used orthogonal function sets are sine 
functions, cosine functions, Bessel functions, and Legendre functions. If the constant in 
Equation (3.6) is equal to 1, then, the function set is called as orthonormal functions. 
The selection of the orthonormal function sets depends on the symmetry of the space. 
In Cartesian coordinate system, the sine or cosine functions are used, which is the Fourier 
series expansion technique in essence. In the cylindrical coordinate system, the Bessel 
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functions are used as the basis functions to approximate any expandable function. In the 
spherical coordinate system, the Legendre functions are used. 
3.4 ODF and ODCs 
ODF is the probability of a crystallite having an orientation described by the Euler 
angles (6,v|/, (j>). In Euler space, the coordinate system is the spherical coordinate system. 
Thus, the Legendre functions are used as the basis functions to approximate ODF. 
=  È  Z  Z e x p ( - i m  ( / )  e x p ( - m ^ )  ( 3 . 7 )  
1=0 m~-l ïi--l 
where £,=cos(0). Here the Zlmn are generalized Legendre functions, and the expansion 
coefficients, W|mn, are known as orientation distribution coefficients (ODCs). 
If the ODCs are determined, then, the texture can be described completely. 
Theoretically, the number of ODCs is infinite. In practice, f up to 34 is enough to represent 
the texture with tolerance of 5% error. The conventional techniques to obtain texture 
information are x-ray techniques. Several pole figures can be obtained from x-ray analysis. 
Then, Gaussian distribution of the textures is assumed and the ODCs obtained based on the 
inversion of those pole figures. The commercial software is available now to do the pole 
figure inversion. 
However, it is found that only a few ODCs are enough to discriminate the texture 
components [4,5]. Typically, three ODCs are of special interests to NDE texture analysis 
communities, i.e., 
* W400 sets the overall value of the average strain ratio, r 
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* W420 controls the tendency to form two ears during deep drawing 
* W440 controls the tendency to form four ears. 
3.5 Ultrasonic velocities and the ODCs 
Recently, there is more and more interest in characterizing the texture by the 
ultrasonic NDE technique. The basic idea here is to measure the ultrasonic wave velocity 
anisotropy within the sample. The ultrasonic velocities are related to the macroscopic or 
polycrystalline average elastic constants of the materials, which are the averaged values of the 
anisotropic elastic constants of the single crystal weighted by the texture. Thus, the ultrasonic 
velocity anisotropy can be used to characterize the texture. 
The macroscopic elastic constants, C» (i=l,2, ..., 6) are related to the ultrasonic 
velocities by [40]: 
= Q, 
/^22 " ^ 22 
= Q3 
/^^2 — /^^21 — ^66 (3 8) 
— Qa 
/^^23 — /^^32 — Q* 
where p is the density of the material. Vu is the longitudinal ultrasonic propagation velocity 
along the ith direction and Vy (i ~= j) is the shear wave velocity propagating in the ith 
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direction polarized in the jth direction. Theoretically, if a sample has orthotopic symmetry, 
Vij = Vji ( i, j =1,2,3, which represents rolling, transverse, and normal direction, respectively). 
In a polycrystalline sample, the macroscopic elastic constants are the averaged 
crystalline elastic constants [59]. In the approach of Voigt, it is assumed that the strain across 
the grain boundaries is uniform. Assuming that the densities of all crystallites in the sample 
are equal, and that the polycrystalline aggregate has orthotopic symmetry, then the 
calculation of the ultrasonic velocities involves a simple average over the elastic constants. 
For cubic crystallites, the number of independent elastic constants of the single crystal is 
three, namely C,", C,;, and [60]. 
Let the crystallite coordinate system be o-XYZ, the sample coordinate system be 0-
xyz, and the Euler angles in Roe notation be \j/, 0, and (p [61], which are related to Bunge's 
notation by Equations (1.11-1.13). Then, 
y= m, X + m2Y + m3Z (3.9) 
Z=n,Z +n2Y + zz3Z 
where the direction cosines are given by: 
^ = - sin Y sin^) + cosfF cosç? cos^ 
- sin V sin^p - co^P cosp cos^ 
= sin^ co^ 
m, =cos Ysin ^H-sin Ysin ^cos ^ (3.10) 
=cos ^Psin ^)-sin Tsin ^cos 0 
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m, =sin #sin 
nl  = -sin <9cos (p 
n2 =siné?cos <p 
n3 = cos 6 
The macroscopic elastic constants are given in terms of the crystallite elastic 
constants by [62]: 
C„ =C%-2C" <r, > 
=C^-2C° <r, > 
=C° -2C* <% > 
C « = C + C ° < r , >  
+ C ° < r , >  
C66=C° +C°<r,> (3.11) 
C ^ = C ° + C » < r , >  
Q , = C ° + C ° < r g >  
Q2 = < /^ > 
where < > means average, and 
r2 = m^ml + m\m\ + 
+ /I;»; 
r* = + /Mgfi; + 
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r, +"3^3 (312) 
r7 = m f n f  +  m i n i  +  
+ «2^2 + ^ 3^3 
+ ^3#*3 = ^6 
c = c;,-c^-2c^ 
Expanding r(Ç, vg, q>), (where ç=cos0), where r is any of the r x ,  r 2 , . . . ,  r 9 ,  in a series of 
generalized spherical harmonics, gives: 
= Z Z(^)exp(-;mMexp(-w^) (3.13) 
/=0 m=-l n~-l 
Therefore 
< r >= ^ ^ j%"(^,Y,p) w(^,Y,^) (fY 
i £ 
= (3.14) 
C.= 0 m=—£ n-—P. 
where 
/((m« = ^ ^ {/(#,^,97)Zfm»(^)exp(;mT)exp(m^X#<fP^ (3.15) 
and use has been made of various orthogonality relations. 
It has been shown [59] that only the f =4 terms contribute to the calculation of the 
elastic constants within the Voigt approximation. Thus, performing the integration gives: 
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< n >= ~ _ ~ V2 ji2 (W4(*) + — VÎÔ \y 42), +—VV'440) 
1 16 rr 2 
< ry >_ "5~ 35 ^ ^400 
—— — "^2^(^400 +j^W^42o) (3.16) 
1 16 
^^^5 35 
< re >= —+ —"v/2^-2(W4oo —V7OW440) 
< r? >=--—V2^(^wo+ 420) 
< rs >= — ~ — ^2  7t 2  (w400  ~w420)  
< rg >= — + — ^ ft2(Wm~'J7QWm) 
The ultrasonic velocities are then determined as solutions of the Christoffel equation 
[63]: 
det|r*-py2jJ = 0 (3.17) 
where p is the density of the material, v is the velocity of the wave, and F& is the Christoffel 
tensor which is expressed as 
r* = C(,wMffZ, (3.18) 
where n; are the normal cosines of the wave plane front. 
J^w/420) 
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For a sample with orthotopic symmetry, 
r= = C56^ + C227%2 + C44»3 
T33 - Css + C44 »2 + C33 m (3.19) 
r23 = (C23 + C44)»2% 
f i3  ~~ i cn  cs5^  h i  a î i  
r,2 = (Cn + CjMlM2 
The solutions to these equations yield the relationship between the ODCs and the 
elastic constants as follow [59]: 
G,, — A + 2/z + 12V2C 
35 
w +J]±W ' 
yy400 „ rr420 T , vr440 
C22 — A + Ifi + 
12^C 
35 wm+^Y~w„+^-w„ 
32V2C , Q3 - /I+ 2//+ — ^ ^ 00 
Ci; = A + 4V2C 
35 
(3.20) 
" 35 ^400 " ^ 2^ 
Q3 - ^  " 
16V2C 
35 
vr ^400 +^2^ 
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where X and g are the macroscopic Lamé constants of the isotropic aggregate when the 
crystallites are randomly oriented. 
The Lamé constants were determined by the following equations 
where p is the density, VT is the shear wave velocity of the isotropic sample and VL is the 
longitudinal wave velocity of the isotropic sample. 
Equations (3.20) are not independent. Thus, there are many routes to calculate the 
ODCs based on the ultrasonic velocity measurements. The next section will present a 
particular strategy used in this dissertation. 
3.6 Ultrasonic ODC measurements for thin samples 
The last section presented the ultrasonic NDE approach to measure ODCs. That is, 
the measured ultrasonic velocities, Vij(i, j = 1, 2, 3), are used to calculate the macroscopic 
elastic constants, Cn(I = 1, 2, 3,4, 5, 6), through Equations (3.8). The calculated macroscopic 
elastic constants, Cu(I = 1, 2, 3,4, 5, 6), are used to calculate ODCs through Equations (3.20). 
(3.21) 
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Figure 3.9 below shows the ultrasonic velocity definition. O-xyz is the sample 
coordinate system. Generally x-axis is the rolling direction, and it is represented by "1" in 
Einstein notation; y-axis is the transverse direction, and represented by "2"; and /.-axis is the 
normal direction, and represented by "3". 
Vu, V22f and V33, are the longitudinal ultrasonic wave velocities. V,, is the 
longitudinal wave velocity propagating in x-axis (rolling direction). V22 is the longitudinal 
wave velocity propagating in y-axis (transverse direction). V33 is the longitudinal wave 
velocity propagating in z-axis (normal direction). 
V,2, V13, V2i, V23, V31, and V32, are the shear wave velocities. V,2 is the shear wave 
velocity propagating in x-axis (rolling direction) and polarizing in y-axis (transverse 
direction). V13 is the shear wave velocity propagating in x-axis (rolling direction) and 
polarizing in z-axis (normal direction). V2i is the shear wave velocity propagating in y-axis 
(transverse direction) and polarizing in x-axis (rolling direction). V23 is the shear wave 
velocity propagating in y-axis (transverse direction) and polarizing in z-axis (normal 
direction). V31 is the shear wave velocity propagating in z-axis (normal direction) and 
polarizing in x-axis (rolling direction). V32 is the shear wave velocity propagating in z-axis 
(normal direction) and polarizing in y-axis (transverse direction). 
Generally speaking, for FCC metals, Vy is equal to Vj,. Thus, only six (6) ultrasonic 
velocity measurements, Vu, V22, V33, V|%(or V2O, V^ (or V31), and V23 (or V32), are used to 
characterize ODCs. 
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Figure 3.9 Ultrasonic velocity notation 
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For thin samples, the thickness of the samples is so thin that some of the ultrasonic 
velocity measurements are not feasible because of the size of the ultrasound transducers. The 
size of the ultrasound transducers is generally a quarter inch in diameter, or about 6 mm in 
diameter. Thus, when the thickness of the sample is less than 7 mm, then, Vu, V22, V12 (or 
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Vzi), Vt3, and V23, are not available from ultrasound measurements. Therefore, only three 
ultrasonic velocities, V33, V31, and V32» can be used for ODCs characterization. 
ODCs values are very sensitive to the accuracy of velocity measurements and the 
materials constants. In principle, the accuracy of ODCs calculated from ultrasonic velocity 
measurements depends on the elastic constant anisotropy of the single crystal and the 
accuracy of the velocity measurements. For aluminum alloy, the elastic constant anisotropy is 
small. Thus, it is critical to have a good algorithm to calculate ODCs. In the experimented 
work in this dissertation, we have used the following scheme to calculate ODCs in order to 
minimize the experimental errors: 
First obtain W420 from birefringence in 3-direction by 
V3I + %32 35 // 420 
(3.22) 
Then obtain W400 from 
Vai +^32 4// 
1 + 8V2C* 
35// 
V (i±M) 
*»U + 2/z (3.23) 
And obtain W440 through 
^44 Q; ^ L, 66 — +^pcViv140 35 35 (3.24) 
C44, C55, and C%, are related to ultrasonic velocities V32, V31, and V12, respectively 
through Equations (3.8). 
Therefore, the acoustical ODCs could be obtained by [30]: 
^400 = 
A+ 2// 35V2// 
^ + 4// 
Z33_^ 4// ^1/2 
V31 + V32 zl + 2// 
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^420== 35V5 // ^31-^32 
40^ V31 + V32 
V35 
W440=^J 
C44 + C55 
-^66 4" * 
5V?Ô 
^400 
(3.25) 
Equations (3.25) are used to calculate ODCs in this dissertation. When the thickness 
of the sample is big enough to measure V12, W440 can be calculated. Otherwise, only W400 
and W420 results are measured and presented. 
3.7 Pattern recognition techniques 
A novel methodology to extract texture information in Aluminum alloys from OIM 
measurement raw data using pattern recognition algorithm is proposed in this section. The 
algorithm and results has also been presented to the 26th Review of Progress in Quantitative 
Nondestructive Evaluation (QNDE) conference in Montreal, Quebec, Canada, in July 1999 
[64]. 
The orientation of the crystallites in a sample can be obtained by the Orientation 
Image Microscopy (OIM) technique. The pattern recognition algorithm is designed to classify 
the OIM data into different clusters. Based on the classification results, the probability 
density function (PDF) is estimated. Then, the PDF is expanded as a series of Legendre 
functions with coefficients, i.e., the orientation distribution coefficients (ODC), as texture 
parameters. 
For the transfer gauge aluminum alloy, the texture is characterized fully by OIM and 
ultrasound NDE, which will be presented in Chapter 7. The raw data from OIM 
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measurements are individual Euler angles. Generally, the texture information is visually 
presented in pole figures or inverse pole figures from OIM measurements. Then, ODCs can 
be obtained from the inversion algorithm for the pole figures or inverse pole figures. The 
author of this dissertation proposed this novel technique to calculate ODCs from OIM 
measured raw data. A comparison between ultrasonic ODCs and OIM ODCs is made in 
Chapter 7. 
3.7.1 Pattern recognition algorithm 
The pattern recognition (ISO DATA) algorithm is implemented in MATLAB. Here is 
a brief review of the algorithm that is illustrated by an example of real OIM data. The details 
of the sample preparation and OIM measurement results will be presented in Chapter 7. 
The data points are denoted as a set of vectors, Each data point is 
composed of three Euler angles obtained by the OIM analysis, i.e., 
Let Nc denote the number of cluster centers, (i = 1, 2, ..., Nc) represent the three 
Euler angles for each cluster center, #, ( j = 1,2,..., Nj) be the set of data points for cluster j 
with Nj elements, T be the minimum number of elements in any cluster, Dm be the maximum 
intra-cluster distance, and (T, be the maximum spread/variance for any cluster. For the 
algorithm to be implemented in the computer code, three parameters, i.e., T, Dm, and cr,, 
should be determined by other knowledge. For the case of interest in this dissertation, 
6 ,  (3.26) 
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= 1.591549 (radians) (3.27) 
# 27395 
T = —y = 2 = 693 (data points) 
An An 
(3.28) 
cr,= 0.5 (by experience) (radians) (3.29) 
The above-chosen value of T, Dm, and os, is based on the OlM accuracy and the 
nature of the orientation distribution. In Equation (3.28), N is the total data points obtained 
from OlM analysis. In this example shown, N = 27395. However, the selection of the 
parameters of T, Dm, and cr. is more experience-related than scientifically specified. 
Knowing the above terminology, the pattern recognition algorithm can be reviewed 
briefly as following: 
• Choose automatically N c  initial cluster centers: z v z 2 , - - - , z N  .  
* Assigns, to the ^clusters using the minimum distance classification 
rule, i.e. 
x, i/" V & 2 ./, & = 1,2,- ,JV^ (3.30) 
* Dissolve clusters which have less than T members: 
(3.31) 
* Re-compute the new cluster centers: 
i xsHj 
(3.32) 
where N, is the number of data points in i cluster. 
* Split clusters with very large variances: 
88 
Let (T represent the variance of component of pattern vectors in cluster Tfy 
Then, is calculated by 
a
"
=\w'l%<x,i'z'i)2 (3'33) 
where i = 1, 2,..., n. j = 1, 2, ..., Nc. k=l, 2,..., Nj. n is the number of dimension (n=3, the 
number of Euler angles for each data point). Nj is the number of data points at j cluster. Z. is 
the component of is the component of e ^  
If (7i} > cr, then, sprit Hj, i.e., 
where 
0 < t < l  ( 3 . 3 5 )  
Then, increase the number of clusters by 1 : 
#c = #c+l (3.36) 
* Merge clusters that are close to each other. The distance D% between any two 
clusters is calculated by 
#(,= Z,-Zy, z = l,2,-,#c-l and ; = ( + !,; + 2,-,^ (3.37) 
If Dg < , then, lump cluster ff, and ^, and new cluster center is 
^  N  + N .  +  =  ( 3  3 8 )  
« Check for convergence and loop. 
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In the MATLAB code, there are some other parameters selected as following: ND : 
the maximum number of classified clusters. ND =10. This parameter is selected as 10 
because there are possibly ten (10) different texture components in aluminum alloy [4, 5]. 
: the maximum number of clusters that can be merged: 9. 
3.7.2 Classification results 
Here are the classification results. The aluminum sample was cut from the transfer 
gauge 5XXX series aluminum alloy with t hickness of about 26mm. The sample was referred 
as the as-received sample. The OlM analysis sample was cut from this transfer gauge 
material, and polished electrically. The sample was about 25x25x3 mm. The total number of 
data points is 27395. The pattern classification results are: 
* The number of clusters is = 5 
* The cluster centers for each cluster are listed in Table 3.1 below 
* The cluster volume fraction is listed in Table 3.2 below 
* The variances for each cluster are listed in Table 3.3 below 
* The intra-cluster distances are listed in table 3.4 below 
* The inter-cluster distances are listed in Table 3.5 below 
* Performance index: F = 1.0707* lot 
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Table 3.1 Cluster centers 
Cluster 4> 0 (p 
1 3.4026 0.3712 4.3148 
2 2.5507 0.2861 5.7992 
3 0.6272 0.7047 1.1104 
4 1.1439 1.0300 6.1247 
5 5.4500 0.4218 1.9681 
Table 3.2 Cluster volume fractions 
Cluster n ,  % 
1 2354 8.6 
2 5207 19.0 
3 9245 33.7 
4 1089 4.0 
5 3998 14.6 
Random 5502 20.1 
Table 3.3 Variance for each cluster 
Cluster 4» 0 (P 
1 0.3979 0.0237 0.1532 
2 0.0776 0.0102 0.1013 
3 0.3445 0.0852 0.2789 
4 0.0346 0.0004 0.0022 
5 0.2451 0.0745 0.1253 
Table 3.4 Intra-cluster c istances 
Cluster 1 2 3 4 5 
Distance 2.1865 0.8599 1.3460 0.7598 2.1094 
Table 3.5 Inter-cluster c istances 
Cluster 1 2 3 4 5 
1 0 
2 2.9364 0 
3 18.0825 25.8601 0 
4 8.8115 2.6383 25.5167 0 
5 9.7018 23.1022 24.0758 36.1904 0 
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3.7.3 Estimation of the probability density function 
Use the MLE (maximum likely-hood estimation) technique to estimate the PDF for 
each cluster [65.66], The MLE algorithm is implemented by using the results of the cluster 
classification. This is an easy task to implement in MATLAB. 
Note: it is assumed that the distribution is Gaussian. Thus, we have five PDF's with 
each of them correspondent to a cluster. Each PDF is three-dimensional. 
3.7.4 PDF expansion 
Based on the PDF estimation, we can expand these PDF's in the following form: 
*(&(/,# = ][ Z(f) expHm yr) exp(-wf)) (1.12) 
1=0 m=~l n--l 
where ^=cos(8). 
Here the Z|mn are generalized Legendre functions, and the expansion coefficients, 
Wlmn, are known as orientation distribution coefficients (ODCs). 
3.7.5 Features: ODCs 
Three ODCs can be calculated based on the PDF's obtained by the method proposed 
in this dissertation. A MATLAB code is compiled to calculate these ODCs that are used as 
the features of the texture. 
In summary: 
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• The pattern recognition technique is implemented in MATLAB to classify the raw 
texture data in aluminum alloys obtained by the OIM technique 
• PDF is estimated by the MLE estimation 
« PDF is expanded as a series of Legendre functions 
• Three ODCs as texture features are selected to discriminate the different texture 
components, which can be measured directly by ultrasonic NDE. 
3.8 Modeling the texture evolution during annealing 
3.8.1 Introduction 
In order to control the microstructure, texture and mechanical properties of an alloy 
during a complex industrial thermomechanical treatment, there is a need for quantitative 
models that will accurately predict the effect of the processing parameters on the material that 
is produced. The empirical approach, which has long been used, is now recognized as being 
of limited value and, in many cases the cost of industrial scale parametric experimental 
investigations is prohibitively expensive. Thus, models are needed. 
The modeling which has been carried out to date may be divided into two general 
categories: micro models which aim to deal with individual processes such as deformation or 
annealing, or perhaps only part of these, i.e., recovery, recrystallization or grain growth; and 
macro models which aim to model the whole process, and these may involve linking several 
of the micro models. 
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In this section, a new model [67] is proposed based on the ultrasonic NDE 
measurement. The ultrasonic velocities are used to calculate the texture features, i.e., ODCs. 
Inversion of ODCs will give out information about the texture components. 
3.8.2 Modeling the recrystallization texture 
The AI texture has 6 components: Goss, Cube, Cu, S, B, and random. Each texture 
component can be characterized by its ODCs. Table 3.6 shows the values of ODCs for each 
texture component. These textures can be divided into two categories: recrystallization 
texture (Goss and Cube) and rolling texture (Cu, S, and B). 
Table 3.6 Ol DCs, 10" 
Texture W400 W420 W440 
Goss -7.7 -24.4 13.4 
Cube 30.9 0.0 18.5 
Cu -7.7 8.1 -10.8 
S -7.7 -0.3 -8.9 
B -7.7 -8.1 -10.8 
Random 0.0 0.0 0.0 
The objective of this model is to obtain information about the volumetric fraction 
information for each texture component. 
Let X|(t) represent the volume fraction of Goss component, x%(t) represent the Cube 
volume fraction, xg(t) denote Cu volume fraction, x<(t) denote S volume fraction, x;(t) 
represent B volume fraction, and x^(t) denote the random volume fraction. 
Then: 
a, (f ) + (f ) + z, (f ) + a, (f ) + x, (f ) + a* (f ) = 1 (3.39) 
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Assume that during annealing, xi(t) and x%(t) increase as shown in Figure 3.10 below, 
and X](t), x*(t), and Xg(t) decrease as shown in Figure 3.11 below. 
c 0) 
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Annealing Time 
Figure 3.10 Schematic diagram for x%(t) and xi(t) 
c (D 
0) 
CL 
(D 
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Annealing Time 
Figure 3.11 Schematic diagram for X](t), X4(t), and x%(t) 
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Then, we can describe these changes by functions as following: 
For X j (t), i=l,2,13,4,5, assume that the function has the following forms: 
(0 = , : = U,3,4^ (3.40) 
/(x,(0) = A+BJ,(f) (3.41) 
/ ( ^ ( 0 )  =  ^ ( 3 . 4 2 )  
/(%,(,)) = A,-%/,(,) (3.43) 
/(%X0) = A,-g,/,(f) (3.44) 
/(%,(f)) = 4-^(0 (3.45) 
where the constants A;, Bj, and K,, (i=l, 2, 3, 4, 5) need to be determined. 
There are constraints on x;(t), i.e., 
O^x, (0^10 (3.46) 
For practice, 
0.05 <%,(') ^ 0.8 (3.47) 
Assume that the ODCs are the averaged value of each texture components, then 
=-7.7* 30.9 *%,(;)-7.7* a, (f)-7.7 *%,(')-7.7*a, (f) (3.48) 
= -24.4 * x, (f) + 8.1 * (f) - 0.3 * a, (f) - 8.1 * x, (f) (3.49) 
= 13.4*x^(f) +185* jc;(f) -10^ *X3(0 - 8.9 * a,(f) -10.8* x,(f) (3.50) 
Now, the ODCs can be measured by ultrasonic NDE techniques. Let W^(f) and 
T%(f) represent the measured ODCs, then, the parameters A,, B;, and Ki, (i=l, 2, 3,4, 5) are 
determined by minimizing the cost function: 
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N 
F(p) = -^oo)' +(%-^20)' (3.51) 
where N is the number of data points, and p is a vector representing the parameters to be 
determined, i.e., 
p  — { A(, aj , Ag, A4, A5, by , Bj > by • 64,65,; ^2 »^"3 '^4 »^5} (3.52) 
This is a 15-dimensional minimization process. There are many algorithms to 
minimize the cost function F(p). One is called the conjugated gradient method that needs 
information about the derivatives of the cost function, which is derived below. 
=  £  2 ( +  2 ( W , -  -  wm) ^  (3.53) 
where pi is the entry of the vector p. 
In detail, 
^^400 II 
>
8
^
 
= -7.7^'(,) = 
(/A; 
-7.7 (3.54) 
^^400 ^^400 
= "30.8 
O A2 
= -30.9 (3.55) 
^^4CQ £?^400 
d 
= -7-7 3lf = 
(7 A) 
-7.7 (3.56) 
^^400 
-"
3lf = -7.7 (3.57) 
^^400 ^^400 
d A5 
=-"^f = 
<7 A, 
-7.7 (3.58) 
<^^400 ^^400 
-7.7 */,(') (3.59) 
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^^400 ^^400 
^^400 JT%oo 
^P|0 <?g, 
^^400 ^^00 
d k x  
^^400 
ô'Pn d k 2  
0*^400 
ô'As 
<^Pl4 
^^400 
^^20 0*^420 
ô'Pi d  A y  
Ô%20 ^^20 
JA, 
^^,20 ^^,20 
-30.8-^ =-30.9 */,(') 
-7.7 =-7.7*/,(f) 
d x A t )  
= -7.7-^^ = -7.7*/,(0 
(f) 
-7.7 =-7.7*/,(f) 
= -7.7 
(?A, _7?*g 
d x M )  d f i ( t )  
=  - 3 0 . 8  '  =  - 3 0 . 9 ^  
-7.7 
dk0 
(f) 
dk0 
_7 7 * g * 
-7.7 ^ 7^ = -7.7 * B * 
= -7.7 <9%, (0 
- 7 7 * 5  *  
<9 A, 
-24.4 = -24.4 
<?A, 
(3.60) 
(3.61) 
(3.62) 
(3.63) 
(3.64) 
(3.65) 
(3.66) 
(3.67) 
(3.68) 
8..^ = 8.1 
<7 A, 
(3.69) 
(3.70) 
(3.71) 
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^^420 ^#420 ^^^(0 
^4 A^ 
^^20 ^^20 
<?Ag 
^^20 <?%420 
3  by 
^^420 ^^420 
^^20 ^^20 
dwm 
<?Pg 
^^20 ^^20 
^P,0 
^^20 <^20 
^%420 ^^20 
(?^2 
^^20 3wm 
^P,3 <?&3 
^^20 «9^,20 
<^14 
^^20 ^^20 
= -0.3 // = -0.3 (3.72) 
<?A 4 
-8.1^r^ = -8.1 (3.73) 
<9 A 
'5 
(f) 
=  - 2 4 . 4 =  - 2 4 . 4  *  A  ( f )  ( 3 . 7 4 )  
<7 a, 
0 (3.75) 
8.1-^ = 8.1*A(f) (3.76) 
d x A t )  
-0.3 _/ = -0 3 * A (f) (3.77) 
4 
d x 5 { t )  
-8.1-^-= -8.1 */,(') (3-78) 
(9%, (f) <9/, (0 
=  - 2 4 . 4 =  - 2 4 . 4  *  B  *  ( 3 . 7 9 )  
= 0 (3.80) 
8.1^^ = 8.1*#,*^^ (3.81) 
<7K; (/Kg 
^4(0 ^^A(0 
-0.3 = -0.3*g, * (3.82) 
- n, = -8.1 ' = -8.1 * g * (3.83) 
(J C/ rC^ (J Ksi 
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Now, we need to calculate ^ 
/, (0 (%*'' + )(g^ + <r*'') - (&*'' - - fg"*'' ) 
= (3.84) 
Based on the above-derived formula, a FORTRAN code is compiled. 
3.8.3 Results 
A bar was cut from the transfer gauge Aluminum alloy with about 26 mm thick. It was 
then cold rolled to about 77% thickness reduction. Then, the testing samples were made to about 
25x 25mm square. The samples were then annealed at 350°C for different holding times and 
quenched into a water tank. Finally the ultrasonic velocities were measured. Figure 3.12 shows 
the ODCs as a function of annealing time. 
Using the data shown in Figure 3.12 below, the inverse model proposed in this section 
is used to infer information about the texture evolvement during annealing. Figure 3.13 
shows the texture development during annealing, which is obtained by the proposed model. 
From Figure 3.13, one can see that the recrystallization process occurs during 10 seconds to 
about 600 seconds. The starting texture is mainly S, B, Cu, and random. After 
recrystallization, the random orientation dominants while Cube and Cu components 
increased. 
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Figure 3.12 Ultrasonic NDE measured ODCs 
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Figure 3.13 Texture development during annealing 
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3.9 Summary 
In summary, this chapter introduced the basic knowledge about texture. Then, the 
ultrasonic NDE techniques are discussed for texture characterization. A novel algorithm 
using pattern recognition technology is implemented to extract information about the texture 
features, i.e., ODCs. Finally, an inverse model is proposed to model the recrystallization 
process based on the ultrasonic NDE measurement. 
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CHAPTER 4 MICROSTRUCTURES 
4.1 Introduction 
Characterizing the microstructure is one of the objectives mentioned in Figure 2.1. 
To produce the materials with pre-designed microstructure, one needs to characterize the 
microstructure. In the frame of Figure 1.2, the function F3 is of great interest for NDE 
applications. However, the relationship between NDE data and the microstructure, LI, is 
critical for the NDE technique to be applicable to monitor the material microstructure change 
during material processing. As mentioned in Chapter 1, The relationship, LI, can be 
expressed in functional format as: 
x3 = Ll(y2) = F2{F3"'(y2,yl)} (1.8) 
Generally, it is assumed that the NDE input data yl is known or can be measured 
precisely. Thus, LI can be inferred from function F2 and F3. It is conventional to ask 
materials scientists to provide the function F2, and F3 is provided by NDE experts. However, 
it is possible to obtain direct relationship of LI from NDE measurements in some 
applications, and it will be presented in this chapter. 
Figure 4.1 below shows the NDE technique and the microstructure. The relationship, 
LI, should be verified by other microstructure characterization techniques. This chapter will 
discuss both the conventional techniques and some new methods of microstructure 
characterization. 
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Figure 4.1 NDE and microstructure 
Microstructure characterization can be considered in two contexts. One is basically 
static, which will be the main focus in this chapter. The other is dynamic: characterization of 
the microstructures during materials processing will be discussed in the next chapter. 
The tools developed and presented in this chapter are the grain size calculation 
software, the microstructure image processing software, and the unified theory of attenuation 
software. The software of the grain size calculation and microstructure image processing is 
used to investigate aluminum microstructure in the conventional approaches. The Unified 
Theory software is implemented based on the Stanke and Kino's unified theory, which will 
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connect the ultrasonic attenuation measurement to the grain size of the materials. In Chapter 
7, the experimental data will be processed with the utilities developed herein. 
4.2 Metallographic examination of the grain size 
The conventional techniques to characterize the microstructures are metallographical 
approaches, X-ray, SEM (Scanning Electron Microscopy), TEM (Transmission Electron 
Microscopy), etc. The typical parameters used to describe the microstructures are the grain 
sizes, the number of phases, the distribution of the phases and the distribution of the grain 
sizes, textures and microtextures [26, 68], etc. 
In this section, the main concern is focused on the grain sizes. Typically, a sample is 
taken from the materials of which the grain size needs to be determined. After polishing the 
sample, one etches the sample and examines the microstructures under an optical 
microscopy. The grain size is determined according to some standards, such as ASTM Codes 
El 12 [69]. 
Metals, except in a few instances, are crystalline in nature and, except for single 
crystals, they contain internal discontinuities known as grain boundaries. When a new grain is 
nucleated during processing (as in solidification or annealing after cold working), the atoms 
within each growing grain are lined up in a specific pattern that depends upon the crystal 
structure of the metal or alloy. A collection of atoms that exhibit this pattern with the same 
orientation is known as crystallites or grains. With growth, each grain will eventually 
impinge on others and form an interface where the atomic orientations are different. 
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The interfaces are known as grain boundaries and may be thought of as zones formed 
at the junction of single crystals (crystallites) in a polycrystalline material. Impurities tend to 
accumulate here by being excluded from normal growth of each crystal. 
"Grain" in metallurgy refers to any of the small randomly distributed crystallites of 
varying sizes that compose a solid metal. The grains contact each other at surfaces called 
grain boundaries. The structure and size of the grains determine important physical properties 
of the solid metal. As early as the year 1900, it was well known that most mechanical 
properties were improved as the size of the grains decreased. A few notable exceptions exist 
where a coarse grain structure is desired, such as the case of high temperature applications 
where the creep strength is critical. Alloy composition and processing must be controlled to 
achieve the desired grain size. Metallographers examine polished cross sections of specimens 
from appropriate locations to determine the grain size. 
However, the characterization of the grain size is not so simple as it seems to be. The 
complications of the grain size measurements come from the followings: 
* Grain characteristics 
* Different measurement parameters of the grain size 
* Different grain size measurement techniques 
* Standard diversification (various specifications adopted by different organizations 
worldwide), etc. 
106 
4.2.1 Phase diagram of 5XXX series Al alloys 
5XXX series A1 alloys are Al-Mg alloys, which phase diagram is shown in Figure 4.2 
below [70]. Typically, weight percentage of Mg in 5XXX series A1 alloys is below 5%. Thus, 
the microstructure of 5XXX series AI alloys in equilibrium state at ambient temperature 
consists of 100% a phase (fee). However, in the non-equilibrium state, some other secondary 
particles may exist; such as Al^Mgi, e phase, Ç phase, y phase, etc. In this dissertation, the 
secondary effects have not been investigated. That is, single phase microstructure is assumed 
to measure the grain size, which is justified by the small amount of the secondary phases. 
Figure 4.3 shows schematically and establishes that it can be neglected. 
700 
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0 20 40 60 80 100 
AI Weight percent Mg 
Figure 4.2 Phase diagram of 5XXX series A1 alloys 
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Figure 4.3 Secondary phases in 5XXX series A1 alloys 
In Figure 4.3 above, point E is the Mg percentage in the 5XXX series Al alloys. It is 
assumed that 5% of Mg is added in the 5XXX series Al alloys. From Figure 4.2, point F is 
about 7% Mg, and point G is about 15% Mg. 
Using the level principles in the equilibrium phase diagram, at 450°C, the a phase 
(fee) weight percentage is about: 
or p/wzjg pgrcenkzgg = = 71% (4.1) 
A# 17% 
That is, about 29% is not a phase at 450°C. However, this 29% will change to a 
phase and some secondary phases during further cooling. The secondary percentage can be 
calculated approximately as: 
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FG 15%-7% Secondary pAafg pgrcgnfogg = * 29% = * 29% = 2.7% (4.2) 
F# 94%-7% 
Therefore, it has been shown that it is reasonable to expect that small amount of 
secondary phases are presented in 5XXX series Al alloys. However, it is reasonable to 
assume that 2.7% of the secondary phases has a second or higher order effect in determining 
the grain size and in examining the relationship between the grain size and the ultrasonic 
attenuation. 
4.2.2 Steps of metallographic characterization of microstructure 
The general steps to examine the microstructure include: preparation of 
metallographic specimens, etching the specimens, examining the specimens, and analyzing 
the results. 
The preparation of metallographic specimens is a step critical in revealing the 
microstructure of the samples. ASTM standard E3 [71] presents the practical guidance for the 
metallographers to prepare the samples to reveal the constituents and structure of metals and 
their alloys by means of a light microscope. The procedures consist of: 
• Selection of metallographic specimens 
• Determination of the specimen size (dimension) 
* Cutting the metallographic specimens 
» Cleaning the specimens 
* Mounting the specimens 
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« Plating the specimens 
• Grinding and polishing the specimens 
* Special treatment of the specimens (task specific), such as etching, etc. 
Etching is the controlled preferential attach on a metal surface for the purpose of 
revealing structural details [72, 73]. It consists of two steps: selection of the chemical 
solutions and etching the specimens. 
ASTM standard E407 [73] covers chemical solutions and procedures to be used in 
etching metals and alloys for microscopic examination. For 5XXX series Al alloys, the 
Keller's etchant is used. 
The chemical composition of the Keller's etchant is: 
3 mL HF 3 mL HC1,5 mL HNO3, 190 mL water 
After preparing the chemical solution, one immerses the specimen in the solution for 
about 10 ~ 20 seconds. Then, the specimens are washed in a stream of warm water. Keller's 
method will reveal general structure of 5XXX series Al alloys. Figure 4.4 below shows one 
of those 5XXX series Al alloy microscopic structures revealed by Keller's etching method. 
The "dark spots" of the image shown in Figure 4.4 were mainly the secondary phase. 
After being extracted from Figure 4.4, the secondary phase image is shown in Figure 4.5 
below. The secondary phase percentage could be estimated in terms of the area percentage, 
i.e., the ratio between the "dark spots" area over the total image area, which was 1.8% in the 
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case studied. As it was calculated in Equation (2.7) that the secondary phase could be up to 
2.7%, the result verified that the secondary phase effect could be reasonably ignored. 
After revealing the microscopic structure, one needs to examine the grain size and 
sometimes grain size distribution. Generally, one takes a picture from a typical field at a 
specified magnification, follows some standards (such as ASTM El 12 [69]) to examine the 
micro graphs, and grades the microstructure accordingly. 
10U microns 
Figure 4.4 5XXX series Al alloy structure revealed by the Keller's method 
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Figure 4.5 Secondary phase 
4.2.3 Grain characteristics 
Grain size measurement is complicated by a number of factors. First, the three-
dimensional size of the grains is not constant and the sectioning plane will cut through the 
grains at random. Thus, on a cross-section, we will observe a range of sizes, none larger than 
the cross section of the largest grain sampled. Grain shape also varies, particularly as a 
function of grain size. The early studies [12, 58] of grain shape showed that the optimum 
space-filling grain shape, with a minimum surface area and surface tension, is a polyhedron 
known as a tetrakaidecahedron, which has 14 faces, 24 comers, and 36 edges. While this 
shape meets most grain criteria, it does not satisfy the required 120 degree dihedral angles 
between grains where three adjacent grains meet at an edge, unless the faces exhibit a minor 
amount of curvature. 
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Another ideal grain shape, the pentagonal dodecahedron, agrees well with 
observations of grains, but is not a space filling shape. It has twelve five-sided faces. 
However, it must be recognized that we are sampling grains with a range of sizes and shapes. 
In most cases, the grains observed on a polished cross-sectional plane exhibit a range 
of sizes around a central mean and individual measurements of grain areas, diameters, or 
intercept lengths exhibit a normal distribution [12]. In the vast majority of cases, we merely 
determine the mean value of the planar grain size, rather than the distribution. There are cases 
where the grain size distribution is not normal but bimodal, or "duplex." Also, our grain 
shapes can be distorted by processing procedures so that they are flattened and/or elongated. 
Different product shapes and different processing procedures can produce a variety of non-
equiaxed grain shapes. This, of course, does influence our ability to measure the grain size. 
Figure 4.6 below shows the elongated grain structure in 5XXX series A1 alloys after 
80% thickness reduction, where Keller's method is used to reveal the microscopic structure. 
Grain size measurement is also complicated by the different types of grains that can 
be present in metals, although their fundamental shapes are the same. For example, in body-
centered cubic metals, such as Fe, Mo, and Cr, we have ferrite grains; in face-centered cubic 
metals, such as Al, Ni, Cu, and certain stainless steels, we have austenite grains. The grains 
exhibit the same shapes and are measured in the same way, but we must be careful in 
describing what kind of grains we are measuring. In the face-centered cubic metals, we may 
observe so-called twin boundaries within the grains. Aluminum alloys, however, rarely 
exhibit twins because of its high stack fault energy and large number of available slip 
systems. When twins are present, they are ignored if we are trying to define the grain size. 
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200 micron 
Figure 4.6 Elongated microstructure of a 5XXX Al alloy after 80% thickness reduction 
However, if we are trying to establish a relationship between microstructure and properties, 
for example, strength, we must consider twin boundaries as they influence the dislocation 
movement, just as grain boundaries do. Hence, we must recognize the intent of the work 
being performed. 
In heat-treated steels, it is recognized that the grain size of the product of the heat 
treatment, usually martensite, is not measured or cannot be measured. For low-carbon steel, 
the martensite forms in packets within the parent austenite grains. In high-carbon martensites, 
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we do not observe any convenient structural shape that can be measured. In most cases, we 
try to measure the size of the parent austenite grains that were formed during the high 
temperature hold during the heat treatment. This is usually referred to as the "prior-austenite 
grain size" and it has been widely correlated to the properties of heat-treated steels. The most 
difficult process here is the etching procedure needed to reveal these prior boundaries. 
Sometimes they cannot be revealed, particularly in low-carbon steels. In this case, it may be 
possible to measure the low-carbon lath martensite packet size, which is a function of the 
prior-austenite grain size. 
4.2.4 Complicated measures of the grain size 
Another complicating factor is the different measures of grain size [69]. The 
planimetric method, described below, yields the number of grains per square millimeter area, 
N'A, from which we can calculate the average grain area, A. It is common practice to take the 
square root of A and call this the grain diameter, d, although this assumes that the cross 
sectional shape of the grains is a square, which it is not. The intercept method yields a mean 
intercept length, Lg ; its relationship to N*, A, or d is not exceptionally well defined. A 
variety of planar grain size distribution methods have also been developed to estimate the 
number of grains per unit volume, Ny, from which the average grain volume, V, can be 
calculated. The relationship between these spatial measures of grain size and the above planar 
measures is also ill-defined. 
It is now common to express grain sizes in terms of a simple exponential equation: 
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n = 2°-' (4.3) 
where: 
n = the number of grains per square inch at 100X magnification, and 
G = the ASTM grain size number. 
The grain diameter, d, is defined as: 
d = VÂ (4.4) 
where 
A = — (4.5) 
and Na is the number of grains per square millimeter at IX magnification 
#. = *100*100 = 15.5*/% (4.6) 
^ 25.4*25.4 
Although the N&, or Lg, values had been used for many years as measures of grain 
size, the G values were adopted readily due to their simplicity. As shown in Equation (4.3), 
we can directly relate the number of grains per unit area to G, but the relationship between La, 
and G, or Nv and G are not as clearly defined. 
The relationships between the mean intercept length and the grain size number are 
defined in two different ways per ASTM code El 12. The first is 
f = (_A)": (4.7) 
4 
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where A is the average grain area in square inch. 
The second definition is: 
G = 21og,& (4.8) 
G = 10.00-2 log, f (4.9) 
G = 10.00 + 2 log ^ NL (4.10) 
where £0 = 32 mm, I is the mean intercept length in mm at IX magnification, and NL is the 
number of intercepts per mm for the macroscopically determined grain size numbers. 
The two definitions will give out a little different values of the mean intercept length. 
However, the error is within 0.01 G units of the grain size numbers. 
In the next section, a new program will be presented to calculate these grain size 
parameters if the grain size number and the magnification are given. 
4.2.5 Measurement methods 
There are many grain size measurement techniques recommended by the ASTM code 
El 12. The "planimetric" approach measures the grain size in terms of the number of grains 
visible on a cross section within a fixed area, the number per square inch at 100X, or the 
number per square millimeter at IX, Nx- From this value, the average cross-sectional area of 
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the bisected grains can be computed. This is not an average of the maximum cross-sectional 
area of each grain because the sectioning plane does not intersect each grain at its maximum 
width. 
in Germany in 1903, Ernil Heyn [74] published an intercept approach for measuring 
the grain size. In this method, one or more lines are superimposed over the structure at a 
known magnification. The true line length is divided by the number of grains intercepted by 
the line. This gives the average length of the line within the intercepted grains. This average 
intercept length will be less than the average grain diameter but the two are interrelated, as 
expressed in Equations (4.8-4.10). 
Many grain size raters expressed the need for simpler ways to estimate the grain size. 
In some cases, such as heat treatment selections, grain size measurement is required. In many 
cases, it is required that G be 5 or greater (i.e., "fine- grained"). Hence, if the grain size is 
substantially finer than this, a quick method, which may not be as precise as an actual 
measurement, is adequate. A comparison chart method [75] with examples of grain sizes 
meets this need adequately, as long as the grain size distribution is normal. Additionally, the 
specimens should be etched in the same manner as depicted on the chart. If the grain size is 
near the specification limit, an actual measurement is preferred due to the improved 
precision. Four (4) different comparison charts (Plate I, II, IH, and IV) are used in the ASTM 
standard El 12. 
Note that these methods are applied on the polished surface of the specimen, that is, 
on a plane that cuts through the three-dimensional grains. Thus, these are planar rather than 
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spatial measures of the grain size. The planimetric, also known as Jeffries [76] method, 
defines the grain size in terms of the number of grains per unit area, the average grain area, or 
the average grain diameter, while the Heyn intercept method defines it in terms of the average 
intercept length. The comparison chart method expresses the grain size only in terms of G, 
except for the copper charts, which use d. 
4.2.6 Beyond ASTM E 112 
Test Methods E 112, one of the most widely cited ASTM standards, is chiefly 
concerned with the measurement of the grain size when the grains are equiaxed in shape, that 
is, non-deformed, although it does contain some information about measurement of the grain 
size when the grains have been elongated by processing. There are other situations where 
Test Methods E 112 is not helpful and other standards have been developed. For example, 
certain alloys may not exhibit a uniform distribution of grain sizes. Instead, a bimodal 
distribution may exist; several types have been observed. Two ASTM standard test methods 
deal with such structures. Standard E 930 [77], Test Methods for Estimating the Largest 
Grain Observed in a Metallographic Section (ALA Grain Size), is used to measure the size of 
an unusually large grain in an otherwise uniformly fine grain size distribution, while the 
standard E 1181 [78], Test Methods for Characterizing Duplex Grain Sizes, is used to 
measure the grain size when the distribution is non-normal. With the growth of image 
analysis, test methods for performing measurements must be established and a new standard, 
E 1382 [79], Test Methods for Determining the Average Grain Size Using Semiautomatic 
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and Automatic Image Analysis, completed the balloting process in 1991, and the standard 
was established. This standard describes a number of equivalent approaches for measuring 
grain size using both tablet digitizer systems and fully automatic systems. 
4.2.7 International scene 
ASTM's work on grain sizes has been followed closely by other industrial countries 
and the International Organization for Standardization (ISO). Many countries have adopted 
one or more of the grain size charts of ASTM Test Methods E 112. Some countries have also 
developed very useful charts. For example, for rating McQuaid-Ehn carburized specimens, 
most U.S. raters etch the pearlitic matrix dark [80] as depicted in Plate IV of Test Methods E 
112. However, it is easier to see the intergranular carbide phase if we use an etchant that 
darkens the grain boundary cementite. The French grain size standard, NF A04-102 [81], 
contains a rating chart where the grain boundary cementite was darkened with alkaline 
sodium picrate. The German SEP 1510 grain size standard [82] also contains a very useful 
chart. It illustrates non-twinned grains (such as ferrite grains) that are equiaxed or deformed 
(elongated 2 to 1 and 4 to 1) by cold working. Equation (4.1) described the approach used to 
compute ASTM grain size numbers that were based on English units rather than metric units. 
Countries that used the metric system developed an alternate equation that produces nearly 
identical grain size numbers: 
m = 8(2°"") (4.11) 
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where: 
m = the number of grains per mm2 at 1 X, and 
Gm = the metric grain size number. 
Gm is slightly greater than G but the difference is negligible. Equation (4.11) is used 
in the Swedish (SIS 11 11 01) [83], Italian (UNI 3245) [84], Russian (COST 5639) [85], 
French (NF A04-102), and ISO (ISO 643) [86] standards. 
The German standard (SEP 1510) [82] also uses the metric system, but a different 
equation is employed: 
K= 3.7 + 3.33Log(Z) (4.12) 
where: 
K = the photomicrograph serial number (same as G), and 
Z = the number of grains per cm2 at 100X. 
In this case, K equals G. Japanese standards JIS G 0551 and G 0552 [87] also use the 
metric system, with a slightly different equation than Equation (4.11) (but equivalent) that 
produces the same values as Equation (4.11): 
m = 2*L+3> (4.13) 
where m and Gm are defined as before. 
In summary, Test Methods E 112 is designed for rating the grain size of equiaxed 
grain structures with a normal size distribution; the standard is presently being revised to 
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provide better instructions for rating the grain size of deformed grains. Other standards have 
been introduced by ASTM and world-wide to handle the measurement of occasional, very 
large grains present in an otherwise uniform, fine grain size dispersion (E 930, Methods of 
Estimating the Largest Grain Observed in a Metallographic Section (ALA Grain Size)) or for 
rating the grain size when the size distribution is non-normal, for example, bi-modal or 
"duplex" (E 1181, Methods of Characterizing Duplex Grain Sizes). A new standard technique 
has recently developed for ratings using semiautomatic or automatic image analyzers (E 
1382, Test Methods for Determining the Average Grain Size Using Semi-Automatic and 
Automatic Image Analysis). 
Grain size measurement has been investigated for more than a century. However, it is 
still very complicated to quantitatively characterize the grain size parameters. 
4.3 Grain size calculation software 
In metallurgy, the grain size is characterized by G (Grain Size Number), D (mean 
grain diameter), A (mean grain cross sectional area), L (mean linear intercept length), etc. It 
is tedious to calculate these parameters based on the information one generally has. Also, it is 
critical to correlate the grain size results from the ultrasonic measurement and the 
conventional metallurgical techniques. 
Generally the grain size number, G, is a widely accepted parameter to represent the 
grain size. However, ultrasonic NDE techniques make use of the correlation between the 
ultrasonic attenuation and the mean grain diameter (or mean linear intercept length) to 
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measure the grain size. Therefore, it is often needed to convert grain size number, G, to the 
mean grain diameter, or vice versa. 
A piece of user friendly GUI (graphic user interface) software is developed to do the 
conversion between the grain size number and various grain size parameters. The algorithm 
implemented in this software is based on the ASTM El 12 standard. It is developed in 
MATLAB and compiled into a stand-alone application. It has been tested on Windows 
2000/98/95/NT PC (personal computers). If MATLAB is installed on the PC, one can modify 
the source codes, named M-files in MATLAB terminology. If no MATLAB installed on the 
PC, one can run the program by double clicking on the executable Ale: Grainsizeconvert.exe. 
The main GUI of this tool was shown in Figure 4.7 below. There are two tasks to be 
accomplished by this tool: 
• Calculate grain size number from the measured grain size parameters 
• Calculate various grain size parameters from the grain size number. 
The GUI mainly consists of three parts: magnification, grain size calculation, and 
grain size number calculation. 
4.3.1 Features of the GSC software 
GSC (grain size convert) software has the following features: 
• Calculate various grain size parameters when the micro GSN (grain size number) 
and magnifications are known. 
» Calculate various grain size parameters when the macro GSN and magnifications 
are known. 
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Figure 4.7 GSC (Grain size convert) main GUI 
• Calculate GSN when grain size parameters and magnifications are known. 
The main tasks of this software consist of two parts: calculate grain size and calculate 
the GSN (grain size number). The operation of the software is very simple: clicking and /or 
typing. 
4.3.2 Details of the grain size calculation software 
The procedure to run the grain size calculation software is simple. After launching the 
software as explained earlier, one needs to select one of the two calculation options by 
clicking on the "Radio Button": calculate grain size, or calculate grain size number, see 
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Figure 4.8 below. After clicking "Calculate Grain Size", the GUI (graphic user interface) 
should appear like Figure 4.7. When the "Calculate Grain Size Number" button is clicked, 
the GUI will look like Figure 4.9 below. The difference between Figure 4.7 and Figure 4.9 is: 
the grain size number calculation module is "grayed out" in Figure 4.7, while the grain size 
calculation module is "grayed out" in Figure 4.9. "Grayed out" in software engineering 
means that the gray colored buttons (functions) are not activated (functioning). 
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Figure 4.10 Reset and Exit buttons 
Whenever there is an invalid state in the GUI, one can return to the default GUI status 
by clicking on the "Reset" button shown in Figure 4.10 above. To exit the software, click on 
the "Exit" button or click on the standard Windows close button "X" on the right upper 
corner of the GUI. 
Magnification is a very important parameter for grain size and grain size number 
calculation. The options of the magnification are shown in Figure 4.11 below, where 
magnification 100X is selected. To choose any other magnification, click on it. 
The grain size calculation module will calculate various grain size parameters if the 
magnification and the grain size number are given. The grain size number is categorized as 
micro grain size number and macro grain size number. The difference between micro and 
macro grain size number is mainly that micro grain size number uses the 100X magnification 
image, while macro grain size number uses the IX magnification image. Therefore, there are 
two sets of grain size parameters that can be calculated. 
If the microscopic grain size number is provided, then, the following grain size 
parameters are calculated: 
• Average grain number per square inch at 100X magnification 
• Average grain number per square millimeter at IX magnification 
• Average grain area in square millimeter 
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• Average grain area in square micrometer 
• Average grain diameter in millimeter 
» Average grain diameter in micrometer 
• Mean intercept length in millimeter 
• Mean intercept length in micrometer 
• Number of grains per millimeter 
Micro grain size number per ASTM El 12 is shown in Figure 4.12 below. 
When the micro GSN is selected, the various grain size parameters will be calculated. 
Figure 4.12 shows that GSN = 00 is selected, and Figure 4.13 shows the correspondent grain 
size parameters calculated by the software based on the algorithm per ASTM El 12 standard. 
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If the macroscopic grain size number is given, then, the following grain 
parameters are calculated: 
• Average grain number per square inch at IX magnification 
• Average grain number per square millimeter at IX magnification 
e Average grain area in square millimeter 
• Average grain area in square inch 
» Average grain diameter in millimeter 
« Average grain diameter in inch 
« Mean intercept length in millimeter 
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Figure 4.13 Micro grain size parameters 
• Mean intercept length in inch 
• Number of grains per millimeter 
• Number of grains in 100 millimeters 
Macro grain size number per ASTM El 12 is shown in Figure 4.14 below, where GSN 
= M-0 is selected. Figure 4.15 below shows the macro grain size parameters corresponding to 
the macro GSN M-0. 
One can choose the operation between grain size and grain size number by clicking on 
the radio buttons shown on Figure 4.8. The GSN calculation module is shown in Figure 4.16 
below if the "Calculate Grain Size Number" radio button is clicked. This module consists of 
three parts: grain size number measurement methods, measured data, and the GSN result. 
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Figure 4.16 Grain size number (GSN) calculation module 
There are five (5) GSN measurement methods implemented in this software, as 
shown in Figure 4.17 below. These measurement methods are: Plate HI, Jeffries, Heyn, 
Hilliard, and Abrams. To select the measurement method used, click on it. If Abrams method 
is used, then, the measured data is the mean intercept length in millimeters, see Figure 4.18 
below. The result GSN is shown in Figure 4.16 above. 
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Figure 4.17 GSN measurement methods 
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4.4 Microstructure image processing 
It is a common practice in metallurgy to measure the grain size on the metallographic 
images, which is discussed briefly in the previous sections. The grain size measurement is 
complicated technically, and tedious and time-consuming practically. In additions to the 
complications mentioned previously, the metallographic images themselves are practically 
complicated, as shown in Figure 4.4 and Figure 4.6. 
The microstructure images might have the following problems: 
• The grain boundaries are not sharp cut 
• Secondary phases might exist 
• The image might be noisy, etc. 
Therefore, pre-processing the microstructure images will be very helpful, and 
automated grain size measurement software, even in preliminary forms, is a useful handy tool 
for metallugists. 
A piece of user friendly GUI software is developed to process the microstructure 
images. The software name is 'Microimage'. The algorithm is based on the ASTM El 12 
standard and some of the basic image processing techniques. It is developed in MATLAB 
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and compiled into a stand-alone application. It works fine in Windows 20Û0/98/95/NT PC 
(personal computers). If M ATLAB is installed on the PC, one can modify the source codes, 
named M-fïles in MATLAB terminology. If no MATLAB installed on the PC, one can run 
the compiled version of the software, i.e., the executable. 
The main GUI of this tool was shown in Figure 4.19 below. The function of this tool 
is mainly for microstructure image pre-processing. 
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Figure 4.19 Micro image processing main GUI 
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4.4.1 Features of the Microimage software 
The main features of this software consist of the followings: 
• Select the magnification 
• Select the image types 
• Import (load) in an image to be processed 
• Preview the input image 
• Select the grain types 
• Display the image in various forms 
• Select the image processing techniques 
• Activate the grain size measurement module 
• Launch the "GrainSizeConvert" software 
• Save the results, etc. 
4.4.2 Details of the Microimage processing software 
The software main GUI, as shown in Figure 4.19, consists of seven (7) parts: 
• Import original image 
• Grain type 
• Image display options 
• Image processing 
• Grain size measurement 
• GUI action, and 
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• Grain size convert 
Figure 4.20 shows the functionality implemented in "Import Original Image" module. 
In this module, the image to be processed will be imported when one clicks on the 
"Load an Image" button. After an image is loaded in, the "Preview Image" button will be 
activated. However, before loading in any image, one needs to specify the magnification and 
the image formats. To select the magnification and the image formats, one needs to click on 
it. 
The magnification can be: IX, 5X, 10X, 50X, 75X, 100X, 150X, 200X, 250X, 300X, 
500X, 75OX, and 1000X. These values are taken from the ASTM El 12 standard. If other 
magnification is used, then, the tool needs corresponding modifications. 
The image formats can be any one of the folio wings: 
• JPEG: Any baseline JPEG image with/without some commonly used extensions 
• TIFF: Any baseline TIFF image, including 1-bit, 8-bit, and 24-bit uncompressed 
images; 1-bit, 8-bit, and 24-bit images with packbits compression; 1-bit images 
with CCITT compression; also, 16-bit grayscale, 16-bit indexed, and 48-bit RGB 
images 
import Onginai image ! 
i 
Load an image | j 
Magnification image T ype 
I5CK -i jJPEG 
175K id I TIFF — 
14 r-n. f ««J !nun 1 ! 
Figure 4.20 Import original image module 
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• GIF: Any 1-bit to 8-bit GIF image 
• BMP: 1-bit, 4-bit, 8-bit, 24-bit, and 32-bit uncompressed images;4-bit and 8-bit 
run-length encoded (RLE) images 
• PNG: Any PNG image, including 1 -bit, 2-bit, 4-bit, 8-bit, and 16-bit grayscale 
images; 8-bit and 16-bit indexed images; 24-bit and 48-bit RGB images 
• HDF: 8-bit raster image datasets, with or without an associated colormap; 24-bit 
raster image datasets 
• PCX: 1-bit, 8-bit, and 24-bit images 
• XWD: 1-bit and 8-bit ZPixmaps; XYBitmaps; 1-bit XYPixmaps 
• ICO: 1-bit, 4-bit, and 8-bit uncompressed images 
• CUR: 1 -bit, 4-bit, and 8-bit uncompressed images 
Figure 4.21 shows the "Grain Types" module. One can select one of these grain types: 
single phase grain (default), largest grain, duplex phase grain, and multiphase grain. 
Figure 4.22 shows the "Image Display Options" module. Default display selections 
are: display original image and display edge image. One can also display image histogram 
and the processed image. 
The "Image Processing" module is shown in Figure 4.23 below. Histogram 
equalization is generally used to enhance the contrast of an intensity image. If one checks the 
"Histogram Equalization" checkbox, the input image will be enhanced by the software using 
the image histogram equalization algorithm. 
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Figure 4.22 Image display option module 
The "Image Processing" module also allows one to process the image by adding 
various noises and filtering the image with various filters, which may be helpful to add 
dithering effects on the images. 
The noise which can be added to the image is: Gaussian white noise, salt and pepper 
noise, and speckle noise. 
The filters used to filter the image can be any one of the folio wings: 
• WIENER2: Perform 2-D adaptive noise-removal filtering 
• ORDFILT2: Perform 2-D order-statistic filtering 
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• MEDFILT2: Perform 2-D median filtering 
If other parameters not mentioned above are required or new algorithms are available, 
then, modify or expand the functionality of the software appropriately. 
The WIENER2 low-pass filters filter an intensity image that has been degraded by 
constant power additive noise. WIENER2 uses a pixel-wise adaptive Wiener method based 
on statistics estimated from a local neighborhood of each pixel. To use this filter, one use the 
following equation: 
B - wiener2( A) (4.14) 
where A is the original image and B is the Wiener filtered image. 
The ORDFILT2 filter is used in the following way: 
B = ordfilt2(A, ORDER, DOMAIN) (4.15) 
B = ORDF1LT2 (A, ORDER, DOMAIN) replaces each element in A by the ORDER-
th element in the sorted set of neighbors specified by the nonzero elements in DOMAIN. In 
this program, ORDER=l and DOMAIN is the following matrix: 
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Figure 4.23 Image processing module 
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1 1 1 
D0M4W= 1 1 1 
1 1 1 
(4.16) 
The MEDFILT1 filter is used in the following way: 
B = medfilt2(A,[M,N]) (4.17) 
B = MEDFILT2(A,[M N]) per forms median filtering of the matrix A in two 
dimensions. Each output pixel contains the median value in the M-by-N neighborhood 
around the corresponding pixel in the input image. MEDFILT2 pads the image with zeros on 
the edges, so the median values for the points within [M N]/2 of the edges may appear 
distorted. In this software, M = N = 2. 
Figure 4.24 shows the "Grain Size Measurement" module. This module is inactive by 
default. To activate this module, click on the "Activate" radio button. To measure the grain 
size, the physical size in millimeters of the input image should be specified. In additions, the 
grain size measurement methods per ASTM El 12 need to be selected. The number of rows 
and columns might be needed also. 
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Figure 4.24 Grain size measurement module 
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Figure 4.25 shows the "GUI Action" module. The functionality of the "GUI Action" 
module is self-explicit. Click on the "Exit" button will close the application. Some buttons 
are grayed out. They will be activated only if the required preparation is finished. "Reset" 
push button will reset the GUI to the default value. After the input image is successfully 
imported from the "Import Original Image" module, the "Apply Setting" push button is 
activated. Then, one can run the program and save the result. 
Figure 4.26 shows the "Grain Size Convert" module, which is nothing but one 
function call to launch the "GrainSizeConvert" software described in Section 4.3. Click on 
the "Size Convert" push button, the "GrainSizeConvert" software will be launched, as shown 
in Figure 4.7. 
GUI Action 
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Appiy Setting 
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Stop Running 
Save Result 
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Figure 4.25 GUI action module 
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Figure 4.26 Grain size convert module 
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4.4.3 A quick example 
Click on the "Load an Image" push button on the main GUI shown in Figure 4.19, the 
standard Windows input window will popup as shown in Figure 4.27 below. Select the image 
to be processed and click "Open". In this example, the image "Ax025.gif" is imported and 
processed. 
Figure 4.28 shows the input image preview. The image can be zoomed in as shown in 
Figure 4.29. One can also add text onto the image as shown in Figure 4.30. The text added 
can be changed as needed as shown in Figure 4.31 and Figure 4.32 where a text property 
editor window is shown. After running the program, one saves the result into a file by 
clicking on the "Save Result" push button, which will popup another standard Windows save 
file window as shown in Figure 4.33 below. 
After running the program, the edge image will popup as shown in Figure 4.34 below. 
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Figure 4.27 Standard Windows input file window 
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Figure 4.33 Standard Windows save file window 
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Figure 4.34 Processed edge image 
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If one checks the "Display Processed Image" check box in the main GUI shown in 
Figure 4.19, the processed image will popup after running the software as shown in Figure 
4.35 below. Compared Figure 4.35 with Figure 4.28, it is obvious that the grain boundaries 
as shown in Figure 4.35 are much more clear. 
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Figure 4.35 Processed image 
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If the "Display Histogram" check box is checked, then, the histogram of the image will 
be plotted as shown in Figure 4.36 below. 
If the "Grain Size Measurement" module is activated, then, the edge and the processed 
images for Heyn method with 5 lines for rows and columns are shown in Figure 4.37 and 
4.38 respectively. Figure 4.39 shows the edge image for Abrams [69] method with three (3) 
circles. 
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Figure 4.36 Histogram of the original image 
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It is necessary to select the best processed-image based on the application 
requirements. For the case of grain size measurement applications, the grain boundary is 
important. For the example shown in Figures 4.37 ~ 4.39, Figure 4.38 has the best clear-cut 
grain boundaries and it should be used for grain size measurements. 
Figure 4.37 Heyn method of the grain size measurement and the edge image 
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Figure 4.38 Heyn method and the processed image 
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Figure 4.39 Abrams method with 3 circles and the edge image 
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4.5 Grain size and the ultrasonic wave attenuation 
The relationship between the NDE data and the microstructure characteristics is 
critical for the NDE technique to be useful in the control of the materials processing. There is 
much literature about the ultrasonic attenuation and the grain size. In this dissertation, the 
Stanke and Kino's [38] unified theory will be used to correlate ultrasonic attenuation and the 
grain size. 
4.5.1 Unified theory 
An acoustic wave traveling in microscopically inhomogeneous medium, such as 
5XXX series aluminum alloys, suffers scattering and consequently has an amplitude 
attenuation coefficient, a, and a phase velocity, vp. Generally the ultrasound attenuation 
coefficient and the phase velocity are frequency dependent. The ultrasonic attenuation 
coefficient, phase velocity, and their dependencies on frequency, are caused by the scattering 
of the grain boundaries. Thus, the grain size information can be inferred from the ultrasonic 
attenuation and phase velocity measurements. 
There are many models available in the literature that will correlate the ultrasonic 
attenuation and phase velocity measurement results with the grain sizes [38]. Different 
models are valid for different application scenarios. However, the unified theory for elastic 
wave propagation in polycrystalline materials is the best approach for the application studied 
in this dissertation. The unified theory was originally proposed by Stanke and Kino [38]. It is 
briefly summarized here. 
Start with the stochastic wave equation: 
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V2w(r) + &:(r)w(r)=0 (4.18) 
Assume that the solution to Equation (4.18) has the following form: 
w(r) = (4.19) 
Following the Keller approximation approach, Stanke and Kino arrived the following 
equations related the attenuation coefficient with the grain size parameters: 
(xf)2 -{xoey n y> f f \2 {arctan(-—l-—)(xe + — [12 + 15(x0, )2] 
525 (C,° )2 (x„J 2 + ixm 
zlT[48 + 72(z„,)1+15(x„,),j + 4 (^f) Z/ 
+ ~—-j[48 (xn,. )2 (x0, )4 J — [64 + 48(x0# )2 + 12(x0,)4 + (xw)6]) 
- arctan(-—'—)(x# H [12- 9(x0j )2 ] + — [48 - 24(x()1 )2 -9(x0v)4] 
2 + (%o, x, x, 
+ Jr[64 + 48(x„,)' + 12(x„,)* +(%,)«])-1^>2[4 + 4^' + (*'^ 
4 + 4tX(„ + (x^ ) - (Xg, ) 
20(Xo,)"[4 + 4ix^+(xj"] 
" 4+4^+(,,)'_W + 
+ —^(4i(x^ -x0t)-8[2(x0f)2 +(%,)2] + -[23(X0()' + 13(x0j)3j) 
+ i—rr{16;(%0( -(^oJ^] + 8;[(^o<)^ 
U* ) 
- 2 [ W * +  ) '  - ( * 0 , ) ' ] } }  ( 4 . 2 0 )  
154 
èf ,arctan(^)(^-i[,2-9U")2] 
1 [48-24(x^)'+9(x^)']-^-[64 + 48(^)'+12(x^)'+ (%«,)"]) (^,)^ ^ ^ 
+ aictmi(-4—)K +—[12 + 9(ao,):] + Jg-[48 + 48(%o,): +9(^,/] 
l + ^ o, ^ 
28(%«j'[4 + 4^4-(^)^ __ _ 
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%, = (4.22) 
xoe = k(v d (4.23) 
%, = (4.24) 
%), =&o,<ï (4.25) 
=(—)'" (4.26) 
Vo, =(—)'" (4.27) /> 
^o( =— (4.28) 
*(W 
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û )  (4.29) 
y = C-c%-2c, ,o 44 (4.30) 
, C^, and are the elastic constants of the single crystals which are the 
building blocks of the materials. 
V is the anisotropy factor. 
p is the density of the material. 
m is the angular frequency of the elastic waves. 
Note that: s stands for shear wave, and f stands for longitudinal waves. 
V is the elastic wave velocity. v ,  is the longitudinal elastic wave velocity, and Vt is 
the elastic shear wave velocity. 
d is the effective average linear dimension of the grains. 
k is the elastic wave propagation constant, i.e., wave number. 
k  =  —  =  p ~ i a  
y (4.31) 
(4.32) 
y is the elastic wave phase velocity. 
a is the elastic wave attenuation. 
For longitudinal waves: 
(4.33) 
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v„ = -f- (4.34) 
For shear waves: 
= (4.35) 
V „ = j  (4.36) 
Therefore, if the materials constants: C,", C,°2, C°4 , and p are known, then, Equations 
(4.20) and (4.21) can be expressed in function forms: 
=/,(%o,,z,) (4.37) 
^-^o, (4.38) 
because of the following relationship between xoe and x0s : 
^1 = &. = (^.)^ (4.39) 
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4.5.2 Unified theory solution 
Solving Equation (4.20) and (4.21) is critical to apply Stanke and Kino's unified 
theory to correlate the ultrasonic attenuation coefficient with the grain size. The equivalent 
equations for Equations (4.20) and Equation (4.21) are Equations (4.37) and (4.38). The 
original paper of the unified theory [38] used Newton's method to solve the above-mentioned 
equations, i.e., Equations (4.20) and (4.21). A new technique based on the minimization 
algorithm is implemented to solve these equations, which is discussed below in detail. 
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The cost function is defined as the absolute error between the true solution and the 
approximate solution, i.e.: 
cos t — absitrue solution - approximate solution) (4.40) 
Thus, to solve Equations (4.37) and (4.38), the following cost function can be 
established: 
F, = o&r (a, - %o, - /i W, ,^,)) (4 41) 
F, = o6f(^ - Xo, - /i (%o,, a, )) (4 42) 
And the solution to Equations (4.37) and (4.38) is obtained by minimizing the cost 
function of Equations (4.41) and (4.42). 
There are some conditions to be met to minimize the above-mentioned cost function. 
The attenuation coefficients, or, and or,, are non-negative, and the phase velocity is non-
negative, i.e.: 
a, > 0, real number (4.43) 
a, >0, reef (4.44) 
^ 0, rgaZ (4.45) 
^ ^  0, reaZ number (4.46) 
The iterative method is used to minimize the cost function. The initial value is 
obtained by the approximate solution. There are three approximate solutions to Equations 
(4.20) and (4.21), which are valid for different frequency ranges. 
For the Rayleigh limit [38]: 
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(X)((2 + 3r^-)—^-(24-3-^-)) (4.47) 
375 (C^)^"" 4 0,9 
*'=*«-+^^(v°-(2S+3)-^(t+3))  (4-48) 
For the stochastic asymptotes [38]: 
^_(Ay 1 ^ 
525(C°)^2 2 ^ - ^0/ + , T/2 ,w2 —f") (4 49) 
7yo:/y«:-3 ^ 
150 (C^r 7 yo^/yo^-1 2 < = *0, +^%^T(%^0, . -1^) (4.50) 
For the geometric asymptote [38]: 
, 2  
xt" - X0I ~ 4* (525 (Co )!)1/2 ~ ' <4'51) 
(4
'
52) 
The initial value is selected from the minimum values of the three approximate 
solutions, i.e.: 
Tmfwz/ Wwe = min(:c*,x*,) (4.53) 
For a given value of or Xg,, the characteristics of the cost function are critical to 
select suitable algorithms to minimize the cost function. Searching for a global minimum 
value is not an easy task in general. However, if the cost function is well behaved, then, the 
iteration algorithm is simple to implement. The cost function plot is shown in Figure 4.40 
below for L-waves and Figure 4.41 below for S-waves, respectively. 
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The cost function is well behaved because of the parabolic shape of the cost function 
shown in Figure 4.40 and Figure 4.41 below. Thus, the general golden search technique is 
employed to solve the unified theory equation. A piece of software is compiled in MATLAB 
to solve the unified theory equation, which will be discussed in details below. 
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Figure 4.40 Cost function for L-wave solution 
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4.5.3 Software to solve the unified theory equation 
A piece of software is compiled in MATLAB, which is named "unifiedtheory.exe". 
This software can be run in Windows 95/98/2000, Windows NT PCs. If MATLAB software 
is available, then, the software can be launched by typing "unifiedtheory" in MATLAB 
prompt. If MATLAB is not available on the PC, one can launch the software by clicking on 
the executable file named "unifiedtheory.exe". 
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Figure 4.42 Unified theory software 
After the software is launched, the following main GUI appears, as show in Figure 
4.42 above. There are six parameters needed: elastic constants of the single crystal ( C,", C,°2, 
), density of the materials (p), reference frequency (f in Hz), and reference grain diameter 
(d in micrometers). 
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Figure 4.43 Run the unified theory software 
4.6 Grain size inversion 
To obtain the grain size information from the ultrasonic attenuation measurement is 
generally called the grain size inversion problems. Using the software introduced in the above 
section, it is easy to solve the grain size inversion problem. 
The technique here is basically a table look-up technique. It is easy and fast. For a 
given material, the elastic constants of the single crystal can be obtained experimentally if 
163 
single crystals are available or from the literature. The density of the materials is readily 
available also. Based on this information, a table is established and saved into a file. This 
table lists the one-to-one value pairs of the normalized frequency, xm ( x0s ), and the 
normalized attenuation, a , d  ( a s d ) .  
With the table available, the grain size inversion is a straightforward table look-up if 
the attenuation is known. 
4.7 Summary 
This chapter discusses the microstructure of the materials. The main contributions of 
this chapter are three pieces of practical software: grain size inversion, micro-image 
processing, and the unified theory. 
The grain size measurement per ASTM El 12 is discussed fully and is used as the base 
of the grain size inversion and micro-image processing software. 
Using the grain size inversion software, various grain size parameters can be 
calculated if the grain size number (GSN) is known. The grain size characterization is pretty 
complicated per ASTM El 12 standard. The user-friendly grain size conversion GUI software 
makes the grain size parameters easy to understand and convert. 
To obtain grain size characteristics from metallugraphic images is labor extensive and 
tedious work. The micro-image processing GUI based software facilitates this effort. Various 
image processing techniques are implemented which enhance the original images and detect 
the grain boundaries. Various grain size measurement methods are just a click away. 
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Stanke and Kino's unified theory is briefly introduced in this chapter. A GUI program 
is compiled in MATLAB. In addition to the unified theory, various approximate solutions 
about relationship between the grain size and the ultrasonic attenuation are also implemented. 
Further more, a table is generated, which lists the one-to-one value pairs of the normalized 
grain size and normalized attenuation. 
The establishment of the look-up table using the software implemented in this chapter 
makes the grain size inversion easy. 
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CHAPTER 5 RECRYSTALLIZATION 
5.1 Introduction 
Recrystallisation is generally understood as the nucleation and growth of new, 
relatively strain-free grains within a previously cold-worked material. The driving force for 
recrystallisation is the removal of dislocations and their associated energies. Recrystallisation 
is complete when all the new grains have impinged on one another and the old grains have 
been consumed. At this point, the mechanical properties of the material are recovered close to 
those prior to deformation [6,7,58]. 
Generally, many forming operations of practical interest, such as drawing, rolling, 
compressing, etc., apply plastic deformation to the materials [8]. When an external force is 
applied on the materials, the materials will change their forms and or shapes. This 
deformation is defined as elastic deformation if the materials will return to their original 
shapes after the external force is removed. If the materials will remain in another shape which 
is different from both the original and the deformed shapes when the external force is 
removed, then, the deformation occurred during the external force applications is known as 
plastic deformation [88]. Practically, every material on the Earth will deform elastically and 
plastically whenever an external force is applied. However, the deformation mechanism is 
tremendously different from materials to materials, even the same material will have different 
deformation mechanisms under some circumstances, say small deformation and large 
deformation rates. 
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For elastic deformation, a material will be restored to its original shape after the 
external force is removed. Thus, it is widely accepted that there is little change 
macroscopically and microscopically during elastic deformation. On the other side, plastic 
deformation will change the shape of the materials after the external force is removed. The 
macroscopic change of the shape is a consequence of the microstructure change within the 
materials, which in turn will change the properties of the materials. Much research has been 
devoted to the study of these property and microstructure changes. 
One property change is the increase of the yield strength of the plastically deformed 
metallic materials. The yield strength increase of the deformed materials is known as the 
"strain hardening" or equivalently "strain strengthening". Sometimes, it is not desired to have 
any "strain hardening", because the higher yield strength is often accompanied with lower 
plasticity and higher brittleness. Therefore, it is very important in industry to restore 
plastically deformed materials into their original states of properties and microstructures. 
One simple approach is annealing the materials: that is, heating the deformed 
materials to some high temperature, holding at that temperature for a certain time, and 
cooling down slowly. During annealing processes, there are many phenomena occurring 
within the materials, such as dislocation density changes, nucreation of recrystallization and 
grain growth, etc. 
There are three (3) states that need to be mentioned in order to understand 
recrystallization thoroughly: original state, deformed state, and recrystallized state, as shown 
in Figure 5.1 below. Figure 5.2 and Figure 5.3 below show the processes involved in the 
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recrystallization. Ideally, if the annealing process is the inverse process of the deformation 
process, then, it is expected that the receystallized state of the materials might be identical to 
the original state of the materials. 
Original 
Deformation 
Deformed 
Annealing 
Recrystallized 
State State State 
Figure 5.1 Recrystallization and related states 
Deformation Process 
(Point defects increase; 
Dislocation density increase; 
Slip and twin systems activated; 
Microbands and shear bands formation; 
Secondary phase pinning; 
Subgrain and cell formation; 
Deformation texture develop, etc.) 
Figure 5.2 Deformation and related phenomena 
Recovery 
(Dislocation migration, 
annihilation and 
rearrangement; 
Subgrain coarsening; and 
Extended recovery, etc.) 
Annealing Process 
Recrystallization 
(Nucreation of recrystallization; 
Grain growth; and 
Abnormal grain growth, etc.) 
Figure 5.3 Annealing and related processes 
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However, the deformation process and the annealing process arc quite different 
material processing phenomena, as shown in Figure 5.2 and Figure 5.3 above. Therefore, it is 
practically impossible for the annealing process to restore completely the deformed materials 
into their original states. 
In the hot rolling process, which is the main concern in this dissertation, the 
deformation and annealing processes are interweaved with each other. Therefore, it is very 
difficult to investigate the recrystallization process in the real world. The main reasons for 
this difficulty are associated with the solid state phenomena involved in recrystallization 
process. It is not feasible to use the conventional techniques, such as S EM, TEM, X-ray 
analysis, etc., to investigate the hot rolling process in-situ. The recrystallization models based 
on the conventional characterizing methods have been proposed to predict the hot rolling 
process with some success, and computer modeling and simulation, such as Monte Carlo 
simulation, cellular models, etc. are advanced rapidly. However, there are significant 
discrepancies among those models. Thus, more verification and in-situ measurements are 
needed. 
As all needed information and knowledge is available as discussed in the above 
chapters, it is the intent of this dissertation to integrate the advanced knowledge acquired in 
materials science, NDE techniques, and other related fields into the novel materials 
processing control techniques, which was previously proposed in Chapter 1 of this 
dissertation. 
As an application example of the novel materials processing control techniques, the 
hot rolling process of the 5XXX series Aluminum alloys is investigated in the dissertation 
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research work. Figure 5.4 below shows the diagram for the hot rolling process and the control 
strategy as it was proposed in this dissertation. 
This chapter will briefly discuss the deformation process and the annealing process. 
Then, the concept of the novel ultrasonic NDE technique to control the recrystallization 
process will be presented. 
F4 
F5 F3 
ftftr 
L2 
NDE 
Sensor(y2) 
NDE 
Source (yl) 
Controller 
(y3) 
Realized vs 
Expected 
Texture & 
Microstruc. 
fx3) 
Microstruc., 
Texture, 
Chem. Comp., 
Etc. (x2) 
Figure 5.4 Hot rolling process and materials processing control diagram 
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5.2 Deformation process and deformed state of materials 
The methodology used in materials science to investigate and understand the structure 
and properties of various metallic materials follows the general pedagogical approach: it is 
assumed that the metallic materials consist, to first order, of ideal crystals with perfect atomic 
arrangements in space. Then, defects are introduced to allow an accurate explanation of 
experimental results, such as the effect of deformation on mechanical properties. 
5.2.1 Crystal structures and voids 
The widely used rigid sphere model, in its simplistic form, assumes that the metallic 
materials occupy space with rigid spheres. The distribution of the rigid spheres in space 
forms the crystalline lattice. The unit cell is the building block of the materials, which has 
unique characteristics of the crystalline lattice. With regular translation operation of the unit 
cell along the three principal directions of the space, the space occupied by the materials is 
filled. The distances of the translation operation are multiples of the corresponding unit cell 
size. The unit cell is used to distinguish various materials. 
There are 14 Bravais lattices [12] in the universe to represent the unit cells for all 
crystals. The most common Bravais lattices are the cubic I lattice and the cubic F lattice. 
Aluminum and most aluminum alloys belong to the cubic F lattice, i.e., FCC crystals (face-
center cubic). In the rigid sphere models, the densest packing lattices are FCC and HCP. Even 
in FCC and HCP packing, there are still some voids within the metallic atom filled space. 
For FCC crystals, the rigid spheres occupy most of the unit cell. The space occupied 
by the atoms is: 
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,, , . , , 4*(sp&grg vo/wme) 
Volume percentage occupied by atoms = 
[Wf ce/Z vo/w/Mg 
1% y 
r v 2 1  
—a  
U ; 16# J 74%, (5.1) 
^ 3 
where a is the length of one side of the unit cell. 
This means that there is 26% volumetric void space in the unit cell. There are two 
kinds of voids in FCC. metals: octahedral and telrahedral. The radius of the void in the rigid 
sphere model is defined as the radius of the largest rigid sphere that can be fitted into the 
void. The largest diameter in this void space is in the octahedral voids for FCC metals. The 
radii is: 
2-V2 
^—« (5.2) 
It is also known that the atom radii is: 
V2 
=%* (5-3) 
Thus, the ratio between the void radii and the atom radii is: 
=0.414 (5.4) _ 2-V2 
V2 
For aluminum, the atomic radius is about 143pm [68]. Thus, the maximum void 
radius is about 59pm. Hence, carbon (atomic radius =80pm) and nitrogen (atomic radius 
=70pm) produce distortions in the lattice when they occupy the voids. 
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5.2.2 Point defects 
There are impurities in the real world materials, such as carbon, nitrogen, hydrogen, 
sulphur, etc. The concentration of the impurities is usually very small, on the order of ppm. 
However, hydrogen in high temperature applications, such as oil cracking furnace steel 
structures in the petrochemical industry, is critical because of hydrogen embrittlement, or 
hydrogen attack. Some impurities will occupy the voids within the unit cells. This kind of 
defect is called an interstitial, see Figure 5.5 below. Some positions in the lattices have no 
atoms. These are known as vacancies. Generally, the impurities such as carbon in steels, 
small amount of sulphur in steels, etc., are added on purpose to improve the steel properties, 
e.g., by blocking the flow of dislocations. However, some impurities should be avoided, such 
as hydrogen and nitrogen in steels. 
Ideal Crystal Atom Arrangement Ideal Crystal Lattice with a Point Defect 
Figure 5.5 Point defects - interstitial 
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Because of the small dimension of the point defects, it is still a challenge to 
characterize the effects of the point defects on NDE signals. For example, the dimension of 
the point defects is in the order of 100 pm, and the wavelength of longitudinal ultrasonic 
waves used during NDE of metals at 10 MHz is typically 500 pm, which is over 5 orders 
higher than the dimension of the point defects. For conventional NDE applications, which 
use attenuation and phases to characterize the materials properties and structure integrity, the 
effect of the point defects is generally insignificant, or at most the second order effects. 
However, a distribution containing a large number of point defects can have a collective 
effect on ultrasonic NDE measurement. This is greatest in special measurements, e.g., the 
ultrasonic NDE measurement of porosity that is a large accumulation of vacancies. 
If high frequency ultrasonic transducers, e.g., 100 MHz laser ultrasonic NDE, are used 
and the second or higher order harmonic ultrasonic NDE signals are measured, then, 
sometimes it is possible to obtain in-depth information about point defects. As a matter of 
fact, this is a new challenging field for NDE researchers. 
The concentrations of vacancies and interstitials are often very small, generally in the 
order of ppm. For example, the concentration of vacancies in aluminum at 400K normally 
does not exceed 2.3 x 10"^, i.e., 23 vacancies in 1 million atoms [68]. 
Point defects play critical rules in some phenomena, such as self-diffusion, but it is 
believed that they are insignificant in deformation processes and annealing processes. Thus, it 
is not a main subject within the frame of this dissertation. It is true especially when the 
second order effect is not significant. However, it is helpful to understand the high 
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temperature measurement results that will be discussed in Chapter 7, because the point defect 
effect will contribute to the noise signals. 
5.2.3 Theoretical strength and dislocations 
Based on the perfect crystal structure hypothesis, many models have been proposed to 
calculate the theoretical strength of materials. Orowan [89] developed a simple method for 
obtaining the theoretical tensile strength of a crystal, <Jttax : 
<5,5) 
where E is Young's modulus, y is the surface energy, and a^ is the distance between two 
crystal planes. 
The theoretical tensile strength of the solids occurs at the plane where the surface 
energy is minimum and the inter-plane distance is maximum. This condition is satisfied in 
(111) planes for FCC metals, i.e., the most packed planes have weakest bonds and will be 
cracked first when sufficient external force is applied. 
Frenkel [90] performed a simple calculation of the theoretical shear strength of 
crystals by considering two adjacent and parallel lines of atoms subjected to a shear stress. 
The maximum shear strength, is 
^ (/or FCC cryafak) (5.6) 
5.1 
Where G is the shear modulus, b is the interatomic distance, and a is the separation 
between the adjacent planes. 
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The theoretical shear strength of solids happens at the plane where there is minimum 
interatomic distance, and maximum interatomic plane distance, i.e., the (111) crystal planes 
for FCC metals. 
For 5XXX series A1 alloys, the typical values for mechanical properties [6] are: 
Tensile strength: 191 MPa 
Shear strength: 89MPa 
Young's modulus: 69,778MPa 
Shear modulus: 25,635MPa 
Theoretical tensile strength: 22,211 MPa 
Theoretical shear strength: 5,026MPa 
The theoretical strength of solids based on the perfect crystal structure models is 
orders of magnitude higher than the experimental measured strength of metals. The 
discrepancy between the theoretical strength and the actual strength of crystal metals is 
caused by the following reasons: 
Crack growth: There are small internal cracks in real materials, where high-stress 
concentrations are set up at their extremities. Hence, the theoretical cleavage strength can be 
achieved at the tip of the crack at applied loads that produces, on average, only a fraction of 
that stress. Griffith theory provides more detailed explanations [91,92]. 
Dislocations and plastic flow: before the theoretical shear stress is reached, 
dislocations are generated and move in the material; if they are already present, they start 
moving and multiply. Dislocations can move at stresses that are a small fraction of the 
theoretical shear stress. 
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Dislocation concepts and theory were proposed, observed and accomplished by many 
scientists and researchers. Some of the most famous of them are Orowan and Burgers [91, 
93]. There are two distinct types of dislocations: edge dislocations and screw dislocations. 
Dislocations are generally characterized by the Burgers vector, b , dislocation energy, Ur, and 
dislocation density, p. The density of dislocations is defined as the total length of dislocation 
lines per unit volume, in unit of cm"2. The typical values for these parameters in annealed 
aluminum alloy are: 
6 = 0.2%m 
C/f = —= 3 eV 
r 2 
/) = 10"m-: 
The dimensions of an individual dislocation are small compared with the ultrasound 
wavelength typically used in NDE, which is 500 |±m for 10 MHz transducers. However, the 
dislocation density is reasonably high, and the energy of a dislocation, 3 eV, is much higher 
than the energy of a vacancy, 1 eV. Thus, it is theoretically possible to sense the dislocation 
information by ultrasound NDE. The challenge is to improve SNR, which is beyond the 
scope of this dissertation. However, like the point defects, the dislocation effect on the high 
temperature measurement will contribute to increase the noise. 
5.2.4 Other defects 
In additions to point defects and line defects (dislocations), there are other defects in 
perfect crystals: Area defects and volumetric defects. Grain boundaries are the sites of the 
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most important area defects in crystalline materials and they are the dominant sources of the 
ultrasonic wave scattering. As a matter of fact, the scattering of ultrasound at grain 
boundaries is the fundamental physical foundation of the relationship between the ultrasonic 
attenuation and the grain size. 
Grain boundaries play critical roles in the metallic material deformation processes. 
Modifying their properties is one of the important strengthening mechanisms in materials 
science. The movement of dislocations is hindered and piled up at pinning points and grain 
boundaries. 
There are some other forms of area defects, such as twin boundaries, cell structures, 
etc. Orientation imaging microscopy (OIM) is a powerful technique, very recently developed, 
that can be used to investigate the characteristics and features of microstructures, including 
the grain boundaries and mis-orientations, etc. For introductory information, refer to Section 
2.3.6. This is one of the active areas of research for materials scientists and researchers. 
Volumetric defects can be secondary phases, porosity, inclusions, cracks, etc. In 
metallic materials, volumetric defects are generally undesirable. There are many standards 
and codes for the size requirements and behaviors of these defects. The concept there is to 
discriminate severe defects from acceptable imperfections. To do that, the defects are termed 
as discontinuity. If the size of these discontinuities is larger than that of the requirements 
specified by the agreed standards, then, the discontinuity is regarded as a defect, otherwise, 
the discontinuities are acceptable. 
For 5XXX series aluminum alloys that are the subject of study in this dissertation, the 
volume percentage of the secondary phases is less than 3%, (see Section 4.2.1). It is also 
assumed that the sample materials satisfied ASTM standards, such as ASTM Code B209-00 
Standard Specification for Aluminum and Aluminum-Alloy Sheet and Plate [94]. The ASTM 
specification limits the distribution, concentration and size of the secondary phase, etc. Thus, 
the effects of the volume defects are regarded as insignificant within the frame scope of this 
dissertation. 
5.2.5 Deformation mechanisms 
A deformation mechanism is the internal response mechanism of the materials when 
the external force is applied. Different forms of applied loads will incur different deformation 
mechanisms. The external loads may be heat and or force. 
The deformation processes are classified based on the external force. They include but 
are not limited to tension, compression, drawing, twisting, and rolling process, etc. They are 
also classified as hot deformation and cold deformation based on whether appropriate heat is 
applied or not. If the deformation occurs at temperature higher than some critical 
temperature, Tc, then, the deformation is named as hot deformation, otherwise it is cold 
deformation. The critical temperature, Tc, is materials dependent, generally 
r ,= (0 .3~0 .6)T„ (5.7) 
where Tm is the melting point of the materials. For 5XXX aluminum alloys, Tm is about 
640°C. Thus, the critical temperature, Tc, is about (192- 384)°C. During deformation, the 
external mechanical energy applied through force will convert into heat energy partially, 
which means that the temperature of the materials will increase during deformation. Thus, it 
is quiet possible that the temperature of the 5XXX series aluminum alloys during the cold 
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rolling process increases from ambient temperature to higher than the critical temperature, Tc, 
if the strain reaches some value, e.g., 50% thickness reduction at a sufficiently high rate. 
Rolling is the most widely used forming process in which the thickness of a material 
is reduced by passing it between two rolls. Hot rolling is used for larger amounts of 
deformation and cold rolling is used to optimize the mechanical properties and surface finish. 
There are a number of deformation mechanisms happened during a deformation 
process. The deformation mechanisms can be classified based on different criteria. The most 
common deformation mechanisms encountered are: fracturing, friction sliding, lattice 
diffusion, dislocation glide, twinning, kinking, grain boundary migration, rotation 
recrystallization, recovery, climb, lattice rotation, bulk rotation, grain boundary sliding, 
diffusive mass transfer, and phase change (deformation induced phase transformation), etc. 
In the rolling process of 5XXX series aluminum alloys, the main deformation 
mechanisms could be dislocation glide, twinning, kinking, lattice rotation, grain boundary 
migration and sliding, recrystallization, and recovery. 
The working deformation mechanism depends on the stress-strain states within the 
materials and the inherent properties of the materials. For single crystal materials, the 
dislocations with the maximum mobility are generally the ones in active states. The active 
dislocations are generally the ones with maximum stress and minimum pinning effects acting 
on them. For example, the dislocation slip systems in FCC metals, such as aluminum, are 
typically {111} planes and <111> crystal directions at ambient temperature and slow strain 
rate. However, other dislocation systems will be activated at low temperature and or high 
strain rate. 
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For polycrystalline materials, the deformation mechanisms are much more 
complicated than for the single crystal metals. In the sample coordinate system, the FCC slip 
system {111} <111> orientations of each grain is different, i.e., the dislocation slip system is 
grain orientation dependent. 
The deformation process is generally described by the stress-strain curve, which is the 
plot of the applied stress, a, versus the strain within the materials, e, produced by the stress. 
Figure 5.6 below shows schematically a diagram of a typical stress-strain curve. There are 
three stages in the stress-strain curve: elastic deformation stage, plastic deformation stage, 
and the fracture stage. 
a 
Plastic deformation 
Fracture 
/ 
I / 
/ Elastic deformation 
E 
Figure 5.6 Schematic diagram of the stress-strain curve 
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The mathematical relationship between the stress and strain is called the constitutive 
equation, which is material dependent. 
In the elastic deformation stage, the constitutive equation is linear, i.e., 
(T = Ee (5.8) 
where E is the material dependent constant. 
In the plastic deformation stage, the constitutive equation is non-linear, i.e., 
(T = E((T^,cr)g'' (5.9a) 
Or it is better described in incremental form, 
A cr = E(0")Ac (5.9b) 
where the E(G0,CJ) means that the elastic constant is dependent on the current stress state and 
the history of the loading. In the incremental form of the constitutive equation, Equation 
(5.9b), the increment of stress, Ao, is linearly proportional to the increment of strain, Ae. 
However, the proportionality constant, E(a), is stress dependent, i.e., the constitutive 
equation is a non-linear relationship in essence. 
The incremental form of the constitutive equation, Equation (5.9b), is widely used to 
model the plastic deformation process, especially in the finite element method (FEM) 
computation. In FEM modeling of the plastic deformation process, the elastic deformation 
stage is solved first, then, the plastic deformation stage is arrived at by a repetitive 
computational loop with a small incremental step size of stress (external applying load) for 
each step. Thus, it is fundamental to be familiar with the elastic deformation in order to 
understand the plastic deformation process. 
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There are different theoretical models to describe the elastic deformation of the 
polycrystalline aggregates. Two famous models [68] are the Voigt average and the Reuss 
average. The Voigt theory assumes that all grains undergo the same strain. Then, Voigt 
obtained the Young's modulus for cubic crystal system metals: 
E J F - G  +  i H ) i F  +  2 G )  
2F + 3G + # 
F=—(C^+C^+C^) (5.11) 
G = -(C,2 +Cz, +Q;) (5.12) 
#=-(Q4+C%+C(%) (5.13) 
The Reuss theory assumes that all grains are under the same stress. Then, Reuss 
obtained the following equations to calculate Young's modulus: 
^~^3F +2G +# 
F'=l(Su+S22+S33) (5.15) 
G =1(3,2 +S23 +S13) (5.16) 
^ = l ( ^ + ^ + ^ )  ( 5 . 1 7 )  
The elastic stiffnesses and the elastic compliances of the materials are related by the 
following equation 
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sn 3,2 3» 3,4 3,5 3,6 C„ ca Q4 C,5 C,6 
^21 ^22 3%3 3%4 323 326 C21 C22 C23 ^24 C# C%6 
^31 "^ 32 3)3 3)4 3g; 3se C31 C32 ^33 C34 C3, ^36 
S* 
^42 3,3 344 345 $46 C41 C42 C43 C44 c45 Q 
sn $52 S5 3  3* 355 $56 c5i C53 C54 C55 c56 
sa 362 $63 3&4 365 $66 Qi ^62 Q3 ^64 c65 c« 
= 1 (5.18) 
To be didactical, a brief discussion of the notations is included. The stress and strain 
are related to each other by the following equations: 
'cu C,2 C,) CM c15 ^,1 
^2 ^21 ^22 (^23 C24 ^25 c26 ^2 
o-3 
o-4 
= Oïl 
C4, 
C32 
C42 
C33 
C43 
C34 
C44 
C35 
C45 
C36 
C46 
£3 
£4 
C51 
^52 C53 ^54 C55 C56 £s 
^62 ^63 ^64 Q5 ("66/ ^6 J 
fe > '3n 3,2 3,3 3,4 3,5 3,/ 
3%, 3%; $23 324 $25 $26 
^3 = 3)1 $32 
$41 $42 
$33 
$43 
$34 
$44 
$35 
$45 
$36 
$46 
&3 
(T4 
A $51 $52 $53 $54 $55 $56 ^5 
\361 3g2 3« 3&4 365 3%/ ^6; 
The stress and strain notations have the following relationship: 
(5.19) 
(5.20) 
T (7,2 ^13 " ^6 ^5^ 
= 
^21 ^22 ^23 
= 0"2 C4 (5.21) 
Tzy y <^3, ^32 ^33, ^4 <?3V 
f 2f,2 2 ,^3 ^6 
r„ 
= 2^2, ^22 2^23 =r ^6 ^2 
2fg2 ^33 v V f5 ^4 f3v 
(5.22) 
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The shear stresses and strains have the following relationship: 
f* = ^  (5.23) 
(5.24) 
Where i =1, 2, 3, and j = 1, 2, 3. The general notation convention implies that 1 = x, 2 = y, 
and 3 =z. 
For general materials, the matrix C. or S as shown in Equations (5.19-5.20) is not full 
because of the shear stress and strain relationships expressed in Equations (5.23-5.24), i.e., 
the 36 components are reduced to 21 components. In the isotropic case that is a scientific 
abstraction, the elastic constants are reduced from 21 components to 2 independent 
components. 
Different crystal systems can be characterized exclusively by their symmetries. The 
crystal symmetry imposes constraints on the number of independent elastic constants. For 
FCC materials, such as aluminum alloys, because of their cubic symmetry, the C and S 
matrix will be reduced to 
("11 ("12 0 0 M fs,l ^12 ^12 0 0 0" 
Qz ("ii C,2 0 0 0 ^12 ^11 ^12 0 0 0 
C,2 C,2 Q, 0 0 0 ^12 ^12 Su 0 0 0 
0 0 0 ("44 0 0 0 0 0 ^44 0 0 
0 0 0 0 ("44 0 0 0 0 0 L»44 0 
0 0 0 0 0 ("44, <0 0 0 0 0 ^44, 
(5.25) 
For isotropic materials, the following relationship exists: 
(5.26) 
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^44 — ^12 ) 
The Zener anisotropy ratio, A, is defined [67] as: 
(5.27) 
A= 
Qi Qz 
(5.28) 
Table 5.1 below lists the elastic stiffnesses of monocrystals at ambient temperature 
and the Zener ratios. The relative small Zener ratio of aluminum will be a challenge in efforts 
to use ultrasonic NDE to monitor the texture change during deformation and recrystallization, 
since the macroscopic moduli of a polycrystal will only weakly depend on their orientation. 
Table 5.1 E astic stiffness (GPa) and Z-ratios of monocrystals at ambient temperature 
Element Structure Cu C44 C12 A 
A1 FCC 108.2 28.5 61.4 1.22 
Cu FCC 168.4 75.4 121.4 3.21 
Fe BCC 228.0 116.5 132 0 2.43 
W BCC 501.0 151.4 198.0 1.00 
5.2.6 Deformed states 
Deformation processes in metallic materials are very complicated in nature, involving 
various deformation mechanisms that occur in the solid states. This makes the description of 
a generalized deformed state challenging. The deformed state of the rolling process will be 
discussed herein. 
Rolling is the most widely used forming process in which the thickness of a material 
is reduced by passing it between two rollers. Rolling can be categorized as hot rolling and 
cold rolling. Hot rolling is the rolling process at elevated temperature and is used for larger 
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amounts of deformation. Cold rolling is the rolling process at temperature lower than the 
critical temperature, Tc, and is used to optimize the mechanical properties and surface finish. 
The critical temperature, Tc, of aluminum is about 200 °C. Figure 5.7 below shows 
schematically the rolling process. 
The rolling process is often characterized by the thickness reduction, TR: 
The rolling process involves friction, tension, bending, and compression processes. 
The stress and strain states within the materials are complicated, i.e., 9 stress and strain 
components in the stress and strain tensors may exist. Therefore, many deformation 
mechanisms co-exist and happen during the rolling process. 
7% = ^—1x100% (5.29) 
o 
to 
# 
Figure 5.7 Rolling process 
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Figure 5.8 shows the friction on the surface of a material being rolled. The external 
force is acting on the material through the compression of the rollers. The rollers are rotated, 
which makes the materials move forward. The relative values of the velocity of the forward-
moving materials being rolled and the tangent velocity of the rotating rollers are different, 
thus, friction occurs at the interface between the materials being rolled and the surface of the 
rollers. Figure 5.9 shows the compression, and Figure 5.10 shows the bending within the 
rolling process. 
Force 
Friction 
Moving 
Rotation 
Roll 
Figure 5.8 Friction in the rolling process 
Force 
Force 
Figure 5.9 Compression in the rolling process 
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Force 
Xi ' 
Force 
Figure 5.10 Bending in the rolling process 
The complex rolling process will produce complicated deformed states. A small part 
(~1%) of the applied mechanical energy will be converted and stored in the material mainly 
in the form of dislocation accumulation after the rolling process is finished. The energy 
remaining within the materials is called the stored energy, and it is the underlying physical 
basis for the subsequent annealing process. The stored energy is also the source of all the 
property changes that are typical of deformed metals. 
The stored energy mainly originates from the point defects and dislocations generated 
during the deformation processes. Because of the stored energy, the deformed metals are in 
meta-stable state. It is not stable in terms of internal energy, which should assume a minimum 
value to be in a stable state. However, the mobility of the point defects and dislocations at 
ambient temperature is so slow that the metals will stay at higher than minimum energy state 
for a significant period of time. 
The typical dislocation densities, p, are as follows [7]: 
Cold-worked: 10**m^ 
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Recrystallised: 10nnV 
That is, the dislocation density increases It)5 times after cold working compared with the 
dislocation density in the stable state materials. The stored energy, U: 
C/ = 3ey*l(f = 3*4.8*10^*10"^ = 1.4*10^(7/^) (5.30) 
The stored energy is small in value, thus, it is tricky to measure stored energy using 
the conventional calorinietry method but it is possible [7], It is also possible to find the stored 
energy by the analysis of the x-ray line broadening [7], 
The second aspect of the deformed state is the microstmcture. Assuming that the 
original state of microstructure is homogeneous, the microstructure of the deformed state 
materials will be heterogeneous because of the deformation mechanism complexity. 
The bigger grains might be fractured, and subgrains are formed. Dislocations pile up 
when they are moving across the slip plane and obstacles are met. The tangles of dislocations 
become connected and the non-crystallographic cell structure develops. 
Within the grains, shear bands and or microbands are formed. The mechanism of how 
the microbands are formed has been controversy for a long time, partially because of the 
difficulties in investigating the microbands. 
Twinning is a major deformation mode in FCC metals [7]. The stacking fault energy 
has significant effect on the twinning structures. 
Texture development during deformation processes has been the research focus for 
many decades, and there are still issues under investigation. The main reasons for the 
development of deformation texture are the limited number of slip systems available, i.e., the 
dislocations are moving only on the favorite slip planes along the slip directions. Thus, even 
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though the original grains are orientated randomly, the deformed grains have some kinds of 
favorite orientations, i.e., the texture. 
NDE techniques should be able to sense the internal microstructure and texture 
changes during and after deformation processes, and that is the fundamental physical 
foundation for this dissertation research strategy. However, the SNR is again the controlling 
factor for any NDE technique to be applicable in the laboratories and or industrial problems 
in the fields. 
5.3 Annealing process 
Forming or deformation processes are used to modify the grains of a metal ingot to 
improve the mechanical properties in the direction of grain length. Generally, deformation at 
low temperature (cold working) will increase the strength and hardness of the materials, and 
decrease fracture toughness and ductility of the materials. Defects generated from the 
deformation processes, stored energy, and internal stresses at grain boundaries, etc., may be 
changed by the subsequent annealing processes to restore ductility in certain alloys or to 
harden other alloys. 
Typical annealing processes include heating the samples (structures) at specific rates, 
holding them at elevated temperature for a certain time, and cooling them at predefined 
cooling rate. 
During annealing, there are many processes involved. Annealing may be divided into 
recovery, recrystallization, and abnormal grain growth. Annealing has been used practically 
191 
to recover ductility, and adjust the balance between strength and ductility for many decades, 
however, the physical phenomenon of annealing still deserves much further research. 
5.3.1 Recovery 
Recovery can be regarded as the thermally activated re-arrangement and/or 
annihilation of dislocations and other defects. The driving force is the reduction in the total 
energy associated with these defects. Since the actual number of dislocations removed is 
quite small, the change in mechanical properties is limited. 
Recovery typically starts between 0.3 - 0.4Tm (K), depending on solute content, etc. It 
represents the first stage in the annealing of plastically deformed metals and alloys and also 
occurs dynamically during hot-working operations. However, there is no clear cut distinction 
between recovery and recrystallization, and the starting point of recovery. As a matter of fact, 
recovery might happen at room temperature. 
After recovery, the mechanical properties will be changed. In general, the deformation 
hardening will be relieved to some extent, and ductility recovered. The strength of the 
materials will be decreased. 
Because recovery occurs at low temperature, and it involves point defects and 
dislocations, it is not easily monitored using NDE techniques. 
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5.3.2 Recrystallization 
There are various definitions of recrystallization. The main concept about 
recrystallization is the formation of a new grain structure in a deformed material by the 
formation and migration of high angle grain boundaries driven by the stored energy of 
deformation. High angle boundaries are those grain boundaries with greater than a 10 - 15° 
misorientation. Misorientation can be understood as the orientation difference between two 
adjacent grains. In addition to this strict or specific definition, recrystallization can be simply 
regarded as a kind of solid state "phase" transformation, i.e., it involves nucleation and 
growth. 
Recrystallization often occurs at higher temperature than recovery. However, the 
recrystallization temperature depends on many factors, including composition and degree of 
deformation, but ranges from 0.3Tm for pure metals to O.TTm for some superalloys. 
There are two alternative types of structural transformations occurring during the 
recrystallization process: Gibbs I "nucleation and growth", and Gibbs 11 "continuous" or 
"homogeneous" transformation, also known as spinodal decomposition [10]. 
Gibbs I transformation is extensive in the magnitude of the structural change but is, 
initially, spatially localized with a sharp interface between the new and old structures. It 
involves two distinct steps in the process: the initial formation of the new grains, and the 
growth of the new grains. 
The kinetic model of nucleation requires fluctuations of structure, composition, and 
energy to overcome the energy barriers to the formation of critically sized regions, i.e., 
embryos [58]. The fluctuation could be understood in terms of non-uniform distribution. For 
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example, the internal energy distribution within the material occupied space is heterogeneous, 
that is, some positions might have higher internal energy than the average internal energy 
value of the material, and some other parts might have a value lower than the average value. 
In the solidification process, the high internal energy positions change constantly and 
randomly, thus, the term of energy fluctuation has been coined. 
During solid state transformations, the required fluctuations of energy, structure, and 
composition needed to overcome the activation energy barriers, to form larger than the 
critical size of the embryos, and to make the embryos grow, are more difficult to be satisfied 
than that of liquid solidification. Thus, the solid state transformation is often incomplete. 
The nucleation process occurring during recrystallization is a solid state 
transformation. However, the composition fluctuation requirement is not necessary. The 
energy fluctuation is provided by the stored energy distribution. The critical issue is the 
structural fluctuation requirement. The embryos of the recrystallization could be thought as 
the same crystal structure of the parent materials, i.e., the new recrystallized crystals have the 
same crystal structure as the deformed state materials. The difference between the 
recrystallized crystals and the deformed state crystals is the crystal orientation and the defect 
density, mainly the dislocation density. As mentioned in Section 5.2.6, the recrystallized 
crystals have the dislocation density 5 orders smaller than the deformed state materials. The 
orientation difference is the origin of the recrystallized texture, which will be discussed 
shortly. 
The growth of the new grain involves the energy dissipation process. The solid state 
transformation process is the process that the material transfers from a higher energy state to 
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a lower energy state. The difference of the energy, generally in the form of heat, has to be 
dissipated through heat transfer process, such as conduction, etc. The kinetics of the grain 
growth predicts that the new grain grows in the directions where the energy dissipation rate is 
the highest. 
However, in the recrystallization process, the recrystallized grain growth depends on 
many factors in addition to the energy dissipation rate. One important factor is the structural 
requirement. The tremendous heterogeneity of the microstructure in the deformed state has 
large influence on the recrystallization nucleation and grain growth, but it also makes the new 
grain growth process complicated. Therefore, it is understandable that there is a discrepancy 
among the research results obtained from different research groups worldwide, including 
disagreement between the models and theories developed for recrystallization modeling and 
simulations. This is one of the motivation for the work of this dissertation. 
The rate of formation of the new grains [7], Iv, is 
4 = ^  <  ( 5 . 3 1 )  
n' = exp(-AG' / AT) (5.32) 
AG'=la / AGjl /(cos#) (5.33) 
Here nv is the density of critical embryos; Nv is the number of atoms per unit volume; 
AG* is the energy barrier to the formation of a critical sized new region, i.e., the embryo, a is 
a number that varies with the shape of the embryo, e.g., for a spherical embryo; a is 16 y 
is the interfacial energy; and AG, is a volume free energy driving pressure. (3 involves various 
terms that include the rate of atom addition to the embryo and the reduction in the 
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equilibrium value of n Y ,  due to the loss of embryos as they involve into growing new 
particles. The rate of atom addition to the embryo is proportional to the interface mobility. 
This dominant kinetic model is widely used in scientific study. However, the 
theoretical prediction is only in qualitative agreement with most research results. Most 
significantly, the experimental observed rate of formation of the new grains is found to be 
almost infinitely larger, by some impossibly large factor such as 1050 times [10], than the 
nucleation rate predicted by the thermal fluctuation model, Equation (5.31). 
The Gibbs H transformation is initially small in the magnitude of the structural 
change, but it occurs throughout the parent structure. The dislocation recovery and the normal 
grain growth in the recrystallization process can be regarded as Gibbs IT transformation. 
The other approach to model the recrystallization process is the Avrami, Johnson-
Mehl model, or JMAK equation [7]. The deformed material is divided into two parts during 
the annealing process: recrystallized and un-recrystallized volume. The rate of the 
recrystallization is defined as the time needed for the deformed materials to be recrystallized 
by 50% in volume, and the following relationship is expected: 
1 f 
rate = — = C exp 
*0.5 
(5.34) 
\ n / 
where to.; is the time for 50% recrystallization. 
To explain the experimental results with the recrystallization behavior as shown in 
Equation (5.34) and Figure 3.10, the JMAK model has the following relationship: 
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3 
X, =l-exp ^ = l-exp(-#") (5.35) 
where Xv is the volume percentage of the recrystallized materials. The exponent n is referred 
to as the JMAK or Avrami exponent. The original JMAK model predicted n equal to 4. 
However, some other researchers [7] found that n is between 3 and 4. 
5.3.3 Abnormal grain growth 
During recrystallization process, the new grains will grow in size, because mainly the 
growth of the newly formed grains will decrease the grain surface area, and surface energy, or 
the internal energy. 
It often happens that some newly formed grains will grow tremendously, and form 
some huge grains in size compared with the average size of all grains. The reasons of the 
abnormal grain growth are usually the high annealing temperature, and long holding time at 
elevated temperature. However, the mechanism of the abnormal grain growth is not as clear 
at this time. 
5.3.4 Recrystallization texture 
As mentioned in the previous sections, the deformation texture will be developed 
during the deformation process, which is caused conceptually by deformation along the 
favorite slip systems. 
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During the recrystallization process, another texture will develop, which is different 
from and sometimes related to the deformation texture. This new texture is named 
recrystallization texture. 
There are many models to predict the recrystallization texture. Two dominant models 
are the oriented growth models, and oriented nucleation models, see [7] for detailed 
descriptions. In this dissertation, a novel approach is proposed as shown in Section 3.7. The 
main concept is that the recrystallized volume of materials has recrystallization texture, and 
the un-recrystallized volume of materials has deformation texture. In addition to that, the 
JMAK model is assumed. 
5.4 Dynamic recrystallization 
Dynamic recrystallization arises when the deformation and recrystallization process 
occurs at the same time [7, 10], such as the case during the hot rolling process. During the hot 
rolling process, materials deform as the external force is applied. At the same time, the 
recrystallization process happens because the temperature is higher than the recrystallization 
temperature. 
There are some other situations where dynamic recrystallization occurs, which is 
beyond the scope of this dissertation. 
The dynamic recrystallization process is complicated in nature. We will present our 
research results and discuss the issues related to it in the next chapter. 
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5.5 Summary 
In summary, the recrystallization process is a solid state transformation, which is kind 
of inverse process of the deformation process. The deformed state of the materials plays a key 
role in the recrystallization process. In the deformed state, microstructure is heterogeneous, 
and deformation texture develops. In the recrystallization process, new grains nucleate and 
grow, and recrystallization texture develops. There are many models proposed to simulate 
and or explain the recrystallization process. None of them can fit all research results. The new 
approach to experimentally study recrystallization texture development is proposed in 
Chapter 3, and the physical foundation is provided in this Chapter. 
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CHAPTER 6 HIGH TEMPERATURE EMAT MEASUREMENT SYSTEM 
To investigate the texture and its changes at elevated temperature in-situ, a new "High 
Temperature EMAT Measurement System" has been developed and tested. This Chapter will 
introduce this new technique. 
6.1 System diagram 
Figure 6.1 below shows the picture of the "High Temperature EMAT Measurement 
System". It consists of an oscilloscope, a computer, a Ritech™ measurement system, a 
furnace, a temperature measurement device, EMAT transducers, and a cooling system. 
Figure 6.2 below shows the system diagram. The Ritech RAM-10000 system is used 
to excite high frequency signals. The signal is transmitted to and received from the sample by 
EMAT transducers. The received signals are monitored and digitized by the oscilloscope. 
Then, the signals are transferred to and processed by the computer. This system uses single 
frequency and frequency sweep technology to obtain the whole frequency spectrum 
information. 
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Figure 6.1 High temperature EMAT measurement system 
6.2 Theory basics for the phase slope technique 
The ultrasonic velocity information is obtained from the measurements of the sample 
thickness and the transit time. The transit time is obtained by the phase slope technique, and 
this section introduces the basics of the phase slope technique [95]. 
Figure 6.3 shows the block diagram of the instrumentation approach used in the 
RAM-10000 system with which various frequencies ranged from below 100kHz to 100 MHz 
can be configured for the carrier frequency. 
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Figure 6.2 Diagram of the high temperature EMAT measurement system 
The output of the intermediate frequency (IF) oscillator, R# , is 
Rar = cos(2^/Ff + (6 1) 
where A,p. is the amplitude of the IF oscillator output, IF is the frequency, and <j)U: is the 
arbitrary phase of the IF oscillator output. 
The output of the frequency synthesizer, Rg, is 
5" = cos[2^(ZF + F)f + ^ (6.2) 
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Figure 6.3 Block diagram of RAM system 
where As is the amplitude of the frequency synthesizer output, F is the operation frequency, 
and <()s is the arbitrary phase of the frequency synthesizer output. 
The analog multiplier No. 1 multiplies Ru and Rs, which is 
M\ = RIFRS 
= Ajf ASco$(2nIFt + <j) jp)cos[2n;{IF + F)t + 0$) 
= — A ip As {cos(2 nFt + <!>$-<t> jp) + cos[2;r(2//r + F)t  + <fi  g  +  <j>jp]}  
= A F cos(2 JtFt + 0$~ <j> ip) + high frequencyterm (6.3) 
The high frequency term is then removed by a low pass filter that is included at the 
output of the analog multiplier. The difference-frequency term is applied to the input of the 
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gated amplifier (i.e. Amp 1 in Figure 6.3) which produces the high power RF burst needed to 
drive the transducer. 
The diplexer has the function of routing the high-level transmitter current to the 
transducer during the transmit cycle and the low-level received signals to the receiver input 
with a minimum amount of attenuation during the receive cycle. 
Figure 6.4 below shows schematically a diagram of the diplexer circuitry [96]. 
Resistors R1 and R2 present an impedance to the mixer input and the mixer output, 
respectively. The capacitance CI and C2, and the inductors LI and L2, are designed to 
achieve the desired spectrum response of the mixer. 
The frequency response of the ideal diplexer should let the pass-band signals pass 
through unaffected, and attenuate the out-of-band signal (beyond cut-off frequency signals) 
significantly. The perfect match of the resistor, R, the capacitor, C, and inductor, L, is hard to 
achieve. In the system of RAM, the circuitry at the diplexer input side is preset, i.e., Rl, CI, 
and LI have preset values, while the circuitry at the diplexer output side is adjustable. To get 
the best results, the values of R2, C2 and L2 should be fine-tuned based on the working 
frequency of the system. This issue will be further investigated later in Section 6.4 of this 
Chapter. 
The output of the diplexer in the system of RAM depends on the tuning values of R2, 
C2 and L2, which are located on the transmitting transducer side. L2 will cut off low 
frequency component, and C2 will cut off the high frequency component. 
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Figure 6.4 Basics of the diplexer circuitry 
The signal appearing at the input of the Pre-Amp, f(t), has the general form 
/ (f ) = A r (0 cos(2a + + (6.4) 
where c|)r represents the phase shifts in the transducer and sample including the effects of 
acoustic transit time, Ar is the amplitude of the received signal, and F, is the frequency of the 
received signal. After amplification by the RF amplifier, f(t) is multiplied by Rs in the 
multiplier No. 2, and the resulting voltage is given by 
M 2 = # 2 (*) cos[2#(/F - F y + + yregwency ferm (6.5) 
where g2 includes the RF gain, the amplitude of the reference Rs, and the conversion 
efficiency of the multiplier. The high frequency term is rejected by the IF amplifier, which 
has a Axed center frequency of 25 Mhz and three computer-selectable band widths: 0.4MHz, 
1MHz, and 4MHz. The remaining signal containing the phase of the ultrasonic signal, is 
amplified by the IF amplifier, and then multiplied by the IF oscillator output using the analog 
multipliers No. 3 and 4. The outputs of multipliers No. 3 and 4 are given by the following 
Equations (6.6) and (6.7), respectively. 
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M3 = #3^r(f)cos[2#(F,.-F)f + 0,.]-l-AzgAyrggMgMC)' ferm (6.6) 
M4 = g3Ar(0sin[2^(Fy.-F)f + ^^.) + /;igA /regwency fg/?» (6.7) 
where gg includes the total gain and conversion efficiencies. 
The high frequency terms are effectively removed by the integrators and the low-pass 
filters (not shown in Figure 6.3) that follow the analog multiplier No. 3 and 4. The arbitrary 
phase terms <|>s and are also removed. For many ultrasonic experiments, F, is for all 
practical purposes equal to F. If the attenuation is very high, then, the frequency dispersion 
should be considered. Thus, the outputs of integrator No. 1 and 2,1, and h, are given below 
in Equation (6.8) and (6.9), respectively. 
fl= ^M3<& = rig3COs^ f%Ar(f)df (6.8) 
/2=^M4<% = rlg3sin^ '2Ar(f)<& (6.9) 
where t, and t% are the start and stop times defined by the integrator gate. 
The phase angle of the received signal can be calculated by the following equation: 
4*r = tan-lA (6.10) 
The time Tph between the creation of an RF burst from a continuous wave (CW) 
source and the arrival of an acoustic signal, generated by this burst, is a simple function of the 
phase of the signal: 
t p " = w  (6'H) 
There is a difficulty in that is a large phase angle. Thus the more usual approach is 
to use the group delay relationship which can be arrived by the following procedure: 
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0 = (6.12) 
where k is the wave number, and x is the distance of the wave propagation. 
k — (6.13) 
V 
where vPh is the phase velocity. 
^ ^ Vp* Vp* ^ VpA Vp, 
From the following equation: 
vPh ~ — (6.15) 
We obtain: 
dv r k _ 1 m  d k  (6.16) 
Substitute Equation (6.16) into Equation (6.14), we obtain: 
dvph _ 2ju a) dk _ Ijtx [-r-;-] = = (6.17) 
ph group 
where Vg^up is ±e group delay velocity, tgmup is the group delay. 
Therefore, the following group delay relationship is used to measure the delay time 
r
- 
(6
-
18> 
where TM is the measuring time, which consists of the following terms: 
(^) ^ (^) (^) TpWrnw (^) (6.19) 
where T^c refers to the acoustic time of flight, T^g includes diffraction effects (which is 
small at normal ultrasonic frequencies), Tsiec includes all electronic transit times, Tphbond 
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includes phase shifts resulted from the acoustic bond, and Tphtrans includes phase shifts 
resulting from the transducer/sample interface. 
If the signals from two echoes are used, then the transit time for the ultrasonic wave to 
travel through one thickness of the sample can be calculated by: 
Transit time = —— —— (6.20) 
4TT(N2~ N{) 
where N% is the echo number of a particular echo, and Nj is the echo number of the earlier 
one. The term A^ /AF represents the slope of the phase frequency curve for the later echo, 
and the term A(j>ri /AF represents the slope of the phase frequency curve for the earlier echo. 
In this way, the system can resolve phase angle differences to much better that 0.1 
degree. However, the phase shifts in electronics or transducer arrangement may change with 
temperature. 
6.3 Phase slope measurement results 
The aluminum alloy bar cut from the plate of the 5XXX A1 alloy was cold rolled to 
about 41% thickness reduction. Then, the samples were cut from the cold rolled bar. The size 
of each sample was 50mm x 50mm x 12mm. The sample surfaces were milled to ensure that 
they were flat and parallel. 
The phase versus frequency curve is expected to be a linear line, assuming that the 
wave velocity is non-dispersive and that the frequency dependent terms in Equation (6.19) 
are small. Figure 6.5 below shows the result of phase versus frequency at room temperature, 
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taken from the sample with the ultrasonic wave polarization direction parallel to the rolling 
direction. Based on the phase slope measurement results, the transit time is calculated and the 
ultrasonic velocity information inferred. There are two measurement modes: absolute 
measurement and relative measurement modes. Figure 6.5 below shows the phase versus 
frequency from the absolute time measurement results for one echo. The phase versus 
frequency data shown in Figure 6.5 is used to calculate the absolute time per Equation (6.18). 
The phase versus frequency is measured in the same way for the second echo, and the 
absolute time can be calculated for the second echo. Then, the transmit time is calculated per 
Equation (6.20). The transit time is 3.25 microseconds for the sample used. 
Figure 6.6 below shows the relative measurement results. The transit time is 3.25 ps, 
and relative error is less than 3 nanoseconds, thus, the error bar is less than 0.09%. 
The difference between the absolute measurement and the relative measurement is the 
following: 
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Figure 6.5 Phase versus frequency from the absolute measurement 
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Figure 6.6 Relative measurement results 
In the absolute measurement, for each frequency, the values of the two integrators are 
measured. The amplitude and phase angle are calculated from this measured data and the best 
straight line fit for the phase versus frequency curve is determined. When two echoes are 
measured, the transmit time is calculated from Equation (6.20). The procedures for the 
absolute measurement are: 
• The frequency is set for the low limit chosen 
* A burst is generated and both integrator outputs are recorded first time 
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• The phase references of the phase sensitive detectors are reversed and the two 
integrator outputs are recorded second time 
• The differences between the first time and the second time measurements are 
calculated and the phase angle is inferred 
• Move the gate to the second echo, and repeat the above-mentioned measurement 
processes, and the phase of the second echo is calculated 
• Sweep the frequency to the next value and repeat the measurement processes 
• When the upper frequency limit of the sweep is reached the process ends. A linear 
fit is made to the phase versus frequency for each echo, and the slopes are taken 
from the constants obtained. 
in the relative measurement, for each frequency, the change of the amplitude and 
phase as a function of time are measured. The change of the amplitude and phase can be 
monitored many times during measurements, thus, signal averaging could be implemented. 
The procedures for the relative measurement are: 
* A number of successive measurements of the integrator outputs are made of the 
echoes chosen in the setup 
* The mean value and standard deviations, as well as the phase angles and 
amplitudes of each echo, are calculated and recorded for later use 
* If averaging is being utilized, the last N readings of each integrator for each echo 
are stored and used to calculate running averages. The first measurement is the 
initial values for these memory locations 
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• The RAM is triggered and the integrator outputs are read as fast as possible 
without violating the "minimum time between bursts" setting. After each 
measurement the oldest data is multiplied by the appropriated weighting factor 
and subtracted from the averages, and a new running average is calculated 
* The average phase and amplitude are calculated. 
6.4 Main parameters affect the transit time 
It is very important to obtain reliable and repeatable data about the transit time, which 
is used to infer the information of recrystallization of aluminum alloys. There are many 
factors affecting the accuracy about the transit time measurement. In this section, the factors 
affecting the transit time measurement accuracy of the Ritec System are investigated. We also 
need ultrasonic attenuation information to monitor the recrystallization process. However, 
the attenuation of aluminum alloys at frequencies around 3 MHz is pretty small for the grain 
size of our samples. Therefore, for attenuation studies, the experimental system needs to be 
operated at higher frequency, say 6 MHz. 
There are several experimental parameters to be adjusted during the transit time 
measurements. The main parameters are: capacitor and resistance used in EMAT tuning. 
Others include burst width, cycles per burst, low-pass filter frequency and band-width, etc. 
We expect that the transit time should be independent of the above mentioned parameters to a 
sufficient extent that those parameters will not influence the accuracy of the texture 
measurement. 
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6.4 1 Experimental scheme 
Figure 6.7 below shows the circuit used to change the EMAT tuning capacitors and 
resistance. The purpose for this circuit is to allow operating frequency to be adjusted 
conveniently, with the goal being to achieve a parallel resonance with the coil inductance, 
thereby presenting a load most closely matched to that of the transmitting electronics. The 
EMAT probe is designed at 2.4 MHz operating frequency with preset capacitor 2200 pF and 
resistor 36 Ohms. If different frequencies are needed, the values of the capacitors should be 
changed, and the resistor values should also be changed correspondingly in order for the 
probe to operate at the maximum power output point. 
In Figure 6.7, K, Kl, K2, and K3 are switches, Rl, R2, R3, and R4 are resistance, and 
Cl, C2, and C3 are capacitors. The values for capacitors and resistors are listed in Table 6.1 
below, which is taken from the operating manual of Sonic Sensors [97], the company that 
produced the EMAT equipment. The default setup is 36 Ohms impedance and 2200 pF 
capacitor, with the EM AT transducers working at 2.4 MHz. If 6.4 MHz frequency is needed, 
then, the capacitor should be 470 pF, and the resistance should be changed to 2.3*36 Ohms, 
i.e., 82.8 Ohms, per manual [97]. 
For other frequencies, e.g., 5.0 MHz, then, one can use 4.0 MHz setting, and use 
frequency sweep to obtain information at 5 MHz. The width of the bandwidth and the 
working frequency range depends of the designed operating frequency. For 4.0 MHz 
operating frequency, the bandwidth is 4 MHz, i.e., from 2 MHz to 6 MHz, and the working 
frequency is from 3 MHz to 5 MHz. The phase and amplitude can be obtained from the 
measurements at the working frequency range. 
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Figure 6.7 Transmitter circuit 
Table 6.1 Capacitor and resistor values 
Index Capacitor Impedance Frequency 
1 2200 pF 36 Ohms 2.4 MHz 
2 1120pF 1.8*36 Ohms 4.0 MHz 
3 470 pF 2.3*36 Ohms 6.4 MHz 
4 OpF 15*36 Ohms 22 MHz 
6.4.2 Transit time versus resistance and capacitors 
For a given capacitor and resistance, the operating frequency can be preset to different 
values even though the recommended operating frequencies listed in Table 6.1 are the ideal 
operating points. During these experiments, the range of frequency sweep is 1 MHz. For 
example, at the operating frequency of 2.0 MHz, the frequency range, 1.5 MHz-2.5 MHz, is 
used to determine the transit time. The observed transit time versus operating frequency is 
plotted. Diagnostic tests were performed to determine how the observed transmit times are 
influenced by the tuning parameters. Figures 6.8-6.11 below show the transit time observed 
as a function of operating frequency at fixed resistance for different capacitor values. Here 
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the samples were taken from the 5XXX series Al alloy with the size of 50.8 mm by 50.8 mm 
by 11 mm. 
The recommended resistance for capacitor 2200 pF is 36 Ohms and the recommended 
operating frequency is 2.4 MHz for maximum power transfer and acoustic signal amplitude. 
At about 2.5 MHz, the observed transit time is independent of resistance (see Figure 6.8 
below). However, the frequency range for which this is true is pretty small (about 2 MHz to 3 
MHz) and beyond that the transit time changes significantly as operating frequency changes. 
Figure 6.9 below shows the case with 1120 pF capacitor. The recommended 
resistance for this case is 1.8*36 Ohms and the recommended operating frequency is 4.0 
MHz. With the exception of the resistance 1*36 Ohms, different resistances give the same 
trend of transit time versus operating frequency. Figure 6.10 shows the more complicated 
results that are obtained at a tuning capacitor of 470 pF. Figure 6.11 shows results with the 
opposite shape to Figure 6.9, obtained with no tuning capacitor. 
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6.4.3 Other parameters 
There are many other experimental parameters to be set before experiment starts. One 
important parameter is the frequency of the low pass filter. Generally speaking, the operating 
frequency (or more exactly the maximum frequency during frequency sweep) should be 
smaller than the low pass filter cut-off frequency. Another parameter is the number of cycles 
per burst. Figure 6.12 below shows the significant effect of the number of cycles per burst on 
the observed transit time for the case where the operating frequency is far from the 
recommended value listed in Table 6.1. 
Figures 6.13 and 6.14 below show the phase slope curve with different frequency data 
points. The capacitor is 0 pF, resistance is 15*36 Ohms, the operating frequency is 7 MHz 
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with 24 cycles per burst. The measured transit time is quite different. However, we can not 
tell the difference from an initial examination of the phase slope curve. 
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Figure 6.13 Phase slope with 151 data points (delay response to be 4.773416 (as) 
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6.4.4 Summary of factors affecting transit time measurements 
The ideal experimental condition requires that the transit time should be independent 
of the impedance and frequency for at least a reasonable frequency range. 
However, the experimental work shows that the transit time depends on the 
resistance, capacitance, operating frequency, cycles per burst, and frequency data points. 
Therefore, it is very important to operate the system optimally. Based on our empirical 
observations, the following parameter choices appear to be the best: 
* At a frequency range of 2 MHz to 3 MHz, choose the following values: 2200 pF 
capacitance, 36 Ohms resistance, 4 cycles per burst, 101 frequency data point, 
low-pass filter set at 5 MHz 
_j 1 | | | | 
4.0 4.2 4.4 4.6 4.8 5.0 
Frequency (MHz) 
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@ At a frequency range of 7 MHz to 9.5 MHz, choose the following values: 0 pF 
capacitance, 15*36 Ohms (540) resistance, 32 cycles per burst, 201 frequency data 
points, 10 MHz low-pass filter 
* At a frequency range of 3 MHz to 7 MHz, the options are numerous. 
From the measurements shown in Figure 6.8 ~ 6.11, the capacitor is the critical 
parameter. For the 2200 pF capacitance, the working frequency range is 1 MHz ~ 3 MHz. 
The working frequency range is 1.5 MHz ~ 4.0 MHz for 1120 pF capacitance, 2.0 MHz -
6.0 MHz for 470 pF capacitance, 5.0 MHz ~ 9.5 MHz for 0 pF capacitance. 
To obtain consistent results, the experimental settings should be consistent for each 
measurement. It is also recommended to minimize the measurement error when selecting the 
measurement settings. 
The future work: more creative thinking is needed to explain the phenomena we have 
presented in this section. Mainly, why does the number of frequency data point (Figures 6.13 
and Figure 6.14) change the transit time significantly without obviously changing the phase 
slope curves? Secondly, why does the transit time change with the operating frequency? 
Possible solutions: transmitters might introduce extra phase that is frequency 
dependent. Therefore, more experimental study is needed, and potential modification of the 
phase slope algorithm may be searched. 
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6.5 Temperature measurement calibration 
The cooling effects of the EMAT transducers cause the temperature distribution 
within the sample to be non-uniform. In the high temperature EMAT system, there are two 
temperatures of interest: furnace temperature, and sample temperature. The furnace 
temperature is controlled by the built-in temperature control unit of the furnace. The 
temperature of the sample and the chamber of the furnace can be measured by a 
thermocouple attached to a volt meter. Figure 6.15 below shows the temperature 
measurement setup. There are two EMAT transducers used: transmitter and receiver. EMAT 
transducers are cooled by the circulating water, a factor that leads to the possibility of 
temperature gradients during the measurement. 
Cooling Water 
Furnace 
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EMAT 
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Thermal Couples 
_Tz 
^3 
EMAT 
Transmitter 
T fuma 
Tyolt 
Cooling Water 
Figure 6.15 Temperature measurement scheme 
221 
Therefore, it is important to measure and model the temperature distribution within 
the sample. This section presents the temperature calibration and modeling results. 
Figure 6.16 below shows the temperature measuring points within the sample. Table 
6.2 below listed the samples used to measure the temperature distribution, each of these 
samples was made from aluminum. 
Table 6.3 below lists the coordinates of the positions of the measuring points. The 
samples were of rectangular shape with dimension listed in Table 6.2. 
Table 6.2 Sample dimension (mm) 
Sample Length Width Thickness 
No.l 50.8 50.8 12.7 
No.2 76.2 76.2 12.7 
No.3 101.6 101.6 12.7 
No.4 127.0 127.0 12.7 
No.5 152.4 152.4 12.7 
Table 6.3 Coordinates of the measuring points (mm) 
Sample Point 1 Point 2 Point 3 
X y z X y z X y z 
No. 1 0 0 0 25.4 0 0 38.1 0 0 
No.2 0 0 0 38.1 0 0 57.2 0 0 
No. 3 0 0 0 50.8 0 0 76.2 0 0 
No. 4 0 0 0 63.5 0 0 95.3 0 0 
No.5 0 0 0 76.2 0 0 101.4 0 0 
6.5.1 Calibration curve for the volt meter 
Figure 6.17 shows the calibration curve between the voltmeter readings and the 
temperature in degree Celsius. The temperature can be fitted into a linear equation: 
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Temp ("C) =616.364 V (mV) (6.21) 
In Equation (6.21), the temperature is in degree Celsius, and the voltage is in milli-
volts. The fitting is forced to pass through the origin of the coordinate. The temperature in 
Figure 6.17 is measured by the thermometer provided by the furnace manufacturer. 
6.5.2 Measurements of temperature distribution along the width and length of the samples 
The temperature within the sample is not evenly distributed, and the ultrasonic NDE 
measures a volumetric average of the effect of the material on the ultrasonic signals. Thus, it 
is necessary to take the temperature distribution into account during the high temperature 
EMAT measurements. 
Figure 6.18 to Figure 6.21 show the temperature measurement results during the 
heating, holding, and cooling process, as observed at position 1 on Sample 1. Figure 6.18 
shows the entire response while Figures 6.19-21 give more detail in particular regimes. 
6.5.3 Temperature distribution along the sample thickness direction 
Figure 6.22 shows the temperature measurement scheme along the thickness direction 
of the samples. Table 6.4 below lists the sample size used and Table 6.5 lists the coordinates 
of the measuring points. 
Figure 6.23 shows the temperature distribution along the thickness direction of the 
samples, and Figure 6.24 shows the temperature distribution along the width and /or length 
direction of the samples. The coordinates are also listed in the figures. 
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Table 6.4 Sample dimension (mm) 
Sample Length Width Thickness 
No.l 50.8 50.8 25.4 
No.2 101.6 50.8 25.4 
No.3 50.8 50.8 12.7 
No.4 101.6 50.8 12.7 
Table 6.5 Coordinates of the measuring points (mm) 
Sample Point 1 Point 2 Point 3 
X y z X y z X y z 
No. 1 0 0 0 -12.7 0 6.4 12.7 0 -6.4 
No.2 0 0 0 -25.4 0 6.4 25.4 0 -6.4 
No.3 0 0 0 -12.7 0 3.2 12.7 0 -3.2 
No.4 0 0 0 -25.4 0 3.2 25.4 0 -3.2 
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6.5.4 Modeling temperature distribution within the samples 
During high temperature EMAT measurements, the temperature within the sample 
can not be monitored or measured at the same time that EMAT signals are passing through 
the sample, because the holes to accommodate the thermal couple will interfere with the 
EMAT signals and generate unwanted noise. To take the temperature distribution effects into 
consideration, a temperature distribution model is developed to simulate the temperature 
distribution during the EMAT measurement process. Assume that the temperature 
distribution is the same for each test run, i.e., the sample temperature distribution will follow 
the same pattern during the EMAT measurement process and the temperature measurement 
process which was presented in the previous section. Then, the temperature distribution 
measurement results from Section 6.5.2 and Section 6.5.3 can be used to establish the 
temperature distribution model. 
We assume that the temperature field F(x, y, z, t) in the sample has the following 
form: 
F(x, y, Z, f) = S (a, y, z)T (f) (6.22) 
The function S(x,y,z) can be approximated by the linear function in space, which is 
justified by the measurement results shown in Figure 6.23 and Figure 6.24 above. The curves 
shown in Figure 6.23 and Figure 6.24 are of "V" shapes, but they are a straight line in nature. 
The temperature cycling during heating, holding, and cooling, as shown in Figures 
6.18 - 7.21, can be fitted into exponential functions: 
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[(7^ + ]/(e 
— 1), ^ - ^1 
T(f) = j^-(^-^)g ^ , t x  < t  < t 2  (6.23) 
where To is the staring point temperature (typically room temperature), T% is the temperature 
of the sample when the furnace reaches the preset temperature (for example, 600°C), T% is the 
temperature of the sample at equilibrium state, to is the time when the furnace is started 
heating, t, is the time when the furnace reaches the preset temperature (for example, 600°C), 
t2 is the time when the furnace stops holding at high temperature, x.i are time constants 
which can be obtained by fitting the measured temperature for the heating, holding, and 
cooling process to this equation. 
For an example, the measured temperature data for Sample 1 at Position 1, which 
were plotted in Figure 6.19-6.21, are used to test Equation (6.23). The results are plotted in 
Figure 6.25, Figure 6.26, and Figure 6.27, respectively. The time constants, %i, 14, and T3 are 
25.0 minutes, 14.3 minutes and 173.9 minutes, respectively. 
6.6 Linear thermal expansion coefficient measurement by EMAT 
EMAT (electro-magnetic acoustic transducer) transducers are used to measure the 
texture and microstructures in aluminum alloy at high temperature. In order to measure the 
texture, the acoustic velocities in the samples should be measured first, which can be done by 
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measuring the ultrasonic wave transit time and the thickness of the samples. The procedure to 
determine the transit time is explained in details in the previous sections. 
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Figure 6.25 Fitting of the heating process (Sample No. 1 at point 1) 
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Knowledge of the linear thermal expansion coefficient at high temperature is 
important to determine the thickness of the samples at elevated temperature, and this section 
deals with the linear thermal expansion coefficient measurement. 
As in the previous sections, the transmitter is triggered by the Ritec RAM-10000 
system. The sample is mounted in the " High-temperature EMAT Measurement System HT-
101" shown in Figure 6.2. The phase slope of the received signals is used to determine the 
transit time. 
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Figure 6.26 Fitting of the holding process (Sample No. 1 at point 1) 
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6.6.1 Basic assumptions 
The temperature, time, and transit time can be measured simultaneously. Assume the 
elastic constants of the material are known. The length of the sample at temperature, T, is 
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f(T), which is related to the original length, ^ „, the linear thermal expansion coefGcient, a, 
and the temperature change, AT, by the following equation: 
= + (6.24) 
where 
AT = T-7^ (6.25) 
with 7], being the original temperature. 
Based on the assumptions made, we have 
f(T) = ^  (6.26) 
where V is the ultrasonic velocity, and t is the transit time. 
y = (6.27) 
where |i(T) is the shear modulus of the material which is a known function of temperature, p 
is the density which is calculated by: 
m m 
^ " F " ( i + « ( T - 7 ; ) ) ' ^  
where is the density at room temperature. 
Thus, 
y |//(T)(l + #(r 
W 
= V/l + ^ (T-7;))^F(f) 
where is the velocity at room temperature. F(T) is a known function relating the 
normalized shear modulus and the temperature. 
Therefore, we have 
(6.29) 
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f = ( i + a ( r - 7 j x .  (6.30) 
or 
=  l - - a r ( r - 7 ; )  (6.31) 
where tg is the transit time at temperature T0. 
Thus, 
j - 4 ^ (6.32) 
For pure aluminum, the function of F(T) is obtained by fitting the literature data [98] 
into a parabolic function: 
6.6.2 Experimental results in determining thermal expansion coefficient 
The Aluminum alloy sample is heated to 138°C and stabilized for 6 hours. During the 
cooling process, the temperature and transit time is measured. Figure 6.28 below shows the 
temperature versus time curve, which shows a typical exponential decay curve as expected. 
Figure 6.29 below shows the transit time versus temperature curve. 
It is assumed that the microstructure is not changed during this process. Based on the 
measured results, the linear expansion coefficient of the aluminum sample can be calculated 
by using Equation (6.32). The result is shows in Figure 6.30 below. 
F(T)= -0.013525^+0.08115T+0.878275 (6.33) 
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6.7 Summary 
This chapter introduced a new prototype of high temperature EMAT measurement 
system. The transit time information is obtained from the phase slope measurement 
technique. The phase slope technique is discussed in details in Section 6.2. 
There are many parameters to be optimized in order to measure transit time correctly 
and reliably. The main factors affecting the transit time measurement are the capacitance and 
resistance of the tuning circuit. 
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The temperature distributions are critical to the ultrasonic velocity measurements. The 
first order approximation model of the temperature distribution within the samples is 
proposed in this chapter. 
Linear thermal expansion coefficient as a function of temperature is measured by this 
new high temperature EM AT system. 
The preliminary results show that the High-Temperature EMAT Measurement System 
HT-101 and the RAM-10000 system works very well. The relative measurement shows that 
the accuracy of the transit time measurement is less than 0.09%. 
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CHAPTER 7 EXPERIMENTAL RESULTS 
The strategy introduced in this dissertation to control the hot rolling process needs 
verification and implementation. This chapter presents some verification experimental results 
for this strategy and the preliminary results obtained from the prototype of high temperature 
EMAT measurement test equipment used in the laboratory. 
There are seven (7) sections in this chapter. Section 1 presents the OIM analysis 
results of the texture and microstructure in the 5XXX series A1 alloys. The samples were cut 
from the "as-received" plate, cold-rolled to about 21% thickness reduction, and 52% 
thickness reduction. The texture is represented in various pole figures and/or inverse pole 
figures. 
Section 2 presents the metallurgical analysis of the 5XXX series A1 alloys that went 
through various deformation and annealing processes. 
Section 3 presents the preliminary results of grain size measurements using ultrasonic 
NDE. 
Section 4 presents the ultrasonic measurements of changes in texture after various 
rolling and annealing. 
Section 5 presents the ultrasonic measurements of changes in texture during annealing 
and aging. The samples were annealed, quenched and aged. Then, the ultrasonic 
measurements were performed. 
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Section 6 presents the preliminary experimental results of the high temperature in-situ 
measurements. Section 7 presents the discussions and a summary. 
Notice that the results present in this chapter were obtained from samples studied in a 
project that involves several national laboratories of US-DOE, and a few cooperating 
companies. Because of the nature of the project, the materials specifications, chemical 
analysis results, etc., are not allowed to be published in publicly available literature like this 
dissertation. There were two plates of the aluminum alloy from two different cooperating 
companies, which will be denoted as XYZ1 and XYZ2 in this chapter. 
7.1 OIM measurement results 
7.1.1 Introduction 
The texture in materials could be measured by x-ray or neutron diffraction techniques, 
ultrasonic velocity measurement, or OIM (orientation image microscopy) techniques. In 
order to confirm our ultrasonic measurement results, we performed the OIM tests and the 
results are presented in this section. We will present the OIM measurement results of the 
texture in terms of pole figures and or inverse pole ligures. As mentioned briefly in Section 
1.5 and detailed in Chapter 3, the difference between the pole figures and the inverse pole 
figures is the coordinate system used to represent the orientations of the crystals. If the 
sample coordinate system is used as the reference coordinate system, then, one obtains the 
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pole figures. If the crystal coordinate system is used as the reference coordinate system, then, 
one obtains the inverse pole figures. 
The OIM data provide information about grain sizes as well as texture. The extraction 
of the grain size information is also presented in this section. 
7.1.2 Samples 
The samples for OIM analysis were cut from the XYZ1 A1 plate. The size of the 
samples is 1 inch squared and 1/8 inch thick, when possible. The samples were electrical 
polished. There are three sets of samples. Each set has three samples that are different in 
orientations, namely normal direction (N), rolling direction(R), and transverse direction (T). 
Here, the orientation of the samples is referred to the surface normal, e.g., the sample with 
direction N refers to the sample with surface normal parallel to the normal direction of the 
aluminum plate. The following Table 7.1 shows the sample processing conditions. 
Table 7.1 OIM samples 
No. | 1 2 3 4 5 6 7 8 9 
CR,% 0% 21.47% 52.37% 
Direction R N T R N T R N T 
Note: CR means the cold rolling and % is the thickness reduction percentage. 
7.1.3 OIM raw data and data processing 
OIM measurements provide raw data in the form of three OIM angles, two 
coordinates, and two confidence values. The three OIM angles are OIM hardware dependent, 
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which are related to the Bragg's angles through some basic triangular relationship, see 
Chapter 2 for a brief discussion. The OIM instrumentation has a piece of software built-in, 
which will calculate the three OIM angles from the OIM measurements automatically. 
The starting point for the OIM measurements is specified by three coordinate values, 
named (x-star, y-star, z-star). The sample installation procedure should be followed and the 
starting point of the measurements should be adjusted accordingly. 
The symmetry of the crystal class should be specified before the OIM measurement is 
started. For aluminum, the symmetry is 432 in the Herman-Mauguin symbolism [99], which 
is four 3-fold rotation axes, i.e., 43 in the OIM measurement input data. 
The lattice constants are also needed. There are six (6) lattice constants for general 
materials. However, for aluminum, the number of independent lattice constants is two (2): the 
edge length of the FCC cubic and the angle between the edges, which is 90°. 
Figure 7.1 below is a screen shot of the OIM raw data displayed by the software 
named WORDPAD. Each row is a measured data entry. Each data entry contains seven (7) 
data values. The first three data are used to obtain the orientation information, i.e., Euler 
angles. The forth and fifth data are the stage (x, y) coordinates. The sixth and seventh data are 
related to the confidence levels. 
The stage (x, y) coordinates specify the equipment working position. The step is 2pm, 
and the working limits are 400|im times 300pm. Thus, the number of the total data points for 
one OIM measurement is about (400/2)*(300/2), or 30,000. One data point takes about 3 
seconds in order to obtain reasonable confidence levels. Therefore, it takes about 25 hours to 
accomplish one OIM measurement. 
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Figure 7.1 OIM raw data 
As a rule of thumb [57], the confidence level should be more than 20% (the seventh 
data in Figure 7.1) for the data entry to be valid. 
The algorithm to calculate Euler angles from the OIM data is detailed in Section 2.3. 
The OIM measurement equipment has built in capability to process the raw data, and 
present the results in the format of pole figures, inverse pole figures, and the grain size 
images, etc. The data processing procedures to obtain pole figures or inverse pole figures are 
the following: 
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• Calculate the Euler angles of each data entry 
• Plot the data point into the sterographic projection 
• Obtain the contour plot of the statistical distribution of the data points on the 
sterographic projection, and 
• Present the OIM data in the format of pole figures or inverse pole figures. 
The grain size images are obtained from the Euler angle calculation in the following 
way: 
« The stage positions are transformed into the sample positions based on the 
projection principles 
• The stage working limits are converted into the image limits 
• The Euler angles are used to determine the grain boundaries 
• The orientation difference is used as a criterion to distinguish different grains 
• Users are required to specify the orientation difference to justify the different 
grains 
• The grain images present in this section are obtained by specifying 5° difference 
of the orientation. That is, if the orientation difference between two data entries is 
less than 5°, then, it is regarded as within the same grain, and if the orientation 
difference between two data entries is larger than 5°, then, they belong to different 
grains. 
The author of this dissertation introduced a new algorithm to process the OIM raw 
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data. The detail of this new algorithm is present in Section 3.6. The algorithm and result have 
been present to QNDE conference in 1999 held at Montreal, Canada [64], and the paper was 
published in QNDE Volume 19. The pattern recognition algorithm consists of the steps: 
• Calculate the Euler angles from OIM data 
• Classify the Euler angles into different clusters based on the pattern recognition 
techniques 
• Use the minimum distance rules to classify the data entries 
• Analyze the data entries within each cluster statistically 
• Obtain the distribution information about each cluster. The Gaussian distribution 
is assumed for each cluster. One cluster is assumed to be one texture component 
• Expand the distribution into generalized Legendre functions and the orientation 
distribution function. The coefficients of this orientation distribution function are 
the ODCs needed 
A piece of software programmed in MATLAB has been developed and tested by the 
author. The ODCs calculated by this algorithm are listed in Table 7.2 below. 
Table 7.2 ODCs calculated by the pattern recognition algorithm (10 
Sample Direction W400 W420 W440 
1 R 5.56 0.55 2.15 
2 N 4.34 0.21 0.24 
3 T 3.21 0.03 -1.67 
4 R 3.92 -0.34 -1.35 
5 N 3.74 -3.72 -1.42 
6 T 2.79 -3.23 -1.88 
7 R 2.45 -4.23 -2.76 
8 N 1.90 -1.81 -3.99 
9 T 1.23 -2.34 | -3.54 
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7.1.4. OIM measurement results of the as-received samples 
The OIM measurements were performed by Mr. Fran Laabs and the author of this 
dissertation using the OIM facilities at Ames Laboratory. The following Figure 7.2 is the 
inverse pole figure of the as-received sample with normal in the N-direction. The cube 
texture component is dominant, as evidenced by 100 poles that are 90° from the N-direction. 
The Cube texture is characterized by {001 }<100> in the Miller indices. 
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Figure 7.2 Inverse pole figure of the as-received sample in the N-direction (Sample 2) 
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Figure 7.3 is the inverse pole figure for the as-received sample with normal in the In­
direction. The main Cube texture component is not remarkably shown up in terms of the 
relative density. 
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Figure 7.3 Inverse pole figure of the as-received sample in the R-direction (Sample 1) 
247 
Figure 7.4 below shows the inverse pole figure of the as-received sample with normal 
in the T-direction. Because of the symmetry of Al cubic crystals, only the crystallographic 
triangles are presented in this figure [9], Here again the Cube component is the main texture 
component. However, the peaks are not exactly located in 001 pole positions. Thus, the as-
received sample has the typical recrystallized texture, i.e., the Cube texture. 
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Figure 7.4 Inverse pole figure of the as-received sample in the T-direction (Sample 3) 
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Figure 7.5 below shows the grain size image. It was obtained by the OIM 
measurement for the as-received samples with normal in the N-direction. The grains are not 
ideally equi-axed as expected, but they could be approximated as equi-axed grains. In this 
figure, the OIM angles are used to characterize different grains: if two OIM angles are within 
5°, then, they are regarded as the same grain and assigned the same color. 
100.0 pm = 50 steps 
Figure 7.5 Grain size image of the as-received sample in the N-direction (Sample 2) 
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Figure 7.6 below shows the grain structure of the as-received samples with normal in 
the R-notation. The grains are elongated, obviously. 
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Figure 7.6 Grain size image of the as-received sample in the R-direction (Sample 1) 
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Figure 7.7 below shows the grain size image of the as-received samples with normal 
in the T-direction. The grain boundaries are not well defined because of scattering of the OIM 
measurement data. 
90.00 pm = 45 steps 4555 Grains 
Figure 7.7 Grain size image of the as-received sample in the T-direction (Sample 3) 
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7.1.5 OIM measurement results of the 21% cold rolled samples 
The as-received aluminum plate, which was about 250 mm by 150mm by 25 mm in 
size, was cut into bars of size 250 mm by 50 mm by 25 mm. The cut was along the original 
rolling direction. Then, one of the 25 mm thick bars was cold rolled to a reduced thickness of 
about 19.5 mm. The cold rolling process consisted of six (6) passes. Each pass reduced the 
sample thickness by about 1 mm. As shown in Table 7.1, three samples were prepared, 
tagged as N-direction, R-direction, and T-direction, respectively. As before, small samples 
were cut from the cold rolled bar, electrically polished, and tested at OIM facilities. 
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Figure 7.8 Inverse pole figure of the 21% CR sample in the N-direction (Sample 5) 
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Figure 7.8 above shows the inverse pole figure of the sample with normal in the In­
direction. The Cube texture component is the main component, but the density profile 
scatters much larger than that of the as-received samples, as shown in Figure 7.2. 
Figure 7.9 below shows the inverse pole figure of the sample with normal in the In­
direction. Again, the Cube texture is the main texture component. However, some other 
texture component starts to show up. 
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Figure 7.9 Inverse pole figure of the 21% CR sample in the R-direction (Sample 4) 
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Figure 7.10 below show the pole figure of the 21% CR sample with surface normal 
parallel to the transverse direction (T) of the aluminum plate, i.e., T-direction. The poles of 
(100), (110), and (111) are shown. 
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Figure 7.10 Pole figure of the 21% CR sample in the T-direction (Sample 6) 
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Figure 7.11 below shows the grain structures in the 21% thickness reduction CR 
sample with normal in the N-direction. The grains are elongated in the R-direction. 
Figure 7.11 Grain image of the 21% CR sample in the N-direction (Sample 5) 
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7.1.6 OIM measurement results of the 52% cold rolled samples 
The cold rolled bar for the previous OIM measurement (see Section 7.2.4) was further 
cold rolled down from 19.5 mm to about 12 mm, i.e., 52% thickness reduction. It took 15 
passes to accomplish this. Each pass reduced the sample thickness by about 0.5 mm. As 
shown in Table 7.1, three samples were prepared, tagged as N-direction, R-direction, and T-
direction, respectively. As before, small samples were cut from the cold rolled bar, 
electrically polished, and tested at OIM facilities. Figure 7.12 below shows the inverse pole 
figures of (100). The texture components are in the middle of (111), (001), and (101). 
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Figure 7.12 Inverse pole figure of the 52% CR sample in the N-direction (Sample 8) 
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Figure 7.13 below shows the pole figures of the sample with normal in the Re­
direction. The representation of the OIM raw data can be in various forms, such as inverse 
pole figures and pole figures. The main reasons to use pole figures here are that the pole 
figures present more texture features for this OIM data set, and that the diversification of 
texture representation in this dissertation will enhance the knowledge in this dissertation. 
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Figure 7.13 Pole figure of the 52% CR sample in the R-direction (Sample 7) 
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Figure 7.14 below shows the pole figures of (100), (110), and (111) measured from 
the sample with normal in the T-direction. The peaks of 111 poles are about 45° away from 
the RD direction. The peaks of 100 poles in Figure 7.14 or the peaks of 200 poles in Figure 
7.13 are within the second quadrant. Comparing with the texture of the "as-received" sample 
as shown in Figure 7.2, it is obvious that the texture components of the 52% thickness 
reduction samples are different from those of the "as-received" samples. 
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Figure 7.14 Pole figure of the 52% CR sample in the T-direction (Sample 9) 
258 
Figure 7.15 below shows the grain image obtained from the OIM measurement of the 
sample with normal in the N-direction. 
lOOJOpm-50 steps 143 Grains 
Figure 7.15 Grain image of the 52% CR sample in the N-direction (Sample 8) 
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Figure 7.16 below shows the grain image obtained from the OIM measurement of the 
sample with normal in the R-direction. 
100.0 pm =50 steps Grains 
Figure 7.16 Grain image of the 52% CR sample in R-direction (Sample 7) 
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Figure 7.17 below shows the grain image obtained from the OIM measurement of the 
sample with normal in the T-direction. 
100.0 pm =50 steps Shaded IQ 0...10 
Figure 7.17 Grain image of the 52% CR sample in the T-direction (Sample 9) 
7.1.7 Summary 
OIM measurements obtain a large amount of raw data that can be processed and 
presented in different ways. The OIM raw data contain three orientation values, two 
coordinate values, and two measurement confident values. The processing of the OIM raw-
data reveals valuable information about the orientation of each individual point. The spatial 
resolution of the OIM measurements is 2 fim, i.e., the physical size of the individual OIM 
measurement point is about 2 pm by 2 pm. 
The typical representations of the OIM data are pole figures, inverse pole figures, and 
the grain structure images. Therefore, OIM is a new technique to investigate texture and 
microstructures of materials. 
The OIM measurements performed in this work are focused on 5XXX series 
aluminum alloys. The samples were prepared from the as-received plate. 21 % thickness 
reduction cold rolled bars, and 52% thickness reduction cold rolled bars. 
From Figure 7.2, we learned that the sample had weak cube texture as the materials 
starting texture (as-received sample), because the pole figure demonstrates weak high 
intensities at four points at (100). As the thickness reduction percentage is increased to about 
50%, the texture is rolling texture (Figure 7.12 - 7.14). These textures in A1 were predicted 
by the ultrasonic measurement results (see Section 7.4 of this dissertation). 
The grain size images show that the grains of the as-received sample are not equiaxed, 
and the grains in the 21% thickness reduction sample are elongated in the rolling direction. 
A new data processing technique, based on pattern recognition, was proposed and 
introduced for first time by the author to deal with the OIM measured raw data. The main 
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procedures of the pattern recognition technique to process OIM data are discussed in this 
section, while the detailed algorithm and software implementation was presented at Section 
3.6. The main advantages of this novel algorithm are the outputs of orientation distribution 
coefficients (ODC) directly. 
Further work is needed in the ODCs derivation from the OIM pole figures or inverse 
pole figures. This task can be accomplished through pole figure inversion algorithms. 
However, the software tool is not available at Ames Laboratory. Furthermore, more work is 
needed to relate grain sizes to the ultrasonic attenuation 
7.2 Metallurgical analysis of 5XXX series aluminum alloys 
The microstructures present in this section were obtained from samples studied in a 
project that involves several national laboratories of US-DOE, and a few cooperating 
companies. Because of the nature of the project, the materials specifications, chemical 
analysis results, etc., are not allowed to be published in publicly available literature like this 
dissertation. 
There were two plates of the aluminum alloy from two different cooperating 
companies, which were denoted as XYZ1 and XYZ2. The samples used in this section were 
taken from the XYZ2 A1 plate. 
The original materials will be referred to as the as-received sample. As mentioned in 
Chapter 4, Section 4.2.2, ASTM standard E407 [73] covers chemical solutions and 
procedures to be used in etching metals and alloys for microscopic examination. For 5XXX 
series A1 alloy, the Keller's etchant is recommended. 
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The chemical composition of the Keller's etchant is: 
3 mL HP, 3 mL HC1,5 mL HNO3,190 mL water 
To reveal the microstructure of the 5XXX series alloys, the ASTM standard E407 was 
followed to prepare the sample and the Keller's etchant was used. The microstructure of the 
as-received sample is shown in Figure 7.18 below. 
KM micros 
Figure 7.18 5XXX aluminum alloy microstructure of the as-received sample 
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Figure 7.19 below shows the microstructure of the sample after 80% thickness 
reduction through the cold rolling process. In Figure 7.18 and Figure 7.19, N refers to the 
normal direction, R refers to the rolling direction, and T refers to the transverse direction. 
200 mictOA 
Figure 7.19 5XXX aluminum alloy microstructure after 80% thickness reduction 
265 
7.2.1 Microstructure of 5XXX Al alloys after various rolling and annealing combinations 
A series of samples were prepared to investigate the microstructure changes after 
various cold rolling and annealing steps. Cold rolling is characterized by the thickness 
reduction percentage. The annealing processes are characterized by the annealing 
temperature and the holding time at the annealing temperature. Table 7.3 below lists the 
various cold rolling and annealing combinations. 
A bar was first cut from the 5XXX plate. Then, the bar was rolled to different 
thickness reduction at room temperature. After that, the metallurgical samples were cut. 
During annealing processes, the furnace was first heated to a specified temperature, 
and held at that temperature for 5 minutes. The samples were put into the furnace, and held 
for a specific time. The melting point of 5XXX aluminum alloy is about 610 °C, and the 
recrystallization temperature is about 0.5 of the melting point, i.e., 310 °C. A higher 
temperature of 350 °C was chosen to accelerate the annealing process. 
Table 7.3 Cold rolling and annealing combinations for microstructure analysis 
No. of Samples Cold Roll % Annealing T, °C Holding time, h 
A1 N/A N/A N/A 
A2 23 N/A N/A 
A3 23 310 75 
A4 23 310 150 
A5 52 N/A N/A 
A6 52 350 2 
A7 52 350 5 
A8 52 350 10 
A9 52 310 5 
A10 52 310 10 
A l l  52 310 25 
A12 52 310 51 
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Figure 7.20 is the microstructure of Sample A5, i.e., 52% thickness reduction after 
cold rolling. Keller's method is used to reveal the microstructure. See Section 4.2.2 for 
detailed description of the Keller's method. The grain boundaries are barely observed. 
Several other etching techniques have been tried but no better results obtained. More 
experiments, using other techniques to reveal the grain structure of the cold rolled 5XXX 
series A1 alloys would be helpful. 
IfDrt 
Figure 7.20 Microstructure of Sample A5 
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Figure 7.21 below shows the microstructure of Sample A9. The sample was first cut 
from the bar. The bar had gone through 52% thickness reduction by cold rolling. Then, the 
sample was annealed at 310 °C for 5 hours. 
103 reams 
Figure 7.21 Microstructure of Sample A9 
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Figure 7.22 below shows the microstructure of Sample A10. The sample was first cut 
from the bar. The bar had gone through 52% thickness reduction by cold rolling. Then, the 
sample was annealed at 310 °C for 10 hours. 
IMstoone 
Figure 7.22 Microstructure of Sample A10 
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Figure 7.23 below shows the microstructure of Sample All. The sample was first cut 
from the bar. The bar had gone through 52% thickness reduction by cold rolling. Then, the 
sample was annealed at 310 °C for 25 hours. 
'ÛÛiTfCions 
Figure 7.23 Microstructure of Sample Al 1 
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Figure 7.24 below shows the microstructure of Sample A12. The sample was first cut 
from the bar. The bar had gone through 52% thickness reduction by cold rolling. Then, the 
sample was annealed at 310 °C for 51 hours. 
ICBiraow 
Figure 7.24 Microstructure of Sample A12 
7.2.2 Microstructure analysis using image processing software and attenuation measurements 
The microstructure images were analyzed using the micro-image processing software 
developed by the author, and detailed in Section 4.4. However, since the grain structures of 
the cold rolled samples exhibit elongated features, grain size measurements were done 
manually per ASTM standard El 12. In Table 7.4 below, the grain size is characterized in 
terms on the grain diameters in the unit of micrometers. Together with the grain size, the 
ultrasonic attenuation coefficients, a (neper/cm), are also listed. The attenuation coefficients 
were measured at 15 MHz frequency using longitudinal ultrasonic waves propagating in the 
direction labeled by the Sample Designations. 
Table 7.4 Grain size (|im) and attenuation (neper/cm) 
Sample Designations R T N 
d(pm) a d(jim) a d(pm) a 
A1 129 0.031 130 0.032 115 0.027 
A2 60 0.025 50 0.023 40 0.013 
A3 58 0.026 55 0.019 46 0.015 
A4 63 0.026 58 0.025 51 0.018 
A5 30 0.015 20 0.012 18 0.012 
A6 35 0.021 23 0.018 25 0.009 
A7 32 0.025 26 0.023 19 0.014 
AS 34 0.017 29 0.015 24 0.012 
A9 32 0.016 24 0.009 22 0.009 
A10 33 0.015 21 0.011 19 0.019 
All 31 0.019 24 0.017 23 0.020 
A12 34 0.023 26 0.021 11 0.019 
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7.3 Grain size measurement using ultrasound NDE technique 
There are many procedures to determine the grain sizes of materials. The standard test 
methods in metallic materials are the comparison method, the intercept method, and the 
planimetric method, as discussed in Chapter 4. However, these methods may also be used for 
the estimation of average grain, crystal, or cell size in nonmetallic materials. 
Intense research has been conducted by the NDE community over many years to 
develop techniques to determine the grain sizes of structural materials for monophase as well 
as two-phase systems. Basically, two techniques are available to determine grain sizes 
nondestructive!}': ultrasonic backscattering and attenuation. 
In this section, the grain sizes are determined by the standard intercept method, and 
then, related the grain sizes to the attenuation parameter. The results show that the theory 
proposed by Fred E. Stanke and G.S. Kino [38] is valid for our Aluminum samples, as well 
as an additional set of steel samples selected for this task. 
Note that the theory proposed by Stanke and Kino is valid for equi-axed grains, 
therefore, new samples were prepared and examined. The steel samples were cut from 
A533B steel. The heat treatment of each sample is listed in the following Table 7.5. 
Table 7.5 Heat treatment of the steel samples 
Sample Mark Heat Treatment 
SI N/A 
S2 900°C + 3h Furnace cooled 
S3 1000°C + 3h Furnace cooled 
S4 1075°C + 3h Furnace cooled 
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Al samples were eut from Aluminum alloy 5XXX. The degree of cold rolling is 
indicated by the thickness reduction percentage (shown in Table 7.6). The grain sizes are 
measured in the rolling direction. 
Table 7.6 Cole rolling of the A1 samples 
Sample Mark Thickness Reduction Percentage(%) 
A1 0 
A2 21 
A3 52 
The grain sizes arc measured by the intercept method (ASTM El 12). The results are 
shown in the second column of Table 7.7. The ultrasonic attenuation results are listed in the 
third column of Table 7.7. The grain sizes and the attenuation listed in Table 7.7 for Samples 
SI, S2, S3, and S4, are in the order of transverse/normal/rolling directions, respectively. For 
Sample Al, A2, and A3, only the parameters for the normal direction are shown. The 
frequencies at which the attenuation was measured are 30 MHz for SI, 32 MHz for S2, 34 
MHz for S3, and 26 MHz for the rest of the samples. The theory of Stanke and Kino relates 
the attenuation to the grain size by plotting log(ad ) vs log(%o), or log(a/ko) vs log(%od ). 
The normalized parameters are defined as follows. 
Table 7.7 Grain sizes and attenuation 
Sample Mark Grain size(|im) Attenuation (Neper/cm) 
SI 4.8/4.8/4.8 0.22/0.23/0.25 
S2 8.5/9.1/10.5 0.062/0.048/0.012 
S3 13.3/15.0/16.1 0.128/0.042/0.124 
S4 101.1/94.7/118.0 0.250/0.210/0.210 
A1 120 0.186 
A2 60 0.295 
A3 30 0.102 
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X,  =  V l f  (7-1)  
k,  * 2* / A. 
Z„ = kj 
where V is the velocity of the ultrasonic waves, f is the frequency at which the attenuation is 
measured, d is the grain size. 
The plots for log(y=a/k0) versus log(x=%0ûf ) of steel and A1 samples are shown in the 
following Figure 7.25 and 7.26, respectively. 
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Figure 7.25 log(y=a/k0) vs log(x=Xo</ ) of steel samples 
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Figure 7.26 log(y=a/ko) vs log(x=%0</ ) of Al samples 
From the preliminary results, we can see that the relationship between the grain sizes 
and the ultrasonic attenuation coefficient is similar to the prediction of the theory. Thus, it 
appears to be feasible to measure the grain sizes by the ultrasonic NDE technique. However, 
the data are scattered, especially for very large size grains. 
For elongated grains, the correlation between the grain sizes and the ultrasonic 
attenuation demands modifications to the Stanke and Kino's theory. There are many efforts 
and research activities in this field at the Center for NDE, Iowa State University [100-103], 
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7.4 Survey ultrasonic measurements of changes in texture during rolling and annealing 
7.4.1 Sample preparations of Material XYZ2 
The 5XXX series of XYZ2 A1 alloy samples were cold rolled to different thickness 
reductions. Then, they were aged at different temperatures and times. The sample histories 
are listed in Table 7.8 below. The furnace was first heated to the specified temperature and 
held for 5 minutes. Then, the samples were put into the furnace, and held there for different 
aging time as listed in Table 7.8 below. After that, the power to the furnace was turned off, 
and the furnace was cooled naturally. 
The cold rolling process went through several passes. Each pass reduced the sample 
thickness by about 1 mm. The main purpose of using multiple passes was to reduce the 
temperature rise within the samples. The temperature should be kept as low as possible, so 
that the recrystallization will be minimized during the rolling process. 
Table 7.8 Sample identification 
Sample No. Thickness, mm % Reduction Temp. (°C) Aging Time(h) 
No.l 26.92 As Received N/A N/A 
No.2 21.14 21.47 N/A N/A 
No.3 310 75 
No.4 150 
No.5 12.82 52.37 N/A N/A 
No.6 350 5 
No.7 10 
No.8 310 25 
No.9 50 
No. 10 5.21 80.65 N/A N/A 
No. 11 350 5 
No. 12 25 
No. 13 310 25 
No. 14 50 
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7.4.2 Results of Material XYZ2 
When the sample was rolled to 5.21 mm thickness, it was difficult to measure the 
velocities in the rolling direction and the transverse direction using longitudinal plane waves. 
Thus, only the velocity in the normal direction was measured. The transducer was a 20 MHz 
planar transducer. The diameter of the transducer was typically a quarter inch, i.e., 6.35 mm. 
The ultrasonic velocity measurement results are listed in Table 7.9. The ODCs were 
calculated by the formulae introduced in Section 3.5 and were also listed in Table 7.9. 
Table 7.9 Measurement results 
Sample 
No. 
Velocity ±o,m/s ODC ±0, 10'^ 
VRD Vtd VND W400 W420 W440 
No.l 6394±1 6404+3 6389±2 27.8±0.5 -1.5±0.4 14.2±0.2 
No.2 6407±2 6389±3 6397±5 25.7±1.2 2.7±0.4 15.1±0.5 
No.3 6407±2 6418±2 6399±2 25.1±0.4 -1.7±0.3 12.0±0.3 
No.4 6409±2 6409±2 66421±5 19.8±1.2 0.0±0.4 14.6+0.4 
No.5 6408±2 6395±2 6395±2.12 26.2±0.4 2.1±0.4 14.1±0.2 
N0.6 6411±2 6406±3 6415±3 21.3±0.7 0.8±0.3 14.3±0.3 
No.7 6413±2 6404±2 6413±3 21.6±0.7 1.4±0.3 14.0±0.4 
No.8 6405±2 6412±2 6414±2 21.4±0.6 -1.0±0.2 14.2±0.4 
No.9 6406±1 6409±1 6415±3 21.1±0.7 -0.4+0.1 14.4±0.2 
No. 10 6491 ±5 2.2±1.2 
No. 11 6497±13 0.7±3.3 
No. 12 6487±7 3.4±1.7 
No. 13 6492±4 2.0±0.9 
No. 14 6489±3 2.7±0.6 
The ODCs as functions of the thickness reduction percentage are shown in Figure 
7.27. When the rolling extent increased, W400 decreased, but W440 and W420 increased in 
general but small in value. 
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Figure 7.27 ODCs versus cold rolling percentage (without aging, Material XYZ2) 
When the thickness reduction was 21.47% and aging temperature was 310 °C, the 
ODCs changed during aging, as Figure 7.28 shows. The direction of changes was 
complicated. There was not much change in values for W440 and W420. W440 and W420 
decreased first as the aging time increased from 0 hour to 75 hours, and then increased as the 
aging time increased from 75 hours to 150 hours. However, W400 decreased as the aging time 
increased. 
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Figure 7.28 ODCs versus aging time (21.47%, 3 IOC, Material XYZ2) 
Fig. 7.29 and Fig.7.30 show the cases where the thickness reduction was 52.37%, and 
aging temperature was 310 °C and 350 °C, respectively. The ODCs changed in a similar 
manner to that observed for the 21.47% thickness reduction samples. 
Fig. 7.31 shows the case where the thickness reduction was 80.65%, and aging 
temperature was 310 °C and 350 °C, respectively. Figure 7.31 shows that W400 increased as 
the aging time increased from 25 hours to 50 hours. However, when the aging time was less 
than 10 hours, the error bars, which were sometimes more than 50%, were so large that a 
prediction about the change in W400 could not be made. The errors are caused by the 
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measurement and the algorithm to calculate ODCs, see Section 3.6 for details about ODCs 
measurements in the thin samples. 
The results included in this section were presented to AS NT Sixth Annual Research 
Symposium, March 1997 [29]. 
Fig. 7.31 shows the case where the thickness reduction was 80.65%, and aging 
temperature was 310 °C and 350 °C, respectively. Figure 7.31 shows that W40o increased as 
the aging time increased from 25 hours to 50 hours. However, when the aging time was less 
than 10 hours, the error bars, which were sometimes more than 50%, were so large that a 
prediction about the change in W400 could not be made. The errors are caused by the 
measurement and the algorithm to calculate ODCs, see Section 3.6 for details about ODCs 
measurements in the thin samples. 
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Figure 7.29 ODCs vs aging time (52.37%, 310C, Material XYZ2) 
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Figure 7.30 ODCs vs aging time (52.37%, 350C, Material XYZ2) 
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Figure 7.31 ODCs vs aging time (80.65%, 3 IOC, 350C, Material XYZ2) 
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7.4.3 Results of Material XYZ1 
A similar set of samples taken from XYZ1 A1 plate was prepared and tested. The 
results were presented to 26^ Annual QNDE Conference in July 1999 [67]. 
The ODCs as functions of the thickness reduction percentage are shown in Figure 
7.32. When the rolling extent increased, W400 decreased, W44o decreased, and W42o decreased 
in general but it increased when thickness reduction increased from 20% to about 50%. 
When the thickness reduction was 21.56% and aging temperature was 310 °C, the 
ODCs changed during aging, as Figure 7.33 shows. There was not much change in W44o, and 
W420 increased from a negative value to a positive value. However, W400 decreased as the 
aging time increased. 
Fig. 7.34 and Fig.7.35 show the cases where the thickness reduction was 52.57%, and 
aging temperature was 310 °C and 350 °C, respectively. The ODCs changed in a similar 
manner to that observed for t he 21.56% thickness reduction sample. 
Fig. 7.36 and Fig. 37 show the cases where the thickness reduction was 80.95%, and 
aging temperature was 310 "C and 350 °C, respectively. Figure 7.36 shows that W400 
increased as the aging time increased from 25 hours to 50 hours. However, when the aging 
time was less than 10 hours, the error bars, which were sometimes more than 50%, were so 
large that a prediction about the change in W400 could not be made. The errors are caused by 
the measurement and the algorithm to calculate ODCs, see Section 3.6 for details about 
ODCs measurements in the thin samples. 
To obtain values for W420 and W440, shear waves were used to measure ultrasonic 
velocities of V31 and V32. 
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Figure 7.32 ODCs versus cold rolling percentage (without aging) 
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Figure 7.33 ODCs versus aging time (21.56%, 310C, Material XYZl) 
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Figure 7.34 ODCs vs aging time(52.57%, 310C, Material XYZl) 
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Figure 7.35 ODCs vs aging time(52.57%, 350C, Material XYZl) 
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Figure 7.36 ODCs vs aging time (80.95%, 310C, Material XYZl) 
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Figure 7.37 ODCs vs aging time (80.95%, 350C, Material XYZl) 
7.4.3 Comparison of ultrasound NDE measured ODCs and OIM measured ODCs 
Table 7.10 lists the ODCs results obtained from ultrasound measurements and OIM 
measurements of Materials XYZl. The results could be regarded as consistent in terms of 
magnitude and change tendency during cold rolling processes. 
Figure 7.38 shows the OIM ODCs versus acoustic ODCs. The arrow in the plot 
indicates the direction of the thickness reduction increment. The dashed line shows the ideal 
relationship between OIM ODCs and acoustic ODCs, i.e., they should be the same values. 
The ideal behavior of OIM ODCs versus acoustic ODCs plot should be a 45° straight line. 
The data plotted in Figure 7.38 were taken from Table 7.10. The OIM ODC data used 
in Figure 7.38 were those of the "as-received" sample, 20% cold rolled sample, and 50% cold 
rolled sample. The accoustic ODC data used in Figure 7.38 were those of the "as-received" 
sample, 21.56% cold rolled sample, and 52.57% cold rolled sample. It was assumed that the 
texture of the 20% and 50% cold rolled samples should be close in values to the texture of 
the 21.56% and 52.57% cold rolled samples, respectively. 
Table 7.10 Measured ODCs, (10^) 
Texture W400 W420 W440 Type of texture 
Acoustic Measured ODCs 5.18 -0.64 1.11 as-received sample 
4.45 -2.87 -0.55 20% cold roll 
2.82 -0.96 -2.33 50% cold roll 
-2.64 -5.42 80% cold roll 
0.46 0.95 80% cold rolling + 350C 
aging 25 hours 
OIM ODCs 4.34 0.21 0.24 as-received sample 
3.74 -3.72 -1.42 21.56% cold roll 
1.90 -1.81 -3.99 52.57% cold roll 
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Figure 7.38 shows that the data are close to the ideal 45° line. As the thickness 
reduction increases, W400 and W440 decrease, while W420 decreases up to about 20% 
thickness reduction, then, W420 increases. 
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7.4.4 Discussions and conclusions 
ODCs of W400, W420, and W440, are good indications of texture, as shown in Table 3.7 
of Section 3.7.3 and Figure 7.38. Using the first three non-zero ODCs as signatures of 
texture, one obtains the following results: 
• The as-received sample has the cube texture component as the main texture, i.e., it 
has rolling mild recrystallization texture. This conclusion is justified by the 
positive value of W400. 
• During the cold rolling process, the recrystallized texture changes to rolling 
texture. It is evidenced by the negative value of W400 after 80% CR. 
• The rolling texture will change to recrystallized texture if annealed at adequate 
temperature and holding time. This conclusion is supported by the sign change of 
W400 and W420 among the 80% thickness reduction samples. After 80% thickness 
reduction of cold rolling, the ODCs W400 and W420 have negative values. They 
change to positive values after annealing for 25 hours at 350 °C. 
• It is possible theoretically to optimize the cold rolling and annealing processes 
such that the Anal texture could be minimized, i.e., the random orientation 
distribution of the crystals could be obtained by adjusting the rolling and 
annealing combinations. 
• When the texture signatures are not clear, i.e., the ODCs value are small in terms 
of absolute values, the ultrasonic measurements of ODCs have significant errors. 
Skillful experiment experience and delicate data processing techniques are 
required to obtain reliable ODC results. 
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7.5 Detailed ultrasonic measurements of changes in texture during annealing 
One conventional technique to investigate the evolution of microstructure at elevated 
temperature is quench processing, i.e., the sample is heated to high temperature, held for a 
specified time, and quenched (cooled rapidly) in water or other media. This section present 
the experimental results of ultrasonic velocities and texture in the 5XXX series A1 alloy 
samples with various processing combinations. The ultrasonic velocities were measured 
using both zero crossing technique and numerical algorithm that compensates the attenuation 
effect. The details of the ultrasound NDE have been summarized in Chapter 2. 
7.5.1 Experimental scheme 
Two A1 bars with size of 150x50x25 mm were cut from the as-received plate of 
Material XYZ 2. The bars were cold rolled to 77% thickness reduction, then, the samples 
were cut from the cold rolled bars. The samples went through various annealing and cooling 
combination. The samples could be divided into three sets: 
1 77% thickness reductions 350 °C annealeds quenched 
IL 77% thickness reductions 325 °C annealedsquenched 
m. 77% thickness reductions 350 °C annealeds air-cooled 
The sample designations and heat treatment history are listed in Table 7.11 below. 
The quenched samples were put into a tank containing ambient temperature water 
immediately after annealing, while the air cooled samples were cooled in the air. 
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Table 7.11 Heat treatment of the samples 
Sample Set Sample No. Temperature Time Cooling 
I 1 350 1 min water quenched 
2 350 2 min water quenched 
3 350 3 min water quenched 
4 350 4 min water quenched 
5 350 5 min water quenched 
6 350 10 min water quenched 
7 350 15 min water quenched 
8 350 20 min water quenched 
9 350 25 min water quenched 
10 350 30 min water quenched 
11 350 40 min water quenched 
12 350 50 min water quenched 
13 350 60 min water quenched 
14 350 120 min water quenched 
15 350 180 min water quenched 
A1 350 10s water quenched 
A2 350 20s water quenched 
A3 350 30s water quenched 
A4 350 40s water quenched 
A5 350 50s water quenched 
n A6 325 5 min water quenched 
A7 325 15 min water quenched 
A8 325 25 min water quenched 
A9 325 35 min water quenched 
A10 325 60 min water quenched 
All 325 120 min water quenched 
in A12 350 1 min air cooled 
A13 350 5 min air cooled 
A14 350 20 min air cooled 
A15 350 60 min air cooled 
7.5.2 Ultrasonic measurement results 
The samples were cut from the cold rolled bar with N-notation, i.e., the sample size 
was about 25x25x5.6 mm with the surface normal parallel to N-direction of the bar. L-wave 
and S-wave velocity measurements were made at 5 MHz. 
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Figure 7.39 and 7.40 below show the V33 versus the annealing time in minutes for 
350 °C and 325 °C annealing temperature, respectively, as measured on the quenched sample. 
The velocity changes are plotted. The velocity change is defined as: 
Velocity change, % = ' VdoC"y <"*"*"<*> x XOO% (7.2) 
Velocity (reference) 
The velocities of the cold rolled sample without annealing are used as reference 
velocities. Figure 7.41 shows V33 versus annealing time during air cooled and quenched. 
Because of the small anisotropy of the elastic constants of AI alloys, the velocity changes are 
small in terms of percentage even when the texture is highly developed. Thus, the 
measurements of the sample thickness should be taken many times and averaged. The details 
of the ultrasonic velocity measurement were discussed in Chapter 2. 
77% Thickness Reduction, Annealed at 350 °C (5 MHz L-wave) 
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Figure 7.39 Longitudinal wave velocity for 350 °C annealed and quenched sample 
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77% Thickness Reduction, Annealed at 325 °C (5 MHz L-wave) 
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Figure 7.40 Longitudinal wave velocity for 325 °C annealed and quenched sample 
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Figure 7.41 Longitudinal wave velocity for 350 °C air cooled and quenched sample 
293 
Figure 7.42 shows V33 versus annealing time and aging time. Aging in this case 
means that the samples stay at room temperature as a part of the air cooling process. That is, 
the ultrasonic velocities were measured just after annealing. Then, the samples were kept at 
room temperature for Ihour, 2 hours, etc., and the ultrasonic velocities were measured again. 
The hypothesis was that the microstructure changes occur at room temperature after 
quenching for 5XXX series Al alloys. From Figure 7.42, one can see that the ultrasonic 
velocities in the air cooled samples change during aging. For comparison reason, the 
ultrasonic velocities of the quenched samples are also plotted on the same figure. 
Figure 7.43 below shows V33, V31, and V32 measurement results after 4 day's aging. 
The samples were annealed at 350 °C for different annealing time. 
Figure 7.44 below shows V33, V31, and V32 measurement results after 4 day's aging. 
The samples were annealed at 325 °C for different annealing time. 
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Figure 7.42 Longitudinal wave velocity for 350 °C air cooled and aged sample 
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Figure 7.43 Ultrasonic velocities for 350 °C annealing, quenching and 4 day's aging 
(V33,V31 and V32) 
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Figure 7.44 Ultrasonic velocities after 325 °C annealing, quenching and 4 day's aging 
295 
7.5.3 ODCs inferred from ultrasonic measurements 
The ODCs were calculated based on the ultrasonic velocity measurements. The 
algorithm to calculate ODCs from ultrasonic velocity measurements was discussed in 
Chapter 3. The ODCs calculated from the ultrasonic velocity measurements on the 350 °C 
water quenched samples without aging are shown in Figure 7.45 below. 
w400 
w420 
o.i 10 100 
Annealing time (minute) 
Figure 7.45 Ultrasonic measured ODCs versus aging time for quenched samples at 350 °C 
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Based on the experimentally measured ODCs, one novel model of inferring the 
texture evolution was proposed and presented in Chapter 3. The evolution of the ODCs 
versus annealing time is shown in Figure 7.46 below. 
The details of the modeling of the texture development during annealing were 
presented in Chapter 3. The results were shown in Figure 3.12. Figure 7.47 duplicated Figure 
3.12 for convenience. 
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Figure 7.46 Simulated ODCs versus annealing time 
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Figure 7.47 Texture development during annealing (results of model based fit to ultrasonic 
data) 
7.5.4 Summary 
The texture evolution at high temperature can be studied by means of quenching, 
followed by ultrasonic velocity measurements. 
In this section, L-wave and S-wave ultrasound transducers were used to measure the 
ultrasonic velocities, V33, V31, and V32. ODCs were calculated from the ultrasonic velocity 
measurement results. A new model proposed in Section 3.7 was used to process the measured 
data. 
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Three dominant ODCs, W400, W42o, and W440, are used as the signature of texture. 
Based on the model proposed in this dissertation, the recrystallization process can be 
monitored by the ultrasonic velocity measurements. 
For low recrystallization temperature alloys, such as aluminum alloys, the aging 
processes after quenching will change the ultrasonic velocities. However, more research work 
is needed to follow the texture changes during aging. 
7.6 High temperature in-situ texture measurements 
The experimental results in the previous sections can be regarded as "static", i.e., the 
measurements are taken at ambient temperature. In Section 7.4, the measurement results of 
texture evolution at elevated temperature were obtained by "freezing" the texture information 
through "quenching" techniques. The assumption there is that the high temperature signature 
of texture will remain the same after rapid cooling process, such as quenching. 
To investigate the texture at elevated temperature in-situ, a new "High Temperature 
EMAT Measurement System" has been developed and tested at Ames Laboratory. The 
system prototype, theoretical basics, and experiment parameters, etc., were discussed in 
Chapter 6 of this dissertation. This section will present results of some preliminary high 
temperature measurements. 
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7.6.1 Sample preparation and test procedures 
A bar was first cut from the as-received 5XXX A1 alloy plate of Material XYZ 2. 
Then, the bar was cold rolled into 40% thickness reduction. Samples with transverse sizes of 
2-inch squares were cut from the cold rolled bar. The surfaces were milled. 
The sample was put into the furnace described in Chapter 6. A preset heating, 
holding, and cooling process was followed. During this process, the transit time of a shear 
wave was measured. During the measurement, the shear wave was polarized in one direction. 
Thus, only V31 or V32 was measured for any given sample. 
The second sample, which went through the same cold rolling process, was put into 
the furnace, and followed the same heating, holding, and cooling process. The EM AT 
transducers were adjusted to produce shear waves polarized in the other direction. Natural 
time was measured with respect to the time that the furnace power was turned on. The transit 
time was measured as close as possible to the time when the transit time was measured in the 
first sample. Thus, V32 was measured in the second sample at the "same time" when V31 
was measured in the first sample. 
7.6.2 Preliminary results 
Figure 7.48 below shows one example of the measurement. The transit time in 
microseconds and the furnace temperature in degree C, are plotted on the same figure. The S-
wave polarization direction is the R-direction, i.e., V31 is being measured. 
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Figure 7.48 Results of transit time and the furnace temperature measurements 
Several trial runs of the high temperature EMAT measurement system gave out 
reliable results in the sense of repeatability. After that, a number of samples were prepared 
and tested on the novel high temperature EMAT measurement system. One typical result is 
shown in Figure 7.49 below. In this figure, the transit time and furnace temperature are again 
plotted on the same figure. Here V32 is being measured. 
During the test, the EMAT transducers were water cooled through a cooling system. 
The water sink temperature was monitored and controlled manually. The water sink 
temperature was controlled within 24 °C -26 °C. When the temperature was higher than 26 
°C, a little of ice was added to the water sink. 
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Figure 7.49 Transit time and furnace temperature versus time (TD) 
Bases on data obtained in this fashion, i.e., the transit time of the S-wave polarized in 
T-direction and R-directions, then, one should be able to calculate V31 and V32, and then 
obtain ODCs. To do this quantitatively, several factors should be considered: 
• To calculate V31 and V32, the linear thermal expansion coefficient as a function of 
temperature should be considered. 
• There is a temperature distribution within the sample, which must be taken into 
account. Thus, a functional relationship must be established between the sample 
temperature and the furnace temperature measurement. 
• Single crystal elastic constants are functions of temperature, and this must be taken 
into consideration in inferring the ODCs from the velocity data. 
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Figure 7.50 Velocity change versus time (at 372°C) 
7.6.3 Discussions 
In principle, it is feasible to obtain texture information at high temperature in-situ 
using EMAT transducers. The first step is to measure the transit time in which S-waves 
propagate through the sample. Then, the S-wave velocities are calculated based on the sample 
thickness and the transit times. Using the S-wave velocity information, the ODCs can be 
calculated. 
However, to obtain texture information at high temperature, it is critical to obtain the 
materials properties at elevated temperature. However, the limited information of material 
properties at elevated temperature makes the prediction of the texture at high temperature 
error prone. 
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The second limitation of the current High Temperature EMAT Measurement System 
prototype is the inability to obtain V32 and V31 simultaneously. Furthermore, V33, which is 
required to arrive at W400, is not available. 
7.7 Discussions and summary 
7.7.1 Materials constants 
To calculate ODCs from the ultrasonic velocity measurements, the elastic constants of 
the single crystals are needed, as can be seen by examining Equation (3.25). That is, some 
materials constants should be provided a priori. In this dissertation the following materials 
constants are used. They are obtained either from available literature or measured by 
experiments. 
For anisotropic polycrystal pure aluminum [5, 60, 67] 
|i = 26.05 GPa 
1 = 59.96 GPa 
C =10.77 GPa 
For aluminum alloys, we use the C value of pure aluminum listed above to calculate 
ODCs. The Lame's constants are determined by the following equation 
// = 
a = f(yf-2%?) (7.3) 
where V? is the shear wave velocity of the isotropic sample. Vc is the longitudinal wave 
velocity of the isotropic sample. 
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The materials constants we use to calculate ODCs at room temperature are: 
p = 2.6472 
|i =26.74 GPa 
X =54.91 GPa 
C =-10.77 GPa 
The materials constants to calculate the ODCs at elevated temperature are: 
p = 2.65 x (l-3a AT) g/cm^ (7.4) 
H = 26.74GPa (7.5) 
C=-10.77x[-0.013525(T/Tof+0.08115(T/To)+0.878275] GPa (7.6) 
where AT=T-T„ is the temperature increase. T is the temperature of the sample under the 
transducers, a is the linear thermal expansion coefficient. 
The temperature dependence of the elastic constants of the single crystal is obtained 
from fitting the handbook data [98]. We assume for the time being that the Lame's constant, 
p., and the linear thermal expansion coefficient, a, are approximately constant in the 
temperature range of interest. The reason is that no reliable data or functional relationships of 
these two constants are available. 
7.7.2 Texture measurement 
Texture can be represented using pole figures, inverse pole figures, and ODF 
(orientation distribution function), etc. It can be measured by x-ray, OIM, and ultrasonic 
velocity measurements, etc. 
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In this dissertation, OIM and ultrasonic NDE are used to measure texture, and the 
texture is presented in pole figures, inverse pole figures, and ODF. 
The ODF is expanded as a series of generalized Legendre functions. The set of the 
coefficients of the ODF characterizes the texture. Those coefficients are conventionally 
termed as ODCs (orientation distribution coefficients). Theoretically, the number of ODCs to 
fully characterize the ODF is infinite. However, only a few ODCs are necessary to distinguish 
texture in practice. The most significant ODCs in FCC metals, e.g., A1 alloys, are W400, W420, 
and W440. These three ODCs can also be calculated from ultrasonic velocity measurements. 
Table 7.12 below lists the values that these three ODCs would assume in pure 
aluminum for various ideal texture components. The positive value of W44o can be regarded 
as the signature of recrystallization texture, and the negative value of W44o the signature of 
rolling texture. The positive value of W400 is the evidence of recrystallization texture, and the 
positive value of W420 is the evidence of rolling texture. 
However, it is very complicated to infer recrystallization information in terms of the 
volume percentage of recrystallized materials. The recrystallization modeling algorithm 
proposed in this dissertation should be used, which is detailed in Chapter 3. 
Table 7.12 Ideal pure aluminum texture, (10 ^) 
Texture W400 W420 W440 Type of texture 
Grossf 110}<001> -7.7 -24.4 13.4 Recrystallization 
Cubef 100}<001> 30.9 0.0 18.5 Recrystallization 
Cu{112}<llî> -7.7 8.1 -10.8 Rolling 
S{123}<634> -7.7 -0.3 -8.9 Rolling 
Br{110}<ï 12> -7.7 -8.1 -10.8 Rolling 
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7.7.3 Recrystallization measurement in-situ by ultrasound NDE 
The approach to measure recrystallization in-situ using ultrasound NDE is discussed 
in this dissertation. The main steps include: 
* To measure ultrasonic velocities using phase slope techniques if EMAT 
transducers are used, or using zero crossing techniques if the conventional L-wave 
or S-wave transducers are used. 
* To calculate ODCs (orientation distribution coefficients) based on the velocity 
anisotropy. The elastic constant anisotropy of the single crystals, which are the 
building blocks of the materials, is critical to calculate ODCs. For aluminum 
alloys, the elastic constant anisotropy of the single crystals is small in value. Thus, 
the algorithm to calculate ODCs based on the velocity measurement is contrived 
to make full use of all information available, see Equation (3.25). 
* To calculate volume percentage of the recrystallized materials based on the ODCs. 
A novel model is proposed in this dissertation to accomplish this task. 
7.7.4 Grain size measurement using ultrasound NDE technique 
From the preliminary results, we can see that the relationship between the grain size 
and the ultrasonic attenuation coefficient is similar to the prediction of the theory. Thus, it is 
feasible to measure the grain size by the ultrasonic technique. However, the data are 
scattered, especially for very large size grains. 
For elongated grains, the correlation between the grain size and the ultrasonic 
attenuation demands modifications to the Stanke and Kino's theory. 
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7.7.5 Control of recrystallization using ultrasound NDE 
With all the experimental results presented in this dissertation, the control of the 
recrystallization of materials during hot rolling process can be realized, as shown in Figure 
7.51 below. The main ideas of the control of the recrystallization using ultrasound NDE arc: 
* The ultrasound signals are excited using EMAT transducers. Because of the non-
contact characteristics of the EMAT, it is feasible to generate ultrasound signals 
within materials that are heated to high temperature. The maximum operating 
temperature of EMAT is limited by the Curie's temperature of the permanent 
magnets used in the EMAT transducers. For the prototype "High Temperature 
EMAT Measurement System" used at Ames Laboratory, the highest temperature 
available is 620 °C. 
* Then, the NDE data, i.e., velocity and attenuation, are calculated based on the 
input and output ultrasound signals. 
* The next step is to calculate ODCs and grain size based on the velocity and 
attenuation information. The algorithm to calculate ODCs is proposed in Chapter 
3 of this dissertation. The theory of Stanke and Kino is used to correlate the 
ultrasonic attenuation and the grain sizes. However, the success to relate 
attenuation and grain size in elongated grain shapes is limited. 
* The recrystallization of the materials is modeled using the ODCs information. A 
novel model is proposed in this dissertation. 
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Figure 7.51 Hot rolling process control diagram 
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CHAPTER 8 ANISOTROPY OF INCONEL 718 
The main research work presented in this dissertation is to monitor the 
recrystallization of aluminum alloys during hot rolling process. This chapter presents some 
experimental results of the anisotropy of INCONEL 718, which is a different topic. This 
work was conducted early in the graduate studies of the author and had to be abandoned at 
the time of the untimely death of his initial advisor. Included among the major results are: 
• Verification of the anisotropic mechanical properties of INCONEL 718; 
• Demonstration of ultrasonic NDE measurements of the anisotropic properties of 
INCONEL 718. 
In this chapter, the SP (small punch) test technique is briefly introduced. The SP test 
is used to measure the following mechanical properties of INCONEL 718: elastic constants, 
ductility, yield strength, and fracture toughness. 
The mechanical properties of elastic constants, hardness, ductility, yield strength, and 
fracture toughness were measured and presented. The ultrasonic attenuation coefficients on 
INCONEL 718 were measured by the conventional ultrasound NDE technique. 
A new anisotropy parameter is introduced and used to characterize the anisotropy of 
mechanical and physical properties of INCONEL 718. 
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8.1 Introduction 
INCONEL alloy 718 is a widely used material for applications at temperatures up to 
650°C. It was originally developed as a weldable alloy for static components, but the 
attractive properties which can be developed in forging together with the relatively low cost 
of the alloy have led to its use in critical components in power industry sections. Many 
research groups have studied the properties of INCONEL alloy 718 at different conditions 
[104-106], It is known that, after several thousand hours aged at 650 °C, INCONEL alloy 718 
shows roughly a 75% decrease in the Charpy V-notch impact energy [107]. However, any 
anisotropic characteristics of this steel have not been investigated in adequate detail. The 
thermal embrittlement, which can occur during normal operating conditions, may reduce the 
fracture toughness quite differently in different directions. Consequently, in order to maintain 
the integrity of the components, it is important to clarify the orientation dependence of the 
mechanical properties of INCONEL alloy 718. 
Literature will often provide test data, including tensile test and Charpy V-notch 
impact test results, that show a reduction in tensile test ductility, impact energy, or fracture 
toughness measurement results (Jic), after exposure to severe environments. Usually, there is 
little or no effort to tackle the problems of orientation dependence in materials properties, 
especially the fracture toughness, due to the difficulties in preparing valid test specimens. 
Therefore, one has to rely on the techniques that provide at least qualitative information on 
potential orientation dependence of the mechanical properties of the materials concerned. 
In one application, the hardness of the ferrite phase was found to be a reliable 
indicator of the process of embrittlement during long-term heating of a duplex stainless steel 
[108]. This is a semi-nondestructive technique for estimation of the Charpy-impact energy in 
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materials. Another technique appears to be the small punch (SP) test technique developed at 
Ames Laboratory [109]. Its original goal was to obtain information about fracture properties 
of materials from small specimens. The SP test has been successfully used to examine the 
degree of temper and radiation embrittlement, the post-irradiation annealing effect with a 
special emphasis on grain boundary weakening, as well as the integrity evaluation of coated 
structures [110-113]. It is a promising method for evaluating the anisotropy in materials, 
which may provide data on a material's mechanical properties. 
On the other hand, acoustic nondestructive evaluation (NDE) has a broad fundamental 
base in the field of material characterization and flaw detection [114-115]. Some efforts have 
been made to analyze the ultrasonic wave attenuation spectra in metals and to derive the grain 
sizes based on the ultrasonic attenuation measurements [116-117]. In polycrystalline 
materials the dominant contribution to the attenuation of an ultrasonic wave is usually 
assumed to be that of scattering from the grain boundaries. The orientation dependence of the 
ultrasonic attenuation may reveal anisotropic mechanical properties of materials. 
This chapter presents our efforts to determine the anisotropic properties in INCONEL 
718 after being aged up to 1000 hours at 650 °C. The test results include hardness, small 
punch test ductility, yield stress, ultimate stress, fracture toughness Jic, and ultrasonic 
attenuation. The anisotropy parameter Ky is defined to describe the extent of orientation 
dependence. 
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8.2 Tested material and orientation 
The material used for this work was supplied by Idaho National Engineering 
Laboratory (INEL). Two heats of materials were tested. Both heats were given a conventional 
heat treatment consisting of a solution anneal at 950±14°C for 1 hour, air cooling to room 
temperature, aging at 718±8°C for 8 hours, furnace cooling to 621°C, and aging at 621±8°C, 
to give a total precipitation time of 18 hours. Heat treated pieces from each of the two heats 
were exposed to 649°C for times of 0, 500, and 1000 hours. The two heats are: Heat 5118-
EK11 and Heat 4766-EK21. 
The chemical compositions of the tested materials are shown in Table 8.1. The 
directions in which the materials were tested are shown in Figure 8.1. 
The ultrasonic samples were cut from the block to 25.4mm cube and milled to 
finished surfaces. The small punch test samples were cut by the electric spark machine and 
tested on the INSTRON tension equipment. 
Table 8.1 Chemical composition 
Heat No Ni Cr Fe C b & T a  Ti 
1 54.01 18.25 18.03 4.95 (Ta-0.01) 1.04 
2 53.76 18.25 17.96 5.03 (Ta=0.01) 1.03 
Table 8.1 continued 
Heat No. Al Mo Co Mn Si 
1 0.46 2.96 0.07 0.07 0.09 
2 0.45 3.00 0.32 0.10 0.02 
Table 8.1 continued 
Heat No. C Cu B P S 
1 0.03 0.03 0.001 0.009 0.002 
2 0.04 0.12 0.002 0.013 <0.001 
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Figure 8.1 Schematic figure showing the orientation 
8.3 Small punch tests for evaluating the mechanical properties of INCONEL 718 
The small punch (SP) test technique has been developed at Ames Laboratory and its 
application has been successfully made to examine the degree of temper and radiation 
embrittlement, the post-irradiation annealing effect with a special emphasis on boundary 
weakening, and the deformation and fracture behavior of coated materials [109-113]. 
SP specimens are discs with dimension of 6 mm in diameter and 0.5 mm in thickness. 
The discs were cut using an electric spark machine. The surface was mechanically polished 
using 1000 grid emery papers. The deviation in finished thickness of each specimen was 
accurate to ±0.001 mm. 
The SP specimen holder consists of an upper and lower die, and four clamping 
screws. When the SP specimens were set, a slight clearance between the bottom surface of 
the upper die and the top surface of the specimen was provided to maintain a stress-free state 
prior to loading. Using this specimen holder, the specimens are prevented from cupping 
upward during punching and, therefore, the plastic deformation is concentrated in the region 
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below the punch (steel ball), as shown schematically in Figure 8.2. The bore diameter, d], of 
the lower die (1.5mm) was designed as following [109]: 
d% 5: di+21<, (8.1) 
where di and t0 are the bore diameter of the upper die and the original thickness of the 
specimen, respectively. Consequently, the deformation of SP specimens was not subject to 
frictional forces arising from contact of the SP specimens with the inner wall of the lower 
die. 
Load 
Puncher 
Clamping 
Screws - 4 
Upper Die 
Steel Ball 
Lower Die 
Specimen 
Figure 8.2 Loading and specimen support configuration for the SP test 
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The SP tests were performed on a universal testing machine at room temperature and 
at a crosshead speed of 0.5mm/min. Alignment of the punch and die as well as load line 
centering are critical in this experiment to eliminate or minimize anisotropy effects that are 
caused by eccentricity. There are three basic contributions to planar isotropic deformation in 
bulge testing: (1) a punch axis of symmetry coincident with the die axis of symmetry, (2) 
strict design tolerances for the punch and upper and lower dies, and (3) a specimen with 
constant thickness at any point [109, 118]. 
The first requirement was met by using a precision alignment fixture, the second and 
third by careful experimentation and by accurate machining of the punch, dies, and 
specimens. A check of the load-line centering in each specimen was made by applying a 
small load on the specimen and subsequently measuring the location of the punch's plastic 
indentation center and the die plastic indentation ring in an optical comparator. 
As schematically shown in Figure 8.3, a typical load vs. deflection (P vs. Ô) plot can 
be divided into four deformation regimes: (I) elastic bending, (II) plastic bending, (III) 
membrane stretching, and (IV) plastic instability. From the P vs. Ô curve, several parameters, 
such as the yield load Py, the maximum load Puit, the deflection to failure Of, and fracture 
energy Ey are determined to characterize the deformation and fracture properties of the 
materials [107]. The definition of these parameters is schematically shown in Figure 8.3. 
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I: Elastic Bending 
II: Plastic Bending 
III: Membrane Stretching 
IV: Plastic Instability 
ult 
IV 
Figure 8.3 Schematic illustration of the P vs. ô curve 
Kameda and Buck [102,111,113], and Mao and Takahashi [118] etc. have 
experimentally derived the relationship between Py and the yield strength ay by performing 
the SP and tensile test on several metallic materials with a wide variety of ay: 
ay(MPa)=ci(Py/^) (8.2) 
where t0 is the initial specimen thickness in mm. Py is the yield load in KN. Ci is a constant, 
which is equal to 360 for most metallic materials. 
The ultimate strength auit is related to Puit by the following equation [119]: 
*u,t(MPa)=C2(Pui/t^)-C3 (8.3) 
where Puit is the maximum load in KN. to is the initial specimen thickness in mm. cz and Cg 
are constants, which are equal to 130 and 320, respectively, for most metallic materials. 
The fracture toughness J,c and the fracture strain 6f is related by: 
erc^to)" (8.4) 
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Jic-Cs€f - c6 (8.5) 
where ôf is the fracture deflection in the small punch test. €{ is the fracture strain. C4, C5, c@ 
and n are constants. For most metallic materials, C4, C5, %, and n are equal to 0.12, 345,113, 
and 1.72, respectively. 
8.4 Hardness measurement results 
Conventional micro hardness measurements were taken along three directions on both 
Heat 6118-EK11 and Heat 4766-EK21. The results are shown in Figure 8.4 below [120]. 
HRC is the hardness of the tested materials on the Rockwell C-type scale. 
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Figure 8.4 Hardness anisotropy of INCONEL 718 
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8.5 Small punch test results 
The small punch specimens were tested in a universal test machine at room 
temperature. The raw test results, i.e., the P vs. 8 curves, are similar to that shown in Figure 
8.3 above. 
The ductility is defined as the end of plastic deformation and crack initiation [109]. 
For determination of the ductility anisotropy, the difference between ductility and fracture 
strain Sf was insignificant. Here the fracture strain e, was used as the ductility that can be 
calculated according to the Equation (8.3) above. 
To obtain the understandable information from the SP test, the materials constants in 
Equations (8.2 ~ 8.5) were extracted by fitting the experimental data into the corresponding 
relationship [119,120,121]. The empirical linear relationship of all specimens between the 
load Py and the yield stress can be expressed approximately by: 
*y(MPa)= 340 ( Py/t,2)+10 (8.6) 
The relationship between the maximum load Puit and the ultimate tensile stress of the 
materials in question can be fitted into the linear relationship between auit and Pult /t\. The 
empirical correlation between them can be expressed by: 
auit (MPa)= 40(Puit/to2)+1030 (8.7) 
The fracture toughness jjc is an important fracture parameter for structural materials. 
However, a relatively large specimen is needed to measure Jio In miniaturized specimen 
techniques, the size of the specimen is too small to meet the size requirement for a valid 
fracture toughness J,c measurement. Therefore, it is important to find a relation between the 
fracture strain e, and the fracture toughness JiC. Using Equation (8.5), the fracture strain ffcan 
319 
be obtained from the failure deflection ôf (see Figure 8.3). Then, using the linear regression 
technique, the equation related J,c and 6, can be derived. The relation between Jic and Ef can 
be expressed by: 
Jic(kJ/m^) = 278.5er2.7 (8.8) 
Figures 8.5, 8.6, and 8.7 below, respectively, show the ductility anisotropy, the yield 
strength anisotropy, and the fracture toughness anisotropy, of INCONEL 718. 
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Figure 8.6 Yield strength anisotropy of INCONEL 718 
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Figure 8.7 Fracture toughness anisotropy of INCONEL 718 
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8.6 Ultrasonic NDE measurement results 
By measuring the ultrasonic velocity, the Young's modulus could be calculated using 
the following equation: 
z = pr/ (8.9) 
where Vt is the longitudinal wave speed, and p is the density of the material. 
By measuring the longitudinal wave velocity along three directions, the Young's 
modulus in different orientation can be calculated if it is assumed that Equation (8.9) is valid 
to characterize the elastic property in different orientation. The Young's modulus anisotropy 
is shown in Figure 8.8 below. 
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Figure 8.8 Elastic constant anisotropy of INCONEL 718 
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Figure 8.9 Attenuation anisotropy of INCONEL 718 
The ultrasonic attenuation in these samples has been measured. The orientation 
dependence of the attenuation is shown in Figure 8.9, where the transducer frequency is 20 
MHz and the attenuation was measured at 16 MHz. 
8.7 Small scale CT test results 
Compact Tensile tests were performed on the INCONEL 718. The test procedures of 
ASTM standard [121] are followed. The sample size was scaled down because of the 
availability of the materials. The test results here are the raw data that have not been 
published and more data processing work is to be done. This project has been halted owning 
to the unpredicted changes of human power and research fund. The CT test data are very 
valuable because it is the first time that the Super alloy INCONEL 718 community has 
investigated the anisotropy systematically. 
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The sample and crack orientation are shown in Figure 8.10 ~ 8.13 below. The sample 
orientation is similar to Figure 8.1, with A=I, B=n, and C=HI, respectively. Table 8.2 
presents the sample labels, and Table 8.3 presents the results. 
m 
Figure 8.10 Sample orientation 
n 
Crack 
Figure 8.11 CT sample labeled as L (called I) 
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II 
Crack 
Figure 8.12 CT sample labeled as S (called 11) 
n 
Crack 
Figure 8.13 CT sample labeled as T (called HI) 
Table 8.2 Sample labels 
Heat 5118-EK11 4766-EK21 Un-labeled 
Oh WIOD W13D W1D 
500h W8D W11D W2D 
lOOOh W9D W12D W3D 
Table 8.3 CT test results 
Heat Sample Crack K kaverage 
Un-label W1D I 64.6/60.6/67.2 64.1 
n 82.3/89.1/95.8 89.1 
in 84.2^/63.7 74.0 
W2D I 69.4/41.9 55.7 
n 77.0/90.6 83.8 
m 63.2/59.7 (51.5 
W3D i 58.5/59.0 58.8 
H 75.5/83.1 79.3 
m N/A^ 
5188-EK11 W8D i 74.9/79.6(^/74.5 76.3 
h 94.6/86.9 90.8 
in 74.7/77.5/70.6 74.3 
W9D i 71.0/73.4/70.0 71.5 
n 81.0/91.4/88.8 87.1 
m 71.9/74.1/74.3 73.4 
WIOD i 75.4/76.1/77.0 76.2 
ii 85.4/89.2/83.6 86.1 
m 75.8/79.8/79.7 78.4 
4766-EK21 W11D i 73.4/76.8 75.1 
n 109.0/91.1/88.9 96.3 
m 67.0/76.0/79.3 74.1 
W12D i 72.5/70.9/72.2 71.9 
n 83.4/90.0/95.8 89.7 
m 36.1^/70.9/72.2 59.7(71.6) 
W13D i 76.8/72.3/68.5 72.5 
n 92.6/84.4/89.3 88.8 
in 77.8/76.7/75.8 76.8 
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Notes: 
(1). This sample has NO pre-cracking. 
(2). Three samples in this group broke during pre-cracking 
(3). Testing error (chart stopped running during testing) 
(4). Testing machine setting was NOT good for this sample 
The CT tests were performed on the INSTRON universal tensile test facility at Ames 
Laboratory. The samples were cut using electric spark cutting machines. The cracks were 
initialized by the fatigue test facility at Ames Laboratory. Because of the small size of the 
samples, the fatigue pre-crack length may not be guaranteed to be consistent for all samples. 
As a matter of fact, some sample was not pre-cracked correctly. Some sample failed the pre-
cracking process by breaking the sample into two parts. 
The CT test specimens are single edge-notch bend [SE(B)] specimens with a 
thickness (B) of 18.8 mm, width (W) of 38.1 mm, and length (L) of 200 mm. They were 
tested at room temperature in three-point bending per ASTM E339-90 [122]. For these tests, 
linear voltage differential transformer (LVDT), crack opening displacement (COD) gauge, 
and d.c. potential drop techniques were used. The LVDT was used to measure the 
displacement at the load line and both the COD gauge and d.c. potential drop techniques were 
used to estimate the crack length at any desired load [119]. The test results are shown in 
Table 8.3 above. 
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8.8 Discussions 
From Figures 8.4 ~ 8.9, it is obvious that there exists anisotropy in INCONEL 718 in 
hardness, Young's modulus, strength, fracture toughness, and ultrasonic attenuation. 
If we define the anisotropy parameter Ky as: 
%j = ( Qi/ Qj ) (8.10) 
where i is the direction in which the quantity is maximum in value and j is the direction in 
which the quantity is minimum in value. Then, i and j can be A, B or C, which means 
Direction A, B or C with notations defined in Figure 8.1. Q is the quantity, such as hardness, 
yield stress, fracture toughness, etc. The maximum anisotropy is of interest. Table 8.4 lists 
the results. 
It can be seen that the anisotropy in ductility and fracture toughness could be as large 
as 1.6. During the aging process, the minimum mechanical property may be found in different 
directions, which means that the weakest direction of the materials depends on aging process. 
Thus, the anisotropy should be taken into account when the component life extension is to be 
assessed. 
Table 8.4 Aniso ropy Kj, of INCONEL 718 
Heat 5118-EKLL 4766-EK21 
Aging time (h) 0 500 1000 0 500 1000 
Hardness(HRC) KAB=1.01 KAB~1-01 KCA=102 %AB=1.02 KCA=L01 KAB=1.02 
Ductility KAB~L12 %AC=1.46 &AC=1.28 &AB=161 KAC=139 KCA=L19 
Yield Strength KAB=1 .33 KAB=1.41 KAB=1.30 KCS=1.09 KAB=1.32 &AC=1.29 
Jic KAC=1.17 KAC—1.49 KAC=130 KAB=1-64 KAC=1-41 KCB=1.20 
E KRC=1 .01 KAC=L01 KAB=L01 KAB=1.02 KCB=1.01 KCB=1-02 
Attenuation KBC= 1.44 KBC=1-43 KBA=1.46 KAC=1-38 KAC=1.30 KAC=1-36 
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The ultrasonic attenuation is frequency dependent. The attenuation is due to grain 
scattering, which is the dominant contribution to the attenuation of an ultrasonic wave. The 
attenuation is divided into three distinct regions depending on the ratio of the wavelength, X, 
to the mean grain diameter, D [109, 110, 123]. The attenuation in the materials tested was 
best fitted by 
as = Ci/D+ Cz Df: (8.11) 
where f is the frequency. Ci and C% are constants. 
Thus, the attenuation in INCONEL 718 is in the regions of stochastic scattering 
(%=D) and diffusion scattering (k « D). The attenuation in Heat 4766-EK 21 is much greater 
than that in Heat 5118-EK 11. From Figure 8.9, it is obvious that the ultrasonic attenuation is 
orientation dependent and that the ultrasonic attenuation is minimum in value after being 
aged 500 hours. The minimum attenuation was 67 per cent as large as the maximum value of 
attenuation in Heat 4766-EK 21 Direction C. The biggest attenuation difference between 
different directions was in Heat 5118-EK 11 Direction A and Direction B, i.e., 46 per cent in 
difference. 
Intense research in Nondestructive Evaluation (NDE) to determine the grain size of 
polycrystalline materials has been conducted over many years. It may be pretty accurate to 
measure the grain size by NDE methods. And the mechanical properties of materials depend 
on the microstructure features [109,124, 125]. The anisotropy in INCONEL 718 can be 
investigated by the acoustic measurements. However, in order to correlate the acoustic 
measurements (such as the frequency dependence of attenuation) to the mechanical properties 
(such as the fracture toughness, yield stress, ductility, etc.) in INCONEL 718 steel, further 
work is needed. 
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8.9 Summary 
The mechanical properties (Hardness, Young's modulus, ductility, yield stress, and 
fracture toughness) and the ultrasonic attenuation in INCONEL 718 are anisotropic. The 
anisotropy parameter Ky was defined as the maximum-to-minimum value ratio. 
The ductility and fracture toughness anisotropy may be as large as 1.6. In different 
heat and aging time combinations, Ky may be the ratio of quantities in different directions. 
For example, the direction with minimum mechanical properties of INCONEL 718 changes 
as the aging times change. 
The small punch test parameters can be used to predict the mechanical property 
anisotropy in materials. 
It is important to establish a relation between the fracture toughness Jic and the 
fracture strain €f measured from the SP test. It is obvious that the linear relation between Jic 
and €f exists in INCONEL alloy 718, which is expressed by Equation (8.8). The yield stress 
and the ultimate tensile stress can also be estimated after determination of Py and Puit from P-
ô curves of the SP tests. 
The small punch test technique was used to study the thermal embrittlement in 
INCONEL alloy 718. The results obtained are summarized as follows: 
(1) The small punch test technique is briefly reviewed, which can be successfully used 
to determine the degradation in INCONEL alloy 718 after aging up to 1000 hours. 
(2) The linear relationship between Py and the yield stress ay is expressed by Equation 
(8.6). The equation relating Puit and the ultimate tensile stress auit is expressed by Equation 
(8.7). 
330 
(3) Ductile fracture toughness Jic can be related linearly to the fracture strain 6f which 
can be calculated according to Equation (8.4) by the failure deflection ôf obtained from the 
small punch test. 
(4) The linear relationship between Jic and ay and Py/V, and (7uit and Puit/to2, is 
obvious. However, the constants are material dependent. 
The ultrasonic attenuation coefficient o,f is frequency dependent. It could be exploited 
to characterize the anisotropy in materials. However, the relationship between the ultrasonic 
attenuation coefficient ocf and the mechanical properties is not linear and not well understood. 
Small size scale CT test performed produced valuable data about fracture toughness 
anisotropy in INCOENL 718. The raw data presented in this chapter preserved the test 
results, and should be reserved for future investigation. More work should be done. 
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CHAPTER 9 CONCLUSIONS AND FUTURE WORK 
This chapter will summarize the work present in this dissertation. The core of the 
work focuses on the control of the recrystallization texture in 5XXX series aluminum alloys. 
There are two distinguished textures in aluminum alloys, i.e., recrystallization texture and 
rolling texture. These two textures change in opposite directions during the hot rolling 
process: the rolling process will produce rolling texture, while the annealing process produces 
recrystallization texture. The control goal of the hot rolling process is to produce predefined 
texture and microstructure. 
9.1 Main conclusions from this dissertation research work 
This dissertation examined three main hypotheses, as identified in Section 1.1. The 
major conclusions that were reached are summarized below: 
Hypothesis 1 : NDE can differentiate the different texture components in A1 alloys, 
microstructural parameters that strongly influence the forming properties. 
• It has been shown that the texture of the transfer gauge A1 alloys can be 
characterized by ultrasonic NDE with the results being confirmed by OlM. This is 
in contrast to the work of most previous researchers, who have been considered 
the final stage A1 alloys. The ODCs are used to characterize the texture 
• Ultrasonic NDE has been shown to be able to sense the texture changes during 
rolling and annealing processes, and it can differentiate different texture 
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components existing in A1 alloys. A new algorithm is proposed to calculate ODCs 
from ultrasonic velocity measurements 
• Using the recrystallization simulation model proposed in this dissertation, the 
texture evolution information during the annealing process can be obtained by 
ultrasonic velocity measurements 
Hypothesis 2: NDE can sense this texture development during the hot rolling process. 
• It has been shown that a high temperature EMAT measurement system can obtain 
ultrasonic velocity information at high temperature, in-situ. However, it has been 
found to be a difficult measurement problem, and there are many experimental 
difficulties in calculating ODCs from ultrasonic velocity measurements. Further 
work is required before a fully implementable procedure is in hand 
Hypothesis 3: The information about the texture gained during in-situ monitoring by 
NDE can be used to control the hot rolling process. 
• If the texture measurements in this dissertation are repeatable and valid in general, 
then, the hot rolling process can be controlled using ultrasonic NDE technique. 
• The control diagram for the hot rolling process could be as shown in Figure 9.1 
below. Most functionalities for this control diagram have been investigated and 
partially verified by experimental results 
• The controller can be constructed by comparison of the ODCs realized with the 
ODCs required. The thickness reduction of cold rolling the A1 alloys from the 
transfer gauge to the final thickness of the beverage cans is fixed, i.e., about 99%. 
Thus, if the final stage of the cold rolled material is desired to have no texture, 
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then, the required recrystallization ODCs of the transfer gauge A1 alloys can be 
obtained by extrapolation of the ultrasonic NDE measured ODCs of this 
dissertation. The thickness reduction of the hot rolling process is also known in 
the case studied, i.e., from 600 mm to 25 mm, or about 96%. Knowing the final 
recrystallization texture and the duration time for the hot rolling process, then, the 
controller can be constructed to control the temperature, the number of passes to 
obtain this 96% thickness reductions, and the speed of the hot rolling process, etc. 
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Figure 9.1 Control diagram for the hot rolling process 
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» The mechanical property of INCONEL 718 is significantly anisotropic. However, 
the correlation between the anisotropy of mechanical property and the ultrasonic 
velocity and attenuation has not been established. 
9.2 Future work 
As in the case for most scientific research work, extensive and intensive research 
work has been done in this dissertation work, but it is far from completion and perfection. 
There are several aspects of this dissertation that would benefit from more work. 
• Improvements in the control system for the hot rolling process. An approach to 
control the hot rolling process, with ultrasonic NDE technique as the core, is 
proposed in this dissertation. The idea and prototype were presented and 
implemented at a preliminary, feasible level. Tremendous improvements are left 
for the further research work 
• The testing of the "High Temperature EMAT Measurement System" is not 
completed. More experimental work is needed 
• A new model to simulate texture development during the annealing process was 
proposed and tested. The results show promising potential. However, it is only 
tested on 5XXX series aluminum alloys with limited samples. More experimental 
work is helpful to further verify the model 
• Correlation between mechanical properties of materials and ultrasonic attenuation 
needs more research work. As shown in Chapter 8, the mechanical property 
anisotropy and the ultrasonic attenuation anisotropy of INCONEL 718 are 
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significant. However, the correlation between the mechanical property anisotropy 
and the ultrasonic attenuation anisotropy is complicated 
« Correlation of the grain size and the ultrasonic attenuation needs more work. 
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