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Resumen
Un problema fundamental a solucionar en la virtualizacio´n de redes es el in-
crustamiento de redes virtuales o VNE. Existen mu´ltiples algoritmos para resolver
este problema, entre ellos se encuentra el New Paths Algebra - Virtual Network
Embedding (NPA-VNE). Este algoritmo toma sus decisiones de forma coordinada
haciendo uso de una estrategia de optimizacio´n basada en el marco matema´tico
llamado a´lgebra de caminos.
Esta tesis se dedica a evaluar la reorganizacio´n de solicitudes de redes virtuales
en el algoritmo NPA-VNE, para probar la viabilidad de la implementacio´n de una
te´cnica de backtracking, que se implementa con unas me´tricas disen˜adas para hacer
las reorganizaciones de las VNR de una forma controlada. Los resultados de las
simulaciones muestran un aumento en la tasa de aceptacio´n del algoritmo resultante




Internet ha cambiado la forma de comunicarnos en todos nuestros a´mbitos. Des-
de su creacio´n ha evolucionado incrementalmente, a trave´s de grandes inversiones
en diferentes tecnolog´ıas, que dan soporte a diversos servicios distribuidos; en con-
secuencia, la arquitectura de la internet es robusta y se ha osificado [1] dada la
dificultad de concertar cambios globales entre los operadores y partes interesadas en
la misma. “Como resultado, las alteraciones en la arquitectura de la Internet se han
limitado a simples actualizaciones y las implementaciones de nuevas tecnolog´ıas de
red adicionales se han vuelto cada vez ma´s dif´ıciles” [2]. Por ejemplo: IPv6, servicios
integrados (IntServ), servicios diferenciados (DiffServ), IP multicast y protocolos de
enrutamiento seguros.
La virtualizacio´n de redes es una propuesta de arquitectura donde mu´ltiples redes
heteroge´neas cohabitan sobre una misma red sustrato. Esta caracter´ıstica la hace
ideal para acelerar la innovacio´n de servicios; espec´ıficamente, el modelo de negocios
propuesto por la virtualizacio´n de red permite superar la actual osificacio´n de la
red misma [3–5]. Un problema fundamental para la virtualizacio´n de redes consiste
en asignar cada una de las peticiones de redes virtuales (VNR) o´ptimamente sobre
los recursos de la red sustrato (SN). Este problema es formalmente conocido como
mapeo o incrustacio´n de redes virtuales (VNE), por tal motivo los algoritmos que
se disen˜an para este tipo de problemas son conocidos como algoritmos VNE [6–8].
Dado el nuevo modelo de negocios propuesto para Internet con la intervencio´n de la
virtualizacio´n de redes [9,10], un factor para poder obtener la mayor cantidad de ga-
nancia, es lograr la mayor cantidad de asignaciones de las VNR sobre la red sustrato.
Con este fin se esta´ investigando el desarrollo de algoritmos que este´n en capacidad
de reasignar recursos de la SN cuando las VNR sean rechazadas, ya sea porque los
recursos esta´n siendo utilizados al ma´ximo o porque los recursos de las SN esta´n
fragmentados. Una limitante en las investigaciones acerca de los algoritmos VNE,
es la dificultad para analizar diferentes criterios de optimizacio´n simulta´neamente,
debido a la cantidad y a la linealidad o no de las variables llamadas me´tricas. Por
tal motivo esta tesis trabaja sobre el New Paths A´lgebra Virtual Network Embed-
ding (NPA-VNE) [11], este algoritmo hace uso del marco matema´tico denominado
a´lgebra de caminos que puede analizar diferentes tipos de me´tricas en la etapa del
mapeo de enlaces, la cual se realiza de forma coordinada con el mapeo de nodos.
Las te´cnicas propuestas con las que se pretende afrontar el problema VNE han sido
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planteadas o investigadas con resultados favorables. Tal es el caso de vuelta atra´s
o backtracking en [12–15], el a´lgebra de caminos en [16, 17] y la relacio´n competiti-
va [18–22].
Esta tesis se basa en el ana´lisis del reordenamiento de las redes virtuales de di-
ferentes maneras, con el fin de lograr un aumento en la tasa de aceptacio´n, lo que
conducir´ıa al disen˜o e implementacio´n de una te´cnica de backtracking basada en
me´tricas dentro del algoritmo NPA-VNE.
Este documento esta organizado por cap´ıtulos, comenzando con los cap´ıtulos
2 y 3 donde se hace el planteamiento del problema y se muestran los objetivos
respectivamente. El desarrollo de los conceptos teo´ricos, ana´lisis de antecedentes y
la explicacio´n del algoritmo NPA-VNE y del framework ALEVIN esta´n condensados
en el capitulo 4. En el capitulo 5 se muestran los resultados que condujeron a la
creacio´n del nuevo algoritmo as´ı como la explicacio´n del mismo. Los resultados del
nuevo algoritmo con las diferentes me´tricas son presentados en el capitulo 6. El




El principal desaf´ıo de la virtualizacio´n de redes reside en co´mo garantizar el uso
o´ptimo de los recursos de la red sustrato, cuando se mapean en ella las solicitudes
de las redes virtuales [6].
Adema´s de las restricciones ba´sicas utilizadas en las primeras investigaciones co-
mo son ancho de banda y capacidad de CPU, se pueden considerar otros conjuntos
de me´tricas que apuntan a objetivos de optimizacio´n diferentes. Entre los objeti-
vos de optimizacio´n se pueden nombrar la calidad de servicio, donde sus me´tricas
son retrasos, utilizacio´n, nivel de estre´s, rendimiento, longitud del camino y jitter;
Optimizacio´n en poder de recuperacio´n y las me´tricas asociadas como son, nu´mero
de respaldos, disponibilidad, nu´mero de migraciones; Tambie´n es posible incluir la
optimizacio´n de recursos ambientales con una me´trica de eficiencia energe´tica.
Sin embargo, al servir la virtualizacio´n de redes como un me´todo de la indus-
tria para incrementar sus ganancias, las optimizaciones de la parte econo´mica, con
me´tricas de costos, ingresos, relacio´n costo/ingreso y tasas de aceptacio´n, son crite-
rios muy importantes de analizar.
En este sentido, en esta investigacio´n se trabaja sobre el algoritmo NPA-VNE
[11], para aumentar la cantidad de solicitudes incrustadas satisfactoriamente, imple-
mentando una forma de reorganizar las solicitudes de redes virtuales ya mapeadas
en la red sustrato, cuando una nueva peticio´n sea rechazada, ya sea por el mapeo
de nodos o mapeo de enlaces.
Las solicitudes de redes virtuales (VNR) usan una estrategia de atencio´n FIFO,
lo que implica que se tomara´n las decisiones a medida que van llegando las VNR
sin previo conocimiento de las mismas. Debido a esto, se pretende usar la informa-
cio´n ya conocida de las VN mapeadas para reorganizarlas a trave´s de unas me´tricas
disen˜adas incluyendo la VNR rechazada. La cantidad de VN mapeadas que se reor-






Adaptar el algoritmo NPA-VNE para que pueda reasignar redes virtuales ma-
peadas y seleccionar entre diferentes tipos de me´tricas.
3.2. Objetivos Espec´ıficos
1. Realizar una revisio´n bibliogra´fica de los algoritmos VNE.
2. Reproducir los resultados publicados del algoritmo NPA-VNE usando mu´ltiples
me´tricas.
3. Evaluar la viabilidad del uso del Backtracking en el NPA-VNE.
4. Implementar y evaluar una te´cnica de Backtracking en el algoritmo NPA-VNE,




4.1. Virtualizacio´n de Redes
La virtualizacio´n de red es una te´cnica prometedora para construir la Internet
del futuro, ya que permite la introduccio´n a bajo costo de nuevas caracter´ısticas en
elementos de red [23]. En esta propuesta la unidad elemental es la red virtual (VN),
estando compuesta por nodos virtuales que se encuentran conectados a trave´s de
enlaces virtuales. Lo que busca la virtualizacio´n de redes es poder asignar las VNRs
sobre los recursos de una red f´ısica o red de sustrato (SN), ofreciendo a un usuario
o aplicacio´n la ilusio´n de ser el u´nico propietario de los recursos de la red, la figura
4.1 muestra el concepto general de la virtualizacio´n de redes.
El concepto de la virtualizacio´n de redes no es completamente nuevo, hasta cierto
punto se ha implementado a trave´s de las redes virtuales privadas (VPN) y las redes
virtuales de a´rea local (VLAN), la diferencia de estas tecnolog´ıas con la virtualizacio´n
de redes radica en que no puede disociarse de la infraestructura subyacente y debe
verse ma´s como un servicio, lo que obliga a usar en todos los servicios los mismos
protocolos.
Figura 4.1: Arquitectura basada en virtualizacio´n de redes [3]
La introduccio´n de la virtualizacio´n de redes en la industria, propicio´ el concepto
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de Infraestructura como servicio (IaaS), donde se separan los roles de gestio´n y de
negocio del proveedor de servicios como se pueden ver en la figura 4.2, identificando
tres actores principales:
El proveedor de servicios (SP), la funcio´n de un SP es alquilar recursos de varias
InP para crear e implementar VN programando recursos de red asignados para
ofrecer servicios de extremo a extremo a los usuarios finales. Un SP tambie´n
puede proporcionar servicios de red a otros SP.
Proveedor de infraestructura (InP): Un InP implementa y administra realmen-
te los recursos de la red f´ısica subyacente. Estos ofrecen sus recursos a trave´s
de interfaces programables a diferentes SPs.
El operador de red virtual (VNO) implementa cualquier pila de protocolos
y arquitectura de red en una VN, independientemente de las tecnolog´ıas de
red f´ısicas subyacentes. El VNO opera, mantiene, controla y gestiona la red
virtual.
Figura 4.2: Modelo de negocios de la Internet futura [6]
Dado este nuevo de modelo de negocio propuesto para la Internet con la inter-
vencio´n de la virtualizacio´n de redes [9, 10], un factor para poder obtener la mayor
cantidad de ganancia es lograr la mayor cantidad de asignaciones de las VNR sobre
la red sustrato. Con este fin se esta´ investigando en el desarrollo de algoritmos que
este´n en capacidad de poder reasignar recursos de la SN cuando las VNR sean re-
chazadas, ya sea porque los recursos esta´n siendo utilizados al ma´ximo o porque los
recursos de las SN esta´n fragmentados.
17
4.2. VNE
El principal desaf´ıo de la virtualizacio´n de redes reside en garantizar el uso o´ptimo
de los recursos de la red sustrato cuando se mapean en ella las solicitudes de las
redes virtuales [24–27]. Los algoritmos que abordan este tipo problema se le conoce
como algoritmo de mapeos o incrustaciones de redes virtuales (VNE).
En la figura 4.3 se puede observar un escenario que consta de una red sustrato con
sus capacidades y dos solicitudes de redes virtuales y sus demandas. Dentro de los
cuadrados que esta´n sobre los nodos, se encuentran los valores correspondientes a
las unidades de CPU en los nodos, en cuanto a los valores que se encuentran en los
enlaces hacen referencia a unidades de ancho de banda. Con estos datos el algoritmo
VNE se encarga de incrustar los nodos y enlaces virtuales sobre los nodos y enlaces
f´ısicos que cuenten con las capacidades suficientes requeridas por las VNR. En este
ejemplo ambas VNR se incrustaron correctamente sobre la red sustrato.
Figura 4.3: Dos redes virtuales mapeadas sobre la red sustrato [38]
Los algoritmos VNE pueden clasificarse por varios criterios, a continuacio´n se
analizara´n algunos:
Un criterio de clasificacio´n esta´ relacionado con el manejo de las VNR asignadas,
estas pueden manejarse ya sea de una forma esta´tica o dina´mica. El manejo esta´tico
de las VNR implica que una vez asignados los recursos a una VNR, estos no pueden
ser reacomodados.
En el manejo dina´mico, se tiene una aproximacio´n ma´s real a los escenarios
posibles de la virtualizacio´n, debido a que las peticiones de cada red virtual no se
conocer´ıan de forma previa, por lo que el poder hacer reasignaciones de las VNR para
evitar fragmentaciones es una propiedad interesante en un algoritmo VNE cuando
se quieren lograr mejores tasas de aceptacio´n en los mapeo de las VNR.
En la figura 4.4 se muestra como el proceso de mapeo dina´mico se lleva a cabo
bien hasta la VNR2, en donde falla el mapeo debido a que los recursos de la red
sustrato no son suficientes para realizar la incrustacio´n de dicha red virtual sobre la
red sustrato.
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Figura 4.4: Fallo en el mapeo de una red virtual
Sin embargo, si se reorganizan las dos primeras redes virtuales mapeadas, se opti-
mizan los recurso de la red sustrato, permitiendo que la VNR3 pueda ser incrustada,
como lo ilustra la figura 4.5.
Figura 4.5: Remapeos de VNR
Otro criterio de clasificacio´n depende de la ubicacio´n en donde se resolvera´ el
problema del VNE, esto determina si es de modo centralizado o distribuido, ambas
clasificaciones tiene tanto ventajas como desventajas.
La forma centralizada de resolver el problema VNE tiene co´mo ventaja que
al ser un solo ente el que toma las decisiones, tiene una visio´n completa de los
recursos a administrar, logrando de esta manera obtener mejores resultados. Sin
embargo esta forma tambie´n representa un u´nico punto de fallo, y en caso de suceder
el fallo, el proceso completo de mapeo fallar´ıa. Por el contrario, si se utiliza una
solucio´n distribuida se puede tener ma´s estabilidad con respecto a puntos de fallos.
No obstante, el contar con una visio´n ma´s parcializada de los recursos de red puede
implicar decisiones menos eficientes.
Por otro lado, el problema de mapear las VN sobre la SN se puede dividir en
dos partes, la primera es el mapeo de nodos virtuales (VNoM), en esta etapa los
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nodos virtuales tienen que ser asignados en los nodos f´ısicos, la segunda etapa es
el mapeo de los enlaces virtuales (VLiM), aqu´ı los enlaces virtuales que conectan
los nodos virtuales tienen que ser mapeados en los enlaces que conectan los nodos
correspondientes en la red de sustrato.
La realizacio´n de estos mapeos se pueden realizar de forma no coordinada [28,29]
o de manera coordinada [30,31]. Para el primer tipo de mapeo, la solucio´n se genera
en dos etapas diferentes: el VNoM y el VLiM se trabajan de forma separada e
independiente. Aqu´ı el VNoM debe ser resuelto en primer lugar, ya que proporciona
la entrada para resolver VLiM.
La otra forma de solucionar el VNE es de una forma coordinada, este segundo
tipo de mapeo, se denominada VNE coordinado y se puede resolver en dos etapas
diferentes y coordinadas o en una sola etapa coordinada, esta u´ltima implica que
los enlaces son mapeados de forma simulta´nea con los nodos, de manera tal, que
cuando se mapee el primer par de nodos, el enlace entre este par de nodos tambie´n
es mapeado.
Adema´s de la accio´n del mapeo se deben considerar diferentes tipos de escenarios
cuando se modela el proceso, a continuacio´n se mencionan algunos de ellos:
El conocimiento del arribo con o sin antelacio´n de las VNR.
La utilizacio´n de los recursos de nodos y enlaces ocultos en el mapeo.
La posibilidad de sufrir modificaciones en la topolog´ıa de la SN mientras se
realiza el mapeo.
Considerar la necesidad de planes de respaldo ante cambios en la topolog´ıa de
la SN.
El grado de fragmentacio´n de los recursos de la SN.
Determinar si la decisio´n del mapeo esta´ centralizada o distribuida.
Otro factor importante para la investigacio´n de los algoritmos VNE son las me´tri-
cas. Se pueden considerar mu´ltiples me´tricas que apuntan a objetivos de optimiza-
cio´n diferentes. Entre los objetivos de optimizaciones se nombran los siguientes:
Calidad de servicio, donde sus me´tricas son retrasos, utilizacio´n, nivel de estre´s,
rendimiento, longitud del camino y jitter.
Optimizacio´n econo´mica, con me´tricas de costos, ingresos, relacio´n costo/in-
greso y relacio´n de admitidos.
Poder de recuperacio´n, siendo sus me´tricas asociadas el nu´mero de respaldos,
disponibilidad y nu´mero de migraciones.
Recursos ambientales con su me´trica de eficiencia energe´tica.
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4.3. Antecedentes
4.3.1. Algoritmos VNE que usan la te´cnica de vuelta atra´s
Entre las te´cnicas de disen˜o de algoritmos el me´todo de backtracking o de vuelta
atra´s, es ampliamente utilizado para los problemas de optimizacio´n, cuando hay
que satisfacer varias restricciones [32–34]. Este me´todo es similar a la bu´squeda en
profundidad de un grafo y puede adaptarse para encontrar diferentes soluciones:
bien sea la primera en encontrarse, todas las soluciones o la mejor entre todas las
encontradas. En su ejecucio´n hay dos posibles estados, el de e´xito o fracaso. El estado
de e´xito se logra cuando se ha encontrado el tipo de solucio´n deseada y el estado de
fracaso se da cuando la solucio´n parcial no puede ser completada, aqu´ı el algoritmo
da vuelta atra´s en su recorrido eliminando los nodos que se hubieran agregado en
cada etapa a partir de ese nodo.
Sin embargo, se deben usar te´cnicas ma´s ingeniosas para mejorar el rendimiento
de este tipo de algoritmos, si se quieren enfrentar problemas altamente combina-
torios, como el problema VNE. Los trabajos encontrados bajo esta perspectiva se
relacionan a continuacio´n:
Yuan, et al. [12] exponen un nuevo enfoque para optimizar los recursos de la red
sustrato. Su algoritmo denominado WD-VNE utiliza ventanas deslizantes en la cola
de solicitudes para el mapeo de los nodos, basado en el grado de conectividad y la
capacidad total. El algoritmo utiliza la te´cnica de backtracking para encontrar las
soluciones. Las diferentes pruebas muestran mejor desempen˜o que la mayor´ıa de los
algoritmos evaluados.
Fajjari, et al. [13] proponen una estrategia de asignacio´n de recursos para las redes
virtuales que mejora complejidad y eficiencia con respecto a propuestas anteriores.
Se busca espec´ıficamente, usar el ancho de banda no utilizado en los mapeos de
los enlaces. Para esto utilizan un algoritmo backtracking que genera la topolog´ıa
de la red virtual total, esta se divide en topolog´ıas de estrella con el fin dividir el
problema y hacer ma´s fa´cil la bu´squeda de recursos libres. Las simulaciones muestran
que la estrategia de asignacio´n es ma´s eficiente que las propuestas encontradas en
la literatura.
Fajjari, et al. [14] enfrentan el problema de la asignacio´n eficiente de recursos en
el backbone de la infraestructura de una red en la nube. Con esto se pretende dar
cumplimiento a los requerimientos de los usuarios mientras se maximizan los ingresos
del proveedor de servicios. Su estrategia llamada Backtracking-VNE garantiza tanto
el grado de ocupacio´n de la red como la asignacio´n de recursos a las peticiones de
redes virtuales.
Di, et al. [35] encaran el problema de la asignacio´n de recursos en la red sustrato
por las solicitudes de las redes virtuales. Crean un algoritmo en l´ınea de mapeo
de redes virtuales llamado OVNM, que se basa en la te´cnica de backtracking para
mejorar la probabilidad de mapeos exitosos. Las pruebas en simulaciones develan que
el algoritmo tiene un aceptable tiempo de ejecucio´n y una mejora en la probabilidad
del bloqueo de la red sustrato, lo que implica ma´s incrustaciones de redes virtuales.
Lischka and Karl [15] desarrollaron un algoritmo usando una te´cnica de la teor´ıa
de grafos llamada deteccio´n de grafos isomorfos a trave´s de un algoritmo backtrac-
king, el cual llamaron vnmFlib. Este algoritmo realiza el mapeo de nodos y enlaces
21
en una sola etapa teniendo en cuenta mu´ltiples me´tricas y llegadas de solicitudes
dina´micas en l´ınea. Se evaluo´ el algoritmo con respecto a otros, mostrando mejores
mapeos en menos tiempo, demostrando tambie´n mejor comportamiento en redes de
grandes escalas.
4.3.2. Algoritmos VNE con relacio´n competitiva
En ciencias de la computacio´n hay dos tipos de algoritmos: los fuera de l´ınea y en
l´ınea. Los algoritmos fuera de l´ınea tienen conocimiento de todos los datos que van
a entrar al sistema, en cambio los algoritmos en l´ınea toman decisiones a medida
que van llegando los datos sin previo conocimiento de los mismos; los algoritmos
en l´ınea tratan con problemas que son dif´ıciles de resolver debido a dos razones: o
bien porque el espacio de bu´squeda es demasiado grande y complejo para buscar
de manera eficiente una solucio´n o´ptima, o porque el espacio de bu´squeda no es
completamente conocido y las entradas para el problema se describen gradualmente
a lo largo de la ejecucio´n de algoritmo [36], por tal motivo no se conoce si la solucio´n
adoptada sera´ la o´ptima segu´n las entradas futuras.
El poder evaluar el desempen˜o entre un algoritmo en l´ınea y uno fuera de l´ınea, es la
idea base del concepto conocido como relacio´n competitiva. Este concepto muestra su
utilidad en el modelo de negocio IaaS, si deseamos determinar cua´l algoritmo realiza
ma´s incrustaciones de VNR sobre la SN. Se encontro´ que son pocos los desarrollos
de algoritmos bajo ese concepto para el problema VNE, los siguientes, son algunos
casos donde este tipo de algoritmo fue tenido en cuenta:
Even, et al. [18] realizan un algoritmo en l´ınea llamado GVON, este algoritmo lo
describe como gene´rico debido a que soporta VNR de mu´ltiples modelos de tra´fico y
de enrutamiento, implicando que los recursos de la red pueden ser compartidos entre
diferentes solicitudes de diferentes tipos. Al ser un algoritmo en l´ınea utilizaron el
concepto de relacio´n competitiva para probar que su algoritmo no presenta un gran
decremento del desempen˜o en la tasa de aceptacio´n en contraste con un algoritmo
fuera de l´ınea.
Xing, et al. [19] construyen un algoritmo con base en el concepto de conectividad
de la teor´ıa de grafos, con el fin de disminuir la fragmentacio´n de la red sustrato.
Para ello disen˜aron una me´trica llamada RFD para determinar la fragmentacio´n
de recursos. Sus resultados muestran una mayor cantidad de asignacio´n de redes
virtuales en relacio´n con otros algoritmos VNE.
Wanis, et al. [20] entregan dos desarrollos para mejorar la fragmentacio´n y reasig-
nacio´n de los recursos de la red f´ısica. El primer aporte es un me´todo para ubicar
y reasignar redes virtuales que generan fragmentacio´n y el segundo es una te´cnica
de migracio´n en l´ınea de las redes virtuales, afectando mı´nimamente los tiempos de
interrupcio´n por estos procesos.
Jmila, et al. [21] abordan el problema de la fragmentacio´n en los nodos de la
red sustrato y el costo que involucran las reasignaciones disparadas. Su trabajo es
comparado con el algoritmo DVNMA NS y los resultados muestran notables mejor´ıas
en la tasas de aceptacio´n de solicitudes de redes virtuales as´ı como una reduccio´n
en los tiempos de ejecucio´n del algoritmo.
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Phuong Nga,et al. [22] abordan la migracio´n de VN en algoritmos en l´ınea as´ı
como los tiempos de la reconfiguracio´n. Proponen un mecanismo reactivo de reconfi-
guracio´n. Presentan sus resultados comparando su algoritmo con otros que no usan
te´cnicas de reconfiguracio´n.
4.4. A´lgebra de Caminos
Debido al gran nu´mero y diversidad de me´tricas que pueden ser utilizadas en un
algoritmo de mapeo de redes virtuales, se creo´ un marco matema´tico que permite re-
solver problemas de mu´ltiples restricciones incluyendo me´tricas lineales o no lineales
e incluso la combinacio´n de ambas. El nombre de este marco matema´tico es a´lgebra
de caminos. Los conceptos usados en [37] sientan las bases matema´ticas del a´lgebra
de caminos y muestran el desarrollo de una herramienta para la ingenier´ıa de tra´fico.
En [16] utilizan este marco para solucionar el VLiM al encontrar todos los caminos
posibles en la SN dando como resultados mejores y ma´s flexibles incrustamientos. El
a´lgebra de caminos es implementado en el software LADN (Loop Avoidance by the
Destination) [39] para descubrir todos los caminos posibles entre cada par de nodos
de la red sustrato y organizarlos con base a las restricciones seleccionadas. LADN
esta´ constituido por cuatro etapas:
SEARCHPATH: descubre todos los caminos entre un par de nodos.
SORTPATH: selecciona los caminos libres de bucles.
EVALUATEPATH: caracteriza cada camino con base a los para´metros de los
enlaces.
ORDERPATH: ordena los caminos de acuerdo a las me´tricas y prioridades
definidas.
Se puede introducir el concepto de a´lgebra de caminos a trave´s de un ejemplo,
cuando se considera que: “una red es representada por un grafo dirigido G = (V,A),
donde V es el conjunto de ve´rtices y A es un conjunto de aristas. Considere el
camino simple representado en la figura 4.6. El conjunto de ve´rtices esta´ dado por
V = {1, 2, 3, 4} y el conjunto de aristas esta´ dado por A = {a, b, c}. Los nodos de
origen y destino son (s, d) = (1, 4). Este camino se puede representar ya sea como
una sucesio´n de ve´rtices P1,4 o una como una sucesio´n de aristas Pa,c. Cada arista en
este ejemplo esta´ caracterizada por una tripleta (m1 (x) ,m2 (x) , f [m1 (x) ,m2 (x)]),
donde m1 (x) y m2 (x) son los valores de las me´tricas m1 y m2 en las aristas x ∈ A
y f [m1 (x) ,m2 (x)] es una funcio´n de combinacio´n de me´tricas aplicada a m1 (x) y
m2 (x).
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Figura 4.6: (a) Ejemplo de un camino simple. (b) Ejemplo de dos caminos que se
ordenaron.
En general, el a´lgebra de caminos usa M como el conjunto de me´tricas m de
enrutamiento y F como la funcio´n de combinaciones de me´tricas k.





m1 (a) m2 (a) f [m1 (a) ,m2 (a)]m1 (b) m2 (b) f [m1 (b) ,m2 (b)]
m1 (c) m2 (c) f [m1 (c) ,m2 (c)]

Una s´ıntesis S [.] es un conjunto de operaciones binarias aplicadas sobre los valo-
res de las me´tricas combinadas de enlaces a lo largo de un camino para obtener un
resultado que caracteriza este camino tanto como a las restricciones impuestas por
la combinacio´n de me´tricas que le conciernen. Hasta aqu´ı, la s´ıntesis esta´ restringida
por el siguiente conjunto = {add () ,mult () ,max () ,min ()}.
Si el algoritmo de enrutamiento es de una u´nica restriccio´n, solo un valor es
obtenido como la s´ıntesis resultante y es llamada la palabra de peso. Si el algoritmo
de enrutamiento es de mu´ltiples restricciones, con k restricciones, entonces k valores
son obtenidos. En este ejemplo, S [.] = [S1, S2, S3]
t. La palabra de peso tiene tantas
letras como el nu´mero de caminos de las aristas. La primera letra corresponde al
valor resultante de la s´ıntesis aplicada a todo el camino; la segunda letra corresponde
al valor resultante de la s´ıntesis aplicada al subcamino obtenido por deshacer la
u´ltima arista; la u´ltima letra corresponde al valor resultante de la s´ıntesis aplicada
al subcamino hecho de solo la primera arista.









viacio´n, por ejemplo, cuando todas las letras son tomadas en cuenta.
Ordenando los caminos. Considere la red representada en la figura 4.6b donde dos
caminos conectan el nodo origen 1 al nodo destino 4. Estos caminos son α =
(1, 2, 3, 4) = (a, b, c) y β = (1, 5, 4) = (d, e). Cada camino de arista es caracteriza-
da por una tripleta (m1 (x) ,m2 (x) , f [m1 (x) ,m2 (x)]), donde f [m1 (x) ,m2 (x)] =
m1 (x) ×m2 (x). La s´ıntesis que se utilizada en este ejemplo esta´ dada por S [.] =
[add () ,mult () ,max () ,min ()]t.
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Los resultados de la s´ıntesis se muestran en la tabla 4.1. Un camino α es peor o
menos optimizado que el camino β, si S [α] ML S [β], donde ML es sino´nimo de
orden le´xico multidimensional. En el ejemplo ML= {≥,≤,≥}, que se traduce por
el siguiente orden de relaciones:
S1 [α]  S1 [β]⇒ S1 [α] ≥ S1 [β];
S2 [α]  S2 [β]⇒ S2 [α] ≤ S2 [β];
S3 [α]  S3 [β]⇒ S3 [α] ≥ S3 [β];
Diferentes s´ıntesis tambie´n tienen diferentes prioridades. En el ejemplo, las prio-
ridades S1, S2 y S3 van desde la ma´s alta a la ma´s baja.
Camino S1 mı´n S2 ma´x S3 unio´n
α 2;3;4 5;4;4 38;28;16
β 2;5 5;3 25;15
Tabla 4.1: Resultados de la s´ıntesis de la red dada en Fig. 3b.
La tabla 4.2 resume los resultados obtenidos para los tres diferentes criterios de
orden. Es importante darse cuenta las letras de la s´ıntesis son examinadas desde las
ma´s alta prioridad a la s´ıntesis de menor prioridad. Cuando los caminos son con-
siderados equivalentes, entonces examinaremos ya se la siguiente letra de la misma







b1 [S1] b1 [S2] b1 [S3]
S1 ⇒α ≡ β
S2 ⇒α ≡ β
S3 ⇒α ≺ β
b∞[S1] b∞[S2] b∞ [S3]
S1 ⇒ 1eras letras iguales⇒α ≡ β
S1 ⇒ 2das letras⇒ 3 < 5⇒β≺α
b1 [S1] b∞ [S2] b1 [S3]
S1 ⇒α ≡ β
S2 ⇒ 1eras letras iguales⇒α ≡ β
S2 ⇒ 2das letras⇒ 4 > 3⇒β≺α
Tabla 4.2: Resultados de la s´ıntesis de la red dada en Fig. 3b.
4.5. NPA-VNE
El New Paths Algebra - Virtual Network Embedding (NPA-VNE) [11], es un
algoritmo que realiza los VNoM y VLiM de manera coordinada. Para la fase del
mapeo de nodos, este algoritmo realiza una clasificacio´n a partir de pares de nodos
bidireccionales de la red de sustrato ordenados por recursos disponibles en cada
momento. En la fase del mapeo de enlaces hace uso del algoritmo Paths Algebra.
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Por lo tanto, el NPA-VNE es una evolucio´n del Paths Algebra, debido a que se
centra en mejorar la fase de VNoM.
En el algoritmo NPA-VNE la disponibilidad de un camino entre nodos es una















Siendo x(s,d) (sh) = 1 el valor que toma la ruta ma´s corta entre un par de nodos
independientemente de su longitud. Por lo tanto para obtener la disponibilidad entre




A(s,d) + (k) (4.3)
Lo anterior da la disponibilidad de una ruta en un solo sentido, para obtener la
disponibilidad de un par de nodos en ambos sentidos se utiliza:
A(s,d),(d,s) = A(s,d) + A(d,s) (4.4)
Por lo tanto, los pasos del algoritmo propuesto son:
1. Dada la red sustrato, usando el a´lgebra de caminos, se enumeran todos los
caminos entre todos los pares de nodos. En este paso el filtrado puede usarse
para garantizar la conectividad y limitar el taman˜o del problema.
2. Evaluar la disponibilidad de cada par de nodos utilizando la ecuaciones de
disponibilidad 4.1, 4.3 y 4.4
3. Ordenar todos los pares de nodos segu´n su orden decreciente de disponibilidad.
4. Dada un VNR, ordenar las demandas virtuales de forma decreciente, evaluando
la mı´nima disponibilidad requerida, por:
(V NR) reqav (vs, vd) = CPU (vs) ·BW (vs, vd) · CPU (vd) (4.5)
Donde:
CPU (vs) y CPU (vd) son los requerimientos normalizados de CPU por
los nodos virtuales de origen y destino;
BW (vs, vd) es el BW requerido normalizado entre los nodos virtuales.
5. Seleccione el primer par de nodos virtuales y compruebe el valor mı´nimo y
ma´ximo de recursos de CPU demandados.
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6. Crear una nueva lista de pares de nodos clasificados por:
Eliminando los pares de nodos que tengan nodos con disponibilidad de
CPU menor que el mı´nimo requerido por la VNR;
Eliminando los pares de nodos en los que ninguno de ellos tenga CPU
disponible al menos igual al ma´ximo requerido por la VNR.
7. Mapear el primer par de nodos virtuales al par de nodos de ma´s alta clasifi-
cacio´n en la SN.
8. Mapear el enlace virtual a un camino de la SN seleccionado por el ordena-
miento del algebra de caminos mediante un conjunto seleccionado de me´tricas
combinadas. [11].
A trave´s de un ejemplo se muestra como se mapean las VNR sobre la SN con el
algoritmo NPA-VNE. La figura 4.7 muestra el escenario completo para el ejemplo,
el cual consta de los recursos de CPU, BW y la topolog´ıa de la red sustrato y las
dos redes virtuales. Tambie´n se indica el orden de llegada de las solicitudes de las
redes virtuales.
Figura 4.7: Escenario completo
Los tres primeros pasos se centran en ca´lculos sobre la red sustrato. Las ta-
blas 4.3 y 4.4 muestran los valores en su estado inicial de recursos de CPU y BW
respectivamente.
Nodos CPU




Total CPU: 250 1
Tabla 4.3: Recursos de CPU en la SN
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Enlaces BW







Total BW: 500 1
Tabla 4.4: Recursos de BW en la SN
Despue´s que el a´lgebra de caminos hubiese filtrado todas las rutas garantizando
conectividad, en el paso dos, aplicando las ecuaciones de disponibilidad con los
datos iniciales se obtiene la disponibilidad de cada par de nodos, para el ejemplo los
resultados se muestran en la tabla 4.5.
(s,d) Caminos x(k) CPU(s) CPU(d) eq BW(k) A(k) A(s,d)
AB
AB 1,0 0,36 0,24 0,12 0,010368
0,01642
ACB 0,5 0,36 0,24 0,14 0,006048
AC
AC 1,0 0,36 0,4 0,24 0,03456
0,04320
ABC 0,5 0,36 0,4 0,12 0,00864
BA
BA 1,0 0,24 0,36 0,12 0,010368
0,01642
BCA 0,5 0,24 0,36 0,14 0,006048
BC
BC 1,0 0,24 0,4 0,14 0,01344
0,01920
BAC 0,5 0,24 0,4 0,12 0,00576
CA
CA 1,0 0,4 0,36 0,24 0,03456
0,04320
CBA 0,5 0,4 0,36 0,12 0,00864
CB
CB 1,0 0,4 0,24 0,14 0,01344
0,01920
CAB 0,5 0,4 0,24 0,12 0,00576
Tabla 4.5: Disponibilidad de todos los pares de nodos
Con los resultados del paso anterior, en el paso 3 se ordenan todos los pares de
nodos segu´n su orden decreciente de disponibilidad, quedando como resultado los
presentados en la tabla 4.6.
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(s,d), (d,s) A(s,d) + A(d,s) Bidir-rank
AB, BA 0,032832 0,086400 AC, CA
AC, CA 0,086400 0,038400 BC, CB
BC, CB 0,038400 0,032832 AB, BA
Tabla 4.6: Clasificacio´n de pares de nodos
En el siguiente paso se ordenan las demandas virtuales de la primera VNR de
forma decreciente, ver tablas 4.7 y 4.8.
Nodos CPU - VNR#1
Nodos CPU rel CPU
P 50 0,200
Q 20 0,080
Tabla 4.7: Clasificacion VNR 1
Clasificacio´n Par de Nodos
1 PQ, QP
Tabla 4.8: Clasificacio´n bi-direccional para la VNR 1
Como se observa el menor requerimiento de CPU es de 20 por el nodo Q y el
ma´ximo es de 50 por el nodo P, dado que el mı´nimo de CPU en los nodos de SN
es 60 y el ma´ximo es de 100, la clasificacio´n de los pares de nodos de la SN queda
igual.
La notacio´n P  Q indica que Q es menos demandante que P ya que Q necesita
menos recursos de CPU que P. Del mismo modo se ordena el primer par de nodos
en la clasificacio´n de la red sustrato, quedando B  A.
Teniendo las clasificaciones de los pares de nodos de la red sustrato y de la VNR1
se hace el primer mapeo, el mapeo de nodos, quedando de la siguiente forma:
Mapeo de Nodos: Q → A;P → C. En el u´ltimo paso, se realiza el mapeo de los
enlaces. Los resultados dependera´n de las me´tricas escogidas, en esta tesis se sigue
la me´trica M = Saltos, BW,CPU . En las tablas 4.9 y 4.10, se puede observar que
los recursos de la red sustrato cumplen con los requerimientos de BW para el enlace
entre el par de nodos clasificados de la V NR1. Por lo tanto la ruta escogida para el
enlace entre los nodos de la SN es A−B.
Mapeo de enlace: (Q,P )→ (A− C) ; (P,Q)→ (C − A)
Nodo BW Entrante (n) BW Saliente (n) Total BW (n)
A 180 180 360
B 130 130 260
C 190 190 380
Tabla 4.9: Recursos disponibles en la SN
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Node BW Entrante (n) BW Saliente (n) Total BW (n)
B B B 380
A A A 360
C C C 260
Tabla 4.10: Clasificacio´n de nodos segu´n recursos
De tal forma que el resultado del mapeo de la VNR se puede ver en la figura 4.8.
Figura 4.8: Mapeo de la VNR1
Para continuar con el mapeo de la VNR2 se debe actualizar los recursos utilizados
en la SN despue´s del mapeo de VNR1. Los detalles se muestran en las tablas 4.11 y
4.12.
Nodos - CPU




Total CPU: 150 1
Tabla 4.11: Actualizacio´n de recursos de CPU en la SN
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Enlaces - BW







Total BW: 400 1
Tabla 4.12: Actualizacio´n de recursos de BW en la SN
Debido a que se han consumido recursos en el mapeo de la VNR1, se vuelven a
calcular las disponibilidades para cada par de nodos, ver tabla 4.13.
(s,d) Caminos x(k) CPU(s) CPU(d) eq BW(k) A(k) A(s,d)
AB
AB 1,0 0,333 0,400 0,1500 0,0200
0,03167
ACB 0,5 0,333 0,400 0,1750 0,0117
AC
AC 1,0 0,333 0,267 0,1750 0,0156
0,02222
ABC 0,5 0,333 0,267 0,1500 0,0067
BA
BA 1,0 0,400 0,333 0,1500 0,0200
0,03167
BCA 0,5 0,400 0,333 0,1750 0,0117
BC
BC 1,0 0,400 0,267 0,1750 0,0187
0,02667
BAC 0,5 0,400 0,267 0,1500 0,0080
CA
CA 1,0 0,267 0,333 0,1750 0,0156
0,02222
CBA 0,5 0,267 0,333 0,1500 0,0067
CB
CB 1,0 0,267 0,400 0,1750 0,0187
0,02667
CAB 0,5 0,267 0,400 0,1500 0,0080
Tabla 4.13: Actualizacio´n de la disponibilidad de todos los pares de nodos
Se prosigue con el ordenamiento de los pares de nodos de forma decreciente segu´n
su disponibilidad, ver la tabla 4.14 con los resultados.
(s,d), (d,s) A(s,d) + A(d,s) Bidir-rank
AB, BA 0,06333 0,06333 AB, BA
AC, CA 0,04444 0,05333 BC, CB
BC, CB 0,05333 0,04444 AC, CA
Tabla 4.14: Clasificacio´n de pares de nodos
En el siguiente paso se ordenan las demandas virtuales de la primera VNR de
forma decreciente, en las tablas 4.15 y 4.16 se muestran los valores de esta etapa.
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Nodos CPU - VNR#2




Tabla 4.15: Recursos de CPU en la VNR2
Clasificacio´n Par de Nodos
1 YZ , ZY
2 YX , XY
Tabla 4.16: Clasificacio´n de pares de nodos
Debido a que Z  Y , este sera´ el orden en que sera´n mapeados en la SN. Por la
misma razo´n, despue´s de hacer el mapeo anterior, se realizara´ el mapeo del par de
nodos XY. La tabla 4.17 muestra los recursos de ancho de banda de la red sustrato,
y la tabla 4.18 presenta el ordenamiento de los nodos con respecto a los recursos de
anchos de banda de entradas, salidas y totales, de esta u´ltima se puede concluir que
A  B.
Nodo BW Entrante (n) BW Saliente (n) Total BW (n)
A 110 110 220
B 130 130 260
C 120 120 240
Tabla 4.17: BW de la red sustrato
Nodo BW Entrante (n) BW Saliente (n) Total BW (n)
B B B 260
C C C 240
A A A 220
Tabla 4.18: Clasificacio´n de nodos segu´n BW
Por lo tanto el mapeo de los nodos resultante queda de la siguiente forma: Z →
A;Y → B
Realizando el mismo procedimiento anterior, el mapeo de enlaces queda de la
siguiente manera: (Z, Y )→ (A−B) ; (Y, Z)→ (B − A).
Este resultado se puede ver representado de una forma gra´fica en la figura 4.9.
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Figura 4.9: Mapeo parcial de la VNR2
Se prosigue con el mapeo del par de nodos (X, Y ) de la VNR2 sobre el par de
nodos mejor clasificados de la SN en los que este´ el nodo B. El segundo par de nodos
mostrados en la tabla 4.14, (BC,CB) cumple con las condiciones y el resultado de
los mapeos de nodos y enlaces queda de la siguiente forma:
Mapeo de Nodos: X → C
Mapeo de Enlaces: (X, Y )→ (A−B) ; (Y,X)→ (B − A)
En la figura 4.10 se muestra como queda el mapeo exitoso de las dos VNR sobre
la red sustrato.
Figura 4.10: Mapeo completo de la VNR2
33
4.6. Framework ALEVIN
En esta tesis se utiliza el framework ALEVIN (ALgorithms for Embedding of
VIrtual Networks) [38] para la generacio´n de todos los elementos que conforman
el escenario, como son las redes sustrato y virtuales con sus respectivos recursos y
demandas tanto de anchos de banda como de CPU.
ALEVIN esta´ escrito en Java y se caracteriza por su modularidad y fa´cil manejo
de los para´metros que representan las demandas y recursos de las redes virtuales y
la red sustrato [39].
4.6.1. Generacio´n de escenarios con ALEVIN
Para obtener los escenarios completos donde se realizaran las pruebas el algoritmo
primero debemos abrir el Eclipse SDK que se encuentra instalado en su versio´n
3.7.0. La ubicacio´n de dicho proyecto se encuentra en /home/jfb/tempWorkSpace.
Una vez adentro, se escoge el paquete pathsAlgebra, que se encuentra dentro de
test.pathsAlgebra, como se muestra en la figura 4.11. Como se puede observar existen
dos clases de algoritmos del a´lgebra de caminos, el PathsAlgebraCoordinated.java
y el PathsAlgebraAR.java. La primera clase se refiere al algoritmo que hace los
mapeos de nodos y enlaces de forma coordinada, y la segunda clase realiza el mapeo
de nodos con un algoritmo a´vido de recursos disponibles. Para esta tesis se utilizo´
la clase PathsAlgebraCoordinated.java.
Figura 4.11: Entorno del framework ALEVIN
Los para´metros espec´ıficos para la generacio´n de los escenarios se encuentran
en la clase AbstractLoadScenariosForPathsAlgebra.java, como lo muestra la figura
4.12, dichos para´metros son los siguientes:
numScenarios = nu´mero de escenarios a generar.
numRunsPerScenario = nu´mero de ejecuciones por escenario.
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numSNodesArray = nu´mero de nodos de la red sustrato.
numVNetsArray = nu´mero de solicitudes de redes virtuales.
numVNodesPerVNetArray = nu´mero de nodos de cada red virtual.
rhoArray = carga de la red sustrato.
maxCPUresArray = valor ma´ximo de recursos de CPU en la red sustrato.
maxBWresArray = valor ma´ximo de recursos de BW en la red sustrato.
alphaArray = 0.5. Este para´metro en usado por el generador de topolog´ıas
Waxman.
betaArray = 0.5. Este para´metro en usado por el generador de topolog´ıas
Waxman.
Figura 4.12: Para´metros para la generacio´n de escenarios
Despue´s de configurados los para´metros, se ejecuta la simulacio´n dando clic de-
recho, en este caso, sobre la clase PathsAlgebraCoordinated.java y seleccionado las
opciones Run As y despue´s JUnit Test, como lo ilustra la figura 4.13.
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Figura 4.13: Forma de ejecucio´n
Los resultados que se generan son guardados en la ruta que se indique en la
clase MatlabFilesCreator.java, como se ve en la figura 4.14. Para este caso la ruta
es /home/jfb/PathsAlgebra/Files/. Estos resultados sera´n cargados en Matlab para
realizar las evaluaciones del algoritmo VNE.




La idea principal de esta tesis es identificar si al implementar un mecanismo
donde se reversen los mapeos y se ordenen de nuevo las VNR a trave´s de unas
me´tricas propuestas, se mejoran los resultados en la tasa de aceptacio´n de VNR sobre
la red sustrato. Para lograr esto se deben comparar los resultados de las simulaciones
del NPA-VNE con los resultados de la nueva implementacio´n, ejecutando la misma
cantidad de simulaciones, con los mismos para´metros y con el mismo escenario.
5.1. Detalle experimental
Para tener control de los resultados, se obtendra´ la media aritme´tica de 20 es-
cenarios, estos datos son los comparados entre los resultados del NPA-VNE con
el del nuevo algoritmo implementado denominado BNPA-VNE. Dichos escenarios
son generados con ALEVIN, siguiendo los pasos explicados en la seccio´n 4.6.1 y los
para´metros mostrados en la tabla 5.1.
Para´metros Valores
Nu´mero de Nodos Sustratos 20
Nu´mero de VNRs 10
Nu´mero de nodos virtuales por red virtual 10
Carga (ρ) 0.5
Me´tricas Saltos, Ancho de Banda, CPU
Orden de Atencio´n MCF (Most Consumer First)
Tabla 5.1: Para´metros para generacio´n de la red sustrato
5.2. Ejecucio´n del Algoritmo NPA-VNE
El algoritmo NPA-VNE utiliza ALEVIN ma´s el a´lgebra de caminos para la ge-
neracio´n de escenarios y la etapa del mapeo de nodos respectivamente. Adema´s,
este algoritmo usa Matlab y el a´lgebra de caminos para el mapeo de enlaces. Sus
dos scripts principales contienen diferentes funciones configurables para representar
correctamente el comportamiento del algoritmo.
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El primer script que debe ejecutarse es el february 2013 script1.m. Este script
lo que hace en esencia es preparar las VNR para el segundo script, indicando la ruta
donde esta´n los archivos generados por ALEVIN adema´s de indicar cuales son las
pol´ıticas de orden de atencio´n de las VNR y las prioridades segu´n las me´tricas.
Tras analizar los 53 scripts desarrollados en Matlab en los que esta´ desarrollado
el NPA-VNE y generar los 20 escenarios anteriormente estipulados, se ejecutan cada
uno de ellos con el NPA-VNE. Los resultados de las simulaciones muestran como
el algoritmo obtiene resultados de tasas de aceptacio´n entre el 10 % y el 40 %, tal
como muestra la figura 5.1.
Figura 5.1: Resultados de simulaciones con el NPA
Los resultados de las simulaciones muestran que en promedio la tasa de acepta-
cio´n del NPA-VNE es del 32 % y que en promedio su tiempo de ejecucio´n es de 149
segundos. Al observar en detalle los resultados obtenidos, mostrados en la tabla 5.2,
se puede concluir que la causa de la mayor´ıa de las fallas en las incrustaciones es la
etapa del mapeo de enlaces. En dicha tabla se observan los 20 escenarios generados
con ALEVIN, cada uno de ellos con 10 redes virtuales. Los valores en los mapeos de
nodos y mapeos de enlaces son los siguientes:
1 = indica que el mapeo fue exitoso.
0 = indica que el mapeo fallo´.
* = indica que en la etapa anterior fallo´ el mapeo y por tal motivo el algoritmo
da por fallido el proceso.
Por consiguiente, solo se considera una solucio´n exitosa cuando se ha podido
incrustar tanto los nodos como los enlaces de la solicitud de red virtual analizada.
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NPA-VNE
ORDEN DE CAMINOS = 3 = (saltos, bw, cpu)
VNR - FIFO
Escenario 1 2 3 4 5 6 7 8 9 10 # Sol Exitosas #Sol Fallidas Tiempo Total sg
1
Map Nodos 1 1 1 1 1 1 1 1 1 1
2 8 50,696
Map Enlaces 1 1 0 0 0 0 0 0 0 0
2
Map Nodos 1 1 1 1 1 1 1 1 1 1
3 7 65,798
Map Enlaces 1 1 0 1 0 0 0 0 0 0
3
Map Nodos 1 1 1 1 1 1 1 1 1 1
3 7 80,776
Map Enlaces 1 1 1 0 0 0 0 0 0 0
4
Map Nodos 1 1 1 1 1 1 1 1 1 1
4 6 100,884
Map Enlaces 1 1 1 1 0 0 0 0 0 0
5
Map Nodos 1 1 1 1 1 1 1 1 1 1
2 8 19,599
Map Enlaces 0 0 0 1 0 0 1 0 0 0
6
Map Nodos 1 1 1 1 1 1 1 1 1 1
4 6 38,779
Map Enlaces 1 0 0 0 1 1 0 1 0 0
7
Map Nodos 1 1 1 1 1 1 1 1 1 1
4 6 144,258
Map Enlaces 1 1 1 1 0 0 0 0 0 0
8
Map Nodos 1 1 1 0 1 1 0 1 1 1
4 6 225,107
Map Enlaces 1 1 0 * 0 1 * 0 0 1
9
Map Nodos 1 1 1 1 1 1 1 1 1 1
2 8 698,73
Map Enlaces 1 1 0 0 0 0 0 0 0 0
10
Map Nodos 1 1 0 1 1 1 1 1 1 1
3 7 91,497
Map Enlaces 1 0 * 1 1 0 0 0 0 0
11
Map Nodos 1 1 1 1 1 1 0 1 1 1
4 6 310,669
Map Enlaces 1 1 1 0 0 1 * 0 0 0
12
Map Nodos 1 1 1 1 1 1 1 1 1 1
4 6 222,38
Map Enlaces 1 1 0 0 1 0 0 1 0 0
13
Map Nodos 1 1 1 1 1 1 1 1 1 1
4 6 128,52
Map Enlaces 1 0 0 0 1 1 1 0 0 0
14
Map Nodos 0 1 1 1 1 1 1 1 1 1
2 8 348,621
Map Enlaces * 0 0 1 1 0 0 0 0 0
15
Map Nodos 1 1 1 1 1 1 1 1 1 1
3 7 100,002
Map Enlaces 1 1 0 0 0 0 0 0 0 1
16
Map Nodos 1 1 1 1 1 1 1 1 1 1
4 6 25,079
Map Enlaces 1 1 0 0 0 1 0 0 0 1
17
Map Nodos 1 1 1 1 1 1 1 1 1 1
1 9 37,562
Map Enlaces 0 0 0 0 0 0 0 0 0 1
18
Map Nodos 1 1 1 1 1 1 1 1 1 1
3 7 44,061
Map Enlaces 1 1 0 0 0 1 0 0 0 0
19
Map Nodos 1 1 1 1 1 1 1 1 1 1
3 7 63,496
Map Enlaces 1 1 0 1 0 0 0 0 0 0
20
Map Nodos 1 1 1 1 1 1 1 1 0 1
4 6 184,041
Map Enlaces 1 1 0 1 0 1 0 0 * 0
Total 63 137 149,02775
Tabla 5.2: Resultados detallados de simulaciones con NPA
5.3. Pruebas aleatorias
Con el fin de encontrar indicios que el reordenamiento de las VNRs puede au-
mentar la tasa de aceptacio´n, se realizan simulaciones con cambios aleatorios en el
orden de llegada de las VNRs.
En esta prueba se crearon 5 escenarios con los mismos para´metros presentados
en la tabla 5.1. A cada escenario se le realizaron 25 reorganizaciones de las VNR, las
primeras 20 son ide´nticas para cada uno de los 5 escenarios simulados, las u´ltimas
5 reorganizaciones se hicieron analizando los resultados de las primeras 20 simula-
ciones, con la presuncio´n de aumentar la tasa de aceptacio´n para dichos escenarios.
Esto con el fin de verificar si aumenta la tasa de aceptacio´n y confirmar si la im-
plementacio´n del algoritmo de backtracking es viable. En total se realizaron 125
simulaciones.
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A continuacio´n se presentara´n los resultados obtenidos en la prueba con el algorit-
mo NPA-VNE, contrastando el porcentaje en la tasa de aceptacio´n de los escenarios
siguiendo un orden de procesamiento FIFO con respecto a las 25 diferentes reorga-
nizaciones aleatorias. El detalle de los resultados son presentados mas adelante en
la seccio´n 6.2.
Al ejecutar el primer escenario con el NPA-VNE se obtuvo una tasa de aceptacio´n
del 20 %. Con los diferentes reordenamientos se obtuvo en promedio una tasa de
aceptacio´n del 38,4 %. En todas las simulaciones obtuvo un mejor rendimiento que
con el NPA-VNE, incluso logrando tasas de hasta el 50 % en el mejor de los casos,
como lo muestra la figura 5.2.
Figura 5.2: Resultados de pruebas aleatorias en el escenario 1
En el escenario nu´mero dos, es posible observar una mejora en la tasa de acepta-
cio´n al pasar del 30 % con el NPA-VNE a un 41,2 % con el ordenamiento aleatorio.
En esta simulacio´n, dos ordenamientos se mantuvieron con valores del 30 % en el
peor de los casos, y llegando a un 50 % en 5 cinco ocasiones, como se ve en la figura
5.3.
Figura 5.3: Resultados de pruebas aleatorias en el escenario 2
Los resultados del tercer escenario, plasmados en la figura 5.4, muestran un
moderado incremento en la tasa aceptacio´n del 10,8 % con respecto al desempen˜o
del NPA-VNE. En esta simulacio´n se logro´ una tasa de aceptacio´n ma´xima del 40 %.
Figura 5.4: Resultados de pruebas aleatorias en el escenario 3
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El escenario 4 muestra a diferencia de los anteriores, algunos resultados con tasa
menores que las obtenidas con el NPA-VNE. Estas simulaciones arrojaron la tasa
ma´s pequen˜a de incremento en la tasa de aceptacio´n, con solo un incremento del
1,6 %. Los resultados se pueden ver en la figura 5.5.
Figura 5.5: Resultados de pruebas aleatorias en el escenario 4
El u´ltimo escenario muestra un aumento del 5,2 % en la tasa de aceptacio´n,
sin desmejorar los resultados obtenidos con el NPA-VNE pero con un incremento
moderado del 10 % en los mejores casos, tal como lo muestra la figura 5.6.
Figura 5.6: Resultados de pruebas aleatorias en el escenario 5
5.4. Backtracking New Paths Algebra
La propuesta de esta tesis se basa en la modificacio´n del algoritmo NPA-VNE
para trabajar con asignaciones dina´micas, reconfigurando las VNRs mapeadas con
el fin de reorganizar la asignacio´n de los recursos y mejorar la utilizacio´n de los
mismos en la red sustrato.
En la seccio´n 5.3 se comprobo´ que al cambiar el orden de las VNRs se puede
mejorar o empeorar la tasa de aceptacio´n, sin embargo, en escenarios grandes, probar
todas las permutaciones posibles hasta encontrar el mejor resultado tomar´ıa un
tiempo muy prolongado, haciendo el proceso poco eficiente.
Por esta razo´n, se propone que dentro de una ventana deslizante se determine
si se aumenta la tasa de aceptacio´n al reorganizar las redes virtuales y en caso
de ser afirmativo efectue´ los remapeos necesarios. Esta ventana deslizante posee
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un taman˜o fijo, en esta tesis se trabaja con un taman˜o de tres redes virtuales. La
ventana se movera´ una posicio´n cada vez que ingrese una nueva peticio´n de una
red virtual, evaluando las dos VNR anteriores y la nueva VNR. La forma en que se
reorganizan las VN dentro de la ventana deslizante esta´ determinada por la me´trica
que se seleccione, para esta tesis se proponen las me´tricas de Reorder, LCF (least
consumer First) y variabilidad de enlaces y pesos de las VNRs (VyP). El algoritmo
que implementa el procedimiento descrito se denomina Backtracking New Paths
Algebra (BNPA).
El BNPA introduce sus procedimientos en los pasos 7 y 8 del algoritmo NPA,
espec´ıficamente los script que se modifican en el NPA son:
february 2013 script2i Backtracking IN.m
attendVNsHiddenSeptember3.m
nodeVirtualtoReal10.m
Los scripts esta´n hechos en el lenguaje de programacio´n Matlab. Los co´digos
resultantes de los dos primeros scripts february 2013 script2i Backtracking IN.m y
attendVNsHiddenSeptember3.m se presentan en los anexos A y B respectivamente.
El concepto de ventana deslizante utilizado en la implementacio´n del BNPA
consiste en analizar los estados de incrustacio´n de las VNR que se encuentren dentro
de ella, de tal manera que si la ultima VNR es incrustada, la ventana se correra´ una
posicio´n mas para analizar la pro´xima VNR, tal como lo ilustran las figuras 5.7 y
5.8 .
Figura 5.7: Mapeo con ventana deslizante
Figura 5.8: Mapeo con ventana deslizante
No obstante, si el mapeo de nodos o el mapeo de enlaces fallan al intentar mapear
la VNR entrante, como esta representado en la 5.9, el BNPA reorganiza las VNR
dentro de la ventana deslizante de acuerdo a la me´trica escogida, tal como en el
ejemplo de la figura 5.10.
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Figura 5.9: Remapeos con el BNPA
Figura 5.10: Reorganizacio´n con el BNPA
Sin embargo, los cambios en las reorganizaciones de las VNR solo sera´n imple-
mentados si se mejora la tasa de aceptacio´n comparada con la obtenida con el orden
inicial. En el ejemplo que ilustra la figura 5.11 con el reordenamiento de las VNR,
se logra incrustar las VNR nu´mero 5 y 3. Al comparar este resultado con la incrus-
tacio´n llevada a cabo con el orden inicial mostrado en la figura 5.9, se validan las
incrustaciones realizadas con el reordenamiento.
Figura 5.11: Validacio´n de mapeos BNPA
Dado que las decisiones se van tomando con las llegadas de las VNR, sin previo
conocimiento de las mismas, es posible que se mejoren la tasas de aceptacio´n al rea-
lizar la reorganizacio´n de los recursos para la VNR dentro de la ventana deslizante,
no obstante es imposible evaluar en ese momento si a largo plazo la decisio´n toma-
da es ma´s conveniente. Otro factor a tener en cuenta son los tiempos adicionales
generados al hacer los ca´lculos de las reorganizaciones. Este es otro factor que se
tuvo para trabajar con una ventana deslizante, debido a que ella limita el espacio
donde se deben tomar las decisiones. En la tabla 5.3 se muestran los scripts hechos
y modificados para el funcionamiento del BNPA-VNE.
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Nombre del Script









Tabla 5.3: Scripts espec´ıficos del BNPA-VNE
5.4.1. Me´tricas Propuestas
Se disen˜an las me´tricas para dar un criterio de organizacio´n a las VNR que esta´n
dentro de la ventana deslizante, y as´ı no tener que probar todas las permutaciones,
siendo esto u´til especialmente si el taman˜o de la ventana es grande. En esta tesis
se proponen tres me´tricas que a continuacio´n se explican, utilizando en todas las
simulaciones una ventana deslizante que contiene 3 redes virtuales. Para ejecutar las
simulaciones se deben seleccionar la me´trica dentro de ambos scripts february 2013
script2i Backtracking IN.m y attendVNsHiddenSeptember3.m. La explicacio´n de
las me´tricas seguira´n como ejemplo base el dado en esta seccio´n y espec´ıficamente
se explicara´ el paso que sigue despue´s de la figura 5.9, donde se muestra como falla
el mapeo en la ultima VNR.
5.4.1.1. Reorder
Esta me´trica da prioridad a la VNR que ha fallado en el mapeo, por tal motivo
cuando se reorganizan las VNR dentro de la ventana deslizante, la VNR que fallo´
en el mapeo es la primera en volverse a mapear, seguida por el orden cronolo´gico
de las VNR que esta´n dentro de la ventana deslizante. En la figura 5.12 se muestra
como queda la reorganizacio´n aplicado al ejemplo base.
Figura 5.12: Reorganizacio´n con BNPA-Reorder
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5.4.1.2. LCF
La me´trica LCF (Least Consumer First), busca reorganizar en la ventana des-
lizante las VNR de una forma ascendente, comparando las cantidades totales de
recursos demandados por cada VNR, en la figura 5.13 se puede observar el proceso
de reorganizacio´n con esta me´trica, donde la sigla STR hace referencia a la solici-
tud total de recursos. Con esta forma de reorganizar se pretende poder incrustar la
mayor cantidad de VNR.
Figura 5.13: Reorganizacio´n con BNPA-LCF
5.4.1.3. Varianzas y Pesos
La me´trica de Varianzas y Pesos (VyP), calcula en cada una de las VNR a
ordenar en la ventana deslizante, que tan disparejos esta´n los enlaces as´ı como la
cantidad de recursos que demandan. En la figuras 5.14 y 5.15 se puede ver como se
realizan los ca´lculos y como con estos resultados son ordenados para incrustar las
VNR en la ventana deslizante.
Figura 5.14: Proceso con BNPA-VyP
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A continuacio´n se presentan los resultados detallados de las pruebas donde se eje-
cuta el algoritmo NPA con diversos ordenamientos aleatorios as´ı como los resultados
obtenidos con cada una de las me´tricas propuestas para el algoritmo BNPA.
6.1. Resultados de las pruebas aleatorias
Las pruebas se configuran como se explico´ en la seccio´n 5.3, con el fin de verifi-
car si aumenta la tasa de aceptacio´n, lo que determinar´ıa que el implementar una
estrategia de vuelta atra´s es viable. Los resultados se muestran a continuacio´n en
las tablas 6.1, 6.2, 6.3, 6.4 y 6.5.
Escenario 1
# Simulacio´n Orden VNR VNR incrustadas Total VNR incrustadas Tiempo de ejecucio´n (sg)
[1,2,3,4,5,6,7,8,9,10] 1,6 2 150,047622
1 [1,6,2,7,10,9,3,4,5,8] 1,3,4 3 136,734219
2 [8,4,6,2,10,1,3,5,7,9] 8,4,6,10 4 134,1859
3 [10,9,8,7,6,5,4,3,2,1] 10,9,8,6 4 133,011082
4 [2,1,4,3,6,5,8,7,10,9] 2,1,4,3 4 143,693591
5 [5,4,3,2,1,10,9,8,7,6] 5,4,3,10 4 120,671179
6 [4,8,3,7,2,5,1,9,10,6] 4,8,3,5 4 117,395511
7 [9,3,4,8,5,7,6,1,10,2] 9,3,4,7 4 118,130715
8 [6,9,5,2,4,1,10,8,7,3] 6,9,4 3 123,228134
9 [3,8,10,9,6,5,7,1,2,4] 3,8,9,6 4 118,109978
10 [7,1,9,10,4,2,6,3,5,8] 7,1,6 3 117,858794
11 [5,3,8,6,1,4,7,10,2,9] 5,8,6,7 4 120,783965
12 [4,7,2,9,1,10,8,5,3,6] 4,2,9,8,5 5 168,175793
13 [2,7,4,10,5,6,9,1,8,3] 2,4,5,9,8 5 184,81268
14 [6,7,5,4,8,3,9,10,2,1] 6,7,5 3 224,104238
15 [1,4,7,2,9,5,10,8,3,6] 1,4,7,9 4 222,870777
16 [6,10,2,5,7,3,1,4,8,9] 6,10,2 3 205,828394
17 [9,10,6,7,3,4,2,1,5,8] 9,10,6,8 4 202,185283
18 [8,1,7,10,4,5,3,2,9,6] 8,1,7,5,9 5 178,799099
19 [4,3,2,1,5,6,7,8,9,10] 4,2,1 3 138,086539
20 [7,10,6,9,3,2,1,4,5,8] 7,10,1 3 128,027908
21 [2,4,5,8,9,3,10,6,1,7] 2,5,9,7 4 129,412689
22 [8,9,5,4,7,2,3,6,10,1] 8,9,4 3 127,024175
23 [8,9,4,7,3,10,2,1,6,5] 8,9,4,5 4 144,682939
24 [5,4,2,9,8,1,7,6,3,10] 5,4,2,9 4 126,383136
25 [4,9,8,2,5,10,3,6,7,1] 4,9,8,5,3 5 129,577374
Promedio 38,40 % 147,7
Tabla 6.1: Prueba aleatoria 1
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Escenario 2
# Simulacio´n Orden VNR VNR incrustadas Total VNR incrustadas Tiempo de ejecucio´n (sg)
[1,2,3,4,5,6,7,8,9,10] 9,2,10 3 133,100882
1 [9,2,8,10,3,4,5,1,7,6] 1,2,3,7 4 133,209881
2 [8,4,6,2,10,1,3,5,7,9] 8,4,6,9 4 134,316552
3 [10,9,8,7,6,5,4,3,2,1] 10,9,7,5 4 139,82262
4 [2,1,4,3,6,5,8,7,10,9] 2,1,4,3 4 133,503521
5 [5,4,3,2,1,10,9,8,7,6] 5,4,3 3 138,92571
6 [4,8,3,7,2,5,1,9,10,6] 4,3,7,5 4 139,226105
7 [9,3,4,8,5,7,6,1,10,2] 9,3,8,5,1 5 137,130294
8 [6,9,5,2,4,1,10,8,7,3] 6,9,2,7 4 141,449678
9 [3,8,10,9,6,5,7,1,2,4] 3,8,9,1 4 147,031638
10 [7,1,9,10,4,2,6,3,5,8] 7,1,9,4 4 140,262116
11 [5,3,8,6,1,4,7,10,2,9] 5,3,8,6,7 5 135,830036
12 [4,7,2,9,1,10,8,5,3,6] 4,7,2,1 4 136,842671
13 [2,7,4,10,5,6,9,1,8,3] 2,7,4,6 4 142,258185
14 [6,7,5,4,8,3,9,10,2,1] 6,7,5,4,10 5 138,916359
15 [1,4,7,2,9,5,10,8,3,6] 1,4,7,9,5 5 136,344006
16 [6,10,2,5,7,3,1,4,8,9] 6,10,2,5 4 134,800703
17 [9,10,6,7,3,4,2,1,5,8] 9,10,3 3 137,54409
18 [8,1,7,10,4,5,3,2,9,6] 8,1,7,10 4 137,607549
19 [4,3,2,1,5,6,7,8,9,10] 4,3,2,5 4 140,658998
20 [7,10,6,9,3,2,1,4,5,8] 7,10,1,5 4 139,245134
21 [5,3,8,6,7,1,4,2,10,9] 5,3,8,6,7 5 138,150923
22 [5,8,1,4,6,7,9,10,2,3] 5,8,1,4 4 138,096531
23 [4,8,3,7,5,1,10,2,9,6] 4,3,7,5 4 138,308482
24 [6,3,7,5,9,8,10,2,1,4] 6,3,7,8 4 139,284942
25 [6,1,4,7,5,10,9,8,3,2] 6,1,4,7 4 137,77698
Promedio 41,2 % 138,06325
Tabla 6.2: Prueba aleatoria 2
Escenario 3
# Simulacio´n Orden VNR VNR incrustadas Total VNR incrustadas Tiempo de ejecucio´n (sg)
[1,2,3,4,5,6,7,8,9,10] 2,9 2 286,730241
1 [2,9,1,7,5,10,6,4,8,3] 2,3,7 3 307,143358
2 [8,4,6,2,10,1,3,5,7,9] 8,4,6 3 292,836318
3 [10,9,8,7,6,5,4,3,2,1] 9,8,6 3 280,65252
4 [2,1,4,3,6,5,8,7,10,9] 2,4 2 293,661222
5 [5,4,3,2,1,10,9,8,7,6] 4,3,10,7 4 290,619892
6 [4,8,3,7,2,5,1,9,10,6] 4,8,3,2 4 277,326555
7 [9,3,4,8,5,7,6,1,10,2] 9,3,8 3 291,019864
8 [6,9,5,2,4,1,10,8,7,3] 6,9,2 3 296,587423
9 [3,8,10,9,6,5,7,1,2,4] 3,8,9 3 285,299777
10 [7,1,9,10,4,2,6,3,5,8] 7,10,6 3 224,505859
11 [5,3,8,6,1,4,7,10,2,9] 3,8,1 3 235,952579
12 [4,7,2,9,1,10,8,5,3,6] 4,7,9,8 4 283,755281
13 [2,7,4,10,5,6,9,1,8,3] 2,4 2 240,666304
14 [6,7,5,4,8,3,9,10,2,1] 6,7,2 3 226,164987
15 [1,4,7,2,9,5,10,8,3,6] 4,7,9,5 4 226,781392
16 [6,10,2,5,7,3,1,4,8,9] 6,2,5,7 4 231,190348
17 [9,10,6,7,3,4,2,1,5,8] 9,10 2 215,41746
18 [8,1,7,10,4,5,3,2,9,6] 8,1,10 3 240,021485
19 [4,3,2,1,5,6,7,8,9,10] 4,3,6 3 218,525707
20 [7,10,6,9,3,2,1,4,5,8] 7,10,6 3 221,703865
21 [2,3,7,9,8,1,4,5,6,10] 2,3,7 3 217,487907
22 [9,3,7,8,4,6,5,1,2,10] 9,3,8 3 221,575126
23 [9,8,4,3,2,5,1,7,6,10] 9,8,3 3 236,52371
24 [2,9,3,4,7,1,5,6,8,10] 2,9 2 221,20477
25 [4,3,8,9,2,1,5,6,7,10] 4,3,8,2 4 230,672448
Promedio 30,80 % 252,2
Tabla 6.3: Prueba aleatoria 3
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Escenario 4
# Simulacio´n Orden VNR VNR incrustadas Total VNR incrustadas Tiempo de ejecucio´n (sg)
[1,2,3,4,5,6,7,8,9,10] 4,5,3,6 4 271,764927
1 [4,5,9,10,3,7,8,2,6,1] 1,2,4,6 4 343,125357
2 [8,4,6,2,10,1,3,5,7,9] 8,4,6,2 4 408,883155
3 [10,9,8,7,6,5,4,3,2,1] 10,9,8,7 4 423,287802
4 [2,1,4,3,6,5,8,7,10,9] 2,1,4,6 4 433,782216
5 [5,4,3,2,1,10,9,8,7,6] 5,4,3,10 4 409,95469
6 [4,8,3,7,2,5,1,9,10,6] 4,8,3 3 428,098081
7 [9,3,4,8,5,7,6,1,10,2] 9,3,8,5 4 240,370542
8 [6,9,5,2,4,1,10,8,7,3] 6,9,5,2,8 5 246,170593
9 [3,8,10,9,6,5,7,1,2,4] 3,8,10,9 4 239,919684
10 [7,1,9,10,4,2,6,3,5,8] 7,1,9,2 4 262,619255
11 [5,3,8,6,1,4,7,10,2,9] 5,3,8,6,2 5 222,640286
12 [4,7,2,9,1,10,8,5,3,6] 4,7,2,9 4 222,356627
13 [2,7,4,10,5,6,9,1,8,3] 2,7,4,10,1 5 266,989977
14 [6,7,5,4,8,3,9,10,2,1] 6,7,5,4 4 226,188959
15 [1,4,7,2,9,5,10,8,3,6] 1,4,7,2,10 5 219,922142
16 [6,10,2,5,7,3,1,4,8,9] 6,10,2,5,3 5 215,603218
17 [9,10,6,7,3,4,2,1,5,8] 9,10,6,3 4 254,030091
18 [8,1,7,10,4,5,3,2,9,6] 8,1,7,10 4 340,805699
19 [4,3,2,1,5,6,7,8,9,10] 4,3,2,1,6 5 352,663782
20 [7,10,6,9,3,2,1,4,5,8] 7,10,6,9,2 2 356,739934
21 [2,5,8,4,1,7,6,9,10,3] 2,5,8,1 4 347,889681
22 [8,2,5,6,10,4,9,3,7,1] 8,2,5,10,3 5 357,562445
23 [2,6,4,3,5,10,1,9,7,8] 2,6,4,5 4 333,785537
24 [1,6,8,4,7,5,10,2,3,9] 1,6,8,4 4 341,36748
25 [7,2,4,3,8,5,1,10,9,6] 7,2,4,3 4 356,91261
Promedio 41,6 % 312,43980
Tabla 6.4: Prueba aleatoria 4
Escenario 5
# Simulacio´n Orden VNR VNR incrustadas Total VNR incrustadas Tiempo de ejecucio´n (sg)
[1,2,3,4,5,6,7,8,9,10] 1,4 2 103,719672
1 [6,1,4,10,2,9,5,8,7,3] 1,4 2 105,98274
2 [8,4,6,2,10,1,3,5,7,9] 4,1 2 107,125955
3 [10,9,8,7,6,5,4,3,2,1] 4,3,2 3 113,810421
4 [2,1,4,3,6,5,8,7,10,9] 1,4 2 111,23477
5 [5,4,3,2,1,10,9,8,7,6] 4,3,2 3 103,498806
6 [4,8,3,7,2,5,1,9,10,6] 4,3,7 3 111,172378
7 [9,3,4,8,5,7,6,1,10,2] 4,1 2 112,871358
8 [6,9,5,2,4,1,10,8,7,3] 4,1,8 3 106,897007
9 [3,8,10,9,6,5,7,1,2,4] 1,4 2 106,360208
10 [7,1,9,10,4,2,6,3,5,8] 1,4 2 104,505317
11 [5,3,8,6,1,4,7,10,2,9] 1,4 2 101,946545
12 [4,7,2,9,1,10,8,5,3,6] 4,1,8 3 105,076851
13 [2,7,4,10,5,6,9,1,8,3] 4,1,8 3 124,484553
14 [6,7,5,4,8,3,9,10,2,1] 4,3,9 3 115,66491
15 [1,4,7,2,9,5,10,8,3,6] 1,4 2 111,270975
16 [6,10,2,5,7,3,1,4,8,9] 4,1 2 91,138588
17 [9,10,6,7,3,4,2,1,5,8] 4,1,8 3 95,022316
18 [8,1,7,10,4,5,3,2,9,6] 1,4 2 70,292301
19 [4,3,2,1,5,6,7,8,9,10] 4,3,2 3 72,57086
20 [7,10,6,9,3,2,1,4,5,8] 1,4 2 73,988686
21 [4,1,2,3,5,6,7,8,9,10] 4,1,8 3 72,448231
22 [4,1,3,2,5,6,7,8,9,10] 4,1,8 3 76,284896
23 [3,4,1,2,7,6,8,5,9,10] 4,1,8 3 75,737337
24 [7,6,1,9,2,10,5,7,3,4] 1,4 2 65,503867
25 [4,1,8,2,7,3,6,9,10,5] 4,1,8 3 69,092177
Promedio 25,2 % 96,450066
Tabla 6.5: Prueba aleatoria 5
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Los resultados presentados en las cinco tablas anteriores, evidencian unas mejoras
en las tasas de aceptacio´n al reorganizar las VNR.
6.2. Resultados con las me´tricas propuestas
Para la evaluacio´n de las tres me´tricas se utiliza el mismo escenario creado con
ALEVIN, los para´metros configurados son los mismos utilizados en la tabla 5.1,
por lo tanto es un escenario ejecutado veinte veces, dicho escenario tiene 10 redes
virtuales donde cada red virtual tiene 10 nodos virtuales.
6.2.1. BNPA Reorder
Los resultados completos de las 20 ejecuciones del BNPA con la me´trica Reorder
se muestran a continuacio´n en la tabla 6.6, en donde el significado de las siglas se
muestra a continuacio´n.
S.E = nu´mero de solicitudes incrustadas.
S.F = nu´mero de solicitudes no incrustadas.




Escenario 1 2 3 4 5 6 7 8 9 10 # S.E # S.F TTE (sg) Ordenamiento Final
1
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 74,136 (3 1 2 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 0 0 0 0 0 0
2
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 132,051 (3 4 1 2 5 6 7 8 9 10)
Map. Enlaces 1 1 1 1 0 0 0 0 0 0
3
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 105,934 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 0 0 0 0 0 0
4
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 128,046 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 1 0 0 0 0 0 0
5
Map. Nodos 1 1 1 1 1 1 1 1 1 1
2 8 31,309 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 0 0 0 1 0 0 1 0 0 0
6
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 61,754 (3 1 2 4 5 6 7 8 9 10)
Map. Enlaces 1 0 1 1 0 1 0 0 0 0
7
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 184,216 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 1 0 0 0 0 0 0
8
Map. Nodos 1 1 1 0 1 1 0 1 1 1
3 7 421,864 (3 1 2 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 * 0 0 * 0 0 0
9
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 993,688 (3 1 2 4 5 6 7 8 9 10)
Map. Enlaces 1 0 1 1 0 0 0 0 0 0
10
Map. Nodos 1 1 0 1 1 1 1 1 1 1
3 7 118,997 (1 2 3 4 5 8 6 7 9 10)
Map. Enlaces 1 0 * 1 1 0 0 0 0 0
11
Map. Nodos 1 1 1 1 1 1 0 1 1 1
4 6 328,396 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 0 1 * 0 0 0
12
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 184,997 ( 1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 0 0 1 0 0 1 0 0
13
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 130,689 (3 1 2 4 5 6 7 8 9 10)
Map. Enlaces 0 0 1 0 0 1 0 0 1 0
14
Map. Nodos 0 1 1 1 1 1 1 1 1 1
2 8 193,132 (1 2 3 4 7 5 6 8 9 10)
Map. Enlaces * 0 0 1 0 0 1 0 0 0
15
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 168,556 (3 1 2 4 5 6 7 8 9 10)
Map. Enlaces 1 0 1 0 1 0 0 0 0 1
16
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 43,205 (3 1 2 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 0 0 0 0 0 0
17
Map. Nodos 1 1 1 1 1 1 1 1 1 1
1 9 54,622 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 0 0 0 0 0 0 0 0 0 1
18
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 45,086 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 0 0 0 1 0 0 0 0
19
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 112,189 (3 4 1 2 5 6 7 8 9 10)
Map. Enlaces 1 1 1 1 0 0 0 0 0 0
20
Map. Nodos 1 1 1 1 1 1 1 1 0 1
4 6 262,68 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 0 1 0 1 0 0 * 0
Tabla 6.6: Resultados con el BNPA Reorder
Al comparar los mapeos entre el NPA y el BNPA con la me´trica Reorder, como
se ve en la figura 6.1, se puede observar que en promedio se mejoro´ un 1 %, el poco
incremento es debido a que as´ı como en 5 simulaciones la tasa de aceptacio´n se
incremento´ en otras 3 simulaciones el rendimiento disminuyo´.
Figura 6.1: BNPA con la me´trica Reorder
Comparando los tiempos de ejecucio´n entre los dos algoritmos, se puede eviden-
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ciar que la tendencia normal es que se incrementen los tiempos de ejecucio´n cuando
emplea el BNPA, sin embargo en una simulacio´n el tiempo de ejecucio´n del BNPA
fue menor al del NPA, como lo muestra la figura 6.2. En promedio el incremento de
tiempo fue del 26,7 %
Figura 6.2: Tiempos de ejecucio´n del BNPA-Reorder
6.2.2. BNPA LCF
El comportamiento detallado de cada una de las simulaciones realizadas con el




Escenario 1 2 3 4 5 6 7 8 9 10 # S.E # S.F TTE (sg) Ordenamiento Final
1
Map. Nodos 1 1 1 1 1 1 1 1 1 1
2 8 79,505 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 0 0 0 0 0 0 0 0
2
Map. Nodos 1 1 1 1 1 1 1 1 1 1
6 4 95,414 (1 3 2 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 1 1 0 1 0 0 0
3
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 101,935 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 0 0 0 0 0 0
4
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 117,595 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 1 0 0 0 0 0 0
5
Map. Nodos 1 1 1 1 1 1 1 1 1 1
2 8 28,202 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 0 0 0 1 0 0 1 0 0 0
6
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 64,538 (3 2 1 4 5 6 7 8 9 10)
Map. Enlaces 0 1 1 0 1 1 0 0 0 0
7
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 169,655 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 1 0 0 0 0 0 0
8
Map. Nodos 1 1 1 0 1 1 0 1 1 1
4 6 690,751 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 0 * 0 1 * 0 0 1
9
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 1165,568 (1 3 2 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 0 0 0 0 0 0
10
Map. Nodos 1 1 0 1 1 1 1 1 1 1
3 7 110,76 (1 2 3 4 5 8 6 7 9 10)
Map. Enlaces 1 0 * 1 1 0 0 0 0 0
11
Map. Nodos 1 1 1 1 1 1 0 1 1 1
4 6 326,157 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 0 1 * 0 0 0
12
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 184,489 ( 1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 0 0 1 0 0 1 0 0
13
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 129,483 (2 3 1 4 5 6 7 8 9 10)
Map. Enlaces 0 1 1 0 1 1 0 0 0 0
14
Map. Nodos 0 1 1 1 1 1 1 1 1 1
2 8 196,331 (1 2 3 4 7 6 5 8 9 10)
Map. Enlaces * 0 0 1 0 0 1 0 0 0
15
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 195,775 (3 2 1 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 0 0 0 0 0 0
16
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 41,915 (3 2 1 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 1 0 0 0 0 0
17
Map. Nodos 1 1 1 1 1 1 1 1 1 1
1 9 49,684 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 0 0 0 0 0 0 0 0 0 1
18
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 47,75 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 0 0 0 1 0 0 0 0
19
Map. Nodos 1 1 1 1 1 1 1 1 1 1
6 4 106,323 (1 3 2 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 1 1 0 1 0 0 0
20
Map. Nodos 1 1 1 1 1 1 1 1 0 1
4 6 193,011 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 0 1 0 1 0 0 * 0
Tabla 6.7: Resultados con el BNPA LCF
El incremento obtenido en la tasa de aceptacio´n con la me´trica LCF es del 3 %,
esta tasa es mayor con respecto a la me´trica anterior, en este caso en ninguna
simulacio´n se obtuvo resultados por debajo de los obtenidos con el NPA, como se
puede observar en la figura 6.3.
Figura 6.3: BNPA con la me´trica LCF
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El comportamiento de las simulaciones con la me´trica LCF, con respecto a las
diferencias en los tiempos de ejecucio´n es el esperado, en promedio el porcentaje en
el incremento de los tiempo de ejecucio´n es del 37,4 %, como se muestra en la figura
6.4.
Figura 6.4: Tiempos de ejecucio´n del BNPA-LCF
6.2.3. BNPA VyP
Esta me´trica obtuvo los mejores resultados, como se observa en la tabla 6.8,
mostrando un incremento en la tasa de aceptacio´n del 4 % comparado contra el




Escenario 1 2 3 4 5 6 7 8 9 10 # S.E # S.F TTE (sg) Ordenamiento Final
1
Map. Nodos 1 1 1 1 1 1 1 1 1 1
2 8 97,43 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 0 0 0 0 0 0 0 0
2
Map. Nodos 1 1 1 1 1 1 1 1 1 1
6 4 86,711 (1 3 2 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 1 1 0 1 0 0 0
3
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 105,335 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 0 0 0 0 0 0
4
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 118,819 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 1 0 0 0 0 0 0
5
Map. Nodos 1 1 1 1 1 1 1 1 1 1
2 8 33,096 (1 2 3 4 5 7 8 9 10 6)
Map. Enlaces 0 0 0 1 0 0 1 0 0 0
6
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 72,236 (3 1 2 4 5 6 7 8 9 10)
Map. Enlaces 1 0 1 1 0 1 0 0 0 0
7
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 171,733 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 1 0 0 0 0 0 0
8
Map. Nodos 1 1 1 0 1 1 0 1 1 1
4 6 690,619 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 0 * 0 1 * 0 0 1
9
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 1184,016 (1 3 2 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 0 0 0 0 0 0
10
Map. Nodos 1 1 0 1 1 1 1 1 1 1
3 7 125,806 (1 2 3 4 5 8 6 7 9 10)
Map. Enlaces 1 0 * 1 1 0 0 0 0 0
11
Map. Nodos 1 1 1 1 1 1 0 1 1 1
4 6 573,471 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 0 1 * 0 0 0
12
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 210,115 ( 1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 0 0 1 0 0 1 0 0
13
Map. Nodos 1 1 1 1 1 1 1 1 1 1
5 5 140,152 (2 1 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 1 1 0 0 0 0
14
Map. Nodos 0 1 1 1 1 1 1 1 1 1
2 8 203,5 (1 2 3 4 7 6 5 8 9 10)
Map. Enlaces * 0 0 1 0 0 1 0 0 0
15
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 163,817 (3 2 1 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 0 0 0 0 0 0
16
Map. Nodos 1 1 1 1 1 1 1 1 1 1
4 6 43,275 (3 2 1 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 0 1 0 0 0 0 0
17
Map. Nodos 1 1 1 1 1 1 1 1 1 1
1 9 49,048 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 0 0 0 0 0 0 0 0 0 1
18
Map. Nodos 1 1 1 1 1 1 1 1 1 1
3 7 50,667 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 0 0 0 1 0 0 0 0
19
Map. Nodos 1 1 1 1 1 1 1 1 1 1
6 4 88,995 (1 3 2 4 5 6 7 8 9 10)
Map. Enlaces 1 1 1 1 1 0 1 0 0 0
20
Map. Nodos 1 1 1 1 1 1 1 1 0 1
4 6 190,91 (1 2 3 4 5 6 7 8 9 10)
Map. Enlaces 1 1 0 1 0 1 0 0 * 0
Tabla 6.8: Resultados con el BNPA VyP
Figura 6.5: BNPA con la me´trica VyP
Con respecto a los tiempos de ejecucio´n, el incremento promedio es del 47,6 %,
como lo presenta la figura 6.6.
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Figura 6.6: Tiempos de ejecucio´n del BNPA-VyP
6.3. S´ıntesis de los resultados
1. Al ejecutar el algoritmo NPA-VNE usando mu´ltiples me´tricas, los resultados
obtenidos con respecto a la tasa de aceptacio´n y que fueron expuestos en la
seccio´n 5.2, se asemejan a los presentados en la figura 6.7 del art´ıculo [11],
donde se presentaron sus resultados. La diferencia del 6 % puede deberse a
que no se utilizaron los mismos escenarios para correr las simulaciones.
Figura 6.7: Resultados obtenidos con el algoritmo NPA [11]
2. De las 125 simulaciones, se puede observar que al reordenar las VNR mejo-
ran los resultados de mapeos en 89 simulaciones (71,2 %), en 34 simulaciones
(27,2 %) se mantienen los resultados y solo en 2 (1,6 %) simulaciones la canti-
dad de mapeos es inferior al resultado obtenido con el ordenamiento original
del algoritmo NPA. En promedio se mejora un 8, 8 % en la tasa de aceptacio´n,
lo cual indica la viabilidad de usar un me´todo de vuelta atra´s para aumentar
las tasas de aceptacio´n. En la tabla 6.9 y la figura 6.8, se ilustran los resultados
de los promedios realizados en cada una de las 5 simulaciones.
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PORCENTAJE TASA DE ACEPTACIO´N DEL NPA
NPA Escenario 1 Escenario 2 Escenario 3 Escenario 4 Escenario 5 Promedio
Orden secuencial 20 30 20 40 20 26
Orden aleatorio 38,4 41,2 30,8 41,6 22 34,8
Tabla 6.9: S´ıntesis de pruebas aleatorias con el NPA
Figura 6.8: Visualizacio´n de pruebas aleatorias con el NPA
3. Los resultados de las simulaciones realizadas a las me´tricas propuestas pa-
ra el BNPA, muestran mejores tasas de aceptacio´n comparadas con las del
NPA,como se observan en la figura 6.9. Estos resultados tambie´n muestran un
aumento en los tiempos de ejecucio´n con respecto a los del algoritmo NPA, tal
como lo ilustra la figura 6.10.
Figura 6.9: Consolidados de tasas de aceptacio´n por me´tricas
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Figura 6.10: Consolidados de tiempo de ejecucio´n segu´n la me´trica
En la figura 6.11 se muestran los resultados de los 20 escenarios con todas las
me´tricas, incluyendo el resultado del mapeo con el NPA.
Figura 6.11: Resultados de tasas de aceptacio´n en todos los escenarios
La comparacio´n de los tiempos de ejecucio´n en los 20 escenarios con todas las
me´tricas incluyendo el mapeo con el NPA, se pueden ver en la figura 6.12.
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Figura 6.12: Resultados en tiempos de ejecucio´n de todos los escenarios
En la tabla 6.10 se pueden ver las variaciones en los porcentajes de las tasas




Me´trica Tiempos de ejecucio´n Tasa de aceptacio´n
Reorder 26,7 % 1,0 %
LCF 37,4 % 3,0 %
VyP 47,6 % 4,0 %




Con base en los cap´ıtulos 4, 5 y 6 se exponen las siguientes conclusiones que
son producto de los objetivos propuestos en esta tesis. Estas conclusiones siguen el
orden de los objetivos, por tal razo´n se listan de nuevo a continuacio´n:
Objetivo 1. Realizar una revisio´n bibliogra´fica de los algoritmos VNE.
• La revisio´n conceptual de los temas y de su literatura asociada con los
objetivos de este trabajo, consignada en el art´ıculo [40] publicado en una
revista indexada, evidencia que existen una extensa base de investigacio´n
acerca de la virtualizacio´n de redes y su problema asociado el VNE, pero
au´n se requieren ma´s investigaciones que tengan en cuenta la optimizacio´n
de esta tecnolog´ıa pensando en el modelo de negocios IaaS, incluso este
tema continua con relevancia si se tiene en cuenta el nuevo concepto de
arquitectura de redes propuesto por la virtualizacio´n de funciones de red
(NFV).
Objetivo 2. Reproducir los resultados publicados del algoritmo NPA-VNE
usando mu´ltiples me´tricas.
• Despue´s de un estudio a fondo para poder ejecutar el framework ALEVIN
as´ı como el algoritmo NPA-VNE, se logra generar los escenarios necesa-
rios y ejecutarlos correctamente, obteniendo resultados semejantes a los
publicados del algoritmo NPA-VNE [11]. Por otra parte, al observar en
detalle los resultados obtenidos y mostrados en la tabla 5.2, se puede
concluir que la causa de la mayor´ıa de las fallas en las incrustaciones se
presenta en la etapa del mapeo de enlaces.
Objetivo 3. Evaluar la viabilidad del uso del Backtracking en el NPA-VNE.
• Con las pruebas disen˜adas en la seccio´n 5.3, se obtiene que en promedio,
el aumento en la tasa de aceptacio´n es del 8,8 %, al realizar reorgani-
zaciones en las VNR. Con este resultado se concluye que es viable la
implementacio´n de una te´cnica de backtracking, adema´s deja en eviden-
cia la necesidad de la creacio´n de un me´todo que disminuya el taman˜o
en el nu´mero de permutaciones posibles, con lo que se propone el uso de
una ventana deslizante que reorganice las VNR a trave´s de me´tricas.
60
Objetivo 4. Implementar y evaluar una te´cnica de Backtracking en el algo-
ritmo NPA-VNE, sujeto a una viabilidad favorable en el objetivo anterior.
• La evaluacio´n de las me´tricas propuestas sobre el BNPA-VNE, muestran
un incremento en la tasa de aceptacio´n; la me´trica de variabilidad y pesos
(VyP) presenta el mejor incremento con un 4 %, seguida por la me´trica
de primero el de menos consumo (LCF) con un aumento del 3 % y por
ultimo con la me´trica Reorder se obtiene un incremento del 1 %. Como
era de esperar, los tiempos de ejecucio´n se incrementaron en cada una de
las me´tricas. Analizando los resultados se observa que el incremento en
los tiempos es proporcional al aumento en la tasa de aceptacio´n.
Con base a los resultados de las simulaciones, se puede concluir que la te´cnica
de vuelta atra´s contribuye al aumento en la tasa de aceptacio´n en el problema de
la incrustacio´n de redes virtuales. Tambie´n se puede afirmar que aunque se aumen-





En futuros trabajos se puede pensar en cambiar el criterio de decisio´n para
empezar el mecanismo de marcha atra´s, as´ı como en la introduccio´n de una nueva
me´trica que valide la calidad del mapeo hecho y que forma posterior pueda rechazar
el resultado de la te´cnica de backtracking. Tambie´n ser´ıa valioso el poder asignar
prioridades a las solicitudes de redes virtuales que se tenga en cuenta en el momento
de la decisio´n de aplicar la te´cnica de backtracking, esto pensando en modelo de
negocios como el de las IaaS. Con el fin de obtener resultados mas significativos, se
puede introducir algoritmos en l´ınea de ma´s tiempo de ejecucio´n en escenarios mas
grandes. Por otro lado, poder implementar tiempos de duracio´n a cada una de las




1 % februa ry 2013 s c r i p t 2 Back t r a ck ing IN
2
3 c l e a r a l l
4 c l c
5 format long E;
6
7 f p r i n t f ( ’\n ’ ) ;
8
9 f o r h =1:10
10 wsVN=s t r c a t ( ’ workspace VN ’ , i n t 2 s t r (h) ) ;
11 save (wsVN)
12 wsLF=s t r c a t ( ’ workspace L ink Fa i l ’ , i n t 2 s t r (h) ) ;
13 save (wsLF)
14 wsLFIN=s t r c a t ( ’ workspace L ink Fa i l IN ’ , i n t 2 s t r (h) ) ;
15 save (wsLFIN)





21 t i c
22 load ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Escenar io \
searchPath . mat ’
23 load ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Escenar io \penal ty .
dat ’
24 s i z ewind =2;
25 Pi=penal ty ;
26 RO = [ 1 : 1 0 ] ;
27 ROn = RO;
28 numV=1;
29 sz=s i z e (RO, 2 ) ;




33 sen = [ ] ;
34 arq9=’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Resultados \
r eque s tSucce s s ’ ;
35 save ( arq9 , ’ sen ’ , ’−ASCII ’ ) ;
36
37 arq1 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Escenar io
\ ’ , ’ v i r t u a l Re qu e s t ’ , i n t 2 s t r (RO( i ) ) ) ;
38 VN{RO( i )}=load ( arq1 ) ;
39
40 arq2 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Escenar io
\ ’ , ’ v i r t u a l M e t r i c 1 ’ , i n t 2 s t r (RO( i ) ) ) ;
41 Mbw{RO( i )}=load ( arq2 ) ;
42
43 arq3 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Escenar io
\ ’ , ’ v i r t u a l M e t r i c 2 ’ , i n t 2 s t r (RO( i ) ) ) ;
44 Vcpu{RO( i )}=load ( arq3 ) ;
45
46 arq4 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Escenar io
\ ’ , ’ v i r tua lH idden ’ , i n t 2 s t r (RO( i ) ) ) ;
47 HiddenMatrix{RO( i )}=load ( arq4 ) ;
48
49 tota lSubstrateM1=addMatrix ( subs t ra t eMet r i c1 ) ;
50 tota lSubstrateM2=addVector ( subs t ra t eMet r i c2 ) ;
51
52
53 rank=rankuni3 (P, subst rateMetr i c1 , subst rateMetr i c2 ,
totalSubstrateM1 , tota lSubstrateM2 ) ;
54
55 rankB=rankbidpen2 ( rank , Pi , subs t ra t eMet r i c1 ) ;
56
57 rankBz=rankbidzera ( rankB ) ;
58
59 r a n k f i n a l b=bubblesor t2 ( rankBz ) ;
60 novorank f ina l=removezeros ( r a n k f i n a l b ) ;
61 novorank f ina lb=bubble sor t ( novorank f ina l ) ;
62 r a n k f i n a l=novorank f ina lb ;
63 rankV=rankvnr2 (VN,Mbw, Vcpu , totalSubstrateM1 , totalSubstrateM2
,RO( i ) ) ;
64 rank f ina lV=bubblesor t2 ( rankV ) ;
65
66
67 ws=s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Resultados \ ’ ,
’ workspace VN ’ , i n t 2 s t r ( i −1) ’ ) ;
68 save (ws ) ;
69
64
70 v2r=nodeVirtua l toReal10 ( r ank f i na l , rankf ina lV ,T,
subst rateMetr i c1 , subst rateMetr i c2 ,VN,Mbw, Vcpu ,RO( i ) ) ;
71
72
73 whi le i <= v i r t u a l S t a r t (3 )
74
75 arq6 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ v i r tua lnodemapping ’ , i n t 2 s t r (RO( i ) ) , ’ . dat ’ )
;
76
77 i f ( ( e x i s t ( arq6 ) == 2) )
78
79 arq6 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ v i r tua lnodemapping ’ , i n t 2 s t r (RO( i ) ) , ’ . dat ’ )
;
80 nodeattend=load ( arq6 ) ;
81
82
83 i f ( i n t 2 s t r ( nodeattend ) == ’ 1 ’ )
84
85 arq5 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ v i r t u a l t o R e a l ’ , i n t 2 s t r (RO( i ) ) ) ;
86
87 i f ( ( e x i s t ( arq5 ) == 2) )
88
89 VN2T{RO( i )}=load ( arq5 ) ;
90 Attend = [ ] ;
91 RV={};
92 i n d l i n k=i ;
93 Backt rack l ink =0;
94 [M, Rcpu , Attend ,RV, f l ag1 , cont ro l ,RO] =
attendVNsHiddenSeptember3 ( Pfo ,M, iType ,Mbw{RO( i ) } ,Rcpu
, Vcpu{RO( i ) } ,VN{RO( i ) } ,VN2T{RO( i ) } , HiddenMatrix{RO( i )
} ,RO( i ) , Attend ,T,RV,RO, ind l ink ,ROn) ;
95
96 i f i < v i r t u a l S t a r t (3 )
97
98
99 i f Backt rack l ink==0
100
101 [w] = updateNewMetrics (P,M,Nn) ;
102 orderNewPaths1 ;
103 ws=s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ workspace VN ’ , i n t 2 s t r ( i ) ’ ) ;
104 save (ws )
105 e l s e
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106
107 i f c o n t r o l==0
108
109 [w] = updateNewMetrics (P,M,Nn) ;
110 orderNewPaths1 ;
111 ws=s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\
MATLAB\Resultados \ ’ , ’ workspace VN ’ ,
i n t 2 s t r ( r eo rde r ( s i z ewind +1) ) ) ;
112 save (ws , ’−regexp ’ , ’ ˆ ( ? ! i $ | i n d l i n k $ |RO$ |
ROn$ | r eo rde r$ |M$ |Rcpu$ | Attend$ |RV$ | f l a g 1 $
| con t r o l $ | y$ ) . ’ ) ;
113
114 [w] = updateNewMetrics (P,M,Nn) ;
115 orderNewPaths1 ;
116 e l s e
117 [w] = updateNewMetrics (P,M,Nn) ;
118 orderNewPaths1 ;
119 r e a d i=reo rde r (3 ) ;
120 ws=s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\
MATLAB\Resultados \ ’ , ’ workspace VN ’ ,
i n t 2 s t r ( r eo rde r ( s i z ewind +1) ) ) ;
121 save (ws , ’−regexp ’ , ’ ˆ ( ? ! i $ | i n d l i n k $ |RO$ |
ROn$ | r eo rde r$ |M$ |Rcpu$ | Attend$ |RV$ | f l a g 1 $
| con t r o l $ | y$ ) . ’ ) ;










132 arq1 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Escenar io \ ’ , ’ v i r t u a l Re qu e s t ’ , i n t 2 s t r (RO( y ) ) ) ;
133 VN{RO( y )}=load ( arq1 ) ;
134
135 arq2 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Escenar io \ ’ , ’ v i r t u a l M e t r i c 1 ’ , i n t 2 s t r (RO( y ) ) ) ;
136 Mbw{RO( y )}=load ( arq2 ) ;
137
138 arq3 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Escenar io \ ’ , ’ v i r t u a l M e t r i c 2 ’ , i n t 2 s t r (RO( y ) ) ) ;
139 Vcpu{RO( y )}=load ( arq3 ) ;
140
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141 arq4 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Escenar io \ ’ , ’ v i r tua lH idden ’ , i n t 2 s t r (RO( y ) ) ) ;
142 HiddenMatrix{RO( y )}=load ( arq4 ) ;
143
144 tota lSubstrateM1=addMatrix (M{ iType {2}}) ;
145 tota lSubstrateM2=addVector (Rcpu) ;
146
147 rank=rankuni3 (P,M{ iType {2}} ,Rcpu , totalSubstrateM1 ,
tota lSubstrateM2 ) ;
148 rankB=rankbidpen2 ( rank , Pi , subs t ra t eMet r i c1 ) ;
149 rankBz=rankbidzera ( rankB ) ;
150
151 r a n k f i n a l b=bubblesor t2 ( rankBz ) ;
152 novorank f ina l=removezeros ( r a n k f i n a l b ) ;
153 novorank f ina lb=bubble sor t ( novorank f ina l ) ;
154 r a n k f i n a l=novorank f ina lb ;
155
156 rankV=rankvnr2 (VN,Mbw, Vcpu , totalSubstrateM1 ,
totalSubstrateM2 ,RO( y ) ) ;
157
158 rank f ina lV=bubblesor t2 ( rankV ) ;
159
160 v2r=nodeVirtua l toReal10 ( r ank f i na l , rankf ina lV ,T,M{








168 e l s e
169
170 i f i<( s i z ewind +1)
171 posnodes=( i −1) ;
172 posnodes=i n t 2 s t r ( posnodes ) ;
173 p o s i=i ;
174 p o s i=i n t 2 s t r ( p o s i ) ;
175 c o p y f i l e ( s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ workspace VN ’ , posnodes , ’ . mat ’ ) , s t r c a t (
’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Resultados \ ’ , ’
workspace VN ’ , pos i , ’ . mat ’ ) ) ;
176 i=i +1;
177 y=i ;
178 e l s e





183 i f y <( s i z ewind +1)
184
185 %y=i ;
186 i f y <= v i r t u a l S t a r t (3 )
187 tota lSubstrateM1=addMatrix (M{ iType {2}}) ;
188 tota lSubstrateM2=addVector (Rcpu) ;
189 rank=rankuni3 (P,M{ iType {2}} ,Rcpu , totalSubstrateM1 ,
tota lSubstrateM2 ) ;
190 rankB=rankbidpen2 ( rank , Pi , subs t ra t eMet r i c1 ) ;
191 rankBz=rankbidzera ( rankB ) ;
192 r a n k f i n a l b=bubblesor t2 ( rankBz ) ;
193 novorank f ina l=removezeros ( r a n k f i n a l b ) ;
194 novorank f ina lb=bubble sor t ( novorank f ina l ) ;
195 r a n k f i n a l=novorank f ina lb ;
196 rankV=rankvnr2 (VN,Mbw, Vcpu , totalSubstrateM1 ,
totalSubstrateM2 ,RO( y ) ) ;
197 rank f ina lV=bubblesor t2 ( rankV ) ;
198 v2r=nodeVirtua l toReal10 ( r ank f i na l , rankf ina lV ,T,M{




202 e l s e
203
204 nodesF=i n t 2 s t r ( i ) ;
205 wsNodes=s t r c a t ( ’ workspace Nodes Fa i l ’ , nodesF ) ;
206 save ( wsNodes )
207 ws f=s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ workspace VN ’ , nodesF ) ;
208 save ( ws f )
209 c l e a r Comp






216 Comp{1}=load ( arq9 ) ;
217 n1=Comp{1} ;
218 n1=n1 ’ ;
219
220 f o r ko=1: s i zewind+1
221 p=RO( ko ) ;
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222 a=f i n d ( n1==p) ;
223 i f a˜=0
224 VNOK=VNOK+1;





230 %% % % % % % % % % % % % % % % % % % % % %
231 % S e l e c c i n de Metrica




236 % 3−C o n g e s t i n (CGT)
237 % 4−Var i ab i l i dad y Pesos (VyP)




242 f l a g 1 =1;
243
244 i f OrderMetric == 1
245
246 r eo rde r=RO( [ pos ( pos−2) ( pos−1) ] ) ;
247 RO=reo rde r ;
248 i f pos==s izewind+1
249 ROn=[ r eo rde r ( 1 : s i z ewind +1) ROLD( pos +1:end ) ] ;
250 e l s e
251 ROn=[ROLD( 1 : pos−( s i zewind +1) ) r eo rde r ( 1 :
s i z ewind +1) ROLD( pos +1:end ) ] ;
252 end
253
254 e l s e i f OrderMetric == 2
255
256 pos 3=RO( [ pos−2]) ;
257 pos 2=RO( [ pos−1]) ;
258 pos 1=RO( [ pos ] ) ;
259 RO=[ pos 1 pos 2 pos 3 ] ;
260 [ LCFDesord]=LCF( s izewind ,RO) ;
261 [ ord , k]= s o r t ( LCFDesord ) ;
262 r eo rde r =[RO( k (1 ) ) RO( k (2 ) ) RO( k (3 ) ) ] ;
263 RO=reo rde r ;
264
265 load ’C:\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ r eque s tSucce s s ’
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266 Comp=reques tSucces s ’ ;
267 f o r i =1: s i z ewind+1
268 p=RO( i ) ;
269 a=f i n d (Comp==p) ;






276 i f pos==s izewind+1
277 ROn=[ r eo rde r ( 1 : s i z ewind +1) ROLD( pos +1:end ) ] ;
278 e l s e
279 ROn=[ROLD( 1 : pos−( s i zewind +1) ) r eo rde r ( 1 :




283 e l s e i f OrderMetric == 3
284
285 pos 3=RO( [ pos−2]) ;
286 pos 2=RO( [ pos−1]) ;
287 pos 1=RO( [ pos ] ) ;
288 RO=[ pos 1 pos 2 pos 3 ] ;
289
290 [O, Fnode]=CGTMetric New( s izewind ,RO,ROn, pos , n1 ) ;
291 i f Fnode == 1
292 r eo rde r =[O(1) O(2) O(3) ] ;
293 RO=reo rde r ;
294 i f pos==s izewind+1
295 ROn=[ r eo rde r ( 1 : s i z ewind +1) ROLD( pos +1:
end ) ] ;
296 e l s e
297 ROn=[ROLD( 1 : pos−( s i zewind +1) ) r eo rde r ( 1 :
s i z ewind +1) ROLD( pos +1:end ) ] ;
298 end
299 e l s e





305 e l s e i f OrderMetric == 4
306
307 pos 3=RO( [ pos−2]) ;
308 pos 2=RO( [ pos−1]) ;
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309 pos 1=RO( [ pos ] ) ;
310 RO=[ pos 1 pos 2 pos 3 ] ;
311 [ LCFDesord]=LCF( s izewind ,RO) ;
312 [MVarLCF]=VarLCF(RO, s izewind , LCFDesord ) ;
313 [ varLCF , k]= s o r t (MVarLCF) ;
314
315 r eo rde r =[RO( k (1 ) ) RO( k (2 ) ) RO( k (3 ) ) ] ;
316 RO=reo rde r ;
317
318
319 i f pos==s izewind+1
320 ROn=[ r eo rde r ( 1 : s i z ewind +1) ROLD( pos +1:end ) ] ;
321 e l s e
322 ROn=[ROLD( 1 : pos−( s i zewind +1) ) r eo rde r ( 1 :
s i z ewind +1) ROLD( pos +1:end ) ] ;
323 end
324





330 i f Fnode == 1 && f l a g 1 == 1
331
332 check=(y−( s i zewind +1) ) ;
333 i f check==0
334 ws=s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\
MATLAB\Resultados \workspace VN 0 ’ ) ;
335 load (ws , ’−regexp ’ , ’ ˆ ( ? ! i $ |RO$ |ROn$ |
r eo rde r$ |ROLD$ | pos$ | y$ ) . ’ )
336 e l s e
337 pos read=ROn(y−( s i zewind +1) ) ;
338
339 ws=s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\
MATLAB\Resultados \ ’ , ’ workspace VN ’ ,
i n t 2 s t r ( pos read ) ) ;
340 load (ws , ’−regexp ’ , ’ ˆ ( ? ! i $ | i n d l i n k $ |
nodesF$ |RO$ | r eo rde r$ |ROLD$ |ROn$ | pos$ | y$ ) .
’ )
341 end








349 arq1 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\
MATLAB\Escenar io \ ’ , ’ v i r t u a l Re qu e s t ’ ,
i n t 2 s t r (RO( y ) ) ) ;
350 VN{RO( y )}=load ( arq1 ) ;
351
352 arq2 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\
MATLAB\Escenar io \ ’ , ’ v i r t u a l M e t r i c 1 ’ ,
i n t 2 s t r (RO( y ) ) ) ;
353 Mbw{RO( y )}=load ( arq2 ) ;
354
355 arq3 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\
MATLAB\Escenar io \ ’ , ’ v i r t u a l M e t r i c 2 ’ ,
i n t 2 s t r (RO( y ) ) ) ;
356 Vcpu{RO( y )}=load ( arq3 ) ;
357
358 arq4 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\
MATLAB\Escenar io \ ’ , ’ v i r tua lH idden ’ ,
i n t 2 s t r (RO( y ) ) ) ;
359 HiddenMatrix{RO( y )}=load ( arq4 ) ;
360
361 tota lSubstrateM1=addMatrix ( subs t ra t eMet r i c1 )
;
362 tota lSubstrateM2=addVector ( subs t ra t eMet r i c2 )
;
363
364 rank=rankuni3 (P, subst rateMetr i c1 ,
subst rateMetr i c2 , totalSubstrateM1 ,
tota lSubstrateM2 ) ;
365
366 rankB=rankbidpen2 ( rank , Pi , subs t ra t eMet r i c1 ) ;
367
368 rankBz=rankbidzera ( rankB ) ;
369
370 r a n k f i n a l b=bubble sor t2 ( rankBz ) ;
371 novorank f ina l=removezeros ( r a n k f i n a l b ) ;
372 novorank f ina lb=bubble sor t ( novorank f ina l ) ;
373 r a n k f i n a l=novorank f ina lb ;
374
375 rankV=rankvnr2 (VN,Mbw, Vcpu , totalSubstrateM1 ,
totalSubstrateM2 ,RO( y ) ) ;
376 rank f ina lV=bubblesor t2 ( rankV ) ;
377
378 v2r=n o d e V i r t u a l t o R e a l 1 0 o r i g i n a l ( r ank f i na l ,
rankf ina lV ,T, subst rateMetr i c1 ,




381 whi le ind<=sizewind+1
382
383 arq6 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ v i r tua lnodemapping ’ , i n t 2 s t r (RO( ind ) ) , ’ . dat
’ ) ;
384
385 i f ( ( e x i s t ( arq6 ) == 2) )
386
387 arq6 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ v i r tua lnodemapping ’ , i n t 2 s t r (RO( ind ) ) , ’
. dat ’ ) ;
388 nodeattend=load ( arq6 ) ;
389
390 i f ( i n t 2 s t r ( nodeattend ) == ’ 1 ’ )
391
392
393 arq5 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\




396 i f ( ( e x i s t ( arq5 ) == 2) )
397
398 VN2T{RO( ind )}=load ( arq5 ) ;
399
400 Attend = [ ] ;
401 RV={};
402
403 [M, Rcpu , Attend ,RV, f a i l , f l a g 1 ] =
attendVNsHiddenSeptember3 or ig inal ( Pfo ,M,
iType ,Mbw{RO( ind ) } ,Rcpu , Vcpu{RO( ind ) } ,VN{RO(
ind ) } ,VN2T{RO( ind ) } , HiddenMatrix{RO( ind ) } ,RO(
ind ) , Attend ,T,RV) ;
404




409 i f ind==s izewind+1




414 i f ind < s i z ewind+1
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415




420 ws=s t r c a t ( ’ workspace VN ’ , i n t 2 s t r (
r eo rde r ( ind ) ) ) ;




425 RO=reo rde r ;
426
427 arq1 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \
Documents\MATLAB\Escenar io \ ’ , ’
v i r tu a l R eq ue s t ’ , i n t 2 s t r (RO( y ) ) ) ;
428 VN{RO( y )}=load ( arq1 ) ;
429
430 arq2 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \
Documents\MATLAB\Escenar io \ ’ , ’
v i r t u a l M e t r i c 1 ’ , i n t 2 s t r (RO( y ) ) ) ;
431 Mbw{RO( y )}=load ( arq2 ) ;
432
433 arq3 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \
Documents\MATLAB\Escenar io \ ’ , ’
v i r t u a l M e t r i c 2 ’ , i n t 2 s t r (RO( y ) ) ) ;
434 Vcpu{RO( y )}=load ( arq3 ) ;
435
436 arq4 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \
Documents\MATLAB\Escenar io \ ’ , ’
v i r tua lH idden ’ , i n t 2 s t r (RO( y ) ) ) ;
437 HiddenMatrix{RO( y )}=load ( arq4 ) ;
438
439 tota lSubstrateM1=addMatrix (M{ iType {2}}) ;
440 tota lSubstrateM2=addVector (Rcpu) ;
441
442 rank=rankuni3 (P,M{ iType {2}} ,Rcpu ,
totalSubstrateM1 , tota lSubstrateM2 ) ;
443
444 rankB=rankbidpen2 ( rank , Pi ,
subs t ra t eMet r i c1 ) ;
445
446 rankBz=rankbidzera ( rankB ) ;
447
448 r a n k f i n a l b=bubblesor t2 ( rankBz ) ;
449 novorank f ina l=removezeros ( r a n k f i n a l b ) ;
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450 novorank f ina lb=bubble sor t ( novorank f ina l )
;
451 r a n k f i n a l=novorank f ina lb ;
452
453 rankV=rankvnr2 (VN,Mbw, Vcpu ,
totalSubstrateM1 , totalSubstrateM2 ,RO(
y ) ) ;
454
455 rank f ina lV=bubblesor t2 ( rankV ) ;
456 v2r=n o d e V i r t u a l t o R e a l 1 0 o r i g i n a l (
r ank f i na l , rankf ina lV ,T,M{ iType {2}} ,




460 e l s e
461 ws=s t r c a t ( ’ workspace VN ’ , i n t 2 s t r (RO( ind
) ) ) ;



















481 Backt rack l ink =1;
482 i f f l a g 1==1 && ind==s izewind+1
483 c o n t r o l =1;
484
485
486 f o r u = 1 : ( s i zewind )
487
488 c o p y f i l e ( s t r c a t ( ’ workspace VN ’ , i n t 2 s t r (
r eo rde r (u) ) , ’ . mat ’ ) , ’C:\ Users\ S e m i l l e r o \
75
Documents\MATLAB\Resultados \ ’ )
489




494 f o r u=1:3
495 f p r i n t f ( ’\nVN reques t %d , was attended !
SUCCESS!\n ’ , r eo rde r (u) ) ;
496 end
497
498 a s s i g n i n ( ’ base ’ , ’ c o n t r o l ’ , c o n t r o l ) ;
499 a s s i g n i n ( ’ base ’ , ’ r e o rde r ’ , r e o rde r ) ;
500 c l e a r i ;






507 %Mensaje que f a l l e l mapeo de nodos
508 v2r ;
509 arq1 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ v i r tua lnodemapping ’ , i n t 2 s t r ( nodesF
) , ’ . dat ’ ) ;
510 z=0;
511 save ( arq1 , ’ z ’ , ’−ASCII ’ ) ;
512
513 f p r i n t f ( ’\nVN reques t %d , was not attended ! FAIL ! ∗∗
node∗∗ \n ’ , i ) ;
514
515 wsNodes=s t r c a t ( ’ workspace Nodes Fa i l ’ , nodesF ’ , ’ . mat
’ ) ;
516 load ( wsNodes , ’−regexp ’ , ’ ˆ ( ? !RO$ |RO$ |ROn$ |ROLD$ |




520 i f y <= v i r t u a l S t a r t (3 )
521 tota lSubstrateM1=addMatrix (M{ iType {2}}) ;
522 tota lSubstrateM2=addVector (Rcpu) ;
523 rank=rankuni3 (P,M{ iType {2}} ,Rcpu ,
totalSubstrateM1 , tota lSubstrateM2 ) ;
524 rankB=rankbidpen2 ( rank , Pi , subs t ra t eMet r i c1 ) ;
525 rankBz=rankbidzera ( rankB ) ;
526 r a n k f i n a l b=bubblesor t2 ( rankBz ) ;
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527 novorank f ina l=removezeros ( r a n k f i n a l b ) ;
528 novorank f ina lb=bubble sor t ( novorank f ina l ) ;
529 r a n k f i n a l=novorank f ina lb ;
530 rankV=rankvnr2 (VN,Mbw, Vcpu , totalSubstrateM1 ,
totalSubstrateM2 ,RO( y ) ) ;
531 rank f ina lV=bubblesor t2 ( rankV ) ;
532 v2r=nodeVirtua l toReal10 ( r ank f i na l , rankf ina lV ,T,M















2 f unc t i on [M, Rcpu , Attend ,RV, f l ag1 , cont ro l ,RO] =
attendVNsHiddenSeptember3 ( Pfo ,M, iType ,Mbw, Rcpu , Vcpu ,VN,
VN2T, HiddenMatrix , rn , Attend ,T,RV,RO, ind l ink ,ROn)
3








12 f a i l =0;
13
14 n=1;
15 f l a g 1 =1;
16 f l a g 2 =1;
17 C={};
18 D={};
19 suce s so =0;
20
21
22 whi le (n <= s i z e (VN, 2 ) ) && ( f l a g 1 ˜= 0)
23
24 D{n}=VN(n , : ) ;
25 C{n}=f i n d (D{n}==1) ;
26 i =1;
27 whi le ( i<=s i z e (C{n} , 2 ) ) && ( f l a g 1 ˜=0)
28
29 suce s so =0;
30 j =1;
31 whi le ( j<= s i z e ( Pfo{1}{VN2T(n , 2 ) }{VN2T(C{n}( i ) , 2 ) } , 2 ) ) && (
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suce s so ˜=1)
32
33 i f (Mbw(n ,C{n}( i ) ) > minimumBW( Pfo{1}{VN2T(n , 2 ) }{VN2T(
C{n}( i ) , 2 ) }{ j } ,TempM{ iType {2}}) ) | | TempVcpu(n) >
TempRcpu(VN2T(n , 2 ) ) | | TempVcpu(C{n}( i ) ) > TempRcpu(
VN2T(C{n}( i ) , 2 ) )
34 j=j +1;
35




40 TempRcpu2(VN2T(n , 2 ) )=TempRcpu2(VN2T(n , 2 ) ) − TempVcpu
(n) ;
41 TempRcpu2(VN2T(C{n}( i ) , 2 ) )= TempRcpu2(VN2T(C{n}( i )






47 f l a g 2 = 1 ;
48 i f f l a g 2 == 1
49
50 suce s so =1;
51
52 TempRcpu = TempRcpu2 ;
53
54 TempVcpu(n) =0;
55 TempVcpu(C{n}( i ) ) =0;
56
57 TempM{ iType{2}}=updateBW(TempM{ iType {2}} ,Mbw(n ,C
{n}( i ) ) , ( Pfo{1}{VN2T(n , 2 ) }{VN2T(C{n}( i ) , 2 ) }{ j
}) ) ;
58
59 RV{ rn}{n}{C{n}( i )}=Pfo{1}{VN2T(n , 2 ) }{VN2T(C{n}( i
) , 2 ) }{ j } ;
60
61 arq6 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\
MATLAB\Resultados \ ’ , ’ v i r tua lAt t end ’ , i n t 2 s t r (
rn ) , ’ ’ , i n t 2 s t r (n) , ’ ’ , i n t 2 s t r (C{n}( i ) ) ) ;
62
63 AuxRV = RV{ rn}{n}{C{n}( i ) } ;
64











75 i f su c e s so == 0








84 arq4 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ v i r t u a l S u c c e s s ’ , i n t 2 s t r ( rn ) ) ;
85 arq8=’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Resultados \
r e q u e s t F a i l ’ ;
86 arq9=’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Resultados \
r eque s tSucce s s ’ ;
87
88 c o n t r o l =1;
89
90 i f f l a g 1 == 1
91
92 Rcpu=TempRcpu ;
93 M{ iType{3}}=cpu2matrix (T, Rcpu) ;
94 M{ iType{2}}=TempM{ iType {2}} ;
95 Attend (1 , rn ) =1;
96 f p r i n t f ( ’\nVN reques t %d , was attended ! SUCCESS!\n ’ , rn ) ;
97
98
99 s u c c e s s =1;
100 save ( arq4 , ’ s u c c e s s ’ , ’−ASCII ’ ) ;
101
102
103 save ( arq9 , ’ rn ’ , ’−ASCII ’ , ’−APPEND’ ) ;
104
105 arq5 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ s ub s t r a t eMet r i c 1 ’ , i n t 2 s t r ( rn ) ) ;
106
107 AuxBW = M{ iType {2}} ;
108
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109 save ( arq5 , ’AuxBW’ , ’−ASCII ’ ) ;
110
111 arq5 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ s ub s t r a t eMet r i c 2 ’ , i n t 2 s t r ( rn ) ) ;
112
113 save ( arq5 , ’Rcpu ’ , ’−ASCII ’ ) ;
114
115 e l s e
116
117 aaa=i n t 2 s t r ( i n d l i n k ) ;
118
119 wsLink=s t r c a t ( ’ workspace L ink Fa i l IN ’ , aaa ) ;
120 save ( wsLink )
121
122 s i z ewind =2;
123 load ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Escenar io \
v i r t u a l S t a r t . dat ’
124
125 ws VNOK linkmap=ze ro s (1 , s i z ewind +1) ;
126
127 i f i nd l ink>=(s i zewind +1)
128
129 ROLD=RO;




134 Comp{1}=load ( arq9 ) ;
135 n1=Comp{1} ;
136 n1=n1 ’ ;
137
138 %% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
139 % S e l e c c i n de Metrica




144 % 3−C o n g e s t i n CGT
145 % 4−Var i ab i l i dad y Pesos








153 RO=RO( [ pos ( pos−2) ( pos−1) ] ) ;
154 r eo rde r=RO;
155
156
157 f o r ko=1: s i zewind+1
158 p=RO( ko ) ;
159 a=f i n d ( n1==p) ;
160 i f a˜=0
161 VNOK=VNOK+1;





167 i f OrderMetric==1
168
169 i f pos==s izewind+1
170 ROn=[ r eo rde r ( 1 : s i z ewind +1) ROLD( pos +1:end ) ] ;
171 e l s e
172 ROn=[ROLD( 1 : pos−( s i zewind +1) ) r eo rde r ( 1 : s i zewind
+1) ROLD( pos +1:end ) ] ;
173 end
174
175 e l s e i f OrderMetric == 2
176
177
178 [ LCFDesord]=LCF( s izewind ,RO) ;
179 [ ord , k]= s o r t ( LCFDesord ) ;
180 r eo rde r =[RO( k (1 ) ) RO( k (2 ) ) RO( k (3 ) ) ] ;
181 RO=reo rde r ;
182
183 i f pos==s izewind+1
184 ROn=[ r eo rde r ( 1 : s i z ewind +1) ROLD( pos +1:end ) ] ;
185 e l s e
186 ROn=[ROLD( 1 : pos−( s i zewind +1) ) r eo rde r ( 1 : s i zewind




190 e l s e i f OrderMetric == 3
191
192 [O, Fnode]=CGTMetric New( s izewind ,RO,ROn, pos , n1 ) ;
193 i f Fnode == 1
194 r eo rde r =[RO(O(1) ) RO(O(2) ) RO(O(3) ) ] ;
195 RO=reo rde r ;
196 i f pos==s izewind+1
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197 ROn=[ r eo rde r ( 1 : s i z ewind +1) ROLD( pos +1:end ) ] ;
198 e l s e
199 ROn=[ROLD( 1 : pos−( s i zewind +1) ) r eo rde r ( 1 :
s i z ewind +1) ROLD( pos +1:end ) ] ;
200 end
201 e l s e
202 RO=ROLD;




207 e l s e i f OrderMetric == 4
208
209 [ LCFDesord]=LCF( s izewind ,RO) ;
210 [MVarLCF]=VarLCF(RO, s izewind , LCFDesord ) ;
211 [ varLCF , k]= s o r t (MVarLCF) ;
212
213 r eo rde r =[RO( k (1 ) ) RO( k (2 ) ) RO( k (3 ) ) ] ;
214 RO=reo rde r ;
215
216 i f pos==s izewind+1
217 ROn=[ r eo rde r ( 1 : s i z ewind +1) ROLD( pos +1:end ) ] ;
218 e l s e
219 ROn=[ROLD( 1 : pos−( s i zewind +1) ) r eo rde r ( 1 : s i zewind
+1) ROLD( pos +1:end ) ] ;
220 end
221




226 i f Fnode == 1 && f l a g 1 == 1
227
228 check=(pos−( s i zewind +1) ) ;
229 i f check˜=0
230 pos read=ROn( pos−( s i zewind +1) ) ;
231
232 ws=s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ workspace VN ’ , i n t 2 s t r ( pos read ) ) ;
233 load (ws , ’−regexp ’ , ’ ˆ ( ? ! i $ | i n d l i n k $ | nodesF$ |RO$ |
r eo rde r$ | n1$ |MVNOK$|VNOK$|ROLD$ |ROn$ | pos$ | y$ ) . ’ )
234 r s=load ( arq9 ) ;
235 e l s e
236 c l e a r v a r s −except RO ROn ROLD VNOK MVNOK rn reo rde r
s i zewind i n d l i n k xx
237 ws VNOK linkmap=ze ro s (1 , s i z ewind +1) ;
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238 RI=RO;
239 load ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Escenar io \
searchPath . mat ’
240 RO=RI ;
241 load ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Escenar io \
penal ty . dat ’
242 s i z ewind =2;
243 Pi=penal ty ;
244 c o n t r o l =1;
245 arq4 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ v i r t u a l S u c c e s s ’ , i n t 2 s t r ( rn ) ) ;
246 arq8=’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Resultados
\ r e q u e s t F a i l ’ ;
247 arq9=’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Resultados
\ r eque s tSucce s s ’ ;
248 load ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\Escenar io \
v i r t u a l S t a r t . dat ’
249 r s=load ( arq9 ) ;
250 c l e a r VN;
251 c l e a r Mbw;
252 c l e a r Vcpu ;
253 c l e a r HiddenMatrix ;





259 i f y<=sizewind+1
260
261 arq1 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Escenar io \ ’ , ’ v i r t u a l Re qu e s t ’ , i n t 2 s t r (RO( y ) ) ) ;
262 VN{RO( y )}=load ( arq1 ) ;
263
264 arq2 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Escenar io \ ’ , ’ v i r t u a l M e t r i c 1 ’ , i n t 2 s t r (RO( y ) ) ) ;
265 Mbw{RO( y )}=load ( arq2 ) ;
266
267 arq3 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Escenar io \ ’ , ’ v i r t u a l M e t r i c 2 ’ , i n t 2 s t r (RO( y ) ) ) ;
268 Vcpu{RO( y )}=load ( arq3 ) ;
269
270 arq4 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Escenar io \ ’ , ’ v i r tua lH idden ’ , i n t 2 s t r (RO( y ) ) ) ;




274 tota lSubstrateM1=addMatrix ( subs t ra t eMet r i c1 ) ;
275 tota lSubstrateM2=addVector ( subs t ra t eMet r i c2 ) ;
276
277
278 rank=rankuni3 (P, subst rateMetr i c1 , subst rateMetr i c2 ,
totalSubstrateM1 , tota lSubstrateM2 ) ;
279
280 rankB=rankbidpen2 ( rank , Pi , subs t ra t eMet r i c1 ) ;
281
282 rankBz=rankbidzera ( rankB ) ;
283
284 r a n k f i n a l b=bubblesor t2 ( rankBz ) ;
285 novorank f ina l=removezeros ( r a n k f i n a l b ) ;
286 novorank f ina lb=bubble sor t ( novorank f ina l ) ;
287 r a n k f i n a l=novorank f ina lb ;
288
289 rankV=rankvnr2 (VN,Mbw, Vcpu , totalSubstrateM1 ,
totalSubstrateM2 ,RO( y ) ) ;
290 rank f ina lV=bubblesor t2 ( rankV ) ;
291
292 v2r=n o d e V i r t u a l t o R e a l 1 0 o r i g i n a l ( r ank f i na l ,
rankf ina lV ,T, subst rateMetr i c1 , subst rateMetr i c2 ,VN
,Mbw, Vcpu ,RO( y ) ) ;
293
294 ind =1;
295 whi le ind<=sizewind+1
296
297 arq6 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ v i r tua lnodemapping ’ , i n t 2 s t r (RO( ind ) ) , ’ . dat
’ ) ;
298
299 i f ( ( e x i s t ( arq6 ) == 2) )
300
301 arq6 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ v i r tua lnodemapping ’ , i n t 2 s t r (RO( ind ) ) , ’ . dat
’ ) ;
302 nodeattend=load ( arq6 ) ;
303
304 i f ( i n t 2 s t r ( nodeattend ) == ’ 1 ’ )
305
306 arq5 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ , ’ v i r t u a l t o R e a l ’ , i n t 2 s t r (RO( ind ) ) ) ;
307
308 i f ( ( e x i s t ( arq5 ) == 2) )
309
310 VN2T{RO( ind )}=load ( arq5 ) ;
85
311
312 Attend = [ ] ;
313 RV={};
314
315 [M, Rcpu , Attend ,RV, f a i l , f l a g 1 ] =
attendVNsHiddenSeptember3 or ig inal ( Pfo ,M, iType ,Mbw{RO
( ind ) } ,Rcpu , Vcpu{RO( ind ) } ,VN{RO( ind ) } ,VN2T{RO( ind ) } ,
HiddenMatrix{RO( ind ) } ,RO( ind ) , Attend ,T,RV) ;
316
317 i f f l a g 1 == 1
318




323 i f ind==s izewind+1




328 i f ind < s i z ewind+1
329
330 [w] = updateNewMetrics (P,M,Nn) ;
331 orderNewPaths1 ;
332
333 ws=s t r c a t ( ’ workspace VN ’ , i n t 2 s t r ( r eo rde r ( ind ) ) ) ;




338 RO=reo rde r ;
339
340 arq1 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Escenar io \ ’ , ’ v i r t u a l Re qu e s t ’ , i n t 2 s t r (RO( y ) ) ) ;
341 VN{RO( y )}=load ( arq1 ) ;
342
343 arq2 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Escenar io \ ’ , ’ v i r t u a l M e t r i c 1 ’ , i n t 2 s t r (RO( y ) ) ) ;
344 Mbw{RO( y )}=load ( arq2 ) ;
345
346
347 arq3 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Escenar io \ ’ , ’ v i r t u a l M e t r i c 2 ’ , i n t 2 s t r (RO( y ) ) ) ;




351 arq4 = s t r c a t ( ’ c :\ Users\ S e m i l l e r o \Documents\MATLAB\
Escenar io \ ’ , ’ v i r tua lH idden ’ , i n t 2 s t r (RO( y ) ) ) ;
352 HiddenMatrix{RO( y )}=load ( arq4 ) ;
353
354 tota lSubstrateM1=addMatrix (M{ iType {2}}) ;
355 tota lSubstrateM2=addVector (Rcpu) ;
356
357 rank=rankuni3 (P,M{ iType {2}} ,Rcpu , totalSubstrateM1 ,
tota lSubstrateM2 ) ;
358
359 rankB=rankbidpen2 ( rank , Pi , subs t ra t eMet r i c1 ) ;
360
361 rankBz=rankbidzera ( rankB ) ;
362
363 r a n k f i n a l b=bubblesor t2 ( rankBz ) ;
364 novorank f ina l=removezeros ( r a n k f i n a l b ) ;
365 novorank f ina lb=bubble sor t ( novorank f ina l ) ;
366 r a n k f i n a l=novorank f ina lb ;
367
368 rankV=rankvnr2 (VN,Mbw, Vcpu , totalSubstrateM1 ,
totalSubstrateM2 ,RO( y ) ) ;
369
370 rank f ina lV=bubblesor t2 ( rankV ) ;
371
372 v2r=n o d e V i r t u a l t o R e a l 1 0 o r i g i n a l ( r ank f i na l ,




376 e l s e
377 ws=s t r c a t ( ’ workspace VN ’ , i n t 2 s t r (RO( ind ) ) ) ;




382 e l s e
383 ws=s t r c a t ( ’ workspace VN ’ , i n t 2 s t r ( r eo rde r ( ind ) ) ) ;





389 e l s e
390 ws=s t r c a t ( ’ workspace VN ’ , i n t 2 s t r (RO( ind ) ) ) ;
391 save (ws , ’−regexp ’ , ’ ˆ ( ? ! i $ | i n d l i n k $ |RO$ |ROn$ | r eo rde r$ |








398 Backt rack l ink =1;
399 RO=ROn;
400
401 r s=load ( arq9 ) ;
402
403 i f VNOK == sizewind
404




409 f o r u = 1 : ( s i zewind )
410
411 c o p y f i l e ( s t r c a t ( ’ workspace VN ’ , i n t 2 s t r ( r eo rde r (u) ) , ’ .





415 f o r u=1: s i zewind+1
416
417 vWS=ws VNOK linkmap (u) ;
418 i f vWS==1
419 f p r i n t f ( ’\nVN reques t %d , was attended ! SUCCESS!\n ’ ,
r eo rde r (u) ) ;
420
421 ureor=reo rde r (u) ;
422 fnvok=f i n d ( r s == ureor ) ;
423 i f isempty ( fnvok ) ;
424 t e s t r s =0;
425 e l s e
426 t e s t r s =1;
427 end
428
429 i f t e s t r s ==0;
430
431 save ( arq9 , ’ ureor ’ , ’−ASCII ’ , ’−APPEND’ ) ;
432 s u c c e s s =1;
433 save ( arq4 , ’ s u c c e s s ’ , ’−ASCII ’ ) ;




437 e l s e
438
439 f p r i n t f ( ’\nVN reques t %d , was not attended ! FAIL ! \n
’ , r eo rde r (u) ) ;
440
441 i f ind==s izewind+1
442 c o p y f i l e ( s t r c a t ( ’ workspace VN ’ , i n t 2 s t r ( r eo rde r (
u) ) , ’ . mat ’ ) , ’C:\ Users\ S e m i l l e r o \Documents\
MATLAB\Resultados \ ’ )
443 end
444
445 ureor=reo rde r (u) ;
446 fnvok=f i n d ( r s == ureor ) ;
447 i f isempty ( fnvok ) ;
448 t e s t r s =0;
449 e l s e
450 t e s t r s =1;
451 end
452
453 i f t e s t r s ==1;
454
455 Attend (1 , rn ) =0;
456
457 s u c c e s s =0;
458 save ( arq4 , ’ s u c c e s s ’ , ’−ASCII ’ ) ;
459 save ( arq8 , ’ rn ’ , ’−ASCII ’ , ’−APPEND’ ) ;
460 f a i l=f a i l +1;





466 a s s i g n i n ( ’ base ’ , ’ c o n t r o l ’ , c o n t r o l ) ;
467 a s s i g n i n ( ’ base ’ , ’ r e o rde r ’ , r e o rde r ) ;
468 a s s i g n i n ( ’ base ’ , ’ Backt rack l ink ’ , Backt rack l ink ) ;
469 c l e a r i ;
470 e l s e
471
472 RO=ROLD;
473 a s s i g n i n ( ’ base ’ , ’RO’ , RO) ;
474 c l e a r v a r s −except i n d l i n k
475 aaa=i n t 2 s t r ( i n d l i n k ) ;
476 wsLink=s t r c a t ( ’ workspace L ink Fa i l IN ’ , aaa ) ;
477 load ( wsLink )
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482 e l s e i f VNOK==0
483 i f MVNOK >= 1
484
485 f o r u = 1 : ( s i zewind )
486
487 c o p y f i l e ( s t r c a t ( ’ workspace VN ’ , i n t 2 s t r ( r eo rde r (u) ) ,
’ . mat ’ ) , ’C:\ Users\ S e m i l l e r o \Documents\MATLAB\





492 f o r u=1: s i zewind+1
493
494 vWS=ws VNOK linkmap (u) ;
495 i f vWS==1
496 f p r i n t f ( ’\nVN reques t %d , was attended ! SUCCESS!\n ’ ,
r eo rde r (u) ) ;
497
498 ureor=reo rde r (u) ;
499 fnvok=f i n d ( r s == ureor ) ;
500 i f isempty ( fnvok ) ;
501 t e s t r s =0;
502 e l s e
503 t e s t r s =1;
504 end
505
506 i f t e s t r s ==0;
507
508 save ( arq9 , ’ ureor ’ , ’−ASCII ’ , ’−APPEND’ ) ;
509 s u c c e s s =1;
510 save ( arq4 , ’ s u c c e s s ’ , ’−ASCII ’ ) ;
511 save ( arq9 , ’ rn ’ , ’−ASCII ’ , ’−APPEND’ ) ;
512 end
513
514 e l s e
515
516 f p r i n t f ( ’\nVN reques t %d , was not attended ! FAIL ! \n ’ ,
r e o rde r (u) ) ;
517
518 i f ind==s izewind+1
519 c o p y f i l e ( s t r c a t ( ’ workspace VN ’ , i n t 2 s t r ( r eo rde r (u) ) ,
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’ . mat ’ ) , ’C:\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ )
520 end
521
522 ureor=reo rde r (u) ;
523 fnvok=f i n d ( r s == ureor ) ;
524 i f isempty ( fnvok ) ;
525 t e s t r s =0;
526 e l s e
527 t e s t r s =1;
528 end
529
530 i f t e s t r s ==1;
531
532 Attend (1 , rn ) =0;
533
534 s u c c e s s =0;
535 save ( arq4 , ’ s u c c e s s ’ , ’−ASCII ’ ) ;
536 save ( arq8 , ’ rn ’ , ’−ASCII ’ , ’−APPEND’ ) ;
537 f a i l=f a i l +1;





543 a s s i g n i n ( ’ base ’ , ’ c o n t r o l ’ , c o n t r o l ) ;
544 a s s i g n i n ( ’ base ’ , ’ r e o rde r ’ , r e o rde r ) ;
545 a s s i g n i n ( ’ base ’ , ’ Backt rack l ink ’ , Backt rack l ink ) ;
546 c l e a r i ;
547
548 e l s e
549
550 RO=ROLD;
551 a s s i g n i n ( ’ base ’ , ’RO’ , RO) ;
552 c l e a r v a r s −except i n d l i n k
553 aaa=i n t 2 s t r ( i n d l i n k ) ;
554 wsLink=s t r c a t ( ’ workspace L ink Fa i l IN ’ , aaa ) ;
555 load ( wsLink )
556 c o n t r o l =0;
557 end
558
559 e l s e
560
561 i f MVNOK > VNOK
562
563 f o r u = 1 : ( s i zewind )
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564
565 c o p y f i l e ( s t r c a t ( ’ workspace VN ’ , i n t 2 s t r ( r eo rde r (u) ) ,
’ . mat ’ ) , ’C:\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ )
566 end
567
568 f o r u=1: s i zewind+1
569
570 vWS=ws VNOK linkmap (u) ;
571 i f vWS==1
572 f p r i n t f ( ’\nVN reques t %d , was attended ! SUCCESS!\n ’ ,
r e o rde r (u) ) ;
573
574 ureor=reo rde r (u) ;
575 fnvok=f i n d ( r s == ureor ) ;
576 i f isempty ( fnvok ) ;
577 t e s t r s =0;
578 e l s e
579 t e s t r s =1;
580 end
581
582 i f t e s t r s ==0;
583
584 save ( arq9 , ’ ureor ’ , ’−ASCII ’ , ’−APPEND’ ) ;
585 s u c c e s s =1;
586 save ( arq4 , ’ s u c c e s s ’ , ’−ASCII ’ ) ;
587 save ( arq9 , ’ rn ’ , ’−ASCII ’ , ’−APPEND’ ) ;
588 end
589
590 e l s e
591
592 f p r i n t f ( ’\nVN reques t %d , was not attended ! FAIL ! \n ’ ,
r e o rde r (u) ) ;
593
594 i f ind==s izewind+1
595 c o p y f i l e ( s t r c a t ( ’ workspace VN ’ , i n t 2 s t r ( r eo rde r (u) ) ,
’ . mat ’ ) , ’C:\ Users\ S e m i l l e r o \Documents\MATLAB\
Resultados \ ’ )
596 end
597
598 ureor=reo rde r (u) ;
599 fnvok=f i n d ( r s == ureor ) ;
600 i f isempty ( fnvok ) ;
601 t e s t r s =0;
602 e l s e




606 i f t e s t r s ==1;
607
608 Attend (1 , rn ) =0;
609
610 s u c c e s s =0;
611 save ( arq4 , ’ s u c c e s s ’ , ’−ASCII ’ ) ;
612 save ( arq8 , ’ rn ’ , ’−ASCII ’ , ’−APPEND’ ) ;
613 f a i l=f a i l +1;





619 a s s i g n i n ( ’ base ’ , ’ c o n t r o l ’ , c o n t r o l ) ;
620 a s s i g n i n ( ’ base ’ , ’ r e o rde r ’ , r e o rde r ) ;
621 a s s i g n i n ( ’ base ’ , ’ Backt rack l ink ’ , Backt rack l ink ) ;
622 c l e a r i ;
623
624 e l s e
625 RO=ROLD;
626 a s s i g n i n ( ’ base ’ , ’RO’ , RO) ;
627 c l e a r v a r s −except i n d l i n k
628 aaa=i n t 2 s t r ( i n d l i n k ) ;
629 wsLink=s t r c a t ( ’ workspace L ink Fa i l IN ’ , aaa ) ;
630 load ( wsLink )







638 e l s e
639
640 end
641 e l s e
642 c o n t r o l =0;
643 end
644
645 i f c o n t r o l ==0;
646 c l e a r v a r s −except i n d l i n k
647 aaa=i n t 2 s t r ( i n d l i n k ) ;
648 wsLink=s t r c a t ( ’ workspace L ink Fa i l IN ’ , aaa ) ;
649 load ( wsLink )
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650
651 Attend (1 , rn ) =0;
652 f p r i n t f ( ’\nVN reques t %d , was not attended ! FAIL ! \n ’ , rn
) ;
653 s u c c e s s =0;
654 save ( arq4 , ’ s u c c e s s ’ , ’−ASCII ’ ) ;
655 save ( arq8 , ’ rn ’ , ’−ASCII ’ , ’−APPEND’ ) ;
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