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Abstract. Local computation on covering join trees provides a so-
lution for query answering in several different ﬁelds, such as re-
lational databases, belief functions, constraint satisfaction, Gaus-
sian potentials and many more. The algebraic structure behind is a
generic framework for information processing known as valuation
algebras [5].
In this paper we discuss how new information pieces can be added
to the old information, i.e. how to use former computed results to an-
swer the queries in the new situation. A task which will be referred to
as updating. The domains of the new information pieces are possibly
not covered by any node of the join tree. Since the construction of a
new covering join tree may be computationally expensive and makes
it harder or even impossible to reuse already available results, we in-
troduce several methods to modify join trees locally. We will see that
this enables updating approaches for all well-known architectures for
local compuation like Shenoy-Shafer, Lauritzen-Spiegelhalter and
HUGIN.
1 INTRODUCTION
In valuation algebras information is represented by valuations. We
normally start with a set of valuations {ψ1,ψ2,...,ψn}, a knowl-
edge base. The problem of computing a marginal φ
↓s of the com-
bined information φ = ψ1 ⊗ ··· ⊗ ψn is called projection problem;
sometimes referred to as query answering with query s. Usually, sev-
eral queries are of interest.
There are many different approaches based on join trees solving
this task reasonably efﬁcient, such as the Shenoy-Shafer [10], the
Lauritzen-Spiegelhalter [6] and the HUGIN architectures [4], all de-
scribed in terms of valuation algebras in [5]. A generalization to cov-
ering join trees is discussed in [9]. A common feature of these meth-
ods is that all operations take place within the domains of the nodes
of the join tree. They are therefore often referred to as local compu-
tation methods. At the end we obtain the marginals of φ to the labels
of the nodes in the underlying join tree JT.
An important problem arises when a new piece of information ψ
0
arrives and has to be added. We then say that the overall information
φ is updated by ψ
0. The new problem is to answer the already given
and ﬁxed queries relative to φ⊗ψ
0 and JT. Updating presupposes a
former run of a local computation. The challenge is to reuse as many
information as possible from this ﬁrst run. There are two cases: If
there is a node in JT which covers the domain of ψ
0, we say that
ψ
0 is compatible with JT. Otherwise, we call it incompatible [1]
or implicit [13]. Since there are situations where several information
pieces I = {ι1,ι2,...,ιm} arrive simultaneously, we intend to treat
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such a set I directly at once. Every information piece in I is then
either compatible or not. A mixture is allowed.
One could imagine other forms of updating, like replacing or re-
moving information pieces. Another issue is query answering to ar-
bitrary domains after local computation, which has already been dis-
cussed in the domain of relational databases [15] and for belief func-
tions [14]. The latter uses a removal operator [12] which is closely
related to division in regular valuation algebras [5]. It turns out that
these forms of updating can be transported to the level of valuation
algebras as special cases of the theory developed here. But this goes
beyond the scope of the article and we refer to [8] for the details.
For the case of incompatible updates we ﬁrst discuss in section 2
several tree modiﬁcation methods. The idea is to modify small parts
of JT making the new information pieces I compatible. A ﬁrst ap-
proach is presented in subsection 2.1 which is in fact a generalization
of tree modiﬁcation methods introduced in [13, 1]. It considers just
thestructureofthejointreeandnotthevaluationslyingonit.Thisin-
dicates a possible optimization which is discussed in subsection 2.2.
Animportantcommonalityofthedifferenttreemodiﬁcationmeth-
ods serves to introduce in section 3 so-called updating bases, a
generic notion which will be used subsequently for updating proce-
dures. We will see that new inward propagation phases on a modiﬁed
tree JT
0 for the different local computation architectures can par-
tially be skipped, if former results are accessible. Updating consists
therefore of the completion of this new run followed by an outward
propagation phase. We discuss further updating in algebras with par-
tial marginalization where updating gets more involved.
2 TREE MODIFICATION METHODS
2.1 Modifying Regarding the Structure
We start with a join tree JT = (V,E,λ,D), where V denote the
nodes, E the edges, λ : V → D the labeling function and D a
powerset of variables. A set s
0 ∈ D such that there is no i ∈ V with
s
0 ⊆ λ(i) is called incompatible [1] or implicit [13]. Consider a set
s ⊆ D of implicit domains (relative to JT) to be covered,
s = {s1,s2,...,sn}, s
0 = s1 ∪ s2 ∪ ... ∪ sn.
We begin by determining a minimal set of connected nodes X
suchthattheunionoftheirlabelscoverss
0∩twheret =
S
j∈V λ(j).
The next theorem (proven in [14]) guarantees that this can be done
efﬁciently.
Theorem 1 The set X can be chosen in linear time such that it is
minimal in the sense, that if we remove a node from it, it either does
no more cover s
0 ∩ t, or will make the vertices in X disconnected.
After such a set X has been found, we remove the edges between the
nodesinX.ThejointreeJT breaksintoseveralfragmentsJTi,each
of which contains a single node i ∈ X. This is the starting point.Next, we build a new join tree JT
∗ which covers the domains in
s together with the labels of the nodes in X.
2 The challenge is to
connect properly every JTi to JT
∗ such that the resulting tree JT
0
satisﬁes the running intersection property. This is described in algo-
rithm 1, which is referred to as generalized modiﬁcation algorithm.
The crucial points are 5.(c) and 5.(d) where the edges of JT
0 are de-
termined. For short, 5.(c) keeps all edges of JT which are not among
the nodes in X and all edges of JT
∗. This yields JT
∗ together with
the JTi for i ∈ X apart. 5.(d) connects each JTi via i to a node in
JT
∗. The following theorem (proven in [8]) shows that JT
0 is a join
tree.
Theorem 2 The resulting labeled graph JT
0 = (V
0,E
0,λ
0,D) of
the generalized tree modiﬁcation algorithm is a join tree and for ev-
ery si ∈ s there is a node n
0
i ∈ V
0 which covers si.




Algorithm 1: Generalized Tree Modiﬁcation
→ input: JT = (V,E,λ,D) and a set s = {s1,s2,...,sn} of
incompatible domains
← output: A covering join tree JT0 for all labels λ(i) and all do-
mains sj ∈ s
1. Let t =
S
j∈V λ(j) and s
0 = s1 ∪ s2 ∪ ... ∪ sn
2. Find a minimal set X of connected nodes with s
0∩t ⊆
S
i∈X λ(i)
3. Determine the set of domains b
0 = s ∪ {λ(k) : k ∈ X}
4. Compute a covering join tree JT
∗ = (V
∗,E
∗,λ
∗,D) for the
domains b
0 without free variables (avoid name clashes of V
∗ and
V ; “without free variables” means that each variable in the node
labels must also occur somewhere in the domains contained in b
0)
5. Generate the labeled graph JT
0 = (V
0,E
0,λ
0,D) according to
(a) Set V
0 := V ∪ V
∗
(b) Set
λ
0(i) :=

λ(i), if i ∈ V ;
λ
∗(i), if i ∈ V
∗
(c) E
0 := E
∗ ∪ {{n,n
0} ∈ E : n / ∈ X}
(d) Find for every node i ∈ X a node j ∈ V
∗ with λ(i) ⊆ λ
0(j)
and add the edge {i,j} to E
0
Example 1 Giventhejointreedepictedontheleftinﬁgure1.Weare
interested in covering the implicit domains s = {{A,G},{B,G}}.
For this purpose we determine X = {{A,B},{B,C,D},{D,G}}
and get b
0 = {{A,B},{B,G},{B,C,D},{D,G},{A,G}}. A
possible join tree JT
0 is depicted on the right in ﬁgure 1.
If JT
∗ consists of a single node which covers s
0, we essentially
get Xu’s tree modiﬁcation algorithm introduced in [13]. Similar gen-
eralizations of Xu’s method are discussed in [13, 1]. The ﬁrst is based
on the fusion algorithm for join tree construction [11] and takes, after
having cut the edges among the nodes in X, the JTj as an interme-
diate situation of fusion and completes the tree. The latter is close to
the present approach, but “subsumes” several nodes during execution
which makes the resulting tree harder to use for updating.
2 for example with the fusion algorithm of Shenoy [11]. But not every join
tree is equally suitable for computations, since the biggest label should have
minimal cardinality. Finding such a covering join tree is known to be NP-
hard [2]. An overview of heuristics can be found in [7] and a comparison
of the different methods in [3].
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Figure 1. Covering the implicit domains {A,G} and {B,G}.
It is worth noting that we can apply the generalized tree modiﬁ-
cation algorithm n-times consecutively for every si ∈ s instead of
once for the whole set s. The question about the pros and cons cannot
be answered here. It depends heavily on the domains in s, the struc-
ture of JT and one can imagine a combination of both. However,
this question is not that important for our purposes. We will see later
in this paper that if we are interested in updating, every modiﬁcation
of the tree provokes at least a complete new outward propagation
phase which is computationally expensive. Therefore, we prefer one
modiﬁcation step for all domains in s.
2.2 Domain Based Approach
A local computation base for a projection problem
(φ1 ⊗ φ2 ⊗ ··· ⊗ φn)
↓xj
with queries xj is a quintuple (V,E,λ,D,a), where (V,E,λ,D) is
a join tree which covers the factors above (together with the queries)
and a : {φ1,...,φn} → V is a mapping which assigns uniquely
every valuation φi to a node in V . Every node i ∈ V has therefore a
valuation ψi =
N
a(j)=i φj assigned. Nodes k such that there is no
l with a(l) = k get an (adjoined) identity valuation e assigned; this
is indeed possible, see [9]. The ψi are thus either e, a single φj or
the result of the combination of several φk. The overall idea of this
subsection is that the domains of the valuations ψi do probably not
entirely ﬁll the label λ(i). A further optimization can be achieved.
Deﬁnition 1 Let Y ⊆ V be a connected subset of nodes in JT. We
call the nodes in Y having at least one neighbor in JT, which is
not contained in Y , border nodes and denote the set of border nodes
according to a set Y with bd(Y ).
Consider Y as a minimal set of connected nodes in JT covering a
domain s
0 (in the sense of theorem 1). For every i ∈ bd(Y )
• introduce a new node j with label λ(i);
• remove for every k ∈ neighbors(i) with k / ∈ Y the the edge {k,i}
from E, but add {k,j};
• connect j to i, i.e. add an edge {i,j};
• assign e to the node j.
This procedure will be referred to as expander. Let then X contain
Y together with the newly introduced nodes during the expander al-
gorithm. Note that X is connected. The border nodes bd(X) are not
used to cover real valuations. We may shrink their labels, that is, for
every variable A ∈ λ(i), i ∈ bd(X), we check if it can be removed
such that the running intersection remains satisﬁed. The whole pro-
cedure (including shrinking) will be referred to as normalization on
Y given s
0 relative to the assignment mapping a.Deﬁnition 2 Given a minimal subset X ⊆ V of connected nodes
for covering a set s
0 of variables. We say that JT is normalized on
X given s
0 relative to an assignment mapping a, if
• every border node i ∈ bd(X) has e assigned;
• removing any variable A in the label of any node in bd(X) vio-
lates the running intersection property.
WehaveseenabovethatifwenormalizeJT onY givens
0 relative
to a, then the result is a normalized tree on X (deﬁned as above)
given s
0 relative to the adapted assignment mapping.
We are now able to present the overall idea of the new modiﬁca-
tion algorithm. Let s = {s1,s2,...,sn} be a set containing implicit
domains to be covered with s
0 = s1 ∪ s2 ∪ ... ∪ sn. Assume we
have a join tree JT
 which is normalized on X given s
0 ∩ t rela-
tive to an assignment mapping a, where t denotes the set of variables
already used in the join tree. In JT
 we use the set X as the part
which is concerned by the modiﬁcation. Instead of cutting out the
edges among the nodes in X as we did in the former approaches, we
remove those in (X − bd(X)) completely. Several connected parts
JT

i of JT
 remain, all identiﬁable by a node i ∈ bd(X). These
“identiﬁer” nodes serve later as connecting nodes to a newly built
join tree JT
∗, which is supposed to cover the domains in s, the la-
bels λ
(i) for every i ∈ bd(X) and the domains of the valuations as-
signed to nodes (X − bd(X)) removed just before. Figure 2 depicts
the idea. The crucial point is the connection of JT
∗ to the subtrees
JT

j without violating the the running intersection property. Note
that deleting the nodes implies that not all labels reappear. Further,
the labels of nodes in X could represent a desired query. Until now
we neglected this completely and concentrated on the domains of the
factors only. It is clear that all desired queries xi have to be covered
in the resulting tree too. For simplicity, we assume throughout this
subsection that they are represented by newly introduced valuations
exi with domains xi and are added to the factorization as placehold-
ers. After the modiﬁcation process, they are replaced by the identity
valuation e.
s1
s2
Figure 2. On the left-hand side we assume a normalized join tree, where
the set X of nodes is grey-shaded. The idea is to remove the nodes in
(X − bd(X)) and build a completely new covering join tree for the domains
of interest. This tree is then connected to the parts of the original join tree
which arose by the remove operation.
The new tree modiﬁcation approach, which will be referred to as
domain based tree modiﬁcation, is described in detail in algorithm 2.
Theorem 3 At the end of the domain based tree modiﬁcation algo-
rithm,thegraphJT
0 = (V
0,E
0,λ
0,D)isacoveringjointreeforthe
domains in s and for the domains of the factors φ1 ⊗φ2 ⊗···⊗φn.
Proof. See [8]. u t


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Algorithm 2: Domain Based Tree Modiﬁcation
→ input:
Local computation base (V,E,λ,D,a) for
φ1 ⊗ ··· ⊗ φn together with a related set of implicit
domains s = {s1,s2,...,sn}
← output: Covering join tree for the factors φi and the domains in s
1. Let t =
S
i∈V λ(i) and s
0 = s1 ∪ s2 ∪ ··· ∪ sn.
2. Find a minimal set Y of connected nodes (see theorem 1) such
that s
0 ∩ t ⊆
S
i∈Y λ(i).
3. Normalize the given join tree on Y given s
0 ∩ t relative to a and
get a new join tree JT
 = (V
,E
,λ
,D) together with a new
assignment mapping a
.
4. Let X ⊆ V
 contain Y and all new nodes in JT
 relative to
JT introduced in the last step for normalization, i.e. the ones in
(V
 − V ). Formally X = Y ∪ {i : i ∈ (V
 − V )}.
5. Remove the nodes (X − bd(X)) from JT
. This yields sev-
eral subtrees JT

i which can be identiﬁed by a unique node
i ∈ bd(X).
6. Let b
0 = s ∪
S
j:∃i∈X,a(j)=i{d(φj)} ∪
S
i∈bd(X){λ
(i)}.
7. Generate a covering join tree JT
∗ based on b
0 without free vari-
ables (avoid name clashes of V
∗ with V
).
8. Find for every subtree JT

i a node k in JT
∗ with λ
(i) ⊆ λ
∗(k)
and add an edge (i,k) to E
.
9. This connects the JT

i and JT
∗ together. The resulting labeled
graph is the ﬁnal JT
0 = (V
0,E
0,λ
0,D).
Example 2 Given the join tree depicted in ﬁgure 3 (a) and let s =
{{E,F},{D,F}} and consider the factorization
φ = φ1 ⊗ φ2 ⊗ ··· ⊗ φ7
with d(φ1) = {C,L}, d(φ2) = {C,F,K}, d(φ3) = {C,F},
d(φ4) = {B,C}, d(φ5) = {A,B}, d(φ6) = {C,D}, d(φ7) =
{D,E} and a(1) = 1, a(2) = 2, a(3) = a(4) = a(5) = 3,
a(6) = a(7) = 4. We follow the algorithm step by step:
1. The set t = {A,B,C,D,E,F,K,L} and s
0 = {E,F,D}.
2. Y = {3,4}.
3. The normalized join tree JT
 is depicted in ﬁg. 3 (b).
4. With JT
 we get X = {3,4,5}. Note that bd(X) = {3}.
5. See ﬁgure 3 (d). The single subtree JT3 remains in this example.
6. b0 = {{C,F},{B,C},{A,B},{C,D},{D,E},{E,F},{D,F}}.
7. A possible covering join tree without free variables is in ﬁg. 3 (c).
8. The only possible choice is the node in JT
∗ with label {C,D,F}.
If we add an edge between the two nodes we get the ﬁnal JT
0 (see
ﬁgure 3 (e)).
It is interesting that there is no node of cardinality 4 in the result-
ing JT
0.
The idea of the domain based modiﬁcation algorithm is ﬁrst men-
tionedin[1],butnotworkedout.Thereitisfurtherlimitedtothecase
|s| = 1. Since the new JT
∗ is based on the variables really needed,
we can say that JT
0 is locally optimal on JT
∗. Taking the result of
the last example we see that it is even possible in some cases that the
biggest label of JT
0 has a smaller cardinality than the biggest of JT.
So JT
0 does in this case not only cover the domains in s in addition,
but is even more suitable for computational purposes.(a) (b)
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Figure 3. The new tree modiﬁcation approach takes the domains of the
valuations lying on the nodes into account (see example 2).
3 ADDING NEW INFORMATION
Consider a covering join tree JT = (V,E,λ,D) for an arbitrary
knowledge base {φ1,φ2,...,φn} which can be used for answering
queries xi. We assume that ψi, 1 ≤ i ≤ m, is the valuation assigned
to node i ∈ V by an assignment mapping a, such that
φ =
n O
i=1
φi =
m O
i=1
ψi.
Let I be a set of valuations I = {ι1,ι2,...,ιp} and s be the set
of domains s = {d(ι) : ι ∈ I;d(ι) is incompatible with JT}. This
section examines how the queries xi according to the updated φ
0 =
φ ⊗
N
ι∈I ι knowledge base can (efﬁciently) be computed using a
previous local computation. The challenge is to answer queries by
reusing as many results as possible of the former run.
Let JT
• be an arbitrary subtree of a join tree JT
0. This induces a
decomposition (see ﬁgure 4): A node j is either in V
• or in (V
0 −
V
•). But (V
0 − V
•) consists in general of several subtrees, where
JT 
i
JT•
i
Figure 4. Every subtree JT• of a tree JT0 induces a decomposition into
several parts JT0
i, each of which connected via a node i to JT•. The set X
of connecting nodes is grey shaded.
each can be identiﬁed by a (connecting) node i which is a neighbor of
a node in JT
•. We refer to the subtrees corresponding to (V
0 −V
•)
as JT
0
i. Let then X denote the set of all connecting nodes. JT
 is
ﬁnally the tree consisting of JT
• together with the nodes in X.
In a ﬁrst step of updating we modify the given join tree JT such
that the implicit domains s become compatible. Xu’s tree modiﬁ-
cation, the generalized and the domain based approaches have one
property in common: Subtrees of JT reappear in the resulting JT
0
and are connected to a newly build join tree (see the algorithms).
Now let JT
• be a subtree of JT
0 such that
• V
• contains all new nodes introduced during tree modiﬁcation;
• for every ι ∈ I there is a node j ∈ V
• which covers d(ι).
Note that we may choose a minimal JT
• in the sense that removing
anynodeofJT
• doeseithernomorecoverthevaluationsI,contains
no more all new nodes introduced for the modiﬁcation or is discon-
nected. This can be done by successively check every node. Based on
the subtree JT
•, we may determine X, JT
0
i and JT
 as described
above. We call the quintuple UB = (JT,JT
0,JT
•,JT
0
i,JT
) an
updating base. If JT
• is minimal, we add the preﬁx normalized to
the name. Note that the JT
0
i in an updating base are subtrees of JT;
they are identical to JTi. Updating bases allow to introduce updat-
ing procedures for the different architectures. This is the topic of the
following subsections.
3.1 Updating Procedures
3.1.1 In the Shenoy-Shafer Architecture
In the Shenoy-Shafer architecture updating is rather simple. We be-
gin by determining an assignment mapping for the factors of φ
0 on
JT
0: Every node j in a subtree JTi of JT
0 gets again the valuation
ψj assigned. Note that ψj is either a single factor φl, the result of
the combination of several such factors or the identity element e. It
is important to remember that in the domain based modiﬁcation ap-
proach not all nodes of JT reappear and therefore not all information
pieces φk are distributed by this process. However, it is an immediate
consequence of the domain based modiﬁcation approach that the re-
maining factors φl to be ditributed are covered by the nodes in JT
•.
And so are the new information pieces in I. We distribute both freely
to covering nodes in JT
•.
Next we start a new inward propagation phase towards a node in
JT
•. But we may skip the subtrees JTi. Indeed, inward propaga-
tion produces messages identical to the ﬁrst run until the connecting
nodes are reached. These messages are already available, since the
Shenoy-Shafer architecture explicitly requires a caching. An addi-
tional outward propagation phase completes the updating process.
We conclude that inward propagation can partially be skipped
during updating procedures if the Shenoy-Shafer architectures has
been applied earlier. A result which can partly be transported to the
HUGIN architecture, see the following subsection.
3.1.2 In Algebras with Division
Assume now a regular valuation algebra (Φ,D) with a well-deﬁned
division operator [5]. Projection problems can then be solved us-
ing the HUGIN or the Lauritzen-Spiegelhalter (LSA) architectures.
Unfortunately we can not carry out updating as for the Shenoy-
Shafer architecture, since the messages sent among the nodes are not
cached. Nevertheless, a comparable procedure as for Shenoy-Shafer
exist by exploiting an important property based on division: The val-
uation φ = ψ1 ⊗ ··· ⊗ ψm ∈ Φ with ψi ∈ Φ also factorizes in
φ =
O
i∈V
φ
↓λ(i) ⊗
O
j∈S
(φ
↓σ(j))
−1, (1)
if S denotes the set of separator nodes in JT and σ their labels,
3
see [5, 9]. The factors above ﬁt on the nodes of JT. A possible
3 if j ∈ S is the separator between i and ch(i), then σ(j) = λ(i)∩λ(ch(i))assignment mapping a which presupposes a choice of an arbitrary
root node r is given in the algorithm 3. Note that if the valuations
η are determined by this algorithm we get by equation (1) indeed
φ =
N
t∈V ηt.




Algorithm 3: Stabilizer
→ input: A factorization of φ like in equation (1) relative to a given
join tree JT = (V,E,λ,D) rooted at r
← output: An assignment of the factors to covering nodes in JT
1. Assign the valuations ηi = φ
↓λ(i) to every leaf node i
2. Let s(k) denote separator nodes between k and its parents pa(k)
3. Assign to every non-leaf j the valuation
ηj = φ
↓λ(j) ⊗
O
q∈s(j)
(φ
↓σ(q))
−1
Lemma 1 At the end of a new inward propagation phase on JT
towards r using the assignments determined by algorithm 3, every
node i contains φ
↓λ(i) and every separator j stores φ
↓σ(j).
Proof. See [8] u t
It is important to note that we require the valuations φ
↓σ(k) on ev-
ery separator k ∈ S. Remember that they are available at the end of
the HUGIN architecture. The LSA provokes however the computa-
tion ofthe additional marginalsφ
↓σ(k) though.
4 And ifthey are avail-
able (either newly computed or conserved beforehand), we may pro-
ceed as for HUGIN. This is actually recommended, since in HUGIN
divisions take place on nodes with smaller labels. We skip therefore
the LSA.
Let us investigate updating. First we concentrate on the general-
ized modiﬁcation algorithm in order to get a modiﬁed JT
0. X should
be the set consisting of the connecting nodes i of the subtrees JTi.
Clearly, X is a subset of the nodes in JT. We distribute then the valu-
ationsη onJT accordingtothestabilizeralgorithmusingarootnode
r ∈ X. The above lemma 1 implies that new runs of inward prop-
agation on the original JT can be skipped, since we know already
the results. The generalized modiﬁcation algorithm guarantees that
the assigned valuations η to nodes in JT can fully be be transported
towards the subtrees JTi of JT
0. If the new information pieces I
are distributed to covering nodes in JT
• (this is indeed possible), we
easily see that the JTi can be skipped during inward propagation on
the modiﬁed JT
0 towards a node in V
• until the connecting nodes i
are reached. Hence, updating consists of inward propagation begin-
ning at JT
 followed by an outward propagation phase on the whole
JT
0.
A word of warning: We start updating where every node j ∈ JTi,
j 6= i, stores a valuation of the form φ
↓λ(j). It might be conjectured
that this remains correct for the connecting nodes i ∈ X. This is
only incidentally the case because the edges between nodes in X
were cut in order to get JT
0. As a consequence, every parent j ∈ X
of a node i ∈ X in the original tree JT does not sent the message
µj→i = φ
↓λ(i)∩λ(j) towards i during inward propagation on JT
0,
since the edge (j,i) does no more exist. In other words, the inverse
(φ
↓λ(i)∩λ(j))
−1 does not vanish in the node store of i as it would on
4 if they are not conserved during outward propagation (which is not explic-
itly required by the algorithm)
JT. We conclude formally that every i ∈ X, i.e. every leaf of JT
,
stores at the beginning of inward propagation on JT

φ
↓λ(i) ⊗
O
k,i:(k,i)∈E,(k,i)/ ∈E0
(φ
↓λ(i)∩λ(k))
−1,
where the edges (k,i) are directed
5 according to the root node r
chosen above for the stabilizer algorithm.
If the domain based tree modiﬁcation was applied, then the assign-
ments by the stabilizer algorithm can only partially be transported
from JT towards JTi. This is due to the fact that not all nodes of
JT reappear. So there are probably some factors of (1) which are not
assigned to nodes of the JTi and which have still to be distributed.
But in difference to the new information pieces I, these factors do
typically not ﬁt on JT
•.
Example 3 Reconsider example 2. The factorization is
φ = φ
↓{C,L} ⊗ φ
↓{C,K,F} ⊗ φ
↓{A,B,C,F} ⊗ φ
↓{C,D,E}
⊗(φ
↓{C})
−1 ⊗ (φ
↓{C,F})
−1 ⊗ (φ
↓{C})
−1,
but neither φ
↓{A,B,C,F}, nor φ
↓{C,D,E} are covered by JT
0.
We avoid therefore domain based tree modiﬁcations in architectures
with division.
We conclude that updating in the HUGIN architecture works for
the generalized modiﬁcation algorithm, but usually not in the more
general domain based case. The stabilizer algorithm determines as-
signments for the JTi such that they can be skipped during a new
inward propagation phase. The new information pieces can be freely
distributed to covering nodes in JT
•. A totally new outward propa-
gation phase completes the updating process.
Next we assume a separative valuation algebra (Φ,D) where divi-
sion can be carried out only in an embedding algebra (Φ
∗,D) and is
only partially deﬁned, see [5, 9]. It is by no means guaranteed that all
marginals are well-deﬁned during the new inward propagation phase
towards a node in JT
• (nevertheless they are at least on the subtrees
JTi, see above). It is however well-known that if inward propagation
works, then so does outward propagation [9].
We impose that the updated valuation φ
0 has to be an element of
Φ, but the valuations in I may be only in the embedding algebra
(Φ
∗,D). Hence there is a big difference between the addition of
p = |I| information pieces consecutively (piece by piece) and the
full set I at once. For the ﬁrst case, there must be a permutation
π such that the sequence ιπ(1),ιπ(2),...,ιπ(p) of the valuations in
I fulﬁlls φ ⊗ ιπ(1) ∈ Φ, φ ⊗ ιπ(1) ⊗ ιπ(2) ∈ Φ and so on un-
til φ ⊗ ιπ(1) ⊗ ιπ(2) ⊗ ··· ⊗ ιπ(p) ∈ Φ. Respecting the sequence
π(1),π(2),...,π(p) in the updating procedure, we can proceed as
usual but add single information pieces. It is interesting to note that
if the ιi are all compatible, then inward propagation always works
since for every step a single node r is concerned in the updating (and
can thus be reached in the new inward propagation phase). No new
marginals need to exist. Remember that adding p single pieces apart
requires p outward propagation phases. This is computationally ex-
pensive. The situation gets more involved if we add all compatible
valuations simultaneously. An example is depicted in the ﬁgure 5. If
we add ι1, ι2 and ι3 at the same time, it is not clear if the messages
µ2→1, µ1→3, µ3→1 or µ1→2 exist.
But even if the I are incompatible with JT, the existence of a per-
mutation π as described above may guarantee a successful updating.
For this purpose reconsider Xu’s tree modiﬁcation approach because
it has the following interesting consequence proven in [8]:
5 k is the parent of iι1 ι2 ι3
Figure 5. Adding information pieces simultaneously.
Theorem 4 If we add a single, incompatible information piece ι ∈
Φ
∗ to φ such that ι ⊗ φ ∈ Φ and JT in the used UB is modiﬁed ac-
cording to Xu’s tree modiﬁcation algorithm, then all marginals exist
during the generic updating procedure.
3.1.3 In Idempotent Algebras
We stated above that we can not use factorization (1) if JT
0 =
(V
0,E
0,λ
0,D) results from the domain based tree modiﬁcation ap-
proach. JT
0 is normally not a covering join tree for these factors. But
if we concentrate on idempotent valuation algebras, which are regu-
lar too, we ﬁnd yet another factorization of φ. It consists of a mixture
of the computed φ
↓λ(i) and the original factors φj.
Lemma 2 Let Y denote a set of connected nodes in JT. The valua-
tion φ ∈ Φ factorizes into φ =
N
i∈V,i/ ∈Y φ
↓λ(i) ⊗
N
i∈Y ⊆V φi, if
(Φ,D) is an idempotent valuation algebra.
Proof. See [8]. u t
Consider a (normalized) updating base UB =
(JT,JT
0,JT
•,JT
0
i,JT
). The nodes k ∈ V
0 such that k / ∈ V
•
coincide with the reappearing nodes in the subtrees JTi and we may
reassign the factors φ
↓λ(j) to each of them. Let then Y contain the
nodes in (V − V
0), i.e. the ones removed by the tree modiﬁcation
process (if any). Since Y is a connected set of nodes, we know
by the above lemma that φ =
N
i∈V,i/ ∈Y φ
↓λ(i) ⊗
N
i∈Y ⊆V φi,
hence the factors φk with k ∈ Y have still to be distributed. But
they are covered by the nodes in JT
•.
6 We distribute them freely,
together with the new information pieces in I, to covering nodes
in V
•. Using these assignments, a new inward propagation phase
can again be skipped on the JTi since the messages vanish due to
idempotency. Indeed, if a node stores φ
↓λ(i) its message sent to its
neighbor j is µi→j = φ
↓λ(i)∩λ(j) and we get at node j,
φ
↓λ(j) ⊗ µi→j = φ
↓λ(j).
Updating in idempotent algebras consists therefore, as for the
Shenoy-Shafer and for the HUGIN architectures, of a new inward
propagation phase beginning at the nodes in JT
 followed by an
outward propagation phase.
4 CONCLUSION
Updating and query answering are important tasks for the treatment
of information. Once a join tree is ﬁxed and a local computation ar-
chitecture executed, information processing leads to these two oper-
ations. We introduced in this paper several different tree modiﬁcation
methods for avoiding a complete new join tree construction if incom-
patible information pieces are added. Of particular interest is then the
generic notion of an updating base which proves sufﬁcient for updat-
ing procedures. We have seen that for all well-known architecture
6 this is trivially guaranteed by the tree modiﬁcation algorithms
for local computation updating is (efﬁciently) possible since the de-
parting inference problem does not cause computational load on the
unmodiﬁed parts of the join tree. Former results can be reused.
The presented theory is based on already established techniques of
both, tree modiﬁcation and local computation. This guarantees that
the presented algorithms can be applied in many different research
ﬁelds.
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