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Abstract
To use the AKARI All-Sky Survey Point Source Catalogue as a validation sample for
future missions such as Planck and to study large-scale structure, we first investigate
the AKARI point source detection limit at 90 µm and the nature of bright spurious
sources. Due to the degradation of the sensitivity of the AKARI All-Sky Survey and
formidable difficulties in filtering out excessive noise, we return to the IRAS Faint
Source Catalog to construct a redshift catalogue of over 60,000 galaxies selected at
60 µm, the Imperial IRAS-FSC Redshift Catalogue (IIFSCz). Around 50% of the
sources in the IIFSCz have spectroscopic redshifts and a further 20% have photo-
metric redshifts. The luminosity and selection functions are obtained for the IIFSCz
flux-limited at 0.36 Jy at 60 µm. The dependence of galaxy clustering on spectral
type and luminosity is studied using correlation statistics. A possible detection of
the baryon acoustic oscillations in the power spectrum of the flux-limited sample
of the IIFSCz is discussed. Finally, we present future research directions which in-
clude the FIR-radio correlation, ultraluminous and hyperluminous infrared galaxies,
galaxy bias in the SWIRE Photometric Redshift Catalogue and convergence of the
cosmological dipole.
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This thesis is based upon work carried out at Imperial College London between Oc-
tober 2005 and October 2008. It is presented in six chapters.
Chapter 1 comprises a brief literature review of the background cosmology, the the-
ory of structure formation and observations of the large-scale structure.
Chapter 2 is an investigation of the point source sensitivity of the AKARI All-Sky
Survey at 90 µm and the nature of spurious sources.
Chapter 3 describes the construction of a redshift catalogue of galaxies selected from
the IRAS Faint Source Catalog, the Imperial IRAS-FSC Redshift Catalogue (IIF-
SCz).
Chapter 4 presents the luminosity and selection functions of the IIFSCz and dis-
cusses the clustering dependence on spectral type and luminosity.
Chapter 5 reports a possible detection of the baryon acoustic oscillations in the
power spectrum of the IIFSCz.
Chapter 6 concludes the thesis and presents research directions in the future.
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“The power to reason, to recognise, and then to be free!”
Figure 1: Upper: WMAP cosmic microwave fluctuation over the full sky with 5
years of data. The 10−5 level fluctuations in the temperature field are represented
by colours (red-warm spots; blue-cold spots). Lower: Contour map of galaxies in
the Two Degree Field galaxy survey.
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Chapter 1
Large-scale structure and galaxy
bias
Abstract
This chapter gives a brief outline of the theoretical framework and observational
advances of the major topics discussed in this thesis. As the study of the universe
is normally divided into two parts, the background cosmology and fluctuations that
arise in it, I will describe our current understanding of the geometry, matter con-
tent and initial conditions of the universe before presenting the standard model
of structure formation. Having set up the basic theoretical background, the focus
is then shifted to observations of the large-scale structure and velocity field. The
study of galaxy bias is presented as a separate section. This chapter ends with a
brief summary of infrared surveys conducted over the past 25 years. This part of
the thesis is largely based upon Cosmological Physics (Peacock 1999), Modern Cos-
mology (Dodelson 2003), Physical Foundations of Cosmology (Mukhanov 2005) and
various other papers. The natural unit system (c = h = kB = 1) is adopted, unless
otherwise stated.
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1.1 The smooth universe
The Cosmological Principle (hereafter CP) states that in a statistical sense the
universe is homogeneous and isotropic on sufficiently large scales. The Cosmic
Microwave Background (CMB) is the best evidence to support this principle, as
fluctuations in the temperature field with mean temperature T0 = 2.725± 0.002 K
detected by the COBE DMR (Differential Microwave Radiometer) are only at the
10−5 level (Smoot et al 1992), apart from the dipole anisotropy which is at the 10−3
level. Deep galaxy redshift surveys reveal that the universe is roughly consistent
with the CP on scales larger than a few hundred megaparsecs. Fig. 1.1 shows the
large-scale distribution of galaxies detected in the Two Degree Field Galaxy Red-
shift Survey (2dFGRS; Colless et al. 2001), one of the largest redshift surveys to
date.
The CP implies that our universe has the largest symmetry group. In three
dimensions, the symmetry group consists of three independent translations and three
rotations. Using the Friedmann-Robertson-Walker (FRW) metric, the infinitesimal
space-time interval between two events can be written as
ds2 = gαβdx
αdxβ = dt2 − a2(t)
(
dr2
1− kr2 + r
2dΩ2
)
, (1.1)
where k is the spatial curvature, scaled to 0 or ±1. Equivalently, the metric can be
described by ds2 = dt2 − a2(t)(dχ2 + S2k(χ)dΩ2) with Sk(χ) = (sinχ, χ, sinhχ) for
k = (1, 0,−1). In a flat universe (k = 0), the FRW metric is
gαβ = diag(−1, a2(t), a2(t), a2(t)). (1.2)
The overall expansion or contraction of the universe as it evolves is described by
the scale factor a(t) which relates the physical distance with the comoving distance.
The Hubble parameter H(t) = a˙(t)/a(t) is a measure of the expansion rate of the
universe. The present value of the Hubble parameter is usually parametrised as
H0 = 100 h km sec
−1 Mpc−1, with h = 0.72±0.08 (Freedman et al. 2001). Redshift
z(t) is defined as (1+ z) = a0/a(t), where a0 is the scale factor at the present epoch.
To determine the evolution of the scale factor a(t), we have to use the Einstein
equations which connect the geometry of the universe with the energy content,
Gµν ≡ Rµν − 1
2
gµνR = 8πGTµν , (1.3)
where Gµν is the Einstein tensor, Rµν is the Ricci tensor, R(≡ gµνRµν) is the Ricci
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Figure 1.1: The distribution of galaxies in the Two Degree Field Galaxy Redshift
Survey (2dFGRS).
scalar and Tµν is the energy-momentum tensor. The Ricci tensor Rµν can be ex-
pressed in terms of the Christoffel symbol Γµαβ,
Rµν = Γ
α
µν,α − Γαµα,ν + ΓαβαΓβµν − ΓαβνΓβµα (1.4)
and
Γµαβ =
gµν
2
[
∂gαν
∂xβ
+
∂gβν
∂xα
− ∂gαβ
∂xν
]
. (1.5)
If we approximate the matter in the universe as a perfect isotropic fluid, the energy-
momentum tensor can be expressed as
T µν = diag(−ρ, p, p, p) (1.6)
where ρ is the energy density and p is the pressure.
From the time-time component (µ = ν = 0) of Eq. 1.3, we can derive
H2 =
(
a˙
a
)2
=
8πG
3
ρ (1.7)
assuming k = 0. The energy density in a flat universe, called the critical density, is
ρcr = 3H
2
0/8πG = 1.88 h
2 × 10−29 g cm−3. The evolution of a(t) is determined by
the energy density in the universe which consists of several components, photons,
neutrinos, baryons, cold dark matter and dark energy (the cosmological constant Λ
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is one of the possible candidates). If we set µ = ν = 1 in Eq.1.3, we will get the
acceleration equation,
a¨
a
=
−4πG
3
(ρ+ 3p) (1.8)
Thus in order to get an accelerated expansion, we require p < −ρ
3
, i.e. a form of
energy with negative pressure. Eq. 1.7 and Eq. 1.8 are known as the Friedmann
equations.
Returning to the composition of the universe, the working cosmological model
(Cold Dark Matter, or CDM) states that the total energy density of the universe
is close to the critical density in which dark energy makes up ∼ 75%, dark matter
makes up ∼ 25% and ordinary (baryonic) matter contributes less than 5%. The
nature of the dark matter particles is unknown. It is thought to be non-baryonic
and does not interact with light. Structure formation theories generally assume dark
matter particles have negligible random motions, therefore it is usually called cold
dark matter. Observational evidence for the existence of dark matter includes the
rotation curves for galaxies, cluster mass estimates, gravitational lensing and the
large-scale structure of the universe. Clowe et al. (2006) reported a weak lensing
observation of the cluster 1E0657-558 at redshift z = 0.296. They found that the
X-ray emitting plasma distribution does not follow the potential well determined by
the distribution of the total mass. Their result supports collisionless dark matter
rather than alternative theories of gravity. A host of CMB experiments measured
the location of the first Doppler peak in the power spectrum which points towards
approximately zero spatial curvature and, in conjunction with measurements of the
dark matter, suggests the existence of the dark energy. These findings are consistent
with recent accelerated expansion of the universe measured from distant type Ia
supernovae (SNe Ia) - exploding white dwarf stars. SN Ia are used as standard
candles in distance measurement, after correction for the correlation between peak
luminosity and decline rate as well as extinction. The luminosity distance dL =
(L/4πF )1/2 as a function of redshift, where L and F are the intrinsic luminosity and
received flux respectively, can be compared with theoretical prediction in a given
cosmology. Fig. 1.2 shows the distance modulus as a function of redshift out to
redshift z > 1 measured from 16 SNe Ia discovered by the Hubble Space Telescope
(HST) together with a compiled sample of 170 SNe Ia (Riess et al. 2004). It is
consistent with a flat universe with ΩΛ = 0.71.
From the conservation of the energy-momentum tensor T µν ;µ = 0 and the
equation of state p = wρ, we know different energy species evolves differently with
time. For example, the energy density of radiation scales as a−4, the energy density of
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Figure 1.2: The type Ia Supernova Hubble diagram (Riess et al. 2004). The
dashed curve is the best fit flat universe with ΩΛ = 0.71. The distance modulus
is defined as µ = m−M = 5 log dL + 25, with dL in units of Mpc.
matter scales as a−3 and the cosmological constant stays the same. Because of these
different scaling relations, we know that the early universe is radiation-dominated.
More directly, the black-body spectrum of the intensity of the CMB tells us that
matter and radiation were in thermal equilibrium in the past, which requires a much
denser state of the universe. Hence, at some point in the past, radiation dominated
over matter. The radiation energy density is extremely well determined from CMB
experiments ργ =
pi2
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T 4. The energy density of a given species is usually given in
units of the critical energy density today. For example, the fractional contribution of
radiation and matter is Ωγ = (ργ/ρcr)a
4 and Ωm = (ρm/ρcr)a
3 respectively. Physical
densities are proportional to Ωh2. The epoch of matter-radiation equality arrives
when the energy density of radiation is equal to that of matter, which occurs roughly
at
aeq = 4.15× 10−5/Ωmh2 or 1 + zeq = 2.4× 104Ωmh2. (1.9)
The energy of the photons decreases as the universe expands, E ∝ 1/a. The epoch of
recombination zrec ≈ 1100 happened when the temperature of the photons dropped
to ∼ 1 eV and electrons and protons combined to from neutral hydrogen.
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The comoving horizon, also known as the conformal time or the particle horizon,
is the maximum distance light can travel without interaction since the beginning of
the universe,
η =
∫ a
0
da′
a′
1
a′H(a′)
. (1.10)
The comoving Hubble radius is defined as 1/aH , which is roughly the size of the
region that has been recently in causal contact or the distance that a particle has
travelled in the period when the size of the universe doubled. The comoving horizon
is the logarithmic integral of the comoving Hubble radius. When the universe is
dominated by normal matter or radiation, the Hubble radius always increases. At
recombination, the angular scale of the Hubble radius is about θ ≈ 1◦. The comoving
horizon size in units of Mpc at the epoch of matter-radiation equality zeq is (Peacock
1999)
rH(zeq) = 2(
√
2− 1)(Ωzeq)−1/2 c
H0
=
16.0
Ωh2
. (1.11)
The uniformity of the CMB at separations larger than the horizon is known as the
horizon problem. Inflation, simply defined as any period of the universe when the
scale factor a(t) is accelerating, was introduced in 1981 by Guth to solve the horizon
problem and the flatness problem (fine-tuning). According to this paradigm, the
entire observable universe was inside the comoving horizon early on. The comoving
Hubble radius decreases over time, thus at later times regions which were previously
in causal contact will become out of causal contact. It can be shown that for the
Hubble radius to shrink, the scale factor must accelerate a¨(t) > 0. Therefore, in
the early universe when inflation happened, the dominant energy form had negative
pressure. To allow for this, a scalar field called the inflaton field is commonly
introduced. Details of inflation models are beyond the scope of this thesis. Finally,
it should be pointed out that inflation, although considerably successful so far, is
not as firmly established as the Big Bang theory.
Before closing this section, we should remind ourselves of the brief history of the
universe. When the universe was about 10−35 seconds old, inflation (i.e. accelerated
expansion) stretched the causally connected volume outside the horizon. Nucleosyn-
thesis took place when the temperature of the universe has dropped to around 0.1
MeV. The epoch of matter-radiation equality arrived when ρm = ργ. When the tem-
perature of the universe has dropped to ∼ 3000 K, nuclei captured free electrons to
form neutral atoms and thus photons at the last scattering surface were freed from
the cosmic plasma and freely streamed through the universe almost without further
interaction. The universe entered into the dark age as the wavelength of the CMB
photons was shifted outside the visible band by the expansion of the universe until
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the generation of the first stars. Consequently, the neutral hydrogen and helium
were returned to the plasma state (an event called reionisation) roughly between
redshift z = 7 and 20. Recently (around redshift z = 0.4), dark energy started to
dominate over non-relativistic matter and we moved into an accelerating universe.
1.2 The perturbed universe – a first-order de-
scription
In order to form highly nonlinear structures such as stars, galaxies and galaxy clus-
ters, there must be fluctuations in the primordial density field. Inflation is currently
the most popular model for generating primordial density fluctuations. The initial
inhomogeneities arise from quantum fluctuations of the inflaton field (vacuum fluc-
tuation) which grow into macroscopic perturbations as the universe exponentially
expands. Fluctuations in the inflaton field give rise to fluctuations in the space-
time metric (e.g. Dodelson 2003). The primordial perturbation power spectrum
is usually assumed to be the scale-invariant spectrum P (k) ∝ k−3, also known as
the Harrison-Zel’dovich-Peebles spectrum, which means the gravitational potential
fluctuations are equal on all scales.
In the conformal Newtonian gauge, the scalar perturbations to the metric are,
g00(x, t) = −1− 2Ψ(x, t) (1.12)
g0i(x, t) = 0 (1.13)
gij(x, t) = a
2δij(1 + 2Φ(x, t)). (1.14)
Here Ψ is the Newtonian potential and Φ is the perturbation to the spatial curvature.
Many theories including inflation also predict vector and/or tensor perturbations.
However, as each type of perturbations evolve independently (the decomposition
theorem), we can just focus on scalar perturbation if we are only interested in
density fluctuations.
The Boltzmann equation can be used to derive the change in the distribution
function of a given species
df
dt
= C[f ]. (1.15)
Without any fluctuation, the distribution of photons f (0) is just the Bose-Einstein
distribution. In general, the distribution function of photons can be parametrised
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as
f(x, p, pˆ, t) =
[
exp
{
p
T (t)[1 + Θ(x, pˆ, t)]
}
− 1
]−1
, (1.16)
where p is the magnitude of momentum, pˆ is the direction of propagation, T (t) is
the mean temperature and Θ = δT/T is the perturbation. Thus, the first-order
distribution function is f (0) − p∂f(0)
∂p
Θ. Using the masslessness of the photon, it can
be shown that
df
dt
=
∂f
∂t
+
∂f
∂xi
dxi
dt
+
∂f
∂p
dp
dt
=
∂f
∂t
+
pˆi
a
∂f
∂xi
− p∂f
∂p
[
H +
Φ
t
+
pˆi
a
Ψ
xi
]
. (1.17)
The zero-order Boltzmann equation df (0)/dt = ∂f (0)/∂t−Hp∂f (0)/∂p = 0 leads to
the familiar relation T ∝ a−1, i.e. the temperature drops as the universe expands. In
calculating the first-order Boltzmann equation, the collision terms, due to Compton
scattering with free electrons (e−(~q) + γ(~p)↔ e−(~q′) + γ(~p′)), need to be taken into
account. In Fourier space, the first-order Boltzmann equation for photons is
Θ˙ + ikµΘ+ Φ˙ + ikµΨ = −τ˙ [Θ0 −Θ+ µvb], (1.18)
where overdots are derivatives with respect to conformal time, µ ≡ k·pˆ
k
is the pro-
jection of the direction of photon propagation along the wavevector, vb is the bulk
velocity for the electrons, τ is the optical depth1 and Θ0 is the monopole of the
temperature field
Θ0(x, t) ≡ 1
4π
∫
dΩ′Θ(pˆ′,x, t). (1.19)
When the optical depth is large, i.e. Compton scattering is very efficient, only the
monopole and dipole term are important. The Boltzmann equations for neutrinos
are similar to those for photons.
The Boltzmann equation for cold dark matter is greatly simplified by the fact
that dark matter does not interact with other constituents of the universe, so there
are no collision terms to be included. Suppose δ(x, t) is the first-order perturbation
to the dark matter distribution and v is the velocity, the zeroth and first moments
of the Boltzmann equation yield
δ˙ + ikv + 3Φ˙ = 0 (1.20)
v˙ +
a˙
a
v + ikΨ = 0, (1.21)
1The optical depth is defined as τ(η) ≡ ∫ η0
η
dη′χeneσTa, where χe is the ionisation fraction, ne
is the electron number density and σT is the Thomson cross section.
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which determine the evolution of the density and the velocity of the dark matter.
Finally, we have to derive the Boltzmann equation for baryons, including both
electrons and protons. The collision terms in the Boltzmann equation for protons
are determined by Coulomb scattering (e+ p↔ e+ p), while the collision terms for
electrons are determined by both Coulomb and Compton scattering.
δ˙b + ikvb + 3Φ˙ = 0, (1.22)
v˙b +
a˙
a
vb + ikΨ =
τ˙
R
[vb + 3iΘ1], (1.23)
where R = 3ρb/4ργ is the ratio of the baryon to photon momentum density and Θ1
is the first moment of the temperature field. The lth moment of the temperature
field is defined as
Θl ≡ 1
(−i)l
∫ 1
−1
dµ
2
Pl(µ)Θ(µ), (1.24)
where Pl is the Legendre polynomial of order l. Note that the evolution of the cold
dark matter (Eq. 1.20 and Eq. 1.21) is the same as that of the baryons (Equa-
tion 1.22 and Equation 1.23) except for the τ˙ term which describes the interaction
between baryons and photons.
The Einstein equations δGµν = 8πGδT
µ
ν relate the inhomogeneities in mat-
ter and radiation to the metric perturbations. In the time-time component of the
energy-momentum tensor, we need to account for the energy density of all species
in the universe
T 00 = −
∑
i
gi
∫
d3p
(2π)3
Ei(p)fi(p,x, t), (1.25)
where gi is the spin degeneracy of a given species (e.g. gi = 2 for photons). The
first-order T 00 for photons is −ργ [1 + Θ0] and similar result holds for neutrinos.
Therefore, combining the first-order terms in δG00 = 8πGδT
0
0 leads to
k2Φ+ 3
a˙
a
(
Φ˙−Ψ a˙
a
)
= 4πGa2[ρdmδ + ρbδb + 4ργΘ0 + 4ρνN0]
= 4πGa2[ρmδ + 4ρrΘr,0], (1.26)
where ρm includes both dark matter and baryons and ρr includes photons and neu-
trinos. The time-space component of the Einstein equations leads to
Φ˙− aHΨ = 4πGa
2
ik
[ρmv − 4iρrΘr,1]. (1.27)
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Combining Eq. 1.26 and Eq. 1.27, we can derive
k2Φ = 4πGa2
[
ρmδm + 4ρrΘr,0 +
3aH
k
(iρmvm + 4ρrΘr,1)
]
(1.28)
Finally, the spatial part of the Einstein equations leads to
k2(Φ + Ψ) = −32πGa2ρrΘr,2, (1.29)
where Θ2 and N2 are the quadrupole moments of the distribution function for pho-
tons and neutrinos respectively. We can therefore derive that Φ = −Ψ if there are
no appreciable quadrupole moments.
1.3 Structure formation in the gravitational in-
stability paradigm
Having discussed the interplay between the metric and the distribution of matter and
radiation, we can now look into the evolutionary stages of density perturbations. The
main theory of structure formation is amplification of initial fluctuations through
gravitational instability. Dissipative processes also modify the primordial density
perturbations.
In general, there are two kinds of perturbation modes, adiabatic perturbations
and isocurvature perturbations. The former changes the energy densities of matter
and radiation in the same way, whilst the latter preserves the total energy density
(i.e. ργδγ = −ρmδm). Normally, we consider only adiabatic fluctuations as standard
inflation predicts adiabatic fluctuations.
Firstly, we can take a Newtonian gravitational instability approach because of
its straightforward physical interpretation. However, the Newtonian theory is only
applicable to non-relativistic matter on sub-horizon scales. The basic equations
governing fluid motion are:
• The Euler equation,
Dv
Dt
= −∇p
ρ
−∇Φ; (1.30)
• The Possion equation,
∇2Φ = 4πGρ; (1.31)
• The Continuity equation,
Dρ
Dt
= −ρ∇ · v. (1.32)
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Here D/Dt = ∂/∂t + v · ∇ is the convective derivative. We also need the equation
of state p = p(ρ) = wρ (w = 1/3 and 0 for relativistic and non-relativistic matter
respectively) to close the fluid equations. The linearised equations of motion can
be derived by retaining only the first order terms in density, velocity, pressure and
potential. In Fourier space, the equation of the evolution of density perturbation
under gravity can be expressed as an ordinary differential equation,
δ¨ + 2
a˙
a
δ˙ = δ
(
4πGρ0 − c
2
sk
2
a2
)
, (1.33)
where cs ≡
√
∂p
∂ρ
is the sound speed. For long-wavelength modes, the solution of
this second-order partial differential equation is
δ(x, t) = A(x)D+(t) +B(x)D−(t), (1.34)
where D+(t) and D−(t) are the growing and decaying modes respectively. We are
only interested in the growing mode which is given by
D+(t) = H
∫
dt
a2H2
. (1.35)
At early times, when the universe is radiation-dominated, density perturbations
grow as a power law δ ∝ t (assuming a flat geometry). At late times, when the
universe is dominated by matter, density perturbations grow as δ ∝ t2/3. On the
other hand, pressure opposes gravity for fluctuation modes of wavelengths smaller
than the Jeans length λJ = cs
√
π/Gρ which is the distance sound can travel in
the collapse time. Therefore, small-wavelength modes (λ≪ λJ) are standing sound
waves.
A complete treatment of the evolution of density perturbations on all scales
requires general relativity. As long as density perturbations are small, each Fourier
mode δ(k) evolves independently as described by the Boltzmann and Einstein equa-
tions derived in Section 1.2. In the first stage of evolution, all perturbation modes
are still outside the horizon. The second stage happens when the mode of interest
enters the horizon and the universe changes from radiation-dominated to matter-
dominated. In the final stage, all modes have re-entered the horizon and thus evolve
in an identical fashion.
On super-horizon scales kη ≪ 1, we can neglect all terms proportional to k.
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Thus, the set of Boltzmann-Einstein equations can be simplified to
Θ˙r,0 = −Φ˙; (1.36)
δ˙ = −3Φ˙; (1.37)
3
a˙
a
(
Φ˙ +
a˙
a
Φ
)
= 4πGa2[ρdmδ + 4ργΘr,0]. (1.38)
From Eq. 1.37 and Eq. 1.38, we can derive δ = 3Θr,0. Defining a new variable
y ≡ a/aeq = ρdm/ργ , the RHS of Eq. 1.38 becomes
4πGa2ρdmδ
[
1 +
4
3y
]
=
y
2(1 + y)
δ
[
1 +
4
3y
]
a23H2 (1.39)
and the LHS becomes 3a2H2yΦ′ + 3a2H2Φ, where Φ′ = dΦ/dy. Thus, Eq. 1.38 can
be transformed into
yΦ′ + Φ =
y
2(1 + y)
δ
[
1 +
4
3y
]
(1.40)
Differentiating Eq. 1.40 with respect to y, and using Eq. 1.38, we can derive
Φ′′ +
21y2 + 54y + 32
2y(y + 1)(3y + 4)
Φ′ +
Φ
y(y + 1)(3y + 4)
= 0, (1.41)
which has an analytic solution
Φ =
Φ(0)
10
1
y3
[16
√
1 + y + 9y3 + 2y2 − 8y − 16]. (1.42)
When the universe becomes matter-dominated (i.e. y is large), Φ → (9/10)Φ(0),
that is to say the gravitational potential today is 10% smaller.
Next, the effect of horizon crossing has to be discussed separately for small-
scale and large-scale modes. The former enter the horizon when the universe is still
dominated by radiation. Thus, we can neglect the effect of matter perturbations on
the potential. By solving the coupled equations between radiation and potential, it
can be shown that
Φ¨ +
4
η
Φ˙ +
k2
3
Φ = 0 (1.43)
with solution Φ = 3Φpj1(kη/
√
3)/(kη/
√
3), where j1(x) = (sin x − x cosx)/x2 is
the spherical Bessel function of order 1. That is to say at horizon crossing, the
potential begins to decrease due to the inability of photons to clump, and then
oscillates. Having determined the behaviour of the potentials, the evolution of the
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matter perturbations can be derived from Eq. 1.20 and Eq. 1.21
δ(k, η) = AΦP ln (Bkη). (1.44)
When the universe has become matter-dominated, the evolution of sub-horizon
modes follows the Meszaros equation,
δ′′ +
2 + 3y
2y(1 + y)
δ′ − 3
2y(1 + y)
δ = 0. (1.45)
which has general solution
δ(k, η) = C+D+(y) + C−D−(y). (1.46)
To summarise, the evolution of perturbation as a function of wavenumber k can
be described by the transfer function defined as T (k) ≡ Φ(k, alate)/Φ. The BBKS
transfer function (Bardeen et al. 1986) is a popular parametrisation on all scales in
CDM models,
T (x) =
ln 1 + 0.171x
0.171x
[1 + 0.284x+ (1.18x)2 + (0.399x)3 + (0.490x)4]−0.25, (1.47)
where x = k/keq. Eisenstein & Hu (1998) developed a fitting formula for the matter
transfer function of the general CDM cosmologies with the effect of baryons included.
There are three important scales in determining the evolution of perturbations: the
horizon size at matter-radiation equality, the sound horizon size at recombination
and the Silk damping (caused by photon diffusion) length at recombination. Per-
turbations on scales smaller than the particle horizon at matter-radiation equality
(i.e. k > keq ≡ (2ΩmH20zeq)1/2 Mpc−1) are suppressed compared to the ones on
large scales. Before recombination, Compton and Coulomb scattering combine pho-
tons, electrons and protons into a single fluid. Thus, small-scale perturbations in
the photon-baryon fluid propagate as sound waves with speed cs = 1/
√
3(1 +R).
The drag epoch zd is defined as the time at which the baryons are freed from the
Compton drag of the photons. A numerical fit reveals
zd = 1291
(Ωmh
2)0.251
1 + 0.659(Ωmh2)0.828
[1 + b1(Ωbh
2)b2 ], (1.48)
where b1 = 0.313(Ωmh
2)−0.419[1 + 0.607(Ωmh2)0.674] and b2 = 0.238(Ωmh2)0.223. The
sound horizon at the drag epoch zd is the comoving distance sound can travel since
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the generation of the perturbations,
s =
∫ t(zd)
0
cs(1 + z)dt =
2
3keq
√
6
Req
ln
√
1 +Rd +
√
Rd +Req
1 +
√
Req
, (1.49)
where Rd and Req are the baryon-to-photon momentum density ratio at the drag
epoch and the matter-radiation equality epoch respectively. Finally, the Silk damp-
ing scale is found to be well fitted by
kSilk = 1.6(Ωbh
2)0.52(Ωmh
2)0.73[1 + (10.4Ωmh
2)−0.95] Mpc−1. (1.50)
Baryonic features in the matter power spectrum include the introduction of oscilla-
tions and the suppression of power below the sound horizon. Details of the baryon
acoustic oscillations (BAO) will be discussed in Chapter 5.
1.4 The observed large-scale structure
The study of large-scale structure is to understand cosmology from the way matter
is distributed in the universe. From redshift surveys which started in the 1980s, we
have learnt that galaxies are clustered into groups, clusters and filamentary super-
clusters. Based on the CfA redshift survey, the largest coherent structure discovered
at a median redshift of z = 0.029, called the Great Wall, is around 230 Mpc long
(Geller & Huchra 1989). The Sloan Great Wall, a sheet of galaxies extending over
400 Mpc at a median distance of 310 Mpc, is the largest structure discovered so
far (Gott et al. 2005). Coherent structures in the observed volume bring about
the cosmic variance problem. For example, the uncertainty in the mean number
density is dominated by the scale and frequency of the largest inhomogeneities in
the sample.
Recent and ongoing large galaxy surveys that have produced three-dimensional
maps of the universe over a substantial volume include the IRAS Point Source
Catalog galaxy redshift (PSCz; Saunders et al. 2000) survey complete to 0.6 Jy at
60 µm, the 2dFGRS covering nearly 2000 deg2, the 6dF galaxy redshift survey in the
southern sky (Jones et al. 2004; Jones et al. 2005), the 2 Micron All-Sky Redshift
Survey covering about 90% of the sky with a magnitude limit of ks = 12.2 (2MRS;
Huchra et al., in prep.) and the Sloan Digital Sky Survey surveying a quarter of
the sky in u, g, r, i, z 5 passbands (SDSS; York et al. 2000; Stoughton et al. 2002;
Adelman-McCarthy et al. 2006).
The topology of large-scale structure in the SDSS is discussed by Gott et al.
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(2008). The three-dimensional galaxy distribution is smoothed to construct isoden-
sity contours, the topology of which is then described by genus statistics defined as
the difference between the number of doughnut holes and isolated regions. The mea-
sured topology on scales where density perturbations are still in the linear regime
(δ = δρ/ρ ≪ 1) can be compared with predictions from inflation. The genus curve
obtained from the SDSS shows good agreement with the Gaussian random phase
hypothesis.
The simplest description of clustering is the two-point correlation function ξ(r)
(or the autocorrelation function) of the density contrast field,
ξ(r) ≡ ξ(r) = 〈δ(x)δ(x+ r)〉, (1.51)
assuming statistical isotropy of the density field. It measures the excess probabil-
ity of finding a pair of galaxies at separation r over a random distribution. The
correlation function and power spectrum are Fourier transforms of each other,
ξ(r) =
V
(2π)3
∫
|δk|2 exp (−ik · r)d3k. (1.52)
Empirically, it is found that ξ(r) for galaxies follows a simple power law, although
recently deviations from a simple power law have been detected by several groups
(Zehavi et al. 2004; Phelps et al. 2006). Complications include redshift-space
distortions induced by peculiar velocities along the line-of-sight (see Fig. 1.3) and
galaxy bias which will be discussed in detail in Section 1.6.
The baryon acoustic oscillations (BAO) are caused by density perturbations in
the early universe exciting sound waves in the photon-baryon fluid. They can be
used as a standard ruler whose length is the distance that sound can travel until
recombination. In Fig. 1.4, the baryon acoustic peak is detected at 100 h−1 Mpc
at 3.4σ in the redshift-space correlation function ξ(s) using ∼ 46,000 luminous red
galaxies in the redshift range 0.16 < z < 0.47 from the SDSS (Eisenstein et al. 2005)
covering 3816 deg2. Other measurements of the BAO include Cole et al. (2005) using
galaxies from the 2dFGRS and Percival et al. (2007) using a combined sample from
the SDSS and 2dFGRS. Unlike the supernova data, the BAO is a purely geometric
way of measuring the distance-redshift relation. In principle, we are able to calibrate
and measure the acoustic scale accurately over most of the history of the universe.
All these properties make the BAO an ideal ruler to constrain the nature of dark
energy.
The large-scale distribution of dark matter bears important cosmological in-
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Figure 1.3: The two-dimensional correlation function ξ(σ, pi) for the 2dFGRS in
the redshift-space (Peacock et al. 2001). σ and pi are the pair separations perpen-
dicular and parallel to the line-of-sight respectively. The contours (at ξ =10, 5,
2, 1, 0.5, 0.2, 0.1) represent model predictions with the linear redshift distortion
parameter β = 0.4 and a pairwise velocity dispersion of σp = 400 km s
−1. The
redshift-space distortion is induced by peculiar motions along the line-of-sight.
The small scale fingers-of-God suppression is caused by random thermal motion
and the large-scale amplification is due to coherent infall.
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Figure 1.4: The redshift-space two-point correlation function of the SDSS Lumi-
nous Red Galaxies (Eisenstein et al. 2005). The purple line is derived from a pure
CDM model which does not exhibit baryonic features. The green, red and blue
lines are calculated from models with Ωmh
2 = 0.12, 0.13 and 0.14 respectively,
with Ωbh
2 = 0.024 and n = 0.98.
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formation and yet our knowledge of it largely comes indirectly from the CMB and
galaxy distributions. The technique of weak gravitational lensing uses small distor-
tions of the observed shapes of distant galaxies (cosmic shear) to study the overall
mass distribution along the line-of-sight, since ellipticities of galaxies correlate on
scales of the lensing dark matter overdensity. The difficulty of measuring the large-
scale mass distribution using the weak lensing technique is that a large number of
galaxies is needed. Wittman et al. (2000) reported detection of weak gravitational
lensing on angular scale of around 0.04− 0.5◦, using 145, 000 galaxies. Lensing usu-
ally produces two-dimensional maps, but, the redshift range of the lensing material
can be estimated if redshifts of the source galaxies are known. The three-dimensional
distribution of dark matter (Massey et al. 2007) and its evolution revealed by grav-
itational lensing analysis of over 500,000 galaxies in the Hubble Space Telescope
(HST) Cosmic Evolution Survey (COSMOS).
1.5 The large-scale velocity field
The three-dimensional distribution of galaxies obtained from redshift surveys is not
a true positional map due to peculiar velocities along the line-of-sight. The result-
ing anisotropic pattern of galaxy clustering in redshift space encodes information
about the dynamics of the universe since peculiar velocities are caused by gravita-
tional acceleration. On large scales, gravity causes coherent infall motion towards
overdense regions such as galaxy clusters. Viewed in redshift space, galaxies on the
far side of the cluster have negative peculiar velocities in the radial direction and
thus appear nearer to us. The opposite is true for galaxies on the near side of the
cluster. This effect leads to the compression of structures. In particular, when the
magnitude of infall is comparable to the overall Hubble expansion, clusters appear
to be collapsed into filamentary structures. On small scales, galaxies in virialized
systems have large peculiar velocities leading to the ‘finger-of-God’ effect. Under
the distant observer approximation, the effect of linear redshift distortion on galaxy
power spectrum can be described by Predshift space = Preal space(1+βµ
2)2 (Kaiser 1987),
where µ is the cosine of the angle between the wavevector and the line-of-sight and
β = f(Ωm)/b ≃ Ω0.6m /b (Peebles 1980). Averaging over all directions, the redshift
space power spectrum is boosted by a factor of (1 + 2
3
β + 1
5
β2). For IRAS galaxies,
the linear redshift distortion parameter β is measured to be around 1.0 (e.g. Pea-
cock & Dodds 1994; Heavens & Taylor 1995) which gives a magnification of ∼ 2.0.
A different type of distortion operates on small scales which can be approximated
by a damping factor Predshift space = Preal space
√
pi
2
erf(kσ)
kσ
(Peacock 1992), where σ is
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the pairwise velocity dispersion. Similar to the power spectrum, redshift distortion
boosts and dilutes the correlation signal on large and small scales respectively. To
disentangle distortions induced by peculiar velocities, one usually calculate the cor-
relation signal as a function of radial and transverse separations and then integrate
along the line-of-sight to form the projected correlation function. Peculiar velocities
also aﬄict measurements of galaxy luminosities (particularly nearby galaxies) which
in turn causes the luminosity function and the closely related selection function to
differ from the ones measured in real space (see the review by Hamilton 1998).
To measure peculiar velocity, one needs redshift-independent distance measurement
such as the Tully-Fisher relation for spiral galaxies and the Faber-Jackson relation
for elliptical galaxies. An alternative is to construct cluster infall models to infer
and correct for peculiar motions (e.g. Rowan-Robinson et al. 1990).
Now, we can focus on the peculiar velocity of the Local Group. The discovery
of a dipole-patterned anisotropy in the CMB dates back to the 1970s. Corey &
Wilkinson (1975) in a balloon-borne experiment, measured the large-scale anisotropy
of the CMB. Their data were fitted into an anisotropy model given by
∆T = T0
(
~v
c
)
cos θ, (1.53)
where θ is the angle between the line of sight and the earth’s peculiar velocity
~v which was estimated as v = 270 ± 70 km/s, α = 13h ± 2h, and δ = −25◦ ±
20◦. Subsequent observations confirmed the existence of the dipole anisotropy (e.g.
Smoot, Gorenstein, & Muller 1977; Fixen, Cheng, & Wilkinson 1983). If the CMB
defines a cosmological frame, the dipole pattern observed in its temperature is a
direct measure, via Doppler shift, of the Local Group velocity. When corrected for
the Earth’s motion round the Galaxy and our Galaxy’s motion through the Local
Group, the velocity of the LG with respect to the CMB measured by COBE is
627± 22 km/s towards l = 276◦ ± 3◦, b = 30◦ ± 2◦ as inferred from the 4-yr COBE
data (Lineweaver et al. 1996). The best reason to prefer a velocity interpretation
to more exotic scenarios (e.g. the dipole is of primordial origin) is the remarkably
good alignment of the dipole with the gravitational acceleration vector measured at
the LG location (Rowan-Robinson et al. 2000).
Galaxy velocities give us information not only on the galaxy distribution but
also on the matter distribution. The relationship between the peculiar acceleration
and peculiar velocity of galaxies can, in principle, provide a means to determine
Ωm. According to the linear theory of gravitational instability, the contribution of
density fluctuation within a spherical volume to the peculiar velocity of an observer
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placed at the centre is given in terms of the density fluctuation field δ by
v =
H0f(Ωm)
4π
∫
d3r
r
|r|3 δ(r)W (r) (1.54)
The window function W filters out small-scale fluctuations and defines the size and
shape of the observer through its functional dependence on r. As the size of the
sphere increases, the contribution to V increases until it eventually saturates at
scales where δ ≪ 1.
Since the only well-defined cosmic peculiar velocity is that of the LG, Eq. 1.54
is most naturally applied to the LG. Although easy and straightforward in principle,
it is a tough job in practice, since we have no direct way to measure the density
fluctuation field. The best we can do is to use some class of cosmic objects as
tracers of the underlying density field and hope that their point-like distribution
is simply related to the underlying δ(r). The assumption usually invoked is that
relative fluctuations in the object number counts and matter density fluctuations
are proportional to each other, at least within sufficiently large volumes. If this
is the case, then a comparison between velocity and acceleration can constrain the
parameter β, provided (a) the sample size is sufficiently large to contain all the
fluctuations responsible for the LG motion, and (b) the CMB and mass tracer dipoles
are sufficiently well aligned to ensure the linear theory, as expressed by Eq. 1.54,
is applicable and that their estimates are not contaminated by the noise associated
with the sparse sampling of the continuous density field.
The flux-weighted method is based on the assumption that the mass in the
universe is entirely locked to the mass of the halos of the luminous galaxies. Because
both gravity and received flux are inversely proportional to distance squared, the
peculiar velocity is
v =
8πGβ
3H0Ωm
〈
M
L
〉∑
Sirˆi, (1.55)
where 〈M
L
〉 is the average mass-to-light ratio. Although the Ks waveband is shown
to be sensitive to the stellar mass field (Bell & de Jong 2001), other wavebands
are probably not ideal tracers of mass. For example, IRAS bands are known to be
sensitive to the star formation rate. In any practical redshift survey, we sample the
continuous mass field in a discrete way. So each galaxy should be weighted by a
function wi. The number-weighted dipole can be calculated as
v =
H0β
4πn¯
N∑
i
wiri
r3i
(1.56)
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Table 1.1: A compilation of previous results on dipole analysis. The second
column is the depth of the survey in unit of h−1 Mpc. The third column is
the method applied to the sample (1=number-weighted; 2=flux-weighted). The
fourth columns gives the angular separation between the direction of the dipole
and that of the CMB velocity dipole.
Sample Depth Method ∆θ β
IRAS (Yahil et al. 1986) 200 1 26◦ 0.91(0.10)
UGC, ESO & MCG (Lahav 1987) 50 2 37◦ 0.49
IRAS (Strauss et al. 1988) 60 1 28◦ 0.77
QDOT (Rowan-Robinson et al. 1990) 150 1 6◦ 0.81
1.2 Jy IRAS survey (Strauss et al. 1992a) 200 1 23◦ 0.6(0.2)
Abell/ACO clusters (Brunozzi et al. 1995) 240 1 20◦ 0.25(0.06)
IRAS PSCz (Schmoldt et al. 1999) 200 1 15◦ 0.70+0.33−0.2
IRAS PSCz (Rowan-Robinson et al. 2000) 300 1 13◦ 0.75+0.11−0.08
2MASS XSC (Maller et al. 2003) 200 2 16◦ 0.43
X-ray clusters (Kocevski et al. 2004) 600 1 45◦ 0.25(0.03)
2MRS (Erdog˘du et al. 2006) 200 1,2 14◦ 0.40(0.09)
where n¯ is the mean number density. The weight function w is usually inversely
proportional to the selection function of the survey.
Table 1.1 is a compilation of previous estimates of β based on a variety of sam-
ples. Lahav (1987) used the flux-weighted method to calculate the dipole anisotropy
using maps based on three galaxy catalogues, Uppsala General Catalogue (UGC),
European Space Observatory (ESO) and merge catalogue of galaxies (MCG). Re-
cent applications of the galaxy flux dipole analysis include Maller et al. (2003)
at Ks waveband using the 2 Micron All-Sky (2MASS) extended source catalogue
(XSC) and Erdog˘du et al. (2003) using the 2MRS. Number-weighted dipoles of
IRAS galaxies usually show better alignment with the CMB velocity dipole which
supports the origin of the CMB dipole as a peculiar motion generated by local den-
sity inhomogeneities. Also, we find that the parameter β strongly depends on the
type of mass tracers used such that βx-ray > βoptical > βinfrared. This is caused by
galaxy bias which will be discussed in detail in the following section.
1.6 Galaxy bias
Galaxy bias refers to the concept that galaxies are not faithful tracers of the underly-
ing matter distribution. Complicated and still poorly understood processes involved
in galaxy formation and evolution (e.g. dissipation, cooling, star formation, su-
pernovae feedback and merging) are thought to be responsible for galaxy bias. The
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unknown relationship between the spatial distribution of luminous objects and over-
all mass has been a hindrance to our understanding of the initial conditions of the
universe as well as the mechanism of structure formation.
Observationally, there is mounting evidence that different galaxy populations
sample the matter distribution in different ways. The β parameter, measured from
either dipole analysis of galaxies or redshift distortions, depends on the type of galax-
ies used (see Table 1.1). The well-known density-morphology relation (Dressler 1980;
Guzzo et al. 1997) tells us that ellipticals and S0 galaxies are more common than
spirals in dense environments. The closely related star formation rate (SFR)-density
relation (Hashimoto et al. 1998; Go´mez et al. 2003) states that star formation is
suppressed in high-density regions at low redshift (see Fig. 1.5), although there is
evidence that this relation might be reversed at high redshift (Elbaz et al. 2007).
Studies of the correlation function have shown that galaxy clustering depends on a
number of intrinsic properties. The luminosity-dependence of the correlation func-
tion has been measured by several groups (Hamilton 1988; Park et al. 1994; Loveday
et al. 1995; Benoist et al. 1996; Willmer, de Costa & Pellegrini 1998; Norberg et
al. 2001; Zehavi et al. 2002; Zehavi et al. 2005). The left panel in Fig. 1.6 shows
the relative bias as a function of luminosity using galaxies from the SDSS (Zehavi
et al. 2005). The dependence of clustering on colour which is strongly correlated
with spectral type and morphology has also been investigated extensively (Loveday
et al. 1995; Hermit et al. 1996; Willmer, da Costa & Pellegrini 1998; Hawkins
et al 2001; Madgwick et al. 2003; Zehavi et al. 2002; Zehavi et al. 2005; Wang
& Rowan-Robinson 2008a, see Chapter 4) and red (passive) galaxies are found to
cluster more strongly than blue (active) galaxies (see the right panel in Fig. 1.6).
Models of galaxy bias have been developed over the past 20 years or so. Assum-
ing the density perturbation field δ is a Gaussian random field, the peaks biasing
model (Kaiser 1984; Bardeen et al. 1986) using statistics of high density peaks
showed galaxies associated with high density regions are more strongly clustered
than the underlying mass, ξgalaxies = b
2ξmass, where b is the linear bias parameter.
The ‘natural bias’ model (Dekel & Silk 1986; White et al. 1987; Cole & Kaiser
1989), based on the modulation of the mass function by the large-scale density field,
suggests dark matter halos of mass around M∗ are unbiased tracers, halos of mass
> M∗ are biased and halos of mass < M∗ are antibiased.
So, how can we make progress towards a realistic model of galaxy bias? In the
standard theory of structure formation, dark matter assembles to form clumps and
virialized structures are called dark matter halos. The virial radius is defined as the
radius within which the mean density is around 200 times higher than that of the
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Figure 1.5: The equivalent width versus the projected local surface density of
galaxies selected from the Early Data Release of the Sloan Digital Sky Survey
(Go´mez et al. 2003).
universe. Galaxies form by gas cooling and condensation within dark matter halos
(White & Rees 1978). Therefore, firstly we need to understand the relationship
between the distribution of highly non-linear dark matter halos and that of the
underlying total mass.
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Figure 1.6: Left: The relative bias as a function of luminosity (Zehavi et al. 2005). The dashed line, b/b∗ = 0.85 + 0.15L/L∗ −
0.04(M −M∗), is a fit from the SDSS power spectrum. The dotted line, b/b∗ = 0.85 + 0.15L/L∗, is a fit to the measurements from
the 2dF survey. Right: The projected two-point correlation function of volume-limited samples of galaxies with −20 < Mr < −19
in the SDSS (Zehavi et al. 2005). The colour cut is dependent on luminosity to ensure the separation between ellipticals and S0s
and the rest.
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The spherical collapse model states that the density contrast δ of an overdense
region continues to grow in an expanding universe, until it reaches a critical value
δc ≈ 1.68(1 + z). Then the overdense volume begins to collapse and virialize. The
basics of the Press-Schechter theory is presented in the following. Given a Gaussian
initial density field, the probability of a given location with δ > δc is
P (δ > δc|Rf ) = 1
2
[
1− erf
(
δc√
2∆
)]
, (1.57)
where Rf is the smoothing scale, ∆ is the rms of the filtered density contrast field
and erf(z) ≡ 2√
pi
∫ z
0
exp (−t2)dt is the error function. The comoving number density
of dark matter halos as a function of mass, usually referred to as the mass function,
can be calculated from
n(M, z)dM =
√
2
π
ρ0
M
ν
∣∣∣∣ d ln∆d lnM
∣∣∣∣ exp(−ν22
)
dM
M
, (1.58)
where ρ0 is the mean density of the universe and ν ≡ δc/∆ is the threshold in units
of the rms mass fluctuation. Fig. 1.7 shows the halo mass function derived from the
Press-Schechter model and numerical simulations at a range of redshifts. Although
it underestimates the number of halos at the high-mass end and overestimates at
around M∗, the Press-Schechter mass function is qualitatively correct.
The distribution of dark matter halos can be derived from the extended Press-
Schechter theory (Bond et al. 1991; Bower 1991). At redshift z1, the fraction of the
mass contained in halos of mass M1 (with overdensity δ1) in a sphere of radius R0
and overdensity δ0 is given by
f(1|0)dM1 = 1√
(2π)
δ1 − δ0
(∆21 −∆20)3/2
exp
[
− (δ1 − δ0)
2
2(∆21 −∆20)
]
d∆21
dM1
dM1. (1.59)
Then, the average number of halos of mass M1 at z1 in the sphere is
N(1|0) = M0
M1
f(1|0). (1.60)
Based on these results, Mo & White (1996) developed an analytical model for the
clustering of dark matter halos which shows the dependence of the bias of halos on
their mass as well as the redshift of identification.
In fact, the evolution of nonlinear structures can be followed to great detail
by means of direct numerical simulations. Jenkins et al. (2001) used a number of
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Figure 1.7: The space density of dark matter halos as a function of mass at
various redshifts (Springel et al. 2005). The solid lines are analytic results from
Jenkins et al. (2001), while the dashed blue lines are predictions from the Press-
Schechter formulation.
N-body simulations and found the mass function can be fitted by an analytic form,
f(σ, z) ≡ M
ρ0
dn(M, z)
d lnσ−1
= 0.315 exp (−| ln σ−1 + 0.61|3.8), (1.61)
where n(M, z) is the number density of halos with mass < M at redshift z. The
Millennium Simulation (Springel et al. 2005) follows 2,1603 particles from redshift
z = 127 to the present day. Fig. 1.7 exhibits a good agreement between the halo
mass function obtained from the Millennium Simulation and that predicted from
Eq. 1.61.
The next step is building a mechanism that connects luminous objects with
dark matter halos. There are two popular approaches at the moment, semi-analytic
modelling and halo occupation distribution (HOD). The dependence of clustering on
galaxy properties such as luminosity and colour have been successfully reproduced
from both approaches. Semi-analytic modelling (White & Frenk 1991; Somerville
& Primack 1999; Benson et al. 2001) uses simplified treatment of the heating and
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Figure 1.8: The present epoch two-point correlation function ξ(r) derived from
model galaxies with MK ≤ −23 in the Millennium Simulation (red dots) and real
galaxies in the 2dFGRS survey (blue diamonds), which shows good agreement
between the simulation and the data (Springel et al. 2005). The dashed green
line is the correlation function for the dark matter which shows strong deviation
from a simple power law.
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Figure 1.9: The projected two-point correlation function calculated from
volume-limited sample of galaxies in the SDSS. The solid lines is the prediction
from the best-fit HOD model (Zehavi et al. 2004). The dotted lines are contribu-
tions from the 1-halo and 2-halo correlation. In the lower panel, the y-axis is the
ratio of the measured correlation function to the best-fit power law.
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cooling of gas within dark matter halos, star formation, supernova feedback, stellar
evolution and merging to track the formation of galaxies. In the framework of the
HOD (Ma & Fry 2000; Peacock & Smith 2000; Seljak 2000; Seljak 2001; Scoccimarro
et al. 2001; Berlind &Weinberg 2002), galaxy bias is implemented by the probability
distribution P (N |M) which specifies the number of galaxies N of given type (usually
galaxies of luminosities above a certain threshold) in a dark matter halo of virial
mass M , referred to as the halo occupation number. Usually, there are several
free parameters in the HOD. Mmin is the minimum dark matter halo mass to host
galaxies. M1 is the mass of dark matter halos which contain only one galaxy. The
mean number of galaxies in halos of mass > M1 can be parametrised as a power law
〈N〉 = (M/M1)α. In this formulation, the two-point correlation function has two
contributions, galaxies which reside in different halos and galaxies in the same halo.
Therefore, it is natural to expect a transition in the correlation signal at the typical
scale of dark matter halo. Fig. 1.9 shows departures from a simple power-law in the
galaxy two-point correlation function at a projected separation of around 1− 2 h−1
Mpc (Zehavi et al. 2004). Phleps et al. (2006), using galaxies from the COMBO-17
survey at a mean redshift of 0.6 also detected an inflection caused by the transition
from the 2-halo to the 1-halo regime.
1.7 Infrared surveys
Launched in 1983, the Infrared Astronomical Satellite (IRAS) surveyed more than
96% of the sky in four wavelength bands centred at 12, 25, 60, and 100 µm. The
data products of the IRAS mission include the IRAS Point Source Catalog (PSC)
containing 245,889 sources complete to ∼0.5 Jy at 12, 25 and 60 µm and ∼1 Jy at
100 µm away from confused regions, the IRAS Faint Source Catalog (FSC; Moshir
et al. 1992) containing 173,044 sources reaching a depth of about 0.2 Jy at 12,
25 and 60 µm, catalogues of small extended sources, low resolution spectra and sky
brightness images. The angular resolution ranges from about 0.5’ at 12 µm to about
2’ at 100 µm. The positional accuracy of IRAS sources is generally better than 20”,
depending on their size, brightness and spectral energy distribution (SED). The
1.2-Jy IRAS Redshift Survey (Strauss et al. 1992b; Fisher et al. 1995) obtained
redshifts for around 5000 galaxies selected from the IRAS PSC with F60 ≥ 1.2 Jy
at |b| > 5◦, covering ∼ 88% of the sky. The IRAS Point Source Catalogue galaxy
redshift (PSCz; Saunders et al. 2000) survey measured redshifts for around 15, 000
IRAS galaxies over 84% of the sky with a flux limit of 0.6 Jy at 60 µm. The IRAS
mission has had a huge impact on infrared astronomy. For example, it discovered
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infrared cirrus as emission from the interstellar dust clouds (Low et al. 1984) and a
new class of galaxies radiating most of their energy in the infrared (Soifer et al. 1984),
characterised infrared galaxy populations (Rowan-Robinson & Crawford 1989; Helou
1986) and discovered ultraluminous infrared galaxies with LFIR > 10
12L⊙ (ULIRGs;
see the review by Sanders & Mirabel 1996) and their strong evolution. We also
learned a great deal of the large-scale structure from IRAS data. The luminosity
function of 60 µm galaxies is well fitted by a double power-law not a Schechter
function which is suitable for optical galaxies. The correlation function of IRAS
galaxies was measured to be a power-law with a correlation length smaller than
that of optical galaxies (Saunders et al. 1992; Fisher et al. 1994). In addition,
the clustering strength has shown to be somewhat dependent on far-infrared colour
(this dependence will be investigated further in Chapter 4). The cosmological dipole
arising from the peculiar motion of the Local Group was demonstrated. The power
spectrum of IRAS galaxies showed excess power on large scales compared to that
from the standard CDM model with Γ = 0.5.
The Infrared Space Observatory (ISO; Kessler et al. 1996) mission started
scientific operations in February 1996 and continued for about 2 years. The two
spectrometers (SWS & LWS), a near-IR/mid-IR camera (ISOCAM; Cesarsky et al.
1996) and a mid- and far-IR imaging photo-polarimeter (ISOPHOT; Lemke et al.
1996) have a joint wavelength coverage from 2.5 to around 240 µm. Compared to
IRAS, ISO has much better sensitivity and angular resolution (1.5 arcsec at the
shortest wavelengths to 90 arcsec at the longer wavelengths). Several extragalactic
surveys, ranging from large and shallow to small and deep, were carried out using
ISOCAM. Observations of the northern Hubble Deep Field (HDF-N) were carried
out using ISOCAM (Serjeant et al. 1997). The SEDs and evolution of the 13
sources detected were discussed in Rowan-Robinson et al. (1997). The Canada-
France Redshift Survey (CFRS) 1452+52 field of size 10′ × 10′, which is the second
most observed field after the HDF, was imaged by ISOCAM (Flores et al. 1999)
and 78 sources were detected at 15 µm with S ≥ 250µJy and median redshift
z = 0.76. Multiwavelength data from radio to UV were used to construct the SEDs
of these sources. Their star formation rates were then estimated from the far-infrared
luminosities, which proved to be around a factor of 2-3 higher than those from UV
fluxes. The European Large Area ISO Survey (ELAIS; Oliver et al. 2000) was the
largest Open Time survey conducted by ISO, covering around 12 deg2 over three
fields (N1, N2 and S1) with ISOCAM and ISOPHOT. ELAIS was designed to probe
the star formation history of the universe. A summary of major results can be
found in Oliver et al. (2005). To summarise, key extragalactic results from ISO (see
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the review by Genzel & Cesarsky 2000) include high-resolution SEDs of galaxies
which were used as templates in subsequent studies, improved understanding of
the ULIRGs, probing the star formation history of universe to high z, evidence for
strong evolution from source counts and resolving the bulk of the cosmic infrared
background2 into discrete sources (Oliver et al. 1997; Rowan-Robinson et al. 1997;
Elbaz et al. 2002).
The Spitzer Space Telescope launched in August 2003 (Werner et al. 2004)
has three scientific instruments including the Infrared Array Camera (IRAC; 3.6,
4.5, 5.8 and 8.0 µm), the Infrared Spectrograph (IRS; imaging capability at 15 µm)
and the Multiband Infrared Photometer (MIPS; 24, 70 and 160 µm). The Spitzer
Legacy programs were selected to carry out large-scale surveys, of which I mention a
few here. The Great Observatories Origins Deep Survey (GOODS; Dickinson et al.
2003) was designed to study galaxy formation and evolution, large-scale structure at
high z and extragalactic background light. It covered two fields, each of which was
of size 10′ × 6′, centred at HDF-N and CDF-S respectively. The Spitzer Wide-area
InfraRed Extragalactic survey (SWIRE; Lonsdale et al. 2003) covered a total of
∼50 deg2 in six high-latitude fields (ELAIS S1, XMM , CDF-S, Lockman, ELAIS
N1 and ELAIS N2) from 4 to 160 µm. Its main objective was to understand galaxy
formation and evolution. A few highlights include improved understanding of the
SEDs (Rowan-Robinson et al. 2005), large population of ULIRGs at high redshift
(Lonsdale et al. 2006; Farrah et al. 2008), galaxy evolution (Babbedge et al. 2006)
and large-scale structure (Oliver et al. 2004). The Spitzer-COSMOS survey (S-
COSMOS; Sanders et al. 2007) is a uniform deep survey of the COSMOS field (2
deg2; Scoville et al. 2007) located near the celestial equator to enable access by
all astronomical facilities. The wide spectral coverage was essential for achieving
various scientific goals such as the evolution of galaxies and AGNs as a function
of environment, the distribution of dark matter and cross-calibration of the SFRs
using a number of estimators.
AKARI, previously known as ASTRO-F, is a Japanese infrared astronomical
mission (Murakami et al. 2007). It was launched in February 2006 and the mission
ended on August 2007. AKARI has surveyed 94% of the sky in six infrared bands
with two focal plane instruments, the Far-Infrared Surveyor (4 bands from 50 to
180 µm) and the Infrared Camera (2 bands from 9 to 18 µm). The current official
estimate of the 5σ point source detection limit for a single scan is 0.05, 0.13, 2.4,
2The cosmic infrared background (CIB) peaking at around 140 µm was discovered by the cosmic
background explorer (COBE; Puget et al. 1996; Fixsen et al. 1998; Hauser et al. 1998; Lagache
et al. 1998).
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0.55, 1.4, 6.3 Jy in the S9W, L18W, N60, WIDE-S, WIDE-L and N160 band respec-
tively. AKARI surpasses IRAS in terms of spatial resolution and spectral coverage.
Planned data products include ASTRO-F/FIS flux of known sources, the Bright
Source Catalogue, the Faint Source Catalogue and the Extended Source Catalogue.
In addition to the all-sky survey, AKARI also conducted large-area surveys of the
North Ecliptic Pole region and the Large Magellanic Cloud.
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Chapter 2
Data analysis for the AKARI
All-Sky Survey at 90 micron
Abstract
Future catalogues from the AKARI All-Sky Survey are expected to be valuable
samples for large-scale structure studies as well as validation of future missions
such as Planck. In this chapter we present a careful analysis of the point source
detection limit of the AKARI All-Sky Survey in the WIDE-S 90µm band near the
North Ecliptic Pole (NEP). Timeline Analysis is used to detect IRAS sources and
then a conversion factor is derived to transform the peak timeline signal to the
interpolated 90µm flux of a source. Combined with a robust noise measurement,
the point source flux detection limit at S/N > 5 for a single detector row is 1.1±0.1
Jy which corresponds to a point source detection limit of the survey of ∼0.4 Jy.
The wavelet transform method offers a multiscale representation of the Time
Series Data (TSD). We calculate the continuous wavelet transform of the TSD and
then search for significant wavelet coefficients considered as potential source detec-
tions. To discriminate real sources from spurious or moving objects, only sources
with confirmation are selected. In our multiscale analysis, IRAS sources selected
above 4σ can be identified as the only real sources at the Point Source Scales. We
also investigate the correlation between the non-IRAS sources detected in Timeline
Analysis and cirrus emission using wavelet transform and contour plots of wavelet
power spectrum. It is shown that the non-IRAS sources are most likely to be caused
by excessive noise over a large range of spatial scales rather than real extended
structures such as cirrus clouds. The presence of these bright spurious sources poses
a serious challenge to delivering a reliable source catalogue deeper than ∼1 Jy.
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2.1 Introduction
AKARI (previously known as ASTRO-F) is a Japanese infrared astronomical mis-
sion launched in February 2006 (Murakami et al. 2007). Its primary goal is to
survey the entire sky with wide spectral coverage and high spatial resolution. It has
two focal plane instruments, the Far-Infrared Surveyor (FIS, Kawada et al. 2007)
covering a wavelength region from 50 - 180µm, and the Infrared Camera (IRC, On-
aka et al. 2007) covering a wavelength region from 1.8 - 26.5µm. The FIS observes
the sky in four photometric bands, referred to as N60, WIDE-S, WIDE-L and N160.
In Table 2.1, we give band name, band centre, detector array format and detector
pixel size for each band. In comparison, IRAS has a pixel size of 1.5×4.7 arcmin2
at 60µm and 3.0×5.0 arcmin2 at 100µm.
The first phase of the AKARI All-Sky Survey started in May 2006, lasting for
one half year. About 70% of the sky was observed by at least two independent scans
during this period. In the subsequent complementary phase which ended on August
26th, 2007, due to exhaustion of helium, the sky coverage was increased to about
94%. Similarly, IRAS surveyed 98% of the sky with a single scan, 96% with two
confirming scans and 72% with three or more scans (Moshir et al. 1992).
The pre-flight 5σ point source detection limit for a single scan (with 2 or 3
detector rows) was estimated to be 0.6, 0.2, 0.4 and 0.8 Jy in the N60, WIDE-S,
WIDE-L and N160 band respectively. The current in-orbit estimate based on noise
measurement and absolute calibration using well-modelled objects is 2.4, 0.55, 1.4
and 6.3 Jy, with uncertainties ≤ 30% (Kawada et al. 2007). Thus, there is a factor
of 3 or more degradation in all bands caused by excessive in-orbit noise and frequent
glitches. On the other hand, the IRAS Point Source Catalogue (PSC) is complete to
about 0.6 Jy at 60µm and about 1.0 Jy at 100µm in unconfused regions. At a 90%
completeness, the IRAS Faint Source Catalogue (FSC) achieved a depth of ∼0.2 Jy
at 60µm by coadding the data after point-source filtering. The IRAS 100µm band
to which the AKARI WIDE-S 90µm band is closer was not considered for catalogue
qualification because of severe cirrus contamination. For the same reason, all IRAS
flux densities at 100µm were declared to be moderate quality. The FSC usually
contains sources with 100µm flux densities above 1 - 2 Jy.
In this chapter, we focus on confirmed detections from the timelines (the one-
dimensional data stream in a single detector pixel is defined as a timeline) to give
a reliable and updated point source detection limit estimate in the WIDE-S 90µm
band, taking advantage of the improved data reduction pipeline. Section 2.2 de-
scribes the AKARI Performance Verification (PV) phase data near the North Eclip-
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Figure 2.1: The area covered by the AKARI PV phase data near the NEP.
tic Pole (NEP), robust noise measurement and 90µm flux interpolation. Section 2.3
describes the Timeline Analysis processing, the conversion factor and the associa-
tion between the seconds-confirmed (SCON) and hours-confirmed (HCON) sources
which are not found in the IRAS catalogues and infrared cirrus emission. Follow-
ing the nomenclature of IRAS, seconds-confirmed sources are detected in at least
two detector rows in a single scan; Hours-confirmed sources are detected in at least
two independent scans which are hours apart from each other. Confirmation is es-
sential to detect true fixed sources. A wavelet multiscale analysis of the selected
IRAS sources is presented in Section 2.4, which also includes an investigation on
the extended nature of the non-IRAS sources. Finally, we give our conclusions in
Section 2.5.
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Table 2.1: Specifications of the Far-Infrared Surveyor (FIS).
BAND N60 WIDE-S WIDE-L N160
band center 65 90 140 160 [µm]
detector array format 20×2 20×3 15×3 15×2 [row×column]
detector pixel size 26.8×26.8 26.8×26.8 44.2×44.2 44.2×44.2 [arcsec2]
Table 2.2: Asteroids used in absolute calibration.
ID NAME RA DEC F90 (Jy) DATE TIME
0210 6 Hebe 309.970 -8.744 13.197 2006.04.30 14:55:29
0220 511 Davida 315.824 -19.530 11.373 2006.05.03 04:02:44
0240 1 Ceres 328.007 -21.064 172.95 2006.05.14 00:51:00
0295 230 Athamantis 202.658 -11.580 3.419 2006.07.18 01:56:30
0480 511 Davida 307.679 -28.328 12.997 2006.10.26 16:20:22
0510 88 Thisbe 133.914 15.669 7.271 2006.11.04 14:31:57
0530 6 Hebe 319.527 -23.694 23.311 2006.11.07 06:09:23
0540 1 Ceres 322.469 -26.277 160.33 2006.11.09 01:08:33
0560 93 Minerva 152.718 19.193 4.619 2006.11.20 09:13:18
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Figure 2.2: The final data histogram for a typical TSD file. # is the number
of data points. µ and σ is the mean and sigma of the fitted Gaussian function
respectively.
2.2 Data and data reduction pipeline
We have used 412 pieces of scan data near the NEP each of which is of one minute
length, taken during the PV phase from April 24th 2006 to May 7th 2006. The
data file is in a dedicated FITS format called Time Series Data (TSD) format.
It has been processed and calibrated by the May 2007 version of the Green Box
which is part of a dedicated data reduction pipeline for the AKARI All-Sky Survey
(Yamamura et al. in prep.). The positional information is provided by the ground-
based attitude determination system (GADS) and the rms positional accuracy is
∼30′′. Eventually, the positional accuracy will be improved to a few arcseconds
using ESA’s pointing reconstruction processing. The data covers approximately 40
square degrees (Fig. 2.1) and ∼70 sources in the IRAS FSC with 60µm flux densities
ranging from ∼0.2 to 10.1 Jy, excluding the Cat’s Eye Nebula. This group of objects
forms an important base to estimate the sensitivity, reliability and completeness of
the AKARI All-Sky Survey.
To compare with previous absolute calibration of the AKARI All-Sky Survey
data, we have used another data set containing 9 asteroids whose positions, observed
epochs, and predicted monochromatic 90µm flux densities based on model spectral
energy distributions (SEDs; Mu¨eller & Lagerros 2002; Mu¨eller et al. in prep.) are
listed in Table 2.2.
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Figure 2.3: The standard deviation distribution in the AKARI PV phase data
near the NEP. The median value of σ is 0.025 ADU.
2.2.1 Robust noise estimation
We use a 3σ clipping method to estimate the Gaussian noise in the data. The main
processing steps are:
(1) For each detector data stream, we calculate and subtract the median with a
specified width of 192 discrete samplings which corresponds to ∼8 seconds or ∼28.8
arcmin (background subtraction).
(2) We discard flagged/bad data which include signals caused by resetting,
calibration lamp, dead pixels and cosmic-ray glitches. In addition, we delete any
region affected by the Cat’s Eye Nebula which is a very bright extended source.
(3) A 2-point boxcar smoothing is applied to the timeline in each detector pixel.
The smoothing length is equivalent to an angular size of ∼15 arcseconds.
(4) We estimate the standard deviation and then exclude any signal with S/N
> 3.
(5) We repeat step (3) until the standard deviation converges. The final data
histogram is fitted with a Gaussian curve to derive the mean µ and the standard
deviation σ.
Fig. 2.2 shows the final data histogram of a typical TSD file or scan and its
Gaussian fit. Averaged over 412 scans, 〈σ〉 is 0.026 ± 0.003 ADU. After excluding
outliers defined as |σ − 〈σ〉| > 0.003 ADU (plus signs outside the region delineated
by the two solid lines in Fig. 2.3), the mean standard deviation 〈σ〉 is reduced to
0.025± 0.001 ADU.
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Figure 2.4: DSS images (image size=0.5 × 0.5 arcmin2; image scale=linear) of
the IRAS sources in Cat. (I), centred at the IRAS position of each source. The
images are ordered in the same way as in Table 2.3 from left to right, top to
bottom. Sources shown in yellow colour do not have obvious optical counterparts.
2.2.2 90 micron flux interpolation
The AKARI WIDE-S band channel has a 90µm effective wavelength. To estimate
90µm flux, we need to interpolate using IRAS flux measurements at 60 and 100µm
(F IRAS60 and F
IRAS
100 ). According to the IRAS 100µm flux quality, we divide our
objects, all of which have high quality F IRAS60 , into two categories: (I) moderate
quality or (II) upper limit (i.e. undetected). We will refer to these two categories
as Cat. (I) and Cat. (II) below. One caveat to bear in mind is that IRAS flux
densities with moderate quality are not highly reliable as they do not satisfy the
reliability requirement of the FSC which is ≥ 90% at 12, 25 µm and ≥ 80% at
60µm. Moreover, moderate quality F IRAS100 may be caused by cirrus and not the
source itself (Moshir et al. 1992).
Consequently, we find 23 IRAS sources in Cat. (I). The interpolated 90µm flux
F int90 is obtained by fitting F
IRAS
60 and F
IRAS
100 with a ν × Bν(T ) curve based on the
far-infrared spectrum derived from radiative transfer models for cirrus and starburst
galaxies. In Table 2.3, we present source name, non-colour corrected F IRAS60 , F
IRAS
100
and F int90 , redshift (if available) and observed wavebands for each source. The average
colour at 90-60 µm 〈F90/F60〉 is 2.48. Colour correction is needed for SEDs other
than Fν ∝ 1ν . For ordinary stars and galaxies, this correction is of order a few
percent or even less. Therefore, due to the relatively large uncertainty in the flux
interpolation and the peak timeline signal as a flux indicator for point sources, colour
correction is neglected in this work.
To further check the reliability of the IRAS sources in Cat. (I), we have used
the optical counterpart identification method. Fig. 2.4 shows postage stamps from
the Digitized Sky Survey (DSS) centred at the IRAS position of each source. About
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Figure 2.5: IRAS 60µm images (image size=0.5×0.5 deg.2; image scale=linear)
of the IRAS sources in Cat. (I), centred at the IRAS position of each source and
ordered in the same way as in Fig. 2.4.
Figure 2.6: IRAS 100 µm images (image size=0.5×0.5 deg.2; image scale=linear)
of the IRAS sources in Cat. (I), centred at the IRAS position of each source and
ordered in the same way as in Fig. 2.4.
Figure 2.7: AKARI 90µm images (image size=0.1 × 0.1 deg.2; image
scale=squared) of the IRAS sources in Cat. (I), centred at the IRAS position
of each source and ordered in the same way as in Fig. 2.4.
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6 IRAS sources (shown in yellow colour) do not have obvious counterparts present
on the optical photographs. From Table 2.3, we find that these sources (with *
in front of the source name) have only been observed at 60 and 100µm and their
60µm flux densities are ∼ 0.2 Jy, i.e. they are very faint objects. However, all IRAS
sources in Cat. (I) appear to be reliable extractions judging from the IRAS 60 and
100µm maps (Fig. 2.5 and Fig. 2.6). The IRAS source F18001+6636 seems to be
missing in these maps because of the adjacent Cat’s Eye Nebula. Fig. 2.7 shows
the co-added AKARI 90µm images centred at the IRAS positions of each source in
Cat. (I). In Section 2.3.2, we will derive the conversion factor by comparing F int90
with the AKARI peak timeline signal for each IRAS source in Cat. (I).
For IRAS sources in Cat. (II), i.e. sources undetected at 100µm, we can predict
90µm flux density by adopting 〈F100/F60〉 = 2.24, which is derived from the IRAS
Faint Source Survey (FSS) redshift survey of 700 square degrees. Although IRAS
sources in Cat. (II) will not used in calibration, it is interesting to compare the
predicted flux densities with the AKARI measurements.
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Table 2.3: IRAS sources in Cat. (I), all of which have moderate quality IRAS fluxes at 100 µm. Sources with asterisks in front of
the IRAS source name have only been observed at 60 and 100 µm.
Name F IRAS60 (Jy) F
int
90 (Jy) F
IRAS
100 (Jy) Observed Wavebands
F18001+6636 2.04E+00 2.31E+00 2.17E+00 B, J,H,Ks,12,25,60,100 µm, ...
*F18112+6503 2.10E-01 5.94E-01 6.65E-01 60,100 µm
F18130+6455 2.43E-01 6.34E-01 6.99E-01 J,H,Ks,12,60,100 µm
F18185+6341 2.04E-01 6.53E-01 7.49E-01 J,H,Ks,60,100 µm
F18197+6339 6.01E-01 1.02E+00 1.04E+00 J,H,Ks,12,25,60,100,170 µm, ...
F18252+6315 3.89E-01 9.14E-01 9.87E-01 J,H,Ks,25,60,100 µm
F18286+6309 7.72E-01 8.33E-01 7.74E-01 25,60,100 µm
*F18293+6304 2.05E-01 5.93E-01 6.67E-01 60,100 µm
F18223+6255 1.59E-01 5.42E-01 6.30E-01 J,H,Ks,25,60,100 µm
*F18254+6200 1.72E-01 5.95E-01 6.93E-01 60,100 µm
F18301+6138 2.40E-01 6.45E-01 7.15E-01 J,H,Ks,60,100 µm
F18425+6036 1.01E+01 1.93E+01 2.01E+01 J,H,Ks,12,25,60,100 µm, ...
F18353+5950 5.74E-01 1.17E+00 1.24E+00 J,H,Ks,25,60,100 µm, ...
*F18436+5931 2.11E-01 7.80E-01 9.21E-01 60,100 µm
F18440+5900 3.37E-01 8.79E-01 9.69E-01 J,H,Ks,25,60,100 µm
F18436+5847 5.69E-01 1.04E+00 1.08E+00 J,H,Ks,25,60,100 µm
F18506+5801 3.79E-01 9.12E-01 9.89E-01 B, J,H,Ks,25,60,100,170 µm, ...
*F18520+5715 2.11E-01 7.27E-01 8.46E-01 60,100 µm
F19026+5654 2.99E-01 7.23E-01 7.85E-01 J,H,Ks,25,60,100 µm
*F18597+5631 1.64E-01 5.43E-01 6.27E-01 60,100 µm
F18499+5542 4.28E-01 1.00E+00 1.08E+00 60,100 µm, ...
F18510+5539 1.25E+00 2.41E+00 2.51E+00 J,H,Ks,25,60,100,170 µm, ...
F19009+5507 5.02E-01 8.28E-01 8.35E-01 J,H,Ks,25,60,100 µm
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2.3 Timeline analysis
2.3.1 Procedure outline
Timeline Analysis, based on the IRAS PSC model, is a one-dimensional source de-
tection method. It detects and outputs SCONs in each scan after deletion of signals
below a certain threshold. Although the AKARI All-Sky Survey has a dedicated
point source extraction and photometry software package, SUSSEXtractor (Savage
& Oliver 2007), Timeline Analysis is a valuable tool at the initial performance evalu-
ation stage because its transparency provides insight on the timelines and guidelines
on parameter tuning in the dedicated source extraction pipeline.
Our goal is to derive the conversion factor which transforms the AKARI peak
timeline signal to the interpolated monochromatic 90µm flux density of a source.
Then we can estimate the point source detection limit by converting the standard
deviation in ADU to noise level in Jansky. The following is an outline of the Timeline
Analysis method.
Step 1: We prepare a source-list with positions and interpolated 90µm flux
densities in the surveyed region, which will be used to cross-match with timeline
detections later.
Step 2: We read in all TSD files in the data set and outputs SCONs above a
certain threshold, e.g. S/N > 3 or 5.
Step 3: SCONs detected in each TSD file is cross-matched with the source-
list within a searching radius of 30 arcseconds, in accordance with the positional
accuracy of the GADS. The mean RA and DEC value of the matched SCONs for
a single target source as the AKARI position and the peak timeline signal is an
indicator of the AKARI 90µm flux density.
Step 4: Finally, the conversion factor is computed as the ratio of the interpolated
90µm flux F int90 to the peak timeline signal for every seconds-confirmed detection of
a particular source. Thus, IRAS sources covered by more TSD files will have more
derivations of the conversion factor. The average conversion factor will be used to
determine the noise level of the AKARI All-Sky Survey.
2
.3
T
im
elin
e
a
n
a
ly
sis
65
Figure 2.8: 12 seconds- and hours-confirmed timeline detections of the IRAS FSC sources in Cat. (I), thresholding at 3σ (open
circles) or 5σ (plus signs). The 23 Cat. (I) sources are colour-coded according to their 60µm flux densities (green: F60 > 0.6 Jy;
red: 0.3 < F60 < 0.6 Jy; blue: F60 < 0.3 Jy).
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2.3.2 Timeline source detection
Thresholding at 3σ, we have detected 21 IRAS sources in Cat. (I) using
the Timeline Analysis method and the two missing objects are F18293+6304
and F18254+6200. To increase the reliability of the extracted sources, we
have discarded 8 sources which are only present in one TSD file (an investi-
gation of the timelines shows that these sources are usually covered by only
one TSD or at the end points of the TSD) and 1 source whose peak time-
line signals in 2 TSDs vary by more than a factor of 2. Therefore, the re-
maining 12 sources are F18001+6636, F18112+6503, F18130+6455, F18197+6339,
F18252+6315, F18286+6309, F18425+6036, F18353+5950, F18436+5847, F18506+5801,
F19026+5654 and F19009+5507. In Fig. 2.8, we have plotted the 12 seconds- and
hours-confirmed timeline detections. The IRAS FSC sources in Cat. (I) are colour-
coded by the 60 micron flux measured by IRAS, F IRAS60 . At S/N > 3, nearly all
sources with F IRAS60 > 0.3 Jy (green and red dots with open circles) as well as 2 of
the faint ones (blue dots with open circles)are detected with seconds- and hours-
confirmation. At S/N > 5, 3 out of 5 sources with F IRAS60 > 0.6 (green dots with
plus signs in the middle) are seen. Therefore, one can guess the equivalent 5σ point
source detection limit at 60µm for a single detector row is ∼0.6 Jy. As the AKARI
has covered almost the entire sky at least twice and each scan has 3 detector rows,
ideally the 5σ point source flux detection limit for a single scan will reach ∼0.2 Jy
which is deeper than the detection limit of the IRAS PSC and comparable to the
FSC.
Conversion factors derived from the 12 confirmed sources above 3σ and asteroids
are shown in Fig. 2.9. For sources with F int90 < 0.7 Jy (left of the dotted line in
Fig. 2.9), the conversion factor appears to be systematically lower than that from
brighter sources. Since IRAS does not provide accurate flux determinations for these
faint objects, we will exclude them in estimating the mean conversion factor. Source
F18425+6036 is a nearby extended object and hence is excluded as well. So, we are
left with a total of 9 Cat. (I) IRAS sources used for absolute calibration. The mean
conversion factor is computed as a weighted average,
〈CF 〉 =
9∑
i=1
CFi
σ2i
/
9∑
i=1
1
σ2i
= 8.49. (2.1)
σi is the uncertainty in the conversion factor, taking into account the scatter in
F int90 and the AKARI peak timeline signal. The uncertainty in the estimate of the
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conversion factor is calculated as
σ〈CF 〉 = 1/
√√√√ 9∑
i=1
1
σ2i
= 0.61. (2.2)
Therefore, combined with the robust noise estimation in Section 2.2.1, we deduce
that in the AKARI WIDE-S 90µm band, the point source flux detection limit for a
single detector row at S/N > 5 is 1.1± 0.1 Jy (or ∼0.7 Jy at S/N > 3).
Fig. 2.10 shows a comparison between the AKARI 90µm flux, i.e. peak timeline
signal × conversion factor, and the interpolated 90µm flux for Cat. (II) sources
detected at a 3σ threshold. For sources with F int90 less than ∼0.7 Jy, the consistency
between F int90 and F
AKARI
90 begins to break down. This trend seems to coincide with
the boosting of the AKARI fluxes at the faint end present in Fig. 2.9. It could be
caused by the well-known flux overestimation effect from upward noise fluctuations
(Moshir et al. 1992), non-linear absolute calibration, incorrect IRAS fluxes and flux
interpolation (Jeong et al. 2007), or by mistaking correlated noise for faint point
sources as we are approaching the detection limit of ∼0.7 Jy at S/N > 3.
2.3.3 Non-IRAS sources and cirrus emission
The expected number density of sources at ∼0.5 Jy is 1 source per square degree
from 90µm integral source count models based on the European Large Area ISO
Survey (Efstathiou et al. 2000; Heraudeau et al. 2004). In our data set, each
scan is about 3.6 degree long and 8.2 arcmin wide. In other words, each scan
covers an area of ∼0.5 square degrees. At a 5σ threshold, two overlapping scans
usually give rise to 1 - 2 seconds- and hours-confirmed sources. Therefore, with the
current high source number density and sensitivity estimate, a large fraction of the
detections are expected to be spurious point sources. In principle, false detections
can be caused by cosmic ray glitches, transient behaviour of the detectors, correlated
noise, or filamentary structures such as interstellar dust clouds or cirrus discovered
by IRAS (Low et al. 1984) which dominate the background radiation in the far-
infrared. Jeong et al. (2005) estimated the sky confusion noise (Helou & Beichman
1990; Gautier et al. 1992) due to cirrus emission using simulated high-resolution
dust maps for space missions such as ISO, Spitzer, AKARI and Herschel. Jeong
et al. (2006) included source confusion in different source distribution models in
determining the far-infrared point source detection limit.
To investigate the effect of infrared cirrus emission on source extraction, firstly
we need to select seconds- and hours-confirmed detections with a high signal-to-noise
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Figure 2.9: Conversion factor (F int90 / peak timeline signal) vs. the interpolated
90µm flux F int90 (asterisks: IRAS FSC sources in Cat. (I) detected at S/N > 3;
triangles: asteroids). The dotted line is where the interpolated 90µm flux is equal
to 0.7 Jy. For clarity, error bars are not plotted.
ratio to decrease the contamination from transient signals or moving objects. Having
selected 5 pairs of overlapping scans, we output SCONs above a certain threshold
(varies between 4σ and 5σ) and then discard those without hours-confirmation.
Thus, we have obtained a sample of 8 seconds- and hours-confirmed sources which
are not IRAS sources. In Fig. 2.11, we have overlaid 6 of them (white open circles)
on the IRAS 100µm emission maps (Schlegel, Finkbeiner & Davis 1998) and found
that they generally reside in high or intermediate intensity environments. Fig. 2.12
shows the co-added AKARI 90µm images with greater resolution and confirms the
extended structures of the selected non-IRAS sources shown as green open circles
(could be compared with the 90µm images of the point sources in Fig. 2.7). From
now on, we refer to these objects as cirrus candidates. In Table 2.4, we list name
and position for each candidate. In Section 2.4.5, we will use wavelet multiscale
decomposition technique to verify or falsify the assumption that these seconds- and
hours-confirmed non-IRAS sources are due to cirrus emission.
For a fair comparison with the cirrus candidates selected at S/N > 4 or 5,
we have run our timeline analysis method with a threshold of 4σ. The extracted
seconds- and hours-confirmed IRAS sources at S/N > 4 are listed in Table 2.5.
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Figure 2.10: The interpolated 90µm flux vs. the AKRAI 90µm flux for IRAS
FSC sources in Cat. (II) detected at S/N> 3 (plus signs) and asteroids (triangles).
Table 2.4: 6 cirrus candidates detected at 4σ or 5σ.
NAME RA (J2000) DEC (J2000)
C1 277.796 61.716
C2 286.906 56.427
C3 284.842 57.186
C4 276.261 63.704
C5 286.365 55.464
C6 286.332 55.483
Table 2.5: 3 IRAS sources in Cat. (I) detected at 4σ.
NAME RA (J2000) DEC (J2000)
F18001+6636 270.042 66.6118
F18197+6339 275.029 63.679
F18436+5847 281.115 58.837
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Figure 2.11: IRAS 100µm maps (image size=2 × 2 deg.2; image
scale=histogram). From left to right, the white open circles (diameter = 4.8
arcminutes, close to the IRAS resolution) are the cirrus candidates C1, C2, C3,
C4, C5 and C6 respectively (C5 and C6 are shown together in the rightmost
map.).
Figure 2.12: AKARI 90µm maps (image size=0.2 × 0.2 deg.2; image
scale=histogram). From left to right, green open circles (with diameter = 1.2
arcminutes) are the cirrus candidates C1, C2, C3, C4, C5 and C6 respectively
(C5 and C6 are shown together in the rightmost map.).
2.4 Wavelet transform and source detection
2.4.1 Key motivations
Infrared astronomical data are often complex combinations of random noise (e.g.
photon shot noise, instrumental noise), variable sky background radiation, point
and quasi-point sources (e.g. asteroids, stars, double stars, galaxies, ...), different
types of glitches caused by cosmic rays, extended structures such as galaxies, clusters
and cirrus clouds. Different signals prefer to exhibit themselves on different scales
because they originate from a hierarchy of physical structures. For instance, noise
tends to dominate on small scales, infrared cirrus emission often shows up on large
scales, while stars and galaxies would appear on somewhat intermediate scales. So, it
is advantageous to use multiresolution techniques to detect signals from objects with
a particular size. In addition, because our data always contain some discontinuities
and sharp features, the traditional Fourier transform becomes an inadequate and
inefficient analysis tool for modelling the real data.
For the AKARI All-Sky Survey, a multiscale analysis can effectively eliminate
spurious sources if the majorities have a different spatial scale from the point source
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scale. Essentially, we use wavelet multiresolution decomposition as a means of un-
derstanding data characteristics and increasing the reliability and completeness of
the future catalogues from the AKARI All-Sky Survey.
2.4.2 Introduction to wavelets and wavelet transforms
Wavelet transform is in many ways similar to Fourier transform. Both are linear
operators which decompose signals onto a set of basis functions. The fundamental
difference is that wavelet transform adopts localised basis functions called wavelets
instead of infinitely ranging sinusoidal functions which have no positional resolution
at all. The mother wavelet function gives rise to a family of wavelet functions by
operations of translation and scaling without changing its shape. Therefore, wavelet
transform offers a time-scale two-dimensional representation of the data, i.e. an ac-
curate local description of the frequency components present in each signal segment.
It is particularly useful for analysing non-stationary signals whose characteristics
change over time. Alternatively, it can be viewed as a multiresolution decomposi-
tion which is perhaps more widely used (refer to Burrus, Gopinath & Guo 1998 for
a mathematical background of wavelet analysis and Starck & Murtagh 2002, van
der Berg 2004 and references therein for applications of wavelets in astronomy and
physics).
There are two types of wavelet transform, the continuous wavelet transform
(CWT) and the discrete wavelet transform (DWT). Theoretically the CWT is in-
finitely redundant and inefficient, however it provides a smooth wavelet transform
of the signal and is suited for feature recognition. The DWT is fast to compute and
the signal reconstruction is straightforward. In this chapter, we use the CWT to
analyse the TSDs.
The CWT of a square-integrable function f(x) is defined as
W (a, b) =
1√
a
∫ +∞
−∞
f(x)ψ∗(
x− b
a
)dx, (2.3)
where ψ∗(x) denotes the complex conjugate of ψ(x). By the convolution theorem,
the wavelet transform is the inverse Fourier transform of the product of f̂(w) and
ψ̂∗(aw),
W (a, b) =
√
a
∫ +∞
−∞
ψ̂∗(aw)f̂(w)eibwdw. (2.4)
The wavelet power spectrum (WPS) is defined as |W (a, b)|2. Regions of large or
small power in the WPS plot indicate important or negligible features within the
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signal.
There are several factors in determining which wavelet function to use (Torrence
& Compo 1998). Essentially, wavelet transform calculates the correlation of the
wavelet function and the local signal. Therefore, to detect point sources in the
timelines, we need wavelet functions which can produce large wavelet coefficients at
the position of the source and at the same time reduce the effect of noise. We use
the Gaussian second derivative (also known as the Marr wavelet or Mexican Hat
wavelet) as our analysing wavelet function. It has been suggested by many that
the optimal wavelet to detect point sources is perhaps the isotropic Mexican Hat
wavelet (Cayo´n et al. 2000; Gonza´lez-Nuevo et al. 2006).
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Figure 2.13: Top: examples of the original timelines in 3 passing detectors in a single TSD. Bottom: the CWT of the timeline in
each passing detector after thresholding on the Point Source Scales in 2 overlapping TSDs. The dotted line is the position of the
source.
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2.4.3 Wavelet multiscale representation: definition and out-
line
On what scales do we expect point sources to appear? In the WIDE-S 90µm band,
the FWHM of the PSF is ∼39 arcseconds, the sampling rate is 25.28 Hz, and the scan
speed is ∼3.6 arcmin per second. Therefore, a single point source can be observed
by ∼9 samplings in one detector pixel provided no data points are flagged out,
2× 39 arcsec
3.6× 60 arcsec/sec × 25.28 Hz ≈ 9. (2.5)
Therefore, the closest wavelet width to 9 is 23 = 8 under a dyadic sampling strategy.
In other words, the optimal resolution level (the Object Scale defined as the scale
where the maximum wavelet coefficient of an object lives in the Multiscale Vision
Model (Bijaoui & Rue´ 1995; Stark & Murtagh 2002)) for detecting point-like objects
is a = 23. It follows that quasi-point sources or slightly extended sources mostly
inhabit on scale 24. To sum up, our prior knowledge of point source detection in the
multiscale representation model includes:
P1. At resolutions 21 and 22, signals are assumed to be dominated by random
noise;
P2. Point sources can be most easily detected at resolution 23. Quasi-point
sources / slightly extended sources prefer to show up at resolution 24. We will refer
to these resolution scales (23 and 24) as the Point Source Scales;
P3. At resolutions coarser than 24, cirrus emission and the sky background
begin to dominate.
We use the IRAS sources in Table 2.5 to demonstrate source detection with
wavelet multiscale decomposition technique and also to compare with the cirrus
candidates. A summary of the procedures is the following.
1. The FIS has 3 detector rows in the WIDE-S band, each of which has 20
detector pixels (Table 1). In each detector row, we search for the detector pixel which
passes a target source. The 3 passing detector pixels should be approximately 20 or
21 detectors away from each other due to the configuration of the detector arrays of
FIS and the rotation angle (26.5 deg) with respect to the scanning direction.
2. In each detector pixel, the number of data points N is required to be a power
of 2, i.e. N = 2J . Therefore, we add an adequate amount of zeros at the end of each
timeline.
3. We compute the CWT of the timelines on the Point Source Scales (23 to 24),
producing a set of wavelet coefficients wa,b on each scale.
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Figure 2.14: The local wavelet power spectrum. The x-axis is centred at the
position of the target source (the vertical dotted line).
4. We calculate the standard deviation σ(a) of the wavelet coefficients at each
scale and then set any wavelet coefficient to zero if wa,b < kσ(a) (insignificant wavelet
coefficient). k is chosen to be 2 here. This is known as hard thresholding.
5. Finally we use seconds- and hours-confirmation to discriminate real sources
from spurious ones. This is achieved by comparing the wavelet transform after
thresholding in different detector rows (seconds-confirmation) and different TSDs
(hours-confirmation).
2.4.4 Multiscale analysis of the IRAS sources
Examples of the original timelines in one scan for the 3 IRAS sources in Table 5 are
shown in Fig. 2.13. For each source, there are 3 timelines in the 3 passing detector
pixels respectively. The position of the target source is indicated by the intersection
between the signal and the vertical dotted line. The brightest source F18001+6636
withF int90 = 2.3 Jy can just be detected by eye, while the other two sources with
F int90 = 1.0 Jy are obscured by the noise.
In the same figure, we have shown the continuous wavelet transform of the
timelines after thresholding for each IRAS source in 2 overlapping TSDs (shown
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as TSD 1 and TSD 2) on scales 23 and 24. In fact, the reconstructed timeline
on each scale is proportional to the amplitude of the wavelet coefficient (Torrence
& Compo 1998). The timelines in the 3 passing detector pixels are represented
by 3 different colors, black, red and blue. If more than two positive signals of
different colours overlap at the same position in one TSD, then it is regarded as a
seconds-confirmed detection. To discriminate real sources from spurious ones, we
also require hours-confirmation by checking the other TSD at the same position.
Only when a seconds-confirmed detection is present in both TSDs, i.e. a seconds-
and hours-confirmed source, do we acknowledge it as a real source.
So, the first conclusion from Fig. 2.13 is that each IRAS source can be clearly
identified as the only seconds- and hours-confirmed detection in the entire TSD
at resolution 24. Secondly, although F18001+6636 is also present with seconds-
and hours-confirmation at resolution 23, the two fainter sources F18197+6339 and
F18436+5847 are not detected according to our selection criteria at j = 3. In
addition, due to the noisy nature of the data, F18197+6339 and F18436+5847 will
be missing at j = 4 if a higher threshold is used.
Fig. 2.14 shows the WPS as a function of position and scale for IRAS source
F18197+6339. Again, there are 6 panels (3 passing detector pixels per TSD × 2
TSDs) and the vertical dotted line in the middle of each panel marks the position of
the target source. In order to compare the WPS in different detector pixels and for
different objects, we use common contour levels in Fig. 2.14, Fig. 2.17, Fig. 2.18
and Fig. 2.19. The wavelet power increases towards red in each contour plot. A high
power at the position of the IRAS source and on the correct scales (around 23 = 8)
can be unmistakably identified in almost every contour panel of F18197+6338. The
missing power in the rightmost panel in TSD 2 is due to the flagged data around the
source (see the top left panel in Fig. 2.13). The noisy nature of the data can been
seen in the contour plots of the wavelet power. For example, there are contours of
large power in the timelines on a range of scales including the Point Source Scales.
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Figure 2.15: The continuous wavelet transform after thresholding for cirrus candidates C1 to C6. Each panels shows the wavelet
coefficients in 3 passing detector pixels in 2 overlapping TSDs. The position of the cirrus candidate is indicated by the dotted line.
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2.4.5 Multiscale analysis of the cirrus candidates
The same wavelet transform procedure has been applied to the 6 cirrus candidates
selected with S/N> 4 and the result is shown in Fig. 2.15. Apart from candidate
C2, all the other cirrus candidates are clearly not seconds- and hours-confirmed
detections on the Point Source Scales. Therefore, according to our selection criteria
these sources are spurious and not new discoveries by AKARI.
In Fig. 2.16, the original timelines of cirrus candidate C2 in 2 TSDs (TSD 1 and
TSD 2) are shown. The bottom and top timeline in TSD 1 and the middle timeline
in TSD 2 clearly show the presence of a spike at the position of the cirrus candidate.
The contour plots of the WPS of C2 are shown in the lower half of Fig. 2.17. In
both TSDs, the effect of a spike is manifested by contours of power resembling that
of point sources at the vertical dotted line (the left and right panel in C2 TSD 1 and
the middle panel in C2 TSD 2). For other cirrus candidates, contour plot similar
to that of a point source can be seen in some detector pixels. An investigation of
the original timelines shows that it is also due to spikes found at the position of the
cirrus candidates.
If these non-IRAS detections detected in Timeline Analysis with seconds- and
hours-confirmation are induced by extended structures such as cirrus clouds, they
should appear as confirmed detections on scales larger than the Point Source Scales.
However, for every cirrus candidate studied here, this assumption can be rejected
based on the WPS plots from Fig. 2.17 to Fig. 2.19. In some contour plots a
thin curved line can be seen at either side of the panel (C1, C2 and C3). Regions
above the thin line are the cone of influence (Torrence & Compo 1998) where the
edge effect of the TSD makes the power spectrum unreliable. In the case of cirrus
candidate C1, regions of high power on large scales are present in the left panel of
TSD 1 as well as TSD 2 at the vertical dotted line, while they are absent in other
detector pixels. Similarly, for cirrus candidates C4, C5 and C6, at the position of
the candidate, only one detector pixel display high power on large scales in each case
(the right panel in C4 TSD 2; the left panel in C5 TSD 2; the middle panel in C6
TSD 2). For C2 and C3, apart from spikes seen in some detector pixels, the dotted
linen in does not intersect with regions of large power. The fact that the contour
plots of wavelet power along the dotted line look wildly different across different
detector pixels of the same object leads us to conclude that these spurious sources
are not caused by cirrus emission but random noise in the timelines.
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Figure 2.16: The original timelines of cirrus candidate C2 in the 3 passing
detector pixels in 2 overlapping TSDs.
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Figure 2.17: The local wavelet power spectrum of cirrus candidate C1 and C2
in 2 TSDs from scale 22 to 26. The x-axis is centred at the position of the target
source (dotted line).
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Figure 2.18: The local wavelet power spectrum of cirrus candidate C3 and C4
in 2 TSDs from scale 22 to 26. The x-axis is centred at the position of the target
source (dotted line).
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Figure 2.19: The local wavelet power spectrum of cirrus candidate C5 and C6
in 2 TSDs from scale 22 to 26. The x-axis is centred at the position of the target
source (dotted line).
2.5 Discussion and conclusion 83
2.5 Discussion and conclusion
The localising property of wavelet transform prevents transient signals being sub-
merged in the average characteristics of the overall timeline. Wavelet transform,
as a band-pass filter, decomposes data onto a succession of resolution levels and
hence separates signal components due to physical structures of different sizes. In
our wavelet multiscale analysis, IRAS sources are the only detections with seconds-
and hours-confirmation at the expected resolutions for point sources or small ex-
tended sources. However, as our data set only provides us with 3 sources above a
4σ threshold, a larger sample will be desirable to further test our method.
By thresholding at a high signal-to-noise ratio (S/N > 4 or 5), we find that most
of the seconds- and hours-confirmed sources which are not in the IRAS point source
catalogues seem to trace cirrus clouds, i.e. they reside in environments with strong
or intermediate 100µm emission. In the co-added AKARI 90µm maps, it is clearly
shown that these non-IRAS sources referred to as cirrus candidates are associated
with bright extended structures, either in the in-scan direction (the time direction)
or both the in-scan and cross-scan direction. Unlike the IRAS sources, most of the
cirrus candidates fail to to be detected with seconds- and hours-confirmation on
the Point Source Scales under continuous wavelet transform. It confirms that they
have a different scale preference compared with the IRAS sources. However, these
non-IRAS point sources are not likely due to cirrus judging from the contour plots
of the wavelet power. At the position of each cirrus candidate, usually one or two
detector pixels exhibit high power on large scales, while other detectors either show
presence of spikes on the Point Source Scales or no regions of high power at all. In
other words, the WPS differ significantly across different detector pixels in the same
scan and also different scans of the same candidate.
The AKARI All-Sky Survey has covered over 90 per cent of the entire sky twice.
Theoretically the 5σ point source flux detection limit at the WIDE-S 90µm band
will reach 1.1 Jy /
√
2 (overlapping scans) × 3 (detector rows) ≈ 0.4 Jy assuming
equal data quality among different detector rows and different scans. However, we
also detect many bright ‘sources’ which are not detected by IRAS and are not likely
to be caused by cirrus. At this stage, it is unclear whether these spurious sources
can be filtered out in the data reduction pipeline as the wavelet transform analysis
showed that the excessive noise appears on a range of scales. It may be possible to
extract real sources with fluxes around 0.4 Jy at 90 µm, but there are formidable
difficulties in delivering an unbiased AKARI All-Sky Survey Point Source Catalogue
deeper than F90 ∼ 1 Jy. Therefore, we have to abandon the original plan of using
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the AKARI All-Sky Survey Point Source Catalogue to validate Planck and study
the large-scale structure of the universe.
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Chapter 3
The Imperial IRAS-FSC Redshift
Catalogue (IIFSCz)
Abstract
We now return to the IRAS Faint source Catalog (FSC) as a high-quality all-sky
catalogue is needed to validate current and forthcoming infrared and submm/mm
surveys such as AKARI, Planck and Herschel. In addition, it offers interesting sci-
ence possibilities for searches for rare source populations and large-scale structure
and galaxy bias studies. We construct a new catalogue, the Imperial IRAS-FSC
Redshift Catalogue (IIFSCz), of 60,282 galaxies selected at 60µm from the IRAS
FSC. The IIFSCz consists of accurate position, optical, near-infrared and/or radio
identifications, spectroscopic redshift (if available) or photometric redshift (if pos-
sible), predicted far-infrared (FIR) and submillimetre (submm) fluxes ranging from
12 to 1380µm based upon the best-fit infrared template. About 55% of the galaxies
in the IIFSCz have spectroscopic redshifts and a further 20% have photometric red-
shifts obtained through either the training set or the template-fitting method. For
S(60) > 0.36 Jy, the 90% completeness limit of the FSC, 90% of the sources have
either spectroscopic or photometric redshifts. The catalogue is publicly available
from http://astro.imperial.ac.uk/∼mrr/fss/.
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3.1 Introduction
The IRAS Faint Source Catalog (FSC; Moshir et al. 1992) contains 173,044 sources
extracted from image plates of co-added data. It is 2–2.5 times deeper than the
IRAS Point Source Catalogue (PSC), reaching a depth of ∼0.2 Jy at 12, 25 and
60µm. The sky coverage of the FSC is limited to |b| > 20◦ in unconfused regions
at 60µm. For sources with high-quality flux density1, the reliability of the whole
catalogue is ∼ 99% at 12 and 25µm and ∼ 94% at 60µm. Around 41% of the
sources are detected at 60 µm (FQUAL = 2 or 3 at 60 µm).
The construction of a redshift catalogue of the FSC 60µm sources is made
possible by overlaps (in terms of depth and area) with various surveys either spec-
troscopic or photometric, such as the Sloan Digital Sky Survey (SDSS; York et al.
2000), the Two Micron All Sky Survey (2MASS; Skrutskie et al. 1997) and the
6dF Galaxy Survey (Jones et al. 2004; Jones et al. 2005). We use two photomet-
ric redshift techniques, the empirical training set method and the Spectral Energy
Distributions (SED) fitting procedure, to provide estimates of redshifts from optical
and near-infrared (NIR) broad-band photometry.
Other recent or planned all-sky surveys include AKARI and Planck. The
AKARI (previously known as ASTRO-F) All-Sky Survey, which ended on August
26th, 2007, has observed 94% of the sky from mid- to far-infrared (Murakami et
al. 2007). The 5σ point source detection limit of the Far-Infrared Surveyor with
a single scan coverage is estimated to be 2.4, 0.55, 1.4 and 6.3 Jy at 65, 90, 140
and 160 micron respectively (Kawada et al. 2007; Wang et al. 2008b). The ESA
(European Space Agency) mission Planck is going to map the Cosmic Microwave
Background (CMB) with unprecedented angular resolution and sensitivity as well
as produce all-sky catalogues of infrared and radio galaxies in the frequency bands
ranging from 30 to 850 GHz. The study of these Planck extragalactic point sources
can not only help clean up the foreground contaminants in the CMB images but
also constrain galaxy formation and evolution models and allow searches for high
redshift dusty galaxies. For the HFI channels, the estimated Planck All Sky Survey
sensitivity at the 3σ level is 26, 37, 75, 180, 300 mJy at 2100, 1380, 850, 550, 350µm
respectively (Planck Bluebook, ESA-SCI(2005)-1, Version 2) and thus many of the
sources detected by Planck will also be present in the IRAS catalogues. Another
ESA mission Herschel (Pilbratt 2004), which is to be launched together with Planck,
will observe the universe in the far-infrared (FIR) and submillimetre (submm) range
1In the IRAS FSC, the flux density quality (FQUAL) is classified as high (=3), moderate (=2)
or upper limit (=1)
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(approximately 57 – 670µm) with the formation and evolution of galaxies and stars
and stellar systems as its key science goals. The SPIRE instrument (Griffin et al.
2007) will perform imaging in the broadband photometry mode centred at 250, 350
and 500µm with the predicted point source sensitivity in the range 8 – 11 mJy
(5σ, 1 hr). To aid these missions, we have provided predicted fluxes at the relevant
mission wavelengths. The Imperial IRAS-FSC Redshift Catalogue (IIFSCz) will be
an important input and validation catalogue for current and forthcoming wide-area
infrared/submm surveys described above.
There are also several extragalactic science programmes that can be carried out
with the IIFSCz. The convergence of the cosmological dipole is particularly worth
further investigation as previous measurements with all-sky surveys such as IRAS or
2MASS have not yet shown a consensus on the convergence depth (Rowan-Robinson
et al. 2000; Maller et al. 2003; Erdogˇdu et al. 2006). While 2MASS samples
the local universe (within 200 h−1 Mpc) very well, it is not quite deep enough to
detect potential contributions to the dipole signal from large distance. The IIFSCz
provides a huge sample for large-scale structure and velocity studies, e.g. the baryon
acoustic oscillation (Eisenstein et al. 2005), the two-point correlation function and
its dependence on the FIR luminosity and star formation rate (Mann, Saunders &
Taylor 1996; Szapudi et al. 2000; Hawkins et al. 2001), the local multiwavelength
luminosity functions (Serjeant & Harrison 2005), follow-up studies of rare source
populations such as ultraluminous infrared galaxies (ULIRGs) and hyperluminous
infrared galaxies (HLIRGs) and number counts.
The layout of this chapter is as follows. The criteria used to select galaxies
from the IRAS FSC are described in Section 3.2. In Section 3.3, we firstly obtain
spectroscopic redshifts from a number of databases and then cross-identify (using
the likelihood ratio technique) FSC sources with their optical, near-infrared and/or
radio counterparts. In Section 3.4, we carry out photometric redshift estimation
(using both the training set and the template-fitting method) and then make flux
predictions at FIR and submm wavelengths. The overall properties of the IIFSCz is
described in Section 3.5. Finally, discussions and conclusions are given in Section 3.6
and Section 3.7 respectively. Unless otherwise stated, throught this thesis we adopt
a flat cosmological model with Λ = 0.7 and h0 = 0.72.
3.2 Sample selection
To obtain a complete sample of galaxies from the IRAS FSC, our selection criteria
are:
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Figure 3.1: Colour at 100-60 µm vs. spectroscopic redshift colour-coded by four
infrared templates (black: cirrus; red: M82; green: A220; blue: AGN dust torus).
Figure 3.2: Colour at 25-60 µm vs. spectroscopic redshift. Symbols are the same
as in Fig. 3.1.
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Figure 3.3: Colour at 12-60 µm vs. spectroscopic redshift. Symbols are the same
as in Fig. 3.1.
Figure 3.4: Colour-colour distribution of sources with flux density detections at
12 and 25µm after applying the cirrus rejection criterion. The red dotted lines are
the Rayleigh-Jeans predictions, while the blue solid lines are our stellar rejection
criteria. Sources in the region with a yellow background colour are selected as
galaxies.
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(1) To ensure reliability, we select sources with FQUAL ≥ 3 and SNR > 5 at
60µm. There are two types of signal-to-noise ratio in the IRAS FSC, the SNR at a
given pixel (LOCSNR) and the SNR which uses a noise value derived from a local
region. The latter is adopted here. This condition leaves us with 63,842 sources;
(2) To exclude cirrus, we require log(S100/S60)< 0.8 if FQUAL ≥ 2 at 100µm.
The sample size is reduced to 63,107. Fig. 3.1 shows the predicted 100-60µm
colour as a function of redshift based upon four infrared templates, cirrus, M82
starburst, Arp 220 starburst and AGN dust torus (Rowan-Robinson et al. 2004;
Rowan-Robinson et al. 2008). It is clear that our constraint on the 60-100µm flux
ratio should not exclude any infrared galaxy type for z < 4;
(3) To discriminate against stars, we firstly require log(S60/S25)> −0.3 if
FQUAL ≥ 2 at 25µm and then log(S60/S12)> 0 if FQUAL ≥2 at 12µm. A total
of 60,371 sources have met the above criteria, the faintest of which has a flux den-
sity of 0.12 Jy at 60µm. Fig. 3.4 is the colour-colour diagram of FSC sources with
detections at 12 and 25µm after applying the 60-100µm colour cut. The Rayleigh-
Jeans predictions for the 12-60, 25-60, 25-12µm flux ratio are the red dotted lines,
while our stellar rejection criteria are indicated by the blue solid lines. The concen-
trations of objects to the upper right are stars. Admittedly, our colour cuts might
be a little harsh and therefore some low-redshift AGNs might be missing from our
sample (see Fig. 3.2 and Fig. 3.3). By examining DSS (Digitized Sky Survey)
images and cross-identification in NED or Simbad (if available) of sources in regions
where 0 < log(S12/S60)< 0.7 and log(S25/S60)> 0 or 0 < log(S12/S60)< 0.3 and
log(S25/S60)< 0.3, we managed to retrieve 3 Seyfert galaxies, 8 unidentified or con-
fused galaxies, while the rest are mostly carbon stars and post-AGB stars. At this
stage, our sample contains 60, 382 galaxies which forms the base catalogue of the
IIFSCz. However, we point out that the sample size will undergo one more change
in Section 3.3.1.
3.3 Source identification
3.3.1 Redshift compilation from NED, FSSz, PSCz & 6dF
Having constructed the base catalogue, the next step is to obtain spectroscopic red-
shifts from past redshift surveys and the literature. The NASA/IPAC Extragalactic
Database (NED) currently contains 10.4 million objects, 1.4 million redshifts and
16.0 million cross-identifications based upon astrometry, photometry and avoidance
of confusion.
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Figure 3.5: Distribution of the angular separations between the IRAS positions
and the NED positions of the FSC sources.
An NED all-sky query2 of FSC sources at |b| > 20◦ with S60>0.1 Jy returned
64,219 objects (I will refer to this sample as NED-FSC). In the NED, two constraints
were used to select FSC sources, log(S60/S25)> −0.3 and FQUAL≥ 3 at 60µm.
Therefore, our sample is expected to be smaller than the NED-FSC. The NED
position of a given FSC source is the best possible position, that is to say optical
or near-infrared position if available and IRAS position if not. The accuracy of
IRAS position depends on the size, brightness and spectral energy distribution of
the source but is usually <20” (1-σ). Within a radius of 300”, 60,320 out of 60,382
sources in our base catalogue are matched with sources in the NED-FSC, more than
23,000 of which have spectroscopic redshifts in the NED. A manual checking of
the matched sources with separations ≥80” (∼170 objects) proved that these cross-
identifications are correct. Fig. 3.5 shows the number of cross-identifications as a
function of the angular separation between the IRAS position and the NED position.
3 FSC sources are matched manually to their cross-identifications due to their large
positional separations. 44 FSC sources are not found in NED. In addition, I have
removed a few FSC sources which are identified in NED as galactic objects from our
base catalogue. This is the final change to the size of our base catalogue which now
contains 60,282 galaxies.
The FSS redshift survey (FSSz; Oliver 1993; Oliver et al. 1996) covering 700
deg2 measured redshifts for 1,546 FSC sources. It provides an additional 568 red-
2An all-sky query in NED usually returns a list of sources with information such as source
name, type, position and redshift. However, photometric data for each source is not included and
has to be retrieved individually.
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shifts for our catalogue.
So far, around 2,000 bright FSC sources (S60≥0.6 Jy) in our base catalogue
do not have spectroscopic redshifts. The PSC Redshift Survey (PSCz; Saunders
et al. 2000) is complete to S60=0.6 Jy. NED has not folded in the PSCz due to
issues such as significant positional difference and incorrect NGC/IC/MCG cross-
identifications. I managed to get 1,972 spectroscopic redshifts from the PSCz via
exact source name matching.
The 6dF Galaxy Survey covers roughly 2/3 of the southern sky, measuring
redshifts for over 80,000 galaxies. The primary redshift sample is selected from
the 2MASS Extended Source Catalog (XSC), together with 13 other samples such
as the SuperCOSMOS catalogue, the ROSAT All-Sky Survey and the IRAS FSC.
NED used a 3” radius in matching the 6dF with the FSC, however, matches were
not made if there were more than one 6dF object within the IRAS beam. In total,
NED has matched ∼ 6000 FSC sources with the 6dF observations.
In the 6dF database, 10111 objects appear in both the IRAS FSC and the
SPECTRA table where all the observational and redshift related information are
stored. Again, by matching FSC source names, the 6dF provides an extra 2,794
redshifts with acceptable quality (on quality scale Q=3 or 4).
To summarise, I have obtained 29,022 spectroscopic redshifts from NED, FSSz,
PSCz and 6dF, which comprises 48% of our base catalogue. However, there are a
few thousand more redshifts to be gained from the SDSS DR6 survey (see below).
3.3.2 Cross-match with SDSS
The SDSS photometric DR6 survey has covered 9,583 deg2 at u, g, r, i, z with mag-
nitude limits 22.0, 22.2, 22.2, 21.3, 20.5 respectively. The spectroscopic DR6 survey
has covered 7,425 deg2, the main samples of which are magnitude-limited at Pet-
rosian r<17.77 for galaxies.
As mentioned in Section 3.3.1, one does not get photometric data using the
NED all-sky search. Therefore, in order to get optical magnitudes, I have to cross-
identify FSC sources with their optical counterparts in the SDSS DR6 catalogues. In
addition, because NED has only entered galaxies from the spectroscopic DR5 survey
(covering 5,740 deg2) so far, I can also get new redshifts from the spectroscopic DR6
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3.3.2.1 The likelihood ratio technique
We use the likelihood ratio technique (LR; Wolstencroft et al. 1986; Sutherland &
Saunders 1992; Ciliegi et al. 2003; Brusa et al. 2007) to cross-identify FSC sources
with their optical counterparts. The LR essentially compares the probability of a
candidate being the true counterpart as a function of magnitude m and separation
d with that of a chance association, i.e.
L =
p(m, d) dm dx dy
n(m) dm dx dy
=
q(m)f(d)
n(m)
. (3.1)
The probability distribution function f(d) is usually assumed to be a two-
dimensional Gaussian,
f(d) =
1
σ1σ22π
exp[−1
2
(
d21
σ21
+
d22
σ22
)]
=
1
σ1σ22π
exp(−1
2
d2), (3.2)
where σ1 and σ2 are the axes of the positional uncertainty ellipse of a given FSC
source, d1 and d2 are the positional separation along the axes and d is the normalised
angular distance. For FSC sources, the mean 1-σ positional uncertainty along the
minor and major axes are 5 and 18 arcsec respectively. The magnitude distribution
function of background objects n(m) is taken from objects around some random
positions in the sky. The magnitude distribution function of the true optical coun-
terparts q(m) is obtained by subtracting n(m) from the magnitude distribution of
objects each FSC sources. In Bayesian inference, it can be shown that L contains
all the information about the probability of a candidate being the true counterpart.
In cases where there are multiple candidates, the one with the highest likelihood is
selected as the true counterpart.
3.3.2.2 Obtaining redshifts from SDSS DR6
Firstly, we need to test the reliability of the LR method. This is easily achievable
as we have already obtained 29,022 spectroscopic redshifts in Section 3.3.1 which
can be used to compare with the redshifts of the optical counterparts found in the
spectroscopic DR6 survey.
In the spectroscopic DR6 catalogue, I search for all primary objects3 within
1 arcmin from the IRAS position of each FSC source with known spectroscopic
3Whenever the SDSS makes multiple observations of the same object, the one with the best
photometry will be assigned as the ‘primary’ observation.
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redshift gained in Section 3.3.1. Although in principle we can use accurate positions
for these FSC sources, the IRAS positions are used to investigate the impact of large
positional uncertainty.
Of the 29,022 FSC sources with spectroscopic redshifts, 8,979 were found to
have optical counterparts and, of these, an average of 1.2 optical counterparts were
found for each. I exclude candidates with r > 17.6 (above the magnitude limit)
and z < 0.0005 in order to exclude stars. Fig. 3.6 shows the r-band magnitude
distribution of the true counterparts and that of the random background objects.
The blue solid line is a Gaussian fit to q(m),
q(m) ∝ exp[−1
2
(
m− 15.31
1.29
)2] (3.3)
and the red solid line is an exponential model of n(m). Using the LR method, I
managed to cross-match 8166 FSC sources with optical galaxies in the spectroscopic
DR6 survey. For an FSC source, if its redshift obtained in Section 3.3.1 agrees
with the redshift of its optical counterpart, then we say that the cross-identification
is correct. Thus, the reliability, defined as the ratio of the number of correction
identifications to the total number of sources in the cross-matched sample,
Reliability =
Ncorrect
Ntotal
, (3.4)
of the cross-matched sample is estimated to be ∼ 97%.
Now we can apply the same procedure to the 31,260 FSC sources which did not
receive spectroscopic redshifts in Section 3.3.1. Using a search radius of 1’, 4654 FSC
sources are matched with 5462 optical candidates. The blue dotted line in Fig. 3.6
is a Gaussian fit to the new q(m), where the peak is now shifted to ∼16.8. The
LR technique gives rise to new optical identifications and spectroscopic redshifts for
3,844 FSC sources.
3.3.2.3 Obtaining photometry from SDSS DR6
Source identification becomes much more complicated in matching FSC sources with
the photometric DR6 catalogue as the probability of chance association is ∝ nπd2,
where n is the number density of background optical objects. Using a search radius
of 1’, an average of 28 optical counterpart candidates were found for each FSC
source. The LR approach produced 9,425 cross-identifications between the sample
of 31,260 FSC sources and the photometric DR6 catalogue. The adopted q(m) is
the blue dotted line in Fig. 3.6. SDSS objects classified as stellar are rejected not
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Figure 3.6: The r magnitude distribution of objects in the SDSS spectroscopic
DR6 around FSC sources with redshifts obtained in Section 3.3.1 (black dotted
line). The triangles show the magnitude distribution of random background ob-
jects, i.e. n(m) and the red line is an exponential fit. The asterisks depict the
magnitude distribution of the true optical counterparts, i.e. q(m) and the blue
solid line is a Gaussian fit. The blue dotted line is a Gaussian fit to q(m) for
optical objects around FSC sources which do not gain redshifts in Section 3.3.1.
The vertical line is where r=17.6.
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only because the contamination caused by stars is significant but also because the
vast majority of the QSOs already have redshifts.
To estimate the reliability of our cross-matched sample, firstly let F denote the
set of 9,425 FSC sources and O the set of optical counterparts. The reliability of O
is simply the ratio of the number of true optical ids in O to the size of O. Consider
a subset F ⊂ F for which the true optical counterparts T are known. If the set
of optical counterparts of F found using the LR method is denoted O ⊂ O, the
reliability of O is given by the ratio
Reliability =
NO∩T
NO
, (3.5)
where the numerator is the size of the intersection between O and T and the denom-
inator is the size of O. Assuming the subset F is representative of F, the reliability
of the subset O should reflect the reliability of O.
In order to get reliable optical identifications, accurate positions of the FSC
sources are needed so as to reduce the probability of chance association. In the
following, three test samples are used:
• I select 5,000 FSC sources with 2MASS identifications, the positional uncer-
tainty of which is around 1.25” at the 95% confidence level. Using a search ra-
dius of 1” around the 2MASS positions, 1,325 FSC sources (out of 5,000) were
matched with unique optical counterparts in the photometric DR6 survey (I
will refer to this set of optical ids as ‘2MASS 1arcsec’). Using ‘2MASS 1arcsec’
as T , the reliability of O is estimated to be 83%. Excluding ‘stellar’ optical
objects, the reliability is increased to 88%.
• The Faint Images of the Radio Sky at Twenty centimetres survey (FIRST;
Becker et al. 2004) with a sensitivity of 1 mJy at 1.4 GHz and an angular
resolution of 5” yielded a catalogue of ∼811,000 sources. The survey area
overlaps with that of the SDSS and the radius of the 90% confidence error circle
is less than 1”. An average of 1.1 FIRST sources were found within 1’ from an
FSC source. I have selected 4,886 unambiguous FSC-FIRST cross-matches,
3,273 of which have unique optical counterparts in the photometric DR6 survey
(‘FSC-FIRST-SDSS’). Using ‘FSC-FIRST-SDSS’ as T , the reliability of O is
80%.
• The sample of 3844 new optical identifications obtained in Section 3.3.2.2
serves as the third test sample and it gives us a reliability of 76%.
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Thus, on average the optical identifications obtained from the SDSS photometric
DR6 are ∼ 80% reliable.
3.3.3 Cross-match with 2MASS
The 2MASS has uniformly surveyed the whole sky in J , H and Ks, reaching a
median depth of z = 0.073. To date, the 2MASS XSC has been comprehensively
assimilated and cross-matched with other surveys in NED. Therefore, it is fairly
straightforward to retrieve 28,640 cross-ids between the IIFSCz and the 2MASS
XSC, around 7,000 of which do not have redshift information. I have also identified
39 FSC sources in the 2MASS Point Source Catalogue (PSC), 25 of which are shown
to be QSOs.
3.3.4 Cross-match with NVSS
The NRAO VLA Sky Survey (NVSS; Condon et al. 1998) is a moderately deep radio
survey over 82% of the sky. It has produced a catalogue of nearly 2 million sources
brighter than 2.5 mJy at 1.4 GHz. The observed extragalactic sources include nearby
normal galaxies, AGNs, star-forming galaxies and starbursts. The rms positional
uncertainties are ≤ 1” for sources brighter than 15 mJy and 7” for sources above the
detection limit. Given the almost linear FIR to radio luminosity correlation (Helou,
Soifer & Rowan-Robinson 1985; de Jong et al. 1985; Yun, Reddy & Condon 2001;
Appleton et al. 2004), the NVSS is expected to detect most of the FSC sources and
therefore provide much more accurate positions for these sources.
Unique radio counterparts were found for 23,183 FSC sources within a radius of
1’ and multiple counterparts were found in ∼440 cases. Thus the cross-identification
accuracy is ≥ 98% even if we adopt a crude nearest-object cross-matching approach.
The NVSS provides cross-ids for 3123 FSC sources without any observation other
than IRAS.
3.4 Photometric redshift estimation
3.4.1 The training set method
We use two different techniques, the empirical training set and the template-fitting
technique, to estimate photometric redshifts for FSC sources with optical, NIR
and/or radio photometry. In this section, I apply the public Artificial Neural Net-
works code of Firth, Lahav & Somerville 2003; Collister & Lahav 2004 (ANNz) to
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the IIFSCz and results are presented and discussed.
ANNz requires a representative training set4 to learn the functional relationship
between photometry and redshift. Advantages of the training set method include
nullifying systematic effects, freedom and flexibility in choosing input parameters,
greater accuracy and efficiency. Having said that, the photometric redshift accuracy
strongly depends on the quality of the training set. In principle, the training set
should occupy the same region in the parameter space (e.g. colour, redshift, spectral
type) as the testing set.
The structure of ANNz can be roughly divided into three passages, the input
layer, the intervening/hidden layers and the output layer. In our case, it can be
viewed as: magnitudes at various wavebands → functional mapping → photometric
redshift. Each layer consists of a number of nodes. The optimisation of the mapping
is achieved by tuning the network weights associated with connected nodes. The
training process is terminated when the cost function, defined as (zphot − zspec)2, is
minimal on the validation set. ANNz gives two types of errors, photometric noise
and network variance. The latter is obtained by using a number of networks known
as a committee.
For FSC sources with 2MASS counterparts, I choose the elliptical isophotal
aperture based on the Ks 20 mag/arcsec
2 isophote which gives a good estimate of
the integrated flux and colour. The 2MASS training set contains 21050 galaxies,
6664 of which are separated out to form a validation set. The 2MASS testing set
contains 6771 galaxies. For FSC sources with SDSS counterparts, the SDSS model
magnitudes obtained through the best-fit model (either a pure deVaucouleurs or an
exponential) in the r band is a good choice for accurate colours. The SDSS training
set contains 10096 galaxies, the testing set contains 5586 galaxies and the validation
set contains 1856 galaxies. Extinction corrected is applied using the full-sky 100µm
maps (Schlegel, Finkbeiner, & Davis 1998). The colour-colour distribution of the
training (black plus signs) and testing set (red plus signs for the 2MASS cross-ids
and blue plus signs for the SDSS cross-ids) is shown in Fig. 3.7. The SDSS training
set is not as representative as the 2MASS training set. The photometric redshift
error defined as
σ =
√√√√〈(zphot − zspec
1 + zspec
)2〉
(3.6)
4A training set is a collection of sources with accurate redshifts and the same filter set as the
testing set for which we would like to estimate the photometric redshifts. A Validation set is a
random collection of sources with known redshifts. However, the validation set is not used in the
network training process.
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Figure 3.7: Colour-colour distribution of FSC sources with 2MASS (upper) or
SDSS cross-ids (lower).
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Figure 3.8: Upper: Photometric redshift versus spectroscopic redshift, using 3
near-infrared bands and a 3.10.10.10.1 network architecture. Lower: Photometric
redshift versus spectroscopic redshift, using 5 optical bands and a 5.10.10.10.1
architecture.
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is 1.5% for the 2MASS validation set and 2.3% for the SDSS validation set (see
Fig. 3.8).
3.4.2 The template-fitting technique
Another widely-used photometric redshift estimation technique is the template-
fitting method where the observed fluxes are compared to those from a library of
SED templates (based upon observations or population synthesis models) which rep-
resent different galaxy populations. Unlike the training set method, a representative
set of galaxies with known redshifts is not needed. And once the spectral type and
redshift are determined through χ2 minimisation, we can carry on to predict fluxes
at other wavelengths as well as determining useful parameters like the extinction,
bolometric luminosity and stellar mass.
Here we apply the template-fitting method that has been used to construct
the SWIRE Photometric Redshift Catalogue (Rowan-Robinson et al. 2008 and
references therein) to the IIFSCz galaxies with either optical or near-infrared pho-
tometry. We use only a single pass through the data and use a resolution of 0.002
in log10(1 + z). We use 6 galaxy templates (E, Sab, Sbc, Scd, Sdm and starburst)
and 3 QSO templates, as in RR08. The resulting rms error in (1 + z) for galax-
ies is 2.7% for 2MASS sources (JHK) and 4.4% for SDSS sources (ugriz), and the
outlier rate is < 0.1%. Although the rms values are slightly worse than the neural
network method, the template method does have the advantage that it is able to
predict redshifts which lie outside the range of values in the training set. This is a
definite issue for the SDSS sources and for these we have adopted the order of prior-
ity (1) spectroscopic redshift, if available, (2) template method redshift, (3) neural
network method redshift. For other sources (2MASS sources or NVSS sources), we
have adopted (1) spectroscopic redshift, (2) neural network method redshift, (3)
template method redshift.
We are able to determine a redshift for 44,616 FSS sources (74% of the cata-
logue). For these sources we use the infrared template fitting method of RR08 to fit
four infrared templates (cirrus, M82 starburst, Arp220 starburst, AGN dust torus)
to the 12-100 µm IRAS data, using spectroscopic redshifts where available. Param-
eters of these infrared template fits are given in the catalogue, including the infrared
luminosities in each component. These template fits are used to predict the fluxes
at 12, 25, 60, 90, 100, 110, 140, 160, 250, 350, 500, 850, 1250, and 1380 µm, which
cover the survey wavelengths of AKARI, Planck-Surveyor and Herschel. We do not
attempt infrared template fits for sources with z < 0.0003 (essentially Local Group
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Figure 3.9: Upper: The cumulative redshift completeness as a function of the
60 micron flux density. The dashed line is the completeness curve with only
spectroscopic redshifts included and the solid line is with both spectroscopic and
photometric redshifts included. The vertical line is S60=0.36 Jy. Lower: Redshift
histogram for IIFSCz galaxies.
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objects), since the FSS fluxes for these are likely to be serious underestimates. We
believe the combination of precise optical, radio or near infrared positions, redshifts
and predicted submillimetre fluxes will make this catalogue invaluable for future
large-area far infrared and submillimetre surveys.
For the remaining 15,666 sources we do not at the moment have optical iden-
tifications or good positions, but we note that most of those that fall outside the
areas surveyed by SDSS will be similar to the SDSS sources.
3.5 Catalogue descriptions
The columns in the IIFSCz include source name (as appears in the IRAS FSC), posi-
tion and flag (1=SDSS, 2=2MASS, 3=NVSS, 4=NED, 5=FSC and prioritised in the
same order), IRAS fluxes and flux-quality flags, ugrizJHK magnitudes and errors,
photometry flag (1=2MASS XSC, 2=2MASS PSC), integrated 1.4 GHz flux den-
sity and error, spectroscopic redshift and flag (1=SDSS, 2=PSCz, 3=FSSz, 4=6dF,
5=NED and prioritised in the same order), ANNz photometric redshift and er-
ror, template-fitting photometric redshift, adopted redshift, optical galaxy template
type, extinction Av from optical galaxy template fit, reduced χ2 for galaxy template
fit, absolute B magnitude, optical bolometric luminosity, fraction of contribution at
60µm of cirrus, M82, AGN and A220 infrared template, bolometric luminosity in
cirrus, M82, AGN and A220 component, infrared luminosity, infrared template type
(=1 for cirrus galaxies, =2 for M82 starbursts, =3 for A220 starbursts, =4 for
AGN dust tori, i.e. Ltor > LM82), reduced χ
2 for infrared template fit, predicted
fluxes at 12, 25, 60, 90, 100, 110, 140, 160, 250, 350, 500, 850, 1250 and 1380µm,
other source names and types. The Catalogue and description are available from
http://astro.imperial.ac.uk/∼mrr/fss/.
In Fig. 3.9, the cumulative redshift completeness is plotted against the 60µm
flux. The vertical line shows the intrinsic 90% completeness limit of the FSC. Conse-
quently, for research programmes such as the cosmological dipole where the sample
completeness is desired, the IIFSCz should be flux-limited to 0.36 Jy at 60µm. The
IIFSCz covers about 61% of the whole sky. In Fig. 3.10, the sky distribution is plot-
ted for all galaxies in the IIFSCz, galaxies with either spectroscopic or photometric
redshift and galaxies without any redshift estimate.
To summarise, the IIFSCz contains a total of 60,282 galaxies, 55% of which have
spectroscopic redshifts from NED, FSSz, PSCz, 6dF and the SDSS spectroscopic
DR6 survey (see the breakdown of spectroscopic redshift sources in Table 3.1) and
20% of which have photometric redshifts from either the empirical training set or
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Figure 3.10: The sky distribution of all galaxies in the IIFSCz (top), galaxies
with either spectroscopic or photometric redshift (middle) and galaxies without
redshift (bottom). The x-axis is normalised to be between -180 and 180 degrees.
Note that in the bottom panel, the redshift completeness is very high in regions
covered by the SDSS DR6 survey.
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Table 3.1: Source of spectroscopic redshift for the IIFSCz
Source of zspec Number Fraction
NED 23,688 39.3%
IRAS FSSz 568 0.9%
IRAS PSCz 1,972 3.3%
6dF Galaxy Survey 2,794 4.6%
SDSS spectroscopic DR6 3,844 6.4%
Total 32,866 55.0%
the template-fitting method. At a flux limit of S60=0.36 Jy, more than 90% of the
galaxies in the IIFSCz have either spectroscopic or photometric redshifts. There are
344 known QSOs and only 6 of these do not have redshift information.
3.6 Discussion
Fig. 3.11 shows the distribution of infrared bolometric luminosity, Lir, versus optical
bolometric luminosity, Lopt, from our template fitting. The figure is colour-coded
by the infrared template type, and only galaxies with at least two detected far
infrared fluxes are included. Most cirrus galaxies have Lir < Lopt, as expected if the
emission is from an optically thin interstellar dust distribution. However there are
some cirrus galaxies with Lir > Lopt, indicating a higher dust optical depth. There
is also the interesting population of cool luminous galaxies, with Lir > 10
12L⊙,
discussed by Rowan-Robinson et al. (2005, 2008). The highest infrared luminosities
are dominated by Arp 220 template types, but there are significant numbers of
ultraluminous infrared galaxies which are M82 template types. Objects with Lopt >
1012L⊙ are Type 1 QSOs and most have Lir < Lopt, as expected if the infrared
emission is dominated by a dust torus illuminated by the QSO.
One of the interesting discoveries of the IRAS Faint Source Catalog was the
existence of hyperluminous infrared galaxies (Rowan-Robinson et al. 1991, Rowan-
Robinson 2001), galaxies with infrared luminosities > 1013L⊙. In our Catalogue we
now find 159 hyperluminous infrared galaxies with S60 > 0.2 Jy, of which 38 have
S60 > 0.36 Jy, our completeness limit. Fig. 3.12 shows the distribution of bolometric
infrared luminosity, Lir, versus redshift, colour-coded by the infrared template type.
Only galaxies with more than one far infrared flux detected are included. In our
template fitting we do not permit the cirrus template to be used if Lir > 10
13L⊙. We
see that the highest luminosities are dominated by the high optical depth starburst,
Arp 220, templates, but with some sources dominated by AGN dust tori and a few
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Figure 3.11: Infrared bolometric luminosity (Lir) versus optical bolometric lu-
minosity (Lopt), colour-coded by the infrared template type.
M82 starbursts.
There are 50 galaxies with Lir > 10
14L⊙, of which 15 are QSOs, and 8 with
Lir > 10
15L⊙. The latter include the well known hyperluminous galaxies IRAS
F10214+4724 and 08279+5255, both of which are lensed and are discussed in Rowan-
Robinson (2001). Five of these eight galaxies have spectroscopic redshifts. The
hyperluminous infrared galaxies in our Catalogue will be discussed in a subsequent
paper.
Fig. 3.13 illustrates our predicted submillimetre fluxes derived from our tem-
plate fits. It shows the predicted 350 µm flux versus redshift, again colour-coded
by infrared template type. We have indicated the predicted flux limit of the Planck
Surveyor all-sky survey. We are predicting that over 23000 of the sources in our
Catalogue will have 350 µm fluxes above the Planck all-sky survey limit of 0.3 Jy.
Planck should detect significantly more sources than this because (i) not all the
sources in our Catalogue have redshift estimates and template fits, (ii) some high
redshift infrared galaxies may fall below our 60 µm detection limit but still be de-
tectable at 350 µm. Our Catalogue should however include all sources detected by
Planck with z < 0.5.
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Figure 3.12: Infrared bolometric luminosity versus redshift, colour-coded by the
infrared template type.
Figure 3.13: The predicted 350µm flux in Jy versus redshift, colour-coded by
the infrared template type.
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3.7 Conclusion
We have presented the Imperial IRAS-FSC Redshift Catalogue (IIFSCz). It con-
tains 60,282 galaxies selected at 60 µm from the IRAS Faint Source Catalog, cover-
ing around 61% of the whole sky. The process of retrieving spectroscopic redshifts,
multiwavelength cross-matching and photometric redshift estimation is described in
some detail. In the Catalogue, we give the best possible position, IRAS fluxes, op-
tical, near-inrared and/or radio identifications, spectroscopic redshift (if available)
or photometric redshift (if possible), predicted fluxes at wavelengths ranging from
12 to 1380 µm. Overall, 32,866 galaxies in the IIFSCz (55%) have received spectro-
scopic redshifts from past redshift surveys such as the IRAS PSCz, FSSz and 6dF
and around 12,000 galaxies (∼ 20%) obtained photometric redshifts through either
the training set (for sources with 2MASS or NVSS photometry) or the template-
fitting method (for sources with SDSS photometry). At a flux limit of S(60)=0.36
Jy, the redshift completeness of the Catalogue, including both spectroscopic and
photometric redshifts, is increased to 90%.
The IIFSCz provides a huge data set for large-scale structure studies and valida-
tions of recent and future infrared and submillimetre surveys (e.g. AKARI, Planck
and Herschel). Potential users should be aware of issues such as the intrinsic IRAS
FSC completeness limit, the redshift completeness variations across the sky and the
varying quality of photometric redshift derived for different subsets of the Cata-
logue.
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Chapter 4
Galaxy Bias in the IIFSCz
Abstract
I present the luminosity function and selection function of 60 µm galaxies selected
from the Imperial IRAS-FSC Redshift Catalogue (IIFSCz). Three methods, in-
cluding the 1/Vmax and the parametric and non-parametric maximum likelihood
estimator, are used and results agree well with each other. Strong evolution is seen
for the full sample, either density evolution ∝ (1 + z)3.4 or luminosity evolution
∝ exp(1.7 tL) where tL is the look-back time, consistent with previous analyses.
Galaxy evolution is also investigated for each of the four infrared galaxy popula-
tions, cirrus type galaxies, M82-like starbursts, Arp 220-like starbursts and AGN
dust tori. I suggest that the dependence of the magnitude of evolution on the red-
shift range of the analysed sample is due to different mixtures of infrared galaxy
populations.
In the second half of this chapter, I investigate the dependence of galaxy cluster-
ing on spectral type and luminosity using the two-point correlation function. A clear
segregation is present between M82-type starbursts and cirrus-type galaxies which
correspond to actively star-forming galaxies and quiescent galaxies respectively. The
mean relative bias between the two galaxy types is bcirrus/bM82 = 1.30±0.10 on scales
2 ≤ r ≤ 7 h−1 Mpc. I argue that the clustering behaviour of the whole sample fol-
lows that of quiescent galaxies at relatively low redshift and that of active galaxies at
relatively high redshift. Conspired with the fact that the majority of IRAS galaxies
are sub-halo galaxies for which the relative bias is less steep than galaxies above L∗,
the clustering strength of infrared galaxies appears to be independent of luminosity.
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4.1 Introduction
Galaxy distribution on large scales (∼ 10 h−1 Mpc) where density fluctuations are
still in the linear regime (δρ/ρ ≪ 1) has been an important tool in constraining
cosmological models. However, the unknown relationship between the distribution
of dark matter and that of luminous objects, usually referred to as bias, has remained
an outstanding challenge, especially when we compare results from different species
of galaxy or surveys of different depths. On small scales (∼ 1 h−1 Mpc) where
nonlinear effects become important, detailed studies of galaxy bias can improve our
understanding of galaxy formation and evolution which is still unclear due to the
convolution of gravitational evolution and complex astrophysical processes (e.g. gas
cooling, fragmentation, star formation, feedback).
Several models of galaxy bias have been developed over the past 20 years or
so. The simplest one is to assume galaxies trace the underlying mass in a linear,
deterministic way, that is to say δg = bδm where δ is the density perturbation (or
contrast) field and b is the linear bias parameter. In the peaks bias model (Kaiser
1984; Bardeen et al. 1986), the relationship between the correlation function of the
galaxies and the underlying dark matter satisfies ξgalaxies(r) = b
2ξdark matter(r), based
on statistics of the density peaks in a Gaussian random field. On large scales, it
seems reasonable to assume a scale independent linear galaxy bias if galaxies form in
virilized dark matter halos. On intermediate and small scales, the situation is more
complicated. In more realistic galaxy bias models, b is expected to be time-varying,
scale-dependent, non-local, or even stochastic to some extent. N-body simulations of
dark matter and semi-analytic models of galaxy formation predict a scale-dependent
relation between galaxies and dark matter due to the mass-dependence of the effi-
ciency of galaxy formation as well as a luminosity-dependent bias for galaxies with
luminosities above L∗ (Benson et al. 2000; Benson et al. 2001). Attempts to under-
stand galaxy bias have also been made in the halo occupation distribution (HOD)
framework where the relationship between the galaxy distribution and the underly-
ing dark matter is encoded in the conditional probability function P (N |M) which
gives the number of galaxies of a given type in a halo of virial mass M (Jing et al.
1998; Ma & Fry 2000; Peacock & Smith 2000; Cooray & Sheth 2002).
Observationally, several manifestations of galaxy bias have been known for a
long time. From dipole analysis, different values of the β ≡ Ω0.6m /b parameter have
been reported using samples of different types of mass tracer (Rowan-Robinson
et al. 2000; Kocevski, Mullis & Ebeling 2004; Erdog˘du et al. 2006). The well-
known morphology-density relation (Dressler 1980; Goto et al. 2003) states that
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late-type galaxies (disk-dominated) prefer low density regions and early-type (bulge-
dominated) galaxies dominate dense cluster cores. Note that there is a correlation
between colour and morphology (the majority of blue galaxies are late-type galaxies,
while red galaxies are mostly early-type galaxies), as well as a correlation between
colour and luminosity (red galaxies are systematically more luminous than blue
galaxies). Therefore, galaxy clustering is expected to be dependent on internal prop-
erties such as morphology, colour, surface brightness and luminosity. The closely
related star formation rate (SFR) - density relation in the local universe tells us
that star-forming galaxies preferentially reside in low density environments (Go´mez
et al. 2003). Assuming asymptotic constant bias on large scales, the relative bias
ratio of Abell clusters, radio galaxies, optical galaxies and infrared galaxies is close
to bA : bR : bo : bI = 4.5 : 1.9 : 1.3 : 1 (Peacock & Dodds 1994).
Although there was considerable debate about whether or not galaxy clustering
depends on luminosity, nowadays, with large galaxy redshift surveys, the consensus is
that luminous galaxies cluster more strongly than faint galaxies and this luminosity-
dependence is conspicuous above L∗. Using a total of over 100, 000 galaxies from the
2dFGRS, Norberg et al. (2001) found a scale-independent luminosity dependence
of galaxy bias of the form b/b∗ = 0.85 + 0.15L/L∗. It agrees with the conclusions
of Benoist et al. (1996) based upon 3,600 galaxies selected from the Southern Sky
Redshift Survey 2 at the faint end, but it exhibits a less steep rise at the bright end.
Zehavi et al. (2002, 2005) studied galaxy clustering in the SDSS, which not only
confirmed the 2dFGRS result but also probed the relative bias behaviour to fainter
galaxies. The luminosity-dependence of clustering is also found at redshift z ∼ 1 in
the DEEP2 Galaxy Redshift Survey (Coil et al. 2006).
If one classifies galaxies by colour, red galaxies are shown to have stronger
clustering than blue galaxies and the same trend can be established for galaxies
of different spectral type. Madgwick et al. (2003) divided their sample of over
90,000 galaxies in the 2dFGRS into relatively passive and active star-forming galaxy
subsamples. A scale-dependent relative bias was found in comparing the clustering
strength of the two subsamples. On scales smaller than 8 h−1 Mpc, the relative bias
is bpassive/bactive = 1.45 ± 0.14. On scales larger than 10 h−1 Mpc, the relative bias
reduces to unity. Zehavi et al. (2002; 2005) used a luminosity-dependent colour-cut
to divide their volume-limited sample. The colour-dependence of the correlation
function is found to be very similar to that found in Madgwick et al. (2003).
On the other hand, clustering measurements of infrared galaxies (mainly late-
type galaxies) selected from the IRAS PSCz did not show significant dependence on
luminosity (Beisbart & Kerscher 2000; Szapudi et al. 2000; Hawkins et al. 2001).
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This was thought to be a result of the combined effect of the dark matter halo
mass and SFR in determining the far-infrared luminosity. The colour dependence
of clustering is not entirely clear for infrared galaxies either. With a few thousand
galaxies in the QDOT IRAS galaxy redshift survey (Lawrence et al. 1999) sample,
Mann, Saunders & Taylor (1996) did not detect any significant variation in the
clustering of warm and cool IRAS galaxies separated by the far-infrared emission
temperature (above or below 36 K respectively), assuming the far-infrared spectrum
can be fitted by Sν ∝ νBν(T ). Hawkins et al. (2001), using the 100-60 µm flux
ratio as a temperature indicator, found that the relative bias between cool and
warm infrared galaxies is around 1.5 on scales between 1 and 10 h−1 Mpc in the
much bigger PSCz sample.
I wish to study the luminosity and type dependence of the clustering of infrared
galaxies, taking advantage of the new catalogue of over 60,000 galaxies selected at
60 µm from the IRAS FSC. The remainder of this chapter is organised as follows.
Section 4.2 describes the galaxy sample used. In Section 4.3, I derive the luminosity
function and the selection function using various methods. In Section 4.4, galaxy
bias is investigated using correlation statistics. Finally, discussions and conclusions
are presented in Section 4.5. In this chapter, luminosities are quoted in units of
h−272 L⊙.
4.2 The galaxy sample
The sample I use is the Imperial IRAS-FSC Redshift Catalogue (IIFSCz) described
in Chapter 3 (Wang & Rowan-Robinson 2008c). To summarise its key character-
istics, the IIFSCz contains over 60,000 galaxies selected at 60 µm from the IRAS
FSC, covering most of the sky at |b| > 20◦ (∼ 61% of the sky). In the IIFSCz, 55%
of the sample have spectroscopic redshifts obtained from past redshift surveys. A
further 20% of the IIFSCz have optical, near-infrared and/or radio identifications
for which photometric redshifts were estimated through either the empirical training
set or the template-fitting method. We also determine the best-fit infrared template
for each galaxy with either spectroscopic or photometric redshift. Fig. 4.1 shows the
main four spectral components of the IR galaxy populations, infrared cirrus (dust
emission due to the interstellar radiation field), M82 starburst (interaction-induced
starburst), AGN dust torus emission and Arp 220 starburst (merger-induced star-
burst) (Rowan-Robinson & Crawford 1989).
The intrinsic 90% completeness limit of the IRAS FSC is at around F60 = 0.36
Jy. Therefore, in order to reduce incompleteness-induced problems, I have selected a
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Figure 4.1: The four infrared templates used to fit IRAS fluxes from 12 to 100
µm for galaxies in the IIFSCz.
sample of around 22,500 galaxies with F60 ≥ 0.36 Jy. At this flux limit, around 75%
of our sample have spectroscopic redshifts, 15% have photometric redshifts and 10%
do not have any redshift estimates. In addition, we notice that almost all galaxies
in areas covered by the SDSS DR6 survey have received redshift information (see
Fig. 3.10), either spectroscopic or photometric. Thus, the redshift completeness
is a spatially varying function which needs to be treated properly in subsequent
analyses.
I convert heliocentric redshift to redshift in the Local Group frame. Redshifts
are used as distance indicators without corrections for peculiar motions. In conse-
quence, I do not include galaxies below redshift z = 0.003 in our sample. In Fig. 4.2,
the redshift distribution of galaxies in the flux-limited sample of the IIFSCz is plot-
ted in comparison with galaxies in the IRAS PSCz. The PSCz covering 84% of the
sky contains ∼ 14, 600 galaxies with F60 ≥ 0.6 Jy, 13,000 of which lie at |b| > 20◦.
It is estimated to be useably complete at around z = 0.05. Fig. 4.3 shows the
normalised redshift distribution for each infrared galaxy type in our sample. Cirrus
type galaxies mainly live in the local universe (z < 0.1), while the other three types
are more common at relatively high redshift.
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Figure 4.2: The redshift distribution of the IRAS PSCz galaxies (red) and IIF-
SCz galaxies with redshifts (black), either spectroscopic or photometric redshifts
and IIFSCz galaxies with spectroscopic redshifts only (blue). The dashed curves
are obtained from the selection functions of the PSCz and IIFSCz. Galaxies with
redshifts z < 0.003 are excluded.
Figure 4.3: The redshift distribution of each infrared population in the IIFSCz.
The peaks are normalised to 1.
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4.3 The luminosity and selection function
The selection function S(z) (hereafter SF) of a flux-limited survey is defined as the
mean comoving number density of galaxies that can be observed at redshift z. It is
the integration of the luminosity function Φ(L) (hereafter LF) at redshift z which
specifies the luminosity distribution of the galaxy population observed in the survey,
S(z) =
∫ ∞
Lmin(z)
Φz(L)dL, (4.1)
where Lmin(z) is the minimum luminosity a galaxy at redshift z can have in order
to remain above the flux limit. The inherent assumption is that the LF does not
depend on the local density field. However, it has been known for some time that
the LF is dependent on galaxy type which is in turn related to the environment.
Therefore, the assumption that the bivariate distribution function of luminosity and
position is separable is not strictly valid (Efstathiou, Ellis & Peterson 1988).
4.3.1 Methods
The LF is of fundamental importance in constraining models of galaxy formation
and evolution. Various techniques have been proposed to measure it, such as the
maximum-volume estimator 1/Vmax (Schmidt 1968) and the parametric (Sandage,
Tammann & Yahil 1979, hereafter STY) and non-parametric maximum likelihood
estimator (Efstathiou, Ellis & Peterson 1988; Springel & White 1998, hereafter
SW98). The 1/Vmax method assumes a uniform number density throughout the
observed volume and therefore is vulnerable to density inhomogeneities present in a
survey. The maximum likelihood estimators have the advantage of being insensitive
to any local clustering effect, but lose information on the overall normalisation.
The STY method requires a prior knowledge of the appropriate functional form
of the LF. The probability of a source at redshift zi with its luminosity in the range
[Li, Li + dL] is
p(Li|zi) = nzi(ri, Li)∫∞
Lmin(zi)
nzi(ri, L
′)dL′
=
Φzi(Li)
S(zi)
. (4.2)
In Bayesian statistics, the posterior probability of the parameters characterising the
LF given the data is proportional to the likelihood function (i.e. the probability
of the data given the parameters) assuming a uniform prior probability of the pa-
rameters (Gregory 2005). Therefore, the best-fit parameters in the LF are the ones
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which maximise the likelihood given by
L =
∏
i
p(Li|zi). (4.3)
Saunders et al. (1990; hereafter S90), using the STY method, determined the
present-epoch 60µm LF from 2818 IRAS galaxies which is a Gaussian combined
with a power law,
ϕ(L) = C
(
L
L∗
)1−α
exp
[
− 1
2σ2
log210
(
1 +
L
L∗
)]
, (4.4)
where
C = (2.6± 0.8)× 10−2 h3 Mpc−3,
α = 1.09± 0.120,
σ = 0.724± 0.031,
L∗ = 108.47±0.23 h−2 L⊙.
Note that ϕ(L) is defined as the LF per decade in luminosity. The normalisation C
is derived from the expected number density of sources with F60 ≥ 0.6 Jy per unit
solid angle.
The parametric maximum likelihood technique does not have an intrinsic mea-
sure of goodness-of-fit. Therefore, a non-parametric approach is needed to justify the
functional form of the LF or the closely related SF. SW98 proposed a non-parametric
maximum likelihood estimator which adopts stepwise power laws to characterise the
SF,
S(z) = Sk
(
z
xk
)mk
, (4.5)
where k is the redshift bin number. For redshift in the k bin (xk−1 < z ≤ xk), mk
is the logarithmic slope of the power law.
Consider pure density evolution of the form
n¯(z) = n¯0g(z) = n¯0(1 + z)
P , (4.6)
the best estimates of mk can be derived from the following equation,
∂(lnL)
∂mk
=
∑
i
δk,ai
mk − zmi g
′(zm
i
)
g(zm
i
)
+ Tk = 0. (4.7)
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where
Tk =
∑
i
(
ai∑
j=bi+1
δj,k ln
xj
xj−1
+ δk,ai ln
zmi
xai
− δk,bi ln
zi
xbi
)
. (4.8)
The variance of mk has the simple form
V [mk] =
{∑
i
δk,ai
[
mk − zmi
g′(zmi )
g(zmi )
]−2}−1
. (4.9)
Note that zmi is the maximal redshift a galaxy can have such that Lmin(z
m
i ) = Li.
Without including luminosity evolution, zmi can be derived by solving the following
nonlinear equation,
rmi = ri
√
Fi
Fmin
1 + zi
1 + zmi
Ψ
(
1 + zmi
1 + zi
)
(4.10)
The comoving distance in a ΛCDM cosmology can be calculated from
ri =
c
H0
∫ zi
0
dz′√
ΩM (1 + z′)3 + ΩΛ
. (4.11)
Here Ψ denotes the K-correction
Ψ(η) =
∫
R(ν)fν(νη)dν∫
R(ν ′)fν(ν ′)dν ′
, (4.12)
where R(ν) is the responsivity of the photometric band. Fig. 4.4 shows the respon-
sivity of the IRAS 60 µm band. If we take into account luminosity evolution of the
form
Lz = L0 exp (QtL/τ), (4.13)
where τ is the Hubble time and tL is the lookback time
tL = τ
∫ z
0
dz′
(1 + z′)
√
ΩM(1 + z′)3 + ΩΛ
, (4.14)
zmi needs to be recalculated accordingly.
Most of the previous estimates in the literature have derived the K-correction
term by assuming a power-law spectrum of the form Sν ∝ ν−2 (although in some
papers, people have tried other methods such as a grey-body model constrained by
the 60-100 µm flux ratio). In light of Fig. 4.1, this assumption may not seem very
problematic over a narrow redshift range except for AGN dust tori. Fig 4.5 compares
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Figure 4.4: The responsivity of the IRAS 60 micron photometric band.
the K-corrected 60 µm luminosity derived from the best-fit infrared template1 for
each galaxy with that derived from a Sν ∝ ν−2 spectrum over the redshift range
0.003 ≤ z ≤ 4.0, without evolution correction. As expected, the difference between
the two luminosity estimates is small except for AGNs at relatively high redshifts.
4.3.2 Evolution
A similar maximum likelihood approach can be used to determine the evolution of
the LF (S90; Fisher et al. 1992). For pure density evolution parametrised in Eq. 4.6,
the evolutionary rate P can be found by maximising the likelihood of observing
galaxies at positions r1, r2, ... respectively, that is
∏
i
p(zi|Li) =
∏
i
(1 + zi)
PdVi∫ zm
i
zmin
(1 + z)P (dV/dz)dz
, (4.15)
where zmin is the lower redshift cutoff.
The above method, known as the constant-density method, is strongly affected
by density inhomogeneities in the analysed sample. Therefore, a lower redshift limit
is usually used to reduce this effect which is strongest in the local universe. Table 4.1
is a compilation of our estimates of P in various redshift bins in an Einstein-de Sit-
ter (to facilitate comparison with others) or ΛCDM model and previous estimates.
1For galaxies which are detected at 60 µm only (around 13% of the whole sample), I have
assumed a power-law spectrum of the form Sν ∝ ν−2.
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Figure 4.5: The x-axis is the 60 µm luminosity after applying a type-dependent
K-correction term derived from the best-fit infrared template. The y-axis is the
60 µm luminosity after applying a type-dependent K-correction term assuming a
power-law SED Sν ∝ ν−2. The blue dots are AGN dust tori and the black dots
are galaxies of any other type in the redshift range 0.003 ≤ z ≤ 4.0. The dotted
line shows the perfect agreement between the two luminosity estimates. Large
deviations occur in AGNs at relatively high redshifts. Evolution is not corrected
for in this plot.
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Using the constant-density method, S90 detected a strong evolution P = 6.7± 2.3.
It was confirmed from source number counts in the deep IRAS Faint Source Survey
(FSS) data base at |b| > 50◦ (Lonsdale et al. 1990). However, Fisher et al. (1992)
found no evidence for evolution in their sample of 5,297 IRAS galaxies flux-limited
at 1.2 Jy at 60 µm. Oliver et al. (1995) found P ≈ 5.6 in a spectroscopic sample
of around 2,000 galaxies with F60 ≥ 0.2 Jy. Bertin, Dennefeld & Moshir (1997) also
found evidence to support strong evolution in a deep subsample of the IRAS FSS at
a flux limit of F60 ≈ 0.11 Jy, using several methods such as background fluctuations
(i.e. confusion noise), number counts and optical identification rate. SW98 devel-
oped a minimum variance estimator which is less affected by density inhomogeneities
and re-analysed the 1.2 Jy sample2. They claimed a milder evolution P ≈ 4.3 in the
IRAS galaxies. The IRAS 1 Jy survey of ULIRGs (ultraluminous infrared galaxies
with Lir ≥ 1012L⊙) showed a strong evolution (Kim & Sanders 1998). Takeuchi,
Yoshikawa & Ishii (2003) applied the constant-density method to the IRAS PSCz
and found P ≈ 3.4, consistent with SW98.
2The sample used in Fisher et al. (1992) was an early version. The final version was used in
the re-analysis by SW98.
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Table 4.1: Estimates of the evolutionary rate P .
Sample P Method
QCD survey (S90) 6.7± 2.3 The constant density method
The IRAS Faint Source Survey (Lonsdale et al. 1990) ∼ 7 Source number counts
1.2 Jy survey (Fisher et al. 1992) 2± 3 The constant density method
A deep IRAS redshift survey (Oliver et al. 1995) 5.6± 2.3 〈V/Vmax〉, number counts
A subsample of the IRAS FSS (Bertin et al. 1997) 6.0± 1.2 Background fluctuation analysis, number counts
1.2 Jy survey (SW98) 4.3± 2.4 The minimal variance method
IRAS 1 Jy survey of ULIGs (Kim & Sanders 1998) 7.6± 3.2 The constant density method
IRAS PSCz (Takeuchi et al. 2003) 3.4± 0.7 The constant density method
IIFSCz, 0.01 ≤ z ≤ 0.1 (Einstein-de Sitter) 4.7± 0.9 The constant density method
IIFSCz, 0.02 ≤ z ≤ 0.1 (Einstein-de Sitter) 3.2± 0.9 -
IIFSCz, 0.02 ≤ z ≤ 0.2 (Einstein-de Sitter) 2.3± 0.6 -
IIFSCz, 0.01 ≤ z ≤ 0.1 (ΛCDM) 4.3± 0.9 -
IIFSCz, 0.02 ≤ z ≤ 0.1 (ΛCDM) 3.4± 0.9 -
IIFSCz, 0.02 ≤ z ≤ 0.2 (ΛCDM) 2.1± 0.6 -
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Figure 4.6: The 1/Vmax 60 µm LF derived for the full sample in 4 redshift bins
without evolution correction.
Although evolution seems to be detected in most cases, there is disagreement
in the literature about the magnitude of evolution. The value of P does not vary
much between an Einstein-de Sitter and ΛCDM model over the limited redshift
range examined here. However, it depends quite strongly on the redshift boundaries
of the sample. Our adopted value is P = 3.4 derived from the redshift interval
[0.02, 0.1] in which the sample is expected to be relatively complete and less affected
by the peculiar velocity field. The pure density evolution can be replaced by pure
luminosity evolution with Q = 1.7. In Fig. 4.6, the 1/Vmax LFs of the full sample
are shown in four redshift bins within redshift z = 0.2. I have corrected for the
effect that the 1/Vmax LF in the first (faintest) and last (brightest) luminosity bin
is usually biased low. Evolution is clearly seen and the magnitude of evolution is
consistent with that derived from the maximum likelihood method.
Galaxy evolution as a function of spectral type is also investigated. Fig. 4.7
shows the LFs derived for each infrared galaxy population in four bins in the redshift
range [0.02, 0.2]. Apart from Arp 220-type starbursts, all other types of infrared
galaxies seem to experience different degrees of positive evolution. The apparent
negative evolution of the A220-type starbursts at low redshift is interesting. Pre-
sumably A220-type starbursts show strong positive evolution at higher redshift. The
dependence of P on the redshift range is perhaps due to the varying fraction of each
infrared galaxy type. These galaxy types undergo different evolutionary trends.
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Figure 4.7: The 1/Vmax 60 µm LFs derived for each infrared population in 4
redshift bins without evolution correction.
4.3.3 Result and discussion
The upper panel in Fig. 4.8 displays the local logarithmic slope mk and its errors out
to redshift z = 0.2, corrected for density evolution P = 3.4. The curve is obtained
by a minimum χ2 fitting with the SF parametrised as,
S(z) =
ψ
zα[1 + ( z
z∗
)γ]β/γ
, (4.16)
where the best-fit parameters are α = 0.999 ± 0.076, β = 3.587 ± 0.169, γ =
2.001 ± 0.165, z∗ = 0.0339 ± 0.0014. The lower panel in Fig. 4.8 compares the
non-parametric SF with the analytic SF (Equation 4.16). The normalisation is
derived from the number density of galaxies with F60 ≥ 0.36 Jy per unit solid angle
(∼ 2567 sr−1 in the redshift range [0.003, 0.2] in our sample)
N =
1
4π
∫
S(z)
dV
dz
dz. (4.17)
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Figure 4.8: Upper: The logarithmic slope of the selection function versus red-
shift. The curve is the best-fit analytic SF as parametrised in Equation 4.16.
Lower: The non-parametric SF (solid line) versus the best-fit analytic SF (dashed
line). The normalisation is derived from the number density of galaxies with
F60 ≥ 0.36 Jy per unit solid angle.
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Figure 4.9: Upper: The present-epoch LFs in redshift bin [0.003, 0.2] from
various estimators after correction for a pure luminosity evolution of Q = 1.7.
Squares - 1/Vmax LF; blue dash line - estimates from S90; red line - our best
estimate using the STY method; asterisks – non-parametric LF. Lower: LFs in
redshift bin [0.2, 4.0].
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From Eq. 4.1 and Eq. 4.5, the present-day piecewise LF can be calculated as
Φ0(L) =
[
g′(zmax)
g(zmax)
− mk
xk
] [
zmax
xk
]mk
× Sk
g(zmax)L′min(zmax)
(4.18)
for Lmin(xk−1) < L < Lmin(xk).
The upper panel in Fig. 4.9 shows LFs derived from various estimators in the
redshift range 0.003 ≤ z ≤ 0.2, after correction for a pure luminosity evolution of
Q = 1.7. In determining the LF using the 1/Vmax estimator, I weight each galaxy
by the redshift completeness as a function of F60. The errors are calculated from
σ =
√∑
i
weight, i
V 2max,i
. (4.19)
The faint end of the 1/Vmax LF is problematic as this method is sensitive to den-
sity inhomogeneities which are more pronounced in the very local universe. The
non-parametric LF (derived from the non-parametric SF) shows a good agreement
with the estimate from S90 and our estimate using the STY method. Our best-fit
parameters in the LF parametrised in Eq. 4.4 are,
α = 1.29, L∗ = 108.67h−2L⊙, σ = 0.72. (4.20)
Therefore, our best-estimate LF using the STY method has a steeper faint end than
that of S90 and a higher characteristic luminosity L∗. The normalisation is obtained
via a minimum χ2 fitting to the 1/Vmax LF (squares in Fig. 4.9),
χ2 =
∑
i
(ϕobsi − CϕSTYi )2
σ2i
, (4.21)
where ϕobsi is the measured 1/Vmax LF at luminosity Li and σi is the rms error. The
normalisation is thus
C =
∑
i ϕ
obs
i ϕ
STY
i /σ
2
i∑
i(ϕ
STY
i )
2/σ2i
. (4.22)
The lower panel in Fig. 4.9 shows the 1/Vmax LF in the redshift range 0.2 ≤
z ≤ 4.0, corrected for a pure luminosity evolution of Q = 1.7. Again, it is compared
with the present-day LF of S90. A significant bump rises at around L60 > 10
12.0L⊙,
which might be due to significant evolution or a new infrared galaxy population
arising at redshift z > 0.2. Observing time is being sought to obtain spectroscopy
for some of these ultraluminous infrared galaxies (ULIRGs).
The present-day LF for each infrared population is plotted in Fig. 4.10, assum-
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Figure 4.10: Luminosity functions at 60 µm derived from the 1/Vmax method
(symbols) and the STY method (curves) for cirrus, M82, Arp 220 and AGN dust
torus type galaxies in the redshift range 0.02 ≤ z ≤ 0.1, corrected for a pure
luminosity evolution of Q = 1.7.
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ing a common evolution for all spectral types. Although Fig. 4.5 suggests different
rates of evolution for different spectral types, the samples of the Arp 220-type star-
bursts and AGN dust tori were not large enough to determine their rate of evolution
reliably. At the low luminosity end, cirrus type galaxies dominate while M82 star-
bursts dominate at the high luminosity end (at least up to 1012L⊙).
4.3.4 Monte Carlo analysis
At the flux limit of 0.36 Jy at 60 µm, less than 15% of the galaxies in the IIFSCz
have photometric redshifts obtained through the empirical training set (for galaxies
with near-infrared or radio counterparts) or the template-fitting method (for galaxies
with optical identifications). Assuming the distribution of photometric redshift is a
Gaussian, we can use Monte Carlo analysis to investigate the uncertainty in the LF
induced by photometric redshift error.
I have created 100 realisations of the flux-limited sample in the redshift range
0.003 ≤ z ≤ 0.2 with photometric redshifts replaced by random numbers generated
from a Gaussian distribution (σ = 0.02) centred at the original photometric redshift
estimate. I then derive the 1/Vmax LF for each realisation. The resulting rms scatter
is at most 7% (mean scatter 4%). Compared to the Poisson error (45% at most;
mean scatter 10%), I will neglect the uncertainty induced by the inaccuracy of the
photometric redshifts.
4.4 Galaxy bias
4.4.1 The statistics
The spatial two-point correlation function ξ(r) is one of the most frequently used
tools in studying galaxy clustering. It is defined as the probability of finding a
galaxy pair at a given separation, in excess of that in a uniform random Poisson
distribution. In practise, there are several estimators available:
• The Blanchard & Alimi (1988; hereafter BA88) estimator
ξ(r) =
DD(r)
DR(r)
nR
nD
− 1; (4.23)
• The Landy & Szalay (1993; hereafter LS93) estimator
ξ(r) =
1
RR(r)
[
DD(r)(
nR
nD
)2 − 2DR(r)(nR
nD
) +RR(r)
]
; (4.24)
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• The Hamilton (1993; hereafter H93) estimator,
ξ(r) =
DD(r)RR(r)
DR2(r)
− 1. (4.25)
nD and nR are the mean densities of the galaxy and random catalogues respectively.
DD(r), DR(r) and RR(r) are numbers of weighted galaxy-galaxy pairs, galaxy-
random pairs and random-random pairs at separation r respectively. The main
difference between these estimators lies in the sensitivity to the uncertainty of the
mean density estimation (Lapparent, Geller & Huchra 1988). Identical selection ef-
fects (both angular and radial) need to be reproduced in creating random catalogues
without structures. As mentioned in Section 2, the redshift completeness of the IIF-
SCz varies across the sky. Therefore, I first apply an angular mask which takes
into account regions missed by IRAS to the generated random catalogue. Then, I
modulate the number of random galaxies in each grid of the sky according to the
redshift completeness so that regions with a higher redshift completeness will have
more random galaxies.
For volume-limited samples, the weight function applied to each galaxy is simply
wi = 1. For flux-limited samples, we are observing an increasingly smaller fraction of
galaxies towards higher redshifts. However, if we simply treat each volume element
equally, i.e. weight each galaxy by the inverse of its selection function φ(r), strong
fluctuations would appear in the correlation function. An approximate minimum-
variance weight (Saunders, Rowan-Robinson & Lawrence 1992; Hamilton 1993) is
w(ri, r) =
1
1 + nJ3(r)φ(ri)
(4.26)
where J3 = 4π
∫ r
0
r′2ξ(r′)dr′. Effectively, it is proportional to the equal-volume
weighting scheme at small distances and approaches unity at large distances to
avoid large fluctuations. It is very similar to the optimal weighting function used in
deriving the mean density (Davis & Huchra 1982)
n =
∑
i wi∫
S(z)w(dV/dz)dz
. (4.27)
The only difference being in the latter, nJ3 is the mean number of galaxies correlated
to any randomly chosen galaxy, i.e. r →∞.
I use the best-estimate two-point correlation function of Fisher et al. (1994)
ξ(r) = (r/3.76 h−1 Mpc)−1.66 in calculating J3. After 1 or 2 iterations, n¯ = 0.98 h3
Mpc−3 in redshift range [0.003, 0.1] and n¯ = 0.94 h3 Mpc−3 in redshift range [0.003,
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0.2].
The well known redshift-space distortions consist of small-scale elongation
(fingers-of-God effect) and large-scale compression of structures along the line-of-
sight. The former is due to random motions in virilized systems while the latter is
caused by coherent motions of galaxies towards over-dense regions. To derive the
real-space correlation function ξ(r), I first calculate the projected two-point corre-
lation function
Ξ(σ) = 2
∫ ∞
0
dπξ(σ, π), (4.28)
where ξ(σ, π) is the two-dimensional correlation function, π and σ are separations
along and perpendicular to the line-of-sight respectively. Note the bias caused by
peculiar motions along the line-of-sight is integrated out. If the real-space two-point
correlation function is a power-law ξ(r) = (r/r0)
−γ, then
Ξ(σ)
σ
=
(
σ
r0
)−γ
B
(
γ − 1
2
,
1
2
)
. (4.29)
B is the beta function which satisfies
B
(
γ − 1
2
,
1
2
)
=
Γ(1
2
)Γ(γ−1
2
)
Γ(γ
2
)
. (4.30)
To quantify the dependence of galaxy clustering on intrinsic properties such as
luminosity and spectral type, we can define the relative bias between two classes as
a function of scale,
b1
b2
(r) =
√
ξ1(r)
ξ2(r)
. (4.31)
If the correlation function is well described by a power law and the power-law slope
γ is the same for the two types of galaxies, then the relative bias is
b1
b2
(r) =
(
r1
r2
)γ/2
, (4.32)
where r1 and r2 are the correlation length of type 1 and type 2 galaxies respectively.
4.4.2 Error analysis
Due to the correlated nature of the correlation function at different separations,
Poisson error may seriously underestimate the true uncertainties in the correlation
function. To determine the covariance of our data, I use the bootstrap resampling
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Table 4.2: Volume- and luminosity-limited samples
Sample z range Luminosity range N
CI [0.003, 0.02] 9.59 ≤ L ≤ 11.02 1,145
MI [0.003, 0.02] 9.59 ≤ L ≤ 11.02 1,040
CII [0.003, 0.03] 9.94 ≤ L ≤ 11.02 1,166
MII [0.003, 0.03] 9.94 ≤ L ≤ 11.02 1,627
technique (Ling, Frenk & Barrow 1986) to create a series of data sets.
∆(si) =
ξ(si)− ξ(si)
σ(si)
, (4.33)
where ξ(si) is the mean value of the correlation function at separation si. The
covariance error matrix is
Cij = 〈∆(si)∆(sj)〉. (4.34)
The maximum-likelihood estimate of the paramters in the model can be calculated
by minimising
χ2 = (∆res)TC−1∆res, (4.35)
where ∆res = (ξobserved − ξmodel)/σ.
However, the bootstrap resampling method does not account for uncertainties
caused by fluctuations outside the sampled volume. In cases where the data is not
a fair sample, mock catalogues are a good way of determining the cosmic scatter.
4.4.3 The spectral type dependence of clustering
Fig. 3.1 in Chapter 3 shows the ratio of F100 and F60 as a function of spectroscopic
redshift compared with predictions from the four infrared templates. For redshift
z < 1.2, the cirrus type galaxies have cooler FIR colour than the starbursts. As pre-
viously observed by many authors, the colour-luminosity correlation means galaxies
of different colour will preferentially be found in different volumes. To reduce the
effect of cosmic variance and possible luminosity dependence of clustering, I divided
the sample into volume- and luminosity-limited subsamples of cirrus type galaxies
and M82 starbursts (corresponding to cooler and hotter galaxies respectively) with
the same redshift and luminosity range (Table 4.2). In Hawkins et al. (2001), cold
galaxies are defined by F100/F60 > 2.3 which are essentially cirrus type galaxies in
our sample. Random samples with the same radial and angular selection effects
containing roughly ten times more galaxies are created.
Fig. 4.11 displays the redshift-space two-point correlation function derived from
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Figure 4.11: Top: The redshift space two-point correlation function ξ(s) for
cirrus and M82 starburst type galaxies in the redshift range [0.003, 0.02]. Squares
- BA88 estimator; Plus signs - LS93 estimator; Diamonds - H93 estimator. The
error bars are derived from 25 bootstrap resamplings. The dashed line is the
redshift space correlation function of the 1.2 Jy IRAS Galaxy Redshift Survey
(Fisher et al 1994). Bottom: ξ(s) for cirrus and M82 starburst type galaxies in
the redshift range [0.003, 0.03].
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Figure 4.12: The projected two-point correlation function Ξ(σ)/σ for cirrus-
type galaxies and M82 starbursts in the redshift range [0.003, 0.03]. The solid
lines are the best-fitting power laws on scales 1 ≤ σ ≤ 13 Mpc. The error bars
are derived from 25 bootstrap resamplings.
the cirrus and the M82 starbust subsamples, using the BA88, LS93 and the H93
estimator described in Section 4.4.1. The error bars are derived from 25 bootstrap
resamplings. Within each subsample, the three methods agree with each other as
expected. A segregation is clearly present on scales s ≤ 15 h−172 Mpc in the sense
that cirrus type galaxies are more strongly clustered than starbursts.
Fig. 4.12 is the projected two-point correlation function for cirrus-type galax-
ies and M82 starbursts. The best-fitting power law correlation function is ξ(r) =
(r/3.14)−1.63 for the cirrus type galaxies and ξ(r) = (r/2.69)−1.62 for M82 type galax-
ies on scales 1 ≤ r ≤ 13 Mpc. The weighted average relative bias between the two
types is bcirrus/bM82 = 1.30± 0.10 on scales 3 ≤ r ≤ 10 Mpc. On scales larger than
∼10 Mpc, the relative bias decreases. This is very similar to the projected correla-
tion function for passive and active galaxies selected from the 2dFGRS (Madgwick
et al. 2003). Our result is also consistent with Hawkins et al. (2001),
log s0 = 0.24 log
F100
F60
+ 0.61, (4.36)
which suggests cooler galaxies (with lower star formation rates) cluster more strongly
than hotter galaxies (with higher star formation rates).
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4.4.4 The luminosity dependence of clustering
The infrared emission of galaxies is considered to be caused by dust emission due
to the general interstellar radiation field as well as regions of active star formation.
Luminous infrared galaxies are often starbursts or dust-enshrouded AGN. The FIR
luminosity is expected to be an excellent SFR tracer for strong compact dusty star-
bursts (Helou 1986; Rowan-Robinson et al. 1997). However, this may be less reliable
for the disks of normal galaxies (Helou 1986; Kennicutt 1988). I use the 60 micron
luminosity to derive star formation rate (Rowan-Robinson et al. 1997),
φ∗(M⊙ yr−1) = 2.2 ǫ−1 10−10
(
L60
L⊙
)
, (4.37)
where ǫ = 2/3 is the adopted fraction of uv light absorbed by dust.
Previous studies were unable to detect a luminosity-dependence of the clustering
amplitude, which is thought to be due to the contrasting effects of the dark matter
halo mass and specific star formation rate on the far-infrared luminosity. Based
upon the luminosity-colour correlation and the colour-dependence of the correlation
function, Hawkins et al. (2001) arrived at a luminosity-dependence of the form
log10(s0) = −0.028 log10(L60) + 0.95. (4.38)
Therefore, unlike optical galaxies, they expected a weaker correlation for infrared
galaxies of higher luminosity. This form of the luminosity dependence is plotted as
the dashed line in the left panel in Fig. 4.13. The correlation lengths derived from
volume-limited samples of the PSCz by Hawkins et al. (2001) are also plotted.
To investigate the luminosity segregation effect in the galaxy distribution and
at what range it occurs, the IIFSCz catalogue is divided into 9 nested volume-
limited subsamples. In Table 4.3, I have listed the redshift range, the mean 60 µm
luminosity, number of galaxies in the sample, correlation length s0 with the power-
law slope γ fixed at 1.3 and the mean absolute B magnitude. The correlation length
s0 for each of the 9 volume-limited samples is shown as black filled diamonds in the
left panel in Fig. 4.13, with uncertainties derived from 10 bootstrap resamplings.
We can also look at the luminosity-dependence of clustering for different types
of galaxies. In the left panel in Fig. 4.13, the correlation length s0 as a a function
of the 60 µm luminosity is plotted for cirrus-type galaxies and M82-type starbursts.
Again, it shows that the clustering strength of the former is stronger than that of the
latter. For the cirrus-type galaxies, the correlation length seems to increase mildly as
the mean 60 µm luminosity increases. For the M82-type starbursts, the correlation
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Table 4.3: 9 nested volume-limited samples including all infrared populations.
The columns are the sample name, redshift range, mean 60 µm luminosity, number
of galaxies in the sample, correlation length and the mean absolute B magnitude.
Bin z range 〈L60〉 N s0 〈MB〉
V1 [0.003, 0.02] 9.93 2336 6.81± 0.15 -19.60
V2 [0.003, 0.03] 10.22 3099 6.39± 0.23 -19.07
V3 [0.003, 0.04] 10.44 3350 6.77± 0.25 -18.45
V4 [0.003, 0.05] 10.61 3012 7.05± 0.43 -17.70
V5 [0.003, 0.06] 10.76 2725 6.90± 0.55 -16.83
V6 [0.003, 0.07] 10.88 2425 6.03± 0.72 -16.70
V7 [0.003, 0.08] 10.99 2076 5.01± 0.94 -16.43
V8 [0.003, 0.09] 11.09 1749 4.96± 1.47 -16.41
V9 [0.003, 0.10] 11.18 1446 4.19± 2.68 -16.32
length stays more or less the same over the luminosity range 1010L⊙ ≤ L60 ≤ 1011L⊙,
and then decreases sharply at L60 > 10
11L⊙. The clustering behaviour of the full
sample follows that of cirrus type galaxies at the faint luminosity end and that of
M82-type galaxies as luminosity increases. This is due to the fact that cirrus-type
galaxies dominate over active galaxies in the nearby universe.
The right panel in Fig. 4.13 shows the relative bias defined as b/b∗ = (s0/s0∗)γ/2
as a function of the absolute B magnitude, where s0∗ is the correlation length of
M∗ galaxies. The variations of the relative bias as a function of luminosity found
in optical galaxies selected from the 2dFGRS (b/b∗ = 0.85 + 0.15L/L∗; Norberg et
al. 2001) and SDSS (b/b∗ = 0.85+ 0.15L/L∗− 0.04(M −M∗); Tegmark et al. 2004)
are shown as the dotted and dashed line respectively. Measurements from Zehavi
et al. (2005) using the projected two-point correlation functions derived from a
series of luminosity-limited samples of the SDSS are shown as open diamonds. The
relative bias factor derived from infrared galaxies in the IIFSCz agrees well with the
dotted line and the empty diamonds over the range −0.7 ≤ log10(L/L∗) ≤ 0.0. At
log10(L/L∗) < −0.7, our measurements of the relative bias are systematically higher
than the dashed line and the open diamonds. In addition, our result has extended
the relative bias behaviour to even fainter luminosities.
4.5 Discussion and conclusion
I have derived the luminosity function and selection function of the IIFSCz flux-
limited at 0.36 Jy at 60 µm, in order to reduce the effect of incompleteness. Strong
evolution, either pure density evolution P = 3.4 or equivalently pure luminosity evo-
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lution Q = 1.7, is detected in the full sample using the maximum likelihood method
and the magnitude of evolution is consistent with previous estimates. The value
of P shows some dependence on the redshift boundaries which might be caused by
different mixtures of infrared galaxy populations undergoing very different evolu-
tionary trend. The present-epoch 60 µm luminosity function derived from galaxies
in the redshift range 0.003 < z < 0.2 shows good agreement with the luminosity
function from Saunders et al. (1990). However, the luminosity function derived
from galaxies in the redshift range 0.2 < z < 4.0 shows evidence for very significant
evolution, stronger than that at lower redshift, or possibly an entirely new infrared
population of high luminosity emerging at redshift z > 0.2. Follow-up studies are
needed to investigate further the high luminosity end.
The spatial clustering of galaxies as a function of galaxy properties such as
morphology, colour and luminosity provides strong constraints on models of galaxy
formation and evolution. I used the two-point correlation function to study the
clustering dependence on spectral type and luminosity. In both the redshift-space
two-point correlation function ξ(s) and the projected correlation function Ξ(σ) which
is free from redshift-space distortion, cirrus type galaxies (quiescent star-forming
galaxies) are found to cluster more strongly than M82-type starbursts. The weighted
average relative bias between the two infrared populations is bcirrus/bM82 = 1.30±0.10
on scales 2 ≤ r ≤ 7 h−1 Mpc and then decreases on scales larger than 7 h−1 Mpc.
This behaviour is similar to the 2dFGRS result of Madgwick et al. (2003) where the
clustering of the relatively passive galaxies is stronger than that of the more active
galaxies on small scales (r < 8 h−1 Mpc) but the relative bias decreases from ∼ 1.45
to unity on large scales. Our result also agrees with the conclusion of Hawkins et al.
(2001) who found that cooler galaxies with lower star formation rates cluster more
strongly than hotter galaxies with higher star formation rates. The dependence of
clustering on infrared luminosity (or equivalently star formation rate) is investigated
for the full sample, which follows that of cirrus-type galaxies at the low luminosity
end and that of M82-type starbursts at the high luminosity end. The clustering
strength stays more or less constant over the range 109.7L⊙ < L60 < 1010.7L⊙ and
then starts to decrease at higher luminosities. In addition, the relative bias factor
as a function of the absolute B magnitude is derived from the IIFSCz and compared
with measurements from the 2dFGRS and the SDSS. Agreement is good with these
measurements, although our result seems to suggest an even flatter b/b∗ at the faint
end.
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Figure 4.13: Left: The correlation length derived with the power-law slope in the correlation function fixed at 1.3 versus the mean
60 µm luminosity and star formation rate (in units of M⊙ yr−1). The error bars are derived from 10 bootstrap resamplings. Black
plus signs and error bars are estimates from Hawkins et al. (2001). The dashed line is the expected luminosity-dependence based
on the luminosity-colour correlation and the colour-dependence of the clustering. Right: Relative bias as a function of L/L∗. The
dotted and dashed curve is the relative bias as a function of luminosity found in the 2dFGRS (Norberg et al. 2001) and the SDSS
power spectrum measurements (Tegmark et al. 2004) respectively. Open diamonds and error bars are estimates of the relative bias
factor obtained from galaxy correlation functions of the SDSS (Zehavi et al. 2005).
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Chapter 5
The baryonic acoustic oscillations
(BAO)
Abstract
This chapter begins with a brief introduction of the physics behind the acoustic
oscillations excited in the photon-baryon fluid in the early universe. It is largely
based on Chapter 8 in Modern Cosmology (Dodelson 2003) and various papers such
as Hu & White (1996), Hu & Dodelson (2002) and Eisenstein, Seo & White (2007).
Then, I proceed to describe the acoustic signatures in the angular power spectrum
of the CMB anisotropies and large-scale structure (e.g. galaxy power spectrum or
correlation function). The power spectrum analysis method developed by Feldman,
Kaiser & Peacock (1994) is described in detail and applied to the Imperial IRAS-
FSC Redshift Catalogue (IIFSCz) constructed in Chapter 3. A possible detection of
the baryon acoustic oscillations in the IIFSCz and a preliminary estimate of Ωmh
2
are presented. In this chapter, redshift space and real space refer to positions of
galaxies before and after corrections for peculiar motions respectively. To avoid
confusion, the real space as the counterpart of Fourier space is referred to as the
configuration space.
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5.1 The physics of the acoustic phenomenon
Inflation is currently the most popular mechanism for the generation of the primor-
dial density fluctuations. Prior to the epoch of recombination, photons and baryons
were tightly coupled via Compton and Coulomb scattering. Thus, the short mean
free path enables fluid treatment of the plasma. Primordial perturbations gravita-
tionally attract the photon-baryon fluid (compression into the potential wells) and
sound waves are excited due to pressure gradients of the photons (Peebles & Yu
1970). Recall the Boltzmann equation for photons derived in Chapter 1 (Eq. 1.18),
the equations for the photon moments Θl(η) can be obtained using
Θl ≡ 1
(−i)l
∫ 1
−1
dµ
2
Pl(µ)Θ(µ), (5.1)
where Pl(µ) is the lth-order Legendre polynomial. Thus, the Boltzmann equations
for the first two moments are
Θ˙0 + kΘ1 = −Φ˙, (5.2)
Θ˙1 − kΘ0
3
=
kΨ
3
+ τ˙
[
Θ1 − ivb
3
]
, (5.3)
where Ψ and Φ are the Newtonian potential and perturbation to the spatial curvature
respectively (as introduced in Section 1.2). Eq. 5.2 and Eq. 5.3 are also known as the
continuity equation and the Euler equation or the momentum conservation equation
respectively. To eliminate vb in Eq. 5.3, we can use the velocity equation for baryons
(Eq. 1.23), the lowest order expansion of which gives
vb ≈ −3iΘ1 + R
τ˙
[
−3iΘ˙1 − 3i a˙
a
Θ1 + ikΨ
]
, (5.4)
where R = (pb+ ρb)/(pγ + ργ) ≈ 3ρb/ργ is the baryon-to-photon momentum density
ratio. Therefore, Eq. 5.3 can be converted into
Θ˙1 +
a˙
a
R
1 +R
Θ1 − k
3(1 +R)
Θ0 =
kΨ
3
. (5.5)
Finally, Eq. 5.2 and Eq. 5.5 can be combined into a second-order ordinary differential
equation,
d
dη
[(1 +R)Θ˙0] +
k2
3
Θ0 = −k
2
3
(1 +R)Ψ− d
dη
[(1 +R)Φ˙], (5.6)
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or equivalently{
d2
dη2
+
R˙
1 +R
d
dη
+ k2c2s
}
[Θ0 + Φ] =
k2
3
[
1
1 +R
Φ−Ψ
]
(5.7)
which is a driven harmonic oscillator equation. The sound speed1 is thus cs =
[3(1 + R)]−1/2, which decreases as the baryon density increases. The analogous
equation for the baryons is
d
dη
[(1 +R)δ˙b] +
k2
3
δb = −k
2
3
(1 +R)Ψ− d
dη
[(1 +R)Φ˙]. (5.8)
Eq. 5.6 and Eq. 5.8 essentially depict the competition between the gravitational
driving and pressure restoring force in the photon-baryon fluid. Below the sound
horizon which is defined as the comoving distance that a sound wave can travel
since the time of creation s(η) ≡ ∫ η
0
cs dη
′, where η ≡ ∫ t
0
dt′/a(t′) is the conformal
time, photon pressure resists gravitational collapse and sets up acoustic waves in
the tightly coupled photon-baryon fluid.
Let us firstly consider a simplified model of the universe with static potential
Φ and constant baryon-to-photon momentum density ratio R, then the solution of
Eq. 5.7 is
Θ0 +Ψ =
1
3
Ψ(1 + 3R) cos (ks)−RΨ. (5.9)
Thus, the zero point of the oscillation is shifted by −RΨ which breaks the symmetry
of the acoustic oscillations and the height of the odd numbered peaks (compressional
peaks) is enhanced compared with that of the even numbered peaks. The latter is
due to the fact that baryons provide extra gravity to compress the fluid into the
potential wells (an effect known as baryon loading). Now suppose the potentials are
time-varying. In the tightly coupled regime, the damping term R˙
1+R
d
dη
(Θ0 + Φ) in
Eq. 5.7 is negligible compared to the pressure term k2c2s(Θ0 +Φ). Thus, as a useful
approximation, the solution of Eq. 5.7 is (Hu& Sugiyama 1995)
Θ0(η) + Φ(η) = [Θ0(0) + Φ(0)] cos(ks)
+
k√
3
∫ η
0
dη′[Φ(η′)−Ψ(η′)] sin[k(s(η)− s(η′))]. (5.10)
At the time of recombination when electrons and protons combined into neutral
hydrogen, the baryons were no longer dragged by the photons and thus the acoustic
1The sound speed is defined as c2s ≡ ∂p/∂ρ. The photon pressure is pγ = ργ/3, thus the sound
speed in photon gas is 1/
√
3.
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waves were frozen in. The phase of an oscillation at the epoch of recombination can
be calculated as
φ =
∫
ωdη = k
∫ η∗
0
csdη = ks∗, (5.11)
where asterisk means evalution at recombination. In cases where the first term
on the RHS of Eq. 5.10 dominates, the first peak in the power spectrum is the
mode which is caught in its first compression at recombination, k1 = π/s∗. As
inflation sets the initial phase of the sound waves to be the same for all modes, we
expect to see in the power spectrum a series of peaks corresponding to modes with
kn = nk1 = nπ/s∗, that is to say that the overtones have frequencies that are integer
times of the fundamental frequency.
The dipole term can be obtained through Eq. 5.2 and Eq. 5.10,
Θ1(η) =
1√
3
[Θ0(0) + Φ(0)] sin(ks)
−k
3
∫ η
0
dη′[Φ(η′)−Ψ(η′)] cos[k(s(η)− s(η′))]. (5.12)
Note that the monopole and dipole term (smaller than the monopole at recom-
bination) are out of phase which is responsible for raising the overall level of the
anisotropy spectrum and decreasing the contrast between the peaks and the troughs.
However, the coupling between photons and baryons is not perfect, causing
damping of the acoustic oscillations on small scales known as Silk damping (Silk
1968). The mean free path λC of photons determined by Compton scattering in-
creases dramatically as the ionisation fraction decreases. The evolution of the per-
turbations is
Θ0,Θ1 ∼ exp
{
ik
∫
dηcs
}
exp
{
− k
2
k2D
}
, (5.13)
where kD = 2π/λD is the diffusion scale. Eq. 5.13 tells us that acoustic oscillations
are exponentially damped on scales smaller than λD.
A solution for the photon moments at the present epoch η0 can be derived
directly from Eq. 1.18. I will simply quote the result here2,
Θl(k, η0) ≃ [Θ0(k, η∗) + Ψ(k, η∗)]jl[k(η0 − η∗)]
+3Θ1(k, η∗)
(
jl−1[k(η0 − η∗)]− (l + 1)jl[k(η0 − η∗)]
k(η0 − η∗)
)
+
∫ η0
0
dηe−τ [Ψ˙(k, η)− Φ˙(k, η)]jl[k(η0 − η)], (5.14)
2Detailed derivation of Eq. 5.14 can be found in Section 8.5 in Modern Cosmology (Dodelson
2003).
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Figure 5.1: The spherical Bessel function jl(x) (black-j0(x); red-j10(x); green-
j50(x); blue-j100(x)), strongly peaked at x ≈ l.
where jl is the spherical Bessel function. Therefore, the photon moments today
depend on the monopole, dipole and potential at the epoch of recombination η∗
as well as the integrated Sachs-Wolfe terms caused by the time evolution of the
potentials Φ and Ψ (the last line of Eq. 5.14). From Fig. 5.1, we can see that a
perturbation of wavelength k contributes most on angular scale l ≈ k(η0−η∗) ≈ kη0.
5.2 Acoustic oscillations in the CMB
The CMB temperature field can be decomposed as
Θlm =
∫
dnY ∗lm(nˆ)Θ(nˆ), (5.15)
where Ylm are the spherical harmonics. Hot and cold spots in the CMB observed
today correspond to regions of compression and rarefactions in the photons at the
surface of last scattering. For a Gaussian random field, the power spectrum defined
as
〈Θ∗lmΘl′m′〉 = δll′δmm′Cl (5.16)
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completely characterises the temperature field. The anisotropies spectrum is related
to the acoustic oscillations via
Cl =
2
π
∫ ∞
0
dkk2P (k)
∣∣∣∣Θl(k)δ(k)
∣∣∣∣2 . (5.17)
The fundamental uncertainty in Cl is determined by the number of available samples,
∆Cl =
√
2
2l + 1
Cl. (5.18)
Fig. 5.2 shows the multipole spectrum ∆2T ≡ l(l+1)2pi ClT 2 measured from the
WMAP 5-yr data as well as other CMB experiments. On large scales (at low l), the
monopole term dominates the anisotropy which is approximately a plateau (Sachs &
Wolfe 1967). On small scales (at high l), the dipole and the integrated Sachs-Wolfe
effect (the time-dependence of the potential) start to contribute as well. The dipole
term is incoherent with the monopole which lowers the ratio of the amplitude of the
peak to that of the trough in the anisotropy spectrum. The sound horizon scale at
the epoch of recombination is
s∗ =
∫ trec
0
dt cs(t)(1 + z) ≈ 100 h−1 Mpc. (5.19)
In the CMB temperature field, this fundamental wavelength appears as anisotropy
of angular extent θ ≈ s∗/D∗ or l ≈ kD∗ (note that the projection of k onto l depends
on the curvature of the universe), where D∗ = η0− η∗ ≈ η0 is the comoving angular
diameter distance to the last scattering surface. Therefore, the first peak appears
at l1 = k1D∗ = πD∗/s∗ ≈ 200 in a flat matter-dominated universe and there is a
coherent series of acoustic peaks located at around ln ≈ nl1.
5.3 Acoustic oscillations in large-scale structure
After recombination, photons begin to stream away but baryons carried out by the
photons remain at the sound horizon (spherical overdense shell of radius around
100 h−1 Mpc). Gradually, gravitational instability attracts both dark matter and
baryonic matter to overdense regions. At late times, the radial mass profile has a
peak in the centre (where the primordial density perturbation was) and a smaller
peak at the sound horizon. In the current picture of structure formation, galaxies
are more likely to form in overdense regions. Viewed in the configuration space, the
sound horizon manifests itself as a peak in the galaxy two-point correlation function
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Figure 5.2: The CMB anisotropies from WMAP 5-yr data together with mea-
surements from other experiments (Nolta et al. 2008). The red curve is the
best-fit ΛCDM model to WMAP data.
ξ(r) at around 100 h−1 Mpc, broadened by the shift in frequency and Silk damping
of width around 10 h−1 Mpc. As the CMB accurately calibrates the sound horizon
scale, the baryon acoustic oscillations imprinted into the galaxy power spectrum can
be used as a standard ruler to measure the angular-diameter distance dA(z) = l/θ
and the Hubble parameter H(z), which will provide strong constraints on the nature
of dark energy.
Fig. 5.3 shows the theoretical matter power spectra for 4 ΛCDM models with
Ωm = 0.35 and different values of Ωb (Eisenstein 2005). Unlike in the CMB angular
power spectrum, the acoustic features in the large-scale structure are weak, usually
a 10% contrast, due to the dominance of dark matter in structure formation. As the
fraction of baryon increases, the small-scale power decreases due to the high pressure
in the photon-baryon fluid before recombination and the acoustic wiggles become
more prominent. In Fig. 5.4, we can see that the acoustic oscillations at high k (ks≫
1) in the matter power spectrum are out of phase with the corresponding peaks in the
CMB power spectrum due to the contribution of the velocity perturbations (known
as velocity overshoot on small scales; Hu & Sugiyama 1996).
Using a sample of 221,414 galaxies with spectroscopic redshifts in the 2dFGRS,
Cole et al. (2005) measured the redshift-space galaxy power spectrum which shows
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Figure 5.3: The linear-regime matter power spectra for 4 ΛCDM models, with
Ωm = 0.35 and varying fractions of baryons (Eisenstein 2005).
Figure 5.4: The dimensionless power spectra for the CMB and the large-scale
structure (Meiksin, White & Peacock 1999). The CMB power spectrum in the
upper panel is scale to unity at k = 0.001. In the lower panel, the matter power
spectrum is divided by the transfer function of Bardeen et al. (1986).
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the baryon acoustic oscillations (see Fig. 5.5). The parameters for the model power
spectrum shown as the dashed line in Fig. 5.5 are Ωmh = 0.168 and Ωb/Ωm = 0.17.
The solid line in Fig. 5.5 is the convolution of this model power spectrum with
the window function of the 2dFGRS, which agrees well with the recovered power
spectrum from the data. On small scales, nonlinear structure formation makes
it impossible to detect the full series of acoustic oscillations in the galaxy power
spectrum.
The baryon acoustic peak is also detected in the configuration space using a
spectroscopic sample of luminous red galaxies in the SDSS at redshift z ∼ 0.35
(Eisenstein et al. 2005), which is shown as a peak in the correlation function at
round 100 h−1 Mpc (see Fig.1.4 in Chapter 1).
5.4 The power spectrum of IRAS galaxies
5.4.1 Power spectrum analysis
The power spectrum P (k) which measures the contribution of different scales to the
density fluctuation field is the Fourier transform of the spatial two-point correlation
function ξ(r),
P (k) = P (k) ≡ 1
V
∫
d3rξ(r) exp (ik · r) = 4π
V
∫
ξ(r)j0(kr)r
2dr, (5.20)
where j0(x) = sin (x)/x is the zero-order spherical Bessel function. On large scales,
the correlation function is very sensitive to uncertainties in the mean density n¯.
In principle, the uncertainty in n¯ (measured by the k = 0 mode) only affects the
amplitude of the power spectrum, not the shape. Another advantage of the power
spectrum over the correlation function is the relatively simple error estimate.
The Fourier transform of the density contrast field δ(x) = δρ(x)/ρ is
δk =
1
V
∫
δ(x) exp (ik · x)d3x, (5.21)
where the comoving wavenumber is k = 2π/λ. The power spectrum of the density
contrast field is defined as P (k) = |δk|2. In the case of discrete sampling,
δk =
1∑
wi
∑
wj exp (ik · xj), (5.22)
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Figure 5.5: The 2dFGRS redshift space galaxy power spectrum (Cole et al.
2005). In the lower panel, the reference power spectrum is derived from a model
of Ωmh = 0.2 and Ωb = 0. The shaded region represents error estimates derived
from jack-knife resampling. The error bars are derived from 1000 mock catalogues.
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where wi is the weighting applied to each galaxy, and
〈|δk|2〉 =
∑
w2i
(
∑
wi)2
+ P (k), (5.23)
where the first term is the shot noise.
The power spectrum measured directly from a survey is a convolution of the
true power spectrum with the power spectrum of the survey geometry (i.e. the
window function which depends on the radial and angular distribution of galaxies
in the survey; in a volume-limited case, W (x) = 1 if inside the survey volume and
W (x) = 0 if outside the volume). One can derive the power spectrum of the window
function by firstly generating a random catalogue with the same angular and radial
selection effects as the real catalogue but otherwise without any structure. The
Fourier transform of the window function is
Wk =
∑
N−1 exp (ik · xj) (5.24)
where the summation is performed on the random catalogue.
The minimum-variance method (Feldman, Kaiser & Peacock 1994) is to firstly
define a weighted galaxy fluctuation field,
F (r) =
w(r)[ng(r)− αns(r)]
[
∫
d3rn¯2(r)w2(r)]1/2
(5.25)
where the density field ng(r) and ns(r) are modelled as sums of delta functions,
α is the ratio of the number galaxies in the real catalogue to that in the random
catalogue. It follows that
〈|F (k)|2〉 =
∫
d3r
∫
d3r′w(r)w(r′)〈[ng(r)− αns(r)][ng(r′)− αns(r′)]〉eik·(r−r′)∫
d3rn¯2(r)w2(r)
.
(5.26)
For a Poisson point process n(r),∫
d3r
∫
d3r′g(r, r′)〈n(r)n(r′)〉 =
∑
i
∑
j
g(ri, rj)〈ninj〉, (5.27)
where ni = 0 or 1. Using 〈ninj〉 = n¯(ri)n¯(rj)δV 2[1 + ξ(ri − rj)] and 〈n2i 〉 = 〈ni〉 =
n¯(ri)δV , it is easy to show that
〈n(r)n(r′)〉 = n¯(r)n¯(r′)[1 + ξ(r− r′)] + n¯(r)δ(r− r′). (5.28)
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Therefore, Eq. 5.26 can be reduced to
〈|F (k)|2〉 =
∫
d3k′
(2π)3
P (k′)|G(k− k′)|2 + Pshot, (5.29)
where the Fourier transform of the survey mask is
G(k) ≡
∫
d3rn¯(r)w(r)eik·r
[
∫
d3rn¯2(r)w2(r)]1/2
(5.30)
and the shot noise term is
Pshot = (1 + α)
∫
d3rn¯(r)w2(r)∫
d3rn¯2(r)w2(r)
. (5.31)
The estimator of the power spectrum is
Pˆ (k) = |F (k)|2 − Pshot, (5.32)
which needs to be averaged over different orientations to obtain the final estimate
of Pˆ (k).
Assuming the coefficients of F (k) obey Gaussian distribution, the variance of
power is
σ2P ≡ 〈[Pˆ (k)− P (k)]2〉 =
1
V 2k
∫
d3k
∫
d3k′|〈F (k)F ∗(k′)〉|2. (5.33)
It can be shown that, the optimal weighting
w(r) ∝ 1
1 + n¯(r)P (k)
(5.34)
gives the minimal fractional variance σ2P (k)/P
2(k). At large distances, w(r) ap-
proaches 1 (equal weighting). At small distances, w ∝ 1/n¯ (equal volume weight-
ing). In principle, the weight function w(r) depends on the scale, however P (k) is
usually set to be a constant.
5.4.2 Result
Fisher et al. (1993) calculated the power spectrum of IRAS galaxies from the 1.2-
Jy redshift survey (Fisher et al. 1995), using cylindrical window functions to avoid
distortion of the power spectrum shape induced by uncertainties in the mean density.
They found that the power spectrum is well fitted by a power law P (k) ∝ k−1.4 on
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Figure 5.6: Top: The reproduced power spectrum of the IRAS QDOT sample
(asterisks), using the method developed by Feldman, Kaiser & Peacock (1994).
The error bars are derived from Eq. 5.33. The diamonds and error bars show
the power spectrum of the combined sample of the QDOT and the 1.2-Jy survey
(Tadros & Efstathiou 1995). Bottom: The dimensionless power spectrum ∆2(k).
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Figure 5.7: The power spectrum of the IIFSCz sample (diamonds), using method
of Feldman, Kaiser & Peacock (1994). Each data point is correlated to the adja-
cent point at a 10% level or less. The curves are the predicted nonlinear matter
power spectra using the public package iCOSMO (Refregier et al. 2008) with
Ωb = 0.04 (black), 0.06 (blue), 0.08 (red) and Ωm = 0.32. The dashed curve is
the matter power spectrum without baryons.
scales < 100h−1 Mpc, with no evidence for a turnover. Feldman, Kaiser & Peacock
(1994) used the QDOT IRAS redshift survey (Lawrence et al. 1995) to derive the
power spectrum which agrees well with the 1.2-Jy IRAS survey (although there are a
slight discrepancies on scales 0.03 ≤ k ≤ 0.08). In addition, they found indications of
a turnover in the power spectrum at around wavenumber k = 0.04. Both surveys are
based on galaxies selected from the IRAS Point Source Catalog and both showed
excess power on large scales compared to that in the standard CDM model with
Γ = Ωmh = 0.5. Tadros & Efstathiou (1995) investigated the dependence of the
power spectrum on the weighting scheme, using the combined sample of the QDOT
and the 1.2-Jy redshift surveys. They found that the result is insensitive to the
weighting, after removing a few galaxies in the Hercules supercluster at l = 48◦,
b = 43◦ and v = 11000 km/s. The power spectrum of the combined sample is
consistent with the linear matter power spectrum with Γ = Ωmh = 0.2.
The top panel in Fig. 5.6 shows our reproduced power spectrum of the IRAS
QDOT sample containing around 1,800 galaxies, using the method of Feldman,
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Kaiser & Peacock (1994). For each wavenumber k, we average the power P (k) over
150 uniformly distributed random orientations. The analytical errors are derived
from Eq. 5.33. In the weighting function (Eq. 5.34), we set P(k) = 16000 h−3
Mpc3. Our result is compared with the power spectrum of the combined sample of
the QDOT and the 1.2-Jy survey derived by Tadros & Efstathiou (1995). The di-
mensionless power spectrum defined as ∆2(k) ≡ k3P (k)/2π2 (power per logarithmic
band in k) is shown in the bottom panel in Fig. 5.6. Good agreement can be found
between our result and that of Tadros & Efstathiou (1995).
To derive the power spectrum of the Imperial IRAS-FSC Redshift Catalogue
(IIFSCz) presented in Chapter 3, I have selected galaxies with F60 = 0.36 Jy and
redshift 0.003 ≤ z ≤ 0.6. The resulting sample contains around 20,000 galaxies. A
random catalogue containing roughly 10 times more galaxies with the same radial
and angular selection effects is generated and then modulated by the varying redshift
incompleteness across the sky. The same procedure used to reproduce the QDOT
power spectrum is applied to the IIFSCz sample except now I use 300 random
directions for each wavenumber k. In Fig. 5.7, the averaged power spectrum of the
IIFSCz is shown as open diamonds and each data point is correlated to the adjacent
point at a 10% level or less. The curves are the predicted nonlinear matter power
spectra computed by the public interactive cosmology package iCOSMO (Refregier
et al. 2008), assuming a flat universe with Ωm = 0.32 and Ωb = 0.04 (black), 0.06
(blue) and 0.08 (red). The dashed curve is the predicted zero-baryon matter power
spectrum. The amplitude of the IIFSCz power spectrum is lowered by a factor of
2.6 to roughly match the predicted matter power spectra. This normalisation factor
is perhaps reasonable because of galaxy bias and linear redshift distortion which
boosts the power spectrum on large scales by a factor of ∼ 2 (see Section 1.5 in
Chapter 1). Note that the measured power spectrum of the IIFSCz is actually a
convolution of the true power spectrum with the survey window function.
For wavelengths smaller than the sound horizon, the peaks of the baryon oscilla-
tions are expected to be at k = mπ/2s (Eisenstein & Hu 1998) wherem = 5, 9, 13, . . .
and s is the sound horizon. The location of the first peak m = 5 can be fitted as
k1 =
5π
2s
(1 + 0.217Ωmh
2). (5.35)
The sound horizon s can be approximated to within 2% over the parameter range
Ωbh
2 ≥ 0.0125 and 0.025 ≤ Ωmh2 ≤ 0.5,
s =
44.5 ln (9.83/Ωmh
2)√
1 + 10(Ωbh2)0.75
Mpc. (5.36)
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Fig. 5.8 shows the location of the first peak in the power spectrum as a function of
Ωmh
2 and baryon fraction Ωb/Ωm. Assuming h = 0.72 and the preferred parameters
measured from the 2dFGRS power spectrum (Cole et al. 2005) Ωmh = 0.168 and
Ωb/Ωm = 0.185, the sound horizon is s = 155.8 Mpc and the location of the first peak
is at k1 = 0.05. Using the best-fit values for cosmological parameter from WMAP
data Ωmh
2 = 0.1277 and Ωbh
2 = 0.02229 (Spergel et al. 2007), the sound horizon is
s = 153.9 Mpc and the location of the first peak remains almost unchanged.
The IIFSCz power spectrum shows marginal evidence for the baryon acoustic
oscillations. If we assume the first peak in the galaxy power spectrum lies at k ≈
0.08 h Mpc−1. Assuming h = 0.72, this feature is at k ≈ 0.0576 Mpc. The beat
frequency, namely the spacing between adjacent peaks and troughs of the acoustic
oscillations, is ∆k ≈ 0.025 h Mpc−1, which agrees with the expectation value ∆k ≈
π/s. We fit a Gaussian function to the data in the wavelength range 0.070 h ≤ k ≤
0.105 h and the peak location is estimated to be k1 = 0.0560 ± 0.0030, assuming
h = 0.72. From Eq. 5.35 and Eq. 5.36, we can deduce Ωmh
2 = 0.167+0.033−0.031 using
Ωbh
2 = 0.0213 ± 0.0010 based on the primordial abundance of deuterium (Pettini
et al. 2008). Our result seems to be consistent with the 2dFGRS result of Cole
et al. (2005) Ωmh
2 = 0.121± 0.011, although this comparison should be taken too
seriously for reasons to be explained in the next section.
5.5 Discussion and conclusion
In this chapter, I have firstly described the mechanism responsible for the generation
of the acoustic oscillations in the CMB and the large-scale structure. After briefly
summarising previous results of the baryon acoustic oscillations seen in the SDSS
and 2dFGRS data and power spectra of IRAS galaxies from the QDOT and/or
the 1.2-Jy survey, I have applied the power spectrum analysis method to the flux-
limited sample of ∼ 20, 000 galaxies selected from the Imperial IRAS-FSC Redshift
Catalogue (IIFSCz) and a possible detection of the baryon acoustic oscillations is
presented. A preliminary estimate of the quantity Ωmh
2 is around 0.165+0.043−0.039.
However, before a detailed comparison with theoretical models can be made,
the power spectrum analysis of the IIFSCz needs to be further refined to account for
effects such as nonlinear evolution, redshift distortion and galaxy bias, which would
be a major new project. The distortion in the redshift-space power spectrum usu-
ally includes an increase of power on large scales and suppression of power on small
scales. Previous studies have shown that the transition between these two effects
occurs at around k ∼ 0.1− 0.2 h Mpc (e.g. Meiksin, White & Peacock 1999). Non-
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Figure 5.8: The location of the first peak of the baryon acoustic oscillations
(Eisentein & Hu 1998).
linear evolution tends to erase acoustic features for wavelength k > 0.1 h Mpc−1.
Numerical simulations can be used to generate mock catalogues for realistic error
estimation and careful analysis of the nonlinear degradation and redshift-space dis-
tortion. In addition, mock catalogues are useful for investigating the suppression of
the baryon oscillations due to the convolution of the true power spectrum with the
window function of the survey. The effect of the inaccuracy of photometric redshifts
is expected to be small due to the high flux limit used in the sample selection. In
Chapter 4, we have shown that the mean scatter in the luminosity function is around
4% by sampling photometric redshifts from a Gaussian distribution with σ = 0.02.
However, as features of the baryon acoustic oscillations usually contribute around
10% contrast in the clustering pattern, the effect of redshift scatter needs to be
carefully modelled.
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Chapter 6
Conclusion and future directions
Abstract
In the first part of this last chapter, I present a conclusion of the whole thesis in a
way that hopefully gives continuity and integrity of different aspects of my research
carried out during the last three years. Future work is described in the second half of
this chapter, which includes the far-infrared (FIR)-radio correlation as a function of
spectral class or star formation rate (SFR), the radio luminosity function at 1.4 GHz
of active and star-forming galaxies, the ultraluminous and hyperluminous galaxies
(ULIRGs and HLIRGs), galaxy bias in the SWIRE Photometric Redshift Catalogue
and convergence of the cosmological dipole.
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6.1 Conclusion
In Chapter 1, I present a brief literature review of our current understanding of
the smooth and perturbed universe (to the first order), followed by the evolution
of perturbations in an expanding universe, the observed large-scale structure and
large-scale velocity field, galaxy bias, and finally conclude with a summary of infrared
surveys conducted in the past 25 years or so.
In Chapter 2, we have determined the point source detection limit of the AKARI
All-Sky Survey which has covered over 90% of the entire sky. Theoretically, the 5σ
point source flux detection limit at 90µm is ∼ 0.4 Jy assuming equal data quality
among different detector rows and different scans. I have also investigated the
nature of spurious sources using wavelet transform to separate signal components
due to physical structures of different sizes. In the wavelet multiscale analysis,
IRAS sources are the only detections with seconds- and hours-confirmation at the
expected resolutions for point sources or small extended sources. By thresholding at
a high signal-to-noise ratio, we found that most of the seconds- and hours-confirmed
sources which are not detected by IRAS seem to trace cirrus clouds in the IRAS
100 µm images. These cirrus candidates are also associated with bright extended
structures in the co-added AKARI 90µm maps. Unlike IRAS sources, most of
the cirrus candidates are not detected with seconds- and hours-confirmation on the
Point Source Scales under continuous wavelet transform. It confirms that they have
a different scale preference compared with IRAS sources. However, these non-IRAS
sources are not likely due to cirrus judging from contour plots of the wavelet power.
At the position of each cirrus candidate, usually one or two detector pixels exhibit
high power on large scales, while other detectors either show presence of spikes on
the Point Source Scales or no regions of high power at all. In other words, the
wavelet power spectrum differs significantly across different detector pixels in the
same scan and also different scans of the same candidate. The detection of many
bright spurious sources caused by excessive noise over a wide range of scales poses
a serious challenge to delivering a complete and reliable AKARI All-Sky Survey
Point Source Catalogue deeper than ∼ 1 Jy at 90µm. Therefore, it is considerably
shallower than the IRAS Faint Source Survey.
A new data set is needed to validate Planck and to study large-scale struc-
ture from infrared surveys, as the original plan of using the AKARI Point Source
Catalogue turned out to be unfeasible at least within the length of my PhD. In Chap-
ter 3, we have constructed the Imperial IRAS-FSC Redshift Catalogue (IIFSCz). It
contains 60,282 galaxies selected at 60 µm from the IRAS Faint Source Catalog, cov-
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ering around 61% of the whole sky. The process of retrieving spectroscopic redshifts,
multiwavelength cross-matching and photometric redshift estimation is described in
some detail. In the Catalogue, we give the best possible position, IRAS fluxes, op-
tical, near-infrared and/or radio identifications, spectroscopic redshift (if available)
or photometric redshift (if possible), predicted fluxes at wavelengths ranging from
12 to 1380 µm. Overall, 32,866 galaxies in the IIFSCz (55%) have received spectro-
scopic redshifts from past redshift surveys such as the IRAS PSCz, FSSz and 6dF
and around 12,000 galaxies (∼ 20%) obtained photometric redshifts through either
the training set (for sources with 2MASS or NVSS photometry) or the template-
fitting method (for sources with SDSS photometry). At a flux limit of F60 = 0.36
Jy, the redshift completeness of the Catalogue, including both spectroscopic and
photometric redshifts, is increased to 90%.
The IIFSCz provides a huge data set for large-scale structure studies and valida-
tions of recent and future infrared and submillimetre surveys (e.g. AKARI, Planck
and Herschel). However, several issues such as the intrinsic IRAS FSC completeness
limit, the redshift completeness variations across the sky and the varying quality of
photometric redshift derived for different subsets of the Catalogue should be dealt
with properly in relevant cases.
In Chapter 4, we have derived the luminosity function and selection function of
the IIFSCz flux-limited at 0.36 Jy at 60 µm, in order to reduce the effect of incom-
pleteness. Strong evolution, either pure density evolution P = 3.4 or equivalently
pure luminosity evolution Q = 1.7, is detected for the full sample using the maxi-
mum likelihood method and the magnitude of evolution is consistent with previous
estimates. The value of P shows some dependence on the redshift boundaries which
might be caused by different mixtures of infrared galaxy populations undergoing
very different evolutionary trend. The present-epoch 60 µm luminosity function
derived from galaxies in the redshift range 0.003 < z < 0.2 shows good agreement
with the luminosity function from Saunders et al. (1990). However, the luminosity
function derived from galaxies in the redshift range 0.2 < z < 4.0 shows evidence for
very significant evolution (stronger than the one detected at lower redshift) or an
entirely new infrared population of high luminosity emerging from redshift z > 0.2.
Follow-up studies are needed to further investigate the high luminosity end.
The spatial clustering of galaxies as a function of galaxy properties such as
morphology, colour and luminosity provides strong constraints on models of galaxy
formation and evolution. I used the two-point correlation function to study the
clustering dependence on spectral type and luminosity. In both the redshift-space
two-point correlation function ξ(s) and the projected correlation function Ξ(σ) which
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is free from redshift-space distortion, cirrus type galaxies (quiescent star-forming
galaxies) are found to cluster more strongly than M82-type starbursts. The weighted
average relative bias between the two infrared populations is bcirrus/bM82 = 1.30±0.10
on scales 2 ≤ r ≤ 7 h−1 Mpc and then decreases on scales larger than 7 h−1 Mpc.
This behaviour is similar to the 2dFGRS result of Madgwick et al. (2003) where the
clustering of the relatively passive galaxies is stronger than that of the more active
galaxies on small scales (r < 8 h−1 Mpc) but the relative bias decreases from ∼ 1.45
to unity on large scales. Our result also agrees with the conclusion of Hawkins et al.
(2001) who found that cooler galaxies with lower star formation rates cluster more
strongly than hotter galaxies with higher star formation rates. The dependence of
clustering on infrared luminosity (or equivalently star formation rate) is investigated
for the full sample, which follows that of cirrus-type galaxies at the low luminosity
end and that of M82-type starbursts at the high luminosity end. The clustering
strength stays more or less constant over the range 109.7L⊙ < L60 < 1010.7L⊙ and
then starts to decrease at higher luminosities. In addition, the relative bias factor
as a function of the absolute B magnitude is derived from the IIFSCz and compared
with measurements from the 2dFGRS and the SDSS. Agreement is good with these
measurements, although our result seems to suggest an even flatter b/b∗ at the faint
end.
In Chapter 5, I have firstly described in some detail the mechanism responsible
for the generation of the acoustic oscillations in the CMB and large-scale structure.
After briefly summarising previous results of the baryon acoustic oscillations seen in
the SDSS and 2dFGRS data and power spectra of IRAS galaxies from the QDOT
and the 1.2-Jy survey, I have applied the power spectrum analysis method to the
flux-limited sample of ∼ 20, 000 galaxies selected from the IIFSCz and a possible
detection of the first peak of the baryon acoustic oscillations as well as a priliminary
estimate of Ωmh
2 are presented. Further investigations are needed to quantitatively
assess effects such as nonlinear evolution, redshift distortion and galaxy bias.
6.2 Future directions
6.2.1 Radio galaxies
In constructing the IIFSCz, we have obtained cross-matched samples with First
Images of the Radio Sky at Twenty centimetres survey (FIRST) and the NRAO
VLA Sky Survey (NVSS), which contains ∼ 4880 and ∼ 23, 100 sources respectively.
These samples can be used to derive the radio luminosity function of star-forming
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Figure 6.1: The far-infrared to radio correlation for the 4 infrared galaxy pop-
ulations (black-cirrus; red-M82; green-Arp 220; blue-AGN).
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galaxies and AGNs at 1.4 GHz and compare with the far-infrared (FIR) luminosity
function shifted to the radio using the FIR-radio correlation. The evolution of the
radio LF can be investigated by splitting sources into redshift bins.
Most of the radio emission in normal galaxies which are not powered by su-
permassive black holes comes from synchrotron radiation produced by relativistic
electrons moving in supernova remnants (SNRs) and free-free emission from H II
regions surrounding the ionising stars (see the review by Condon 1992). Therefore,
radio emission can be used as a probe of recent star formation activity in normal
galaxies.
The FIR and radio luminosities of normal galaxies have long been known to
be tightly correlated (e.g. de Jong et al. 1985; Helou, Soifer & Rowan-Robinson
1985), as both are associated with intense star formation activity. Fig. 6.1 shows
the radio-infrared correlation (F60 vs. F1.4 GHz from the NVSS) colour coded by
four infrared templates (cirrus, M82, A220, AGN). We can see that the correla-
tions for cirrus-type galaxies, M82-type starbursts and Arp 220-type starbursts are
much tighter than that for AGNs. Indeed, Condon et al (1982) have already sug-
gested that the FIR-radio correlation can be used to discriminate starbursts from
galaxies powered by supermassive black holes. Condon & Broderick (1988) ob-
tained a sample of 176 sources cross-identified between the Green Bank 1400 MHz
sky maps and the Uppsala General Catalogue of Galaxies (UGC) and they found
starbursts can be distinguished from AGNs using the the FIR-radio flux density
ratio u ≡ log (S60 µm/S1400 MHz) ≥ 1.6. Using the large samples of radio sources
selected from the IIFSCz, we can investigate the FIR-radio correlation as a function
of spectral class or star formation rate (SFR).
6.2.2 Ultraluminous and hyperluminous infrared galaxies
(ULIRGs and HLIRGs)
We define ultraluminous and hyperluminous infrared galaxies (ULIRGs and HLIRGs)
to be those with rest frame bolometric luminosity (8-1000 µm) Lir ≥ 1012.0 and
≥ 1013.0 h−272 L⊙ respectively (Rowan-Robinson 2000). The star formation rates ex-
ceed 100 M⊙ yr−1 for ULIRGs and 1000 M⊙ yr−1 for HLIRGs. There are over 150
HLIRGs in the IIFSCz and very few of them have been studied previously. In Table
6.1 and 6.2, I have listed 38 HLIRGs found in the IIFSCz at a flux limit of F60 = 0.36
Jy, 19 of which have spectroscopic redshifts. Based upon the best-fit infrared tem-
plate, 12 sources are classified as AGNs, 20 sources are classified as starbursts and
the remaining 6 sources have only 60 µm detections. This is an exciting sample of
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extreme objects, most of which would be expected to be bright submm sources.
We have proposed a 99-hour VLT poor-condition filler project to obtain spec-
troscopic redshifts for ∼ 300 sources with Lir ≥ 1012.5 h−272 L⊙. After spectroscopic
confirmation is obtained, other follow-up studies can address various scientific ques-
tions. For example, to distinguish the power source of these luminous sources,
whether star formation or AGN actively (accretion disk processes), we can use emis-
sion lines in the spectra or examine the morphology. Gravitational lensing may be
found for some of the luminous sources as in the case of IRAS F10214+4724 at
redshift z = 2.286 (Rowan-Robinson et al. 1991). We can estimate the SFRs using
FIR luminosity and radio luminosity as a cross-calibration. The spatial clustering
of ULIRGs and HLIRGs can tell us about the environments of these sources and
possibly connections with other populations. We will also be able to calculate the
comoving space density of the HLIRGs and compare with that of the giant ellipticals
today.
6.2.3 Galaxy bias in the SWIRE Photometric Redshift Cat-
alogue
As demonstrated in Chapter 4, the clustering of infrared galaxies shows dependence
on intrinsic properties such as spectral type and luminosity. I am going to extend
the study of galaxy bias to higher redshift using the SWIRE photometric Redshift
Catalogue (Rowan-Robinson et al. 2008) containing a total of over 1 million sources
in six SWIRE fields, ELAIS-N1, ELAIS-N2, Lockman, VVDS, XMM-LSS and CDF-
S. In ELAIS-N1 and ELAIS-N2, the Wide Field Survey (WFS, McMahon et al. 2001;
IRwin & Lewis 2001) provided photometry at U’, g’, r’, i’, Z’. In Lockman Hole,
photometry at g’, r’ and i’ are available form the SWIRE photometry program and
U-band photometry is available in a small area within Lockman Hole. In CDF-S,
we have only 3-band photometry at g’, r’ and i’. The photometric redshift accuracy
depends on a number of factors, one of which is the parameter n91 (the total number
of photometric bands in solution). We require n91 ≥ 4 as this is the minimum
number for photometric redshifts to be reliable. Fig. 6.2 and Fig. 6.3 are the
contour plots of the parameter f4 defined as the fraction of galaxies with n91 ≥ 4 in
a given grid on the sky or on the s36 (3.6 µm flux) – am3 (r-band magnitude) plane.
The ELAIS-N1 and ELAIS-N2 are approximately uniform above 95% contour level.
In contrast, both Lockman and CDF-S show considerable variations across the sky.
In the r-band magnitude versus 3.6 µm flux contour plot, over 99% of the galaxies
in ELAIS-N1 and ELAIS-N2 have 4 or more bands at am3 ≤ 22, while for Lockman
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and CDF-S, a simple r-band magnitude cut does not ensure a high percentage of
galaxies with 4 or more bands. To avoid complicated selection effects, I will choose
galaxies in the ELAIS-N1 and ELAIS-N2 to derive their clustering as a function of
spectral class, luminosity and redshift.
6.2.4 Convergence of the cosmological dipole
The observed dipole anisotropy in the CMB is usually explained by the Doppler
shift due to the peculiar motion of the Local Group (LG). Using surveys of galaxies
tracing the underlying density fluctuations, the peculiar velocity of the LG can
be derived. By comparing the CMB dipole and the LG dipole, it is possible to
estimate the cosmological density parameter Ωm. In Table 1.1 in Chapter 1, I have
listed most of the previous estimates using different types of mass tracer including
optical galaxies, IRAS galaxies and X-ray clusters. The misalignment angle between
the CMB dipole and the peculiar velocity of the LG is generally within 10 − 30◦.
Although the cause of the CMB dipole seems to be well understood now, there
is some debate over the convergence depth of the cosmological dipole. Analyses
of over 11,000 IRAS galaxies in the all-sky PSCz redshift survey seem to indicate
that the clustering dipole converges between 150 and 200 h−1 Mpc (Schmoldt et
al. 1999; Rowan-Robinson et al. 2000), with the direction of the dipole within
∼ 15◦ away from the CMB dipole. Erdog˘du et al. (2006) detected convergence
at around 60 h−1 Mpc using 23,200 galaxies from the 2 Micron All-Sky Redshift
Survey (2MRS). Fig. 6.4 compares the redshift distribution of 2MRS galaxies with
that of IRAS PSCz galaxies. We can see that 2MASS samples the local universe
(within 150 h−1Mpc) very well, however it is not quite deep enough to detect possible
contributions to the dipole signal from large distance.
With over 20,000 galaxies brighter that F60 = 0.36 Jy (the intrinsic 90% com-
pleteness limit) in the IIFSCz, the convergence of the cosmological dipole can be
investigated out to redshift z ∼ 0.15 (see Fig. 4.2 in Chapter 4). Although it is not
possible to account for contributions below |b| = 20◦, we will be able to compare
dipole signals in the area common to PSCz and IIFSCz.
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Table 6.1: Hyperluminous galaxies in the IIFSCz with F60 ≥ 0.36 Jy. Redshifts following by asterisks are spectroscopic.
Name Redshift z F60 IR SED Lir Opt SED MB NED type Morphology
F00025+1521 0.51 0.53 5 13.11 E -22.29 IrS
F00235+1024 0.58∗ 0.43 5 13.17 - - G Interacting (HST)
F00320-3307 0.44∗ 0.43 M82 13.03 - - G
F01044-4050 0.58∗ 0.41 AGN 13.23 - - QSO
F02262-4110 0.50∗ 0.39 AGN 13.04 - - QSO
F03004-0841 0.57 0.36 5 13.10 E -21.80 IrS
F04099-7514 0.69∗ 0.36 M82 13.73 sb -28.26 G
F04207-0127 0.91∗ 0.46 AGN 13.80 - - QSO
F05373-4406 0.89∗ 0.42 AGN 13.76 - - QSO
F07581+3300 1.11 0.99 A220 14.71 sb -22.87 IrS
F08180+3037 0.57 0.46 M82 13.20 Sdm -22.90 IrS
F08279+5255 3.91∗ 0.51 AGN 15.43 - - QSO
F08354+3628 0.49 0.50 M82 13.28 sb -20.58 G
F08519+2017 0.31∗ 0.89 AGN 13.10 Sab -25.78 QSO
F08542+5132 0.43 0.60 M82 13.05 Sab -21.67 IrS
F09105+4108 0.44∗ 0.53 AGN 13.15 - -23.57 QSO
F09233+1431 1.18 0.38 5 14.06 sb -22.86 IrS
F10336+1600 0.47 0.70 M82 13.16 Sab -23.01 IrS
F12176+1738 1.07 0.65 5 14.16 Scd -23.88 IrS
F12351-3344 0.38∗ 0.54 M82 13.11 - - IrS
F12440-2531 0.63∗ 0.41 AGN 13.30 - - QSO
F13080+3237 1.00∗ 0.42 AGN 13.89 - - QSO
F13153-1533 0.59∗ 1.11 M82 13.78 - - G
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Table 6.2: Hyperluminous galaxies in the IIFSCz with F60 ≥ 0.36 Jy - continue.
Name Redshift z F60 IR SED Lir Opt SED MB NED type Morphology
F13225+3658 0.60 0.39 M82 13.15 E -22.79 IrS
F13279+3402 0.36∗ 1.18 M82 13.04 Scd -26.16 G
F13331+3604 1.23 0.50 A220 14.61 sb -23.35 IrS
F14218+3845 1.21∗ 0.57 A220 14.61 QSO3 -27.50 QSO Undisturbed (HST)
F14325-0447 1.48∗ 0.70 A220 15.06 Sab -29.68 G
F15176+2057 0.54 0.36 5 13.03 sb -22.81 IrS
F15452+3238 0.48 0.63 M82 13.12 Sdm -20.09 IrS
F15532+1447 0.52 0.69 M82 13.24 Scd -22.81 IrS
F16009+2439 0.54 0.40 M82 13.25 Sbc -21.21 IrS
F16061+2229 0.58 1.15 M82 13.61 E -23.11 IrS
F16158+5243 0.80 0.37 M82 13.75 Sab -22.70 IrS
F16413+3954 0.59∗ 0.60 AGN 13.43 QSO1 -25.99 QSO
F16419+3553 1.14 0.43 M82 14.25 Scd -23.39 IrS
F16430+4249 0.88 0.50 AGN 14.06 sb -22.74 IrS
F22231-0512 1.40∗ 0.60 AGN 14.50 - - QSO
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Figure 6.2: Contour plots of the fraction of galaxies with 4 or more photometric bands in each cell in the gridded sky (f4) for
SWIRE fields ELAIS-N1, ELAIS-N2, Lockman and Chandra Deep Field South (CDFS). Contour levels are set to 70% (black), 90%
(deep blue), 95% (light blue), 97% (cyan), 98% (green) and 99% (red). ELAIS-N1: most regions are at 97% and 98% levels with
random patches at 95% and 99%. ELAIS-N2: most regions are at 95%, 97% and 98% levels with small patches at 90% and 99%.
Lockman: mostly 90% level with patches at 70% level and concentrated area (covered by the U survey) at 95%, 97%, 98% and 99%
levels. CDFS: mostly 90% level with patches at 70% level. No regions are found above 95% level.
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Figure 6.3: Contour plots of the fraction of galaxies with 4 or more photometric bands in each cell in the gridded s36 (3.6 micron
flux) – am3 (r-band magnitude) plane (f4) for SWIRE fields ELAIS-N1, ELAIS-N2, Lockman and Chandra Deep Field South
(CDFS). The contour level settings are the same as in Figure 6.2. In ELAIS-N1 and ELAIS-N2, above 99% of the galaxies have 4
or more bands at am3 ≤ 22. In Lockman and CDFS, large fractions of the plane are at 70% and 90% contour levels at am3 ≥ 19.
6.2 Future directions 167
Figure 6.4: The redshift distribution of galaxies in the 2 Micron All-Sky Redshift
Survey (black) and IRAS PSCz (red), taken from Erdog˘du et al. (2006).
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. . .mathematical analysis is as extensive as nature itself; it defines all
perceptible relations, measures time, spaces, forces, temperatures; this
difficult science is formed slowly, but it preserves every principle which
it has once acquired.. . .
Its chief attribute is clearness; it has no marks to express confused no-
tions. It brings together phenomenon the most diverse and discovers the
hidden analogies which unite them. If matter escapes us, as that of air
and light, by its extreme tenuity, if bodies are placed far from us in the
immensity of space, if man wishes to know the aspect of the heavens at
successive epochs separated by a great number of centuries, if the ac-
tions of gravity and heat are exerted in the interior of the earth at depths
which will be always inaccessible, mathematical analysis can yet lay hold
of the laws of these phenomena. It makes them present and measurable,
and seems to be a faculty of the human mind destined to supplement the
shortness of life and the imperfection of the senses; and what is still more
remarkable, it follows the same course in the study of all phenomena; it
interprets them by the same language, as if to attest to the unity and
simplicity of the plan of the universe.. . .
Joseph Fourier, The Analytical Theory of Heat
