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Abstract
In this paper, we are concerned with the robust stability problem of an uncertain impulsive control system with time-varying
delay. By employing the formula for the variation of parameters and estimating the Cauchy matrix, several criteria on robust
exponential stability are derived and the exponential convergence rate is estimated. Based on P-norm and P-measure of matrix,
it is seen that our sufficient conditions are less restrictive than the ones in the earlier publication. Some numerical examples and
simulations are given to illustrate the theoretical results and to show that the criteria can be applied to stabilize the unstable
continuous system with time delays and uncertainties by utilizing impulsive control.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Impulsive control systems arise naturally in a wide variety of applications involving impulsive control for dosage
supply in pharmacokinetics (see [1] and references therein), ecosystems management (see [2,3]), stabilization and
synchronization in chaotic secure communication systems and other chaos systems [4–7]. In many cases, impulsive
control may be more efficient than continuous control since the former is implemented only at impulsive instants
(see [8]) while the latter does so at every moment (see [9]). Moreover, in some cases, continuous control is impossible
and only impulsive control can be used (for instance, the control of savings rates of a bank [8]).
On the other hand, time delays and uncertainties happen frequently in various engineering, biological and
economical systems, and they may result in instability. Many stability criteria have been derived for continuous
dynamical systems with time delays or uncertainties (see, e.g. [9–13]) as well as for impulsive dynamical systems
without time delay (see, e.g., [1–8,14,15]). In [16], Liu has presented several interesting criteria on asymptotic stability
for deterministic impulsive control systems with time delay. However, the criteria require the assumption that the
eigenvalues of the parameter matrix A all have positive (negative) real parts, and so they may not be user-friendly
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in applications. Moreover, so far very few robust stability results have been reported for uncertain impulsive control
systems with time delay. Therefore, it is necessary to further investigate the stability of uncertain impulsive control
systems with time delay, and it is challenging to address the issues since we must utilize impulsive effects to handle
the instability which may be caused by the uncertainties and time delays.
In this paper, an uncertain impulsive linear control system with time-varying delay is considered. We establish some
criteria on robust exponential stability by using the formula for the variation of parameters and estimating the Cauchy
matrix. Based on P-norm and P-measure of matrix, it is shown that our sufficient conditions are less restrictive than
the ones given in [16] even for the deterministic impulsive control system. More importantly, the robust stability
criteria don’t require the stability of the corresponding continuous system, and so can be more widely applied to
stabilize the unstable continuous system with time delay and uncertainties by using impulsive control. Two examples
and their simulations are given to illustrate the effectiveness of the results.
2. Preliminaries
Let N = {1, 2, 3, . . .}, I be the identity matrix, λmin(·) and λmax(·) be the smallest and the largest eigenvalues of a
symmetrical matrix, respectively. For φ : R → Rn , denote φ(t+) = lims→0+ φ(t + s), φ(t−) = lims→0− φ(t + s).
For x ∈ Rn and A ∈ Rn×n , let ‖x‖ be any vector norm, and denote the induced matrix norm and the matrix measure,
respectively, by
‖A‖ = sup
x 6=0
‖Ax‖
‖x‖ , µ(A) = limh→0+
‖I + hA‖ − 1
h
.
The usual norms and measures of vectors and matrices are:
‖x‖1 =
n∑
j=1
|x j |, ‖A‖1 = max
1≤ j≤n
n∑
i=1
|ai j |, µ1(A) = max
1≤ j≤n
{
a j j +
n∑
i 6= j
|ai j |
}
;
‖x‖2 =
(
n∑
j=1
x2j
)1/2
, ‖A‖2 = (λmax(ATA))1/2, µ2(A) = 12λmax(A + A
T);
‖x‖∞ = max
1≤i≤n
|xi |, ‖A‖∞ = max
1≤i≤n
n∑
j=1
|ai j |, µ∞(A) = max
1≤i≤n
{
ai i +
n∑
j 6=i
|ai j |
}
.
Consider an uncertain time delay system:{
x˙(t) = [A +∆A]x(t)+ [B +∆B]x(t − r(t)),
y(t) = Cx(t), t ≥ 0, (1)
in which x ∈ Rn is the state variable, y ∈ Rm is the output variable, r(t) is the time-varying delay function with
0 ≤ r(t) ≤ τ , A, B ∈ Rn×n and C ∈ Rm×n are known constant matrices, ∆A and ∆B are the uncertain matrices,
which vary within the range of
‖∆A‖ ≤ α, ‖∆B‖ ≤ β, (2)
where α, β are known non-negative constants.
An impulsive control law of (1) can be presented in form of the following control sequence {tk,U (k, x(t−k ))} (refer
the reader to [8,16]):
t0 = 0 < t1 < t2 < · · · < tk < tk+1 < · · · , lim
k→∞ tk = ∞,
∆x(t+k ) = x(t+k )− x(t−k ) = U (k, x(t−k )), k ∈ N .
Let U (k, x) = Bk y, Bk ∈ Rn×m and Ck = BkC . Then we obtain an uncertain impulsive control system with time-
varying delay as follows:
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x˙(t) = [A +∆A]x(t)+ [B +∆B]x(t − r(t)), t 6= tk,
4x(tk) = x(t+k )− x(t−k ) = Ckx(t−k ), k ∈ N ,
x(t) = φ(t), −τ ≤ t ≤ 0,
(3)
where φ : [−τ, 0] → Rn is continuous. In particular, if ∆A = ∆B = 0, then system (3) becomes the deterministic
impulsive control system with time delay given in Liu [16] (r(t) ≡ τ ):
x˙(t) = Ax(t)+ Bx(t − τ), t 6= tk,
4x(tk) = x(t+k )− x(t−k ) = Ckx(t−k ), k ∈ N ,
x(t) = φ(t), −τ ≤ t ≤ 0.
(4)
We always assume that the solutions x(t) of (3) are right continuous at t = tk , i.e. x(tk) = x(t+k ). That is, the
solutions are the piecewise continuous functions with discontinuities of the first kind only at t = tk, k ∈ N . For
more details on the impulsive delay systems, one can refer to [1,17] and references therein. The uncertain impulsive
dynamical system (3) is called robustly exponentially stable, if the trivial solution x = 0 of the system is globally
exponentially stable for any ∆A,∆B satisfying (2).
The following lemma introduces a norm of vector, a matrix norm and a matrix measure (we call them P-norm and
P-measure).
Lemma 2.1. Let P ∈ Rn×n be symmetrical and positive definite. Then ‖x‖P =
√
xTPx is a norm of a vector x ∈ Rn ,
the induced norm and measure of matrix A ∈ Rn×n are, respectively,
‖A‖P = ‖DAD−1‖2, µP (A) = µ2(DAD−1), where DTD = P.
Proof. Clearly, D is a non-singular matrix. Let y = Dx, x ∈ Rn .
‖A‖P = sup
x 6=0
‖Ax‖P
‖x‖P = supx 6=0
√
xTATPAx
xTPx
= sup
y 6=0
√
yT(D−1)TATDTDAD−1y
yTy
= ‖D−1AD‖2.
Also,
µP (A) = lim
h→0+
‖I + hA‖P − 1
h
= lim
h→0+
sup
x 6=0
√
xT(I + hA)TP(I + hA)x −√xTPx
h
√
xTPx
= sup
x 6=0
lim
h→0+
xTPx + hxT(ATP + PA)x + h2xTATPx − xTPx
h
√
xTPx[√xT(I + hA)TP(I + hA)x +√xTPx]
= sup
x 6=0
xT(ATP + PA)x
2xTPx
= sup
y 6=0
yT[(D−1)TATDT + DAD−1]y
2yTy
= µ2(DAD−1).
The proof is complete. 
3. Robust exponential stability
In order to obtain our main results, we first give the following lemma.
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Lemma 3.1. Let W (t, t0) be the Cauchy matrix of the linear system:{
x˙(t) = Ax(t), t 6= tk,
4x(tk) = Ckx(t−k ), k ∈ N .
(5)
Given a constant γ ≥ ‖I + Ck‖ for all k ∈ N, we have the following:
(1) if 0 < γ < 1 and ρ = supk∈N {tk − tk−1} <∞, then
‖W (t, t0)‖ ≤ 1
γ
e(µ(A)+
ln γ
ρ
)(t−t0), t ≥ t0;
(2) if γ ≥ 1 and θ = infk∈N {tk − tk−1} > 0, then
‖W (t, t0)‖ ≤ γ e(µ(A)+
ln γ
θ
)(t−t0), t ≥ t0.
Proof. For any x0 ∈ Rn , let x(t) = x(t, t0, x0) be a solution through (t0, x0). Calculating the upper right derivative
D+‖x(t)‖ along the solution x(t) of Eq. (5), we have:
D+‖x(t)‖ ≤ µ(A)‖x(t)‖, t 6= tk, t ≥ t0,
and
‖x(tk)‖ = ‖(I + Ck)x(t−k )‖ ≤ ‖(I + Ck)‖‖x(t−k )‖, k ∈ N .
By the induction, we easily obtain:
‖x(t)‖ ≤
( ∏
t0<tk≤t
‖I + Ck‖
)
eµ(A)(t−t0)‖x(t0)‖
≤
( ∏
t0<tk≤t
γ
)
eµ(A)(t−t0)‖x0‖, t ≥ t0.
Case (1): from 0 < γ < 1,
‖x(t)‖ ≤ γ
t−t0
ρ
−1eµ(A)(t−t0)‖x0‖ ≤ 1
γ
e(µ(A)+
ln γ
ρ
)(t−t0)‖x0‖.
Since x(t) = W (t, t0)x0, we obtain:
‖W (t, t0)‖ = sup
x0 6=0
‖W (t, t0)x0‖
‖x0‖ ≤
1
γ
e(µ(A)+
ln γ
ρ
)(t−t0), t ≥ t0.
Case (2): the proof is similar to the one in case (1) if we note that, from γ ≥ 1,
‖x(t)‖ ≤ γ t−t0θ +1eµ(A)(t−t0)‖x0‖ ≤ γ e(µ(A)+
ln γ
θ
)(t−t0)‖x0‖.
The proof is complete. 
Theorem 3.1. Let ρ = supk∈N {tk − tk−1} <∞. Suppose that there exists a constant 0 < γ < 1 satisfying
‖I + Ck‖ ≤ γ and ln γ
ρ
+ µ(A)+ α + β + ‖B‖
γ
< 0. (6)
Then the zero solution of the system (3) is robustly exponentially stable and the exponential convergence rate of (3) is
greater than or equal to λ, where λ > 0 is the unique solution of
µ(A)+ ln γ
ρ
+ λ+ α + (β + ‖B‖)e
λτ
γ
= 0. (7)
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Proof. Denote g(λ) = µ(A) + ln γ
ρ
+ λ + α+(β+‖B‖)eλτ
γ
. From (6), g(0) < 0 and g(+∞) = +∞. Since g(λ) is
continuous and g′(λ) > 0, Eq. (7) has a unique solution λ > 0. Furthermore, for any  ∈ (0, λ), we have:
0 ≤ α + (β + ‖B‖)e
(λ−)τ
γ
< −µ(A)− ln γ
ρ
− (λ− ). (8)
By the formula for the variation of parameters, the solution x(t) of Eq. (3) can be represented by:
x(t) = W (t, 0)x(0)+
∫ t
0
W (t, s)[∆Ax(s)+ (B +∆B)x(s − r(s))]ds, t ≥ 0,
where W (t, t0) is the Cauchy matrix of the impulsive linear system (5). Employing Case (1) in Lemma 3.1 and (2),
we have:
‖x(t)‖ ≤ ‖W (t, 0)‖‖x(0)‖ +
∫ t
0
‖W (t, s)‖[‖∆A‖‖x(s)‖ + (‖B‖ + ‖∆B‖)‖x(s − r(s))‖]ds
≤ 1
γ
e(µ(A)+
ln γ
ρ
)t‖φ‖ +
∫ t
0
1
γ
e(µ(A)+
ln γ
ρ
)(t−s)[α‖x(s)‖ + (β + ‖B‖)‖x(s − r(s))‖]ds, (9)
where t ≥ 0 and ‖φ‖ = sup−τ≤t≤0{‖x(t)‖}. Without the loss of generality, we assume ‖φ‖ > 0. From 0 < γ < 1
and λ > , it is easily observed that:
‖x(t)‖ ≤ ‖φ‖ < ‖φ‖
γ
e−(λ−)t , for − τ ≤ t ≤ 0. (10)
In the following, we shall prove that:
‖x(t)‖ < ‖φ‖
γ
e−(λ−)t , for t ≥ 0. (11)
If this is not true, by (10) and the piecewise continuities of x(t), then there must exist t∗ > 0 such that:
‖x(t∗)‖ ≥ ‖φ‖
γ
e−(λ−)t∗ , (12)
‖x(t)‖ < ‖φ‖
γ
e−(λ−)t , t < t∗. (13)
From (9), (13) and (8), we get:
‖x(t∗)‖ ≤ ‖φ‖
γ
e(µ(A)+
ln γ
ρ
)t∗ +
∫ t∗
0
1
γ
e(µ(A)+
ln γ
ρ
)(t∗−s)[α‖x(s)‖ + (β + ‖B‖)‖x(s − r(s))‖]ds
≤ ‖φ‖
γ
e(µ(A)+
ln γ
ρ
)t∗ +
∫ t∗
0
1
γ
e(µ(A)+
ln γ
ρ
)(t∗−s)
[
α
‖φ‖
γ
e−(λ−)s + (β + ‖B‖)‖φ‖
γ
e−(λ−)(s−r(s))
]
ds
≤ ‖φ‖
γ
e(µ(A)+
ln γ
ρ
)t∗
[
1+
∫ t∗
0
e(−µ(A)−
ln γ
ρ
−(λ−))s α + (β + ‖B‖)e(λ−)τ
γ
ds
]
= ‖φ‖
γ
e(µ(A)+
ln γ
ρ
)t∗
[
1+ α + (β + ‖B‖)e
(λ−)τ
γ
× (−µ(A)− ln γ
ρ
− (λ− ))−1[e(−µ(A)− ln γρ −(λ−))t∗ − 1]
]
<
‖φ‖
γ
e(µ(A)+
ln γ
ρ
)t∗ [1+ e(−µ(A)− ln γρ −(λ−))t∗ − 1]
= ‖φ‖
γ
e−(λ−)t∗ .
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This contradicts (12), and so the estimate (11) holds. Letting  → 0, we have
‖x(t)‖ ≤ 1
γ
e−λt sup
s∈[−τ,0]
{‖x(s)‖}, for t ≥ 0.
The proof is complete. 
Letting ‖ · ‖ be 1, 2,∞-norm or P-norm, we easily obtain the following corollaries.
Corollary 3.1. Let ρ = supk∈N {tk − tk−1} <∞. Then the zero solution of (3) is robustly exponentially stable if there
exists a constant 0 < γ < 1 such that:
‖I + Ck‖p ≤ γ and ln γ
ρ
+ µp(A)+ α + β + ‖B‖p
γ
< 0,
where p = 1, 2 or∞ and the corresponding matrix norm and matrix measure are given in Section 2.
Combining Lemma 2.1 and Theorem 3.1, we have
Corollary 3.2. Let ρ = supk∈N {tk − tk−1} < ∞. Then the zero solution of the system (3) is robustly exponentially
stable if there exist a constant 0 < γ < 1 and a non-singular matrix D such that:
‖I + DCkD−1‖2 ≤ γ and ln γ
ρ
+ µ2(DAD−1)+ α + β + ‖DBD
−1‖2
γ
< 0. (14)
Remark 3.1. The above results don’t require the assumption that all the eigenvalues of matrix A have positive
(negative) real parts. In fact, we always can find ρ so small that (6) holds since ln γ < 0. It should be noted that
under these conditions the stability of continuous systems (1) cannot be confirmed. Therefore, regardless of any form
of the stability of (1), we can stabilize the systems (1) by employing impulsive effects (6).
Employing Corollary 3.2, we can obtain the following result for the deterministic system (4) (i.e. ∆A = ∆B = 0
in (3)).
Corollary 3.3. Let ρ = supk∈N {tk − tk−1} <∞ and assume all the eigenvalues of matrix A have positive real parts.
Suppose that there exist a constant 0 < γ < 1 and two symmetrical positive definite matrices P, Q ∈ Rn×n such
that:
ATP + PA = Q, (15)√
λmax(P)
λmin(P)
‖I + Ck‖2 ≤ γ, (16)
ln γ
ρ
+ λmax(Q)
2λmin(P)
+ ‖PB‖2
γ λmin(P)
< 0. (17)
Then the zero solution of the system (4) is globally exponentially stable.
Proof. Since P is symmetrical and positive definite, there exists a non-singular matrix D satisfying P = DTD. From
the definition of P-norm and (16),
‖I + DCkD−1‖2 = ‖I + Ck‖P
= sup
x 6=0
√
xT(I + Ck)TP(I + Ck)x
xTPx
≤
√
λmax(P)
λmin(P)
‖I + Ck‖2
≤ γ.
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Furthermore, since Q = ATP + PA is symmetrical and positive definite, then:
µ2(DAD−1) = µP (A) = sup
x 6=0
xT(ATP + PA)x
2xTPx
≤ λmax(Q)
2λmin(P)
.
Similarly, we can deduce that ‖DBD−1‖2 = ‖B‖P ≤ ‖PB‖2λmin(P) . Consequently, (16) and (17) imply (14) with
α = β = 0, and so the conclusion holds. 
Remark 3.2. Theorem 3.1 in [16] is a special case of Corollary 3.3.
According to Case (2) in Lemma 3.1, we have the following results for the case γ ≥ 1. The proof is similar to the
one in Theorem 3.1 and we omit it here.
Theorem 3.2. Let θ = infk∈N {tk − tk−1} > 0. Suppose that there exists a constant γ ≥ 1 satisfying
‖I + Ck‖ ≤ γ and ln γ
θ
+ µ(A)+ γ (α + β + ‖B‖) < 0.
Then the zero solution of the system (3) is robustly exponentially stable and the exponential convergence rate of (3) is
greater than or equal to λ, where λ > 0 is the unique solution of
λ+ γ [α + (β + ‖B‖)eλτ ] + µ(A)+ ln γ
θ
= 0.
According to Lemma 2.1 and Theorem 3.2, we easily obtain
Corollary 3.4. Let θ = infk∈N {tk− tk−1} > 0. Then the zero solution of the system (3) is robustly exponentially stable
if there exist a constant γ ≥ 1 and a non-singular matrix D such that:
‖I + DCkD−1‖2 ≤ γ and ln γ
θ
+ µ2(DAD−1)+ γ (α + β + ‖DBD−1‖2) < 0.
4. Examples and simulations
In this section, we present two numerical examples and their simulations to illustrate that our results can be applied
to stabilize the unstable continuous system by using impulsive control.
Example 4.1. Consider an impulsive control system (4) with the following parameter matrices (see also Example 4.1
in [16])
A =
3 0 12 3 −1
2 0 4
 , B =
 1 −2 2−2 −1 −1
5 −1 1
 , Ck =
−1.1 0.1 00 −1.1 0.1
0.2 0 −1.2
 . (18)
Choose a symmetric positive definite matrix P and factorize P such that P = DTD:
P =
 0.1929 −0.0893 −0.0786−0.0893 0.2500 0.0714
−0.0786 0.0714 0.1643
 , D =
0.4392 −0.2033 −0.17900 0.4568 0.0767
0 0 0.3555
 .
We directly calculate the following parameters:
λmin(P) = 0.0986, λmax(P) = 0.3685, ‖PB‖2 = 0.6518,
λmax(Q) = 1.5731, where Q = ATP + PA, ‖I + Ck‖2 = 0.3000,
µ2(DAD−1) = 5.2636, ‖DBD−1‖2 = 5.614, ‖I + DCkD−1‖2 = 0.2500.
According to Theorem 3.1 [16] (see also Corollary 3.3), the asymptotically stable region in γ –ρ parameter space is
D1 =
{
(γ, ρ)T | ln γ
ρ
+ 7.9750+ 6.6090
γ
< 0, 0.5800 ≤ γ < 1
}
.
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Fig. 1. The stability regions in γ –ρ parameter space in Example 4.1.
Fig. 2. The time response of state variable x(t) in Example 4.1 under: (a) No impulsive control; (b) Impulsive control with Ck in (18) and
tk − tk−1 = 0.05, where the initial condition: x1(t) = 0.1, x2(t) = 0.2, x3(t) = −0.1, t ∈ [−1, 0].
In term of Corollary 3.2, we obtain the exponentially stable region in γ –ρ parameter space
D2 =
{
(γ, ρ)T | ln γ
ρ
+ 5.2636+ 5.614
γ
< 0, 0.2500 ≤ γ < 1
}
.
Fig. 1 shows D1 ⊂ D2. With τ = 1, γ = 0.25 and ρ = 0.05, Fig. 2(a) shows the instability of (4) without
impulsive control (i.e. Ck = 0) and Fig. 2(b) shows the exponential stability of (4) under impulsive control.
Example 4.2. Consider an uncertain impulsive control system (3) with time-varying delay and the following
parameter matrices
A =
−1 0 0.50.5 2.5 −1.5
0 3 −1.5
 , B =
−0.5 0.1 0.30.2 −0.5 0.1
−0.3 0 0.2
 , ‖∆A‖2 ≤ α = 1.2,‖∆B‖2 ≤ β = 0.8.
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Fig. 3. The time response of state variable x(t) in Example 4.2 under: (a) No impulsive control; (b) Impulsive control with (19) and tk − tk−1 =
0.058, where the initial condition: x1(t) = −0.1, x2(t) = 0.2, x3(t) = 0.1, t ∈ [−1, 0].
Then, µ2(A) = 2.6591 and ‖B‖2 = 0.7353. Choose impulsive control parameter matrices
Ck =
−0.6 0.1 0.10.2 −0.5 0.1
0.2 0.1 −0.8
 , k ∈ N , (19)
and impulsive control instants satisfying ρ = supk∈N {tk − tk−1} < 0.0585, and so ‖I + Ck‖2 = 0.6754 = γ < 1. It
follows from Corollary 3.1 that the zero of (3) is robustly exponentially stable and the exponential convergence rate
is greater than or equal to 0.018. However, even for the deterministic impulsive control system (i.e. ∆A = ∆B = 0),
the criteria in [16] aren’t applicable to ascertain the stability since the eigenvalues of A are −0.5, 0, 0.5.
With r(t) = | sin(t)|, ∆A = I and ∆B = 0.5I , Fig. 3(a) shows the instability of (1) without impulsive control
(i.e. Ck = 0) and Fig. 3(b) shows the exponential stability of (3) under impulsive control.
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