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Abstract: Agent Swarm Optimization (ASO) is a generalization of Particle Swarm
Optimization (PSO) orientated towards distributed artificial intelligence, taking as a base
the concept of multi-agent systems. It is aimed at supporting decision-making processes by
solving either single or multi-objective optimization problems. ASO offers a common
framework for the plurality of co-existent population-based algorithms and other heuristics.
A particle from a PSO swarm, an ant from an ACO (Ant Colony Optimization) system, and
a chromosome from a GA (Genetic Algorithm) structure do exhibit different behaviour.
Yet, they all share a common feature: each represents a potential solution for the problem
to be solved. In a combined environment, a PSO particle could help reinforce pheromone
on the ants’ paths; an ant could be reproduced with a chromosome; a chromosome could be
the leader of a particle swarm, and so on. This framework is a dynamic environment where
new agents/swarms can be added in real time to contribute to the solution of the problem.
During the solution process, the own user can add new agents/swarms to the environment
and even contribute to the solution process with problem-based personal proposals. In this
work the ASO framework is described, and used to solve a complex problem in water
management, namely the optimal design of water distribution systems (including, sizing of
components, reliability, renewal and rehabilitation strategies, etc.) using a multi-objective
approach.
Keywords: Agent Swarm Optimization, multi-objective optimization, distributed artificial
intelligence.
1.

INTRODUCTION

Agent Swarm Optimization (ASO) is a generalization of Particle Swarm Optimization,
Kennedy and Eberhart [1995], orientated towards distributed artificial intelligence and
considering ideas from multi-agent systems. It is aimed at supporting engineering decisionmaking by solving either single or multi-objective optimization problems. In ASO, one
agent is able to find by itself a potential solution for the problem. Nevertheless, the
knowledge related to the solution space that agents have is very limited; effective search of
optimal solutions is only possible as a result of the interaction among several agents.
Every agent has its own individual behaviour. Associations of agents interacting among
them result in a collective structure, called swarm, which represents the collective
behaviour of a group of agents. This structure can also be considered as an agent in a
higher abstraction level. In its turn, each swarm has its own behaviour and is able to
interact with other existent swarms. One main difference with multi-agent systems is that
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normally agents are considered as part of a software code, while here, human beings are
also considered as agents actively involved in the solution search process. Particularly, in
the case of multi-objective optimization problems, when there are conflicting objectives,
Coello et al. [2007], additional information from humans to make the final decision is
always needed. This additional information can be established a priori, for example when
objectives are represented in only one expression by giving a specific weight to each of
them. But also, additional information can be used at the end of the search process for
deciding for example which solution from a Pareto front should be selected. As a third
possibility, additional information can be used during the search process for deciding
which regions of the Pareto front are more interesting and for proposing solutions that can
lead or enrich the way other agents behave.
The participation of several human agents with different perspectives of a problem is very
close to what happens in practice in engineering decision-making, where politicians,
economists, engineers, environment specialists are all involved in making the final
decision. Most of the artificial intelligent works try to substitute humans in some of their
tasks; ASO is not aimed at substituting a work team but at being integrated with it.
ASO, by definition, has objectives to meet and expressions to evaluate to what extent these
objectives are fulfilled by the solutions already found. The algorithm evolves both in its
structure and in the quality of the solutions. It has been conceived to distribute different
swarms in more than one computer and to bring the possibility to agents for executing
actions in parallel. Agents are autonomous entities and the interaction among them happens
asynchronously. These characteristics make it possible the incorporation, in real time, of
new agents that are able to reinforce or enrich the search process.
Another important capability of ASO is to offer a common framework for the plurality of
existent population-based algorithms and others heuristics. A particle from a PSO Swarm,
an ant from an Ant Colony System, Dorigo et al. [1996], or a chromosome from a Genetic
Algorithm, Montesinos et al. [1999], have different behaviours, but all of them share a
common point: they provide a potential solution for the problem to be solved. In a
combined environment a particle could help to reinforce pheromone over the paths of ants,
an ant could be reproduced with a chromosome; and a chromosome could be the leader of a
swarm. This framework is not a fix meta-heuristic but a dynamic environment where a new
algorithm (agent) can be added in real time to help solve a problem.
The possibility of assembling general search algorithms with heuristic rules extracted from
the problems is one of the major advantages of ASO, when searching in considerable large
solutions spaces. In Water Distribution System Design for example, various instances of
evolutionary algorithms for searching optimal solutions have been described. Nevertheless,
engineer’s rules for the problem are not commonly applied. As an example, evolutionary
algorithms themselves do not consider the fact that pipes should not increase in size
following the direction of flow; nevertheless it is a simple engineer rule that can be applied
in water distribution system design.
In this work, the ASO philosophy is described and some results are shown regarding two
problems related to Water Distribution System Design. Only one breed of agent is used in
this work. Nevertheless, the inclusion of other kinds of agents is straightforward.
2.

AGENT SWARM OPTIMIZATION

The kind of artificial agent used in this work is based on the behaviour of particles in
Particle Swarm Optimization (PSO). But, in addition, the agents in this work, when moving
from one position to another in the solution space, consider the application of the specific
rule that pipes should not increase in size in the direction of the flow. The rest of the
movement process is similar to the movement of particles in PSO for solving problems of
Water Distribution System Design, Montalvo et al. [2008].
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Different from the behaviour of particles in single objective problems, when deciding what
a better position is in multi-objective problems, agents will use the dominant solution
concept. A solution A is said to dominate another solution B when A is better than B in at
least one objective, and not worse in the others. Two solutions are called indifferent or
incomparable if neither dominates the other. The aim of ASO when solving multi-objective
optimization problems is to find the Pareto-optimal set or front (or an approximation
sample), Montalvo et al. [2010a], defined as the set of all non-dominated solutions.
Also, the leadership in a swarm will be determined in a different way compared to singleobjective PSO. The most natural option is to select the leader as the closest particle to the
so-called utopia point in the search space. This utopia point is defined as the point in the
search space whose components give the best values found for every single objective. In
this problem, the utopia point is an unknown dynamical point since the best value for every
objective is something unknown at the very beginning (and even during the whole
process). Accordingly, we will use an approximation of this utopia point, which we call
singular point, which is updated during the evolution of the algorithm, Montalvo et al.
[2010a]. Additional to the concept of singular point, swarms could have different views for
selecting their leaders. One possibility that has also been used by these authors establishes a
weighted sum of objectives first and then the leader is selected as the particle whose
weighted sum is maximal (or minimal depending on nature of the optimization problem).
When using several swarms working in parallel, each may have a different leader selection
concept.
Since each objective may be expressed in different units, it was decided to enforce some
regularization for evaluating distances in the objective space. Coordinates were regularized
in terms of percentage, considering that at every component, the worst and best value of the
corresponding objective are 0% and 100% respectively; the percentage corresponding to
any other value is calculated using linear interpolation. To know the distance between any
two objective vectors, their components are first regularized in terms of percentage and
then the Euclidean distance between them is calculated. Both worst and best objectives
values are not usually known a priori; they are updated while the solution space is
explored.
The movement towards the leader reinforces the search of the Pareto front in a zone near
the singular point. Despite that zone may be quite interesting for decision-making, it may
also be interesting to know what is happening on other zones of the Pareto front. That is
why new swarms may be added to follow different singular points created with some
desired values corresponding to the zone where the search should be reinforced. In this
sense, the concept of singular point could be extended to any desired point in the objective
space where the search of agents is devised as interesting.
Approximated
Pareto front

Singular point

Approximated
Pareto front

Position closest to the singular point
(leader position)
Zone around the leader position
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Figure 1. Singular point in an approximated Pareto front
In Figure 1 two examples of approximated Pareto fronts, singular points and leaders of the
swarms are represented. The Pareto front on the right is clearly non symmetric. Perhaps it
would be interesting to add additional swarms to have symmetric exploration.
Swarms can also increase their population automatically when needed. Also, agents
corresponding to best solutions already belonging to the Pareto front can find another
solution belonging to the Pareto front. In this situation, a new clone of the agent will be
placed at the newly found solution. The initial population of agents in a swarm may not be
enough to have agents distributed all along the whole Pareto front. The possibility of
increasing the population helps solve this problem. To avoid unlimited increase of the
population, cloned agents are allowed to appear only at points located further than a
minimum distance of any other solution in the Pareto front. This minimum distance is
established a priori for every single objective.
2.1

Construction of the Pareto front

A time consuming task for any population-based algorithm used to solve multi-objective
optimization problems is to determine which solutions belongs to the Pareto front when
there is already a high number of solutions belonging to it, Deb [2002]. In ASO a hierarchy
of swarms is used for fulfilling this task profiting from parallel and distributed computing.
Various swarms can search a subset of the approximated Pareto front. To know if a
solution belongs to the approximated Pareto front, one swarm first check if the solution is
dominated by any of those solutions belonging to its own Pareto subset. If the solution is
not dominated then the swarm ask asynchronously its upper level swarm to check if the
solution is dominated or not. The process is repeated at upper hierarchical level if the
solution is found to be non-dominated; in that case all the swarms involved in the process
will have the information of the new non-dominated solution. While swarms are waiting
for asynchrony responses from their superiors, solutions are assumed to belong to their
Pareto subsets. When a swarm receives a request to check if a solution belongs to its own
subset of
the Pareto front,
it
only
uses
those
solutions
belonging to its
own
Pareto subset
that do not
come from the
requesting
swarms. Figure
2
represents
a
hierarchy
of swarms.

Figure 2. Hierarchy of swarms
2.2

The algorithm
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In the approach presented in this work, agents based on the behaviour of particles in PSO
are used. Agents with different behaviours can be included in a straightforward manner.
Also, swarms running in parallel can be distributed in different computers, ensuring the
communication among them; a peer to peer scenario may be a good choice. The steps of
the algorithm can be summarized as follows.
For each swarm, in parallel, do:
1. Get connected to the hierarchical structure.
2. Run in parallel the awareness to external requests.
3. Set up parameters and initialize the number of iterations, k, to zero.
M
4. Generate a random population of M particles (agents): X i ( k )i 1
5. Evaluate the fitness of the particles (agents) and set the local best location for every
particle equal to its current location.
6. Form the approximate Pareto front and make a list of particles (agents) belonging to
it.
7. Build the singular point.
8. Find the closest particle (agent) to the singular point and establish it as the swarm
leader.
9. While not termination-condition, do the following:
a. Execute asynchronously from i = 1 to number of particles (agents).
Start
i. Update the position of the particle (agent):
(For PSO, determine the inertia parameter (k ) - see section 3-,
calculate the new velocity and set the new position for particle
i).
ii. Calculate the new fitness vector for particle (agent) i at its new
position.
iii. If the new fitness vector for particle (agent) i dominates the
fitness vector that the particle (agent) had before moving to the
new position, then set the new position as the best position
found up to now by particle i.
iv. If particle (agent) i is in the list of particles belonging to the
Pareto front then:
if the new fitness vector could also be a point at the
Pareto front and this new position has at least one of its
neighbours located further than the minimal
permissible distance from any of the objectives, then
add a new particle j (a clone of i) located at the current
position of i;
else
try to add (if possible) the particle (agent) i (at its new
position) to the Pareto front; if the particle (agent) is
added, remove from the list any dominated solution;
dominated clones are eliminated from the swarm. This
step involves the interchange of swarms located at
different hierarchical levels.
v. If particle (agent) i is closer to the singular point than any other
particle in the swarm then set particle i as the leader of the
swarm with regard to the singular point.
vi. If particle (agent) i is not currently the leader of the swarm, but
coincides in position with the leader, then re-generate particle i
randomly.
End
b. Increase the iteration number.
10. Show the Pareto front and related results.
These steps may be understood also for the general case in which agents are completely
different from particles in PSO. In that case, the main changes would happen at step (i),
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where the agent updates its position. It is convenient to use step (vi) only for agents that
behave similarly to particles in PSO. It helps enrich the search, Montalvo et al. [2008].
It is not easy to find a general heuristic rule for deciding which parts of the Pareto front
should be more detailed and how much detail the representation of the Pareto front should
contain. These decisions are strongly dependent on the people solving the problem and on
the problem itself. In this work, the user can specify additional points where the algorithm
should focus the search, and how much detail a region should contain. This is achieved in
real time during the execution of the algorithm. Human interaction with the algorithm in
real time also enables the incorporation of human behaviour, so that the human turns out to
be another member of the swarm. This means that a new solution can be proposed to the
algorithm at any time and the algorithm should be able to fit it on the Pareto front, if
appropriate. Proposed solutions could even become leaders of the swarm if they are good
enough. At this point, human behaviour begins to have a proactive role during the
evolution of the algorithm. In addition, humans could also add in real time new different
swarms to the solution process. These swarms would enrich the search by having different
ways to select their own leaders.
3.

APPLICATION TO WATER DISTRIBUTION SYSTEM DESIGN

Two case studies, related to sizing pipes in a water network, were used for testing the
proposed algorithm. The first is a benchmarking problem in the hydraulic literature known
as the Hanoi network, Fujiwara and Khang [1990]. In this problem it was needed to find
the minimum investment cost for a water network, constrained to have at least a minimum
pressure value at the demand nodes. This constrain was transformed in a new objective
within the multi-objective approach: to find solutions minimizing the investment and
minimizing the lack of pressure at demand nodes. The lack of pressure at a demand node is
understood as the difference between the minimum required pressure and the calculated
pressure at the node. When the calculated pressure is bigger than the minimum required
pressure then it is assumed that the lack of pressure is equal to zero. Solutions for the
benchmarking problem were compared to solutions obtained by different authors. Good
known solutions were found to be part of the obtained Pareto front.
The other case study correspond to a real world design (a sector of Lima’s network) where
three objectives were considered: minimizing the investment cost, minimizing the lack of
pressure at demand nodes and minimizing additional costs because of reliability issues.
Details about this network may be found in Montalvo et al. [2010a].
A two dimensional representation of the Pareto front for each case is shown in Figure 3. In
both cases it is seen that after some point, the rate at which the minimum pressure could be
increased in the network is much lower than the rate at which initial investment costs have
to be increased for having the desired pressure level.

Lack of pressure.
Hanoi Network

Cost $
Lack of pressure.
Lima sector

Cost $
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Figure 3. Pareto fronts for the studied cases
The relationship between initial investment cost and minimum pressure in the network that
can be obtained for a water supply network may help decide, among other factors, which
pressure would be more convenient to use for the final solution. It is an added-value of the
multi-objective approach used in this work for sizing pipe networks.
To evaluate the hydraulic performance of the solutions EPANET2, Rossman [2000], a
package for water network analysis in steady state, has been used. Additional analyses of
quasi-steady state or various transient analyses can be performed without any change in the
core of the algorithm. Agent Swarm Optimization and its connection with EPANET2 has
been implemented in a software called WaterIng, Montalvo et al. [2009], developed for
water distribution system design and analysis.
Some parameters of the algorithm were established a priori for running the two examples.
The initial population size was set equal to 20. The maximum velocity was set equal to
50% of the variable range, Montalvo et al. [2008]. The minimum velocity was set equal to
minus maximum velocity. Finally, the inertia weight was calculated by using the
expression:
  0 .5 

1
.
2ln k   1

This expression was proposed in Jin et al. [2007] and has shown to produce very good
results. Fine tuning of parameters can be performed somehow or, alternatively, some selfadaptive techniques could be used, as proposed in Montalvo et al. [2010b].
4.

CONCLUSIONS

Evolutionary algorithms represent, in general, a good choice to solve complex multiobjective optimization problems. Each algorithm has advantages and disadvantages, and its
performance depends on the characteristics of the problem at hand. Agent Swarm
Optimization (ASO), the algorithm proposed in this work, can profit from the best of
various algorithms when solving complex multi-objective optimization problems.
Accordingly, ASO can be considered as a common framework for population-based
algorithms in general, and can be used for solving general multi-objective optimization
problems. Specifically, we have checked that ASO produces excellent results when applied
to water distribution system design. It is a very complex, mixed discrete-continuous, multiobjective, NP-hard problem to which much effort has been devoted in the literature. The
results we obtain by using the proposed approach are well within the best results found in
the literature when solving various benchmarking problems. But, in addition, the multiobjective approach allows people involved in the process to make their decision according
to a number of criteria.
Also, among the most important capabilities of the algorithm, the inclusion of a high
human interaction during the solution process – an approach not used so far, to the authors
knowledge –, must be enhanced. Users can focus the search in some desired part of the
Pareto front and can also influence the behaviour of the agents by proposing potential
solutions to the algorithm.
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The use of parallel and distributed computing makes it possible for ASO to run in various
computers involving several swarms at the same time. The hierarchical mechanism used for
constructing the approximated Pareto front helps make this process more efficient.
Additionally, the algorithms can increase populations automatically when needed in order
to have enough agents for covering the whole Pareto front. These characteristics help
obtain good approximations of the Pareto front for the addressed problem.
Last but not least it should be remarked that in the case of ASO, rule-based agents can also
be added to the solution process. The use of rule-based agents increases the probability of
finding good solutions for a problem because those agents are closer to the essence of the
problem. ASO makes it possible to have rule-based agents and evolutionary algorithms
working together for solving the same problem.
Integrating the search capacity of algorithms and the ability of specialists to redirect the
search towards specific interest points – based on their experience in solving problems –
results in a powerful collaborative system for finding solutions to engineering problems. It
is important to note that the way on which objectives are evaluated and the determination
of which objectives must be used are key points for obtaining good results. Extensions to
this work are perfectly possible for solving successfully other complex engineering
problems.
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