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Timing Estimation and Resynchronization for
Amplify-and-Forward Communication Systems
Xiao Li, Chengwen Xing, Yik-Chung Wu, and S. C. Chan, Member, IEEE
Abstract—This paper proposes a general framework to effec-
tively estimate the unknown timing and channel parameters, as
well as design efficient timing resynchronization algorithms for
asynchronous amplify-and-forward (AF) cooperative communi-
cation systems. In order to obtain reliable timing and channel
parameters, a least squares (LS) estimator is proposed for initial
estimation and an iterative maximum-likelihood (ML) estimator
is derived to refine the LS estimates. Furthermore, a timing
and channel uncertainty analysis based on the Cramér–Rao
bounds (CRB) is presented to provide insights into the system
uncertainties resulted from estimation. Using the parameter
estimates and uncertainty information in our analysis, timing
resynchronization algorithms that are robust to estimation er-
rors are designed jointly at the relays and the destination. The
proposed framework is developed for different AF systems with
varying degrees of timing misalignment and channel uncertainties
and is numerically shown to provide excellent performances that
approach the synchronized case with perfect channel information.
Index Terms—Amplify-and-forward (AF), asynchronous, chan-
nel estimation, Cramér–Rao bound (CRB), relay, resynchroniza-
tion.
I. INTRODUCTION
C OOPERATIVE distributed MIMO systems, which sug-gest the sharing of antennas among several single-antenna
terminals to cooperatively transmit data [1], have been advo-
cated by many researchers because of their great potential in
achieving comparable link reliability and system capacity to tra-
ditional multiple antenna systems [2]–[5].
Nevertheless, this type of system also presents many prac-
tical difficulties in system design and implementations due to
its distributed nature, the most important of which is timing
synchronization. It has been analytically and numerically shown
in [6]–[8] that timing asynchronism brings considerable per-
formance degradation to such systems. Furthermore, diversity
gain [9] and system capacity [10] may also be lost as a result of
the intersymbol interference (ISI) caused by imperfect synchro-
nization. Therefore, appropriate mechanisms that deal with the
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asynchronousreceptionindistributedsystemsbecomeespecially
essential.
As countermeasures, some delay-robust transmission
and coding schemes at the transmitter side have been pro-
posed [11]–[16] to bypass the issue. However, these schemes
impose restrictions on transmission and reception protocols and
hence reduce the flexibility of cooperation strategies. On the
other hand, in order for many existing cooperation schemes to
work efficiently, it is necessary to achieve perfect timing synchro-
nization, including (but not limited to) cooperative relays [7],
[8], distributed space–time coding [17], [18], cooperative eigen-
coding scheme and distributed unitary space–time modulation
(USTM) [21]. Thus, instead of employing a special scheme at
the transmitter side to combat asynchronism, a general algorithm
that can effectively resynchronize the timing misalignment is of
tremendous value to mitigate the ISI at the destination receiver
side.
As a first investigation on designing effective algorithms to
resynchronize the received signal at the destination, [22] pro-
posed a general framework to design estimation and timing
resynchronization algorithms in decode-and-forward (DF) relay
systems. However, for amplify-and-forward (AF) systems, most
of the existing works assume perfect timing synchronization
[17]–[19], [23]–[28] and the timing resynchronization problem
remainswidelyuntouchedbecauseunlikeDFsystems, the timing
resynchronization algorithm design for AF systems is closely
related to the processing at relays, which varies with transmission
schemes.
This paper develops a general framework for the estimation
of timing and channels, as well as the design of joint timing
resynchronization algorithms at the relays and the destination
for dual-hop cooperative AF relay systems. The contributions
of this paper are summarized as follows. First, as a computa-
tionally efficient method, a least squares (LS) solution is de-
rived to perform initial timing and channel estimation. Then,
an iterative maximum-likelihood (ML) estimator is proposed to
refine the LS estimates. Secondly, we present a Cramér–Rao
bound (CRB) analysis, which provides insights into the system
uncertainties obtained from estimation. Third, based on the un-
certainty analysis, robust timing resynchronization algorithms
are designed jointly at relays and the destination to minimize
the recovered data mean-squared error (MSE) averaged over
timing and channel uncertainties. Simulation results show that
the symbol error rate (SER) performance of systems using the
proposed algorithms approaches that of the ideal case when the
uncertainties and timing misalignment are relatively mild.
The rest of this paper is organized as follows. In Section II, the
system model for the considered relay system is presented. The
joint timing and channel estimation problem is investigated in
Section III, followed by a thorough CRB analysis. The design of
1053-587X/$26.00 © 2010 IEEE
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joint relay and destination timing resynchronization algorithms
is discussed in Section IV. Section V provides numerical results
to validate the proposed estimation and resynchronization algo-
rithms. Finally, the paper is concluded in Section VI.
Notation: and take the real and imaginary parts
of a complex quantity. The operation takes the trace of
matrix and the notation is the square root of matrix
by Cholesky decomposition. The operator denotes a
diagonal matrix with the elements of located along the main
diagonal, while represents a block diagonal ma-
trix with being the diagonal matrix elements. Super-
scripts and denote the conjugate, the conjugate
transpose and the transpose operators respectively while in-
dicates a identity matrix. Notation rep-
resent the norm (the weighted norm with being the
weighting matrix) of vector and assumes the expecta-
tion with respect to variable . Finally, and stand for the
Hadamard and Kronecker product, respectively.
II. SYSTEM MODEL
In this paper, an AF cooperative communication system is
considered, as shown in Fig. 1. The system consists of a source ,
a destination and relays scattered in the middle, which
are all equipped with single antennas. The propagation channels
are assumed to be quasi-static and flat fading [2]. Practically
speaking, the receiver at the destination has no timing and
channel information before transmission. Thus, a training is used
to obtain these parameter estimates [19] prior to the transmission
of data, and the transmission contains the following two periods.
Training period: The source transmits a training se-
quence to the relays . At each relay, a superimposed
training is added onto the original training after some relay
processing, such as distributed space-time coding [17] or a
linear precoding [19]. At the destination , after sampling, a
joint estimation of the multiple timing offsets and channels is
performed. With the timing and channel estimates, the design of
joint relay and destination timing resynchronization algorithms
is carried out at the destination .
Data transmission period: After the training period, the
source transmits a data sequence to the relays . After en-
coding the incoming message using a specific coding scheme,
each relay preprocesses the signal using the designed relay
resynchronization algorithm and forwards the incoming mes-
sage to the destination . At , the incoming signal is further
resychronized with the proposed algorithm to mitigate the dis-
tortions brought by the asynchronism. Finally, the signal is de-
modulated and decoded.
A. Received Signals and Processing at Relays
In the first hop, each relay receives signals from , which
is a point-to-point communication system and the synchroniza-
tion is straightforward. All the conventional synchronization
techniques can be used [31]–[33]. Thus, without loss of gen-
erality, it is assumed that the signal from is received without
timing offsets after matched-filtering. The received signal vector
at the th relay can then be written as
(1)
Fig. 1. A typical amplify-and-forward (AF) relay system.
where is a length- sequence transmitted from the source .
The scalar is the complex channel coefficient from to
and is assumed to be a zero mean, circular complex Gaussian
random variable with unknown variance. The term is a vector
containing circular complex Gaussian noise elements with zero
mean and covariance .
Upon reception, processes the incoming signal ac-
cording to a specific transmission scheme. This process can be
generally written as
(2)
where the notations and are explained in the fol-
lowing.
Superimposed Training : The sequence is a separate
training with covariance imposed by , which is only
used during the training period for estimation purpose. During
the data transmission period, is set to zero and all the power
is used for transmitting data from .
General Encoding Matrix : The operator is a prede-
fined matrix that generates distributed space-time codes
[17], [18]. Meanwhile, if distributed space–time coding is not
employed during transmission, the encoding matrix is simply
chosen as .
General Precoding Matrix : The matrix is a gen-
eral precoding matrix after encoding the message using
. Traditionally, for single antenna relay systems, is a
scaling operation with and it is referred to as
distributed beamforming or power allocation. The scalar is
designed by normalizing the transmitted power at each relay
[17]–[19] or optimizing certain system performance criteria, in-
cluding (but not limited to) recovered data MSE and received
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signal-to-noise ratio (SNR) [23]–[26]. In order to make our dis-
cussions more general, the notation is considered as non-
diagonal in Section IV.
Note that different from traditional multiple antenna systems
which perform precoding and encoding across different an-
tennas, the received vector here contains a block of symbol
received in time, and all the encoding and precoding
are applied across time at different relays.
Then substituting (1) into (2), we can expand the signal model
as
(3)
where is the equivalent noise vector with its covari-
ance matrix calculated as
(4)
B. Received Signal at Destination
Due to hardware imperfections and diverse relay locations,
the signals arriving at from each relay are not synchro-
nized to each other. Hence, before matched filtering, the re-
ceived signal (within ) at the destination can
be expressed as
(5)
where is the th element in vector in (3) and stands
for the pulse shaping filter. Also, is the complex channel
coefficient between and and has the same statistics as .
The symbol is the normalized timing offset while
is the symbol duration. The last term is the zero mean,
circular complex Gaussian noise at . Here, the output code
length is taken to be , with representing the
observation interval while being the effective duration of the
tail of on one side.
Upon reception, the waveform is sampled at by an
oversampling ratio and thus the sample interval is
. After putting the received samples into a vector
, we have [32], [33]
(6)
where
After defining
and , the gen-
eral model in (6) can be rewritten compactly as
(7)
where and .
In the next section, estimation algorithms are presented to es-
timate the channels
and timing parameters. Then in Section IV,
the resynchronization algorithms at the relays and the destina-
tion are discussed.
III. JOINT TIMING AND CHANNEL ESTIMATION IN THE
TRAINING PERIOD
During the training period, there is no timing and channel
information. Hence, without loss of generality, the precoder is
chosen as since in general depends on
timing and channel information obtained from estimation in this
period. Thus, the system model (7) in the training period is sim-
plified as
(8)
where is the received signal at during the training period.
In order to derive the joint timing and channel estimator, we
start with an equivalent model to (8) using the diagonal structure
of and
.
.
.
.
.
.
(9)
where is the equivalent compound noise at
with covariance
(10)
In (10), is the covariance of and
with defined in (4). Now that
the estimation of separate channels and in each hop
becomes the estimation of the composite channel
and the second hop channel .
Remark: For estimation purpose, and should be
chosen to minimize the estimation errors (e.g., estimation MSE
LI et al.: TIMING ESTIMATION AND RESYNCHRONIZATION FOR AF COMMUNICATION SYSTEMS 2221
[19], Cramér–Rao bound [35]). The design of and training
has been discussed in [17], [19]. Since the focus of this paper is
to design the timing resynchronization algorithms, here without
loss of generality, is chosen as white sequences whereas
and are chosen according to [19] and [17] respectively.
A. Least Squares Estimation
As a straightforward approach, we can estimate the parame-
ters and by minimizing the norm of error
(11)
When are fixed, it can be readily shown that the Least Squares
(LS) estimates of and are
(12)
After substituting (12) into (11) and ignoring some scaling con-
stants and irrelevant terms, a cost function that only depends on
is obtained as
(13)
Then the timing offsets are estimated as
(14)
The above minimization (14) is a multidimensional problem,
which imposes high computational complexity at . To cope
with this issue, alternating projection [34] can be used to re-
duce the -dimensional minimization into a series of one-di-
mensional searches. Finally, the channel estimates are obtained
by putting back to (12).
B. Iterative Maximum-Likelihood Estimation
The LS solution derived above is simple and straightforward
but it does not consider the effect of the channel-dependent noise
. For higher accuracy, we here derive a ML estimator. From (9),
the likelihood function of timing and channel is obtained
as
(15)
where was defined in (10) and is related to and . There-
fore, the exact ML estimator is highly complex. In the sequel,
we propose an iterative ML solution to refine the estimates from
the LS solution.
Maximizing (15) is equivalent to maximizing the log-likeli-
hood function
(16)
where is an irrelevant constant and the dependency
of on timing and channel is explicitly stated as
. Then the iterative algorithm is initialized as
and the parameter
estimates in the th iteration
are updated in turn, starting from the composite channel as
follows.
Updating :
The composite channel is updated as
. Since is not a
function of , the above problem is actually a weighted LS
problem [35]
and the solution can be computed analytically as
(17)
Updating :
The second hop channel is updated as
and evaluated as
(18)
The above expression is highly nonlinear but can be solved
via the gradient descent and related algorithms (i.e., conjugate
gradient and quasi-Newton methods [20]), which requires the
partial derivative of . The partial
derivatives are calculated elementwise as shown in (41) in
Appendix A.
Updating :
Finally, the timing offsets are updated as
and is equivalent to
(19)
where an exhaustive search is performed using alternating
projection.
With the results above, the joint timing and channel estima-
tion algorithm is now summarized in Algorithm 1.
Algorithm 1: Joint Timing and Channel Estimation Algorithm
(1) Perform coarse estimation using the Least Squares solution
• Obtain in (13);
• Obtain .
(2) If higher accuracy is desired, perform fine estimation using
the iterative Maximum Likelihood solution
• Initialize ;
• Repeat
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in (17);
in (18);
in (19);
• until and and
are smaller than corresponding thresholds
and .
C. Timing and Channel Estimation Uncertainty Analysis
Notice that all the parameters obtained during the training pe-
riod suffer from random estimation errors. That is
and , where
and are the esti-
mation errors of the corresponding parameters. If the statistical
information of timing and channel uncertainties is
known to the receiver, then it is possible to design timing resyn-
chronization algorithms that are robust to the estimation errors.
Here we propose to use the CRB as a measure to provide insights
into the uncertainties of parameters because the ML estimator
asymptotically approaches the error performance predicted by
the CRB [35].
Since the parameters of interest contain
both real and complex-valued elements, we define
. Denote
and based on the probability density
function in (15), the th entry of the Fisher information
matrix (FIM) is calculated as [35]
(20)
where is the th element in vector .
For the calculation of FIM , the corresponding components
are computed as
where is the imaginary unit and .
Substituting the above results back to (20), we can obtain the
CRB by inverting the FIM (i.e., . Note that
(21)
then the CRB matrix of the original set of complex-valued pa-
rameters can be evaluated as [35]
(22)
and can be written in a block matrix form as
(23)
where , and are the CRB matrices for
and respectively. According to [35] and [36], given the esti-
mates , the true values of timing and channel parameters
asymptotically follow a multivariate Gaussian distribution as
(24)
IV. JOINT RELAY AND DESTINATION TIMING
RESYNCHRONIZATION ALGORITHMS
In this section, the joint design of timing resynchronization
algorithms at both and is addressed under timing and
channel uncertainties. Recall the general model in (7). During
the data transmission period, the superimposed training in (7)
is set to zero and all the powers at relays are used to transmit
data from . Thus, the model becomes
(25)
where is the received signal at during the data transmission
period. Using the diagonal structure of , and , we could
rearrange the model in the data transmission period as
(26)
where is the composite channel matrix.
For asynchronous AF systems, the signals from ’s are no
longer perfectly aligned with each other at the destination and
hence there is ISI from adjacent symbols within the data block.
Also, the inaccurate channel obtained from estimation will re-
sult in further performance degradation. Ultimately, the diver-
sity gain achieved by distributed space–time coding [17]–[19]
or optimal beamforming [24]–[27] will be lost due to the asyn-
chronism and channel uncertainties. In the following, we jointly
design robust timing resynchronization strategies for both relays
and the destination in distributed AF systems.
Traditionally, for beamforming-based AF systems, the de-
sign of relay processing is focused on choosing the optimal
precoding matrix to optimize certain performance criteria,
such as minimum transmit power [23], maximum system
capacity [24], [25], minimum recovered data MSE [29], [30]
and maximum received SNR [26]. On the other hand, for
distributed space-time coding-based AF systems, the design of
relay processing is to normalize the transmitted power at each
relay [17]–[19]. Unfortunately, the above mentioned works are
based on the assumption of perfect synchronization, and
is a scaled diagonal matrix . However, a
diagonal scaling operation at relays may not be optimal under
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asynchronism due to the ISI. Therefore, in the following,
is considered as a general matrix and designed jointly with the
timing equalizer at the destination .
A. Problem Formulation
Here, we propose to jointly design timing resynchronization
strategies at relay and destination to minimize the recov-
ered data MSE under a power constraint
(27)
(28)
where the expectation in (27) is taken with respect to the statis-
tics of and . The matrix is a
circulant matrix with the first row being
(29)
where stands for the
ideal zero-ISI sampled waveform after matched filtering, with
being the autocorrelation function of at .
The matrix can be interpreted as a windowing operation
selecting the length- block of data of interest for detection.
Besides, is the average signal power received at the
destination from the relays
(30)
where the expectation is taken with respect to and .
On the other hand, is used to specify a threshold at the des-
tination to limit the power from the relays [28], [37], [38].
This constraint is especially important for cooperative commu-
nication systems (e.g., “ad hoc” wireless networks, sensor net-
works, etc.) where relay nodes cooperate together to transmit a
single data stream, which may result in a much higher transmit
power than previously allowed.
Using the fact that the timing and channel uncertainties follow
an asymptotic Gaussian distribution (24), the average MSE of
the recovered data and the power constraint are evaluated in
Appendix B to be
(31)
and
(32)
where
and furthermore,
, and is the covariance of the data sequence
.
B. Joint Design of Timing Equalizer and Precoder
In order to derive the optimal pair , we first differen-
tiate (31) with respect to and set the derivative to zero. It
follows that the optimal in terms of is
(33)
After substituting (33) into (31), it is proved in Appendix-C that
the optimization problem (27) can be reformulated as
(34)
(35)
where .
Since and are both Hermitian, according to
eigendecomposition we can write and
, where and are the unitary ma-
trices containing eigenvectors that correspond to the eigen-
values in and . After transforming the variable by
, the optimization problem is further
simplified as
It is known that the optimal for the above problem has the
following structure [39]:
(36)
where . Denote and
as the th diagonal element in matrices and , then the
above problem becomes
Applying the method of Lagrange multiplier onto the above op-
timization problem, the optimal solution is readily obtained as
(37)
where if and if . The constant
is chosen to satisfy the constraint .
With the elements calculated in (37), the optimal can
be obtained as in (36). Then according to the transformation
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, the optimal choice should sat-
isfy the following equation:
(38)
Since and ,
the above equation can also be written as
(39)
and the corresponding block of can be calculated as
(40)
with and denotes the
submatrix containing the th to the th columns
of .
V. NUMERICAL RESULTS AND DISCUSSIONS
In this section, the performances of the proposed algorithms
for estimation and timing resynchronization in different AF sys-
tems is demonstrated by Monte Carlo simulations, where each
point is obtained by averaging over runs. In all simula-
tions, QPSK modulation is used and the pulse shaping filter
is assumed to be root-raised cosine waveform with effective
tail length , roll-off factor 0.22 and normalized energy
.
The length of the sequence is and the oversampling
ratio is set to . The channel coefficients ’s and ’s are
modeled as independent identically distributed (i.i.d.) complex
Gaussian random variables with zero mean and unit variance.
Finally, the noise covariance is taken as at
and at . For simplicity, the noise powers at
relays and destination are set to be the same
, and the SNR is defined as , where
is the average transmitted signal power .
A. Estimation Performance
In the training period, the training sequence from the
source and the encoding matrix are chosen according
to [19] as and specified in
[17]. As introduced later, the same is also used for dis-
tributed space-time coding-based AF systems during the data
transmission period as well. On the other hand, the superim-
posed training sequences ’s at ’s are all generated as
, where is uniformly
distributed between .
Here, the performances of the proposed LS estimator and it-
erative ML estimator are presented. For the iterative ML esti-
mator, the corresponding thresholds for convergence are set as
(with being the number of relays),
and approximately our simulations after three iterations can ar-
rive at stable convergent results. In Fig. 2, the timing estimation
MSE at and the corresponding CRB are plotted as a function
of SNR ( and ). It can be seen that for both cases,
the CRB and the MSE for the LS and iterative ML estimators
coincide in high SNR region, indicating that the LS solution pro-
Fig. 2. Estimation performance of coarse LS and iterative ML estimators for
timing offsets   for both     and    .
Fig. 3. Estimation performance of coarse LS and iterative ML estimators for
composite channel  for both     and    .
vides very close accuracy to the ML estimator and the CRB. At
low SNR, the MSE of the LS estimate is slightly higher than
those obtained from the ML estimator because the LS estimate
does not consider the effects of the timing-channel-dependent
noise, which are significant in low SNR region. It is also ob-
served that for both cases at low SNR, the LS and ML MSEs
fall below the CRB due to the fading environment. This phe-
nomenon has been discussed in great details in [22] and hence
it is not repeated here due to the space limitation.
In Fig. 3, the MSE of the composite channel estimate and the
corresponding CRB are plotted. It is obvious from Fig. 3 that
the performances of both the LS and ML channel estimators
touch the CRB when the SNR is high. When the SNR is low, the
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Fig. 4. SER performance for asynchronous beamforming-based AF systems
with Perfect Information using QPSK modulation,         and        
for    and   .
MSE performance of the LS solution starts to deviate from the
CRB while the ML solution remains close to the CRB. Similar
performance can be observed for the estimation of the second
hop channel and thus it is not presented here.
B. Timing Resynchronization Performance
The performance of the proposed joint relay and destination
timing resynchronization algorithms is thoroughly illustrated in
this section. In order to better illustrate the effects of timing
offsets, we represent the offsets as , where is
the common offset with respect to a certain time frame at and
is the residual offset. Furthermore, we separately consider
the results for distributed beamforming-based and distributed
space-time coding-based AF systems.
1) Distributed Beamforming-Based AF Systems: In the
beamforming-based AF system, . The proposed
design is first examined in Fig. 4 for 2 and 4 relay systems
when perfect timing and channel information are available
under and . When the timing asyn-
chronism is relatively mild , the performance of the
proposed joint design overlaps with the performance
of the perfect case. Even under severe timing misalignment
, the performance of the proposed design still
remains at a satisfactory level and the degradation brought by
the increase of delay difference is acceptable.
Meanwhile in Fig. 5, the performance of the joint relay and
destination timing resynchronization algorithms is fur-
ther examined in and 4 relay systems under
and with timing and channel uncertainties. Especially, the
proposed design is compared with a nonrobust design where
the parameter estimates are directly used without considering
their estimation errors. It is obvious that the proposed design is
effective in dealing with system uncertainties and outperforms
the nonrobust design by almost an order of magnitude. As can
be seen, under mild asynchronism , the proposed
joint timing resynchronization algorithm provides very close
Fig. 5. SER performance for asynchronous beamforming-based AF systems
with uncertainties using QPSK modulation,         for   and  .
Fig. 6. SER performance for asynchronous coding-based AF systems with
Perfect Information using QPSK modulation,         and         for
   and   .
performance to the perfect case, in which there is no asynchro-
nism and system uncertainty. This shows that the proposed algo-
rithm can effectively mitigate the ISI in beamforming-based AF
systems in terms of SER performance, especially in salvaging
the diversity gain that may be lost due to asynchronism [9].
2) Distributed Coding-Based AF Systems: For the dis-
tributed coding-based AF system, during the data transmission
period, the coding matrices are generated randomly based
on isotropic distribution on the space of
unitary matrices as in [17] and [18]. The performance of the
proposed robust joint relay and destination timing resynchro-
nization algorithm is examined for coding-based AF systems
in Figs. 6 and 7, respectively. It can be seen that similar phe-
nomena to that of beamforming-based systems can be observed
for asynchronous coding-based AF systems as well and it can
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Fig. 7. SER performance for asynchronous coding-based AF systems with un-
certainties using QPSK modulation,         for    and   .
be easily noted that asynchronous coding-based AF systems
generally preserve its diversity order using the proposed joint
relay and destination resynchronization algorithms.
VI. CONCLUSION
In this paper, the problem of joint timing offset and channel
estimation, and furthermore the joint design of relay and desti-
nation timing resynchronization algorithms was considered for
amplify-and-forward cooperative relay systems. The LS esti-
mator, iterative ML estimator and CRB were derived for the
timing and channel parameters. Then, aiming at minimizing the
recovered data MSE at the destination and taking into account
the uncertainties in the estimated timing and channel parame-
ters, the robust joint timing resynchronization algorithm at relay
and destination was derived. The proposed framework is a gen-
eral methodology that can be applied to asynchronous AF sys-
tems with beamforming or distributed space–time coding. Fur-
thermore, this framework integrates the estimation process into
the design problem that deals with asynchronism and system
uncertainties. Simulation results have well supported our pre-
sented analysis and also verified the efficiency of the estimation
and timing compensation algorithms.
APPENDIX A
CALCULATION OF PARTIAL DERIVATIVE
The partial derivative with respect to can be obtained ele-
mentwise as
.
.
.
(41)
With the expression of in (16), the partial
derivative with respect to is written as
with each individual component in the above equation is com-
puted as follows.
Calculation of the first term:
With complex variable differentiation [35], we have
Calculation of the second term: Similarly, the second term
can be obtained using the chain rule as [see the equation shown
at the bottom of the page]. By complex variable differentiation,
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we can further compute the corresponding components in the
above expression as
APPENDIX B
PROOF OF IN (31) AND IN (32)
A. MSE Expression
Substituting (26) into (27), we have
(42)
Using the fact that and are uncorrelated, we have
(43)
Since timing offsets are entangled through in a highly
nonlinear manner, the expectations over channel uncertainties
are tackled first and then the timing uncertainties are tackled
later using Taylor series expansion.
Channel Uncertainties : With the channel uncertainties
and , we can write
where and
. Using the asymptotic Gaussian dis-
tribution in (24), the expectations over and can be evaluated
as
(44)
(45)
(46)
where
with and being the CRB matrices for and de-
fined in (23). Note that the estimates are used when evaluating
the CRB matrices because the CRB depends on the true values
of the parameters.
Timing Uncertainty : On the other hand, due to the nonlin-
earity presented in the system model, we expand the matrix
using Taylor series around the estimates as follows:
where and the symbol represents
those matrix terms with order higher than . With the above
Taylor expansion and the distribution in (24), then for an arbi-
trary square matrix containing square submatrices
, we have
(47)
and similarly . Substituting the above results back
to (43), we arrive at
where
.
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B. Expression
Similar to the procedures shown above, we can readily write
the expression of as
(48)
APPENDIX C
PROOF OF (34)
Substituting (33) into (31), the MSE expression becomes
Using the transformation of variable ,
we have
Furthermore, using the matrix inversion lemma
, the above expression can be
simplified as
(49)
where
(50)
is a constant that is irrelevant to .
Denote
and substitute back to (49), the cost
function (31) is now equivalent to
(51)
where the constant is dropped.
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