We consider a semi-supervised approach to the problem of track classification in dense three-dimensional 
Introduction
Currently, object recognition capabilities are a fundamental limitation of many practical robotic systems. Besides the standard difficulty of creating reliable object recognition systems, most systems must train on large quantities of hand-labeled data to be effective. This need for labeled data presents a significant barrier to the use of robots in everyday settings; it is probably unreasonable to expect average users to spend large amounts of time preparing hand-labeled datasets of new objects. We aim at making progress towards eliminating this barrier.
In this paper, we consider a decomposition of the object recognition problem into segmentation, tracking, and track classification components. In particular, we consider modelfree segmentation and tracking, i.e. that which works without a class-specific tracking or segmentation model. For example, a human pose tracker, which works exclusively on humans and explicitly models joint angles, is an example of model-based segmentation and tracking; a stationary video camera which uses background subtraction to segment and track all moving objects in the scene is an example of model-free tracking. A solution to the track classification problem would reduce object recognition to a segmentation and tracking problem. There are many ways to think about the object recognition problem, but, as we will show in this paper, this decomposition enables us to greatly reduce the burden of the training process via semi-supervised learning.
In general, model-free segmentation and tracking is hard to come by. However, depth information such as that provided by a light detection and ranging (LIDAR) sensor or stereo camera with projected texture can provide useful depth segmentations in some contexts. We focus our experiments on the autonomous driving scenario, where depth segmentations in LIDAR data are frequently correct because the objects of interest actively avoid collision with the environment. We use data from Stanford's autonomous vehicle, Junior (Montemerlo et al. 2008) , to test our method; see Figure 1 for examples. We expect the results in this paper to be useful in any situation in which model-free segmentation and tracking are available, and perhaps can be built upon to develop methods for those cases in which they are not. The approach we take is based on the distinction between track classification, i.e. classifying a sequence of segmented LIDAR point clouds of an object recorded over time, and frame classification, i.e. classifying a single segmented LIDAR point cloud of an object at a single point in time. The process iterates between two steps: first, a frame classifier is trained on a given training set, and second, track classification is run on an unlabeled set to find new training examples. Because the track classifier uses the frame classifier as a component, improvements in the frame classifier result in better track predictions on the next iteration.
A naïve implementation of this which ignores the tracking information makes little progress, as the training examples that get added -the ones the frame classifier is most confident about -are by definition not those that would be most useful in the training process. Using tracking information, a machine learning algorithm can automatically find new, useful training examples that improve classifier accuracy. See Figure 2 for an example.
This approach may seem inapplicable to rigid object classes such as cars, but, perhaps surprisingly, turns out to be effective here as well. This is likely due in part to occlusion: for example, two different vehicles might look very similar when only the front of them is seen, allowing the learning algorithm to propagate a label from one to the other. Our experiments bear out the hypothesis that the proposed method works for rigid object classes such as cars.
Tracking errors, such as when an object is temporarily segmented together with some other object or when the tracker jumps from one object to another, are a strong potential cause of failure in tracking-based semi-supervised learning. In practice, these sorts of errors are often difficult to avoid, especially when the segmentation and tracking method is constrained to run in real time. However, we show empirically that, while inconsistent tracks certainly exist in our unlabeled dataset, the proposed method is able to learn effectively.
We use a variant of boosting in our experiments that makes it easy to work with multiple high-dimensional descriptor spaces and allows for intuitive incremental updating of the classifier. However, we expect the general message of tracking-based semi-supervised learning to apply to many different classifier types whenever modelfree segmentation and tracking is available.
The primary contribution of this paper is to show that tracking-based semi-supervised learning is an effective method of training object recognition systems with a very small amount of hand-labeled data. In a multiclass track classification experiment on real-word data collected from unstructured, unstaged environments, we show that three hand-labeled training examples of each class can be used to train a classifier that performs comparably to the fully supervised equivalent. Additionally, we develop an extension to the basic algorithm which uses incremental training of a boosting classifier to increase the speed of the semi-supervised learning process by a factor of three.
Related work is deferred until after the discussion of our approach.
The generic algorithm

Tracking-based semi-supervised learning
The distinction between track classification, in which a prediction is made for an object tracked over time, and frame classification, in which a prediction is made for an object at a single point in time, is essential to our approach. Track classifications are generated by combining the outputs of the frame classifier across an entire track. A confident classification of a track allows many individual frames, some of which the frame classifier may currently get wrong, to be added to the training set.
Tracking-based semi-supervised learning is initialized with a small set of hand-labeled seed tracks and a large set of background tracks. Fortunately, labeled background objects are often freely available -in our case, by collecting tracks of objects in areas known to have no pedestrians, Fig. 2 . A machine learning classifier which correctly recognizes several frames of a track of a bicyclist can infer that the remaining frames also are of a bicyclist. This enables the addition of new, useful training examples that include changes in pose (as above), occlusion level, and viewing distance.
bicyclists, or cars in them and automatically labeling them all as background.
The semi-supervised learning procedure, which bears a strong resemblance to hard-EM, is outlined in Algorithm 1. Hard decisions, i.e. assigning a label rather than a probability distribution, are made about each unlabeled track at each iteration of the algorithm, and they are remade each time. Only non-background classes are inducted into the working set W because, in the initial stages, nearly everything in the unlabeled set will be confidently classified as background. Initially, the classifier will recognize only those tracks that look extremely similar to the seed tracks. As the algorithm proceeds, its knowledge of what each class looks like will slowly spread to more distant (in terms of the descriptor space) examples. The procedure converges when the number of inducted tracks levels off.
Algorithm 1
Tracking-based semi-supervised learning τ is a confidence threshold chosen by hand S is a small set of seed tracks, labeled by hand U is a large set of unlabeled tracks B is a large set of background tracks W is a working set, initially empty
if c ≥ τ and l = "background" then Add u to W with label l end if end for until converged
A synthetic example
For illustrative purposes, we now demonstrate trackingbased semi-supervised learning on a very simple synthetic example. For visualization, all frames are represented by a single two-dimensional (2D) descriptor; tracks are all five frames long. Positive tracks (i.e. tracks of class +1) tend to stay in one cluster, but have a small chance of jumping to another mid-track. Negative tracks (class −1) are spread around the entire space. The generated data correspond to the sets in Algorithm 1; the set S is a single positive track, the set U includes positive and negative tracks which are provided without labels to the algorithm, and the set B includes negative tracks which are provided with labels to the algorithm. See Figure 3 for a visualization of the frames and track structure. The classifier C is boosting, similar to the method in Section 3.2, but many classifiers would likely work acceptably here.
The right column of Figure 4 shows the progress of tracking-based semi-supervised learning: by 'following' the track structure of the data, it is able to propagate positive labels to all clusters of (unlabeled) positive examples. In contrast, the left column shows the analogous result when tracking information is ignored; this method is sometimes referred to as self-learning. It is unable to label positive examples outside of the cluster in which seed labels were provided, and includes a number of false positives because it classifies individual frames rather than tracks as a whole. Moreover, tracking-based semi-supervised learning takes significantly fewer epochs (i.e. outer loop iterations in Algorithm 1) to complete because self-learning can only slowly push the decision boundary out rather than make large jumps in the descriptor space along track paths.
A specific implementation
We now consider a specific implementation of Algorithm 1 for recognizing pedestrians, bicyclists, and cars in natural street scenes using a depth sensor. We note that the general method is likely effective for many specific implementations.
The frame classifier C of Algorithm 1 is implemented by a boosting classifier based on the object recognition method of Teichman et al. (2011a) . Boosting is a procedure for combining the predictions of many relatively inaccurate weak classifiers into a single higher accuracy prediction. In our case, the weak classifiers encode simple rules such as 'a very wide object is unlikely to be a pedestrian' or 'an object that looks like this one from the top is likely to be a car'. To implement this, we first require a set of descriptors upon which we can build these simple rules.
Descriptors
We use a total of 29 multi-dimensional descriptors which encode various aspects of object appearance: oriented 5 . Examples of the virtual orthographic camera intensity image showing a car, pedestrian, bicyclist, and tree as seen from the long side, top, and short side. A histogram of oriented gradient descriptors is computed on a smoothed version of these images and used as a descriptor in the boosting algorithm alongside spin images and bounding box size. Putting objects in a canonical orientation enables one to (virtually) view objects from a relatively consistent viewpoint even when the actual viewpoint varies. bounding box size, four different parameterizations of spin images (Johnson and Hebert 1999) , and 24 different parameterizations of the histogram of oriented gradients (Dalal and Triggs 2005) descriptor computed on virtual orthographic camera intensity images (Teichman et al. 2011a ). These images, examples of which can be seen in Figure 5 , are computed by projecting the points from the object into a virtual camera plane. Objects are first placed in a canonical orientation in which the up axis remains unchanged, the long side of the object is aligned with one axis, and the short side with the other. After projection, standard descriptors from computer vision can be applied, with the added benefits of moderate viewpoint normalization (due to the canonical orientation) and background noise removal (because only the points that are part of the segmented object are projected).
The canonical orientation of an object is determined by using a random sample consesus (RANSAC) method to fit the best line in the planar projection of the object as seen from above. Spin images are whitened, i.e. set to have zero mean and unit variance; this provides some range invariance. This is because distance from the sensor directly affects the number of points in each bin, and whitening normalizes this scaling.
In general, we feel the details of the particular descriptors are much less important than the presence of diverse set of a descriptors with different parameters from which the boosting algorithm can choose. For example, for the spin image descriptors, we provided four different parameterizations in which the resolution varied from three to ten bins per meter, number of rows varied from ten to twenty, and number of columns varied from five to ten.
To compute these descriptors efficiently, it is essential to cache shared computation; for example, the virtual orthographic intensity image showing the long side of an object should only be computed once, from which many different HOG descriptors can be computed. This structure is shown in Figure 6 .
Boosting
Intuitively, the boosting classifier we use here can be thought of as a set of Euclidean balls, each of which lives in a particular descriptor space and which makes a prediction about any object that falls inside its boundary. For a given object, all the predictions from all the balls across all descriptor spaces are added up to produce the final prediction.
We use a variant of GentleBoost (Friedman et al. 2000) and JointBoost (Torralba et al. 2004 ) for frame classification. As in JointBoost, the weak classifiers are shared across the three one-versus-all classification problems; unlike JointBoost, since we do not consider problems with extremely large numbers of classes, we force all weak classifiers to make predictions for all one-versus-all classification problems. To simplify the notation, the following discussion will consider only single class problems; the extension to multiclass is straightforward. In the following, each training example is a pair ( y m , z m ) where y m ∈ {−1, 1} is the class label and z m is a set of descriptors.
Taking the optimization perspective as in Friedman et al. (2000) , boosting provides a stagewise additive solution to the optimization problem
The strong classifier H is defined as a sum of the weak classifiers h k for all k ∈ {1, 2, . . . , K}, i.e.
H( z)
Our weak classifiers take the form
where f k ( z) chooses a particular descriptor in the set z, and x k is a descriptor in the same space as f k ( z). Geometrically, this means that a weak classifier makes a prediction a k about a descriptor f k ( z) if the descriptor falls within a ball of radius θ k centered at the point x k . The response value a k is positive if the weak classifier predicts the descriptor to be of class +1, and negative otherwise; |a k | is the confidence of the prediction.
The stagewise additive solution to Equation (1) is to iteratively solve the problem
where
is the boosting weight for training example m; the new weak classifier h K is added to the strong classifier H after every round. The weak classifier h K is parameterized by a choice of descriptor space f K , center x K , radius θ K , and response value a K . This leads to the optimization problem
is the set of all training examples that fall inside the ball of weak classifier K. This problem is solved 1 through a combination of directed search, dynamic programming, and convex optimization.
First, assume that we are trying to solve Equation (3) where f K , x K and θ K are given. This results in an unconstrained convex optimization problem for a K . Following the procedure of GentleBoost, we choose to assign a K to reflect taking a single Newton step from a K = 0, resulting in
Here, it is clear why GentleBoost is an appropriate choice: weak classifiers may contain training examples of only one class. With GentleBoost, predictions are bounded between −1 and +1, whereas with AdaBoost numerical instability may result. Next, assume that we are trying to solve Equation (3) where f K and x K are given. Optimal values for a K and θ K can be determined with dynamic programming. Intuitively, we start the ball centered at x K at the smallest radius that contains one training example, then grow it at intervals such that one training example is added at each step until it contains all training examples in the space. As this growing procedure continues, the numerator and denominator of Equation (4) are incremented appropriately, a K is set, and the objective function is computed. At the end of the growing procedure, the ( θ K , a K ) pair that achieved the best objective function are the solution.
Finally, using the above machinery, we can find a good solution to Equation (3) by searching over descriptor space choice f K and weak classifier center x K . This is guided by the boosting training weights distribution: examples that are incorrectly classified (i.e. have high weights) are likely to be regions in which new weak classifiers can make a significant improvement. Concretely, a training example is sampled from the weights distribution and a descriptor space is sampled at random, resulting in a ( f K , x K ) pair. In practice, we use only eight of these pairs per boosting round; this has proven sufficient for training an effective classifier.
Learning of new weak classifiers ends when the objective function value crosses a threshold.
Track classification
Track classifications are computed by applying a normalized discrete Bayes filter to the frame classification outputs. We desire an estimate of L( z 1:T ) = log
where L 0 is the log prior odds log
, L 0 is its empirical estimate from the training set, and H denotes the frame classifier. Boosting classifiers naturally output an estimate of due to the exponential loss function, so we assume here that the frame classifier outputs are adjusted appropriately.
However, in Equation (5), L 0 gets overwhelmed as track size increases. This is undesirable in practice and reflects the convenient but incorrect assumption that consecutive frames in a track are conditionally independent given their label. As in Teichman et al. (2011a) , we instead use the normalized discrete Bayes filter
to compute track classifications.
Experimental results
We evaluate our method using the Stanford Track Collection (Teichman et al. 2011b ), a dataset of about 14,000 tracks (a total of about 1.3 million frames) extracted from natural, unstaged street scenes with a Velodyne HDL-64E S2 dense LIDAR system mounted on a car. The sensor was calibrated using the procedure in Levinson and Thrun (2010) . Data was recorded while driving and while parked at busy intersections with many people, bicyclists, and cars. See Figure 7 for dataset statistics and Figure 8 for some examples of what objects look like in such data. Motion of the car was offset using a high-accuracy tightly coupled GPS/IMU, the Applanix POS LV 420. Track extraction is accomplished as in Teichman et al. (2011a) . Essentially, this is depth segmentation followed by Kalman filter tracking of the extracted segments. A 2D obstacle map is generated by looking for significant height discrepancies in neighboring beams. Connected components in this grid are found with a flood-fill algorithm. Clusters that are too large or too small to be of interest are dropped. Tracking over time is accomplished with Kalman filters that model position and velocity, resolving the data association problem by choosing the cluster nearest to the expected position of a track. Filters are added for clusters that do not correspond to any existing track, and are removed when their uncertainty exceeds a threshold. We note that the details of the segmentation and tracking algorithm are not critical to the results presented here and that other methods could be substituted if desired.
The dataset is split approximately in half into geographically separate training and testing sets. Details on dataset size can be found in Table 1 . The training set is further divided into B 0 , a set of automatically labeled background tracks, and T 0 , the remainder of the training set (which includes hand-labeled car, pedestrian, bicyclist, and background tracks). In the following experiments, we use these sets in different ways to demonstrate different aspects of the method. In all semi-supervised runs, B 0 is used as the automatically labeled background data.
To avoid confounding errors of segmentation and tracking with track classification errors, the test set includes only consistent tracks, i.e. those without segmentation and tracking errors. Inconsistent tracks are typically due to tracking errors and transient segmentation errors. Such inconsistent tracks make up about 11% of the cars, pedestrians, and bicyclists in the dataset. See Figures 9 and 10 for examples.
Importantly, in these experiments, all data that is used as unlabeled contains all tracks that were extracted from the environment, including those that have tracking and segmentation errors. This means the semi-supervised methods discussed in this paper must be robust to some inconsistent tracks, as would be required in the practical application of a system built on them.
In all experiments, the induction confidence threshold τ was set to 5 and the objective function threshold value for training the frame classifier was set to 0.02, with a minimum of 1000 weak classifiers. All accuracy results are track classification accuracy unless otherwise stated.
A note on speed: the number of weak classifiers used here is variable and generally much higher than the limit of 1000 weak classifiers in Teichman et al. (2011a) . Classification time grows linearly with the number of weak classifiers, so if real-time performance at runtime is a concern, one could generate an automatically labeled dataset using tracking-based semi-supervised learning as described in this paper, then train a new classifier on this dataset using a weak classifier limit that respects the runtime computation budget.
Comparison with fully supervised baseline
In this experiment, we examine the performance of tracking-based semi-supervised learning compared to a fully supervised baseline. Here, S ⊂ T 0 is a set of three hand-labeled tracks of each class, selected to be representative examples. The semi-supervised method receives T 0 as unlabeled data and S + B 0 as labeled data. In contrast, the fully supervised method uses both T 0 and B 0 as labeled training data. Figure 11 shows the results of running the semisupervised learning method of Algorithm 1; it produces final test-set accuracy comparable to that of the fully supervised equivalent. Confusion matrices for the two Fig. 8 . Example segmented objects from the dataset. Cars, pedestrians, and bicyclists are shown in the left-most three columns; background objects, i.e. those that do not fall into one of these three classes of interest, are shown in the right-most column. cases are shown in Figure 12 . To ensure a fair comparison, the baseline classifier was allowed the same number of weak classifiers as the maximum amount used by the semi-supervised method.
Comparison with non-tracking method
To confirm that the tracking information is essential to this approach, we tested the obvious alternative of running a Fig. 9 . An example segmentation error: a car has been grouped together with a tree because of proximity. Inconsistent tracks such as this one are included in the unlabeled set that the semisupervised learner must consider.
semi-supervised method the same as that in Algorithm 1, but which inducts frames rather than entire tracks. Dataset usage is the same as in Section 4.1. Induction plots for the two methods are shown in Figure 13 . Without using tracking information, the semi-supervised learning algorithm can only add new training examples which the classifier is already confident about. As it adds training examples closer to the boundaries between classes, errors are introduced and the accuracy of the inducted frames drops. The final test-set accuracy of the non-tracking method is 93.5%, compared to 98.3% when using tracking information. While the method that ignored tracking information at training time inducted many false positive frames into the working set, track classification results at test time show that the errors are dominated by false negatives: 385 out of 395 incorrectly classified tracks were false negatives.
2 This implies a scenario analogous to that of self-learning in the synthetic example in Figure 4 ; there are some false positives at the class boundaries and some regions of the descriptor space that contain cars, pedestrians, and bicyclists that were not found during the semi-supervised learning process.
Accuracy as a function of amount of unlabeled data
To analyze the effect of the amount of unlabeled data on the final semi-supervised performance, we varied the amount of unlabeled data provided, ran the algorithm to completion, and recorded the final accuracy. Results are shown in Figure 14 . Dataset usage in this experiment is the same as in Section 4.1, but where the size of the unlabeled set U is varied; tracks in U are drawn from T 0 and an additional 4000 unlabeled tracks. Given this additional unlabeled data, the semi-supervised method, with three hand-labeled tracks of each object class, can equal or outperform the fully supervised one. Two major sources of error must be considered in an analysis of this sort. First, individual log files used for unlabeled data can have widely disproportionate numbers of objects from each class. Second, it is not uncommon for there to exist several separate tracks that correspond to the same real-world object that become fully occluded and then reappear. Randomizing the order of tracks presented could incorrectly make it appear that additional data fails to increase performance when it is actually because this additional data is nearly identical to data already seen. To address these sources of error, the order of the unlabeled tracks was not randomized and tracks of each class were added in proportion to their representation in the full unlabeled set.
As before, the baseline classifier was allowed the same number of weak classifiers as the maximum amount used by the semi-supervised method.
Accuracy as a function of labeling effort
In Figure 15 we show quantitatively how well the supervised vs. semi-supervised methods perform given equal amounts of hand-labeled training tracks. In this experiment, a variable number of tracks from T 0 are randomly drawn to comprise S, and U is approximately 30,000 unlabeled tracks, separate from T 0 . The supervised method receives S and B only for training, whereas the semi-supervised method receives S, B, and the unlabeled tracks of U.
To produce this plot, we adopted a minor variation on Algorithm 1: when a track is inducted, only the incorrectly classified frames of that track are added to the new training set. This helps reduce the memory requirements of the method, which are otherwise problematic. This experiment does not produce strong performance at just a few hand-labeled seed tracks, as was shown in Figure 14 , likely because the seed tracks here were chosen randomly rather than picked specifically to be good examples as one would do in practice.
We found it was possible to get strong performance with very few seed tracks by increasing the amount of unlabeled data provided, but that doing so often resulted in running out of memory as the boosting algorithm requires random access to all training examples. This highlights a key challenge in making use of tracking-based semi-supervised learning: an online learning algorithm will probably be required for larger quantities of unlabeled data.
As in Section 4.3, the supervised classifier was allotted as many weak classifiers as the most the semi-supervised method used. In this case, it is possible for the supervised method to use a very large number of weak classifiers for relatively few training examples; for example, at one point in the plot of Figure 15 , the supervised method used about 26,000 weak classifiers but only had 30,000 non-background training examples. While this is a somewhat extreme case, overfitting was tested for and none was found, i.e. test-set accuracy monotonically increased with the number of weak classifiers. Fig. 10 . An example tracking error in which a track jumps from a car to a pole to a bush because of the changing viewpoint of the sensor. In practice, a tracking-based semi-supervised learning algorithm must be able to handle some level of inconsistent tracks such as this one. The unlabeled set used by the semi-supervised learner of this paper includes tracks such as these. 
Speedup with incremental training
The semi-supervised learning run of Figure 11 took approximately 25 h to complete on a modern 12-core desktop. About 7% to 1% (depending on how far in the learning process the algorithm has gotten) of the time taken for each epoch is spent searching for new training examples in the unlabeled data; the rest is spent training the classifier.
To improve this, we consider incremental training of a single boosting classifier rather than retraining from scratch each epoch. When given a new training set, we wish to first re-learn the response values of all existing weak classifiers, then continue to learn new weak classifiers until the objective function reaches the stopping threshold. We refer to this method as 'CSSL-RR', for continuous semi-supervised learning with response re-learning. This procedure is described in Algorithm 2.
The naïve alternative -to resume training of a previous boosting classifier without re-learning the response values of the weak classifiers -fails because many new weak classifiers must be added to compensate for the mistakes that old weak classifiers have made. In this case, the number Tracking-based semi-supervised learning requires a certain quantity of unlabeled data without which only little progress can be made. Intuitively, the learning algorithm cannot bridge the gap in descriptor space between two very different examples of the same class without a sufficient quantity of objects connecting the two.
of the three methods. The final accuracy of the accelerated version was unchanged.
Qualitative analysis
To obtain a qualitative understanding of how our method performs, we drove the sensor platform on previously Fig. 15 . High accuracy can be achieved with substantially less human labeling effort when using tracking-based semi-supervised learning than with the comparable fully supervised method. "Prior only" refers to the prediction accuracy when using only the class priors to classify, i.e. predicting background for everything.
Algorithm 2 Incremental training of a boosting classifier
Recompute the log prior odds L 0 ≈ log
Reset the training example weights to
w m := w m exp( −y m a k ) end for end for Learn new weak classifiers until converged unseen streets, extracted all tracks in the environment, classified those tracks using the semi-supervised learning algorithm described in Section 4.5, and projected the classification of those tracks into aligned camera images of the area. Note that this corresponds to the case of offline object recognition: the entire track is considered before a prediction is made.
Some examples of the output are shown in Figure 17 ; the majority of the object recognition errors are due to segmentation and tracking rather than track classification. We note that this test is an example of the full object recognition problem, whereas this paper primarily addresses only the track classification subproblem. Errors in tracking and segmentation result in object recognition errors that are not reflected in the track classification results. A video of these results can be seen at http://cs.stanford.edu/people/teichman/rss2011.html.
Related work
Machine learning methods can be broken down into two broad categories: inductive methods, which learn a prediction rule, and transductive methods, which make a prediction for each example in a given dataset but can not (easily) produce a prediction for an example outside the given dataset. Many semi-supervised methods fall into the transductive category. As we are interested in robotics applications in which predictions on never-before-seen examples must be made in a timely manner, we are most focused on inductive semi-supervised methods.
Many methods of reducing the burden of labeling have been explored as labeling is often a major task in the building of intelligent systems. Here, we briefly survey the broad categories of these methods and mention a few specific examples that are closely related to the work of this paper. Zhu (2005) provides a good survey of semi-supervised methods.
In transfer learning (Pan and Yang 2010) , data from one distribution is used to improve the performance of a system on a different distribution. In a recent example from the robotics literature, Fox (2009, 2010) show that it is possible to use three-dimensional (3D) models from the Google 3D Warehouse to improve object recognition in depth data.
Co-training (Blum and Mitchell 1998) assumes that two conditionally independent views of the same underlying data are available. Alternating training and classification on the two different views allows the learning algorithm to leverage large amounts of unlabeled data. Perhaps surprisingly, co-training in the robotics literature is scarce. In computer vision, Christoudias et al. (2009) proposed a variant of co-training that can improve multi-view object recognition and audio-visual gesture recognition.
Self-supervised methods exploit the presence of a reliable automatic labeling source inherent in the system to train a classifier on a different data modality. For example, Dahlkamp et al. (2006) trained a vision-based road detection system for autonomous driving on labels provided by a laser range finder, significantly extending the range of road detection while requiring no extra human supervision. Lookingbill et al. (2007) Unsupervised clustering methods can ease the labeling task by grouping unlabeled examples. Triebel et al. (2010) locate similar objects in dense 3D point clouds. Luber et al. (2008) track moving objects in line-scanner data and perform unsupervised clustering on the tracks.
Graph-based semi-supervised learning methods (Zhu et al. 2003 ) construct a graph of labeled and unlabeled training examples where edges encode the similarity of examples, typically distance between examples in the descriptor space. These methods have several appealing interpretations and are easy to implement. One could probably employ these methods using the track structure to inform the edge weights in the graph to achieve a similar result to that presented in this paper, though scaling would likely be an issue: basic implementations scale cubically with the number of unlabeled examples. Liu et al. (2010) make progress in addressing the scalability issue, but it is unclear whether graph-based semi-supervised learning methods would work in an online setting, and this is likely desirable looking forward.
Other methods of generating useful label propagation between distant regions of a descriptor space also exist. For example, Socher and Fei-Fei (2010) use information from newspaper articles to inform image classification. Ali et al. (2011) demonstrate a system that could be considered the pure-vision analogue of our method, known as FlowBoost. Starting with a sparse labeling (every 64th frame, for example) tracking information and a boosting classifier are iteratively applied to fill in the gaps. This method avoids the difficulty of model-free tracking in video data, but at the cost of being unable to process completely unlabeled video sequences. Using a stationary video camera and background subtraction could provide the model-free segmentation and tracking necessary to use tracking-based semi-supervised learning, enabling the use of completely unlabeled video sequences for learning.
It is worth mentioning the related topic of discriminative tracking, e.g. Tang et al. (2007) , Stalder et al. (2009) and Kalal et al. (2010) , in which semi-supervised methods are sometimes used to address the model-free tracking problem. In contrast, we assume model-free segmentation and tracking are given, and a semi-supervised method is used to address the track classification problem. As one example of a discriminative tracker, Kalal et al. (2010) use a LucasKanade tracker to provide their discriminative tracker with image patches that are known to be either the tracked object or background.
Independent of the level of supervision, object recognition using depth sensors has become a promising area of research. Douillard et al. (2010) use semi-supervised training of a conditional random field (CRF) to address the semantic mapping of urban environments -that is, pointwise classification into classes such as car, people, foliage, grass, wall, etc. In contrast, the recent work of Spinello et al. (2010) considers track classification, as we do here, though they use a fully supervised approach. Additionally, they track detections of objects made by classifiers, whereas we track all objects provided by depth segmentation and classify the resulting tracks.
Conclusion
In this paper, we have shown that tracking-based semisupervised learning given only three hand-labeled training examples of each class can perform comparably to equivalent fully supervised methods. We also show that an algorithmic speedup based on incremental training of boosting classifiers can increase the efficiency of learning by a factor of about three.
Given the relatively high reliability of track classification and ease of training, the primary performance bottleneck in object recognition systems such as the one discussed in Section 4.6 is segmentation and tracking. This is encouraging. Using the methods of this paper, the cost of scaling up an object recognition system (in terms of trained human time) could be very much lower than previously possible.
However, no method is without tradeoffs. This system and other similar ones based on track classification are entirely dependent on some relatively reliable method of segmenting potential objects. In our case, this role is filled by depth segmentations available due to range finders and the cooperation of the environment. In many other scenarios, such as object recognition in cluttered indoor environments or using exclusively cameras, model-free segmentation is not so freely available. It is an open question as to whether methods such as the one proposed in this paper can be adapted to such a scenario, but given the effectiveness of the method it seems worthy of investigation.
Unfortunately, there is no guarantee that this method will not diverge because of tracking and segmentation errors or simply because some distant or highly occluded objects are indistinguishable from background. In practice, this appears to be held in check by the large quantity of automatically labeled background data that is provided. Further difficulties may be encountered if one desired finer class distinctions, for example between sedans and trucks; evidently, the labels are able to propagate from one to the other, likely due to transient occlusions. In this case, we suspect that providing sufficient seed labels at the boundaries will prevent leakage of label propagation from one side to the other, though this has not yet been tested. A small amount of additional human labeling during the tracking-based semi-supervised learning process could close the gap, if one exists.
Several avenues for future work exist. There is an obvious active learning extension to the work of this paper which could improve performance or reduce the need for automatically labeled background data. Further, scaling up the method of this paper to extremely large quantities of unlabeled data may present some implementational challenges, especially as the working set W of Algorithm 1 grows too large to fit in main memory; the boosting algorithm used here requires random access to all training examples while learning. Distribution of the unlabeled data across a large number of computers and training independent boosting classifiers at each round could provide a solution. Alternatively, online-learning methods could be used in place of the boosting classifier. To consider larger unlabeled datasets containing days or weeks worth of data, it will probably be necessary to use an online-learning algorithm. It is also probably desirable for robots to learn using tracking-based semi-supervised learning on the fly, rather than in batch, as has been presented here. In this case, there is an adaptation of Algorithm 1 in which a stream of tracks are presented to an online learner, and tracks for which the classifier is sufficiently confident are learned about on the spot.
Generality of the approach
While this work has specifically considered the case of tracked objects, the core algorithm is applicable any time negative training examples are easy to collect and when one has an unlabeled dataset that contains groups of examples that are constrained to have the same label. It is conceivable that this could apply in other machine learning settings.
In addition, tracking-based semi-supervised learning could be immediately applied in other scenarios in which model-free segmentation and tracking are available. For example, identification of aircraft in the sky using combined radar and camera data would likely also be trainable using this method, as tracking of aircraft with radar is solved and image segmentation of aircraft against the sky is likely fairly straightforward.
More generally, a stationary video camera with background subtraction could be used to extract tracks of arbitrary moving objects, and could be a good source of unlabeled data for a tracking-based semi-supervised learning algorithm. Additionally, the use of an object tracker similar to the one in Godec et al. (2011) could lift the stationary camera requirement.
Notes
1. This problem is nonconvex and is extremely difficult if not impossible to find the optimal solution to; here we use 'solve' to mean 'find a weak classifier that reduces the objective function by some reasonable amount.' This optimization problem is the inner loop of boosting process, so it is not essential that we find the best weak classifier possible. 2. The false positive frame classifications seen in Figure 13 do not appear to contribute many false positive track classifications.
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