An important research issue in multimedia databases is the retrieval of similar objects. For most applications in multimedia databases, an exact search is not meaningful. Thus, much effort has been devoted to develop efficient and effective similarity search techniques. A recent approach, that has been shown to improve the effectiveness of similarity search in multimedia databases, resorts to the usage of combinations of metrics where the desirable contribution (weight) of each metric is chosen at query time. This paper presents the Multi-Metric M-tree (M 3 -tree), a metric access method that supports similarity queries with dynamic combinations of metric functions. The M 3 -tree, an extension of the Mtree, stores partial distances to better estimate the weighed distances between routing/ground entries and each query, where a single distance function is used to build the whole index. An experimental evaluation shows that the M 3 -tree may be as efficient as having multiple M-trees (one for each combination of metrics).
INTRODUCTION
Similarity search in multimedia database systems is becoming increasingly important, due to a rapidly growing amount of available multimedia data like images, audio files, video clips, 3D objects, time series, and text documents.
As we see progress in the fields of acquisition, storage, and dissemination of various multimedia formats, the application of effective and efficient database management systems becomes indispensable in order to handle these formats. The application domains for multimedia databases include molecular biology, medicine, geographical information systems, Computer Aided Design/Computer Aided Manufacturing (CAD/CAM), virtual reality, and many others: a) In medicine, the detection of similar organ deformations can be used for diagnostic purposes [11] .
b) Biometric devices (e.g., fingerprint scanners) read a physical characteristic from an individual and then search in a database to verify if the individual is registered or not. The search cannot be exact, as the probability that two fingerprint scans, even from the same person, are exactly equal (bit-to-bit) is very low. c) A 3D object database can be used to support CAD tools. For example, standard parts in a manufacturing company can be modeled as 3D objects. When a new product is designed, it can be composed of many small parts that fit together to form the product. If some of these parts are similar to one of the standard parts already designed, then the possible replacement of the original part with the standard part can lead to a reduction of production costs. d) In text databases, a typical query consists of a set of keywords or a whole document. The search system looks in the database for documents that are relevant to the given keywords or that are similar to the query document. A certain tolerance on the search may be allowed in case, e.g., that some of the given keywords were mistyped or an optical character recognition (OCR) system was used to scan the documents (thus they may contain some misspelled words).
Preliminaries
Many of these practical applications have in common that the objects of the database are modeled in a metric space [6, 15] , i.e., it is possible to define a positive real-valued function δ among the objects, called metric, that satisfies the properties of strict positiveness (δ(x, y) ≥ 0 and δ(x, y) = 0 ⇔ x = y), symmetry (δ(x, y) = δ(y, x)), and the triangle inequality (δ(x, z) ≤ δ(x, y) + δ(y, z)). The main motivation for using metric spaces is the fact that they are easily indexable by metric access methods (described later).
An important particular case of metric spaces are vector spaces, where the objects are tuples of d real values, i.e., they are vectors in R d . There are many metric functions defined on vector spaces, e.g., the Minkowski distances, defined as
Figure 1: Improving effectiveness of 3D similarity search by combining two 3D feature vectors.
Simple vs. Combined Metrics
A recent proposal to improve the effectiveness (i.e., the quality of the retrieved answer) of similarity search resorts to the use of combinations of metrics [2, 3] . Instead of using a single metric to compare two objects, the search system uses a linear combination of metrics to compute the (dis)similarity between two objects. Figure 1 shows an example of the benefits obtained by using such a combined metric. The first two rows show the similar objects retrieved by a 3D similarity search system using two different singlefeature vectors (depth buffer or silhouette) -a single metric works with the entire particular vector. In both queries, the result includes some non-relevant objects (false hits). The third row shows the result of the search when using both features for each 3D object description (depth buffer and silhouette). In this case a combination of the two metrics is used on the double-feature vector, while only relevant objects are retrieved for this time.
The problem with a static combination of metrics (i.e., where the weights of the linear combination are fixed) is that usually not all metrics are well-suited for performing similarity search with all query objects. Moreover, a bad-suited metric may "spoil" the final result of the query. Thus, to further improve the effectiveness of the search system, methods for dynamic combinations of metrics have been proposed, where the query processor weighs the contribution of each metric depending on the query object (i.e., big weights are assigned to the "good" metrics for that query object, and low weights are assigned to the "bad metrics", according to some quality criteria). This means that, instead of a single metric, the system uses a dynamic metric function (multimetric), where a different metric is computed to perform each similarity query.
Paper Contributions
This paper presents the Multi-Metric M-tree (M 3 -tree), a dynamic index structure that extends the M-tree [8] to support multi-metric similarity queries. We first describe how to adapt the search algorithms of the original M-tree to directly support multi-metric queries. Then, we describe the M 3 -tree data structure and the new similarity search algorithms. We show experimentally that the M 3 -tree outperforms the adapted M-tree for multi-metrics, and that its efficiency is very close to having multiple M-trees, one for each used multi-metric, which is the optimal achievable efficiency regarding to this index structure.
Note that in this paper we only deal with the efficiency issues of similarity search in multi-metric spaces. For a discussion on the effectiveness of this approach, see [2, 3] . Table 1 shows the notation used through this paper. Let (U, δ) be a metric space and let S ⊂ U be a set of objects (i.e., an instance of a database). There are two typical similarity queries in metric spaces:
SIMILARITY SEARCH IN METRIC AND MULTI-METRIC SPACES
• Range query. A range query (Q, ε), Q ∈ U, ε ∈ R + , reports all database objects that are within a tolerance distance ε to Q, that is (Q, ε) = {Oi ∈ S, δ(Oi, Q) ≤ ε}. The subspace V ⊂ U defined by Q and ε (i.e., ∀v ∈ V δ(v, Q) ≤ ε and ∀x ∈ U − V δ(x, Q) > ε) is called the query ball.
• k nearest neighbors query (k-NN). It reports the k objects from S closest to Q. That is, it returns the set C ⊆ S such that |C| = k and ∀Oi ∈ C, Oj ∈ S − C, δ(Oi, Q) ≤ δ(Oj, Q).
Metric access methods (MAMs) [6] are index structures designed to perform efficiently similarity queries in metric spaces. They only use the metric properties of δ, especially the triangle inequality, to filter out objects or entire regions of the space during the search, thus avoiding the sequential (or linear) scan over the database.
MAMs can be classified into two main groups: (1) Pivotbased MAMs select from the database a number of pivot objects, and classify all the other objects according to their distance from the pivots (2) MAMs based on compact partitions divide the space into regions as compact as possible. Each region stores a representative point (local pivot) and data that can be used to discard the entire region at query time, without computing the actual distance from the region objects to the query object. Each region can be partitioned recursively into more regions, inducing a search hierarchy.
M-tree
The M-tree [8] is a dynamic (meaning easily updatable) index structure that provides good performance in secondary memory. The M-tree is a hierarchical index, where some of the data points are selected as centers (local pivots) of regions and the rest of the objects are assigned to suitable regions in order to build up a balanced and compact hierarchy of data regions. Each region (branch of the tree) is indexed recursively. The data is stored in the leaves of the M-tree, where each leaf contains ground entries (grnd(Oi), Oi ∈ S). The internal nodes store routing entries (rout(Oi), Oi ∈ S). Starting at the root level, a new object Oi is recursively inserted into the best subtree T (Oj), which is defined as the one where the covering radius rO j must increase the least in order to cover the new object. In case of ties, the subtree whose center is closest to Oi is selected. The insertion algorithm proceeds recursively until a leaf is reached and Oi is inserted into that leaf, at each level storing the distance to the routing object of its parent node (so-called to-parent distance). Node overflows are managed in a similar way as in the B-tree. If an insertion produces an overflow, two objects from the node are selected as new centers, the node is split, and the two new centers are promoted to the parent node. If the parent node overflows, the same split procedure is applied. If the root overflows, it is split and a new root is created. Thus, the M-tree is a balanced tree (see Figure 2) . Range queries are implemented by traversing the tree, starting from the root. The nodes which parent region (described by the routing entry) is overlapped by the query ball are accessed (this requires a distance computation). As each node in the tree (except for the root) contains the distances from the routing/ground entries to the center of its parent node (the to-parent distances), some of the non-relevant branches can be further filtered out, without the need of a distance computation, thus avoiding the "more expensive" basic overlap check.
Searching in Multi-Metric Spaces
Usually, a single metric function is used to compute the similarity between two objects in the metric space. However, a recent trend to improve the effectiveness of the similarity search resorts to use several metric functions. The (dis)similarity function is computed as a linear combination of some selected metrics. It follows (from metric spaces theory) that the combined distance function is also a metric. 
Some notes:
• The multi-metric (space) is denoted as "linear" (in the rest of the paper implicitly assumed), but some other combinations of metrics can be considered in the future, e.g., maximal, multiplicative, etc.
• ∆1.0(·) = ∆ W (·) where ∀i wi = 1.
• As a consequence, ∆1.0(·) is an upper-bounding metric to ∆ W (·) (considering shared M and any W).
• The vector of weights W is not included in the definition of multi-metric (space), in fact, it is a parameter of ∆. Consequently, we can view a single multi-metric space as a space covering an infinite number of metric spaces Mi = (U, ∆ W i ), where M is fixed for all the spaces but Wi is unique for each metric defined on Mi.
• The structure of the universe U can be either a cartesian product of various domains (even a mix of vector/metric space domains) where each domain is assigned to the respective partial metric δi, or a single "flat" domain allowing the δis to share some portions of U (even all being defined on entire U). Nevertheless, in the following we do not need to specify the structure of U and we assume each partial metric function δi "knows" its sub-domain within U.
If the weights of the combination are fixed, the multimetric space becomes an ordinary metric space and we can use any standard MAM as an index structure. In our framework, however, the weights are dynamic -computed at query time -and therefore the metric function is dynamic and depends on the query objects. This has been shown to provide the best effectiveness results [2, 3] . Thus, our problem is to develop a metric index structure that returns the correct answer to the similarity query, even if the query distance function is not the same as the distance function used to build the index (index distance function). The optimal solution would be to have an index structure for each "fixed multi-metric", but this is not practical because it would imply to build an index for each query, which would be more expensive than performing a sequential scan of the database.
In Section 3, we will describe modifications to the search algorithms of the standard M-tree, that allow us to use it with multi-metrics. Then, in Section 4 we will present our proposed index structure, the M 3 -tree, which stores partial distances to dynamically estimate an upper bound of the covering radius with respect to a query-specified metric function, and to estimate the to-parent distances between routing objects and child nodes. These estimations will be used to improve the filtering capability of the index structure, thus improving the efficiency of the similarity search.
Related Work
Many indexing methods and algorithms have been proposed for implementing similarity queries in metric and vector spaces [6, 1] . However, basically all these index structures have been designed for single metrics, and they do not support dynamic combinations of metrics at query time. One exception is the branch-and-bound on decomposed data (BOND) technique [9] , which is a spatial access method (SAM) that can support queries with combinations of feature vectors. The BOND index maintains tables with the coefficients of each dimension for all vectors of the database. These tables are scanned sequentially at query time, computing lower and upper bounds to the distance from the query to the stored vectors and discarding those that cannot belong to the k-NN. The efficiency of the search is improved by scanning on each iteration only the non-discarded objects, thus at the last stages of the algorithm only a small part of the database has to be checked. To compute the lower and upper bound distances, it is necessary to store an auxiliary table with the partial results. In the worst case, the auxiliary table has size O(n), thus the scalability in database size of this technique is limited. Drawbacks of this technique are that the similarity measure must be bounded and it only works in vector spaces.
A MAM specially designed for dynamically weighed combinations of metrics is presented in [5] . This index consists of a set of pivot-based indices, one for each metric, which can be used to compute the combined pivot table (i.e., the pivot-based index for the combination of metrics) at query time, when the weights for the dynamic combination are known. The main disadvantage of this index is that it is a main-memory index, and it is not clear how to implement it efficiently in secondary storage.
The QIC-M-tree [7] is a MAM designed to support userdefined distance functions. The index is built like a normal M-tree using an index distance, and queries may be performed using any distance function that is lower bounded by the index distance. While this index structure may be used to perform similarity queries in multi-metric spaces, it is a different approach compared with our proposed index:
• The index distance is an "underscaled" (i.e. not very tight) lower-bounding distance function of the query distance in the QIC-M-tree. In our case, the query distance is a non-scaled lower-bounding distance of the index distance.
• The QIC-M-tree uses lower bounds of the query distance to filter out branches of the tree. The M 3 -tree computes a tight approximation of the real query distance (at the cost of a little higher index size), thus providing a better filtering of the space.
ADAPTING M-TREE FOR SEARCH IN MULTI-METRIC SPACES
The original M-tree needs to be adapted in order to provide support for multi-metric spaces. The key idea for adapting the M-tree is the use of ∆1.0 for indexing all objects in the index (see Figure 3a) . Since ∆1.0 is an upper-bound to any ∆ W , the covering radii r1.0 as well as the distances ∆1.0(R, P ) (distance from a routing object to its parent, the to-parent distance) stored in the M-tree nodes can be viewed as upper bounds to the appropriate radii r W (distances ∆ W (R, P ), respectively), considering any other "index distance" ∆ W . We start proving some lemmas for the adapted discarding criteria.
Lemma 1. (basic filtering)
Let (Q, ε W ) be a range query, where ε W is a weighed query radius. Let (R, r1.0) represents a routing entry in M-tree, i.e., a data region (note that for ∆ W we have defined the "real" covering radius as
.0, the data region is not relevant to the query and can be filtered out.
Proof: For r W = r1.0 it follows (by triangle inequality) that no object from (R, r W ) can be located in (Q, ε W ). This property can be extended to all r W < r1.0, since ∆ W is lower-bounding to ∆1.0, thus objects in (R, r W ) are always more (or equally) distant to Q that in case of ∆1.0 (see Figure 3b) .
Lemma 1 can be used for basic filtering in M-tree, when a data region (covering some subtree) is needed to check against a range query. For this check, the ∆ W (R, Q) distance must be computed.
Lemma 2. (outer parent filtering)
Let P be the parent object of a data region (R, r1.0). If
the data region is not relevant to the query and can be filtered out.
Proof: The query object is outside the sphere defined by parent object and radius ∆1.0(R, P ) + r1.0 (see Figure 4a ). This sphere can be directly used for check with the query (by means of Lemma 1), because the sphere surely covers the data region (R, r1.0). This property is guaranteed by the use of the upper bound distance from P to R and by R's covering radius upper bound r1.0 , so the sphere is always more (or equally) distant to the query than any object in (R, r W ). Proof: The query is entirely inside the sphere defined by parent object and radius ∆ lb 1.0 (R, P ) − r1.0 (see Figure 4b) . Because the actual ∆1.0(R, P ) is upper bound of ∆ W (R, P ), the object R is "artificially shifted" from the parent (i.e., more than by using ∆ W ), so we cannot check whether the query does not overlap (R, r W ) by directly using ∆1.0(R, P ). However, if we use some distance ∆ lb W lower-bounding ∆ W (instead of ∆1.0), we are sure that the "inner border" separating query and the data region is a lower bound of the actual border. Lemmas 2 and 3 can be used to avoid the basic check (provided by Lemma 1). The advantage is that no extra computation is needed to evaluate the condition in the lemmas, so in many cases the data region is filtered out even without the need of using Lemma 1 (and so without any distance computation).
Up to now, the approach is generally applicable for any index distance ∆1.0 and any lower-bounding query distance ∆ W (regardless of what the metrics ∆1.0 and ∆ W really mean), in a similar way as in the QIC-M-tree [7] .
However, to construct the lower bound to ∆ W (needed in Lemma 3), we can exploit the definition of ∆ W (see Section 2.2). To efficiently compute the lower bound, it is preferable to use some distance already precomputed during the query evaluation, so that no additional distance computation or an explicitly specified lower bound distance (passed as a query parameter) is needed. In the following, we construct such a lower bound just by using the weights vector W. 
Consider a greater scaling constant s, i.e., ∃wi 1 , s > wi 1 . However, there can arise a situation where δi 1 (O1, O2) δi j (O1, O2), δi j = δi 1 , ∀j, so multiplying by s could violate the lower-bounding property even if s wi j , ∀wi j = wi 1 .
It is possible that tighter lower bounds may be found, but, on the other side, this one can be easily computed just by multiplying a (precomputed) distance ∆1.0(·) by s, so we avoid an evaluation of an expensive (even though possibly better) lower bound distance. Moreover, this would lost its meaning because in such case we can apply directly the basic filtering, since the parent filtering (which is always less effective) becomes equally (or more) expensive.
Similarity Queries
Lemmas 1 to 4 are directly applicable to range queries in M-tree, because the range query processing is provided by all the distances needed in conditions of the lemmas. In case of k-NN queries, the M-tree's branch-and-bound algorithm uses a heuristics which treats the k-NN search as a range search with the extension that the unknown query radius is determined dynamically during the query processing (it is continuously decreasing, such that it is in every moment an upper bound of the distance to the k-th neighbor). Thus, also in k-NN processing the lemmas are directly applicable.
Due to the lack of space we present just the modified range query algorithm (see Listing 1), however, the k-NN algorithm can be modified the same way (for both original query algorithms on M-tree we refer to [8] ).
Listing 1. (modified range query algorithm in M-tree)
QueryResult RangeQuery(Node N , RQuery (Q, ε W ), W) { // if N is root then ∆x(R, P )=∆x(P, Q)=0 let P be the parent routing object of N let's denote ∆ lb
The tightness of upper/lower bounds of data region radii (and also to-parent distances) stored in the M-tree is heavily dependent on the actual weights vector W. Obviously, if the weights are far from 1.0, the upper/lower bounds will be not very tight, reflecting in larger "volume" of data regions and leading to worse query performance.
In order to keep the search efficiency weight-independent, we introduce the Multi-Metric M-tree (M 3 -tree). The M 3 -tree extends the M-tree structure by storing the components of ∆1.0, i.e., the δi-based components of radii as well as of the to-parent distances are stored separately. Having stored the individual distance components, we can construct a tighter covering radius upper bound to r W , and so reduce the volume of regions which delimit the data objects stored in subtrees of the M 3 -tree. The following two lemmas show how the tighter radius upper bound can be constructed using the distance components.
Lemma 5. (component-based covering radius upper bound)
Let Oi ∈ N be a set of objects, R be a center object. Then r cub is an upper bound to r W , i.e.,
By expanding the statement of covering radius r W , together with propagating the wj in r cub , we obtain
which holds for any f , thus the proof is complete.
Note that a set N of objects Oi ∈ S is considered in Lemma 5 (objects in leaf nodes of M 3 -tree). However, the lemma can be generalized also for set of regions (routing entries in nonleaf nodes) as follows. In most cases, r cub is a tighter upper bound to r W than r1.0 = max Figure 5a ). However, in some cases r1.0 may be tighter than r cub (see Figure 5b) , and so we will use the smaller one, as defined below. The upper bound of the covering radius is defined as ru = min{r cub , r1.0}, which is always a tighter upper bound than r1.0. 2 Figure 5 : (a) r W < r cub < r1.0 (b) r W < r1.0 < r cub .
With the covering radii upper bound ru, we can reformulate the basic filtering into the context of M 3 -tree.
Lemma 7. (component-wise basic filtering) Let (Q, ε W ) be a range query, where ε W is a weighed query radius. Let (R, ru) represents a data region (for ru see Def. 3). If ∆ W (R, Q) > ε W + ru, the data region is not relevant to the query and can be filtered out. Proof: Follows immediately from Lemma 1 and the definition of ru.
Like the covering radii upper bound, we can use the toparent distance components to improve the parent filtering. Lemma 8. (component-wise parent outer/inner filtering) Let P be the parent object of a region (R, ru). Then if
the region can be filtered out as non-relevant to the query (Q, ε W ). Proof: The proof is similar as in Lemmas 2, 3 -the only difference is the usage of ru instead of r1.0, but this is correct since ru is (tighter but still) an upper bound to r W .
M 3 -tree Structure
The structure of leaf/non-leaf node in M 3 -tree is presented in Figure 6 . In addition to the standard M-tree content of routing/ground entries, in entries of M 3 -tree there are stored the components of covering radii and of the to-parent distances.
To keep the storage of radii/to-parent components as small as possible, these are not stored as floats, but as signatures (bitstrings of user-defined size). The value of each signature is interpreted as a scalar proportion of the respective partial radius (to-parent distance) with respect to the aggregate radius r1.0 (∆1.0(R, P ), resp.). In such a way, we can store each component by, e.g., 4, 8, 16, or another number of bits. The compact signature representation of radius/to-parent components is imprecise. Thus, in order to keep the query evaluation correct when using upper bound of a radius, we have to overestimate the value by usage of the largest possible float value represented by the respective partial signature. Similarly, in case of to-parent distances, the upper/lower bound is constructed by over/under-estimating the value (considering the largest/smallest possible value represented by signature).
In Lemma 8, we have distinguished between the upper bound d ub P and lower bound d lb P to ∆ W (R, P ), these were assumed ahead just with respect to the signature representation of ∆ W (R, P ).
M 3 -tree Construction
The M 3 -tree is constructed the same way as M-tree is, i.e., no weights are considered and the ∆1.0 is used for indexing as an ordinary metric. In addition, along with the aggregate value ∆1.0(·), the distance components ∆1.0(·).comp(i) are used to update the radii/to-parent distance representations.
When inserting an object, the covering radii components in routing entries must be updated after the aggregate covering radius r1.0 is updated. When splitting a node (or inserting a ground entry into a leaf), the to-parent components are stored along with the aggregate to-parent distance ∆1.0(R, P ). When splitting, covering radii components of the two new routing entries are assembled by taking the maximum of covering radii components + the to-parent components of the entries being split.
It should be emphasized that no extra distance computations are needed for M 3 -tree construction, the distance components are obtained as a "by-product" when computing ∆1.0. There is just a space overhead needed for storage of the component signatures.
Similarity Queries in M
3 -tree
The M 3 -tree-specific lemmas are used (in addition to the "old" lemmas) to discard more non-relevant subtrees when searching. In Listing 2 see the modified algorithm for range query processing. The k-NN algorithm can be adjusted in a similar way.
add R to the query result } } } /* for each ... */ } } /* RangeQuery */
EXPERIMENTAL EVALUATION
We performed an experimental evaluation of the efficiency of the M 3 -tree using two real datasets.
The Testbed
The first dataset is the Corel image features, available at the UCI KDD Archive [10] . This database consists of 89-D feature vectors representing 65,615 Corel images and 1,000 query images (not included in the dataset). Each feature vector consisted of 4 subvectors (of dimensions 32, 9, 16, 32), representing color histogram, color moments, texture, and layout histogram. As partial distances aggregated in ∆ W , the L1 distance was used, i.e., δi = L1, i ∈ {1, 2, 3, 4}.
A set of query weight vectors (weights interval ) was independently constructed as vectors of random values from 0.2-wide intervals, starting at w = 0.1, increasing by 0.1. Only one such set of query weight vectors was constructed: Another set of query weight vectors (weights group) was created, consisting of 20 generated weight vectors such that: (a) one of the weights is always 1.0 (b) the lowest weight is a random number in [w, w + 0.1] (c) the rest of weights (i.e., the last two) are random numbers in [w, 1.0] .
The second dataset is a 3D models database, which contains 1,838 3D objects that we collected from the Internet 1 . For a detailed explanation of the implemented 3D feature vectors, see [4] . We performed a PCA-based dimensionality reduction of the original 3D feature vectors [4] and we kept between 6 and 16 principal axes for each feature vector, resulting in an aggregate dimensionality of 84-D. For this dataset, we also used the L1 distance as metric function for all 3D feature vectors.
Weights for 3D Models
We implemented a query processor based on the entropy impurity method [3] to compute the dynamic weights for each 3D feature vector. This method uses a reference dataset that is classified in object classes (in our case, we used the classified subset of the 3D models database). For each feature vector, a similarity query is performed on the reference dataset. Then, the entropy impurity is computed looking at the model classes of the first t retrieved objects: It is equal to zero if all the first t retrieved objects belong to the same model class, and it has a maximum value if each of the t object belongs to a different model class. Let Pω j denote the fraction of the first t retrieved objects that belong to model class ωj. The entropy impurity of feature vector i
The weight value for feature vector i (i.e., the weight for the i th metric in the combination) is computed as the inverse of the entropy impurity plus one (to avoid dividing by zero), i.e., wi = 1 1+entropyImpurity(i)
. (We used t = 3 for our experiments [3] .) 
Indexing
Besides the adapted M-tree index and the M 3 -tree used in all experiments (which were the subjects of evaluation), we have used the sequential search as the upper baseline. We have also created multiple M-tree indexes using the query distance as the index distance, i.e., for each particular W a standard M-tree was created using the query distance ∆ W . These W-dependent M-trees served us as a lower baseline, i.e., they show the most efficient query processing (related to M-trees).
In the figures, we use "M3(x,y)-tree" to denote a single M 3 -tree index, where the routing entries consist of m x-bit signatures for covering radii components and m x-bit signatures for the to-parent distance components (i.e., 2m · x bits in each routing entry), and the ground entry consists of m y-bit signatures for the to-parent distance components (i.e., m · y bits on each ground entry). It follows that "M3(0,0)-tree" is an ordinary (but adapted) M-tree index.
Experimental Results
Figure 7 presents range query processing on the Corel image features, where the M 3 -tree and M-tree indices were slimmed [13] (the rest of Corel experiments was performed on non-slimmed indices). The figure shows the number of distance computations needed to perform range queries (query radius calculated to have an average selectivity of 10 objects) for the different weight intervals. It clearly shows that the M 3 -tree outperforms the adapted M-tree in the whole range of weight intervals, especially if the weights are low. This indicates that the lower bound to ∆ W proposed in Lemma 4 is too loose if there is a weight with a value close to 0. Figure 8 shows the influence of the signature size (meaning size of distance/radius components) of the M 3 -tree on the efficiency of 10-NN queries. The curve denoted as "size of M 3 -index" belongs to the right-hand y-axis, and shows the increase of M 3 -index filesize with growing signature size (for a comparison, the sequential file size was 22.3 MB). We found that, even by using a small amount of bits per partial distance, the proposed index structure can achieve a very good efficiency performance. Indeed, the efficiency of the M 3 -tree quickly approaches the efficiency of having multiples M-trees, one for each possible combination of metrics. Figure 9 presents distance computations needed to perform 10-NN queries, but now using the weights groups. Figure 10 shows the I/O cost (the unit of I/O was a single 8kB page read) while performing k-NN queries (1 ≤ k ≤ 50) with a single fixed weights group. The results are similar to those previously presented (M 3 -tree outperforms the adapted Mtree in distance computations and disk page accesses). Figure 11 presents the efficiency of k-NN querying (varying k) for the 3D models database (we have used slimmed indices for all "3D experiments"). In Figure 12 see the effect of increasing signature size with 10-NN queries on retrieval efficiency as well as on the index size (the sequential file size was 450kB). With this database, the experimental results also show that the M 3 -tree is more close in efficiency to the lower baseline than the adapted M-tree. Moreover, the adapted M-tree turned out to be slower than a sequential scan. On the other side, we must realize the available 3D database was very small -we expect that by using a larger database the M 3 -tree as well as the adapted M-tree will achieve a considerably better efficiency.
CONCLUSIONS
In this paper, we presented two index structures specially designed for dynamic multi-metric spaces. In these spaces, the metric function used to perform the similarity query (the so-called query distance) corresponds to a dynamic combination of metrics, thus the metric function may change on each performed query. The index is built using a fixed combined metric (the index distance) that is an upper-bounding distance function of the query distance.
Firstly, we described an adapted M-tree for multi-metric spaces. We formally proved that the usual filtering criteria holds on the adapted M-tree, independently of the used query distance. Secondly, we depicted the M 3 -tree, a further adaption of the original M-tree with considerably better per- formance than the adapted M-tree. The M 3 -tree store partial distances (one for each metric function belonging to the combination) to dynamically estimate, for each performed query, the new covering radius of the space regions and the new distances from parent to children nodes.
Our work differs to previous related work in the sense that: (a) We provide a dynamic index structure for multimetric spaces (b) The adapted M-tree use a lower bound of the query distance to apply some of the discarding criteria. The M 3 -tree computes a tight approximation of this distance (using the stored partial distances), thus providing a better filtering.
The experimental results clearly show that a single M 3 -tree index is almost as good as if we have infinitely many M-trees indexes at our disposal (M-trees built for every possible vector of query weights).
Future Work
We plan to adapt the PM-tree [14] , a MAM that combines the M-tree with the pivot-based approach, for the multimetric space case. For this purpose, we will merge the techniques presented in this paper and the ones described in [5] (pivot-based index for multi-metrics). We expect that, by combining all these technique in one index structure, we will be able to further improve the efficiency of the M 3 -tree. Although we do not expect that the QIC-M-tree outperforms the M 3 -tree, considering that the experimental performance of our proposed index was very close to the lower baseline (multiple standard M-trees), we also plan to perform an experimental comparison of the efficiency of both index structures.
An important subject for future research is the "number of metrics curse" (in comparison with the "dimensionality curse" in multi-dimensional spaces [1] ). We do not know at the moment whether it is a curse or not, but we expect that with increasing number of metrics the efficiency of the M 3 -tree will decrease. We would also like to compare the effectiveness of multimetric approach with various non-metric approaches [12] . Because the multi-metrics allow dynamic weights at query time, there is a possibility of much rich similarity measuring and retrieval, which is currently provided by non-metric measures (especially in multimedia retrieval).
