Abstract. The problem of specification of self-adjoint operators corresponding to singular bilinear forms is very important for applications, such as quantum field theory and theory of partial differential equations with coefficient functions being distributions. In particular, the formal expression −∆ + gδ(x) corresponds to a nontrivial self-adjoint operatorĤ in the space L 2 (R d ) only if d ≤ 3. For spaces of larger dimensions (this corresponds to the strongly singular case), the construction ofĤ is much more complicated: first one should consider the space L 2 (R d ) as a subspace of a wider Pontriagin space, then one implicitly specifiesĤ. It is shown in this paper that Schrodinger, parabolic and hyperbolic equations containing the operatorĤ can be approximated by explicitly defined systems of evolution equations of a larger order. The strong convergence of evolution operators taking the initial condition of the Cauchy problem to the solution of the Cauchy problem is proved.
Introduction

1.
The main difficulty of quantum field theory is the problem of divergences [1] which arise since the evolution equations of quantum field theory are ill-defined. It is suitable to investigate such problems, making use of the simpler quantum mechanical models which illustrate some of difficulties of quantum field theory. One of such models is the Schrodinger equation for the particle moving in the external singular potential:
The more general example ofĤ than (1.2) is the following formal expression:
HereT is a positively definite self-adjoint operator in H. Making use of the operator T , construct the scale of Hilbert spaces ... ⊂ H 2 ⊂ H 1 ⊂ H = H 0 ⊂ H −1 ⊂ H −2 ⊂ .... The space H k is a completion of the subspace ∩ ∞ n=1 D(T n ) of the space H with respect to the norm: ||ψ|| 2 k =< ψ, ψ > k = (ψ,T k ψ). The function χ entering to eq.(1.3) should belong to the space H −k for some k. Expression (1.2) is a partial case of (1.3) forT = −∆ + a, χ(x) = δ(x) ∈ H −k at k > d/2. To define eq.(1.1) mathematically, one should specify a self-adjoint operator in H corresponding to the formal expression (1.3) (in particular, (1.2)). For χ ∈ H −2 H (d ≤ 3), this problem is solved as follows [2] . One should consider the restriction of the operatorT to the domain
(for the partial case (1.2) the domain is {ψ ∈ S(R d )|ψ(0) = 0}. One justifies that the defect indices of this symmetric operator are (1, 1) . Making use of the standard procedure (see, for example, [15] ), one constructs the one-parametric set {Ĥ g } of self-adjoint extensions of the operatorT . It is in one-to-one correspondence to the one-parametric set of formal expressions (1.3).
2. For the strongly singular case, i.e. for χ / ∈ H −2 (d > 3), the operatorT considered on the domain (1.4) is essentially self-adjoint, so that the considered approach does not allow us to construct a non-trivial self-adjoint operator corresponding to the formal expression (1.3) . It was noted in [16, 17, 5, 6] that one should consider an indefinite inner product space instead of the space H in order to construct a non-trivial self-adjoint operatorĤ in the strongly singular cases.
A self-adjoint operatorĤ in the Pontriagin space Π m [18] corresponding to the expression (1.3) was specified in [4] (see also [7] ), provided that χ ∈ H −k−1 \H −k for some k. Here m = [k/2]. One-parametric set of formal expressions (1.3) corresponds to the k-parametric set of operatorsĤ in Π [k/2] (g 2 , ..., g k ); k−1 parameters specifies the inner product, while one parameter is an analog of g. Denote the operator constructed in [4] (see section 2) asĤ(g 2 , ..., g k , α). Therefore, the equation
.., g k , α)ψ(t) (1.5) for ψ(t) ∈ Π [k/2] (g 2 , ..., g k ) is defined. According to the analog of the Stone theorem for the Pontriagin spaces [19, 20] , the operatorĤ is a generator of a one-parametric group of unitary operators e −iĤt in Π m . The operatorÛ(t) = e −iĤ(g 2 ,...,g k ,α)t restricted to D(Ĥ(g 2 , ..., g k , α)) is an operator taking the initial condition of the Cauchy problem for eq.(1.1) to the solution of eq.(1.1).
3. The problem of constructing approximations of singular equations (1.5) often arises [3] . This problem is also important for quantum field theory [21] .
It was shown in [10] that for m = 0 the operator transforming the initial condition for the Cauchy problem to the solution of the Cauchy problem for eq.(1.5) can be 2 approximated in the strong sense as n → ∞ by the evolution operator for the equation i dψ n (t) dt =T ψ n (t) + g n χ n (χ n , ψ n (t)), ψ n (t) ∈ H (1. 6) provided that
Note that for all χ ∈ H −2 there exist sequences g n ∈ R, χ n ∈ H obeying (1.7), for example, χ n = e −T /n χ, g n = −(α −1 + (χ n ,T −1 χ n )) −1 . This paper deals with the construction of an approximation for eq.(1.5) for the strongly singular case (for m = 0 or k > 1). The approximation (1.6) cannot be applied then. It happens that the resolving operator for the Cauchy problem for eq.(1.5) (the t-dependent operator transforming the initial condition of the Cauchy problem to the solution of eq.(1.5) at fixed t) can be viewed as a limit as n → ∞ of resolving operators for the Cauchy problem of the system of differential equations of a larger order:
=T ψ n (t) + c n (t)χ n , z 0,n c n (t) + iz 1,n dc n (t) dt
= (χ n , ψ n (t)).
(1.8)
Here c n (t) ∈ C is a complex function, ψ n (t) is an element of the space H. The limit should be considered in a generalized strong sense [22, 23] . The following conditions are imposed:
(1.9)
Here g 1 = −α −1 . For the partial case k = 1, the left-hand side of the second equation of system (1.8) contains only one term. Therefore, system (1.8) is equivalent to eq.(1.6). If one increases k, the number of parameters z s,n is also increased, so that the terms with derivatives of higher orders appear. The procedure of adding such terms ("counterterms") is analogous to quantum field theory procedure of infinite renormalization of the wave function [1] .
In particular, the Schrodinger equation with the δ-potential which was constructed in [4] is formally written as
It appears to be the limit as n → ∞ of the system of equations on ψ n (x, t) and c n (t) i 4. Besides Schrodinger equation for the particle moving in the singular potential, other equations appear in the applications. Evolution of relativistic particle in the external scalar field is described by the Klein-Gordon-type equation [ 
The Schrodinger equation in the imaginary time is also considered
After specifying the operatorĤ(g 2 , ..., g k , α) eqs.(1.10) and (1.11) become welldefined. It happens that eq.(1.10) can be approximated by the system 12) while the approximation for eq.(1.11) is
Therefore, the evolution operators for strongly singular evolution equations (1.5), (1.10), (1.11) which was defined in [4, 7] with the help of complicated implicit procedure can be approximated in the generalized strong sense [22, 23] by evolution operators for explicitly defined systems of equations (1.8), (1.10), (1.11).
Formulation of results
Strongly singular equations.
Remind the procedure of constructing the space Π m and operatorĤ entering to eq.(1.5).
First of all, consider the space P m containing all linear combinations of the form:
The inner product in this space is specified by the k − 1 real parameters g 2 , ..., g k . Set
The inner product in P m is
This expression is well-defined, sinceT −m−k χ ∈ H for k ≥ 1, whileT m ψ reg ∈ H. Consider the completion [18] of the space P m which is a Pontriagin space Π m with m = [k/2]. It has the structure Π m = C 2m ⊕ H:
Introduce an indefinite inner product in Π m as follows:
The one-to-one correspondence I : P m → Π m between P m and a dense subset of the space Π m can be specified as I{ 2m l=1 c lT −l χ + ψ reg } = (γ, ρ, ϕ), where
The following statement has been proved in [4, 7] .
Lemma 2.1. The continuation of the mapping I is a one-to-one correspondence between the completion of the space P m and the space Π m .
Instead of the unbounded operatorĤ, it is more convenient to define the bounded operatorĤ −1 . Consider the formal equationĤψ = φ,T ψ + gχ(χ, ψ) = φ and find (formally) ψ:
. Therefore, define the operatorĤ −1 in the space P m as follows:
One should also specify a one-to-one correspondence between α and g. For the case m = 0, definition (2.1) is in agreement with the approach based on self-adjoint extensions [2] . The operator (2.1) can be continued [4] to the space Π m . Thus, the operator H −1 can be viewed as a continuous operator in the Pontriagin space Π m . It does not have zero eigenvalues for α = 0. The inverse operatorĤ
Therefore, space Π m and operatorĤ are constructed.
Approximation of a strongly singular equation.
Formulate now the main results of the paper. The resolving operator for the Cauchy problem for system (1.8) approximates the resolving operator for the Cauchy problem for eq.(1.5) in the general strong sense. Remind the corresponding definition [22, 23] .
Let B and B n , n = 1, 2, ... be Banach spaces, P n : B → B n , n = 1, 2, ... be a sequence of operators with uniformly bounded norms: ||P n || ≤ a < ∞ for some n-independent quantity a. Definition 2.1. We say that a sequence of operators A n : B n → B n , n = 1, 2, ... is {P n } -strongly convergent to operator A : B → B, if for all v ∈ B the property ||P n Av − A n P n v|| → n→∞ 0 is satisfied.
Note that a generalized strong limit of a sequence of operators depends (generally) on the choice of the sequence {P n }; this fact is used in the theory of the Maslov canonical operator in abstract spaces [24, 25] . Definition 2.2. Let u n ∈ B n , n = 1, 2, ..., u ∈ B. We say that a sequence {u n } is of the class [u] (or is {P n }-strongly convergent to u), if ||u n − P n u|| → ∈ C and a vector ψ ∈ H. Define an indefinite inner product in the space B n as follows:
Here z l,n = 0 as l ≥ k by definition. Note that the condition of lemma 2.2 is satisfied at sufficiently large n. The system (1.8) can be presented as a differential equation of the first order
on the vector function Φ n (t) ∈ B n . The operatorsẐ n andĤ n are defined aŝ
Namely, after redefining i Define the operator U n (t) :
taking the initial condition of the Cauchy problem for eq.(1.9) to the solution of the Cauchy problem. Since the solution of the Cauchy problem continuously depends on the initial condition, the operator U n (t) can be continued to the space B n . This continuation U n (t) : B n → B n is unique, provided that it is continuous. Lemma 2.4. The operator U n (t) conserves the indefinite inner product (2.2) .
Introduce the operator P n : B → B n of the form P n : (γ, ρ, ϕ) → (c 0 n , ..., c k−2 n , ψ n ) as follows.
For arbitrary k, set
Specify the quantities c m n , ..., c 2m−1 n from the relations:
For sufficiently large n, c m n , ..., c 2m−1 n are defined uniquely, since z k−1,n = 0. The mapping P n is constructed. Lemma 2.5. As n → ∞, < P n Φ, P n Φ >→< Φ, Φ >.
Introduce now Hilbert inner products in B and B n . Remind that a Hilbert inner product in a Pontriagin space is introduced as follows [18] . First, an arbitrary m-dimensional subspace L m ⊂ Π m such that the indefinite inner product is negatively definite on L m , is considered. Without loss of generality, one can consider only the case when the subspace L m belongs to the domain of H [29] . Otherwise, introduce a basis e ′ i in the space L m , choose some vectors e i form the domain of the operator H such that the distance between e i and e ′ i is smaller than ε. Consider the span of the set of vectors e i . At sufficiently small ε the inner product will be negatively definite on the span.
By J we denote the operator of the form JΦ = Φ at Φ ⊥ L m and JΦ = −Φ at Φ ∈ L m . According to [18] , the bilinear form
specifies a positively definite Hilbert inner product. The topologies corresponding to inner products (2.5) at different L m are equivalent. The inner product (2.5) specified the following norm in B:
To specify a norm in B n , let us use the following statement. Let λ be a sufficiently large positive number such that the resolvent of the operator −Ẑ
At sufficiently large n the inner product < Φ, Φ > P n L m is positively definite on B n and defines a norm
Lemma 2.6 implies the following lemma.
Lemma 2.7. The operators P n are uniformly bounded, ||P n || ≤ a for some nindependent constant a.
The following lemma gives necessary and sufficient condition for the property
In particular, lemma 2.8 shows that the property of {P n }-strong convergence does not depend on the choice of the subspace L m .
The following lemma shows that any initial condition for eq. (1.5) can be obtained as a {P n }-strong limit of the sequence of initial conditions for system (1.8).
Lemma 2.9. For any (γ, ρ, ϕ) ∈ B there exists a sequence {(c 0 n , ..., c
To prove lemma, it is sufficient to choose (c 0 n , ..., c
The main result of the paper is formulated as follows.
Theorem 1. The sequence of operators
For nonstrongly singular case (k = 1 or m = 0) theorem 1 gives the result of [10] .
Formulate analogs of theorem 1 for approximations of eqs. (1.10) and (1.11).
there exists a unique solution of the Cauchy problem for system (1.13). It continuously depends on the initial condition. For ψ(0) ∈ D(H), there exists a unique solution of the Cauchy problem for eq.(1.11). It also continuously depends on the initial condition.
ByŨ n (t),Ũ (t) we denote the operators transforming the initial conditions for the Cauchy problems for eq.(1.13), (1.11) to the solution of the Cauchy problems for eq.(1.13), (1.11) correspondingly.
Theorem 2. The sequence of operatorsŨ n (t) is {P n }-strongly convergent toŨ (t).
there exists a unique solution of the Cauchy problem for eq.(1.12). It continuously depends on the initial condition.
Note that system (1.12) can be presented as
Introduce operators V n (t) and W n (t) on D(T ) from the relation
The operator taking Φ n (0) to the solution of the Cauchy problem for eq.(2.7) at dΦ n (0)/dt = 0 is denoted as V n (t). The operator taking dΦ n (0)/dt to Φ n (t) at Φ n (0) = 0 is denoted as W n (t). Since the solution continuously depends on the initial conditions, the operators V n (t) and W n (t) are bounded. They are uniquely continued to the whole space B n . Analogously, define the operators V (t) and W (t) from the relations
where
The sequence of operators W n (t) is {P n }-strongly convergent to W (t). 
Approximation of the space and resolvent convergence
This section deals with the proof of lemmas 2.2, 2.5-2.8. We also justify that the sequence of resolvents of the operatorsẐ −1 nĤ n converges in a general strong sense to the resolvent of the operatorĤ.
1. Lemma 2.2 is a corollary of the following statement. Consider the real matrices A and B of the dimensions m × m, which consist of elements A ij and B ij , i, j = 1, m. 
contains m negative and m positive squares.
Proof. Since the matrix A is Hermitian, it can be taken to the diagonal form
with the help of an unitary transformation. After sub-
One has
For both cases, the quadratic form α s ξ * s ξ s + ξ * s η s + η * s ξ s contains one negative and one positive square. Therefore, the form (3.2) contains m positive and m negative squares. Lemma 3.1 is proved.
Proof of lemma 2.2. It is sufficient to justify that the quadratic form
contains m negative squares (we set z l,n = 0 for l ≥ k). Take it to the form (3.1). Consider 2 cases.
Since matrix elements B ij vanish as i + j > m + 1, while B ij = z 2m,n = 0 as i + j = m + 1, detB = 0, and the matrix B is invertible. Therefore, the quadratic form (3.3) is taken to the form (3.1) and contains m negative squares.
2. Let k = 2m. Denote
. The quadratic form (3.3) is taken to the form
The matrix elementsB ij vanish at i + j > m and are nonzero at i + j = m. Therefore, the matrixB is invertible. The formula (3.4) is taken to the form
Since z 2m−1,n < 0, the quadratic form (3.5) contains m negative squares. Lemma 2.2 is proved.
2.
The following statement will be used further.
converges to zero if and only if
tends to zero.
Proof. First of all, prove the statement for the special choice of the subspace L m entering to the definition of the norm (2.6). Denote by L (0) the subspace of the space B, which consists of all vectors of the form (γ, ρ, 0). The quadratic form < Φ, Φ >, considered on L (0) , contains m negative squares, so that for some subspace L m ⊂ L (0) it is negatively definite. Consider the Hilbert inner product (2.6) corresponding to L m . It has the structure
Since the inner product (3.7) is positively definite, the matrix M sl is also positively definite. Thus, Φ (n) strongly converges to zero if and only if ||ϕ (n) || tends to zero and
Since all norms in finite-dimensional space are equivalent, the latter property is equivalent to max|x
Since all norms of the type (2.5) in the Pontriagin space are equivalent, we obtain the statement of the lemma for arbitrary choice of L m . Lemma is proved.
Corollary. For some A 1 the following property is satisfied:
Proof. Suppose that statement of corollary is not satisfied. Then it is possible to choose a sequence Φ (n) which obeys one of the following properties:
For definiteness, consider the first case.
Consider the sequence
, tending to zero in the || · || 1 -norm and to infinity in the || · ||-norm.
This contradicts to lemma 3.2. Corollary is proved.
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Consider the operator Q n : B n → B of the form Q n : (c 0 n , ..., c
Introduce in B an additional indefinite inner product:
where g
To prove lemma 3.3, it is sufficient to substitute formulas (3.8) to the inner product (2.2).
Proof. Denote Q n Φ n = X n = (γ n , ρ n , ϕ n ), Q n Ψ n =X n = (γ n ,ρ n ,φ n ). Statement of the corollary means that
This property is a corollary of lemma 3.2. Corollary is proved.
Lemma 3.4. For some quantity C that does not depend on n, Φ and Ψ the esti-
Proof. Let Φ = (γ, ρ, ϕ), Ψ = (γ,ρ,φ). It follows from (3.9) that
Since the sequences g (n)
s+u are convergent, they are bounded. We obtain statement of the lemma.
Corollary. Let Φ n , Ψ n ∈ B. Then the following estimation is satisfied:
Let us check that the sequence of the operators Q n P n : B → B strongly converges to 1. Justify the following statement. Proof. Consider the sequence ξ n = θ(n −T )ξ. Suppose it to be not fundamental in H 1 . Then for some ε > 0 there exists such an increasing sequence n 1 , n 2 , n 3 , ...
For l > C/ε, we obtain a contradiction with the conditions of lemma. Therefore, ξ = lim n→∞ ξ n ∈ H 1 . Lemma 3.5 is proved.
Lemma 3.5 implies the following statement.
Lemma 3.6. 1. The sequence ||T −k/2 χ n || tends to infinity as n → ∞.
The sequence of elements of H of the formT
weakly converges to zero as n → ∞.
Proof. 1. Suppose that the sequence ||T −k/2 χ n || does not tend to infinity. Choose from it the bounded subsequence ||T −k/2 χ n j || ≤ C. One has:
Consider the limit of the left-hand side as j → ∞. Use the fact that the operator T 1/2 θ(b −T ) is bounded. We obtain: ||T −k/2 θ(b −T )χ|| ≤ C. It follows form lemma 3.5 and propertyT
Thus, the sequence η n , n = 1, 2, ... of the elements of the unit sphere in H weakly converges to zero on dense subset of H. Therefore [22] , the sequence η n weakly converges to zero. Lemma 3.6 is proved. Lemma 3.6 implies that z s,n < 0 for sufficiently large n.
The following property is satisfied: Q n P n Φ → n→∞ Φ.
Proof. It follows from the definitions of the operators Q n and P n (3.8) and (2.4) that Q n P n (γ, ρ, ϕ) = (γ, ρ, ϕ n ), where ϕ n = ϕ for odd values of k and
for k = 2m. It follows from lemma 3.5 that ϕ n strongly converges to ϕ as n → ∞. Lemma 3.6 is proved.
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Corollary 2. The sequence Q n P n is uniformly bounded.
. Namely, any strongly convergent sequence is uniformly bounded [26] .
Proof of lemma 2.5. Let Φ ∈ B. It follows from lemma 3.6 that the sequence ||Q n P n Φ|| is bounded. Corollary of lemma 3.4 tells us that < P n Φ, P n Φ > − < Q n P n Φ, Q n P n Φ >→ n→∞ 0.
It follows from lemma 3.6 that < Q n P n Φ, Q n P n Φ >→ n→∞ < Φ, Φ >. We obtain statement of lemma 2.5.
3.
Let us obtain the commutation rule between operator Q n and resolvent of the operatorẐ −1 nĤ n . Denote byR n (λ) the operator in B that takes the set (γ n,1 , ..., γ n,m , ρ n,1 , ..., ρ n,m , ϕ n ), γ n,s , ρ n,s ∈ C, ϕ n ∈ H, to the set (γ n,1 , ...,γ n,m ,ρ n,1 , ...,ρ n,m ,φ n ), which is specified from the relations n has the form (3.10).
Lemma 3.7. The following property is satisfied:
n ,ψ n ) ∈ B n . Denote Q nΦn = (γ n,1 , ...,γ n,m ,ρ n,1 , ...,ρ n,m ,φ n ), Q n Φ n = (γ n,1 , ..., γ n,m , ρ n,1 , ..., ρ n,m , ϕ n ).
Check that Q nΦn =R n (λ)Q n Φ n . It follows from definitions of operatorsẐ n and H n that
Formulas (3.8) imply 3 first equations of the system (3.11). We obtain the 4-th and the 5-th equation form formulas for ρ andρ. The last equation is a corollary of eqs.(3.12). Lemma 3.7 is proved.
Lemma 3.8. Under condition a n (λ) = 0, the quantitiesγ,ρ,φ are defined uniquely form the system (3.11) . Under condition a(λ) = 0 the sequence of operatorsR n (λ) being defined for n ≥ n 0 is strongly convergent as n → ∞.
Proof. Let (γ, ρ, ϕ) ∈ B. Set γ n = γ, ρ n = ρ, ϕ n = ϕ,R n (λ)(γ, ρ, ϕ) = (γ n ,ρ n ,φ n ). It follows from (3.11) thatγ n,1 has the form:
For a n (λ) = 0,γ n,1 is not defined. For this case, other components of the vector γ n , vectorsρ n andφ n are defined uniquely from system (3.11). For a(λ) = 0, the sequenceγ n,1 is convergent. We prove by induction that the sequencesγ
are also convergent as n → ∞. Therefore, the sequence for elements H of the form
is also strongly convergent as n → ∞. The sequenceρ n,m is taken to the form
and has a limit as n → ∞. Therefore, sequences
are convergent. Therefore, the sequence (γ n ,ρ n ,φ n ) is convergent in the ||·|| 1 -norm. Because of corollary of lemma 3.2, it is convergent in the norm || · ||. Lemma is proved.
Denote R(λ) = lim n→∞Rn (λ). It follows from proof of lemma 3.8 that R(λ) is a bounded operator.
We will use further Lemma 3.9. Let A n : B → B, n = 1, 2, ... be a strongly convergent as n → ∞ sequence of operators, A n → n→∞ A and A n Q n = 0. Then A = 0.
Proof. It follows form the condition of lemma that A n Q n P n = 0. Lemma 3.6 implies that the sequence of operators Q n P n : B → B is strongly convergent to 1, so that A n Q n P n → n→∞ A in a strong sense. Therefore, A = 0. 
Proof. Consider the following sequence of operators A n : A n =R n (λ) −R n (µ) + (λ − µ)R n (λ)R n (µ). It satisfies the property A n Q n = 0 and strongly converges as n → ∞ to R(λ) − R(µ) + (λ − µ)R(λ)R(µ). We obtain statement of lemma.
Lemma 3.11. Under condition a(λ) = 0 the following property is satisfied:
Proof. Justify that for λ = 0 the operator R(λ) coincides with the operatorĤ −1 defined in section 2. Find an explicit form ofĤ −1 . It follows from (2.1) that
where a =<T −1 χ,
One has:
The formula (3.14) can be presented in the following form as n → ∞:
it coincides withγ 1 = −αa. Formulas (3.15) -(3.18) also coincide with (3.21) . Therefore, property (3.20) is satisfied as λ = 0. It follows from (3.19) that R(λ) is a pseudoresolvent [22] , Therefore, property (3.20) is satisfied for all λ obeying the condition a(λ) = 0. Lemma 3.12. Under condition a(λ) = 0 the following property is satisfied:
Proof. Check that the conditions of the corollary of lemma 3.3 are satisfied. Namely, for Φ ∈ B one has
An analogous property is correct for Ψ also. Therefore,
The properties Q n P n Φ → Φ, Q n P n Ψ → Ψ imply the statement of the lemma.
Proof of lemma 2.6. Choose such a basis e 1 , ..., e m in L m that obeys the condition < e i , e j >= −δ ij . To prove negative definiteness of the inner product on
it is sufficient to check the positive definiteness of the matrix
Its components tend to the components of the unit matrix according to lemma 3.12.
At sufficiently large n ||A (n) − 1|| < 1/2, so that
Positive definiteness of the inner product < Φ, Φ > L n m is a corollary of general results of [18] . Lemma 2.6 is proved.
Proof. It follows from formula (2.5) that:
where M (n) is a matrix being inverse to (3.22) . It follows form the conditions of lemma that
We obtain statement of lemma 3.13.
Proof of lemma 2.7. Check that conditions of lemma 3.13 are satisfied. Use the corollary of lemma 3.4.
Lemma 2.7 is proved.
Lemma 3.14. ||Φ n || ≤ A 3 ||Q n Φ n || for some constant A 3 .
Proof. One has:
It follows form lemma 3.4 that
We obtain statement of lemma. Proof. It is sufficient to check that for any Φ ∈ B ||(Ẑ
It follows from lemma 3.14 that ||Φ n || → 0, provided that ||Q n Φ n || → 0. It is sufficient to prove then that
This property is a corollary of the relation
Lemma 3.15 is proved.
Proof. Since the norm of the operator J entering to eq.(2.5) is equal to 1, the following estimation is satisfied for the indefinite inner product:
Therefore,
for all Φ ∈ B, Φ n ∈ B n . Lemma 3.3 implies that property (3.23) can be presented as
Choose Φ = (γ,ρ, 0). Then Q n P n Φ = Φ. Denote Q n Φ n = (γ n , ρ n , ϕ n ). It follows from the second property (3.24) that:
s+u | ≤ C 2 ||Φ n || for some constant C 2 . Therefore, |ρ n,s | ≤ C 3 ||Φ n ||.
It follows from the first inequality (3.24) that:
Therefore, ||ϕ n || ≤ C 1/2 4 ||Φ n ||. For norm (3.6) of the vector Q n Φ n , the following estimation is satisfied: ||Q n Φ n || 1 ≤ C||Φ n ||. Making use of the corollary of lemma 3.2, we obtain statement of lemma 3.16. Proof. The condition {Φ n } ∈ [Φ] means that ||Φ n − P n Φ|| → 0. It follows from lemmas 3.15 and 3.17 that it is equivalent to ||Q n Φ n − Q n P n Φ|| → 0.
(3.25)
Since ||Q n P n Φ − Φ|| → 0 according to lemma 3.6, the condition (3.25) is equivalent to Q n Φ → Φ. Lemma 3.17 is proved.
Lemma 3.17 implies lemma 2.8.
Some properties of solutions of evolution equations
This section deals with investigations of the properties of evolution operators for eqs.(1.5), (1.8), (1.10), (1.11), (1.12), (1.13). Lemmas 2.3, 2.4 and first parts of theorems 2,3 are proved.
1. Investigate properties of the operators entering to the right-hand sides of evolution equations. As usual, we call operators which are self-adjoint with respect to the indefinite inner product in B or B n as J-self-adjoint operators, while operators being self-adjoint with respect to the inner product Proof. It follows from [18] that it is sufficient to check that the bounded operator (Ẑ −1 nĤ n +λ) −1 is J-self-adjoint for some real λ. Lemmas 3.3 and 3.7 imply that this property is equivalent to selfadjointness of the operatorR n (λ) : (γ, ρ, ϕ) → (γ,ρ,φ) with respect to the inner product < ·, · > n . To justify the latter property, it is sufficient to check that for all Φ = (γ, ρ, ϕ) the inner product
is real. It follows from (3.11) that:
Therefore, expression (4.1) is real.
Self-adjointness of the operator H is checked analogously [4, 7] . Lemma 4.1 is proved. 
of a H-self-adjoint operatorĤ 1 n and a bounded operatorĤ 2 n ; for some n-independent quantities B 1 and
The operatorĤ is a sumĤ 1 +Ĥ 2 of a H-self-adjoint operatorĤ 1 being semibounded below and a bounded operatorĤ 2 .
To prove this lemma, let us prove lemmas 4.3-4.7. Proof. Since the operatorT is positive and self-adjoint, the difference
is positive as λ 1 > λ 2 . Thus, f increases. Check that f (λ) tends to infinity as λ → ∞. Suppose, that f (λ) < C for some C. Then the property of positive definiteness of the operatorT implies that for all
Consider the limit λ → ∞. We find: (χ,T −k θ(b−T )χ) ≤ C. According to corollary of lemma 3.5, we obtain a contradiction with the condition χ / ∈ H −k . Lemma 4.3 is proved. 
Proof. Suppose that for some C for all λ 0 and n 0 there exist such λ > λ 0 and n > n 0 that f n (λ) ≤ C. Analogously to the previous subsection, we justify that the function f n (λ) is increasing. This implies that f n (λ 0 ) ≤ C. Therefore, for some sequence
Φ n is determined from the system (3.11).
Lemma 4.5. For some constants λ 0 , n 0 and A 4 for λ ≥ λ 0 and n ≥ n 0 the operatorR n (λ) is well-defined and obeys properties:
Proof. It follows form the system (3.11) thatc m n = (a n (λ)) −1 b n (λ), where a n (λ) has the form (3.13), while
For some A 5 , the following property is satisfied:
Obtain an estimation for a n (λ). 1. At k = 2m z 2m,n = 0. Lemma 4.4 implies
for sufficiently large λ 0 and n 0 . Therefore,
The inequalities ||T
. We obtain the following inequality: |b n (λ)/a n (λ)| ≤ λ −1 C 2 ||Φ|| 1 and eq.(4.4). Existence of the operatorR n (λ) for λ ≥ λ 0 and n ≥ n 0 is a corollary of the proved property a n (λ) = 0. Lemma 4.5 is proved. Lemma 4.6. For some constant B 3 the following property is satisfied:
Proof. It follows form the second equation of the system (3.11) that λ|γ n,m | ≤ C 1 ||Φ|| 1 . We obtain from the first equation by induction that λ|γ n,s | ≤ C 1 ||Φ|| 1 for s = 1, m − 1. It follows form the positive definiteness of the operatorT and from the third equation that
The latter equation of the system (3.11) implies: λ|ρ n,1 | ≤ C 3 ||Φ|| 1 . The 4-th equation implies λ|ρ n,s | ≤ C 4 ||Φ|| 1 , s = 2, m. We obtain statement of lemma 4.6.
Corollary of lemma 3.2 implies
Corollary. For some constant B 4 the following property is satisfied: λ||R n (λ)|| ≤ B 4 .
Lemma 4.7. There exist constants B 5 , λ 0 and n 0 such that for λ ≥ λ 0 and n ≥ n 0 λ||(λ +Ẑ −1
Proof. Lemma 3.11 implies the second property of (4.5). It follows form lemmas 3.14, 3.16 and 3.7 that
Lemma is proved.
Proof of lemma 4.2. By R n we denote the orthogonal with respect to the inner product (2.2) projector on the subspace L n m , by R ⊥ n denote the orthogonal projector on (L n m )
⊥ . Set
Check that the operators H 1 and H 2 obey the properties (4.3). Since the inner products < ·, · > and
is a H-self-adjoint operator. Find an estimation on the norm of the operator H 2 n . The operator R n is rewritten as
ij is a matrix being inverse to (3.22) 
For the norm of the operatorẐ
nĤ n R n , we obtain the following estimation:
the quantity (4.6) is bounded uniformly with respect to n. An analogous estimation can be obtained for norms of the operatorsẐ
To check that the operatorĤ 1 n is semi-bounded below, present it as a sum of an absolutely convergent in the norm-topology series: (λ +Ĥ
k provided that λ ≥ BB 5 and λ ≥ λ 0 . Namely, for this case the norm of the k-th term of the series is not larger than
λ k+1 . Therefore, for sufficiently large λ and n ≥ n 0 the resolvent of the H-self-adjoint operatorĤ 1 n is bounded. Therefore, the spectrum of the operatorĤ 1 n is semibounded below by an n-independent quantity. Analogously, we prove statement of lemma 4.2 for the operatorĤ. Lemma 4.2 is proved.
Without loss of generality, suppose that the quantity C entering to lemma 4.2 obeys the property C > 0. Otherwise, one can redefine the operatorsĤ 
Proof. It was shown in [22] that if T is a generator for a one-parametric semigroup e −T t such that ||e
while A is a bounded operator, then T + A is also a generator of a semigroup. Moreover, ||e −(T +A)t || ≤ M e (β+M ||A||)t . The operator iĤ 1 n for the case of a Hself-adjointĤ 1 n is a generator of a one-parametric semigroup of H-unitary operators. This means that property (4.7) is satisfied for M = 1, β = 0. Therefore, ||e
Bt . The second inequality is checked analogously. Since the operatorĤ 1 satisfies the propertyĤ 1 ≥ C, it is a generator of a one-parametric semigroup, while ||e −Ĥ 1 n t || ≤ e −Ct . We prove lemma 4.8.
Nota also that sinceĤ
n is a generator of a one-parametric semigroup, there exists a unique solution of the Cauchy problems for eqs. (1.13) and (1.11) for
. This solution continuously depends on the initial conditions. Lemma 2.10 is proved.
To prove lemma 2.11, justify some auxiliary statements being analogous to [27] . Consider the following differential equation in the Banach space B
with closed operatorÂ. 
Proof. The function of the form
is a solution of the Cauchy problem for eq. 
Proof. According to corollary of lemma 4.10, the function Φ(t) is a solution of the Cauchy problem for eq. (4.8) if and only if 19) where V 1 (t) = cos( T 1 t), W 1 (t) = has a unique solution (see, for example, proof of [28] ), which can be presented as a sum of an absolutely convergent in the norm-topology series:
Lemma 4.12 is proved.
Lemmas 4.12 and 4.2 imply
Corollary. The statement of lemma 2.11 is satisfied. For t ∈ [0, T ] there exists an n-independent quantity M such that ||V n (t)|| ≤ M , ||V (t)|| ≤ M , ||W n (t)|| ≤ M , ||W (t)|| ≤ M .
Convergence in generalized strong sense.
Let us justify the property of generalized strong convergence of the operators U n , V n and W n entering to theorems 1-3. Let us first investigate some properties of generalized strong convergence. Formulate an analog of the Banach-Steinhaus theorem. . Choose such n 0 , that for n ≥ n 0 ||A n v ′ || ≤ ε/2. Then ||A n v|| ≤ ||A n v ′ || + ||A n ||||v − v ′ || ≤ ε. We obtain statement of lemma.
Remarks. The proof of ref. [26] of the Banach-Steinhaus theorem cannot be generalized to the case of {P n } -strong convergence. Proof of [23] uses also the condition ||P n v|| → n→∞ ||v||.
Lemma 5.2. Let A n : B → B n , n = 1, 2, ... be a sequence of operators satisfying the following property: for each v ∈ B the sequence ||A n v|| is bounded. Then ||A n || ≤ M for some n-independent quantity M .
Proof. is analogous to [26] .
Lemma 5.3.. Let B n : B n → B n , n = 1, 2, ... be a sequence of operators which {P n }-strongly converges to the operator B : B → B. Then the sequence ||B n P n || is bounded.
Proof. Denote A n = B n P n . For all v ∈ B ||A n v − P n Bv|| → n→∞ 0, so that the sequence ||A n v − P n Bv|| is bounded, ||A n v − P n Bv|| ≤ M . Therefore, ||A n v|| ≤ ||A n v−P n Bv||+||P n ||||Bv|| ≤ M +a||Av||. Lemma 5.2 implies statement of lemma. 
Proof. One has:
||A n u n − P n Au|| ≤ ||A n ||||u n − P n u|| + ||A n P n u − P n Au|| → n→∞ 0.
Proofs of theorems 1 and 2 are identical to ref. [22] .
Proof of theorem 3. Let v ∈ B, ζ satisfy the condition a(λ) = 0. Consider the function w n (t) of the form v n (t) = V n (t)(Ẑ nĤ n + ζ) −1 P n || + ||P n ||||(Ĥ + ζ) −1 ||)M ||v||, so that the sequence ||ξ n (τ )|| is uniformly bounded according to lemma 5.3. The Lesbegue theorem (see, for example, [28] ) implies that the integral in the right-hand side of formula (5.2) tends to zero. Therefore, ||v n (t)|| → n→∞ 0, so that ||V n (t)(Ẑ 
