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NARROW ARITHMETIC PROGRESSIONS IN THE PRIMES
XUANCHENG SHAO
Abstract. We study arithmetic progressions in primes with common differences as small
as possible. Tao and Ziegler showed that, for any k ≥ 3 and N large, there exist non-trivial
k-term arithmetic progressions in (any positive density subset of) the primes up to N with
common difference O((logN)Lk), for an unspecified constant Lk. In this work we obtain this
statement with the precise value Lk = (k − 1)2k−2. This is achieved by proving a relative
version of Szemere´di’s theorem for narrow progressions requiring simpler pseudorandomness
hypotheses in the spirit of recent work of Conlon, Fox, and Zhao.
1. Introduction
A central problem in additive number theory concerns finding in the set of primes various
linear patterns, such as k-term arithmetic progressions (k-APs) for k ≥ 2. The groundbreak-
ing work of Green and Tao [7] shows that any positive density subset of the primes contains
infinitely many k-APs.
Theorem 1.1 (Arithmetic progressions in primes). Let k ≥ 2 be a positive integer and δ > 0
be real. Let N be sufficiently large depending on k and δ. Then any subset A ⊂ P ∩ [N ] with
|A| ≥ δN/ logN contains a nontrivial k-AP.
Here P denotes the set of primes, [N ] denotes the interval {1, 2, · · · , N}, and a k-AP
is called nontrivial if its common difference is nonzero. Recall Szemere´di’s theorem, which
asserts the existence of k-APs in dense subsets of the integers. Since the set of primes has
density zero in the integers, Szemere´di’s theorem does not immediately imply Theorem 1.1.
The main idea in [7], now referred to as the transference principle, is then to place the set of
primes densely inside a superset of “almost primes”, and to show that this superset satisfies
certain pseudorandomness hypotheses so that it behaves just like the set of all integers.
Theorem 1.2 (Relative Szemere´di’s theorem). Let k ≥ 2 be a positive integer and δ > 0 be
real. Let N be prime and sufficiently large depending on k and δ. Let G = Z/NZ and let
f, ν : G → R be functions satisfying 0 ≤ f ≤ ν. Suppose that ν satisfies the k-linear forms
conditions, and that Ef ≥ δ. Then Λ(f, · · · , f) ≥ c for some constant c = c(k, δ) > 0.
Here Ef and Eν denotes the average value of f and ν, respectively, and the counting
function Λ(f1, · · · , fk) is defined by
Λ(f1, · · · , fk) = En∈GEd∈Gf1(n)f2(n + d) · · ·fk(n+ (k − 1)d)
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for functions f1, · · · , fk : G→ R.
Recently Conlon-Fox-Zhao [1] found a simpler proof of Theorem 1.2 using a sparse hy-
pergraph regularity lemma, which also has the pleasant consequence of weakening the linear
forms conditions that the majorant ν must satisfy. For the precise definition of these linear
forms conditions, see Definition 2.1 below and the remarks following it.
The main goal of this paper is to find k-APs in primes with common difference as small
as possible. This problem of finding narrow progressions in the primes has been studied by
Tao and Ziegler [15, 16]. In fact, they studied the much more general problem of finding
narrow polynomial progressions of the form a + P1(d), · · · , a + Pk(d), where P1, · · · , Pk are
polynomials satisfying P1(0) = · · · = Pk(0) = 0, and showed that the step of these progres-
sions d can be taken O((logN)L) for some constant L > 0 (depending only on P1, · · · , Pk).
Moreover, they remarked that, in the case of arithmetic progressions, L can be taken to be
Ck2k for some absolute constant C > 0 by following their arguments specialized to APs.
Our main result confirms this remark, and moreover gives a precise value of the exponent L,
which we will argue is optimal under current technologies.
Theorem 1.3 (Narrow arithmetic progressions in primes). Let k ≥ 2 be a positive integer
and δ > 0 be real. Let N be sufficiently large depending on k and δ. Then any subset
A ⊂ P ∩ [N ] with |A| ≥ δN/ logN contains a nontrivial k-AP with common difference d
satisfying |d| = Ok,δ((logN)
Lk) for any ε > 0, where Lk = (k − 1)2
k−2.
Just as Theorem 1.1 is deduced from Theorem 1.2, Theorem 1.3 will be deduced from the
following relative version for narrow progressions.
Theorem 1.4 (Relative Szemere´di’s theorem for narrow progressions). Let k ≥ 2 be a
positive integer and δ > 0 be real. Let N be prime and sufficiently large depending on k and
δ. Let G = Z/NZ and let f, ν : G → R be functions satisfying 0 ≤ f ≤ ν. Let D,S ≥ 2 be
positive integers satisfying S = o(D). Suppose that ν satisfies the k-linear forms conditions
with width S, and that Ef ≥ δ. Then ΛD(f, · · · , f) ≥ c for some constant c = c(k, δ) > 0.
Here the counting function ΛD(f1, · · · , fk) is defined by
ΛD(f1, · · · , fk) = En∈GEd∈[D]f1(n)f2(g + d) · · ·fk(n+ (k − 1)d)
for f1, · · · , fk : G→ R, and the interval [D] is embedded in G in the obvious way.
See Definition 2.1 below for the precise definition of the k-linear forms conditions with
width S, which are analogues of the k-linear forms conditions needed in Conlon-Fox-Zhao’s
work [1] in the narrow setting.
Remark 1.5 (The exponent Lk). If the set P in Theorem 1.3 is replaced by a random subset
of [N ] with density 1/ logN , then the statement holds with Lk replaced by k−1 almost surely
(see [16, Proposition 2]). On the other hand, Theorem 1.3 fails if the exponent is smaller
than k − 1 (see [16, Proposition 1]). In Remark 2.3 below, we will see that (the normalized
characteristic function of) a random subset of [N ] with density α satisfies the k-linear forms
conditions with width O(α−Lk), and moreover the exponent Lk here is optimal. Thus if
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one tries to prove Theorem 1.3 with a smaller value of Lk via a transference principle, it is
necessary to seek for even more simplified linear forms conditions than those in [1].
One might ultimately be interested in the case when A = P is the set of all primes.
The Hardy-Littlewood conjecture implies that there are infinitely many nontrivial k-APs
in primes with common difference Ok(1). This is only known unconditionally in the case
k = 2 thanks to recent breakthroughs by Zhang [17] and by Maynard [12] (and by Tao
independently), which asserts that there are infinitely many pairs of primes with bounded
gap. The Hardy-Littlewood conjecture also predicts an asymptotic formula for the number of
k-APs in primes up toN of a given common difference. For the problem of counting all k-APs
in primes (without any restrictions on d), and indeed for counting any linear pattern with
finite complexity, such an asymptotic formula is established in [8] (with a crucial ingredient
in [9]). Finally, one could also ask for asymptotic formulas of this type with the Liouville
function λ or the Mobiu¨s function µ (in which case the main term should be zero). Strong
results of this type are recently established by Matoma¨ki-Radziwi l l-Tao [11] in the case k = 2.
They showed that
Ed∈[D]
∣∣En∈[N ]µ(n)µ(n+ d)∣∣ = o(1)
as soon as D →∞, with a crucial input from [10] regarding multiplicative functions in (very)
short intervals.
2. Outline of proof
Conventions. Throughout this paper we fix the positive integer k ≥ 2. We always work in
the cyclic group G = Z/NZ, where N is always assumed to be prime and sufficiently large.
An integer n is also viewed as an element in G in the natural way. We use o(1) to denote a
quantity that tends to zero as N → ∞. For a vector s, we always use s1, s2, · · · to denote
its coordinates. Similarly, a vector s(τ) for some τ ∈ {0, 1} has coordinates s
(τ)
1 , s
(τ)
2 , · · · , and
a vector s(ω) for some ω = (ω1, ω2, · · · ) has coordinates s
(ω1)
1 , s
(ω2)
2 , · · · .
In this section we state the main ingredients in the proof of Theorems 1.3 and 1.4. We
start by defining the k-linear forms conditions appearing in the statement of Theorem 1.4
(compare with [1, Definition 2.2]).
Definition 2.1 (Linear forms conditions). Let k ≥ 2 be a positive integer. Let N be prime
and let G = Z/NZ. Let S ≥ 2 be real. We say that a function ν : G → R satisfies the
k-linear forms conditions with width S if the following conditions hold.
(1) For any convex body Ω ⊂ R2k with inradius r(Ω) ≥ S and Ω ⊂
[−r(Ω)O(1), r(Ω)O(1)]2k, we have
En∈GE(s(0) ,s(1))∈Ω∩Z2k
k∏
j=1
∏
ω∈{0,1}[k]\{j}
ν
(
n + ψj(s
(ω))
)e(j,ω)
= 1 + o(1),
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for each choice of e(j, ω) ∈ {0, 1}, where ψj : Z
k → Z is the linear form defined by
(2.1) ψj(s1, · · · , sk) =
k∑
i=1
(j − i)si.
(2) For any convex body Ω ⊂ R2k with inradius r(Ω) ≥ S and Ω ⊂
[−r(Ω)O(1), r(Ω)O(1)]2k, we have
En∈GE(s(0),s(1))∈Ω∩Z2k
∏
ω∈{0,1}k
ν
(
n + ψ(s(ω))
)e(ω)
= 1 + o(1),
for each choice of e(ω) ∈ {0, 1}, where ψ : Zk → Z is the linear form defined by
(2.2) ψ(s1, · · · , sk) = k!
k∑
i=1
si.
(3) For any convex body Ω ⊂ R2 with inradius r(Ω) ≥ S and Ω ⊂ [−r(Ω)O(1), r(Ω)O(1)]2,
and any 1 ≤ j ≤ k, we have
En∈Gν(n)
e
∑
(d(0),d(1))∈Ω∩Z2
∏
1≤i≤k
i 6=j
∏
τ∈{0,1}
ν(n + (i− j)d(τ))e(i,τ) = 1 + o(1),
for each choice of e, e(i, τ) ∈ {0, 1}.
In the first condition, since ψj does not depend on the jth variable, ψj(s
(ω)) makes sense for
ω ∈ {0, 1}[k]\{j}. As explained in [1, Section 2.2], the first set of these linear forms conditions
occur quite naturally, corresponding to 2-blowups of triangles in appropriate hypergraphs.
These blowups are eventually responsible for the extra factor of 2k−2 in the exponent Lk.
The presence of the other linear forms conditions are purely technical, coming from extra
manoeuvres required to deal with the narrow nature of the progressions. However, the value
of Lk depends critically on only the first set of conditions.
Example 2.2. When k = 3, the first condition in the 3-linear forms conditions are saying
that the product of the following 12 terms:
ν(n− x2 − 2x3), ν(n− x2 − 2y3), ν(n− y2 − 2x3), ν(n− y2 − 2y3),
ν(n + x1 − x3), ν(n+ y1 − x3), ν(n+ x1 − y3), ν(n + y1 − y3),
ν(n + 2x1 + x2), ν(n + 2y1 + x2), ν(n + 2x1 + y2), ν(n + 2y1 + y2),
when averaged over n ∈ G and (x1, x2, x3, y1, y2, y3) ∈ Ω∩Z
6, is equal to 1+ o(1). The same
holds for the product of any subset of these 12 terms.
The proof of the relative Szemere´di theorem for narrow progressions (Theorem 1.4) will
be carried out in Sections 7-9. While the proof of its global analogue (Theorem 1.2) in [1]
proceeds by passing to the corresponding counting problem in hypergraphs, we are unable
to find a good graph model for counting narrow progressions. We thus proceed entirely in
the arithmetic setting, motivated by the work of Zhao [18].
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Remark 2.3. Now that the k-linear forms conditions are precisely defined, let us explain why
any majorant ν for the primes should not satisfy the k-linear forms conditions with width S
below (logN)Lk . We illustrate this with the example k = 3 and L3 = 4, and recall the linear
forms in Example 2.2. Consider the contribution from those terms with x1 = y1. Under
this restriction, four pairs of these linear forms take the same values. Since ν2 should have
average about logN , the average over all terms with x1 = y1 should have size about (logN)
4.
Thus if S is smaller than (logN)4, these contributions will dominate and the linear forms
conditions fail. Similarly, for general k, the restriction x1 = y1 creates Lk = (k−1)2
k−2 pairs
of linear forms having the same value, and thus S must be larger than (logN)Lk . The same
argument also shows that, if ν is the normalized characteristic function of a random subset
of [N ] with density α, then it does not satisfy the k-linear forms conditions with width S
below α−Lk .
This remark motivates the following definition.
Definition 2.4. Let Ψ = (ψ1, · · · , ψt) : Z
d → Zt be a system of distinct affine linear forms
in d variables x = (x1, · · · , xd). For any I ⊂ [t], let ΨI = {ψi : i ∈ I} and define
Π(ΨI) = {x ∈ R
d : ψi(x) = ψj(x) whenever i, j ∈ I}.
Furthermore, for any partition π of [t] (so that π is a collection of disjoint subsets of [t] whose
union is [t]), define
Π(Ψ, π) =
⋂
I∈π
Π(ΨI).
Finally, define
L(Ψ) = sup
|π|<t
t− |π|
codim Π(Ψ, π)
,
where |π| denotes the number of subsets in the partition π, and the supremum is taken over
all partitions π of [t] with |π| < t.
The denominator codim Π(Ψ, π) is the smallest number of independent linear conditions
on x1, · · · , xd needed to create a linear subvariety on which linear forms from the same atom
of π are identical. By convention we set codim Π(Ψ, π) =∞ if Π(Ψ, π) = ∅. Since Ψ consists
of distinct linear forms, this codimension is positive whenever |π| < t. If Ψk is the collection
of linear forms appearing in the first set of k-linear forms conditions, then L(Ψk) ≥ Lk by
Remark 2.3. We will show in Section 6 that equality holds.
Proposition 2.5. Let k ≥ 2 be a positive integer, and let Ψ be the system of linear forms ap-
pearing in the first condition in the k-linear forms conditions. More precisely, Ψ is the collec-
tion of linear forms ψ in 2k variables s(0) = (s
(0)
1 , s
(0)
2 , · · · , s
(0)
k ) and s
(1) = (s
(1)
1 , s
(1)
2 , · · · , s
(1)
k )
of the form
ψ(s(0), s(1)) = ψj(s
(ω))
for some 1 ≤ j ≤ k and ω ∈ {0, 1}[k]\{j}, where ψj is defined in (2.1). Then L(Ψ) = Lk =
(k − 1)2k−2.
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This proposition explains the occurrence of Lk in Theorem 1.3. In principle we also need to
evaluate L(Ψ) for the systems Ψ appearing in the second and the third set of k-linear forms
conditions. These tasks are much easier. A moment’s thought reveals that L(Ψ) = 2k−1
when Ψ is the system in the second set of conditions, and L(Ψ) = k − 1 when Ψ is the
system in the third set of conditions. Both values are at most (k − 1)2k−2 when k ≥ 3.
In order to apply Theorem 1.4 we also need a majorant ν for the (W -tricked) primes
satisfying the k-linear forms conditions. The idea of using a smoothly truncated version of
Selberg’s weight was first consider by Goldston-Pintz-Yıldırım [4, 5]. See also [8, Appendix
D] and the note [14]. In Sections 3-5 we will review the basic properties of this majorant
and prove that it satisfies the k-linear forms conditions.
Proposition 2.6 (Pseudorandom majorants). Fix a positive integer t0. Let N be prime and
sufficiently large, and let G = Z/NZ. Let w ≤ 0.1 log logN be a slowly growing function of
N , and let W =
∏
p≤w p. Take any reduced residue class b (mod W ). There exists a function
ν = νW,b : G→ R satisfying the following conditions.
(1) νW,b(n) ≥ 0 for any n and moreover
νW,b(n) ≥
cϕ(W ) logN
W
for some constant c = c(t0) > 0, whenever Wn+ b is prime and Wn+ b > N
1/2.
(2) For any system of distinct affine linear forms Ψ = (ψ1, · · · , ψt) : Z
d → Zt with t ≤ t0,
and any convex body Ω ⊂ Rd with inradius r(Ω) and Ω ⊂ [−r(Ω)O(1), r(Ω)O(1)]d, such
that r(Ω) ≥ g(N)(logN)L(Ψ) for a function g satisfying g(N) → ∞ as N → ∞, we
have
En∈GEx∈Ω∩Zd
t∏
i=1
νW,b(n+ ψi(x)) = 1 + oΨ;N→∞(1).
In view of Proposition 2.5 and the remark following it, this implies that the function
νW,b satisfies the k-linear forms conditions with width g(N)(logN)
Lk . We now have all the
ingredients needed to deduce Theorem 1.3.
Deduction of Theorem 1.3 from Theorem 1.4 assuming Propositions 2.5 and 2.6. We may
assume that k ≥ 3, as the statement is trivial when k = 2. By a diagonalization argu-
ment, it suffices to prove the statement with |d| ≤ g(N)(logN)Lk for any slowly growing
function g and large N . Let w = w(N) ≤ 0.1 log g(N) be a slowly growing function and
let W =
∏
p≤w p, so that W ≤ g(N)
1/2. Choose a prime N ′ ∈ [2N/W, 4N/W ], and let
G = Z/N ′Z. By the pigeonhole principle, we may choose a reduced residue class b (mod W )
such that
(2.3) A∩{p ∈ P : p ≡ b (mod W ) and p > N1/2} ≥
δN
ϕ(W ) logN
−N1/2 ≥
δN
2ϕ(W ) logN
.
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Let ν = νW,b : G → R be the majorant from Proposition 2.6, and let f : G → R be the
function defined by
f(n) =
{
cϕ(W ) logN ′
W
Wn+ b ∈ A and Wn+ b > N ′1/2
0 otherwise,
where c = c(k) > 0 is sufficiently small. Then 0 ≤ f ≤ ν. Moreover, from (2.3) we obtain
En∈Gf(n) ≥
1
N ′
·
cϕ(W ) logN
W
·
δN
2ϕ(W ) logN
≥
cδ
10
.
Set S = g(N)1/4(logN)Lk and D = ⌊g(N)1/2(logN)Lk⌋. Since ν satisfies the k-linear forms
conditions with width S (see the remark following Proposition 2.6), we may apply Theorem
1.4 to conclude that ΛD(f, · · · , f)≫δ 1. In other words, there exist k-APs n, n+ d, · · · , n+
(k − 1)d with 1 ≤ d ≤ D such that each n + jd (0 ≤ j ≤ k − 1) lies in the support of f .
Each such k-AP gives rise to a k-AP Wn + b,W (n+ d) + b, · · · ,W (n+ (k − 1)d) + b in A,
with step Wd ≤WD ≤ g(N)(logN)Lk , as desired. 
3. The truncated von-Mangoldt function and the prime majorant
We construct the majorant ν required in Proposition 2.6 as follows. Let R ≤ N1/2 be
a parameter and let χ : R → R be a smooth function supported on [−1, 1]. Assume that
χ(0) ≥ 1/2 and moreover
(3.1)
∫ ∞
−∞
|χ′(t)|2dt = 1.
Define the truncated von-Mangoldt function Λχ,R with parameter R and the smooth cutoff
χ by the formula
(3.2) Λχ,R(n) = logR
∑
d|n
µ(d)χ
(
log d
logR
)
.
Note that if n is prime and n > R, then Λχ,R(n) = χ(0) logR ≥ (logR)/2. Define the
majorant νχ,R,W,b : G→ R by the formula
(3.3) νχ,R,W,b(n) =
ϕ(W )
W logR
Λχ,R(Wn+ b)
2.
It is clearly non-negative, and satisfies
(3.4) νχ,R,W,b(n) ≥
ϕ(W ) logR
4W
,
whenever Wn + b is prime and Wn + b > R. The smoothly truncated nature of χ allows
us to obtain precise asymptotic formulas for correlation estimates involving Λχ,R. First we
need some definitions.
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Definition 3.1 (Singular series). For a vector h = (h1, · · · , hk) ∈ Z
k we define the singular
series
G(h) =
∏
p
(
1−
1
p
)−r (
1−
νp(h)
p
)
,
where r = #{h1, · · · , hk} and νp(h) is the number of residue classes modulo p occupied by
elements in h1, · · · , hk. For a positive integer W , define also the W -tricked singular series
GW (H) =
∏
p∤W
(
1−
1
p
)−r (
1−
νp(h)
p
)
.
Definition 3.2 (Sieve factor). Let χ : R → R be a smooth compactly supported function.
For any positive integer m, we define the sieve factor
cχ,m =
∫
R
· · ·
∫
R
∏
I⊂[m]:I 6=∅
(∑
j∈I
(1 + itj)
)(−1)|I|−1 m∏
j=1
ψ(tj)dtj ,
where the function ψ : R→ R is defined by the relation
exχ(x) =
∫ ∞
−∞
ψ(t)e−ixtdt.
More generally, for a vector h = (h1, · · · , hk) ∈ Z
k, define the sieve factor
cχ(h) =
∏
h∈{h1,··· ,hk}
cχ(m(h)),
where m(h) = #{1 ≤ i ≤ k : hi = h}.
We will not directly need the precise definition of cχ,m, apart from the fact that cχ,2 = 1,
a consequence of the normalization (3.1).
Proposition 3.3 (Correlation estimates for Λχ,R). Let N,W be positive integers and
let b (mod W ) be a reduced residue class. Let Λχ,R be defined as in (3.2). Let h =
(h1, h2, · · · , hk) ∈ Z
k. Then
En≤N
k∏
i=1
Λχ,R(W (n+hi)+b) =
(
W
ϕ(W )
)r
(cχ(h)GW (h)+o(E(h)))(logR)
k−r+O(N−1Rk(logR)k),
where r = #{h1, · · · , hk}, and
E(h) = exp
O
 ∑
p|∆(h)
1
p

with
(3.5) ∆(h) =
∏
1≤i<j≤k
hi 6=hj
(hi − hj).
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Proof. When W = 1, this is exactly the main result in [14]. The general case follows from a
straightforward adaptation of the argument there. 
In Section 4 we establish some auxiliary results concerning average values of singular series,
used to understand averages of GW (h) and E(h) as h varies. In Section 5, we will then prove
that the function νχ,R,W,b satisfies the required correlations estimates in Theorem 2.6.
4. Average of the singular series
In this section, we prove an auxiliary result on the average of singular series appearing in
Proposition 3.3. This is a generalization of a result of Gallagher [3] (see also [2]).
Proposition 4.1. Let w ≥ 1 be a parameter. For each prime p, let gp(h) = gp(h1, · · · , ht)
be a function with gp ≥ 1 such that the following conditions hold:
(1) gp(h) = 1 +O(p
−1) for any h ∈ Zt;
(2) gp(h) = 1 +O(p
−2) if p ∤ ∆(h), where ∆(h) is defined in (3.5);
(3) gp(h) = 1 whenever p ≤ w.
Define g : Zt → R by the (absolutely convergent) infinite product
g(h) =
∏
p
gp(h).
Let H ⊂ Zt be a (multi)set. Then for any Q ≥ 2 and ε > 0, we have
Eh∈Hg(h) = 1+O(w
−1) +O
( ∑
w<q≤Q
µ2(q)Cω(q)
q
Ph∈H(q | ∆(h))
)
+Oε
(
Q−1max
h∈H
|∆(h)|ε
)
,
for some constant C = O(1), where ω(q) is the number of prime divisors of q, and Ph∈H(q |
∆(h)) is the probability that q | ∆(h) when h is chosen uniformly at random from H.
Proof. Define a new function g′ by the finite product
g′(h) =
∏
p|∆(h)
gp(h).
Since
g(h) =
∏
p|∆(h)
gp(h) ·
∏
p>w
(
1 +O(p−2)
)
= g′(h)(1 +O(w−1)),
it suffices to prove the proposition for g′. From now on we thus assume that gp(h) = 1
whenever p ∤ ∆(h).
For fixed h ∈ Zt, define a multiplicative function ah(q) supported on squarefree integers q
by the formula
ah(q) =
∏
p|q
(gp(h)− 1).
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Then ah(q) is non-negative and vanishes unless q | ∆(h). Moreover,
g(h) =
∏
p|∆(h)
(1 + ah(p)) =
∑
q|∆(h)
ah(q).
Since ah(p) = O(p
−1) by hypothesis, we have
ah(q) ≤
Cω(q)
q
for some C = O(1), and thus∑
q|∆(h)
q>Q
ah(q) ≤
∑
q|∆(h)
q>Q
µ2(q)Cω(q)
q
≤
1
Q
∑
q|∆(h)
µ2(q)Cω(q) ≪
|∆(h)|ε
Q
,
where the last inequality follows from the identity∑
q|∆(h)
µ2(q)Cω(q) =
∏
p|∆(h)
(1 + C) = (1 + C)ω(∆(h)),
and the bound ω(∆(h)) = o(log |∆(h)|). Hence,
g(h) =
∑
q|∆(h)
q≤Q
ah(q) +O
(
Q−1|∆(h)|ε
)
.
Average the above equation over h ∈ H. The q = 1 term contributes 1 since ah(1) = 1 for
any h. If 1 < q ≤ w, then an(q) = 0 for any n. For w < q ≤ Q, we have
Eh∈Hah(q) ≤
Cω(q)
q
Ph∈H(q | ∆(h)).
This completes the proof. 
We will apply this proposition twice, to deal with the main term GW (h) and to handle the
error term E(h).
Example 4.2. If g = GW (recall Definition 3.1), then
gp(h) =
(
1−
1
p
)−|{h1,··· ,ht}|(
1−
νp(h1, · · · , ht)
p
)
for p ∤ W , and gp(h) = 1 for p | W . It clearly satisfies the assumptions (1) and (3) in the
statement of Proposition 4.1. If p ∤ ∆(h), then |{h1, · · · , ht}| = νp(h1, · · · , ht), and thus
gp(h) = 1 +O(p
−2), which verifies the assumption (2).
Example 4.3. If g = E (defined in the statement of Proposition 3.3), then
gp(h) =
{
C
1/p
p p | ∆(h)
1 p ∤ ∆(h),
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for some constant Cp = O(1). It clearly satisfies all the assumptions in the statement of
Proposition 4.1 with w = 1.
If the set H equidistributes in residue classes with modulus up to Q, then Proposition 4.1
implies that the average of g(h) over h ∈ H is O(1) for any w, and is 1 + o(1) if w →∞.
Corollary 4.4. Let the notations and assumptions be as in Proposition 4.1. Suppose that
for each squarefree q ≤ Q, we have Ph∈H(q | ∆(h)) ≤ C
ω(q)q−1 for some constant C = O(1).
Then for any ε > 0 we have
Eh∈Hg(h) = 1 +O(w
−1 logO(1)(2 + w)) +Oε
(
Q−1max
h∈H
|∆(h)|ε
)
.
Proof. In view of Proposition 4.1, it suffices to show that∑
q>w
µ2(q)Cω(q)
q2
≪
logO(1)(2 + w)
w
.
Indeed, by Rankin’s trick, this sum is bounded by∑
q
( q
w
)1−1/ logw µ2(q)Cω(q)
q2
≪
1
w
∑
q
µ2(q)Cω(q)
q1+1/ logw
≪
ζ(1 + 1/ logw)O(1)
w
≪
(logw)O(1)
w
,
as desired. 
5. Pseudorandomness of the prime majorant
In this section we prove Proposition 2.6, using the majorant νχ,R,W,b constructed in (3.3)
with R = N1/4t0 . The lower bound on νχ,R,W,b clearly follows from (3.4).
Now fix a system of distinct affine linear forms Ψ = (ψ1, · · · , ψt) : Z
d → Zt with
t ≤ t0. Note that each x ∈ Z
d induces a partition π(x) of [t], according to the values
ψ1(x), · · · , ψt(x). Precisely, two indices i, j ∈ [t] lie in the same atom of π(x) if and only if
ψi(x) = ψj(x). For each partition π of [t], let X(π) be the set of x ∈ Z
d with π(x) = π. It
suffices to show that
1
|Ω ∩ Zd|
∑
x∈Ω∩X(π)
En∈G
t∏
j=1
νχ,R,W,b(n + ψj(x)) = 1|π|=t + o(1),
for each partition π of [t]. For the remainder of this section, we fix the partition π and write
simply X for X(π). Let s = |π|. We may assume that Ω ∩ X is nonempty. The implied
constants in this section are always allowed to depend on d, t,Ψ, π,X .
From the definition (3.3) of νχ,R,W,b, we need to show that
|Ω ∩X|
|Ω ∩ Zd|
(
ϕ(W )
W logR
)t
Ex∈Ω∩XEn∈G
t∏
j=1
Λχ,R(W (n+ ψj(x)) + b)
2 = 1s=t + o(1).
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By Proposition 3.3, the inner average over n above is(
W
ϕ(W )
)s
(logR)2t−s [cχ(Ψ(x),Ψ(x))GW (Ψ(x)) + o(E(Ψ(x)))] +O(N
−1Rk(logR)k).
The last error term above is negligible by the choice of R. Thus we need to show that
(5.1)
|Ω ∩X|
|Ω ∩ Zd|
(
ϕ(W ) logR
W
)t−s
Ex∈Ω∩X [cχ(Ψ(x),Ψ(x))GW (Ψ(x)) + o(E(Ψ(x)))] = 1s=t + o(1).
It is convenient to introduce the linear variety V ⊂ Rd consisting of those vectors x ∈ Rd
whose induced partitions π(x) are the same as or coarser than π, and let X˜ = V ∩ Zd. In
other words, X˜ is the set of x ∈ Zd satisfying ψi(x) = ψj(x) whenever i, j lie in the same
atom of π. Note that X ⊂ X˜ always, and X˜ = Zd when s = t.
Lemma 5.1. Let L1 ⊂ L2 ⊂ R
d be two lattices (not necessarily of full rank). Let Ω ⊂ Rd be
a convex body with inradius r(Ω) ≥ 2. Then
|Ω ∩ L1| ≪d,L1,L2 r(Ω)
dim(L1)−dim(L2)|Ω ∩ L2|.
Proof. Via a linear transformation (depending only on d and L2), we may assume that L2 is
the standard lattice Zdim(L2) ⊂ Rdim(L2) naturally embedded in Rd. By restricting to Rdim(L2)
we may assume that L2 = Z
d. With these assumptions we may use the following covering
inequality in convex geometry (see [15, Lemma C.4]):
(5.2) Ex∈Ω∩Zdf(x)≪ sup
y∈Rd
Ex∈(y+[−r(Ω),r(Ω)])∩Zdf(x),
applied to the function f = 1L1 . It thus suffices to show that the probability that a random
point x in a d-dimensional box of side lengths 2r(Ω) lies in L1 is O(r(Ω)
−codim(L1)). This
is clear, since any point x ∈ L1 is determined by dim(L1) of its coordinates, and there are
O(r(Ω)) ways to choose each of these coordinates. 
Lemma 5.2. Let X and X˜ be as above. Let Ω ⊂ Rd be a convex body with inradius r(Ω) ≥ 2.
Then
|Ω ∩X| = (1 +O(r(Ω)−1))|Ω ∩ X˜|.
Proof. Note that X is obtained from X˜ by removing a few linear subvarieties V1, V2, · · · from
V . Since X is non-empty, these subvarieties have codimension at least 1 in V . By Lemma 5.1
applied to (suitable translates of) Vi ∩ Z
d and V ∩ Zd, we obtain
|Ω ∩ Vi ∩ Z
d| ≪ r(Ω)−1|Ω ∩ V ∩ Zd|
for each i. This gives the desired conclusion. 
Lemma 5.3. Let L ⊂ Rd be a lattice (not necessarily of full rank). Let Ω ⊂ Rd be a
convex body with inradius r(Ω) ≥ 2. For any positive integer q and any function f : L→ R
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satisfying f(x+m) = f(x) for any x ∈ L and m ∈ qL, we have
Ex∈Ω∩Lf(x) =
(
1 +Od,L
(
q
r(Ω)
))
Ex∈L/qLf(x).
Proof. By a linear change of variables, we may assume that L ⊂ Rd is the lattice spanned
by the standard basis vectors e1, · · · , edimL. After projecting to the first dimL coordinates,
we may assume that d = dimL and L = Zd. The assertion then becomes [15, Corollary
C.3]. 
Corollary 5.4 (Equidistribution in residue classes). Let the notations be as above. Let H =
{Ψ(x) : x ∈ Ω∩X}. Then for any squarefree q ≤ r(Ω), we have Ph∈H(q | ∆(h)) ≤ C
ω(q)q−1
for some constant C = C(Ψ, X) > 0.
Proof. We may assume that q is sufficiently large. For each r ∈ (Z/qZ)d, let X˜(q, r) ⊂ X˜
be the sublattice consisting of those x ∈ X˜ with x ≡ r (mod q). Let Rq be the set of
r ∈ (Z/qZ)d satisfying ∏
i,j
(ψi(r)− ψj(r)) ≡ 0 (mod q),
where the product is taken over all pairs (i, j) such that i, j lie in different atoms of the
partition π. Thus q | ∆(h) if and only if h = Ψ(x) for some x ∈ Ω∩X with x (mod q) ∈ Rq.
It suffices to show that ∑
r∈Rq
|Ω ∩ X˜(q, r)| ≤
Cω(q)
q
|Ω ∩X|.
By Lemma 5.3 applied to (a suitable translate of) X˜ and the function f(x) = 1x≡r (mod q),
we have
|Ω ∩ X˜(q, r)|
|Ω ∩ X˜|
≪ P
x∈X˜(x ≡ r (mod q))≪ q
−d,
where the second inequality holds since q is sufficiently large depending on X˜ . Combining
this with Lemma 5.2 we obtain
|Ω ∩ X˜(q, r)| = q−d|Ω ∩X|.
It thus suffices to show that |Rq| ≤ C
ω(q)qd−1. When q is prime, Rq is the union of at most
s2 hyperplanes in (Z/qZ)d cut out by equations of the form ψi ≡ ψj (mod q). The desired
bound |Rq| ≪ q
d−1 follows in this case, since each such hyperplane contains O(qd−1) points
(recall that the implied constants here are allowed to depend on Ψ). For general squarefree
q, the conclusion follows by multiplicativity. 
With these lemmas in hand, we may now prove (5.1) and thus complete the proof of
Proposition 2.6. Since Ω ⊂ [−r(Ω)O(1), r(Ω)O(1)]d, we have
max
x∈Ω∩Zd
|∆(Ψ(x))| ≪ r(Ω)O(1).
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In view of Corollary 5.4, we may apply Corollary 4.4 with Q = r(Ω)0.1 (say) to obtain
Ex∈Ω∩XGW (Ψ(x)) = 1 + o(1),
and
Ex∈Ω∩XE(Ψ(x)) = O(1).
To prove (5.1), we divide into two cases according to whether s = t or s < t. If s = t, then
|Ω ∩X| = (1 +O(r(Ω)−1))|Ω ∩ Zd|
by Lemma 5.2. Since the values of ψi(x) are all distinct for x ∈ X in this case, the sieve
factor cχ(Ψ(x),Ψ(x)) is the product of copies of cχ(2), and hence equal to 1. Thus the left
side of (5.1) is
(1 +O(r(Ω)−1)) [Ex∈Ω∩XGW (Ψ(x)) + o (Ex∈Ω∩XE(Ψ(x)))] = 1 + o(1),
as desired. In the case when s < t, by Lemma 5.1 the left side of (5.1) is bounded by
r(Ω)−codim(X)(logR)t−s = o(1)
by the hypothesis r(Ω) ≥ g(N)(logN)L(Ψ) and Definition 2.4. This completes the proof.
6. Determining the constant L(Ψ)
In this section we prove Proposition 2.5. It will be convenient here to parametrize the linear
forms in Ψ differently in the following way. For v ∈ {1, 2, · · · , k} and I ⊂ {1, 2, · · · , k}, define
ψv,I(x,y) =
∑
i∈I
(v − i)xi +
∑
i/∈I
(v − i)yi,
for x = (x1, · · · , xk) ∈ Z
k and y = (y1, · · · , yk) ∈ Z
k. Since the coefficients of xv and yv in
ψv,I are always 0, we have ψv,I∪{v} = ψv,I\{v}. For each ψ ∈ Ψ, define v(ψ) ∈ {1, 2, · · · , k}
and I(ψ) ⊂ {1, 2, · · · , k} by the condition that ψ = ψv(ψ),I(ψ). We impose the constraint that
v(ψ) ∈ I(ψ), so that v(ψ) and I(ψ) are uniquely determined by ψ. Proposition 2.5 clearly
follows from the following two propositions.
Proposition 6.1. For any linear subvariety Π ⊂ {(x,y) : x,y ∈ Rk} of codimension 1, the
number of distinct linear forms in Ψ when restricted to Π is at least (k + 1)2k−2.
Proposition 6.2. For any linear subvariety Π ⊂ {(x,y) : x,y ∈ Rk} of codimension 2, the
number of distinct linear forms in Ψ when restricted to Π is at least 2k−1.
We will prove them in Sections 6.2 and 6.3, after developing a few preliminary lemmas in
Section 6.1. In this section we always use ψ1, ψ2, · · · to denote linear forms in Ψ instead of
the ones defined in (2.1).
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6.1. Dependencies among linear forms in Ψ. For a collection {ψ1, · · · , ψs} ⊂ Ψ of linear
forms, denote by Π(ψ1, · · · , ψs) the linear subvariety consisting of those (x,y) such that the
values ψi(x,y) are all identical for 1 ≤ i ≤ s. Generically we expect Π(ψ1, · · · , ψs) to have
codimension s− 1. The following lemmas classify a few non-generic cases.
Lemma 6.3 (Non-generic case of three linear forms). Let ψ1, ψ2, ψ3 ∈ Ψ be three distinct
linear forms. If Π(ψ1, ψ2, ψ3) has codimension 1, then ψ1, ψ2, ψ3 share a common set of
variables.
Here and later, we say that a collection of linear forms {ψ1, · · · , ψs} ⊂ Ψ shares a common
set of variables, if there exists a subset I ⊂ {1, 2, · · · , k} such that I(ψj) = I ∪ {v(ψj)} for
each 1 ≤ j ≤ s. In other words, all linear forms ψ1, · · · , ψs depend only on the variables
{xi : i ∈ I} and {yi : i /∈ I}.
Proof. Write vj = v(ψj) and Ij = I(ψj) for j ∈ {1, 2, 3}. Since Π(ψ1, ψ2, ψ3) has codimension
1, there exist nonzero constants c1, c2, c3 ∈ R with c1 + c2 + c3 = 0, such that
c1ψ1 + c2ψ2 + c3ψ3 = 0.
Examining the coefficients of xi and yi in the above equation, we obtain
(6.1) c1(i− v1)1i∈I1 + c2(i− v2)1i∈I2 + c3(i− v3)1i∈I3 = 0
and
(6.2) c1(i− v1)1i/∈I1 + c2(i− v2)1i/∈I2 + c3(i− v3)1i/∈I3 = 0
for each 1 ≤ i ≤ k. Let I = I1 ∩ I2 ∩ I3. We show that I1 = I ∪ {v1}, and thus similarly
I2 = I ∪{v2} and I3 = I ∪{v3}. To this end, we pick an arbitrary i1 ∈ I1 \ I, and prove that
i1 = v1. Since i1 /∈ I, i1 lies in at most one of I2 and I3. If i1 lies in neither I2 nor I3, then
(6.1) with i = i1 yields
c1(i1 − v1) = 0.
Since c1 6= 0, we have i1 = v1 as desired.
Now assume that i1 lies in exactly one of I2 and I3. Without loss of generality, assume
that i1 ∈ I2 and i1 /∈ I3. Then (6.2) with i = i1 yields
c3(i1 − v3) = 0.
Since c3 6= 0, we have i1 = v3, but this contradicts our restriction that v3 ∈ I3. 
Lemma 6.4 (Non-generic case of five linear forms). Let ψ1, · · · , ψ5 ∈ Ψ be five distinct linear
forms. If Π(ψ1, · · · , ψ5) has codimension at most 2 , then three of them share a common set
of variables.
Proof. Write vj = v(ψj) and Ij = I(ψj) for 1 ≤ j ≤ 5. Suppose, for the purpose of
contradiction, that no three of ψ1, · · · , ψ5 share a common set of variables. Let I = I1 ∩
· · · ∩ I5. We show that I1 = I ∪ {v1}, and thus similarly Ij = I ∪ {vj} for each 2 ≤ j ≤ 5.
To this end, we pick an arbitrary i1 ∈ I1 \ I, and prove that i1 = v1. We divide into cases
according to whether i1 lies in I2, · · · , I5 or not.
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First assume that i1 lies in none of I2, · · · , I5. Since Π(ψ1, · · · , ψ5) has codimension at
most 2, in particular Π(ψ1, · · · , ψ4) has codimension at most 2. Hence there exist constants
c1, · · · , c4 ∈ R, not all zeros, with c1 + · · ·+ c4 = 0, such that
(6.3) c1ψ1 + c2ψ2 + c3ψ3 + c4ψ4 = 0.
Examining the coefficients of xi1 in the above equation, we obtain
(6.4) c1(i1 − v1) = 0.
If c1 = 0, then we may apply Lemma 6.3 to ψ2, ψ3, ψ4 to conclude that ψ2, ψ3, ψ4 share a
common set of variables, a contradiction. Hence c1 6= 0, and thus i1 = v1 as desired.
Next assume that i1 lies in exactly one of I2, · · · , I5, say I2. Repeat the argument above
with ψ1, ψ3, ψ4, ψ5 (instead of ψ1, ψ2, ψ3, ψ4) to arrive at (6.4) again.
If i1 lies in exactly two of I2, · · · , I5, say I2 and I3, then by examining the coefficients of
yi1 in (6.3) we obtain
c4(i1 − v4) = 0.
If c4 = 0, then Lemma 6.3 implies that ψ1, ψ2, ψ3 share a common set of variables, a contra-
diction. Hence c4 6= 0, and thus i1 = v4, but this contradicts our restriction that v4 ∈ I4.
Finally, if I1 lies in exactly three of I2, · · · , I5, say I2, I3, I4, then repeat the argument in
the previous case with ψ1, ψ2, ψ3, ψ5 to arrive at i1 = v5, again contradicting our restriction
that v5 ∈ I5. 
Lemma 6.5 (Non-generic case of linear forms restricted to a hyperplane). Let I ⊂
{1, 2, · · · , k} be a subset and ΠI be a subspace defined by
ΠI =
{
(x,y) :
∑
i∈I
xi +
∑
i/∈I
yi = 0
}
.
Let ψ1, · · · , ψs be linear forms in Ψ, and let ψ˜1, · · · , ψ˜s be their restrictions to ΠI . Suppose
that ψ˜1, · · · , ψ˜s are all distinct, and that Π(ψ˜1, · · · , ψ˜s) has codimension at most 1 in ΠI .
Then s ≤ k.
Proof. Without loss of generality we may assume that I = {1, 2, · · · , k}, so that ΠI is cut
out by the equation x1 + · · · + xk = 0. Write vj = v(ψj) and Ij = I(ψj) for 1 ≤ j ≤ s.
It suffices to prove the assertion that each index i0 belongs to either none of Ij, or all of
Ij , or exactly one of Ij. Indeed, suppose that this is proved, and let I0 be the intersection
I1 ∩ · · · ∩ Is. Suppose that I1 = · · · = It = I0 and Ij 6= I0 for t < j ≤ s. By the assertion,
each index not in I0 can appear in at most one of It+1, · · · , Is. Since each set in It+1, · · · , Is
contains an index not in I0, we deduce that s − t ≤ k − |I0|. Since ψ1, · · · , ψt are distinct
and I1 = · · · = It, the values v1, · · · , vt must be distinct, and thus t ≤ |I0|. It follows that
s ≤ k as desired.
To prove the assertion, suppose that i0 ∈ I1, i0 ∈ I2, and i0 /∈ I3 for some 1 ≤ i0 ≤ k. Since
Π(ψ˜1, ψ˜2, ψ˜3) has codimension at most 1 in ΠI , there exist nonzero constants c1, c2, c3 ∈ R
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with c1 + c2 + c3 = 0, such that
c1ψ˜1 + c2ψ˜2 + c3ψ˜3 = 0.
It follows that
(6.5) c1ψ1 + c2ψ2 + c3ψ3 = c(x1 + · · ·+ xk)
for some c ∈ R. Examining the coefficients of yi0 in the above equation, we obtain
c3(i0 − v3) = 0.
Since c3 6= 0, we have i0 = v3, contradicting the fact that v3 ∈ I3. 
6.2. Proof of Proposition 6.1. Suppose that there is a subspace Π ⊂ {(x,y) : x,y ∈ Rk}
of codimension 1 such that the number of distinct linear forms in Ψ when restricted to Π is
at most (k+1)2k−2− 1. Partition Ψ into m ≤ (k+1)2k−2− 1 subsets Ψ1, · · · ,Ψm according
to their restrictions to Π. In other words, the restrictions of ψ ∈ Ψj and ψ
′ ∈ Ψj′ to Π are
identical if and only if j = j′.
Case 1. First suppose that no two forms in the same subset Ψj share a common set of
variables. Then Lemma 6.3 implies that each Ψj contains at most 2 forms. We may write
Π = {(x,y) : ψ1(x,y) = ψ2(x,y)}
for two distinct forms ψ1, ψ2 lying in the same Ψj . We count the number of pairs (ψ
′
1, ψ
′
2)
with
(6.6) ψ′1 − ψ
′
2 = c(ψ1 − ψ2)
for some c ∈ R, and it suffices to show that this number is at most (k−1)2k−2. Equivalently,
we show that the number of forms not belonging to any pairs is at least 2k−1. We divide
into two cases.
If v(ψ1) = v(ψ2) = v, then the equation ψ1 = ψ2 defining Π is of the form
(6.7)
∑
i∈I
εi(i− v)(xi − yi) = 0,
for some I ⊂ [k] \ {v} and εi ∈ {±1}. In fact, I is the set of indices lying in exactly one of
I(ψ1) and I(ψ2). If (6.6) holds, then v(ψ
′
1) = v(ψ
′
2) = v
′, and the equation ψ′1 = ψ
′
2 is of the
form
(6.8)
∑
i∈I′
ε′i(i− v
′)(xi − yi) = 0
for some ε′i ∈ {±1}, where I
′ is the set of indices lying in exactly one of I(ψ′1) and I(ψ
′
2).
Since (6.7) and (6.8) are the same, we must have I = I ′ and v′ /∈ I, and moreover either
ε′i = εi for all i ∈ I or ε
′
i = −εi for all i ∈ I. Thus for fixed v
′ /∈ I, the number of choices for
the unordered pair {I(ψ′1), I(ψ
′
2)} is at most 2
k−1−|I| (since v′ must lie in I(ψ′1) and I(ψ
′
2)).
Thus the number of (unordered) pairs {ψ′1, ψ
′
2} satisfying (6.6) is at most
(k − |I|)2k−1−|I| ≤ (k − 1)2k−2,
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as desired.
Now assume that v(ψ1) 6= v(ψ2). If (6.6) holds, then v(ψ
′
1) 6= v(ψ
′
2) as well. In this case if
the coefficient of some variable xi or yi in ψ1 is nonzero, so is its coefficient in ψ1 − ψ2. The
same goes for ψ′1−ψ
′
2. Since ψ1 and ψ2 do not involve at least two variables (xv(ψ1) or yv(ψ1)
together with xv(ψ2) or yv(ψ2)), neither ψ
′
1 nor ψ
′
2 is allowed to depend on these two variables.
There are certainly at least 2k−1 forms in Ψ involving either of these two variables, and they
must appear as singletons in the partition Ψ1 ∪ · · · ∪Ψm, as desired.
Case 2. Now assume that two forms in some subset Ψj share a common set of variables.
Then Π must be of the form
Π =
{
(x,y) :
∑
i∈I
xi +
∑
i/∈I
yi = 0
}
,
for some I ⊂ {1, 2, · · · , k}. If two forms ψ1, ψ2 lie in the same Ψj, then ψ1 and ψ2 are identical
on Π. Thus they must share the common set of variables {xi : i ∈ I} and {yi : i /∈ I}. There
are certainly at least 2k−1 forms in Ψ involving other variables, and they must appear as
singletons in the partition Ψ1 ∪ · · · ∪Ψm, as desired.
6.3. Proof of Proposition 6.2. Suppose that there is a subspace Π ⊂ {(x,y) : x,y ∈ Rk}
of codimension 2 such that the number of distinct linear forms in Ψ when restricted to Π
is at most 2k−1 − 1. Partition Ψ into m ≤ 2k−1 − 1 subsets Ψ1, · · · ,Ψm according to their
restrictions to Π. In other words, the restrictions of ψ ∈ Ψj and ψ
′ ∈ Ψj′ to Π are identical
if and only if j = j′. We divide into two cases.
First suppose that no two forms in the same subset Ψj share a common set of variables.
Then Lemma 6.4 implies that each Ψj contains at most 4 forms. Since m ≤ 2
k−1 − 1, this
can happen only if k = 3, in which case m = 3 and Ψ1,Ψ2,Ψ3 all contain exactly 4 forms.
By our assumption, for any choice of zi ∈ {xi, yi} (i = 1, 2, 3), the three forms −z2 − 2z3,
z1 − z3, and 2z1 + z2 lie in distinct Ψj. Since −z2 − 2z3, z1 − z3, 2z1 + z2 form an arithmetic
progression with common difference z1 + z2 + z3, it follows that z1 + z2 + z3 restricted to
Π are identical up to sign for any choice zi ∈ {xi, yi}. This contradicts the fact that Π has
codimension at most 2.
Now suppose that two forms in some Ψj share a common set of variables, so that Π ⊂ ΠI
for some I ⊂ [k]. For ψ ∈ Ψ denote by ψ˜ its restriction to ΠI . The number of distinct ψ˜ as ψ
ranges over all forms in Ψ is easily seen to be k · 2k−1− (k− 1). By the pigeonhole principle,
there must be k + 1 distinct forms ψ˜1, · · · , ψ˜k+1 whose restrictions to Π are identical, but
this contradicts Lemma 6.5.
7. Relative Szemere´di’s theorem for narrow progressions
To prove the relative Szemere´di’s theorem for narrow progressions (Theorem 1.4), it suffices
to prove the following transference principle.
Theorem 7.1 (Transference). Let k ≥ 2 be a positive integer. Let N be a sufficiently large
prime, and let G = Z/NZ. Let f, ν : G → R be functions satisfying 0 ≤ f ≤ ν. Let
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D,S ≥ 2 be positive integers satisfying S = o(D). Suppose that ν satisfies the k-linear forms
conditions with width S. Then there exists a function f˜ : G → [0, 1] with Ef = Ef˜ + o(1),
such that
|ΛD(f, · · · , f)− ΛD(f˜ , · · · , f˜)| = o(1).
Proof of Theorem 1.4 assuming Theorem 7.1. Apply Theorem 7.1 to obtain the bounded
function f˜ . Since Ef ≥ δ we have Ef˜ ≥ δ/2, and it suffices to show that ΛD(f˜ , · · · , f˜)≫δ 1.
For each m ∈ G, let f˜m : [D] → [0, 1] be the function defined by f˜m(n) = f˜(m + n). Let
M ⊂ G be the set of m ∈ G with Ef˜m ≥ δ/4. From the inequalities
δ
2
≤ Ef˜ = Em∈GEf˜m ≤
δ
4
+
|M |
|G|
,
we conclude that |M | ≥ δ|G|/4. For each m ∈ G we apply (the quantitative version of)
Szemere´di’s theorem (see for example [7, Proposition 2.3]) after embedding [D] into a cyclic
group to obtain
En,d∈[D]f˜m(n)f˜m(n+ d) · · · f˜m(n+ (k − 1)d)≫k,δ 1.
Here we naturally set f˜m(n) = 0 for n /∈ [D]. Averaging this over all m ∈ G, we arrive at
Em∈GEn,d∈[D]f˜(m+ n)f˜(m+ n+ d) · · · f˜(m+ n+ (k − 1)d)≫k,δ 1.
This is equivalent to the desired claim ΛD(f˜ , · · · , f˜)≫δ 1 after a change of variables. 
The proof of Theorem 7.1, motivated by arguments in [1, 18], is split into two parts. In
the first part, we find a bounded model f˜ : G → [0, 1] for f in the sense that ‖f − f˜‖D is
small, where the norm ‖ · ‖D is defined as follows.
Definition 7.2. Fix a positive integer k ≥ 2. For any function f : G→ R and any 1 ≤ i ≤ k,
define
‖f‖D,i = sup |ΛD(f1, · · · , fi−1, f, fi+1, · · · , fk)| ,
where the supremum is taken over all functions f1, · · · , fi−1, fi+1, · · · , fk : G → [−1, 1].
Furthermore, define
‖f‖D = sup
1≤i≤k
‖f‖D,i.
It can be easily verified that these are indeed norms; however, we will not need this fact.
Proposition 7.3 (Approximation by bounded functions). Let k ≥ 2 be a positive integer.
Let N be a sufficiently large prime, and let G = Z/NZ. Let f, ν : G → R be functions
satisfying 0 ≤ f ≤ ν. Let D,S ≥ 2 be positive integers satisfying S = o(D). Suppose
that ν satisfies the k-linear forms conditions with width S. Then there exists a function
f˜ : G→ [0, 1] with Ef = Ef˜ + o(1), such that ‖f − f˜‖D = o(1).
In the second part of the proof of Theorem 7.1, we show that the k-AP counts for the
original function f and for its bounded model f˜ are close.
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Proposition 7.4 (Counting lemma). Let k ≥ 2 be a positive integer. Let N be a sufficiently
large prime, and let G = Z/NZ. Let D,S ≥ 2 be positive integers satisfying S = o(D).
Let ν : G → R be a function satisfying the k-linear forms conditions with width S. For
1 ≤ i ≤ k, let fi, f˜i, νi : G→ R be functions with νi ∈ {ν, 1}, 0 ≤ fi ≤ νi and 0 ≤ f˜i ≤ 1. If
‖fi − f˜i‖D,i = o(1) for each 1 ≤ i ≤ k, then∣∣∣ΛD(f1, · · · , fk)− ΛD(f˜1, · · · , f˜k)∣∣∣ = o(1).
Clearly Theorem 7.1 follows by combining Propositions 7.3 and 7.4. The proof of Propo-
sition 7.3, presented in Section 8, follows closely the proof of [18, Lemma 3.3], using the
Green-Tao-Ziegler dense model theorem. The proof of Proposition 7.4, presented in Section
9, follows closely a densification argument in [1, Section 6].
8. The dense model theorem
In this section we prove Proposition 7.3. The main tool used is the Green-Tao-Ziegler
dense model theorem. Indeed, for each 1 ≤ i ≤ k a straightforward application of this
dense model theorem produces a function f˜i such that ‖f − f˜i‖D,i = o(1). However, some
extra efforts are needed to obtain a single model f˜ that is close to f in the norm ‖ · ‖D,i
for every i. To achieve this, we define the following stronger notion of closeness (compare
with [18, Definition 3.1]).
8.1. Discrepancy pairs.
Definition 8.1 (Discrepancy pair). Fix a positive integer ℓ and a linear form ξ : Zℓ → Z in ℓ
variables. Let S ≥ 2 be a positive integer and ε > 0 be real. For two functions f, f˜ : G→ R,
we say that (f, f˜) is an ε-discrepancy pair with width S with respect to ξ, if for all functions
u1, · · · , uℓ : G
ℓ+1 → [−1, 1] with ui not depending on the (i+ 1)th coordinate, we have
(8.1)
∣∣∣∣∣En∈GEs∈[S]ℓ (f(n+ ξ(s))− f˜(n+ ξ(s)))
ℓ∏
i=1
ui(n, s)
∣∣∣∣∣ ≤ ε.
Note that, if s = (s1, · · · , sℓ), then the value of ui(n, s) does not depend on si. We will
be interested in discrepancy pairs with respect to ψ and ψj defined in (2.1) and (2.2). Note
that ψ is a linear form in k variables, while each ψj is a linear form in k − 1 variables.
The following two lemmas imply that discrepancy pairs with respect to ψ are automatically
discrepancy pairs with respect to every ψj .
Lemma 8.2. Let ξ : Zℓ → Z be a linear form in ℓ variables, and let ξ′ : Zℓ−1 → Z be the
linear form defined by ξ′(s) = ξ(s, 0) for any s ∈ Zℓ−1. Let S ≥ 2 be a positive integer and
ε > 0 be real. If (f, f˜) is an ε-discrepancy pair with width S with respect to ξ, then (f, f˜) is
also an ε-discrepancy pair with width S with respect to ξ′.
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Proof. Let u′1, · · · , u
′
ℓ−1 : G
ℓ → [−1, 1] be arbitrary functions with u′i not depending on the
(i+ 1)th coordinate. By definition, it suffices to show that∣∣∣∣∣En∈GEs∈[S]ℓ−1 (f(n+ ξ′(s))− f˜(n+ ξ′(s)))
ℓ−1∏
i=1
u′i(n, s)
∣∣∣∣∣ ≤ ε.
Introducing a new variable sℓ ∈ [S], and note that ξ(s, sℓ) = ξ
′(s) + asℓ for some a ∈ Z.
After translating n by asℓ and averaging over sℓ, we may rewrite the average above as
En∈GEs∈[S]ℓ−1Esℓ∈[S]
(
f(n+ ξ(s, sℓ))− f˜(n+ ξ(s, sℓ))
) ℓ−1∏
i=1
u′i(n+ asℓ, s).
This can be further rewritten in the form
En∈GEs=(s1,··· ,sℓ)∈[S]ℓ
(
f(n+ ξ(s))− f˜(n + ξ(s))
) ℓ∏
i=1
ui(n, s),
where ui is defined by ui(n, s1, · · · , sℓ) = u
′
i(n + asℓ, s1, · · · , sℓ−1) for i ≤ ℓ − 1, and
uℓ(n, s1, · · · , sℓ) = 1, so that ui(n, s1, · · · , sℓ) does not depend on si for every i. Thus
the average above is indeed bounded by ε since (f, f˜) is an ε-discrepancy pair with respect
to ξ. 
Lemma 8.3. Let ξ, ξ′ : Zℓ → Z be two linear forms in ℓ variables defined by
ξ(s1, · · · , sℓ) = a1s1 + · · ·+ aℓsℓ, ξ
′(s1, · · · , sℓ) = a
′
1s1 + · · ·+ a
′
ℓsℓ,
for some a1, · · · , aℓ, a
′
1, · · · , a
′
ℓ ∈ Z \ {0} such that a
′
i divides ai and ai/a
′
i divides Q for each
i, where Q is a positive integer. Let S ≥ 2 be a positive integer and ε > 0 be real. If (f, f˜)
is an ε-discrepancy pair with width S with respect to ξ, then (f, f˜) is also an ε-discrepancy
pair with width QS with respect to ξ′.
Proof. Let u′1, · · · , u
′
ℓ : G
ℓ+1 → [−1, 1] be arbitrary functions with u′i not depending on the
(i+ 1)-th coordinate. Write S ′ = QS. By definition, it suffices to show that∣∣∣∣∣En∈GEs∈[S′]ℓ (f(n+ ξ′(s))− f˜(n+ ξ′(s)))
ℓ∏
i=1
u′i(n, s)
∣∣∣∣∣ ≤ ε.
For each i let qi = |ai/a
′
i|. Since qi divides Q, we may split the interval [S
′] into Q arithmetic
progressions Pi1, · · · , PiQ, each of which has length S and common difference qi. It suffices
to show that, for any choice of Pi ∈ {Pi1, · · · , PiQ} we always have∣∣∣∣∣En∈GEs∈P1×···×Pℓ (f(n+ ξ′(s))− f˜(n+ ξ′(s)))
ℓ∏
i=1
u′i(n, s)
∣∣∣∣∣ ≤ ε.
Write s = (s1, · · · , sℓ). For si ∈ Pi, make the change of variable si = qiti + ri with ti ∈ [S].
Since ξ′(s) = ξ(t) + r where t = (t1, · · · , tℓ) and r = a
′
1r1 + · · ·+ a
′
ℓrℓ, the inequality above
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is equivalent to ∣∣∣∣∣En∈GEt∈[S]ℓ (f(n+ ξ(t))− f˜(n+ ξ(t)))
ℓ∏
i=1
ui(n, t)
∣∣∣∣∣ ≤ ε,
where ui(n, t1, · · · , tℓ) = u
′
i(n− r, q1t1 + r1, · · · , qℓtℓ + rℓ). This follows from the assumption
that (f, f˜) is an ε-discrepancy pair with width S with respect to ξ, since ui does not depend
on ti. 
Lemma 8.4. Let S,D ≥ 2 be positive integers with S = o(D). If (f, f˜) is an o(1)-discrepancy
pair with width S with respect to ψi for some 1 ≤ i ≤ k, and moreover ‖f − f˜‖L1 = O(1),
then ‖f − f˜‖D,i = o(1).
Proof. Without loss of generality, we may assume that i = 1, so that ψ1 is a linear form
in the k − 1 variables s2, · · · , sk defined in (2.1). Let f2, · · · , fk : G → [−1, 1] be arbitrary
functions. Fix an arbitrary s1 ∈ Z. For 2 ≤ i ≤ k, define the function ui : G
k → [−1, 1] by
ui(n, s2 · · · , sk) = fi(n+ ψi(s1, · · · , sk)).
Note that ui does not depend on si. Since (f, f˜) is an o(1)-discrepancy pair with width S
with respect to ψ1, we have
(8.2)
∣∣∣∣∣En∈GEs2,··· ,sk∈[S] (f(n+ ψ1(s))− f˜(n + ψ1(s)))
k∏
i=2
fi(n+ ψi(s))
∣∣∣∣∣ = o(1),
for every s1 ∈ Z, where s = (s1, · · · , sk). Note that
ΛD(f − f˜ , f2, · · · , fk) = En∈GEd∈[D]
(
f(n)− f˜(n)
) k∏
i=2
fi(n+ (i− 1)d).
Introduce new variables s2, · · · , sk taking values in [S]. Shifting d by s2 + · · ·+ sk causes an
error bounded by
O
(
S
D
En∈G
∣∣∣f(n)− f˜(n)∣∣∣) = o(‖f − f˜‖L1) = o(1)
by hypothesis. Thus
ΛD(f−f˜ , f2, · · · , fk) = Ed∈[D]En∈GEs2,··· ,sk∈[S]
(
f(n)− f˜(n)
) k∏
i=2
fi(n+(i−1)(d+s2+· · ·+sk))+o(1).
After renaming d by s1 and replacing n by n+ ψ1(s), we may transform this into
Es1∈[D]En∈GEs2,··· ,sk∈[S]
(
f(n+ ψ1(s))− f˜(n + ψ1(s))
) k∏
i=2
fi(n+ ψi(s)) + o(1).
By (8.2), for each s1 the inner average above is o(1). This completes the proof. 
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8.2. Proof of Proposition 7.3. For a positive integer S ≥ 2, let FS be the collection of
all functions that are convex combinations of functions u : G→ R of the form
(8.3) u(n) = Es∈[S]k
k∏
i=1
ui(n− ψ(s), s)
for some u1, · · · , uk : G
k+1 → [−1, 1] with ui(n, s) not depending on si, where ψ is defined
in (2.2). In view of Lemma 8.4, to prove Proposition 7.3 it suffices to find f˜ such that (f, f˜)
forms an o(1)-discrepancy pair with width o(D) with respect to each ψi. By Lemmas 8.2
and 8.3, it suffices to find f˜ such that (f, f˜) forms an o(1)-discrepancy pair with width o(D)
with respect to ψ. In other words, we need to ensure that∣∣∣〈f − f˜ , u〉∣∣∣ = o(1)
for any u ∈ Fo(D). This will be achieved by the Green-Tao-Ziegler dense model theorem [7,15]
(with simplified proofs in [6, 13]).
Lemma 8.5 (Green-Tao-Ziegler dense model theorem). For any ε > 0, there is a positive
integer K = K(ε) and a positive constant ε′ = ε′(ε) such that the following statement
holds. Let F be an arbitrary collection of functions u : X → [−1, 1] on a finite set X. Let
ν : X → R≥0 be a function satisfying
|〈ν − 1, u〉| ≤ ε′
for all u ∈ FK, where FK consists of all functions of the form u1u2 · · ·uK with each ui ∈ F .
For any function f : X → R≥0 with f ≤ ν and Ef ≤ 1, there is a function f˜ : X → [0, 1]
with the properties that Ef˜ = Ef , and moreover∣∣∣〈f − f˜ , u〉∣∣∣ ≤ ε
for all u ∈ F .
In view of this, the task of proving Proposition 7.3 reduces to proving the following two
lemmas, the first of which saying that FS is almost closed under pointwise multiplication,
and the second of which verifies the hypothesis in Lemma 8.5 about the majorant ν.
Lemma 8.6. Let K be a positive integer and ε ∈ (0, 1) be real. Let S, T ≥ 2 be positive
integers with T ≤ εS. For any function u ∈ FKS , there is a function v ∈ FT satisfying
‖v − u‖∞ = O(Kε).
Proof. It suffices to prove this when u = u1u2 · · ·uK and each uj : G→ [−1, 1] is of the form
uj(n) = Es∈[S]k
k∏
i=1
uji(n− ψ(s), s),
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for some uji : G
k+1 → [−1, 1] with uji(n, s) not depending on si, since every function in F
K
S
is a convex combination of these functions u. We may write
u(n) = Es1,··· ,sK∈[S]k
K∏
j=1
k∏
i=1
uji(n− ψ(sj), sj).
Introduce the auxiliary variables t = (t1, · · · , tk) ∈ [T ]
k, and note that translating each sji
(1 ≤ j ≤ K) by ti changes the average by O(Kε). Thus
u(n) = Es1,··· ,sK∈[S]kEt∈[T ]k
k∏
i=1
K∏
j=1
uji(n− ψ(sj)− ψ(t), sj + t) +O(Kε).
For fixed s1, · · · , sK ∈ [S]
k, consider the function v : G→ [−1, 1] defined by
v(n) = Et∈[T ]k
k∏
i=1
vi(n− ψ(t), t),
where vi : G
k+1 → [−1, 1] is defined by
vi(n, t) =
K∏
j=1
uji(n− ψ(sj), sj + t).
Thus we have approximated u by a convex combination of these functions v, up to an error
of O(Kε) in the L∞-norm. Since vi(n, t) does not depend on ti, we have v ∈ FT . This
completes the proof. 
Lemma 8.7. Let S ≥ 2 be a positive integer. If ν satisfies the k-linear forms conditions
with width S, then
|〈ν − 1, u〉| = o(1)
for any u ∈ FS.
Proof. It suffices to prove this for u of the form (8.3). We may write
〈ν − 1, u〉 = En∈GEs∈[S]k (ν(n + ψ(s))− 1)
k∏
i=1
ui(n, s)
after a change of variable, where ui(n, s) does not depend on si. To upper bound this, we
will apply Cauchy-Schwarz inequality k times, with respect to the variables si in the ith
step. Since ui does not depend on si, the Cauchy-Schwarz step with respect to si eliminates
the function ui. In the end we arrive at
|〈ν − 1, u〉|2
k
≤ En∈GEs(0),s(1)∈[S]k
∏
ω∈{0,1}k
(
ν(n+ ψ(s(ω)))− 1
)
.
This is o(1) after expanding out the product since ν satisfies (the second set of) the k-linear
forms conditions with width S. 
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Proof of Proposition 7.3. Let ε = ε(N) > 0 be a function decaying to zero sufficiently slowly.
Since ν satisfies the k-linear forms conditions with width S, we have by Lemma 8.7
|〈ν − 1, v〉| = o(1)
for any v ∈ FS. Choose a positive integer S
′ such that S ′ = o(D) and S = o(S ′). Let
K = K(ε) and ε′ = ε′(ε) be constants from the Green-Tao-Ziegler dense model theorem.
For any function u ∈ FKS′ , we have by Lemma 8.6 an approximation v ∈ FS satisfying
‖v − u‖∞ = o(K) ≤ ε
′/4,
provided that ε decays slowly enough compared to the decay rate in S = o(S ′). Thus for
any u ∈ FKS′ we have
|〈ν − 1, u〉| ≤ o(1) +
1
4
ε′‖ν − 1‖L1 ≤ o(1) +
1
2
ε′ ≤ ε′.
By the Green-Tao-Ziegler dense model theorem, we may find f˜ : G → [0, 1] with the prop-
erties that Ef˜ = Ef , and moreover
|〈f − f˜ , u〉| ≤ ε
for any u ∈ FS′. By definition, this implies that (f, f˜) is an ε-discrepancy pair with width
S ′ with respect to ψ. It follows from Lemmas 8.2 and 8.3 that (f, f˜) is an ε-discrepancy pair
with width S with respect to each ψi. Since
‖f − f˜‖L1 ≤ ‖f‖L1 + 1 ≤ ‖ν‖L1 + 1 = 2 + o(1),
we may apply Lemma 8.4 to conclude that
‖f − f˜‖D,i = o(1)
for each 1 ≤ i ≤ k. This completes the proof. 
9. The counting lemma
In this section we prove Proposition 7.4 by induction on the number of indices i with
νi 6= 1. Consider first the base case when νi = 1 for all i. Note that
ΛD(f1, · · · , fk)− ΛD(f˜1, · · · , f˜k) =
k∑
i=1
ΛD(f˜1, · · · , f˜i−1, fi − f˜i, fi+1, · · · , fk).
For each 1 ≤ i ≤ k, since f˜1, · · · , f˜i−1, fi+1, · · · , fk are all bounded by 1, the ith summand is
bounded in absolute value by ‖fi − f˜i‖D,i. The conclusion follows immediately.
We now turn to the inductive step. Assume that νj 6= 1 for some 1 ≤ j ≤ k, and without
loss of generality we may assume that ν1 6= 1. We split the difference ΛD(f1, · · · , fk) −
ΛD(f˜1, · · · , f˜k) into the sum of
ΛD(f1 − f˜1, f˜2, · · · , f˜k)
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and
En∈Gf1(n)Ed∈[D]
(
k∏
i=2
fi(n+ (i− 1)d)−
k∏
i=2
f˜i(n+ (i− 1)d)
)
.
The first expression is bounded in absolute value by ‖f1 − f˜1‖D,1 = o(1) since all f˜i are
bounded by 1. Thus it suffices to show that the second expression is o(1).
To simplify the notations, define f ′1, f˜
′
1 : G→ R by
f ′1(n) = Ed∈[D]
k∏
i=2
fi(n + (i− 1)d), f˜
′
1(n) = Ed∈[D]
k∏
i=2
f˜i(n + (i− 1)d),
and define also ν ′1 : G→ R similarly by
ν ′1(n) = Ed∈[D]
k∏
i=2
νi(n+ (i− 1)d).
Clearly 0 ≤ f ′1 ≤ ν
′
1 and 0 ≤ f˜
′
1 ≤ 1, and our goal is to show that
En∈Gf1(n)(f
′
1(n)− f˜
′
1(n)) = o(1).
After an application of Cauchy-Schwarz and using 0 ≤ f1 ≤ ν, the task becomes to show
that
(En∈Gν(n))En∈Gν(n)(f
′
1(n)− f˜
′
1(n))
2 = o(1).
Since the average of ν is 1 + o(1), it suffices to prove the inequalities
(9.1) En∈G(ν(n)− 1)(f
′
1(n)− f˜
′
1(n))
2 = o(1)
and
(9.2) En∈G(f
′
1(n)− f˜
′
1(n))
2 = o(1).
9.1. Proof of (9.1). Expanding the square and recalling the definitions of f ′1 and f˜
′
1, we get
four terms of the form
(9.3) En∈G(ν(n)− 1)Ed(0),d(1)∈[D]
k∏
i=2
∏
τ∈{0,1}
f
(τ)
i (n+ (i− 1)d
(τ)),
where f
(τ)
i ∈ {fi, f˜i}. It suffices to show that each term is o(1). Introduce new variables
si ∈ [S] for each i > 1, and translate both d
(0) and d(1) by s2+ · · ·+ sk. This causes an error
bounded by
(9.4) O
D−2En∈G(ν(n) + 1) ∑
(d(0),d(1))∈Ω∩Z2
k∏
i=2
∏
τ∈{0,1}
f
(τ)
i (n+ (i− 1)d
(τ))
 ,
where Ω ⊂ R2 is the region defined by
Ω = [1, D + kS]2 \ [kS,D − kS]2.
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Note that the area of Ω is ≍ DS. This error is o(1) since ν satisfies (the third set of) the
k-linear forms conditions with width S. Thus (9.3) is
En∈G(ν(n)−1)Es=(s2,··· ,sk)∈[S]k−1Ed(0),d(1)∈[D]
k∏
i=2
∏
τ∈{0,1}
f
(τ)
i (n+(i−1)(d
(τ)+s2+· · ·+sk)+o(1).
Now replace n by n+ ψ1(s2, · · · , sk) to see that (9.3) is
En∈GEs=(s2,··· ,sk)∈[S]k−1(ν(n+ ψ1(s)− 1)Ed(0),d(1)∈[D]
k∏
i=2
∏
τ∈{0,1}
f
(τ)
i (n + ψi(d
(τ), s)) + o(1).
This is o(1) using the k-linear forms conditions on ν after applying Cauchy-Schwarz inequality
k − 1 times with respect to s2, · · · , sk. See the following lemma for details.
Lemma 9.1 (Gowers-Cauchy-Schwarz). Let S ≥ 2 be real. Let ν : G → R≥0 be a function
satisfying the k-linear forms conditions with width S. For 2 ≤ i ≤ k and τ ∈ {0, 1}, let ν
(τ)
i
be either ν or 1 and let f
(τ)
i : G → R≥0 be a function with f
(τ)
i ≤ ν
(τ)
i . Let S1, · · · , Sk ≥ S
be positive integers. For each 1 ≤ ℓ ≤ k, define
Iℓ = En∈GEs(0)1 ,··· ,s
(0)
ℓ
s
(1)
1 ,··· ,s
(1)
ℓ
Esℓ+1,··· ,sk
∏
ω∈{0,1}[ℓ]\{1}
(ν(n+ ψ1(s
(ω)))− 1)
ℓ∏
i=2
∏
ω∈{0,1}[ℓ]\{i}
ν
(ω1)
i (n+ ψi(s
(ω)))
k∏
i=ℓ+1
∏
ω∈{0,1}[ℓ]
f
(ω1)
i (n + ψi(s
(ω))),
where the average over s
(0)
i , s
(1)
i (or si) is understood to be in the range [Si] (1 ≤ i ≤ k).
Then Iℓ = o(1) for each 1 ≤ ℓ ≤ k.
Here we adopted the natural convention that s(ω) = (s
(ω1)
1 , · · · , s
(ωℓ)
ℓ , sℓ+1, · · · , sk) for ω ∈
{0, 1}[ℓ].
Proof. First note that Ik = o(1) follows from the k-linear forms conditions on ν. Thus it
suffices to show that I2ℓ−1 ≤ (1 + o(1))Iℓ for any 2 ≤ ℓ ≤ k. After pulling out the terms
involving fℓ which do not depend on the variable sℓ, we can rewrite Iℓ−1 as
En∈GEs(0)1 ,··· ,s
(0)
ℓ−1
s
(1)
1 ,··· ,s
(1)
ℓ−1
Esℓ+1,··· ,sk
∏
ω∈{0,1}[ℓ−1]
f
(ω1)
ℓ (n+ ψℓ(s
(ω)))Esℓ
∏
ω∈{0,1}[ℓ−1]\{1}
(ν(n+ ψ1(s
(ω)))− 1)
ℓ−1∏
i=2
∏
ω∈{0,1}[ℓ−1]\{i}
ν
(ω1)
i (n+ ψi(s
(ω)))
k∏
i=ℓ+1
∏
ω∈{0,1}ℓ−1
f
(ω1)
i (n + ψi(s
(ω))),
By the Cauchy-Schwarz inequality in the sℓ variable, we see that I
2
ℓ−1 is bounded by the
product of
En∈GEs(0)1 ,··· ,s
(0)
ℓ−1
s
(1)
1 ,··· ,s
(1)
ℓ−1
Esℓ+1,··· ,sk
∏
ω∈{0,1}[ℓ−1]
ν
(ω1)
ℓ (n+ ψℓ(s
(ω)))
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and another term which, after expanding out the square, becomes exactly Iℓ. Since the
expression above is 1 + o(1) by the k-linear forms conditions on ν, the desired claim follows.

9.2. Proof of (9.2). Split the left side of (9.2) into the sum of two terms
(9.5) En∈G(f
′
1(n)−f˜
′
1(n))(f
′
1(n)−min(f
′
1(n), 1))+En∈G(f
′
1(n)−f˜
′
1(n))(min(f
′
1(n), 1)−f˜
′
1(n)).
The first term above can be bounded by
En∈G(ν
′
1(n) + 1)|ν
′
1(n)− 1| ≤ En∈G|ν
′
1(n)− 1|
2 + 2
(
En∈G|ν
′
1(n)− 1|
2
)1/2
.
This is o(1) since the L2-norm of ν ′1 − 1 is o(1) by the following lemma.
Lemma 9.2. Let ν ′1 be defined as above. Then
En∈G|ν
′
1(n)− 1|
2 = o(1).
Proof. It suffices to show that
En∈Gν
′
1(n)
2 = 1 + o(1), En∈Gν
′
1(n) = 1 + o(1).
We prove only the first bound; the second bound is dealt with similarly and easier. Expanding
the square we get
En∈Gν
′
1(n)
2 = En∈GEd(0),d(1)∈[D]
k∏
i=2
∏
τ∈{0,1}
νi(n+ (i− 1)d
(τ)).
For s2, · · · , sk ∈ [S], we may translate both d
(0) and d(1) by s2+ · · ·+ sk with an error in the
form of (9.4) (with f
(τ)
i there replaced by νi), which is o(1). Thus
En∈Gν
′
1(n)
2 = En∈GEs(0)1 ,s
(1)
1 ∈[D]
Es2,··· ,sk∈[S]
k∏
i=2
∏
τ∈{0,1}
νi
(
n + (i− 1)(s
(τ)
1 + s2 + · · ·+ sk)
)
+o(1).
After replacing n by n− s2 − 2s3 − · · · − (k − 1)sk we obtain
En∈Gν
′
1(n)
2 = En∈GEs(0)1 ,s
(1)
1 ∈[D]
Es2,··· ,sk∈[S]
k∏
i=2
∏
τ∈{0,1}
νi(n + ψi(s
(τ))) + o(1).
Since νi ∈ {ν, 1}, this is 1+ o(1) by the k-linear forms conditions on ν, completing the proof
of the lemma. 
It remains to bound the second sum in (9.5). First we claim that ‖min(f ′1, 1)− f˜
′
1‖D,1 =
o(1). To this end, let u2, · · · , uk : G→ [−1, 1] by any functions, and define u
′
1 : G→ [−1, 1]
by
u′1(n) = Ed∈[D]
k∏
i=2
ui(n+ (i− 1)d).
NARROW ARITHMETIC PROGRESSIONS IN THE PRIMES 29
By definition of the norm ‖ · ‖D,1, we need to show that
ΛD(min(f
′
1, 1)− f˜
′
1, u2, · · · , uk) = o(1).
The left side above can be written as
En∈G
[
min(f ′1(n), 1)− f˜
′
1(n)
]
u′1(n) = En∈G [min(f
′
1(n), 1)− f
′
1(n)] u
′
1(n)+En∈G(f
′
1(n)−f˜
′
1(n))u
′
1(n).
The first term can be bounded in terms of the L2-norm of ν ′1−1, which is o(1) by Lemma 9.2.
The second term can be rewritten as
ΛD(u
′
1, f2, · · · , fk)− ΛD(u
′
1, f˜2, · · · , f˜k).
This is o(1) by the induction hypothesis (since u′1 is bounded by 1). This proves the claim.
Going back to the task of bounding the second sum in (9.5), we need to show that
En∈G(f
′
1(n)− f˜
′
1(n))(min(f
′
1(n), 1)− f˜
′
1(n)) = o(1).
Expand it into four terms:
En∈Gf
′
1(n)min(f
′
1(n), 1)− En∈Gf
′
1(n)f˜
′
1(n)− En∈Gf˜
′
1(n)min(f
′
1(n), 1) + En∈Gf˜
′
1(n)
2.
These terms can be rewritten as
ΛD(min(f
′
1, 1), f2, · · · , fk)−ΛD(f˜
′
1, f2, · · · , fk)−ΛD(min(f
′
1, 1), f˜2, · · · , f˜k)+ΛD(f˜
′
1, f˜2, · · · , f˜k).
Each of these four terms is ΛD(f˜
′
1, f˜2, · · · , f˜k) + o(1) by the induction hypothesis, since both
min(f ′1, 1) and f˜
′
1 are bounded by 1 and ‖min(f
′
1, 1)− f˜
′
1‖D,1 = o(1) by the previous claim.
This proves (9.2) and completes the proof of Proposition 7.4.
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