Abstract
Introduction
A Mobile Ad-hoc Network (MANET) is a temporary wireless network composed of mobile nodes without any permanent infrastructure. Each node not only operates as an end system, it also acts as a router to forward packets on behalf of other nodes [1] . One of the best feature of MANET is its flexibility and can configure itself in the fly and thus very suitable for the emergency situation.
The IEEE 802.11 MAC protocol [2] is a best choice for providing Ad-hoc network facilities. Mobile ad hoc network can be a standalone network or it is also possible to connect it to the infrastructure network. Thus it provide the facility to connect to the internet from anywhere. According to [1] 
Background
In this section we are presenting a brief overview of the three routing protocols DSDV, DSR and AODV as well as the different variants of TCP to be analyzed.
Routing Algorithms

Destination Sequenced Distance Vector (DSDV)
DSDV [3] is a hop-by-hop distance vector routing protocol that in each node has a routing table that for all reachable destinations stores the next-hop and number of hops for that destination.
Ad-hoc On Demand Distance vector (AODV)
The Ad hoc On-Demand Distance Vector (AODV) algorithm enables dynamic, self-starting, multi-hop routing between participating mobile nodes wishing to establish and maintain an Ad hoc network [4] .
Dynamic Source Routing (DSR)
Dynamic Source Routing (DSR) [5] also belongs to the class of reactive protocols and allows nodes to dynamically discover a route across multiple network hops to any destination.
Transmission Control Protocol -TCP
TCP has changed slowly and progressively since its initial introduction. The following are the main changes which were introduced in the classical TCP.
Tahoe TCP
In 1988, Jacobson introduced the congestion control algorithm [6] in TCP and it is called TCPTahoe. It was assumed by Jacobson that losses due to packet corruption are much less probable than losses due to buffer overflows on the network. Therefore, on a loss, the sender should lower its share of the bandwidth. Tahoe TCP includes Slow-Start, Congestion Avoidance and Fast Retransmit. Tahoe TCP detects packet loss by either expiring RTO or receiving 3 duplicate ACKs. In case of receiving 3 duplicate ACKs Tahoe TCP retransmits the lost packet without having to wait for the RTO to expire. As RTO is relatively quite enough to transmit a packet, this process is called Fast Retransmit. Upon receiving a congestion signal Tahoe TCP sets its threshold value to half of the value of the congestion window just before the lost is recorded and congestion window is set to 1 MSS and enters into slow start. This process is called congestion avoidance. Tahoe TCP does not deal well with multiple packet loss within a single window of data.
Reno TCP
TCP Reno [7] introduced a major improvement over Tahoe TCP by introducing Fast Recovery algorithm. Upon receiving duplicate ACKs, Reno TCP does not enter into Slow-Start but it dictates the sender to perform the congestion avoidance mechanism after fast retransmission.
New Reno TCP
NewReno [8] modifies the Fast Recovery algorithm in such a way to deal with multiple packet losses in a single congestion window.
S ACK TCP
One of the reason of TCP poor performance is that TCP's fast retransmission and fast recovery mechanism can handle one packet loss from one window of data. To overcome this limitation and handle multiple packet loss in the same window the selective acknowledgement option (SACK) [9] was introduced in standard TCP implementation.
Simulations
In this research the simulator that we have used is the Network Simulator 2 (NS-2) from Berkeley [10] . To simulate the mobile wireless radio environment we have used a mobility extension to NS that is developed by the CMU Monarch project at Carnegie Mellon University. NS-2 along with CMU extension provides support for all TCP implementation and routing protocols (AODV, DSDV and DSR) that we have used in this research paper. Also all of these protocols are used with their basic configurations and no changes have been made.
Problem Definition
In this paper we are interested in finding out that how back ground traffic affects the relative performance of Mobile Ad hoc routing protocols. Also to make ostensible the background traffic consists of three different packet sizes i.e. 512, 1000, 1500 bytes and three different scenarios of 3 , 5 and 10 nodes. Selected routing protocols (AODV, DSDV and DSR) are simulated with different TCP variants (New Reno, Sack and Tahoe). In each scenario the three selected routing protocols along with three TCP variants are simulated having three AM in a different back ground traffic. Routing protocols performance is evaluated on the bases of throughput, number of packets sent, number of acknowledgement received, round trip time etc. we have collected data about these parameters and concluded our results.
Simulation scenario
In this research, we have taken three scenarios of 3 nodes, 5 nodes and 10 nodes. In our first simulation scenario, we have taken three wireless nodes over the area of a size of 500m x 400m. A TCP connection is established between the node(0) and node(1) with having background traffic. The initial location of the node(0), node(1) and node(2) as shown in Figure: In the second scenario, we have taken five wireless nodes over the area of a size of 500m x 400m. A TCP connection is established between the node(0) and node (1) . The initial location of the node(0), node(1) and node(2) same as in first scenario shown in Figure: 2, are receptively (5, 5), (490, 285) and (150, 240), the z co-ordinate is assumed to be 0. The other two nodes (3 and 4) are positioned at co-ordinates (400,11), (10, 120) respectfully. All the nodes produce back ground traffic. Finally our third scenario consists of 10 wireless nodes over the area of a size of 500m x 400m. A TCP connection is established between the node(0) and node (1) .The initial position of the nodes in the scenario are shown in Figure: 3. As mentioned afore, all the nodes produce back ground traffic. 
Traffic pattern
The traffic pattern defines the way in which the mobile node moves in a scenario. In our analysis we have taken three scenarios of 3, 5 and 10 nodes. The traffic pattern for the three mobile nodes in the simulation scenario is defined in such away that they remain in each other's radio range for the maximum of simulation time, so that the TCP connection should be remained open. The traffic pattern is: at time 10, node(0) starts moving towards point (250, 250) at the speed of 3 m/sec, at time 15, node (1) starts moving towards point (48, 285) at a speed of 5 m/sec, at time 110, node(0)starts moving towards point (480, 300) at a speed of 5 m/sec and at time 110, node(1) starts moving towards point (10, 150 )at a speed of 5 m/sec. Node(2) is kept static in the simulation. It will just act as a relay between node(0) and node(1) to help in increasing the connection time and introduces an imaginary propagation and processing delay. The duration of the simulation is kept 155 seconds, as it is the maximum time to get the required results.
The traffic pattern for the five nodes simulation scenario is again defined in such away that they remain in each other's radio range for the maximum of simulation time, so that the TCP connection should be remained open. The traffic pattern is: at time 5, node (3) 
Connection Pattern
The connection pattern defines that who is connected to whom in the simulation scenario. In simulation scenario a TCP connection is established between node(0) and node (1) . The background traffic is discussed later on. Node(0) acts as TCP source and node(1) acts as a TCP sink. TCP source sends TCP packets and TCP sink sends acknowledgements back to the source. The TCP packet size is set to its original length (1000Kb). Node(0) sends FTP packets. At time 12.0 FTP transmission starts, but when node(0) and node(1) comes in each other radio range or in the radio range of other nodes so that they can established a TCP connection, a TCP connection will be created and data transmission will take place.
Background Traffic
Most of the research work has ignored the real world problems and therefore they can not model well the real world environment. This simulation is designed with real world interference in mind caused by background traffic and other factors. As we have mentioned earlier that our simulation is consist of three scenarios of 3, 5 and 10 nodes.
The background traffic consists of three different packet sizes and hence different amount of background traffic. In 3 nodes scenario, when the packet size is 512 bytes then background traffic comes out 67584 bytes. When the packet size is 1000 bytes then background traffic equals to 132000 bytes. When the packet size is 1500 bytes then background traffic equals to 198000 bytes. Similarly in 5 nodes scenario for packet size 512, 1000 and 1500 the background traffic are 92672, 21600 and 324000 respectfully. And for 10 nodes scenario when the packet sizes are 512, 1000 and 1500, the background traffic is 205312, 376000 and 564000 respectfully. These three background traffic are taken in each of 3, 5 and 10 nodes scenarios. The three nodes scenario is shown in figure. The dotted lines indicate the connection between nodes.
Figure 4 Three Nodes UDP Connection Setup
At 15 second just after the FTP traffic starts at 12 second node(2) establish a UDP connection with node(0) and starts communicating up to 65 second at a constant bit rate. After this at 66 second node (2) initiates a UDP connection with node(1) up to 100 second. Similarly a third UDP connection is established between node(0) and node(1) from 101 to 149 second. The background traffic is designed in such a way to provide maximum interference to the communication nodes. The 5 nodes scenario is shown in figure 5 . 
Results
This section is reserved to discuss the simulation results..
TCP Algorithms with AODV
When AODV is simulated with different TCP algorithms, the results obtained are show in Figure 7. (A). AODV New Reno Throughput (512, 1000 and 1500 packet size) 3 nodes scenario.
(D). AODV New Reno CongWindow (512, 1000 and 1500 packet size) 3 nodes scenario.
(B). AODV New Reno Throughput
(512, 1000 and 1500 packet size) 5 nodes scenario.
(E). AODV New Reno CongWindow (512, 1000 and 1500 packet size) 3 nodes scenario.
C). AODV New Reno Throughput (512, 1000 and 1500 packet size) 10 nodes scenario. 
TCP algorithms with DSDV
When DSDV was simulated with the three algorithms of TCP the following results were obtained. 
Results Comparison (A). AODV
Analysis of AODV routing protocol with three TCP algorithms (New Reno, Sack and Tahoe) having three different scenarios of 3, 5 and 10 nodes and three different background traffic in each scenario. The table summarizes the result for AODV by varying the TCP algorithms and packet size keeping the number of nodes constant. After running the simulation it was found that AODV produces the same throughput with the investigated TCP flavors (New Reno, Sack and Tahoe) with same back ground traffic. The background traffic was varied in the simulation by varying the packet size. I have divided the result in three different sections.
1st case a). Number of nodes 3 b). Packet Size 512
Now having set these parameters when AODV was simulated with the different TCP algorithms (New Reno, Sack and Tahoe) it was found that AODV produces the same throughput with all the three flavors of TCP. In this case the throughput is 24267.27 bytes. 
2nd case a). Number of nodes 3 b). Packet Size 1000
Now again AODV was found consistent with the mentioned flavours of TCP. AODV produced same throughput with all flavours but this time smaller than the first case. In this case the throughput is 23905.75 bytes.
3rd case a). Number of nodes 3 b). Packet Size 1500
Once again AODV was found consistent with the said TCP algorithms. AODV produced same throughput with all flavors but this time smaller than the first case. In this case the throughput is 23324.73 bytes. The following table summarizes the result for AODV by varying the TCP algorithms and packet size keeping the number of nodes constant (i.e. 5).
4th case a). Number of nodes 5 b). Packet Size 512
Now having set these parameters when AODV was simulated with the different TCP algorithms (New Reno, Sack and Tahoe) it was found that AODV produces the different throughput with all the three flavors of TCP. In this case AODV produces maximum throughput New Reno which is 25397.03 bytes.
5th case a). Number of nodes 5 b). Packet Size 1000
With having 216000 bytes background traffic and 5 nodes, AODV again produces different throughput with the mentioned TCP algorithms (New Reno, Sack, and Tahoe). Now this time AODV produces maximum throughput with Sack, that is 23808.91 bytes. The throughput is less than the throughput when the packet size was 512 bytes.
6th case a). Number of nodes 5 b). Packet Size 1500
Similarly having changing the background traffic to 324000, AODV again produces maximum throughput with New Reno and is 23763.72 bytes, which is also less than the throughput when the packet size was 512 bytes. The following table summarizes the result for AODV by varying the TCP algorithms and packet size keeping the number of nodes constant to 10. 
7th case a). Number of nodes 10 b). Packet Size 512
Finally the number of nodes is set to 10 and AODV was simulated with the mentioned 3 TCP algorithm (New Reno, Sack and Tahoe) with varying background traffic. In this case the background traffic is 205312 bytes and AODV produces maximum throughput with New Reno. The throughput is 25694 bytes.
8th case a). Number of nodes 10 b). Packet Size 1000
With 376000 bytes background traffic AODV produces maximum throughput again with New Reno. The throughput is 24467.4 bytes.
9th case a). Number of nodes 10 b). Packet Size 1500
In last case of AODV when the background traffic is set to 564000 bytes, AODV produces maximum throughput with Sack that is 14732.09 bytes. 
(B) DSDV
Now we will take the 2nd routing protocol DSDV and again three TCP algorithms (New Reno, Sack and Tahoe) to see the throughput by varying the number of nodes to 3, 5, 10 and the background traffic. Again we have divided the DSDV simulation in 9 cases for better explanation. Now this table summarizes the result of DSDV by varying the TCP algorithms and packet size keeping the number of nodes constant to 3.
1st case a). Number of nodes 3 b). Packet Size 512
When DSDV was simulated with mentioned TCP algorithms (New Reno, Sack and Tahoe) and the number of nodes is kept to 3 and 67584 bytes background traffic, DSDV produces same throughput with New Reno and Tahoe but Different with Sack. The maximum throughput is with New Reno and Tahoe. The Throughput is 32743.71 bytes.
2nd case a). Number of nodes 3 b)
. Packet Size 1000 In this case DSDV produces maximum throughput with again New Reno and Tahoe. The throughput is 33479.66 bytes.
3rd case a). Number of nodes 3 b). Packet Size 1500
Similarly in this case DSDV produces maximum throughput with Sack and is 31710.78 bytes. The table summarizes the result of DSDV by varying the TCP algorithms and packet size keeping the number of nodes constant (i.e. 5). 
4th case a). Number of nodes 5 b). Packet Size 512
Now once again the numbers of nodes are increased to 5 and the background traffic is varied. In this case the background traffic is 92672 bytes. DSDV produces different result with the mentioned TCP algorithms. The maximum throughput comes with Sack which is 39761.14 bytes.
5th case a). Number of nodes 5 b). Packet Size 1000
In this case the background traffic is increased keeping the number of nodes to 5. DSDV produces the maximum throughput with New Reno. The throughput is 35209.81 bytes.
6th case a). Number of nodes 5 b). Packet Size 1500
Again the number of nodes is kept 5 but the background traffic is taken 324000 bytes. DSDV produces maximum through with Sack which is 33673.34 bytes. The following table summarizes the result of DSDV by varying the TCP algorithms and packet size keeping the number of nodes constant this time to 10. 
7th case a). Number of nodes 10 b). Packet Size 512
Once again the numbers of nodes are increased to 10 and the background traffic is varied. DSDV produced different through with the three simulated TCP algorithms (New Reno, Sack and Tahoe).In this case DSDV produces maximum through with New Reno which is 36281.47 bytes.
8th case a). Number of nodes 10 b). Packet Size 1000
Similarly in this case DSDV produces maximum through with Tahoe which is 34125.24 bytes.
9th case a). Number of nodes 10 b). Packet Size 1500
Now in case of 564000 bytes background traffic and 10 nodes, DSDV produces maximum throughput with once again with New Reno which is 33021.3 bytes. Analysis of DSR routing protocol with three TCP algorithms (New Reno, Sack, Tahoe) having three different scenarios of 3, 5, 10 nodes and three different background traffic in each scenario. 
(C) DSR
Now this table summarizes the result of our last simulated routing protocol DSR by varying the TCP algorithms and packet size keeping the number of nodes constant (i.e. 3).
1st case a). Number of nodes 3 b). Packet Size 512
In this 1st case, DSR was simulated with the three mentioned TCP algorithms. The maximum throughput comes with Sack which is 42892.19 bytes.
2nd case a). Number of nodes 3 b). Packet Size 1000
Similarly in this case DSR gives maximum throughput with New Reno. The throughput is 42969.66 bytes. 
3rd case a). Number of nodes 3 b). Packet Size 1500
This time with 198000 bytes background traffic DSR produces maximum throughput with Sack which is 43288.86 bytes. The table summarizes the result of DSR routing protocol by varying the TCP algorithms and packet size keeping the number of nodes constant to 5.
4th case a). Number of nodes 5 b). Packet Size 512
Similarly the numbers of nodes are taken 5 and the background traffic is varied. The DSR routing protocol is simulated with same mentioned three TCP algorithms (New Reno, Sack and Tahoe) and the DSR produces different throughput with the three mentioned TCP algorithms. In this case DSR gives maximum throughput with New Reno which is 45493.87 bytes.
5th case a). Number of nodes 5 b). Packet Size 1000
In this case DSR gives maximum throughput with Sack. The throughput is 45500.32 bytes.
6th case a). Number of nodes 5 b). Packet Size 1500
In case of 324000 bytes background traffic the DSR produces maximum throughput with New Reno. The throughput is 42763.07 bytes. The following table summarizes the result of DSR routing protocol by varying the TCP algorithms and packet size keeping the number of nodes constant to 10. 
9th case a). Number of nodes 10 b). Packet Size 1500
Finally with 10 nodes and 564000 bytes background traffic DSR produces maximum throughput with New Reno which is 42911.56 bytes.
Summary
Now in 3 Nodes scenario, with background traffic of 79360 bytes, 155000 bytes and 232500 bytes and with three TCP algorithms (New Reno, Sack and Tahoe). It is found that AODV produces consistence throughput, where Reno and Tahoe produces high throughput with DSDV in the presence of 155000 bytes background traffic. SACK throughput is maximum with DSR in the presence of 232500 bytes as background traffic, while this is the maximum throughput in three node scenario recorded in the combination of SACK and DSR.
In five nodes scenario with background traffic of 79360, 155000 and 232500 bytes, NewReno produces maximum throughput with AODV, while SACK throughput is maximum in the presence of DSDV and DSR, but as whole the maximum throughput is come out in combination of SACK and DSR.
Finally, in 10 nodes scenario having the background traffic of 79360, 155000 and 232500 bytes, it is found that in the presence of AODV the throughput of all TCP variants is different and NewReno achieves the maximum throughput. In the presence of DSDV the maximum throughput is
