Pigeons were trained in three experiments with a two-key, concurrent-chains choice procedure. The initial links were equal variable-interval schedules, and the terminal links were randomtime schedules with equal average interreinforcement intervals. Across the three experiments, the pigeons either stayed in a terminal link until a reinforcer was delivered or were returned to the initial links if a reinforcer was not delivered after the first unit time interval. The results showed that choice responding in concurrent chains is a complex function of (a) local factors, such as the immediacy of reinforcement in a terminal link, and (b) overall factors, such as the overall interreinforcement interval as calculated over both initial and terminal links of the chain. However, the local factors are generally stronger when the two factors are directly opposed.
In the concurrent-chains procedure as it is often used with a hungry pigeon, the bird is presented with two concurrently available response keys, each illuminated by a stimulus associated with the initial link of a chain schedule of reinforcement. Occasionally, a response on one key produces a terminal-link stimulus, and the other key becomes dark and inoperative. Food is delivered according to some schedule in the presence of the terminal-link stimulus, and at the completion of the terminal link, the initial links are reinstated for the next period of choice, when the cycle begins anew. In one common use of the procedure, the initial links are equal, and the independent variable is some difference between the terminal-link schedules. The dependent variable is the distribution of initial-link responding, conventionally called the choice proportion. The choice proportion is generally expressed as a ratio in the form of R L /(R L + R R ). The term R L indicates responses on the left key during the initial links, and the term R R indicates responses on the right key during the initial links. A pattern of approximately equal responding on each key (in practice, ± 0.05) yields a choice proportion in the range of 0.45-0.55. In this case, the pigeons are said to be indifferent, and the terminal links are inferred to be of equal value. A pattern of responding more on one key than on the other during the initial links yields a choice proportion greater than 0.55 (depending on which key is in the numerator of the measure). In this case, the pigeons are said to exhibit a preference, and the terminal link on the key that controls more responding is inferred to have a higher value.
One problem that has occupied the attention of many researchers is how to mathematically describe the manner in which the temporal distribution of reinforcers in a terminal link determines its value as a choice alternative. For example, Autor (1960 Autor ( , 1969 and Herrnstein (1964b) presented pigeons with a choice between a variety of time-and responsebased aperiodic schedules. They found that initial-link responding was distributed in proportion to, and hence proposed that the value of the alternatives was determined by, the arithmetic rate of reinforcement in the terminal links. At the time, this proposition had the agreeable advantage of making data from the concurrent-chains procedure consistent with data from the concurrent variable-interval variable-interval (VI VI) procedure, which had previously shown a matching relation in which the rate of responding was proportional to or matched the rate of obtained reinforcement (Herrnstein, 1961) .
However, Herrnstein (1964a) subsequently found that pigeons preferred a VI terminal link to a fixed-interval (FI) terminal link that yielded the same overall arithmetic rate of reinforcement. This finding revealed that the value of a choice alternative, such as the terminal link in concurrent chains, was not necessarily a function of its arithmetic rate of reinforcement. Herrnstein (1964a) suggested that "the pigeon's method of averaging tends to weight the shorter intervals of the variable interval more heavily than the longer" (p. 181) but thought that "discovering the correct principle of transformation, while certainly worthwhile, seems forbidding" (p. 181). Killeen (1968) further examined how the temporal distribution of terminal-link reinforcers influenced the value of a terminal link. Using equal initial links, Killeen presented pigeons with a choice between two aperiodic, time-based terminal-link schedules. He found that preference was better described with a comparison of the harmonic averages of interreinforcement intervals (IRIs) than with arithmetic averages. The harmonic averaging process involves the reciprocal of the delays to reinforcement in the schedules (i.e., the immediacies), which effectively weights shorter IRIs more heavily than longer, much as Herrnstein (1964a) had earlier indicated was necessary.
Subsequent research clarified the decisive contribution of immediacy by presenting more than one reinforcer in a terminal link. For example, two reinforcers might be presented according to successive FI 30-s schedules in one terminal link and according to an FI 10-s schedule and then an FI 50-s schedule in the other. This manipulation meant that immediacy differed (10 s vs. 30 s), while the overall rate of reinforcement (once every 30 s) was equal. The general result was that pigeons preferred the terminal link associated with the more immediate reinforcer (e.g., Davison, 1968; Hursh & Fantino, 1973) . Additional research has shown that consideration of the summed immediacies of reinforcers in the choice alternatives with multiple reinforcers provides at least an ordinal description of the values of those alternatives (e.g., McDiarmid & Rilling, 1965; Shull, Mellon, & Sharp, 1990; Shull, Spear, & Bryson, 1981 ; see also Poniewaz, 1984) .
In continued research into the factors that control the distribution of choice responding, Mazur (1987) found that a hyperbolic-decay model actually provided a better fit to choice data than the consideration of the immediacy of a reinforcer. He proposed a relatively simple model that would describe the value of a reinforcer presented after a fixed delay:
(1)
In this equation, V is the value of a reinforcer that is delivered after some delay, D; A is the (undiscounted) value of the reinforcer if it were delivered immediately; and K is an individual difference parameter that adjusts for how quickly the effective value decreases as the delay increases. A hyperbolic-decay model weights short IRIs more heavily than long IRIs, as does an interpretation based on immediacy. Consequently, interpretations based on immediacy and hyperbolic-decay models often make the same ordinal prediction. In any case, in an extensive set of studies Mazur has shown that this model offers a suitable method of understanding the effectiveness of delayed reinforcers, and although the assay uses a single-response, discrete-trial procedure rather than VI initial links to assess preference, the model is certainly accurate in a qualitative sense in a broad range of settings.
What then about the value of alternatives that deliver reinforcers after varying delays, as had been investigated previously? Using aperiodic, time-based schedules in additional investigations, Mazur (1984 Mazur ( , 1986 was able to adequately describe choice data by comparing the weighted average of the values of every possible delay according to a hyperbolicdecay model, where the weight was determined by each delay's probability of occurrence. The resulting equation is as follows:
In this equation, V v is the value of an alternative that can deliver a reinforcer according to any of n possible delays on a given exposure to the alternative (i.e., the variable alternative), p j is the probability that a delay of D j seconds will occur, A v is the value (i.e., amount) of the reinforcer in the variable alternative if delivered immediately, and K is an individual difference parameter that further modulates how quickly the value of the reinforcer decreases as its delay increases.
A further complex case is probabilistic, or percentage, reinforcement,
in which a reinforcer is delivered after only a fraction of the exposures to a choice alternative. After extensive investigation, Mazur (1989) proposed that "the value or effectiveness of a probabilistic reinforcer is determined by the total time per reinforcer spent in the presence of stimuli associated with the probabilistic alternative" (p. 87; see also Mazur, 1985) . On this view, probabilistic reinforcers were treated as reinforcers delivered after variable, rather than fixed, delays. The variable delays were then incorporated into the hyperbolic-decay model. This treatment has proved reasonably accurate, and although it may apply in some cases (e.g., Schneider, 1968) , it is not clear how it applies in others (e.g., McDevitt, Spetch, & Dunn, 1997; Moore, 1976; Spetch & Dunn, 1987) .
The present three experiments were conducted to provide additional data about the relation between choice responding in concurrent chains and temporal parameters of reinforcement associated with a terminal link. The initial links were equal VI schedules, and each terminal link delivered response-independent reinforcers according to a random-time (RT) 32-s schedule, in which reinforcement was delivered after a given unit time interval (Δt) according to a specified probability (p). The average IRI on an RT schedule is given by Δt/p (Millenson, 1963) . The terminal links in the present research were distinguished by parametrically varied combinations of Δt and p, which were selected to yield an IRI of 32 s. Millenson's (1963) method was employed because it allowed us to hold overall rate of reinforcement constant and to manipulate minimum IRI and hence the minimum initial delay to a reinforcer after terminal-link onset, through manipulations of Δt and p. Other methods of generating time-based schedules typically do not afford this possibility. For example, the minimum IRI of a schedule is what defines the minimum delay to reinforcement associated with the hyperbolic-decay model. Given that the hyperbolic-decay model accounts for a wealth of data and that this model weights short IRIs heavily, investigating the role of the minimum IRI associated with an aperiodic schedule seems clearly relevant. Suppose the Fleshler and Hoffman (1962) equation is used to generate the IRIs on two aperiodic schedules. Suppose further that the schedules have the same number of IRIs (e.g., 10), and the rate of reinforcement on schedule B is half that of schedule A. In such a situation, the minimum IRI of schedule B is twice that of schedule A. Presumably, schedule A will evoke more choice responding than schedule B will, and the traditional interpretation is that A does so because it provides a higher rate of reinforcement. However, two factors actually distinguish the schedules: the minimum IRI and the rate of reinforcement. To equate the minimum IRIs on schedules A and B, experimenters would have to provide for twice as many IRIs on schedule B as on schedule A, which experimenters rarely if ever do. Thus, the present procedure allowed continued exploration of the generality of results that emphasize that shorter delays should be weighted more heavily in the calculation of the reinforcing value of an alternative.
Of further interest in the present research were the effects of two procedural manipulations in the terminal links. In the first procedural manipulation, a terminal link remained in effect until a reinforcer was delivered or some maximum time was reached. We refer to this procedure as the stay procedure, in the sense that the pigeon stayed in the terminal link until a reinforcer was delivered. This procedure, of course, is consistent with the conventional terminal-link scheduling procedure.
In the second procedural manipulation, a terminal link ended after the first unit time interval if a reinforcer was not delivered. We refer to this procedure as the return procedure, in the sense that the procedure returned the pigeon to the initial links after the first unit time interval if a reinforcer was not delivered. (The return procedure is similar to percentage or probabilistic reinforcement in the terminal links, discussed earlier.) At issue in the research, then, was whether choice varied systematically when the combinations of unit time intervals and probability were parametrically manipulated across the stay and return procedures.
In summary, the present research presented pigeons with a choice between two RT 32-s terminal-link schedules, constructed according to Millenson's (1963) method with parametrically varied combinations of Δt and p. In Experiment 1, both terminal links used the stay procedure. In Experiment 2, both terminal links used the return procedure. In Experiment 3, one terminal link used the stay procedure, and the other used the return procedure. At issue was whether choice varied systematically across the terminal-link procedures when the parameters Δt and p were manipulated.
General Method

Subjects
A total of 9 pigeons served in Experiments 1, 2, and 3. The pigeons were mixed breeds, mixed sex, between 1 and 3 years of age, naive at the start of the experiments, and trained to peck by means of an autoshaping procedure. All pigeons were maintained at approximately 80% of their free-feeding weights throughout the experiment. The pigeons were individually housed in a room that was illuminated 24 h per day, with unrestricted access to water and grit in their home cages. Maintenance and use of the pigeons in this research met the policies and procedures recommended by the American Psychological Association's standards for use of animals in psychological research, and the experimental protocol described here was approved by the University of Wisconsin-Milwaukee Institutional Animal Care and Use Committee.
Apparatus
Three operant chambers were used in the present research. The chambers were constructed from modified picnic ice chests. The interior dimensions of these chambers were approximately 32 cm high, 28 cm deep, and 28 cm wide. For all chambers, a rectangular opening (5 cm by 6 cm), through which the bird gained access to an elevated food hopper, was centered on the intelligence panel in the front of the chamber. Two circular response keys (2.5 cm in diameter) were also mounted on the intelligence panel, 9 cm apart. In all chambers, the response keys required approximately 0.15 N to operate. The distances from (a) floor to food-hopper opening and (b) floor to response keys were 6 cm and 22 cm, respectively. In addition, all chambers had a ventilation fan to provide not only fresh air but also a masking noise to minimize interference from any outside auditory stimulation. Apple 2/e microcomputers, located in the room adjacent to the chambers, were used to control events and to record data.
Procedure
The concurrent-chains procedure, described previously, was used to examine the pigeons' choice behavior. In all three experiments, the initiallink schedules were interdependent VI 30-s schedules (Stubbs & Pliskoff, 1969) , with intervals calculated according to the Fleshler and Hoffman (1962) equation. The initial-link stimulus on each key was a white light.
In all three experiments, each terminal link was an RT 32-s schedule, which delivered response-independent reinforcement according to parametrically varied combinations of the unit time interval and associated probability of reinforcement. The principal reinforcement parameters were (Δt = 4 s; p = .125), (Δt = 8 s; p = .25), and (Δt = 16 s; p = .50). In addition, some conditions of Experiments 1 and 3 employed (Δt = 24 s; p = .75). To avoid ambiguous schedule designations, we will henceforth adopt the convention of referring to the RT 32-s terminal links in terms of the unit time interval and procedure, for instance, as 4 s/stay or 8 s/return. The terminal-link stimulus on the left key was a red light, and on the right key, a green light.
As noted earlier, the terminal links in the present research employed either the stay procedure or the return procedure. In the stay procedure, the pigeon stayed in the terminal link until a reinforcer was delivered; if a reinforcer was not delivered in a terminal link by the time 96 s had passed, a reinforcer was delivered then and the initial links were reinstated. In the return procedure, the procedure returned the pigeon to the initial links after the first unit time interval if a reinforcer was not obtained. If a reinforcer was obtained, the procedure returned the pigeon to the initial links at the end of the reinforcement cycle. (Additional data are available from the authors involving choice between RT 32-s and FT 32-s terminal links, and involving a procedure wherein the keylight was darkened for 0.5 s after the completion of a unit time interval if reinforcement was not delivered. However, these data were judged to be inconclusive because of excessive variability, for example, related to position bias and other failures of choice responding to reverse after reversals of the schedules in the terminal links.)
Unconditioned reinforcement was 3-s access to mixed grain, made available in an illuminated food hopper through the centrally located aperture on the intelligence panel. Sessions were conducted at the same time of day, 5-6 days per week. Individual sessions lasted until 40 reinforcements were obtained and generally took between 30 and 60 min. The dependent variable was the choice proportion, defined as the proportion of pecks made on one key during the concurrently available initial links.
The pigeons were trained with one schedule in effect in the left terminal link, and another in the right terminal link, for a minimum of 15 sessions, and then a stability criterion was applied. Beginning with the 15th session, and every session thereafter if the criterion was not satisfied up to a maximum of 25 sessions, the choice proportions from the last nine sessions were considered in three blocks of three sessions each. When the means of the blocks did not differ by more than 0.05 and showed no monotonic trends, performance was judged stable. The stable choice proportion, or the choice proportion of the last nine sessions if the choice proportion still was not stable when the maximum had been reached, was taken to indicate the performance engendered in that condition. The general plan of the research was to determine whether the programmed features of a terminal link produced a departure from indifference, even though the overall average IRI in each terminal link was always scheduled to be 32 s. To this end, if the choice proportion exceeded 0.55 on an initial determination, then the terminal-link schedules were reversed for a second determination. In principle, using the average choice proportion of the two determinations of an individual pigeon removes the effect of any position bias. If the choice proportion was in the general range of 0.45-0.55 on the initial determination, or if position bias was apparent even if the choice proportion was technically outside the range of indifference, then no reversal was conducted. Tables 1, 2 , and 3 pertain to Experiments 1, 2, and 3, respectively. These tables present procedural details about their respective experiments, such as order of conditions, as well as response rates, IRIs, and choice proportions for each subject on all conditions of the respective experiments. As shown in the tables, at least 2 pigeons, and generally 3, were trained on each combination of Δt and p. The overall experimental designs approximated factorial designs, although not all pigeons were trained on each combination. Thus, data points were replicated across the research not only through initial determinations and reversals but also with additional pigeons. Initial-link and terminal-link response rates represent average responses per minute in the respective portions of the concurrent-chains schedule. Terminal-link IRIs were calculated by dividing total terminal-link time on a key by the number of reinforcers obtained on that key. Data were calculated over the last nine sessions in each condition.
Figures 1, 2, and 3 present the choice proportions for individual pigeons in Experiments 1, 2, and 3, respectively, as well as the group average in each condition of each experiment. The choice proportions for individual pigeons in the figures are the results of either the single determination or an average of the initial and reversal determinations reported in the tables. Note. Both terminal links were RT 32 s, and both used the stay procedure. Each condition is defined by the pair of left (L) and right (R) terminal-link schedules in effect. The schedules are described in terms of their unit time intervals (in seconds). Included are the responses per minute in the initial and terminal links, the IRI in the terminal link, and the choice proportion, expressed in terms of the left key in each condition. Data are averages of the last nine sessions in each condition. The pigeons were trained in the order listed. Choice proportions may show the effect of rounding to two-digit values.
Experiment 1: Stay Versus Stay Comparisons
In Experiment 1, RT 32-s terminal links with parametrically varied combinations of unit time interval and reinforcement probability were pitted against each other with the stay procedure.
Subjects
Pigeons 186, 213, 386, 6146, and 6600 served.
Results and Discussion
The data from Experiment 1 are presented in Table 1 and Figure  1 . Table 1 presents the absolute response rates, terminal-link IRIs, and choice proportions for individual pigeons in all conditions of Experiment 1. Pigeon 386 developed a left key bias early in its training, presumably because the RT 32-s schedule with the shorter unit time interval was associated with the left terminal link on its first exposure. This bias may be seen in the comparisons between (a) 4 s/stay and 16 s/stay, when what appeared to be an initial preference for 4 s/stay, consistent with other pigeons, didn't fully reverse in subsequent determinations; (b) 8 s/stay and 16 s/stay, when the pigeon paradoxically appeared to prefer 16 s/stay on the single determination (no reversal having been conducted because of the bias on the first determination); and (c) 4 s/stay and 8 s/stay, when again what appeared to be an initial preference for 4 s/stay didn't fully reverse. Figure 1 presents the choice proportions for individual pigeons in Experiment 1, as well as the group averages. Each panel presents the choice proportion in favor of terminal link (TL) 1, which was 4 s/stay or 8 s/stay in different conditions, when it was pitted against TL 2, which was 8 s/stay, 16 s/stay, or 24 s/stay in different conditions. As seen in the figure, when TL 2 was 8 s/stay and TL 1 was 4 s/stay, the average and individual choice proportions indicated indifference. However, when TL 2 was 16 s/stay and TL 1 was 4 s/stay, the average and individual choice proportions indicated a preference for the 4 s/stay terminal link. When TL 2 was 16 s/stay and TL 1 was 8 s/stay, the average and individual choice proportions suggested a slightly lower preference for the 8 s/stay terminal link than with a 4 s/stay terminal link. When TL 2 was 24 s/stay and TL 1 was 4 s/stay, the average and individual choice proportion showed a clear and substantial preference for the 4 s/stay terminal link. When TL 2 was 24 s/stay and TL 1 was 8 s/stay, the average and individual choice proportion indicated a preference for the 8 s/stay terminal link, although the preference is less than with a 4 s/stay terminal link.
The results of Experiment 1 reveal a pattern of emerging preference for the terminal link with the shorter unit time interval, once the absolute difference between the unit time intervals became greater than 8 s. Thus, there is not necessarily a linear increase in preference as the difference increases, but at least initially the effect is more categorical and based on absolute durations. A 4 s/stay terminal link was approximately equal in value to an 8 s/stay terminal link, but then stronger preferences were observed when the differences became larger, as when 4 s/stay was pitted against 16 s or 24 s/stay, or 8 s/stay was pitted against 24 s/stay. Taken together, these data extend the results of Herrnstein (1964a) , who found that pigeons will prefer an aperiodic to a periodic time-based schedule, even though both offer the same rate of reinforcement, by showing that pigeons will prefer one aperiodic, time-based schedule over another, even though both offer the same rate of reinforcement. Note. Both terminal links were RT 32 s, and both used the return procedure. In Experiment 2, RT 32-s terminal links with parametrically varied combinations of unit time interval and reinforcement probability were pitted against each other using the return procedure.
Subjects
Pigeons 187, 222, 456, and 1054 served.
Results and Discussion
The data from Experiment 2 are presented in Table 2 and Figure 2 . Table 2 presents the absolute response rates, terminal-link IRIs, and choice proportions for individual pigeons in all conditions of Experiment 2. Figure 2 presents the choice proportions for individual pigeons in Experiment 2, as well as the group averages. Each panel presents the choice proportion in favor of TL 1, which was 4 s/return or 8 s/return in different conditions, when it was pitted against TL 2, which was 8 s/return or 16 s/ return in different conditions. As seen in the figure, when TL 2 was 8 s/return and TL 1 was 4 s/return, the group average indicated indifference. There was somewhat greater individual variation than in the corresponding condition of Experiment 1, in that pigeon 456 seemed to prefer the 8 s/return alternative, whereas the choice proportions of other pigeons were closer to 0.50, and that of pigeon 187 was even a bit below 0.50. When TL 2 was 16 s/return and TL 1 was 4 s/return, the group average indicated a preference for 4 s/return, as might be expected from a comparison of the unit time intervals. The group average when TL 2 was 16 s/return and TL 1 was 8 s/return was actually somewhat higher than when 16 s/return was pitted against 4 s/return. Examination of the individual data indicates that the choice proportion of pigeon 187 when 4 s/return was pitted against 16 s/return was markedly lower for an unknown reason than that of the other pigeons, resulting in a lowering of the group average.
Overall, as suggested above, the results of the return versus return comparisons in Experiment 2 were somewhat more variable than those of the stay versus stay comparisons in Experiment 1. Although there was some hint of control by the RT 32-s schedule with the shorter unit time interval, the data with the return procedure were not as systematic as those with the stay procedure in Experiment 1.
Worth emphasizing is that the return procedure drastically increased the overall IRI of the alternative, calculated over both initial and terminal links. For example, on the 4 s/return terminal link, the pigeon had to enter a terminal link an average of eight times to attain a reinforcer. Thus, it had to cycle through the VI 30-s initial links eight times (240 s), which would have to be added to the 32-s terminal link, for an overall average IRI of 272 s, calculated over both initial and terminal links. Comparable increases can be calculated for other conditions with other combinations of Δt and p in the terminal links. What is unclear is how specifically to incorporate the effect of this sort of increase in overall IRI. If overall IRI was the controlling factor, the prediction is that the pigeons would always have preferred 8 s/return to 4 s/return, and always preferred 16 s/return to either 4 s/return or 8 s/return, with a slightly greater preference in the case of 8 s/return. Alternatively, if the size of the unit time interval was the controlling factor, as appeared to be the case in Experiment 1, the prediction is that the pigeons would have always preferred the 4 s/return or 8 s/return to 16 s/return, with a slightly greater preference in the case of 4 s/return. None of these patterns are generally apparent in Experiment 2. Rather, the results seemed intermediate between these predictions, suggesting that overall IRI attenuated any control that was exerted by the shorter unit time interval. 
Experiment 3: Return Versus Stay Comparisons
In Experiment 3, RT 32-s terminal links with parametrically varied combinations of unit time interval and reinforcement probability were pitted against each other, with the return procedure used in one terminal link and the stay procedure used in the other.
Subjects
Pigeons 186, 213, 386, 6146, and 6600 from Experiment 1 served.
Results and Discussion
The data from Experiment 3 are presented in Table 3 and Figure  3 . Table 3 presents the absolute response rates, terminal-link IRIs, and choice proportions for individual pigeons in all conditions in Experiment 3. As in Experiments 1 and 2, although terminal-link response rates are sometimes rapid, even with response-independent reinforcers in the terminal links, there is no systematic variation in choice proportions to suggest that terminal-link response rates influenced initial-link preferences. Similarly, although obtained terminal-link IRIs are sometimes not exactly 32 s, there is no systematic variation in choice proportion to suggest that the minor differences between terminal-link IRIs influenced initial-link preferences. Figure 3 presents the choice proportions for individual pigeons in Experiment 3, as well as the group averages. Each panel presents the choice proportion in favor of TL 1, which was 4 s/return, 8 s/return, or 16 s/return in different conditions, when it was pitted against TL 2, which was 4 s/stay, 8 s/stay, 16 s/stay, or 24 s/stay in different conditions.
As seen in the figure, the group average shows the general pattern of the data was choice proportions below 0.50 when TL 2 was 4 s/stay or Note. Both terminal links were RT 32 s. One used the stay procedure, and the other, the return procedure. Each condition is defined by the pair of left (L) and right (R) terminal-link schedules in effect. The schedules are described in terms of their unit time intervals (in seconds) and the procedural feature (stay: S; return: R). Included are the responses per minute in the initial and terminal links, the IRI in the terminal link, and the choice proportion, expressed in terms of the left key in each condition. Data are averages of the last nine sessions in each condition. The pigeons were trained in the order listed. Choice proportions may show the effect of rounding to two-digit values.
8 s/stay, choice proportions approximating 0.50 when TL 2 was 16 s/stay (with the exception to be discussed below), and a choice proportion well above 0.50 when TL 2 was 24 s/stay. These data mean that there was a reversal of preference across the conditions of the experiment as the unit Table 3. time interval in TL 2 increased from 4 s to 24 s. The pigeons preferred TL 2 when it was 4 s/stay or 8 s/stay, regardless of the unit time interval in TL 1, the return terminal link. The pigeons were indifferent between TL 2, when it was 16 s/stay, and TL 1, when those terminal links were 4 s/return and 8 s/return. These data indicate that the shorter unit time interval of the return terminal link was reducing the preference for the stay terminal link, even though the overall IRI (i.e., as calculated across both initial and terminal links) was longer on the return terminal link. The exception is that pigeons did prefer 16 s/stay to 16 s/return, indicating control by the overall IRI when the unit time intervals were equal in the terminal links. Finally, the pigeons preferred TL 1, 4 s/return, to TL 2, 24 s/stay, reflecting the influence of the shorter unit time interval in the return terminal link, even though the overall IRI was again much longer in the 4 s/return terminal link.
General Discussion
Pigeons were trained in three experiments using a two-key, concurrentchains choice procedure. Equal VI 30-s schedules were in effect during the initial links, and RT 32-s schedules were in effect during the terminal links. The RT 32-s schedules were arranged by delivering responseindependent reinforcers with a specified probability after a specified unit time interval. All three experiments parametrically varied the combination of unit time interval and reinforcement probability in a terminal link, as well as the procedure for ending a terminal link. In Experiment 1 the pigeon stayed in each terminal link until a reinforcer was delivered. The result was preference for the terminal link with the shorter unit time interval, once the absolute difference between unit time intervals became sufficiently great. In Experiment 2 the procedure returned the pigeon to the initial links if a reinforcer was not delivered after the first unit time interval in each terminal link. The results were somewhat consistent with those of Experiment 1, although the increased overall IRI related to the repeated recycling through the initial links produced greater within-and between-subject variability than in Experiment 1. In Experiment 3 the pigeon stayed in one terminal link until a reinforcer, but the procedure returned the pigeon to the initial links after the first unit time interval in the other. The results were that pigeons preferred the stay terminal link when its unit time interval was shorter than or equal to that of the return terminal link but preferred the return terminal link when its unit time interval was sufficiently shorter. This last result occurred even though the overall IRI of the return terminal link, calculated over both initial and terminal links, was much longer.
Taken together, the present results suggest two factors were combining to control choice responding. The first is a more local or molecular factor, related to terminal-link reinforcement parameters. This factor is a function of the duration of the minimum IRI on the terminal-link schedule, rather than the average IRI of the terminal-link schedule. As found in previous research, a hyperbolic-decay model (see equation 2), rather than average arithmetic IRI, accurately reflects the contribution of this factor.
The second factor is a more global or molar factor. This factor is a function of the overall IRI of the entire chain schedule, calculated across both initial and terminal links. Relevant also are the general contextual parameters of the procedure itself, such as whether choice is assessed with a single response, as in Mazur's (1987) discrete-trial adjusting procedure, or by using VI initial links. This factor was relevant in the present research because of the repeated recycling through the VI initial links brought about by the return procedure.
The impact of these two factors may be seen in the general pattern of the data across the three experiments. In Experiment 1, once the absolute difference between unit time intervals became sufficiently large, the pigeons preferred the alternative associated with the shorter unit time interval. As there were no differences between overall IRIs, this factor did not enter into the determination of responding.
In Experiment 2 the results are a bit more complex but nevertheless interpretable. There was some indication that the pigeons preferred the alternative with the shorter unit time interval, but the concomitant large increases in overall IRI seemed to reduce this control, resulting in generally lower preferences for a schedule with a shorter unit time interval and less systematic behavior than in Experiment 1.
In Experiment 3 the results are again complex but interpretable. Three cases must be considered. The first case is when TL 2 was 4 s/stay and 8 s/stay. Here, the unit time intervals in the return and stay terminal links were comparable, and hence were not a differential factor that favored either terminal link. Rather, the differential factor was the overall IRI, which was greater in the chain associated with the return terminal link because of the many returns to the initial links. Hence, the pigeons preferred the stay terminal links, because of the shorter overall IRI of the chain. Indeed, the pigeons exhibited an even greater preference for the stay terminal links when TL 1 was 16 s/return, because they were also associated with a shorter unit time interval.
The second case in Experiment 3 is when TL 2 was 16 s/stay. Here, on average the pigeons were indifferent when TL 1 was 4 s/return and 8 s/return but preferred 16 s/stay to 16 s/return. On the present view, the pigeons were indifferent because the influence of the shorter unit time interval in the return terminal link was offset by the influence of the shorter overall IRI on the chain associated with the stay terminal link. When the pigeons preferred 16 s/stay to 16 s/return, they did so because the unit time intervals were equal, and the overall IRI was shorter on chain associated with the stay terminal link.
The third case in Experiment 3 is when TL 1 was 4 s/return and TL 2 was 24 s/stay. Here, the pigeons preferred 4 s/return. On the present view, the pigeons preferred the return to the stay terminal link because the unit time interval was so much shorter, even though the overall IRI was much longer on the return terminal link.
That two factors might be involved in a complex way in the control of responding on concurrent chains has been suggested in previous analyses. For example, Gollub (1977) noted that quantitative models to describe behavior under concurrent chained schedules have grown increasingly complex as experimental variables have been extended beyond the initial limited values. . . . In part this may reflect a terminological problem. It is a misnomer to call this experimental paradigm concurrent chains. Concurrent scheduling occurs for only part of the schedule. . . . This inaccurate terminology may have also distracted attention from what appears to be the crux of the matter: the organism is enmeshed in a complex set of contingencies, where, among other things, termination of the concurrent components not only is followed by one of the terminal components, but also delays the presentation of the alternative terminal component. . . . It is naïve to consider concurrent chained schedules and related procedures as a simple technique for preference scaling of the terminal components.
In summary, the concurrent-chains procedure, understood as a name and not a description, is a complex behavioral situation in which responding in the initial components is a function of the absolute and relative values of both the initial and terminal components. Much additional research is required to elucidate the individual sources of control in this situation. (p. 298) Worth noting is that Moore (1982) explicitly addressed Gollub's points by presenting pigeons with a choice between a chain VI VI schedule, in effect on one key, and a simple VI schedule, in effect on the other, where the schedule in effect on each key was continuously available. Moore found that when the initial link of the chain schedule was in effect on one key, the pigeons responded more on the simple VI schedule than would be predicted from a comparison of overall IRIs of the two schedules. However, when the terminal link of the chain schedule was in effect on one key, the pigeons responded more on the chain schedule than would be predicted from a comparison of prevailing IRIs of the two schedules. This finding supports Gollub's contention about the underlying dynamic complexity of responding on concurrent chains, as well as the present research.
To recapitulate, pigeons may prefer terminal link A to terminal link B in a conventional concurrent-chains procedure if A is composed of shorter unit time intervals, even if the terminal-link IRIs are equal in the two alternatives. In addition, the pigeons may also prefer terminal link A to terminal link B, even if A is associated with a very long overall IRI, calculated across both initial and terminal links as a consequence of the return procedure. This preference could come about if the unit time interval is much shorter in A than in B. In particular, the present research suggests the molecular factor is stronger than the molar factor when the two are placed in opposition, as shown by the reliable preference in the present Experiment 3 for a 4 s/return terminal link over a 24 s/stay terminal link.
In some conditions of the present research (e.g., in Experiment 2), the pigeons' behavior was interpreted as indifference. The indifference was then attributed to the combined action of different initial-and terminal-link variables in the experimental setting. Readers might well challenge this interpretation by suggesting that the pigeons simply didn't discriminate the alternatives sufficiently, or that an inadequate technique was used in the present research. To be sure, it is difficult to prove that any particular data point, whether indifference or preference, isn't a function of the lack of discrimination or of some unrecognized variable, rather than the independent variables in question. The present research used standard techniques, with discriminations and reversals and replications both within and between subjects. In addition, the pigeons did exhibit preferences in other conditions. Consequently, the pigeons were clearly capable of responding preferentially when given a choice between two alternatives. Thus, the general conclusions that valid procedures were followed and conventional standards were observed during the research and analysis of the results seems defensible.
Another possible influence on choice responding in the present procedures is the Pavlovian relation between stimulus and food in the terminal link. The range of experiments that pertains to this question is exceptionally broad, and the outcomes not entirely consistent. Consider the effect on initial link responding of disrupting the correlation between stimulus and the appetitively significant event, food delivery, in the terminal link. The return procedure of the present research implicitly disrupts this correlation: The terminal-link stimulus appears but then terminates without food on some percentage of the entries in a case of Pavlovian extinction. The Pavlovian correlation is then reestablished when food is presented on some entries, perhaps in some analogue of partial Pavlovian reinforcement. The extent to which initial-link choice responding is a function of Pavlovian terminal-link processes is somewhat unclear. For example, Fantino (1965) and Moore (1986) found that pigeons would continue to respond to the initial-link stimulus of a chain schedule after responding had been extinguished in the presence of the terminal-link stimulus. Thus, in this research initial-link responding was not influenced by Pavlovian extinction in the terminal links. In contrast, Catlin and Gleitman (1973) found that when food was discontinued in the terminal link of a chain, responding extinguished more quickly in the initial than in the terminal link. However, there were differences in the manner and extent of extinction, as well as differences in testing procedures, across these studies. Moore's review of the literature suggests that simple Pavlovian extinction in a terminal link does not necessarily or immediately reduce responding in the initial link of a chain. If Moore's interpretation is at all general, it would suggest that the Pavlovian relations implicit in some of the present procedures do not contribute greatly to the outcomes.
Overall, the present results are consistent at least in spirit with the hyperbolic-decay model developed by Mazur (1984 Mazur ( , 1987 Mazur ( , 2001 , which weights shorter intervals of an aperiodic schedule more than longer ones and which reflects the greater than proportional contribution of short IRIs to the value of a choice alternative. However, one complication is how to calculate values of terminal links under the return procedure. Recall that Mazur (1989) used the single-response, discrete-trial adjusting procedure and suggested that terminal-link value under probabilistic reinforcement (e.g., as in the present return procedure) should be calculated in the same way as under the stay procedure, namely, as reinforcers after variable periods of exposure in the terminal links. Given this assumption, other things being equal, the value of a return terminal link should be equivalent to the value of a stay terminal link. Hence, the prediction is that given comparable combinations of Δt and p, the values of return and stay terminal links should have been equivalent. In other words, Experiment 2 should have produced the same data as Experiment 1, and in the direct test between stay and return terminal links with comparable combinations of Δt and p in Experiment 3, the pigeons should have been indifferent. As noted earlier, none of these outcomes obtained.
However, value can only be inferred from the initial-link responding. It is somewhat unclear how to apply calculations of terminal-link value to the distribution of initial-link choice responding with VI schedules when probabilistic terminal-link reinforcement is involved. Again, recall that Mazur (1989) proposed that the value of a probabilistic alternative is determined by the time per reinforcer spent in the presence of stimuli associated with a probabilistic alternative, in a fashion that is analogous to delivering reinforcers after variable delays. The present research suggests the controlling relations must be quite complex, as Gollub (1977) suggested earlier. In the present research, it appears that initial-link responding was influenced in a unique way during the return procedure, namely, by the delays incurred through repeated exposures to the initial link, rather than only by the effect of the return procedure on terminal-link IRI. This influence may be substantially less, or may not occur at all, with single-response, discrete-trial procedures, such as an adjusting delay procedure.
To be sure, Mazur (1984, pp. 436-437; 1989, p. 116; 2001, p. 110 ) has also observed that the results from single-response, discrete-trial procedures may not be generalizable to procedures in which VI schedules were used in the initial links. In recognition of the contribution of VI initial links, Mazur (2001) has recently incorporated initial-link parameters into a choice model labeled "hyperbolic value addition." The model is an extension of the hyperbolic decay model that has previously proved successful in single response, discrete-trial situations. This model has three assumptions: (a) terminal-link value depends on the time from the onset of the link to primary reinforcement, (b) initial-link value depends on the time from the onset of the initial links to primary reinforcement, and (c) the choice proportion is based on the amount of value that is added when the subject enters a terminal link (Mazur, 2001, p. 103) . The specific form of the equation is 
terminal-link sensitivity (a t ). All values (V t1 , V t2 , V i ) are calculated using the hyperbolic decay equation (equation 2), and the values of variable schedules are calculated using a weighted average of the delays. Mazur also includes certain parameters, such as K, as free parameters.
In the present research, both initial links are VI 30 s. Consequently, the ratio of initial-link reinforcement rates is 1. They won't be a factor that increases the responding on either key. The values of the initial and terminal links are complex functions of the specific intervals constituting the variable schedules and their probability. Suppose we consider the stay vs. stay comparisons from the present Experiment 1. Without going into the mathematics, suffice it to say that the differential factor entering into the equation will be the duration of the unit time interval in the terminal links. The hyperbolic-decay model weights shorter unit time intervals more heavily than longer unit time intervals, resulting in a prediction of preference for the terminal link with the shorter unit time interval, which is exactly what happened. As discussed earlier, what is unclear is how the hyperbolic-decay model can accommodate the effects of the return procedure in the present Experiments 2 and 3. Therefore, for reasons that Mazur (2001, p. 103-104) has reviewed, the application of the model to complex cases such as involving the return procedure in Experiments 2 and 3 is somewhat problematic, in that much depends on certain assumptions and free parameters.
Another approach that has been developed to analyze choice in concurrent chains and the value of conditioned reinforcers generally is Fantino's (1977) delay reduction theory. Delay reduction theory emphasizes two factors: (a) the average overall IRI within the general experimental context and (b) the IRI associated with a particular terminallink schedule. The theory proposes that choice responding, and hence the value of a conditioned reinforcer, is a function of the reduction in overall time to reinforcement correlated with the onset of a stimulus. One virtue of the delay reduction model is that it uses scheduled values for initial and terminal links and limits the use of free parameters (although Mazur, 2001 , did insert several free parameters in an effort to see whether goodness of fit of delay reduction theory was improved; it remained about the same overall). However, the values used in the delay reduction model are typically the arithmetic IRIs of the schedules or in the experimental setting, although there have been occasional attempts to fine tune the quantitative analysis (e.g., Fantino & Davison, 1983 , noted that replacing the rates of reinforcement with the square roots of those rates fits one data set better than the unmodified delay reduction model, but for an unknown reason little has been heard about this square root transformation in the last 20 years). Even though arithmetic values are accurate to a first approximation, they may not technically be the most precise way of characterizing the terminal-link reinforcement variable that controls responding, as shown by the great deal of research that has employed the hyperbolic-decay model.
Another influential treatment is Grace's (1994) contextual choice model for concurrent chains. This model includes a parameter adjusting for terminal-link sensitivity to the context of reinforcement. The parameter is the ratio of average times spent, per reinforcer, in the initial and terminal links, which adjusts for the differential effectiveness of terminal-link stimuli as conditioned reinforcers based on initial-link duration. This adjustment does have the virtue of bringing the model into better conformity with certain data sets. Grace (1996) further adjusted the model to handle variable delays. Nevertheless, it is not clear how either Fantino's delay reduction theory or Grace's contextual choice model would account for the effects of the return procedure or for the reversals of preference in Experiment 3, when the pigeons preferred 4 s/stay when it was pitted against 4 s/return but 4 s/return when it was pitted against 24 s/stay. In sum, neither a generalization in terms of a large-scale, or molar, factors nor one in terms of local, or molecular, factors seems to be an entirely correct way to characterize choice responding in concurrent chains. Apparently, local factors, like the value of a reinforcer discounted according to a hyperbolic decay model, modulate the conditioned reinforcing value of a stimulus, but then one must take into account large-scale factors, such as overall IRI calculated across both initial and terminal links, to fully understand the dynamics of choice responding. Future research might profitably investigate the relation between these two broad classes of factors.
