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Color 3D printing is a relatively young technology with several exciting applications
and challenges yet to be explored. One of those challenges is the effect that three
dimensional surface geometries have on appearance. The appearance of 3D objects
is complex and can be affected by the interaction between several visual appearance
parameters such as color, gloss and surface texture. Since traditional printing is
only 2D, several of these challenges have either been solved or never needed to be
addressed. Complicating matters further, different color 3D printing technologies
and materials come with their own inherent material appearance properties, neces-
sitating the study of these appearance parameters on an individual case by case
basis.
Neural networks are powerful tools that are finding their way into just about
every field imaginable, and the world of color science is no exception. A process
described by previous researchers provides a method for picking out color sensitive
neurons in a given layer of a convolutional neural network (CNN). Typically, CNNs
are used for image classification but can also be used for image comparison. A
siamese CNN was built and shown to be a good model for appearance differences
using textured color patches designed to simulate the appearance of color 3D printed
objects.
A direct scaling psychophysical experiment was done to create an interval scale
of perceptual appearance between color 3D printed objects printed at different an-
gles. The objects used for this experiment were printed with an HP® Jet Fusion
580 color 3D printer. The objects exhibit print angle dependent surface textures in-
herent to the layered printing process itself. The preliminary siamese CNN showed
that perceptual differences in the prints were likely to exist and could be modeled
using a neural network. However, the results of the psychophysical experiment in-
dicated that CIELAB color differences were extremely strong predictors of observer
perceptions, even with variable surface texture in uncontrolled lighting conditions.
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Color 3D printing is an exciting new technology with potential applications in a large number
of fields. However, as with any new technology, there are several issues that must first
be addressed before this potential can be realized. One of these issues is the quality and
consistency in the appearance of color 3D printed objects. This is largely a solved issue in
traditional 2D printing, but 3D printing introduces the potential for appearance differences
in multiple visual dimensions such as color, texture or gloss, that can be affected by 3D
surface geometries. The goal of this project was to investigate the effect of surface texture
on the appearance of color 3D printed objects and, if necessary, develop a neural network
model that is able to accurately quantify perceptual differences between color 3D printed
objects with non-uniformities in both color and texture.
Artificial neural networks allow computers to quickly ”learn” specific tasks, borrowing
their name and function from biological neural networks. Convolutional neural networks
(CNNs) are a type of neural network built specifically to work with images, most commonly
used for image classification. When repeatedly shown similar images CNNs eventually apply
weights to convolutional steps, training the network to look for common patterns in a given
image class. Once sufficiently trained the network will be able to accurately classify new
images. Recent research has developed the framework for identifying specific neurons in a
CNN that are most color sensitive [Engilberge et al., 2017, Rafegas and Vanrell, 2018]. This
information was used to train a new neural network that utilizes color selective neurons in its
training. To validate the usefulness of this technique a network trained with all neurons from
a CNN is compared to a network trained with just color selective neurons from the same
CNN. While the purpose of most CNNs is image classification, a siamese neural network
can re-purpose a previously fully trained CNN to be used for image comparison. AlexNet, a
popular CNN, was used to build a siamese neural network.
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A preliminary siamese CNN was trained to prove the validity of this technique using
images created in Adobe Photoshop®. Textures were applied to uniform color patches and
used to identify which neurons within AlexNet could be called color sensitive. The textures
used were visually similar to what could be expected when printing objects with an HP® Jet
Fusion 580 3D printer. This particular printing technology introduces surface texture that is
dependent on print angle. Thus studying the impact this inherent texture has on perception
is a useful step in modeling the appearance of printed objects.
A direct scaling psychophysical experiment was used to study the effect of texture inher-
ent to the printing process on visual appearance. Objects were printed on an HP® Jet Fusion
580 3D printer at print angles of 0, 45 and 90 degrees. While there were obvious visual dif-
ferences between objects printed at each angle, the results of the experiment show that the
effect of surface texture on visual perception is measurable with current color measurement
equipment. Also, while the preliminary siamese CNN worked better with sCIELAB color
differences than with CIELAB color differences, the scale values found in the experiment
correlated almost perfectly with measured hue angle, indicating that a CNN model is un-






3D Printing is a relatively new technology, first being patented in the 1980’s by Charles
Hull [Hull, 1986]. The original idea was to print material layer by layer until the specified
object was fully realized. Today there are several different technologies that could fall under
the umbrella of ‘3D printing,’ which, for the most part, could still be described as printing
material layer by layer until the specified object is fully realized [Ngo et al., 2018]. However,
one major drawback of both early and most modern 3D printers is their inability to print
in multiple colors. Most 3D printers are built to handle only one specific material, with the
color of that material remaining constant. There are, however, several processes that have
been developed to print 3D objects in multiple colors using a wide range of materials. Some
materials that can be color 3D printed are plastic, powder, paper, metal, glass or even food
[Yuan et al., 2018]. While there are numerous processes and applications, the plastic and
powder processes are by far the most commonly used.
The primary color 3D printing processes for plastic include fused deposition modeling
(FDM) and stereo lithography appearance (SLA) [Yuan et al., 2018]. The original FDM
process was patented by Stratasys in 2000 [Brockmeier, 2000]. FDM printers work by melt-
ing polymers of primary colors and applying them through different nozzles layer by layer,
allowing them to harden in place as they cool. SLA works by mixing photopolymer resins of
primary colors and applying them one layer at a time. Each layer is UV cured, solidifying the
resin in place. FDM tends to be faster and less expensive, with a lower print resolution and
stronger mechanical properties. SLA prints tend to be both time-consuming and expensive
to make, but result in prints with high resolution. The difference in price is primarily due to
the difference in materials since most FDM printers use relatively common and inexpensive
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plastics such as PLA, ABS or nylon, while SLA printers use UV curable photopolymer resin
[Ngo et al., 2018].
For powder-based color 3D printing the processes most commonly used are a modified
form of ink-jet printing (3DP) and selective laser sintering (SLS) [Ngo et al., 2018]. Ink-jet
printing in 3D works by applying droplets of colored binding agents to a white powdered
substrate. Droplets are applied in a continuous pattern and harden as the liquid in the
droplets evaporate, bonding them to previous layers. In an SLS process, one layer of powder
acts as a substrate and a fusing agent is applied in the desired shape. A laser is then used to
heat the substrate and powder to fuse the mixture to previous layers. 3DP processes tend to
be faster with lower resolution and weaker mechanical properties, while powder bed fusion
tends to be slower with relatively strong mechanical properties [Yuan et al., 2018].
(a) (b)
Figure 2.1: (a) Translucent print from a Stratasys® J750 color 3D printer. Photo credit:
Stratasys Direct Manufacturing (b) Print from an HP® Jet Fusion 300/500. Photo credit:
HP Jet Fusion Color 3D Printer Data Sheet.
The appearance of color 3D prints changes dramatically depending on what material
and process are used. One of the biggest differences between objects printed with plastic
and powder is translucency. Many printers that work with plastics are able to print with
translucent material, which has several implications for the color appearance of those printed
objects [Arikan et al., 2015, Gigilashvili et al., 2018, 2019, Sumin et al., 2019]. Prints made
with powder will always be opaque due to the high amount of scattering caused by the
powder grains.
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Most of the current research on color 3D printers, besides material science and the printing
process, falls into one of two categories. The first is to define parameters and techniques for
accurate color management, and the second is attempting to simply improve the appearance
quality of color 3D printed objects. One major issue that still remains for color 3D printers
is that there is currently no standard way to define ICC profiles for them. For this reason,
color management is a major focus of research. Xiao et al. have defined a framework for
reproducing images with color 3D printers with a basis in existing profiling techniques [Xiao
et al., 2016]. They tested their process by printing a prosthetic human nose with accurate
color reproduction and were able to achieve reasonable results based on color measurements.
Other work has been done to define characterization and calibration of color 3D printers
[Eiŕıksson et al., 2015], new techniques for color measurements of 3D printed objects [Arikan
et al., 2015] and methods for accurately previewing colors of 3D printed objects [Parraman
et al., 2008].
Figure 2.2: One of the apples was printed on a Stratasys J750 color 3D printer and the
remaining 3 are real apples [Brunton et al., 2015].
The second focus of research on color 3D printing has been on improving the appearance
of printed objects. The most common approach has been to develop algorithms that expand
upon techniques found in traditional 2D printing. Examples of this are error diffusion,
halftoning, contoning and dithering algorithms that have been developed for existing color
3D printers [Babaei et al., 2017, Brunton et al., 2015, Mao et al., 2017, Sun and Sie, 2016].
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Figure 2.2 shows an example of what one of the algorithms can achieve, producing color 3D
printed objects that appear indistinguishable from their real counterparts in images. The
effects of post-processing techniques on color appearance has also been investigated [Chen
et al., 2019, Ludwig et al., 2018a].
While these parameters and techniques are important to define and develop, very little of
this research has been accompanied by psychophysical experiments. As pointed out by [Sun
and Sie, 2016], most color 3D printers have a small color gamut. This makes it difficult for
end users to predict what an actual color 3D printed object will look like when previewing
the digital files on a display.
(a) (b)
Figure 2.3: (a): Experimental setup. (b): Color 3D prints compared to 3D renderings [Sun
and Lai, 2017].
In an experiment by the same authors observers were shown color 3D printed objects
that had been processed before printing with 3 gamut mapping algorithms before printing,
each with two unsharp masks for a total of 6 different prints. Their task was to compare
pairs of objects to a display with the original object and choose their preference in terms
of accurate reproduction. It was found that the gamut mapping technique and the unsharp
mask both had a large effect on observer preference in terms of the physical objects matching
the rendered object. The conclusion of the paper cites the need for further psychophysical
testing to correlate image-based measurements with 3D object appearance.
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Figure 2.4: Micrograph of emerald ash borer. Invasive species in North America native to
Southeast Asia. Photo credit: Michael Peres.
A study conducted by Domingue et al. attempted to fabricate female emerald ash borers,
an invasive species of beetle with an iridescent appearance, with enough accuracy to attract
male beetles [Domingue et al., 2014]. The decoy beetles were connected to a battery and
males that landed on them were killed as an alert to the presence of the beetles and as part of
an overall eradication program. Decoy beetles were produced using several techniques, one of
which was 3D printing. The printed decoys were painted with metallic paint in an attempt to
mimic the iridescent appearance of living beetles, while the other decoys were colored using
different methods. Of all the beetle decoys used in this study, the 3D printed decoy produced
the weakest results. The primary issue with the 3D printed decoy was that it was highly
reflective due to the metallic paint, but it did not produce a strong goniochromatic effect.
This project served as the inspiration for a previous publication which aimed to replicate
goniochromatic effects using a Stratasys® J750 color 3D printer [Ronnenberg and Farnand,
2019].
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Figure 2.5: Top row: Objects rendered in Autodesk® Fusion 360 software. Bottom row:
Same objects printed with a Stratasys® J750 color 3D printer.
In order to study goniochromatic effects, 3D printed objects with flat surfaces and varying
subsurface structures were produced, shown in Figure 2.5. 3D renderings were first created
using Autodesk® Fusion 360 software. The renderings each had different geometries modeled
on a white base, which were then covered by several layers of transparent material. This
resulted in samples with a flat surface but non-uniform 3D structures. The greatest challenge
in recreating the goniochromatic appearance of an iridescent beetle is that the effect that
causes iridescence in this case is destructive interference of reflected light, which is caused
by nano-scale ridges on the surface of the beetle’s exoskeleton. A Stratasys® J750 color 3D
printer can print to an impressive resolution of 14 microns, but that is still several orders of
magnitude larger than what would be needed to truly recreate the iridescent effects seen on
an actual beetle. To create some level of goniochromatic effect, translucent printing material
and colorful surface geometries were used.
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Figure 2.6: Tent sample viewed at 55 degrees from surface normal on both sides.
As seen in Figure 2.6, the same color 3D printed sample can have a dramatically different
appearance depending on viewing angle. Ideally, this appearance difference occurs gradually
as the viewing angle becomes more extreme. Perceptual testing and color measurements
were done to confirm and quantify these differences in appearance.
(a) (b)
Figure 2.7: (a): Calculated color differences of opposite but equal angles. (b): Observation
angles and greenness scale values.
The results of this experiment are discussed further in the appendix A, but the main
findings were that measured color differences at angles on opposite sides correlated strongly
with ”greenness” value for two of the three color 3D printed samples, and that surface
geometries on small scales can be manipulated to dramatically change the appearance of
color 3D printed objects with currently available technology.
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2.2 Appearance Modeling
Appearance modeling is by no means a new concept. Professor Albert Munsell was the first
to develop a system for specifying color in perceptual units [Munsell, 1919], which has led
to modern appearance models such as CIELAB, the Hunt model and CIECAM02, just to
name a few [Hunt et al., 2003, McLaren, 1976, Moroney et al., 2002]. The CIELAB color
space was built with the intention of creating a perceptually uniform three dimensional space
such that a given amount of change in one direction is approximately perceptually equal to
the same amount of change in another direction [Robertson, 1990]. The development of
a perceptually uniform color space meant that color differences could be calculated as the
Euclidean distance between two points in that space.
∆E∗ab =
√
(L∗2 − L∗1)2 + (a∗2 − a∗1)2 + (b∗2 − b∗1)2 (2.1)
∆E∗ab was the first color difference formula for CIELAB coordinates. This allowed for a
meaningful calculation of the difference between any two colors in CIELAB space. Perceptu-
ally, a just noticeable difference between two colors was ∼1 unit of ∆E∗ab difference, meaning
that beyond ∆E∗ab = ∼1, most observers would be able to perceive a difference between
those two uniform patches [Mokrzycki and Tatol, 2011]. For images that difference is ∆E∗ab
= ∼2.5 [Stokes et al., 1992]. One issue with calculating ∆E∗ab in CIELAB space was that
there were some perceptual non-uniformities, particularly in the blue to purple range. Other
color difference formulas, such as ∆E∗94 and ∆E∗00 have since been developed to compensate
for these non-uniformities.
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Figure 2.8: Visualization of sCIELAB process [Zhang et al., 1996].
CIELAB was created with large fields of uniform color in mind and meant for use in color
matching, rather than determining color differences [Zhang et al., 1996]. Since most images
are not composed of large uniform fields, Spatial-CIELAB (sCIELAB) was developed to ac-
count for color differences over spatially varying regions of digital images while still matching
color difference calculations over uniform areas [Zhang et al., 1996]. As illustrated in Fig-
ure 2.8, the sCIELAB process separates images into three opponent channels, achromatic,
red-green and blue-yellow, before applying a spatial filter to each channel then converting
the values back to CIEXYZ. The purpose of the spatial filters are to simulate the spatial
blurring that occurs in the human visual system. Each channel is then converted back to
CIELAB space to get the final, spatially filtered image. The sCIELAB image can then be
compared to other images using normal CIELAB difference calculations, resulting in ∆Es
differences.
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Figure 2.9: Top: Perceptually uniform sampling of gloss space illustrated on renderings of
a rabbit’s nose. Bottom: Images on left and right are rendered from BRDF measurements,
while the two center images were created with interpolated BRDFs from the perceptual gloss
space shown above [Wills et al., 2009].
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Visual attributes other than color, such as gloss and texture, have been extensively
studied and successfully modeled [Ferwerda et al., 2001, Wills et al., 2009, Zujovic et al.,
2013]. However, these models typically focus on one dimension of visual perception, while it
is known that these visual attributes can have a measurable impact on the perception of one
another [Berns, 2019, Dalal and Natale-Hoffman, 1999, Ho et al., 2008, Wills et al., 2009].
However, modeling in multi-dimensional visual attribute space is a major challenge. This is
usually done by using psychophysical data to build a multidimensional perceptual scale of
the studied visual attributes. Typically this requires extensive psychophysical testing, but
recent efforts have been made to simulate the perceived effects of multidimensional visual
attributes. In one example the authors were able to simulate the effect of color on gloss
perception using two bi-directional distribution function (BRDF) measurements [Wills et al.,
2009]. The bottom of Figure 2.9 shows renderings from two measured BRDFs, shown far
left and far right, and two renderings from the author’s perceptual interpolation technique,
two middle images. This technique was able to approximate and render perceptual positions
between two points mapped in both gloss space and CIELAB color space.
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Figure 2.10: Appearance attributes of 3D rendered objects were altered in appearance di-
mensions of bumpiness (B), color (C) and gloss (G) [Ludwig et al., 2018a].
14
Other recent work in this area served as the inspiration for the current project. In an
experiment by [Ludwig et al., 2018a], a visual search test was used to measure the relative
effects of color-contrast, bumpiness and gloss on the appearance of uniformity of color 3D
printed objects. Objects were printed in different colors and at different print angles, then
scanned with an X-Rite® TAC7 both before and after post-print processing. The X-Rite®
TAC7 is a scanner capable of digitizing multiple appearance attributes of an object such
as color, texture or gloss. When a scan is done an individual file is created for each of the
desired attributes, which can later be recombined for an accurate rendering. The scanned
textures from the 3D printed objects were applied to 3D rendered objects which were used
for psychophysical testing. Since the X-Rite® TAC7 provides individual files for each of the
scanned appearance properties, they were able to be digitally altered one at a time. Observers
were asked to either find an altered image amongst a group of ideal digitally ”smoothed”
images, or vice-versa. Reported results of this experiment focused more on 3D print angle,
post-print processing and viewing conditions than on the effects of different visual attributes.
In a follow-up to the above experiment, the authors used similarly rendered images
to build a neural network model capable of accurately predicting non-uniformity between
images of objects that varied in multiple visual dimensions [Ludwig et al., 2018b]. To acquire
perceptual data necessary to build the model a psychophysical experiment was designed to
find visual dissimilarity thresholds for images along a perceptual path from a given image
to a smoothed perceptual ideal. The images in the comparison experiment were similar to
those shown above in Figure 2.10, and varied in multiple visual dimensions. In a forced-
choice comparison, observers were shown a reference image and asked to choose which of
two other images were most similar to the reference. A stair-stepping method was used
to find the just noticeable difference (JND) thresholds in visual distance for each reference
image. By finding JND thresholds for each perceptual reference, which varied in multiple
visual attributes, a distance metric of uniformity was built. Using this uniformity distance
metric, new images were produced which accurately predicted distances and appearances
interpolated from the experiment’s test images. This step significantly increased the number
of image pairs available to train the new neural network, which was necessary since neural
networks trained on small data sets can be unreliable. A new neural network was then
trained and tested and was found to out-perform several existing image difference metrics.
This novel approach for modeling appearance space will be a useful tool as color 3D printers
continue to improve in terms of both print and color quality.
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2.3 Neural Networks
Artificial neural networks (ANNs) were first proposed in the 1940s and 1950s, though they
would not be properly developed until much later due to computational limitations [Far-
ley and Clark, 1954, McCulloch and Pitts, 1943, Rochester et al., 1956]. In the 1980s a
general mathematical framework for simulating biological neural network activity, parallel
distributed processing (PDP), was described [McClelland et al., 1987]. A PDP model as-
sumes that information is processed by a large number of simple units, or neurons, that
constrain each other with excitatory and inhibitory signals. This allows neurons to simulta-
neously influence and be influenced by each other. This is the core concept of modern ANNs.
ANNs are useful in many applications, such as object recognition or regression analysis, due
to their flexibility and adaptability to large and complex datasets.
Convolutional neural networks (CNNs) are a powerful and popular tool typically used
for object classification. From the perspective of the end user, the process is simple. An
image is input and the neural network provides a categorical label. However, before it can
be used a CNN needs to be trained on large sets of images so it can differentiate between
categories. CNNs function by using several different connected image processing layers that
reduce an image to its most basic components, then finally makes an educated guess about
what the object in the image is. For example, a network that is trained to recognize both
dogs and trees will eventually learn to detect key differences, given enough images, between
images labeled ‘dog’ and images labeled ‘tree.’ It may, for example, learn that any image
with eye-shaped patterns are dogs, while any image with leaf-shaped pattern are trees.
Part of what makes learning in CNNs so powerful is backpropagation [Werbos et al.,
1990]. Backpropagation algorithms allow a network to iteratively update the weights applied
to each connection, with a weight representing the relative importance of that connection. In
the context of the above example, neurons will eventually learn to respond to eyes in images
by weighting neuron connections that respond to that pattern more heavily, making it more
likely to correctly identify dogs. While training, a network changes its weights such that a
loss function is minimized. A loss function is the difference between a predicted output and
a known output. Again, using the example above, the network would finalize its weights
when it optimizes correctly identifying dogs and correctly identifying trees. By doing so it
has ‘learned’ the differences between the two image categories, and will typically perform
better when shown more examples of each category since that provides more opportunities
to update its weights and subsequently minimize loss. New networks typically start with
randomly assigned weights, so each time a network is trained the weights move towards a
local minimum in loss.
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Figure 2.11: Visualization of convolutional matrix from convolutional layer 1 of AlexNet.
Matrix diagram from [Baskin et al., 2018].
The key component in convolutional neural networks are convolutional matrices, or ker-
nels. A kernel can be used to detect simple patterns in an image, such as object edges, which
can then be connected to build responses to more complex object patterns, such as faces or
cars. To do so a kernel acts as a patterned mask or filter that passes over groups of pixels,
which creates a map of weighted responses, or activations, to an image known as a feature
map. The higher the convolution’s activations the more responsive it has been to a particular
section of an image, meaning the particular kernel used was able to detect a pattern. Early
layers of CNNs are simple, usually looking for things like edges or other basic geometric
patterns. However, when these simple shapes are connected and convolved several times
the patterns they’re able to recognize can become quite complex and specific. In principle
this would work similarly for detecting color in images. The process for detecting color is
similar to detecting spatial patterns, with color typically requiring a three-channel kernel.
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By showing large sets of images to a CNN, it eventually applies weights to its convolutions
through backpropagation, which allows it to recognize specific patterns that are shared by
images of the same category. The accuracy of a CNN can be tested by inputting images not
used in training and recording how often it correctly predicts the category they belong to
from the set of training images.
Figure 2.12: Layer structure of AlexNet, a convolutional neural network [Krizhevsky et al.,
2012].
One of the most commonly used CNNs is AlexNet, developed by Alex Krizhevsky [Krizhevsky
et al., 2012]. AlexNet was originally trained to compete in the 2010 ImageNet Large Scale
Visual Recognition Challenge (ILSVRC), which is an annual challenge used to test the ac-
curacy of newly built CNNs [Deng et al., 2009]. The ILSVRC2010 image set contains over 1
million images with 1000 categorical labels, which were used to train AlexNet. The reason
for AlexNet’s popularity is its effectiveness and accessibility. AlexNet was not surpassed
in the ILSVRC until 2015, when it was outperformed by Microsoft using a CNN with 100
layers, compared to AlexNet’s 8 [He et al., 2016]. There are several other examples of CNNs
in use such as VGG-16 or its variants, or squeezenet [Iandola et al., 2016, Simonyan and
Zisserman, 2014]. These networks are functionally quite similar and are often trained on
some subset of the ImageNet data set [Russakovsky et al., 2015].
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Figure 2.13: Example of a siamese neural network structure [Zagoruyko and Komodakis,
2015].
A siamese neural network consists of two identical networks that are connected by some
output from each [Bromley et al., 1994]. Figure 2.13 illustrates a typical structure in this
type of network. While CNNs are most often used for image categorization, a siamese CNN
allows for image comparison. There are several variations on this technique but the basic
idea is to start with a single pre-trained CNN [Chopra et al., 2005, Ludwig et al., 2018b,
Zagoruyko and Komodakis, 2015]. Each of the two images being compared are input to the
CNN separately, and activations from a chosen layer are pulled from both. Since the weights
of the pre-trained CNN are constant, this allows the network’s response to the images to
be compared. The activations from one image are concatenated with the activations from
the other. After repeating this process with a large number of pairs, a new network can be
trained with the combined activations from pairs of images as input.
Neural networks are often referred to as a ‘black box,’ meaning they just work without
users necessarily understanding each of the important factors or parameters that are impor-
tant to the classification or comparison. This is a major criticism, and a valid one. If a
process is not fully understood how can appropriate applications be determined, and how
can they be improved or optimized? Some recent work has been done to take a closer look at
the ways neural networks utilize color information. There are two processes that have been
developed to pick out which neurons in a given layer of a CNN are most sensitive to color
information [Engilberge et al., 2017, Rafegas and Vanrell, 2018]. There is some variation in
each process, but the basic premise of both is similar. Two sets of images are presented to
a CNN. One set are the original color images and the second set are grayscale versions of
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those same images. Neurons that are significantly more responsive to the color images when
compared to the grayscale versions are said to be color selective.
In the Rafegas and Vanrell process a color selectivity index, α, is calculated for each
neuron of each layer in a CNN. Color selectivity is defined as 1 minus the ratio of activations
of the grayscale images and the activations of the original color images.











N is the maximum number of images used to check the color selectivity index, which the
authors set to N = 100. wj,i,L represents a comparison of the maximum activation values of
the j-th image patch, of the i-th neuron in layer L relative to the global maximum activation
for the current i-th neuron for color images. w′ represents the same for grayscale images.
The CNN used by the authors is VGG-M [Chatfield et al., 2014]. The image set used to
test this process was the ILSRVC12 image set. Neurons with an alpha score >0.25 were
considered color selective neurons. Neurons with an alpha >0.10 but <0.25 were considered
low color selective. Finally, neurons with an alpha <0.10 were considered non-color selective.
The threshold of alpha >0.25 for color selectivity represents a 25% or greater decrease in
activation from the color image to the grayscale version.
Color selectivity index results for each convolutional layer indicate that there are several
color selective neurons found in each layer of the CNN. The number of neurons found to
be color selective ranges from ∼20 to 40%, illustrating that color information is relevant
enough to image categorization in this particular CNN to be passed through each convolution.
What is most important to note is that the process of comparing color and grayscale image
activations was successful in identifying which neurons were most sensitive to color.
The Engilberge et al. process is similar to the Rafegas and Vanrell process described
above in that it compares activations from color images to activations from grayscale ver-
sions of those same images. The process of doing so and the results found are quite different,
however. To test this process both AlexNet and VGG-19 CNNs were used, though results
were reportedly so similar that only VGG-19 was discussed at length. Two image sets were
used to test this process. The first was a subset of 3,000 images from the PASCAL VOC
image set, and the second was a subset of 15,000 images from the ImageNet dataset [Ever-
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To calculate the color sensitivity of a neuron Equation 2.4 is used. a is the mean activa-
tion for image i for color, or i′ for grayscale, at neuron j and N is the number of images in
dataset I. Taking the absolute value of Equation 2.4 gives a neuron’s absolute color sensi-
tivity.
T = 2 ∗ Std(ColsensLayerL) (2.5)
Equation 2.5 defines a threshold of color sensitivity above which a neuron can be said to
be color selective. The standard deviation of color sensitivity across all neurons in layer L
determines the color sensitivity threshold.
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Figure 2.14: Results of the Engilberge et al. process’ determination of color sensitive neurons
[Engilberge et al., 2017].
The authors were able to show that color information can be found in all layers of both
VGG-19 and AlexNet. Using this process only ∼7% of all neurons are determined to be
color sensitive. This is significantly lower than the Rafegas and Vanrell process described
above, which found anywhere from ∼20 to 40%. Despite the differences in CNNs and data
sets used, both processes were able to identify high color sensitivity in some neurons and
little or no color sensitivity in others.
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Chapter 3
Preliminary Neural Network Model
The goal of this project was to develop an understanding of the effect of surface texture
on the appearance of color 3D printed objects, and determine a model for color difference
estimation. A neural network model that is able to accurately identify differences in color
3D printed objects with spatial non-uniformities in both color and texture would be a useful
tool if the present color measurement models fall short. To show that this is plausible, a
siamese neural network model was trained on activations from color selective neurons in
AlexNet using MATLAB’s® Deep Learning Toolbox. AlexNet’s color selective neurons were
determined by the Engilberge et al. process described above. Color 3D prints were obtained
from an HP® Jet Fusion 580 color 3D printer. The printing process introduces color non-
uniformities and roughness/texture to the prints, so it will be useful to model these variable
differences. More details concerning the color 3D objects will be discussed in a later section.
To see if this is a plausible and realistic modeling tool for this type of texture, a preliminary
model was built using textured color patches similar in appearance to color 3D prints.
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Figure 3.1: Structure of proposed siamese neural network.
The structure of the preliminary model is a siamese neural network utilizing transfer
learning from AlexNet, Figure 3.1. Two images were input to AlexNet in parallel and the
maximum activations for each image at each color sensitive neuron in a specified layer were
taken. These activations acted as the input for our newly trained neural network. The known
sCIELAB differences between the two images were used as training labels. The model can
easily be tested by inputting two new images not used in training and comparing the model’s
predicted difference with the calculated sCIELAB difference. These differences were used
as an approximation for ground truth data during the development of the model and were
found to perform much better than using CIELAB differences.
The first layer was selected for this model since it has already been shown that most of
the color information in a similar convolutional neural network resides in the early layers,
particularly the first layer [Rafegas and Vanrell, 2018]. Not only is most of the color infor-
mation retained in early layers, but the strength in response to color is much higher as well.
Figure 3.2 illustrates this point. Since the strongest color information resides in the first
convolutional layer, other layers were not tested.
The first step to developing this preliminary model was to recreate the results from En-
gilberge et al. Since one of the goals of this project is to utilize a CNNs color sensitive
neurons, it’s important to specifically identify those neurons. The Engilberge process was
repeated using AlexNet and similar data sets to those used by the authors. When recreating
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Figure 3.2: The percentage of neurons found to be color selective in each layer by Rafegas
and Vanrell using the process described in section 2.3. The most responsive layers were
found early in the network.[Rafegas and Vanrell, 2018]
this process the initial results were very close to what was reported by the original authors,
which is that ∼7% of neurons are color sensitive.
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Figure 3.3: Random sampling of CIELAB used to create pairs of color patches.
After identifying which neurons were color sensitive, the next step was to train a network
with activations from just those neurons. The starting point for this step was to test the
training process using uniform color patches and only ∆E∗ab color differences. If a simple
trained model could not tell the difference between colors of uniform patches, then it likely
had little chance of learning differences when spatial non-uniformities were also present. To
create the uniform patches, 10,000 pairs of colors were randomly sampled in CIELAB space
with ∆E∗ab color differences ranging from 0 to 20, Figure 3.3.
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Figure 3.4: Results from training a network on 5000 pairs of uniform color patches and
their ∆E∗ab color differences. The x axis shows known color differences and the y axis shows
the model’s predicted color differences. Only 5000 pairs were used due to computational
constraints at the time. The upper left plot shows the training data used. The upper right
shows the validation data, which informs the training. The bottom left shows the test data
that was shown to the network for the first time after the training was complete. The bottom
right shows all data plotted together.
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To train the new network, activations were taken from only color sensitive neurons within
convolutional layer 1 of AlexNet. They were paired with ∆E∗ab color differences for the uni-
form patches and used as the input to the new network. Figure 3.4 shows the correlation
between actual and predicted ∆E∗ab. The results were reasonable but not great. Part of the
reason for this was that there was some uncertainty about the color neurons being used.
While results from Engilberge et al. were successfully recreated, a major question remained.
How would AlexNet respond to images that were uniform in color? All input to AlexNet
represented real scenes and objects while this network was relying on uniform patches.
Figure 3.5: From top left to bottom right: Original uniform color patch, uniform patch with
canvas texture applied, uniform patch with sandstone texture applied, square pattern patch,
diamond pattern patch.
Several additional sets of images were created from the original CIELAB sampling, Figure
3.5. The purpose of these sets was to see how AlexNet responded to other images that were
at least mostly uniform, but with some additional texture and geometries. AlexNet was
trained on images of real world objects, so it was entirely possible that its responses to color
were tied closely to other spatial attributes. To create the diamond and square patterns, the
sign of the a* and b* values for one of the patch pairs was flipped, and the L* difference was
set at a minimum of 10. This was to ensure that there would still be some differences in the
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grayscale versions when testing for color sensitive neurons. The textures that were applied to
the uniform patches were chosen from Photoshop’s® existing selection of textures and were
thought to realistically represent the type of textures that may be seen in 3D prints. All of
the images were produced using Photoshop’s® batch processing function. Grayscale versions
of each image, including the original uniform set, were then created to see if AlexNet’s color
sensitive neurons would change based on the type of images used.
Table 3.1: Image sets used to test for color sensitive neurons and their associated neurons.
Color Sensitive Neurons
Image Set 10, 32, 45, 46, 47, 56, 79
Uniform Patch Set 10, 16, 32, 39, 40, 41, 43, 45, 56, 79
Canvas Set 10, 16, 32, 40, 45, 56, 79
Sandstone Set 10, 16, 32, 40, 45, 56, 79
Square Set 4, 10, 21, 32, 39, 41, 45, 47, 56, 79
Diamond Set 4, 10, 21, 32, 39, 41, 45, 46, 47, 56, 79
All Set 4, 10, 16, 21, 32, 39, 40, 41, 43, 45, 46, 47, 56, 79
Significant overlap in the color sensitive neurons identified between image sets was found,
though there were also some differences, Table 3.1. Five neurons appeared in all of the im-
age sets (10, 32, 45, 56, 79), uniform and textured patches added two neurons (16, 40) and
square and diamond patches added two neurons (4, 21). Two neurons appeared in only
the square, diamond and uniform sets (39, 41), one appeared in the square, diamond and
image sets (47), while the uniform and diamond set each had one exclusive neuron (43 and
46, respectively). It was clear from looking at these sets of neurons that AlexNet was re-
sponding differently to different images. At this point another neural network was trained
using color sensitive neurons from all of the image sets, listed in the bottom row of Table 3.1.
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Figure 3.6: Results from newly trained neural network using uniform color patches and ∆E∗ab
color differences.
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Figure 3.6 again shows the correlation between calculated and predicted color differences.
The results were extremely encouraging, as the new network trained with activations from
all of the color neurons was able to achieve dramatically improved results, with an r2 value
>0.90 for training and test images. This was enough to indicate that the process of training
a siamese neural network to recognize color differences in uniform color patches was feasible.
From here the next step is to train a siamese neural network to recognize differences in
not just color but in spatial dimensions as well. To test how well this process could work,
another network was trained on one set of images with the sandstone texture and tested with
a set of images using the canvas texture, examples of which can be seen in Figure 3.5. To
account for the spatial differences sCIELAB was calculated for each set of images and used as
labels for the training data rather than ∆E∗ab. At this point another improvement was made
to the process, which was to train with only the maximum activation for each image at each
color sensitive neuron, rather than training with the entire feature map. This dramatically
reduces training times from minutes to seconds and improves training results. When training
with the entire feature map there are several negative activations which would normally be
discarded by AlexNet but remain here since feature maps are being taken from early in the
network. Additionally the maximum activations represent the portion of the image AlexNet
is most sensitive to. Thus, little to no important information is actually being lost.
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(a) (b)
Figure 3.7: (a) Results from a network trained using only maximum activations from color
neurons for images with sandstone texture and sCIELAB differences. (b) The same network
tested with maximum activations from color neurons for canvas images.
Figure 10.48 shows results using sandstone patches as the training set. The network was
then shown canvas patches to test its ability to predict sCIELAB differences of images with
textures it had not seen before. The results were very good, and illustrate the potential of
this process to create a functional model. To be sure that using activations from just the




Figure 3.8: (a) Results from a network trained using only maximum activations from all
neurons for images with sandstone texture and sCIELAB differences. (b) The same network
tested with maximum activations from all neurons for canvas images.
When comparing the resulting training using maximum activations from all neurons to
only color neurons, they look fairly similar. However, when testing a network trained with
all neurons it fails miserably. This shows that the process of identifying color neurons is
necessary in training a new network for identifying color differences, and further validates




4.1 Color 3D Printed Objects
A direct scaling psychophysical experiment was used to determine the effect of surface texture
on the overall appearance of physical stimuli, which were color 3D printed objects in this
case. The purpose of this experiment was to determine a psychophysical ground truth scale
of relative appearance in order to build a model. Before the experiment could be carried out,
however, the appearance parameters of the 3D prints themselves had to be decided. Since
the HP® Jet Fusion 580 color 3D printer has it’s own angle-dependent texture inherent to
the printing process, only the colors of the prints had to be determined.
The lightness and chroma of the printed objects were kept the same for each of the test
and anchor objects. Each of the objects then only varied in hue and texture, depending on
print angle. The colors of the 3D prints had to be kept within the printer’s gamut, which
means they had to be relatively low chroma. The anchors were chosen along the axis of
constant hue for each of the 5 principal Munsell hues[Shamey et al., 2019].
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Figure 4.2: (a) Test samples between blue and green anchors. (b) Labelled side of test
samples between blue and green anchors.
Between each of the printed anchors there were 8 test colors selected, spaced evenly
between each anchor in CIELAB color space. These would be the printed samples sorted
by observers. The a* b* values of each of the anchors and test samples are shown in Figure
4.1. Each of the samples and anchors were printed at angles of 0, 45 and 90 degrees since
each print angle introduces its own unique surface texture. In total there were 135 objects
printed: 5 anchors objects and 40 test objects each printed at 3 print angles.
4.2 Experimental Design and Setup
A direct scaling psychophysical experiment was chosen for this experiment to acquire ground
truth knowledge of appearance with physical 3D objects. It was not known what types of
measurements or metrics would be appropriate to model with since CIELAB was developed
for uniform color patches with very small color differences and sCIELAB is able to account
for spatial characteristics in images with small differences, but was not designed for use with
physical objects.
As mentioned above, this particular printer introduces surface texture that is inherent
to the printing process itself. By printing the parts at different angles and varying only in
37
hue at evenly spaced intervals in CIELAB, a perceptual interval scale of appearance based
on texture and hue differences can be built. Assuming all surfaces were uniform, the prints
should be evenly spaced between the anchors by observers. Therefore any variation in spacing





Figure 4.3: (a) Sorting experiment result. (b) sorting experiment labelled side up.
This experiment was very similar to the Munsell 100 hue test, with the primary difference
being that this was used to build an interval scale rather than an ordinal sorting task. There
were two perceptual anchors that sat at the principal hues, and 8 test prints between them.
Observers were asked to arrange the test prints relative to the anchors in order of perceptual
similarity with the labelled side facing down. It was stressed to observers that the distance
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between each test print mattered, rather than simply the order of the prints relative to the
anchors. Observers were allowed to place test objects outside the anchors, which many did.
An example of observer’s results can be seen in Figure 4.3. Observers were asked to take
pictures with both the labels facing down and facing up next to a provided ruler. There
were 5 sorting tasks in total, resulting in 10 images per observer. The physical distance
measurements were used as scale values.
For each set of observations the 0 degree anchors were used since they have the least
roughness. Since each of the 8 test prints between anchors was printed at 3 different angle,
there were a total of 24 test prints per anchor pair. However, observers were only shown 8
of them in each observation set so the test samples given to each observer were randomized
before each trial. For example, observer A may get test sample 1 at print angle 45 degrees,
test sample 2 at 0 degrees etc., while observer B may get test sample 1 at print angle 0





Figure 4.4: (a) Sorting experiment 2 result. (b) sorting experiment 2 labelled side up.
A second experiment was conducted with only 6 observers to validate the results of the
first, Figure 4.4. It could be argued that the first experiment was not truly ’direct’ scaling
since each observer was only seeing a subset of the test prints. In the second experiment
observers were shown all of the test prints at all angles simultaneously and asked to complete
the same sorting task. Even with less observers the results of both experiments were in
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agreement, which will be shown and further discussed later.
It is important to discuss here the effects that the COVID-19 pandemic had on both this
experiment and the results. Normally, this experiment would have been conducted in a light
booth under controlled conditions. However, due to the pandemic the Munsell Color Science
Lab, like the rest of RIT, was shut down and psychophysical experiments were postponed or
cancelled. This posed a major challenge to this experiment since physical objects were being
used. The solution to this problem for several other psychophysical experiments that were
using digital stimuli was to rework the experiment to be done online. The workaround for
this experiment was to create an experiment test kit and bring it to observers. This allowed
the experiment to be conducted, albeit in uncontrolled conditions. Observers were, however,
asked to conduct the experiment in diffuse daylight without any artificial light sources, so
there was some control in the environmental conditions. The experiment kit that was given
to observers included the following:
• 6 plastic bags with printed objects (5 bags with test samples
• and 1 bag with anchor samples)
• 1 poster board
• 2 paper rulers
• 1 ColorChecker
• Disposable plastic gloves of different sizes
The test kit was designed to reduce exposure to both observers and experimenters during
the experiment. Anything that could be disposed of, such as the rulers and gloves, were
not returned. Multiple poster boards and ColorCheckers were used to reduce exposure to
potentially contaminated surfaces. The color 3D printed objects themselves were baked in
an oven after being returned by each observer for 30 minutes at 190 degrees Fahrenheit.
This temperature and bake time was recommended by HP Inc. since it was well below the
melting point of the prints and was in accordance with the CDC’s guidelines for sterilization
[CDC, Darnell et al., 2004]. The color of the anchor objects was measured before any baking
was done and again at the end of the experiment to be sure that putting the prints in an
oven did not affect the color of the prints. It was found that no change in color measurement
had taken place. All of these practices, and the experiment itself, were approved by RIT’s
office of human subjects research.
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4.3 Results and Discussion
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Figure 4.6: Correlations between measured hue angle and perceptual scale values for each of
the 5 sorting tasks. Experiment 1 with just 8 test samples per task on the left and experiment
2 with all test prints being sorted simultaneously on the right.
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Figure 4.6 shows the correlation between hue angle and interval scale value for each 3D
printed sample at each print angle. Each of the correlations is extremely strong, meaning
that the scale values can almost entirely be explained by hue angle. This is a surprising
result since it is apparent to any observer that there are differences in texture between the
samples. Anecdotally, almost all observers commented on the difference in textures with
several people saying some of the samples looked like they just ’didn’t belong.’ This result
held true for both the experiment with only 8 sorted prints and the second experiment with
all of the prints sorted simultaneously.
The one exception where correlations are weaker, but still quite strong, can be found in
the blue to purple scale. The original color calculations were done using ∆E∗76 rather than
∆E∗00. CIELAB is known to have perceptual non-uniformities in the blue to purple range,
which ∆E∗00 corrects for, but ∆E∗76 does not. This caused a bunching effect in sorting sets
where some of the samples were very clearly closer to the blue anchor while others were
clearly closer to the purple anchor rather than a smooth gradient from one anchor to the
other as can be seen in the other sorting sets. Even with this perceptual and hue angle
bunching the scale values and hue angles are clearly linearly correlated in the blue side and
the purple side.
The perceptions in terms of overall appearance for each sample at each print angle vary
relative to one another. For example, sample 1 for the purple to red set are quite similar
for each print angle. However, the 0 degree print for sample 1 in the red to yellow, seen at
the bottom of Figure 4.6 set is much closer in both hue angle and scale value to sample 2 at
45 or 90 degrees. The important thing to note, however, is how highly correlated hue angle
is with scale value. This implies that while the texture is measurably impacting the color
measurements, the effect of that same texture on perception is being perceived proportionally
by observers.
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Figure 4.7: Correlations between measured hue angle and perceptual scale values for the red
to yellow sorting task. All data from all observers included for both experiments.
Figure 4.7 shows all data from all observers for the red to yellow sorting task. While not
as highly correlated as the mean scale values, there is still a very strong correlation which
follows a similar trend. Plots for the other sorting tasks can be found in Appendix B.
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(a) (b)
Figure 4.8: (a) Comparison between hue angle measured by i1Pro and integrating sphere for
the red to yellow test samples. (b) Comparison between hue angle measured by i1Pro and
X-Rite TAC7 for the blue to green test samples.
The original color measurements were done using an i1Pro2, which is a 45/0 color mea-
surement device. Additional measurements were made for the red to yellow samples with
and integrating sphere, and for the blue to green samples with an X-Rite TAC7. Those
measurements are shown being compared to the original i1Pro2 measurements in Figure 4.8.
There is slight variation in the measurements, but many of them overlap and are certainly
close enough that they would not affect the scale value to hue angle correlations. This rules
out any inaccuracies in the original measurements and validates the conclusion that the
texture is affecting color in a measurable way that closely aligns with human observation.
Another part of what makes this surprising is that the preliminary neural network model
showed much better results when using sCIELAB differences vs just CIELAB differences.
What this psychophysical result is saying is that CIELAB is a very strong model for physical
objects with some texture, even in uncontrolled viewing conditions. While that model was
built with artificial images rather than real images of color 3D prints, the sandstone pattern
in particular is quite close to what the real color 3D printed objects used in this experiment
look like. It is likely though that objects with more dramatic appearance differences would




The goal of this work was to investigate the effect of surface texture on the appearance
of color 3D printed objects and, if necessary, develop a neural network model that is able
to accurately quantify perceptual differences between color 3D printed objects with non-
uniformities in both color and texture. A siamese convolutional neural network capable of
image comparison was built from the pre-trained AlexNet. The new network was trained
using only color selective neurons that were determined in a process described by Engilberge
et al. where colored images and grayscale versions of those same images are shown to a pre-
trained neural network to determine which neurons are color selective. The new network was
used to show that accurate comparisons in sCIELAB differences between textured images
could be made this way. It was also shown that a network trained with sCIELAB differences
outperformed a network trained with CIELAB differences due to the spatial features of the
texture images, and that a network trained with only color selective neurons performed
significantly better than a network trained with all neurons. The textured images were
designed to realistically simulate the inherent texture added by an HP® Jet Fusion 580 3D
printer.
A psychophysical direct scaling experiment was used to create a scale of appearance for
3D printed objects with differences in hue and surface texture. The color of the 3D printed
objects were designed to be evenly spaced in CIELAB between colored anchor points at the
principal hue axes. It was found that the perceptual scale values were highly correlated
with the measured hue angle of the printed objects. This was a surprising result since
objects printed with the same colorant recipe but at different angles, and therefore with
different textures, were obviously different in appearance but had approximately the same
scale values. There was also some variation in measured hue angle for each of the prints,
which implies that current color measurement devices and color spaces such as CIELAB are
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able to accurately measure the perceptual effect that texture has on color for real 3D objects.
This leaves several questions unanswered, however. If the siamese CNN worked better with
sCIELAB than CIELAB, what was different about the simulated images as opposed to real
3D objects? It has been shown in previous research that artificial neural networks function
quite similarly to biological neural networks [Gazzaniga et al., 2006, Rafegas and Vanrell,
2018, Yamins et al., 2014]. This is not surprising since biological neural network function
inspired the creation of their artificial counterparts. As it relates to color, however, it could
be a clue as to why such surprising results were found in the experiment. The texture in the
color 3D prints themselves were apparent, but not dramatic. Figure 3.2 offers a reasonable
explanation for this. In both biological and artificial neural networks color is encoded early on
in the process, with complex spatial and pattern recognition mostly occurring in later neural
layers. Since the magnitude of color difference outweighs the magnitude of texture difference
in the printed objects used in this experiment, observers completed the sorting task almost
entirely based on color differences. While texture was easily perceived by both observers
and measurement devices, it did not alter relative appearance. In other words, appearance
changes due to surface texture change in a proportional way that can be captured with
measurement devices.
While neural networks are powerful tools that are appropriate for a large variety of
tasks, for uniform, lightly textured objects a functional model already exists in the form
of CIELAB. The color difference of textured 3D printed objects was accurately predicted
on average across observers in uncontrolled viewing environments. These results stress the
importance of using real world objects for psychophysics when modeling for physical objects.
Several computational models exist with simulated objects that have a strong basis on the
measurement of real world objects, but 2D displays cannot currently fully replicate the
appearance of a physical 3D object. Though it is time consuming and expensive, this result
makes a strong case for the need for more fundamental psychophysical studies with real
objects rather than simulations when creating models for a new technology like color 3D
printing. The primary takeaway is that CIELAB is already a functional model for appearance
differences even when other appearance attributes are accounted for. Measurement devices
were able to accurately measure color differences that matched differences in appearance as
seen by human observers. This conclusion only holds, however, so long as the differences in
other appearance attributes are relatively minor when compared to differences in color.
In the case where the appearance of a color 3D printed object can not be fully modelled by
CIELAB, several steps could be taken to model complex appearance with a neural network
following similar steps described in this dissertation. Psychophysical data would need to
be acquired and could be used as training labels similarly to how sCIELAB was used in
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the preliminary neural network described in Chapter 3. If a siamese CNN were to be used
for comparison, images of the objects would still be necessary. In the case of this project,
had a CNN model been necessary to model the appearance of the printed objects used in
the experiment, 3D scans using an X-RITE® TAC7 material scanner would have been used
to create images that retained 3D geometric information, such as height and normal maps.
This process is described with examples and further details in appendix C.
Figure 5.1: Images of chrome balls taken in two different settings. Left and right pairs were
imaged under the same conditions[Fleming, 2014].
These results also beg the question, where do neural networks fit in in appearance mod-
eling, if at all? Where do CIELAB and sCIELAB fail to be accurate predictors of the
appearance of real world objects? Figure 5.1 shows an example of where perception does
not align with measurement. The images in Figure 5.1 were taken in different settings and
reflect an image from their surroundings. While the top or bottom pair of chrome balls
seem to be closer in appearance, the left pair or right pair match more closely on a pixel
by pixel basis [Fleming, 2014]. The color 3D printed objects used in this experiment were
matte, opaque, lightly textured objects. If any of these parameters change, it is possible that
CIELAB would fail as an accurate model.
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Figure 5.2: Plastic RAL sample.
Table 5.1: L*C*H* measurements for plastic RAL sample.
Uniform Side (L/C/H) Textured Side (L/C/H)
Integrating sphere
(specular included)
38.10 / 37.94 / 19.23 37.99 / 37.42 / 19.21
Integrating sphere
(specular excluded)
37.97 / 37.58 / 19.15 37.4 / 37.57 / 19.2
i1Pro2 hue angle 33.91 / 43.42 / 21.02 37.50 / 38.20 / 19.31
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Another example would likely be for objects with similar colors but dramatically different
textures. Figure 5.2 shows a plastic RAL sample along with color measurements of the
middle section with a uniform side and a roughly textured side. The measured hue angles
are nearly identical for both measurement devices, similar to the 3D printed objects. This
is a case where a neural network may be useful in modeling appearance differences due to
the magnitude of surface texture and gloss. Differences in multiple appearance attributes
simultaneously likely cannot be accounted for with a single color measurement, and in this
case hue angle is not telling the whole story.
In the end it was not necessary to train a new CNN for comparison of 3D printed objects
since CIELAB so closely matched observer’s scaled perceptions. There are other instances
of color science where CNNs could be extremely useful, however. One example would be
in modeling pigment concentrations in paintings for preservation of digitization. Kubelka-
Munk can be used to predict appearance based on colorant recipe information but requires
several limiting assumptions and a powerful tool such as a neural network may be able to
make calculations more accurately without a simplifying model [Walowit et al., 1987]. The
development of a neural network for this purpose has been proposed as far back as 1991 and
has continued to specialize [Bishop et al., 1991, Furferi et al., 2016].
Another example where neural networks have proven useful in color science is in recreating
spectral information from RGB images. In a process described by Steibel and Merhof, a
neural network was trained with pairs of RGB and spectral images in order to accurately
recreate spectral information from just an RGB image [Stiebel and Merhof, 2020]. While
this approach was not able to exceed other spectral reconstruction techniques in terms of
overall accuracy, it was able to reduce the processing time needed on a per-image basis while
still producing reasonably accurate results. As this type of work is further explored and





This research leaves several questions unanswered and opportunities to extend this work in
the future. The objects used for the experiment in this dissertation were relatively simple,
flat objects. In most cases a color 3D printed object will not be a single flat surface, but
a series of geometrically complex surfaces with inter-reflections affecting appearance. The
textures in the samples used in this work were not enough to produce inter-reflections. These
types of objects will require printing at multiple different angles, which in turn will change
the inherent surface texture at each surface using this specific printing technology.
Another potential direction would be to print objects with additional textures to see
where CIELAB begins to break down as a model of appearance for these types of printed
objects. Both color measurement and perception will be affected by contrast created by
highlight and shadow with the application of dramatic surface textures. Investigating these
effects in the context of color 3D printing is an important step and psychophysics would be
required.
In addition to multiple print angles, additional visual appearance attributes such as gloss
or matte finishes, translucency, or more dramatic textures would have observable effects on
object appearance. Studying the interplay of visual effects in more complex objects is a next
step in color 3D printing research, and would be necessary to create a robust appearance
model. For this type of modeling a comparison network may be more appropriate since
no current model exists for accurately mapping appearance attributes across all possible
variables.
Translucency alone provides major challenges when modeling visual appearance. Some
color 3D printing technologies are already capable of creating objects with translucent ma-
terials, whose appearance is something that is not particularly well understood [Gigilashvili
et al., 2018, 2019]. The translucency of an object is a difficult visual attribute to define since
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it is dependent on so many factors such as shape, material thickness or surface roughness.
This is another instance where neural networks may be an appropriate modeling tool since
they can handle complex tasks.
In the research by Ludwig et al., described in detail in section 2.2, their new neural
network model outperformed other image comparison metrics, such as sCIELAB and ∆E∗00.
The preliminary network model in the current network shows that sCIELAB was effective,
but CIELAB was found to be a strong predictor for the physical stimuli appearance. The
stimuli used by Ludwig et al. were altered images of scans of actual color 3D printed objects.
The method described works for simulations of color 3D prints, but it is difficult to say with
certainty that the same results would be found with physical stimuli. It has been shown in the
past that chromatic adaptation to displays and physical objects is not the same [Fairchild,
1992]. This further strengthens the argument that psychophysics are needed for physical
stimuli before modeling can be done with simulated stimuli.
The goal of this work was to investigate the possibility of using CNNs to model color
differences for visually complex stimuli, in this case color 3D prints produced on an HP®
Jet Fusion 580 3D printer. It was found that for the color 3D printed stimuli used, the
existing CIELAB color space was already an accurate model. The question that remains
is can CNNs be used as comparison networks for objects more complex than those studied
here, with varying shape, gloss, translucency, and can those comparisons be made in a
way that matches psychophysical data in experiments done with physical stimuli? More
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Chapter 7
Appendix A: Goniochromatic Effects
in Color 3D Printed Objects
As discussed in the background section, previous work was done with color 3D printed objects
displaying goniochromatic effects. The methodology and results are further discussed here.
Each of the three printed samples, named ’tent,’ ’honeycomb’ and ’pyramid’ after the shapes
of their subsurface geometries, were rendered in Autodesk Fusion 360 and printed with a
Stratasys J750 color 3D printer.
(a) (b)
Figure 7.1: (a) Gonio-arm measurement setup. (b) Sample inside Murakami goniospec-
trophotometer.
Figure 7.1 shows both measurement setups used. The goal was to measure the sam-
ple’s angular-dependent color changes, which means changing the angle of incident light,
the angle of observation, or both. The gonio-arm setup was used to measure each sample
at specific 5 degree intervals while changing the angle of observation only. The Murakami
goniospectrophotometer was used to measure the samples while changing both the angle
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of incidence and the angle of observation. With the gonio arm setup the light source re-
mained stationary during allmeasurements so that only the angle of observation was varied.
Measurements were taken at every 5 degrees up to 80 degrees outward on either side of the
sample’s surface normal. For the goniospectrophotomoeter the angle of incidence ranged
from 0 degrees to 75 degrees in steps of 15 degrees, while the angle of observation ranged
from 0 degrees to 75 degrees in steps of 5 degrees, or 2 degrees if close to the specular angle.
The reflectance measurements taken with the goniospectrophotometer were used to calculate
CIE XYZ tristimulus values and CIELAB using D65 as the reference white point.
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Figure 7.2: Example taken from GUI used in visual experiment.
Goniochromatic measurements do not guarantee a change in color appearance. A psy-
chophysical experiment was conducted as a means of verifying the color measurements with
human observers. Each sample was imaged from 70 degrees on one side to 70 degrees on the
other in steps of 10 degrees. The images were taken with a Fujifilm XT100 digital camera,
which was manually white balanced using an X-Rite ColorChecker. The images were then
cropped to a size of 150 x 150 pixels. This was the maximum size the images could be as the
objects appear quite small when imaged from 70 degrees. Images of the samples were used
rather than the samples themselves for two reasons. First, it was much faster for observers
to make image comparisons than to readjust the physical samples while maintaining a con-
stant angle of observation. Second, using images allowed observers to compare two angles of
the same sample simultaneously rather than readjusting the samples and making judgments
from memory.
The experimental graphical user interface (GUI), shown in Figure 7.2, was built and
run using MATLAB 2018b software, which was also used to record observer responses.
Images were shown to observers on an Ezior ColorEdge CG238 calibrated display. In a
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two-alternative forced choice experiment, observers were shown the same print from two
different angles and asked to select the image that appeared greener. There were 15 observers
with a total of 15 angles to compare (-70 degrees to 70 degrees) for each of the three 3D
printed samples. Observations were made in a dark room and each observation session took
approximately 15 minutes, so observer fatigue was not a factor. In this experiment, there
was no delay between the images shown. In future work, a neutral image will be used to
reduce observer after-image effects. A Thurstonian analysis of the paired comparisons was
used to place observations on an interval scale of “green” appearance [Thurstone, 1927]. The
resulting scale values are not an absolute measure of green but rather a measure of relative
color perception when viewing the printed objects at different angles. The greener an object





Figure 7.3: (a) Measured a*b* values of Tent sample. (b) Measured a*b* values of honey-
comb sample (c) Measured a*b* values of Pyramid sample. (d) Measured a*b* values for
all three samples as measured by the Murakami goniospectrophotometer.
Figure 7.3a-c shows that there is a strong divergence in the shape of the tent and honey-
comb samples when viewing them from either the left or right side, and the lack of divergence
in the pyramid sample. The honeycomb and pyramid samples show some extremes outside
the clustered measurements. This is due to specular highlights on the samples near the
smaller angles, 10 degrees from surface normal, which was likely due to the clear coat finish
applied by the manufacturer. The finish was applied to each of the samples, so it is curious
that this did not occur with the tent sample and will require further investigation. L* values
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were similar, 40-50, for all samples at all angles, with the exceptions being near the center
for the pyramid and honeycomb samples where specular highlights appeared.
Figure 7.3d shows the plotted a*b* values of the three samples. Measurements were
taken by rotating the samples within the goniospectrophotometer, changing the angle of
observation. The angle of incident light was varied Figure 11. CIEDE2000 color differences
calculated for equal angles between 5 degrees and 80 degrees on either side of the samples.
Figure 12. Calculated a*b* values for all three samples. independently as well. A similar
divergence previously observed in the measurements taken with the gonio-arm setup can be
seen here for the tent and honeycomb samples. This divergence indicates a color shift from
yellow-green to grayish to green-yellow as the angles of observation shifts along the face of
the samples. The grayish colors here occur as the observation angle approaches the specular
highlights. Again, no apparent divergence was observed for the pyramid sample.
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Experiment Results
Figure 7.4: ”Greenness” scale value and hue angle correlations for each sample. Each side
of surface normal plotted independently.
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When each side from the point seen as the least green is considered separately, Figure
7.4, the correlation between the measured hue angle and the observed greenness is much
stronger in most cases. The lone exception is one side of the honeycomb sample. This is
the “yellower” side of the honeycomb. Its value of greenness may be impacted by spatial
features that are on a scale that is too small to measure with its color appearance because
its scale value still increases as it moves farther from surface normal. In other words, it is
still being perceived as more green at more extreme viewing angles despite the inconsistent
changes in the hue angle. This is likely caused by the relatively small scale on which these
hue angles lie, with a maximum difference of only 1.5 degrees.
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Discussion
The color 3D printed samples did produce measurable goniochromatic effects which were
visible to human observers. The samples printed with different 3D geometries produced
CIELAB values that were quite different despite using the same colored material, suggesting
that manipulating the geometries of color 3D printed objects on a small scale does offer some
level of control on the object’s appearance.
The color measurements with both the gonio-arm setup and the goniospectrophotome-
ter indicated a divergence in the hue angle for the tent and honeycomb samples but not
the pyramid sample. These measurements were strongly correlated with the results of a
psychophysical experiment showing that observers made similar observations when compar-
ing the samples at different angles. The greener the measurements were at each angle, the
greener the observers judged the samples to be at that same angle. It is important to note
that there are several points where the hue angle from the gonio-arm measurements and the
greenness scale values were not consistent. For example, there are two angles shown for the
tent sample sides in Figure 7.4 which both have measured hue angles of 130 degrees but have
greenness scale values of -0.5 and +1. This may be due to spatial differences in the samples.
As the samples are viewed from more extreme angles, the spatial frequency of the geometry
will increasingly cause features to appear closer together, as seen in Figure 7.2. For the two
measured hue angles of 130 degrees mentioned above, one was at -70 degrees and the other
at 10 degrees. Although a spectrophotometer may measure the same amount of “green” in
a sample at two given angles, this does not guarantee that a human observer will perceive
the same color when viewing the sample from those same angles.
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Chapter 8
Appendix B: Additional Analysis of
Experiment Data
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Figure 8.1: Correlations between measured hue angle and perceptual scale values for all
sorting tasks besides red to yellow, which can be found in the results section. All data from
all observers included for both experiments.
Figure 8.1 shows all data from all observers for the remaining sorting tasks. The trends
are quite similar to those shown for the mean scale values reported in the results section.
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Figure 8.2: Just the blue side of the blue to purple sorting task.
Shown in Figure 8.2 is the blue side component of the blue to purple sorting task. While
correlation is not as strong as other tasks, this shows a relatively strong linear correlation
on what was a non-linear perceptual scale. As discussed in the results section, the colors
from the blue to purple anchors were calculated with ∆E∗76, causing non-uniformities in the
calculated differences for the colorants used in the 3D printed objects. This caused the ’blue’
objects to be bunched to one side of the scale, nearest to the blue anchor. Even with this
non-uniformity observers were fairly consistent in their sorting of the blue objects.
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Figure 8.3: Correlations between measured hue angle and perceptual scale values for both
experiments together.
The data from both experiments for each of the sorting tasks is strongly correlated when
plotted together. The one exception, again, being the blue to purple sorting task for reasons
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discussed in the results section. However, the results are still consistent with the data from
each experiment shown separately.
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Chapter 9
Appendix C: Planned Process for
Modeling Appearance
As discussed in the conclusion, there would be more work to do with the images used to
train a network even after conducting and experiment and acquiring psychophysical data.
Training with images of the prints would be possible, but ideally some information from the
3D geometry could be retained and used in training by scanning the 3D printed objects with
an X-Rite® TAC7 3D material scanner. Early on in this project some of that work was done
and is described here.
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Figure 9.1: Early test print used for 3D scanning with X-Rite® TAC7 3D material scanner.
This object was not printed for the purposes of this project but it was printed using the
same technology and the surface textures are representative of the prints that were eventually
used. In all there are 64 colors printed on this objects and were labelled 1 through 64 starting
with black in the top left and moving down and to the right, ending with white in the bottom
right. In the following example patch 36, the purple patch near the middle, is shown.
78
Figure 9.2: From left to right: Diffuse color, height and normal maps of patch 36.
The X-Rite® TAC7 was used to scan the object and acquire diffuse color, height and
normal map information, seen in Figure 9.2. Individually none look quite like the patch does
in person.
Figure 9.3: Sample image created by combining information from images shown in Figure
9.2.
By combining each of the maps in Photoshop®, however, the information from each scan
can be retained and used as input to the neural network with psychophysical data as training
labels, as shown in Figure 3.1. This is just an example of what one of these such patches
could look like. Testing would need to be done as each scan could be lent more or less weight
when combining them depending on how well training went. This could also be compared to
training with a simple image of the printed objects to see if that would capture enough of the
79




Appendix D: Additional Neural
Network Testing
This appendix section focuses entirely on the training of the preliminary neural network
described in chapter 3 and illustrated in Figure 3.1. All training was done using the Neural
Network Start menu in MATLAB’s Deep Learning Toolbox. Several parameters were ad-
justed and tested, the results of which are shown below in this section. Those parameters
were: Number of hidden layer neurons, training algorithm used, color sensitive neurons vs
all neurons, and training/testing with canvas/sandstone image patches. The color neurons
used are shown in Table 3.1. The canvas and sandstone image patches are shown in Figure
3.5.
The plots below are shown in groups of training data, testing data and loss vs epoch
curves. Subsequent plots compare results using only color sensitive neurons and all neurons
as the only variable changed since that is the primary comparison of interest. The results here
indicate that in every case the networks trained with color sensitive neurons only outperform
networks trained with all neurons. Results also show that overall some improvements can be
made in training when the number of hidden layer neurons are increased, but testing data
still does not improve in this case. There is no obvious evidence of over or under-fitting in
the loss vs epoch curves.
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Table 10.1: Neural Networks trained with variable training algorithms, training and testing
data sets and number of hidden layer neurons.
Table 10.1 is a quick reference for the resulting networks trained with the variables





Figure 10.1: (a) Network trained with 6 neurons in hidden layer using Levenberg–Marquardt
training algorithm with activations from color sensitive neurons and canvas patches as input
images. (b) The same network tested with activations from color neurons for sandstone





Figure 10.2: (a) Network trained with 6 neurons in hidden layer using Levenberg–Marquardt
training algorithm with activations from all neurons and canvas patches as input images.
(b) The same network tested with activations from color neurons for sandstone images. (c)





Figure 10.3: (a) Network trained with 6 neurons in hidden layer using Levenberg–Marquardt
training algorithm with activations from color sensitive neurons and sandstone patches as
input images. (b) The same network tested with activations from color neurons for canvas





Figure 10.4: (a) Network trained with 6 neurons in hidden layer using Levenberg–Marquardt
training algorithm with activations from all neurons and sandstone patches as input images.
(b) The same network tested with activations from color neurons for canvas images. (c)





Figure 10.5: (a) Network trained with 10 neurons in hidden layer using Levenberg–Marquardt
training algorithm with activations from color sensitive neurons and canvas patches as input
images. (b) The same network tested with activations from color neurons for sandstone





Figure 10.6: (a) Network trained with 10 neurons in hidden layer using Levenberg–Marquardt
training algorithm with activations from all neurons and canvas patches as input images.
(b) The same network tested with activations from color neurons for sandstone images. (c)





Figure 10.7: (a) Network trained with 10 neurons in hidden layer using Levenberg–Marquardt
training algorithm with activations from color sensitive neurons and sandstone patches as
input images. (b) The same network tested with activations from color neurons for canvas





Figure 10.8: (a) Network trained with 10 neurons in hidden layer using Levenberg–Marquardt
training algorithm with activations from all neurons and sandstone patches as input images.
(b) The same network tested with activations from color neurons for canvas images. (c)





Figure 10.9: (a) Network trained with 15 neurons in hidden layer using Levenberg–Marquardt
training algorithm with activations from color sensitive neurons and canvas patches as input
images. (b) The same network tested with activations from color neurons for sandstone





Figure 10.10: (a) Network trained with 15 neurons in hidden layer using Leven-
berg–Marquardt training algorithm with activations from all neurons and canvas patches
as input images. (b) The same network tested with activations from color neurons for sand-





Figure 10.11: (a) Network trained with 15 neurons in hidden layer using Leven-
berg–Marquardt training algorithm with activations from color sensitive neurons and sand-
stone patches as input images. (b) The same network tested with activations from color





Figure 10.12: (a) Network trained with 15 neurons in hidden layer using Leven-
berg–Marquardt training algorithm with activations from all neurons and sandstone patches
as input images. (b) The same network tested with activations from color neurons for canvas





Figure 10.13: (a) Network trained with 25 neurons in hidden layer using Leven-
berg–Marquardt training algorithm with activations from color sensitive neurons and canvas
patches as input images. (b) The same network tested with activations from color neurons





Figure 10.14: (a) Network trained with 25 neurons in hidden layer using Leven-
berg–Marquardt training algorithm with activations from all neurons and canvas patches
as input images. (b) The same network tested with activations from color neurons for sand-





Figure 10.15: (a) Network trained with 25 neurons in hidden layer using Leven-
berg–Marquardt training algorithm with activations from color sensitive neurons and sand-
stone patches as input images. (b) The same network tested with activations from color





Figure 10.16: (a) Network trained with 25 neurons in hidden layer using Leven-
berg–Marquardt training algorithm with activations from all neurons and sandstone patches
as input images. (b) The same network tested with activations from color neurons for canvas





Figure 10.17: (a) Network trained with 6 neurons in hidden layer using Bayesian regulariza-
tion training algorithm with activations from color sensitive neurons and canvas patches as
input images. (b) The same network tested with activations from color neurons for sandstone





Figure 10.18: (a) Network trained with 6 neurons in hidden layer using Bayesian regulariza-
tion training algorithm with activations from all neurons and canvas patches as input images.
(b) The same network tested with activations from color neurons for sandstone images. (c)





Figure 10.19: (a) Network trained with 6 neurons in hidden layer using Bayesian regulariza-
tion training algorithm with activations from color sensitive neurons and sandstone patches
as input images. (b) The same network tested with activations from color neurons for canvas





Figure 10.20: (a) Network trained with 6 neurons in hidden layer using Bayesian regular-
ization training algorithm with activations from all neurons and sandstone patches as input
images. (b) The same network tested with activations from color neurons for canvas images.





Figure 10.21: (a) Network trained with 10 neurons in hidden layer using Bayesian regulariza-
tion training algorithm with activations from color sensitive neurons and canvas patches as
input images. (b) The same network tested with activations from color neurons for sandstone





Figure 10.22: (a) Network trained with 10 neurons in hidden layer using Bayesian regulariza-
tion training algorithm with activations from all neurons and canvas patches as input images.
(b) The same network tested with activations from color neurons for sandstone images. (c)





Figure 10.23: (a) Network trained with 10 neurons in hidden layer using Bayesian regulariza-
tion training algorithm with activations from color sensitive neurons and sandstone patches
as input images. (b) The same network tested with activations from color neurons for canvas





Figure 10.24: (a) Network trained with 10 neurons in hidden layer using Bayesian regular-
ization training algorithm with activations from all neurons and sandstone patches as input
images. (b) The same network tested with activations from color neurons for canvas images.





Figure 10.25: (a) Network trained with 15 neurons in hidden layer using Bayesian regulariza-
tion training algorithm with activations from color sensitive neurons and canvas patches as
input images. (b) The same network tested with activations from color neurons for sandstone





Figure 10.26: (a) Network trained with 15 neurons in hidden layer using Bayesian regulariza-
tion training algorithm with activations from all neurons and canvas patches as input images.
(b) The same network tested with activations from color neurons for sandstone images. (c)





Figure 10.27: (a) Network trained with 15 neurons in hidden layer using Bayesian regulariza-
tion training algorithm with activations from color sensitive neurons and sandstone patches
as input images. (b) The same network tested with activations from color neurons for canvas





Figure 10.28: (a) Network trained with 15 neurons in hidden layer using Bayesian regular-
ization training algorithm with activations from all neurons and sandstone patches as input
images. (b) The same network tested with activations from color neurons for canvas images.





Figure 10.29: (a) Network trained with 25 neurons in hidden layer using Bayesian regulariza-
tion training algorithm with activations from color sensitive neurons and canvas patches as
input images. (b) The same network tested with activations from color neurons for sandstone





Figure 10.30: (a) Network trained with 25 neurons in hidden layer using Bayesian regulariza-
tion training algorithm with activations from all neurons and canvas patches as input images.
(b) The same network tested with activations from color neurons for sandstone images. (c)





Figure 10.31: (a) Network trained with 25 neurons in hidden layer using Bayesian regulariza-
tion training algorithm with activations from color sensitive neurons and sandstone patches
as input images. (b) The same network tested with activations from color neurons for canvas





Figure 10.32: (a) Network trained with 25 neurons in hidden layer using Bayesian regular-
ization training algorithm with activations from all neurons and sandstone patches as input
images. (b) The same network tested with activations from color neurons for canvas images.





Figure 10.33: (a) Network trained with 6 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from color sensitive neurons and canvas patches
as input images. (b) The same network tested with activations from color neurons for





Figure 10.34: (a) Network trained with 6 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from all neurons and canvas patches as input
images. (b) The same network tested with activations from color neurons for sandstone





Figure 10.35: (a) Network trained with 6 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from color sensitive neurons and sandstone
patches as input images. (b) The same network tested with activations from color neurons





Figure 10.36: (a) Network trained with 6 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from all neurons and sandstone patches as input
images. (b) The same network tested with activations from color neurons for canvas images.





Figure 10.37: (a) Network trained with 10 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from color sensitive neurons and canvas patches
as input images. (b) The same network tested with activations from color neurons for





Figure 10.38: (a) Network trained with 10 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from all neurons and canvas patches as input
images. (b) The same network tested with activations from color neurons for sandstone





Figure 10.39: (a) Network trained with 10 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from color sensitive neurons and sandstone
patches as input images. (b) The same network tested with activations from color neurons





Figure 10.40: (a) Network trained with 10 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from all neurons and sandstone patches as input
images. (b) The same network tested with activations from color neurons for canvas images.





Figure 10.41: (a) Network trained with 15 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from color sensitive neurons and canvas patches
as input images. (b) The same network tested with activations from color neurons for





Figure 10.42: (a) Network trained with 15 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from all neurons and canvas patches as input
images. (b) The same network tested with activations from color neurons for sandstone





Figure 10.43: (a) Network trained with 15 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from color sensitive neurons and sandstone
patches as input images. (b) The same network tested with activations from color neurons





Figure 10.44: (a) Network trained with 15 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from all neurons and sandstone patches as input
images. (b) The same network tested with activations from color neurons for canvas images.





Figure 10.45: (a) Network trained with 25 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from color sensitive neurons and canvas patches
as input images. (b) The same network tested with activations from color neurons for





Figure 10.46: (a) Network trained with 25 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from all neurons and canvas patches as input
images. (b) The same network tested with activations from color neurons for sandstone





Figure 10.47: (a) Network trained with 25 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from color sensitive neurons and sandstone
patches as input images. (b) The same network tested with activations from color neurons





Figure 10.48: (a) Network trained with 25 neurons in hidden layer using scaled conjugate
gradient training algorithm with activations from all neurons and sandstone patches as input
images. (b) The same network tested with activations from color neurons for canvas images.
(c) Training and testing loss vs epochs curve.
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