Introduction
In a recent paper [6] , Naito and Usami proved the nonexistence of nonnegative entire solutions of the differential inequality divðAðjDujÞDuÞXf ðuÞ; xAR n ; nX2; ð1Þ 
and the mean curvature operator
Interesting theorems and asymptotic theory for entire solutions of inequalities of type (1) have been obtained by many authors; see, e.g., [3, 7, 8, [16] [17] [18] . Naito and Usami proved in [6] To prove nonexistence, the idea in [6] is to show, using a comparison principle, that if (1) has a nontrivial entire solution then necessarily it also has a nontrivial entire radial solution v ¼ vðjxjÞ: The next step is to show that (1) has no nontrivial entire radial solutions.
It is rather striking that the analogue of condition (4) at 0; that is
is a necessary and sufficient condition for the validity of the strong maximum principle for the inequality divðAðjDujÞDuÞpf ðuÞ:
This has been recently shown in two papers by Pucci et al. [15] and Pucci and Serrin [14] . The purpose of this paper is to extend the results of Naito and Usami [6] in two ways:
(i) by considering systems of elliptic differential equations, (ii) by including in the divergence operator a diffusion term of the form gðuÞ:
Thus, we are interested in the nonexistence of solutions u : R n -R N of elliptic systems of the form divðgðuÞAðjDujÞDuÞ À r u gðuÞAðjDujÞ ¼ f ðjxj; uÞ; xAR n ; ð6Þ
where Du denotes the Jacobian matrix and AðsÞ ¼ R s 0 sAðsÞ ds: The prototype for the diffusion term that we have in mind is gðuÞ ¼ juj g ;
where gAR (possibly negative).
When dealing with elliptic systems the situation becomes significantly more complicated than in the scalar case, since in general comparison or maximum principles do not hold. For this reason in this paper, we restrict our attention to radial solutions u ¼ uðjxjÞ of (6) and thus we are interested in the nonexistence of radial solutions of the ordinary differential system ½gðuÞAðju 0 jÞu 0 0 þ n À 1 r gðuÞAðju 0 jÞu 0 À r u gðuÞAðju 0 jÞ ¼ f ðr; uÞ; r > 0;
u : ½0; NÞ-R N ; u 0 ð0Þ ¼ 0;
where u 0 ¼ du=dr and r ¼ jxj: To illustrate our results, we present here only few corollaries already relevant in the applications, while for the general system (6) we refer to Section 5. Note that in the scalar case N ¼ 1 we have that HðsÞ ¼ ðm À 1Þs m =m; sX0; and F ðuÞ ¼ u p =p for uX0 and so H À1 ðF ðuÞÞ ¼ cu p=m ; for uX0 and for some constant c: Hence the integral in (5) converges if and only if p > m and thus, when g ¼ 0; we recover the condition of Naito and Usami.
Next we consider the generalized mean curvature operator and we obtain Corollary 2. The elliptic system divðjuj g ð1 þ jruj 2 Þ m=2À1 ruÞ À g m juj gÀ2 u½ð1 þ jruj 2 Þ m=2 À 1 ¼ juj pÀ2 u with 1omp2; p > 1; does not admit non-trivial entire radial solutions if 1omop; Àm À pðm À 1Þogop À m:
We put in evidence that in the vectorial case N > 1 there is no obvious change of variable which eliminates the term juj g from the divergence while, for example, when N ¼ 1 and g > 0 for positive solutions of (8) one may use the change of variables v ¼ u ðgþmÀ1Þ=ðmÀ1Þ and obtain nonexistence of nonnegative entire solutions by just applying Theorem 2 of [6] .
Finally, we consider the mean curvature operator, which must be treated separately since it does not satisfy the assumptions of the main Theorem 3 of Section 4. It is worth noting that Corollary 1 implies in particular that any local radial solution of the corresponding system may not be extended to all of R n : In the scalar case N ¼ 1 it is easy to see that if u is any local nonnegative radial solution of (8) then u ¼ uðjxjÞ is increasing and thus if the ball Bð0; RÞ is its maximal domain of existence, then either
The situation is significantly more complicated in the vectorial case N > 1 as no monotonicity is available. Nevertheless, we may still prove that local radial solutions exist and, for any radial solution u ¼ uðjxjÞ; if Bð0; RÞ is its maximal domain of existence, then lim r-R À juðrÞj ¼ N: More specifically, we have obtained the following result. admits a one parameter family of solutions u : Bð0; RÞ-R N \f0g such that
When N ¼ 1; Corollary 1 can be improved by giving up the lower bound for g: Indeed, this lower bound is peculiar of the technique used to treat the vectorial case (see Section 4, Remark 1). Moreover by using a weak comparison principle due to Pucci et al. [15] and utilizing the same argument of Naito and Usami [6] , we can obtain non-existence of all solutions, radial or not, of the inequality divðgðuÞAðjrujÞruÞ À g u ðuÞAðjrujÞXf ðjxj; uÞ; xAR n : ð9Þ
In particular, we obtain the following corollary.
Corollary 5. The elliptic inequality
does not admit any positive entire solutions if 1omop and gop À m:
The paper is organized as follows. Section 2 contains some preliminaries including the variational identity of Pucci and Serrin; Section 3 is devoted to local existence of radial solutions of (6) , and the proof of the main result is based on a result of Leoni given in [4] . In Section 4 we establish Theorem 3, which is the main theorem of the paper, proved by using a technique developed by Levine and Serrin [5] for abstract evolution equations. In Section 5 we give some applications to elliptic systems, while in Section 6 we study in detail the scalar case and we obtain non-existence of entire solutions, radial or not, of inequality (9) so that we extend the result of Naito and Usami given in [6] .
Preliminaries
Consider the quasi-variational ordinary differential system ½rGðu; u 0 Þ 0 À r u Gðu; u 0 Þ þ Qðt; u; u 0 Þ ¼ f ðt; uÞ ð 10Þ on J ¼ ðT; NÞ; TX0; where r ¼ r v denotes the gradient operator with respect to the second variable of the function G: It will be supposed throughout the paper that as a standard consequence of the strict convexity of Gðu; ÁÞ when ua0:
We now turn to system (10) and we say that u ¼ ðu 1 ; y; u N Þ is a local solution of (10) if u is a vector function u : I-DCR N for some interval I ¼ ½T; T þ tÞ; t > 0; such that u is of class C 1 ðIÞ;
and u satisfies system (10) in ðT; T þ tÞ:
We say that a local solution u is a global solution of (10) if t ¼ N:
In spite of the fact that neither u 0 nor H need be separately differentiable, the composite function HðuðtÞ; u 0 ðtÞÞ is differentiable on ðT; T þ tÞ; provided that u never vanishes on ðT; T þ tÞ; and, as proved in [10] for the case G ¼ GðvÞ and then in [13] for the general case G ¼ Gðu; vÞ; the following identity holds on ðT; T þ tÞ: 
From now on, for simplicity, the common notation where u ¼ uðtÞ and u 0 ¼ u 0 ðtÞ denote the solution and its derivative. Hence if u is a solution of (10) on ðT; T þ tÞ such that uðtÞa0 for all tAðT; T þ tÞ; we have thanks to (14) fHðu; u 0 Þ À F ðt; uÞg 0 ¼ À/Qðt; u; u 0 Þ; u 0 S À F t ðt; uÞ:
Consequently, if we introduce the total energy of the vector field u; defined by
by (15) the following conservation law holds, for any sAðT; T þ tÞ; provided that uðtÞa0 for all tAðT; T þ tÞ;
Moreover, as noted in [11] , since along a solution u the function Hðu; u 0 Þ is differentiable with respect to t; the following identity holds for solutions u of (10), again when uðtÞa0 for all tAðT; T þ tÞ; and for any pair of scalar function j; oAC 1 ðJ; RÞ:
This formula was originally discovered as a special case of the main identity in [9] . Note that (18) reduces to (15) when o ¼ 1 and j ¼ 0:
Local existence
In this section, we prove existence of local solutions of the initial value problem ½rGðu; u 0 Þ 0 À r u Gðu; u 0 Þ þ Qðt; u; u 0 Þ ¼ f ðt; uÞ; t > T;
The main result of this section, Theorem 1, improves Theorem 1 of [4] . Note that local existence for solutions of problem (19) is extremely delicate since in general the damping term might be not defined for t ¼ T; indeed in the variational case we have T ¼ 0 and Qðt; u; vÞ ¼ ðn À 1ÞrGðu; vÞ=t:
For this reason we assume throughout the paper, together with (A1)-(A3), also the following condition: (A4) there exist two nonnegative functions dACðJÞ and cACðD Â R N Þ; with cðu; 0Þ ¼ 0 for all uAD; such that jQðt; u; vÞjpdðtÞcðu; vÞ for ðt; uÞAJ Â D and v sufficiently small.
Our situation is the specular situation of [4] in which the term f ðt; uÞ is a restoring force instead of a driving force and it depends only on u:
Without loss of generality, and for simplicity in the notation, we may assume that T ¼ 0 in (19), indeed if T > 0 it is enough to make a translation from t to t À T: Theorem 1. Suppose that there exists finite
and that the function
is of class C 1 ½0; 1: Then the initial value problem (19), with T ¼ 0; admits a local classical solution defined on ½0; tÞ; for some 0otp1: Furthermore juðtÞj > 0 for all tA½0; tÞ:
Proof. First note that every solution of (19), with T ¼ 0; is a solution of the following initial value problem for tAð0; 1Þ:
where h is given in (21). As in the proof of Theorem 1 in [4] , since Gðu; ÁÞ is strictly convex, we use a result of Pucci and Serrin [13] 
Now let r ¼ minfju 0 j=2; r 3 g and define, as in [4] ,
where tAð0; 1 is a sufficiently small number to be determined later. For every function xAC we have in particular that jju À u 0 jj N prpju 0 j=2; so that ju 0 j=2pjuðtÞjp3ju 0 j=2 for all tA½0; t: Now define T ¼ ð
Þ as follows:
r w Hðs; u; wÞ ds;
0 fÀhðsÞr u Hðs; u; wÞ þ P 1 ðs; u; wÞg ds if tAð0; 1; 0 i f t ¼ 0:
Note that T 2 ½xðtÞ is continuous for t ¼ 0: Indeed let K ¼ maxfjr x Hðt; u; wÞj : tA½0; 1; ju À u 0 jpr; jwjprg:
Since hð0Þ ¼ 0 by (21), then from (27) and using the fact that hðtÞ is nondecreasing, we get that 
Hence it is enough to choose sor and toðr À sÞ=K; to obtain that jT 2 ½xðtÞjpr: Therefore TðCÞCC:
As noted in [4] , the family fT½x : xACg is equibounded by the proof above. Thus T is compact if fT½x : xACg is equicontinuous by Ascoli Arzela`'s lemma. Of course fT 1 ½x : xACg is equiLipschitzian (uniformly), since jjðT 1 ½xÞ 0 jj N pK; and in turn equicontinuous. Then, we shall prove the equicontinuity of fT 2 ½x : xACg: First note that
fhðsÞjr u Hðs; u; wÞj þ jP 1 ðs; u; wÞjg ds
fhðsÞjr u Hðs; u; wÞj þ jP 1 ðs; u; wÞjg ds:
ð30Þ
Let e > 0 be fixed, we want to find t e ¼ t e ðeÞ > 0 such that for all t 1 ; t 2 A½0; t with 0ot 2 À t 1 pt e ; it results that
Now consider 0ot 2 À t 1 pe=3K and choose s in (28) such that spe=6: There are now three cases. If t 1 ¼ 0; 0ot 2 pe=3K: Now from (29) we deduce that
If 0ot 1 pe=3K then we obtain that the right-hand side of (30) is less than
where we have used the fact that h is nondecreasing.
In the third case, namely when t 2 > t 1 Xe=3K; by the mean value theorem
for some appropriate number xAðt 1 ; t 2 Þ: Consequently, if we choose t e ¼ min e 3K ; hðe=3KÞe 3Ktfmax ½0;t jh 0 ðtÞj þ 1g by (30) and (31) we immediately get
This completes the proof of the claim.
T is obviously continuous from C to C: Indeed, let ðx n Þ n be a sequence in C converging uniformly to x: Then, by using (28) and Lebesgue Dominated Convergence Theorem, we deduce that T½x n converges pointwise to T½x: But ðT½x n Þ n is precompact by Ascoli Arzela`'s Theorem, hence T½x n converges uniformly to T½x:
Now, by Schauder's fixed point theorem there is a pair of continuous functions ðu; wÞ such that
r w Hðs; u; wÞ ds; wðtÞ ¼ 1 hðtÞ
fÀhðsÞr u Hðs; u; wÞ þ P 1 ðs; u; wÞg ds:
Finally, by the argument of [13] , u is a classical solution. Moreover juðtÞj > 0 by construction. & Now, we shall show that the existence of local solutions of the initial value problem ½rGðu; u 0 Þ 0 À r u Gðu; u 0 Þ þ Qðt; u; u 0 Þ ¼ f ðt; uÞ;
is extremely simple, since it can be immediately derived by the classical theory, without assuming (A4).
Theorem 2. Suppose that conditions (A1)-(A3) hold. Then the initial value problem (32) admits at least a classical solution defined on ðT 1 À t; T 1 þ tÞ; for some t > 0: Furthermore juðtÞj > 0 for all tAðT 1 À t; T 1 þ tÞ: 
Since ðu 0 ; w 0 ÞAD and HAC 1 ðDÞ; then problem (33) admits a local solution u :
ðt; uðtÞÞAD for all tAðT 1 À t; T 1 þ tÞ:
In particular uðtÞa0 for all tAðT 1 À t; T 1 þ tÞ: By Theorem 6 in [13] the function u is a local solution of (32) in ðT 1 À t; T 1 þ tÞ: &
Global nonexistence
The purpose of this section is to prove a global nonexistence theorem for solution of (19). From now on
In the main theorem, we make use of the following structural hypotheses for the functions G; Q and f : (S1) there exist functionsFACðR N ; R We put in evidence that assumption (S3), when dACðJÞ; forces the existence of a local solution of (19), thanks to Theorem 1.
In the special case 
hence (S1)-(S3) are trivially satisfied for any qAðmaxf0; Àðg þ lÞ=ðl À 1Þg; pÞ; with
Another example concerning (S2) is given by
Indeed in this case (36) and (37) hold with
In the sequel, to simplify the notation, we write 
for all tA % J and all uAR N with jujoU:
We now divide the proof in two cases. We consider first the case D ¼ R N : Since uðTÞ ¼ u 0 a0; by continuity there exists t 2 ; with Tot 2 oT 1 ; such that uðtÞa0 for all tA½T; t 2 Þ: ð47Þ
Without loss of generality, we may assume that ½T; t 2 Þ is the maximal interval in which (47) holds. By (A3) and (15)
Thus by (46) we get juðtÞjXU for all tAðT; t 2 Þ: In turn, by the maximality of t 2 ; this implies that t 2 ¼ T 1 and the proof is complete in the case D ¼ R N :
Finally, we point out that the condition F ðT; u 0 Þ > 0 is trivially satisfied by the prototype considered in the applications, see Sections 5 and 6. Lemma 2. Let p > m > 1; kop À m and let
Then for every e > 0; along a solution u of (19) on J, the following inequality holds for the damping term Q /Qðt; u; u 0 Þ;
for all a such that 0oao% a and where
Proof. First note that reasoning as in Remark 1 it follows from (35) that F ðT; u 0 Þ > 0; hence the solution u has negative initial energy EðTÞo0: Moreover % a > 0 since kop À m: Now, by (39) and (15 
Now consider a such that 0oao% a; from (52) and (15)
and (50) is proved. & Lemma 3. Let p > l > 1; gop À l and let u be a solution of (19) on J, then
Proof. As noted in the previous lemma, from Remark 1 it follows that the solution u has negative initial energy EðTÞo0: 
(ii) From (37) and again Young's inequality 
Consequently (57) can be written
and thus the claim is proved by using the boundness of f: & Theorem 3. Suppose that the structure conditions (S1)-(S3) hold with
Assume that there exist two positive functions r; kAW for some constant yAð0; y 0 Þ; where
Then no global solution of (19) can exist.
Now we shall prove Theorem 3.
Proof. The proof of the theorem is based on an argument of Levine and Serrin [5] , even if it is adapted to problem (19) instead of the abstract evolution problem studied by Levine and Serrin [5] . First note that reasoning as in Remark 1 it follows from (35) that F ðT; u 0 Þ > 0; hence the solution u has negative initial energy EðTÞo0:
Assume for contradiction that there is a global solution u of (19). Let a be a constant such that 0oao% % a; % % a ¼ minf% a; 1g;
where % a is given in (49). Define the following auxiliary function:
where l is a positive constant to be fixed later. As noted in [5] , Z is absolutely continuous in J and a.e. it results
Note that this expression of Z 0 can be obtained from the variational identity (18) by choosing oðtÞ ¼ lkðtÞð1 À aÞE Àa ðtÞ; jðtÞ ¼ rðtÞ:
By Lemmas 2, 3 and using the fact that k 0 ðtÞX0 we obtain the following estimation for Z 0 :
Since r 0 ¼ oðrÞ as t-N; for t sufficiently large, say tXt 0 ; and e sufficiently small, we have
Next take l > c 1 e Àm =ð1 À aÞ and note that rd 1=ðmÀ1Þ pk by (59). Finally, using (65) in (64), we obtain
for all tXt 0 and with C ¼ Now we want to find an upper bound for Z r ; r > 1: Applying the following inequality: Now suppose that a satisfies the stronger condition aAð0; a 0 Þ; where a 0 is given in (61), then
and by (44)
Hence from (68) and (70) 
where C 6 ¼ C=C 5 : Finally, integrating from t 0 to t (72) and since r > 1 we get
rðsÞfmaxðkðsÞ; rðsÞÞg Àr ds:
Consequently, the non-integrability hypothesis (60) with r ¼ 1 þ y forces that Z cannot be defined for t large, namely Z cannot be global. Clearly y ¼ a=ð1 À aÞ; thus 0oyoy 0 ; where y 0 ¼ a 0 =ð1 À a 0 Þ is given by (61 
and if mX2 it immediately follows that y 0 pm À 1; thus condition (60) holds automatically for every yoy 0 :
Applications to elliptic systems
In this section, we apply the main result of the previous section the study of nonexistence of radial solutions of elliptic systems of the general form divðgðuÞAðjrujÞruÞ À r u gðuÞAðjrujÞ ¼ f ðjxj; uÞ; xAR n ;
where AðsÞ ¼ R s 0 sAðsÞ ds; s > 0; and throughout the section f satisfies (S1) and for the functions A and g we assume
Note that AAC 1 ðR þ 0 ; RÞ by (C1). The problem of the existence of global solutions of (74) will be studied in a forthcoming paper, see [2] . 
for all s > 0: Suppose also that for every U > 0 there exist a function cACðD; RÞ; an exponent gAR; and three positive constants d 3 ; d 4 ; M 2 such that
for all uAR N with jujXU: If, for every U > 0;
then problem (74) does not admit non-trivial entire radial solutions.
Proof. Radial solutions u ¼ uðrÞ; r ¼ jxj; of (74) satisfy the initial value problem ½gðuÞAðju 0 jÞu 0 0 þ n À 1 r gðuÞAðju 0 jÞu 0 À r u gðuÞAðju 0 jÞ ¼ f ðr; uÞ; r > 0;
Thus, problem (82) is a special case of (19) with T ¼ 0 and
Gðu; vÞ ¼ gðuÞAðjvjÞ; Qðr; u; vÞ ¼ n À 1 r gðuÞAðjvjÞv:
Hence to prove nonexistence of entire radial solutions, we only need to verify that the hypotheses of Theorem 3 are satisfied. Assumption (58) holds with l ¼ m and k ¼ g thanks to (80). To verify (S2) fix U > 0: By (75) and (77) 
for all s > 0 and jujXU; which proves (37) of (S2) with
To verify (S3) note that
for all s > 0 and jujXU; and where we have used (83), (79) and (75). This implies the validity of (S3) with
Finally to verify (59) and (60) where we have used the fact that yAð0; y 0 Þ; with
Then the elliptic system
does not admit nontrivial entire radial solutions, but it admits a one-parameter family of solutions u : Bð0; RÞ-R N \f0g such that
Proof. We claim that all the hypotheses of Theorem 4 are satisfied. Indeed assumptions (75) and (76) hold with
Also (77)-(79) hold for any d 3 > Àg with
Furthermore, since f ðr; uÞ ¼ juj pÀ2 u; then (34) is trivially satisfied, while (35) holds for any qAð0; pÞ with
If we now fix d 3 such that maxf0; Àggod 3 o À pðm À 1Þ À m;
we have that ðd 3 À mÞ=ðm À 1Þop; and so we can choose qA½ðd 3 À mÞ=ðm À 1Þ; pÞ; so that d 3 > Àg; qop and (81) holds. This proves the first part of the theorem.
To prove the second part note that system (85) admits a one parameter family of radial solutions u ¼ uðrÞ; r ¼ jxj: Indeed for any u 0 a0 every radial solution of (85) satisfies the initial value problem
uð0Þ ¼ u 0 a0; u 0 ð0Þ ¼ 0:
Hence, thanks to Theorem 1 applied with dðrÞ ¼ ðn À 1Þ=r; and fðu; vÞ ¼ juj g jvj mÀ1 ;
the problem above admits a local solution u : I-R N \f0g; where I ¼ ½0; RÞ; R > 0: Without loss of generality we may assume that I is the maximal interval of existence of u: Note that necessarily RoN by Theorem 4.
We first claim that u is unbounded on I: For contradiction assume that u is bounded. Since along the solution u the expression of the energy is
where we have used the fact that E is non-increasing by (15), (A2) and (A3) and the fact that u 0 a0; it follows that
Hence u 0 is bounded on I and by Cauchy's Theorem it follows that lim r-R À uðrÞ ¼ u 1 :
In particular we can assert that u 1 AR N \f0g; indeed the fact that the initial energy is negative guarantees that u 1 cannot be zero thanks to Proposition 1. Now, as in [12] , if we write the radial version of (85) as follows
since jujXU > 0 and by the fact that u is bounded by contradiction, we have that juj belongs to a compact set which do not contain the origin. Furthermore, also ju 0 j is bounded thanks to (89). Hence ðr nÀ1 juj g ju 0 j mÀ2 u 0 Þ 0 is bounded in I also by (90), and so r nÀ1 juj g ju 0 j mÀ2 u 0 ALipðIÞ:
for some v 1 AR N : Now we can consider the initial value problem
Theorem 2 can be applied with T 1 ¼ R; so that (91) admits a local solution defined on a neighborhood of R; namely u can be continued to the right beyond R: This contradicts the maximality of R and proves the claim. In conclusion u cannot be bounded, that is lim sup
Now, to prove (86), we use the same argument in [4, Lemma 5.3] . Thus assume for contradiction that lim inf
By (92) and (93), we can find two sequences ða n Þ n and ðb n Þ n approaching R from below, such that a n ob n oa nþ1 and
Let v ¼ juj; by (89) and Schwartz inequality, we get
and by integration from b n to a nþ1 it results
Now, letting n-N in (95) and using (94) and the fact that ðp À gÞ=m > 1 and RoN; we obtain that
which is a contradiction by virtue of (93). Hence, since by Proposition 1 c 1 XU > 0; then c 1 ¼ N and this completes the proof of (86). & Corollary 7. Assume that
then the elliptic system
does not admit nontrivial entire radial solutions.
Proof. First note that any radial solution of (97) is a solution of the ordinary differential system
which is the special case of (74) when
Hence (77) and (78) 
Then, if we choose e so small such that The next corollary deals with the mean curvature operator
This operator does not satisfy condition (75), thus must be treated separately.
Corollary 8. Assume that p > 1: Then the system
does not admit nontrivial entire radial solution u : R n -R N :
Proof. First note that any radial solution u of (100) satisfies the initial value problem
Consider the auxiliary function Z defined in (62) with kðrÞ ¼ 1 and rðrÞ ¼ 1; namely
where l > 0 will be fixed later and 0oao% a ¼ 1 À 1 p : Hence we get
where we have used the fact that E is positive and increasing and that here
Now using ð101Þ 1 we obtain from (102)
Now from Proposition 1, which continue to hold in this setting,
and since ju 0 j= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 þ ju 0 j 2 q p1; we have
for r sufficiently large. On the other hand, as in (68)
with 1oao % a ¼ p: Consequently, as in the proof of Theorem 3, we can choose a ¼ 1=ð1 À aÞ in order to obtain that
Hence, for r sufficiently large, the inequality above together with (104) give
We can now argue as in the last part of the proof of Theorem 3 to obtain the conclusion. &
We put in evidence that for more details and extensive remarks we refer to [1] .
Applications to elliptic equations
In this section we study the nonexistence of entire solutions, radial or not, of the elliptic inequality divðgðuÞAðjrujÞruÞ À g u ðuÞAðjrujÞXf ðjxj; uÞ; xAR n ;
where the functions A; f ; g satisfy conditions (C1), (C2) and (S1) with N ¼ 1:
Theorem 5. Consider the initial value problem
where the function f ACðR Remark. Theorem 5 was proved by Naito and Usami [6] under stronger regularity assumptions on the operator A and by assuming condition (5) in place of (107). Note that when (107) fails then (106) admits global positive solutions, as shown by Naito and Usami. Thus (107) is a necessary and sufficient condition for the nonexistence of global solutions of (106).
Proof. The proof follows closely that of Naito and Usami. Note that by using [15, Lemma 1] and the strict monotonicity of H À1 ; we get (see also the proof of Theorem 2' in [15] In the sequel, we will also need the weak comparison principle which is due to Pucci, Serrin and Zou (see [15] ), which we state only when the domain OCR n is bounded. Under stronger regularity assumptions on the operator A; Theorem 6 has been proved by Naito and Usami [6] .
We are now ready to prove the first global nonexistence result for entire solutions (radial or not) of (105), whose prove is based on the same argument of Naito and Usami. In this case, we can take R 1 Að0; RÞ so that vðR Concerning the existence of positive entire solutions of (131) we refer to [2] .
