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We discuss the generalization of the linear response theory (LRT) to encompass the theory of open quantum
systems and then apply the so-called generalized LRT to investigate the linear response of a driven-dissipative
optomechanical system (OMS) to a weak time-dependent perturbation. To our knowledge, there are elements of
ambiguities in the literature in unification of the standard LRT which has been basically formulated for closed
systems and the theory of open quantum systems. In this paper, we try to shed light on this matter through
the reformulation of the LRT of open quantum systems in the Heisenberg picture. It is shown how the Green’s
function equations of motion of a standard OMS as an open quantum system can be obtained from the quantum
Langevin equations (QLEs) in the Heisenberg picture. The obtained results explain a wealth of phenomena,
including the anti-resonance, normal mode splitting and the optomechanically induced transparency (OMIT).
Furthermore, the reason why the Stokes or anti-Stokes sidebands are amplified or attenuated in the red or blue
detuning regimes is clearly determined which is in exact coincidence, especially in the weak-coupling regime,
with the Raman-scattering picture.
I. INTRODUCTION
Recent developments in quantum science and quantum
technologies have attracted much attention to more profound
theoretical investigations of driven-dissipative quantum phe-
nomena. In the recent two decades, optomechanical systems
(OMSs) in which the vibrational mode of a mechanical os-
cillator is coupled to the electromagnetic mode of a cavity
via the radiation pressure [1], have been known as one of the
best schemes to investigate such phenomena. Other examples
include ultra cold atoms [2] and Bose-Einstien condensates
[3–6] trapped inside optical lattices emerging optomechanical
properties[7–11], and solid state systems such as supercon-
ducting qubits [12] or arrays of superconducting microwave
cavities [13–15].
In many of the above-mentioned experimental setups, it
is very straightforward and interesting to study the response
of the system to a weak external time-dependent perturba-
tion. Nevertheless, the theoretical modeling of such phenom-
ena could be very challenging. Generally, the view point of
the well-known linear response theory (LRT), as has been
raised in the textbooks on the many body physics and con-
densed matter theory [16–18], is based on a closed model of
the quantum system which is in contact with a thermal bath at
a finite temperature and is driven by a weak external source.
Although this approach can give us the system Green’s func-
tions and describe its linear response correctly, the effect of
dissipation is entered into the theory phenomenologically.
On the other hand, the theory of open quantum systems
[19–22] which is the most profound and realistic approach to
the description of quantum systems interacting with their en-
vironments, is so complete that can describe any aspect of a
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quantum system without any necessity of such phenomeno-
logical manipulations. Nevertheless, there are elements of
ambiguities which are not addressed in the literature when one
tries to describe the linear response of the system in the frame-
work of open quantum systems. In spite of its importance,
only few references [23–27] have dealt with the Green’s func-
tions of open quantum systems whose approaches are mainly
based on the Lindblad master equation, i.e., presented in the
Schro¨dinger picture.
In the present work, we are going to investigate the linear
response of a standard OMS, as a practical and realistic open
quantum system, to a weak external time-dependent potential.
For this purpose and in order to resolve the above-mentioned
ambiguities, we first show how the standard LRT can be ex-
tended to the theory of open quantum systems in the Heisen-
berg picture. In this generalized LRT, the linear response of
each system variable to an external perturbation is obtained
through its corresponding open quantum system Green’s func-
tions. It is shown that the open quantum system Green’s func-
tions satisfy a set of ordinary differential equations which can
be derived through the quantum Langevin equations (QLEs)
of the system variables. Interestingly, in the case of the lin-
earized OMS investigated here, the equations of motion of the
Green’s functions have exact analytical solutions. Neverthe-
less, it should be noted that although the presented approach is
systematically applicable for any kind of open quantum sys-
tems even with nonlinearity, the Green’s function equations
of motion do not necessarily have exact analytical solutions in
general.
Applying the generalized LRT to a standard OMS in the
linearized regime, we obtain both the optical and the me-
chanical responses of the OMS to a weak time-dependent
perturbation which drives the cavity field. The obtained re-
sults give us a precise and complete description of a wealth
of phenomena like the anti-resonance [28, 29], normal mode
splitting [30, 31] and the optomechanically induced trans-
parency (OMIT) [32–37] which is analogous to the familiar
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2phenomenon of the Electromagnetically induced transparency
(EIT) [38]. Furthermore, the generalized LRT explains how
the anti-Stokes and Stokes sidebands are amplified, respec-
tively, in the red- and blue-detuned regimes. The obtained re-
sults are in exact coincidence, especially in the weak-coupling
regime, with the Raman-scattering picture [39] which demon-
strates how the optical shot noise affects the transition rates
between the energy levels of the OMS.
The paper is organized as follows: In Sec.II we review the
generalization of the LRT to the open quantum systems in the
Heisenberg picture and apply it for a single-mode open quan-
tum field. In Sec.III the Hamiltonian of the standard OMS
is introduced in the linearized regime and the QLEs are de-
rived. In Sec.IV the generalized LRT is applied for the stan-
dard OMS and the optical and the mechanical responses of the
OMS are obtained based on the open system Green’s function.
Finally, the summary and conclusions are given in Sec.V.
II. GENERALIZATION OF THE LINEAR RESPONSE
THEORY TO THE OPEN QUANTUM SYSTEMS
A. Theoretical formalism
We are going to obtain the linear response of a quantum sys-
tem with the Hamiltonian HS to an external time-dependent
perturbation V(t) in the framework of the theory of open quan-
tum systems when the environment is described by a multi-
mode quantum field [19]. The total Hamiltonian of the open
system in the presence of the perturbation Vˆ(t) is described by
Hˆ = Hˆ0 + Vˆ(t), (1)
where Hˆ0 includes the free Hamiltonian of the system (HˆS ),
the Hamiltonian of the reservoir (HˆR), and the Hamiltonian of
the system-reservoir interaction (HˆSR):
Hˆ0 = HˆS + HˆR + HˆRS . (2)
Let us assume that the perturbation is turned on at t = t0.
In order to obtain the response of an arbitrary operator uˆ of
the system to the external perturbation, we can obtain its time
evolution in the Heisenberg picture as
uˆH(t) = Uˆ
†
I (t, t0)uˆI(t)UˆI(t, t0), (3)
where
UˆI(t, t0) = T exp
(
− i
~
∫ t
t0
dt′VˆI(t′)
)
(4)
is the time evolution operator in the interaction picture in
which T stands for the time ordering operator [16]. Besides,
the operators in the interaction picture are defined as
uˆI(t) = e
i
~ Hˆ0(t−t0)uˆe−
i
~ Hˆ0(t−t0), (5a)
VˆI(t) = e
i
~ Hˆ0(t−t0)Vˆ(t)e−
i
~ Hˆ0(t−t0). (5b)
The important point that should be noted here is that in the ab-
sence of the perturbation Vˆ(t) the operators in the interaction
picture are just the same operators in the Heisenberg picture
which obey the QLEs in the framework of the open quantum
systems.
If the perturbation is very weak, the time evolution operator
of Eq.(4) can be expanded up to the first order in VˆI(t) as
UˆI(t, t0) ≈ 1 − i
~
∫ t
t0
dt′VˆI(t′). (6)
On substituting Eq.(6) into Eq.(3) the operator uˆH(t) is ob-
tained up to the linear order in perturbation,
uˆH(t) = uˆI(t) − i
~
∫ t
t0
dt′[uˆI(t), VˆI(t′)]. (7)
If the state of the system is ρˆ0 at t = t0 just before the time-
dependent perturbation is turned on (which can be generally
the steady-state of the system in the absence of the perturba-
tion), then the expectation value of Eq.(7) can be written as
〈uˆ(t)〉 = 〈uˆ〉0 − i
~
∫ t
t0
dt′〈[uˆ(t), Vˆ(t′)]〉0, (8)
where the left-hand side is the expectation value of uˆ in the
Heisenberg picture (in the presence of the time-dependent
perturbation) which is given by 〈uˆH(t)〉 = tr
(
uˆH(t)ρˆ0
)
while
the expectation values on the right-hand side which have
been indicated by the subscript 0 are calculated in the in-
teraction picture (which is equivalent to the Heisenberg pic-
ture in the absence of the time-dependent perturbation), e.g,
〈uˆ〉0 = tr
(
uˆI(t)ρˆ0
)
. It should be reminded that in Eq.(8) we
have omitted the indices indicating the Heisenberg and inter-
action picture for simplicity.
In the following subsection we illustrate the application of
the generalized LRT for a simple example of a single-mode
driven-dissipative quantum field. In the next section, we apply
the theory for the linearized OMS.
B. Linear response of a single-mode open qunantum field
As a simple example, consider a single-mode quantum field
aˆ as an open quantum system which is driven by an external
time-dependent perturbation. Physically, it can be the electro-
magnetic field inside a standard optical cavity with the res-
onance frequency ω0 which is driven by an external pump
(probe) laser with the frequency ωp [22]. The total Hamil-
tonian of the open system can be written as Hˆ = Hˆ0 + Vˆ(t)
where
HˆS = ~ω0aˆ†aˆ, (9)
and
Vˆ(t) = ~η(aˆeiωpt + aˆ†e−iωpt), (10)
with η being the pump rate of the external probe laser.
Now, by rewriting the time-dependent potential of Eq.(10)
in the interaction picture according to Eq.(5b) and substituting
3it into Eq.(8) the response of the the field operator uˆ = aˆ to the
time-dependent perturbation is obtained as
〈aˆ(t)〉 = 〈aˆ〉0 − iη
∫ t
t0
dt′〈[aˆ(t), aˆ(t′)]〉0eiωpt
−iη
∫ t
t0
dt′〈[aˆ(t), aˆ†(t′)]〉0e−iωpt, (11)
where 〈aˆ〉0 is the mean value at the steady state of the system
before the time-dependent perturbation is turned on. Besides,
the field operators under the integrals are in the interaction
picture which is just the Heisenberg picture in the absence
of the time-dependent perturbation (the subscript I has been
omitted). Therefore, they satisfy the QLEs in the framework
of the theory of open quantum systems [22], i.e.,
˙ˆa(t) = −(iω0 + κ/2)aˆ(t) +
√
κaˆin(t), (12a)
˙ˆa†(t) = (iω0 − κ/2)aˆ†(t) +
√
κaˆ†in(t), (12b)
where κ is the damping rate of the cavity and aˆin(t) is the input
quantum noise which enters the cavity through the environ-
ment [21, 22]. It is obvious from Eq.(12a) that the steady-state
value of the field operator aˆ is zero, i.e., 〈aˆ〉0 = 0.
On the other hand, by defining the retarded Green’s func-
tions of the system as [16]
GRaa(t − t′) = −iθ(t − t′)〈[aˆ(t), aˆ(t′)]〉0, (13a)
GRaa† (t − t′) = −iθ(t − t′)〈[aˆ(t), aˆ†(t′)]〉0, (13b)
where θ(t − t′) is the Heaviside step function, Eq.(11) can be
rewritten as
〈aˆ(t)〉 = 〈aˆ〉0 + η
∫ +∞
−∞
dt′GRaa(t − t′)eiωpt
′
+η
∫ +∞
−∞
dt′GRaa† (t − t′)e−iωpt
′
, (14)
The important point is that the system Green’s functions can
be obtained from the field equations of motion in the Heisen-
berg picture, i.e., QLEs (12a) and (12b).
In order to obtain the equations of motion for the Green’s
function GRaa(τ)
(
GRaa† (τ)
)
with τ = t − t′, one should multiply
Eq.(12a) by aˆ(0)
(
aˆ†(0)
)
on the left and on the right, subtract
them from each other and then take their mean values. In this
way, the equations of motion for the Green’s functions are
obtained as
d
dτ
GRaa(τ) = −(iω0 + κ/2)GRaa(τ), (15a)
d
dτ
GRaa† (τ) = −iδ(τ) − (iω0 + κ/2)GRaa† (τ). (15b)
On the other hand, it is easy to show that Eq.(14) can be
written in terms of the Fourier transforms of the Green’s func-
tions, i,e., G(ω) =
∫ ∞
−∞ dτG(τ)e
iωτ, as follows
〈aˆ(t)〉 = ηGRaa† (ωp)e−iωpt + ηGRaa(−ωp)eiωpt. (16)
Now, by taking the Fourier transforms of the set of differential
equations (15a) and (15b) it can be easily shown that
GRaa(ω) = δ(ω − ω0 + iκ/2), (17a)
GRaa† (ω) =
1
ω − ω0 + iκ/2 . (17b)
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FIG. 1. (Color online) Schematic of a general OMS in which a me-
chanical (phononic) mode bˆ is coupled to a classically driven quan-
tized electromagnetic mode (EM) aˆ via the radiation pressure with
strength g0. The natural frequencies and dissipation rates of the EM
mode and mechanics are respectively ω0, κ and ωm, γm.
In the region around the resonance frequency of the cavity
where ωp > 0, it is obvious that GRaa(−ωp) = 0 according to
Eq.(17a). Therefore, the response of the field operator to the
external perturbation, i.e., Eq.(16) reads as follows
〈aˆ(t)〉 = η
ωp − ω0 + iκ/2e
−iωpt, (18)
which is exactly what is expected as the mean value of the
operator aˆ when the oscillator is driven by an external source
with the frequency ωp. As is seen, the amplitude of oscillation
is just the Green’s function of Eq.(17b) which is a Lorentzian
function of ωp with a single peak at ωp = ω0 with a width
of κ/2. The important point is that the damping rate of the
system has been appeared in the Green’s function without any
phenomenological manipulation and has been manifested as a
natural consequence of the generalized LRT.
III. STANDARD BARE OMS
As has been shown schematically in Fig. (1), we consider
a standard OMS in which the cavity field with the resonance
frequency ω0 is coupled to a mechanical oscillator (MO) with
the natural frequencyωm. The cavity field is pumped by an ex-
ternal (coupling) laser with frequency ωc at the rate of η. The
dynamics of the system is governed by the nonlinear Hamil-
tonian
HˆOMS = ~ω0aˆ†aˆ + ~ωmbˆ†bˆ + ~g0aˆ†aˆ(bˆ + bˆ†)
+~η(aˆeiωct + aˆ†e−iωct), (19)
where aˆ(bˆ) is the annihilation operator of the optical (me-
chanical) mode and g0 is the single-photon optomechanical
coupling. The nonlinear Hamiltonian of Eq.(19) can be lin-
earized by considering the operators as aˆ = α + δaˆ and
bˆ = β + δbˆ where α ≈ −η/∆ and β ≈ −g0α2/ωm are, respec-
tively, the mean fields of the optical and mechanical modes
and ∆ = ω0 − ωc − 2g2/ωm is the effective cavity detuning
with g = g0α being the effective optomechanical coupling and
δaˆ (δbˆ) is the quantum fluctuation of the optical (mechanical)
field around the mean-field value [20].
In the framework of open quantum systems and in the ro-
tating frame oscillating at the coupling laser frequency ωc the
4linearized Hamiltonian of the open system is given by [20]
Hˆ0 = HˆS + Hˆκ + Hˆγ, (20a)
HˆS = ~∆δaˆ†δaˆ + ~ωmδbˆ†δbˆ + ~gb(δaˆδbˆ† + δaˆ†bˆ)
+~gt(δaˆδbˆ + δaˆ†δbˆ†), (20b)
where HˆS is the linearized version of the nonlinear Hamilto-
nian of Eq.(19) and Hˆκ (Hˆγ)is the Hamiltonian of the optical
(mechanical) reservoir together with its interaction with the
optical (mechanical) mode. Here, we have defined gb = gb to
indicate the contribution of the beam-splitter (BS) interaction
[1] with b = 1 (the third term of Eq.(20b)) and also have used
gt = gt to indicate the contribution of the two-mode squeez-
ing (TMS) interaction [1] with t = 1 (the fourth term of
Eq.(20b)). In this way, in the red-detuned regime of ∆ = +ωm
where the TMS interaction is suppressed one can easily take
t = 0 while in the blue-detuned regime of ∆ = −ωm where
the BS interaction is suppressed one can take b = 0 in the
rotating wave approximation (RWA).
The QLEs corresponding to the linearized Hamiltonian in-
troduced by Eqs.(20a) and (20b) can be written as
δ ˙ˆa = −(κ/2 + i∆)δaˆ − igbδbˆ − igtδbˆ† +
√
κaˆin, (21a)
δ ˙ˆb = −(γm/2 + iωm)δbˆ − igbδaˆ − igtδaˆ† + √γmbˆin.(21b)
The linearized QLEs of motion together with their Hermitian
conjugates can be rewritten in the following compact form
d
dt
uˆ(t) = χ0uˆ(t) + uˆin(t), (22)
where uˆ(t) =
(
δaˆ(t), δaˆ†(t), δbˆ(t), δbˆ†(t)
)T
is the vec-
tor of the quantum fields fluctuations, and uˆin(t) =(√
κaˆin,
√
κaˆ†in,
√
γmbˆin,
√
γmbˆ
†
in
)T
is the vector of quantum
noises. The drift matrix χ0 can be found easily from the equa-
tions of motion as follows
χ0 =

− κ2 − i∆ 0 −igb −igt
0 − κ2 + i∆ igt igb−igb −igt − γm2 − iωm 0
igt igb 0 − γm2 + iωm
 . (23)
It is obvious that one can solve Eq.(22) in the Fourier space
as follows
uˆ(ω) = χ(ω)uˆin(ω), (24)
where the susceptibility matrix χ(ω) is generally defined as
χ(ω) =
(
− iω1 − χ0
)−1
, (25)
in which 1 is the 4 × 4 idendity matrix. Solving Eq.(24) for
the mechanical mode, one can obtain the following equations
δbˆ(ω) = χ−m(ω)
(
− igbδaˆ(ω) − igtδaˆ†(ω) + √γmbˆin(ω)
)
,(26a)
δbˆ†(ω) = χ+m(ω)
(
igtδaˆ(ω) + igbδaˆ†(ω) +
√
γmbˆ
†
in(ω)
)
, (26b)
where
χ±m(ω) = [γm/2 − i(ω ± ωm)]−1. (27)
Now, by substituting Eqs.(26a) and (26b) in the equations cor-
responding to the optical field, the following set of equations
will be obtained for the optical mode
−iωδaˆ(ω) =−
( κ
2
+ iΣa(ω)
)
δaˆ(ω)
+λa(ω)δaˆ†(ω) +
√
κAˆin(ω), (28a)
−iωδaˆ†(ω) =−
( κ
2
− iΣ∗a(−ω)
)
δaˆ†(ω)
+λ∗a(−ω)δaˆ(ω) +
√
κAˆ†in(ω), (28b)
which are very similar to those of a degenerate optical para-
metric amplifier (DPA) [40]. Here
λa(ω) = gbgt[χ+m(ω) − χ−m(ω)], (29)
plays the role of an effective modulation parameter [41] or
an effective induced cavity squeezing coefficient which is also
analogous to the parametric amplification in OPA. Moreover,
Σa(ω) = ∆ − ig2bχ−m(ω) + ig2t χ+m(ω). (30)
is the effective cavity self-energy [1]. Furthermore, the last
term in Eq.(28a) is an effective quantum noise which is given
by
Aˆin(ω) = aˆin(ω) − i
√
γm
κ
[
gbχ−m(ω)bˆin(ω) + gtχ+m(ω)bˆ†in(ω)
]
.
(31)
As is seen from Eqs.(29) and (27), λ∗a(−ω) = −λa(ω) and also
χ∗±m(−ω) = χ∓m(ω). Finally, by solving the set of Eqs.(28a)
and (28b) the optical field fluctuation δaˆ(ω) is obtained in the
form of Eq.(24) as
δaˆ(ω) =χaa(ω)
√
κaˆin(ω) + χaa† (ω)
√
κaˆ†in(ω)
+χab(ω)
√
γmbˆin(ω) + χab† (ω)
√
γmbˆ
†
in(ω), (32)
where the matrix elements of the susceptibility matrix χ(ω)
are given by
χaa(ω) =
Q∗(−ω)
D(ω)
, (33a)
χaa† (ω) =
λa(ω)
D(ω)
, (33b)
χab(ω) =
iχ−m(ω)
D(ω)
(
gtλa(ω) − gbQ∗(−ω)
)
, (33c)
χab† (ω) =
iχ+m(ω)
D(ω)
(
gbλa(ω) − gtQ∗(−ω)
)
, (33d)
in which the functions Q(ω) and D(ω) have been defined as
Q(ω) =
κ
2
− i
(
ω − Σa(ω)
)
, (34a)
D(ω) = Q(ω)Q∗(−ω) − λa(ω)λ∗a(−ω). (34b)
Interestingly, as is seen from Eq.(29) the effective para-
metric modulation in a standard optomechanical system ex-
ists only as far as both the BS and the TMS interactions are
considered in the system Hamiltonian. Therefore, in the RWA
where one of the mentioned inteactions is ignored the effective
parametric modulation is vanished.
5IV. LINEAR RESPONSE OF THE OMS TO A WEAK
EXTERNAL PERTURBATION
In order to see how an OMS responds to a weak external
time-dependent perturbation, assume that the linearized OMS
described by the Hamiltonian of Eq.(20b) is driven by a weak
probe laser with frequency ωp whose interaction with the sys-
tem is described by the following time-dependent perturbation
in the frame rotating at the coupling laser frequency
Vˆ(t) = ~ζδaˆeiωpct + ~ζ∗δaˆ†e−iωpct, (35)
where ωpc = ωp − ωc is the detuning between the probe and
coupling lasers frequencies and |ζ |  η. Therefore the OMS is
described as an open quantum system by the following time-
dependent Hamiltonian
Hˆ = Hˆ0 + Vˆ(t), (36)
with Hˆ0 given by Eq.(20a). Based on Eq.(5b) the time-
dependent perturbation of Eq.(35) in the interaction picture
takes the form
VˆI(t) = ~ζδaˆI(t)eiωpct + ~ζ∗δaˆ†I (t)e
−iωpct, (37)
where δaˆI(t) and its conjugate are in the interaction picture
which is just the Heisenberg picture in the absence of the per-
turbation. In other words, δaˆI(t) and its conjugate obey the
QLEs given by Eqs.(21a,21b) and their conjugates. In the fol-
lowing two subsections we investigate the linear responses
of the optical and mechanical modes to the external time-
dependent perturbation while we have deleted the subscript
I form the optical and mechanical modes.
A. Optical response of the OMS
Based on the generalized LRT explained in Sec.II, the re-
sponse of the optical field fluctuation δaˆ(t) to the external
time-dependent perturbation (37) is obtained as follows by
substituting Eq.(37) into Eq.(8)
〈δaˆ(t)〉 = 〈δaˆ〉0 + ζ
∫ +∞
−∞
dt′GRaa(t − t′)eiωpct
′
+ζ∗
∫ +∞
−∞
dt′GRaa† (t − t′)e−iωpct
′
, (38)
in which δaˆ has been substituted for uˆ. Based on Eq.(21a),
〈δaˆ〉0 = 0 is the steady-state mean value of the optical field
fluctuation in the absence of the time-dependent perturbation
and
GRaa(t) = −iθ(t)〈[δaˆ(t), δaˆ(0)]〉0, (39a)
GRaa† (t) = −iθ(t)〈[δaˆ(t), δaˆ†(0)]〉0, (39b)
are the cavity retarded Green’s functions (CRGFs) of the
linearized OMS described as an open quantum system by
Eqs.(20a-20b). It should be again emphasized that the quan-
tum field fluctuations in the Green’s function definitions of
Eqs.(39a-39b) should be considered in the interaction picture
based on the Hamiltonian of Eq.(36) which is equivalent to the
Heisenberg picture in the absence of the time-dependent per-
turbation Vˆ(t) [Sec.II]. In other words, the time evolutions of
δaˆ(t) and its conjugate are obtained from the QLEs derived in
the previous section and the expectation values with subscript
0 are calculated in the steady state of the system in the absence
of the perturbation. It can be easily shown that Eq.(38) can be
written as
〈δaˆ(t)〉 = ζ∗GRaa† (ωpc)e−iωpct + ζGRaa(−ωpc)eiωpct. (40)
where GRaa† (ωpc) and G
R
aa(−ωpc) are the Fourier transforms
of the Green’s functions at ω = ±ωpc. Since 〈aˆ(t)〉 = α +
〈δaˆ(t)〉 with α = −η/(∆ − iκ/2) being the steady-state optical
mean field, the response of the optical field aˆ(t) to the time-
dependent perturbation in the laboratory frame is obtained as
〈aˆ(t)〉 = αe−iωct+ζ∗GRaa† (ωpc)e−i(ωc+ωpc)t+ζGRaa(−ωpc)e−i(ωc−ωpc)t.
(41)
As is seen from Eq.(41) there is a central band oscillating with
ωc and two sidebands, the so-called Stokes and anti-Stokes
sidebands, oscillating with ωc ± ωpc . It should be noted that,
for ωpc > 0 the second and the third terms in the Eq.(41) are,
respectively, the anti-Stokes and the Stokes sidebands while
for ωpc < 0 they correspond, respectively, to the Stokes and
the anti-Stokes sidebands. Therefore, the amplitudes of the
anti-Stokes and Stokes sidebands can be defined as follows
DAS (ωpc) = |GRaa† (ωpc)|θ(ωpc) + |GRaa(−ωpc)|θ(−ωpc), (42a)
DS (ωpc) = |GRaa† (ωpc)|θ(−ωpc) + |GRaa(−ωpc)|θ(ωpc). (42b)
where θ(ωpc) is the Heaviside step function which is unity for
ωpc > 0 and is zero for ωpc < 0.
In the following, we will calculate the CRGFs GRaa† (t) and
GRaa(t). For this purpose, we follow the approach of Ref.[42]
in which Green’s functions are obtained through a set of or-
dinary differential equations, the so-called Green’s functions
equations of motion, with the difference that we consider our
system as an open quantum system while Ref.[42] is based on
a closed model of the quantum system and the effects of dis-
sipation has been fed into the equations phenomenologically.
It should also be emphasized that the CRGFs of the linearized
OMS obtained by the present approach is in complete coinci-
dence with the approach of diagonalization of the Hamiltonian
in terms of normal modes investigated in Ref.[43].
In order to obtain the equations of motion for GRaa† (t)(
GRaa(t)
)
, one should multiply each of the equations in Eq.(22)
by aˆ†(0)
(
aˆ(0)
)
on the left and on the right, subtract them from
each other and then taking their mean values. In this way, the
Green’s functions equations of motion can be obtained as the
following compact forms
d
dt
GRa† (t) = −iδ(t)Va† + χ0GRa† (t), (43a)
d
dt
GRa (t) = +iδ(t)Va + χ0G
R
a (t). (43b)
Here, GRa† (t) =
(
GRaa† (t),G
R
a†a† (t),G
R
ba† (t),G
R
b†a† (t)
)T
, GRa (t) =(
GRaa(t),G
R
a†a(t),G
R
ba(t),G
R
b†a(t)
)T
, and Va† := (1, 0, 0, 0)T and
6Va := (0, 1, 0, 0)T are fixed four-dimensional vectors. Now,
by taking the Fourier transforms of Eqs.(43a) and (43b) one
can find the Green’s function vectors in the Fourier space as
GRa† (ω) = −iχ(ω)Va† , (44a)
GRa (ω) = +iχ(ω)Va, , (44b)
where χ(ω) is the susceptibility matrix defined by Eq.(25). As
is seen from Eqs.(44a) and (44b), the CRGFs in the frequency
space, i.e., the Fourier transform of Eqs.(39a) and (39b) can
be obtained as
GRaa† (ω) = −iχaa(ω), (45a)
GRaa(ω) = +iχaa† (ω). (45b)
Based on Eqs.(45a-45b), the absolute values of the anti-Stokes
and Stokes amplitudes can be determined by |χaa(ω)| and
|χaa† (−ω)| depending on the sign of ωpc which can be calcu-
lated straightforwardly through the set of Eqs.(33a,33b).
On the other hand, the cavity photon spectral function
(CPSF) is defined as
ρ(ω) = −2
pi
ImGRaa† (ω), (46)
which is usually interpreted as an effective density of single-
particle states. In the well-known phenomenon of optome-
chanically induced transparency (OMIT) [32–37] the suppres-
sion of the density of photon states, i.e., ρ(ω) at the cavity
resonance leads to the perfect reflection of the weak probe
field [40]. In OMIT, by injecting simultaneously a strong con-
trol driving laser and a weak probe laser with coherency times
longer than the effective mechanical damping rate into the red-
detuned sideband of an optomechanical system a cavity anti-
resonance is provided which leads to the transparency of the
weak probe laser [1, 32–37].
In fact, the beat of the probe field and the driving laser in-
duces a time-dependent radiation pressure force [1]. If the
beat frequency matches the frequency of the mechanical os-
cillator, then the mechanical oscillator is driven resonantly
which in turn creates sidebands on the intracavity field where
by considering the strong coupling laser in the resolved side-
band regime [1], the lower sideband is far off cavity resonance
and can be neglected. In contrast, the upper sideband of the
driving laser, created by the mechanical motion, has precisely
the same frequency as the probe field and is moreover phase-
coherent with the probe field. This leads to an interference that
yields a cancellation of the intracavity field on resonance, giv-
ing rise to the transparency window. The phenomenon thereby
results from the destructive interference between reflection
amplitudes for photons scattered from the driving laser and
photons of the probe field [1].
A standard linear response calculation shows that the elastic
OMIT reflection coefficient is given by r(ω) = 1− iκcpGRaa† (ω)
where κcp is the contribution to the total cavity damping rate
κ from the coupling to the drive port [40, 43]. It can be
shown that the power reflection R(ω) = |r(ω)|2 is approxi-
mately given by [40]
R(ω) ≈ 1 − κcpρ(ω). (47)
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FIG. 2. (Color online) (a),(c) The normalized amplitudes of the
anti-Stokes DAS = κ|GRaa† (ωpc/κ)| (blue solid curve) and the Stokes
DS = κ|GRaa(−ωpc/κ)| (red dashed curve) sidebands of the optical field
and (b), (d) the normalized spectral density function κρ (blue dashed
curve) and the reflection coefficient R (red solid curve) versus the
normalized frequency ωpc/k. Here, (b = 1, t = 1) stands for the
absence of the RWA and (b = 1, t = 0) stand for the presence of
the RWA. The system is in the red detuned regime of ∆ = ωm with
g = 2k The other parameters are: ωm = 5κ, γm = 10−4κ, κcp = 0.25κ.
As is seen from Eq.(47), the power reflection is less than
unity as far as the spectral function is positive. In OMIT the
power reflection goes to unity near the cavity resonance be-
cause the spectral function is nearly zero at the cavity reso-
nance. In the following we will show how all these phenom-
ena can occur in a standard optomechanical system.
In order to show how the two kinds of interactions, i.e.,
the BS and TMS, can affect the linear response of the OMS,
in Fig.(2) we have plotted normalized amplitudes of the anti-
Stokes DAS = κ|GRaa† (ωpc/κ)| (blue solid curve) and the Stokes
DS = κ|GRaa(−ωpc/κ)| (red dashed curve) sidebands of the op-
tical field as well as the cavity spectral function (blue dashed
curve) and the power reflection coefficient (red solid curve)
versus the normalized frequency ωpc/κ in the red-detuned
regime where ∆ = ωm while the other parameters have been
considered as g = 2κ, ωm = 5κ, γm = 10−4κ, κcp = 0.25κ.
In Figs.2(a) and 2(b) the results have been obtained in the
absence of the RWA where both the interactions have been
considered in the system Hamiltonian, i.e., b = 1, t = 1
while in Figs.2(c) and 2(d) the results have been obtained in
the presence of the RWA when just the BS interaction has been
considered in the system Hamiltonian i.e., (b = 1, t = 0).
The reason why the TMS interaction can be ignored in the red
detuned regime of ∆ = ωm is that it oscillates at the frequency
of 2ωm in the interaction picture while the BS interaction has
no oscillation [1].
In Fig.(2) the parameters have been chosen so that the sys-
tem is in the normal mode splitting regime because g > κ. Be-
sides, in Fig.2(a) where the the RWA has not been considered
the Stokes amplitude DS (the red dashed curve) is non-zero
while as is seen from Fig.2(c) in the presence of the RWA it
is zero. Based on Eqs.(45b) and (33b) the Stokes amplitude is
dependent on the effective modulation parameter λa(ω) which
gets zero for gt = 0 (see Eq.(29)). It means that a non-zero
70 2 4 6 8 10
0
0.5
1
1.5
2
ωpc/κ
(a)
DAS
DS
∆ = +ωm
−10 −8 −6 −4 −2 0
0
0.2
0.4
0.6
0.8
ωpc/κ
(c)
DS
DAS
∆ = −ωm
0 2 4 6 8 10
0
0.4
0.8
1.2
ωpc/κ
(b) κρ
R
∆ = +ωm
−10 −8 −6 −4 −2 0
0
0.5
1
ωpc/κ
(d)
κρ
R
∆ = −ωm
FIG. 3. (Color online) (a),(c) The optical amplitudes of the anti-
Stokes DAS (blue solid curve) and the Stokes DS (red dashed curve)
sidebands and (c), (d) the normalized spectral density function κρ
(blue dashed curve) and the reflection coefficient R (red solid curve)
versus the normalized frequency ωpc/k. Here, all the results have
been obtained in the absence of the RWA (b = 1, t = 1) with the
optomechanical coupling of g = 0.5κ. In (a) and (b) the system is in
the red-detuned regime while in (c) and (d) it is in the blue-detuned
regime. The other parameters are the same as those of Fig.(2).
Stokes amplitude in the red-detuned regime is predictable in
the model of the standard OMS without considering the RWA
and its value increases by increasing the effective optome-
chanical coupling.
The important point is that, there are two resonances at
the normal frequencies of the OMS because of the coupling
between the optical and mechanical modes while there is an
anti-resonance at ωpc ≈ ωm which is equivalent to ωp ≈ ω0
where the anti-Stokes amplitude gets zero. The phenomenon
of the anti-resonance [28, 29] occurs in every dynamical sys-
tem (no matter being quantum or classical) consisting of two
or several coupled oscillators. Specifically, in the case of two
coupled oscillators, like the OMS, there is one anti-resonance
frequency just for the oscillator which is directly driven by
the external source where its amplitude of oscillation goes to
zero. That is why in the OMS the amplitude of the optical field
which is the oscillator that is driven by the external source
goes to zero at the anti-resonance frequency. In the next sub-
section, where we study the linear response of the mechani-
cal mode, it is shown that at the anti-resonance frequency the
mechanical mode oscillates with a non-zero amplitude [see
Fig.(6)].
On the other hand, as is seen from Eqs.(17b) and (18) which
give, respectively, the Green’s function and the linear response
of a standard optical cavity with fixed mirrors, there is just one
resonance at ωp = ω0 due to the presence of the single mode
of the system (optical cavity mode). It means that, the anti-
resonance of the OMS occurs at the resonance frequency of
a similar cavity with fixed mirrors. This is the well-known
phenomenon of the OMIT which leads to the appearance of a
transparency window around the resonance frequency of the
cavity due to the normal mode splitting and the existence of
an anti-resonance at the resonance frequency of the cavity.
In Figs.2(b) and 2(d) the cavity spectral function (blue
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FIG. 4. (Color online) (a),(c) The optical amplitudes of the anti-
Stokes DAS (blue solid curve) and the Stokes DS (red dashed curve)
sidebands and (c), (d) the normalized spectral density function κρ
(blue dashed curve) and the reflection coefficient R (red solid curve)
versus the normalized frequency ωpc/k. Here, all the results have
been obtained in the absence of the RWA (b = 1, t = 1) with the
optomechanical coupling of g = 0.005κ. In (a) and (b) the system is
in the red-detuned regime while in (c) and (d) it is in the blue-detuned
regime. The other parameters are the same as those of Fig.(2).
dashed curve) and the power reflection coefficient (red solid
curve) have been plotted versus the normalized frequency
ωpc/κ. As has been already stated the OMIT occurs at the
cavity resonance where the cavity spectral function goes to
zero and, consequently, the power reflection goes to unity. As
is seen from Figs.2(b) and 2(d), at each normal frequency the
spectral function reaches a peak and, consequently, the power
coefficient reduces to a minimum. On the other hand, at the
cavity resonance where ωpc = ωm = 5κ, i.e., at ωp = ω0
the spectral function vanishes and the reflection coefficient be-
comes unity and that is why the OMIT occurs there. Besides,
since the Stokes amplitude is vanished in the presence of the
RWA, the peaks of Figs.2(c) and 2(d) are more symmetrical.
In Figs.(3) and (4) the optical amplitudes of the Stokes and
anti-Stokes sidebands as well as the cavity spectral function
and power reflection coefficient have been plotted versus the
normalized frequency ωpc/κ in the absence of the RWA where
both the BS and TMS interactions have been considered in the
Hamiltonian (b = 1, t = 1) in two different regimes of red
(∆ = +ωm) and blue (∆ = −ωm) detuning for two values of
the effective optomechanical coupling g = 0.5κ (Fig.3) and
g = 0.005κ (Fig.4). Here, the results based on the presence of
the RWA have not been shown because they are similar to the
present results in the absence of the RWA due to the smallness
of the optomechanical coupling in comparison to κ.
Here, in the red-detuning regime where ωc = ω0 − ωm
(Figs.3(a) and 4(a)), tuning the probe frequency around the
cavity resonance, i.e., ωp ≈ ω0 is equivalent to ωpc ≈ +ωm.
So, in the red-detuning regime the normalized Stokes and
anti-Stokes amplitudes are, respectively, DS = κ|GRaa(−ωpc/κ)|
and DAS = κ|GRaa† (ωpc/κ)| based on Eqs.(42a,42b) while in
the blue-detuning regime where ωc = ω0 + ωm (Figs.3(c)
and 4(c)), the condition of the probe frequency being tuned
around the cavity resonance, i.e., ωp ≈ ω0 is equivalent to
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FIG. 5. (Color online) The energy-level diagram of a standard OMS.
Here, 0 and 1 correspond to the optical mode while n corresponds
to the mechanical mode excitations. In the red-detuned regime, the
domination of the BS interaction leads to the amplification of the
anti-Stokes sideband while in the blue-detuned regime, the domina-
tion of the TMS interaction leads to the amplification of the Stokes
sideband.
ωpc ≈ −ωm. So, in the blue-detuning regime, the Stokes and
anti-Stokes amplitudes are, respectively, DS = κ|GRaa† (ωpc/κ)|
and DAS = κ|GRaa(−ωpc/κ)| based on Eqs.(42a,42b). That
is why the results of Figs.3(a) and 3(b) have been demon-
strated in the positive frequencies around +ωm while those of
Figs.3(c) and 3(d) have been shown in the negative frequen-
cies around −ωm where the peaks corresponding to the normal
modes are appeared.
The important point that should be noted is that in the red-
detuning regime (∆ = ωm) the anti-Stokes sideband is ampli-
fied and the Stokes sideband is suppressed while in the blue-
detuning regime (∆ = −ωm) the Stokes sideband is amplified
and the anti-Stokes sideband is suppressed when the probe
frequency is tuned around the cavity resonance. This result is
compatible with the analysis based on the energy-level transi-
tions as has been shown in Fig.5.
Based on the Raman-scattering picture [1, 39] which is
valid in the weak-coupling regime (g  κ) like the results
obtained in Fig.(4), in the red-detuned regime of ∆ = +ωm the
coupling laser is approximately on resonance with the transi-
tion |0, n〉 → |1, n−1〉while in the blue-detuned regime of ∆ =
−ωm it is on resonance with the transition |0, n〉 → |1, n + 1〉
where n corresponds to the number of the mechanical mode
excitations [see Fig.(5)]. In the former where the BS inter-
action is dominant the input photon absorbs a phonon from
the mechanical oscillator and is reflected blue-shifted by ωm
which leads to the amplification of the anti-Stokes sideband
while in the latter where the TMS interaction is dominant the
input photon gives a phonon to the mechanical oscillator and
is reflected red-shifted by ωm which leads to the amplification
of the Stokes sideband.
The other point is that the weaker is the effective optome-
chanical coupling, the nearer will be the normal modes to
each other and the narrower becomes the transparency win-
dow (compare Figs.2(a), 3(a), and 4(a)) so that for very low
values of g in comparison to κ (like that demonstrated in Fig.4)
the splitting between the two modes goes to zero and the two
peaks corresponding to the two normal modes approximately
merge into each other so that just one peak can be practically
observed at ωpc = ±ωm as has been shown in Fig.(4).
Furthermore, Figs.3(b) and 3(d) confirm that the reflection
coefficient minimizes at the normal mode frequencies where
the cavity spectral function maximizes while at the cavity res-
onance frequency where the anti-resonance occurs the cavity
spectral function reduces to zero and, consequently, the reflec-
tion coefficient becomes unity. The same phenomenon occurs
for g = 0.005κ as has been shown in Figs.4(b) and 4(d) with
the difference that the width of transparency window goes to
zero so that there is practically one peak of spectral function
around the cavity resonance. For such a low value of optome-
chanical coupling the peak of the reflection coefficient at the
anti-resonance point is very sharp because of the narrowness
of the transparency window.
B. Mechanical Response of the OMS
In order to investigate the linear response of the mechanical
mode fluctuation δbˆ(t) to the external time-dependent pertur-
bation of Eq.(35) it is enough to substitute Eq.(37) into Eq.(8)
with uˆ = δb which leads to the following equation
〈δbˆ(t)〉 = 〈δbˆ〉0 + ζ
∫ +∞
−∞
dt′GRba(t − t′)eiωpct
′
+ζ∗
∫ +∞
−∞
dt′GRba† (t − t′)e−iωpct
′
, (48)
where 〈δbˆ〉0 = 0 is the steady-state mean value of the operator
δbˆ in the absence of the time-dependent perturbation and
GRba(t) = −iθ(t)〈[δbˆ(t), δaˆ(0)]〉0, (49a)
GRba† (t) = −iθ(t)〈[δbˆ(t), δaˆ†(0)]〉0, (49b)
are the retarded Green’s functions corresponding to the me-
chanical mode in which δbˆ(t) is in the interaction picture,
i.e., it satisfies the QLEs corresponding to the Hamiltonian
Hˆ0 given by the Eq.(20a). It is easy to show that Eq.(48) can
be written as
〈δbˆ(t)〉 = ζ∗GRba† (ωpc)e−iωpct + ζGRba(−ωpc)eiωpct, (50)
where GRba† (ωpc) and G
R
ba(−ωpc) are the Fourier transforms of
the Green’s functions of the mechanical mode at ω = ±ωpc.
Since 〈bˆ(t)〉 = β + 〈δbˆ(t)〉 with β ≈ g0α2/(ωm − iγm/2) be-
ing the mechanical mean-field, the response of the mechanical
field bˆ(t) to the time-dependent perturbation is obtained as
〈bˆ(t)〉 = β + ζ∗GRba† (ωpc)e−iωpct + ζGRba(−ωpc)e−iωpct. (51)
The Green’s functions of the mechanical mode can be easily
obtained from Eqs.(44a) and (44b) in the Fourier space as
GRba† (ω) = −iχba(ω), (52a)
GRba(ω) = +iχba† (ω), (52b)
where the susceptibility elements of the mechanical mode can
be calculated by Eqs.(26a-26b) and Eqs.(28a-28b) as
χba(ω) = −iχ−m(ω)
(
gbχaa(ω) + gtχ∗aa† (−ω)
)
, (53a)
χba† (ω) = −iχ−m(ω)
(
gbχaa† (ω) + gtχ
∗
aa(−ω)
)
, (53b)
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FIG. 6. (Color online) The normalized mechanical amplitudes
Dba† = κ|GRba† (ωpc/κ)| (blue solid curve) and Dba = κ|GRba(−ωpc/κ)|
(red dashed curve) versus the normalized frequency ωpc/k. Here,
all the results have been obtained in the absence of the RWA (b =
1, t = 1) with the optomechanical coupling of g = 0.5κ. In (a)
and (b), it is assumed that the system operates, respectively, in the
red- and blue-detuned regimes. The other parameters are the same as
those of Fig.(2).
in which χ−m, χaa, and χaa† are, respectively, given by
Eqs.(27), (33a) and (33b).
In Fig.(6) the normalized amplitudes Dba† = κ|GRba† (ωpc/κ)|
indicated by the blue solid curve and Dba = κ|GRba(−ωpc/κ)|
indicated by the red dashed curve have been plotted versus
the normalized frequency ωpc/κ in the red-detuned [Fig.6(a)]
and blue-detuned [Fig.6(b)] regimes when the optomechanical
coupling has been considered g = 0.5κ like that of Fig.3.
Fig.6(a) and Fig.3(a) depict, respectively, the amplitudes of
the oscillations of the mechanical and the optical modes un-
der the same conditions in the red-detuned regime. As is seen,
at each normal frequency where the anti-Stokes amplitude of
the optical mode reaches a peak, the mechanical mode am-
plitude Dba† maximizes too. On the other hand, at the anti-
resonance frequency of ωpc = ωm where the amplitude of
optical field gets zero, the mechanical mode amplitude Dba†
reaches a local minimum which is approximately as large as
each of the peaks. It is exactly the characteristic of the well-
known phenomenon of anti-resonance in the coupled oscilla-
tors dynamics [28, 29]. As has been already explained, at the
anti-resonance frequency the amplitude of the directly driven
oscillator (the optical mode) goes to zero while the other os-
cillator (the mechanical mode) oscillates at a finite amplitude.
In the blue-detuned regime, as has been shown in Fig.6(b),
the amplitude Dba is amplified while the amplitude Dba† is
suppressed which is the opposite of the situation in the red-
detuned regime. Fig.6(b) and Fig.3(b) depict, respectively,
the amplitudes of the oscillations of the mechanical and the
optical modes under the same conditions in the blue-detuned
regime. Again here, at the anti-resonance frequency of ωpc =
−ωm where the amplitude of optical field (the Stokes ampli-
tude DS ) goes to zero, the mechanical mode oscillates with a
large amplitude of Dba.
V. SUMMARY, CONCLUSION AND PERSPECTIVE
In this paper, we have investigated the linear response of a
standard dissipative OMS to an external time-dependent po-
tential which drives the optical mode of the cavity. For this
purpose, we have firstly shown how the LRT can be general-
ized to describe the linear response of open quantum systems
in the Heisenberg picture. Besides, as a simple example, we
have exploited the generalized LRT for a single mode open
quantum field like the optical field inside a driven standard
cavity with fixed mirrors.
Then, using the generalized LRT in the Heisenberg picture,
we have studied the linear responses of the optical as well as
the mechanical modes of a standard linearized OMS to an ex-
ternal time-dependent potential that drives the optical field of
the cavity. For this purpose we have introduced a systematic
and easy method to derive analytically the equations of mo-
tion for Green’s functions of an open quantum system like the
OMS in the Heisenberg picture. In this way, using the system
Green’s function one can obtain the optical and mechanical re-
sponses of the OMS both in the red- and in the blue-detuning
regimes for different values of the optomechanical coupling
parameter.
It has been shown that when the optomechanical coupling
is comparable or larger than the damping rate of the optical
mode, the normal mode splitting phenomenon is observable in
the amplitude of the optical field due to the resolvability of the
two resonances corresponding to the two normal modes of the
OMS . Furthermore, another important phenomenon, the so-
called anti-resonance, is observable in the optical mode which
leads to a near zero amplitude of the optical field. At the anti-
resonance frequency the amplitude of the optical mode (which
is the oscillator driven directly by the external source) goes to
zero while the mechanical mode oscillates with a finite ampli-
tude. In this way, the explanation of the OMIT phenomenon is
easily possible due to the presence of the two resolvable res-
onances together with an anti-resonance between them which
leads to the appearance of a transparency window around the
resonance frequency of the cavity.
Furthermore, the generalized LRT explains how the anti-
Stokes and Stokes sidebands are amplified, respectively, in
the red- and blue-detuning regimes. The obtained results are
in exact coincidence, especially in the weak-coupling regime,
with the Raman-scattering picture which demonstrates how
the optical shot noise affects the transition rates between the
energy levels of the OMS.
As an interesting outlook, we would like to remind that
the Green’ function approach of the open quantum systems
introduced in Secs.II and IV which is based on the method
of equations of motion can be exploited for more complex
open quantum systems with nonlinearities like those studied
in Refs.[43–48]. For this purpose, one can use the introduced
method of equation of motion series expansion investigated
in Ref.[44] to calculate the open system Green’s functions.
The other interesting examples are hybrid OMSs consisting
of interacting BECs [49–52] and parametrically modulated
OMS [40, 41, 53–56] whose linear response to the external
perturbation could be very interesting to be investigated. It
should be noted that one of the advantages of such schemes
is their capabilities for ultra-precision quantum measurements
[57, 58]. Interestingly, the quantum limit on the sensitivity
of such quantum detectors can be calculated by their linear
responses [59, 60].
Furthermore, as we will show in a future paper, the para-
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metrically driven OMS introduced in Refs. [40, 41, 53–57]
has the potential to manifest negative cavity photon spectral
function. This negativity may lead to a new class of OMIT
phenomenon in which the power reflection coefficient of the
probe laser grows above the unity near the resonance fre-
quency of the cavity. It also leads to the definition of a nega-
tive effective temperature for the intracavity photons resulting
in the population inversion of a qubit coupled to the paramet-
rically driven OMS.
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