We re-evaluate the abundances of the elements in the Sun from copper (Z = 29) to thorium (Z = 90). Our results are mostly based on neutral and singly-ionised lines in the solar spectrum. We use the latest 3D hydrodynamic solar model atmosphere, and in a few cases also correct for departures from local thermodynamic equilibrium (LTE) using non-LTE (NLTE) calculations performed in 1D. In order to minimise statistical and systematic uncertainties, we make stringent line selections, employ the highest-quality observational data and carefully assess oscillator strengths, hyperfine constants and isotopic separations available in the literature, for every line included in our analysis. Our results are typically in good agreement with the abundances in the most pristine meteorites, but there are some interesting exceptions. This analysis constitutes both a full exposition and a slight update of the relevant parts of the preliminary results we presented in Asplund, Grevesse, Sauval & Scott (2009), including full line lists and details of all input data that we have employed.
Introduction
Due to the Coulomb barrier and the fact that nuclear binding energy peaks at iron, the elements beyond the Fe peak (Z ≥ 29, i.e. Cu and heavier elements) are not produced by exothermic charged-particle fusion reactions in stable nuclear burning inside stars. Instead, most of these elements are forged by successive neutron capture followed by β-decay. 1 There are two main channels through which the isotopes of the heavy elements are produced: slow and rapid neutron capture (the s-and r-processes, respectively). The distinction between s and r depends on the neutron density, such that the timescale for β-decay is shorter (s-process) or longer (r-process) than the timescale for neutron capture. Once the neutron flux recedes, the neutron-rich isotopes from the r-process decay back to the valley of stability (Burbidge et al. 1957; Cameron 1957) . As a result, most elements have a mixed origin, although a few isotopes and elements are produced almost exclusively by one or the other neutron-capture process (e.g. Sneden et al. 2008) . Roughly half of the isotopes come primarily from the s-process and the other half from the r-process (see Table 3 in Anders & Grevesse 1989 , for a full inventory). 1 In some cases the origins may also include contributions from nuclear statistical equilibrium, proton capture or interactions with neutrinos. For example, roughly half of the solar Zn is 64 Zn produced in nuclear statistical equilibrium (possibly in connection with hypernovae), but the neutron-rich isotopes stem from neutron capture (e.g. Kobayashi & Nakasoto 2011). Observationally, the heavy elements show large abundance variations between stars, especially at low metallicity (e.g. Roederer et al. 2014 ). The r-process produces abundance peaks mainly at Z ≈ 32, 54 and 78 (Ge, Xe and Pt), whereas a typical s-process abundance pattern has peaks at Z ≈ 38, 56 and 82 (Sr, Ba and Pb) .
The main site of the s-process is believed to be thermally pulsing asymptotic giant branch (AGB) stars (e.g. . The main neutron source in these stars is thought to be 13 C(α,n) 16 O, although 22 Ne(α,n) 25 Mg can also operate, especially in more massive AGB stars (e.g. Busso et al. 2001; Karakas et al. 2012 ). More recently, it has been realised that the s-process can also be efficient in rapidly-rotating massive stars at low metallicity, through the production of primary N later converted to 22 Ne (Pignatari et al. 2008 ).
The site(s) of the r-process have not yet been unanimously agreed upon. Numerous possibilities have been proposed, none altogether convincing. Currently the main contenders are corecollapse supernovae (e.g. in connection with a neutrino wind, Wanajo 2013) or mergers of neutron stars with either black holes or other neutron stars (Goriely et al. 2011 ), but achieving the necessary neutron fluxes and entropies is challenging in either case. A handful of stars at low metallicity are strongly enriched in the r-process elements, with an abundance pattern remarkably similar to the r-process signature in the solar system, suggesting the dominance of some universal process active throughout cosmic time (e.g. Cayrel et al. 2001 , Frebel et al. 2007 . In a few cases, the r-process enhancement is so high that it has enabled the detection of radioactive elements like thorium and uranium in the stellar spectra, which has made agedating of the nucleosynthesis sites possible (cosmo-chronology, Butcher 1987) . Because the r-process elements can have a primary origin (being produced from Fe-nuclei seeds) in contrast to the secondary origin of the s-process elements (which require first the production of 13 C or 22 Ne nuclei as neutron sources), the r-process should dominate in the early Universe (Truran 1981) .
A proper understanding of the nuclear processes involved in the production of the heavy elements requires a detailed knowledge of the solar system abundances. In a recent review (Asplund et al. 2009 : AGSS09), we presented a summary of our redetermination of nearly all available elements in the solar photosphere. In this work (Paper III), we give detailed and homogeneous results for the elements Cu to Th, updating AGSS09 where necessary. We use the most recent 3D atmospheric model together with the best atomic and solar data. Previous papers in this series have focussed on Na -Ca (Scott et al. 2014a: Paper I) and the Fe group (Scott et al. 2014b : Paper II) with remaining elements to be dealt with in future studies. Amongst the heavy elements, so far zirconium Caffau et al. 2011a ), osmium (Caffau et al. 2011b) , europium (Mucciarelli et al. 2008) , hafnium and thorium ) have been subjected to 3D solar analysis.
Sect. 2 describes the observations we use and how we employ them. Sect. 3 quickly recaps the salient details of the model atmospheres used in this series, and Sect. 4 describes the atomic data and NLTE corrections we have employed in this paper. In Sect. 5 we give our abundance results for all elements, followed by a discussion of their dependence on the chosen model atmosphere in Sect. 6. We compare our results with some previous compilations of the solar chemical composition for the heavy elements in Sect. 7, before concluding in Sect. 8.
Observations
We have employed the Jungfraujoch (Delbouille et al. 1973) and Kitt Peak (visual: Neckel & Labs 1984; near-infrared: Delbouille et al. 1981 ) disc-centre solar spectral atlases to carefully measure the equivalent widths of a large number of lines of the elements Cu to Th. Wherever possible, we have been very demanding in the quality of the lines we retained. We carefully examined the shape and full width of each line, to detect any trace of blending lines. We gave each line a weight from 1 to 3, depending on the uncertainty that we estimated for the measured equivalent width, factoring in potential pitfalls such as blends and continuum placement. We integrated observed and theoretical line profiles over the same wavelength regions when measuring the equivalent widths.
For most of the elements we used the measured equivalent widths to derive abundances with the new model atmosphere described in Sec. 3. In some cases however (Nb, rare earths, Hf, W), we instead update results obtained by other authors with spectral synthesis and the Holweger & Müller (1974) photospheric model, to account for the effect of the new 3D hydrodynamic solar model (Sect. 3). We included isotopic and hyperfine structure of lines as a series of blending features, as described in detail in Paper I, using the adopted atomic data detailed below for each relevant species (Sect. 4).
Solar model atmospheres and spectral line formation
We follow the same procedure as in Papers I and II. We use the new 3D, time-dependent, hydrodynamic simulation of the solar surface convection first employed in AGSS09 as a realistic model of the solar photosphere. The reader is referred to Paper I (Scott et al. 2014a) for further details of the 3D solar model. As demonstrated extensively by Pereira et al. (2013) , this 3D model performs extremely well against an arsenal of key observational tests, indicating that the model is highly realistic. In particular, we note that our 3D solar model perfectly predicts the continuum centre-to-limb variation, which is a sensitive probe of the mean temperature structure in the typical line-forming region of the photosphere. The corresponding theoretical absolute intensities agree extremely well with observations as well. For comparison, and to quantify the systematic errors of our abundance results, we have also again performed identical calculations with four different 1D models of the solar photosphere: the widely-used, hydrostatic, semi-empirical model of Holweger & Müller (1974; HM) which has been pressure-integrated to be consistent with our continuous opacities and chemical compositions, the mean 3D model 3D obtained by spatially and temporally averaging the 3D model over about 45 min of solar time, the solar model from the grid of marcs theoretical models extensively used for abundance analysis of solar-type stars (Asplund et al. 1997 , Gustafsson et al. 2008 , and the miss semiempirical model obtained from 1D LTE spectral inversion of Fe lines (Allende Prieto et al. 2001) .
For all spectral line formation calculations we assumed local thermodynamic equilibrium (LTE). Non-LTE (NLTE) analyses performed in a 1D framework for the Sun exist to our knowledge only for Cu i, Zn i, Sr i, Sr ii, Zr i, Zr ii, Ba ii, Eu ii, Pb i and Th ii (see below for individual references for each element). When such NLTE data are available, we correct the 3D LTE and 1D LTE results with those NLTE abundance corrections. We note that this is not fully self-consistent as the departures from LTE may be different in 3D than in 1D, indeed often depending on the particular 1D model atmosphere used. As a rule of thumb, NLTE effects are more pronounced in theoretical model atmospheres than in semi-empirical ones due to their steeper temperature gradients, a phenomenon dubbed 'NLTE masking' by Rutten & Kostik (1982) . For completeness, we also mention that NLTE calculations are often performed for flux spectra, but we employ disc-centre intensity spectra; NLTE effects tend to be less severe in intensity than flux because the absorption lines are formed at lower heights in intensity than in flux. As is clear from the few NLTE studies available, much work still remains to be done in this area for the heavy elements. The shortage of NLTE investigations is partially due to the relatively small number of experts in the field. For these elements however, perhaps the biggest reason for the dearth of NLTE analyses is a lack of necessary atomic data such as photo-ionisation cross-sections, transition probabilities and collisional rates for the many relevant atomic processes in what are often highly complicated atoms (Asplund 2005) . NLTE calculations with incomplete model atoms and/or less precise atomic data can often be rather misleading -but so can LTE. The assumption of LTE is an extreme one, and not at all a cautious middle ground. Caution should therefore be exercised with elements lacking NLTE corrections. Fortunately, for the heavy elements, in most cases we rely on lines from the dominant ionisation stage, which typically exhibit less severe departures from LTE than minority species (Asplund 2005) ; in the solar case the once-ionised species are typically in the majority.
As explained in Paper I, with a 3D solar model there is no need to invoke any micro-or macroturbulent velocities to obtain correct line broadening (Asplund et al. 2000) . For all 1D models, we adopted a microturbulence of 1 km s −1 . We carried out 3D line formation calculations for 45 snapshots from the full time sequence of the 3D solar model, spaced 1 min apart, and averaged them before carrying out the continuum normalisation.
Atomic data and line selection
The atomic data (transition probabilities, isotopic structure and hyperfine structure: HFS) we adopt are discussed in detail below for each element. We give our adopted lines, oscillator strengths, NLTE corrections, equivalent widths, excitation potentials and derived abundances for all elements in Table 1 , and isotopic and HFS data in Table 2 . We have also re-examined the ionisation energies and partition functions in detail, updating some data relative to AGSS09; this is not trivial, as even many recent analyses are still based on quite erroneous data. These data are given in Table 3 . For Ho ii our partition functions come from from Bord & Cowley (2002) , and for all other species, from Barklem & Collet (in preparation) ; these are in good agreement with values computed from NIST atomic energy levels. Our ionisation energies come from the NIST data tables.
Modern line-broadening data for collisions with hydrogen atoms are available from Barklem, Piskunov & O'Mara (2000) for all the neutral lines we consider in this paper, but only Ba ii and Sr ii amongst the ionised lines. We use this data wherever it exists; otherwise, we use the classical recipe of Unsöld (1955) with an enhancement factor of 2.0.
Copper
Although Cu is essentially once ionised in the solar photosphere, only Cu i lines have been identified in the solar spectrum. From the works of and Sneden & Crocker (1988) , we retained the five Cu i lines given in Table 1 . For the first three lines, we have used the experimental g f -values of Kock & Richter, renormalised to the lifetimes of Carlsson et al. (1989;  the renormalisation amounts to a change of only −0.006 dex). For the last two lines, we took oscillator strengths from Bielski (1975) , based on the measurements of Meggers et al. (1961) .
Cu is approximately 69.2% 63 Cu and 30.8% 65 Cu (Rosman & Taylor 1998) , both of which have nuclear spin I = 3 2 . The strongest solar lines are affected by isotopic broadening and HFS. We accounted for isotopic splitting using the data of Fischer, Hünermann & Kollath (1967) . We took HFS constants from the same paper as well as from .
NLTE Cu i line formation in the Sun was investigated by Shi et al. (2014) , who found positive NLTE corrections (≈ +0.02 dex) for our first three lines, and a larger negative correction (≈ −0.05 dex) for the last line (Cu i 809.3 nm). We adopt their results for S H = 0.1, as recommended in their paper. Because the Cu i 793.3 nm and Cu i 809.3 nm lines differ only in the J values of their lower levels, and Shi et al. (2014) explain the large negative NLTE offset in the abundance returned by Cu i 809.3 nm as mainly due to underpopulation of the upper level of this transition, we assume that the NLTE correction for Cu i 793.3 nm is the same as for Cu i 809.3 nm. The addition of NLTE corrections for Cu i is a new feature of the analysis here, compared to AGSS09. We note that the NLTE study of Shi et al. is for flux rather than disc-centre intensity spectra, which means that the adopted NLTE effects may be slightly exaggerated.
Zinc
Zinc is mostly neutral in the photosphere. We retain the five Zn i lines given in Table 1 . The g f -values we use come from , whose theoretical results agree well with measured lifetimes. For two lines (472.2 nm and 481.0 nm), we renormalise these data to the accurate lifetimes measured by Kerkhoff et al. (1980) using laser spectroscopy, resulting in an increase of 0.01 dex.
Y. Takeda (private communication, 2011) used the model atom from Takeda et al. (2005) to compute NLTE corrections of between −0.01 and −0.04 dex for our lines at the centre of the solar disc, for different values of S H . For S H values between 0.1 and 1 the NLTE corrections vary very little. We chose to use the corrections at S H = 0.3.
Gallium
Although essentially once ionised, only the near-UV Ga i resonance line at 417.2 nm (see Table 1 ) has been used by Ross & Aller (1970) and Lambert et al. (1969) to derive the solar Ga abundance. This line is rather heavily perturbed and can only be extracted by spectrum synthesis; doing so, these authors found Ga = 2.80 and Ga = 2.84 respectively. Lambert et al. also suggested using a very faint unidentified infrared line at 1194.915 nm. They argued that this line could be due to Ga i, as in their analysis it led to an abundance in agreement with the near-UV line. Oscillator strengths have been discussed by Lambert et al., and we adopt their chosen value for the near-UV line. This comes from , who set a theoretical branching fraction to an absolute scale with their own accurate experimental lifetime.
We rechecked the IR line: it is suspiciously wide (suggesting unidentified blends), and its equivalent width is too inaccurate to keep as a good abundance indicator. We therefore synthesised the spectrum around the near-UV resonance line and derived an accurate estimate of the Ga i contribution: 5.22±0.30 pm.
Germanium
Ge is also mostly once ionised in the solar photosphere, but only very few Ge i lines have been identified. Accurate g f -values have been measured by Biémont et al. (1999) . With the only usable Ge i line (326.9 nm; Table 1 ), they applied their oscillator strength to derive a solar abundance of log Ge = 3.58.
We also investigated the intercombination line at 468.583 nm suggested by Lambert et al. (1969) as a possible indicator of the Ge abundance. It is however blended by a Co i line, which contributes 0.155 pm to the total equivalent width of the feature when computed with the new solar Co abundance derived in Paper II. With this blend removed, the equivalent width is about 0.4 pm, and the abundance of Ge derived from this line is about a factor of four too large; this line is definitely blended by another unknown line.
Arsenic
No As line is definitively identified in the solar spectrum. Gopka et al. (2001) used two lines in the near-UV, at 299.0984 and 303.2846 nm, believed to be due to As i to derive the solar abun-dance of As. They found log As = 2.33, although the g f -values for these two As i lines are extremely uncertain. As explained below, we argue that no reliable As abundance can be derived for the Sun with the available information.
Rubidium
Rubidium is very much once-ionised in the solar photosphere, but only two faint, near-IR resonance lines of Rb i at 780.0 and 794.7 nm can be identified (Table 1) . Both are strongly broadened by isotopic and hyperfine structure, and perturbed by stronger neighbouring lines (e.g. the 794.7 nm line is heavily perturbed by a water vapour line). We very carefully measured the equivalent widths of the two Rb i lines, eventually using spectral synthesis to derive the best values. We measured the faintest line only on the Jungfraujoch solar spectrum, which shows by far the smallest water vapour content of the available solar atlases.
Accurate g f -values are available for both lines, from lifetime measurements of the upper levels by Volz & Schmoranzer (1996) and Simsarian et al. (1998) . As advocated by Morton 2000), we adopted the mean from these two studies, weighted according to their uncertainties.
Natural Rb shows HFS because it is about 72.2% 85 Rb, with I = 5/2, and 27.8%
87 Rb, with I = 3/2 (Rosman & Taylor 1998) . We took HFS constants from a range of different sources. For 85 Rb, we adopted values from Nez et al. (1993) , Rapol et al. (2003) and . We used data from Beacham & Andrew also for 87 Rb, as well as from Ye et al. (1996) and Bize et al. (1999) . Isotopic splitting in these lines is small compared to the separation of HFS components (Banerjee et al. 2004 ) and thus neglected here.
Relative to AGSS09, in this analysis we have added HFS data and updated the oscillator strengths for both lines.
Strontium
We analysed the few Sr i and Sr ii lines previously studied by Gratton & Sneden (1994) and , listed in Table 1 . These authors also discuss the accuracy of available g f -values in detail. For the two Sr i lines, we adopted experimental oscillator strengths from Garca & Campos (1988) , who normalised their own relative values using existing accurate lifetimes, and Migdalek & Baylis (1987) . For Sr ii, we derived g fvalues by setting the relative data of Gallagher (1967) to an absolute scale using the mean of lifetimes from Kuske et al. (1978) and Pinnington et al. (1995) . The Sr i g f -values are substantially more precise overall (±0.02-0.03 dex) than the Sr ii ones (±0.08 dex).
The broadening parameters for the rather strong IR lines of Sr ii have been calculated by .
We treat each Sr line as a single component in our abundance calculations, as isotopic splitting is small for Sr lines (Hauge 1972b) , and HFS exists only for 87 Sr (which accounts for just 7% of Sr).
M. Bergemann (private communication, 2011) has computed NLTE corrections for disc-centre intensity both for our Sr i and Sr ii lines at S H = 0.05 using the marcs, HM and 3D models; for the 3D case we adopt the 3D results, which should closely approximate the full 3D results. The NLTE effects are substantial, and in opposite directions for Sr i and Sr ii (Table 1 ). Bergemann's results are in good agreement with those of Mashonkina & Gehren (2001) for the three Sr ii lines.
Relative to AGSS09, we have updated the NLTE corrections and the g f -value of the Sr i 707.0 nm line. We also discarded the Sr ii line at 416.1 nm, because no accurate g f -value is available for this line.
Yttrium
The most recent solar analysis is from Hannaford et al. (1982) . They obtained accurate g f -values, both for Y i and Y ii lines, combining lifetimes with branching fraction measurements. They derived the solar abundance of Y, log Y = 2.24±0.03 from eight Y i and 41 Y ii solar lines. In the present work we carefully examined all these solar lines, deciding to discard all Y i lines because they are very weak, with large uncertainties arising from the measurement of equivalent widths. Adopting the same demanding selection criteria as for other elements, we reduced the Y ii sample to the ten best lines. We adopted g f -values from Hannaford et al. (1982) and Biémont et al. (2011) . We calculated new lifetimes as means of lifetimes from as many of these three sources as possible in each case. We took unweighted means, as differences between the three sets of lifetimes indicate a systematic error that is not quantified in any of the stated lifetime errors.
Y consists entirely of 89 Y, which has I = 1 2 . We included HFS data for Y ii lines where available, drawing on HFS constants measured by Wännström et al. (1988) and Dinneen et al. (1991) , as well as theoretical calculations by .
Relative to AGSS09, we have added HFS data for all lines, and renormalised the oscillator strengths of the 490.0, 547.3 and 572.8 nm lines.
Zirconium
Zr is essentially in the form of Zr ii in the solar photosphere. However, a large number of faint Zr i lines are also present in the photospheric spectrum. Biémont et al. (1981) measured g fvalues by the lifetime+branching fraction technique for a large number of Zr i and Zr ii transitions, and applied these data to determine the solar abundance of Zr, using equivalent widths and the HM model. Thirty-four Zr i and 24 Zr ii lines led to the same result (Zr i: log Zr = 2.57 ± 0.21, Zr ii: log Zr = 2.56 ± 0.14), but the dispersions are uncomfortably large. This indicates that many solar Zr i and Zr ii lines are blended. Ljung et al. (2006) measured new branching fractions and combined them with previously-measured lifetimes to obtain a new set of accurate Zr ii g f -values. These authors also analysed a few solar Zr ii lines, using their new data, equivalent widths and an older version of the 3D model that we employ in this series (they used the same model as used in AGS05) to derive a 3D LTE solar abundance of log Zr = 2.58 ± 0.02 (standard deviation).
As for other elements, we carefully selected the lines to be used in the present abundance analysis. Although we give Zr i results for comparison in Tables 1 and 4 , using oscillator strengths from Biémont et al. (1981) , we do not retain Zr i as a good indicator of the solar Zr abundance. This is because the lines are all very weak and many are blended. Because Zr i is the minor species, it is also prone to very large departures from LTE (≈ +0.3 dex for S H = 1.0), whereas low excitation Zr ii lines are essentially formed in LTE (Velichko et al. 2010) ; note though that Velichko et al. (2011) suspect that their published NLTE corrections are overestimated due to their incomplete Zr i model 4 atom. We finally retained the ten low-excitation Zr ii lines given in Table 1 . The g f -values are mean values (on a log scale) from Biémont et al. (1981) and Ljung et al. (2006) , except for 402.4 nm, which comes only from Ljung et al., as it was not measured by Biémont et al. For our lines, the differences between these two data sets are within the claimed uncertainties, and the uncertainties of the mean g f -values we adopt are of order 5-10%.
Niobium
Because of the rather large ratio Nb ii/Nb i, as discussed in Hannaford et al. (1985) , only Nb ii is a reliable indicator of the solar abundance of Nb. All useful Nb ii lines are unfortunately strongly blended in the solar photospheric spectrum. We therefore choose to update the recent value obtained by Nilsson et al. (2010) , who derived the solar Nb abundance from spectral synthesis using the HM model. They used accurate new experimental g f -values and HFS data from , supplemented by some of their own oscillator strengths. We adopt the same data here. Nb is entirely 93 Nb (I =   9 2 ), so HFS is important but isotopic structure is not.
In AGSS09 we performed our own analysis without HFS, whereas here we update the result of Nilsson et al. (2010) , using HFS data.
Molybdenum
Mo is essentially once ionised in the solar photosphere. Unfortunately all the lines identified as Mo ii are too blended to be useful, except for one at 329.2 nm. However, no g f -value exist for this line apart from the value from Corliss & Bozman (1962) , which suffer from large uncertainties. The abundance result from this Mo ii line appears to be orders of magnitude larger than the meteoritic value, indicating a problem with the transition probability. We therefore rely on the minor indicator, Mo i, as done by Biémont et al. (1983) . They used accurate g f -values from Whaling et al. (1984) , finding log Mo = 1.92 ± 0.05 with twelve very faint lines, all difficult to measure. After a careful analysis of these lines, we retain just two as reliable indicators of the Mo abundance (Table 1) . For these lines, we employ the slightly improved oscillator strengths of .
Mo consists of a pot pouri of different isotopes, but the two lines we use are very weak, and their isotopic splitting is small (Hughes 1961; Golovin & Striganov 1968) . We can therefore safely ignore isotopic and hyperfine structure for these lines.
Compared to AGSS09, we use the g f -values of instead of those of Whaling et al. (1984) , which translates to a mean abundance change of −0.02 dex.
Ruthenium
As for the previous elements, the ratio Ru ii/Ru i is large in the solar photosphere. Unfortunately none of the Ru ii lines identified in the solar spectrum could be used as they are all hopelessly blended. New g f values have recently been measured and computed by Fivet et al. (2009) for a large number of lines of Ru i. These new data are in reasonable agreement with the accurate g f -values measured by Wickliffe et al. (1994) using the lifetime+branching fraction technique. We rely on the purely experimental g f -values rather than using the data from Fivet et al. (2009) , because for our lines, the latter are based only on theoretical values. Fivet et al. (2009) applied their new data to determine the solar Ru abundance from six good Ru i lines: log Ru = 1.72 ± 0.12. We adopt the same six lines in our analysis (Table 1) . Whilst Ru consists of many different isotopes, the only isotopic splits available are for the 408.1 nm and 455.5 nm lines, which are so weak that isotopic structure has no effect for abundance determinations.
Relative to AGSS09, here we use g f -values from Wickliffe et al. (1994) instead of Fivet et al. (2009) .
Rhodium
The ratio Rh ii/Rh i is again large in the solar photosphere. Unfortunately, none of the few Rh ii lines identified in the UV can be measured: they are all very heavily blended and could not be analysed even by spectrum synthesis. Kwiatkowski et al. (1982) measured lifetimes for Rh i and derived g f -values by combining these lifetimes with branching fractions from Corliss & Bozman (1962) . They used these new g f -values with the HM model and a sample of solar Rh i lines in the near UV, to derive an abundance of log Rh = 1.12 ± 0.12. As many of these lines are quite difficult to measure with accuracy, we only retain two of them as reliable indicators of the Rh abundance. We adopt the g f -values of Kwiatkowski et al. (1982) for both these lines, as later data (Duquette & Lawler 1985) suffers from radiation trapping for the only one of our lines measured.
Rhodium is 100% 103 Rh, which has nuclear spin I = 1 2 . Where possible, we include HFS data for our two lines, from Chan et al. (1968) . The analysis in AGSS09 did not include HFS.
Palladium
The ratio Pd ii/Pd i is about 4 in the solar photosphere but no Pd ii lines have been identified in the solar spectrum. The most recent Pd abundance is from Xu et al. (2006) , who combined new lifetimes and branching fractions to derive accurate g f -values for Pd i lines. They used these new data to refine an earlier analysis by Biémont et al. (1982) , using equivalent widths, five of the eight Pd i lines employed in the earlier study, and the same HM model. As the lines are very perturbed, we only retain two of those used in these earlier works.
Isotopic and hyperfine structure is small for Pd i (Engleman et al. 1998 ) and can be ignored for our purposes.
Silver
There is no Ag ii line in the solar spectrum. The only two Ag i lines are in the near-UV (see Table 1 ), and very difficult to measure because of blends and uncertainty in the continuum placement. Grevesse (1984) revised an older analysis by Ross & Aller (1972;  log Ag = 0.85 ± 0.15), using g f -values from . We adopt newer g f -values here, based on the total lifetime of the resonance doublet as measured by Carlsson et al. (1990) , and the relative contribution of each line calculated by Civiš et al. (2010) .
Silver is approximately 51.8% 107 Ag and 48.2% 109 Ag (both I = 1 2 ), and exhibits substantial isotopic and hyperfine structure. We calculated the isotopic separations of our Ag i lines using data from Crawford et al. (1949) and Jackson & Kuhn (1937) , relying on component identifications from Brix et al. (1951) and . We took HFS constants from the experiments of and Carlsson et al. (1990) .
Compared to AGSS09, here we employ both updated HFS data and oscillator strengths; in AGSS09 we used the g f -values of .
Cadmium
There is a Cd i line identified in the solar spectrum at 326.1065 nm, but it is awfully blended. Even spectrum synthesis by Youssef et al. (1990) was not very successful; we have chosen to discard this line. Another line (508.6 nm; Table 1 ) was attributed to Cd i by Lambert et al. (1969) . Youssef et al. derived the Cd abundance from this very weak line using the HM model and an accurate g f -value, measured by the lifetime+branching fraction technique by Veer et al. (1990) . We adopt this line and the same oscillator strength for our analysis.
We carefully measured the 508.6 nm line, finding an equivalent width of 0.100±0.015 pm. This line is however also blended, by a faint Fe i line. The lower level of the Fe i line has an excitation energy of 3.88 eV, but the line has no accurately-known oscillator strength. The only g f -value available comes from the calculations of Kurucz (1998; log g f = −4.325); the accuracies of Kurucz's semi-empirical g f -values degrade markedly as one moves to weaker transitions such as this. In order to empirically estimate the contribution of this blend, we identified five other weak Fe i lines with similar excitation potentials, near to the 508.6 nm line in wavelength. We measured their equivalent widths, and used the Fe abundance derived in Paper II together with the relative g f -values to estimate the equivalent width of the Fe i contribution to the feature at 508.6 nm. We found an implied Fe i equivalent width of 0.027±0.014 pm, giving an overall Cd i contribution of 0.073 ± 0.021 pm.
Indium
Although indium is essentially In ii because of its very low ionisation energy (5.78 eV; the ratio In ii/In i is >100 in the solar photosphere), there is only one identified In i line in the solar photospheric spectrum, at 451.13 nm. This line has been analysed by many authors: Lambert et al. (1969) , Bord & Cowley (2001 , 2002 and Gonzalez (2006) . Their results for the solar abundance of indium cluster around log In = 1.60, which is 0.84 dex larger than the meteoritic value: log In = 0.76±0.03 (Lodders et al. 2009 ). To explain this large difference, Bord & Cowley and Gonzalez suggested that because its condensation temperature is just 536 K, indium did not fully condense in the solar nebula, leading to a relative depletion in meteorites. However, other elements with similarly low condensation temperatures do not exhibit the same differences in their solar and meteoritic abundances. Vitas et al. (2008) recently made a detailed analysis of this In i line by spectrum synthesis, including HFS and many known blends. They concluded that the photospheric line at 451.13 nm is in fact not In i, because they could not reproduce the observed spectrum, regardless of their adopted indium abundance. They also analysed the same region in a sunspot spectrum, finding that it could be reproduced nicely by spectrum synthesis with the meteoritic indium abundance, if Zeeman splittings were properly taken into account. Vitas et al. therefore suggest that the solar indium abundance is the meteoritic value, and that the photospheric line at 451.13 nm is due to an unidentified high-excitation ionic line, which disappears in the much cooler sunspot.
Based on the ratio Sn/In, Vitas et al. (2008) also make the argument that the observed meteoritic ratio is perfectly reproduced by models of r-and s-process nucleosynthesis, but that the high solar In abundance is not.
Tin
The ratio Sn ii/Sn i is about 10. The only reasonable Sn line available is a very weak Sn i line in the near-UV (see Table 1 ). We adopt the g f -value obtained by Lotrian et al. (1976) for this line, from lifetime and branching fraction measurements. The equivalent width of this very faint line (0.12 pm) has an uncertainty of order 20%, i.e. 0.08 dex. Although tin has many significant isotopes, for this line isotopic structure is neither available nor, given its weakness, necessary.
Antimony
Only one very faint and perturbed line has been identified as Sb i in the solar photospheric spectrum, at 323.2547 nm. The abundance of Sb has not been re-analysed for many decades: the latest result was from Grevesse et al. (1968) , slightly revised by Ross & Aller (1976) to log Sb = 1.00. This value had a very large uncertainty, difficult to estimate because of the uncertainty of the equivalent width and the fact that the only available g f -value came from the notoriously uncertain data of Corliss & Bozman (1962) . We measured an equivalent width of 0.045±0.015 pm, with a large uncertainty of 33%. Spectral synthesis would not substantially reduce this error, given how weak and badly blended this line is. Guern & Lotrian (1980) and Gonzales et al. (1997) measured the oscillator strength of this line by combining lifetimes and branching fractions, but the values differ by 0.18 dex: log g f = −0.72 and −0.90, respectively.
Barium
Because of its low ionisation energy, Ba is essentially Ba ii in the photosphere. We retained the three Ba ii lines of Mashonkina et al. (1999) and Mashonkina & Gehren (2000) . We adopt the accurate g f -values available from Davidson et al. (1992) and Kurz et al. (2008 (Rosman & Taylor 1998) , with only the odd-A nuclei possessing nuclear spin (I = 3 2 in both cases). We obtained isotopic separations for the 455.4 nm line from Wendt et al. (1984) , from van Hove et al. (1982) for the 585.4 nm line, and from Villemoes et al. (1993) for the 649.7 nm line. We also drew on the latter for HFS data, along with the papers of Trapp et al. (2000) and van Hove et al. (1985) .
In AGSS09 we did not include the 455.4 nm line. Here we have also updated the HFS, isotopic and NLTE data, as well as the oscillator strength of the 585.4 nm line.
Rare Earths (La to Lu) and Hafnium
In recent years, the Wisconsin group have systematically measured the atomic data required for accurate abundance analyses of all the once-ionised species of the rare Earth elements. They have derived accurate g f -values by measuring lifetimes and branching fractions, as well as HFS constants and isotopic splits wherever necessary. With the HM model, spectral synthesis and/or equivalent widths, and as many lines as possible, they have systematically applied their very accurate atomic data to the determination of the solar abundances of all the rare Earth elements (La: Lawler et al. 2001a , Ce: Lawler et al. 2009 , Nd: Den Hartog et al. 2003 , Sm: Lawler et al. 2006 , Eu: Lawler et al. 2001b , Gd: Den Hartog et al. 2006 , Tb: Lawler et al. 2001c , Ho: Lawler et al. 2004 , Er: Lawler et al. 2008 , Pr, Dy, Tm, Yb and Lu: Sneden et al. 2009 ), as well as Hf (Lawler et al. 2007 ).
We have not repeated the careful spectral synthesis computations done by Sneden, Lawler and collaborators, but rather corrected them for the abundance differences we see between the results with our 3D model and the HM model. For this purpose we have selected a sample of representative lines of each species, and have derived the 3D−HM abundance differences. We included all HFS and isotopic splittings summarised by Sneden et al. (2009) in our calculations.
For Nd, new g f -values are also available from Li et al. (2007) . Taking the mean of g f -values from Li et al. (2007) and from Den Hartog et al. (2003) produces exactly the same abundance as using only the values of Den Hartog et al, however.
For Sm ii, new accurate g f -values have been measured by Rehse et al. (2006) , which agree quite well with the values of Lawler et al. (2006) . We chose to adopt the mean of the g fvalues from these two sources. In AGSS09 we simply adopted the values of Lawler et al. (2006) .
As in the analysis of AGSS09, for Eu we also applied a small NLTE correction of +0.03 dex for every line, as derived by Mashonkina & Gehren (2000) . We are not aware of any other NLTE study of rare Earth elements in the Sun.
For Tb ii, we only kept one of the three lines (365.9 nm) used by Lawler et al. (2001c) , because of the difficulty in fitting the profiles of the other two, due to blends and very wide HFS.
Tungsten
The ratio W ii/W i is of order ten in the solar photosphere but unfortunately no W ii lines are available in the solar spectrum. Holweger & Werner (1982) The lines are too faint for isotopic or hyperfine structure to matter. This is in fact true of all lines we use from elements heavier than Hf, so we will discuss neither HFS nor isotopic effects any further in this Section.
Osmium
Only very few faint lines of Os i have been identified in the solar spectrum. Kwiatkowsky et al. (1984) measured accurate lifetimes and used branching fractions from Corliss & Bozman (1962) to derive g f -values for a few Os i lines of solar interest. Quinet et al. (2006) recently made new measurements of lifetimes and combined them with modern theoretical branching fractions, leading to values in good agreement with those of Kwiatkowsky et al. (1984) . Kwiatkowsky et al. (1984) used a series of nine Os i lines to derive the solar abundance. Quinet et al. (2006) however showed that many of these lines are too faint and blended to be reliably measured. We agree with Quinet et al. (2006) that very few Os i lines are realistically usable (see their Table 7 ). We are ultimately even more demanding than them in our line selection: we only retain the 330.2 nm line as the unique tracer of the solar Os abundance. We adopt the accurate experimental oscillator strength of Ivarsson et al. (2003) for this line, but note that the value differs from that of Quinet et al. (2006) 
Iridium
Drake & Aller (1976) analysed the Ir i line at 322.1 nm by spectrum synthesis. Youssef & Khalil (1988) analysed three Ir i lines in the near-UV, including the 322.1 nm line, also by spectrum synthesis using the HM model.
We retain only the 322.1 nm Ir i line, as the other two used by Youssef & Khalil (1988) are too heavily perturbed. Even the 322.1 nm line is itself heavily blended. Rechecking this line in the Jungfraujoch solar tracing (Delbouille et al. 1973 ; no tracing is available from Kitt Peak at these wavelengths) we noticed that Youssef & Khalil's adopted continuum was too high in this spectral region. We therefore directly remeasured the equivalent width of this blended line: 0.975±0.125 pm. We confirmed this value using spectral synthesis with the HM solar photospheric model.
We have been able to derive a very accurate g f -value for 322.1 nm line, using lifetime measurements by Gough et al. (1983; uncertainty 3.6%) and Xu et al. (2007; uncertainty 6.8%) . We weighted these lifetimes by their respective uncertainties and took the mean, then paired the resulting value with the branching fraction measured by Gough et al. We did not use the theoretical branching fraction of Xu et al. because of its uncertain accuracy.
Gold
Youssef (1986) used spectral synthesis with the HM model to analyse the much-perturbed Au i 312.3 nm line (Table 1) , the only useful Au feature in the solar spectrum. We carefully remeasured this Au i line on the Jungfraujoch disc-centre solar spectrum (Delbouille et al. 1973) ; no Kitt Peak spectrum is available in this wavelength region. We found an equivalent width of 0.29 pm, with an uncertainty of 10%.
A very weak Fe i line is known to exist coincident with the Au i line, with parameters λ = 312.2775 nm, E exc = 2.45 eV, log g f = −4.144 (Kurucz 1998) . Unfortunately, the oscillator strength is not reliable enough to make any serious estimate of the contribution to the equivalent width of the Au i line, and the spectrum is far too crowded in this region to employ the same strategy as we did for Cd i, where we relied on a number of other nearby faint Fe i lines.
The best available g f -value for the Au i line comes from Hannaford et al. (1981) , who obtained log g f = −0.95 ± 0.06 with lifetime and branching fraction measurements. The lifetime of Hannaford et al. for the upper level agrees perfectly with that obtained by Gaarde et al. (1994) using a similar technique.
Lead
Biémont et al. (2000) used one Pb i line, for which they had accurately derived the g f -value, to revise the solar Pb abundance. We use the same line and oscillator strength (Table 1 ), but our equivalent width is 0.855 ± 0.035 pm instead of 0.91 pm, derived anew for this paper by both direct measurement and spectrum synthesis. This line is situated in the outer red wing of an extremely strong line with contributions from Co i, Fe i and V i, and in the outer blue wing of a somewhat less strong Fe i line. The continuum is very difficult to determine in this crowded region, but a viable reference point can be found at 3683.8 Å. We rule out the large equivalent width of Biémont et al.; our spectral synthesis calculations confirm that their continuum placement is incorrect. Mashonkina et al. (2012) computed the effect of departures from LTE on the formation of this Pb i line at the centre of the solar disc, which are substantial. Between S H = 0 and S H = 1, the NLTE correction with the marcs model atmosphere varies from +0.15 to +0.07 dex. We adopt Mashonkina et al.'s preferred value of +0.12 dex, derived with S H = 0.1. At the time of AGSS09, no NLTE correction was available.
Thorium
The only reliable faint Th ii line lies at 401.9 nm, in the red wing of a much stronger Fe i line. It is also blended by Co i and V i lines, both with about the same wavelengths.
The best oscillator strength for the Th ii line comes from the accurate lifetime+branching fraction results of Nilsson et al. (2002) . Atomic data (wavelengths, HFS and g f -values) concerning the blends are known from the works of Learner et al. (1991) , Lawler et al. (1990) and Pickering & Semeniuk (1995) . Although the g f -value for the Co i line (log g f = −2.27 ± 0.04, E exc = 2.28 eV) is very accurate (Lawler et al. 1990) , the value for the V i blend (E exc = 1.80 eV) is probably less well known, even though Pickering & Semeniuk give log g f = −1.30 ± 0.04. The stated uncertainty is for the relative value with respect to the g f -values of two stronger V i lines, to which Pickering & Semeniuk compared this line. The absolute g f -values of these stronger lines come from from Kurucz (1998) , and are only known to about ±0.08 dex.
We measured the total equivalent width of the feature containing Th ii. We also computed the contributions of the Co i and V i blends from the g f -values above, and the abundances derived in Paper II, employing a number of different solar photospheric model atmospheres. The equivalent widths of the two blends predicted in this way are almost model-independent. We found predicted equivalent widths of 0.208 pm for the Co i blend, and 0.038 pm for the V i blend. As the total measured equivalent width is 0.56 pm, this leaves 0.314 pm for Th ii. We estimate the uncertainty of the Th ii contribution to be of order 20%, based on the uncertainty of the total measured equivalent width and the uncertainties of the Co i and V i contributions. Mashonkina et al. (2012) estimated small NLTE corrections of between +0.06 dex (S H = 0) and 0.00 dex (S H = 1) for this Th ii line, using the marcs model atmosphere. We adopt ∆ NLTE = +0.01 dex, corresponding to S H = 0.1 (Mashonkina et al.'s preferred value) . This NLTE correction was not available for AGSS09.
Derived solar elemental abundances
The detailed results for the different model atmospheres we used are presented in Table 1 , with each element individually discussed below. Line profiles produced in 3D generally show very good agreement with the observed spectrum; some examples are given in Fig. 1 .
Besides statistical errors in our derived abundances (which we specify as the standard deviation of the mean), we quantify three possible systematic errors arising from potential problems in the atmospheric and atomic modelling: departures from LTE, the mean photospheric temperature structure and atmospheric inhomogeneities. We add these in quadrature to the statistical errors to estimate overall uncertainties. Full details can be found in Paper I.
In the following we compare our derived abundances to CI chondritic abundances taken from the recent careful compilation and analysis of Lodders et al. (2009) . As we did in AGSS09, we renormalise these data to the photospheric abundance of silicon determined in Paper I (log Si = 7.51).
Below we often refer to the "3D effect" on the derived elemental abundances. We define this 3D effect as log 3D −log HM , i.e. the correction to bring the abundance computed with the HM model into agreement with the abundance obtained with our 3D model. Although this is not strictly just the effect of using a 3D model atmosphere rather than a 1D one (see Sec. 6 for a discussion), we use this definition because the HM model has been the de facto standard for abundance determinations in past decades. We note that other authors prefer to define the 3D effect as log 3D − log 3D to isolate the impact of the atmospheric inhomogeneities. We argue however that differences in the mean stratification arising from the treatment of convection should be considered when evaluating the full impact of using 3D models rather than 1D ones.
Copper
Our 3D+NLTE copper abundance is log Cu = 4.18 ± 0.05 (±0.02 stat, ±0.04 sys).
The 3D effect on these lines is rather small; with the HM model the abundance is 4.21. Interestingly, accounting for departures from LTE as computed by Shi et al. (2014) slightly increases the line-to-line scatter (σ = 0.03 and 0.05 dex, respectively) but the net effect on the Cu abundance is small (−0.01 dex). Our Cu abundances in 3D and with HM are not too different from the results of Shi et al. (2014; 4.19 ± 0.10 , from ten lines), 4.16±0.08 , from six lines) and Sneden & Crocker (1988; 4. 12, from two lines). We do not reproduce the rather large difference in abundance found by Shi et al. (2014) between the low and high excitation lines with the HM model. However, our sample only includes one of the low excitation lines used by those authors. Our adopted value agrees reasonably well with the meteoritic abundance (log Cu = 4.25 ± 0.04; Lodders et al. 2009 ).
Zinc
Our 3D+NLTE zinc abundance is log Zn = 4.56 ± 0.05 (±0.03 stat, ±0.04 sys).
We note that the abundance only varies by 0.026 dex when we go from S H = 0.1 to 1. The mean NLTE correction is also Fig. 1 . Example spatially and temporally averaged, disk-centre synthesised line profiles (blue dashed), shown in comparison to the observed FTS profile (solid green). The solar gravitational redshift was removed from the FTS spectrum. The synthesised profiles have been convolved with an instrumental sinc function and fitted in abundance; wavelength and intensity normalisations have been adjusted for display purposes. Note that the plotted profiles are the 3D LTE ones, whereas the quoted abundance in each panel accounts also for the predicted 1D NLTE correction (if available). Line-by-line differences between Zn abundances obtained with the 3D and 3D models, and between those obtained with the 3D and HM models. Trendlines give equal weight to each line (unlike our mean abundances, where we give larger weights to better lines). Right: Line-by-line differences between abundances obtained with the 3D and 3D models, and between those obtained with the 3D and HM models. very small: −0.02 dex. Zn i is one of the few species where the HM model gives a slightly lower abundance than the 3D model: log Zn = 4.53. Referring to Fig. 2 , we see that this is essentially due to two strong lines only, indicating that the microturbulence adopted in 1D is probably too high, or possibly that Doppler broadening due to convection is insufficient in the 3D case. Curiously, these two lines return an abundance approximately 0.1 dex larger with the 3D model than any 1D model, including 3D . This leads to pronounced trends with line strength and excitation potential, although the significance of the trends is debatable given the small number of lines. These are precisely the two lines for which we renormalised oscillator strengths to the scale of Kerkhoff et al. (1980) , but this operation amounts to a change of just 0.01 dex, so cannot explain the 0.1 dex offset. Another possibility is that the NLTE corrections may have been underestimated for these high-forming lines, given that they were computed using a 1D model atmosphere, but it seems difficult to believe that this could be a 0.1 dex effect. Our results are in good agreement with the LTE result of Biémont & Godefroid (1980b;  log Zn = 4.56 with the HM model), and with Sneden & Crocker's result (1988; log Zn = 4.62, based on two lines only). Our final abundance also overlaps the meteoritic one (log Zn = 4.63 ± 0.04; Lodders et al. 2009 ).
Gallium
For Ga we find log Ga = 3.02 ± 0.05 (pure systematic error) from the sole Ga i 417.2 nm line. This value is about 0.2 dex higher than the earlier estimates by Ross & Aller (1970) and Lambert et al. (1969) , but agrees with the meteoritic abundance (log Ga = 3.08 ± 0.02; Lodders et al. 2009 ) to within the mutual uncertainties.
Germanium
For Ge we derive log Ge = 3.63 ± 0.07 (pure systematic error), in reasonable agreement with Biémont et al. (1999) and the meteoritic abundance (log Ge = 3.58 ± 0.04; Lodders et al. 2009 ).
Arsenic
We rechecked the two lines at 299.1 and 303.2 nm used previously by Gopka et al. (2001) and could not derive any meaningful abundance, because of the very heavy blending. For this reason, and the unreliable nature of the g f -values for these lines, we conclude that the As abundance cannot be reliably derived from the solar photospheric spectrum.
Rubidium
With our chosen data, we find log Rb = 2.47 ± 0.07 (±0.06 stat, ±0.05 sys).
This value is 0.10 dex lower than the abundance obtained with the HM model. We note however that the 780.0 nm line leads to an abundance 0.11 dex larger than the 794.7 nm line, suggesting that an unknown blend might contribute about 25% of its equivalent width. Lambert & Mallia (1968) and Hauge (1972a) analysed these same two lines. Hauge found log Rb = 2.60, in pretty good agreement with Lambert & Mallia's log Rb = 2.63. Our derived Rb abundance is quite a bit lower than both of these values but still significantly above the CI meteoritic value (log Rb = 2.36 ± 0.03; Lodders et al. 2009 ).
Strontium
Gratton & Sneden (1994) concluded that the Sr i lines lead to an abundance of log Sr = 2.75, much smaller than the Sr ii lines (log Sr = 2.97). However, found good agreement between Sr i and Sr ii with the same HM atmospheric model, using their new damping parameters. Their final abundance was log Sr = 2.92 ± 0.05.
Our 3D+NLTE results are log Sr = 2.80 ± 0.06 (1σ scatter, Sr i) and log Sr = 2.85 ± 0.08 (1σ scatter, Sr ii). Abundances from the two ionisation stages now agree very well in NLTE, whereas in LTE they differ by a factor of two: 2.69 (Sr i) versus 3.02 (Sr ii). The mean 3D+NLTE Sr abundance, from all Sr i and Sr ii lines together, becomes log Sr = 2.83 ± 0.06 (±0.02 stat, ±0.05 sys).
This result is substantially lower (by 0.09 dex) than obtained by Barklem & O'Mara, which is also true for our HM-based value. Our recommended value still overlaps the meteoritic Sr abundance (log Zn = 2.88 ± 0.03; Lodders et al. 2009 ).
Yttrium
The new 3D LTE abundance is log Y = 2.21 ± 0.05 (±0.03 stat, ±0.04 sys).
As seen in Fig. 3 , the 3D effect is quite small except for stronger lines, which is as expected for a dominant species like Y ii. No appreciable trend can be seen in the 3D results, either in equivalent width or excitation potential. Our result agrees with both that of Hannaford et al. (1982, log Y = 2.24 ± 0.03) and the meteoritic abundance (log Y = 2.17 ± 0.04; Lodders et al. 2009 ).
Zirconium
The 3D LTE result from our Zr ii lines is log Zr = 2.59 ± 0.04 (±0.01 stat, ±0.04 sys).
We see from Fig. 4 and Table 1 that abundances from Zr ii lines, as expected for relatively high excitation lines of a dominant ionisation stage, are quite independent of the adopted photospheric model. The use of the HM model for example leads to exactly the same value of the mean abundance. From Table 1 , we also see a very large scatter and strong model-dependence in the Zr i results, as expected for a minor contributor. If we postulate that the four very weak Zr i lines that lead to the smallest abundance are the only Zr i lines that are not blended, these lines return a 3D abundance of log Zr = 2.32 ± 0.07 (1σ), 0.27 dex smaller than the value derived from the Zr ii lines. This difference may be explained by the very large NLTE effects on Zr i lines (Velichko et al. 2010 (Velichko et al. , 2011 .
Our new result is in perfect agreement with the Zr abundance found by Ljung et al. (2006) , from a smaller sample of seven Zr ii lines with wavelengths > 400 nm analysed in LTE with an older version of our 3D model. It also overlaps the meteoritic value (log Zr = 2.53 ± 0.04; Lodders et al. 2009 ) to within the mutual uncertainties. Caffau et al. (2011a) recently redetermined the solar abundance of Zr using their 3D model. Their 3D LTE result, log Zr = 2.62 ± 0.06, from a sample of 15 Zr ii lines, is slightly larger than ours. This can be explained by their use of the g f -values from Ljung et al. (2006) rather than the mean values we employ, by the different 3D models and by their use of a somewhat larger sample of Zr ii lines, including a number of doubtful lines that we suspect might be blended.
Niobium
We give the raw line-by line results of Nilsson et al. (2010) in the HM column of Table 1 , then give in the 3D column the implied 3D abundance for each line, when the 3D−HM correction we have derived here is applied. The final Nb abundance is log Nb = 1.47 ± 0.06, where we have retained the stated error of Nilsson et al. (2010) , as it is clear that systematics in the spectral synthesis fitting dominate the error budget in this case. In their paper Nilsson et al. (2010) give log Nb = 1.47 as the mean of their HM results, but from the results in their Table 8 for the four lines they recommend to use, the mean should be log Nb = 1.49. They gave a final recommended abundance of log Nb = 1.44 ± 0.06 after applying a −0.03 dex correction for 3D effects, based on the typical difference 3D−HM we reported for rare earth elements in AGSS09. The mean difference 3D−HM we see here for Nb ii is indeed −0.026 dex. The final abundance agrees with earlier HMbased one of Hannaford et al. (1985;  log Nb = 1.42 ± 0.06), and with the meteoritic abundance (log Nb = 1.41 ± 0.04; Lodders et al. 2009 ).
Molybdenum
We obtain a 3D abundance log Mo = 1.88 ± 0.09 (±0.06 stat, ±0.06 sys), in agreement with Biémont et al. (1983) and the meteoritic abundance (log Mo = 1.94±0.04; Lodders et al. 2009 ). The 3D effect is very large for these low-excitation lines of a minority neutral species: −0.16 dex, giving an abundance of log Mo = 2.04 with the HM model.
Ruthenium
Using our new 3D model and the experimental g f -values of Wickliffe et al. (1994) , the solar Ru abundance becomes log Ru = 1.75 ± 0.08 (±0.05 stat, ±0.07 sys). This is our recommended value, in good agreement with the result of Fivet et al. (2009) and the meteoritic value (log Ru = 1.76±0.03; Lodders et al. 2009 ). As can be seen in Fig. 5 , 3D effects on Ru i line formation are quite large: approximately −0.08 each from the mean temperature structure and the presence of inhomogeneities, for a total effect of −0.17 dex. No significant trends with equivalent width or excitation potential are evident.
Rhodium
From our two selected Rh i lines, we get log Rh = 0.89 ± 0.08 (±0.04 stat, ±0.07 sys), well below both the result of Kwiatkowski et al. (1982) and the meteoritic abundance (log Ru = 1.06 ± 0.04; Lodders et al. 2009 ). The 3D effect is very large (−0.17 dex on average), not surprisingly for a minority neutral species. The photospheric value we recommend is 0.02 dex smaller than in AGSS09.
Palladium
Our 3D LTE result for Pd is log Pd = 1.55 ± 0.06 (±0.02 stat, ±0.06 sys).
The 3D effect, −0.06 dex, is smaller than for the other minority species Rb, Zr, Mo, Ru and Rh, as the ratio ion/neutral is smaller for Pd. The Pd abundance derived with the HM model is log Pd = 1.61, somewhat lower than found by Xu et al. (2006;  log Pd = 1.66 ± 0.04), due in part to our more stringent line selection. Interestingly, our 3D abundance is substantially lower than the meteoritic one (log Pd = 1.65 ± 0.02; Lodders et al. 2009 ).
Silver
Our 3D LTE solar abundance of silver is log Ag = 0.96 ± 0.10 (±0.09 stat, ±0.06 sys), in agreement with the earlier value from Grevesse (1984;  log Ag = 0.94 ± 0.25), but well below the meteoritic abundance (log Ag = 1.20 ± 0.02; Lodders et al. 2009 ). The HM-based abundance is significantly larger (1.04), but the presence of atmospheric inhomogeneities, as opposed to the mean stratification, matters little.
Cadmium
Taking into account the large uncertainty on the measured equivalent width (W λ = 0.073 ± 0.021 pm) of the one Cd i line available, our 3D solar Cd abundance is log Cd = 1.77 ± 0.15 (pure systematic error).
The 3D effect is small: −0.03 dex. Our result is coincidentally in perfect agreement with that of Youssef et al. (1990;  log Cd = 1.77 ± 0.11), and also easily overlaps the meteoritic abundance (log Cd = 1.71 ± 0.03; Lodders et al. 2009 ).
Indium
We adopt the solar abundance of In suggested by Vitas et al. (2008) : log In = 0.80 ± 0.20.
Using the meteoritic abundance, the equivalent width of the In i contribution to the observed photospheric feature at 451.13 nm should be 0.055 pm, i.e. In i contributes < 20% of the observed faint photospheric line, which has W λ = 0.33 pm. In principle, the problems in the photosphere might be related to potentially large NLTE and/or 3D effects on In i line formation. If we assume (purely for the sake of argument) that the entire line is In i, then we confirm the high abundance value with the HM model: log In = 1.61. With the 3D model, we would instead find log In = 1.46, meaning that 3D effects are indeed large (−0.14 dex after rounding), but certainly not large enough to reconcile the abundance with the meteoritic value. Combining NLTE and 3D effects could never successfully explain the 0.8 dex difference between the photospheric and meteoritic abundances, confirming the conclusion of Vitas et al. (2008) that the photospheric line is severely blended.
Tin
Taking into account the error on the equivalent width of the single Sn i line we use (in addition to our standard error budget), the 3D result is log Sn = 2.02 ± 0.10 (pure systematic error).
With the HM model we obtained log Sn = 2.13, so the 3D effect is rather large: −0.11 dex. A very old solar abundance by Grevesse et al. (1968;  log Sn = 1.32) was revised by Lambert et al. (1969) with a new, more accurate g f -value, and then by Ross & Aller (1976) , resulting in log Sn = 2.0±0.4. Our result is very close to that of Ross & Aller (1976) , and is entirely consistent with the meteoritic abundance (log Sn = 2.07 ± 0.06; Lodders et al. 2009 ).
Antimony
Taking into account the large uncertainties of the equivalent width and the experimental g f -values, we find a solar Sb abundance of log Sb ≈ 1.5 ± 0.3. For this reason, we do not recommend any photospheric abundance of antimony.
Barium
For the Sun, the few available Ba ii lines have been analysed by Holweger & Müller (1974) , Rutten (1978) , Gratton & Sneden (1994) , Mashonkina et al. (1999) and Mashonkina & Gehren (2000) , among others. The most recent estimate of the solar abundance is log Ba = 2.21 (Mashonkina & Gehren 2000) .
We find a 3D+NLTE Ba abundance of log Ba = 2.25 ± 0.07 (±0.03 stat, ±0.07 sys), Our HM-based value is actually 0.07 dex lower. Both the HM and 3D results overlap the recommended value of Mashonkina & Gehren (2000) , as well as the meteoritic value (log Ba = 2.18 ± 0.03; Lodders et al. 2009 ).
Rare Earths (La to Lu) and Hafnium
As we explain in Sect. 4.21, we do not attempt a detailed 3D-based analysis of all the often-blended lines of rare Earth elements and Hf. Instead we rely on the careful work done by Lawler, Sneden and collaborators using 1D spectrum synthesis with the HM model, and simply correct their derived abundance with our predicted 3D-HM corrections for a subsample of lines (for each element, the lines behave very similarly in this respect so there is no need to compute the 3D effect for all lines). As expected for low excitation lines of a dominant species, the 3D−HM effect on all the rare Earth lines we investigated is small, varying from −0.01 to −0.04 dex. The 3D results for all elements La-Hf are summarised in Table 4 .
Updating the original Sm abundance of Lawler et al. for the new g f -values we describe in Sect. 4.21 leads to a small change in the HM abundance: log Sm = 0.99 instead of 1.00.
Our 3D LTE result for Eu, log Eu = 0.49, is 0.03 dex lower than the recent LTE Eu solar abundance found by Mucciarelli et al. (2008;  log Eu = 0.52), using their own 3D model. Our recommended Eu abundance however also includes NLTE corrections of +0.03 dex from Mashonkina & Gehren (2000) , which cancel the 3D correction of −0.03 dex to bring our final result into (coincidentally) perfect agreement with those of both Mucciarelli et al. (2008) and Lawler et al. (2001b) .
With the 3D model, the one Tb ii line we retained returns log Tb = 0.31 ± 0.10. If we had kept all three lines analysed by Lawler et al. (2001c) , we would have obtained an abundance of log Tb = 0.24 ± 0.08.
Our new Hf abundance, log Hf = 0.85 ± 0.05, is in very good agreement with a recent result by Caffau et al. (2008) using their own 3D model: log Hf = 0.87 ± 0.04. Although the solar abundances of all elements from La to Lu are consistent with the meteoritic values (to within the mutual uncertainties), the solar abundance of Hf is quite a bit higher than the meteoritic one (log Hf = 0.71 ± 0.02; Lodders et al. 2009 ). Perhaps the most natural explanation would be erroneous g f -values for the Hf ii lines, but the experimental data from Lawler et al. (2007) appear reliable.
Tungsten
Updating the results of Holweger & Werner (1982) for the new g f -values we discuss in Sect. 4.22, the mean abundance becomes log W = 1.03. We further updated this result by computing the 3D−HM abundance corrections for these two lines: −0.19 dex. This is not surprising for these low excitation lines of a minor species (W ii/W i ∼ 10). The 3D LTE abundance of W thus becomes log W = 0.83 ± 0.11 (±0.03 stat, ±0.11 sys), where the systematic error includes both the regular sources (0.08 dex) and the error in the equivalent widths (0.07 dex), due to the fact that these lines are very weak (0.35 and 0.035 pm respectively, cf. Table 1 ). Even with spectral synthesis these lines are extremely difficult to reproduce accurately. Despite the large 3D effects, the solar tungsten abundance is substantially larger than seen in meteorites (log W = 0.65 ± 0.04; Lodders et al. 2009 ), similar to the case of Hf mentioned above.
Osmium
We find with our 3D model an Os abundance of log Os = 1.40 ± 0.05 (pure systematic error), in reasonable agreement with the meteoritic value (log Os = 1.35 ± 0.03; Lodders et al. 2009 ). The 3D effect is quite large: −0.09 dex.
An example of the problem with the Os i lines used in past analyses is seen in the results of Kwiatkowsky et al. (1984) : the dispersion is very large (σ = 0.15 dex), and the difference between the lowest and largest abundances is 0.42 dex. Recent results by Caffau et al. (2011b) , who used the lines and solar data of Kwiatkowsky et al. with their own 3D model, show a similarly unacceptable dispersion. Their result, log Os = 1.36 ± 0.19 dex, includes a striking difference of 0.71 dex between the lowest and largest abundance. We note that Caffau et al. used an obsolete value for the ionisation potential of Os i (8.7 eV), whereas the correct value is 8.4382 ± 0.0002 eV (Colarusso et al. 1997) . We estimate that their abundance results from Os i lines should therefore be increased by about 0.15 dex, to log Os = 1.51 ± 0.19 dex. This result is much larger than what we find here, as expected from the severely blended nature of some of their chosen lines.
Iridium
With our adopted equivalent width and g f -value, we find a 3D abundance of log Ir = 1.42 ± 0.07 (pure systematic error), where the error includes the uncertainty in the measured equivalent width (0.06 dex) and the combined contributions of the usual three systematics (0.04 dex). This abundance is in rather poor agreement with the meteoritic value (log Ir = 1.32 ± 0.02; Lodders et al. 2009 ). Our result is however consistent with previous determinations: Youssef & Khalil (1988) found log Ir = 1.38 ± 0.05, and the result of Drake & Aller (1976) goes from log Ir = 0.82 to log Ir = 1.37 when updated to the g f -value we adopt.
Gold
We find a 3D solar gold abundance of log Au = 0.91 ± 0.08 (pure systematic error), where we have incorporated the uncertainty in the equivalent width and g f -value into the final uncertainty. The 3D effect is small: −0.02 dex. Updating the HM spectrum synthesis result of Youssef (1986; log Au = 0.95) with the 3D−HM effect would lead to log Au =0.93, in excellent agreement with the value we obtain here. Our adopted gold abundance remains substantially higher than the meteoritic value (log Au = 0.80 ± 0.04; Lodders et al. 2009 ).
Lead
The LTE abundances of lead with the 3D and HM models are log Pb = 1.80 and 1.93, respectively; the 3D−HM effect is rather large, −0.14 dex after rounding. This is expected because Pb i is a minority species compared to Pb ii in the solar photosphere.
Taking into account the significant NLTE correction (+0.12 dex) of Mashonkina et al. (2012) , our final 3D abundance of Pb becomes log Pb = 1.92 ± 0.08 (pure systematic error). This is somewhat smaller than obtained by Biémont et al. (2000;  log Pb = 2.00 ± 0.06) with the HM model and an erroneously large equivalent width. Our photospheric Pb abundance is also substantially smaller than the corresponding CI meteoritic value (log Pb = 2.04 ± 0.03; Lodders et al. 2009 ).
Thorium
The 3D+NLTE solar abundance of Th is log Th = 0.03 ± 0.10 (pure systematic error), Table 4 . Average abundances implied by all lines of elements from Cu to Th. Abundances are given as the weighted mean across all lines in the given list, taking into account NLTE corrections for Zn i, Sr i, Sr ii, Ba ii, Eu ii, Pb i and Th ii. Zr i is shown in brackets because we do not consider this result reliable enough to include in our final adopted abundance. Note that because all means were computed using abundances accurate to three decimal places, entries in the columns 8 and 9 differ in some cases from the differences between the entries in columns 3-5. We also give our final recommended solar photospheric abundance of each element, compared with the abundance in CI chondritic meteorites (Lodders et al. 2009 , normalised to the silicon abundance determined in Paper I). where the error budget is dominated by the uncertainty in our adopted equivalent width. Given the overall uncertainty, the photospheric abundance of Th is consistent with the meteoritic value (log Th = 0.06±0.03; Lodders et al. 2009) . With the HM model, the abundance would be log Th = 0.07.
Our 3D LTE abundance is 15% smaller than the corresponding LTE result of Caffau et al. (2008) , who found log Th = 0.08± 0.03 with their 3D model. The 0.06 dex difference with our LTE result can be explained by our improved, model-independent estimation of the contributions of the blends by Co i and V i. In our opinion the stated uncertainty of Caffau et al. underestimates the uncertainty of the total contribution of Th ii to the overall equivalent width.
Other heavy elements
Many other elements such as Se, Br, Kr, Te, I, Xe, Cs, Ta, Re, Pt, Hg, Tl, Bi and U are not present in the solar photospheric spectrum. For most of them, the meteoritic abundances have to be adopted as the de facto solar abundances. For Kr and Xe however, solar abundances can be estimated from interpolation of the theoretical s-process production rates. The values for Xe and Kr in Table 4 have been taken from AGSS09. For Tl, a line of Tl i is present in the sunspot spectrum, but heavily blended. This line has been used by Lambert et al. (1972) to derive a very uncertain solar Tl abundance: log Tl = 0.72-1.07. We shall adopt log Tl = 0.9 ± 0.2.
Discussion
In some species of the heavy elements we see large differences between the abundances derived with the 3D model and the four 1D models. The easiest way to understand these differences is to separate the elements into two groups: majority (most of the element is in this ionisation stage, in most cases the once ionised species) and minority (mostly neutral species of elements with relatively low ionisation energy). For majority elements with weak, low-excitation lines, the 3D effect and the differences between the various model atmospheres are small (of order 10% or lower), as these lines form rather deep in the photosphere and are not strongly sensitive to temperature. In this group we find Nb ii, Cd i, the rare Earths, Hf ii, Ir i, Au i and Th ii. It is clear that the lines of these tracers are not very sensitive to the temperature structure of the model atmosphere: in the rather deep layers where these lines are formed, the mean temperature structures of the different models are quite similar. However, for majority elements with stronger lines such as Zn i, Sr ii, Y ii, Zr ii and Ba ii, we see that the 3D effects and dependence on the model atmosphere often become much larger. These lines are formed significantly higher in the photosphere, where the mean temperature structure of the model atmospheres differ far more.
For the minority elements Cu i, Ga i, Ge i, Rb i, Sr i, Mo i, Ru i, Rh i, Pd i, Ag i, Sn i, W i, Os i and Pb i, all lines are extremely temperature-sensitive. This is why we observe large differences in abundance results from these lines with different model atmospheres. These differences however depend subtly on the characteristics of each line, and its mean optical depth of formation. We caution that such lines are likely sensitive to departures from LTE, which in most cases have been explored theoretically neither in 1D nor 3D. Lambert et al. (1972) We will comment on the agreement between photospheric and meteoritic abundances in more detail in future work, so we restrict ourselves here to some brief comments. Ignoring the noble gases (in which CI chondritic meteorites are heavily depleted), the photospheric excesses of 0.10 dex or more that we see relative to the CI chondrites for Rb, Hf, W, Ir and Au might be due to unidentified blends and/or continuum placement. For Rh, Pd, Ag and Pb, which are under-abundant in the Sun compared to meteorites, one might postulate unidentified or underestimated NLTE effects: the photospheric lines we have used of Rh i, Pd i, Ag i and Pb i are rather low-excitation lines of minority species, so are expected to be prone to NLTE effects.
Comparison with previous solar abundance compilations

Conclusions
In this paper we have redetermined the solar abundances of almost every element from Cu to Th, using a new, highly realistic 3D hydrodynamic model of the solar atmosphere. In most cases we have based our determination on a full reanalysis of the relevant lines in the solar spectrum, including the latest atomic data and extremely demanding line selection. We have accounted for departures from LTE wherever such corrections exist. In some cases, where other authors have already performed very detailed and careful analyses based on full spectrum synthesis, we have computed the net impact on the relevant lines of using our 3D model, and adjusted the previous 1D results accordingly. Together with the results of Papers I and II, the results we present here make up the first fully complete, detailed and homogeneous analysis of the medium-and-heavy-element (Z > 8) composition of the Sun. 
