A family A ⊂ P[n] is said to be an antichain if A ⊂ B for all distinct A, B ∈ A. A classic result of Sperner shows that such families satisfy |A| ≤ n ⌊n/2⌋ , which is easily seen to be best possible. One can view the antichain condition as a restriction on the intersection sizes between sets in different layers of P[n]. More generally one can ask, given a collection of intersection restrictions between the layers, how large can families respecting these restrictions be? Answering a question of Kalai [8], we show that for most collections of such restrictions, layered families are asymptotically largest. This extends results of Leader and the author from [10] .
Introduction
A family A ⊂ P[n] is said to be an antichain if A ⊂ B for all distinct A, B ∈ A. A classic result in extremal combinatorics is Sperner's theorem [12] , which shows that any such family A has size at most n ⌊n/2⌋ . This is easily seen to be best possible. This result has been hugely influential, having numerous interesting applications and extensions (for example, see [3] and [4] for an overview of some of these directions).
q|A \ B| = p|B \ A| for all distinct A, B ∈ A. Note that the Sperner condition corresponds to taking p = 0 and q = 1. In [10] , an asymptotically tight answer was given for all ratios p : q, showing that one cannot improve on the 'obvious' example, namely the q − p middle layers of P[n]. 
Up to the o(1) term, this is best possible. Indeed, the proof of Theorem 1.1 in [10] also gives the exact maximum size of such A for infinitely many values of n.
Here we will view the Sperner condition from a slightly different perspective.
Definition A family A ⊂ P[n] satisfies an x ij -pairwise restriction between layers i and j of the cube if |A \ B| = x ij for all A ∈ A (i) and B ∈ A (j) .
Both the Sperner and tilted Sperner conditions can be viewed as collections of pairwise restrictions between layers of the cube. Indeed, A is a Sperner family if and only if |A \ B| = 0 for all A ∈ A (i) and B ∈ A (j) whenever i < j. Similarly the tilted Sperner conditions can be viewed collections of pairwise restrictions; for example, a small calculation shows that A is a 1:2-tilted Sperner family if and only if |A \ B| = j − i for all A ∈ A (i) and B ∈ A (j) for some pairs {i, j} (those i < j which satisfy j ≤ 2i and 2j − i ≤ n). The main question we consider in this paper is the following: given a collection of pairwise restrictions between layers of the cube, how large can families respecting these restrictions be?
We represent a collection of pairwise restrictions by a pair (G, x), where G is a graph with vertex set {0, . . . , n} and x = (x ij ) is a vector whose coordinates are indexed by the edges of G. An edge ij of G indicates that there is a pairwise restriction between sets in [n] (i) and those in [n] (j) . The entry x ij of x corresponding to this edge ij then tells us what this restriction is:
Definition Let G be a graph on {0, . . . n} and let x ij ∈ [0, min(i, n − j)] for all ij ∈ E(G) with i < j.
A family A ⊂ P[n] is a (G, x)-Sperner family if for every edge ij ∈ E(G), |A \ B| = x ij for all sets A ∈ A (i) and B ∈ A (j) .
We will be mainly concerned with the cases where i, j ≈ n/2 so that min(i, n − j) ≈ n/2 as by Chernoff's inequality ( [2] ), most elements of P[n] lie in this range.
In this language a Sperner family is just a (K n+1 , 0)-Sperner family. Similarly, a 1:2-tilted Sperner family is a (G, x)-Sperner family where ij ∈ E(G) ⇔ 2i ≥ j and 2j − i ≤ n and x ij = j − i for all edges ij ∈ E(G). Our main question can now be rephrased as follows: given G and x, how large can the (G, x)-Sperner families be?
One easy way to construct a large (G, x)-Sperner family is to take A to be a union of layers with no pairwise restrictions between them. Equivalently,
for an independent set I of G. This shows that we can always find a (G, x)-Sperner family of size at least
where here the maximum is taken over all independent sets I in G. We call w(G) the weight of G. Furthermore, for the Sperner and tilted Sperner conditions, w(G) actually gives the maximal size of Sperner and tilted Sperner families. Indeed, G = K n+1 for the Sperner condition so w(G) = n n/2 . Similarly the extremal family B 0 for the tilted Sperner conditions described in [10] have size exactly equal to the weight of the tilted Sperner graph. It is natural to ask whether w(G) always determines the size of all maximal (G, x)-Sperner families?
In general this is not true (an example is given at the end of Section 2). However our main result here shows that, with some small control on the values of x ij , all (G, x)-Sperner families A satisfy |A| ≤ (1 + o(1))w(G). Theorem 1.2. Let G be a graph on vertex set {0, . . . , n}. Suppose that for all edges ij of G with i < j, x ij ∈ {0, . . . , n/2 − 9(n log n)
Remark: While the condition on the values of x ij in Theorem 1.2 may seem artificial, an example will be given in the next section to show that in general, in order for the conclusion of the theorem to hold, it is necessary that x ij ∈ [0, n/2 − c(n log n) 1/2 ] for some c > 0.
We draw attention to the fact that with x as in Theorem 1.2, the maximum size of a (G, x)-Sperner family does not depend on what the pairwise restrictions are between different layers (the values of x ij ) but just whether there is one (i.e. whether ij ∈ E(G)), which we feel is quite surprising. Now note that it is easy to see that x satisfies the conditions of Theorem Note that the bound in Theorem 1.3 shows that |A| ≤ 2 n /n 1/2+o (1) , which up to the o(1) term is the size of the largest tilted Sperner family. It would be interesting to know whether the e 120(log n) 1/2 factor above can also be removed.
We will give two proofs of this result. The first gives a short proof using the density Hales-Jewett theorem but consequently gives an extremely weak upper bound on |A|. The second proof is more involved but improves this to give the bound stated in Theorem 1.3.
The proof of Theorem 1.2 is given in Section 2, followed by the proofs of Theorem 1.3 in Section 3. We conclude with some open problems. Throughout we omit floor and ceiling signs whenever they are not crucial for the sake of clarity. Our notation is standard. We write [n] for the set {1, . . . , n} and [a, b] for the interval {a, a+1, . . . , b}. For a set S, P(S) denotes the power set of S and S (k) = {A ⊂ S : |A| = k} denotes the k-sets of S.
(G, x)-Sperner families
Let G, x and A be as in the statement of Theorem 1.2. Our first step towards the proof of Theorem 1.2 will prove a technical lemma which has two purposes. The first is to find a chain of sets from P[n] with many elements in A so that two of these elements A and B lie in layers which have a pairwise restriction between them. The second is to ensure that A is 'locally dense' close to both of these elements. This will allow us to find sets in A close to A and to B which contradict the (G, x)-Sperner condition.
Below we make the convention that given a set A ⊂ [n] and σ ∈ S n , σ(A) denotes the set {σ(a) : a ∈ A}. We also say that two sets A 1 and A 2 are neighbours if
. Then there are sets S and T with
with |C i | = i for all i and a set I ⊂ [0, n] such that the following hold:
(ii)
Proof. We may assume that n > 2 15 as otherwise the statement of the theorem is trivial taking I = ∅.
consist of all i with |i − n/2| ≤ (n log n) 1/2 and let A be the collection of sets A in A with
Set n 1 = 2(n log n) 1/2 so that n = t + n 1 . To begin, choose a permutation σ ∈ S n uniformly at random and set
) and let C ′ be the chain
be the collection of sets B with B ∪ C ′ i ∈ A (i) and let N i = |B i | = β i t t/2 . Lastly, let X i denote the random variable which equal to N i if β i > 1 n and 0 otherwise. Now as σ ∈ S n is chosen uniformly at random, each element A ∈ [n] (i) is equally likely to appear in the form B ∪ C ′ i for some B ∈ T (t/2) . Since there are exactly t t/2 such choices for B, we have
This gives that E(N i ) = α i t t/2 and therefore
In order to ensure (ii) we will make a choice of σ according to a certain weighted function. Let Z denote the random variable Z = i∈I 0 (
Fix a choice of σ ∈ S n such that Z is at least as large as its expectation and let I 1 ⊂ I 0 consist of those i with X i = 0. By (5) we have
Furthermore, β i > 1 n for i ∈ I 1 by definition of X i . Now fix i ∈ I 1 . Take D i to be a maximal subset of B i with the property that every D ∈ D i has at least n 4/3 neighbours in D i and set
Indeed, for contradiction suppose that γ i ≥ 2 9 n 2/3 . For all A ∈ T (t/2+1) let y A be the number of sets E ∈ E i contained in A. Double counting, we have
so by the convexity of
Therefore on average elements of E i have at least γ i t 2 /2 4 neighbours. Now viewing E i as a graph in which elements are joined if they are neighbours we obtain a graph with average degree at least γ i t 2 /2 4 . But it is well known that any graph with average degree d contains a subgraph with minimum degree at least d/2. This gives a non-empty subset S i of E i in which every element has at least γ i t 2 /2 5 ≥ (2 9 /n 2/3 )(n/4) 2 /2 5 ≥ n 4/3 neighbours, where here we have used that t ≥ n/4 for n ≥ 2 15 . However adjoining S i to D i gives a subset of B i in which all elements have at least n 4/3 neighbours, contradicting the maximality of D i . Therefore γ i < 2 9 n 2/3 , as claimed.
n 2/3 for all i ∈ I 1 . We now find S ⊂ T as in the statement of lemma. For notational convenience we will assume that the permutation σ selected above was the identity, so that T = [1, t] and
Let n 2 be such that t = s + 2n 2 . Choose a permutation π ∈ S T uniformly at random and set S = π([1, s]), U − = π([s + 1, s + n 2 ]) and U + = π([s + n 2 + 1, s + 2n 2 ]). We will say that a set
. Note again that, as π ∈ S T is chosen uniformly at random, π(G) ∪ U + is equally likely to appear as any element of T (t/2) . Therefore, we have
Now fix i ∈ I 1 and let G i denote the collection of i-good sets and
, as π ∈ S T is chosen uniformly at random, we have
Now consider the random variable W = i∈I 1 n i Y G 0 ,i . By (10), we have
The second inequality here follows from (6) .
Pick π ∈ S T such that W is at least as large as its expectation in (11) . We can now choose the chain C as in the statement of the Lemma.
As these sets form a chain in P[n], we can find a maximal chain C = {C i : Remark: In particular, the proof of Theorem 2.2 in [5] gives that for η = 1/10 we can take ǫ = 1/400 above. Frankl and Rödl also showed that for general ρ ∈ [0, 1], we have |A||B| ≤ (4 − ρ 2 + O(ρ 3 )) n (see Corollary 2.4 in [5] ). In particular, for ρ ∈ [0, 1/10], |A||B| ≤ e −ρ 2 n/16 4 n .
Proof of Theorem 1.2.
We will prove the theorem with C = 2 200 . We may assume that n ≥ 2 300 since otherwise C n 2/3 2 n > 2 n and the conclusion is trivial. Let G and x be as in the statement of the theorem. Suppose for contradiction that A is a (G, x)-Sperner family with |A| > w(G) + C n 2/3 2 n . Applying Lemma 2.1 to A we find sets S and T , a chain C and a set I ⊂ [0, n] as in the Lemma. Now by Lemma 2.1 (ii) i∈I n i ≥ |A| − 2 10 n 2/3 2 n > w(G). But then by the definition of w(G), I cannot be an independent set of G. Therefore there exist ij ∈ E(G) with i, j ∈ I. But by Lemma 2.1 (i) C i and C j are in A. We now show that regardless of the value of x ij we can find sets in A (i) and A (j) which violate the (G, x)-Sperner condition. 
But since each set D k is an element of D i and by Lemma 2.1 (v) all sets in D i have at least n 4/3 neighbours in D i , there is a suitable choice for D k+1 , as required.
Since i, j ∈ I we have
and F ′ ∈ F j and these sets satisfy
Now we must have |(
for all such choices of F and F ′ . But as in Case I, this means that
, so by the bounds stated in remark following Theorem 2.2 we must have
But for n ≥ 2 300 this contradicts (12) .
This is similar to the previous case. Since i, j ∈ I we have
But again, from the bounds in the remark following the Theorem 2.2, we have
This case can be argued in the same way as Case IIIa by noting that |D \ D ′ | = x ij for all D ∈ D i and D ′ ∈ D j if and only if |D∩D ′ | = t/2−x ij and that t/2−x ij ∈ [8(n log n) 1/2 , n/4]. If |D∩D ′ | = t/2−x ij for all ij ∈ E(G) then again by the bounds stated after Theorem 2.2
t which again contradicts the sizes of D i and D j in Lemma 2.1 (iv).
Remark: While we have not pursued this here, we note that with a more involved version of Lemma 2.1 we can replace the term C n 2/3 2 n term appearing in Theorem 1.2 with a term of the form C log n n 2 n . We now show that some restriction on the values of x ij as in the statement of Theorem 1.2 is necessary. Indeed, take G = K n+1 and let
. Now take A ⊂ P[n] to be the family
Clearly we have |A∩B| > βn 1/2 for all A ∈ A (i) , B ∈ A (j) . Therefore |A\B| ≤ i−βn 1/2 ≤ n/2−βn 1/2 . This shows that A is a (G, x)-Sperner family. But it can be shown that for β > 1, |A| ≥ C −β 2 2 n for some fixed C > 1. Now taking β < c(log n) 1/2 for a small enough c > 0 gives a (G, x)-Sperner family of size significantly bigger than w(G).
Forbidding patterns between layers
As mentioned in the Introduction, our first proof of Theorem 1.3 is based on Furstenberg and Katznelson's density Hales-Jewett theorem [6] (see also [11] ). A set L ⊂ [k] n is said to be a combinatorial line if there exists a partition of
The set A is called the active coordinate set. 
First proof of Theorem 1.3. It is enough to prove the theorem when n is a multiple of 3 since the general case follows easily from it. Let n = 3m. We will identify P[n] = {0, 1} n with the set {0, . . . , 7} m via the map f : {0, 1} n → {0, . . . , 7} m , which sends x = (x 1 , . . . , x n ) ∈ {0, 1} n to f (x) = (y 1 , . . . , y m ) where Our second proof of Theorem 1.3 is again given by a Katona type averaging argument (see [9] ). However this time it is more involved owing to the fact that sets in the same level may forbid a different number of elements in P[n]. To control this we first break the set system into smaller pieces all of which behave similarly. We then carry out the averaging over these pieces.
Second proof of Theorem 1.3. We will again assume that n is a multiple of 3. We will prove the theorem with C = 100. We can assume that n ≥ 10 4 as otherwise 100e 120(log n) 1/2 ≥ n 1/2 and the result is immediate. Given a set A ⊂ [n] we let r A = |A ∩ [n/3]| − n/6 and s A = |A ∩ [n/3 + 1, n]| − n/3. Take B to be the subset of A with
From Chernoff's inequality we have |A \ B| ≤ (2n
so it suffices to show that
To prove (15) it clearly suffices to show that
Let K = n 1/2 /12. Fix i, j ∈ [−(log n) 1/2 /2, (log n) 1/2 /2] and pick the following:
• a set U ⊂ [n/3] of size K chosen uniformly at random,
• a set V ⊂ [n/3 + 1, n] of size 2K chosen uniformly at random,
• a random set S 2 ⊂ [n/3] \ V where each s ∈ [n/3 + 1, n] \ V is included in S 2 independently with probability p 2,j = 1/2 + 3j/n 1/2 .
Finally place a random ordering (u 1 , . . . , u K ) on the elements of U and a random ordering (v 1 , . . . , v 2K ) on the elements of
Having made these choices, for all k
Note that any two elements of C form a forbidden pair. Letting X k to be the indicator random variable which equals 1 if C k ∈ B i,j and 0 otherwise for k ∈ [0, K] this gives, for all choices of C,
Therefore taking the expectation of both sides of (17) and expanding we have
To complete the proof it suffices to show that for all B ∈ [n] i,j
Indeed, by (18) we would then have
which upon rearranging gives (16).
First notice that from our choices of U, S 1 , V and S 2
and
But |S 1 | and |S 2 | are binomially distributed with distributions Bin(n/3 − K, 1/2 + 6i/n 1/2 ) and Bin(2n/3 − 2K, 1/2 + 3j/n 1/2 ) respectively. Therefore applying Chernoff's inequality and using that |S 1 | and |S 2 | are independent random variables we have
The third inequality above follows since K ≤ n/12. Therefore to prove (19) it suffices to show that for all A, B ∈ [n] i,j
Indeed then for any B ∈ [n] i,j by (22)
which upon rearranging gives (19).
Suppose first A, B ∈ [n] i,j with r B = r A + 1 and s A = s B . Now
2K
.
This gives
Using the estimates (i) 1 + x ≤ e 2x valid for all x ∈ [0, 1] and (ii) e 2x ≤ 1 + x for x ∈ [−1/2, 0] together with 12|i|/n 1/2 ≤ 1/2, (23) gives
≤e −2k/(n/6+r A +1) e 2(K−k)/(n/6−r A −K+k) e 24|i|/n 1/2 e 24|i|/n 1/2 ≤e (n 1/2 /6)/(n/6−(n log n) 1/2 ) .e (n 1/2 /6)/(n/6−(n log n) 1/2 −n 1/2 /12) × e 12(log n/n) 1/2 e 12(log n/n) 1/2 ≤e 30(log n/n) 1/2 .
Similarly it can be shown that P(C k = A) P(C k = B) ≥ e −30(log n/n) 1/2 .
An identical argument gives that (24) and (25) hold if A, B ∈ [n] i,j with r A = r B and s A = s B + 1. Therefore given any two sets A and B in [n] i,j , by repeatedly using (24) and (25) to change r A to r B and s A to s B , we find that
≤ e 30(log n/n) 1/2 .(|r A −r B |+|s A −s B |) ≤ e 30(log n/n) 1/2 .(4L) = e 120(log n) 1/2 .
This gives (22) and therefore proves the theorem.
Concluding remarks
Let G and x be as in the statement of Theorem 1.2. Our original aim in this paper was to show that there exists a function f : (0, 1] → (0, 1] with f (α) → 0 as α → 0 such that the following holds: for n > n 0 if w(G) ≤ α2 n then |A| ≤ f (α)2 n for all (G, x)-Sperner families A. Thus the layered families control the size of all allowable families. Theorem 1.2 shows that this is true in a stronger form: we can actually take f (α) = (1 + o(1))α.
A natural question is the following: what happens if we replace the graph G in Theorem 1.2 by a 3-uniform hypergraph H on vertex set {0, . . . , n}? Here for each edge e = ijk of H we would forbid a fixed 'intersection pattern' P ijk between sets in A ∈ [n] (i) , B ∈ [n] (j) and C ∈ [n] (k) . This pattern would be described by the sizes of the intersections A ∩ B ∩ C, A ∩ B ∩ C c ,. . . , A c ∩ B c ∩ C c . Is it true that, as in Theorem 1.2, the maximum size of a (H, P)-Sperner family (those families which do not contain one of these patterns) can again be controlled by w(H) (where w(H) is defined as before)? That is, does a function f as above still exist for 3-uniform hypergraphs? If this is true then it is easily seen that some restrictions on values of the P ijk are needed, like those on x ij in Theorem 1.2 -for example, such patterns must satisfy |A ∩ B|, |A ∩ C|, |B ∩ C| ≫ α n 1/2 , |A ∩ B ∩ C| ≫ α 1 and |A c ∪ B c ∪ C c | ≫ α 1.
Lastly, it would be interesting to know whether the upper bound in Theorem 1.3 can be replaced by |A| ≤ (1 + o(1)) n n/2 .
