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Abstract
Let A be a C∗-algebra. For any Hilbert A-modules H and K, let L(H,K) be the set of adjointable
operators from H to K. Let H,K,L be HilbertA-modules, A,C ∈L(H,K) and B,D ∈L(L,H). In this
paper, we propose necessary and sufficient conditions for the existence of common hermitian and positive
solutions X ∈L(H) to the equations AX = C, XB = D, and obtain the formulae for the general forms
of these solutions. Some results, known for finite matrices and Hilbert space operators, are extended to the
adjointable operators acting on Hilbert C∗-modules.
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0. Introduction
Much progress has been made on the study of matrix equations for finite matrices [3,4,5,7,11],
Hilbert space operators [2] and elements of C∗-algebras [1]. Since the finite-dimensional spaces,
Hilbert spaces and C∗-algebras can all be regarded as Hilbert C∗-modules, one can study matrix
equations in a unified way in the framework of Hilbert C∗-modules. In this paper, we will study
the common hermitian and positive solutions to the equations
AX = C and XB = D, (0.1)
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where H,K,L are Hilbert C∗-modules, A,C ∈L(H,K) and B,D ∈L(L,H) are known,
while X ∈L(H) is unknown. In the finite-dimensional case, necessary and sufficient conditions
for the existence of a common solution, hermitian solution and positive solution, as well as
the general forms of these solutions can be found in [9,11,5], respectively. Recently, Dajic´ and
Koliha [2] studied the matrix equations (0.1) for Hilbert space operators, and obtained some new
results. Although two individual results concerning condition (4.3) in Theorem 4.2 and item (iii)
in Theorem 6.3 of [2] are incorrect, the ideas and the approach adopted in [2] are enlightening.
In fact, along the same lines of [2], most results of [2] can be extended from Hilbert spaces
to Hilbert C∗-modules. Some results, such as Lemma 2.1 and Lemma 5.1 in [2], are however
no longer true for Hilbert C∗-modules, since a bounded linear operator acting on a Hilbert C∗-
module may be not adjointable [6, p. 8], and a topologically complemented closed submodule
of a general Hilbert C∗-module may not be orthogonally complemented [6, p. 7]. The purpose
of this paper is, in the framework of Hilbert C∗-modules, to obtain the main results of [2] in a
correct version.
1. Preliminaries
1.1. Hilbert C∗-modules
In this section, we will recall some basic knowledge about Hilbert C∗-modules. We use [8,6]
for the general references of C∗-algebras and Hilbert C∗-modules, respectively. Roughly speak-
ing, a Hilbert C∗-module is an object like a Hilbert space except that the inner-product is not
scalar-valued, but takes its values in a C∗-algebra.
Definition 1.1. Let A be a C∗-algebra. An inner-product A-module is a linear space E which is
a rightA-module, together with a map E × E → A, (x, y) → 〈x, y〉 such that for any x, y, z ∈
E, α, β ∈ C and a ∈ A, the following conditions hold:
(i) 〈x, αy + βz〉 = α〈x, y〉 + β〈x, z〉;
(ii) 〈x, ya〉 = 〈x, y〉a;
(iii) 〈y, x〉 = 〈x, y〉∗;
(iv) 〈x, x〉  0, and 〈x, x〉 = 0 ⇐⇒ x = 0.
Definition 1.2. An inner-product A-module E, which is complete with respect to the induced
norm
‖x‖ = √‖〈x, x〉‖ for x ∈ E,
is called a (right) Hilbert A-module.
Suppose that H and K are two Hilbert A-modules, let L(H,K) be the set of all maps T :
H → K for which there is a map T ∗ : K → H such that
〈T x, y〉 = 〈x, T ∗y〉 for any x ∈ H and y ∈ K.
It is known that any element T of L(H,K) must be a bounded linear operator, which is also
A-linear in the sense that T (xa) = (T x)a for any x ∈ H and a ∈ A. We callL(H,K) the set
of adjointable operators from H to K . For any A ∈L(H,K), the range, the null space of A are
denoted by R(A) and N(A), respectively. By Theorem 3.2 in [6], we know that R(A) is closed if
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and only if R(A∗) is closed. In case H = K ,L(H,H) which we abbreviate toL(H), is a C∗-
algebra whose unit is denoted by IH . LetL(H)sa,L(H)+ be the set of hermitian and positive
elements ofL(H), respectively.
Remark 1.1. (1) Recall that an element a of a C∗-algebra A is said to be hermitian if a = a∗;
and positive, written a  0, if it is hermitian and its spectrum sp(a) lies in [0,+∞). It is known
that a is positive if and only a = b∗b for some b ∈ A. It follows that a  0 ⇒ x∗ax  0 for
any x ∈ A.
(2) Let A be a C∗-algebra and H be a Hilbert A-module. By Lemma 4.1 in [6] we know that
for any A ∈L(H),
A  0 ⇐⇒ 〈Aξ, ξ〉  0 for any ξ ∈ H.
Definition 1.3. Let H and K be two Hilbert A-modules, we say that a closed submodule F
of H is topologically complemented if there is a closed submodule G of H with H = F +
G, F ∩ G = {0} (briefly, H = F ⊕ G). Furthermore, F is said to be orthogonally complemented
if H = F ⊕ F⊥, where
F⊥ = {x ∈ H | 〈x, y〉 = 0 for any y ∈ F }.
By definition, if F is orthogonally complemented, then F is topologically complemented; but
the reverse is not true (see [6] for a counterexample). However, an exception is that every null
space of an element ofL(H,K) with closed range is orthogonally complemented, which can be
stated as follows:
Lemma 1.1 (cf. [6, Theorem 3.2]). Let H,K be two Hilbert A-modules, and A ∈L(H,K).
If A has closed range, then A∗ also has closed range. Furthermore, the following orthogonal
decompositions hold:
H = N(A) ⊕ R(A∗), K = R(A) ⊕ N(A∗). (1.1)
Remark 1.2. By Remark 1.1 in [10] we know that, R(A) is closed ⇐⇒ R(A∗) is closed ⇐⇒
R(AA∗) is closed ⇐⇒ R(A∗A) is closed.
1.2. Generalized inverses
Throughout the rest of this paper, A is a C∗-algebra. By a projection, we always mean an
idempotent and hermitian element of certain C∗-algebra.
Definition 1.4. Let H,K be two HilbertA-modules, A ∈L(H,K). The Moore–Penrose inverse
A† of A (if it exists) is an element X ofL(K,H) which satisfies
AXA = A, XAX = X, (AX)∗ = AX, (XA)∗ = XA. (1.2)
It is known that the Moore–Penrose inverse A† of A exists if and only if A has closed range
[10, Theorem 2.2]. In which case, A† exists uniquely so that (A†)∗ = (A∗)†. If in addition A  0,
then
A† = A†AA† =
(
A
1
2 A†
)∗ (
A
1
2 A†
)
 0.
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We list some other properties of the Moore–Penrose inverse A† as follows:
A†A and AA† both are projections; (1.3)
R(A†A) = R(A†) = R(A∗), so that A†AA∗ = A∗; (1.4)
R(AA†) = R(A), so that A∗AA† = (AA†A)∗ = A∗; (1.5)
The restriction of A† on R(A)⊥ is identically zero. (1.6)
Definition 1.5. Let H,K be Hilbert A-modules, and A ∈L(H,K). Let
A{1} = {X ∈L(K,H) |AXA = A}.
Any element A− of A{1} is called an inner inverse (or {1}-inverse) of A. In this paper, the notation
A− is reserved to denote an inner inverse of A.
Definition 1.6. Let H,K be two Hilbert A-modules, an element A of L(H,K) is said to be
regular if it has an inner inverse A− ∈L(K,H). It is easy to prove that A is regular if any only
if R(A) is closed.
2. Hermitian and positive solutions to the equation AX = C
Throughout this section, H,K are two Hilbert A-modules, and A,C are two elements of
L(H,K). Along the same lines as [2], we study the hermitian and positive solutions to the
following equation:
AX = C, (2.1)
where A,C ∈L(H,K) are known, while X ∈L(H) is unknown. Results, such as Theorems
3.1 and 5.2 in [2], are extended from Hilbert space operators to adjointable operators acting on
Hilbert C∗-modules. Since Lemmas 2.1 and 5.1 in [2] are no longer true for general Hilbert
C∗-modules, some modifications are made accordingly. Our main contribution in this section is
the construction of the idempotent Q (see (2.9) below), which enables us to simplify the proof of
Theorem 2.1 below.
For completeness, we state the following proposition. Its proof is trivial.
Proposition 2.1. Suppose that R(A) is closed. Eq. (2.1) has a solution X ∈L(H) if and only if
R(C) ⊆ R(A). In which case, the general solution is of the form
X = A−C + (IH − A−A)T , (2.2)
where T ∈L(H) is arbitrary.
Proposition 2.2. Suppose that R(A) is closed. Eq. (2.1) has a hermitian solution X ∈L(H)sa
if and only if R(C) ⊆ R(A) and CA∗ is hermitian. In which case, the general hermitian solution
is of the form
X = A−C + (IH − A−A)(A−C)∗ + (IH − A−A)T (IH − A−A)∗, (2.3)
where T ∈L(H)sa is arbitrary.
Proof. For a proof, see Theorem 3.1 in [2]. 
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Theorem 2.1 (cf. [2, Theorem 5.2]). Suppose that R(A) and R(CA∗) are closed. The equation
(2.1) has a positive solution X ∈L(H)+ if and only if
CA∗ is positive and R(C) = R(CA∗). (2.4)
In which case, the general positive solution is of the form
X = C∗(CA∗)−C + (IH − A−A)T (IH − A−A)∗, (2.5)
where T ∈L(H)+ is arbitrary, and C∗(CA∗)−C is a positive element, which is independent of
the choice of the inner inverse (CA∗)−.
Proof. (1) Suppose that X is a positive solution to AX = C. Then CA∗ = AXA∗ is positive.
Since X is positive, we know that for any ξ ∈ K ,
CA∗ξ = 0 ⇐⇒ AXA∗ξ = 0 ⇐⇒ XA∗ξ = 0 ⇐⇒ C∗ξ = 0.
It follows that N(CA∗) = N(C∗), so that
R(C) ⊆ N(C∗)⊥ = N(CA∗)⊥ = R((CA∗)∗) = R(CA∗),
hence R(C) = R(CA∗) as R(CA∗) ⊆ R(C) is obvious.
Conversely, suppose that (2.4) holds. Let X0 = C∗(CA∗)†C. Then X0  0 as CA∗  0, and
AX0 = AC∗(CA∗)†C = (CA∗)(CA∗)†C = C, so that X0 is a positive solution to AX = C. This
completes the proof that Eq. (2.1) has a positive solution if and only if (2.4) is satisfied.
(2) Suppose that (2.4) is satisfied. Let (CA∗)− be any inner inverse of CA∗. Then
(CA∗)†(CA∗)((CA∗)− − (CA∗)†)(CA∗)(CA∗)† = 0. (2.6)
Since R(C) = R(CA∗) and CA∗ is hermitian, we have
C∗(CA∗)†(CA∗) = C∗((CA∗)†)∗(CA∗)∗ = ((CA∗)(CA∗)†C)∗ = C∗.
Multiplying C∗ from left and C from right, by (2.6) we get
C∗((CA∗)− − (CA∗)†)C = 0, (2.7)
which shows that X0 = C∗(CA∗)−C is independent of the choice of the inner inverse (CA∗)−.
Let X be any positive solution to AX = C. Then A(X − X0) = 0 and X − X0 is hermitian,
so
X − X0 = (IH − A−A)(X − X0)(IH − A−A)∗. (2.8)
Since R(C) = R(CA∗), which is assumed to be closed, we know that C† exists. Let
Q = C∗(CA∗)−CC†A. (2.9)
It is easy to verify that QX0 = X0 and QA−A = Q, so
(IH − Q)X0 = 0, (IH − Q)(IH − A−A) = IH − A−A. (2.10)
Therefore, by (2.8) and (2.10) we get
(IH − Q)X(IH − Q)∗ = (IH − Q)(X − X0)(IH − Q)∗ = X − X0. (2.11)
Since X  0, the left side of the above equation ensures that X − X0  0. So if we let T =
X − X0, then T ∈L(H)+ and by (2.8) we have
6 Q. Xu / Linear Algebra and its Applications 429 (2008) 1–11
(IH − A−A)T (IH − A−A)∗ = T .
The assertion that X has a form of (2.5) follows from (2.8).
Conversely, a direct verification shows that every operator with the form of (2.5) is a positive
solution to the equation AX = C. 
Remark 2.1. In the finite-dimensional case, by using the canonical form of a matrix under equiv-
alence, Li [7] studied the hermitian and positive solutions to Eq. (2.1). The representations of the
general solutions given in [7] are different from ours.
3. Common hermitian and positive solutions to the equations AX = C and XB = D
Throughout this section, H,K and L are HilbertA-modules. We study the common hermitian
and positive solutions to the following equations:
AX = C, XB = D, (3.1)
where A,C ∈L(H,K) and B,D ∈L(L,H) are known, while X ∈L(H) is unknown. When
A,B have closed ranges, as in the finite-dimensional case (see [9, Theorem 1.2.8] for example),
it is easy to check that Eq. (3.1) have a common solution X ∈L(H) if and only if
AA−C = C, DB−B = D and AD = CB. (3.2)
In which case, the general common solution is given by
X = A−C + DB− − A−ADB− + (IH − A−A)T (IH − BB−),
where T ∈L(H) is arbitrary.
The purpose of this section is, along the same lines as in [2], to put forward the concrete
representations of the common hermitian and positive solutions to Eq. (3.1).
Lemma 3.1 (cf. [2, Lemma 4.1]). Let U ∈L(H,K) and V ∈L(H,L) have closed ranges. Then
the regularity of any one of the following operators implies the regularity of the remaining three
operators
M = V (IH − U−U), N = U(IH − V −V ),
(
U
V
)
,
(
V
U
)
.
In which case, an inner inverse of
(
U
V
)
is given by
(
U
V
)−
= (U− − (IH − U−U)M−VU− (IH − U−U)M−). (3.3)
Theorem 3.2 (cf. [2, Theorem 4.2]). Let A,C ∈L(H,K) and B,D ∈L(L,H). Suppose that
A,B and M = B∗(IH − A−A) have closed ranges. Let S = D∗ − B∗A−C. Eq. (3.1) have a
common hermitian solution X ∈L(H)sa if and only if
AA−C = C, (IL − MM−)S = 0, (3.4)
AD = CB, AC∗ and B∗D are hermitian. (3.5)
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In which case, the general common hermitian solution is given by
X = A−C + (IH − A−A)M− S
+ (IH − A−A)(IH − M−M)(A−C + (IH − A−A)M− S)∗
+ (IH − A−A)(IH − M−M)T (IH − M−M)∗(IH − A−A)∗, (3.6)
where T ∈L(H)sa is arbitrary.
Proof. (1) Let U =
(
A
B∗
)
,V =
(
C
D∗
)
and W = VU∗ =
(
CA∗ CB
(AD)∗ D∗B
)
. Clearly Eq. (3.1)
have a common hermitian solution if and only if UX = V has a hermitian solution, if and only
if UU−V = V and W is hermitian (see Proposition 2.2). By Lemma 3.1, it is easy to verify
that
UU−V = V ⇐⇒ AA−C = C and (IL − MM−)(D∗ − B∗A−C) = 0,
and W is hermitian if and only if AD = CB,CA∗ and D∗B both are hermitian.
(2) Suppose that (3.4) and (3.5) are satisfied. Then by Proposition 2.2, we know that any
hermitian solution X to (3.1) is of the form
X = U−V + (IH − U−U)(U−V)∗ + (IH − U−U)T (IH − U−U)∗ (3.7)
for some T ∈L(H)sa . A direct application of (3.3) shows that
U−V = A−C + (IH − A−A)M−S,
IH − U−U = (IH − A−A)(IH − M−M),
and hence (3.6) follows. 
Remark 3.1. Conditions (3.4) and (3.5) were stated in (4.3) of Theorem 4.2 in [2] except that
the condition (IL − MM−)S = 0 was replaced with DB−B = D. It is true that Eq. (3.1) have a
common hermitian solution if and only if UX = V has a hermitian solution. Since a non-hermitian
solution toXB = D may fail to be a solution toB∗X = D∗, we know that a non-hermitian solution
to (3.1) may fail to be a solution to UX = V. Therefore, the condition that (IL − MM−)S = 0
cannot be changed to DB−B = D.
Corollary 3.3. Let A,B,C,D,M and S be as in Theorem 3.2. Suppose that A,B and M have
closed ranges. Eq. (3.1) have a common hermitian solution X ∈L(H)sa if and only if
AA†C = C, (IL − MM†)S(IH − A†A) = 0, (3.8)
AD = CB, AC∗ and MS∗ are hermitian. (3.9)
Proof. Suppose that AD = CB and AC∗ is hermitian, then
SA∗ = D∗A∗ − B∗A−CA∗ = (AD)∗ − B∗A−AC∗
= B∗C∗ − B∗A−AC∗ = B∗(IH − A−A)C∗ = MC∗.
It follows that (IL − MM−)SA†A = 0 as R(A†A) = R(A∗) and (IL − MM−)M = 0, so
(IL − MM−)S = 0 ⇐⇒ (IL − MM−)S(IH − A†A) = 0. (3.10)
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Furthermore, conditions AD = CB and AC∗ = CA∗ ensure that
MS∗ = B∗D − (B∗C∗(A−)∗B + (B∗C∗(A−)∗B)∗) + B∗A−(AC∗)(B∗A−)∗,
so that
B∗D is hermitian ⇐⇒ MS∗ is hermitian. (3.11)
Finally,
AA−C = C ⇐⇒ R(C) ⊆ R(A) ⇐⇒ AA+C = C,
(IL − MM−)S(IH − A†A) = 0 ⇐⇒ (IL − MM†)S(IH − A†A) = 0.
In view of (3.4), (3.5), (3.10) and (3.11), the conclusion holds. 
Remark 3.2. The finite-dimensional case of the above corollary was proved in [11] in a different
way.
From now on, we turn to the study of the common positive solutions to Eq. (3.1).
Lemma 3.4. LetZ =
(
A B
C D
)
∈L(H ⊕ K),whereA ∈L(H), B ∈L(K,H), C ∈L(H,K)
and D ∈L(K). Suppose that
A has closed range, AA−B = B and CA−A = C.
Let F = D − CA−B be the generalized Schur complement of Z. Then Z is regular if and only
if F is regular. In which case, an inner inverse of Z is given by
Z− =
(
A− + A−BF−CA− −A−BF−
−F−CA− F−
)
. (3.12)
Proof. For a proof, see Lemma 2.2 in [2]. 
Remark 3.3. Suppose that A = A∗ and C = B∗. If AA−B = B, then R(B) ⊆ R(A) so that
AA†B = B, hence
C = B∗ = B∗(A†)∗A∗ = B∗(A∗)†A∗ = CA†A.
It follows that CA−A = (CA†A)A−A = CA†A = C. By Lemma 3.4, we have the following
corollary:
Corollary 3.5. LetZ =
(
A B
B∗ D
)
∈L(H ⊕ K),whereA ∈L(H)sa, B ∈L(K,H)andD ∈
L(K). Suppose that
R(A) is closed and AA−B = B. (3.13)
Let F = D − B∗A−B be the generalized Schur complement of Z. Then Z is regular if and only
if F is regular. In which case, an inner inverse of Z is given by
Z− =
(
A− + A−BF−B∗A− −A−BF−
−F−B∗A− F−
)
. (3.14)
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Lemma 3.6. LetZ=
(
A B
C D
)
∈L(H ⊕ K),whereA∈L(H), B∈L(K,H), C ∈L(H,K)
and D ∈L(K). Suppose that A has closed range. Let F = D − CA−B be the generalized Schur
complement of Z. Then Z is positive if and only if
D = D∗, C = B∗, A  0, AA−B = B and F  0. (3.15)
Proof. For a proof, see Lemma 2.3 in [2]. 
Remark 3.4. An alternative proof of the preceding lemma can be found in Corollary 3.5 of [10].
The main result of this section can be stated as follows:
Theorem 3.7 (cf. [2, Theorem 6.3]). Let A,C ∈L(H,K), B,D ∈L(L,H) such that
A, B, M
def= B∗(IH − A−A) are regular, (3.16)
CA∗, F def= D∗B − (CB)∗(CA∗)−CB are regular, (3.17)
CA∗ is hermitian, AD = CB, R(CB) ⊆ R(CA∗). (3.18)
Let G = D∗ − (CB)∗(CA∗)−C, so that F = GB. Then Eq. (3.1) have a common positive solu-
tion if and only if
(i) D∗B is hermitian, CA∗ and F are positive;
(ii) R(C) = R(CA∗) and R(G) = R(F).
In which case, the general common positive solution is given by
X = C∗(CA∗)−C + G∗F−G
+ (IH − A−A)(IH − M−M)T (IH − M−M)∗(IH − A−A)∗, (3.19)
where T ∈L(H)+ is arbitrary.
Proof. (1) Let U =
(
A
B∗
)
,V =
(
C
D∗
)
and W = VU∗ =
(
CA∗ CB
(AD)∗ D∗B
)
. By (3.16) and
Lemma 3.1 we know that U is regular; By (3.17), (3.18) and Corollary 3.5 we know that W is
regular. So by Theorem 2.1, we know that Eq. (3.1) have a common positive solution if and only
if the equation UX = V has a positive solution, if and only if W is positive and R(V) ⊆ R(W).
By Lemma 3.6 we know that W is positive if and only if condition (i) is satisfied. By assumption,
R(CB) ⊆ R(CA∗) so that (CA∗)(CA∗)−(CB) = CB, hence by Corollary 3.5 we have
WW−V =
(
(CA∗)(CA∗)−C
(IL − FF−)(CB)∗(CA∗)−C + FF−D∗
)
.
Therefore,
R(V) ⊆ R(W) ⇐⇒ WW−V = V
⇐⇒(CA∗)(CA∗)−C = C and (IL − FF−)G = 0
⇐⇒R(C) ⊆ R(CA∗) and R(G) ⊆ R(F)
⇐⇒R(C) = R(CA∗) and R(G) = R(F),
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which completes the proof that Eq. (3.1) have a common positive solution if and only if conditions
(i) and (ii) are satisfied.
(2) Suppose that conditions (i) and (ii) are satisfied. By Theorem 2.1 we know that the general
positive solution to UX = V has a form
X = V∗W−V + (IH − U−U)T (IH − U−U)∗ (3.20)
for some T ∈L(H)+. By (2.7) we know that C∗(CA∗)−C = C∗(CA∗)†C is positive, so
G∗ = (D∗ − B∗(C∗(CA∗)−C))∗ = D − C∗(CA∗)−CB.
By Corollary 3.5 and Lemma 3.1, it is easy to verify that
V∗W−V = C∗(CA∗)−C + G∗F−G, (3.21)
IH − U−U = (IH − A−A)(IH − M−M). (3.22)
The assertion that X has a form of (3.19) then follows from (3.21), (3.22) and (3.20). Further-
more, using the same technique as in the proof of (2.7), we can prove that G∗F−G = G∗F †G
for any inner inverse F− of F . 
Remark 3.5. Let V =
(
C
D∗
)
be as in the proof of Theorem 3.7. Then
R(V) =
{(
Ch
D∗h
) ∣∣∣∣ h ∈ H
}
⊆
{(
Ch1
D∗h2
)∣∣∣∣ h1, h2 ∈ H
}
def= R(C) ⊕ R(D∗).
It may happen that R(V) is contained in R(C) ⊕ R(D∗) properly, so the condition that
R(G) = R(F) cannot be replaced withR(D∗) = R(D∗B) as stated in item (iii) of Theorem 6.3 in
[2].
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