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ABSTRACT
When integrating the radiative transfer equation for polarized light, the necessity of high-order numer-
ical methods is well known. In fact, well-performing high-order formal solvers enable higher accuracy
and the use of coarser spatial grids. Aiming to provide a clear comparison between formal solvers,
this work presents different high-order numerical schemes and applies the systematic analysis proposed
by Janett et al. (2017), emphasizing their advantages and drawbacks in terms of order of accuracy,
stability, and computational cost.
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1. INTRODUCTION
The transfer of partially polarized light is described by
the radiative transfer equation
d
ds
I(s) = −K(s)I(s) + ǫ(s) ∶= F(s, I(s)) , (1)
where s is the spatial coordinate measured along the
ray under consideration, I is the Stokes vector, K is
the propagation matrix, and ǫ is the emission vector.
For notational simplicity, the frequency dependence of
the quantities is not explicitly indicated. Equation (1)
is a system of first-order coupled inhomogeneous or-
dinary differential equations for which analytical solu-
tions are available for a few simple atmospheric models
only (Semel & Lo´pez Ariste 1999; Lo´pez Ariste & Semel
1999), which explains the necessity for a numerical ap-
proach. Therefore, the ray path is discretized through
a spatial grid {sk} (k = 0, . . . ,N), where the index k
increases along the propagation direction. Assuming F
to be Riemann-integrable in the interval [sk, sk+1], one
integrates Equation (1) and obtains
Ik+1 = Ik +∫ sk+1
sk
F(s, I(s))ds , (2)
where the numerical approximation of a certain quan-
tity at node sk is indicated by substituting the explicit
dependence on s with the subscript k, for instance
Ik ≈ I(sk) .
Different approximations of the integral on the right-
hand side of Equation (2) yield different numerical meth-
ods. For the sake of generality, this paper presents the
different numerical methods in terms of the spatial coor-
dinate s. All numerical schemes presented here can be
straightforwardly formulated on geometrical or optical
depth scale. The numerical analysis given in the follow-
ing is not affected by this choice, unless otherwise speci-
fied. For instance, (Janett et al. 2017, hereafter referred
to as Paper I) explained that the use of the optical depth
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scale usually mitigates fluctuations of the propagation
matrix entries along the ray path, enforcing numerical
stability.
Efficient integration schemes for Equation (1) or (2)
are of particular importance. The urgency of high-
order well-behaved formal solvers has been soon recog-
nized in the community and considerable efforts have
been exercised in this direction. Wittmann (1974)
and Landi Degl’Innocenti (1976) first proposed high-
order Runge-Kutta methods, which were then classi-
fied as very accurate at the expense of computational
costs, because of the very small step size required
(Landi Degl’Innocenti 1976; Rees et al. 1989). There-
after, Bellot Rubio et al. (1998) presented the fourth-
order accurate (cubic) Hermitian method, showing its
suitability as a formal solver. Later on, Trujillo Bueno
(2003) argued that low-order schemes were inadequate to
face the formal solution, showing the unsatisfying perfor-
mance of DELO-linear (Rees et al. 1989) when applied
to self-consistent non-LTE calculations and attempting
to reach high-order convergence with DELOPAR. More
recently, De la Cruz Rodr´ıguez & Piskunov (2013) pro-
vided the fourth-order accurate DELO-Be´zier methods
and Steiner et al. (2016) mentioned the possibility of
using the high-order piecewise parabolic reconstruction
when presenting their piecewise continuous method.
The many different high-order methods may produce
some disorientation in the choice of a suitable formal
solver. Therefore, continuing the analysis started by Pa-
per I, this work attempts a clear characterization of the
main high-order formal solvers. Section 2 briefly presents
the famous Runge-Kutta class, paying particular atten-
tion to the classical Runge-Kutta 4 method. Section 3
introduces the linear multistep methods, focusing in par-
ticular on the Adams-Moulton family. Section 4 is dedi-
cated to Hermitian methods, where an insightful deriva-
tion of the cubic Hermitian method is presented. Sec-
tion 5 investigates the suitability of Be´zier curves for the
formal solution, highlighting an interesting connection to
Hermitian methods. Finally, Section 6 provides remarks
and conclusions, in an attempt to organize an effective
hierarchy among formal solvers.
22. RUNGE-KUTTA METHODS
Runge-Kutta methods form the best known class
of one-step numerical schemes for ordinary differential
equations. The formulas describing Runge-Kutta meth-
ods are abstracted away from the ideas of quadrature
and collocation (Frank & Leimkuhler 2012). The basic
idea of the Runge-Kutta methods is that there are many
ways to evaluate the integral in Equation (2), and those
methods all agree to low-order terms. The right combi-
nation of these gradually eliminates higher-order errors,
increasing the order of accuracy. The general form of
a p-stage (with p ≥ 1) Runge-Kutta method applied to
Equation (1) reads (Frank & Leimkuhler 2012)
Ik+1 = Ik + p∑
i=1
biki ,
where bi are the weights, and the so-called stage values
are given by
ki =∆skF⎛⎝sk + ci∆sk, Ik +
p∑
j=1
aijkj
⎞
⎠ , for i = 1, . . . , p ,
with ∆sk = sk+1 − sk. The coefficients [aij] form the
Runge-Kutta matrix and the nodes ci lie in the interval[0,1]. A deeper look into this class of numerical meth-
ods is given, for instance, by Deuflhard & Bornemann
(2002).
2.1. Runge-Kutta 4
The best known high-order scheme of this class is prob-
ably the classical Runge-Kutta 4 method (RK4) and its
application to the formal solution for polarized light was
already proposed by Landi Degl’Innocenti (1976). The
method is described by
Ik+1 = Ik + 1
6
[k1 + 2k2 + 2k3 + k4] , (3)
where the four stage values are given by
k1 =∆skF(sk, Ik) ,
k2 =∆skF(sk +∆sk/2, Ik + k1/2) ,
k3 =∆skF(sk +∆sk/2, Ik + k2/2) ,
k4 =∆skF(sk+1, Ik + k3) .
The right-hand side of Equation (3) does not contain the
term Ik+1 and RK4 is therefore classified as an explicit
method.
2.2. Order of accuracy
RK4 is well known for its fourth-order accuracy, as
indicated in Table 1, and its convergence analysis is eas-
ily found in the literature (e.g., Deuflhard & Bornemann
2002; Frank & Leimkuhler 2012). However, the quanti-
ties K and ǫ at the intermediate point sk +∆sk/2 must
be properly provided through interpolation. In order to
maintain fourth-order accuracy, one needs an interpola-
tion of degree q ≥ 3, i.e., at least cubic. A lower-order
interpolation would decrease the order of accuracy: a
parabolic interpolation results in a third-order accurate
method and a linear interpolation provides a second-
order accurate method.
An alternative strategy for providing accurate absorp-
tion and emission quantities at the intermediate point
is based on high-order interpolations of the atmospheric
model parameters, such as the temperature, the micro-
scopic and macroscopic velocities, and the strength and
orientation of the magnetic field. The quantitiesK and ǫ
at sk+∆sk/2 are then evaluated through the interpolated
thermodynamic parameters.
2.3. Stability
As explained in Paper I, the stability of a numerical
method is often deduced through the simple autonomous
scalar initial value problem (IVP) given by
y′(t) = λy(t) ,
y(0) = y0 , (4)
with λ ∈ C. The solution y(t) = y0eλt converges to zero
as t → ∞ for Re(λ) < 0. Defining z = λ∆t, where ∆t
denotes the cell width, the RK4 method applied to the
IVP (4) is recast into the form
yk+1 = φRK4(z)yk ,
where the stability function φRK4 reads
φRK4(z) = 1 + z + z2
2
+ z3
6
+ z4
24
.
Stability is guaranteed by the condition ∥φRK4(z)∥ < 1.
The stability region of RK4 presented in Figure 1a is
clearly bounded. This indicates that the method could
suffer from magnification of numerical errors for large
z values. This problem is relevant for optically thick
cells. In fact, the eigenvalues of the propagation op-
erator −K, which have real parts that are always neg-
ative, increase with the total absorption coefficient ηI
(Landi Degl’Innocenti & Landolfi 2004).
In order to face this problem, a hybrid technique can
be used. This strategy applies an A-stable method, e.g.,
the trapezoidal method, for optical thick cells, making
use of RK4 elsewhere. One correctly argues that this
hybrid technique possesses the lowest order of accuracy
among the used methods, i.e., second-order accuracy if
the trapezoidal method is chosen. However, the strong
attenuation induced by optically thick cells could reduce
the error propagation. In fact, this hybrid method main-
tains fourth-order convergence, as clearly shown in Fig-
ure 2 where it is labeled as Runge-Kutta 4.
Note that the assumption of a constant eigenvalue λ
in Equation (4) is a limitation of this simplified stability
analysis. In fact, variations of K along the integration
path usually affect the stability region of the numerical
method (see Paper I). Using an optical depth scale usu-
ally supports the assumption of a constant eigenvalue λ
in Equation (4).
2.4. Computational cost
As mentioned above, the RK4 method is explicit: it
avoids the additional solution of the 4 × 4 implicit lin-
ear system, which is required by implicit methods. This
fact could significantly reduce the total amount of com-
putational time required. When applied to the polarized
formal solution, RK4 has often been classified as com-
putationally costly, because of the very small step size
3required (Rees et al. 1989). In light of the previous sta-
bility analysis, one is led to believe that the requirement
of small numerical cells is mainly due to the bounded
stability region of the RK4 method and that the use of
a hybrid strategy should overcome this problem.
3. LINEAR MULTISTEP METHODS
One-step methods compute the Stokes vector Ik+1
solely on the basis of information about the preceding
Stokes vector Ik. In this sense, they have no memory,
i.e., they forget all of the prior information that has been
gained about the Stokes vector in previous steps. In con-
trast, multistep methods make use of the most recently
found Stokes vectors Ik−p+1, . . . , Ik (with p ≥ 1) for the
computation of Ik+1. In the linear multistep class, a p-
step method applied to Equation (1) can be always writ-
ten in the form
αk+1Ik+1 = − k∑
i=k−p+1
αiIi + k+1∑
i=k−p+1
βiFi , with p ≥ 1 . (5)
If βk+1 = 0, the numerical scheme is explicit, and
if βk+1 ≠ 0, the scheme is implicit. This class of
methods has been intensively investigated, in particu-
lar by the Swedish mathematician Germund Dahlquist
(1925-2005). With his famous first and second barri-
ers (Dahlquist 1956; Wanner 2006), he stated the lower
stability of explicit methods in this class. Moreover,
there are two main families of implicit linear multistep
methods: Adams-Moulton methods and Backward Dif-
ferentiation Formula methods. The latter are thought
to increase stability, but are not as accurate as Adams-
Moulton methods of the same order. Therefore, the im-
plicit Adams-Moulton family is discussed only, following
the adaptation to non-uniform spatial grids described by
Deuflhard & Bornemann (2002).
3.1. Adams-Moulton methods
The p-step Adams-Moulton’s method approximates
the integrand F in Equation (2) by the p-order Lagrange
polynomial
F(s, I(s)) ≈ k+1∑
i=k−p+1
Fiℓi(s) for s ∈ [sk, sk+1] ,
which matches the numerical values Fi = −KiIi + ǫi at
positions si. The Lagrange basis polynomials ℓi given by
ℓi(s) = ∏
k−p+1≤m≤k+1
m≠i
s − sm
si − sm ,
satisfy the relation ℓi(sj) = δij , where the Kronecker
delta δij is defined by
δij = {1 if i = j ,0 if i ≠ j .
The integral in Equation (2) can then be solved by
parts, yielding, after some algebra, a linear system of
the form of Equation (5). The presence of the term
Fk+1 in the Lagrange interpolation provides βk+1 ≠ 0,
indicating the method to be implicit. By contrast,
Adams-Bashford methods define the Lagrange interpo-
lation through Fk−p, . . . ,Fk, providing a linear system
with βk+1 = 0, which is therefore explicit.
At this point, one has to note the critical difference
between the Adams-Moulton family and the DELO fam-
ily discussed in Paper I. In the former, the Lagrange
polynomial approximates the integrand F, while in the
latter the interpolation is applied to the effective source
function. Nonetheless, the two different strategies share
similar convergence properties, because the local trunca-
tion error depends on the interpolation degree in both
cases.
Although outside the assumption p ≥ 1, it is habit to
include the p = 0 case in the Adams-Moulton family. In
this instance, the integrand in Equation (2) is approxi-
mated as F ≈ Fk+1. Doing so, one obtains the common
first-order accurate backward (or implicit) Euler method
(e.g., Deuflhard & Bornemann 2002).
Now, if the first-order Lagrange interpolant is used
to approximate the integrand F in Equation (2), one
obtains the famous second-order accurate trapezoidal
method as assessed in Paper I. Note that both the back-
ward Euler method and the trapezoidal method are one-
step methods, which also belong to the Runge-Kutta
class (see Section 2).
If a parabolic Lagrange interpolation is performed
through Fk−1, Fk, and Fk+1, one obtains the implicit
linear system given by
Φk+1Ik+1 =ΦkIk +Φk−1Ik−1 +Ψk+1 +Ψk +Ψk−1 , (6)
and the coefficients Φk−1, Φk, Φk+1, Ψk−1, Ψk, and
Ψk+1 are provided in Appendix A. The two-step numer-
ical scheme described by Equation (6) is called Adams-
Moulton 3 method.
A cubic Lagrange interpolation through Fk−2, Fk−1,
Fk, and Fk+1, provides the following implicit linear sys-
tem
Φk+1Ik+1 =ΦkIk +Φk−1Ik−1 +Φk−2Ik−2+Ψk+1 +Ψk +Ψk−1 +Ψk−2 , (7)
and the coefficients Φk−2, Φk−1, Φk, Φk+1, Ψk−2,Ψk−1,
Ψk, and Ψk+1 are provided in Appendix A. The three-
step numerical scheme described by Equation (7) is called
Adams-Moulton 4 method.
This family of formal solvers can be further expanded
by just increasing the interpolation degree of the in-
tegrand F. However, the complexity of the numerical
methods would increase and the expressions for the Φ
and Ψ coefficients would become gradually more cum-
bersome.
3.2. Order of accuracy
The local truncation error of the Adams-Moulton
methods is due to the fact that the integrand F in Equa-
tion (2) is approximated by a polynomial. A Lagrange
polynomial of degree p is known to be (p + 1)th-order
accurate. The resulting local truncation error satisfies
LA-M[p] ≈ O(∆sp+2) ,
indicating a p-step Adams-Moulton method as (p + 1)-
order accurate (see Paper I). Accordingly, the Adams-
Moulton 3 method described by Equation (6) is third-
order accurate, whereas the Adams-Moulton 4 method
described by Equation (7) is fourth-order accurate, as
summarized in Table 1 and a numerical confirmation is
given by Figure 2.
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Figure 1. Stability regions for a) the Runge-Kutta 4, b) cubic Hermitian, c) Adams-Moulton 3, and d) Adams-Moulton 4 methods. The
cubic Hermitian method shows A-stability, while all other methods have bounded stability regions.
3.3. Stability
The simple stability analysis performed above for one-
step methods cannot be applied to this class, because
of the multiterm contribution. Therefore, linear multi-
step methods require a more complex derivation of the
stability region (Frank & Leimkuhler 2012).
The numerical scheme given by Equation (5) applied
to the IVP (4) gives
k+1∑
i=k−p+1
αiyi = λ∆t k+1∑
i=k−p+1
βiyi ,
and, defining z = λ∆t, one gets
k+1∑
i=k−p+1
(αi − z βi)yi = 0 .
For any z, this is a linear difference equation with the
characteristic polynomial
k+1∑
i=k−p+1
(αi − z βi) ζi = 0 = ρ(ζ) − z σ(ζ). (8)
The stability region of a linear multistep method is the
set of complex values z for which all roots ζ of the poly-
nomial Equation (8) lie on the unit disk, i.e. ∣ζ ∣ ≤ 1, and
those with modulus one are simple. On the boundary of
the stability region, precisely one root has modulus one.
Therefore, an explicit representation for the boundary of
the stability region is given by
δS = {z = ρ(eiθ)
σ(eiθ)} , for θ ∈ [−π,π].
The stability regions of the Adams-Moulton 3 and
Adams-Moulton 4 methods are clearly bounded, as
shown by Figures 1c and 1d. As in the case of the RK4
method, stiffness could appear in optically thick cells,
imposing a reduction of the cell width or a switch to A-
stable methods to maintain convergence. Therefore, sta-
bility constraints are clearly a disadvantage when using
high-order Adams-Moulton methods. In this sense, the
second Dahlquist barrier clarifies the situation, stating
that an A-stable linear multistep method has an order of
accuracy p ≤ 2.
Although the use of optical depth usually supports the
assumption of a constant eigenvalue λ in Equation (4),
this assumption limits the validity of the stability anal-
ysis. An additional limitation is given by the fact that
the stability analysis of linear multistep methods assumes
a homogeneous discrete grid. Strongly variable meshes,
such as logarithmically spaced grids, could therefore alter
the stability conditions for linear multistep schemes.
3.4. Computational cost
As mentioned above, the Adams-Moulton methods are
implicit and require the solution of a 4×4 implicit linear
system. The similarity to the DELO methods suggests a
similar computational cost.
4. HERMITIAN METHODS
Adams-Moulton methods approximate the integrand
F in terms of Lagrange polynomials. However, the liter-
ature provides different interpolation strategies and the
set of suitable interpolants proposed by Auer (2003) for
the scalar formal solution includes Hermite polynomials.
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Figure 2. log-log representation of the global error for the Stokes vector components I,Q,U and V as functions of the number of points-
per-decade of the continuum optical depth for the trapezoidal, Adams-Moulton 3 and 4, and RK4 methods. The atmospheric model and
the spectral line parameters are identical to those described in Appendix C of Paper I and the error is calculated as described in Appendix
D of Paper I. Note that while the absolute value and the pre-asymptotic behavior depend on the specific atmospheric model, the order of
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Figure 3. Same as Figure 2, but for different methods, namely: the DELO-parabolic, quadratic and cubic DELO-Be´zier, and cubic
Hermitian methods.
6Given a set of points {xi} (i = 1, . . . , n), the Hermite
interpolation H does not match only a set of function
values {yi}, but also its derivatives, i.e.,
H(k)(xi) = y(k)i ,
for k = 0, . . . ,mi − 1 and i = 1, . . . , n. The minimal de-
gree q of the Hermite polynomial, which can satisfy the
conditions given above, is given by
q = n∑
i=1
mi .
This section focuses on the use of the cubic Hermi-
tian interpolation to approximate the integrand in Equa-
tion (2), where both grid values and first derivatives of F
are specified at the nodes sk and sk+1. If, in addition, the
second derivatives of F are available, the quintic Hermi-
tian interpolation can be used. However, the algorithm
complexity would increase, raising some doubts on its
suitability for the polarized radiative transfer problem.
4.1. Cubic Hermitian method
Here, the cubic Hermite interpolation is chosen to ap-
proximate F in Equation (2). For notational simplicity
one defines the normalized variable t ∈ [0,1] as
t = s − sk
∆sk
, for s ∈ [sk, sk+1] .
The cubic Hermite interpolation, approximating F inside
the interval [0,1], reads
F(t) ≈ Fk ⋅ (1 − 3t2 + 2t3) +F′k ⋅∆sk(t − 2t2 + t3)
+Fk+1 ⋅ (3t2 − 2t3) +F′k+1 ⋅∆sk(−t2 + t3) . (9)
In addition to the grid values Fk and Fk+1, the first
derivatives F′k and F
′
k+1 are also specified and Equa-
tion (9) provides the unique third-degree polynomial that
matches both node values and node first derivatives at
sk and sk+1. Moreover, the first derivative of F satisfies
F
′(s) = −K′(s)I(s) −K(s)I′(s) + ǫ′(s)
= [K(s)K(s) −K′(s)] I(s) −K(s)ǫ(s)+ ǫ′(s) ,
where Equation (1) is used to replace the Stokes vector
first derivative I′. Inserting numerical approximations,
the first derivatives F′k and F
′
k+1 can be written as
F
′
k = [KkKk −K′k] Ik −Kkǫk + ǫ′k ,
F
′
k+1 = [Kk+1Kk+1 −K′k+1] Ik+1 −Kk+1ǫk+1 + ǫ′k+1 .
Replacing the integrand F in Equation (2) with the cubic
Hermite interpolant given by Equation (9), one evaluates
the integral by parts. Making use of the previous identi-
ties for F′k and F
′
k+1 and performing some algebra, one
recovers the following implicit linear system
Φk+1Ik+1 =ΦkIk +Ψk+1 +Ψk , (10)
Table 1
Order of accuracy for different high-order methods
Formal solver Order of accuracy
Runge-Kutta 4 4
Adams-Moulton 3 3
Adams-Moulton 4 4
Cubic Hermitian 4
DELO-parabolic 3
Quadratic DELO-Be´zier 4
Cubic DELO-Be´zier 4
where
Φk = 1 − ∆sk
2
Kk +
∆s2k
12
[KkKk −K′k] ,
Φk+1 = 1 + ∆sk
2
Kk+1 +
∆s2k
12
[Kk+1Kk+1 −K′k+1] ,
Ψk = ∆sk
2
ǫk +
∆s2k
12
[ǫ′k −Kkǫk] ,
Ψk+1 = ∆sk
2
ǫk+1 −
∆s2k
12
[ǫ′k+1 −Kk+1ǫk+1] .
The one-step numerical method described by Equa-
tion (10) corresponds exactly to the one proposed by
Bellot Rubio et al. (1998), but here it is derived through
a different strategy. Moreover, the first derivatives K′
and ǫ′ are usually not provided by the problem and
must be numerically approximated. The accuracy of the
numerical derivatives could affect the order of accuracy
of the entire method and Bellot Rubio et al. (1998) first
opted for an expensive procedure based on cubic spline
interpolation. When considering a physical quantity u,
they also mentioned the possibility of calculating the nu-
merical first derivative u′k at the node sk, assuming a
parabolic dependence along sk−1, sk, and sk+1. The ex-
plicit formula adapted to a non-uniform spatial grid reads
u′k = wk−1uk−1 +wkuk +wk+1uk+1 , (11)
where
wk−1 = 1
∆sk+1 +∆sk
−
1
∆sk
,
wk = 1
∆sk
−
1
∆sk+1
,
wk+1 = 1
∆sk+1
−
1
∆sk+1 +∆sk
,
which is a second-order accurate approximation for the
first derivatives. Fritsch & Butland (1984) proposed an
alternative formula to recover second-order accurate first
derivatives for producing monotone piecewise cubic Her-
mite interpolants.
4.2. Order of accuracy
The local truncation error is due to the fact that the
integrand F is approximated by a cubic Hermite polyno-
mial. One can show that the cubic Hermite interpolant is
fourth-order accurate if the derivatives are at least third-
order, third-order if the derivatives are second-order,
and so on (Dougherty et al. 1989). Therefore, assuming
derivatives are at least third-order accurate, the global
7error scales as O(∆s4), indicating the cubic Hermitian
method as fourth-order accurate (see Table 1). In confir-
mation of this, Bellot Rubio et al. (1998) perform an al-
ternative convergence analysis, providing the same order
of accuracy. The local truncation error analysis based on
Taylor expansion proposed in Appendix B reveals that
second-order accurate numerical derivatives, such as, for
instance, the one given by Equation (11), are already suf-
ficient to maintain the fourth-order accuracy of the cu-
bic Hermitian method, as confirmed by Figure 3. How-
ever, De la Cruz Rodr´ıguez & Piskunov (2013) indicate
the cubic Hermitian method as third-order accurate. It
can be surmised that this is due to the first-order accu-
rate derivatives used in the method there, which are not
sufficient to maintain fourth-order accuracy.
4.3. Stability
The stability function of the cubic Hermitian method
is easily deduced through the IVP (4) and reads
φH(z) = 1 + z/2+ z2/12
1 − z/2+ z2/12 ,
with z = λ∆t. Stability is then given by the condition∥φH(z)∥ < 1. As displayed in Figure 1b, the stabil-
ity region contains the whole left-hand side of the com-
plex plane, indicating the cubic Hermitian method as A-
stable. Paper I argues that this is an important feature
to avoid numerical instability in the formal solution.
Once more, the assumption of a constant eigenvalue λ
in Equation (4) is a limitation for the stability analysis
because variations of K along the integration path af-
fect the stability region of the cubic Hermitian method.
The use of the optical depth scale usually supports the
assumption of a constant eigenvalue λ in Equation (4).
4.4. Computational cost
The cubic Hermitian method is implicit and it re-
quires the solution of the 4 × 4 linear system given
by Equation (10). The additional matrix-by-matrix
multiplications and the calculation of numerical deriva-
tives increase the computational effort. However,
Bellot Rubio et al. (1998) suggest that, when a certain
accuracy is required, the high accuracy of the cubic Her-
mitian method allows one to use coarser spatial grids,
reducing the total computational cost of the problem.
5. BE´ZIER METHODS
In addition to the Hermitian interpolation, Auer (2003)
mentioned the possibility of using Be´zier curves in the
formal solution, aiming to suppress spurious extrema.
These interpolations, named after Pierre Be´zier (1910-
1999), make use of the so-called control points (or
weights).
A Be´zier curve of degree q applied to the integrand F
in Equation (2) can be defined as
Bq(t) = q∑
i=0
PiBi,q(t) ,
where t ∈ [0,1], Pi are the control points, and the Bern-
stein polynomials Bi,q are given by
Bi,q(t) = (q
i
) ⋅ ti (1 − t)q−i .
°
°
°
°
P1
P2
P0
P3
Figure 4. The solid curve represents a cubic Be´zier curve with
the start point P0, the two weights P1 and P2, and the end point
P3. The dashed lines delimit the convex hull of the control points.
The first and the last control points define the start and
end points of the Be´zier curve, i.e.,
P0 = Fk , and Pq = Fk+1 .
All the remaining points, conventionally called weights,
are usually used to shape the curve. When aiming to in-
crease accuracy, Be´zier interpolants are usually forced to
be identical to Hermite interpolants by a proper tuning
of the weights. Moreover, a Be´zier curve always lies in
the convex hull of the control points, i.e., in the smallest
set that contains the line segment joining every pair of
control points. This property can be used to avoid the
creation of new extrema by adjusting the weights and it is
suitable to prevent spurious behavior near rapid changes
in the absorption and emission coefficients, preserving
monotonicity in the interpolation. An illustrative exam-
ple of a cubic Be´zier curve is given by Figure 4.
Be´zier methods are therefore based on interpolations
that avoid overshooting when treating intermittent quan-
tities and correspond to Hermitian interpolations when
considering smooth ones. This strategy is very similar to
the one proposed by De la Cruz Rodr´ıguez & Piskunov
(2013) for DELO-Be´zier methods, where the Be´zier inter-
polation is applied to the effective source function instead
of to F. The two different strategies share similar con-
vergence properties, because the local truncation error
originates from the polynomial approximation in both
cases. However, the strategy presented in this section
maintains a simpler form, avoiding the use of exponen-
tial functions and the problematic division of vanishingly
small quantities.
If the linear Be´zier curve, which is just a straight-
line, is used to approximate F inside the interval [0,1],
one simply obtains the trapezoidal method. However,
quadratic and cubic Be´zier interpolants deserve a deeper
investigation.
5.1. Quadratic Be´zier method
If the quadratic Be´zier curve is used to approximate F
inside the interval [0,1], one gets
F(t) ≈ Fk ⋅ (1 − t)2 +C ⋅ 2t(1 − t) +Fk+1 ⋅ t2 . (12)
While the grid values Fk and Fk+1 determine the start
and the end points of the curve, the presence of the con-
trol point C allows one to shape the Be´zier curve inside
8the interval. Auer (2003) proposed two different expres-
sions for the control point C, such that the quadratic
Be´zier curve corresponds to a quadratic Hermite polyno-
mial, namely,
C
(A) = Fk + ∆sk
2
F
′
k ,
C
(B) = Fk+1 − ∆sk
2
F
′
k+1 ,
intending to maximize the accuracy of the interpolation.
In fact, Auer (2003) points out that from the standpoints
of continuity and accuracy, Hermite interpolation is
preferred. Moreover, De la Cruz Rodr´ıguez & Piskunov
(2013) suggest that if both C(A) and C(B) can be com-
puted, it is desirable to take the mean, i.e.,
C = C(A) +C(B)
2
, (13)
recovering a more symmetric interpolation. Replacing
the integrand F in Equation (2) with the quadratic
Be´zier interpolant given by Equation (12) and inserting
the symmetric control point given by Equation (13), one
evaluates the integral by parts. Making use of the iden-
tities for F′k and F
′
k+1 given in the previous section and
performing some algebra, one recovers the implicit lin-
ear system described by Equation (10). Therefore, the
obtained method corresponds exactly to the cubic Her-
mitian method, sharing its order of accuracy, stability,
and computational cost properties.
This result intuitively explains the fourth-order accu-
racy obtained by the quadratic DELO-Be´zier method de-
scribed by De la Cruz Rodr´ıguez & Piskunov (2013), for
which the complexity of the method prevents an analyt-
ical prediction of the order of accuracy.
5.2. Cubic Be´zier method
If the cubic Be´zier curve is used to approximate F in-
side the interval [0,1], one gets
F(t) ≈ Fk ⋅(1−t)3+C˜k ⋅3t(1−t)2+C˜k+1⋅3t2(1−t)+Fk+1⋅t3 . (14)
The cubic Be´zier curve is forced to be identical to the cu-
bic Hermite polynomial given by Equation (9) by adopt-
ing the following control points,
C˜k = Fk + ∆sk
3
F
′
k ,
C˜k+1 = Fk+1 − ∆sk
3
F
′
k+1 .
Therefore, if the integrand F in Equation (2) is replaced
by the cubic Be´zier curve given by Equation (14) with
the control points specified above, the resulting implicit
linear system corresponds, once again, to the one given
by Equation (10).
6. CONCLUSIONS
This paper exposes and compares different high-order
candidate methods for the numerical evaluation of the
radiative transfer equation for polarized light. The per-
formed analysis highlights the advantages and the weak-
nesses of the considered numerical schemes, allowing
some objective assessments.
The explicit RK4 method is fourth-order accurate. In
this scheme, one has to provide the propagation matrix
and the emission vector at an intermediate node in the
computational cell. In order to maintain high-order ac-
curacy, these quantities must be obtained through high-
order interpolations. RK4 suffers from instability when
treating optically thick cells. This fact could impose a re-
duction of the cell width, because instabilities either lead
to a deterioration of accuracy or prevent convergence.
This problem is circumvented by a hybrid technique that
switches to the A-stable trapezoidal method when stiff-
ness appears. RK4 remains competitive through the
force of its reduced computational cost, because it avoids
the solution of the 4 × 4 linear system.
The multistep Adams-Moulton strategy reaches high-
order accuracy. In this work, the third-order and fourth-
order Adams-Moulton methods are exposed. Both meth-
ods share similar accuracy and instability issues with the
RK4 method, but they are computationally more expen-
sive. Moreover, a p-step method requires the p most
recently found Stokes vectors. No clear improvement
is brought with respect to RK4: therefore this class of
methods is not recommended for the high-order numeri-
cal evaluation of Equation (1).
The cubic Hermitian method, first applied to the po-
larized radiative transfer by Bellot Rubio et al. (1998),
seems to be a good candidate, because of its fourth-order
accuracy and A-stability. Moreover, the first derivatives
K
′ and ǫ′ must be provided, and this is usually done
through interpolation: here, a parabolic interpolant is
sufficient to maintain fourth-order accuracy. A possible
weakness of this method is the computational cost: the
matrix-by-matrix multiplications required and the cal-
culation of numerical derivatives described above could
significantly increase the total computational effort.
Regarding Be´zier methods, some considerations are
necessary. First of all, the high-order convergence of
Be´zier methods is guaranteed by forcing the Be´zier inter-
polants to be identical to the corresponding degree Her-
mite interpolants when approximating F in Equation (2)
and providing at least second-order accurate derivatives.
Second, the usefulness of Be´zier polynomials lies in their
ability to remove spurious extrema. This feature is fun-
damental when reconstructing positive physical quan-
tities from discrete values (e.g., Auer 2003; Ibgui et al.
2013), but its effective benefit when approximating the
integrand F in Equation (2) has not yet been proven.
Third, the detection of local extrema requires conditional
if...else statements, which burden the algorithm. In view
of the absence of explicit supporting results, the use of
Be´zier polynomials in the numerical integration of Equa-
tion (1) is not supported.
The DELO family also provides different high-order
formal solvers. Provided the same considerations pre-
viously made for Be´zier methods, quadratic and cubic
DELO-Be´zier methods usually perform as fourth-order
accurate methods (see Figure 3 and Table 1). Pa-
per I also explains that the DELO strategy is thought
to remove stiffness from the problem. However, a
deeper stability comparison with the A-stable cubic
Hermitian method remains to be explored. More-
over, DELO methods always require the evaluation
of coefficients, which include exponential terms, mak-
ing the algorithm more involved (e.g., the problem-
9atic division of vanishingly small quantities described by
De la Cruz Rodr´ıguez & Piskunov 2013).
The effective performance of the numerical methods
when dealing with realistic atmospheric models remains
to be explored.
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APPENDIX
A. ADAMS-MOULTON COEFFICIENTS
The coefficients of the Adams-Moulton 3 method,
Equation (6), are given by
Φk−1 = −Φk−1Kk−1 ,
Φk = 1 −ΦkKk ,
Φk+1 = 1 +Φk+1Kk+1 ,
Ψk−1 = Φk−1ǫk−1 ,
Ψk = Φkǫk ,
Ψk+1 = Φk+1ǫk+1 ,
with
Φk−1 = − ∆s3k
6∆sk−1(∆sk−1 +∆sk) ,
Φk = −∆sk(3∆sk−1 +∆sk)
6∆sk−1
,
Φk+1 = ∆sk(3∆sk−1 + 2∆sk)
6(∆sk−1 +∆sk) .
The coefficients of the Adams-Moulton 4 method, Equa-
tion (7), are given by
Φk−2 = −Φk−2Kk−2 ,
Φk−1 = −Φk−1Kk−1 ,
Φk = 1 −ΦkKk ,
Φk+1 = 1 +Φk+1Kk+1 ,
Ψk−2 = Φk−2ǫk−2 ,
Ψk−1 = Φk−1ǫk−1 ,
Ψk = Φkǫk ,
Ψk+1 = Φk+1ǫk+1 ,
with
Φk−2 =
∆s3k(∆sk + 2∆sk−1)
12∆sk−2(∆sk−2 +∆sk−1)(∆sk−2 +∆sk−1 +∆sk)
,
Φk−1 = −∆s
3
k(∆sk + 2∆sk−1 + 2∆sk−2)
12∆sk−2∆sk−1(∆sk−1 +∆sk) ,
Φk =
∆sk
12∆sk−1(∆sk−2 +∆sk−1)[(∆sk + 2∆sk−1 +∆sk−2)
2
+∆s2k−1 + (∆sk−1 +∆sk−2)2 − 2∆s2k−2] ,
Φk+1 =
∆sk
36(∆sk−1 +∆sk)(∆sk−2 +∆sk−1 +∆sk)
⋅ [(3∆sk + 4∆sk−1 + 2∆sk−2)2
+ 2(∆sk−1 + 2∆sk−2)(∆sk−1 −∆sk−2)] .
B. NUMERICAL DERIVATIVES FOR THE CUBIC
HERMITIAN METHOD
Section 4 anticipates that second-order accurate nu-
merical derivatives for K and ǫ are sufficient to maintain
fourth-order accuracy with the cubic Hermitian method.
Without loss of generality, one assumes a purely absorb-
ing medium, i.e., ǫ = 0. In the local truncation error
analysis the numerical values of the propagation ma-
trix are considered as exact, namely K(sk) = Kk and
K(sk+1) = Kk+1, and one assumes that I(sk) = Ik. Let
the Stokes vector be three times differentiable, allowing
its third-order Taylor expansion
I(sk+1) = I(sk) + hI′(sk) + h2I′′(sk)/2 + h3I′′′(sk)/6 +O(h4) ,
where, for notational simplicity, one denotes ∆s = h.
Moreover, let the propagation matrix be twice differen-
tiable, allowing the following Taylor expansions
K(sk+1) =K(sk) + hK′(sk) + h2K′′(sk)/2 +O(h3) ,
K
′(sk+1) =K′(sk) + hK′′(sk) +O(h2) .
Next, one inserts these Taylor expansions in the analyt-
ical homogeneous version of Equation (10), namely
Φ˜k+1I(sk+1) = Φ˜kI(sk) ,
with
Φ˜k = 1 − h
2
K(sk) + h
2
12
[K(sk)K(sk) −K′(sk)] ,
Φ˜k+1 = 1 + h
2
K(sk+1) + h
2
12
[K(sk+1)K(sk+1) −K′(sk+1)] .
Making use of the identities
I
′(sk) = −K(sk)I(sk) ,
I
′′(sk) = −K′(sk)I(sk) −K(sk)I′(sk) ,
I
′′′(sk) = −K′′(sk)I(sk) − 2K′(sk)I′(sk) −K(sk)I′′(sk) ,
one performs some algebraic manipulation. The cancel-
lation of all the terms until third-order in h indicates
the method as fourth-order accurate. It must be stressed
that the first derivative of the propagation matrix is only
first-order Taylor-expanded. Second-order accuracy in
the numerical derivatives for K indicates that
K
′
k −K′(sk) = O(h2) ⇒ K′k =K′(sk) +O(h2)
K
′
k+1−K′(sk+1)=O(h2)⇒K′k+1=K′(sk)+hK′′(sk)+O(h2) ,
introducing only second-order perturbations. Therefore,
second-order accurate numerical approximations for K′k
and K′k+1 are found to be sufficient to maintain fourth-
order accuracy in the cubic Hermitian method.
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