On annular maps of the torus and sublinear diffusion by Dávalos, Pablo
On annular maps of the torus and sublinear diffusion
Pablo Da´valos
Abstract
There is a classification by Misiurewicz and Ziemian [MZ89] of elements in Homeo0(T
2)
by their rotation set ρ, according to wether ρ is a point, a segment or a set with nonempty
interior. A recent classification of nonwandering elements in Homeo0(T
2) by Koropecki and
Tal was given in [KT], according to the itrinsic underlying ambient where the dynamics
takes place: planar, annular and strictly toral maps. We study the link between these
two classifications, showing that, even abroad the nonwandering setting, annular maps are
characterized by rotation sets which are rational segments. Also, we obtain information on
the sublinear diffusion of orbits in the -not very well understood- case that ρ has nonempty
interior.
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1 Introduction
A very useful tool for understanding the dynamics of a homeomorphism f of a surface M in
the isotopy class of the identity is the rotation set ; a topological invariant which is a subset
of H1(M,R) and roughly consists of asymptotic homological velocity vectors of points under
iteration.
It was first introduced by H. Poincare´ [Poi52] as the rotation number of circle homeomor-
phisms, and in this case he proved that, from the topological point of view, the rotation number
leads to a complete classification of the dynamics. The concept was later extended for home-
omorphisms of any manifold [Sch57, MZ89, Pol92, Cal05] or even for metric spaces [Mat97].
For the case of surfaces there exist results relating the dynamics of a homeomorphism with its
rotation set; for example showing that certain vectors with rational coordinates in the rotation
set imply the existence of periodic orbits for f [Fra95, Mat97], and showing that ‘large’ rotation
sets have positive topological entropy [LM91, Mat97].
In this article we deal with the case M = T2. For any lift f̂ : R2 → R2 of f , the rotation
set of f̂ , denoted ρ(f̂), is defined as the set of accumulation points of sequences of the form(
f̂ni(xi)− xi
ni
)
i∈N
where mi →∞ and xi ∈ R2, and it is known to be a compact, convex subset of H1(T2,R) ' R2
[MZ89]. An interesting fact about the rotation set is that it prompts a classification of the set
Homeo0(T
2) of homeomorphisms of T2 homotopic to the identity into three (disjoint) cases,
depending wether the rotation set is:
(i) a set consisting of a single point;
(ii) a compact segment;
(iii) a set with nonempty interior.
In case (i) we say that f is a pseudorotation. Pseudorotations have been thoroughly stud-
ied. For example, in [Ja¨g09b] it is given a Poincare´-like classification theorem for conservative
pseudorotations, and in [KT12b] a classification theorem is given for rational pseudorotations,
that is, for the case that ρ(f̂) is a single rational vector. Also, in [KT12a, Fay02, BCJR09] are
constructed examples with exotic dynamical properties.
In case (iii) it is known that f must have positive entropy [LM91], any vector in ρ(f̂) is
realized by a minimal set [MZ89], and any rational vector in the interior of ρ(f̂) is realized by a
periodic orbit [Fra95]. Thus, an interesting mechanism for creating entropy and (infinitely many)
periodic orbits is given by the creation of (at least three) points with non-colinear asymptotic
velocity vectors. Worth to mention, the only known examples in case (iii) are polygons or
“infinite polygons” with a countable set of extremal points [Kwa92, Kwa95].
For case (ii) it is conjectured in [FM90] that the only possible examples are rational segments,
meaning segments of rational slope containing rational vectors, and segments of irrational slope
containing a rational endpoint. For the latter case, an example in [Han89] attributed to Katok
gives essentially the unique mechanism known to the author to produce examples with such
a rotation set. Examples with rational segments are an analog of twist maps for elements in
Homeo0(T
2), and they have been recently studied. For example, results concerning dynamical
models and the existence of periodic orbits associated to any rational vector in ρ(f̂) include
[KK08, GKT12, Da´v13].
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Aside this classification given by the rotation set, a recent new classification for the non-
wandering elements in Homeo0(T
2) was given in [KT]. In that article, it is shown that any
nonwandering element of Homeo0(T
2) falls in one of the following categories:
(a) there is k ∈ N such that Fix(fk) is fully essential, that is, T2 \ Fix(fk) is a union of
topological open discs.
(b) f is annular : there is k ∈ N and a lift F : R2 → R2 of fk such that the deviations in the
direction of some nonzero v ∈ Z2 are uniformly bounded:
−M ≤ 〈Fn(x)− x, v〉 ≤M for all x ∈ R2 and n ∈ Z.
(c) f is strictly toral. This roughly means that the dynamics of f cannot be embedded in the
plane or the annulus, and also, the ‘irrotational’ part of the dynamics is contained in ‘elliptic
islands’ (below we explain this concept precisely).
In case (a) the dynamics of f takes place essentially in the plane, as the set T2 \Fix(fk) can
be embedded in the plane.
In case (b) it is easy to see that there is a finite covering of T2 such that the lift of f to this
covering has an invariant annular set (see for example Remark 3.10 in [Ja¨g09a]), so that in some
sense the dynamics of f in a finite covering is embedded in an annulus. The notion of annular
homeomorphism is equivalent to saying that f is rationally bounded in the sense of [Ja¨g09a].
For case (c), let us first explain the notion of essential points for a nonwandering homeomor-
phism. An essential set K ⊂ T2 is a set which is not contained in a topological open disc. A
point x ∈ T2 is essential for f if the orbit of every neighborhood of f is an essential subset of
T2. Roughly speaking, this means that x has a weak form of rotational recurrence. The set of
essential points for f is denoted Ess(f), and the set of inessential points is Ine(f) = T2 \Ess(f).
The precise statement of item (c) is the following: the set Ess(f) is nonempty, connected and
fully essential, and Ine(f) is the union of pairwise disjoint bounded open discs. Therefore, if f
is strictly toral, there is a decomposition of the dynamics into a union Ine(f) (possibly empty)
of periodic bounded discs which can be regarded as “elliptic islands”, and a fully essential set
Ess(f) which carries the “rotational” part of the dynamics.
Case (c) is disjoint from cases (a) and (b). However, cases (a) and (b) intersect (the identity
belongs to both). In order to distinguish “planar from annular” we make the following definition.
We say that a homeomorphism f is planar if either f belongs to case (a) or the orbits of (any
lift to R2 of) f are uniformly bounded. Also, we say that f is strong annular if f is annular
and is not planar.
We therefore have that the set of nonwandering elements of Homeo0(T
2) is a disjoint union
of planar, strong annular and strictly toral maps.
There exist some links of course between these two classifications in the nonwandering case.
Let us see how cases (i), (ii), (iii) fall into the categories of planar, strong annular and strictly
toral.
For case (iii), namely if ρ(f̂) has nonempty interior, it is clear that f cannot be annular. It
cannot either be planar, as in [KT] it is shown that planar maps are irrotational : ρ(f̂) = {(0, 0)}.
Therefore in case (iii) f is strictly toral.
As for case (i), an irrational pseudorotation (that is, when ρ(f̂) is a totally irrational vector)
is analogously seen to be strictly toral. If f is a rational pseudorotation, then f might be either
planar (e.g. the identity), strictly toral (see §1.2 in [KT12b] for an example1), and it is not
1Such example is a non-wandering map with a unique invariant measure supported on a fixed point. In
contrast, in [Tal13] it is shown that an irrational pseudorotation which preserves a measure with full suport
cannot be strictly toral.
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known wether f may be strong annular (see Question 3 in [Tal13]). Finally, if ρ(f̂) is a vector
which is neither rational nor totally irrational, then f may be either strong annular (e.g. a rigid
translation) or strictly toral (as is Furstenberg’s example [Fur61]).
The options for case (ii) are either strong annular or strictly toral. As we mentioned above,
the only known examples are rational segments and segments with irrational slope containing a
rational endpoint. Note that if any other example may exist, it cannot be annular and therefore
it must be strictly toral. The case of a segment with irrational slope containing a rational
endpoint is also strictly toral, and rational segments may of course be realized by annular maps
(e.g. the twist-like map (x, y) 7→ (x, y+ sin(2pix))). The question wether rational segments may
or may not be realized by strictly toral maps remained open.
Figure 1: Link between the classifications of Misiurewicz-Ziemian and Koropecki-Tal. Double
arrows represent implications, and single arrows existence of examples. “Semirat. PR” stands
for the pseudorotations which are neither rational nor irrational.
Summarizing, the only two remaining open questions in this direction are the following:
1. If f is a non-wandering pseudorotation, can f be strong annular?
2. If ρ(f̂) is a rational segment, can f be strictly toral?
A negative answer to Question 2 was given in [GKT12] in the area preserving case.
One of the objectives of this work is to contrubute to understanding the link between these
two classifications by giving a negative answer to Question 2, even abroad the nonwandering
setting, namely, for any element of Homeo0(T
2). This is given by the following.
Theorem A. If ρ(f̂) is a segment with rational slope containing rational points, then f is
annular.
Another purpose of this article is to give a (very small) step in understanding case (iii);
the case when ρ(f̂) has nonempty interior. As we said, the only known examples are polygons
or “infinite polygons” with a countable set of extremal points. It is also not known if there
are convex subsets of R2 which are not realizable as rotation sets. The next theorem gives us
information about the sublinear diffusion of displacements away from the rotation set, in the
case that ∂ρ(f̂) ⊂ R2 contains a rational segment S. Note that without loss of generality we
may assume that the segment S is contained in a line with rational slope passing through the
origin in R2 (see Section 2.2 for the basic properties of the rotation set), and the next theorem
then tells us that displacements must be uniformly bounded in the direction orthogonal to S
and outwards ρ(f̂).
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Theorem B. If ρ(f̂) is contained in the half-plane {x ∈ R2 : 〈x, v〉 ≤ 0}, for some v ∈ Q2,
and if the line v⊥ contains more than one point of ρ(f̂), then there exists M > 0 such that
〈f̂n(x)− x, v〉 < M for all x ∈ R2 and n ∈ N.
Finally, we adress the following question: to what extent does the rotation set capture the
rotation information? In [KT12a] is constructed a (smooth, Lebesgue-ergodic) example with
ρ(f̂) = {(0, 0)} and such that almost every point rotates at a sublinear speed in every direction,
that is, for almost every x ∈ R2, the sequence(
f̂n(x)− x
|f̂n(x)− x|
)
n∈N
accumulates in the whole circle T1. In other words, the dynamics is far away to be rotationless,
even though ρ(f̂) is reduced to the point {(0, 0)}. This phenomenon of sublinear diffusion may
also occur for any pseudorotation [KK09, Ja¨g09a].
For larger rotation sets the situation turns out to be quite different. For example, Theorem
A tells us that if ρ(f̂) is a rational segment, then there is no sublinear diffusion in the direction
perpendicular to ρ(f̂). Moreover, if ρ(f̂) is a rational polygon, that is, a non-degenerate polygon
whose extremal points are rational vectors, we will show that there is no sublinear diffusion at
all (note that any rational polygon is realized as a rotation set [Kwa92]). This is given by the
following.
Theorem C. If ρ(f̂) is a non-degenerate polygon with rational endpoints, then there exists
M > 0 such that
sup
x∈R2,n∈N
d(f̂n(x)− x, nρ(f̂)) < M.
We make the important remark that in the last three theorems, the bound M = M(f) > 0
in them will be constructed explicitly. Once the constant M(f) is constructed, we will prove
the following main theorem, which will have as corollaries Theorems A, B and C. It gives us our
main dichotomy between bounded mean motion and positive linear speed.
Theorem D. Suppose that ρ(f̂) contains two vectors (0, a) and (0, b), with a < 0 < b.
Then, one of the following holds:
• supx∈R2,n∈N pr1(f̂n(x)− x) < M(f);
• ∃x ∈ R2 ∃N > 0 s.t. pr1(f̂nN (x)− x) > n ∀n ∈ N.
This article is organized as follows. In Section 2 we introduce some basic facts about the ro-
tation set, Atkinson’s Lemma from ergodic theory, Brouwer theory, Poincare´-Bendixson theory
and a theorem of Handel. In Section 3 we prove Theorems A, B and C from Theorem D, and
Section 4 is devoted to the proof of Theorem D.
Acknowledgments. I am very grateful to F. A. Tal for carefully listening to the proof of the
main theorem, for improvements and for key suggestions. I am also grateful to F. Le Roux and
P. Le Calvez for their hospitality during a short visit to Universite´ Paris VII and for suggestions
which led to simplifications in the proof of the main theorem. Finally, I also thank T. Ja¨ger for
suggestions that led to improvements and A. Koropecki , A. Passeggi and J. Xavier for useful
conversations.
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2 Preliminaries
2.1 Notations.
We denote N the set of positive integers, and N0 = N∪{0}. Also we denote the circle T1 = R/Z
and the two-torus T2 = R2/Z. If S = R×T1 or R2, we will denote the translation T1 : S → S,
T1(x, y) = (x+ 1, y), and T2 : R
2 → R2 denotes T2(x, y) = (x, y + 1).
If S is any surface, a map γ : [a, b] → S and its image will be both referred to as a curve.
By an arc we mean a simple compact curve γ : [0, 1] → S. For the concatenation of two arcs
γ1, γ2 : [0, 1]→ S we will use the ‘left-to-right’ notation
γ1 · γ2 =
{
γ1(2t) t ∈ [0, 1/2]
γ2(2t− 1) t ∈ [1/2, 1]
The arc γ parametrized with the opposite orientation will be denoted by γ−1. If S = R × T1
or T2, a vertical curve γ ⊂ S is a loop which has homotopy class (0, n) ∈ H1(S,Z), for some
n ∈ Z.
For an isotopy (ft)t on a surface S, define its canonical lift to a covering space S˜ as the lift
(f˜t)t such that f˜0 = Id. For the homeomorphism f = f1, we call the canonical lift of f with
respect to the isotopy (ft)t as the lift f˜ = f˜1. If the isotopy between Id and f is implicitly
known, we just refer to the canonical lift of f . If (ft)t∈[0,1] is an isotopy, we will denote also
by (ft)t its extension for t ∈ R, namely ft = ft mod 1 ◦ fbtc, where we use the notation
t mod 1 = t− btc and btc =
{ btc t ≥ 0
−b|t|c t < 0
If X ⊂ S, two arcs γ1, γ2 ⊂ S \X are said to be homotopic Rel(X) if there is a homotopy
on S \X from γ1 to γ2. If γ1 and γ2 are homotopic with fixed endpoints, we will abreviate this
by saying that γ1, γ2 are homotopic wfe. The interior of an arc γ, denoted int(γ) is defined
as γ \ {γ(0), γ(1)}.
If S = R×T1 or T2, a set K ⊂ S is called essential if it is not contained in a topological
open disc. If K ⊂ S is not essential, we say that K is inessential. If K ⊂ T2, a set is called
fully essential if K contains the complement of some disjoint union of topological open discs.
If K ⊂ S is compact and essential, we say that K is vertical if K is contained in a topological
open annulus homotopic to the vertical annulus {(x, y) : 0 < x < 1/2}. Also, a set K ⊂ S
is called annular if it is a nested intersection of compact annuli Ai such that the inclusion
Ai+1 ↪→ Ai is a homotopy equivalence. A circloid in an annular set which does not conain
any proper annular subset. Let K ⊂ S be a compact, connected, essential and vertical set, and
let K̂ ⊂ R2 be a connected component of the preimage of K by the (canonical) covering map
R2 → S. As K is vertical, the set R2 \ K̂ has exactly one connected component Ur which is
unbounded to the right, and exactly one Ul which is unbounded to the left. We denote
R(K̂) = Ur L(K̂) = Ul.
A line ` is a proper embedding ` : R→ R2. Given a line `, by Shoenflies’ Theorem ([Cai51]),
there exists an orientation preserving homeomorphism h of R2 such that h ◦ `(t) = (0, t), for all
t ∈ R. Then, the open half-plane h−1((0,∞)×R) is independent of h, and we call it the right
of `, and denote it by R(`). Analogously, we define L(`) = h−1((−∞, 0)×R) the open half-plane
to the left of `. The sets R(`) and L(`) denote the closures of R(`) and L(`), respectively. If
`, `′ are two lines in R2, we define (`, `′) = R(`) ∩ L(`′), and [`, `′] = R(`) ∩ L(`). A Brouwer
curve is a line `, such that f(`) ⊂ R(`), and a Brouwer (0, 1)-curve ` is a Brouwer curve
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whose image by the canonical projection R2 → R×T1 is a simple essential loop and such that
` is oriented upwards.
Suppose that K ⊂ S = R2,R×T1 or T2 is an inessential set, and let U ⊂ S be a topological
open disc containing K. Let Û ⊂ R2 be a lift of U by the canonical covering pi : R2 → S, and
let K̂ = pi−1(K)∩ Û . The filling of K, denoted Fill(K) is defined as pi(R2 \V ), where V is the
unbounded connected component of R2 \ K̂. A set K ⊂ S such that K = Fill(K) is called a
filled set.
Consider a foliation F with singularities of R2, and denote sing(F) the set of singularities
of F . If γ ⊂ R2 is a bounded leaf of F , denote α(γ) and ω(γ) the alpha and omega-limit sets
of γ, respectively. Define
sing(γ) = sing(F) ∩ (Fill(ω(γ)) ∪ Fill(α(γ))).
For subsets of R or R2 we denote the metric d(A,B) = sup{|a − b| : a ∈ A, b ∈ B}, and
when A consists of a point A = {a}, we write d(a,B) = d(A,B). We denote the diameter
of a subset A of R or R2 by diam(A), and for a subset A ⊂ R2 the horizontal diameter
diam1(A) = diam(pr1(A)). Similarly, if A ⊂ T2, we define diam(A) = diam(pi−1(A)) and
diam1(A) = diam1(pi
−1(A)), where pi : R2 → T2 denotes the canonical projection.
For two sets A,B ⊂ R2, we say that A is above B if inf pr2(A) > sup pr2(B), and similarily,
we say that A is below B if B is above A.
2.2 The rotation set.
Let f : T2 → T2 be a homeomorphism homotopic to the identity, and let f̂ : R2 → R2 be
any lift of f . Consider the rotation set ρ(f̂) of f̂ as defined in the introduction. For a point
x ∈ T2, we define its rotation set, denoted ρ(x, f̂), as the subset of R2 of accumulation points
of sequences of the form (
f̂ni(xˆ)− xˆ
ni
)
i∈N
where mi → ∞ and xˆ ∈ pi−1(x). When ρ(x, f̂) consists of a single vector v, we call it the
rotation vector of x. For any subset K ⊂ T2, we analogously define the rotation set of K by
ρ(K, f̂) = ∪x∈Kρ(x, f̂).
If K ⊂ R2, we denote ρ(K, f̂) = ρ(pi(K), f̂).
It follows easily from the definition that
ρ(T p1 T
q
2 f̂
n) = T p1 T
q
2 (nρ(f̂)). (1)
Under topological conjugacies, the rotation set behaves in the following way (see for example
[KK08] for a proof).
Lemma 2.1. Let f : T2 → T2 be a homeomorphism homotopic to the identity, let A ∈ SL(2,Z)
and let h : T2 → T2 be a homeomorphism isotopic to the map T2 → T2 induced by A. Let f̂
and ĥ be the respective lifts of f and h. Then
ρ(hˆfˆ hˆ−1) = Aρ(f̂).
In particular, ρ(Af̂A−1) = Aρ(f̂).
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Then, if ρ(f̂) is a segment with rational slope, we may find A ∈ SL(2,Z) such that ρ(Af̂A−1)
is vertical. Indeed, if ρ(f̂) has slope p/q, we may find integers x, y such that px + qy = 1, and
then letting
A =
(
p −q
y x
)
we have det(A) = 1, and as A(q, p) = (0, 1), Aρ(f̂) is vertical.
By this, and using (1) and Lemma 2.1 one may easily show the following.
Lemma 2.2. Suppose that ρ(f̂) is a polygon with rational endpoints, and let S be a side of ρ(f̂).
Then, there exist A ∈ SL(2,Z), m,n ∈ Z and p ∈ N such that the map G = Tm1 Tn2 Af̂pA−1
satisfies:
• ρ(G) ⊂ {(x, y) : x ≤ 0},
• ρ(G) ∩ {(x, y) : x = 0} = D, where D is the side of the polygon ρ(G) given by D =
Tm1 T
n
2 A(pS).
The rotation set and periodic orbits. A rational point (p1/q, p2/q) ∈ ρ(f̂) (with gcd(p1, p2, q) =
1) is realized by a periodic orbit if there exists a periodic point for f with rotation vector
(p1/q, p2/q), or equivalently, if there is x ∈ R2 such that
f̂q(x) = x+ (p1, p2).
We have the following realization results
Theorem 2.3 ([Fra89]). Any rational point in the interior of ρ(f̂) is realized by a periodic orbit.
Theorem 2.4 ([MZ89]). Every extremal point of ρ(f̂) is the rotation vector of some point.
The rotation set and invariant measures. For a compact f -invariant set Λ ⊂ T2, we denote
byMf (Λ) the family of f -invariant probability measures with support in Λ, andMf =Mf (T2).
Define the displacement function ϕ : T2 → R2 by
ϕ(x) = f̂(x̂)− x̂, for x̂ ∈ pi−1(x).
This is well defined, as any two preimages of x by the projection pi : R2 → T2 differ by an
element of Z2, and f̂ is Z2-periodic. Now, for µ ∈Mf we define the rotation vector of µ as
ρ(µ, f̂) =
∫
ϕdµ.
Then, we define the sets
ρmes(Λ, f̂) =
{
ρ(µ, f̂) : µ ∈Mf (Λ)
}
,
and
ρerg(Λ, f̂) = {ρ(µ) : µ is ergodic for f and supp(µ) ⊂ Λ} .
When Λ = T2 we simply write ρmes(f̂) and ρerg(f̂).
Proposition 2.5 ([MZ89]). It holds the following:
ρ(f̂) = ρmes(f̂) = conv(ρerg(f̂)).
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2.3 Atkinson’s Lemma.
Let (X,µ) be a probability space, T : X → X be an ergodic transformation with respect to µ,
and φ : X → R a measurable map. We say that the pair (T, φ) is recurrent if for any measurable
set A ⊂ X of positive measure, and every  > 0 there is n > 0 such that
µ
(
A ∩ T−n(A) ∩
{
x :
n−1∑
i=0
|φ(T i(x))| < 
})
> 0.
In [Atk76] it is proved the following theorem.
Theorem 2.6. Let (X,µ) be a non-atomic probability space, T : X → X an ergodic automor-
phism, and φ : X → R an integrable function. Then, the pair (T, φ) is recurrent if and only if∫
φdµ = 0.
From this theorem, it is not difficult to obtain the following corollary, usually known as
‘Atkinson’s Lemma’.
Corollary 2.7. Let X be a separable metric space and µ a probability measure in X which is
ergodic with respect to a measurable transformation T : X → X. Let φ : X → R be an integrable
function, with
∫
φdµ = 0. Then, there exists a full µ-measure set X˜ ⊂ X such that for any
x ∈ X˜, there is a sequence of positive integers ni with
Tni(x)→ x and
∣∣∣∣∣∣
ni−1∑
j=0
φ(T j(x))
∣∣∣∣∣∣→ 0 as i→∞.
2.4 A theorem of Handel
Denote by A the compact annulus A = [0, 1]×T1, and by A˜ its universal cover A˜ = [0, 1]×R.
Let h : A→ A be an orientation preserving, boundary component preserving homeomorphism,
and let h˜ : A˜→ A˜ be a lift of h.
For a point x ∈ A, and a lift x˜ ∈ A˜ of x, the limit
ρ(x, h˜) = lim
n→∞
pr2(h˜
n(x˜)− x˜)
n
,
whenever it exists is independent of the lift x˜, and it is called the rotation number of x. The
pointwise rotation set of h˜ is defined as
ρpoint(h˜) =
⋃
ρ(x, h˜),
where the union is taken over all the x in the domain of ρ(·, h˜).
The following theorem is part of Theorem 0.1 in [Han90].
Theorem 2.8. If h : [0, 1]×T1 → [0, 1]×T1 is an orientation preserving, boundary component
preserving homeomorphism and f˜ : [0, 1]×R→ [0, 1]×R is any lift, then:
1. ρpoint(f˜) is a closed set.
2. With the exception of at most a discrete set of values r in ρpoint(h˜), there is a compact
invariant set Qr such that ρ(x, h˜) = r for all x ∈ Qr. If r is rational, then Qr exists and
is realized by a periodic orbit.
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2.5 Stable and unstable sets, in the case there is a Brouwer curve.
Let f̂ be any lift of a homeomorphism of T2 homotopic to the identity. Suppose there is a
Brouwer (0, 1)-curve ` for f̂ . For i ∈ N0, denote `i = T i1(`).
Following [Da´v13], for each i ∈ N, we define the sets Li∞ and Ri∞, which in some sense are
the ‘stable’ and ‘unstable’ sets, respectively, of the maximal invariant set in [`i, `i+1] for f̂ . Let
Ri∞ =
⋂
n∈Z
R
(
f̂n(`i)
)
, and Li∞ =
⋂
n∈Z
L(f̂−n(`i+1))
(see Fig. 2.)
By definition, the sets Ri∞, and L
i
∞ are f̂ -invariant. As ` is a Brouwer curve for f̂ , f̂(`i) ⊂
R(`i) for all i. Therefore,
Ri∞ = {x ∈ R2 : f̂−n(x) ∈ R(`i) ∀n ≥ 0},
and
Li∞ = {x ∈ R2 : f̂n(x) ∈ L(`i+1) ∀n ≥ 0},
Therefore, for each i, the set Ri∞ ∩ Li∞ is the maximal invariant set of [`i, `i+1] for f̂ . Observe
that, either the set Ri∞ ∩ Li∞ is non-empty for all i, or f̂n(`0) ⊂ R(`1) = R(T1(`0)) for some n.
We have
Ri∞ ∩ [`i, `i+1] = {x ∈ [`i, `i+1] : d(f̂−n(x), Li∞ ∩Ri∞)→ 0 as n→∞},
and
Li∞ ∩ [`i, `i+1] = {x ∈ [`i, `i+1] : d(f̂n(x), Li∞ ∩Ri∞)→ 0 as n→∞}.
That is, the set Li∞ ∩ [`i, `i+1] can be thought as the ‘local stable set’ of Ri∞ ∩ Li∞, and Ri∞ ∩
[`i, `i+1] can be thought as the ‘local unstable set’ of R
i
∞ ∩ Li∞.
Figure 2: Some examples of the sets Li∞ and R
i
∞.
The following lemma is proved in [Da´v13] (Lemma 6.8 in that article).
Lemma 2.9. For every i ≥ 0:
1. if C is a connected component of Ri∞, then sup pr1(C) = +∞, and
2. if C ′ is a connected component of Li∞, then inf pr1(C
′) = −∞.
The following lemma is a consequence of the periodicity of f̂ . For a proof, see Lemma 6.10
in [Da´v13].
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Lemma 2.10. Let i ∈ N and suppose that there is n > 0 such that f̂n(`)∩R(`i) 6= ∅. There is
K > 0 such that if C ⊂ (`, `i) is forward invariant, then diam2(C) < K.
As a consequence of the last two lemmas we have the following.
Lemma 2.11. Let i ∈ N and suppose that there is n > 0 such that f̂n(`) ∩ R(`i) 6= ∅. If C is
a connected component of Li∞ ∩R(`), we have:
• C is compact,
• ρ(C, f̂) consists of a point,
• C ∩ ` 6= ∅.
Proof. To prove that C is compact, first note that C ⊂ L1∞ ∩R(`), C is forward invariant, and
f̂n(C) ⊂ L(`2) for all n. If C was not compact, it would be unbounded in the vertical direction,
and this would contradict Lemma 2.10.
If ρ(C, f̂) consisted of more than one point, then its forward iterates would be contained in
(`, `2) and would have arbitrarily large vertical diameter, which would also contradict Lemma
2.10.
Finally, the fact that C ∩ ` 6= ∅ is a consequence of Lemma 2.9.
2.6 Brouwer Theory
2.6.1 Brouwer foliations.
Let I = (ft)t∈[0,1] be an isotopy on a surface S from f0 = Id to a homeomorphism f1 = f . We
say that a point x ∈ S is contractible for f if the isotopy loop ft(x) is homotopically trivial in
S.
Given a topological oriented foliation F of S, we say that the isotopy I is tranverse to F
if for each x ∈ S, the isotopy path ft(x) is homotopic with fixed endpoints to an arc which is
positively transverse to F in the usual sense.
A clear obstruction to the existence of a foliation transverse to I is the existence of con-
tractible points for f . The following theorem from Le Calvez tells us that this is the only
obstruction.
Theorem 2.12 ([Cal05]). If there are no contractible fixed points for f , then there exists a
foliation F without singularities which is transverse to I.
In the case that there exist contractible fixed points for f , the previous theorem is still useful.
This is thanks to the following result from Jaulent.
Theorem 2.13 ([Jau13]). Given an isotopy I = (ft)t∈[0,1] on S from the identity to a homeo-
morphism f , there exists a closed set X ⊂ Fix(f) and an isotopy I ′ = (f ′t)t∈[0,1] on S \X from
IdS\X to f |S\X such that
• for each z ∈ S \ X the arc (f ′t(z))t∈[0,1] is homotopic with fixed endpoints (in S) to
(ft(z))t∈[0,1],
• there are no contractible fixed points for f |S\X with respect to I ′.
Remark 2.14. By Theorem 2.12 it follows that there exists a foliation FX of S \ X without
singularities which is transverse to I ′.
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Remark 2.15. If the set X is totally disconnected, the isotopy I ′ may be extended to an isotopy
on S that fixes X; that is, f ′t(x) = x for each x ∈ X and all t ∈ [0, 1]. Similarly, the foliation
FX may be extended to a foliation with singularities F on S, where the set of singularities of F
coincides with X. Also, if Î ′ = (f̂ ′t)t∈[0,1] and Î = (f̂t)t∈[0,1] are the respective canonical lifts of
I ′ and I to the universal cover of S, then f̂ ′1 = f̂1. This follows from the fact that, if z ∈ S \X,
the paths (f ′t(z))t and (ft(z))t are homotopic with fixed points in S.
2.6.2 Fixing the isotopy (ft)t, the foliation F transversal to (ft)t, the set X ⊂ Fix(f)
and their lifts (f̂t)t, F̂ , X̂ to R2.
Let f and f̂ be as in Theorem D. From now on we fix an isotopy (ft)t on T
2 from f0 = Id to
f1 = f such that the canonical lift (f̂t)t of (ft)t to R
2 ends in f̂1 = f̂ . By Theorems 2.12 and
2.13 and by Remark 2.14, there exists a set X ⊂ Fix(f), an isotopy (ft)t on T2 \X from Id to
f and a foliation FX of T2 \X such that (ft)t is transverse to FX . Let F̂ and X̂ be lifts of F
and X to R2, respectively.
Note that if X is totally disconnected, then by Remark 2.15 we have that:
• (ft)t extends to an isotopy on T2, denoted also by (ft)t, that fixes X,
• there exists a foliation F of T2 with sing(F) = X and such that F \ sing(F) is transverse
to the isotopy (ft)t restricted to T
2 \X.
Remark 2.16. Suppose that the set X is totally disconnected. Consider a closed set F ⊂ X̂
and the universal covering D → R2 \ F . Whenever we refer to the canonical lift of f̂ to D, it
will be implicit that it is the canonical lift with respect to the isotopy (ft)t.
2.6.3 Some lemmas.
Through all of this section we suppose that the set X from §2.6.2 is totally disconnected. The
following lemma is trivial.
Lemma 2.17. Suppose that a leaf ` of F̂ is a Brouwer curve for f̂ . Let β be a compact arc
such that β(1) ∈ γ. We have:
1. if β(0) ∈ X̂ ∩ L(`) then f̂n(β) ∩ ` 6= ∅ for all n ∈ N.
2. if β(0) ∈ X̂ ∩R(`) then f̂−n(β) ∩ ` 6= ∅ for all n ∈ N.
Recall that if γ ∈ F̂ , sing(γ) denotes the set of singularities of F̂ contained in Fill(ω(γ)) ∪
Fill(α(γ)).
Definition 2.18. Let γ ⊂ R2 be a leaf of F̂ , and let β : [0, 1]→ R2 be such that β(t0) ∈ γ, for
some t0 ∈ [0, 1]. Consider a lift γ of γ to the universal cover of R2 \ sing(γ), and let β be the
lift of β such that β(t0) ∈ γ.
1. We say that β arrives in γ in t0 by the left if t0 > 0 and if there is t1 ∈ (0, t0) such that
β(t) ∈ L(γ) for all t ∈ (t1, t0). Similarily, we say that β arrives in γ in t0 by the right if
t0 > 0 and there is t1 ∈ (0, t0) such that β(t) ∈ R(γ) for all t ∈ (t1, t0).
2. We say that β leaves γ in t0 by the right if t0 < 1 and if β
−1 arrives in γ in t0 by the
right. Also, we say that β leaves γ in t0 by the left if t0 < 1 and β
−1 arrives in γ in t0 by
the left.
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Next lemma describes how an arc might get ‘anchored’ to a leaf of F̂ . For a leaf γ ∈ F̂ recall
our notation sing(γ) = sing(F̂) ∩ (Fill(α(γ)) ∪ Fill(ω(γ))).
Lemma 2.19. Let γ be a non-compact leaf of F̂ with compact closure, and let S = sing(γ) (see
Fig. 3). Suppose that β ⊂ R2 \S is an arc such that β(0) ∈ X̂ \S, β(1) ∈ γ, and β is homotopic
wfe Rel(S) to an arc β1 such that the only intersection of β1 with γ is the point β1(1).
1. If β1 arrives in γ in 1 by the left, then f̂
nβ ∩ γ 6= ∅ for all n ∈ N.
2. If β1 arrives in γ in 1 by the right, then f̂
−nβ ∩ γ 6= ∅ for all n ∈ N.
Proof. We will prove item 1, item 2 being analogous. By the Poincare´-Bendixson Theorem we
know that S is non-empty. Consider the universal covering space of R2 \ S, which is homeo-
morphic to the unit disc D, and the canonical lift f¯ : D→ D of f̂ |R2\S . Any lift of γ to D is a
Brouwer curve for f¯ .
Consider lifts β¯, β¯1 and γ¯ of the arcs β, β1 and the leaf γ, respectively, being these lifts such
that β¯(1) = β¯1(1) ∈ γ¯. As β is homotopic wfe Rel(S) to β1, we have that β(0) = β1(0). The arc
β¯1 intersects γ¯ only in β¯1(1) and arrives in γ in 1 by the left, and therefore β¯(0) = β¯1(0) ∈ L(γ¯).
By Lemma 2.17 we have that f¯n(β¯) intersects γ¯ for all n ∈ N, and therefore f̂nβ intersects γ
for all n.
Remark 2.20. In last proof we see that, for all n ∈ N, f̂nβ|[0,1)∩ 6= ∅.
For t ∈ R, recall our notation
f̂t := f̂t mod 1 ◦ f̂btc
(cf. Section 2.1), and note that f̂n = f̂
n for n ∈ Z.
Lemma 2.21. Let F ⊂ R2 be a closed subset, and let N ∈ N. Let γ, γ0 : [0, N ] → R2 be arcs
disjoint from F , and such that γ and γ0 are homotopic wfe Rel(F ) (see Fig. 3). Let δ be the
arc (f̂t(γ(1)))t∈[0,N ]. Then, if {f̂t(F ) : t ∈ [0, N ]} is disjoint from γ0 · δ, the arc f̂N (γ) and the
curve γ0 · δ are homotopic wfe Rel(f̂N (F )).
Proof. For t ∈ [0, N ] define δt := δ|[0,t]. For each 0 ≤ t ≤ N , the arc Γt := f̂t(γ) · δ−1t · γ−10
is a (non necessarily simple) loop. As γ and γ0 are disjoint from F , and homotopic with fixed
endpoints and Rel(F ), we have that F is contained in the unbounded component of R2 \Γ0. By
continuity, and as by hypothesis {f̂t(F ) : t ∈ [0, N ]} is disjoint from γ0 · δ = γ0 · δN , we have
that for any t, f̂t(F ) is contained in the unbounded component of R
2 \Γt, and in particular for
t = N . This implies in turn that ΓN is homotopically trivial Rel(f̂
N (F )), or equivalently, the
arcs f̂N (γ) and γ0 · δN = γ0 · δ are homotopic wfe Rel(f̂N (F )).
2.7 Poincare´-Bendixson theory.
This section follows [KT]. Suppose that the set X = sing(F) is totally disconnected. We call
a leaf of F a connection if both its α-limit and its ω-limit are sets consisting of one element
of sing(F). Define a generalized cycle of connections of F as a loop Γ such that Γ \ sing(F) is
a (not necessarily finite) disjoint union of regular leaves of F , with their orientation coinciding
with that of Γ.
The following is a generalization of the Poincare´-Bendixson Theorem, and is a particular case
of a theorem of Solntzev [Sol45] (cf. also [NS89] §1.78) and can be stated in terms of continuous
flows due to a theorem of Gutie´rrez [Gut79].
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Figure 3: Lemma 2.19 (left), and Lemma 2.21 (right).
Theorem 2.22. Let φ = {φt}t∈R be a continuous flow on R2 with a totally disconnected set of
singularities. If the forward orbit of a point {φt(z)}t≥0 is bounded, then its ω-limit is one of the
following:
• a singularity;
• a closed orbit;
• a generalized cycle of connections.
As F is an oriented foliation with singularities, it can be embeded in a flow (cf. [Whi33,
Whi41]) and we may apply last theorem to F .
2.8 Intersection number of certain lines.
Let Γ1,Γ2 ⊂ R2 be two lines. We say that Γ1 and Γ2 have disjoint ends if there is T > 0 such
that
inf
t>T
d ( {Γ1(t),Γ1(−t)}, {Γ2(t),Γ2(−t)} ) > 0.
If Γ1 and Γ2 have disjoint ends, then the algebraic intersection number of Γ1 and Γ2, denoted
IN(Γ1,Γ2) is well defined (although it is not invariant under arbitrary isotopies). We use the
usual convention that IN(Γ1,Γ2) = +1 if Γ1 traverses Γ2 from the left to the right. We will
make use of the following basic fact.
Lemma 2.23. Suppose that Γ1 and Γ2 are lines with disjoint ends, and IN(Γ1,Γ2) = 1. If t1, t2
are such that
t1 < min{t ∈ R : Γ1(t) ∈ Γ2},
t2 > max{t ∈ T : Γ1(t) ∈ Γ2},
then Γ1(t1) ∈ L(Γ2) and Γ1(t2) ∈ R(Γ2).
3 Theorems A, B and C.
Theorem B. This theorem is an immediate consequence of Theorem D if the vector v ∈ Q2
from the statement is vertical. The general case v ∈ Q2 \ {(0, 0)}, is reduced to the case of
vertical v by standard arguments, using (1) and Lemma 2.1.
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Theorem A. Also, if ρ(f̂) is a vertical segment of the form {0} × I, Theorem A follows imme-
diately from Theorem D, and the case of a general rational interval is reduced to this case by
the use of (1) and Lemma 2.1.
Theorem C. This theorem is an easy consequence of Theorem B. Let S be a side of the polygon
ρ(f̂). Recall that by Lemma 2.2, there exist A ∈ SL(2,Z), m,n ∈ Z and p ∈ N such that the
map G = Tm1 T
n
2 Af̂
pA−1 satisfies
• ρ(G) ⊂ {(x, y) : x ≤ 0},
• ρ(G) ∩ {(x, y) : x = 0} = D, where D is the side of the polygon ρ(G) given by D =
Tm1 T
n
2 A(pS).
Let w ∈ Q2 be the unit vector orthogonal to S pointing outwards ρ(f̂). From the definition
of the rotation set, (1) and Lemma 2.1 one may also show the following:
• there is m1 > 0 such that
sup{ pr1(Gn(x)− x) : x ∈ R2, n ∈ N } < m1 (2)
if and only if there is m2 > 0 such that
sup
{
〈f̂n(x)− x− nr,w〉 : x ∈ R2, r ∈ ρ(f̂), n ∈ N
}
< m2.
Observe that, as ρ(G) ⊂ {(x, y) : x ≤ 0}, by Theorem B there is m1 > 0 such that (2)
holds. In this way, we have that for any side Si of ρ(f̂), if wi is the unit vector orthogonal to Si
pointing outwards ρ(f̂), there is mi1 > 0 such that
sup
{
〈f̂n(x)− x− nr,wi〉 : x ∈ R2, r ∈ ρ(f̂), n ∈ N
}
< mi1.
Letting m = 2 max{mi1}, it follows that
sup{ d(f̂n(x)− x, nρ(f̂)) : x ∈ R2, n ∈ N } < m,
as desired.
4 Proof of Theorem D.
The organization of the proof of Theorem D is as follows. Recall that the isotopy (ft)t from Id
to f and the foliation F with set of singularities X ⊂ Fix(f) were fixed in §2.6.2. In Section
4.1 we study mainly under what conditions one may assume that sing(F̂) is inessential. In
Section 4.2 we show there exists an essential circloid C ⊂ R × T1 which is formed by leaves
and singularities of the foliation F˜ , which is the lift of F to R × T1. Using such circloid,
in Section 4.3 we construct the bound M(f) > 0 which will be used to show that, if there
are horizontal displacements larger than M(f), then we may assume that sing(F̂) is totally
disconnected (Section 4.4) and there is linear horizontal speed (Sections 4.5 and 4.6).
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4.1 About inessential sets and the set sing(F).
We begin with the following.
Lemma 4.1. There exist essential vertical loops c1 and c2 in T
2 which are positively transverse
to F , disjoint from sing(F), c1 is oriented upwards and c2 is oriented downwards.
Proof. By the hypotheses of Theorem D, ρ(f̂) contains points (0, a) and (0, b), with a < 0 <
b. If max pr1(ρ(f̂)) > 0, then by Theorem 2.3 there is a periodic point p ∈ T2 such that
pr1(ρ(p, f̂)) > 0, and then Theorem D holds. Therefore, we may assume there exist extremal
points of ρ(f̂) of the form (0, e1), (0, e2), with e1 < 0 < e2, and by Proposition 2.5 there are
ergodic measures µ1, µ2 for f , with ρ(µ1, f̂) = (0, e1) and ρ(µ2, f̂) = (0, e2).
Consider the displacement function ϕ : T2 → R2, ϕ(x) = f̂(x̂) − x̂, where x̂ ∈ pi−1(x) and
pi : R2 → T2 denotes the canonical projection. Let ϕ1 = pr1 ◦ϕ. As
∫
ϕ1dµ2 = 0, by Atkinson’s
Lemma 2.7 there exists a µ2-total measure set X1 ⊂ T2 such that, for any x ∈ X1, there is a
sequence of integers ni such that
fni(x)→ x and
ni−1∑
j=0
ϕ1(f
ni(x))→ 0 as i→∞. (3)
By Birkhoff’s Theorem there exists a µ2-total measure set X2 ⊂ T2 such that, for any x ∈ X2,
1
ni
ni−1∑
j=0
ϕ(fni(x)) =
f̂ni(x̂)− x̂
ni
−→
∫
ϕdµ2 = (0, e2) as i→∞, (4)
where x̂ ∈ pi−1(x).
Let x ∈ X1 ∩ X2 and x̂ ∈ pi−1(x). Consider a flow box B for the foliation F containing
x, and let B̂ be a lift of B containing x̂. By (3) and (4) there exist integers i,m ∈ N such
that f̂ni(x̂) ∈ Tm2 (B). As the isotopy f̂t is transverse to F̂ , there exists an arc γ̂ going from x̂
to f̂ni(x̂), positively transverse to F̂ (and also homotopic wfe Rel(sing(F̂)) to the isotopy arc
(f̂t)t∈[0,ni]).
Let γ = pi(γ̂) ⊂ T2. The point fni(x) ∈ B might be joined to a point p ∈ γ ∩ B by an arc
γ′ ⊂ B positively transverse to F (see Fig. 4). If γ1 is the subarc of γ from p to fni(x), then
the loop c1 = γ1 · γ′ is vertical, positively transverse to F , disjoint from sing(F) and oriented
upwards.
Figure 4:
In a symmetric way, using the ergodic measure µ1, one constructs a vertical loop c2 ⊂ T2
which is oriented downwards, positively transverse to F and disjoint from sing(F).
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Lemma 4.2. Let c ⊂ T2 \ sing(F) be any essential vertical loop (which exists by Lemma 4.1).
Then, if
sup{pr1(f̂n(x)− x) : x ∈ R2, n > 0 } > diam1(c) + 2,
the set sing(F) is inessential.
Proof. Let U be the connected component of T2 \sing(F) that contains c. Consider a connected
component U˜ ⊂ R2 of the preimage of U by the projection map pi : R2 → T2. The set sing(F)
is inessential if U is fully essential, and to show that U is fully essential, it suffices to see that
U˜ intersects T1(U˜).
Consider a lift c˜ of c contained in U˜ . Suppose there is x ∈ R2 and n0 > 0 such that
pr1(f̂
n0(x) − x) > diam1(c) + 2. Consider an integer translate of x contained in (T−11 (c˜), c˜),
and denote it also by x. We then have that f̂n0(x) ∈ R(T1(c˜)). As T1(c˜)) ⊂ T1(U˜), we then
have that the isotopy path {f̂t(x)}t∈[0,n0] is contained in U˜ ∩ T1(U˜), and then U˜ ∩ T1(U˜) 6= ∅,
as desired.
The following proposition is a consequence of an improved version of a theorem of Moore
([Dav86], Theorems 13.4 and 25.1). For a proof, see [KT] (Proposition 1.6).
Proposition 4.3. Let K ⊂ T2 be a compact inessential filled set such that f(K) = K. Then
there is a continuous surjection h : T2 → T2 and a homeomoprhism f ′ : T2 → T2 such that
• h is homotopic to the identity,
• hf = f ′h,
• K ′ = h(K) is totally disconnected, and
• h|T2\K : T2 \K → T2 \K ′ is a homeomorphism.
By this proposition we have that if K = Fill(sing(F)) is inessential, the homotopy f ′t := h◦ft
on T2 from Id|T2 to f ′ := f ′1 and the foliation F ′ = h(F) of T2 with singularities are such that
(f ′t)t is transverse to F ′, and sing(F ′) is totally disconnected. As the map h is homotopic to the
identity, ‖ĥ− Id‖ <∞ for all lift ĥ : R2 → R2. By this and as hf = f ′h it holds the following.
Proposition 4.4. Let f̂ ′ be the canonical lift of f ′ with respect to the isotopy (f ′t)t. Then:
1. ρ(x, f̂) = v if and only if ρ(h(x), f̂ ′) = v,
2. Let x ∈ R2. There is N > 0 such that pr1(f̂nN (x) − x) > n for all n > 0 if and only if
there is N ′ > 0 such that pr1(f̂
′nN ′(x)− x) > n for all n > 0.
4.2 The circloid C ⊂ R×T1.
Consider the lift F˜ of F to R×T1. We will show that there exists an essential circloid C ⊂ R×T1
which is the union of leaves and singularities of F˜ . We begin by showing that the leaves of F˜
are uniformly bounded horizontally.
Claim 4.5. There is m > 0 such that for every leaf l ∈ F̂ , we have diam(pr1(l)) < m.
Proof. By Lemma 4.1, there exist two closed vertcal loops c1,c2 ⊂ T2, such that they are
positively transverse to F , c1 is oriented upwards, and c2 is oriented downwards. Consider
lifts ĉ1, ĉ2 ⊂ R2 of c1 and c2, respectively, such that ĉ1 ⊂ L(ĉ2), and such that the open strip
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(ĉ1, ĉ2) ⊂ R2 contains a fundamental domain D of the projection R2 → T2. Finally, consider
lifts ĉ0 and ĉ3 of c2 and c1, respectively, such that ĉ0 ⊂ L(ĉ1) and ĉ2 ⊂ L(ĉ3).
We will show that every leaf l ∈ F̂ that intersects the fundamental domain D is contained
in the open strip (ĉ0, ĉ3). Setting m = diam1((ĉ0, ĉ3)), this will prove the claim. Suppose
then that a leaf l ∈ F̂ intersects D in a point x. Parametrize l : R → R2 according to its
orientation, and let l1 = l|[0,∞) and l2 = l|(−∞,0). As c1 and c2 are positively transverse to F ,
the leaves ĉ1 and ĉ2 are positively transverse to F̂ , and also cˆ1 is oriented upwards and cˆ2 is
oriented downwards. Therefore, the curve l1 ⊂ l ∈ F is contained in (ĉ1, ĉ2). Analogously, as
cˆ0 is oriented downwards and cˆ3 is oriented upwards, the curve l2 is contained in (ĉ0, ĉ3), and
therefore l = l1 ∪ l2 is contained in (ĉ0, ĉ3). As we mentioned, this proves the claim.
We now state a result from [Ja¨g09b] concerning the construction of circloids. We say that
a set U ⊂ R×T1 is an upper generating set if U is bounded to the left and U is essential. Its
associated lower component L(U) is the connected component of R×T1 \U that is unbounded
to the left. Similarily, we call a set L ⊂ R × T1 a lower generating set if L is bounded to the
right and L is essential, and its associated upper component U(L) is the connected component
of R × T1 \ U that is unbounded to the right. Observe that if U is upper (lower) generating,
then L(U) is lower (upper) generating, and then the expressions UL(U), LU(L), LUL(U), etc.
make sense.
Lemma 4.6 (Lemma 3.2 from [Ja¨g09b]). Suppose that U is an upper generating set. Then
C−(U) := R ×T1 \ (UL(U) ∪ LUL(U)) is a circloid. Similarly, if L is a lower generating set,
then C+ := R×T1 \ (LU(L) ∪ ULU(L)) is a circloid.
In the following claim we use this lemma to find a circloid C ⊂ R×T1 formed by leaves and
singularities of F˜ .
Claim 4.7. There exists an essential circloid C ⊂ R × T1 which is a union of leaves and
singularities of F˜ .
Proof. Let C ⊂ R × T1 be a vertical straight circle. Consider its saturation by the foliation
F˜ , i.e., the set S(C) ⊂ R ×T1 which is the union of all the leaves and singularities of F˜ that
intersect C. The set S(C) is then compact, because by Claim 4.5, S(C) is bounded. It is also
essential, as it contains C, and therefore it is an upper generating set. The foliation F˜ may be
embedded in a flow φt [Whi33, Whi41], and the set S(C) is by definition totally invariant by φt.
Then, the sets L(S(C)), UL(S(C)), etc. and their complements are also totally invariant by φt.
By Lemma 4.6, the set C := C−(S(C)) is a circloid, and by the above it is totally invariant
by φt. In other words, C is a union of leaves and singularities of F˜ , as desired.
We say that a leaf γ ⊂ R×T1 is bounded if any lift of γ to R2 is bounded.
Claim 4.8. If C contains a singularity of F˜ , then the leaves of F˜ contained in C are bounded.
Proof. We know by Claim 4.5 that such leaves are bounded horizontally. By contradiction,
suppose on the contrary that there exists a leaf γ of F˜ contained in C which is unbounded
vertically. It is therefore easy to see that the omega-limit ω(γ) ⊂ R × T1 is essential. As C is
compact, ω(γ) is contained in C. As C contains a singularity of F˜ , ω(γ) 6= γ and ω(γ) is a proper
essential subset of C, which contradicts the fact that C is a circloid. This proves the claim.
For further reference, we restate Claim 4.8 explicitly in terms of F̂ .
Claim 4.9. If C contains a singularity of F˜ , the leaves of F̂ contained in pi−1(C) ⊂ R2 are
bounded (where pi : R2 → R×T denotes the canonical projection).
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4.3 Definition of the bound M = M(f) from Theorem D.
Recall that by Lemma 4.2, if c ⊂ T2 \ sing(F) is any essential vertical loop, and if
sup{pr1(f̂n(x)− x) : x ∈ R2, n ≥ 0} > diam1(c) + 2,
we have that sing(F) is inessential. By a vertical Brouwer line we mean a line ` ⊂ R2 such that
its (canonical) projection to R×T1 is an essential simple closed curve.
The definition of M is done separately in two cases.
Case 1: there exists a vertical Brouwer line ` for f̂ . In this case define
M = diam1(`) + 3.
What will be used of this definition is that it guarantees that, if there are z and n such that
pr1(f̂
n(z)− z) > M , then sing(F) is inessential, and also
f̂n(`) ∩R(T 31 (`)) 6= ∅. (5)
Case 2: there is no vertical Brouwer line for f̂ . In this case we may assume that if (0, a),(0, b) ∈
ρ(f̂) are as in Theorem D, then for any rational r ∈ (a, b), the vector (0, r) ∈ ρ(f̂) is realized by
a periodic orbit. This is because of the following result, which is proved in [Da´v13] although it
was already known in the folklore and is essentially contained in [Cal05].
Proposition 4.10. If there is r ∈ (a, b) such that (0, r) ∈ ρ(f̂) is not realized by a periodic
orbit, then there is a vertical Brouwer line for f̂ .
As we are in the case that there is no vertical Brouwer line for f̂ , we may then assume there
is p ∈ R2 be such that pi(p) ∈ T2 is periodic for f and such that
ρ(pi(p), f̂) = (0, r), r < 0. (6)
Now, fix a connected component C0 ⊂ R2 of pi−1(C). Consider an integer translate of p, denoted
also by p, such that there is a straight vertical line l1 oriented upwards with C0 ⊂ L(l1) and
{f̂t(p) : t ∈ R} ⊂ R(l1).
Let n1 > 0 be such that there is a straight vertical line l2 oriented upwards with
{f̂t(p) : t ∈ R} ⊂ L(l2) and R(l2) ⊃ Tn11 (C0). (7)
For i ∈ Z, denote
Ci = Tn1i1 (C0), (8)
and note that
{f̂t(p) : t ∈ R} ⊂ (l1, l2) ⊂ R(C0) ∩ L(C1). (9)
Fix c ⊂ T2 \ sing(F) an essential vertical loop (which exists by Lemma 4.1), and define
M = diam1(C) + diam1(c) + 2n1.
What will be used of this definition is that it guarantees that if there are z and n such that
pr1(f̂
n(z)− z) > M , then sing(F) is inessential and
f̂n(Ci) ∩ Ci+2 6= ∅ (10)
for any i.
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4.4 Collapsing the connected components of sing(F̂).
The main part of the proof of Theorem D is contained in Sections 4.5 and 4.6. To prove
the theorem, in those sections it will be assumed that there is x ∈ R2 and n > 0 such that
pr1(f̂
n(x) − x) > M . In such case, by the construction of M in last section the set sing(F) is
inessential. Therefore, by Proposition 4.3 and by the remark following it, we have that there
is a surjection h : R2 → R2 such that the isotopy f ′t = h ◦ ft is transverse to the foliation
F ′ = h(F), and sing(F ′) is totally disconnected.
Consider the canonical lift f̂ ′ of f ′ = f ′1 with respect to the isotopy (f
′
t)t. Note that if l ⊂ T2
is an essential closed curve such that a lift ` of l to R2 is a vertical Brouwer curve for f̂ , then
l ∩ Fix(f) = ∅ (unless l ⊂ Fix(f), case in which f̂(`) is a translate of ` and Theorem D easily
follows). Let ĥ : R2 → R2 be a lift of h. As h|T2\Fix(f) is a homeomorphism, a curve ` is a
vertical Brouwer curve for f̂ iff ĥ(`) is a vertical Brouwer curve for f̂ ′. We conclude that if there
are x, n such that pr1(f̂
n(x) − x) > M , the properties of M that will be used, namely (5) and
(10), are still valid for f̂ ′:
• if there is a vertical Brouwer curve ` for f̂ , then f̂ ′n(ĥ(`)) ∩ T 31 (ĥ(`)) 6= ∅,
• if there is no vertical Brouwer curve for f̂ , then f̂ ′n(ĥ(Ci)) ∩ ĥ(Ci+2) 6= ∅.
By this and by Proposition 4.4, from now on we may make the following assumption.
Assumption 4.11. The set sing(F) is totally disconnected.
4.5 Case that C does not contain singularities.
Observe that in this case, the lifts Ci from (8) are Brouwer curves for f̂ . Through this section,
we denote
` = C0.
Consider the constant M > 0 constructed in Section 4.3. To prove Theorem D in this case,
through all of this section we assume that there is x ∈ R2 andN1 > 0 such that pr1(f̂N1(x)−x) >
M and we will show that there is z ∈ R2 and N > 0 such that pr1(f̂nN (z) − z) > n for all
n ∈ N.
We begin by giving an idea of the proof.
4.5.1 Idea of the proof.
Recall that, by hypothesis, ρ(f̂) contains two points (0, a) and (0, b) such that a < 0 < b. We
will work under the following assumption, which will be justified in Section 4.5.2.
Assumption 4.12. Every rational point contained in the segment {0} × (a, b) is realized by a
periodic orbit.
Under this assumption, we will construct a set V ⊂ R(`) such that it separates R(`) and
an iterate of V is contained in R(T1(`)). Denote by Vi,j its integer translates Vi,j = T i1T j2 (V),
i, j ∈ Z. We will define the property of a curve γ having good intersection with one of the sets
Vi,j . By now, we can think of that property as meaning that the arc γ ‘traverses’ Vi,j (cf. Fig.
5).
We will prove that there is N2 > 0 such that, if a curve γ has good intersection with Vi,j
for some i, j, then f̂N2(γ) has good intersection with Vi+1,j′ , for some j′ ∈ Z (cf. Fig. 6). We
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will verify also that ` has good intersection with V. An easy induction then will give us that,
for any n > 0 there is jn ∈ Z such that f̂nN2(`) has good intersection with Vn,jn . In particular,
f̂nN2(`) ∩R(Tn1 (`)) ⊃ f̂n(N2)(`) ∩ Vn,jn 6= ∅ ∀n ∈ N.
This will easily imply the desired conclusion, namely, there are z ∈ R2, N > 0 such that
pr1(f̂
nN (z)− z) > n for all n > 0.
4.5.2 Assumption 4.12.
In this section we show how Assumption 4.12 is justified by the results of [Da´v13]. We will see
that if there is a rational point in the segment {0} × [a, b] ⊂ ρ(f̂) which is not realized by a
periodic orbit, then the conclusions of Theorem D hold.
Suppose there is p/q ∈ Q∩ [a, b], with p and q coprime integers, and such that (0, p/q) ∈ ρ(f̂)
is not realized by a periodic orbit. We now show that we may assume that (0, p/q) = (0, 0). Let
ĝ = T−p2 f̂
q, and note that (0, 0) ∈ ρ(ĝ) is not realized by a periodic orbit of f (see Section 2.2
for the basic properties of the rotation set). Note also the following:
• if there are x ∈ R2, n ∈ N s.t. pr1(ĝn(x) − x) > M , then pr1(f̂n′(x) − x) > M with
n′ = nq;
• if there are x ∈ R2, N ∈ N s.t. pr1(ĝnN (x)−x) > n for all n ∈ N, then pr1(f̂nN ′(x)−x) >
n for all n ∈ N, with N ′ = qN .
Therefore, without loss of generality we may assume that the rational point in ρ(f̂) which is not
realized by a periodic orbit is (0, 0).
In Proposition 5.2 of [Da´v13] it is shown2 that the fact that ρ(f̂) contains (0, a), (0, b),
a < 0 < b, implies that there exists a compact vertical leave l ⊂ T2 of the foliation F (this was
already known in the folklore).
For i ∈ N, fix a lift lˆ0 ⊂ R2 of the curve l and let lˆ1 = T1(lˆ0). Note that lˆ0 and lˆ1 are
Brouwer curves for f̂ .
In [Da´v13] it is shown that, if there is n > 0 such that f̂n(lˆ0)∩R(lˆ1) 6= ∅, then max(pr1(ρ(f̂))) >
0 (cf. Main Lemma 6.14 and Claim 6.15 in that article, where it is proved a stronger result).
In this case, Frank’s Theorem 2.3 implies that there is a periodic point for f which rotates
rightwards, that is, there are z ∈ R2 and N > 0 such that pr1(f̂nN (z)− z) > n for all n ∈ N.
On the other hand, by definition of M = M(f) > 0 we have that if there are x ∈ R2 and
n > 0 such that pr1(f̂
n(x)− x) > M , then f̂n(Ci) ∩ T1(Ci) 6= ∅ for all i (cf. Section 4.3), which
in particular implies that f̂n(lˆ0) ∩ lˆ1 6= ∅ (recall that C is also a compact vertical leaf of F).
We conclude that if there are x ∈ R2, n > 0 such that pr1(f̂n(x) − x) > M , then f̂n(lˆ0) ∩
R(lˆ1) 6= ∅ and then there are z ∈ R2 and N > 0 such that pr1(f̂nN (z)− z) > n for all n ∈ N, in
the case that (0, 0) ∈ ρ(f̂) is not realized by a periodic orbit. That is, Theorem D holds in the
case that C does not contain singularities and (0, 0) ∈ ρ(f̂) is not realized by a periodic orbit,
as we wanted.
4.5.3 Statement of the main lemma and proof of Theorem D when C contains no
singularities.
The following main and technical lemma gives us the precise properties of the set V mentioned
in §4.5.1.
2That proposition is stated under the hypothesis that ρ(f̂) is a segment. However, that is used only guarantee
the existence of x, y ∈ T2 with ρ(x, f̂) = (0, a), ρ(y, f̂) = (0, b) and a < 0 < b, which is within our hypotheses.
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Recall that ` = C0 is a Brouwer curve for f̂ and that Li∞, Ri∞ denote the stable and unstable
sets, respectively, of the maximal invariant set in each strip (`i, `i+1) = (T
i
1(`), T
i+1
1 (`)) (cf.
Section 2.5).
Lemma 4.13. The following hold (cf. Fig. 5):
1. There exist sets L1, L2, R1, R2 ⊂ R(`) such that:
(a) for i = 1, 2, Li ⊂ L1∞ \ (L0∞ ∪ R1∞), and f̂n(Li) ⊂ (`1, `2) for all n > 0 sufficiently
large,
(b) Ri ⊂ R1∞, and then f̂−n(Ri) ⊂ R(`1) for all n ≥ 0,
(c) ρ(Li, f̂) = {ri} for some r1 6= r2, and in particular L1 ∩ L2 = ∅,
(d) the sets Li and Ri are connected, the Li are compact, the Ri are unbounded to the
right, and the sets Fi = Li ∪Ri separate R(`),
2. There is a set V ⊂ R(`) such that:
(a) V is of the form V = (V1 ∩ V2) ∪ R1, for some open sets V1, V2 ⊂ R(`) such that
L1 ⊂ V2, L2 ⊂ V1, and ∂Vi ⊂ ` ∪ Fi,
(b) ∂V ⊂ F1 ∪ F2 ∪ `, ∅ 6= V1 ∪ V2 ⊂ int(V), and V separates R(`),
(c) there is n1 > 0 such that f̂
n1(V) ⊂ R(`1),
(d) V ∩ [`, `1] is compact,
(e) the set J := ∂V ∩ ` is a non-degenerate arc such that J ∩ L0∞ = ∅, J(0) ∈ L2, and
J(1) ∈ L1.
The proof of this lemma will be given in Section 4.5.4.
Figure 5: The sets Li, Ri, V, J from Lemma 4.13, and an illustration of an arc γ which has
good intersection with V.
Notation 4.14. For i ∈ N0 and j ∈ Z we denote `i = T i1(`), and Vi,j = T i1T j2 (V). Similarily,
for k = 1, 2, we set Li,jk = T
i
1T
j
2 (Lk), R
i,j
k = T
i
1T
j
2 (Rk) and F
i,j
k = T
i
1T
j
2 (Fk).
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The main induction step in this section is given by Proposition 4.16 below. In order to state
it we need the following definition.
Definition 4.15. Let i ∈ N0, j ∈ Z. We say that a curve γ has good intersection with Vi,j if
the following hold (see Fig. 5):
• γ ∩Ri+1∞ = ∅,
• one endpoint of γ lies in Li,j1 and the other in L
i,j
2 ,
• int(γ) ⊂ int(Vi,j) ∪ J , where J ⊂ ` is the arc from Lemma 4.13-2e.
Figure 6: Illustration of Proposition 4.16.
Note that, in particular, if an arc γ has good intersection with Vi,j for some i, j, then
γ ⊂ R(`i).
Proposition 4.16. There is N2 > 0 such that:
1. if an arc γ has good intersection with Vi,j for some i, j ∈ Z, then f̂N2(γ) contains an arc
which has good intersection with Vi+1,j′ , for some j′ ∈ Z (see Fig. 6),
2. the arc J ⊂ ` from Lemma 4.13-2e is such that f̂N2(J) has good intersection with V1,j,
for some j ∈ Z.
Before proving this proposition, we use it to prove Theorem D.
Proof of Theorem D when C contains no singularities. Let n0 > 0 be such that min{pr1(`n0))} >
max{pr1(`)}+ 1. By proposition 4.16 we easily get by induction that f̂n0N2(J) contains an arc
β1 which has good intersection with Vn0,j1 , for some j1 ∈ Z. In particular, β1 ⊂ R(`n0).
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Let
β1 = f̂
−n0N2(β1) ⊂ J.
Analogously, by induction using item 1 of Proposition 4.16 it easily follows that there is a se-
quence of arcs βn ⊂ β1 such that βk ⊂ βl if k > l, and such that for all n ≥ 1, the arc f̂n·n0N2(βn)
has good intersection with Vn·n0,jn for some jn ∈ Z, and in particular, f̂n·n0N2(βn) ⊂ R(`n·n0).
If z ∈ ∩n≥0βn, then for every n ≥ 1, f̂n·n0N2(z) ∈ R(`n·n0), and in particular, by the choice
of n0,
pr1(f̂
n·n0N2(z)− z) > n for all n > 0.
Setting N = n0N2, this finishes the proof.
We now prove Proposition 4.16.
Proof of Proposition 4.16. Without loss of generality, assume that i = j = 0. Let K =
diam2(V ∩ (`, `1)) + 1, which by item 2d from Lemma 4.13 is finite, and note that, by the
periodicity of f̂ ,
K = diam2(Vi,j ∩ (`i, `i+1)) + 1 ∀ i, j.
Consider the sets L1, L2 from Lemma 4.13 and let n1 be as in item 2c of such lemma. By
item 1a we have that there is n2 > n1 such that
f̂n(L1 ∪ L2) ⊂ (`1, `2) ∀n ≥ n2.
By item 1c we have that ρ(Li, f̂) = ri for some r1 6= r2, and therefore there is N2 > n2 such
that
d(pr2(f̂
N2(L1)),pr2(f̂
N2(L2))) > K.
As γ has good intersection with V, we have that an endpoint of f̂N2γ, say f̂N2γ(0), belongs to
f̂N2(L1) and f̂
N2γ(1) ∈ f̂N2(L2), and by definition of K we have then that, for some j1 ∈ Z,
the set pr2(V1,j1) is contained in the interval between pr2(f̂N2γ(0)) and pr2(f̂N2γ(1)). As the
sets Ri are contained in R
1
∞ ⊂ R(`2) (item 1b) and as the sets F 1,j1i = L1,j1i ∪ R1,j1i separate
R(`1) (by item 2b and by the periodicity of f̂), we obtain that, for i = 1, 2, the points f̂
N2γ(0)
and f̂N2γ(1) belong to different connected components of R(`1) \ F 1,j1i .
Also, as γ has good intersection with V, we have f̂N2γ ⊂ f̂N2(V), and as N2 ≥ n2 ≥ n1, by
item 2c we obtain
f̂N2γ ⊂ R(`1). (11)
Also by the fact that γ has good intersection with V, γ ∩R1∞ = ∅, and then f̂N2γ ∩R1∞ = ∅
by the invariance of R1∞. As R
2
∞ ⊂ R1∞,
f̂N2γ ∩R2∞ = ∅. (12)
By this, by (11), and as the points f̂N2γ(0), f̂N2γ(1) belong to different connected components
of R(`1) \F 1,j1i , i = 1, 2, we conclude that the arc f̂N2γ must intersect both sets L1,j11 \R2∞ and
L1,j12 \R2∞.
Consider a subarc γ¯ ⊂ f̂N2γ with one endpoint in L1,j11 \R2∞, the other endpoint in L1,j12 \R2∞,
and minimal with respect to this property. We claim that int(γ) ⊂ int(V1,j1). To see this, note
that by item 2a, the set V1,j1 is of the form V1,j1 = (V1 ∩ V2) ∪ R1,j11 for some open sets V1, V2
such that L1,j11 ⊂ V2 ∪R2, L1,j12 ⊂ V1 ∪R1 and ∂Vi ⊂ `1 ∪F 1,j1i . By the minimality of γ¯ and by
(11), (12) we have
int(γ¯) ∩ ∂Vi ⊂ int(γ¯) ∩ L1,j1i = ∅ for i = 1, 2.
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Also, by definition γ(0) ∈ L1,j11 ⊂ V2, γ(1) ∈ L1,j12 ⊂ V1 and therefore
int(γ) ⊂ V1 ∩ V2 ⊂ int(V1,j1),
as claimed. By (??) we actually have int(γ) ⊂ int(V1,j1) \R2∞, and then γ has good intersection
with V1,j1 which proves item 1 of the proposition.
We now prove item 2. As the arc J is such that J ⊂ `, J(0) ∈ L2 and J(1) ∈ L1 then
J has good intersection with V. By the previous item, f̂N2J contains an arc which has good
intersection with V1,j1 , for some j1 ∈ Z.
4.5.4 Proof of Lemma 4.13; construction of the sets Li, Ri and V.
4.5.4.1 Some preliminary results. In this section we use Handel’s theorem 2.8 to con-
struct the sets L1, L2. Recall that by hypothesis on Theorem D, ρ(f̂) contains two vectors (0, a),
(0, b), with a < 0 < b.
Proposition 4.17. For all r ∈ [a, b] there exists a closed f̂ -invariant set Kr ⊂ (`, `1) such that
ρ(Kr, f̂) = {(0, r)}.
Handel’s theorem 2.8 is a theorem for annulus maps. Lemma 4.18 below will give us that we
may assume we are dealing with an annulus map, to the one we will be able to apply Handel’s
theorem.
Let f˜ : R × T1 → R × T1 be the lift of f to R × T1 such that pi ◦ f̂ = f˜ ◦ pi, where
pi : R2 → R×T1 denotes the canonical projection. Let ` = pi(`) and `1 = pi(`1). Let m > 0 be
such that pr1((f̂
−1(`), f̂(`1))) ⊂ [−m,m] ⊂ R, and denote by Am the compact annulus given
by Am = [−m,m]×T1 ⊂ R×T1.
Lemma 4.18. There exists a homeomorphism homotopic to the identity g : Am → Am such
that:
1. g|(`,`1) = f˜ |(`,`1).
2. For all x in R(`1), the ω-limit ω(x, g) is contained in {m}×T1, and for all x in L(`), the
α-limit α(x, g) is contained in {−m} ×T1.
3. If ĝ : [−m,m] × R → [−m,m] × R is the lift of g such that ĝ|(`,`1) = f̂ |(`,`1), then
ρ({−m} × T1, ĝ) = {(0, s1)} and ρ({m} × T1, ĝ) = {(0, s2)}, for some s1, s2 ∈ Z with
s1 < min pr2(ρ(f̂)) ≤ a < b ≤ max pr2(ρ(f̂)) < s2.
Proof. For 0 < r1 < r2, denote the complex annulus Ar1,r2 = {reiθ ∈ C : r1 ≤ r ≤ r2}.
Consider the homeomorphism h : Am → Ae−m,em given by h(x, y) = e−xeiy, which sends
horizontal segments {y = y0} in Am to radial segments {θ = ey0} in Ae−m,em , and sends the
border components {−m} × T1 and {m} × T1 to {r = em} and {r = e−m}, respectively. Up
to a change of coordinates (isotopic to the identity), we may assume that the circle f˜(`1) is a
straight vertical circle, which corresponds by h to a circle cs = {r = s} ⊂ Ae−m,em .
For r > 0, denote Dr = {z ∈ C : |z| < r}. Let F = hf˜h−1 : Ae−m,em → Ae−m,em and note
that, as f˜2(`1) ⊂ R(f˜(`1)), it holds F (cs) = F (∂Ds) ⊂ Ds. By a Theorem of Moser ([Mos65]),
if t ∈ (r1, s) there exists a homeomorphism φ : Ae−m,s → Ae−m,s such that φ|∂Ae−m,s = Id,
and such that φ(F (cs)) = ∂Dt. Composing with a twist map with support on an annulus
U ⊂ Ae−m,s which contains ∂Dt we may also suppose that φF |cs fixes angles, that is, we may
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suppose that φ is such that for any z ∈ cs, arg(φF (z)) = arg(z), where arg(z) denotes the
argument of z. Let G1 = φF and note that, as φ has support on Ae−m,s and as f˜(`1) = h
−1(cs),
G1|h(L(`1)) = F |h(L(`1)), (13)
and then the map g1 := h
−1G1h : Am → Am is such that
g1|L(`1) ≡ f˜ |L(`1).
Note that, as G1|cs fixes angles, g1|f˜(`1) fixes the second coordinate. By an adequate choice of
the mentioned twist map, we may assume that, not only g1|f˜(`1) fixes the second coordinate,
but also, if ĝ1 : [−m,m]×R→ [−m,m]×R is the lift of g1 such that ĝ1|L(`1) ≡ f̂ |L(`1), we have
pr2(ĝ1(ẑ)) = pr2(ẑ) + s2 (14)
for all ẑ ∈ f̂(`1) and where s2 ∈ Z, s2 > max pr2(ρ(f̂)) ≥ b > 0.
Consider the restriction G1|cr3 : cr3 → Ae−m,em , and radially extend it to an injective map
G2 : Ae−m,s → Ae−m,s, so that for every reiθ ∈ Ae−m,s, G2(reiθ) = r˜eiθ, with r˜ ≤ r, and
with equality iff r = e−m. Then, extend G2 continuously to Ae−m,em as G2(x) = G1(x) for
x ∈ As,em .
Observe that as G2|As,em ≡ G1, by (13) we have G2|h(L(`1)) ≡ F |h(L(`1)), and then the map
g2 := h
−1G2h : Am → Am is such that
g2|L(`1) ≡ f˜ |L(`1). (15)
Let ĝ2 : [−m,m] × R → [−m,m] × R be the lift of g2 such that ĝ2|L(`1) ≡ f̂ |L(`1). As
g2|R(`1) ≡ g1|R(`1) (by definition) and by (14) we have that pr2(ĝ2(x)) = pr2(x) for x ∈ R(`1).
Also, as G2({r = e−m}) = {r = e−m},
ĝ2(x) = x+ (0, s2) for x ∈ {m} ×R. (16)
Being the map G2 a radial contraction on Ae−m,s, we have that for any z ∈ Ae−m,s,
ω(z,G2) ⊂ {r = e−m}. This implies
ω(x, g2) ⊂ {m} ×T1 for any x ∈ R(`1). (17)
In a symmetric way, we may modify g2 to obtain a homeomorphism g : Am → Am such that:
• g|R(`) = g2|R(`),
• α(x, g) ⊂ {−M} ×T1 for any x ∈ L(`),
and such that, if ĝ : R2 → R2 is the lift of g such that ĝ|(`,`1) ≡ ĝ2|(`,`1) ≡ f̂ |(`,`1), then
• ĝ(x) = x+ (0, s1),
for all x ∈ {−m}×R and where s1 ∈ Z, s1 < min pr2(ρ(f̂)) ≤ a < 0. By this, and by eqs. (15),
(16), (17) we have that g satisfies items 1 to 3 of the lemma.
We are now ready to prove Proposition 4.17, using Handel’s theorem 2.8.
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Proof of Proposition 4.17 Let g : Am → Am be the annulus homeomorphism given by Lemma
4.18, and let ĝ : [−m,m]×R→ [−m,m]×R be the lift of g such that ĝ|(`,`1) ≡ f̂ |(`,`1). Consider
the sets ρ(ĝ) and ρpoint(ĝ) as subsets of {0} ×R ⊂ R2. Let Eg be the maximal invariant set of
(`, `1) for g, and let B = {−m,m}×T1. As the curves ` and `1 are free for g, items (2) and (3)
of Lemma 4.18 imply that
ρpoint(ĝ) = ρpoint(Eg ∪B, ĝ) = ρpoint(Eg, ĝ) ∪ {(0, s1), (0, s2)}. (18)
As ĝ|(`,`1) = f̂ |(`,`1),
ρpoint(Eg, ĝ) = ρpoint(Ef˜ , f̂), (19)
where Ef˜ is the maximal invariant set of (`, `1) for f˜ . Observe that, by Assumption 4.12,
ρpoint(Ef˜ , f̂) ⊃ ({0} × [a, b]) ∩Q2,
and then equations (18) and (19) imply
ρpoint(ĝ) = ρpoint(Ef˜ , f̂) ∪ {(0, s1), (0, s2)} ⊃ ({0} × [a, b]) ∩Q2. (20)
By Handel’s theorem 2.8, ρpoint(ĝ) is closed, and therefore ρpoint(ĝ) ⊃ {0} × [a, b]. Also by
that theorem, for all r ∈ [a, b] there exists a compact set Kr ⊂ Am that is g-invariant, and such
that ρ(z, ĝ) = r for all z ∈ Kr.
By item 2 from Lemma 4.18, the forward g-iterates of `1 accumulate on {m} × T1, the
backward g-iterates of ` accumulate on {−m}×T1, and by item 3 of the same lemma, ρ(x, ĝ) =
{(0, s1)} for any x ∈ {−m} × T1 and ρ(x, ĝ) = {(0, s2)} for all x ∈ {m} × T1, where s1 <
a < b < s2. The fact that Kr is g-invariant and r ∈ [a, b] implies then that Kr ⊂ (`, `1). As
g|(`,`1) = f˜ |(`,`1), we have that Kr is f˜ -invariant and ρ(Kr, f̂) = ρ(Kr, ĝ) = {(0, r)}. This proves
the proposition.
We now use Proposition 4.17 to construct the sets L1, L2. Such construction will be carried
out basically with the use of Corollary 4.20 below.
Lemma 4.19. For all p ∈ [a, b] there exists z ∈ L1∞ ∩ R1∞ such that, if C is the connected
component of L1∞ ∩R(`) that contains z, then:
1. C is compact.
2. ρ(C, f̂) = {(0, p)}.
3. C ∩ ` 6= ∅.
4. C ∩ L0∞ = ∅, and therefore there is n > 0 such that f̂n(C) ⊂ R(`1).
Corollary 4.20. There exists an arc I ⊂ `, and two points x, y ∈ L1∞ ∩ R1∞ such that, if Lx
and Ly are the connected components of L
1
∞ ∩R(`) that contain x and y, respectively, then:
1. Lx, Ly are compact.
2. int(I) ∩ L0∞ = ∅, and the endpoints of I lie in L0∞.
3. Li ∩ int(I) 6= ∅, for i = x, y.
4. Li ∩ L0∞ = ∅ and there is n1 > 0 such that f̂n1(L1 ∪ L2) ⊂ R(`1).
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5. ρ(Li, f̂) = {(0, ri)}, for i = x, y and some rx 6= ry.
Proof. By Lemma 4.19, for any p ∈ [a, b] there is zp ∈ L1∞ ∩ R1∞ such that, if Czp denotes the
connected component of L1∞ ∩R(`) that contains zp, then
ρ(Czp , f̂) = {(0, p)}, (21)
Czp ∩ L0∞ = ∅, (22)
Czp ∩ ` 6= ∅ (23)
and there is np > 0 such that
f̂np(Czp) ⊂ R(`1). (24)
Let U = ` \ L0∞. As L0∞ is closed, U is a countable union of open arcs. By (23) and as the
set [a, b] is uncountable, there must be points r, s ∈ [a, b], r 6= s, points zr, zs ∈ L1∞ ∩R1∞ and a
connected component U0 of U such that
Czr ∩ U0 6= ∅ and Czs ∩ U0 6= ∅, (25)
and, letting N1 = max{nr, ns}, by (24) we have
f̂N1(Czr ∪ Czs) ⊂ R(`1). (26)
Let I = U0. By definition, we have that I satisfies item 2 of the corollary. Define x = zr
and y = zs, so Lx = Czr and Ly = Czs . By item 1 of Lemma 4.19, the sets Lx and Ly are
compact, and item 1 of the corollary holds. By eqs. (22) and (26), x and y satisfy item (4) of
the corollary. By eqs. (25) and (21), items 3 and 5, respectively, hold.
To prove Lemma 4.19 we will need the following.
Lemma 4.21. There does not exist a compact connected set K such that:
1. K ∩ L0∞ 6= ∅, and K ∩R2∞ 6= ∅,
2. ρ(K, f̂) consists of a point.
Proof. We proceed by contradiction. Suppose that K is a compact connected set such that
K ∩ L0∞ 6= ∅, K ∩R2∞ 6= ∅, and ρ(K, f̂) = {(0, p0)}, for some p0 6= 0 (see Fig. 7). We treat the
case p0 ≥ 0, the case p0 < 0 being similar.
By Assumption 4.12 there is a periodic point y ∈ T2 such that ρ(y, f̂) = (0, c), with c < 0.
We choose a lift ŷ ∈ R2 of y such that ŷ ∈ (`1, `2), and such that ŷ is above K. As K is compact,
as ρ(K, f̂) = {(0, p0)} and as ρ(y, f̂) = (0, c), c < 0, there is n1 > 0 such that f̂n(ŷ) is below
f̂n(K) for all n ≥ n1. Observe that the whole orbit of ŷ must be contained in (`1, `2), as the
curves `1 and `2 are Brouwer lines for f̂ , y is periodic, and ρ(y, f̂) is a vertical vector.
Let z1 ∈ K ∩ L0∞. Then by definition of L0∞, z ∈ L(f̂−n1(`1)). Let β1 : (−∞, 0]→ R2 be a
proper immersion such that:
• β1 ⊂ L(f̂−n1(`1)),
• β1(0) = z1, and
• −∞ < inf pr2(β1) < sup pr2(β1) <∞.
Now, let z2 ∈ K ∩R2∞, and let β2 : [0,∞)→ R2 be a proper immersion such that:
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• β2(0) = z2,
• β2 ⊂ R(`2), and
• −∞ < inf pr2(β2) < sup pr2(β2) <∞.
The set β1 ∪ K ∪ β2 is therefore bounded vertically, unbounded horizontally, and separates
R2. The complement of β1 ∪ K ∪ β2 has exactly one connected component V unbounded
from above and bounded from below. By definition, the point ŷ ∈ (`1, `2) is above K, and as
(β1 ∪ β2) ∩ (`1, `2) = ∅, we have that y ∈ V .
By the periodicity of f̂ , f̂n1(V ) is also unbounded from above and bounded from below. By
construction of β1 and β2 we have that f̂
n1(β1) ⊂ L(`1) and f̂n1(β2) ⊂ R(`2), that is
f̂n3(β1 ∪ β2) ∩ (`1, `2) = ∅.
As f̂n1(y) ∈ (`1, `2) is below f̂n1(K) and as f̂n1(β1 ∪ β2) ∩ (`1, `2) = ∅, we have that f̂n1(y)
belongs to a connected component of R2 \ f̂n1(β1 ∪K ∪ β2) which is unbounded from below.
This contradicts the fact that f̂n1(y) belongs to the set f̂n1(V ), which is bounded from below,
and this contradiction finishes the proof of the lemma.
Figure 7: Proof of Lemma 4.21.
We end up this section with the proof of Lemma 4.19.
Proof of Lemma 4.19 Let p ∈ [a, b]. By Proposition 4.17 and by the periodicity of f̂ , there exists
a closed f̂ -invariant set K ⊂ (`1, `2) such that ρ(K, f̂) = {(0, p)}. Observe that as K ⊂ (`1, `2)
is f̂ -invariant, K ⊂ L1∞ ∩R1∞.
Let z ∈ K, and let E be the connected component of L1∞ ∩R(`) that contains z. By Lemma
2.11 we have that
E is compact, ρ(E, f̂) = {(0, p)}, and E ∩ ` 6= ∅. (27)
The sought set C will be constructed from E. The construction is divided in the following
cases.
Case 1: E ∩ L0∞ = ∅.
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In this case, f̂n(E) ⊂ R(`1) for some n > 0, by the definition of L0∞ and by the compacity
of E. Letting x = z, by (27) we have that x satisfies items (1) to (4) of the lemma, with C = E.
Case 2: E ∩ L0∞ 6= ∅.
We divide this case in two subcases.
Case 2.1: For every connected component B of L0∞∩R(`) that intersects E, it holds B∩R0∞ = ∅
(cr. Fig. 8).
In this case, for any such component B there is mB > 0 such that f̂
−mB (B) ⊂ L(`). Then,
by the compacity of L0∞ ∩ E, there is m > 0 such that
f̂−m(E) ∩ (L0∞ ∩R(`)) = ∅
and therefore
f̂−m(E) ∩R(`) ∩ L0∞ = ∅. (28)
Let E0 be the connected component of f̂
−m(E) ∩ R(`) that contains f−m(z). Then E0 is
compact because E is, and by (28) we have
E0 ∩ L0∞ = ∅,
so there is n > 0 such that fn(E0) ⊂ R(`1). By Lemma 2.11 E0∩ ` 6= ∅ and ρ(E0, f̂) = {(0, p)}.
Therefore, letting x = f̂−m(z), we have that x satisfies the conclusions of the lemma, with
C = E0.
Case 2.2: There is a connected component B0 of L
0
∞ ∩ R(`) that intersects E, and such that
B0 ∩R0∞ 6= ∅ (see Fig. 8).
Let E1 be the connected component of L
0
∞ ∩ R(`−1) that contains B0. We have three
possibilities for E1:
(i) E1 ∩ L−1∞ = ∅.
(ii) E1 ∩ L−1∞ 6= ∅.
To deal with case (i), let w ∈ B0 ∩R0∞ ⊂ L0∞ ∩R0∞. Proceeding as in Case 1 above, and using
the periodicity of f̂ we have that the point x = T1(w) ∈ L1∞ ∩ R1∞ satisfies the conclusions of
the lemma, with C = T1(B0).
We now deal with case (ii). Let D be a connected component of L−1∞ ∩R(`−1) that intersects
E1. Recall that through all of Section refsec.ss we are assuming that there are z ∈ R2, n ∈ N
such that pr1(f̂
n(z)− z) > M , and by the construction of M , f̂n(`−1)∩R(`2) 6= ∅ (cf. equation
(5)). Then, by Lemma 2.11 and as E1 ∪D ∪E ⊂ L1∞, ρ(E1 ∪D ∪E, f̂) consists of a point. As
ρ(E, f̂) = {(0, p)}, we then have
ρ(E1 ∪D ∪ E, f̂) = {(0, p)}. (29)
The set E1 ∪D∪E is compact, intersects L−1∞ (because D does), and intersects also R1∞ (as
z ∈ E). This, together with (29), contradicts Lemma 4.21. Therefore, case (ii) cannot occur,
and this finishes the proof of the lemma.
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Figure 8: Proof of Lemma 4.19. Left: Case 2.1. Right: Case 2.2-(ii).
4.5.4.2 Definition of the sets Li, Ri and V.
We are now ready to define the sets Li, Ri, V and verify that they satisfy Lemma 4.13.
The sets Li and Ri. By Corollary 4.20, there exists an arc I ⊂ `, and two points x, y ∈ L1∞∩R1∞
such that the connected components Lx and Ly of L
1
∞∩R(`) that contain x and y, respectively,
are such that:
• Lx and Ly are compact,
• Li ∩ I 6= ∅, for i = x, y,
• Li ∩ L0∞ = ∅, for i = x, y,
• ρ(Li, f̂) = {(0, ri)}, for i = x, y and some reals rx 6= ry,
• int(I) ∩ L0∞ = ∅, and the endpoints of I lie in L0∞.
Define L1 as a connected component of Lx \R1∞ such that L1 ∩ I 6= ∅, and similarily, define
L2 as a connected component of Ly \ R1∞ such that L2 ∩ I 6= ∅. By the above properties, we
have Li ⊂ L1∞ \ L0∞ and ρ(Li, f̂) = ri, r1 6= r2, and then the sets Li satisfy items 1a and 1c
from Lemma 4.13.
Define R1 and R2 to be connected components of R
1
∞ that intersect L1 and L2, respectively.
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Then item 1b from Lemma 4.13 holds.
As Li ∩ I 6= ∅ and the Ri are unbounded to the right (cf. Lemma 2.9), the sets Fi = Li ∪Ri
separate R(`). By definition the Li and Ri are connected, and by the above mentioned proper-
ties the Li are compact. Thus, item 1d from Lemma 4.13 holds.
The set V. Item 2a from Lemma 4.13 states that V is of the form V = (V1 ∩V2)∪R1, for some
open sets V1, V2 ⊂ R(`). We construct now such sets.
Claim 4.22. Let i ∈ {1, 2} and let p, q ∈ `\F i, x ∈ `∩F i be points such that p < x < q, where
< denotes the order of ` induced by its upwards orientation. Then, p and q belong to different
connected components of R(`) \ F i.
Proof. This follows easily from the fact that Fi is connected and separates R(`).
3Note that, in principle, the set R1∞ might be connected, and in such case R1 = R2.
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A consequence of Claim 4.22 is that, as the sets Fi separate R(`) and as L1 ∩L2 = ∅, either
minL1 ∩ ` > maxL2 ∩ ` or minL2 ∩ ` > maxL1 ∩ `. Without loss of generality, suppose it holds
the former;
minL1 ∩ ` > maxL2 ∩ `, (30)
that is, in some sense L1 is ‘above’ L2.
As L1 ∩ ` is compact (because L1 is), and as R1 ⊂ R1∞ ⊂ R(`1), we have that F 1 ∩ ` is
compact, and therefore there is only one connected component V1 of R(`) \ F1 whose closure
contains a subcurve of ` that is unbounded from below. Analogously, there is only one connected
component V2 of R(`)\F2 whose closure contains a subcurve of ` that is unbounded from above
(see Fig. 5).
Note that, by definition, ∂Vi ⊂ Fi ∪ `, for i = 1, 2. Therefore, to show that the set
V := (V1 ∩ V2) ∪R1
satisfies item 2a from Lemma 4.13, it suffices to show the following:
Claim 4.23. L1 ⊂ V2, and L2 ⊂ V1.
Proof of Claim 4.23. We will prove that L1 ⊂ V2, the proof that L2 ⊂ V1 being symmetric.
First observe that by (30) and by definition of V2, it follows that L1 ∩ V2 6= ∅. As L1 is by
definition connected and disjoint from R2, it holds
L1 ⊂ V2.
Note that by (30) and by definition of V1, V2, it follows that ∅ 6= V1 ∩ V2 ⊂ int(V), V ∩ ` 6= ∅
and as V is unbounded to the right, V separates R(`). Also by definition, ∂V ⊂ F1 ∪F2 ∪ `, and
therefore item 2b from Lemma 4.13 holds.
As the sets Fi separate R(`) and as F i ∩ [`, `1] = Li ∩ [`, `1] is compact, we have that
V 1∩ [`, `1] is bounded from above and V 2∩ [`, `1] is bounded from below. Therefore V ∩ [`, `1] ⊂
(V 1 ∩ V 2) ∩ [`, `1] is compact, which proves item 2d.
Observe that, also by (30) and by definition of V, the arc I mentioned above and given by
Corollary 4.20 contains a non-degenerate arc J such that J = ∂V ∩ `, and such that J(0) ∈ L2,
J(1) ∈ L1 and J ∩ L0∞ = ∅. Thus, item 2e holds.
By last, we prove item 2c, namely, there is n1 > 0 such that f̂
n1(V) ⊂ R(`1). To this end, it
suffices to show that V∩L0∞ = ∅. Suppose this is not the case, and let x ∈ V∩L0∞. Consider the
connected component C of L0∞ that contains x. As ∂V ⊂ J ∪ F1 ∪ F2, and as the sets J, F1, F2
do not intersect L0∞, we then have that C is contained in int(V) ⊂ R(`). This contradicts the
fact that C is unbounded to the left (Lemma 2.11). We therefore must have V ∩ L0∞ = ∅, and
item 2c holds.
4.6 Case that C contains singularities
As we did in the case that C does not contain singularities, we will prove that if M = M(f) > 0
is the constant constructed in Section 4.3 and if there are x ∈ R2 and N1 > 0 such that
pr1(f̂
N1(x)− x) > M , then there are z ∈ R2 and N > 0 such that pr1(f̂nN (z)− z) > n for all
n ∈ N.
We begin by giving an idea of the proof.
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4.6.1 Idea of the proof
As we mentioned, we are assuming that there is x ∈ R2 and N1 > 0 such that pr1(f̂N1(x)−x) >
M . Recall from (10) that this implies f̂N1(Ci) ∩ Ci+2 6= ∅ for any i, and in particular there are
leaves γ ⊂ C−2 and β ⊂ C0 such that f̂N1γ ∩ β 6= ∅. Recall also from (6) that there is p ∈ R2
such that pi(p) is periodic for f and ρ(pi(p), f̂) = (0, c), for some c < 0. We will first choose an
integer translate of p, denoted also p, such that p ∈ R(C−2) ∩ L(C0) and p is above f̂N1(γ).
We will show that, as the isotopy (ft)t is positively transverse to the foliation F̂ , all the
iterates f̂N1+n(γ), n > 0, also intersect β, which might be interpreted as f̂N1(γ) being ‘anchored’
to β.
We will choose an integer translation T : R2 → R2 such that T (β) ⊂ C1 and T (β) is below
β. Observe that by the periodicity of f̂ , f̂−N1(T (β)) ∩ C−1 6= ∅. We will then choose N2 > 0
such that f̂N2(p) is below f̂−N1(T (β)) (see Fig. 9). As f̂N1γ is ‘anchored’ to β, the iterates of
p by f̂ will ‘push’ the curve f̂N1γ downwards, and we will show that
f̂N1+N2γ ∩ f̂−N1(T (β)) 6= ∅,
which in turn implies
f̂2N1+N2γ ∩ C1 ⊃ f̂2N1+N2γ ∩ T (β) 6= ∅.
We want to continue this process inductively, in order to prove the following:
Lemma 4.24. f̂ (i+1)N1+iN2γ ∩ Ci 6= ∅ ∀ i ∈ N.
This lemma clearly implies that max(pr1(ρ(f̂))) > 0. This in turn implies that int(ρ(f̂)) 6= ∅,
and then by Theorem 2.3 we have that there is a periodic point q for f such that pr1(ρ(q, f̂)) > 0.
This will yield Theorem D.
Let us explain the main ideas in Lemma 4.24. As we saw, we have f̂2N1+N2γ ∩ T (β) 6= ∅.
The first main step in the proof will be to show that the iterate f̂2N1+N2γ is well positioned
with respect to the point T (p) (cf. Definition 4.29), which very roughly speaking means that
f̂2N1+N2γ is in some sense ‘below’ T (p). Also, the fact that (ft)t is positively transverse to F̂
will imply that f̂2N1+N2+nγ ∩ T (β) 6= ∅ for all n ≥ 0, and then f̂2N1+N2γ is ‘anchored’ to T (β).
Therefore, the forward iterates of T (p) by f̂ will ‘push’ the arc f̂2N1+N2γ downwards, and we
will show that
f̂2N1+2N2γ ∩ f̂−N1(T 2(β)) 6= ∅.
The second main step in the proof will be to show that this intersection is a good intersection,
meaning that f̂2N1+2N2γ intersects f̂−N1(T 2(β)) in a way such that f̂3N1+2N2γ is well positioned
with respect to T 2(p).
In this way, by induction we will obtain Lemma 4.24, which as we mentioned, implies The-
orem D.
The precise definitions of being well positioned and having good intersection are given in
Section 4.6.3. To introduce such concepts, some previous definitions are given in 4.6.2. The
induction steps for the proof of Lemma 4.24 are stated in Section 4.6.4, and in 4.6.5 it is shown
how the lemma follows from them. Finally, the proof of the induction steps is carried out in
sections 4.6.6 and 4.6.7.
4.6.2 The points pi, the arcs λ, γ˜, the leaves βi and the integer N2.
In this section we give some definitions that will be used through the rest of §4.6.
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Figure 9:
The arc λ and the leaf β. Recall that f̂N1(Ci)∩Ci+2 6= ∅ for all i (see (10)), and in particular
f̂N1(C−2) ∩ C0 6= ∅. Let γ be a leaf of F̂ contained in C−2 such that
f̂N1(γ) ∩ C0 6= ∅.
We will now chose a leaf β of F̂ contained in C0 such that f̂N1(γ) ∩ β 6= ∅, and an arc λ going
from sing(γ) to f̂N1(γ) ∩ β. Such choice will be done separately for two possibilities on γ:
Case 1: Either α(γ) or ω(γ) consist of a singularity.
If ω(γ) consists of a singularity (see Fig. 10), define β as the leaf that contains the last point of
intersection of f̂N1γ with C0, that is, β is the leaf of F̂ that contains γ(t∗), where
t∗ = max{t ∈ (0, 1) : f̂N1γ(t) ∈ C0}.
Define then the arc
λ = (f̂N1γ|[t∗,1])−1.
Analogously, if ω(γ) does not consist of a singularity but α(γ) does, define β as the first point
of intersection of f̂N1(γ) with C0; that is, let β be the leaf of F̂ that contains γ(t∗), where
t∗ = min{t ∈ (0, 1) : f̂N1γ(t) ∈ C0},
and define
λ = f̂N1γ|[0,t∗].
Note that, in both cases, λ(0) ∈ sing(γ), λ|[0,1) ⊂ L(C0) and λ(1) ∈ β ⊂ C0.
Case 2: Neither α(γ) or ω(γ) consist of a singularity.
Note that by Corollary 4.9 we have that α(γ) and ω(γ) are compact, and then by Theorem 2.22
we have in this case that α(γ) and ω(γ) are either loops or generalized cycles of connections.
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Thus, there may not exist neither a first or a last point of intersection of f̂N1(γ) with C0
(see Fig. 10). We will define the auxiliary arc λ, and then we will define β as the leaf of F̂
containing λ(1).
Let s be any singularity contained in Fill(ω(γ)), such that there is no other singularity s′ ∈
Fill(ω(γ)) with pr2(s
′) = pr2(s) and pr1(s
′) < pr1(s). Let λ1 be the straight horizontal arc going
leftwards from s to a point of f̂N1(γ) sufficiently close to f̂N1(ω(γ)) so that f̂−N1(λ1) ∩ C0 = ∅.
Let λ2 be a subarc of f̂
N1γ going from λ1(1) to a point z ∈ f̂N1γ∩C0 such that λ2|[0,1) ⊂ L(C0).
Let then λ = λ1 · λ2, and define β as the leaf of F̂ that contains λ(1).
Figure 10: Definition of β. Left: case that ω(γ) consists of a singularity. Right: case that
neither ω(γ) nor α(γ) consist of a singularity.
The points pi and the leaves βi. Recall from (6) and (7) that there is p ∈ R2 such that
pi(p) ∈ T2 is periodic and rotates downwards, l1, l2 are straight vertical lines oriented upwards
such that C0 ⊂ L(l1) and R(l1) ⊂ {f̂t(p) : t ∈ R} ⊂ L(l2), and n1 ∈ N is such that C1 =
Tn11 (C0) ⊂ R(l2). Fix an integer translate p0 of p of the form p0 = T i2T−n11 ∈ R(C−1) ∩ L(C0),
with i such that:
• p0 is above λ, and
• {f̂t(p0) : t ∈ (−∞, 0]} is above {f̂t(β) : t ∈ [−N1, 0]}.
Note that the second condition on p0 may indeed be satisfised, because pi(p0) ∈ T2 is periodic
and rotates downwards.
Define then
`1 = T
−n1
1 l1, `2 = T
−n1
1 l2,
and note that
{f̂t(p0) : t ∈ R} ⊂ (`1, `2) ⊂ R(C−1) ∩ L(C0). (31)
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Section 4.7 will be devoted to the proof of the following.
Lemma 4.25. There exists an arc δ such that (see Fig. 11):
1. int(δ) ⊂ f̂−N1β,
2. δ(0) ∈ C−2, δ(1) ∈ C0, int(δ) ⊂ R(C−2) ∩ L(C0),
3. δ leaves a leaf δ1 ⊂ C−2 on t = 0 by the right (cf. Definition 2.18),
4. one of the following holds:
(a) δ(1) ∈ sing(F̂) ∩ C0.
(b) δ arrives in a leaf δ2 ⊂ C0 on t = 1 by the right.
Notation 4.26. For not having to continuously refer to δ separately for cases 4(a) and 4(b)
from last lemma, we define δ˜2 = ∅ in case item 4(a) holds, and δ˜2 = δ2 in case item 4(b) holds.
Figure 11: The arc δ ⊂ f̂−N1(β). Left: case that δ(1) belongs to a leaf δ2 ⊂ C0. Right: case
that δ(1) is a singularity.
Define n2 > 0 such that
f̂−N1λ ∪ λ ∪ {f̂t(β) : t ∈ [−N1, 0]} is above Tn11 T−n22 ({f̂t(β) : t ∈ [−N1, 0]} ∪ δ1 ∪ δ˜2). (32)
Denote
T = Tn11 T
−n2
2 , (33)
and for i ≥ 0 let
βi = T
i(β) and pi = T
i(p0), (34)
(see Fig. 12). Note that by (31), the paths {f̂t(pi)} are disjoint.
The integer N2. The definition of N2 is given by the following.
Claim 4.27. There exists N2 > 0 such that:
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Figure 12: f̂−N1β1 is below λ, and p0 is above λ.
1. f̂N2(p0) is below f̂
−N1(β1), and
2. f̂−k(N1+N2)(pk) is above p0 for all k ∈ N.
Proof. Denote by pi : R2 → T2 the canonical projection. As pi(p0) ∈ T2 is periodic and
rotates downwards, and as f̂−N1(β1) is bounded (because by β is bounded by Corollary 4.9) the
existence of N12 > 0 satisfying Item 1 is trivial. Now we see that there is N
2
2 > 0 satisfying Item
2. Taking N2 = max{N11 , N22 }, this will prove the claim.
Also by the fact that pi(p0) ∈ T2 is periodic and rotates downwards, there is N > 0 such
that f̂−n(p1) is above p0, for all n ≥ N . By induction this gives us that f̂−kn(pk) is above p0
for all n ≥ N and k ∈ N. Choosing N22 = N , we get in particular that f̂−k(N1+N
2
2 )(pk) is above
p0 for all k ∈ N. That is, N22 satisfies Item 2, as desired.
Remark 4.28. Taking N2 as a multiple of the period of pi(p0) for f , we may assume that
pr1(f̂
N2(pi)) = pr1(pi), for all i.
The arc γ˜. By last, we define γ˜ as
γ˜ = f̂−N1λ.
Observe that, as f̂N1(γ˜) = λ, by the definition of p0,
f̂N1 γ˜ is below p0,
and by (32)
f̂N1 γ˜ is above f̂−N1(T (β)). (35)
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Note also that for all n, f̂nγ˜(0) = f̂n−N1λ(0) = λ(0) ∈ sing(F̂) ∩ C−2, and f̂N1 γ˜(1) = λ(1) ∈
β ⊂ C0.
4.6.3 ‘Well positioned’ and ‘good intersection’.
Recall that for a bounded leaf ` ∈ F̂ , sing(`) denotes the set of singularities of F̂ contained in
Fill(α(`)) ∪ Fill(ω(`)). Also, recall that by Corollary 4.9, every leaf ` of F̂ contained in ∪iCi is
bounded, and therefore for such `, sing(`) 6= ∅.
Let δ be the arc given by Lemma 4.25. For each n ∈ N0 we now define
Fn =
{
f̂−k(N1+N2)(pn+k) : k ∈ N0
} ⋃
∪k∈N0 sing(βn+k)
⋃
∪k∈N0 T k
(
sing(δ1) ∪ sing(δ˜2)
)
,
and proceed to the definitions of ‘well positioned’ and ‘good intersection’. Consider the arc γ˜
defined in §4.6.2.
Definition 4.29. Let i ∈ N0. We say that an iterate f̂n(γ˜) of γ˜ is well positioned with respect
to pi if f̂
n(γ˜) contains a subarc η such that (see Fig. 13):
1. η(0) = f̂n(γ˜(0)) = γ˜(0) ∈ sing(F̂) ∩ C−2,
2. η(1) ∈ βi, and
3. η is homotopic wfe Rel(Fi) to an arc κ of the form κ = κ1 · κ2, where:
(a) κ1 is a vertical arc from η(0) to a point in the strip
Bi = {x ∈ R2 : x is below pi and above βi+1 ∪ T i+1(δ1 ∪ δ˜2)},
and
(b) κ2 is an arc contained in B \Fi from κ1(1) to η(1) ∈ βi such that, if κ2 is a lift of κ2
to the universal cover of R2 \ (sing(F̂) ∩ Fi), and if β is a lift of βi containing κ2(1),
then κ2(0) ∈ L(β).
As we mentioned in §4.6.1, last definition gives us that f̂nγ˜ contains an arc η which is in
some sense “below” pi. Also, η intersects βi “by the left”.
Consider the arc δ from Lemma 4.25.
Definition 4.30. Let i ∈ N. We say that an iterate f̂n(γ˜) of γ˜ has good intersection with
f̂−N1(βi) if f̂n(γ˜) contains a subarc µ such that (see Fig. 14):
1. µ(0) = f̂n(γ˜(0)) = γ˜(0) ∈ sing(F̂) ∩ C−2,
2. µ(1) ∈ T i(δ) ⊂ f̂−N1(βi), and
3. µ is homotopic wfe Rel(f̂−N1(Fi)) to an arc ν of the form ν = ν1 · ν2 · ν3, where ν1 is a
horizontal arc starting in µ(0) and ending in the ‘strip’ R(Ci−2)∩L(Ci−1), ν2 is a vertical
arc from ν1(1) downwards to a point of T
i(δ), and ν3 is the arc contained in T
i(δ) going
from ν2(1) to µ(1).
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Figure 13: Illustration of an arc which is well positioned with respect to pi. Left-bottom corner:
the lifts β, κ to the universal cover of R2 \ (sing(F̂) ∩ Fi).
4.6.4 Induction steps.
The following two lemmas are the main induction steps in the proof of Theorem D, for the case
that C has singularities.
Lemma 4.31. Let i ∈ N0. If an iterate f̂nγ˜ of γ˜ is well positioned with respect to pi, then
f̂n+N2 γ˜ has good intersection with f̂−N1βi+1.
Lemma 4.32. Let i ∈ N. If an iterate f̂nγ˜ of γ˜ has good intersection with f̂−N1βi, then
f̂n+N1 γ˜ is well positioned with respect to pi.
4.6.5 Lemmas 4.31 and 4.32 imply Theorem D.
As we mentioned in §4.6.1, to prove Theorem D it suffices to prove Lemma 4.24. To prove
such lemma from the induction lemmas 4.31 and 4.32, it suffices to show that f̂N1(γ˜) is well
positioned with respect to p0.
Consider the arc λ defined in §4.6.2, and recall that by definition, λ(0) ∈ sing(γ), λ|[0,1) ⊂
L(C0), and λ(1) ∈ β0 ⊂ C0. By definition γ˜ = f̂−N1λ, and then f̂N1(γ˜) = λ. Defining
η = f̂N1(γ˜) = λ we have that η satisfies items 1 and 2 from the definition of being well
positioned with respect to p0.
We now see that η satisfies item 3. By definition, p0 is above λ = η. By item 2 from Claim
4.27 we have that f̂−i(N1+N2)pi is above p0 for all i > 0, and then η is below f̂−i(N1+N2)pi for
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Figure 14: Illustration of an arc which has good intersection with f̂−N1βi.
all i. Also, from (32) we have that λ = η is above the sets sing(β1), sing(T (δ1)), sing(T (δ˜2)),
and then η is above sing(βi), sing(T
i(δ1)), sing(T
i(δ˜2)) for all i ≥ 1. This easily implies that η
is homotopic wfe Rel(F0) to an arc κ = κ1 ·κ2, with κ1 straight vertical and κ2 contained in the
strip B0 from Definition 4.29. We have then item 3(a) from such definition.
To verify item 3(b), consider a lift κ2 of κ2 to the universal cover of R
2 \ (sing(F̂) ∩ F0),
and let β be a lift of β containing κ2(1). We want to see that κ2(0) ∈ L(β). Let κ1 be the lift
of κ1 such that κ1(1) = κ2(0) and note that as κ(0) ∈ sing(F̂) \ F0, then κ1(0) is a singularity
of the lift of the foliation F̂ \ (sing(F̂) ∩ F0). Suppose by contradiction that κ2(0) ∈ R(β). As
κ1 ∩ β = ∅ we then have κ1(0) = κ1 · κ2(0) ∈ R(β). Let (f t) be the canonical lift of the isotopy
(f̂t). By Lemma 2.17 we have that f
−N1
(κ1 · κ2)∩ β 6= ∅, and then f̂−N1(κ1 · κ2)∩ β 6= ∅. As η
is homotopic wfe Rel(F0) to κ1 · κ2, we get that there is a lift η of η such that η(0) = κ1 · κ2(0)
and η(1) = κ1 · κ2(1), and then f̂−N1η ∩ β 6= ∅. Then,
f̂−N1λ ∩ β = f̂−N1η ∩ β 6= ∅,
which contradicts the definition of λ. Therefore we must have κ1 · κ2(0) ∈ L(β), and then
κ(0) ∈ L(β) because κ1 ∩ β = ∅, as desired.
4.6.6 Proof of lemma 4.31
To simplify the notation, we will prove Lemma 4.31 for the case that i = 0. Namely, we will
prove the following.
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Lemma 4.33. If an iterate f̂nγ˜ of γ˜ is well positioned with respect to p0, then f̂
n+N2 γ˜ has good
intersection with f̂−N1β1.
In the proof of this lemma, the fact that i = 0 will have nothing special, and therefore the
proof of Lemma 4.31 will follow by an identical argument. The rest of this section is devoted to
the proof of Lemma 4.33.
The loops ci, i ≥ 1. We now fix a family of loops ci that will be used in the following
lemma. Recall that the points pi were defined in (34) in a way that the paths {f̂t(pi) : t ∈ R}
are pairwise disjoint. Therefore we can choose simple closed curves ci, for i ∈ N, such that (see
Fig. 15):
• {f̂t(f̂−i(N1+N2)(pi)) : t ∈ [0, N2]} ⊂ int(ci), where int(ci) denotes the bounded connected
component of R2 \ ci,
• Fill(ci) ∩ f̂t(F0) = {f̂t(f̂−i(N1+N2)(pi))} for all t ∈ [0, N2],
• Fill(ci) ⊂ R(Ci−1) ∩ L(Ci).
Also, note that by definition of p0, {f̂t(p0) : t ∈ (−∞, 0]} is above {f̂tβ : t ∈ [−N1, 0]}. By
periodicity and as T (δ) ⊂ f̂−N1β1, we may choose c1 such that
• Fill(c1) is above T (δ).
Figure 15: The curves ci.
For the next lemma, we also define E = (F0 \ {p0}) ∪ {γ˜(0)}, and for t ∈ R set
Et = f̂t(E).
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Lemma 4.34. There exist a continuous family {Πt}t∈[0,N2] of covering maps Πt : D→ R2 \Et,
and an isotopy (f t)t∈[0,N2] of D, starting in f0 = Id, such that:
1. For any 0 ≤ t ≤ N2, the diagram
D
ft > D
R2 \ E
Π0∨
f̂t|R2\E
> R2 \ Et
Πt∨
commutes.
2. For all t ∈ [0, N2] we have Π0|D\C = Πt|D\C , where C = Π−10 (∪k∈N intE(ck)) and intE(ck)
denotes the bounded connected component of (R2 \ E) \ ck.
3. Let ∗ ∈ {δ1, δ˜2, β}. Then, if ∗ is a lift of ∗ to D by Π0, ∗ is a Brouwer curve for fN2 .
Proof. Let P = {f̂−k(N1+N2)(pk) : k ∈ N}. Define
E1 = E \ P = E ∩ sing(F̂),
and let pi1 : D→ R2 \ E1 be a covering map. As E1 ⊂ sing(F̂), we may consider the canonical
lift (f˜t) by pi1 of the isotopy f̂t|R2\E1 . Also, the Brouwer foliation F̂ |R2\E1 (with singularities)
lifts by pi1 to a foliation of D (also with singularities) which is transverse to the isotopy f˜t. For
every t, the following diagram commutes:
D
f˜t
> D
R2 \ E1
pi1∨
f̂t|R2\E1
> R2 \ E1
pi1∨
For t ∈ [0, N2], let P t = f̂t(P ) and define
Dt = D \ pi−11 (P t).
As E = E1 ∪ P , considering the restrictions f̂t|R2\E , pi1|D0 and f˜t|D0 , we obtain the following
commutative diagram
D0
f˜t|D0 > Dt
R2 \ E
pi1|D0∨
f̂t|R2\E
> R2 \ Et
pi1|Dt∨
for t ∈ [0, N2].
Using standard techniques from plane topology, one may construct an isotopy (Jt)t∈[0,N2] on
R2 starting in the identity and such that
• Jt(x) = x for all t ∈ [0, N2] and all x ∈ R2 \ ∪k∈N int(ck), and
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• Jt(pk) = f̂t(pk) for all t ∈ [0, N2] and all k ∈ N.
Consider the restriction (Jt|R2\E1)t∈[0,N2], which is an isotopy on R2 \E1, and consider the
canonical lift (J˜t)t∈[0,N2] by pi1 of Jt|R2\E1 . Defining
Ft = J˜
−1
t ◦ f˜t (36)
we obtain an isotopy (Ft)t∈[0,N2] on D. By the properties of Jt, Ft(D
0) = D0 for all t, and then
we have an isotopy (Ft|D0)t∈[0,N2] on D0.
Consider a covering map pi2 : D → D0, and the canonical lift (f t) by pi2 of the isotopy
(Ft|D0), so
pi2 ◦ f t = Ft|D0 ◦ pi2. (37)
For t ∈ [0, N2], define the covering map pit2 : D→ Dt by
pit2 = J˜t|D0 ◦ pi2.
As J0 = Id we have that pi
0
2 = pi2. The maps pi
t
2 vary continuously, and we have
pit2 ◦ f t = J˜t|D0 ◦ pi2 ◦ f t = J˜t|D0 ◦ Ft|D0 ◦ pi2 by (37)
= J˜t|D0 ◦ J˜−1t |Dt ◦ f˜t|D0 ◦ pi2 by (36)
= IdDt ◦ f˜t|D0 ◦ pi2 = f˜t|D0 ◦ pi2.
Thus, for every t ∈ [0, N2], the following diagram commutes
D
ft > D
D0
pi2∨
f˜t|D0
> Dt
pit2∨
If we define Πt : D→ R2 \ Et for t ∈ [0, N2] by
Πt = pi1|Dt ◦ pit2,
we have that the maps Πt vary continuously, and Π0 = pi1|D0 ◦ pi02 = pi1|D0 ◦ pi2. Therefore
combining the last two commutative diagrams we obtain that
Πt ◦ f t = f̂t|R2\E ◦Π0 for t ∈ [0, N2],
which proves Item 1 of the lemma4.
To prove Item 2, first note that, as
Jt(x) = x ∀ t ∈ [0, N2] ∀x ∈ R2 \ ∪k∈N int(ck),
we have that
J˜t(x) = x ∀ t ∈ [0, N2] ∀x ∈ D \ C1,
where C1 = (pi1)
−1(∪k∈N int(ck)). By this, if
C = pi−12 (C1 ∩D0) = Π−10 (∪k∈N intE(ck)),
4So far the intermediate covering pi1 might seem unnecesary. However, it will be used in the proof of item 3.
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we have that
pit2(x) = J˜t|D0 ◦ pi2(x) = pi2(x) ∀ t ∈ [0, N2] ∀x ∈ D \ C. (38)
Observe also that D \ C1 ⊂ Dt for all t ∈ [0, N2], and in particular
pi1|Dt ◦ pi2(x) = pi1|D0 ◦ pi2(x) ∀ t ∈ [0, N2] ∀x ∈ D \ C. (39)
Thus, for all t ∈ [0, N2] and all x ∈ D \ C we have
Πt(x) = pi1|Dt ◦ pit2(x) = pi1|Dt ◦ pi2(x) by (38)
= pi1|D0 ◦ pi2(x) by (39)
= Π0(x).
This proves Item (2).
To prove Item 3, we will now see that, if β is a lift by Π0 of β, then β is a Brouwer line for
fN2 . The same argument will hold for δ1 and δ˜2.
As we saw above, the isotopy (f̂t|R2\E1) lifts by pi1 to its canonical lift (f˜t) on D, and the
Brouwer foliation F̂ lifts to a foliation of D with singularities which is transverse to f˜t. In
particular, if β′ is a lift by pi1 of β, then β′ is a Brouwer line for f˜N2 . Observe also that, as β is
disjoint from P , then pi−11 (β) = (pi1|D0)−1(β).
Now, as β′ is a Brouwer line for f˜N2 , we have that if β
′′ is a lift of β′ by pi02 , then fN2(β
′′)∩β′′ =
∅.
Thus, any lift β′′ of β by Π0 = pi1|D0 ◦ pi02 is disjoint from its image by fN2 , and to prove
Item 3 it suffices to show that fN2(β
′′) cannot be contained in L(β′′). However, this is a simple
consequence of the fact that the maps pi1|D0 and pit2 preserve orientation, and that β′ is a
Brouwer line for f˜N2 . This proves item 3, and finishes the proof of the lemma.
The arc S and the loop c0. Recall our notation from Lemma 4.34 for E = (F0\{p0})∪{γ˜(0)}.
By construction, the path (f̂t(p0))t∈[0,N2] is contained in the straight vertical strip (`1, `2) ⊂
R(C−1) ∩ L(C0) (see (31)). As E is disjoint from R(C−1) ∩ L(C0), we have that
(f̂t(p0))t∈[0,N2] is homotopic wfe Rel(E) to a straight vertical arc S.
Let c0 be a closed loop oriented counterclock-wise containing γ˜(0) in its interior, and such
that c0 ⊂ L(C−1). Then, by definition of the sets Fi, Fill(c0) ∩ Fi = ∅ for all i ≥ 0.
Lifting to D by Π0. First recall that as we are assuming that f̂
n(γ˜) is well positioned with
respect to p0, there exists a subarc η ⊂ f̂n(γ˜) which is homotopic wfe to an arc κ = κ1 · κ2
satisfying the properties from definition 4.29.
Fix a lift κ of κ|(0,1] to D by Π0 : D→ R2 \E. Let β be a lift of β to D by Π0 that contains
the point κ(1) (see Fig. 16). Let q3 = min{t ∈ (0, 1] : κ(t) ∈ c0}, and define c0 as a lift of c0
such that c0 contains κ(q3). Note that, as c0 is oriented counterclock-wise,
κ(t) ∈ L(c0) for t ∈ (0, q3). (40)
Define then η as the lift of η|(0,1] by Π0 such that η(1) = κ(1), and note that, as η and κ are
homotopic wfe Rel(F0), and by (40),
η(t) ∈ L(c0), for t small enough. (41)
Observe that as f̂N2p0 is below T (δ) (see Claim 4.27) and by definition of κ and S, the arc S
intersects κ and T (δ).
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Let
q4 = min{t ∈ (0, 1] : κ(t) ∈ S}, (42)
and let q5 be such that S(q5) = κ(q4). Let S be the lift of S by Π0 such that S(q5) ∈ κ(q4).
Note that, as S is homotopic wfe Rel(E) to (f̂t(p0))t∈[0,N2], we have that
S(1) = fN2(S(0)).
Let q6, t∗ ∈ [0, 1] be such that S(q6) = Tδ(t∗), and let δ be the lift of T (δ) by Π0 such that
S(q6) = δ(t∗). Also, let δ1 be a lift of δ1 by Π0 such that
δ(0) ∈ δ1. (43)
In case δ˜2 6= ∅, let δ2 be a lift of δ˜2 by Π0 such that
δ(1) ∈ δ2, (44)
and in case δ˜2 = ∅ define δ2 = ∅.
Finally, let f t : D→ D and Πt : D→ R2 \ Et be as in Lemma 4.34.
Main claims. The following two claims will finish the proof of Lemma 4.33.
Claim 4.35. If fN2(η) ∩ δ 6= ∅, then f̂N2(η) has good intersection with f̂−N1(β1).
Claim 4.36. fN2(η) ∩ δ 6= ∅.
To prove these claims, we begin with the following lemma.
Figure 16: Lifting by Π0.
Lemma 4.37. The following hold:
1. For all t ∈ [0, N2] we have Πt|A = Π0|A, where A = L(c0) ∪ κ ∪ S ∪ δ ∪ δ1 ∪ δ2.
2. Let ∗ ∈ {δ, δ1, δ˜2}. If fN2(η) ∩ ∗ 6= ∅ then f̂N2(η) ∩ ∗ 6= ∅.
3. ∀n ∈ Z ∃ a > 0 such that (f1)nη(t) ∈ L(c0), for 0 < t < a.
4. Each of the arcs S, δ, δ1 and δ2 is contained in R(c0).
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Proof. To prove item 1 just note that Π0(A)∩int(ck) = ∅ for all k > 0, by definition of the curves
ck, and therefore, by Item 2 from Lemma 4.34 we have that Πt|A = Π0|A, for all t ∈ [0, N2].
By this, item 1 of Lemma 4.34 implies that
Πt ◦ f t|A = f̂t ◦Π0|A ∀ t ∈ [0, N2] (45)
which implies item 2. Also by Lemma 4.34,
Π0 ◦ f−t = (f̂t|R2\E)−1 ◦Πt ∀ t ∈ [0, N2]. (46)
Item 3 is an easy consequence of (45), (46) and the fact that for all t ∈ R the arc f̂tη is issued
from η(0) = γ˜(0) ∈ int(c0), as c0 is oriented counterclock-wise.
To prove Item 4, note that by definition of c0, the set Fill(c0) does not intersect any of the
sets T (δ), δ1, δ˜2 and S, and then the lifts S, δ, δ1 and δ2 are contained in R(c0).
Proof of Claim 4.35. Without loss of generality, we may make the following assumption on the
covering map Π0 : D → R2 \ E. If a sequence of loops σi ⊂ int(c0) is such that η(0) ∈ int(σi)
for all i and diam(σi) → 0 as i → ∞, and if σi denotes the lift of σi contained in L(c0), then
diam(σi)→ 0, as i→∞, where in both cases diam(X) denotes the euclidean diameter of a set
X.
By this assumption, the limit limt→0 η(t) =: z0 exists, z0 ∈ ∂D ⊂ C, and we may extend
the curve η : (0, 1]→ D continuously to a curve η : [0, 1]→ D∪{z0} as η(0) = z0. Analogously,
for any t extend f tη continuously to a curve f tη : [0, 1]→ D ∪ {z0}.
Define
q8 = min{t : fN2η(t) ∈ δ}
(such minimum exists, as by item 4 from Lemma 4.37 δ ⊂ R(c0)). As D ∪ {z0} is simply
connected, the arc fN2η|[0,q8] is homotopic wfe to the arc  = 1 · 2 · 3, where the arcs i are
such that:
• 1 ⊂ κ going from 1(0) = fN2η(0) = η(0) to 1(1) = κ(q4), with q4 as in (42);
• 2 ⊂ S going from 1(1) to 2(1) = S(q9), where q9 = min{t ∈ [0, 1] : S(q9) ∈ δ};
• 3 ⊂ δ going from 2(1) to 3(1) = fN2η(q8).
By item 3 from Lemma 4.37 we may define
q7 = min{t : fN2η(t) ∈ c0}.
Define the arc 1 ⊂ R2 by 1(0) = η(0) and 1(t) = ΠN2(1(t)) for t ∈ (0, 1]. For i = 2, 3, let
i = ΠN2(i), and define  = 1 · 2 · 3.
The homotopy wfe from fN2η|[0,q8] to  and the projection ΠN2 induce a homotopy wfe
Rel(EN2) from f̂N2η|[0,q8] to  (recall that Et = f̂t(E)). By Item 1 from Lemma 4.37
Π0|κ∪S∪δ = Πt|κ∪S∪δ ∀ t ∈ [0, N2],
and then 1 ⊂ κ, 2 ⊂ S, and 3 ⊂ T (δ). Also, by definition of 1 and EN2 , the arc 1 is
homotopic wfe Rel(EN2) to the arc τ = τ1 · τ2, where τ1 is straight horizontal and τ2 is straight
vertical (see Fig. 17). Then,
 is homotopic wfe Rel(EN2) to τ1 · τ2 · 2 · 3.
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As f̂N2η|[0,q8] is homotopic wfe Rel(EN2) to , we obtain that
f̂N2η|[0,q8] is homotopic wfe Rel(EN2) to τ1 · τ2 · 2 · 3. (47)
Note that, as EN2 ⊃ f̂−N1(F1), the homotopy in (47) holds in particular Rel(f̂−N1(F1)). As
• τ1 is straight horizontal,
• τ2 · 2 is straight vertical, and
• 3 ⊂ T (δ),
we have that f̂N2+nγ˜ ⊃ f̂N2η satisfies the definition of good intersection with f̂−N1(β1), with
µ = f̂N2η|[0,q8], ν1 = τ1, ν2 = τ2 · 2 and ν3 = 3. This proves Claim 4.35.
Figure 17: The arcs i and τi from the proof of Claim 4.35.
Our objective now is to prove Claim 4.36. To this end, we first make some definitions and
prove a lemma related to them. Let
β
′
= β|[q10,1),
where q10 is such that β(q10) = η(1) (see Fig. 18). Recall our definitions of δ1,δ2 from (43),
(44). Let
δ6 = δ1|[q11,1),
where q11 is such that δ1(q11) = δ(0). If δ˜2 6= ∅, define
δ7 = δ2|(0,q12],
where q12 satisfies δ2(q12) = δ(1), and in case δ˜2 = ∅ define δ7 = ∅.
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Figure 18: The arcs β
′
, δ6 and δ7 (in the case δ7 6= ∅). From Lemma 4.38, p ∈ L(η · β′) and
fN2(p) ∈ R(∆).
Define p ∈ D as the lift of p0 by Π0 given by
p = S(0).
Let θ ⊂ R2 be the straight vertical line passing through p0, oriented downwards. Then,
c0 ⊂ R(θ) and β ⊂ L(θ). Let θ ⊂ D be a lift of θ by Π0 passing through p. It is easy to see that
c0 ⊂ R(θ) and β ⊂ L(θ). (48)
Define
∆ = δ
−1
6 · δ · δ
−1
7 .
Recall that IN(Γ1,Γ2) denotes the intersection number of two curves Γ1 and Γ2 with disjoint
ends (cf. Section 2.8). Without loss of generality we may assume that the curves ∆, η · β′, θ
have disjoint ends, so their intersection number is well defined.
Lemma 4.38. The following hold:
1. IN(θ, fN2(η · β
′
)) = 1,
2. p ∈ L(η · β′),
3. fN2(p) ∈ R(∆), and
4. L(c0) ∪R(β) ⊂ L(∆).
Proof. By item 3 from Lemma 4.37, fN2η(t) ∈ L(c0) for t small. By item 3 from Lemma 4.34, β
is a Brouwer line for fN2 , and then fN2(η ·β
′
) ⊂ R(β). By this and by (48), IN(θ, fN2(η ·β
′
) = 1,
which proves Item 1.
We now prove Item 2. Recall that, by definition, η is homotopic wfe Rel(F0) to an arc
κ = κ1 · κ2, where κ1 ⊂ L(C−1) is straight vertical and κ2 is below p0. Analogously as in Item
1, it follows
IN(θ, κ · β′) = 1. (49)
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By definition, p0 is above κ2 ∪ β, and then if q13 ∈ R is such that θ(q13) = p, we have that
q13 < min{t ∈ R : θ(t) ∈ κ · β′}. (50)
By (49), (50) and by Lemma 2.23 we have
p ∈ L(κ · β′).
As κ is homotopic wfe Rel(F0) to η, and as p0 ∈ F0, we conclude that
p ∈ L(η · β′),
which proves item 2.
We now prove Item 3. Analogously as in Item 1, we have
IN(θ,∆) = 1. (51)
Also, as f̂N2(p0) is below T (δ), we have that
max{t ∈ R : θ(t) ∈ T (δ)} < q14,
where q14 is such that θ(q14) = f̂
N2(p0). This implies that
max{t ∈ R : θ(t) ∈ ∆} = max{t ∈ R : θ(t) ∈ δ} < q14. (52)
By (51), (52) and by Lemma 2.23 we have that
fN2(p) ∈ R(∆),
which proves item 3.
Finally, we prove Item 4. As T (δ) is below κ, we have the inequality
max{t ∈ R : θ(t) ∈ κ ∪ L(c0) ∪R(β)} = max{t ∈ R : θ(t) ∈ κ}
< min{t ∈ R : θ(t) ∈ δ}
= min{t ∈ R : θ(t) ∈ ∆}.
By this, as IN(θ,∆) = 1 (by (51)) and by Lemma 2.23, we get that the connected set κ∪L(c0)∪
R(β) is contained in L(∆). This implies Item 4.
We may now proceed to the proof of Claim 4.36.
Proof of Claim 4.36 We will first show that
fN2η ∩∆ 6= ∅. (53)
Recall that by Item 3 from Lemma 4.37, there is a > 0 such that
fN2η(t) ∈ L(c1), for t < a.
By Item 3 of Lemma 4.34 β is a Brouwer curve for fN2 , and therefore
fN2(η(1)) ∈ fN2(β) ⊂ R(β).
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Also, by Item 4 from Lemma 4.38, we know that
L(c0) ∪R(β) ⊂ L(∆), (54)
and therefore, to prove (53) it suffices to show that
fN2η ∩R(∆) 6= ∅. (55)
We suppose that (55) does not hold, and we will find a contradiction. By Item 2 from Lemma
4.38, we know that fN2(p) ∈ fN2(L(η ·β
′
)) = L(fN2(η ·β
′
)). By this and by item 3 from Lemma
4.38 we have that
L(fN2(η · β
′
)) ∩R(∆) 6= ∅.
As β
′ ∩∆ = ∅, we obtain that, if (55) does not hold, then
L(fN2(η · β
′
)) ⊃ R(∆). (56)
On the other hand, as fN2η intersects L(c0) and R(β), and by (54), we have
fN2η ⊂ L(∆).
Then, we must have
max{t ∈ R : θ(t) ∈ fN2η} < min{t ∈ R : θ(t) ∈ ∆}.
As IN(θ, fN2η · β
′
) = 1 (by item 1 from Lemma 4.38), by Lemma 2.23 it holds
R(∆) ⊂ R(fN2(η · β
′
)),
which contradicts (56). This contradiction proves (55), and therefore (53).
We will now see that
fN2η ∩ δ6 = fN2η ∩ δ7 = ∅. (57)
This, together with (53), will imply that fN2η intersects δ, which proves Claim 4.36.
Note that, by item 3 from Lemma 4.34, δ1 and δ2 are Brouwer curves for f1. If we had that
fN2η ∩ δ6 6= ∅, as δ6 ⊂ δ1 this would give
(f1)
−mfN2η ∩ L(δ1) = (f1)−m+N2η ∩ L(δ1) 6= ∅ ∀m ≥ 0. (58)
On the other hand, by definition η is contained in some iterate f̂nγ˜, n > 0, of the curve γ˜, and
γ˜ is disjoint from δ1 ∪ δ2, which implies
(f1)
−nη ∩ δ1 = ∅. (59)
By (54), L(c0) ⊂ L(∆) ⊂ R(δ1), and then, by item 3 from Lemma 4.37 we have that (f1)−nη(t)
belongs to L(c0) ⊂ R(δ1) for t small. By this and by (58) we have that (f1)−nη intersects δ1,
which contradicts (59). Therefore, we must have that fN2η ∩ δ6 = ∅.
The same argument shows that fN2(η) ∩ δ7 = ∅. This shows (57) and finishes the proof of
the claim.
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4.6.7 Proof of Lemma 4.32
By definition, if f̂n(γ˜) has good intersection with f̂−N1(βi) we have that f̂n(γ˜) contains a subarc
µ which goes from f̂n(γ˜(0)) = γ˜(0) to f̂−N1(βi), which is homotopic wfe Rel(f̂−N1(Fi)) to an
arc ν of the form ν = ν1 · ν2 · ν3, where ν1 is horizontal, ν2 is vertical, and ν3 is contained T i(δ)
(cf. Definition 4.30 and Fig. 14). Clearly, ν1 · ν2 is homotopic wfe Rel(f̂−N1(Fi)) to the arc
ν′1 · ν′2, where ν′1 is straight vertical and ν′2 is straight horizontal. If ν′ = ν′1 · ν′2 · ν3, we then have
that µ is homotopic wfe Rel(f̂−N1(Fi)) to ν′.
Let  be the arc (t) = f̂t(µ(1)), 0 ≤ t ≤ N1, and reparametrize  so that it is defined in
[0, 1]. By definition of p0 in §4.6.2, we have that {f̂t(p0) : t ∈ [−N1, 0]} is above {f̂t(β0) : t ∈
[−N1, 0]}, and by item 2 of Claim 4.27 we have that f̂−j(N1+N2)(pj) is above p0 for all j > 0.
Therefore, by periodicity
{f̂t(f̂−j(N1+N2)(pj)) : t ∈ [−N1, 0]} is above {f̂t(βi) : t ∈ [−N1, 0]} for all j > i. (60)
Also, the set {f̂t(βi) : t ∈ [−N1, 0]} is disjoint from the sets sing(βj), sing(T j(δ1)), sing(T j(δ˜2))
for any j. By, by (60) and as  ⊂ {f̂t(βi) : t ∈ [−N1, 0]} we conclude that
{f̂t(Fi) : t ∈ [−N1, 0]} ∩  = ∅. (61)
Similarly, we have
{f̂t(Fi) : t ∈ [−N1, 0]} ∩ ν′ = ∅. (62)
By (61) and (62), Lemma 2.21 gives us that ν′ · is homotopic wfe Rel(f̂N1(f̂−N1(Fi))) = Rel(Fi)
to f̂N1µ.
Let ν3 be a lift of ν3 to the universal cover D of R
2 \ (Fi ∩ sing(F̂)), let  be the lift of  to
D with (0) = ν3(1), and let βi be a lift of βi such that (1) ∈ βi. Observe that, by Theorem
2.13,  is homotopic wfe Rel(sing(F̂)) to an arc ′ which is positively transverse to F̂ , and then
(0) ∈ L(βi). As ν3 ∩ βi = ∅, we have also ν3 · (0) = ν3(0) ∈ L(βi). Note also that the arcs 
and ν3 are contained in the strip
Bi = {x ∈ R2 : x is below pi and above βi ∪ T i(δ1 ∪ δ˜2)},
and that if ν′2 is the lift of ν
′
2 with ν
′
2(1) = ν3(0), we have ν
′
2(0) ∈ L(βi) (as ν′2 ∩ βi = ∅).
We conclude that f̂N1µ is homotopic wfe Rel(Fi) to the arc ν
′ ·  = ν′1 · ν′2 · ν′3 · , where:
• ν′1 is straight vertical, and
• ν′2 · ν3 ·  is contained in Bi \ Fi and lifts to the arc ν′2 · ν3 · , with ν′2 · ν3 · (0) ∈ L(βi).
This means that f̂n+N1(γ˜) ⊃ f̂N1µ satisfies the definition of being well positioned with respect
to pi, with η = f̂
N1µ, κ1 = ν
′
1 and κ2 = ν
′
2 · ν3 · , which proves Lemma 4.32.
4.7 Construction of the arc δ; proof of Lemma 4.25.
We begin by recalling the statement of the lemma.
Lemma. There exists an arc δ such that:
1. int(δ) ⊂ f̂−N1β,
2. δ(0) ∈ C−2, δ(1) ∈ C0, int(δ) ⊂ R(C−2) ∩ L(C0),
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3. δ leaves a leaf δ1 ⊂ C−2 on t = 0 by the right (cf. Definition 2.18),
4. one of the following holds:
(a) δ(1) ∈ sing(F̂) ∩ C0.
(b) δ arrives in a leaf δ2 ⊂ C0 on t = 1 by the right (see Fig. 11).
We also recall from Notation 4.26 our definition of δ˜2 = ∅ in case item 4(a) holds, and δ˜2 = δ2
in case item 4(b) holds.
4.7.1 Case that either α(γ) or ω(γ) is a singularity of F̂ , and either α(β) or ω(β) is
a singularity of F̂ .
We will assume that ω(γ) and ω(β) are singularities, ω(γ) = {s1} and ω(β) = {s2}, for some
s1, s2 ∈ sing(F̂). The complementary case that (at least) one of the sets α(γ) and α(β) is a
singularity, and (at least) one of the sets ω(γ) and ω(β) is not a singularity will follow from the
same argument.
Definition 4.39. We say that an arc η has a removable intersection in t ∈ (0, 1) with C−2 if
there exists a leaf  of F̂ contained in C−2 and t′ ∈ (t, 1) such that:
• η(t), η(t′) ∈ , and
• η|[t,t′] is homotopic wfe Rel(sing(F̂)) to the subarc of  going from η(t) to η(t′).
We call the interval [t, t′] a removable interval for η. Also, we denote by Uη ⊂ (0, 1) the union
of the interiors of every removable interval for η.
Extend the leaves γ, β : (0, 1) → R2 to (0, 1], so that γ(1) = s1 and β(1) = s2. Recall that
by definition, β is the arc that contains the last point of intersection of f̂N1γ with C0. That is,
β contains the point z = f̂N1γ(t1), where
t1 = max{t ∈ (0, 1) : f̂N1γ(t) = C0}.
Let β1 ⊂ β be the subarc of β going from z to β(1) = s2 (see Fig. 19). Consider the set
Uf̂−N1β1 ⊂ (0, 1) from Definition 4.39, which is the union of the interiors of the removable
intervals for f̂−N1β1. There exist two possibilities:
Case 1 : For every t ∈ (0, 1) such that f̂−N1β1(t) ∈ C0, it holds t ∈ Uf̂−N1β1 .
In this case, let
t3 = max{t ∈ (0, 1) : f̂−N1β1(t) ∈ C−2},
and define δ1 ⊂ C−2 as the leaf of F̂ containing f̂−N1β(t3). Then, f̂−N1β1 must leave δ1 in t3
by the right; otherwise, it would leave by the left, and by Lemma 2.19 we would have
β1 ∩ C−2 = f̂N1(f̂−N1β1) ∩ C−2 ⊃ f̂N1(f̂−N1β1) ∩ δ1 6= ∅,
which contradicts the fact that β1 ⊂ C0.
Also, f̂−N1β1|(t3,1) ⊂ R(C−2)∩L(C0). To see this, note that, by definition of t3, if t ∈ (t3, 1)
is such that f̂−N1β1(t) ∈ C0, then t must be contained in (0, 1) \ Uf̂−N1β1, which is excluded
from Case 1.
Define then
δ = f̂−N1β1|[t3,1]
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and reparametrize δ to be defined in [0, 1]. By the above, δ satisfies items 1 to 3 and 4(a) of the
lemma.
Case 2 : There exists t ∈ (0, 1) such that f̂−N1β1(t) ∈ C0, and t /∈ Uf̂−N1β1 .
Let x = f̂−N1β1(t4), where
t4 = min{t ∈ (0, 1) \ Uf̂−N1β1 : f̂−N1β1(t) ∈ C0}.
Define
β2 = f̂−N1β1|[0,t4] (63)
(reparametrized to [0, 1]), and let δ2 be the leaf of F̂ contained in C0 and containing x = β2(1).
By definition, β2 is homotopic wfe Rel(sing(F̂)) to an arc whose first intersection with C0 is the
endpoint x = β2(1) ∈ δ2.
Claim 4.40. β2 arrives in δ2 in t = 1 by the right.
Proof. Let τ1 ⊂ γ be the arc going from γ(1) = s1 to β2(0) = f̂−N1β1(0). Suppose that β2 does
not arrive in δ2 in 1 by the right. Then it arrives by the left, and then by Lemma 2.19 we have
that
f̂N1(τ1 · β2) ∩ δ2 6= ∅. (64)
By construction of β1 and β2, we have that
f̂N1(τ1) ∩ C0 = {f̂N1τ1(1)} = {f̂N1β2(0)} ⊂ f̂N1β2 ∩ C0. (65)
By this, and as f̂N1(β2) ⊂ β, (64) implies that
δ2 = β.
We will see that this yields a contradiction, and therefore β2 must arrive in δ2 in 1 by the right.
Let β be a lift of β to the universal cover of R2 \ sing(β). Let β2 be the lift of β2 such that
β
2
(1) ∈ β, and let τ1 be the lift of τ1 such that τ1(1) = β2(0). By construction, β2 is homotopic
wfe Rel(sing(F̂)) to an arc whose only intersection with C0 is in β2(1) ∈ β. Therefore, by our
assumption that β2 arrives in δ2 = β in 1 by the left, we have that
τ1 · β2(0) ∈ L(β).
If f is the canonical lift of f̂ , β is a Brouwer curve for f , and therefore by Lemma 2.19 f
N1
(τ1 ·
β
2
) ∩ β 6= ∅. By (65), this yields
f
N1
β
2 ∩ β ⊃ fN1(τ1 · β2) ∩ β ⊃ {f̂N1β2(0)} 6= ∅,
and as β2 ⊂ f̂−N1β, we must have
f
N1
β
2 ⊂ β.
As β
2
(1) ∈ β, we have that fN1β ∩ β 6= ∅, which contradicts the fact that β is a Brouwer curve
for f . This is the sought contradiction, and this finishes the proof of the claim.
Let y = β2(t5), where
t5 = max{t ∈ (0, 1) : β2(t) ∈ C−2},
and let t6 ∈ [0, t4] be such that f̂−N1β1(t6) = β2(t5).
Define δ1 as the leaf of F̂ contained in C−2 which contains y.
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Figure 19: An illustration of the construction of δ, in the case that ω(γ) and ω(β) are singular-
ities.
Claim 4.41. f̂−N1β1 leaves δ1 in t6 by the right.
Before proving this claim we see how it implies Lemma 4.25 in Case 2. Define δ as the subarc
of f̂−N1β going from y to x. As δ ⊂ f̂−N1β, δ satisfies item 1 from the lemma. By definition of
x and y, int(δ) ⊂ R(C−2) ∩ L(C0), and then δ satisfies item 2. By Claim 4.40, δ arrives in the
leaf δ2 ⊂ C0 in t = 1 by the right, and by Claim 4.41 δ leaves the leaf δ1 ⊂ C−2 in t = 0 by the
right, and then δ satisfies items 3 and 4(b) of the lemma. This concludes the proof.
We now give the proof of Claim 4.41.
Proof of Claim 4.41 If f̂−N1β1 does not leave δ1 in t6 by the right, it leaves by the left. We will
show that this implies a contradiction.
Consider the set Uf̂−N1β1 ⊂ [0, 1], which is a (possibly empty) union of open intervals Ii (cf.
Definition 4.39). We know that, for each i, f̂−N1β1|Ii is homotopic wfe Rel(sing(F̂)) to an arc
i ⊂ C−2 contained in a leaf of F̂ .
Consider the canonical f of f̂ to the universal cover of R2 \ sing(δ1), let δ1 be any lift of
δ1, and let β be a lift of f̂
−N1β1 such that β(t6) ∈ δ1. By definition, t6 is not a removable
intersection for f̂−N1β1. By this, and as we are assuming that f̂−N1β1 leaves δ1 in t6 by the
left, we have that β leaves δ1 in t6 by the left and
β(1) ∈ L(δ1). (66)
By Lemma 2.17, this yields f
N1
β ∩ δ1 6= ∅, and therefore
β1 ∩ C−2 = f̂N1(f̂−N1β1) ∩ C−2 ⊃ f̂N1(f̂−N1β1) ∩ δ1 6= ∅,
which is the desired contradiction, as β1 ⊂ β ⊂ C0.
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4.7.2 Case that none of the sets α(γ), ω(γ), α(β), and ω(β) consist of a singularity.
We recall the definition of β from Section 4.6.2, for the case that neither ω(γ) nor ω(β) consist
of a singularity.
We first defined a straight horizontal arc λ1 going leftwards from a singularity s ∈ Fill(ω(γ))
to a point of f̂N1(γ) sufficiently close to f̂N1(ω(γ)) so that f̂−N1(λ1)∩C0 = ∅. Then, we defined
λ2 as a subarc of f̂
N1γ going from λ1(1) to a point z ∈ f̂N1γ ∩ C0 such that λ2|[0,1) ⊂ L(C0).
Finally, we set λ = λ1 · λ2, and defined β as the leaf of F̂ that contains λ(1).
Claim 4.42. The arc λ = λ1 · λ2 arrives in β in t = 1 by the left.
Proof. Suppose that λ does not arrive in β in 1 by the left. Then λ must arrive by the right,
and by Lemma 2.19 we have that
f̂−N1λ ∩ C0 ⊃ f̂−N1λ ∩ β 6= ∅,
which contradicts the fact that f̂−N1λ1 ∩ C0 = ∅. Therefore, we must have that λ arrives in β
by the left.
Lemma 4.43. There exist arcs β1 and β2 such that:
1. β1(0) ∈ sing(F̂) ∩ Fill(ω(β)),
2. (β1 ∪ f̂N1β1) ∩ C−2 = ∅,
3. β2(0) = β1(1), β2 ⊂ f̂−N1β and β2(1) = f̂−N1λ(1),
4. there exists t1 ∈ [0, 1) such that β2(t1) ∈ β and β2(t) ∈ R(C−2) for all t ∈ [0, t1].
We postpone the proof of this lemma to the end of this section. Define
Γ = f̂−N1λ · (β2)−1 · (β1)−1,
(cf. Fig. 20). Consider the set UΓ, which is the (possibly empty) union of removable intervals
for Γ (cf. Definition 4.39). Let t1 be as in item 4 from Lemma 4.43, and let t
′
1 be such that
Γ(t′1) = β
2(t1) ∈ β. As β1 ∩ C−2 = ∅ (by item 2 of such lemma), it follows that t′1 is not
contained in UΓ.
We may then define x = Γ(t2), where
t2 = min{t ∈ (0, 1) \ UΓ : Γ(t) ∈ C0}.
Observe that as Γ(t′1) = β
2(t1) ∈ β,
Γ|[0,t2] ⊂ (f̂−N1λ) · (β2)−1. (67)
Let δ2 ⊂ C0 be the leaf of F̂ that contains x.
Claim 4.44. Γ arrives in δ2 in t2 by the right.
Before proving this claim, we use it to construct the arc δ. Let y = Γ(t3), where
t3 = max{t ∈ (0, t2) : Γ(t) ∈ C−2},
and define
δ = Γ[t3,t2],
(reparametrized to [0, 1]). Let δ1 be the leaf of F̂ that contains y.
By definition of t3 we have that int(δ) ⊂ R(C−2) ∩ L(C0) and δ ⊂ β2 ⊂ f̂−N1β, and then δ
satisfies items 1 and 2 from the Lemma 4.25. By Claim 4.44 δ arrives in δ2 in 1 by the right
and then δ satisfies item 4(b). Finally, the claim below will give us that δ satisfies item 3.
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Figure 20: An illustration of the arc Γ. In blue the arc f̂−N1λ, in green β2 and in red β1.
Claim 4.45. δ leaves δ1 in t = 0 by the right.
We proceed to the proof of Claims 4.44 and 4.45.
Proof of Claim 4.44 If the claim does not hold, then Γ arrives in δ2 in t2 by the left. By
definition of t2, Γ|[0,t2] is homotopic wfe Rel sing(F̂) to an arc whose first and only intersection
with C0 is in x, and such intersection is by the left. Then, by Lemma 2.19 we have that there is
t ∈ [0, t2] such that f̂N1Γ(t) ∈ δ2. By (67) and by definition of λ, we have that
f̂N1(Γ|[0,t2]) ∩ C0 ⊂ f̂N1(f̂−N1(λ) · (β2)−1) ∩ C0 ⊂ β.
This yields δ2 = β. We will see that this leads to a contradiction.
Consider the canonical lift f of f̂ to the universal cover of R2 \ sing(β). Fix a lift β of β,
and consider the lift Γ, of Γ|[0,1) such that Γ(t2) ∈ β. As Γ|[0,t2] is homotopic wfe Rel(sing(F̂))
to an arc that intersects δ2 only in x = Γ(t2), and by our assumption that Γ arrives in δ2 in x
by the left, we have
Γ(0) ∈ L(β),
and then by Lemma 2.17 we have that f
N1
Γ|[0,t2] ∩ β 6= ∅. Also, by (67) and by definition of λ,
f̂N1Γ|[0,t2] ∩ β ⊂ f̂N1((β2)−1) ⊂ β. Then, we must have that, if β
2
is the lift of β2 contained in
Γ,
f
N1
β
2 ⊂ β.
As Γ(t2) ∈ β2 and Γ(t2) ∈ β, this contradicts the fact that β is a Brouwer curve for f . This
contradiction proves the claim.
Proof of Claim 4.45 We suppose on the contrary that δ leaves δ1 in t = 0 by the left, and we will
find a contradiction. Consider the canonical lift f of f̂ to the universal cover of R2 \ sing(δ1).
Fix a lift δ1 of δ1, and let Γ be the lift of Γ|(0,1] such that Γ(t3) ∈ δ1. Note that, as t2 /∈ UΓ, t3
is not a removable intersection for Γ. By this and as Γ leaves δ1 in t3 by the left, we must have
that
Γ(1) ∈ L(δ1).
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By Lemma 2.17 we have that f
N1
Γ|[t3,1]∩δ1 6= ∅, and by item 2 from Lemma 4.43 f̂N1β1∩C−2 =
∅. Thus
f̂N1β2 ∩ C−2 ⊃ f̂N1(β2 · β1) ∩ C−2 ⊃ f̂N1(Γ|[t3,1]) ∩ δ1 6= ∅,
which contradicts the fact that f̂N1β2 ⊂ β ⊂ C0. This is the sought contradiction, and this
proves the claim.
Proof of Lemma 4.43 We have four possibilities.
Case 1: ω(β) contains no singularities, and f̂−1ω(β) ⊂ Fill(ω(β)).
Let β11 be an arc contained in Fill(f̂
−N1ω(β)), going from a singularity up to a point p ∈ f̂−1ω(β).
Define β12 as an arc going from p to a point of f̂
−N1β, positively transverse to f̂−N1β and sufi-
ciently small in order that β12 ⊂ Fill(ω(β)) and β12 ∪ f̂N1β12 ∩ C−2 = ∅ (see Fig. 21).
Define then β1 = β11 · β12 , and note that
(β1 ∪ f̂N1β1) ∩ C−2 = ∅,
and then β1 satisfies items 1 and 2.
Define now β2 as the subarc of f̂−N1(β) going from β1(1) to f̂−N1λ(1) ∈ C−2. The arc β2
satisfies then item (3) from the lemma. By last, we see that β2 satisfies item (4).
Let
t0 = max{t ∈ [0, 1] : β2(t) ∈ ω(β) and β2(s) ∈ Fill(ω(β)) for all s ∈ [0, t]}.
Then, there exist points t ∈ (t0, 1) arbitrarily close to t0 such that β2(t) /∈ Fill(ω(β)), and such
that β2(t) ∈ β (see Fig. 21). Choose then t1 ∈ (t0, 1) close enough to t0 so
β2|[0,t1] ⊂ R(C−2).
The point t1 and the arc β
2 satisfy then item (4), as we wanted.
Figure 21: Illustration of Case 1. Left: the arc β12 . Right: the arc β
2.
Case 2: ω(β) contains singularities and f̂−1ω(β) ⊂ Fill(ω(β)).
By Theorem 2.22 we know that in this case, ω(β) is a generalized cycle of connections of F̂ .
Let  be a leaf of F̂ contained in f̂−N1(ω(β)), and think of  as an arc whose endpoints are
singularities (both endpoints may coincide, and in this case  is a loop containing one singularity).
Let p ∈ int(), and let β11 be the subarc of  going from (0) to p (see Fig. 22). If p is close
enough to an endpoint of , then there is an arc β12 going from p to a point of f̂
−N1β∩Fill(ω(β)),
with β12 sufficiently small in order that
f̂N1β12 ∩ C−2 = ∅.
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Let β1 = β11 · β12 . The arc β1 satisies items 1 and 2.
Define β2 as the subarc of f̂−N1β going from β1(1) to f̂−N1λ(1) ∈ C−2. The arc β2 therefore
satisfies item (3) from the lemma. By the same argument from Case 1 one can show that β2
satisfies item (4).
Figure 22: Cases where ω(β) contains singularities. Left: Case 2, f̂−1(ω(β)) ⊂ Fill(ω(β)).
Right: Case 3, f̂−1(ω(β)) ⊃ Fill(ω(β)).
Case 3: ω(β) contains singularities and Fill(f̂−1(ω(β)) ⊃ ω(β).
Let  be a leaf of F̂ contained in ω(β). Think of  as an arc whose endpoints (0), (1) are
singularities (both endpoints may coincide). There exist points p of β arbitrarily close to (0)
and such that β arrives in f̂−N1 in p by the left (see Fig. 22). Let β11 be a subarc of f̂
−N1
going from f̂−N1(0) to one of such points p sufficiently close to (0) such that β11 ∩ C−2 = ∅.
Let β12 be a subarc of β going from p to a point in f̂
−N1β, with β12 sufficiently small so that
β12 ∪ f̂N1β12 ∩ C−2 = ∅.
Let β1 = β11 · β12 . The arc β1 satisfies then items 1 and 2.
Define β2 be the subarc of f̂−N1(β) going from β1(1) to f̂−N1λ(1) ∈ C−2. The arc β2 satis-
fies then item (3) from the lemma. Letting t1 = 0, we clearly have that t1 and β
2 satisfy item (4).
Case 4: ω(β) has no singularities and Fill(f̂−1(ω(β))) ⊃ ω(β).
Let ` be a straight vertical line such that C−2 ⊂ L(`) and C0 ⊂ R(`). Let D be the connected
component of f̂−N1(Fill(ω(β))) ∩R(`) that contains ω(β) (see Fig. 23).
Claim 4.46. f̂−N1(Fill(ω(β))) does not contain β.
With this claim we have that there exists t0 ∈ [0, 1] such that β(t) ∈ D for all t ∈ [t0, 1]. Let
p = β(t0) ∈ ∂D ∩ f̂−N1(ω(β)). Then, β arrives in f̂−N1(ω(β)) in p by the left. Let β11 be an arc
contained in D going from a singularity of F̂ in the interior of D to the point p. Let β12 be a
subarc of β going from p to a point of f̂−N1β, with β12 sufficiently small such that
β12 ∪ f̂N1β12 ∩ C−2 = ∅.
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Let β1 = β11 · β12 . The arc β1 satisfies items 1 and 2.
Define β2 as the subarc of f̂−N1β going from β1(1) to f̂−N1λ(1) ∈ C−2. The arc β2 then
satisfies item (3) from the lemma. Letting t1 = 0 we obtain that t1 and β
2 satisfy item (4).
Figure 23: Illustration of Case 4.
Proof of Claim 4.46 As ω(β) contains no singularities, we must have α(β)∩ω(β) = ∅. Suppose
first that α(β) contains singularities, and denote the set of such singularities by S. As S ⊂
R2 \ Fill(ω(β)), and as f̂ is isotopic to the identity, S ⊂ R2 \ f̂−N1(Fill(ω(β))), which implies
that α(β) * f̂−N1(Fill(ω(β))), and then β * f̂−N1Fill(ω(β)).
Now suppose that α(β) does not contain singularities. In this case there is a non-empty set S
of singularities contained in int(Fill(α(β))). Also, S ⊂ R2\f̂−N1(Fill(ω(β))). If f̂−N1(Fill(ω(β)))
contained β, it would also contain the loop α(β), and as S ⊂ int(Fill(α(β))), we would have
that f̂−N1(Fill(ω(β))) is not simply connected, which is a contradiction.
This finishes the proof of Lemma 4.43.
4.7.3 Complementary cases.
4.7.3.1 None of the sets α(γ) and ω(γ) is a singularity and at least one of the sets
α(β) and ω(β) is a singularity.
Recall that in this case, the arc λ was defined in §4.6.2 as λ1 ·λ2, where λ1 is straight horizontal,
going leftwards from a singularity contained in Fill(ω(γ)) to a point of f̂N1(γ), and λ2 is a subarc
of f̂N1γ going from λ1(1) to a point z ∈ f̂N1γ ∩ C0 such that λ2|[0,1) ⊂ L(C0). Also, β ⊂ C0 was
defined as the leaf of F̂ such that λ(1) ∈ β.
Without loss of generality, we assume that ω(β) consists of a singularity s. Extend β to
(0, 1] as β(1) = s, and let β1 ⊂ β be the subarc of β going from λ(1) to β(1) = s. Let
t2 = min{t ∈ (0, 1] \ Uf̂−N1β1 : f̂−N1β1(t) ∈ C0},
(cf. Definition 4.39) and
t3 = max{t ∈ [0, t2) : f̂−N1β1(t) ∈ C−2}.
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With the same arguments from Section 4.7.1, one can prove that if
δ = f̂−N1β1|[t3,t2]
(reparametrized to [0, 1]), then δ leaves a leaf δ1 ⊂ C−2 of F̂ in t = 0 by the right, int(δ) ⊂
R(C−2) ∩ L(C0), and either δ arrives in a leaf δ2 ⊂ C0 of F̂ in t?1 by the right, or δ(1) = s ∈
sing(F̂), and then δ satisfies items 1 to 4 from Lemma 4.25.
4.7.3.2 None of the sets α(β) and ω(β) is a singularity and at least one of the sets
α(γ) and ω(γ) is a singularity.
Without loss of generality, assume that ω(γ) consists of a singularity s. Extend γ to (0, 1] as
γ(1) = s. In this case, the arc β ⊂ C0 was defined in §4.6.2 as the leaf of F̂ that contains γ(t∗),
where
t∗ = max{t ∈ (0, 1) : f̂N1γ(t) ∈ C0},
and the arc λ was defined as (f̂N1γ|[t∗,1])−1.
The proof of Lemma 4.43, unmodified, gives us two arcs β1 and β2 satisfying the conclusions
of that lemma. Let Γ = f̂−N1λ · (β2)−1 · (β1)−1 and define
t2 = min{t ∈ (0, 1] \ UΓ : Γ(t) ∈ C0},
(cf. Definition 4.39), and
t3 = max{t ∈ [0, t2) : Γ(t) ∈ C−2}.
The same arguments from Section 4.7.2 give us that if
δ = Γ|[t3,t2]
(reparametrized to [0, 1]), then the arc δ satisfies the conclusions of Lemma 4.25.
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