The canonical correlation (CANCOR) method for dimension reduction in a regression setting is based on the classical estimates of the first and second moments of the data, and therefore sensitive to outliers. In this paper, we study a weighted canonical correlation (WCANCOR) method, which captures a subspace of the central dimension reduction subspace, as well as its asymptotic properties. In the proposed WCANCOR method, each observation is weighted based on its Mahalanobis distance to the location of the predictor distribution. Robust estimates of the location and scatter, such as the minimum covariance determinant (MCD) estimator of Rousseeuw [P.J. Rousseeuw, Multivariate estimation with high breakdown point, Mathematical Statistics and Applications B (1985) 283-297], can be used to compute the Mahalanobis distance. To determine the number of significant dimensions in WCANCOR, a weighted permutation test is considered. A comparison of SIR, CANCOR and WCANCOR is also made through simulation studies to show the robustness of WCANCOR to outlying observations. As an example, the Boston housing data is analyzed using the proposed WCANCOR method.
Weighted CANCOR method
In this section, we propose the weighted CANCOR (WCANCOR) method to perform robust dimension reduction to outlying observations.
Estimation
We assume that the weights of the observations are given. The method of weighting the observations will be studied in Section 2.3, where the weighting function is a function of x, denoted by w(x). Given n observations (Y t , X t ), letŵ t be the weights computed from w(x) satisfying n t=1ŵ t = n, and define the following diagonal weighting matrix, W = diag(ŵ 1 ,ŵ 2 , . . . ,ŵ n ).
In the canonical correlation procedure, we need to estimate several covariance matrices. To make the canonical estimates robust, those covariance matrices should be estimated robustly in WCANCOR. Given the weighting matrixŴ and the data matrices X n×p and Π n×(m+kn−1) , those covariance matrices can be estimated robustly bŷ Σ * xπ = n −1 X * TŴ Π * ,Σ * πx = n −1 Π * TŴ X * ,
where Σ * uv denotes the weighted covariance between u and v, andΣ * uv denotes its estimate. The matrices X * and Π * are the centered versions of X and Π , respectively, using the weighted column averages as centers, i.e., X * = X − (1, 1, . . . , 1) Tμ * x and Π * = Π − (1, 1, . . . , 1) Tμ * π = (π * (Y 1 ), . . . , π * (Y n )) T , where the weighted column averages are defined asμ * x = n −1 (ŵ 1 , . . . ,ŵ n )X andμ * π = n −1 (ŵ 1 , . . . ,ŵ n )Π . To estimate the weighted canonical correlations between x and π(y), we perform the spectrum decomposition of the matrix
which is estimated bŷ Γ * n = (X * TŴ X * ) −1/2 X * TŴ Π * (Π * TŴ Π * ) −1 Π * TŴ X * (X * TŴ X * ) −1/2 .
Letγ i be the square roots of the eigenvalues ofΓ * n in decreasing order, andν i the corresponding eigenvectors. The estimated weighted canonical correlations between X and Π are thenγ i (i = 1, 2, . . . ,k), and the estimated weighted e.d.r.
directions areβ i =Σ * −1/2
wherek is the estimated dimension by the method proposed later.
Kernel matrix of WCANCOR
In CANCOR, X is standardized into Z =XΣ −1/2 xx , whereX = X − (1, . . . , 1) Tμ
x is the centered version of X using the column averagesμ x = (n −1 , . . . , n −1 )X as centers, andΣ xx is the estimated covariance matrix. Using Π and the standardized Z in CANCOR, we perform the spectrum decomposition for the matrix
whereΠ is the centered version of Π using the column averages as centers. Note that∆ n estimates the kernel matrix
as defined in Section 1.
In WCANCOR, we useμ * x andΣ * xx to standardize X t into Z * t =Σ * −1/2 xx (X t −μ * T x ), and let Z * = (Z * 1 , . . . , Z * n ) T = X * Σ * −1/2 xx . Using Π and the standardized Z * in WCANCOR, we perform the spectrum decomposition for the matrix ∆ * n = n −1 Z * TŴ Π * (Π * TŴ Π * ) −1 Π * TŴ Z * . 
Letting S(M * ) denote the space spanned by the columns of M * , we have the following theorem that is proved in the Appendix.
Assuming that C 1 : the variable z has a spherical distribution;
we have
where z is the L 2 -norm of z, and S y|z is the central DRS under the scale of z.
The condition C 1 is equivalent to the elliptical distribution condition of x in SIR and CANCOR to ensure the linearity condition. In Section 2.3, we propose a weighting function w(x) that satisfies the conditions C 2 and C 3 assuming that the condition C 1 holds.
Theorem 1 implies that the proposed WCANCOR method is a valid method for estimating the central DRS S y|z . However, only a subspace of S y|z is estimated by WCANCOR, similarly as CANCOR and SIR. Therefore, WCANCOR is not an exhaustive method. It is also worth mentioning that, although S(M * ) ⊆ S y|z and S(M) ⊆ S y|z , we have S(M * ) = S(M) in general unless they are both S y|z .
Weight selection
For weighting the observations, the basic idea is to assign smaller weights to the possible outlying observations. We assume that the observations far away from the location of the x distribution, measured by Mahalanobis distance, are potential outliers and should be downweighted. Therefore, the weighting function w(x) should be a decreasing function
We select the weighting function through a study of the influence function of the WCANCOR kernel
Letting F be the joint distribution of y and z * , we write M * as a functional T(F). Given the point mass distribution
For robustness, it is desired that γ * = sup (y 0 ,z 0 ,x 0 ) |IF((y 0 , z 0 , x 0 ); T, F)| is bounded, where |A| is any norm of a matrix A. Since the first term on the right-hand side of (1) is a constant matrix, we require that sup (z 0 ,x 0 ) w(x 0 )|z 0 z T 0 | is bounded. To meet that requirement and the equation E[w(x)] = 1 in the condition C 2 of Theorem 1, we can select the following weighting function,
For robustness, the mean µ x and covariance Σ xx are replaced by the location and scatter parameters µ and Σ , i.e.,
The spherical distribution condition C 1 in Theorem 1 indicates that µ x = µ and Σ xx = λΣ, where λ is a constant. This implies that the proposed weighting function (2) can be written as a function of z , w(x) = w 1 ( z ) > 0. Thus, under the condition C 1 , the proposed weighting function w(x) satisfies the conditions C 2 and C 3 in Theorem 1.
Eq. (1) shows that the outlier in y has no effect on the influence function, which justifies the proposed weighting function that depends on x only. Thus, the partial influence function of Pires and Branco [15] yields the same results as the influence function in (1) .
Given n observations and the estimated location and scatter,μ andΣ , we assign
The weightsŵ t depend on the estimates of the location and scatter of the x distribution, which should be estimated by some robust estimators. The Minimal Covariance Determinant (MCD) estimators proposed by Rousseeuw [16] and Rousseeuw and van Driessen [17] are the ones we use in WCANCOR. For asymptotics of the MCD estimators, see [1] . For an efficient reweighted version of MCD, see [6] .
Consistency
In the proposed WCANCOR method, we use∆ * n = n −1 Z * TŴ Π * (Π * TŴ Π * ) −1 Π * TŴ Z * to estimate the kernel matrix
The estimated weighted e.d.r. directions and canonical correlations are calculated from the eigenvectors and eigenvalues of∆ * n . In Section 2.3, we selected the weighting function w(x) =
where µ and Σ are the location and scatter parameters of the x distribution. The e.d.r. direction estimates are the same if we use w(
we use the latter version of w(x) in this section and the Appendix. Accordingly, given the location and scatter estimates,μ andΣ , we assign weights to the observations using the functionŵ(
Letting (λ l ,η l ) and (λ l , η l ) be the eigenvalues and eigenvectors of∆ * n and M * , respectively, and k n be the number of internal knots for generating the B-spline basis functions, we have: Letting w t = w(X t ) andŵ t =ŵ(X t ), we have that the estimated weighted e.d.r directionsβ l and weighted canonical correlationsγ l arê
The true weighted e.d.r. directions β l and weighted canonical correlations γ l are
Given (3), the condition A 3 , and the fixed dimensionality of Σ * xx , we havê
Therefore, given the conditions A 1 -A 4 , we haveβ l P → β l andγ l P → γ l . The weighted e.d.r direction and canonical correlation estimates by WCANCOR are consistent. Theorem 2 is the consequence of the following lemmas that are proved in the Appendix. π(y) = (π 1 (y), . . . , π m+kn−1 (y)) T , π(y) = (π 1 (y), . . . , π m+kn−1 (y), π m+kn (y)) T , and Π = (π(Y 1 ), . . . , π(Y n )) T ,Π = (π(Y 1 ), . . . ,π(Y n )) T . We havê 
Proof of Theorem 2. Given the conditions A 1 -A 4 , by Lemmas 2.1-2.3, we have∆ * n P → M * . By Theorem 8.5 of [18] , we havê
Permutation test
Unreported simulation studies show that the chi-square test in [8] is conservative for testing the rank of M * in WCANCOR. This is due to the lack of asymptotic normality of∆ * n in WCANCOR. More evidence showing that the chi-square test in WCANCOR is not a formal level α test can be found in the simulation studies in Section 3.
Following the ideas of the permutation test proposed by Cook and Yin [5] for SIR, we consider a weighted permutation test, which does not depend on the asymptotic normality of∆ * n , to test the rank of M * in WCANCOR. Similarly as in [5] , we assume that the independence condition between (y, V T 1 x) and V T 2 x holds, for testing the hypothesis
xx η i and η i are the eigenvectors of M * . Given X and Y, the proposed weighted permutation test involves the following steps.
1. Apply WCANCOR on X and Y to get the eigenvalues of the matrixΓ * n ,γ 2 1 ≥ · · · ≥γ 2 p , and the corresponding eigenvector
3. Compute direction matrixD =Σ * −1/2 xxV and projected predictor matrix U = XD;
4. Let U 1 and U 2 be the first s and the last (p − s) columns of U. Randomly permute the rows of
be the permutated projected predictor matrix; 5. Apply WCANCOR on U and Y to get the value of the test statistic Ω * s = Ω * (U , Y); 6. Repeat Steps 4 and 5 a number of times. The p-value p(s) for testing rank(M * ) ≤ s versus rank(M * ) > s is estimated as the fraction of Ω * s exceeding Ω * s,obs .
Repeating Steps 1-6 for s = 0, . . . , p − 1 gives a series of p-values. We accept rank(M * ) = s 0 if there exists s 0 such that p(s 0 ) is the first p-value greater than α = 0.05 in the series. Otherwise, rank(M * ) = p is accepted. In Step 2, the eigenvalues ofΓ * n are used sinceΓ * n and∆ * n have the same eigenvalues. In Step 5, to save time, we calculate Ω * s using U directly, instead of transforming U back to X = U D −1 and then using X . This is because, using U and X , we get the same weights and the same eigenvalues, therefore the same test statistics, due to the affine invariance properties of Mahalanobis distance and canonical correlations.
Simulation and example
In this section, we first compare the performance of SIR, CANCOR, and WCANCOR, as well as the chi-square and permutation tests, by simulation studies. Then, we apply these methods to the Boston housing data.
When generating the B-spline basis functions in the studies, the spline order m and the number of internal knots k n are varied, and the results are quite robust against the choices of m and k n . Here, we reports the results of m = 3 and k n = 4 for brevity. The 4 knots are equally spaced in the percentile ranks of Y t . To make the chi-square tests in the three methods comparable in the degrees of freedom, 7 slices are used in SIR.
The chi-square test in WCANCOR uses the same test statistic as in CANCOR, but replaces the eigenvalue estimates with the weighted estimates from WCANCOR. The chi-square test and the permutation test in SIR are reported by the "dr" and To evaluate the effectiveness of the estimates, we cannot compare the estimated e.d.r. directionsβ j with the true ones β j individually unless the dimensionality is 1. This is because the function f in the model of Section 1 is not specified, and the set of e.d.r directions is not unique. Since the central DRS is unique, we measure the discrepancy between the two subspaces spanned byβ j 's and by β j 's. The squared trace correlation R 2 k , suggested in [13] , is used for this discrepancy measurement.
Given the true e.d.r. directions (β 1 , . . . , β k ) and the estimated ones (β 1 , . . . ,β k ), it is defined as the average of the squared canonical correlations between (x T β 1 , . . . , x T β k ) and (x Tβ 1 , . . . , x Tβ k ) [11] . Theβ j 's are considered more effective when R 2 k is closer to 1. In practice, we estimate R 2 k by averaging the squared canonical correlations between the columns ofX(β 1 , . . . , β k ) and the columns ofX(β 1 , . . . ,β k ), whereX is an n × p data matrix generated from the same distribution of x.
Gather et al. [10] showed that the direction and dimension estimates by SIR can be easily broken down by a single outlier in their simulated data set. A similar simulation study is performed here to study the sensitivity of CANCOR and WCANCOR to the same type of single outlier. In this simulation study, observations of x = (x 1 , . . . , x 5 ) are generated from the normal distribution N(0, I 5 ). We let y = x 1 without a random error. Thus, we have k = 1, β 1 = (1, 0, 0, 0, 0) T , and the linearity condition holds for this model. We generate 200 samples of size 500. The single outlier in each sample is generated by replacing the first predictor value in the first observation by 1000,000. SIR, CANCOR and WCANCOR are applied to the 200 samples. The chi-square tests on k are performed, and the square trace correlation R 2 1 between β 1 and the first estimated directionβ 1 is estimated for each sample. The percentages of k = 0, 1, . . . , 5 being selected by the chi-square tests and the average of the 200 squared trace correlation estimates are summarized in Table 1 for each method. Table 1 shows that the dimension and direction estimates by SIR and CANCOR are highly sensitive to outliers. This is because they both depend on nonrobust estimates of the moments of x. On the other hand, WCANCOR performs well in this study because the outlier is downweighted when estimating the moments. To compare the performances of SIR, CANCOR and WCANCOR when more outliers are present, and to study the performance of the weighted permutation test in Section 2.5, we perform the following two simulation studies.
The following two models are used in the simulation studies,
Each of the two studies is specified in Table 2 , where Z stands for the standard normal and L for lognormal. The variables x and are independent. The last 2 columns of Table 2 indicate the true dimensionality and validation of the elliptical condition of x in each study.
In each study, we generate 200 samples. Within each sample, we use two different data sets of size 500. The data set of pattern 1 does not contain outliers. The data set of pattern 2 is generated by randomly selecting 10% of the observations of the pattern 1 data set, replacing their predictors by observations from N(10, I 5 ) and their responses by observations from the Cauchy distribution, where 10 = (10, 10, 10, 10, 10) T . The other 90% observations are the same as in the data set of pattern 1. SIR, CANCOR, and WCANCOR are applied to each data set to estimate the central DRS. In each permutation test, the p-value is calculated based on 200 permutations.
The results of the simulation studies are summarized in Tables 3-6 , whereR 2 k are the averages of the 200 squared trace correlations estimated from the 200 data sets of the same pattern. The percentages of the times each dimension k is selected by the chi-square test or the permutation test are given in those tables.
In Study 1, the variable x is normally distributed. For the data sets of pattern 1, WCANCOR works as well as CANCOR in estimating the e.d.r direction, and both the chi-square test and the permutation test in WCANCOR perform well in selecting dimension. But, for the data sets of pattern 2, the weighted method works much better than the unweighted ones in estimating direction, and the weighted permutation test does not perform well in WCANCOR even if x are normally distributed, mainly due to the lack of the independence assumption in Section 2.5. The chi-square test is still a useful tool for selecting dimension though it does not perform like a formal level α test in WCANCOR. Table 5 Simulation study 2 (pattern 1) summary
Test In Study 2, the chi-square test is apparently not a formal level α test in WCANCOR, but is still a very useful tool for dimension selection for both patterns of the data sets. Provided that the independence assumption in Section 2.5 holds here, the weighted permutation test in WCANCOR performs like a level α test for the data sets of pattern 1. Due to the heavy tails of the multivariate t distribution and the number of outliers in the data sets of pattern 2, the weighted permutation test tends to overestimate the dimension. Unreported studies show that the performance of the weighted permutation test for the data sets of pattern 2 improves when the degrees of freedom of the multivariate t distribution increase. Finally, we apply WCANCOR with the weighted permutation test to the Boston housing data, which is available at http://lib.stat.cmu.edu/datasets/boston_corrected.txt/. The dependent variable y is the median value of owner-occupied homes in each of the 506 census tracts in the Boston Standard Metropolitan Statistical Areas. The 13 explanatory variables are per capita crime rate by town (x 1 ); proportion of residential land zoned for lots over 25,000 sq.ft (x 2 ); proportion of nonretail business acres per town (x 3 ); nitric oxide concentration (x 4 ); average number of rooms per dwelling (x 5 ); proportion of owner-occupied units built prior to 1940 (x 6 ); weighted distances to five Boston employment centers (x 7 ); full-value property-tax rate (x 8 ); pupil-teacher ratio by town (x 9 ); proportion of blacks by town (x 10 ); percentage of lower status of the population (x 11 ); Charles River dummy variable (x 12 ); index of accessibility to radial highways (x 13 ).
For the observations with the crime rate greater than 3.2, the variables x 2 , x 3 , x 8 , x 9 , and x 13 are constants except for 3 observations. Thus, as in [2] , we use the 374 observations with the crime rate smaller than 3.2 in this analysis. Except for x 2 , x 12 , and x 13 , other variables are considered continuous, and are used to calculate weights using the weighting function specified in Section 2.3. To make the explanatory variables comparable in scale, we standardize each of them individually to have the weighted mean 0 and the weighted variance 1. We apply the dimension reduction methods to Table 7 . Since some explanatory variables are highly correlated, to interpret the estimated directions, it is better to look at the weighted correlations between the explanatory variables and the estimated linear combinations x Tβ i , which are shown in Table 8 . The plots of y versus x Tβ i are shown in Figs. 1 and 2 .
Based on the weighted correlations in Table 8 , the first linear combination x Tβ 1 can be represented by the average number of rooms per dwelling (x 5 ) that has the weighted correlation 0.949 with x Tβ 1 . Thus, we say that the first direction by WCANCOR picks up mostly the housing size information. For x Tβ 2 , there are several neighborhood environmental variables We get four significant directions by the chi-square test and the permutation test in CANCOR, and two directions in SIR. The weighted correlations among x Tβ 1 's and x Tβ 2 's estimated by different methods are shown in Tables 9 and 10 .
We now study the third significant direction estimated by CANCOR. In Fig. 3 , the two canonical variates π T (y)α 3 and x Tβ 3 corresponding to the third canonical correlation in CANCOR are plotted. The overall correlation between π T (y)α 3 and x Tβ 3 is 0.328, which makes the third direction significant in CANCOR. If we discard a few observations with x Tβ 3 greater than 0.20, the correlation estimated using the remaining observations is reduced to 0.095. The correlation can be further reduced to 0.057 if more observations with x Tβ 3 smaller than −0.09 are discarded. In WCANCOR, those outlying observations in x are downweighted, and the third direction is not significant. Therefore, by weighting the observations, WCANCOR selects the significant directions followed by the majority of the observations, and downplays the directions mostly determined by a small number of outliers.
It is noticed that SIR selects the same number of dimensions as WCANCOR does, but the second directions estimated by SIR and WCANCOR are somewhat different with the weighted correlation 0.867 between them. To see the sensitivity of SIR to outliers, we randomly choose 10 observations from the Boston housing data, and perturb them to be outliers by replacing the values of the continuous variables with observations from N(µ, I 10 ), where µ = (20, 5, 5, 5, 5, 5, 5, 5, −30, 10) T . Each element in µ is near the boundary of the data range. Using the original subset of the Boston housing data as X, the squared trace correlation between the two central subspaces estimated by SIR using the original data and using the perturbed data is 0.765, while the squared trace correlation between the two subspaces estimated by WCANCOR is 0.977.
Conclusion
Both SIR and CANCOR are sensitive to outliers. The proposed WCANCOR method is a robust dimension reduction method that captures a subspace of the central DRS. The chi-square test is not a formal level α test on the dimension in WCANCOR, but is still a very useful tool for selecting the dimension. The estimates of WCANCOR are consistent under some mild conditions. 
Appendix
Proof of Theorem 1. Given the condition C 1 , by Theorem 2.3 in [7] , we have that z/ z is uniformly distributed on the unit sphere surface in R p , and z/ z and z are independent. The conditions C 1 and C 2 also indicate that µ * x = µ x = µ and Σ * xx = c 1 Σ xx = c 0 Σ for some constants c 0 and c 1 . Thus, we have z * = c 2 z for some constant c 2 , which implies that z = z * / z * = z/ z is uniformly distributed on the unit sphere surface, andz and z * = c 2 z are independent. By the condition C 3 , there exists a function w 2 (·) such that w 2 ( z * ) = w 1 ( z ) = w(x). Sincez = z * / z * is uniformly distributed on the unit sphere surface in R p , it has a spherical distribution and satisfies the linearity condition
where b is any vector in R p and d i are constants associated with b. Since z * is independent of bothz T b andz T η i , we have
Thus, for any vector b in R p , we have, for some constants d i ,
To show S E[w(x)z * |y] ⊆ S y|z , we need to show that, for any vector a ⊥ span{η 1 , . . . , η k }, we have E[w(x)z * |y] T a = E[w 2 ( z * )z * T a|y] = 0. Usingz, the model can be expressed as
for some unknown functions g * and h. Given the above model expression, we have
To show E[w 2 ( z * )z * T a|y] = 0, it suffices to show
Since w 2 ( z * ) > 0, it suffices to show
Given a ⊥ span{η 1 , . . . , η k }, by conditioning, we have
where d i (a) are constants associated with a. Therefore, we have
Givenw(y) −1 > 0, for any vector α orthogonal to the subspace S E[w(x)z * |y] , we have
In the following proofs, given a matrix or vector A, the expression A e = O p (.) or A e = o p (.) means that each element of A is O p (.) or o p (.), respectively. We use λ min (A) and λ max (A) to denote the minimum and maximum eigenvalues of the matrix A.
For a finite set Ω , we use |Ω| to denote the size of Ω .
Proof of Lemma 2.1. Given fixed n, since m+kn j=1 π j (y) = 1 for each y ∈ [a, b], the space spanned by the B-spline basis functions, B n , can be written as B n = span{π 1 (y), . . . , π m+kn (y)} = span{1, π 1 (y), . . . ., π m+kn−1 (y)} = span{1, π 1 (y) −π 1 , . . . , π m+kn−1 (y) −π m+kn−1 } = span{1, π * T (y)}, where π * (y) = (π 1 (y)−π 1 , . . . , π m+kn−1 (y)−π m+kn−1 ) T andπ j = ( n t=1ŵ t π j (Y t ))/ n t=1ŵ t . Given Π * = (π * (Y 1 ), . . . , π * (Y n )) T andΠ = (π(Y 1 ), . . . ,π(Y n )) T , the spaces spanned by the columns ofỸ n×(m+kn) = (1 n×1 , Π * ) and the columns ofΠ are the same. Therefore, using the same set of weightsŵ t , regressing Z * [, i] onỸ is equivalent to regressing Z * [, i] onΠ . By the weighted least squares regression, usingỸ andΠ , the regression parameters are
The fitted values are the same using those two regression parameters. Thus, we have
for t = 1, . . . , n and i = 1, . . . , p.
Since 1 TŴ Z * [, i] = 0 and 1 TŴ Π * = 0, we have
Since the above equation holds for i = 1, . . . , p, we have
for t = 1, . . . , n, which indicates that
Proof of Lemma 2.2. Given the conditions A 1 and A 2 , by Chen [3] , there exist constants λ 1 and λ 2 (0 < λ 1 < λ 2 ) independent of n such that all eigenvalues of (k n /n)Π TΠ lie in the interval (λ 1 , λ 2 ) with probability tending to 1 as n → ∞.
Since there exist constants δ 0 and p 0 such that P{x : w(x) > δ 0 } = p 0 , by the Strong Law of Large Numbers, we have n t=1 I {wt>δ 0 } /n = |{w t : w t > δ 0 }|/n → p 0 almost surely when n → ∞, which indicates |{w t : w t > δ 0 }|/n > p 0 /2 with probability tending to 1. Thus, we have, with probability tending to 1,
Here, for matrices M 1 and M 2 , the inequality M 1 > M 2 means that M 1 − M 2 is positive definite. The set L is a subset of {t : w t > δ 0 } with np 0 /2 elements, where a is the smallest integer greater than or equal to a. Applying the result of Chen [3] to the subset of (Y t , X t ) with t ∈ L, we have, with probability tending to 1,
where λ 3 is a positive constant independent of n. Thus, we have λ min ((k n /n)Π T WΠ ) > λ 4 > 0,
with probability tending to 1, for some constant λ 4 . Following the same arguments above, we can get λ min ((k n /n)Π TŴΠ ) > λ 5 > 0, (7) λ min ((k n /n)Π TWΠ ) > λ 6 > 0,
with probability tending to 1, for some constants λ 5 and λ 6 . Given (6), (7) and (8), we have that λ max (((k n /n)Π T WΠ ) −1 ), λ max (((k n /n)Π TŴΠ ) −1 ) and λ max (((k n /n)Π TWΠ ) −1 ) are bounded, with probability tending to 1, by some constants that are independent of n. For a positive definite matrix, if its eigenvalues are bounded, it can be shown that each element of the matrix is also bounded. Thus, (1) .
Multiplying [(k n /n)Π TŴΠ ] −1 on both sides, we have
Since (k n /n)Π TΠ e = O p (1) and sup x∈R p |w(x) −ŵ(x)| = δ n , we have
Thus, we have
Similarly, we have
, each element can be written as
given that there are at most (3n/k n ) nonzero π i (Y t ) for t = 1, . . . , n, we have that the mean of [(k n /n)Π T (W − W)Π ] ij is 0 and the variance of
Consequently, we have
Given
For matrix Z * TŴΠ , each element (Z * TŴΠ ) ij is . . . ,Z n ) T as defined before, and 0 <ŵ t < 1, 0 ≤ π j (Y t ) ≤ 1. By the definition, we have that {Z t } n t=1 are observations of z *
. Given the k n internal quantile knots used in the developed WCANCOR method, there are at most (3n/k n ) nonzero π j (Y t ) for t = 1, . . . , n. Given the condition A 3 , we have n t=1ŵ
Given (3), A 3 and the bounded
For the same reasons, we have Z * T WΠ e = O p (n/k n ), (13) Z * TŴΠ − Z * T WΠ e = O p (δ n n/k n ). (14) Given (9)-(14) and δ n = O p (n −1/2 ), we havê ∆ * n − ∆ * n = n −1 Z * TŴΠ (Π TŴΠ ) −1Π TŴ Z * − n −1 Z * T WΠ (Π TWΠ ) −1Π T WZ * e = O p (n −1/2 k 7/2 n ).
The matrices∆ * n and ∆ * n both have the fixed dimensionality p × p. Given the condition A 2 , we have∆ * n − ∆ * n = o p (1). Proof of Lemma 2.3. Given n observations (Y t , Z t ) with weightsw(Y t ), we definẽ 
Given the sample of (y, x, z * i ), (Y t , X t ,Z[t, i]), and B n = span{π 1 (y), . . . , π m+kn (y)}, the weighted least squares estimate of u i (y) = E(w(y) −1 w(x)z * i |y) in B n is defined as the function h(y) ∈ B n that minimizes n
in [12] . By the weighted least squares estimator of the regression parameter, we know that
is the weighted least squares estimate of u i (y) in B n . Given A 2 and A 4 , by Theorem 1 of [12] , we have, for i = 1, . . . , p,
Since w(x) x 2 is bounded, similarly to the results shown in the proof of Lemma 2. = O p (n 1/2 /k n ). Given (10), we have sup t |û i (Y t ) −ũ i (Y t )| = O p (k n n −1/2 ). According to the condition A 2 , we have (1) . Therefore,
We have shown that T 1 = o p (1) and T 2 = o p (1). By A 4 , we have that u i (y) is bounded by a constant C for i = 1, . . . , p on [a, b]. Thus, we have (1) . Similarly, T 4 = o p (1) . Therefore, we have ∆ * n −∆ n P → 0 and ∆ * n P → M * .
