Abstract The Traveling Tournament Problem (TTP) is a sports scheduling problem that includes two major issues in creating timetables: home/away pattern feasibility and travel distance. In this problem, the schedule must be compact: every team plays in every time slot. However, there are some sports leagues that have both home/away pattern restrictions and distance limits, but do not require a compact schedule. In such schedules, one or more teams can have a bye in any time slot. This leads us to a variant of the problem: the Relaxed Traveling Tournament Problem (RTTP). We present a complete search method to solve this problem based on branch-and-bound, metaheuristics and dynamic programming. Note: This is a preprint. The final publication is available at link.springer.com.
Introduction
The advances in modeling the combinatorial structure of sports schedules and their solution, together with the increasing practical requirements for schedules by real sports leagues has increased the interest in computational methods for creating them.
The key issues for constructing a schedule are travel distance and home/away pattern restrictions. While teams wish to reduce the total amount they travel, they are also concerned with more traditional issues with respect with home and away patterns.
The Traveling Tournament Problem (TTP), which was proposed by Easton et al. (2001) , abstracts the key issues in creating a schedule that combines home/away pattern constraints and travel distance minimization. Either home/away pattern constraints and travel distance minimization are reasonably easy to solve, but the combination of them makes this problem very difficult.
In TTP, the schedule must be compact: every team plays in every time slot; however, there are some sports leagues that have both home/away pattern restrictions and distance limits, but do not require a compact schedule. This leads us to a new problem: the Relaxed Traveling Tournament Problem (RTTP). This variant of the TTP was proposed by Bao (2006) . As in this variant the schedule is not compact, teams have byes (i.e., slots where they do not play) in their schedule. The teams are allowed to have a fixed number K of byes, and the objective is to minimize the travel distance.
A survey of scheduling problems arising in sports, as well as solution methods, is presented in Kendall et al. (2010) .
The Traveling Tournament Problem
In the Traveling Tournament Problem, there is a even number n of teams, each with a home venue. The teams wish to play a round robin tournament, whereby each team will play against every other team twice, once at each team's home venue. This means that 2(n − 1) slots, or time periods, are required to play a double round robin tournament. There are exactly 2(n−1) time slots available to play these games, so every team plays in every time slot. Associated with a TTP instance there is an n-by-n distance matrix D, where D ij is the distance between the venues of team i and team j.
Each team begins at its home site and travels to play its games at the chosen venues. At the end of the schedule, each team away returns to its home site.
Consecutive away games for a team constitute a road trip; consecutive home games are a home stand. The length of a road trip or home stand is defined as the number of opponents played (not the travel distance); both road trips and home stands have a lower bound l and an upper bound u on their length.
The TTP is defined as follows: Input: n, the number of teams; D, an n-by-n symmetrical distance matrix; l, u integer parameters. Output: A double round robin tournament on the n teams such that:
• the length of every home stand and road trip is between l and u, inclusive;
• games between the same opponents cannot happen in consecutive time slots; this is called the no repeater constraint; • the total distance traveled by the teams is minimized. The parameters l and u define the trade-off between distance and pattern considerations. For l = 1 and u = n − 1, a team may take a trip equivalent to a traveling salesman tour. For small u, teams must return home often, so the travel distance increases. Usually l = 1 and u = 3, which means that each team cannot play more than three consecutive home games or three consecutive away games.
The solution of the TTP has proved to be a computational difficult challenge. For many years, the six-team instance NL6, available in Trick (2012) , was the largest instance solved to optimality. In 2008, NL8 was solved; NL10 was solved in 2009. This leaves twelve teams as the next unsolved instance, which is a significantly small league size for such a simple problem description.
The Relaxed Traveling Tournament Problem
The goal in the TTP is to find a compact schedule: the number of time slots is equal to the number of games each team plays. This forces every team to play in every time slot. The input of the RTTP has an additional parameter K, specifying the number of byes allowed in the schedule. In this problem, the schedule is not required to be compact and teams are allowed to have a fixed number K of byes.
In this variant of the TTP, instead of fixing the schedule length to be 2(n − 1), it is allowed to be 2(n − 1) + K for some integer K ≥ 0. For a given K, the problem is called K-RTTP. For K = 0, the RTTP is just the TTP. For K > 0, each team has K slots in which it does not play.
Byes are ignored in determining the length of a homestand or roadtrip, and in determining whether a repeater has occured. This means that TTP's solutions are feasible for the K-RTTP for every K ≥ 0. In fact, K 1 -RTTP's solutions are feasible for K 2 -RTTP if K 1 ≤ K 2 .
Solution Methodology
For solving the RTTP, one has to deal with both feasibility concerns (the home and away pattern) and optimization concerns (the travel distance); this combination makes this problem very difficult to solve to optimality.
One of the most successful methods of solving the TTP is an algorithm that combines an iterative deepening algorithm with depth-first branch-andbound (see, e.g., Uthus et al. 2009 ; for the iterative deepening algorithm see, e.g., Korf 1985) . Other approaches include a simulated annealing metaheuristic (see, e.g, Anagnostopoulos et al. 2006) , representing the problem with hard and soft constraints, and exploring both feasible and infeasible schedules based on a large neighborhood.
Our solution methodology for the RTTP is a complete search-method, putting in place several tools: branch-and-bound (the main method), metaheuristics (for trying to improve bounds), and dynamic programming (to compute lower bounds quickly). The way we combined these tools is described below in Algorithm 1.
Algorithm 1 starts with an empty schedule which corresponds to the root node in the stack, and with the upper bound UB set to infinity. While the stack is not empty (line 3), we pop the last node from the stack in line 4 and check if it is a leaf in line 5. If the node is as leaf, we apply a hill climbing metaheuristic as described in section 4.3; otherwise, we branch on the node if its lower bound does not exceed the upper bound (in line 10).
So far, the largest instance of the RTTP solved to optimality was NL4; our method allowed us to solve all the previously open instances with up to eight teams. For larger instances, our method was unable to reach solutions better than the best known solutions for the TTP.
Algorithm 1: Hybrid RTTP-Solver
// root node: empty schedule 3 while not empty(S) do 
Branch-and-bound
If solutions for the RTTP were generated team by team (i.e., fix all the games of a team before moving to other team), it would become very difficult to check all the constraints of the problem. E.g., when we fix a game for a team, we are also fixing a game for another team (the first's opponent) in the same round; however we cannot apply, for instance, the restriction of home/away pattern to the opponent team, due to not having information about previous games.
Therefore, in our algorithm, solutions are generated round by round: all the games of one round are fixed before moving to the subsequent round. The advantage of this order is that we can verify restrictions earlier, avoiding the exploration of large parts of the branch-and-bound tree.
To enumerate solutions we use the following method: 1. start at the first round; 2. for each team, if a game is not scheduled yet, pick each possible opponent following the order of the input, and try to schedule a game; 3. after trying all opponents, try to use a bye; 4. when the schedule for the current round is complete, repeat this process in the following round if the schedule is not yet complete.
For trimming off non-optimal candidates from the branch-and-bound tree, we use the current cost plus the Independent Lower Bound (see Section 4.2) for the remaining games of each team.
Our implementation of the branch-and-bound procedure is based on a recursive depth-first search that only updates and restores global data-structures. Since these data-structures are updated quickly, this allow us to traverse the tree much faster than by using a stack.
Independent Lower Bound and Dynamic Programming
If we calculate the optimal schedule (that minimizes travel distance) for one team without taking into account the other teams' schedule, we have a lower bound to the distance traveled by that team. The sum over the n teams of the distances associated with their independent optimal schedule provides a simple but strong lower bound. This is called the Independent Lower Bound (ILB), as was first proposed in Easton et al. (2002) .
To calculate this lower bound, we need to know: the team, the current location, the number of remaining home games, the list of remaining away games, the current number of consecutive home/away games. This information can be used as a state in dynamic programming. Exploiting some symmetries, a small table suffices for holding this information; e.g., a 108MBytes table is enough for the twelve teams problem NL12, and it can be computed very quickly.
We identify each state by a tuple (team, location, number of remaining home games, key) where key is composed by n + 2 bits (n − 1 bits to identify the remaining away games, each bit corresponding to an opponent, 1 bit to distinguish between home stand and road trip, and 2 bits for the length of the home stand/road trip). For instance, for n = 16, we have 16 × 16 × 16 × 2
16+2
states holding 32-bit integer values, resulting in a 4GBytes table. For instances with more than 16 teams, the size of this table grows very markedly, and dynamic programming may not be so useful.
Before starting the branch-and-bound procedure we compute the entire table using a recursive procedure with memoization, and later we just need to sum the lower bound over the n teams to obtain a lower bound for a given node.
Metaheuristics
Whenever we find a new solution inside the branch-and-bound tree, we apply a hill climbing metaheuristic to try to improve bounds. When a local optimum is reached, random perturbations are applied to the solution; this perturbation and hill climbing process is repeated a number of times (100, in our experiment).
To generate the neighbors for the current solution, we use three from the five transformations proposed in Anagnostopoulos et al. (2006) . These movements are: -SwapHomes(t i , t j ): given two teams, their home/away roles in the two scheduled games between them are swapped; -SwapRounds(r k , r l ): this move swaps rounds r k and r l ; -SwapTeams(t i , t j ): this move simply swaps the schedule of teams t i and t j . Whenever applying a move leads to an invalid solution, the schedule is discarded. Moreover, these three moves are not sufficient for exploring the entire search space and, as a consequence, they lead to suboptimal solutions; however, they require limited computational time and they can lead to better solutions, thereby improving the upper bound and reducing the size of the branch-and-bound tree.
To perturb a solution when a local optimum is reached, we apply a SwapHomes move to two random teams, a SwapRounds move to two random rounds and finally a SwapTeams move to two random teams. In our experiment, we have repeated these perturbations 10 times and the final solution is used as next starting point for the hill climbing procedure.
The use of this metaheuristic to improve bounds is particularly important for big instances, such as NL8, as it allows to find good solutions sooner, and thus pruning more effectively the branch-and-bound tree. Small instances, such as NL6, can be solved without this component, as in this case the search tree (using only the ILB) is relatively small.
Data-structures
In order to improve the run time of our branch-and-bound procedure, we use many auxiliary data-structures so that every constraint can be checked quickly. ] to check if the game between team t 1 and team t 2 (at t 1 's venue) has already been scheduled. These auxiliary data-structures can be updated quickly and allow us to check every constraint in constant time.
Computational Results
The method proposed in this paper was tested on a subset of the benchmark instances available at Trick (2012) . The results obtained for NL instances are reported in Table 1 . The previous best known solutions are reported in Table 2.  Table 3 presents the results for other instances that are also available at Trick (2012) . In these tables, n is the number of teams, K is the number of byes and ILB is the independent lower bound at the root node. For n = 8 and two byes, the solution for K = 1 was used as initial upper bound ( * ); for n = 8 and three byes, the previous (K = 2) solution provided the initial upper bound ( ). CPU times were obtained with a (sequential) implementation in the C programming language, in a Quad-Core Intel Xeon at 2.66 GHz, running Mac OS X 10.6.6. The source code, optimal solutions and log files are available online 1 . To the best of our knowledge, Table 1 reports for the first time proven optimal solutions to NL6 and NL8 instances. Note that even with K = 0, NL8 remained open for 9 years. The proposed method takes less than half an hour to solve this instance to optimality. The relaxed version of the TTP seems to be harder to solve to optimality. Nevertheless, NL8 was solved to optimality in a few days. Table 3 presents optimal solutions obtained with our method for additional instances, belonging to different classes, also previously unsolved. 6 Problem variants
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Conclusions
The solution of Traveling Tournament Problem proved to be a computational difficult challenge. The combination of home/away pattern constraints and travel distance minimization makes this problem very difficult. Its relaxed version (RTTP) seems to be even harder to solve to optimality.
To tackle this problem, we combined different methods: branch-and-bound, dynamic programming and metaheuristics. These were combined in a careful computer implementation, allowing us to solve to optimality all the previously open instances with up to eight teams. The same algorithm was also used to solve some variants of this problem that may arise in practice.
This paper shows how important it is to combine different techniques in order to tackle this problem, since it combines feasibility and optimality issues. Besides that, another important contribution is the introduction of dynamic programming to compute the independent lower bound quickly.
