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Machine Learning On Large-Scale Graphs
Abstract
Graph neural networks (GNNs) are successful at learning representations from most types of network
data but suffer from limitations in the case of large graphs. Challenges arise in the very design of the
learning architecture, as most GNNs are parametrized by some matrix representation of the graph (e.g.,
the adjacency matrix) which can be hard to acquire when the network is large. Moreover, in many GNN
architectures graph operations are defined through convolutional operations in the spectral domain. In
this case, another obstacle is the obtention of the graph spectrum, which requires a costly matrix
eigendecomposition.
Yet, large graphs can often be identified as being similar to each other in the sense that they share
structural properties. We can thus expect that processing data supported on such graphs should yield
similar results, which would mitigate the challenge of large size since we could then design GNNs for
small graphs and transfer them to larger ones. In this thesis, I formalize this intuition and show that this
graph transferability is possible when the graphs belong to the same "family", where each family is
identified by a different graphon.
A graphon is a function W(x,y) that describes a class of stochastic graphs with similar shape. One can
think of the arguments (x,y) as the labels of a pair of nodes and of the graphon value W(x,y) as the
probability of an edge between x and y. This yields a notion of a graph sampled from a graphon or,
equivalently, a notion of a limit as the number of nodes in the sampled graph grows. Graphs sampled
from a graphon almost surely share properties in the limit such as homomorphism densities which, in
practice, implies that graphons identify families of networks that are similar in the sense that the density
of certain "motifs" is preserved. This motivates the study of information processing on graphons as a way
to enable information processing on large graphs.
The central component of a signal processing theory is a notion of shift that induces a class of linear
filters with a spectral representation characterized by a Fourier transform (FT). In this thesis, we show
that graphons induce a linear operator which can be used to define a shift and therefore graphon filters
and the graphon FT. Building on the convergence properties of sequences of graphs and associated
graph signals, it is then possible to show that for these sequences the graph FT converges to the graphon
FT and that graph filter outputs converge to the outputs of the graphon filter with same coefficients.
These theorems imply that for graphs that belong to certain families, graph Fourier analysis and graph
filter design have well defined limits. In turn, these facts enable graph information processing on graphs
with large number of nodes, since information processing pipelines designed for limit graphons can be
applied to finite graphs.
We further define graphon neural networks (WNNs) by composing graphon filters banks with pointwise
nonlinearities. WNNs are idealized limits which do not exist in practice, but they are a useful tool to
understand the fundamental properties of GNNs. In particular, the sampling and convergence results
derived for graphon filters canbe readily extended to WNNs, allowing to show that GNNs converge to
WNNs as graphs converge to graphons. If two GNNs can be made arbitrarily close to the same WNN, then
by a simple triangle inequality argument they can also be made arbitrarily close to one other. This result
formalizes our intuition that GNNs are transferable between similar graphs.
A GNN can be trained on a moderate-scale graph and executed on a large-scale graph with a
transferability error dominated by the inverse of the size of the smallest graph. Interestingly, this error
increases with the variability of the spectral response of the convolutional filters, revealing a trade-off
between transferability and spectral discriminability that is inherited from graph filters. In practice, this
trade-off is less present in GNNs due to nonlinearities, which are able to scatter spectral components of

the data to different parts of the eigenvalue spectrum where they can be discriminated. This explains why
GNNs are more transferable than graph filters.
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ABSTRACT
MACHINE LEARNING ON LARGE-SCALE GRAPHS
Luana Ruiz
Alejandro Ribeiro
Graph neural networks (GNNs) are successful at learning representations from most types
of network data but suffer from limitations in the case of large graphs. Challenges arise in
the very design of the learning architecture, as most GNNs are parametrized by some matrix
representation of the graph (e.g., the adjacency matrix) which can be hard to acquire when
the network is large. Moreover, in many GNN architectures graph operations are defined
through convolutional operations in the spectral domain. In this case, another obstacle is
the obtention of the graph spectrum, which requires a costly matrix eigendecomposition.
Yet, large graphs can often be identified as being similar to each other in the sense that
they share structural properties. We can thus expect that processing data supported on
such graphs should yield similar results, which would mitigate the challenge of large size
since we could then design GNNs for small graphs and transfer them to larger ones. In this
thesis, I formalize this intuition and show that this graph transferability is possible when the
graphs belong to the same “family”, where each family is identified by a different graphon.
A graphon W : [0, 1]2 → [0, 1] is a function that describes a class of stochastic graphs
with similar shape. One can think of the arguments (x, y) as the labels of a pair of nodes
and of the graphon value W(x, y) as the probability of an edge between x and y. This
yields a notion of a graph sampled from a graphon or, equivalently, a notion of a limit as the
number of nodes in the sampled graph grows. Graphs sampled from a graphon almost surely
share properties in the limit such as homomorphism densities which, in practice, implies
that graphons identify families of networks that are similar in the sense that the density
of certain “motifs” is preserved. This motivates the study of information processing on
graphons as a way to enable information processing on large graphs.
The central component of a signal processing theory is a notion of shift that induces a
class of linear filters with a spectral representation characterized by a Fourier transform
(FT). In this thesis, we show that graphons induce a linear operator which can be used to
define a shift and therefore graphon filters and the graphon FT. Building on the convergence
properties of sequences of graphs and associated graph signals, it is then possible to show
that for these sequences the graph FT converges to the graphon FT and that graph filter
outputs converge to the outputs of the graphon filter with same coefficients. These theorems
imply that for graphs that belong to certain families, graph Fourier analysis and graph filter
design have well defined limits. In turn, these facts enable graph information processing on
v

graphs with large number of nodes, since information processing pipelines designed for limit
graphons can be applied to finite graphs.
We further define graphon neural networks (WNNs) by composing graphon filters banks
with pointwise nonlinearities. WNNs are idealized limits which do not exist in practice, but
they are a useful tool to understand the fundamental properties of GNNs. In particular,
the sampling and convergence results derived for graphon filters can be readily extended to
WNNs, allowing to show that GNNs converge to WNNs as graphs converge to graphons.
If two GNNs can be made arbitrarily close to the same WNN, then by a simple triangle
inequality argument they can also be made arbitrarily close to one other. This result
formalizes our intuition that GNNs are transferable between similar graphs. A GNN can be
trained on a moderate-scale graph and executed on a large-scale graph with a transferability
error dominated by the inverse of the size of the smallest graph. Interestingly, this error
increases with the variability of the spectral response of the convolutional filters, revealing a
trade-off between transferability and spectral discriminability that is inherited from graph
filters. In practice, this trade-off is less present in GNNs due to nonlinearities, which are
able to scatter spectral components of the data to different parts of the eigenvalue spectrum
where they can be discriminated. This explains why GNNs are more transferable than graph
filters.1

1
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Graphon eigenvalues (blue) and graph eigenvalues (green) for a sample graph
in a sequence converging to the graphon. Observe that the graphon eigenvalues
accumulate near zero, and that the graph eigenvalues converge to those of
the graphon. The red curve is the spectral or frequency response of a filter
with a fixed set of weights. The frequency response of this filter on the
graphon is given by the blue dots, and on the graph, by the green dots. The
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nodes (classes) on an Erdős-Rényi graph with 100 nodes and edge probability
p = 0.4. The losses depicted correspond to the cross-entropy loss over 30
training epochs.

3.2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

20

Source localization test accuracy in GNN architectures with localized activation functions, by hop. (a) Average accuracy and standard error on 40 ER
graphs with edge probability p = 0.4. (b) Average accuracy and standard
error on 40 geometric graphs with radius d = 0.15 on the unit square. The
error bars were scaled by 0.2. . . . . . . . . . . . . . . . . . . . . . . . . . .

3.3

22

Source localization test accuracy in GNN architectures with localized activation functions, by degree. (a) Average accuracy and standard error on 10 ER
graphs with edge probabilities p = 0.25, 0.40, 0.55, 0.70. (b) Average accuracy
and standard error on 10 geometric graphs with radii d = 0.15, 0.27, 0.38, 0.5
on the unit square. The error bars were scaled by 0.2. . . . . . . . . . . . .

3.4

24

Example of WAN with 40 function words built from the play “The Humorous
Lieutenant” by John Fletcher. Orange circles represent frequency with radius
proportional to word count. The darker the edge color, the higher is edge
weight. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3.5

28

Authorship attribution test error in GNN architectures with localized activation functions. Average classification error and standard deviation on 10
different training-test 80-20 splits for (a) Brönte and (b) Austen. The error
bars were scaled by 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3.6

29

Undirected user similarity network built from 90-10 split of the MovieLens
dataset with U = 943 users and K = 40. (a) Existing ratings (1-5 scale) to
the movie Toy Story. Nonexistent ratings were set to 0. (b) Predicted ratings
for the movie Toy Story. Node colors and radii are proportional to graph
signal intensity. Edge colors and widths are proportional to signal difference
between nodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.1

30

State computation in a graph recurrent neural network with K = 5. Gray
blocks with graphs on the inside stand for graph shifts, blue blocks for linear
weights, the red block for a pointwise nonlinearity and the green block for a
time delay.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xiii

39

4.2

5-step prediction using a GNN, a GRNN and a RNN. (a) Training rRMSE
evolution over 1000 training steps. (b) Average test rRMSEs for 5 graphs and
5 data realizations, using a 10,000-sample training dataset. (c) Average test
rRMSEs for 5 graphs and 5 data realizations, using a 5,000-sample training
dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.3

Relative RMSE improvement of t-GGRNN over GRNN on AR diffusion
process [cf. (4.30)] for various values of α. . . . . . . . . . . . . . . . . . . .

4.4

56

Relative RMSE improvement of e-GGRNN over GRNN on covariance graphs
with 5, 10, 15 and 20 nearest neighbors. . . . . . . . . . . . . . . . . . . . .

5.1

54

Relative RMSE improvement of n-GGRNN over GRNN on graph diffusion
process [cf. (4.31)] for various values of α. . . . . . . . . . . . . . . . . . . .

4.5

51

57
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Chapter 1

Introduction
The goal of this thesis is to enable machine learning on large-scale graphs. This is a relevant
and challenging objective. It is relevant because the need to process information on graphs,
large and small, arises in several application domains. It is challenging because graphs do
not have the Euclidean structure that images and time sequences have in the limit. Yet,
graphs do often have some limit structure that effectively limits their dimensionality. This
idea is illustrated in Figure 1.1, where graphs with different numbers of nodes are similar
and converge towards a limit object. This observation is the fulcrum of this thesis. We
develop the foundations of information processing in objects that represent graph limits, so
as to enable machine learning on large-scale graphs.

(a) 50 nodes

(b) 100 nodes

(c) 200 nodes

(d) Graphon

Figure 1.1: (a) A random graph with constant edge probability p = 0.4 and 50 nodes. (b) A random
graph with constant edge probability p = 0.4 and 100 nodes. (c) A random graph with constant edge
probability p = 0.4 and 200 nodes. (d) A constant graphon given by W(x, y) = p = 0.4. Graphs
(a)–(c) look similar, so one can foresee that processing data supported on either of them should
yield similar results. Indeed, these graphs belong to the same family in the sense that they share a
common limit object—the graphon (d).

Specifically, this thesis focuses on graph neural networks (GNNs), which are deep
convolutional architectures for network data. The proposed approach is based on the
assumption that GNNs produce similar outputs on graphs associated with the same graphon
(Figure 1.1(d)). A graphon W : [0, 1]2 → [0, 1] is a function that describes a class of
1

stochastic graphs with similar shape. The arguments (x, y) can be thought of as a pair of
nodes and the graphon value W(x, y) as the weight or probability of an edge between x
and y. This yields a notion of a graph sampled from a graphon or, equivalently, a notion
of a limit as the number of nodes in the sampled graph grows. Graphs sampled from a
graphon almost surely share properties in the limit, such as densities of graph motifs like
triangles, k-cycles, etc. In practice, this implies that graphons identify families of networks
that are structurally similar. It also implies that graphs in the same graphon family have
similar spectra. In this thesis, this fact is exploited to show that GNNs, which are spectral
operators, have well-defined limits on the graphon.
This thesis is divided in two parts. The first half, consisting of Chapters 2–4, focuses on
GNN architectures. Chapter 2 introduces graph convolutions, graph neural networks, and the
necessary graph signal processing background. In Chapter 3, we present our first novel graph
neural network architecture: the localized activation function GNN. Localized activation
fuctions are a class of activation functions where the input of the nonlinear operation is no
longer the value of a signal at a single node, but the values of the signal in a neighborhood
of each node. Specifically, we propose two types of localized activation functions, which are
based on median and maximum graph filters. Similarly to linear graph filters, median and
maximum filters encode graph structural information, but they do so through an implicit,
nonlinear dependence on node neighborhoods of the graph. Using these nonlinear graph
filters as activation functions in GNNs, we expect the resulting architectures to deliver
enriched function representations, since they are able to capture nonlinear relationships
between data points that linear graph filters fail to represent. Not less important, the
nonlinear constructions that we propose preserve the permutation equivariance property of
GNNs.
The second novel architecture that we introduce in this thesis is the gated graph recurrent
neural network (GGRNN), which is the topic of Chapter 4. Graph recurrent neural networks
(GRNNs) combine the graph convolutional layers from the GNN with the hidden state layer
from the recurrent neural network (RNN) to process time-varying graph signals or graph
processes. Our first contribution is to prove a stability result for GRNNs, which states that
the output of the GRNN is Lipschitz on the norm of the graph perturbation. However, the
stability constant deteriorates polynomially with the length of the sequences considered,
so we extend the GRNN architecture by adding gating mechanisms akin to the forget and
input gates of long short term memories (LSTMs). In deep RNNs, gating is necessary to
control the amount of information stored within the hidden state, allowing it to encode
long term interactions by preventing the gradients associated with these interactions from
vanishing. The gating strategies that we propose include both nodewise gating and edgewise
gating, which can control not only long term time dependencies but also long range spatial
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dependencies on the graph.
In the second half of this thesis—Chapters 5 and 6—, we then develop the theoretical
analyses that support the choice of GNNs as the appropriate model for large-scale graph
machine learning. The first such analysis focuses on the convergence of graph signal
processing to graphon signal processing, which we define in Chapter 5. The central part of
an information or signal processing theory is a notion of shift that induces a class of linear
filters with a spectral representation characterized by a Fourier transform. In Chapter 5, we
show that graphons induce a Hilbert-Schmidt operator akin to an adjacency matrix which
can be used to define a shift and therefore graphon filters and the graphon Fourier transform.
Building on the convergence properties of sequences of graphs and associated graph signals,
we prove that for these sequences the graph Fourier transform converges to the graphon
Fourier transform and graph filter outputs converge to the outputs of the graphon filter with
the same coefficients. As a result, for graphs that belong to certain families—i.e., graphs
sampled from a graphon or part of sequences that converge to it—graph Fourier analysis and
graph filter design have well-defined limits. This convergence enables information processing
on large-scale graphs because it implies that systems designed for limit graphons can be
applied to finite graphs.
Using graphon filters, in Chapter 6 we further introduce graphon neural networks
(WNNs). WNNs are extensions of GNNs to graphons defined by layers that are each
composed of a graphon filter bank and a pointwise nonlinearity. As in the case of graphon
filters, WNNs are idealized limits that do not exist in practice, but they are useful as a
tool to understand the fundamental properties of GNNs. More specifically, in Chapter 6 the
sampling and convergence results derived for graphon filters in Chapter 6 are extended to
WNNs, demonstrating that (i) WNNs can be used as a generative model for GNNs, and
(ii) as graphs converge to graphons, GNNs converge to WNNs. Therefore, a WNN can be
used to sample GNNs that are applicable across a family of graphs and, conversely, a GNN
supported on a very large graph can be used to approximate the limit WNN.
An immediate consequence of the fact that GNNs can be used to approximate WNNs
is then that, if two GNNs on two different graphs can be made arbitrarily close to the
same WNN, then they can also be made arbitrarily close to one other. This formalizes
the intuition that GNNs are transferable across graphs that are similar, a result we also
prove in Chapter 6. By sampling increasingly large graphs from the graphon, the difference
between subsequent graphs decreases as we approach the limit. This justifies training a
GNN on a moderately-sized graph and executing it on a larger graph. The error made
when transferring GNNs across graphs however increases with the variability of the filters
of the GNN as measured by a graph eigenvalue threshold below which these filters cannot
discriminate adjacent frequencies. The spectral response of one such filter is illustrated in
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Figure 1.2: Graphon eigenvalues (blue) and graph eigenvalues (green) for a sample graph in a sequence
converging to the graphon. Observe that the graphon eigenvalues accumulate near zero, and that
the graph eigenvalues converge to those of the graphon. The red curve is the spectral or frequency
response of a filter with a fixed set of weights. The frequency response of this filter on the graphon is
given by the blue dots, and on the graph, by the green dots. The key insight of transferability is that,
in order to be transferable between the graph and the graphon, the filter needs to to give the same
frequency response to corresponding graph and graphon eigenvalues. But since they accumulate near
zero, for small eigenvalues this is hard to achieve. The filter frequency response must thus vary little
(i.e., be similar) for eigenvalues with small magnitude (shaded red rectangle from -0.1 to 0.1). This
implies a transferability-discriminability trade-off.

Figure 1.2. Since more discriminative filters lead to less transferability, GNNs exhibit a
trade-off between transferability and spectral discriminability. This trade-off is inherited
from graph filters, but in practice is less pronounced in GNNs. The pointwise nonlinearities
in the GNN layers behave as rectifiers which scatter low-eigenvalue spectral components to
different parts of the spectrum. This scattering behavior increases discriminability because
the spectral components scattered to high-magnitude eigenvalues can be discriminated by
the graph filters in the next layer of the GNN.
Besides analyzing transferability mathematically, in Chapter 6 we also demonstrate
the ability of GNNs to be transferred across graphs empirically. Specifically, in numerical
experiments presented in this chapter we show that a GNN trained for movie recommendation
on a user similarity network and a GNN trained to control a team of agents communicating
through a proximity graph can be trained on smaller networks of users and agents and still
achieve comparable results to the GNNs trained on the respective large target graphs. The
work presented in this thesis thus develops a theoretical framework for machine learning on
large-scale graphs that not only enables (i) information processing in the limit of very large
graphs but also (ii) informs the design of efficient training algorithms for learning GNNs
for large-scale networks. Because it can further be verified empirically, this framework also
(iii) outlines applications of large-scale graph machine learning to a variety of real-world
problems. We conclude the thesis in Chapter 7 by discussing future research directions along
each of (i)–(iii).
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Chapter 2

Graph Neural Networks
With a local structure that repeats itself at every point, images and time signals are
characterized by their regularity. However, many problems in contemporary information
processing—such as analyzing texts or designing recommender systems—leverage data
supported on irregular structures. These types of data are best represented as graph signals,
which explains the growing interest in devising architectures capable of exploiting the
structural information carried by the graph topology. In particular, graph convolutional
neural networks (GNNs) [17–23] have been at the center of attention in an effort to reproduce
the remarkable success that convolutional neural networks (CNNs) achieved in processing
images and time signals [24].
CNNs are built from compositions of layers that each comprise two basic operations: a
bank of trainable linear convolutional filters and a fixed nonlinear activation function. GNNs
retain this basic architecture but replace standard convolutions with graph convolutional
filters [22]. Graph convolutional filters are built by reinterpreting a linear graph diffusion
operator as a shift. Following this interpretation, a convolution is simply defined as the
sum of scaled shift compositions. This allows us to further define linear transforms that are
polynomials on the shift (diffusion) operator and which were seen to be proper generalizations
of linear time invariant filters [25].

2.1

Graph Signal Processing

We consider graph signals x = [x1 , . . . , xN ]T ∈ RN in which the component xi is associated
with the ith node of a weighted and directed graph G. The graph is composed of a vertex set
V = {1, . . . , N }, an edge set E ⊆ V ×V of ordered pairs (i, j) and a weight function A : E → R
taking values A(i, j) = aij . The presence of the edge (i, j) in the set E is interpreted as an
expectation that signal components i and j are close. The weight aij measures the expected
similarity between nodes, i.e., the larger aij , the more related components xi and xj should
5

be. Associated with the graph G, we also define the weighted adjacency matrix A ∈ RN ×N
and the unweighted adjacency matrix N ∈ {0, 1}N ×N . Both of these matrices have a sparsity
pattern that matches that of the edge set of the graph by taking values [A]ij = [N]ij = 0 for
all (j, i) ∈
/ E. At entries corresponding to edges of G, we have
[A]ij = aji ,

[N]ij = 1,

for all (j, i) ∈ E .

(2.1)

A graph shift operator associated with G is a sparse matrix S whose nonzero entries are
either in the diagonal or at entries that match an edge of the graph,
[S]ij = sij 6= 0,

if i = j, or (j, i) ∈ E .

(2.2)

The nonzero entry pattern in (2.2) is meant to abstract the properties that are shared
between different matrix representations. The weighted adjacency A and the unweighted
adjacency N defined in (2.1) satisfy the restrictions placed by (2.2) on the shift operator
S. Other acceptable choices are the corresponding Laplacians LA := diag(A1) − A and
LN := diag(N1) − N as well as the self loop adjacency M = I + N. Using S as a stand-in for
an arbitrary matrix representation of the graph avoids restricting attention to a particular
selection. This is useful because while different matrix representations are of interest in
different contexts, they can all be leveraged in a similar manner to process graph signals x
using graph convolutions as we explain in Section 2.1.1.
The graph shift operator induces neighborhoods in the graph. The 1-hop neighborhood
of node i is the set of nodes Ni = Ni1 := {j : (j, i) ∈ E} that can be reached from i by taking
a single hop along an edge (j, i). More generically, the k-hop neighborhood is the set of
nodes that can be reached in exactly k hops. This set is easily determined from the nonzero
elements of the kth power of the unweighted adjacency matrix S = N,
n
o
 
Nik := j : Sk ij 6= 0 .

(2.3)

Observe that, consistent with (2.3), the 0-hop neighborhood is the node itself since for k = 0
we have Sk = S0 = I. In general, Nil * Nik for l < k since a node may be reachable in
exactly k hops but not reachable in exactly l < k hops. A sufficient condition for having
Nil ⊆ Nik for l < k is that the shift operator be nonnegative with a full diagonal. An
example of a shift operator with this property is the self loop unweighted adjacency matrix
M = I + N; see Remark 2. Further note that we can think of Sk itself as the shift operator
of a graph. With this interpretation, the k-hop neighborhood of S is equivalent to the 1-hop
neighborhood of Sk .
When the graph G is undirected (as will be the case in Chapters 5 and 6), S is symmetric,
so it can be diagonalized as S = VΛVH . The matrix Λ is a diagonal matrix whose diagonal
6

elements are the graph eigenvalues which we assume to be ordered according to their sign
and in decreasing order of absolute value, i.e., λ−1 ≤ λ−2 ≤ . . . ≤ 0 ≤ . . . ≤ λ2 ≤ λ1 . These
are interpreted as graph frequencies, with high magnitude eigenvalues corresponding to the
low frequencies and eigenvalues close to zero to the high frequencies. The graph eigenvectors,
given by the columns of V, can be seen as the graph’s oscillation modes. Importantly, the
eigenvectors in V form an orthonormal basis of Rn×n which we call the graph spectral basis.
The graph Fourier transform (GFT) of x is defined as the projection of x onto this basis,
x̂ = GFT{x} = VH x.

(2.4)

Similarly, the inverse GFT is defined as x = Vx̂.

2.1.1

Graph Convolutions

A graph convolution is defined as a linear operator H that can be written as a polynomial
in the shift operator operator S [26–29]. Formally, for a given vector of coefficients h =
[h0 , . . . , hK−1 ] ∈ RK and a graph signal x, the graph convolution of h and x is an operation
whose outcome is the graph signal
z =

K−1
X

hk Sk x := h ∗S x

(2.5)

k=0

where we have defined the graph convolution operator ∗S to represent the linear transformation in (2.5). The graph convolution in (2.5) shares the localization properties of
regular convolutions since each of the terms in the polynomial performs operations that are
localized to a specific neighborhood. Indeed, it is straightforward to see that we can have
[Sk ]ij =
6 0 only when j is in the k-hop neighborhood of i. Consequently, the ith entry of
the product Sk x is only affected by the entries xj for which j ∈ Nik . We can then think
of the first polynomial term h0 S0 x as a nodewise operation, the second polynomial term
h1 S1 x as a 1-hop neighborhood operation, and, in general, the kth polynomial term as an
operation localized to (k − 1)-hop neighborhoods. This is akin to regular convolutional filters
of order K extending to no more than K − 1 points in time. This property makes the graph
convolution in (2.5) a natural choice for the extension of convolutional neural networks to
signals supported on graphs, as we discuss in the following section.
Substituting S = VΛVH into (2.5) in the case where G is undirecreted and calculating
the GFT of y = H(S)x, we get
ŷ = VH H(S)x =

K−1
X

hk Λk VH x =

k=0

K−1
X
k=0

7

hk Λk x̂

(2.6)

from which we obtain the spectral representation of the graph convolution h(λ) =

PK−1
k=0

hk λ k .

There are two important things to note about the function h. First, while the GFTs of x and
y depend on the eigenvectors of S, the spectral response of H(S) is obtained by evaluating h
only at the eigenvalues of the graph. Second, as a direct consequence of the Cayley-Hamilton
theorem, polynomial filters H(S) of order K = N can be used to implement any filter with
spectral representation h(λ) = f (λ) where f is analytic. In other words, any smooth function
f whose Taylor series converges can be implemented as a graph convolution on G.
Remark 1. We point out that (2.5) is also referred to as a linear shift invariant (LSI) filter
because of its invariance with respect to the application of the shift operator. Namely, if
the input x is replaced by the (shifted) input Sx the output shifts from z to Sz. This is
analogous to (convolutional) linear time invariant (LTI) filters in which a time shift of the
input produces a time shift at the output. LSI filters also admit spectral representations in
terms of graph Fourier transforms that are analogous to spectral representations of time
invariant filters [26]. The connections between LSI and LTI filters are deeper than simple
analogies. Regular convolutions and regular Fourier transforms can be recovered if the graph
shift operator is particularized to a cycle graph representing a periodic time axis.

2.2

Graph Neural Networks

A GNN is a deep convolutional architecture where each layer consists of (i) a bank of
convolutional filters like the one in (2.5) and (ii) a nonlinear activation function. The
convolutional filterbank transforms the F`−1 features xg`−1 from layer `−1 into F` intermediate
linear features given by
F`−1

uf`

=

X

Hf` g (S)xg`−1

(2.7)

g=1

where 1 ≤ f ≤ F` . Specifically, the filter Hf` g (S) maps feature g of layer ` − 1 into feature f
of layer `. The collection of filters Hf` g (S) for all f, g yields a filterbank {Hf` g (S)}f,g with a
total of F`−1 × F` filters like the one in (2.5).
The activation function is usually a pointwise nonlinearity such as the ReLU or sigmoid,
but localized implementations incorporating the graph structure have also been proposed [1].
Letting σ denote the activation function, the `th layer of the GNN can be written as
 
xf` = σ uf` .

(2.8)

Because σ is pointwise, at each node i ∈ V we have [xf` ]i = σ([uf` ]i ). If the total number of
layers of the GNN is L, (2.7)–(2.8) are repeated for layers ` = 1 through ` = L, the output
of each layer being the input to the next. At ` = 1, the input features xg0 are the input data
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xg for 1 ≤ g ≤ F0 . The GNN output is given by the features of the last layer, i.e., yf = xfL .
Consider a training set T = {(xm , ym )} comprised of |T | input-output samples (xm , ym ).
In each training example, the vector xm is a graph signal and the vector ym is some observed
output whose shape depends on the problem at hand. For instance, ym might be a class
label in a classification problem, or another graph signal in the context of regression. The
objective of learning is to find a representation of the training set that can produce output
estimates y for unknown inputs x ∈
/ T . This can be thought of as learning a map Φ : x 7→ y
where Φ is parametric on the graph. The function Φ could be, for instance, parametrized by
P
k
a graph filter y = H(S)x = K−1
k=0 hk S x [cf. (2.5)]. In this case, we would write
y = Φ(x; h, S)

(2.9)

where h = [h0 , . . . , hK−1 ]. Alternatively, Φ could be parametrized by a L-layer GNN with
0
L
inputs x = {xg }Fg=1
and outputs y = {yf }Ff =1
[cf. (2.7)–(2.8)]. In this case, we would write

y = Φ(x; H, S)

(2.10)

where H = [hf` g ]`f g is a tensor grouping the GNN parameters hf` g for all layers 1 ≤ ` ≤ L and
features 1 ≤ f ≤ F` and 1 ≤ g ≤ F`−1 . This notation is particularly convenient for GNNs
because it summarizes (2.7)–(2.8) for ` = 1, . . . , L into a single function Φ. It also highlights
the fact that the graph filter parameters h and the GNN parameters H are independent of
the GSO S (and thus of the graph G). In (2.9) and (2.10), S is given, while H is determined
P
P
by optimizing a loss function J¯ = T J[y, ŷ(xm )] = T J[y, Φ(xm ; S, H)] on the training
set T .

2.2.1

Permutation Equivariance

The basic property of graph convolutions that makes GNNs suitable for processing graph
signals is that they are independent of the graph labeling, as formally stated and proved in
the following proposition.
Proposition 1. Consider a graph signal x supported on a graph G with shift operator S.
Let Φ(x; S, H) be the output of a graph neural network (GNN) with coefficient set H [cf.
(2.10)]. If P is a permutation matrix, then




Φ PT x; PT SP, H = PT Φ x; S, H

(2.11)

i.e., the output of the GNN is invariant to permutations.
Proof. The result follows from the fact that the LSI filter in (2.5) is invariant to permutations.
To see this, consider the graph permutation S0 = PT SP and let x0 = PT x be a signal on the
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(b) Graph G and permuted
signal x0

(a) Graph G and signal x

(c) Permuted graph G0 and
permuted signal x0

Figure 2.1: Permutation invariance of graph neural networks (GNNs). The output of a GNN is
invariant to graph permutations (Proposition 1). This not only means independence from labeling
but it also shows that GNNs exploit internal signal symmetries. The signals on (a) and (b) are
different signals on the same graph but they are permutations of each other – interchange inner and
outer hexagons and rotate 180◦ (c.f. (c)). A GNN would learn how to classify the signal in (b) from
seeing examples of the signal in (a). (Integer node labels ranging from 1 to 12. Signal values are
represented by different colors.)

permuted graph, with x its non-permuted counterpart. The application of (2.5) to x0 yields
z0 =

K−1
X

k

hk S0 x 0 =

k=0

K−1
X

hk (PT SP)k PT x .

k=0

Using the fact that Pk = P and that permutation matrices are orthogonal, we get
0

z = P

T

 K−1
X

k

hk S x



= PT z

k=0

which is simply the permutation by P of the output of filter (2.5) applied to x. As
for activation functions, the fact that they are scalar automatically entails invariance to
permutations. Thus, if the input to a GNN layer is permuted, its output will be permuted
likewise. This is also true in architectures with multiple layers, where permutations will
cascade from one layer to the other until they reach the output.
The permutation invariance stated in Proposition 1 shows that the features that are
learned by a GNN are independent of the labeling of the graph. But permutation invariance
is also important because it means that GNNs exploit internal signal symmetries as we
illustrate in Figure 2.1. The graphs in Figure 2.1-(a) and Figure 2.1-(b) are the same, as
indicated by the integer labels. The signals in Figure 2.1-(a) and Figure 2.1-(b) are different,
as indicated by different colors. However, it is possible to permute the graph onto itself
to make the signals match – rotate 180◦ degrees and pull it inside out (Figure 2.1-(c)). It
then follows from Proposition 1 that the output of a GNN applied to the signal on the left
(a) is a corresponding permutation of the output of the same GNN applied to the signal
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on the right (b). This is beneficial because we can learn to process the signal on (a) from
seeing examples of the signal on (b). Although most graphs do not have perfect symmetries,
existing perturbation analyses show that similar comments hold for transformations that
are close to perturbations [30].
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Chapter 3

Localized Activations for Graph
Neural Networks
GNNs are particular cases of neural networks (NNs) and generalizations of convolutional
neural networks (CNNs). NNs are obtained through the composition of arbitrary linear
operations with pointwise activation functions. In practice, they are hard to train and
underperform architectures exploiting structural information because the number of parameters to learn is too large. CNNs resolve this problem for time signals, images, and other
signals supported on regular domains by restricting arbitrary linear transformations to
convolutional filter banks [31]. In graph domains, GNNs fulfill the same purpose by utilizing
graph convolutions [cf. (2.9) and (2.10)].
The pointwise nonlinear operators typically used in GNNs, however, neglect the graph
structure. They process nodes homogeneously thus ignoring the different compositions of
their heterogeneous neighborhoods. This is not unreasonable for the regular signals that are
processed with CNNs because their underlying regular structures repeat from node to node
and layer to layer. On a generic irregular graph, however, the individual node connectivity
profiles are important because they explain how each node interacts with the other nodes in
the graph. In this context, summarizing nonlinear operations acting on node neighborhoods
instead of individual nodes would exploit meaningful information that the mere application
of a graph filter followed by a pointwise nonlinearity do not. Preliminary evidence for this
ability comes from the better reconstruction properties of median (nonlinear) graph filters
and the improvement in topology identification stemming from the use of nonlinear structural
models [32]. The goal of this chapter is to design nonlinear local activation functions for
GNNs that leverage the neighborhood structure of the graph.
GNNs traditionally utilize the same functions as CNNs—rectified linear units (ReLUs),
sigmoids, and hyperbolic tangents—, and, like in CNNs, these functions are either applied
locally [19, 20] or within local neighborhoods when mixed with nonlinear pooling operations
12

[17, 18, 22]. Since the notion of a neighborhood in an image or a time signal is always the
same, there is no reason to adapt the activation function for different tasks. However, the
structure of a neighborhood may vary significantly from graph to graph. This motivates the
design of activation functions that are adapted to the graph structure. In this chapter, we
propose not only to adapt the nonlinear activation function to the structure of the graph,
but also to make it multiresolution and trainable by assigning linear weights to the value of
the nonlinear function at 1, 2, . . . , K-hop node neighborhoods. In particular, we introduce
two types of local activation functions based on median and maximum graph filters [33, 34].
Median and maximum graph filters are the graph signal processing (GSP) counterparts of
the rank filters studied in traditional signal processing [35]. Similarly to linear graph filters,
median and maximum filters encode graph structural information, but they do so through
an implicit, nonlinear dependence on node neighborhoods of the graph. As such, they can
be used to design multiresolution activation functions that learn to assign different weights
to different neighborhood resolutions (Sections 3.1 and 3.1).
A fundamental consideration in the introduction of trainable activation functions is
retaining the permutation invariance of GNNs [30,36,37]. Observe that this form of invariance
is with respect to a reordering of the nodes’ labels that retains the structure of the graph.
This is different from the definition of permutation invariance used in set theory, which
requires invariance with respect to all possible reorderings [38, 39]. Indeed, since graph
convolutional filters are polynomials on the diffusion operator, they can be readily shown
to be invariant to permutations or node relabelings (Proposition 1). This is an important
property because it renders the processing of graph signals independent of the choice of
node labels and is an effective way of exploiting the internal symmetries of graph signals.
Pointwise activation functions are independent of the graph structure and, as such, do
not affect permutation invariance. We will show here that nonlinear activation functions
based on median and maximum filters, although local, are still invariant to permutations
(Propositions 2 and 3).
It is important to mention that the use of trainable activation functions in CNNs [40–43]
and GNNs [44] has been pursued with success but that the existing literature focuses on
learning pointwise activations functions. In particular, [40] uses a sigmoid function that is
exponentiated by a trainable parameter to change the activation function slope in feedforward
neural networks. In [41], the ReLU activation is paired with a regularizer whose importance
is controlled by a trainable linear weight variable. Perhaps the best known example is that
of maxout units [42, 43], which replace pointwise max functions by the maximum among a
number of filters at a given layer. In the specific case of activation functions for GNNs, the
work in [44] proposes learning a pointwise activation function parametrized by a dictionary.
All of these papers differ from the goal of the work presented in this chapter, which is to

13

design activation functions that learn to assign different weights to different neighborhood
resolutions.
This chapter is organized as follows. In Sections 3.1 and 3.2 respectively, we define
a class of linearly parametrized multiresolution median and max graph filters, which are
interpreted as permutation invariant localized activation functions whose linear parameters
can be trained to learn appropriate localized activation functions for GNNs. In Section
3.3.1, we address backpropagation training of the multi-hop median and multi-hop max
operators. We conclude Section 3.3 with considerations on the additional computational
complexity incurred by the localized activation functions we propose (Section 3.3.2). Finally,
in Section 5.4, the performance of our localized activation functions is evaluated on both
synthetic and real-world datasets, including the problems of authorship attribution, movie
recommendation systems and scientific article classification.

3.1

Median GNNs

Consider a set X = {x1 , . . . , xn } and order the elements of X so that x[1] ≤ x[2] ≤ . . . ≤ x[n] .
If we denote by n ÷ 2 the integer division of the cardinality of X by 2, the median of the set
X is given by
med(X ) = x[n÷2+1] .

(3.1)

In order to define activation functions in terms of median graph filters, we begin by defining
the median operator associated with a graph shift operator S.
Definition 1 (Median operator). Let S be a graph shift operator and let Ni denote the
neighborhoods induced by S, each i, 1 ≤ i ≤ N , being a node of the graph. The output of the
median operator med(S, ·) applied to the graph signal x is the graph signal z := med(S, x),
whose components we write
 



z i = med(S, x) i = med {xj : j ∈ Ni } .

(3.2)

Definition 1 implies that the median operator replaces the value of the analyzed signal
x at each node by the median of the values of x in the corresponding neighborhood. In
that sense, we can think of med(S, ·) as a nonlinear diffusion operator in which, instead of
computing the average of neighboring values at each node, we compute their median. These
two diffusions tend to yield similar values if neighboring values are symmetric around their
mean.
From the definition of the median operator, we can now define what we call the multiresolution median graph filter as a linear combination of medians associated with neighborhoods
of different depths. We write it as follows.
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Definition 2 (Multiresolution median graph filter). Given a graph shift operator S and a
vector of K + 1 filter coefficients w = [w0 , . . . , wK ]T , the output of the median graph filter
with coefficients w applied to the signal x is the signal z,
z :=

K
X

wk med(Sk , x) .

(3.3)

k=0

This definition is to be contrasted with that of the linear graph convolution in (2.5). In
(2.5), each summand Sk x represents a weighted average, so that the value of the signal at
node i is affected by the values of the signals at its k-hop neighbors. In (3.3), the summand
med(Sk , x) summarizes information from the same set, because the shift operator Sk is
associated with a graph in which nodes are connected to their k-hop neighbors. Differently
from regular linear filters, however, the signal values at neighboring nodes are not averaged,
but summarized by the median operation. We can thus think of (3.3) as a nonlinear
convolutional filter constructed from median operations that retains the multiresolution
aspect of conventional linear graph convolutions.
The median graph filter in Definition 2 is used here to define nonlinear activation
functions. Specifically, consider a collection of median filter coefficients w`f and replace the
pointwise activation functions in (2.8) by the local activation functions
xf` =

K
X

f
w`k
med(Sk , uf` ) .

(3.4)

k=0

A median GNN is a GNN with median activation functions, i.e., one in which the `th
layer is defined by the composition of (2.7) and (3.4). We can interpret this architecture as
the composition of two types of convolutional layers: linear convolutional layers [cf. (2.7)]
and nonlinear convolutional layers based on median filters (3.4). Observe that the output of
a median GNN is determined by the linear filter coefficients H and the median graph filter
coefficients W = {w`f }`,f . For future reference, we therefore define the median GNN map
Φ(x; S, H, W) = xL = ŷ(x)

(3.5)

where xL is obtained from the application of L median GNN layers, each of which computes
a linear convolution (2.7) followed by a median graph filter activation (3.4). That the
definition of median graph filters parallels the definitions of graph convolutions is not an
accidental choice. Choosing activation functions of this form is intended not only to encode
the graph structure at multiple resolutions, but also to preserve the permutation invariance
of GNNs, as we formally state and prove next.
Proposition 2. Consider a graph signal x supported on a graph with shift operator S. Let
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Φ(x; S, H, W) be the output of a median GNN with linear filter coefficients H and nonlinearity
coefficients W [cf. (2.7), (3.4). If P is a permutation matrix, then




Φ PT x; PT SP, H, W = PT Φ x; S, H, W

(3.6)

i.e., the output of the median GNN is invariant to permutations.
Proof. The result follows from Proposition 1 and the fact that the median activation function
in (3.4) is invariant to permutations. Consider the graph permutation S0 = PT SP and let
x0 = PT x be the corresponding permuted graph signal. Applying the median activation
function to x0 , we get
z0 =

K
X

ωk med(S0k , x0 ) =

k=0

K
X

ωk med((PT )k Sk Pk , PT x)

k=0

but this expression can be simplified by observing that Pk = P, PT = P−1 and that the
graph median operators in equations (3.2) and (3.3) is permutation invariant. This yields
z0 = PT

X
K

ωk med(Sk , x)



= PT z

k=0

a result that will also hold for multi-layered median GNNs as graph permutations cascade
from each layer to the next.
As nonscalar operators that take in values of a graph signal in localized neighborhoods
around each node, median activation functions endow GNNs with the ability to extract
nonlinear local features in addition to the linear features extracted through graph convolutions.
This is something that pointwise activation functions, by construction, cannot do. Proposition
2 establishes that the features extracted by median graph filters are invariant to permutations
of the graph. As previously noted, this is a desirable property for activation functions in
GNNs. Another important property of median filters is that they are differentiable with
respect to their parameters. This is instrumental in facilitating their training, as we explain
in Section 3.3.
Remark 2. To keep the presentation simple, we have used the same shift operator in
the definition of linear convolutional filters and median convolutional filters. This is not
necessary. In our numerical experiments, we use weighted adjacency matrices, namely
S = A, for the linear convolution, but we add an identity to the unweighted adjacency,
namely S = I + N = M, for the median convolution. This choice of shift operator for the
median convolution makes the neighborhood sets in (3.3) nested. This is not necessarily true
if we just choose the adjacency matrix as a shift operator, and it also makes neighborhoods
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more interpretable. Regardless of interpretation, we have observed that this mix of shift
operators reduces test error. Further note that different shift operators associated with the
same graph can be used at different layers or even for different features at the same layer.
We have not seen advantages associated with this expansion of the representation space.
Remark 3 (Alternative median graph filter definitions). The definition of median graph
filters in (3.3) does not make use of the shift operator weights because these are not used in
the definition of the median operator in (3.2). These weights would be easy to incorporate.
E.g., we could replace xj by sij xj in the computation of the median in (3.2). Or, more
attuned to classical definitions of median filters, the signal value xj can be repeated within the
neighborhood set a number of times proportional to the weight wij . Further note that (3.3)
performs a linear combination of different neighborhood medians. We could think of replacing
this linear combination by a weighted median operation as well. All of these generalizations
are possible and would retain the invariance claimed in Proposition 2. Their analysis and
evaluation are beyond the scope of this dissertation. We refer interested readers to [33, 34]
for a comprehensive analysis of median filters for signals supported on graphs.

3.2

Max GNNs

Consider once again the set X = {x1 , . . . , xn }, and order the elements of X so that x[1] ≤
x[2] ≤ . . . ≤ x[n] . The max of the set X is the last element of the ordered sequence, which
we write
max(X ) = x[n] .

(3.7)

If the elements of X are the values of a graph signal x ∈ RN on the nodes of a graph
G, it makes sense to define a max operator that takes the topology of G into account. In
particular, this will be necessary to define activation functions in terms of max graph filters.
We thus define the max operator associated with the graph shift operator S as follows.
Definition 3 (Max operator). Let S be a graph shift operator and denote by Ni the neighborhood induced by S at node i, with 1 ≤ i ≤ N . The output of the max operator max(S, ·)
applied to the graph signal x is the graph signal z := max(S, x), whose components we write
 



z i = max(S, x) i = max {xj : j ∈ Ni } .

(3.8)

The max operator in Definition 1 replaces the value of xi at each node by the maximum
of the values of x in the corresponding neighborhood Ni . As such, max(S, ·) acts as a
nonlinear diffusion operator, akin to the median operator introduced in Definition 1.
With the definition of the max operator at hand, we can now define multiresolution max
graph filters, which are linear combinations of max operators acting on neighborhoods of
17

different resolutions. We write them as follows.
Definition 4 (Multiresolution max graph filter). Given a graph shift operator S and a
vector of K + 1 filter coefficients w = [w0 , . . . , wK ]T , the output of the max graph filter with
coefficients w applied to the signal x is the signal z,
z :=

K
X

wk max(Sk , x) .

(3.9)

k=0

As was the case for the median graph filter in Definition 2, in the max graph filter in
Definition 4 the summands max(Sk , x) combine information in the same multiresolution
fashion as the polynomial terms of LSI-GFs. To see this, notice that max(Sk , x) takes as
arguments the values of the graph signal on the same sets of k-hop neighbors in which
the LSI-GFs from (2.5) calculate weighted averages of the graph signal. However, while in
LSI-GFs the signal components are averaged, in the graph max filter they are mapped to
a single value by the nonlinear max operation. We can think of (3.9) as another type of
nonlinear convolutional filter, this one constructed from max operations.
The max graph filter from Definition 4 is used to define a second nonlinear activation
function—the max activation function—by considering a collection of max filter coefficients
w`f and replacing the pointwise activation functions in (2.8) with max filters,
xf`

=

K
X

f
w`k
max(Sk , uf` ) .

(3.10)

k=0

From (3.10), we can then define a GNN with max activation functions in which the `th
layer is a composition of (2.7) and (3.10). We call it the max GNN.
Max GNN layers compose two types of convolutional layers, linear convolutional layers [cf.
(2.7)] and nonlinear convolutional layers based on max filters (3.10). The output of a max
GNN is determined by the linear filter coefficients H and the max graph filter coefficients
W = {w`f }`,f . These parameterizations allow us to write the max GNN as the map
Φ(x; S, H, W) = xL = ŷ(x)
where xL is obtained by applying L max GNN layers to x.

(3.11)
Like their median filter

counterparts, max graph filters are constructed in a way that preserves the permutation
invariance of GNNs. This is formally stated and proved in Proposition 3.
Proposition 3. Consider a graph signal x supported on a graph with shift operator S. Let
Φ(x; S, H, W) be the output of a max GNN whose linear filter coefficients are H and whose
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nonlinearity coefficients are W [cf. (2.7), (3.10)]. If P is a permutation matrix, then




Φ PT x; PT SP, H, W = PT Φ x; S, H, W

(3.12)

i.e., the output of the max GNN is invariant to permutations.
Proof. This follows from Proposition 1 and from the invariance to permutations of the max
activation function in (3.10). Let S0 = PT SP be a graph permutation and let x0 = PT x be
the corresponding permuted graph signal. This proof mimics the proof of Proposition 2,
where we now use the fact that the maximum of a graph signal within its node neighborhoods
is permutation invariant to show
z0 =

K
X

ωk max(S0k , x0 ) = PT z .

k=0

As was the case for median GNNs, the result above will also hold for max GNNs with
multiple layers.
Like their median counterparts, and unlike pointwise activation functions, max activations
give GNNs the ability to extract nonlinear local features that cannot be extracted by
application of linear graph convolutions alone. As seen in Proposition 2, the features
extracted by max graph filters are also invariant to permutations of the graph. Finally,
max filters are differentiable with respect to their parameters, which allows max activation
functions to be trained (cf. Section 3.3).
Remark 4 (Pooling). In deep neural network architectures, the representation dimension
increases with the depth of the network and the number of features. To keep the representation
dimension under control, many architectures implement pooling as an intermediate step
between the convolutional filter banks and the nonlinearity. Pooling is a summarizing two-step
operation that reduces dimensionality by first computing local summaries of the signal within
the graph equivalent of a window and then subsampling it. The summarizing operation can be
either linear or nonlinear; the most common examples are average pooling and max-pooling.
Because the graph windows on which it operates can be rescaled, pooling is also used for feature
extraction at multiple resolutions. Permutation invariance is preserved if the subsampling
operation is based on topological features of the graph such as the node degrees [22]. We also
note that the nonlinear activation function and the pooling summarizing operation can be
composed into one single localized activation function that precedes subsampling. Therefore,
all design strategies of localized activation functions described herein might also be useful
in designing summarizing functions in pooling operations. In the case of GNNs, pooling
strategies have been proposed in [17–19, 22].
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(a) ReLU

(b) 1h-max

(c) 1h-median

Figure 3.1: Training and validation losses for ReLU (a), 1-hop max (b) and 1-hop median activations
(c) in a source localization experiment with 20 possible source nodes (classes) on an Erdős-Rényi graph
with 100 nodes and edge probability p = 0.4. The losses depicted correspond to the cross-entropy
loss over 30 training epochs.

3.3

Localized Activation Function Training

In contrast with pointwise nonlinearities, localized activation functions act on multiple
nodal components at a time. As a result, the computations that the NN carries out both
during the forward and backward passes of data need to be updated. In this section, we
look at how localized activation functions affect the gradient updates in backpropagation
training (Section 3.3.1) and discuss the additional computational complexity incurred by
these operators (Section 3.3.2).

3.3.1

Backpropagation

For ease of exposition, let us consider a single-layer GNN with a graph convolutional layer
given by [cf. (2.7)]
uf (x) =

G 
X

G K−1
 X
X fg
hf g ∗S xg =
hk Sk x g

g=1

(3.13)

g=1 k=0

where the input has G features xg , g = 1, . . . , G and the output has F features uf , f =
1, . . . , F . The set H = {hfk g }f,g,k groups the corresponding trainable parameters. In median
and max GNNs, the linear operation is followed by a local activation function [cf. (3.4),
(3.10)]
0

f

z (x) =

K
X

 0

wkf0 σ Sk , uf (x)

(3.14)

k0 =0
0

where σ(Sk , ·) : RN → RN represents the chosen local activation function—either the
median (3.4) or max filters (3.10)—with trainable parameters W = {wkf0 }f,k0 . The estimate
ŷ(x) = [ŷ1 (x)T , . . . , ŷF (x)T ]T is then the output of this layer, with ŷf (x) = zf (x) for each
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f = 1, . . . , F . Given a training set T = {(xm , ym )}, we choose parameters H and W that
minimize some total loss function J¯ over T
 X

J¯ y, ŷ(x) =
J ym , ŷ(xm ) .

(3.15)

T

In conventional GNNs, this is done by using the backpropagation algorithm. In the
following proposition, we show that local activation functions are equally amenable to
training via backpropagation, and give closed form expressions for the trainable parameters’
gradient updates.
¯ ŷ(x)) be the loss function
Proposition 4. Let T = {(xm , ym )} be a training set. Let J(y,
in (3.15), where ŷ(x) = [ŷ1 (x)T , . . . , ŷF (x)T ]T is the output estimate of the single-layer
GNN with convolutional layer (3.13) followed by the local activation layer (3.14), with
ŷf (x) = zf (x) for each f = 1, . . . , F . At each round of the backpropagation algorithm,
the learnable parameters H = {hfk g }f,g,k and W = {wkf0 }f,k0 are updated by calculating the
derivatives
0

K
X∂ J X
=
wkf0 Pk0 Sk xgm
∂ ŷf 0
∂hfk g
T
k =0

X
¯
∂ J
∂ J  k0 f
=
σ
S
,
u
(x
)
m
∂ ŷf
∂wkf0
T

∂ J¯

(3.16)
(3.17)

where ∂J/∂ ŷf = [∂J/∂[ŷf ]1 , . . . , ∂J/∂[ŷf ]N ] ∈ R1×N is the gradient of the loss function
J, and with Pk0 ∈ RN ×N a binary matrix such that [Pk0 ]ij = 1 if node j realizes the local
0

activation σ(Sk , ·) for node i, and zeros for every other j.
Proof. Let us start by proving (3.16). We take the derivative of the total loss function J¯ with
respect to the scalar coefficient hfk g . Towards this end, denote the gradient of J with respect
to all the features by ∂J/∂ ŷ = [∂J/∂ ŷ1 , . . . , ∂J/∂ ŷF ] ∈ R1×N F where each ∂J/∂ ŷf ∈ R1×N
is the gradient with respect to feature f . Denote the gradient of the output of the GNN with
respect to the specific parameter hfk g by ∂ ŷ/∂hfk g = [(∂ ŷ1 /∂hfk g )T , . . . , (∂ ŷF /∂hfk g )T ]T ∈
0

0

RN F ×1 , where ∂ ŷf /∂hfk g ∈ RN ×1 for each f 0 = 1, . . . , F . We note that ∂ ŷf /∂hfk g = 0
whenever f 0 6= f . Applying the chain rule once, we get
∂ J¯
∂hfk g

=

X ∂ J ∂ ŷ
∂ ŷ ∂hf g
k
T

=
xm

0

X ∂ J ∂ ŷf
∂ ŷf ∂hf g
k
T

(3.18)
xm

since ∂ ŷf /∂hfk g = 0 whenever f 0 =
6 f . Now, we focus on ∂ ŷf /∂hfk g , and using (3.14) and
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(a)

(b)

Figure 3.2: Source localization test accuracy in GNN architectures with localized activation functions,
by hop. (a) Average accuracy and standard error on 40 ER graphs with edge probability p = 0.4.
(b) Average accuracy and standard error on 40 geometric graphs with radius d = 0.15 on the unit
square. The error bars were scaled by 0.2.

the chain rule once again, we get
∂ ŷf
∂hfk g

0

=

K
X

∂
wkf0

k0 =0

0

σ(Sk , ·) ∂ uf
∂uf
∂hf g

(3.19)

k

0

where ∂σ(Sk , ·)/∂uf ∈ RN ×N is the Jacobian, with [∂σ/∂uf ]ij = ∂[σ]i /∂[uf ]j being the
0

corresponding (sub-)derivative. The local activation function σ(Sk , uf ) outputs a graph
signal where each element is a nonlinear combination of the k 0 -hop neighbors of each node.
In both cases (median and max), the function application is actually equivalent to selecting
0

a value from the ones at the neighboring nodes (i.e. the output of [σ(Sk , uf )]i is the
0

value of [uf ]j for some j ∈ Nik ). Therefore, the (sub-)derivative of [σ]i with respect to
the input graph signal uf is a vector with a 1 in the position corresponding to the nodes
0

j ∈ Nik that generate the output of the function, and zeros elsewhere. This implies that
0

∂σ(Sk , ·)/∂uf = Pk0 ∈ RN ×N is a binary matrix with [Pk0 ]ij = 1 if node j generates the
output of the function at node i and 0 for all other j. Finally, since per (3.13) uf is a linear
function of hfk g ,

∂ uf
∂hfk g

= Sk x g .

(3.20)

0

Using (3.20) together with the fact that ∂σ(Sk , ·)/∂uf = Pk0 back in (3.19), and, consequently, back in (3.18), completes the proof of (3.16).
For (3.17) we have
∂ J¯
∂wkf0

=

X ∂ J ∂ ŷ
∂ ŷ ∂wf0
k
T

=
xm
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X ∂ J ∂ ŷf
∂ ŷf ∂wf0
k
T

(3.21)
xm

0

where we used again the fact that ∂ ŷf /∂hfk g = 0 whenever f 0 6= f , and where the derivative
of the feature f with respect to the nonlinear weight parameter is denoted by ∂ ŷf /∂wkf0 =
[(∂[ŷf ]1 /∂wkf0 )T , . . . , (∂[ŷf ]N /∂wkf0 )T ] ∈ RN ×1 . Observe that ŷf is a linear function of wkf0 ,
and so using (3.14) we get
∂ ŷf
∂wkf0

 0

= σ Sk , uf (xm ) .

(3.22)

xm

Replacing (3.22) back in (3.21) proves (3.17).
It should be noted that both in (3.16) and (3.17) the gradient updates depend on
quantities that are either available from the start—like S—or made available in the forward
pass immediately before the backpropagation step. In particular, the weights wkf0 in (3.16)
are initialized before the first forward and backward passes.

3.3.2

Computational Complexity

In this section, we discuss and quantify the additional computational complexity incurred
by localized activation functions in the forward and backward passes of data needed to train
the single layer median/max GNNs of the previous subsection. These GNNs are compared
with a single-layer GNN containing only pointwise activation functions.
Corollary 1. In Proposition 4, replace the local activation function layer (3.14) by a
pointwise activation function σ : R → R,
zf = σ(uf )

(3.23)

where [σ(uf )]i = σ([uf ]i ) for all i = 1, . . . , N . In this case, the derivatives used in the
backpropagation algorithm are
∂ J¯
∂hfk g

=

X∂ J
diag(q) Sk xgm
∂ ŷf

(3.24)

T

where q ∈ RN with [q]i = dσ/dx |x=[uf ]i .
Proof. We set K 0 = 0 in (3.16) in Proposition 4, since we only consider the value of the
signal at the node individually and wkf0 = 1 (the output of conventional pointwise activation
functions is not modified by any trainable weights). In this scenario, the matrix Pk0 = P0
takes the form of a diagonal matrix, because the only nodes contributing to the output of
the nonlinearity are the nodes themselves. The derivatives of the nonlinearity σ at each
node are then the diagonal values of the matrix P0 = diag(q) with [q]i = dσ/dx |x=[uf ]i .
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(a)

(b)

Figure 3.3: Source localization test accuracy in GNN architectures with localized activation functions,
by degree. (a) Average accuracy and standard error on 10 ER graphs with edge probabilities
p = 0.25, 0.40, 0.55, 0.70. (b) Average accuracy and standard error on 10 geometric graphs with radii
d = 0.15, 0.27, 0.38, 0.5 on the unit square. The error bars were scaled by 0.2.

The overall complexity of the activation step in one forward pass of the GNN with
pointwise activations is O(N ), that is, one nonlinearity per node. In a forward pass of the
GNN with localized activation functions, the added complexity stems mainly from the sorting
operations performed across multiple neighborhoods of a given node to find the maximum
or the median of the graph signal in those regions. As a result, the multi-hop maximum
and the multi-hop median activations incur an overall worst-case computational complexity
0

0

of O(N K 0 dK log(dK )), with K 0 > 0 and d denoting the maximum degree. Although the
activation function reach K 0 is usually small, it exponentiates d, which need not be. The
graph degree is therefore bound to be a considerable limiting factor complexity-wise, but
this is expected since our nonlinearities are now local instead of pointwise. In any case, we
note that, as long as the degree is not a function of the number of nodes (this is the case, for
example, of regular networks and of most small-world networks [45, Ch. 10]), the complexity
is still linear in N .
In the backward pass, the GNN with pointwise activations incurs O(N ) operations
(cf.(3.24)) to compute the derivative with respect to hfk g . In the case of the GNN with local
activation functions, following Proposition 4 we have O(K 0 N ) for the computation of the
derivative with respect to hfk g followed by O(N ) operations to compute the derivatives with
respect to wkf0 . These results are summarized in Table 3.1.

3.4

Numerical Experiments

We assess the performance of median and max GNNs in four different applications. In all
scenarios, the multi-hop maximum and the multi-hop median are compared with the ReLU.
The first problem is source localization on Erdős-Rényi (ER) and geometric graphs. In this
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Activation
Pointwise
Local

Complexity
Forward pass
Backpropagation
O(N )
O(N )
0
0
O(N K 0 dK log(dK ))
O(K 0 N )

Table 3.1: Complexity comparison in a single forward pass and a single backward pass of data for
architectures with ReLU and localized activation functions.

synthetic setting, we analyze how the activation function reach K and the underlying graph
degree affect classification accuracy. The second application is authorship attribution of
text excerpts taken from 19th century novels, modeled as a binary classification problem
detailed in Section 3.4.2. In the third experiment, we tackle the problem of predicting movie
ratings using the MovieLens 100k dataset. In addition to comparing localized and pointwise
activation functions, we contrast our performance with that of the recommendation systems
proposed in [13] and [14]. The last experiment is a node classification task in which we use
the Cora citation network and associated dataset to classify scientific articles into 7 different
classes.
In Sections 3.4.1 through 3.4.3, the simulated GNNs predict class labels for graph signals.
In Section 3.4.4, they predict labels for nodes of the graph. Unless otherwise noted, all
models consist of one convolutional layer with F1 = 32 linear graph filters that have K1 = 5
filter taps each, followed by the activation function under analysis (ReLU, K-hop median
or K-hop max). The GSO of the convolutional filters is always the adjacency matrix; in
Sections 3.4.1, 3.4.2 and 3.4.4, the best results were obtained when the adjacency matrix
was rescaled by the inverse of its largest eigenvalue and so these are the results that we
report. No pooling is performed, and in the graph signal classification settings (Sections
3.4.1-3.4.3) the convolutional layer is followed by a fully connected layer that carries out a
softmax classification with F2 = C nodes. C is the number of classes, which is different for
each problem. In all applications, the GNNs were trained using the ADAM algorithm for
stochastic optimization. This algorithm keeps an exponentially decaying average of past
gradients with decaying factors β1 = 0.9 and β2 = 0.999 [46].

3.4.1

Source Localization

Source localization is a classification problem where we aim to identify the node that
originated a diffusion process on a graph [47]. Take for instance a graph G with N nodes and
adjacency matrix W. To be specific, let c ∈ {1, ..., N } represent the index of the source node
and consider the seeding graph signal x0 , which is defined as [x0 ]i = 1 if i = c and [x0 ]i = 0
for all other i. The corresponding diffused signal at time t = 1, 2, . . . is then x(t) = Wt x0 ,
which satisfies x(0) = x0 . Given x(t) and without knowing t, we want to identify the node c.
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In all of this section’s experiments, we train a GNN to predict the source node of a graph
diffusion process by optimizing a cross entropy loss with 0.005 learning rate. In every round,
10,000 synthetic training samples consisting of a diffused graph signal x(t) at a random
time t (input) and its source c (true label) were evaluated in batches of 100. To prevent
overfitting, we set the node dropout probability to 50% during training [48]. The validation
and test sets comprised 200 input-output samples in every round.
We first analyze the evolution of the training and validation losses over 30 epochs for an
ER graph with 100 nodes, edge probability 0.4 and and 20 possible sources that we choose
uniformly at random. This amounts to a classification problem with 20 classes. The training
vs. validation loss plots for the ReLU, the 1-hop maximum and the 1-hop median are shown
in Figure 3.1. No architecture overfits the training set, and they all achieve a comparable
loss over the unseen validation loss.
Next, we study the source localization problem on 40 random ER [49] and 40 random
geometric graphs [50, Ch. 4]. Each graph has 100 nodes, 10 of which are randomly picked
to be potential sources (10 classes). The ER graphs have edge probability 0.4 and average
degree 39.4. The geometric graphs have radius 0.15 on the unit square and average graph
degree 5.6. Training was done in 20 epochs for both types of graphs.
First, we analyze localized activation function performance in terms of their reach in
number of hops, i.e., K in expressions (3.4) and (3.10). We adopt the convention that, for
K = 0, both activation functions amount to the ReLU, max{0, xi }, since expressions (3.4)
and (3.10) are linear in x for K = 0. Figure 3.2(a) shows the average test accuracies for ER
graphs. At K = 1, localized activation functions increase accuracy of at least 6.5 percentage
points over the ReLU. However, as K grows bigger, their performance appears to stagnate
or decay. A plausible explanation for that is that on graphs with such high connectivity and
average degree, neighborhoods become more redundant as they grow larger (larger K).
The average test accuracies as a function of K are displayed in Figure 3.2(b) for geometric
graphs. Even if the 2-hop max showcases the largest accuracy, its performance degrades as the
number of hops increases. On the other hand, the median sustains consistent improvements
up to K = 3, but its performance also decays from there to K = 4. This explained by
the fact that geometric graphs with small radii are not very connected and have an almost
Euclidean structure. Thus, the more distant the neighborhood, the smallest its influence is
likely to be on a node. It is natural, then, to expect a function returning extreme values
like the maximum to add a lot of high intensity noise from distant neighborhoods as K
grows and thus degrade more abruptly in performance than a smoothing operation like the
median. Nonetheless, the median still performs worse as neighborhoods increase, due to the
excess of information and possible redundancies. Although all localized activation functions
outperform the ReLU, they do so by smaller margins and with higher variances than those
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observed on ER graphs. This is further evidence that localized activation functions are less
powerful on graphs with some structural regularity, which is precisely the case of geometric
graphs.
The next analysis was done by keeping all the same simulation parameters and varying
the graph degree. Results are presented in Figure 3.3(a) for ER graphs and in Figure 3.3(b)
for geometric graphs. On both ER and geometric graphs, the 1-hop median delivers the best
results by degree. On ER graphs, localized activation functions are consistently better than
the ReLU, and even if classification accuracy decreases with the graph degree regardless of
the choice of activation function, the accuracy gap between localized activations and the
ReLU increases systematically.
On geometric graphs (Figure 3.3(b)), the best accuracy is obtained in the middle of the
degree range. The worst accuracies are observed for graphs with small degree; this is once
again related to them having an almost Euclidean structure that is more likely to benefit
from the CNN rather than the GNN apparatus. Localized activation functions outperform
the ReLU in all scenarios. The steady decay in performance that occurs at higher degrees is
accompanied by a reduction in the accuracy gap between localized and pointwise activations,
in contrast with what we observed for ER graphs. This can be explained by the highly
connected patterns arising from the smaller variances in the individual nodes’ degrees of
geometric graphs.

3.4.2

Authorship Attribution

In this section, we assess the performance of localized activation function GNNs in an
authorship attribution problem based on real data. The graphs we consider are authorspecific word adjacency netowrks (WANs), which are directed graphs whose nodes are function
words and whose edges represent the probability of transitioning between a particular pair
of words in a text written by the author. Function words are prepositions, pronouns,
conjunctions and other words with syntactic importance and little semantic meaning; their
use in authorship attribution was first discussed in [51] and is based on the fact that their
usage carries stylometric information about the author while being content independent.
We consider N = 211 nodes or functions words. Using the method in [52], we build
single-author WANs for Emily Brönte and Jane Austen. To build each author’s WAN, we
process their texts to count the number of times that each pair of function words co-appear
in 10-word windows. These are inputted to a N × N function-word matrix and normalized
row-wise. The resulting matrix is the WAN adjacency matrix, which can also be interpreted
as a Markov chain transition matrix. Because the order in which function words appear
matters, the resulting graphs are directed. As for the graph signals, they are defined as each
function word’s count among 1,000 words. Thus, the texts available by a given author are
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Figure 3.4: Example of WAN with 40 function words built from the play “The Humorous Lieutenant”
by John Fletcher. Orange circles represent frequency with radius proportional to word count. The
darker the edge color, the higher is edge weight.

split in 1,000-word excerpts (signals) where we store the frequency of each of the function
words.
Splitting an author’s texts between training and test sets on a 80-20 ratio, each author’s
WAN is generated from function word co-appearance counts in the training set only. An
example of such a network is depicted in Figure 3.4. The graph signals in the training
set are the individual function words’ counts in these same excerpts and in excerpts by
other authors picked at random from a pool of 21 authors to yield a balanced classification
problem. Paired with a binary label where 1 indicates a text by the author in question and
0 a text by any other author in the pool, these constitute the input-output pairs used to
train the GNN. Test samples are defined analogously, but we only consider excerpts that
have not been used to build the author’s WAN. The loss function is the cross entropy, which
we optimize in 25 training epochs and batches of 20 samples, with learning rate 0.005 and
without dropout.
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(a)

(b)

Figure 3.5: Authorship attribution test error in GNN architectures with localized activation functions.
Average classification error and standard deviation on 10 different training-test 80-20 splits for (a)
Brönte and (b) Austen. The error bars were scaled by 0.5.

Figure 3.5 presents the authorship attribution accuracy results for Emily Brönte (Figure
3.5(a)) and Jane Austen (Figure 3.5(b)). Ten rounds of simulations were conducted for each
author by varying the training and test splits.
The average average out-degree of the WANs built for author Emily Brönte was 77.9.
The training and test sets consisted of 1,092 and 272 1,000-word excerpts, both with equally
balanced classes. For Jane Austen, the average out-degree of the WANs considered was 88.3,
and the training and test sets contained 1,234 and 308 labeled excerpts respectively.
On Figure 3.5(a), we see that median and max GNNs did consistently better than the
ReLU GNNs on discerning between texts written by Brönte and any other author in the
pool. Although the smallest classification error, of 12.43% (34/272), was obtained with the
1h-max, every other localized activation outperforms the ReLU on average, with significantly
smaller test errors and deviations around the average.
For the author Jane Austen (Figure 3.5(b)), three of our schemes perform better than the
ReLU. The 2-hop localized activations do worse than the ReLU, which could be explained
by the higher average degree of this author’s WANs. The gap between the best performing
localized activation—the 1-hop median—and the ReLU is not as big as in the previous
example, but it still amounts to at least one extra excerpt being labeled correctly. What is
more impressive is this architecture’s ability to correctly attribute text fragments as short as
a single page with up to 98.37% accuracy (303/308). This was the best observed accuracy
in all 10 realizations and it was obtained by training the 1-hop max.

3.4.3

Recommender Systems

The third application we consider is movie rating prediction using the MovieLens 100k
dataset [53], which contains ratings that a set of users have given to a subset of movies.
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(a)

(b)

Figure 3.6: Undirected user similarity network built from 90-10 split of the MovieLens dataset with
U = 943 users and K = 40. (a) Existing ratings (1-5 scale) to the movie Toy Story. Nonexistent
ratings were set to 0. (b) Predicted ratings for the movie Toy Story. Node colors and radii are
proportional to graph signal intensity. Edge colors and widths are proportional to signal difference
between nodes.

Activation
ReLU
K-hop median/max

Number of parameters
160
162

Table 3.2: Number of parameters in the convolutional layers of the 3 GNNs simulated in the
recommender systems problem: ReLU, 1-hop median and 1-hop max.

There are U = 943 users and M = 1, 582 movies (items), the ratings range from 1 to 5, only
100,000 out of 1,491,826 ratings are known and the ratings for unknown user-movie pairs are
set to 0. Given an incomplete U × M rating matrix, we can define two different graphs—an
(a) user similarity network and a (b) movie similarity network. Both are constructed by
computing Pearson correlations considering only (a) items that have been rated by pairs
of users or (b) users that have rated the same item pairs. For a given node, we keep
only the top-k user or item pairs with highest similarity, which yields a directed graph.
Correspondingly, a user-based and a movie-based GNN architecture can be defined atop
each one of these graphs.
In the user-based approach, each graph signal corresponds to a different movie and
consists of the existing ratings by every user in the network who has rated that movie. A
depiction of such a signal is shown on Figure 3.6(a). The way in which we create training
and test samples from these signals is by “zero-ing out” the ratings of the user u in which
we are interested. The GNN is then trained to predict ratings by this user to any movie
previously rated by other users. We can see this task as equivalent to completing the uth
row of the rating matrix.
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In the movie-based approach, the underlying graph is a movie similarity network. There
are as many graph signals as users, and each of the signals correspond to the ratings that
the corresponding user has given to the movies in the dataset. We create training and test
samples by “zero-ing out” the ratings to a movie m of our choice. The GNN is trained to
predict ratings to this movie by any user who has already given ratings to other movies
in the graph. This is equivalent to completing the mth column of the rating matrix. An
example of this is given in Figure 3.6(b), where we predicted every rating in the 1st column
of the matrix (corresponding to the movie Toy Story) and represented them as a graph
signal on top of the user similarity network.
We choose five 90-10 splits for the training and test sets in both the user-based and
movie-based experiments, submitting the GNNs to 40 epochs of training, in batches of 5 and
without dropout. We optimize the cross entropy loss with learning rate 0.005. In both cases,
we contrast the average performance of our localized activation function-based GNNs on
all data splits with that of an all-ReLU GNN. On the best data split, we also compare our
method with the recommender systems proposed in [13] and [14]. In [13], the authors also
make the distinction between a user-based and a movie-based approach. The user-based
approach predicts the entire rating matrix through application of linear graph filters defined
on top of the user similarity network. They have up to 6 taps and their coefficients are
optimized on the full 90,000-rating training set. This author’s movie-based approach does
the same, but using linear graph filters defined on the movie similarity network instead.
These have up to 3 filter taps that are also optimized on the training set. Because our
methods look at each user/movie individually, to make for a fair comparison we test the
method in [13] once for each user/movie, taking only that particular user’s/movie’s ratings
into account in the calculation of the RMSE. Additionally, [13] presents a third approach to
the rating prediction problem: mirror filtering (MiFi), which filters on the user and movie
similarity networks simultaneously. Although this is the best performing method in the
analysis carried out in [13], it cannot be compared to our approaches, because it intertwines
user and movie information and does not allow looking at each user or movie individually.
As for the method in [14], it uses a multi-graph CNN (MGCNN) to extract features from
existing ratings. We train this CNN on the same 90,000-sample training dataset as before.
The extracted features are then fed to a recurrent neural network (RNN) responsible for the
score diffusion process.
In our user-based approach, the user similarity networks are built from the 90,000 ratings
in the training set with k = 40. This results in networks with average out-degree of 38.3.
Using the same 90-10 training-to-test ratio and k = 40, we also build directed movie similarity
networks, whose average out-degree is 1.09. Because these networks are large and highly
connected at some nodes, only the 1-hop median and max were considered. The number of
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User
405
655
13
450
276
5 users
10 users
15 users
20 users

ReLU
1.4121
0.7809
1.3492
0.9441
0.7409
1.0454
1.0261
1.0171
0.9867

Test RMSE
1h-max 1h-med
1.3009 1.4135
0.7384 0.7512
1.4189 1.3087
0.9121 0.9315
0.7651 0.7277
1.0271 1.0265
0.9895 1.0049
0.9841 0.9949
0.9684 0.9621

Samples
Train Test
664
73
617
68
573
63
486
54
467
51
2805 311
4960 551
6842 760
8617 957

Table 3.3: Average test RMSEs for ReLU, 1-hop max and 1-hop median by user, over 5 data splits.
Number of samples in training and test sets.

User
405
655
13
450
276

Local activation (min.)
1.2681
0.6138
1.1659
0.9230
0.6504

[13]
1.4620
0.8555
1.5831
1.0341
1.1796

[14]
1.2753
0.7284
1.3954
0.8986
0.9559

Table 3.4: Comparison of test RMSEs obtained across different methods for best user data split—
localized activation GNNs, high order user-based linear graph filters [13], multi-graph CNNs [14].

parameters in the convolutional layer of the ReLU, the 1-hop median and the 1-hop max
architectures are shown in Table 3.2. The number of parameters of the 1-hop median/max
only exceeds the number of parameters of the ReLU GNN by 2, because we regularized it
by making w`1 = . . . = w`F = w` the same for all features.
The 20 users with largest number of ratings were chosen to assess GNN performance in
the user-based approach; we report test RMSEs for the first 5 and the averages for the first
5, 10, 15, and all 20 in Table 3.3. Localized activation functions consistently outperform
the ReLU on average when the first 5, 10, 15 and all 20 users are considered, as well in
most of the individual user cases (at least one of the local architectures outperforms the
ReLU architecture for every user). More than improving upon the ReLU, we note that
our localized activation functions incur an increase in capacity given that they only have
2 more parameters than the ReLU GNN (cf. Table 3.2). On Table 3.4 we contrast the
minimum RMSE achieved by either the max or median GNNs in the best data split –the
data split where localized activations outperform the ReLU by the largest margin– for each
individual user with the RMSEs obtained using the methods in [13] (user-based) and [14].
For [13], we report the smallest RMSE of the 6 filters that are trained. Our user-based
method outperforms both [13] and [14] for all users except 450. Even then, the difference in
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Movie
Star Wars
Contact
Fargo
Return of the Jedi
Liar Liar
5 movies
10 movies
15 movies
20 movies

ReLU
0.9505
1.1337
1.0411
0.9294
1.1926
1.0494
1.1045
1.0800
1.0615

Test RMSE
1h-max 1h-med
0.9946 0.9269
1.0836 1.0855
1.0994 1.0403
0.9236 0.9577
1.1908 1.1988
1.0584 1.0418
1.0963 1.0974
1.0712 1.0793
1.0520 1.0580

Samples
Train Test
525
58
459
50
458
50
457
50
437
48
2333 259
4377 486
6185 687
7845 871

Table 3.5: Average test RMSEs for ReLU, 1-hop max and 1-hop median by movie, over 5 data splits.
Number of samples in training and test sets.

the recorded RMSEs is minimal relatively to discrepancies observed in other rows.
As for the movie-based approach, accuracies for the first 5 movies with most ratings, as
well as averages for the first 5, 10, 15 and 20, are shown in Table 3.5. Localized activation
functions outperform the ReLU for all movies with as little as 2 additional trainable
parameters (cf. Table 3.2), which once again attests to the increased capacity of median
and max GNNs. On Table 3.6, the results obtained on the best data split for each user
(the data split where localized activations outperform the ReLU by the largest margin) are
compared with those obtained using the movie-based method with 3 filter taps in [13] and
the MGCNN in [14] on these same splits. In both [13] and [14], all 1,682 movies were taken
into account.
On Table 3.6, localized activation function GNNs outperform [13] for all movies and [14]
for 3 of the 5 movies. Except for “Star Wars” (where we outperform both methods with
at least a 10% reduction in RMSE) and “Contact” (where [14] outperforms our method
by 5%), for all other movies the differences in RMSE are not as significant as they were in
the user-based approach. The most pertinent observation here is that, in the movie-base
approach, our method is able to deliver recommendations that are essentially as accurate
as those provided by [13] and [14], but with less data and less computational complexity.
Unlike [13] and [14], in both the user and movie-based approaches we do not need to use the
entire 90,000-sample training dataset to train the GNN because we only look at a row/column
of the rating matrix at a time. In this sense, another advantage of our architecture is the
ability to offer more personalized and possibly on-demand movie recommendations.

3.4.4

Citation Networks

To evaluate the performance of the localized activation functions in a node classification
setting, we compare max and median GNNs with GNN architectures using only ReLU
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Movie
Star Wars
Contact
Fargo
Return of the Jedi
Liar Liar

Local activation (min.)
0.6823
1.0290
0.8518
0.8402
1.1693

[13]
0.7690
1.0300
1.0684
0.8564
1.1708

[14]
0.7462
0.9746
0.8420
0.8550
1.1697

Table 3.6: Comparison of test RMSEs obtained across different methods—localized activation GNNs,
high order movie-based linear graph filters [13], multi-graph CNNs [14].

Architecture
Accuracy (%)

ReLU
L=1 L=4
72.4
46.5

Max
1h
2h
80.5 77.7

Median
1h
2h
78.8 78.4

Table 3.7: Cora test classification accuracy for ReLU1 , ReLU2 and 1-hop and 2-hop max and median
GNNs.

activations on the Cora dataset. The Cora dataset consists of N = 2708 scientific articles
that pertain to C = 7 different classes and make up the nodes of a citation network. Each
article is described by a bag-of-words feature vector with Fin = 1433 words. Given the
articles’ feature vectors, the objective is to predict to which class each article belongs.
In our setup, feature vectors are interpreted as multi-feature graph signals and, during
training, validation and test, all of them are fed to the GNN models. The GNNs generate
intermediate features for all nodes, which are then interpreted as individual samples and
processed through a fully connected layer mapping each node’s features to a class label
between 1 and 7. In the training stage, we only predict labels for 140 nodes; the validation
and test nodes are a total of 300 and 1000 respectively. This data split is the same used
in [20], and can be found at http://github.com/tkipf/pygcn.
1-hop and 2-hop max and median GNNs with L = 1, F0 = Fin , F1 = 16, and K1 = 5
were compared against two ReLU architectures, which we call ReLU1 and ReLU2 . ReLU1
has the same hyperparameters as the localized activation function GNNs, while ReLU2 has
hyperparameters L = 4, F0 = Fin , {Fi }4i=1 = 16, and {Ki }4i=1 = 2. ReLU2 was designed so
as to provide for a fair comparison with [20]. Even if the GNN architecture in [20] only
considers convolutional filters with 1-hop diffusions (K = 2), by setting the number of layers
to L = 4 we can force information exchanges at most 4-hops away, which is equivalent to
having K = 5.
All models were trained by optimizing the cross entropy loss, for a total of 150 epochs
and with learning rate 0.005. The classification accuracy achieved by each architecture is
presented in Table 3.7. Regardless of the number of hops or of the type of nonlinearity, the
localized activation functions outperform both ReLU architectures by a significant margin,
attesting to the value of encoding the graph structure in the computation of nonlinearities
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to improve GNN capacity.

35

Chapter 4

Graph Recurrent Neural Networks
The popularity of GNNs is largely explained by state-of-the-art performances achieved in
several learning tasks [43] which, in turn, are related to invariance and stability properties
that they inherit from graph convolutions [30]. At the same time, GNNs are somewhat
limited in that they are designed to process data with only one type of structure—the graph.
This creates a gap for an important class of GSP problems involving graph signals that can
also change with time, which we call graph processes.
Graph processes contain a time dimension, reflected by the indices of the sequence, and
a fixed graph structure, which is inherent to graph signals [54, 55]. They have been used to
model data such as weather variables on weather station networks [56] and seismic wave
readings on a network of seismographs [57]. In problems involving sequences where the data
elements are Euclidean, recurrent neural networks (RNNs) tend to be the architecture of
choice, as they leverage recurrence to model the time dependencies present in sequential
data [58–60]. For graph processes, this motivates retaining the same recurrence relation
but replacing the input-to-state and state-to-state linear transformations of the RNN by
linear graph filters, which allows taking both the temporal and the graph structure of graph
processes into account.
Implementations of such a graph recurrent architecture can be found in the literature,
usually focusing on either a particular type of graph [16] (undirected) or problem [15] (traffic
forecasting). However, the basic construction of a graph recurrent neural network (GRNN)
and its fundamental properties have not yet been investigated in detail. In the work presented
in this chapter, we propose to do so by using GSP to come up with a unified framework
for GRNNs. We write graph operations in terms of a generic graph shift operator (GSO),
making for a more general architecture and drawing attention away from specific matrix
representations, e.g. the random walk matrix used to define the architecture in [15] or the
graph Laplacian used to define the architecture in [16]. We also introduce a convolutional
parametrization of the input-to-state and state-to-state operations in Section 4.2 which, while
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not novel, guarantees equivariance to node relabelings and makes the number of parameters
independent of the size of the graph [1]. In Section 4.3, one of our main contributions is
then proving that, like GNNs, GRNNs also exhibit stability to relative perturbations of the
underlying graph. This means that changes in the output caused by changes in the graph
are bounded by the size of the perturbation [30], with the key difference that in GRNNs
this stability deteriorates with the length of the sequence [cf. Theorems 1 and 2]. Another
important contribution is the introduction of generic input and forget gate operators that we
break down in three gating strategies—time, node and edge gating—, all of which interact
with the graph in different ways (Section 4.4). In the numerical experiments in Section
5.4, time gates prove useful for encoding long term temporal dependencies, while node
and edge gates help encode long range spatial dependencies on the graph. Note that these
contributions have broad applicability as they extend to all architectures fitting the GRNN
framework, e.g. the aforementioned [15, 16].
Related work on learning problems involving graph processes also includes [61] and [62],
which, like [15], have an emphasis on traffic forecasting. The gated attention networks
(GaANs) from [61] replace the linear transformations of the RNN by graph attention networks
(GANs) [63], making for an architecture that is not convolutional and hence has different
properties than GRNNs. Meanwhile, the architecture introduced in [62] stacks GNNs and
gated CNNs to learn spatiotemporal dependencies and is therefore not recurrent. Other
somewhat related works include the gated graph sequence neural networks [64] and the
recurrent formulation in [65]. The architecture in [64] learns sequential representations from
graphs, but not from graph signals or processes. This is a fundamental difference since in
learning from graphs the graph is seen as data, while in learning from graph signals the
graph is given (i.e., a hyperparameter of the learning architecture). The work in [65] uses
recurrence as a means of re-introducing the input at every layer to capture multiple types of
diffusion, but does not consider data consisting of temporal sequences. We point out that
neural network architectures designed to predict dynamic graphs [66] or to process signals
supported on them [67, 68] are tangential to our work, as, coherent with the GSP working
assumption for graph processes [54, 55], we only consider fixed graphs. Finally, while what
we call time and node gating strategies have been used in [15, 16, 61, 62, 64], we not only
introduce edge gating but also provide an interpretation of all three gating strategies with
respect to the underlying graph.
The remaining sections of this chapter are organized as follows. Section 4.1 goes over
RNNs and graph signal processing. Following the introduction of the GRNN framework in
Section 4.2, in Section 4.3 we analyze GRNN stability and, in Section 4.4, introduce Gated
GRNNs. In Section 5.4, we evaluate the performance of all GRNN architectures, as well
as the architectures from [15, 16], in a synthetic k-step prediction experiment and in three
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real-world experiments: earthquake epicenter estimation, traffic forecasting and epidemic
tracking.

4.1

Recurrent Neural Networks

Let {xt }t∈N0 be a sequence of N -dimensional data points xt ∈ RN . A recurrent neural
network (RNN) learns to extract information from this sequence in the form of a hidden state
variable zt ∈ RN . The states zt are learned from the sequence {xt }t∈N0 using a nonlinear
map that takes the current data point xt and the previous hidden state zt−1 as inputs, and
outputs the updated hidden state zt . This map is parametrized as
zt = σ (Axt + Bzt−1 )

(4.1)

where A ∈ RN ×N and B ∈ RN ×N are linear operators and σ : R → R is a pointwise
nonlinearity, i.e. [σ(x)]i = σ([x]i ), see [43, Fig. 10.13] for a computational graph. We point
out that, while it is not necessary for zt and xt to share the same dimensions (in most
realizations of RNNs, they often do not), we assume so here for ease of exposition.
The sequence {xt } is typically accompanied by a target representation Y, which can be
seen as a more appropriate representation of {xt } for the task at hand. The elements of Y
could be, e.g., a single value y ∈ Y to summarize information from the entire sequence, like
a sentiment describing a tweet [69]; or, they could be another sequence {yt }t∈N0 , yt ∈ RM ,
which is the case in automatic speech recognition [70]. RNNs estimate Y by applying a
second nonlinear map, Φ : RN → RM , to the hidden state. When the target representation
is a sequence, this map is parametrized as
Φ(zt ) = ρ (Czt )

(4.2)

where C ∈ RM ×N is the linear output map and ρ : R → R is the pointwise nonlinearity
used to compute the output, [ρ(x)]i = ρ([x]i ). In cases where a single output value y is
associated with the sequence {xt }, we can estimate y from the state at the end T of the
sequence, Φ(zT ) = ρ (CzT ).
Given a training set {({xt }, Y)} comprised of several sequences {xt } and their associated
representations Y, the optimal linear maps A, B and C are obtained by minimizing some
loss function L(Φ(zt ), Y) (or L(Φ(zT ), Y)) over the training set. This learning framework
makes the hidden state adaptable to the task at hand, exploiting the available training
examples to determine which pieces of sequential information are relevant to store in the
hidden state zt .
Key to the success of RNNs is the fact that the number of parameters (entries) in the
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Figure 4.1: State computation in a graph recurrent neural network with K = 5. Gray blocks with
graphs on the inside stand for graph shifts, blue blocks for linear weights, the red block for a pointwise
nonlinearity and the green block for a time delay.

linear operators A, B and C do not depend on the time index t. In other words, the same
linear operators are applied throughout the entire sequence. This parameter-sharing scheme
across the time-dimension has two main advantages: it keeps the number of parameters
under control and, simultaneously, allows learning from sequences of variable length. This is
consistent with our recurrent approximation model for the hidden state, where each learned
state only depends on the current input and on the previous state. Regardless of the start
time t0 , as long as the current value of the input and of the previous state are the same, the
updated state will always be the same.

4.2

Graph Recurrent Neural Networks

As noted in Section 4.1, RNNs are systems which exploit recurrence to learn dependencies
in sequences of variable length with a number of parameters that is independent of time.
However, the number of parameters still depends on the dimension N , which not only
prevents RNNs from scaling to inputs with large dimensions but, more importantly, hinders
their ability to account for other structures inherent to the data. Accounting for structure is
desirable first because when we parametrize operations in terms of the structure of the data,
we are effectively adding a constraint to the optimization problem, shrinking the feasible
set and making it easier to find close-to-optimal solutions; and second, because it allows
us to leverage repeating and/or symmetrical motifs in the data to extract shared features
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and simplify model parametrization. In the case of graph processes, we will thus adapt the
operations performed by RNNs to take the graph structure into account. We assume that
the state zt ∈ RN is itself a graph signal, so that each entry [zt ]n is a nodal hidden state.
The updated state can then be calculated by parametrizing the linear maps A and B by the
graph shift operator S, yielding
zt = σ A(S)xt + B(S)zt−1



(4.3)

where we have omitted the bias term to unburden the notation. We call this generic
architecture the graph recurrent neural network (GRNN). Note that the computational
graph for obtaining (4.3) is analogous to the one in [43, Fig. 10.13] but replacing the linear
transforms by graph filters. Although A(S) and B(S) can be arbitrary functions of S [71],
we opt for the graph convolution, (2.5) so that there are only K parameters to learn for each
filter (a = [a0 , . . . , aK−1 ] ∈ RK and b = [b0 , . . . , bK−1 ] ∈ RK ). This allows computations to
be done locally and, like in GNNs, ensures that the number of parameters is independent of
the size of the graph. Other advantages of graph convolutions are that they are permutation
equivariant and stable to graph perturbations [30], a fact that we use to derive a stability
result for GRNNs in Section 4.3.
To estimate the target representation Y, we can once again leverage the fact that the
hidden state zt is a graph signal and use a GNN Φ(zt ; S) [22] to compute the estimate Ŷ. In
cases where yt is itself a graph signal (e.g., in regression or forecasting), Φ can be a simple
one-layer graph filter followed by an activation function ρ,
ŷt = ρ (C(S)zt )

(4.4)

where we parametrize the filter C(S) as a graph convolution (2.5) with K filter taps (c ∈ RK )
to make sure that the number of parameters of the architecture (4.3)-(4.4) is independent
of the size of the graph. If yt has dimension M =
6 N then C(S) must be followed by an
additional operation mapping N dimensions to M dimensions (a fully connected layer—
perceptron—, for instance), in which case the number of parameters of C(S) will necessarily
depend on N and M . Finally, if yt is a single value y representing the entire sequence
{xt }Tt=1 , we compute it from the last state alone as ŷ = ρ(C(S)zT ).
Making the hidden state zt a graph signal has several advantages. First, it adds
interpretability to the value of this signal with respect to the underlying graph support. For
instance, we could analyze the frequency content of the hidden state and compare it with
the frequency content of the graph process xt . Second, it allows the computation of zt to
be done in an entirely local fashion, involving only repeated exchanges with the one-hop
neighbors of each node. Making zt a graph signal, however, also implies that we can no
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longer tune the size of the hidden state which is now fixed at N . The size of the hidden state
is a fundamental hyperparameter in the design of RNNs since it controls the description
capability of the hidden state. This can be overcome by introducing graph signal tensors
where, instead of a single scalar, a vector of features is assigned to each node.
A graph signal tensor is a function X : V → RF that assigns a vector of dimension F to
each node. Each entry of this vector is a feature. The signal tensor can be represented as a
N × F matrix X, where each column xf ∈ RN is a graph signal corresponding to the values
of feature f in all nodes.
The graph convolution operation (2.5) must be extended accordingly, so as to carry out
a local, linear transformation mapping the F input features in X ∈ RN ×F to the G output
features Y ∈ RN ×G . This map is implemented by a bank of F G graph filters of order K,
g
with filter taps given by af g = [af0 g , . . . , afK−1
]. The graph convolution AS : RN ×F → RN ×G

becomes [cf. (2.5)],
Y = AS (X) =

K−1
X

Sk XAk

(4.5)

k=0

where Ak ∈ RF ×G is a matrix satisfying [Ak ]f g = afk g . We can see that, for the convolution
to be local on the graph, the operations that modify X on the left have to respect the sparsity
of the graph, while those that modify it on the right can be arbitrary linear operations. The
right operations have the role of mixing the features within a single node, using the same
linear combination –parameter sharing– across all nodes.
Given a sequence of graph signal tensors {Xt }, Xt ∈ RN ×F , we can rewrite equation
(4.3) to obtain H-feature hidden state tensors Zt ∈ RN ×H ,



Zt = σ AS (Xt ) + BS (Zt−1 )

(4.6)

where the filter taps are Ak ∈ RF ×H and Bk ∈ RH×H , k = 0, . . . , K − 1. Assuming that
the target representation is also a graph signal tensor, it can be generalized as Yt ∈ RY ×G ,
which we calculate as



Yt = ρ CS (Zt )

(4.7)

with filter taps Ck ∈ RG×H , k = 0, . . . , K − 1.
By using graph signal tensors to describe the hidden state, we retrieve the ability to tune
its descriptive power through the value of H. Additionally, note that the output Yt can be
computed straight from the individual hidden state feature values at each node, minimizing
the communication cost. To achieve this, it suffices to make CS a graph convolution (4.5)
with K = 1, in which case no neighborhood exchanges take place. This architecture only
requires node communications at updates of the hidden state Zt .
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4.3

Stability of Graph Recurrent Neural Networks

The performance of GRNNs (and of graph filters in general) depends on the underlying
graph support. If the graph changes, or if it is not estimated accurately, the output of the
GRNN can be different than expected. In what follows, we obtain an upper bound on the
changes at the output of a GRNN caused by perturbations of the underlying graph. We
use this result to quantify how adaptable GRNNs are to time-varying scenarios and transfer
learning [37]. We focus on single-feature GRNNs (4.3)-(4.4) for simplicity, but results for
the multi-feature case carry out similarly [30].
Let S be the GSO of a given graph, and let S̃ be the GSO of the graph resulting from
a perturbation of this graph. Let us first consider the case of node relabelings, in which
S̃ = PT SP. The matrix P is a permutation matrix P ∈ P with

P = P ∈ {0, 1}N ×N : P1 = 1, PT 1 = 1 .

(4.8)

If the perturbed graph is simply a permutation of the original graph, then the output of
the GRNN running on the permuted graph is the permutation of the output of the GRNN
running on the original graph.
Proposition 5. Let S be a GSO and S̃ = PT SP be a permutation of this GSO, for some
permutation matrix P ∈ P. Let xt be a graph signal and x̃t = PT xt the permuted version of
the signal. Then, it holds that
z̃t = σ(A(S̃)x̃t + B(S̃)z̃t−1 ) = PT zt
ỹt = ρ(C(S̃)z̃t ) = PT yt

for all t.

(4.9)
(4.10)

Proof. Refer to Appendix C.1.
Proposition 5 states that GRNNs are independent of any chosen node labeling. Note that
this result holds irrespective of whether we know the value of P or not. It also indicates
that GRNNs are able to exploit the internal symmetries of graph processes in the course
of learning. This means that by learning how to process a signal on a given part of the
graph, GRNNs are also learning to process it in all other parts of the graph that are
topologically symmetric. The permutation equivariance property can thus be seen as an
implicit mechanism of data augmentation.
When considering more general perturbations S̃ ∈ RN ×N , Proposition 5 suggests that
distances should be measured modulo permutations. In order to do so, we introduce the
notion of relative perturbation in Definition 5.
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Definition 5 (Relative perturbation matrices). Given GSOs S and S̃, we define the set of
relative perturbation matrices modulo permutation as
n
o
E(S, S̃) = E ∈ RN ×N : PT S̃P = S + ES + SET , P ∈ P .

(4.11)

We define the distance between two graphs described by S and S̃ respectively as
d(S, S̃) =

min

kEk.

(4.12)

E∈E(S,Ŝ)

Notice that if S̃ is a permutation of S, then d(S, S̃) = 0.
To understand the effect of graph perturbations on the output of GRNNs, we first look
at their effect on graph convolutions (2.5). In particular, we leverage the graph Fourier
transform (GFT) [27] to analyze the spectral representations of the convolved graph signals.
Let S = VΛVH be the eigendecomposition of the GSO S, where V = [v1 , . . . , vN ] is the
orthogonal matrix of eigenvectors, and Λ = diag(λ1 , . . . , λN ) is the diagonal matrix of
eigenvalues λn . The GFT of a signal is computed by projecting the signal on the graph’s
eigenvector basis. The GFT of a convolved graph signal is thus
VH A(S)x = VH

K−1
X



ak VΛk VH x = A(Λ) VH x

(4.13)

k=0

where A(Λ) is a diagonal matrix such that [A(Λ)]n =

PK−1
k=0

ak λkn = a(λn ). We refer to the

function a(λ) as the frequency response of the filter, given by
a(λ) =

K−1
X

ak λk .

(4.14)

k=0

For a given graph, this frequency response gets instantiated on the graph’s eigenvalues {λn }
as A(Λ), determining the specific effect that the filter has on the input due to the underlying
support (4.13). Note, however, that the general expression of the frequency response (4.14)
only depends on the filter taps {ak }, which are independent of the graph.
The results here derived are for graph filters with integral Lipschitz frequency response.
Definition 6 (Integral Lipschitz filters). Given a set of filter taps {ak }, we say that the
filter A(S) [cf. (2.5)] is integral Lipschitz if there exists C such that its frequency response
a(λ) [cf. (4.14)] satisfies
|a(λ2 ) − a(λ1 )| ≤ C
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|λ2 − λ1 |
|λ1 + λ2 |/2

(4.15)

for all λ1 , λ2 ∈ R.
Integral Lipschitz filters also satisfy |λa0 (λ)| ≤ C, where a0 (λ) is the derivative of a(λ). This
condition is reminiscent of the scale invariance of wavelet transforms [72, Chapter 7].
Under the following assumptions, we prove that GRNNs built from integral Lipschitz
filters are stable to relative perturbations in Theorem 1.
AS1. The filters A, B and C of the GRNN (4.3)-(4.4) are integral Lipschitz [cf. (4.15)] with
constants CA , CB and CC and normalized filter height kAk = kBk = kCk = 1, respectively.
AS2. The pointwise nonlinearities σ and ρ (4.3)-(4.4) are normalized Lipschitz, i.e. |σ(b) −
σ(a)| ≤ |b − a| for all a, b ∈ R, and satisfy σ(0) = ρ(0) = 0.
AS3. The initial hidden state is identically zero, i.e. z0 = 0.
AS4. The inputs xt satisfy kxt k ≤ kxk = 1 for every t.
Theorem 1 (Stability of GRNNs). Consider two graphs with N nodes represented by the
GSOs S = VΛVH and S̃. Let E = UMUH ∈ E(S, S̃) be a relative perturbation matrix [cf.
(4.11)] such that [cf. (4.12)]
d(S, S̃) ≤ kEk ≤ ε.

(4.16)

Let yt and ỹt be the outputs of GRNNs (4.3)-(4.4) running on S and S̃ respectively, and
satisfying AS8 through AS11. Then, it holds that
min kyt − PT ỹt k ≤ C(1 +

√

P∈P

N δ)(t2 + 3t)ε + O(ε2 )

(4.17)

where C is the maximum filter constant,
C = max{CA , CB , CC }
and δ = (kU − Vk + 1)2 − 1 measures the eigenvector misalignment between the GSO S
and the error matrix E.
Proof. Refer to Appendix C.2.
Theorem 1 states that, for a graph process of length t = T , the output of a GRNN is
√
Lipschitz stable to relative graph perturbations [cf. Def. 5] with constant C(1 + N δ)(T 2 +
3T ). We see that the stability of a GRNN depends on the Lipschitz filter constant C. While
this is a design parameter that could be set at a fixed value, it is usually learned from
√
data through the filter taps of A, B and C. The term (1 + δ N ) measures the eigenvector
misalignment and is a property of the graph perturbation. Unlike C, it cannot be controlled
by design. Finally, the stability of GRNNs depends polynomially on the length T of the
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process, with T 2 + 3T . The linear term arises from sequential applications of the filters A,
B and C, and the square term is a result of the recurrence on zt . We note that T can be
controlled by restraining the length of the graph processes that we consider, or by splitting
them in multiple shorter processes.

4.4

Gated Architectures

One problem that can arise from long sequences is that of vanishing (exploding) gradients.
Traditional RNN architectures suffer from this problem when the input sequence contains
long term dependencies [73, 74]. The same holds for GRNNs when the eigenvalues of B(S)
are smaller (or larger) than 1. RNN architectures typically address problems associated
with long term dependencies by the addition of time gating mechanisms [43, Chapter 10],
which can be naturally extended to GRNNs (Sec. 4.4.1).
When dealing with graph processes, we may also encounter what we call the problem
of vanishing gradients in space (in contrast with the aforementioned problem of vanishing
gradients in time). Even if the eigenvalues of B(S) are well-behaved, some nodes or paths
of the graph might get assigned more importance than others in long range exchanges,
leading to spatial imbalances that make it challenging to encode certain graph spatial
dependencies. This problem can be explained by the fact that the matrix multiplications by
B(S) are actually multiplications by powers of S. As an example, consider a graph where
some components have higher connectivities than others. For large t, the matrix entries
associated with nodes belonging to highly connected components will get densely populated,
overshadowing other local, sparser structures of these components and making it harder to
distinguish long range processes that are local on the graph. While in GNNs long range
graph dependencies have been addressed by the use of Lanczos filtering methods [75, 76],
or by computing the spectral response of graph convolutions in Krylov form [77], these
techniques require calculating a basis that depends on both the graph and the signal, and,
as such, are costly to translate to GRNNs dealing with signals that change over time.
To attenuate these issues, we propose to add a more comprehensive gating mechanism
to GRNNs. Similarly to the gates employed in traditional RNNs, the gates that we consider
are operators acting on the current input and previous state to control how much of the
input should be taken into account and how much past information should be remembered
(or forgotten) in the computation of the new state. These gating operators are updated at
every step of the sequence and, as such, they are able to create multiple dependency paths
between states and inputs in both time and space. This allows for both short and long term
dependencies to be encoded by the model without getting assigned exponentially smaller or
larger weights. Adding gating to GRNNs yields the Gated GRNN (GGRNN), in which Zt is
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computed as


Zt = σ Q̂ {AS (Xt )} + Q̌ {BS (Zt−1 )}

(4.18)

and where Q̂ : RN ×H → RN ×H stands for the input gate operator and Q̌ : RN ×H → RN ×H
for the forget gate operator.
Depending on the choice of gating strategy, which we will discuss in the following
subsections, Q̂ and Q̌ take on different forms. What they all have in common is that their
parameters are themselves calculated as the output of GRNNs. The GRNN used to calculate
the input gate has input gate state Ẑt ∈ RN ×Ĥ given by



Ẑt = σ̂ ÂS (Xt ) + B̂S (Ẑt−1 )

(4.19)

and the GRNN used to calculate the forget gate has forget gate state Žt ∈ RN ×Ȟ ,



Žt = σ̌ ǍS (Xt ) + B̌S (Žt−1 )

(4.20)

where ÂS , B̂S , ǍS and B̌S are graph convolutions [cf. (4.5)] with filter taps Âk ∈ RF ×Ĥ ,
B̂k ∈ RĤ×Ĥ , Ǎk ∈ RF ×Ȟ and B̌k ∈ RȞ×Ȟ .
To tackle the different time and spatial imbalance scenarios described in this section,
we envision three gating strategies: time (Sec. 4.4.1), node (Sec. 4.4.2) and edge gating
(Sec. 4.4.3).

4.4.1

Time Gating

In the Time Gated GRNN (t-GGRNN), the input and forget gate operators Q̂ and Q̌ take
form
Q̂ {AS (Xt )} = q̂t AS (Xt )
Q̌ {BS (Zt )} = q̌t BS (Zt )

(4.21)

with q̂t ∈ [0, 1] and q̌t ∈ [0, 1] computed as
q̂t = sigmoid(ĉT vec(Ẑt ))
q̌t = sigmoid(čT vec(Žt ))

(4.22)

and where ĉ ∈ RĤN and č ∈ RȞN are learnable parameters.
Time gating addresses the problem of vanishing gradients in time by learning scalar
gates between 0 and 1 and multiplying the input and state variables by these gates, thus
compensating for imbalanced gradient paths associated with eigenvalues that are too small or
too large. We refer to this strategy as time gating because it only acts on time dependencies,
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shutting down the whole input and/or the whole previous state at each time instant as
needed, without discriminating between nodes. Here, note that the number of parameters
necessary to map the state to the input and forget gates are dependent on the size of the
graph, because all of the graph signal components must be mapped onto scalar variables.
The basic architecture of a t-GGRNN resembles that of the Long Short-Term Memory
units (LSTMs) used to process regular data sequences [43, Chapter 10], with the difference
that LSTMs have an output gate in addition to the input and forget gates. The input and
forget gates of a LSTM are calculated in the same way q̂t and q̌t in (4.22) would be if we
considered the directed cycle graph. Another common gated architecture for regular data are
Gated Recurrent Units (GRUs) [43, Chapter 10], which are even simpler than LSTMs where
only one gating variable ut ∈ [0, 1] acts as the forget gate of LSTMs, and where the input
gate is replaced by 1 − ut . The GRU architecture can be readily extended to t-GGRNNs.

4.4.2

Node Gating

In some cases, having the input and forget gates of a gated GRNN be scalars is limiting
because the short/long term time interactions of the graph process might vary across nodes.
This is especially true of graph processes that are, in reality, some unknown composition of
processes happening independently at each node and/or on multiple, possibly non-disjoint,
subgraphs of the original graph. In the Node Gated GRNN (n-GGRNN), we address this by
defining the input gate and forget gate operators Q̂ and Q̌ as
Q̂ {AS (Xt )} = diag(q̂t )AS (Xt )
Q̌ {BS (Zt )} = diag(q̌t )BS (Zt )

(4.23)

with parameters q̂t ∈ [0, 1]N and q̌t ∈ [0, 1]N given by


q̂t = sigmoid CˆS (Ẑt )

q̌t = sigmoid CˇS (Žt )

(4.24)

and where, now, the learnable parameters are the filter taps of the graph convolutions CˆS
and CˇS , given by Ĉk ∈ R1×Ĥ and Čk ∈ R1×Ȟ .
In the n-GGRNN, the gates q̂t and q̌t are reshaped as the diagonal matrices diag(q̂t ) and
diag(q̌t ), which then multiply the input and state variables. The multiplication by diag(q̂t )
and diag(q̌t ) has the role of applying a separate scalar input and forget gate (both taking
values between 0 and 1) to each node. This allows addressing the problem of vanishing
gradients in space by controlling the importance of the input and of the state at the node
level and partially shutting down nodes whose signal components can effectively behave
as noise in the exchanges involved in some learning tasks. Besides adding flexibility to
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the gated architecture, n-GGRNNs have the advantage that their number of parameters is
independent of the size of the graph, which could not be said about the t-GGRNNs from
the previous subsection.
An interesting observation is that the composition of node gating with a graph convolution
can be interpreted as the application of a node-varying graph filter [78], which, instead of
weighing powers of S by scalars as in the LSI-GF [cf. (2.5)], multiplies them by diagonal
matrices assigning a different weight to each node. From an implementation standpoint, this
is important because it allows simplifying the operations involved in the n-GGRNN.

4.4.3

Edge Gating

In node gating, we control long range graph dependencies by assigning a gate to each
node after local exchanges have occurred. In edge gating, the gates act within these local
exchanges, controlling the amount of information that is transmitted across edges of the
graph. The input and forget gate operators take form
Q̂ {AS (Xt )} = AS
Q̌ {BS (Zt )} = BS

Q̂t (Xt )

(4.25)

Q̌t (Zt )

where the shift operators that parametrize the input-to-state and state-to-state convolutions
are now S

Q̂t and S

as

Q̌t respectively, with Q̂t , Q̌t ∈ [0, 1]N ×N . Q̂t and Q̌t are calculated


[Q̂t ]ij = sigmoid ĉT [δiT Ẑt Ĉ||δjT Ẑt Ĉ]T


[Q̌t ]ij = sigmoid čT [δiT Žt Č||δjT Žt Č]T

(4.26)

where δi stands for the one-hot column vector with [δi ]i = 1 and || is the horizontal
0

concatenation operation. The learnable parameters are Ĉ ∈ RĤ×Ĥ , ĉ ∈ R2Ĥ
and č ∈ R2Ȟ

0 ×1

0 ×1

, Č ∈ RȞ×Ȟ

0

, and Ĥ 0 and Ȟ 0 are arbitrary numbers of intermediate features.

Effectively, Q̂t and Q̌t scale the weight of each edge by a value between 0 and 1. When this
value is 0, the edge exchange is completely shut off, which can be helpful in GRNNs running
on graphs with noisy or spurious edges, e.g. graphs built from sample covariance matrices.
Note that each edge input gate [Q̂t ]ij and forget gate [Q̌t ]ij is computed individually, avoiding
unnecessary computations for pairs (i, j) that do not correspond to edges of the graph.
In practice, the computations carried out in equation (4.26) are implemented as Graph
Attention Networks (GANs) [63], whose attention coefficients play the role of [Q̂t ]ij and [Q̌t ]ij .
Specifically tailored to graphs, GATs are attention mechanisms that generate meaningful
representations of graph signals by incorporating the importance of a node’s features to
its neighbors in the extraction of subsequent features. This importance is learned in the
form of attention coefficients between nodes i and j that are connected by an edge, and is
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calculated by applying a linear transformation and a nonlinearity to the their concatenated
features. Following normalization (either by a nonlinearity such as the sigmoid or by some
other normalizing operation), the attention coefficients of GATs taking in Ẑt and Žt are
well-suited implementations of the input and forget edge gates [Q̂t ]ij and [Q̌t ]ij .
Similarly to how the composition of node gating with a graph convolution could be
interpreted as a node-varying graph filter, composing edge gating with LSI-GFs can be seen
as a particular implementation of an edge-varying graph filter [71, 79, 80]. Edge-varying
graph filters are such that each edge is parametrized independently in multiplications by the
GSO, which is precisely what happens when edge gates are applied to S in the input-to-state
and state-to-state convolutions.

4.4.4

Stability

Since the parameters of the gate operators Q̂ and Q̌ are themselves the outputs of GRNNs,
it is natural to ask whether the stability result from Theorem 1 carries over to the gated
GRNN in (4.18). In order to analyze its stability without focusing on a specific type of
gating, we will describe the parameters of Q̂ and Q̌ as θ̂ and θ̌, and the architectures used to
predict these parameters from the state variables ẑt (4.19) and žt (4.20) as generic models
Φ̂S and Φ̌S (the subscript S indicates that the graph is a hyperparameter). Strictly speaking,
the parameters of the input and forget gates are obtained as θ̂ = Φ̂S (ẑt ) and θ̌ = Φ̌S (žt ),
and we can write Q̂ = Q̂θ̂ and Q̌ = Q̌θ̌ . Note that the generic architectures Φ̂S and Φ̌S can
always be particularized to different gating mechanisms. In the case of time gating, Φ̂S and
Φ̌S are fully connected layers and θ̂, θ̌ are scalars [cf. (4.22)]; in node gating, Φ̂S and Φ̌S
are GNNs and θ̂, θ̌ are vectors [cf. (4.24)]; and, in edge gating, Φ̂S and Φ̌S are the attention
mechanism of a GAN and θ̂, θ̌ are matrices [cf. (4.26)].
To prove stability of gated GRNNs, we also need the following assumptions on the gate
operators Q̂, Q̌ and on the parameter learning models Φ̂S , Φ̌S .
AS5. In the induced operator norm, Q̂ = Q̂θ̂ and Q̌ = Q̌θ̌ are Q-Lipschitz with respect to θ̂
and θ̌, i.e.
kQ̂θ̂(1) − Q̂θ̂(2) k ≤ Qkθ̂ (1) − θ̂ (2) k.
(1)

AS6. The models Φ̂S and Φ̌S are φ1 -Lipschitz functions of ẑt and žt , i.e. kΦ̂S (ẑt ) −
(2)

(1)

(2)

Φ̂S (ẑt )k ≤ φ1 kẑt − ẑt k.
AS7. In the induced operator norm, Φ̂S and Φ̌S are φ2 -Lipschitz with respect to the graph,
i.e. kΦ̂S(1) − Φ̂S(2) k ≤ φ2 kS(1) − S(2) k.
AS12 is important because it allows expressing the norm of the difference operator in
terms of the norm difference of the operators’ parameters. It is also worth noting that
assumptions AS6 and AS7 are not too restrictive, as we discuss in more detail in Remark 5.
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Theorem 2 (Stability of Gated GRNNs). Consider two graphs with N nodes represented by
the GSOs S = VΛVH and S̃. Let E = UMUH ∈ E(S, S̃) be a relative perturbation matrix
[cf. (4.11)] such that [cf. (4.12)]
d(S, S̃) ≤ kEk ≤ ε.

(4.27)

Let yt and ỹt be the outputs of gated GRNNs [cf. (4.18) and (4.4)] with F = H = 1 feature
running on S and S̃ respectively, and satisfying AS8 through AS7. Then, it holds that
√
min kyt − PT ỹt k ≤ C(1 + δ N )(3t + t2 )ε
P∈P

√ 
+ Q φ2 + φ1 C(1 + δ N ) t3 ε
√
+ Qφ1 C(1 + δ N )t4 ε + O(ε2 )

(4.28)

where C is the maximum filter constant,
C = max{CA , CB , CÂ , CB̂ , CǍ , CB̌ , CC }
and δ = (kU − Vk + 1)2 − 1 measures the eigenvector misalignment between the GSO S and
the error matrix E.
We observe that the stability constant of gated GRNNs is equal to the stability constant
of the non-gated GRNN [cf. Theorem 1] plus a term that depends on the third and fourth
powers of t. This is because the parameters of the input and forget gates are generated by
GRNNs, which add two more recurrence relationships to the architecture. Regardless of
the gating mechanism (time, node or edge gates), this additional term can be adjusted by
tuning Q and, especially, φ1 and φ2 , which are specific to the architectures Φ̂ and Φ̌.
Remark 5. Fully connected and convolutional layers with most conventional activation
functions are Lipschitz stable to input perturbations [81], so AS6 is generally satisfied for
all types of gating (in edge gating, the most common attention mechanism is a multi-layer
perceptron [63]). In time gating, the fully connected layers that make up Φ̂ and Φ̌ do not
depend on S, so AS7 is also satisfied automatically. Since in node gating Φ̂ and Φ̌ are GNNs,
AS7 is guaranteed by [30, Theorem 4] as long as the graph convolutions are integral Lipschitz
[cf. Definition 6] and the activation functions are normalized Lipschitz [cf. Assumption
9]. Finally, we can expect AS7 to hold for edge gating at least in cases where the edges of
the graph are preserved, since the attention coefficients only depend on there being an edge
between two nodes, but not on the edge weight. Also note that edge preservation is enforced
by the definition of the minimum relative perturbation matrix, which measures how close two
graphs are to being permutations of one another [cf. (4.12)].
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(a)

(b)

(c)

Figure 4.2: 5-step prediction using a GNN, a GRNN and a RNN. (a) Training rRMSE evolution
over 1000 training steps. (b) Average test rRMSEs for 5 graphs and 5 data realizations, using a
10,000-sample training dataset. (c) Average test rRMSEs for 5 graphs and 5 data realizations, using
a 5,000-sample training dataset.

4.5

Numerical Experiments

In this section, we present a series of numerical experiments where the GRNN is compared
with GNNs and RNNs, and where the advantages of time, node and edge gating are analyzed.
In the first four experiments (subsections 4.5.1, 4.5.2, 4.5.3, 4.5.4), we use synthetic data
to simulate the problem of k-step prediction, where, given instantaneous observations of
a synthetic graph process, the goal is to predict the graph signals observed k steps ahead.
In each subsection, a different type of process is considered to assess the advantages of
various gating strategies in different scenarios. The fifth experiment (subsection 4.5.5) uses
earthquake data from New Zealand’s Geonet database [82] to predict the region of origin
of each earthquake registered between June 17, 2019 and July 17, 2019. The data consists
of seismograph readings from a network of N = 59 seismographs immediately before each
earthquake, and all earthquakes are assigned a class corresponding to one out of C = 11
regions. In subsection 4.5.6, we use real traffic data measured by N = 207 speed sensors to
perform traffic forecasting in the Los Angeles metropolitan area. This data was collected
between March and June 2012 and is aggregated in the METR-LA dataset [83], which is
commonly used for benchmark in traffic forecasting. In the last experiment (subsection
4.5.7), we use real 2013 data from a high school in Marseilles to build a friendship network
with N = 134 nodes where we simulate the spread of an infectious disease using the SIR
(Susceptible-Infected-Recovered) model. Different GRNN models are then trained to solve
a binary node classification problem aiming to predict which nodes of the network will be
infected in 8 days.
In the experiments of subsections 4.5.5 through 4.5.7, we also include comparisons with
other gated graph recurrent architectures from the literature, namely the DCRNN [15]
and the GCRN [16]. Both of them use a node gating mechanism and slight variations
of their architectures can be obtained by particularizing the GSO in equation (4.18) to
S = diag(A1)A + diag(AT 1)AT (the random walk matrix) and S = I − D−1/2 AD−1/2
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(the normalized Laplacian) respectively. Note that, because the GSO of the GCRN is the
normalized Laplacian, this architecture can only be applied to problems where the graph
is undirected, which is why we do not include it in the earthquake epicenter estimation
experiment of subsection 4.5.5.
Unless otherwise noted, the GSO is the adjacency matrix (except for the DCRNN and the
GCRN), the recurrent architectures have a single recurrent layer and the state nonlinearity
σ is always the tanh function. The nonlinearities of the GNNs with which we compare our
architectures are also the tanh. All models are trained using the ADAM algorithm [46] with
decaying factors β1 = 0.9 and β2 = 0.999. We will denote the number of input features by
FX and the number of state features by FZ , and the number of filter taps in AS and BS
by KX and KZ respectively. When CS is a multi-layer GNN, or when comparing against a
GNN architecture, the number of features outputted by layer ` of the GNN is F` , and the
number of filter taps of this layer is K` . When applicable, we denote the number of output
features by FY .

4.5.1

k-step Prediction: GRNN vs. GNN vs. RNN

Let G be an SBM graph with N = 80 nodes, c = 5 communities, intra-community probability
pci ci = 0.8 and inter-community probability pci cj = 0.2. We write a noisy diffusion process
on this graph as
xt = Sxt−1 + wt

(4.29)

where xt ∈ RN is a graph signal, S ∈ RN ×N is the GSO and wt ∈ RN is a zero-mean
Gaussian noise with temporal variance ξ 2 = 0.01 and spatial variance (across nodes)
η 2 = 0.01. The problem of k-step prediction consists of estimating xt+k , xt+k+1 , xt+k+2 , . . .
from xt , xt+1 , xt+2 , . . ..
We simulate this process for many values of x0 and over multiple time steps, feeding the
generated data to three neural network models trained to predict the diffused graph signals
k = 5 steps ahead. These models are a GRNN, a GNN and a RNN. Using different amounts
of training data, our goal is to compare how well these architectures generalize on the test
set. The GRNN architecture takes in single-feature input sequences (FX = 1) and consists
of one recurrent layer with FZ = 5 state features and KX = KZ = 5 filter taps for both the
input-to-state and the state-to-state filters. The state features are mapped to the output
using a 1-layer GNN with K1 = 1 and F1 = FY = 1, adding up to 155 parameters. The
GNN architecture takes in individual samples xt from the sequence to predict the sample
k steps ahead xt+k , and is made up of 2 graph convolutional layers with FX = 1, F1 = 8,
F2 = FY = 1 and K1 = K2 = 10, totaling 160 parameters. Finally, the RNN has one layer
and both the input and the output have N features (Fin = Fout = N ), corresponding to the
nodes of the graph; the state has FZ = 1 features, and the number of parameters is equal to
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160. The fact that all architectures have roughly the same number of parameters is not a
coincidence, and was intended to make sure that comparisons are fair.
All architectures were trained by optimizing the L1 loss over 10 epochs with learning rate
10−3 . In the first set of experiments, the size of the training, validation and test sets were
10000, 2400 and 200 sample sequences respectively, and training was done in batches of 100.
The average relative root mean square error (rRMSE) on the test set for 25 Monte-Carlo
simulations (corresponding to 5 different graphs and 5 different dataset realizations) are
presented in Figure 4.2(b), while the average training rRMSE for each architecture versus
the number of training steps is presented in Figure 4.2(a). The GRNN outperforms the
GNN in almost 3 p.p., but the GRNN and RNN achieve roughly the same performance.
This makes sense, considering that the solution space searched by the GRNN is a subset
of that searched by the RNN. On the other hand, Figure 4.2(a) shows that the GRNN
architecture explores this solution space more efficiently and, consequently, trains faster.
This observation is corroborated by the results obtained in the second set of experiments,
where the size of the training and validation sets was cut by half. As seen in Figure 4.2(c),
when less training data is available the advantages of the additional structure carried by
GRNNs are more perceptible, with the GRNN outperforming the RNN in over 10 percentage
points even though their number of parameters is exactly the same.

4.5.2

k-step Prediction: AR(1) Process and Time Gating

In this experiment, G is a SBM graph with N = 20 nodes, c = 2 communities, intracommunity probability pci ci = 0.8 and inter-community probability pci cj = 0.2. The graph
process is an AR(1) process with parameter 0 < α ≤ 1,
xt = αxt−1 + wt

(4.30)

where wt ∈ RN is a zero-mean Gaussian noise with temporal variance ξ 2 = 0.01 and spatial
variance η 2 = 0.01. When α is close to 0, this process is weakly correlated in time; when
α ≈ 1, xt ≈ xt−1 and the process is strongly correlated.
To assess the advantages of time gating [cf. equation (4.21)] in processes with different
levels of temporal correlation, we simulate the k-step prediction problem for k = 10 and a
range of values of α between 0 and 1. The architectures that we compare are a time-gated
GRNN and a conventional GRNN with FX = 1, FZ = 10 and KX = KZ = 4. In both
GRNNs, the state is mapped to the output using a 1-layer GNN with F1 = FY = 1 and
Kout = 1. The GRNN and the time-gated GRNN are trained by optimizing the L1 loss on
10000 training samples over 10 epochs, with learning rate 10−3 and batch size 100. The
number of samples in the validation and test sets are 2400 and 200 respectively, and we
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Figure 4.3: Relative RMSE improvement of t-GGRNN over GRNN on AR diffusion process [cf.
(4.30)] for various values of α.

report results for 25 Monte Carlo simulations corresponding to 5 different graphs and 5
different datasets per graph.
The relative RMSE improvement of the time-gated GRNN over the basic GRNN is
presented in Figure 4.3 for multiple values of α. We observe that, for small α, the GRNN
achieves lower RMSE than the t-GGRNN on average, but, as α increases, its performance
improves relative to the GRNN. This can be explained by the fact that, when α is large, there
is memory within the process, i.e., within xt . Because of this “built-in memory”, the state zt
is less important than the instantaneous input xt . The forget gate Ǧt thus helps tune this
importance, partially shutting off zt and making it easier to learn long term dependencies
from the process itself.

4.5.3

k-step Prediction: Graph Diffusion and Node Gating

Consider an SBM graph G with N = 20 nodes, C = 2 communities, and inter-community and
intra-community probabilities pci cj = 0.8 and pci ci = 0.1. In this experiment, we simulate a
graph diffusion process where the GSO S ∈ RN ×N is exponentiated by α ∈ (0, 1],
xt = Sα xt−1 + wt
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(4.31)

and where wt ∈ RN a zero-mean Gaussian with temporal variance ξ 2 = 0.01 and spatial
variance η 2 = 0.01. The role of α is to control the process’ “spatial correlation”. The idea is
that, the closer α is to 1, the more correlated the process is across nodes connected by edges
of the graph.
To assess the advantages of node gating in spatially correlated graph processes, we
simulate this process for a range of values of α and train a GRNN and a node-gated
GRNN to predict the diffused signals k = 10 steps ahead. Both the GRNN and n-GGRNN
take in input sequences with FX = 1 input feature and have FZ = 10 state features and
KX = KZ = 4 filter taps. The state features are mapped to the output using a 1-layer GNN
with F1 = FY = 1 and K1 = 1. The GRNN and the node-gated GRNN are trained by
optimizing the L1 loss on 10000 training samples over 10 epochs, with learning rate 10−3
and batch size 100. The number of samples in the validation and test sets are 2400 and 200
respectively, and we report results for 25 Monte Carlo simulations (5 graphs and 5 datasets
per graph).
The average relative RMSE improvement of the node gated architecture over the basic
GRNN architecture are shown in Figure 4.4 for α in the range [0.005, 0.01, 0.1, 0.2, 0.5, 1].
When α is closer to 0, the state zt is more informative than xt , and we see the effect of the
input gate shutting off the input; when α is closer to 1, the input xt is more informative,
and it is now the forget gate that shuts off the state. In the mid-range, the effects of both
gates are combined, yielding the largest performance improvements of the n-GGRNN over
the GRNN.

4.5.4

k-step Prediction: Covariance Graphs and Edge Gating

In this experiment, the graph G is a n-nearest-neighbor covariance graph with N = 20 nodes,
and the diffusion process is a simple graph diffusion given by
xt = Sxt−1 + wt

(4.32)

where wt ∈ RN a zero-mean Gaussian with temporal variance ξ 2 = 0.01 and spatial variance
η 2 = 0.01. The GSO S is the sample covariance of the x0 in the training set, which consist
of 10000 samples taken from a multivariate normal with mean µ = 1 and true covariance
matrix [Σ]ii = 3, [Σ]ij = 1 for 1 ≤ i, j ≤ 20, i 6= j. This procedure yields complete graphs
and so, to assess the effects of edge gating in graphs with different levels of connectivity, we
set each node’s maximum number of neighbors to n, varying n between 5 and 20.
The architectures we compare are an edge-gated GRNN and a basic GRNN, both with
FX = 1, FZ = 10, KX = KZ = 4 and followed by an output GNN with one layer, KY = 1
and F1 = FY = 1. These architectures are trained by optimizing the L1 loss on 10000
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Figure 4.4: Relative RMSE improvement of n-GGRNN over GRNN on graph diffusion process [cf.
(4.31)] for various values of α.

training samples over 10 epochs, with learning rate 10−3 and batch size 100. The number of
samples in the validation and test sets are 2400 and 200 respectively, and we report results
for 25 Monte Carlo realizations (5 graphs and 5 datasets per graph).
The relative RMSE improvement of the e-GRNN over the GRNN is presented in Figure
4.5 for each value of n. When n is small, the e-GGRNN produces a larger relative test
RMSE than the non-gated GRNN on average, but as n increases this behavior gradually
shifts and the effects of edge gating can be perceived. In particular, we observe that for
n = 15 and n = 20 the edge-gated GRNN outperforms the GRNN.

4.5.5

Earthquake Epicenter Estimation

In this problem, we use seismic wave data from the Geonet database [82] to predict the
region of origin of 2289 earthquakes registered between June 17, 2019 and July 17, 2019 in
New Zealand. The graph G is a 3-nearest neighbor directed network constructed from the
coordinates of N = 59 seismographs, and the input data consists of 10s, 20s and 30s seismic
wave readings sampled at 2 Hz and registered immediately before the seisms. The prediction
space Y are the C = 11 geographic regions of New Zealand, each of which is matched with a
class label.
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Figure 4.5: Relative RMSE improvement of e-GGRNN over GRNN on covariance graphs with 5, 10,
15 and 20 nearest neighbors.

Two experimental scenarios are considered. In the first, we compare GRNNs with RNNs
and GNNs to analyze the advantages of GRNNs in a real-world setting. In the second,
the basic GRNN architecture is compared with time, node and edge-gated GRNNs, and
with the gated DCRNN architecture from [15] to assess the advantages of gating. The
hyperparameters of these architectures are presented in Table 4.1 for the 10s, 20s and 30s
cases, and were set to ensure roughly the same number of parameters in the inner layers of
these architectures (except for the time, node, and edge-gated architectures, which have one
additional GRNN per gate). In all experiments, we report the average test accuracy of 10
Monte Carlo simulations using 1648 earthquakes for training, 412 for validation and 229
for testing, and optimize the cross-entropy loss over 40 epochs with learning rate 5 × 10−5
and batch size 50. The cross-entropy loss was adjusted for class imbalance by adding class
weights inversely proportional to the class sizes.
GRNN vs. GNN vs. RNN. The average and maximum test accuracy achieved by the GRNN,
the GNN and the RNN are reported in Table 4.2 for both the 10s and 20s input signals. Note
that, in the 10s case, the GRNN outperforms the RNN on average, but achieves virtually
the same performance as the GNN. Also note that while the RNN has best overall accuracy
for one of the data splits, it has the largest variance. A possible reason for this inconsistent
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Number of
GNN
RNN
GRNN w/o gates
Number of
GNN
RNN
All GRNNs + [15]
Number of
All GRNNs + [15]

parameters in the 10s case
1 layer, FX = 20, F1 = 6, K1 = 3
1 layer, FX = 1, FZ = 6
FX = 1, FZ = 8, KX = 5, KZ = 5
parameters in the 20s case
1 layer, FX = 40, F1 = 8, K1 = 4
1 layer, FX = 1, FZ = 20
FX = 1, FZ = 16, KX = 5, KZ = 5
parameters in the 30s case
FX = 1, FZ = 32, KX = 5, KZ = 5

Table 4.1: Number of parameters of the GNN, RNN and all GRNN architectures in the earthquake
epicenter estimation experiment for 10s, 20s, and 30s-long seismic waves.

10s

mean
max

20s

mean
max

GNN
13.4%
±1.8%
16.2%
12.9%
±2.0%
15.7%

RNN
11.1%
±8.3%
27.9%
8.4%
±3.8%
15.3%

GRNN
13.8%
±2.7%
19.2%
14.1%
±3.1%
19.7%

Table 4.2: Average earthquake region prediction accuracy (%) achieved by the GNN, RNN, and
GRNN for 10s and 20s-long seismic waves.

performance is the fact that the exchanges of node feature information in the RNN do not
always match the communication structure defined by the edges of the seismograph network.
When we swap the input data for longer sequences (the 20s waves), the GRNN is able to
retain the same performance as in the 10s case. Meanwhile, the accuracy of both the GNN
and the RNN degrades. In the case of the GNN, the drop in accuracy is expected as the
input sequence has doubled in length and the GNN is not recurrent. In the case of the RNN,
it corroborates the observation made in subsection 4.5.1 that, even if the RNN has more
representative power than the GRNN, it searches the representation space less efficiently
because it lacks structural information about the graph. This presents a disadvantage in
“harder”, real-world problems, where there is a limited amount of training data, i.e., where
data cannot be synthetically generated.
Gating. The average and maximum test accuracy achieved by the non-gated GRNN, the
time, node and edge-gated GRNNs, and the DCRNN from [15] are reported in Table 4.2 for
both the 20s and 30s seismic waves. In the 20s case, all architectures achieve roughly the
same performance on average, and only the edge-gated GRNN and the DCRNN achieve a
better overall performance than the GRNN in their best data splits. On the other hand,
in the 30s case the e-GRNN is clearly best, outperforming the GRNN in over 3 p.p. and
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20s

mean
max

30s

mean
max

GRNN
14.9%
±2.8%
19.7%
16.1%
±4.5%
25.3%

t-GRNN
14.3%
±1.7%
16.2%
15.4%
±4.7%
27.9%

n-GRNN
13.7%
±2.4%
17.9%
15.7%
±2.4%
19.2%

e-GRNN
15.4%
±3.6%
21.0%
19.7%
±5.3%
32.2%

[15]
15.6%
±2.7%
20.1%
15.3%
±2.2%
19.2%

Table 4.3: Average earthquake region prediction accuracy (%) achieved by the GRNN, t-GGRNN,
n-GGRNN, e-GGRNN and DCRNN [15] for 20s and 30s-long seismic waves.

classifying more than a third of the earthquakes in the test set correctly in the best data split.
The time-gated and the node-gated GRNN do not improve upon the non-gated GRNN on
average, but the node-gated GRNN exhibits a smaller variance. We observe the same pattern
for the DCRNN, which uses the random walk matrix as the GSO and also contains node
gates. These results show that the choice of GSO has no significant effect in performance.
They also agree with intuition—the more a gating strategy encodes the graph structure,
and the more degrees of freedom it has, the better it should perform with respect to the
non-gated GRNN.

4.5.6

Traffic Forecasting in Los Angeles

The goal of this experiment is to optimize the GRNN architecture and its gated variations
to predict traffic speeds using the METR-LA dataset [83], which is a commonly used dataset
for benchmark in traffic forecasting. For this reason, we also compare our architectures with
the DCRNN from [15] and the GCRN from [16]. The METR-LA dataset is a collection of
speed readings measured between March and June 2012 by N = 207 speed radars in the
Los Angeles metropolitan area, and aggregated in 5-minute windows. The speed sensors
are connected through an undirected geometric graph with N nodes, which measures their
pairwise road network distance.
In our experiments, we use 20% of the data split provided by [15], which utilizes 70% of
the data for training, 10% for validation and 20% for testing1 . All simulated architectures
consist of L = 1 recurrent layer with FX = 1 input feature, FZ = 24 state features and
KX = KZ = 5 filter taps. The state features are mapped to the output using a 1-layer
GNN with K = 1 and F1 = FY = 1 to predict the traffic speeds. We optimize the L1 loss
over 40 epochs, with learning rate 0.01 and batch size 400. The rRMSEs achieved on the
test set by each architecture are presented in Table 4.4. All architectures achieve roughly
the same performance, except for the time-gated GRNN, which has the worst performance
by and large. This shows that time gating can be somewhat contrived for big graphs and
graph processes with large spatial correlation, which is the case of traffic data. On the other
1

Available at https://github.com/liyaguang/DCRNN.

59

GRNN
26.38%

t-GRNN
33.55%

n-GRNN
26.39%

e-GRNN
26.95%

[15]
26.67%

[16]
26.25%

Table 4.4: Relative RMSE (%) achieved on the test set by the GRNN, t-GGRNN, n-GGRNN,
e-GGRNN, DCRNN [15] and GCRN [16] on the METR-LA dataset.

hand, no spatial gating mechanism or graph recurrent architecture seems to be better than
the other in this problem in particular. Edge and node gated architectures achieve similar
test error and do not improve upon the GRNN. The node gated architectures, including
the n-GRNN, DCRNN [15] and GCRN [16], are also pretty much equivalent, showing that
the choice of GSO (adjacency, Laplacian or random walk matrix) has no bearing on each
architecture’s performance in this problem.

4.5.7

Epidemic Tracking on a Friendship Network

In this experiment, we compare GRNNs, gated GRNNs and the gated graph recurrent
architectures from [15] and [16] in a binary node classification problem modeling the spread
of an epidemic on a high school friendship network. The graph is an unweighted and
undirected 134-node network built from real data collected at a high school in Marseilles,
France, in December 2013 [84]. The friendships are reported as directed links, but we
symmetrize the network to model the spread of the disease in both directions if there is
a contact between friends. To make sure the graph is connected, we also remove all of
its isolated nodes. As for the epidemic data, it is generated by using the SIR model to
simulate the spread of an infectious disease on the friendship network [85]. The disease is first
recorded on day t = 0, when each individual node is infected with probability pseed = 0.05.
On the days that follow, an infected student can then spread the disease to their susceptible
friends with probability pinf = 0.3 each day. Infected students become immune after 4 days,
at which point they can no longer spread or contract the disease.
Given the state of each node at some point in time (susceptible, infected or recovered),
the binary node classification problem is to predict whether each node in the network will
have the disease (i.e., be infected) k = 8 days ahead. We train 6 models to solve this problem:
a GRNN; time, node and edge-gated GRNNs; the DCRNN [15]; and the GCRN [16]. All
contain L = 1 recurrent layer with FX = 1 input feature, FZ = 12 state features and
KX = KZ = 5 filter taps. The state features are mapped to the output using a 1-layer GNN
with K = 1 and F1 = FY = 2 features corresponding to the number of classes, followed
by a softmax layer. The models are trained by optimizing the F1-score over 10 training
epochs, with learning rate 5 × 10−4 and batch size 100. We report results for 10 Monte-Carlo
realizations split between 1000 samples for training, 120 for validation and 200 for testing.
The average F1-score, precision and recall achieved by each architecture on the test
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GRNN
t-GRNN
n-GRNN
e-GRNN
[15]
[16]

F1-score
0.782 ± 0.044
0.805 ± 0.003
0.800 ± 0.014
0.682 ± 0.247
0.745 ± 0.179
0.805 ± 0.003

Precision
0.803 ± 0.004
0.802 ± 0.004
0.802 ± 0.004
0.841 ± 0.079
0.821 ± 0.060
0.802 ± 0.004

Recall
0.958 ± 0.076
1.000 ± 0.000
0.990 ± 0.030
0.838 ± 0.325
0.920 ± 0.240
0.999 ± 0.004

Table 4.5: F1-score, precision and recall achieved by the GRNN, t-GGRNN, n-GGRNN, e-GGRNN,
DCRNN [15] and GCRN [16] on the epidemic modeling problem.

set are presented in Table 4.5. We observe that the time and node-gated GRNNs and
the GCRN [16], which is also a node-gated architecture, achieve a F1-score that is ∼ 2
p.p. higher than the F1-score of the GRNN. Meanwhile, the edge-gated GRNN and the
DCRNN [15] perform worse than the GRNN. The better performance of the node-gated
architectures (except for the DCRNN) could be explained by the fact that node gating allows
stopping information flows from nodes that have reached the recovered state and that, as
such, do not affect disease transmission. However, this is only true for the n-GRNN and the
GCRN [16], which use the normalized adjacency and the normalized Laplacian respectively
as their GSOs. In the case of the DCRNN, the benefit of node gating is cancelled by the
fact that its GSO —the random walk matrix— penalizes the weights of edges associated
with nodes with high degrees. This makes it harder to model the spread of the disease
along these edges with graph convolutions, given that disease transmission is stochastic and
only depends on there being an edge between two students, but not on the edge weight. A
possible explanation for the good performance of the time-gated GRNN is the fact that,
after a few time steps, the nodal states become more homogeneous: susceptible nodes give
room to infected nodes at first, which later become recovered. As for the edge-gated GRNN,
its worse performance with respect to other gating strategies can be related to the fact
that stopping information flows from inactive nodes might require gating a large number of
edges, which is more difficult than gating a few nodes (node gating) or the entire exchange
(time gating). Finally, note that the t-GRNN, the n-GRNN and the GCRN [16] also achieve
the highest recall among all architectures and therefore minimize false negatives, which is
especially important when monitoring the spread of an infectious disease.
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Chapter 5

Graphon Signal Processing: Signal
Processing on Very Large Graphs
Graph signal processing (GSP) provides an array of tools to process signals supported on
graphs [27, 28, 86] but suffers from limitations in the case of graphs with large number
of nodes or dynamic topologies. In these cases, just the acquisition of the graph may be
challenging, which hinders the use of GSP tools such as filtering [25, 87] and graph neural
network design [22] because they take the graph structure as a given. Other GSP tools
like sampling [88–90] deal precisely with acquiring compact representations of graph signals.
However, the design of sampling sets [91] requires not only access to the graph but the
computation of an eigendecomposition that can be very costly for large matrices [92], [93,
Chapter 1.1]. Challenges are most acute when the graph is both large and dynamic. In such
cases, costly numerical computations must, in principle, be repeated as the graph changes,
because the effect of graph perturbations is understood only in the case of relabelings [1] or
small perturbations that induce small changes on the original eigenspace [30].
Yet, large graphs can often be identified as being similar to each other in the sense that
they share structural properties. For instance, Figs. 6.2(b)-(c) show two instances of a
random graph with 20 nodes, and Fig. 5.1(d) a random graph with 50 nodes. These graphs
look similar and one can therefore foresee that analyzing signals supported on either of them
should yield similar results. If this were the case, it would mitigate the challenge of dynamic
variation since we could then design a filter for the graph in Fig. 5.1(b) and use it in the
graph in Fig. 5.1(c). Similarly, it would mitigate the challenge of large size because we could
design a filter for the graph in Fig. 5.1(b) and use it to process signals supported on the
graph in Fig. 5.1(d). The work presented in this chapter formalizes this intuition and shows
that this graph interchangeability is possible when the graphs belong to the same “family”,
where each family is identified by a different graphon; see Fig. 5.1(a).
Graphons can be thought of as the infinite-dimensional counterparts of graphs, i.e., as
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(a) Graphon

(b) n = 20

(c) n = 20

(d) n = 50

Figure 5.1: Erdös–Rényi (constant) graphon with probability p = 0.2 and three n-node graphs
sampled from it, illustrating scenarios where WSP can be useful. We can analyze signals and design
systems on a graphon, to apply them on a graph sampled from it ((a) → (b)); on a graph, to apply
on another graph of same size ((b) → (c)); and on a small graph, to apply on a larger graph ((c) →
(d)).

graphs with an uncountable number of nodes. Appearing in many disciplines, they have been
used to estimate random graph models in mathematics and statistics [94–99]; stabilize largescale networks of linear systems in controls [100]; and perform graph partitioning [101, 102],
node centrality [103] and network game equilibria computations [104] in very large networks.
Graphons have two theoretical interpretations. They can be seen as generative models for
families of graphs with weighted or stochastic edges [105, Chapter 10], and as the limit
objects of convergent sequences of graphs [105, Chapter 7], [106]. In practice, these two
interpretations suggest that graphons identify families of networks that are similar in the
sense that the density of certain “motifs” is preserved. This motivates the study of signal
processing on graphons as a way to enable the analysis of signals supported on large and/or
dynamic graphs.
In this work, we thus introduce graphon signal processing (WSP), a framework to
synthesize, analyze and process signals on graphons. More specifically, we put forward
three novel technical contributions: (i) we define graphon signals and their graphon Fourier
transforms (Def. 10), which can be seen as the continuous counterparts of graph signals and
of their graph Fourier transforms; (ii) we show, by building upon the results of [107], that
the graph Fourier transform converges to the graphon Fourier transform (Thm. 3) when the
graphon signal is bandlimited (Def. 11); (iii) we define linear-shift-invariant (LSI) graphon
filters (Def. 9), and prove that LSI graph filters converge to LSI graphon filters in both the
spectral (Thm. 4) and vertex domains (Thms. 5–6).
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Thms. 3–6 are especially important because they provide theoretical justification for
transferring signal analysis methods and information processing architectures across graphs
arising from (or leading to) the same graphon. Indeed, the ability of GSP systems to be
transferred between graphs, also known as transferability, has been demonstrated empirically
in network problems in wireless [108] and robotics [67]. We identify three transferability
scenarios for which the results in this work provide a theoretical foundation: (S1) graphon
to graph (Figs. 5.1(a)→5.1(b)); (S2) graph to graph of same size (Figs. 5.1(b)→5.1(c));
and (S3) graph to larger graph (Figs. 5.1(c)→5.1(d)).
Attesting to the practical value of the WSP framework, each of these scenarios is
illustrated in a numerical experiment in Sec. 5.4. For instance, to showcase (S1), we
compare filter responses on a graphon and on a graph sampled from this graphon. The filter
is a simple diffusion filter applied to a Gaussian Markov random field (GMRF). Interestingly,
this example makes for a parallel with classical signal processing, where even if the application
is digital, it is sometimes convenient to design and study filters in continuous time. For (S2),
we perform signal analysis in different graphs of same size drawn from a common graphon.
Two n-node air pollution sensor networks are considered. As n grows, we compare the Fourier
transforms of the same air pollution signal on top of them. This illustrates the behavior of
SP tools when applied to networks for which we only have access to an approximated or
perturbed version of the graph. Finally, we illustrate (S3) by transferring filters designed
on small graphs to large graphs in a movie recommendation example. Using real data from
the MovieLens dataset, we calculate the optimal coefficients of a rating prediction filter on
networks containing only a subset of all users, and then use it to predict movie ratings on the
full user network. The goal of this experiment is to show that graph filters are transferable
at scale, which significantly simplifies signal processing on large graphs.
The rest of this chapter is organized as follows. Preliminary definitions are recalled in
Sec. 5.1. Sec. 5.2 introduces the WSP framework and convergence results are stated in
Sec. 5.3. Sec. 5.4 details the numerical experiments described above (S1–S3). Proofs are
deferred to the appendices. Unless otherwise specified, k · k refers to the L2 norm. When
referring to the operator norm induced by the L2 norm (spectral norm), we use the notation
|||·|||.

5.1

Graphs and Graphons

Graphs are triplets G = (V, E, W) where V is a set of n nodes, E ⊆ V × V is a set of edges
and W : E → R is a weight function assigning weights W(i, j) = wij to edges (i, j) in E. The
graph G can be equivalently represented by a number of matrix representations, which in
the context of graph signal processing (GSP) are generically termed graph shift operators
(GSOs). In this chapter, we fix the GSO to be the adjacency matrix S satisfying Sij = wij
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(a) SBM with balanced communities

(b) SBM with imbalanced communities

(c) Exponential

Figure 5.2: Graphons and 12-node W-random graphs. Figs. (a) and (b) show SBM graphons and
graphs with 2 communities and pci ci = 0.8, pci cj = 0.2. Fig. (c) shows an exponential graphon
W(u, v) = exp(−2.3(u − v)2 ) and the corresponding graph.

if and only if (i, j) ∈ E. We restrict our attention to undirected graphs with edge weights
in the [0, 1] interval, so that S = ST and S ∈ [0, 1]n×n . We will also use the notations
G = (V, E, W) and G = (V, E, S) interchangeably.
A graphon is a bounded symmetric measurable function
W : [0, 1]2 → [0, 1]

(5.1)

which represents a graph with an uncountable number of nodes [105, Chapter 7], [94].
By construction, graphons can also be interpreted as generative models for the edges of
weighted or stochastic graphs. Namely, by associating sample points ui ∈ [0, 1] to nodes
i ∈ {1, 2, . . . , n}, we can construct n-node graphs Gn where the edges are defined either by
assigning edge weight W(ui , uj ) to (i, j) or by connecting i and j with probability
pij = W(ui , uj ).

(5.2)

In the latter case, the Gn are unweighted. If, additionally, the ui are sampled independently
and uniformly at random, these stochastic graphs are called W-random graphs. Three
examples of graphons and of W-random graphs sampled from them are shown in Fig. 5.2.
The one in Fig. 5.2(a) is a stochastic block model (SBM) graphon with two balanced
communities where the intra-community edge probability is 0.8 and the inter-community
edge probability is 0.2. The one in Fig. 5.2(b) is also a SBM graphon with the same inter65

and intra-community probabilities, but with unbalanced communities. The one in Fig. 5.2(c)
is an exponential graphon, which can be used to generate graphs where nodes are connected
if their labels ui and uj are close.

5.1.1

Convergent Graph Sequences

A second and perhaps more interesting interpretation of graphons is as the limit objects
of convergent graph sequences. A sequence of graphs {Gn } is said to converge if and only
if the density of homomorphisms between any finite, undirected and unweighted graph
F = (V 0 , E 0 ), which we call a motif, and the Gn converges [106]. Homomorphisms between
a motif F and an arbitrary graph G = (V, E, S) are adjacency preserving maps from V 0 to
V, i.e., a map β : V 0 → V is a homomorphism if, for every (i, j) ∈ E 0 , (β(i), β(j)) ∈ E. The
graph F can thus be interpreted as a graph pattern that we want to “identify” in G.
A motif F will typically occur in multiple locations of the graph G. Thus, we can count
the number of homomorphisms between F and G, which we denote hom(F, G). Since there
0

are a total of |V||V | possible maps between the vertices of F and G but only a fraction of
them are homomorphisms, we further define the density of homomorphisms from F to G as
hom(F, G)
t(F, G) =
=
|V||V 0 |

P Q
β

(i,j)∈E 0 [S]β(i)β(j)
|V||V 0 |

.

(5.3)

This is easiest to understand when G is unweighted, in which case t(F, G) is simply the
fraction of the total number of ways in which the motif F can be mapped into G.
The concept of homomorphism densities can also be generalized to graphons. We define
the density of homomorphisms between the motif F and the graphon W as
Z
t(F, W) =
[0,1]|V

Y
0|

W(ui , uj )

(i,j)∈E 0

Y

dui .

(5.4)

i∈V 0

This can be interpreted as the probability of sampling the motif F from the graphon W.
With these definitions in hand, a sequence of undirected graphs {Gn } is said to converge to
the graphon W if, for all finite simple graphs F,
lim t(F, Gn ) = t(F, W) .

n→∞

(5.5)

In this case, we refer to W as the limit graphon of the sequence. This form of convergence is
called “convergence in the homomorphism density sense”. An example of convergent graph
sequence that is easy to visualize is that of a sequence of W-random graphs. The sequence of
graphs {Gn } generated by sampling {ui }ni=1 uniformly at random as n → ∞ can be shown
to converge in the homomorphism density sense with probability one [105, Example 11.6,
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Lemma 11.8].
To conclude, we point out that, while the two interpretations of a graphon — as a
generative model for graph families and as the limit object of graph sequences — are
theoretical, their practical value lies in that they can be used to identify sets of graphs with
large number of nodes and similar structure. This simplifies the study of the properties of
large graphs.

5.1.2

Convergence in Cut Norm

Similarly to how graphs can be obtained by sampling or evaluating a graphon, graphons can
be defined, or induced, by graphs. Every undirected graph G = (V, E, S) with |V| = n and
S ∈ [0, 1]n×n admits an induced graphon representation WG . This graphon is obtained in
two steps. First, we construct a regular partition I1 ∪ . . . ∪ In of [0, 1], i.e., the partition
given by Ij = [(j − 1)/n, j/n) for 1 ≤ j ≤ n − 1 and In = [(n − 1)/n, 1]. Then, the induced
graphon WG is defined as [105, Chapter 7.1], [103, Sec. 5]
WG (u, v) =

n X
n
X
[S]jk × I(u ∈ Ij )I(v ∈ Ik ) .

(5.6)

j=1 k=1

The concept of induced graphon is useful to define a second mode of convergence for
graph sequences — convergence in cut norm. The cut norm of a graphon W is defined
as [105, eq. (8.13)]
Z
kWk =

sup
S,T ⊆[0,1]

W(u, v)dudv

(5.7)

S×T

i.e., it is equal to the size of its maximum cut. The following lemma, adapted from
[105, Theorem 11.57], states that if a sequence of graphs {Gn } converges to W in the
homomorphism density sense, then it also converges to W in the cut norm.
Lemma 1 (Cut norm convergence). If {Gn } → W in the homomorphism density sense,
then there exists a sequence of permutations {πn } such that
kWπn (Gn ) − Wk → 0

(5.8)

where Wπn (Gn ) is the graphon induced by the graph πn (Gn ).
Therefore, for every convergent sequence {Gn } there exists a non-empty set of permutation sequences {πn } for which the cut norm of the induced graphons Wπn (Gn ) converges as
in (5.8). This is formalized in Def. 7.
Definition 7 (Set of admissible permutations). Given a sequence {Gn } converging to W
in the homomorphism density sense, the family of convergent permutation sequences P
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associated with {Gn } is defined as

P=


{πn } | kWπn (Gn ) − Wk → 0 .

The set P will be especially important in the convergence analyses of Secs. 5.2–5.3. In
particular, in the definition of convergent sequences of graph signals (Def. 8), we will use
permutation sequences {πn } ∈ P to “organize” the signals on the graphs of a convergent
sequence so that the labeling of the signals matches the node labeling for which the graphs
converge.

5.2

Graphon Signal Processing

The central concept in graphon signal processing is the graphon signal. Graphon signals are
defined as pairs (W, X) where the function X : [0, 1] → R maps points of the unit interval
to the real numbers, i.e., the signal values. The graphon signals that we consider have finite
energy, i.e., X is a function in L2 ([0, 1]). As in the case of graphons, graphon signals can be
induced by graph signals. Given a n-node graph signal (G, x), the induced graphon signal
(WG , XG ) is defined as
XG (v) =

n
X

[x]j × I(v ∈ Ij )

(5.9)

j=1

where WG is the graphon induced by G [cf. (5.6)] and I1 ∪ . . . ∪ In is the regular partition
of the unit interval, i.e., Ij = [(j − 1)/n, j/n) for 1 ≤ j ≤ n − 1 and In = [(n − 1)/n, 1].

5.2.1

Convergent Sequences of Graph Signals

We define convergent sequences of graph signals as follows.
Definition 8 (Convergent sequences of graph signals). A sequence of graph signals {(Gn , xn )}
is said to converge to the graphon signal (W, X) if, for every graph motif F,
lim t(F, Gn ) → t(F, W)

n→∞

and if there exists a sequence of permutations {πn } ∈ P such that
lim kXπn (Gn ) − Xk = 0

n→∞

where P is the set of admissible permutations for the sequence {Gn } [cf. Def. 7] and
(Wπn (Gn ) , Xπn (Gn ) ) is the graphon signal induced by the permuted graph signal (πn (Gn ), πn (xn ))
[cf. (5.9)].
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Figure 5.3: Graphon eigenvalues. A graphon has an infinite number of eigenvalues λi but for any
fixed constant c the number of eigenvalues |λi | ≥ c is finite. Thus, eigenvalues accumulate at 0 and
this is the only accumulation point for graphon eigenvalues. The quantity dn is approximately equal
to the minimum distance between c (or −c) and the eigenvalues in the set {λi | λi < c}.

A sequence of graph signals is thus convergent if (i) the underlying graphs converge and
(ii) the graphon signals induced by some permutation sequence {πn } ∈ P of the graph signals
converge in L2 . The role of the permutation sequence is to match the labels of the signals
xn to those of the sequence of graphs Gn that converges in cut norm [cf. Lemma 1]. This is
a similar requirement to the isometric embeddings necessary to define Gromov-Hausdorff
convergence in metric spaces [109].
Importantly, the graph signal limit (W, X) is unique for each {πn } ∈ P. Indeed, suppose
that it is not, i.e., that kXπn (Gn ) − Xk → 0 and kXπn (Gn ) − Y k → 0 with kX − Y k ≥  > 0.
Using the triangle inequality, we get
kX − Y k = kX − Xπn (Gn ) + Xπn (Gn ) − Y k
≤ kX − Xπn (Gn ) k + kXπn (Gn ) − Y k → 0,
which contradicts the hypothesis since there must then exist n0 such that kX − Xπn (Gn ) k +
kXπn (Gn ) − Y k <  for n > n0 . See also Remark 6.

5.2.2

The Graphon Operator, and Graphon Filters

Every graphon W induces an integral operator TW : L2 ([0, 1]) → L2 ([0, 1]), which maps a
signal (W, X) to the signal (W, Y ) given by
Z
Y (v) = (TW X)(v) =

1

W(u, v)X(u)du .

(5.10)

0

We refer to TW as the graphon shift operator (WSO) because it induces a diffusion of (W, X)
on the graphon analogous to the diffusion induced by the adjacency matrix S on a graph.
Building upon this parallel, LSI graphon filters are defined as follows.
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Definition 9 (LSI graphon filters). Let (W, X) be a graphon signal. A LSI graphon filter
TH : L2 ([0, 1]) → L2 ([0, 1]) maps (W, X) 7→ (W, Y ) with (W, Y ) given by
Y (v) = (TH X)(v) =

K
X

(k)

hk (TW X)(v)
(5.11)

k=0
1

Z

(k)

where (TW X)(v) =

0

(k−1)

W(u, v)(TW

X)(u)du, k ≥ 1

(0)

and TW = I, the identity operator. The hk are known as the graphon filter taps.
Similarly to LSI graph filters, the graphon filters in Def. 9 are shift-invariant because,
given an input graphon signal X and denoting the graphon filter ouput Y = TH X, applying
TH to a shifted version of the input X 0 = TW X yields Y 0 = TH X 0 = TW Y , i.e., Y 0 is a
shifted version of Y .

5.2.3

Graphon Spectra, and the Graphon Fourier Transform

Because W is a bounded symmetric function, TW is a self-adjoint Hilbert-Schmidt operator
(see Lemma 7, Appendix B.3). As such, it can be decomposed in the operator’s basis as
X

W(u, v) =

λi ϕi (u)ϕi (v)

(5.12)

i∈Z\{0}

with eigenvalues λi ∈ [−1, 1], and eigenfunctions ϕi : [0, 1] → R. As before, we separate
positive and negative eigenvalues by ordering them according to their sign and in decreasing
order of absolute value. Therefore, we have 1 ≥ λ1 ≥ λ2 ≥ . . . ≥ 0 ≥ . . . ≥ λ−2 ≥ λ−1 ≥ −1.
The eigenfunctions form an orthonormal basis of L2 ([0, 1]). Note that the eigenvalues, and
∗ T
hence the eigenfunctions, are countable. What is more, since kWk2 ≤ 1 the trace of TW
W

is bounded by one and so the λi converge to 0 for |i| → ∞ as depicted in Fig. 5.3. Zero is the
only point of accumulation, which in turn implies that all λi =
6 0 have finite multiplicity [110].
Eq. (5.12) allows writing TW as
(TW X)(v) =

X

Z
λi ϕi (v)

R1
0

ϕi (u)X(u)du.

(5.13)

0

i∈Z\{0}

The integral terms

1

ϕi (u)X(u)du are the L2 inner products hX, ϕi i between the signal X

and the eigenfunctions ϕi . Since the ϕi form a complete orthonormal basis of L2 ([0, 1]), the
inner products hX, ϕi i provide a complete representation of (W, X) on the graphon basis.
Although there is an infinite number of eigenfunctions, they are countable and so the change
of basis can always be defined. This change of basis operation is called the graphon Fourier
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0
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λ
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Figure 5.4: Comparison of graphon eigenvalues (blue) and eigenvalues of a graph Gn taken from
a convergent graph sequence (red). Only the positive eigenvalues are depicted. For n → ∞,
the eigenvalues of Gn converge to the eigenvalues of W. However, the accumulation of graphon
eigenvalues close to λ = 0 means that the GFT converges to the WFT only for graphon bandlimited
signals.

transform (WFT).
Definition 10 (Graphon Fourier Transform). Consider the graphon signal (W, X), and
let {λi }i∈Z\{0} and {ϕi }i∈Z\{0} be the eigenvalues and eigenfunctions of TW . The graphon
Fourier transform (WFT) of (W, X) is defined as
WFT [(W, X)] = X̂ with
Z 1
[X̂]i = X̂(λi ) =
X(u)ϕi (u)du .
0

The inverse Graphon Fourier Transform (iWFT) of X̂ is defined as
X
 
iWFT X̂ =
X̂(λi )ϕi = X .
i∈Z\{0}

Since the {ϕi }j∈Z\{0} are orthonormal, the iWFT is the proper inverse transformation of
the WFT. Def. 10 further allows defining graphon signals that are bandlimited.
Definition 11 (Bandlimited graphon signals). A graphon signal (W, X) is c-bandlimited
with bandwith c ∈ [0, 1] if X̂(λi ) = 0 for all i such that |λi | < c.
Because all nonzero eigenvalues have finite multiplicity, the WFT of a bandlimited
graphon signal is finite-dimensional. Bandlimited graphon signals have two noteworthy
properties. The first is that they extend the notion of graph bandlimited signals, which are
the most common type of graph signal in practical GSP applications [111]. The second is
that, since they only depend on a finite number of graphon eigenfunctions, their WFT can
be computed analytically. Although countability of the ϕi allows us to write the definition of
the WFT (Def. 10) for any graphon signal, calculating all inner products hX, ϕi i is infeasible
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because the graphon basis is infinite-dimensional.

5.2.4

Graphon Filter Frequency Response

The WFT also allows obtaining the frequency response of graphon filters. Using the spectral
decomposition of TW (5.12), we can rewrite the LSI graphon filter (5.11) as
Y (v) = (TH X)(v) =

K
X X

hk λki X̂(λi )ϕi (v) .

i∈Z\{0} k=0

Hence, the frequency response of TH is given by
T̂H (λ) = h(λ) =

K
X

hk λk .

(5.14)

k=0

Equation (5.14) is the infinite counterpart of the frequency response of a LSI graph filter
(2.5). Note that, to understand the behavior of this filter on a specific graphon W, we need
to evaluate h(λ) at each graphon eigenvalue λi . But (5.14) is otherwise independent of the
graphon. In other words, the frequency response of a graphon filter always has the same
shape, irrespective of the graphon. A third important remark pertaining to (5.14) is that LSI
graphon filters can approximate any filter with analytic frequency response h(λ) arbitrarily
well as K → ∞. This is because the frequency response of a LSI graphon filter (5.14) is a
polynomial of the eigenvalues of the graphon. Put formally, a graphon filter with frequency
response T̂H (λ) = h(λ) can be written as a LSI graphon filter (Def. 9) provided that h(λ) is
analytic, i.e., that it is infinitely differentiable at {λi }i∈Z\{0} and its Taylor series converges
pointwise.
We conclude this section by stressing that the goal of Defs. 9 and 10, as well as of the
definition of a graphon signal, is to generalize GSP concepts to graphons. These concepts
are not realizable in the way that graph signals, graph filters, and the GFT are because,
unlike graphs, graphons are intangible theoretical objects. Nonetheless, their value lies in
that they help understand the behavior of graph signals in the limit of large-scale networks.
This provides the theoretical foundations to enable the practical scenarios (S1–S3) discussed
in the introduction (see also Sec. 5.4). Indeed, as we show next, the WFT and the LSI
graphon filter are mathematical limits of the GFT and of the LSI graph filter on convergent
sequences of graph signals.
Remark 6 (Uniqueness of limit graphon signal on W). A sequence of graphs {Gn } converges
to a graphon W if and only if the homomorphism densities t(F, Gn ) converge to t(F, W)
for every motif F. Naturally, there may be other graphons W0 with same homomorphism
densities t(F, W0 ) = t(F, W) for all graphs F and so the limit graphon W is not necessarily
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h(0)

0

c

1

Figure 5.5: Lipschitz continuous filter function h(λ) with Lipschitz constant L. Only the positive
eigenvalue axis is depicted for simplicity. Lipschitz filters eliminate the requirement that the graphon
signal be bandlimited because they bound the filter variation for signal components associated with
eigenvalues smaller than c.

unique, but in this dissertation we select one of these limits—the graphon W— without
loss of generality1 and use its implicit node labeling to define sequences of graph signals
{(Gn , xn )} that converge to graphon signals (W, X) [cf. Def. 8]. Since W is fixed, for each
sequence {(Gn , xn )} the limit signal (W, X) is unique in L2 .

5.3

Graph SP Converges to Graphon SP

In this section, we leverage the properties of convergent graph sequences to prove a series of
convergence results which show that GSP converges to WSP. Our first result describes the
limit behavior of the GFT on convergent sequences of graph signals (Sec. 5.3.1). We show
that, when the limit graphon signal is bandlimited, the GFT converges to the WFT (Thm. 3).
Our second result shows that the spectral responses of graph filters converges to the spectral
response of a well-defined graphon filter (Thm. 4, Sec. 5.3.2). Thm. 2 is further extended
to show that convergence of the graph signal and graph filter also implies convergence of the
filter response in the vertex domain. This is our third convergence result. It is stated with
increasing levels of generality in Cor. 2, which follows directly from convergence of the GFT
and of the filter spectral responses; and in Thms. 5 and 6, which do not require the graphon
signal to be bandlimited. These findings, particularly the more general Thm. 6, are the
main technical contributions of this work. At the end of the section, a table summary of the
GSP and WSP definitions of a signal, of the Fourier Transform and of linear shift-invariant
filters can be found in Table 5.1. This table also highlights the relationships between these
concepts as established by Thms. 3–6.
Graphons W0 and W with same homomorphism densities t(F, W0 ) = t(F, W) for all F are called
weakly isomorphic. We can select W without loss of generality because two graphons W0 and W are weakly
isomorphic if and only if δ (W0 , W) = 0, i.e., if their cut distance is zero [105, Chapters 7.3, 8.2.2]. Therefore,
the limit graphon is unique w.r.t. the metric induced by the cut distance in the space of unlabeled graphons.
1
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5.3.1

Convergence of the GFT

When a sequence of graph signals converges to a bandlimited graphon signal, we can show
that the GFT converges to the WFT as long as the limit graphon is non-derogatory (Def.
12). This is the main result of this section, presented in Thm. 3.
Definition 12. A graphon W is non-derogatory if λi 6= λj for all i 6= j and i, j ∈ Z \ {0}.
Theorem 3 (GFT → WFT for BL graphon signals). Let {(Gn , xn )} be a sequence of graph
signals and let {πn } ∈ P be a sequence of permutations such that {(Gn , xn )} converges to
the c-bandlimited graphon signal (W, X) in the sense of Def. 8, where W is non-derogatory.
Then,
GFT [(πn (Gn ), πn (xn ))] → WFT [(W, X)] .
Conversely, if {(Gn , x̂n )} is a sequence of GFTs converging to the WFT (W, X̂), then there
exists a sequence of permutations {πn } ∈ P such that


 
 
πn iGFT xn → iWFT X̂ .
Note that the GFT coefficients [x̂]i and the WFT coefficients [X̂]i inherit the ordering of
the eigenvalue sets of the graphon W and of the graphs Gn , which are both ordered with
indices i ∈ Z \ {0} according to their sign and in decreasing order of absolute value.
Thm. 3 relates the GFT, a Fourier transform for “discrete” graph signals, to the WFT,
a Fourier transform for “continuous” graphon signals. This comparison is only possible
because, like graphs, graphons have discrete spectra. This unveils an interesting parallel
with the relationship between the discrete Fourier transform (DFT) — a discrete transform
for discrete signals — and the Fourier series —- a discrete transform for continuous signals —
in Euclidean domains. Another important consequence of Thm. 3 is that it allows inferring
the spectral content of graph signals by analyzing the spectral content of the graphon
signals giving rise to them (and vice-versa). This is useful, for instance, when these signals
and/or the graphs on which they are supported are corrupted or only partially observable,
in which case the WFT (or the GFT on another graph of the same family) can be used as
an approximation of the GFT on the original graph.
We also point out that the requirement that the graphon be non-derogatory is not very
restrictive: as stated in the following proposition, the space of non-derogatory graphons is
dense in the space of graphons.
Proposition 6 (Density of W). Let W denote the space of all bounded symmetric measurable
functions W : [0, 1]2 → R, i.e., the space of graphons. The space of non-derogatory graphons
is dense in W.
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Proof. Refer to Appendix D.
Prop. 6 tells us that, even if a graphon is derogatory, there exists a non-derogatory
graphon arbitrarily close to it for which the GFT convergence result from Thm. 3 holds.
In order to establish Thm. 3 and subsequent results, we will work with the graphon
signals induced by the graph signals we consider. We have already described in (5.9) how
their (vertex domain) values are related. In the sequel, we will also need to relate their
spectral properties. This relationship is formalized in Lemma 2. Note that, although the
adjacencies Sn of the graphs Gn have a finite number of eigenvalues λi (Sn ), we still associate
the eigenvalue sign with its index and order the eigenvalues in decreasing order of absolute
value. The indices i are now defined on some finite set L ⊆ Z \ {0}.
Lemma 2. Let (WG , XG ) be the graphon signal induced by the graph signal (G, x) on n
nodes. Then, for i ∈ L we have
λi (S)
n
√
ϕi (TWG )(u) = [vi ]j × nI (u ∈ Ij ) , j = 0, . . . , n and
λi (TWG ) =

[x̂]i
[X̂G ]i = √
n
where λi (S) are the eigenvalues of the adjacency matrix. For i ∈
/ L, we let λi (TWG ) =
[X̂G ]i = 0 and ϕi (TWG ) = ψi such that {ϕi (TWG )} ∪ {ψi } forms an orthonormal basis of
L2 ([0, 1]).
Proof. Refer to Appendix B.1.
Proof of Thm. 3. We now prove that, since the finite set L converges to Z \ {0} as n goes
to infinity, WFT{(Wπn (Gn ) , πn (XGn ))} → WFT{(W, X)}. We leave the dependence of
the convergent signal sequence {(Gn , xn )} on {πn } implicit and write Wn = Wπn (Gn ) and
Xn = Xπn (Gn ) . Next, we use the eigenvector convergence result from the following lemma.
Thm. 3 then follows from the fact that inner products are continuous in the product topology
that they induce.
Lemma 3. Let C = {i ∈ Z \ {0} | |λi (TW )| ≥ c} be the set of indices of the non-vanishing
eigenvalues and denote S the subspace spanned by the eigenfunctions {ϕi (TW )}i∈C
/ . Then,
(i) for i ∈ C, ϕi (TWn ) → ϕi (TW ) in L2 , and
(ii) for i ∈
/ C, ϕi (TWn ) → Ψi ∈ S weakly.
Proof. Refer to Appendix B.2.
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Starting with the eigenvectors with indices in C, for any  > 0 it holds from Lemma 3
and from the convergence of Xn in L2 that there exist n1 and n2 such that

, for all n > n1
2kXk

and kXn − Xk ≤ , for all n > n2 .
2

kϕi (TWn ) − ϕi (TW )k ≤

Recall that kϕi (TWn )k ≤ 1 for all n and i ∈ C because the graphon spectral basis is
orthonormal. Since the sequence {Xn } is convergent, it is bounded and kXk < ∞. Let
m = max {n1 , n2 }. Then, it holds that
|[X̂n ]i − [X̂]i | = |hXn , ϕi (TWn )i − hX, ϕi (TW )i|
= |hXn − X, ϕi (TWn )i + hX, ϕi (TWn ) − ϕi (TW )i|
≤ kXn − Xkkϕi (TWn )k + kXkkϕi (TWn ) − ϕi (TW )k


≤ kϕi (TWn )k + kXk
≤  for all n > m.
2
2kXk
For i ∈
/ C, the eigenfunctions ϕi (TWn ) may not converge to ϕi (TW ), but they do converge
to some function Ψi ∈ S. Given that the graphon signal (W, X) is c-bandlimited, we have
hX, ϕi (TW )i = 0 for i ∈
/ C, so that X must be orthogonal to all functions in S. Using the
same argument as for i ∈ C yields that the remaining GFT coefficients also converge to the
WFT. Formally,
hϕi (TWn ), Xn i → hΨi , Xi = 0 = hϕi (TW ), Xi .
Convergence of the iGFT to the iWFT follows directly from these results and from
Lemma 3. Explicitly, use the triangle inequality to write
X

X

[X̂]i ϕi (TW ) −

i∈Z\{0}

X

≤

[X̂n ]i ϕi (TWn )

i∈Z\{0}

k[X̂]i ϕi (TW ) − [X̂]i ϕi (TWn )k

i∈Z\{0}

+

X

k[X̂]i ϕi (TWn ) − [X̂n ]i ϕi (TWn )k .

i∈Z\{0}

Applying the Cauchy-Schwarz inequality and splitting the sums between i ∈ C and i ∈
/ C, we
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get

X

[X̂]i ϕi (TW ) −

i∈Z\{0}

X

[X̂n ]i ϕi (TWn )

i∈Z\{0}

≤

X

|[X̂]i |kϕi (TW ) − ϕi (TWn )k

i∈C

+

X

|[X̂]i − [X̂n ]i |kϕi (TWn )k

i∈C

+

X

|[X̂n ]i |kϕi (TWn )k → 0 .

(5.15)

i∈C
/

The first term on the right hand side of (5.15) vanishes because ϕi (TWn ) → ϕi (TW ) for
i ∈ C by Lemma 3; the second term, because the GFT coefficients [X̂n ]i converge to [X̂]i for
i ∈ C; and the third term, because [X̂n ]i → [X̂]i = 0 for i ∈
/ C.

5.3.2

Convergence in the Spectral and Vertex Domains

Our second convergence result involves the frequency response of graph filters. As we
have already noted, the frequency responses of LSI graph filters (2.5) and of their graphon
counterparts (5.14) have the same expression as long as the coefficients hk (or, equivalently,
the function h) are the same. In the following, we show that these frequency responses
actually converge to one another as the number of nodes goes to infinity.
Theorem 4 (Convergence of graph filter frequency response). On the graph sequence {Gn },
let Hn (Sn ) be a sequence of filters of the form Hn (Sn ) = Vn h(Λ(Sn )/n)VnH ; and, on the
graphon W, define the filter
(TH X)(v) =

X

h(λi (TW ))X̂(λi )ϕi (v) .

i∈Z\{0}

If {Gn } → W and h : [0, 1] → R is continuous, then
lim Ĥn (λi (Sn )/n) = T̂H (λi (TW ))

n→∞

where Ĥn and T̂H are the frequency responses of Hn and TH respectively.
Proof. This is a direct consequence of a result due to [112, Thm. 6.7] and restated here as
Lemma 4.
Lemma 4 (Eigenvalue convergence). Let {Gn } be a sequence of graphs with eigenvalues
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{λi (Sn )}i∈Z\{0} , and W a graphon with eigenvalues {λi (TW )}i∈Z\{0} . If {Gn } → W,
lim

n→∞

λi (Sn )
= lim λi (TWGn ) = λi (TW ) for all i .
n→∞
n

(5.16)

Proof. Refer to Appendix B.
Lemma 4 tells us that, in any convergent graph sequence, the eigenvalues of the graph
converge to the eigenvalues of the limit graphon under a 1/n rescaling. This is illustrated in
Fig. 5.4 for λ > 0. Using Lemma 4, we will show that the transfer functions of arbitrary
graph filters Hn (Sn ) converge to the transfer function of the graphon filter TH with same
filter function h(λ).
Consider the graphon signal (W, X). Applying TH to (W, X) as in (5.11), we get
Y (v) =

X

h(λi )X̂(λi )ϕi (v)

(5.17)

i∈Z\{0}

where we have omitted the dependence on TW by writing λi = λi (TW ). The WFT of (W, Y )
is given by
Z

1

[Ŷ ]j =

Y (v)ϕj (v)dv
Z 1

X
=
h(λi )
ϕi (v)ϕj (v)dv X̂(λi )
0

0

i∈Z\{0}

= h(λj )X̂(λj )
from which we conclude that T̂H (λj ) = h(λj ).
We now determine the frequency response of Hn (Sn ). Applying Hn (Sn ) to the graph
signal (Gn , xn ), we get
yn = Hn (Sn )xn = Vn h(Λ(Sn )/n)VnH xn
= Vn h(Λ(Sn )/n)x̂n .
The GFT of (Gn , yn ) is given by
H
[ŷn ]j = vnj
Vn h(Λ(Sn )/n)x̂n = h(λj (Sn )/n)[x̂n ]j

and therefore Ĥn (λj (Sn )) = h(λj (Sn )/n).
Since Gn → W, from Lemma 4 it holds that λj (Sn )/n → λj . Because h is continuous,
this implies h(λj (Sn )/n) → h(λj ), which completes the proof.
The spectral or frequency response of a graph filter thus converges to that of the corres78

ponding graphon filter provided that the frequency response of the filter, h, is continuous.
In particular, this is the case for polynomials, so that the frequency response induced by
LSI graph filters (2.5) converges to that of their corresponding graphon filters (5.14). To
understand the importance of this result, suppose that we design a filter with a certain
spectral behavior on the graphon; Thm. 4 tells us that the same spectral behavior can
be expected from the application of this filter (or, more precisely, of the graph filter with
same coefficients) on graphs sampled from the graphon. By a simple triangle inequality
argument, it then follows that filters can be transferred between graphs associated with the
same graphon to obtain a similar spectral behavior. This is the first evidence of graph filter
transferability.
Nevertheless, Thm. 4 has a limitation. It only gives account of the limit behavior of
the graph filter response in the frequency domain, while graph filters operate in the node
domain. To analyze the vertex domain behavior of graph filters, we start with the simple
case of bandlimited signals. Putting together Thms. 3 and 4, we can show that, when the
limit of the graph signals is bandlimited, the graph filter outputs converge in the vertex
domain.
Corollary 2 (Convergence of graph filter response for bandlimited graphon signals). Let
{Gn } be a sequence of graphs converging to the graphon W, where W is non-derogatory.
Let Hn (Sn ) = Vn h(Λ(Sn )/n)VnH be a sequence of filters on the graphs {Gn }, and let
P
(TH X)(v) =
i∈Z\{0} h(λi )X̂(λi )ϕi (v) be a filter on the graphon W. Consider the sequence of graph signals {(Gn , xn )} and let {πn } be a sequence of permutations such that
{(Gn , xn )} → (W, X) in the sense of Def. 8. Then, yn = H(πn (Sn ))πn (xn ) converges to
Y = TH X.
Proof. Without loss of generality, assume that the permutation sequence {πn } is a sequence
of identity permutations, i.e., the labeling of the signals xn already matches the labeling
for which the graphs converge in cut norm. Let the WFT of (W, Y ) be [Ŷ ]i = T̂H (λi )[X̂]i
and the GFT of (Gn , yn ) be [ŷn ]i = Ĥn (λi (Sn )/n)[x̂n ]i . By Thm. 3, [x̂n ]i → [X̂]i , and,
by Thm. 4, Ĥn (λi (Sn )/n) → T̂H (λi ). Since T̂H is a linear operator, and hence continuous,
[ŷn ]i → [Ŷ ]i . Applying Thm. 3 once again for the iGFT, we conclude that yn → Y .
Cor. 2 extends upon Thm. 4 by showing that, provided that the sequence of input
signals {(Gn , xn )} converges to a bandlimited graphon signal, the output signals obtained
by applying the filters Hn (S) converge in the same sense as {(Gn , xn )} in the vertex domain.
The requirement that the graphon signal be bandlimited arises from the difficulty of matching
the GFT and WFT coefficients associated with small eigenvalues, i.e., eigenvalues λi for
which |i| is large. This is illustrated in Fig. 5.4. Note that, as the eigenvalues approach 0, it
becomes hard to tell which graph eigenvalue converges to which graphon eigenvalue, as the
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Table 5.1: Table summary of GSP and WSP.

Signal
FT
Filter

Graph
(G, x)
x̂ (eq. (2.4))
H(S) (eq. (2.5))

Graphon
(W, X)
X̂ (Def. 10)
TH (Def. 9)

Convergence result
Def. 8
Thm. 3
Thm. 6

eigenvalue difference λi − λi+1 tends to zero as i → ∞.
This requirement can be eliminated by considering Lipschitz graph and graphon filters,
i.e., filters with Lipschitz continuous h(λ). A function h : [0, 1] → R is L-Lipschitz continuous
if, for all λ, λ0 ∈ [0, 1],
|h(λ) − h(λ0 )| ≤ L|λ − λ0 | .

(5.18)

For h differentiable, this is equivalent to bounding dh/dλ by L in absolute value. An example
of Lipschitz continuous filter is shown in Fig. 5.5. For filter functions h satisfying (5.18), we
can show that the graph filters converge in the vertex domain for any graphon signal, not
only bandlimited ones, because the variation of Lipschitz filters can be bounded close to
zero [cf. Fig. 5.5].
Theorem 5 (Convergence of filter response for Lipschitz continuous graph filters). Let
{Gn } be a sequence of graphs converging to the graphon W, where W is non-derogatory.
Let Hn (Sn ) = Vn h(Λ(Sn )/n)VnH be a sequence of filters on the graphs {Gn }, and let
P
(TH X)(v) = i∈Z\{0} h(λi )X̂(λi )ϕi (v) be a filter on the graphon W. Consider a sequence
of graph signals {(Gn , xn )} and let {πn } ∈ P be a sequence of permutations such that
{(Gn , xn )} → (W, X) in the sense of Def. 8. Then, yn = H(πn (Sn ))πn (xn ) converges to
Y = TH X.
Proof. To prove convergence of the (Gn , yn ) to (W, Y ), we consider the graphon signals
(Wπn (Gn ) , Xπn (Gn ) ) induced by the graph signals (πn (Gn ), πn (xn )). The spectral properties
of these signals and of the corresponding graph signals are related through Lemma 2.
To simplify notation, we once again leave the dependence on πn (Gn ) implicit and write
Wn = Wπn (Gn ) and Xn = Xπn (Gn ) . We also denote the induced graphon eigenvalues
λni = λi (TWn ). Recall that these are given by λni = λi (Sn )/n per Lemma 2.
Without loss of generality, consider the normalized filter function h̄(λ) = h(λ)/ supλ∈[0,1] |h(λ)|.
The signal (W, Y ) obtained by applying TH̄ to (W, X) can be written as
Y (v) =

X

h̄(λi )X̂(λi )ϕi (v)

i∈Z\{0}
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(5.19)

and (Wn , Yn ), which is induced by yn = H̄(Sn )xn , as
Yn (v) =

X

h̄(λni )X̂n (λni )ϕi (TWn )(v) .

(5.20)

i∈Z\{0}

The dependence of the eigenfunctions ϕi (TWn ) on TWn is made explicit to distinguish them
from ϕi , the eigenvalues of TW .
To show that the (Wn , Yn ) converge to (W, Y ), we start by writing their norm difference
using (5.19) and (5.20),
kY −Yn k =
X

X

h̄(λi )X̂(λi )ϕi −

i∈Z\{0}

h̄(λni )X̂n (λni )ϕi (TWn ) .

(5.21)

i∈Z\{0}

Defining the set C = {i | |λi | ≥ c} for c = (1 − |h̄0 |)/L(2kXk−1 + 1) with  > 0 and
h̄0 = h̄(0), these sums can be split up between i ∈ C and i ∈
/ C to yield
X
i∈Z\{0}

≤

X

X

h̄(λni )X̂n (λni )ϕi (TWn )

i∈Z\{0}

h̄(λi )X̂(λi )ϕi −

i∈C

+

X

h̄(λi )X̂(λi )ϕi −

X

h̄(λni )X̂n (λni )ϕi (TWn )

(i)

h̄(λni )X̂n (λni )ϕi (TWn )

(ii) .

(5.22)

i∈C

h̄(λi )X̂(λi )ϕi −

i∈C
/

X
i∈C
/

Note that (i) corresponds to the difference between two bandlimited graphon signals.
By Cor. 2, there exists n0 such that, for all n > n0 ,
X
i∈C

h̄(λi )X̂(λi )ϕi −

X

h̄(λni )X̂n (λni )ϕi (TWn ) <  .

i∈C
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(5.23)

For (ii), we use the filter’s Lipschitz property and Cauchy-Schwarz to write
X

h̄(λi )X̂(λi )ϕi −

i∈C
/

≤

X

h̄(λni )X̂n (λni )ϕi (TWn )

i∈C
/

X

(h̄0 + Lc)X̂(λi )ϕi −

X
(h̄0 − Lc)X̂n (λni )ϕi (TWn )
i∈C
/

i∈C
/

(5.24)

i
Xh
≤ |h̄0 |
X̂(λi )ϕi − X̂n (λni )ϕi (TWn )
i∈C
/

X

+ Lc

X̂(λi )ϕi + Lc

i∈C
/

X

X̂n (λni )ϕi (TWn )

i∈C
/

where the last inequality follows from the triangle inequality.
P
P
n
Because {ϕi } and {ϕi (TWn )} form complete bases of L2 , i∈C
/ X̂(λi )ϕi and
i∈C
/ X̂n (λi )ϕi (TWn )
can be written as
X

X̂(λi )ϕi = X −

X̂(λi )ϕi

and

(5.25)

i∈C

i∈C
/

X

X

X̂n (λni )ϕi (TWn ) = Xn −

X

X̂(λni )ϕi (TWn )

(5.26)

i∈C

i∈C
/

i.e., as the difference between the input signal and a bandlimited signal. Using these identities
and the triangle inequality, we leverage the fact that Xn → X in L2 and apply Thm. 3 to
show that there exists n1 such that, for all n > n1 ,

X

X̂(λi )ϕi − X̂n (λni )ϕi (TWn )

i∈C
/

(5.27)

≤ kX − Xn k +

X

X̂n (λni )ϕi (TWn )

− X̂(λi )ϕi <  .

i∈C

As for k

P

i∈C
/

X̂n (λni )ϕi (TWn )k, we can use the identities in (5.25) and (5.26) together

with the triangle inequality to write
X

X̂n (λni )ϕi (TWn ) ≤ kXn − Xk +

i∈C
/

X

X̂(λi )ϕi

i∈C
/

+

X

X̂(λi )ϕi −

X
i∈C

i∈C
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X̂n (λni )ϕi (TWn )

.

From Thm. 3 and the fact that Xn → X in L2 ,
X

X

X̂n (λni )ϕi (TWn ) ≤  +

i∈C
/

X̂(λi )ϕi

for n > n1 .

(5.28)

i∈C
/

Applying the Cauchy-Schwarz and triangle inequalities and substituting (5.27) and (5.28)
in (5.24), we arrive at a bound for (ii),
X

h̄(λi )X̂(λi )ϕi −

i∈C
/

X

h̄(λni )X̂n (λni )ϕi (TWn )

i∈C
/

≤ (|h̄0 | + Lc) + 2Lc

X

X̂(λi )ϕi

(5.29)

i∈C
/

≤ (|h̄0 | + Lc) + 2LckXk =  .
Putting (5.23) and (5.29) together, we have thus proved that for all n > max {n0 , n1 },
kY − Yn k < 2, i.e., the output of H̄(Sn ) converges to the output of TH̄ in the vertex
domain.
Thm. 5 broadens the scope of Cor. 2 by extending the filter response convergence result
to sequences of graph signals converging to generic finite energy graphon signals that are
not necessarily bandlimited. The Lipschitz condition on the filter h allows bounding the
variability of the filter response for signal components associated with eigenvalues smaller
than some threshold c ∈ [0, 1], which can be made arbitrarily small [cf. Fig. 5.5].
Thm. 5 can be further generalized to any graphon as opposed to only non-derogatory
ones. The difference in the case of derogatory graphons is that the WFT cannot be defined,
so Thm. 3 cannot be used in the proof of Thm. 6. The proof argument needed in this case
is therefore slightly different. However, this is extenuated by Prop. 7. As long as eigengaps
between adjacent graphon eigenspaces can be defined, this proposition ensures convergence
not only of the eigenvectors, but also of the finite-dimensional eigenspaces associated with
the repeated eigenvalues of an arbitrary graphon.
Proposition 7 (Graphon subspace convergence). Let {Gn } be a sequence of graphs with
eigenvalues λi (Sn ) converging to the graphon W with eigenvalues λi . If a given λi has
multiplicity mi and λnik = λik (Sn )/n are the eigenvalues of WGn (i.e., of the graphon
induced by Gn ) converging to λi [cf. Lemma 2], then there exists a sequence of permutations
{πn } ∈ P such that
ETW

πn (Gn )

({λnik }) − ETW (λi )

→0

where P is the set of admissible permutation sequences for the sequence {Gn } (Def. 7) and
ET (Λ) is the projection operator onto the subspace associated with the eigenvalues in the set
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Λ of the operator T .
Proof. Refer to Appendix B.5.
With Prop. 7, we are now equipped to state our most general result: vertex domain
convergence of Lipschitz continuous graph filters for graph sequences converging to arbitrary
graphons. This result is presented in Thm. 6. We defer the proof to the appendices.
Theorem 6 (Convergence of filter response for Lipschitz continuous graph filters). Let {Gn }
be a sequence of graphs converging to the graphon W. Let Hn (Sn ) = Vn h(Λ(Sn )/n)VnH be a
P
sequence of filters on the graphs {Gn }, and let (TH X)(v) = i∈Z\{0} h(λi )X̂(λi )ϕi (v) be a
filter on the graphon W. Consider a sequence of graph signals {(Gn , xn )} and let {πn } ∈ P
be a sequence of permutations such that {(Gn , xn )} → (W, X) in the sense of Def. 8. Then,
yn = H(πn (Sn ))πn (xn ) converges to Y = TH X.
Proof. Refer to Appendix B.6.
The main takeaway from Thms. 5 and 6 is that, if the limit graphon is known, we can
trade the design of multiple filters in different graphs by the centralized design of a single
graphon filter from which graph filters can then be sampled. In practice, a more relevant
implication of these theorems is that graph filters can be transferred across graphs associated
with the same graphon. The ability to transfer graph filters is especially important when
graphs are large or dynamic, as the operations involved in designing filters for these graphs
can come out costly. This property is also inherited by graph neural networks (GNNs) based
on these graph filters [10]. Transferability of GNNs has been demonstrated empirically in a
number of applications [67, 108], and is formally characterized in [3], where transferability
bounds are derived for both GNNs and graph filters. Transferability of graph filters will also
be illustrated in the numerical experiments of Sec. 5.4.
Remark 7. Note that, while the results presented in Thms. 3–6 may appear intuitive, their
proofs are not. For instance, our Fourier convergence theorem (Thm. 3) requires that the
graph and graphon signals be bandlimited for the GFT to converge to the WFT. This is
in constrast to classical signal processing, where for any convergent sequence of length-n
discrete time signals on [0, 1] the discrete Fourier transform (DFT) converges to the Fourier
transform (FT) regardless of the underlying spectral properties. This occurs because the
regular line graphs underlying these signals have spectra that are evenly distributed on [−1, 1]
and therefore never accumulate around zero. Unexpectedly, however, these conditions are
not needed to show convergence of graph filter outputs. Indeed, while one would expect that
graph filter outputs converge only for bandlimited signals, this is not the case in Thms. 5–6.
Instead, these theorems require the filter to be Lipschitz for |λ| < c [cf. Fig. 5.5]. This
arises from the fact that, for small λ, the graph eigenspaces can become hard to match to the
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Figure 5.6: Norm difference between GMRF graphon signals diffused on ER, SBM and geometric
graphons and the corresponding graph signals diffused on sample graphs of increasing size. The
diffusion outputs have been normalized by n.

corresponding graphon eigenspaces since the eigenvalues of the latter accumulate near zero.
We can therefore replace bandlimitedness by a filter regularity condition.

5.4

Numerical Experiments

In this section, we present three numerical experiments to illustrate the results of Thms. 3
through 6. In the first, we sample graph signals from a Gaussian Markov Random Field
(GMRF) on ER, SBM and random geometric sensor networks and compare the output of a
graph diffusion process as the number of sensors increases. In the second, we compare the
WFT of pollutant dispersion signals drawn from the same model on two geometric graphs
corresponding to pollution sensor networks in different cities. Finally, in Sec. 5.4.3 a linear
graph filter is optimized to predict movie ratings on a small user network and is then applied
to a large one.
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5.4.1

GMRF Diffusion (S1)

In this experiment, we simulate a GMRF measured and diffused on different sensor networks
to analyze convergence of the filter H(S) = S in networks of growing size. A graph signal
(G, x) is a GMRF on G if x ∼ N (µx , Σx ) and Σx is given by [113]
Σx = |a0 |2 (I − aS)−1 [(I − aS)−1 ]H

(5.30)

where the covariance matrix is calculated after sampling G from a random graph model for
the sensor network, from which we obtain S. Three graphons are considered. They are an
Erdös-Rényi (ER) [cf. Fig. 5.1(a)], a stochastic block model (SBM) [cf. Fig. 5.2(a)], and a
soft random geometric graph [cf. Fig. 5.2(c)]. Their expressions are presented in Table 5.2.
To compare the diffusion outcomes of graph and graphon signals, we first need to define a
graphon signal equivalent of the GMRF. We work with its approximation, which is obtained
by approximating the graphons as matrices SW . These matrices are calculated by evaluating
W(ui , uj ) on 104 × 104 regularly spaced points of the unit square. Then, the graphon
4

GMRF is obtained by sampling xW ∈ R10 from the zero-mean multivariate Gaussian with
covariance matrix given by (5.30) for S = SW .
In order to observe convergence, we compare the outcome of the diffusion of the graphon
GMRF with the outcome of the diffusion of a n-node graph signal sampled from it for
increasing n. This is done by uniformly sampling points {ui }ni=1 from the unit line and
generating graphs Gn where the edges (i, j) are Bernoulli random variables with success
probability W(ui , uj ), i.e, [Sn ]ij = [Sn ]ji ∼ Bernoulli(W(ui , uj )). The graph signals xn are
obtained by interpolating xW at each ui .
We calculate the diffused graph signals yn = Sn xn and interpolate the approximation
of the diffused graphon signal yW = SW xW at {ui }ni=1 , then compare them by computing
their norm difference for increasing values of n. The average normalized norm difference
is shown in Fig. 5.6 for 100 realizations of the graphon GMRF xW . We observe that, for
all graphon models, the norm differences decrease with n. This indicates that the vertex
response of H(S) = S converges as the graphs Gn grow, as expected from Thm. 5.

5.4.2

Spectral Analysis of Air Pollution on Sensor Networks (S2)

The objective of this experiment is to compare the spectral representations of air pollution
signals collected at the nodes of two distinct sensor networks of same size to illustrate GFT
convergence (Thm. 3). This problem can be interpreted as comparing the spectra of graph
pollution data in two cities, for instance, New York and Philadelphia. The air pollution
sensor networks are modeled as soft random geometric graphs [114] where, given nodes i
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Figure 5.7: Quantiles (68%, 95%, 99.7%) of the minimum normalized difference between GFTs
of air pollution signals on graphs drawn from the same geometric model (G1 and G2 ) for n =
5, 10, 20, 50, 100, 200, 500, 1000, over 50 iterations for each n.
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Table 5.2: Expression of W(ui , uj ) for the different graphon models in Sec. 5.4.1.

Model
ER
SBM
Geom.

Expression of W(ui , uj )
= 0.4 for all ui , uj
(
0.8, if ui , uj ≤ 0.5 or ui , uj > 0.5
=
0.2, otherwise
= exp(−β(ui − uj )2 ), β = 2.3

and j and their coordinates (xi , yi ) and (xj , yj ), the probability of connecting i and j is

p(i, j) ∝ exp


q
2
2
− β (xi − xj ) + (yi − yj )
.

(5.31)

Fixing the x coordinate at xi = xj = x and normalizing y as u = y/ymax , we can rewrite
p
p(i, j) to fit the expression of the graphon W(ui , uj ) = exp(−β (ui − uj )2 ).
In the cross-wind direction and at fixed altitude, the simplest model for air pollution
dispersion is a Gaussian on the distance to the source of pollution in the cross-wind direction.
Having fixed x, we assume the cross-wind direction to be y. The air pollution dispersion
model is then


s(y) ∝ exp


(y − ysource )2
−
,
2σ 2

where s(y) is the concentration of pollutants at the coordinate y and the variance σ 2
represents the cross-wind mixing [115, Chapter 9]. If we assume ysource = 0 and once
again normalize y as u = y/ymax , this dispersion model can be interpreted as a signal
X(u) ∝ exp(−u2 /2σ 2 ) on the graphon associated with the soft random geometric graph
model of the sensor networks.
(1)

(2)

For multiple values of n and using coordinates {ui }ni=1 and {ui }ni=1 sampled uniformly
at random from the unit line, we sample two distinct n-node graphs G1 and G2 from (5.31).
(1)

In each of these graphs, the graph signals are the pollutant concentrations [s1 ]i = s(ui ) and
(2)

[s2 ]i = s(ui ). We then compute the GFTs ŝ1 and ŝ2 , and sort them to find the minimum
norm difference min kŝ1 − ŝ2 k over different permutations of the labels of these graphs. After
repeating the experiment 50 times for each n in n = 5, 10, 20, 50, 100, 200, 500, 1000, we
graph the 68%, 95% and 99.7% quantile curves of the GFT norm difference (normalized by
kŝ1 k) in Fig. 5.7. All confidence intervals shrink consistently around the mean as n increases,
indicating that the GFTs of the air pollution signals in G1 and G2 indeed converge as
expected from Thm. 3.
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Figure 5.8: User networks built from the ratings of 100 (left) ad 400 (right) users in the MovieLens
100k dataset. The signals on these graphs correspond to the ratings given to the movie “Toy Story”.
The darker the node, the higher the rating, and the darker the edge, the higher the rating difference
between the endnodes.

5.4.3

Movie Rating Prediction via User-Based Graph Filtering (S3)

Given U users and M movies, movie rating prediction consists of completing a U × M
incomplete rating matrix by predicting the ratings users would give to movies that they have
not yet rated. We interpret this problem as a GSP problem by considering movie ratings
(i.e., the columns of the rating matrix) to be graph signals on a network connecting similar
users. A number of graph-based models for movie rating prediction have been proposed in
the literature [1, 13, 14]. We consider one of the methods in [13], which completes the rating
matrix by first solving an optimization problem to obtain the optimal coefficients of a linear
graph filter, and then applying it to the graph signals corresponding to each movie’s rating
vector on the user network. Our objective is to calculate this graph filter in subnetworks
corresponding to small cohorts of users, and observe how well it generalizes when applied to
the full user network.
The dataset we use is the MovieLens 100k dataset [53], which contains 100,000 ratings
by U = 943 to M = 1582 movies. The user similarity network is built from the data by
computing pairwise correlations from ratings given by each pair of users to movies that
they both have rated and, then, keeping only the top-40 nearest neighbors to each user.
Although these are networks built from real data, i.e, to which we cannot attribute a common
generative model or graphon, the goal of this section is to illustrate how our results can
be implicitly observed even in graphs that are not related by a common probability model,
but that are “similar” in some other empirical or statistical sense. This is illustrated in Fig.
6.2(a), where user networks with 100 and 400 users are depicted. Even if the user network
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Table 5.3: Relative RMSE difference for rating prediction based on K = 1, 2, 3 filters obtained
on 50, 100, 200, 400, 600 and 800-user networks, with respect to the base RMSE of the same filters
obtained on the full 943-user network.

K
1
2
3

50
9.70%
22.30%
28.17%

Number
100
200
4.70%
1.90%
20.47% 14.42%
13.58% 3.47%

of users
400
0.45%
5.48%
0.32%

600
0.17%
2.22%
0.41%

800
0.04%
0.37%
−0.12%

Base
0.77
0.72
0.65

on the right has 4 times more users than the one on the left, we can see that the large-scale
structure of these networks is similar.
The coefficients of filters with K = 1, 2 and 3 filter taps are optimized on networks of size
50, 100, 200, 400, 600, 800 and 943 nodes. We then compare the RMSE obtained by predicting
ratings using the filters calculated on the smaller networks and the filters calculated on the
full user network. The relative RMSE differences and the base RMSE (obtained from the
filter calculated on the full user network) are shown in Table 5.3. For a network with n users,
the reported RMSE difference corresponds to that of the average among filters trained on
b943/nc different networks. Users were picked at random. We observe that, for all K, the
RMSE difference gets steadily smaller as the network size increases. In particular, for K = 1
and K = 3 the relative RMSE difference is less than 1% for filters obtained on networks
with under half the number of total users in the dataset.
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Chapter 6

Transferability Properties of Graph
Neural Networks
A defining characteristic of GNNs is that their number of parameters does not depend
on the size (i.e., the number of nodes) of the underlying graph. This is because graph
convolutions are parametrized by graph shifts in the same way that time and spatial
convolutions are parametrized by delays and translations. From a complexity standpoint,
the independence between the GNN parametrization and the graph is beneficial because
there are less parameters to learn. Perhaps more importantly, the fact that its parameters
are not tied to the underlying graph suggests that a GNN can be transferred from graph
to graph. It is then natural to ask to what extent the performance of a GNN is preserved
when its graph changes. The ability to transfer a machine learning model with performance
guarantees is usually referred to as its transferability.
In GNNs, there are two typical scenarios where transferability is desirable. The first
involves applications in which we would like to reproduce a previously trained model on a
graph of different size, but similar to the original graph in a sense that we formalize in this
paper, with performance guarantees. This is useful when we cannot afford to retrain the
model. The second concerns problems where the network size changes over time. In this
scenario, we would like the GNN model to be robust to nodes being added or removed from
the network, i.e., for it to be transferable in a scalable way. An example are recommender
systems based on a growing user network.
Both of these scenarios involve solving the same task on networks that, although different,
are similar. In this dissertation, we define similar graphs as graphs that are associated with
the same graphon. Graphons can be used to describe families of similar graphs because they
are both the limit objects of convergent graph sequences and generative models for weighted
(Definitions 13 and 14) and stochastic graphs (Definition 15).
To understand whether a GNN learned on the training graph would work well on the
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target graph, we need to estimate the difference between the outputs of the GNN on these
graphs or its transference error. To do so, we define the graphon filter and the graphon
neural network (WNN), which are the limit objects of the graph filter and the GNN on he
graphon [10]. By interpreting the graphon filter and the WNN as generative models for
graph filters and GNNs, we show that they can be approximated by graph filters (Theorem
7) and GNNs (Theorem 9) sampled from them on stochastic (and therefore also on weighted)
graphs. Since the error of these approximations can be upper bounded, by a triangle
inequality argument we can further bound the error of transferring graph filters (Theorem
8) and GNNs (Theorem 10) across graphs.
These theorems have two important implications. The first is that, although transferability increases with the size of both the training and the target graph, in the finite-sample
regime (i.e., on graphs of finite size) some spectral components are not transferable. The
second is that there is a tradeoff between between the transferability and the spectral
discriminability of the graph convolution. While it would be natural to expect this tradeoff
to be inherited by GNNs, numerical experiments on a movie recommendation problem and
a decentralized control task (Section 5.4) show that GNNs are more transferable than convolutional filters. A plausible explanation is that, in GNNs, the transferability-discriminability
tradeoff is alleviated by the scattering behavior of the nonlinearities; see Section 6.3.3.

6.1

Graphons as Generative Models for Graphs

A graph Gn = (Vn , En , Sn ) can be obtained from the graphon W in two steps. First,
n points ui ∈ [0, 1] are chosen to be the labels of the nodes i ∈ Vn . Then, the edges
En and the adjacency matrix Sn are determined either by assigning weight W(ui , uj ) to
(i, j), or by sampling the edge (i, j) with probability W(ui , uj ). There are many different
strategies for choosing the node labels ui and, given the possibility of defining either weighted
(deterministic) or stochastic (unweighted) edges En , there are many types of graphs that
can be generated in this way. We focus on three: template graphs, weighted graphs, and
stochastic graphs.
Definition 13 (Template graphs). Let {ui }ni=1 be the regular n-partition of [0, 1],
ui =

i−1
n

for 1 ≤ i ≤ n. The n-node template graph Gn , whose GSO we denote Sn , is obtained from
W as
[Sn ]ij = W(ui , uj ) for 1 ≤ i, j ≤ n.
Template graphs are the simplest type of graph that can be generated from a graphon.
92

The node labels ui are determined by partitioning [0, 1] into n intervals of equal length, and
the edge weights [Sn ]ij are obtained by evaluating the graphon at (ui , uj ). Template graphs
are always weighted and, if W is strictly positive, they are also complete (i.e., all nodes are
connected to every node of the graph).
Definition 14 (Weighted graphs). Let {ui }ni=1 be n points sampled independently and
uniformly at random from [0, 1],
ui ∼ unif(0, 1)
for 1 ≤ i ≤ n. The n-node weighted graph Gñ , whose GSO we denote Sñ , is obtained from
W as
[Sñ ]ij = W(ui , uj ) for 1 ≤ i, j ≤ n.
Weighted graphs are obtained by sampling ui uniformly at random from the unit interval
and assigning weights W(ui , uj ) to edges (i, j). As the name implies, these graphs are
weighted and, like template graphs, they can also be complete.
Definition 15 (Stochastic graphs). Let {ui }ni=1 be n points sampled independently and
uniformly at random from [0, 1],
ui ∼ unif(0, 1)
for 1 ≤ i ≤ n. The n-node stochastic graph Gñ , whose GSO we denote Sñ , is obtained from
W as
[Sñ ]ij = [Sñ ]ji ∼ Bernoulli(W(ui , uj )) for 1 ≤ i, j ≤ n.
Stochastic graphs are stochastic in both the node labels ui , which are sampled uniformly
at random, and in the edges (i, j), which are sampled with probabilities W(ui , uj ). Also called
W-random graphs [105, Ch. 10.1], these graphs are always unweighted, i.e., Sñ ∈ {0, 1}n×n .
Note that stochastic graphs can also be obtained from weighted graphs as
[Sñ ]ij = [Sñ ]ji ∼ Bernoulli([Sñ ]ij ) .

(6.1)

Thus, weighted graphs may be used as random graph models for n-node unweighted graphs.
We conclude this section by introducing the notion of a graphon induced by a graph,
which will be useful in later derivations. Let G be a graph with GSO S ∈ Rn×n and node
labels {ui }ni=1 . If the node labels are unknown, simply define ui = (i − 1)/n for 1 ≤ i ≤ n.
Further define the intervals Ii = [ui , ui+1 ) for 1 ≤ i ≤ n − 1 and In = [un , 1] ∪ [0, u1 ). The
graphon WG induced by G is given by
WG (u, v) =

n X
n
X

[S]ij I(u ∈ Ii )I(v ∈ Ij )

i=1 j=1

where I is the indicator function.
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(6.2)

6.2

Transferability of Graph Filters

In the following, we discuss the transferability properties of graph filters. We begin by
interpreting graphon filters (5.11) as generative models for graph filters, and show that
they can be approximated by graph filters sampled from them on template, weighted and
stochastic graphs. Then, we show that the errors of these approximations can be upper
bounded by Propositions 8–9 and Theorem 7. The transferability of graph filters (Theorem
8) follows directly from these results.
Before delving into the transferability analysis, a few auxiliary definitions are in order.

6.2.1

Graphon Signals as Generative Models for Graph Signals

Given a template graph Gn generated from the graphon W as in Definition 13, the graphon
signal X can be used to generate the graph signal
[xn ]i = X



i−1
n


(6.3)

for 1 ≤ i ≤ n. Similarly, on the weighted graph Gñ and on the stochastic graph Gñ [cf.
Definitions 14 and 15], X can be used to generate equivalent signals

xñ

[xñ ]i = [xñ ]i = X (ui )

and xñ defined as
(6.4)

for 1 ≤ i ≤ n, where the ui are sampled independently and uniformly at random from [0, 1].

6.2.2

Frequency Response of Graphon Filters

Using the spectral decomposition of TW in (5.12), TH can be written as
(TH X)(v) =

X K−1
X

hk λki ϕi (v)

=

1

ϕi (u)X(u)du
0

i∈Z\{0} k=0

X

Z

Z
h(λi )ϕi (v)

(6.5)

1

ϕi (u)X(u)du.
0

i∈Z\{0}

This expression highlights the filter’s spectral representation, which is given by h(λ) =
PK−1
k
k=0 hk λ . Because the WFT of the filter is a polynomial on the graphon eigenvalues,
note that as K → ∞ LSI graphon filters can be used to implement any graphon filter
with spectral representation h(λ) = f (λ) where f is analytic. This is a consequence of
the Cayley-Hamilton theorem in the limit of matrices. Moreover, unlike the WFT of the
signals X and Y , the spectral representation of the LSI graphon filter does not depend on
the graphon eigenfunctions—only on the graphon eigenvalues and the coefficients h. This
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is illustrated in Figure 6.1 where the red curve represents h(λ) and the blue lines are the
eigenvalues of W.
The fact that the spectral response of the LSI graphon filter only depends on the
eigenvalues of the graphon and on the filter coefficients is something that these filters have
in common with LSI graph filters. This can be seen by comparing (2.6) and (6.5). Indeed, if
the coefficients hk in these equations are the same, the spectral responses of the LSI graph
filter and of the LSI graphon filter are determined by the same function h(λ). Given a graph
Gn (with GSO Sn ) and a graphon W, the only thing that changes is where this function
is evaluated: at the graph eigenvalues {λi (Sn )}i∈L⊂Z\{0} , or at the graphon eigenvalues
{λi (TW )}i∈Z\{0} [cf. Figure 6.1]. The implication is that graphon filters can be used as
generative models for graph filters as long as the coefficients hk in (2.6) and (6.5) are the
same.
For example, let Y = TH X be a LSI graphon filter which we represent, for simplicity,
as the map Y = Φ(X; h, W) to emphasize the dependence on the coefficients h and the
graphon W. We can generate a graph filter yn = Φ(xn ; h, Sn ) from this graphon filter by
instantiating a graph Gn from W as in Definitions 13, 14 or 15, and the corresponding graph
signal xn as in (6.3) or (6.4). Generating graph filters from graphon filters is useful because
it allows designing filters for graphons and transferring them to graphs. Since graphons
are limits of convergent graph sequences, it also justifies transferring filters across graphs
obtained from the same graphon.
We also introduce the definition of graphon filters induced by graph filters, which will
allow comparing graph and graphon filters directly. The graphon filter induced by the graph
P
k
filter Φ(xn ; h, Sn ) = K−1
k=0 hk Sn xn is given by
Φ(Xn ; h, Wn ) =
(k)
(TWn Xn )(v)

K
X

(k)

hk (TWn Xn )(v)

with
(6.6)

k=0
Z 1

=
0

(k−1)
Wn (u, v)(TWn Xn )(u)du

where the graphon Wn = WGn is the graphon induced by Gn (6.2) and Xn is the graphon
signal induced by the graph signal xn (5.9).

6.2.3

Transferability Results

The graph filter (and GNN) transferability results require introducing four important
definitions. The first two are the c-band cardinality and the c-eigenvalue margin, which are
graphon spectral properties associated with a fixed eigenvalue threshold c.
Definition 16 (c-band cardinality of W). The c-band cardinality of a graphon W, denoted

95

-0.4

-0.1

0

0.1

0.4

Figure 6.1: Graphon eigenvalues (blue) and graph eigenvalues (green) for a graph Gn taken from a
sequence converging to the graphon W. For a fixed set of parameters hk [cf. (2.6) and (6.5)], the
red curve represents a filter’s frequency or spectral response. The graphon filter with coefficients hk
has frequency response given by the blue dots. The graph filter with coefficients hk has frequency
response given by the green dots. Note that, to have transferability (Theorem 8), the frequency
response must vary slowly for eigenvalues with magnitude close to zero. This is indicated by the
shaded red rectangle from -0.1 to 0.1.
c , is the number of eigenvalues λ of W with absolute value larger or equal to c, i.e.,
BW
i
c
BW
= #{λi : |λi | ≥ c}.

Definition 17 (c-eigenvalue margin of W and W0 ). The c-eigenvalue margin of W and
c
W0 , denoted δWW
0 , is given by
c
δWW
0 = min {|λi (TW0 ) − λj (TW )| : |λi (TW0 )| ≥ c}
i,j6=i

where λi (TW0 ) and λi (TW ) denote the eigenvalues of W0 and W respectively.
The last two are the node stochasticity and the edge stochasticity, which are error terms
that arise when the node labels, and respectively the edge labels, are stochastic.
Definition 18 (Node stochasticity). For a fixed probability χ ∈ [0, 1], the node stochasticity
constant on n nodes, denoted α(χ, n), is defined as
α(n, χ) = log ((n + 1)2 /log (1 − χ)−1 ).
Definition 19 (Edge stochasticity). For a fixed probability χ ∈ [0, 1], the edge stochasticity
constant on n nodes, denoted β(χ, n), is defined as
β(n, χ) =

p
n log (2n/χ).

We also introduce the following Lipschitz continuity assumptions on the graphon, the
filter spectral response, and the graphon signal.
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AS8. The graphon W is Aw -Lipschitz, i.e., |W(u2 , v2 ) − W(u1 , v1 )| ≤ Aw (|u2 − u1 | + |v2 −
v1 |).
AS9. The spectral response of the convolutional filter h is Ah -Lipschitz in [−1, −c] ∪ [c, 1]
and ah -Lipschitz in (−c, c), with ah < Ah Moreover, |h(λ)| < 1.
AS10. The graphon signal X is Ax -Lipschitz.
Under assumptions AS8–AS10, we can prove the following proposition, which states that
a graphon filter can be approximated by a graph filter on a large template graph.
Proposition 8 (Graphon filter approximation on a template graph). Let Y = Φ(X; h, W)
be a graphon filter [cf. (6.5)] satisfying assumptions AS8–AS10. Given a template graph Gn

with GSO Sn [cf. Definition 13], let yn = Φ(xn ; h, Sn ) be the graph filter instantiated from
Φ(X; h, W) on this graph. For any 0 < c ≤ 1, it holds that

kYn − Y k ≤

c
πBW
Ah + c n
δWWn



2Aw
kXk
n

Ax (ah c + 2)
+
+ 2ah ckXk
n

(6.7)

where Wn = WGn is the graphon induced by Gn and Yn = Φ(Xn ; h, Wn ) is the graphon filter
induced by

yn = Φ(xn ; h, Sn ) (6.6).

Proof. Refer to Appendix C.1.
Proposition 8 shows that the error incurred when transferring a graphon filter to a
template graph is upper bounded by the sum of three terms. The first is given by the norm
of the input signal X weighted by what we call the filter’s transferability constant. The
smaller the transferability constant, the more transferable the filter. Note that this constant
c
c
is directly proportional to the filter variability through Ah , BW
and δWW
, and to the
n
n

graphon variability through Aw . It is inversely proportional to the graph size n, hence,
the filter is more transferable on large template graphs. The fact that the transferability
constant decreases with n also indicates that graphon filters can be approximated by graph
filters, and that the approximation becomes better with the size of the graph.
The second term is a fixed error term which does not depend on the norm of the input
signal X. This error stems from the discretization of the input signal on the template
graph Gn and, as such, is proportional to the signal variability Ax and decreases with n.
Additionally, it depends on ah c, which upper bounds the maximum filter amplification in a
part of the eigenvalue spectrum determined by a given threshold c—the band (−c, c), see
Figure 6.1. Since ah < Ah , the contribution of this term to the approximation error is small.
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The constant c also appears in the third term of the bound 2ah ckXk, which is related to
the output signal’s non-transferable energy for eigenvalues smaller than c. For a given value
of c, spectral components associated with λ ∈ [−1, −c]∪[c, 1] (i.e., low-frequency components)
are completely transferable in the sense that, if the signal X or the filter Φ(X; h, W) are
c-bandlimited (i.e., spectral components associated with eigenvalues |λ| ∈ [0, c) are zero),
the transferability bound is only given by the first two terms of (6.7) and thus vanishes
with the size of the graph. In the more general case in which the input signal is not
bandlimited, regardless of how we fix c ∈ (0, 1] there will be some residual non-transferable
energy associated with the spectral components |λ| ∈ [0, c). However, the effect of the nontransferable spectral components on the transferability error is attenuated by the filter since
its Lipschitz constant on the (−c, c) interval, ah , is smaller than Ah , the Lipschitz constant
on [−1, −c] ∪ [c, 1]. In particular, if ah  Ah the filter resembles a filter with constant
frequency response on the (−c, c) band. See Section 6.3.3 for more in-depth discussion of
the non-transferable energy and of filters with constant band.
Using concentration inequalities for the uniform distribution, Proposition 8 can be
extended to weighted graphs.
Proposition 9 (Graphon filter approximation on a weighted graph). Let Y = Φ(X; h, W)
be a graphon filter [cf. (6.5)] satisfying assumptions AS8–AS10. Given a weighted graph
Gñ with GSO Sñ [cf. Definition 14], let

yñ = Φ(xñ ; h, Sñ ) be the graph filter instantiated

from Φ(X; h, W) on this graph. Let χ1 , χ2 ∈ (0, 0.3]. For any 0 < c ≤ 1 and n ≥ 4/χ2 , with
probability at least [1 − 2χ1 ] × [1 − χ2 ] it holds that

c 
πBW
2Aw α(n, χ1 )
kYñ − Y k ≤ Ah + c ñ
kXk
δWWñ
n
Ax α(n, χ1 )(ah c + 2)
+
+ 2ah ckXk
n

(6.8)

where Wñ = WGñ is the graphon induced by Gñ and Yñ = Φ(Xñ ; h, Wñ ) is the graphon filter
induced by

yñ = Φ(xñ ; h, Sñ ) (6.6).

Proof. Refer to Appendix C.1.
Therefore, graphon filters are also transferable to weighted graphs. The main difference
between Proposition 9 and Proposition 8 is that the first and second terms of the transferability bound are now multiplied by the node stochasticity constant α(n, χ1 ) [cf. Definition 18].
This constant shows up because of the randomness associated with the node labels ui , which
are sampled uniformly at random. Note that α(n, χ1 ) depends on both the graph size and
χ1 . The value of χ1 determines the confidence of the transferability bound. This confidence,
given by [1 − 2χ1 ] × [1 − χ2 ], also depends on the parameter χ2 . Although χ2 does not
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appear in (6.8), there is an interplay between the confidence bound and the minimum graph
size, since Proposition 9 holds with probability [1 − 2χ1 ] × [1 − χ2 ] for n ≥ 4/χ2 .
Next, we extend the graphon-graph filter approximation result to its more general form—
graphon filter approximation by graph filters supported on stochastic graphs. To do so,
we need one additional assumption on the size of the graph. This assumption imposes a
restriction on n related to the graphon variability Aw and its maximum degree dW .
AS11. Given χ3 ∈ (0, 1), n is such that
n−
where dW = maxx

R1
0

log 2n/χ3
Aw
>2
dW
dW

W(u, v)dv.

We also need the following lemma, which upper bounds the transferability error of a
graph filter across a weighted graph and a stochastic graph that is sampled from it (see
(6.1)).
Lemma 5 (Graph filter transferability from weighted to stochastic graphs). Consider a
graphon W satisfying assumption AS8, and let Gñ be a weighted graph with GSO Sñ [cf.
Definition 14] and Gñ a stochastic graph with GSO Sñ obtained from Sñ as in (6.1). Given

yñ = Φ(xñ ; h, Sñ ) and yñ = Φ(xñ ; h, Sñ )
be graph filters satisfying assumption AS9 and acting on the graph signals xñ and xñ
instantiated from X on Gñ and Gñ respectively (note that xñ = xñ ). Let χ3 ∈ (0, 1). For
a graphon signal X satisfying assumption AS10, let

any 0 < c ≤ 1 and n satisfying assumption AS11, with probability at least 1 − χ3 it holds that
kyñ − yñ k ≤

! r
c
πBW
log (2n/χ3 )
ñ
2
Ah + c
kxñ k
δWñ Wñ
n
+2ah ckxñ k

where Wñ = WGñ and Wñ = WGñ are the graphons induced by Gñ and Gñ respectively.
Proof. Refer to Appendix C.2.
The graphon filter approximation result is obtained by combining Proposition 9 and
Lemma 5 through the triangle inequality.
Theorem 7 (Graphon filter approximation on a stochastic graph). Let Y = Φ(X; h, W)
be a graphon filter [cf. (6.5)] satisfying assumptions AS8–AS10. Given a stochastic graph
Gñ with GSO Sñ [cf. Definition 15], let yñ = Φ(xñ ; h, Sñ ) be the graph filter instantiated
from Φ(X; h, W) on this graph. Let χ1 , χ2 , χ3 ∈ (0, 0.3]. For any 0 < c ≤ 1 and n ≥ 4/χ2
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satisfying assumption AS11, with probability at least [1 − 2χ1 ] × [1 − χ2 ] × [1 − χ3 ] it holds
that


c
πBW
2(Aw α(n, χ1 ) + β(n, χ3 ))
ñ
kYñ − Y k ≤ Ah + c
kXk
δWWñ
n
+

Ax α(n, χ1 )(ah c + 2)
+ 4ah ckXk
n

where Wñ = WGñ is the graphon induced by Gñ and Yñ = Φ(Xñ ; h, Wñ ) is the graphon
filter induced by yñ = Φ(xñ ; h, Sñ ) (6.6).
Proof. Theorem 7 follows directly from Lemma 5, Proposition 9 and the triangle inequality.
Note that the probabilities [1 − χ1 ] × [1 − χ2 ] and 1 − χ3 are multiplied because Lemma 5
holds for any weighted graph Gñ , i.e., it is independent of the weighted graph.
This approximation bound is similar to the approximation bound derived for weighted
graphs in Proposition 9, with two important differences. The first is that, in addition
to depending on the node stochasticity constant α(n, χ1 ), the transferability constant
also depends on the edge stochasticity β(n, χ3 ) [cf. Definition 19] which accounts for the
randomness of the edges of Gñ . Besides modifying the value of the transferability constant
for stochastic graphs, note that β(n, χ3 ) also lowers the confidence of the bound. The second
difference is that the part of the bound due to non-transferable spectral components is twice
that of Proposition 9. This is due to the summation of the non-transferable energy between
the graphon and the weighted graph (Proposition 9), and between the weighted graph and
the stochastic graph (Lemma 5).
Since a graphon identifies a family of graphs, the graphon filter approximation result in
Theorem 7 can be readily extended to a graph filter transferability result. If we can bound
the error made when we transfer (i) a graphon filter to a stochastic graph Gñ1 and (ii) the
same graphon filter to a stochastic graph Gñ2 , then we can bound the error of transferring
a graph filter across Gñ1 and Gñ2 by the sum of (i) and (ii).
Theorem 8 (Graph filter transferability on stochastic graphs). Let Y = Φ(X; h, W) be
a graphon filter [cf. (6.5)] satisfying assumptions AS8–AS10. Let Gñ1 and Gñ2 , n1 6= n2 ,
be two stochastic graphs with GSOs Sñ1 and Sñ2 respectively [cf. Definition 15], and
let yñ1 = Φ(xñ1 ; h, Sñ1 ) and yñ2 = Φ(xñ2 ; h, Sñ2 ) be the graph filters instantiated from
Φ(X; h, W) on these graphs. Let χ1 , χ2 , χ3 ∈ (0, 0.3]. For any 0 < c ≤ 1 and n1 , n2 ≥ 4/χ2
satisfying assumption AS11, with probability at least [1 − 2χ1 ]2 × [1 − χ2 ]2 × [1 − χ3 ]2 it holds
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that
kYñ1 − Yñ2 k


c
πBmax
Aw α(ni , χ1 ) + β(ni , χ3 )
≤ 4 Ah + c
max
kXk
δmin
ni
i∈{1,2}
α(ni , χ1 )
+ 8ah ckXk
+ 2Ax (ah c + 2) max
ni
i∈{1,2}
c
c
c
where Bmax
= maxi∈{1,2} max BW
, BW
ñ
ñ
i

i



c
c
c
and δmin
= mini∈{1,2} min δWW
, δW
ñ
ñ
i


Wñi
i

.

Proof. Theorem 8 follows directly from Theorem 7 and the triangle inequality.
Graph filters are thus transferable across stochastic graphs in the same graphon family.
Since stochastic graphs graphs have random edges, Theorem 8 can be applied to graphs of
same size. If n1 and n2 are different, the transferability bound is slightly loose because it is
a simplification of the sum of the graphon filter approximation bounds for Gñ1 and Gñ2 .
This simplification is however useful as it shows that the transferability error of graph filters
is dominated by the graph with the largest node and edge stochasticity-to-size ratio, which
is typically the smallest graph.
Transferability of graph filters is an important result because it means that we can
design a filter for one graph and transfer it to another. This is possible even if the graphs
have different sizes, which considerably simplifies the linear processing of data supported
on large-scale graphs. In the following, we will show that graph filter transferability also
enables large-scale graph machine learning. This is because the transferability properties of
graph filters are not only inherited, but also augmented by GNNs.
Remark 8 (Graph filter transferability on template and weighted graphs). The graph filter
transferability result derived for stochastic graphs in Theorem 8 also holds for weighted and
template graphs. Simply set β(n, χ3 ) = 0 for template and weighted graphs and α(n, χ1 ) = 1
for template graphs. Tighter bounds can be achieved by combining the triangle inequality
with Propositions 8 and 9 respectively, in the same way that Theorem 7 was used to show
Theorem 8.

6.3

Transferability of Graph Neural Networks

In the following, we discuss the transferability properties of GNNs. We begin by defining
the limits of GNNs—WNNs—in Section 6.3.1. Then, in Section 6.3.2 we interpret WNNs
as generative models for GNNs, and show that they can be approximated by GNNs sampled
from them on stochastic (and thus also on weighted) graphs. The error of this approximation
is upper bounded by Theorem 9. The transferability of GNNs (Theorem 10) follows directly
from this result.
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6.3.1

Graphon Neural Networks

A graphon neural network (WNN) is a deep convolutional architecture consisting of layers
where each layer implements a convolutional filterbank followed by a pointwise nonlinearity
[10]. Consider layer `, which maps the incoming F`−1 features from layer ` − 1 into F`
g
features. The first step in this layer is to process the features X`−1
, 1 ≤ g ≤ F`−1 , with a

convolutional filterbank to generate the F` intermediate linear features U`f ,
F`−1

U`f =

X

g
THf g X`−1

(6.9)

`

g=1

where 1 ≤ f ≤ F` . Each intermediate feature U`f is obtained by aggregating the outputs of
F`−1 filters like the one in (5.11) with coefficients hf` g . Since there are F` such intermediate
features, the filterbanks at each layer of the WNN contain a total of F` × F`−1 convolutional
filters.
The next step is to process the intermediate features U`f with a pointwise nonlinearity,
e.g., the ReLU. Denoting this nonlinearity σ, the f th feature of the `th layer is given by
X`f

=σ



U`f



(6.10)

for 1 ≤ f ≤ F` . Because the nonlinearity is pointwise, X`f (u) = σ(U`f (u)) for all u ∈ [0, 1].
If the WNN has L layers, (6.9)–(6.10) are repeated L times. The input features at the first
layer, X0g , are the input data X g for 1 ≤ g ≤ F0 , and the WNN output is given by Y f = XLf
for 1 ≤ f ≤ FL .
0
Similarly to the graphon filter, a WNN with inputs X = {X g }Fg=1
and outputs Y =
L
{Y f }Ff =1
can be represented more compactly as the map Y = Φ(X; H, W), where H is

a tensor grouping the coefficients hf` g for all features and all layers of the WNN, i.e.,
H = [hf` g ]`f g for 1 ≤ ` ≤ L, 1 ≤ f ≤ F` and 1 ≤ g ≤ F`−1 . Comparing this map with the
GNN map in (2.10), we see that, except for the fact that their supports—a graphon and
a graph respectively—are different, if the tensors H are equal, these maps are the same.
This allows interpreting WNNs as generative models for GNNs where the graph Gn is
instantiated from W as in Definitions 13, 14 or 15, and the graph signal xn is instantiated
from X as in (6.3) or (6.4).
The interpretation of WNNs as generative models for GNNs is important for two reasons.
First, it allows designing one WNN and instantiating as many GNNs as desired from it.
I.e, it allows designing neural networks in the limit of very large graphs and transferring
them to finite graphs without changes to the architecture. Second, it motivates analyzing
the ability to transfer GNNs across graphs of same or different size, since a sequence of
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graphs instantiated from a graphon following any of Definitions 13, 14 or 15 converges in
probability [105, Chapter 11].
To be able to compare WNNs with GNNs, or two GNNs supported on graphs of different
sizes, we will need to define WNNs induced by GNNs. The WNN induced by a GNN
Φ(xn ; H, Sn ) on the graph Gn is given by
Yn = Φ(Xn ; H, Wn )

(6.11)

where where the graphon Wn = WGn is the graphon induced by Gn (6.2) and Xn is the
graphon signal induced by the graph signal xn (5.9).

6.3.2

Transferability Results

Consider a WNN with L layers, F0 = 1 input feature, FL = 1 output feature, and F` = F
features per layer for 1 ≤ ` ≤ L − 1. Under a Lipschitz continuity assumption on the
nonlinearity σ, this WNN can be approximated by a GNN on a stochastic graph.
AS12. The activation functions are normalized Lipschitz, i.e., |σ(x) − σ(y)| ≤ |x − y|, and
σ(0) = 0.
Theorem 9 (WNN approximation on a stochastic graph). Let Y = Φ(X; H, W) be a
WNN with L layers, F0 = FL = 1 input and output features and F` = F , 1 ≤ ` < L [cf.
(6.9)–(6.10)]. Assume that this WNN satisfies assumptions AS8, AS10, and AS12, and
that the convolutional filters that make up its layers all satisfy assumption AS9. Given a
stochastic graph Gñ with GSO Sñ [cf. Definition 15], let yñ = Φ(xñ ; H, Sñ ) be the GNN
instantiated from Φ(X; H, W) on this graph. Let χ1 , χ2 , χ3 ∈ (0, 0.3]. For any 0 < c ≤ 1 and
n ≥ 4/χ2 satisfying assumption AS11, with probability at least [1 − 2χ1 ] × [1 − χ2 ] × [1 − χ3 ]
it holds that
kYñ − Y k ≤ LF

L−1



c
πBW
ñ
Ah + c
δWWñ

2(Aw α(n, χ1 ) + β(n, χ3 ))
kXk
n
Ax α(n, χ1 )(ah c + 2)
+
+ LF L−1 4ah ckXk
n
×

(6.12)

where Wñ = WGñ is the graphon induced by Gñ and Yñ = Φ(Xñ ; H, Wñ ) is the WNN
induced by yñ = Φ(xñ ; H, Sñ ) (6.11).
Proof. Refer to Appendix C.3.
This theorem follows recursively from Theorem 7 because, provided that Assumption
AS12 is met, |σ(U` +∆U` )−σ(U` )| can be upper bounded by |∆U` |. Most common activation
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functions, e.g., the hyperbolic tangent and the ReLU, satisfy this assumption. Thus, we can
bound the error incurred of approximating WNN with a GNN by the transferability error
of a cascade of L graphon filterbanks.
Akin to the graphon filter approximation bound, the approximation bound in Theorem 9
has three terms: one that is controlled by the transferability constant; one that is fixed; and
one that corrresponds to the non-transferable energy of the input signal. The fixed error
term stems from discretizing the input signal X on the stochastic graph Gñ . It is exactly
the same as in Theorem 7, while the other error terms differ by a scaling factor of LF L−1 .
The deeper and the wider the WNN, the more difficult it is to approximate it with a GNN.
From Theorem 9, it is ready to show that GNNs are transferable across stochastic graphs.
Theorem 10 (GNN transferability on stochastic graphs). Let Y = Φ(X; H, W) be a WNN
[cf. (2.10)] satisfying assumptions AS8, AS10, AS12, and such that the convolutional filters
at all layers satisfy assumption AS9. Let Gñ1 and Gñ2 , n1 6= n2 , be two stochastic graphs
with GSOs Sñ1 and Sñ2 respectively [cf. Definition 15], and let yñ1 = Φ(xñ1 ; H, Sñ1 ) and
yñ2 = Φ(xñ2 ; H, Sñ2 ) be the GNNs instantiated from Φ(X; H, W) on these graphs. Let
χ1 , χ2 , χ3 ∈ (0, 0.3]. For any 0 < c ≤ 1 and n1 , n2 ≥ 4/χ2 satisfying assumption AS11, with
probability at least [1 − 2χ1 ]2 × [1 − χ2 ]2 × [1 − χ3 ]2 it holds that


πB c
kYñ1 − Yñ2 k ≤ 4LF L−1 Ah + c max
δmin
Aw α(ni , χ1 ) + β(ni , χ3 )
× max
kXk
ni
i∈{1,2}
α(ni , χ1 )
+ 2Ax (ah c + 2) max
+ 8LF L−1 ah ckXk
n
i∈{1,2}
i
c
c
c
, BW
where Bmax
= maxi∈{1,2} max BW
ñ
ñ
i

i



c
c
c
, δW
and δmin
= mini∈{1,2} min δWW
ñ
ñ
i


Wñi
i

.

Proof. Theorem 10 follows directly from Theorem 9 and the triangle inequality.
When n1 = n2 , the GNN transferability bound in Theorem 10 is approximately twice
the WNN approximation bound in Theorem 9. When n1 6= n2 , this bound can be improved
by explicitly writing the sum of (6.12) for Gñ1 and Gñ2 ; we take the maximum to highlight
that the error is dominated by the inverse of the size of smallest graph. Although Theorem
10 is explicitly written for stochastic graphs, it also holds for weighted and template graphs
associated with the same graphon; see Remark 9.
The main implication of Theorem 10 is that a GNN can be trained on one graph to
be transferred to another graph, which is especially helpful when the graph on which we
want to execute the GNN is large and training on it is costly. In these cases, we can use
the bound in Theorem 10 to determine the minimum size of the graph on which the GNN
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should be trained to meet a given error allowance. The transferability property of the GNN
thus makes it a suitable model for machine learning on large-scale graphs.
Remark 9. The GNN transferability result derived for stochastic graphs in Theorem 10
holds for weighted graphs by setting β(n, χ3 ) = 0 for weighted and template graphs and
α(n, χ1 ) = 1 for the latter. However, the resulting bounds are slightly loose. For tighter
bounds, combine the triangle inequality with Propositions 8 and 9 respectively to obtain the
graph filter transferability bounds for template and stochastic graphs. Then, follow the same
proof steps used to show Theorem 10 from Theorem 8 in Appendix C.3 of the supplementary
material. The graph filter transferability result derived for stochastic graphs in Theorem 8
also holds for weighted and template graphs. Simply set β(n, χ3 ) = 0 for both types of graphs
and α(n, χ1 ) = 1 for template graphs. Tighter bounds can be achieved by combining the
triangle inequality with Propositions 8 and 9 respectively, in the same way that Theorem 7
was used to show Theorem 8.

6.3.3

Discussion

Non-transferable energy, filters with constant band, and asymptotics. In order to be transferable, filters and GNNs have to be able to “match” the eigenvalues of the source graph
with those of the target graph so that the amplifications of the output signal’s spectral
components match on both graphs. This is possible because, as illustrated in Figure 6.1, as
n → ∞ the eigenvalues of a graph Gn sampled from a graphon W converge to the graphon
eigenvalues [105, Chapter 11.6]. Hence, for large enough Gn1 and Gn2 their eigenvalues are
close. However, because the graphon eigenvalues accumulate near zero, for small eigenvalues
(i.e., for λj such that |j| → ∞), this matching becomes very hard. This is due to the fact
that the distance between the eigenvalues λj (Gn1 ) and λj (Gn2 ) might be larger than the
distance between consecutive eigenvalues in this range. To mitigate this problem, as shown in
Figure 6.1 we restrict the variability of the filters to ah < Ah below a certain threshold c [cf.
Assumption AS11]. This ensures that the amplifications of the spectral components below
c won’t be too different, and the fact that they cannot be discriminated less problematic.
Still, because ah is nonzero, the transference of these spectral components will incur in an
error—the third term of the transferability bound in Theorems 8 and 10. We refer to the
energy of this error as the non-transferable energy, since it stems from spectral components
which cannot be transferred from graph to graph.
Due to ah being small, the non-transferable energy does not contribute much to the
transferability error and is dominated by the part of the bound that depends on the
transferability constant. However, this is largely dependent on the value of c. Reducing the
value of c reduces the contribution of the non-transferable energy to the transferability bound.
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But decreasing c also has the effect of increasing the transferability constant both through
c , because a lower value of c results in a larger number of eigenvalues in [−1, −c] ∪ [c, 1];
Bmax
c , because as c approaches zero so does the margin between consecutive
and through δmin
c
eigenvalues, which is the limit of δmin
as n → ∞.

The non-transferable energy is so called because, for fixed c, it is a constant term in the
transferability bound which does not decrease with the size of the graphs. To avoid nontransferable spectral components, the graph filter (or, respectively, the graph filters of the
GNN) would need to have a constant frequency response for |λ| < c or, equivalently, ah = 0.
However, such filters are undesirable in practice because since they are not analytic they
cannot be written in convolutional form (2.5). Nonetheless, in the limit it is possible to show
that the difference between the outputs of Lipschitz continuous graph convolutions supported
on Gn1 and Gn2 converging to the same graphon (and therefore of GNNs constructed with
such convolutions) vanishes as n1 , n2 → ∞. This convergence result, which can be seen as
an asymptotic transferability result, is proved in [4, Theorem 4].
Transferability-discriminability tradeoff and the effect of nonlinearities. In both the graph
filter transferability theorem (Theorem 8) and its GNN counterpart (Theorem 10), the
c
transferability constant (i.e., the first term of the bound) depends on the parameters Bmax
c
and δmin
of the graph convolutional filters, which in turn depend on the value of c. The
c
parameter Bmax
is the maximum c-band cardinality of a graphon [cf. Definition 16], which
c is the minimum
counts the number of graphon eigenvalues larger than c. The parameter δmin

c-eigenvalue margin between two graphons [cf. Definition 17], which measures the minimum
distance between eigenvalues of these two graphons with consecutive indices where one is
smaller and the other is larger than c. Since the eigenvalues of the limit graphon accumulate
c
near zero, if c is large (i.e., close to one), Bmax
is small—because there are less eigenvalues
c
in the [−1, −c] ∪ [c, 1] interval—and δmin
is large—because the further away eigenvalues are

from zero, the larger the distance between two consecutive eigenvalues. This leads to a
smaller transferability constant, increasing transferability. On the other hand, larger values
of c also reduce the model’s discriminative power (or discriminability) because they decrease
the length of the interval [−1, −c] ∪ [c, 1] where the filter has full variability (i.e., Ah ). Hence,
there exists a tradeoff between transferability and discriminability in graph filters and GNNs.
The value of the Lipschitz constant Ah also plays a role in this trade-off, as higher values of
Ah lead to more discriminability but increase the transferability bound.
In the case of GNNs, the transferability-discriminability tradeoff is slightly better than
in graph filters because of the addition of nonlinearities. Nonlinearities act as rectifiers
which scatter some spectral components associated with small eigenvalues to the middle
range of the spectrum where they can then be discriminated by the filters in the subsequent
layer. Interestingly, nonlinearities play a similar role in the stability of GNNs, in which
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case it is the scattering of the components associated with large eigenvalues that improves
stability [30].
Graph as a design parameter. While to prove transferability we focus on the limit object
interpretation of WNNs, their interpretation as generative models is also valuable because it
allows looking at the graph as a tunable parameter of the GNN. I.e., instead of considering
the graph to be a fixed hyperparameter, we could think of it it as learnable parameter of
the architecture like the weights H. The interpretation of the graph as a design parameter
motivates a number of interesting research directions, e.g., building more general GNN
architectures (i.e., with larger degrees of freedom); designing adversarial graph perturbations
for GNNs; and drawing deeper connections between GNNs and transformers [116], which
are GNN architectures where the graph is learned.

6.4

Numerical Experiments

We illustrate the transferability properties of graph filters and GNNs in two applications:
movie recommendation on a movie similarity network, and flocking via decentralized robot
control. All architectures are trained using ADAM with learning rate 5 × 10−4 and forgetting
factors 0.9 and 0.999.

6.4.1

Movie Recommendation

We consider the MovieLens-1M dataset [53], which consists of one million ratings given by
6000 users to 4000 movies. Each rating is a score between 1 and 5 and higher scores indicate
higher preference. Specifically, we aim to predict the ratings given by different users to
the movie “Star Wars: Episode IV - A New Hope”, which has a total of 2991 ratings. To
do so, we define a movie similarity network, where each node is a movie and each edge is
the similarity between two movies. We restrict attention to movies with at least 5 ratings,
which brings the number of nodes of the full movie similarity network down to 3416. We
compute this network by defining a training set with 90% of the users, and by defining the
similarity between two movies as the correlation between the ratings given by users in the
training set to these movies. Movies are then connected with their 40 nearest neighbors, i.e.,
with the 40 movies with which they have the highest correlation. Each user corresponds to
a graph signal. At each node, the value of a signal is the rating given by the user to the
corresponding movie, or zero if a rating is not available. To train graph filters and GNNs in
a supervised manner, we constructed input-output pairs where, for each user, the output is
the the rating to ‘Star Wars” and the input is the user’s graph signal with the rating to this
movie zeroed out.
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Figure 6.2: (a) Difference between the RMSEs achieved on the training network and on the full
3416-movie network for the graph filter, the GNN, and the GNN trained by penalizing convolutions
with high Lipschitz constant. The errors achieved by training on the full movie network are 0.81 ± 0.04
for the graph filter and 0.81 ± 0.04 for the GNN. (b) Difference between the control cost achieved on
the training network and on the full 100-agent network, relative to the cost on the training network,
for a graph filter and a GNN. (c) Difference between the control cost achieved on the training network
and on the full 100-agent network, relative to the cost on the original network, for a GNN and a
GNN trained by penalizing convolutions with high Lipschitz constant. The costs achieved by training
on the 100 agent network are 19.31 ± 20.66 for the graph filter and 1.46 ± 0.01 for the GNN. The
error bars in (a)–(c) are scaled by 0.5.

The architectures we consider are a 1-layer graph filter and a 1-layer GNN. Both have
F0 = 1 input features, F1 = 64 features in the first layer, and K = 5 filter taps. The
nonlinearity of the GNN is the ReLU and both the graph filter and the GNN are followed
by a readout layer which outputs 1 feature, the rating. These architectures are trained by
minimizing the MSE at the node corresponding to the movie “Star Wars”. We set aside
10% of the training samples for validation and train over 30 epochs with batch size 16.
Performance is measured by recording the root mean squared error (RMSE) achieved by
each architecture on the test set. To analyze transferability, we train the graph filter and
the GNN on subnetworks with n = 500, 750, 1000, 1250, 1500, 1750, 2000 movies, and plot
the difference between the RMSE they achieve on the subnetwork of size n and on the full
3416-movie network, relative to the former, in Figure 6.2(a).
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In Figure 6.2(a), we observe that the RMSE difference decreases with the size of the
movie subnetwork for both the graph filter and the GNN as predicted by Theorems 8 and 10.
Although the GNN (orange) achieves a lower transferability error than the graph filter (blue)
for most values of n, the difference is very small. We hypothesize that this is because the
graph convolutions being learned in the GNN have high variability. To test this hypothesis,
we retrain the GNN by minimizing the penalized MSE loss with penalization factor given by
the maximum Lispchitz constant of the filters of the GNN scaled by a penalty multiplier. The
transferability error of this GNN is shown in green. The Lipschitz GNN is more transferable
than the graph filter and the GNN trained without regularization, corroborating that GNNs
are more transferable than graph filters, and illustrating the transferability-discriminability
tradeoff of Theorem 10.

6.4.2

Flocking via Decentralized Robot Control

Decentralized control problems consist of a team of n agents which must accomplish a
shared goal. Each agent has access to local states xi and generates local control actions ai .
In order to learn which actions to perform, agents exchange information across pairwise
communication links determined by their geographical proximity, which defines an agent
proximity network Gn . Because communication incurs in delays, if agents i and j are k
hops away from one another in Gn , at time t i only has access to the delayed state xj (t − k).
We define the information history of agent i as [117]
Xi (t) =

K−1
[ n

o
xj (t − k) : j ∈ Nik (t) .

(6.13)

k=0

This emphasizes that at time t agent i only knows its current state xi (t) and the states of
its k-hop neighbors j ∈ Nik at time t − k.
The information history in (6.13) allows defining a decentralized control scheme in which
the actions ai (t) can be calculated as functions of the history Xi (t). We can then use graph
filters and GNNs to parametrize these functions by incorporating the delayed information
structure into (2.5). Explicitly, to account for communication delays we rewrite the terms
Q
Sk x in (2.5) as kκ=1 S(t − κ)x(t − k). The convolutional filters in the GNN (2.7)–(2.8) are
modified in the same way.
In the flocking problem [67], the shared goal is for all the agents to move with the same
velocity while avoiding collisions. The states xi (t) ∈ R6 are given by [117]
"
xTi (t)

=

X
j∈Ni

vij (t);

X
j∈Ni (t)

X rij (t)
rij
;
krij (t)k4
krij (t)k2
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j∈Ni

#
(6.14)

where rij (t) are the positions and vij (t) the velocities of agent j measured relative to the
positions and velocities of agent i respectively. The neighborhood Ni consists of nodes j
such that krij k ≤ R, i.e., which are within a communication and sensing radius of length R
from i. We consider R = 2. At t = 0, the agents’ positions and velocities are initialized at
random. The actions ai (t) to predict are the agents’ accelerations.
While a centralized solution to the flocking problem is straightforward—it suffices to
direct all the agents to move in the same direction—the optimal decentralized controller is
unknown. Hence, we train decentralized graph filters and GNNs following the information
structure in (6.13) to “imitate” the centralized controller. We consider 2-layer graph filters
and a GNNs with F0 = 6 input features, F1 = 64 features in the first layer, and F2 = 32
features in the second layer. At all layers, the convolutional filters have K = 3 filter taps.
The readout layer outputs 2 features per node corresponding to the agents’ accelerations in
the x and y directions. The nonlinearity used in the GNN is the hyperbolic tangent.
Both architectures are trained by minimizing the mean squared error (MSE) over 400
training trajectories of duration equal to 100 steps. We train for 30 epochs using minibatches
of size 20, and validate the model over 20 validation trajectories every 5 training steps.
Performance is measured by recording the cost of the decentralized controller, given by the
sum of the deviations of each agent’s velocity from the mean, relative to the cost of the
centralized controller. The test set consists of 20 trajectories with the same duration.
In decentralized control problems, transferability is important because, since we are
training to imitate a centralized controller, the learning architecture has to be trained offline.
Hence, the networks observed during training are different than those observed during
execution, and typically smaller, because the cost of training graph filters and GNNs can be
prohibitive for large graphs. To assess whether the policies learned with graph filters and
GNNs are transferable in the flocking problem, we perform the following experiment. We
train the models on networks of size n = 25, 37, 50, 75, 87. Then, we test them on both the
original network and on a network with n = 100 agents, and record the difference between
the cost achieved on the original network and on the 100-agent network relative to the cost
on the original network. The results of this experiment for 10 random realizations of the
dataset are shown in Figure 6.2(b).
In Figure 6.2(b), we observe that the difference between the outputs of the graph filter
and the GNN on these networks both decrease as the number of nodes increases. This is
consistent with the asymptotic behavior of the transferability bounds in Theorems 8 and
10, which decrease with n. We also observe that, for fixed n, the relative cost difference of
the GNN is smaller than the relative cost difference of the graph filter. This evidences that
GNNs are more transferable than graph filters as discussed in Section 6.3.
We further validate our results by comparing the 2-layer GNN with a GNN with same
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architecture but trained by penalizing filters with large Lipschitz constant. In this case, we
minimize the sum of the MSE and of a penalization term given by the largest Lipschitz
constant across all filters multiplied by a penalization factor. The results are shown in Figure
6.2(c). Note that the models were only trained in networks with up to n = 62 agents due to
memory constraints. Although as expected the Lipschitz GNN is more transferable than
the GNN, the difference is very small. This can be interpreted to mean that, in flocking,
the optimal GNN filters have low variability regardless, which makes sense considering that
flocking is a type of consensus task.
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Chapter 7

Conclusions and Future Work
This dissertation introduces novel GNN architectures and derives theoretical convergence
results showcasing the transferability properties of such graph convolutional models. These
contributions justify the use of GNNs in large-scale machine learning applications and, in
particular, the numerical results in Chapter 6 provide empirical validation to these claims.
Nevertheless, we should stress that the framework developed in this thesis assumes the
existence of an underlying random graph model in the form of a graphon. Two questions
that arise are then whether the graphon is a suitable model in a given application and, if so,
which graphon.
In the movie recommendation problem, the movie similarity graph is clearly sampled
from a graphon. We do not know the closed-form expression of this graphon, but we do
know that it is the limit of a sequence of correlation graphs (refer to Section 3.4.3 for details
on the construction of these graphs). In practice, however, we do not need to know the
graphon. The training graphs generated by sampling nodes uniformly at random from the
large target graph are valid samples from this graphon.
In the decentralized robot control problem, the communication graphs are clearly not
sampled from a graphon. This is not difficult to see—constructing geometric graphs in twodimensional space requires sampling x and y coordinates, while when we sample a graphon
we only sample the unit line. In this case, a better continuos model is perhaps the manifold,
as we can define manifolds embedded in d-dimensional spaces and, as further discussed in
Section 7.1, manifold graph models allow sampling sparser graphs. Still, even if in the flocking
problem the graphon is not the most suitable limit object, we do observe a transferability
behavior that agrees with our theoretical results. This suggests that transferability is a more
global property of GNNs, not necessarily restricted to graphs sampled from graphons.
The question of what is the graphon model underlying a family of dense graphs is the
difficult problem of graphon estimation, which has been extensively studied in the literature
to various degrees of success (see, e.g. [94, 95, 97, 98]). The main difficulty in estimating
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graphons from graphs is that although graphons are exchangeable random graph models,
explicitly writing W(x, y) requires fixing a node labeling induced by the order of the real
numbers on the unit interval. For our purposes, we do not need to know the closed-form
expression of W(x, y). Still, we should be able to tell whether our graphs are part of
sequences converging to a graphon. We point out that any graph sequence generated by
sampling the graphon converges to it, but these are not the only convergent graph sequences
associated with a graphon.
A perhaps more interesting observation is that graphs converge to graphons in the sense
that the densities of local graph motifs in these graphs converge to the densities of the same
motifs on the graphon. Since convolutions are local operators, this convergence of local
graph substructures then explains the convergence of GNNs. Note, however, that rather than
showing convergence in the node domain, the argument that we used to show convergence
was spectral. This is not an artifact of our proofs, but a necessity. Due to accumulation of
the graphon spectrum close zero, filters that can discriminate high graph frequencies are
not transferable. This conclusion is the main contribution of this thesis. Combined with
the spectral mixing effect of nonlinearities, it explains why although transferability and
discriminability are incompatible in graph filters, they are compatible in GNNs.

7.1

Future Work

Manifolds. Graphons are good models for graph limits because convergence to a graphon
implies convergence of important structural and spectral properties, which in turn implies
convergence of graph information processing schemes. However, graphons are only good
models for limits of dense graphs, i.e., graphs with unbounded degree. Thus, an open
problem is to analyze the convergence and transferability properties of information processing
architectures supported on sparse graphs to information processing architectures supported
on sparse graph limits. To that end, we plan to explore graph limits modeled by more
generic topological spaces such as manifolds. Manifolds have a locally defined Laplacian
operator with a positive real spectrum. Same as the graphon eigenvalues, this operator’s
eigenvalues accumulate in certain parts of the spectrum, so many of the same conclusions
regarding the stability and discriminability of GNNs should apply. Different than graphon
spectrum, however, the spectrum of the LB operator is unbounded. This difference has
implications on the stability of GNNs to perturbations of the underlying graph model when
the graph is dense (i.e., sampled from a graphon) or sparse (i.e., sampled from a manifold).
In preliminary work on this topic [118–120], we have observed that convolutional neural
networks supported on a manifold are stable to manifold deformations leading to absolute
and relative perturbations of the manifold Laplacian. Thus, on graphs sampled from the
manifold, GNNs should also be stable to both absolute and relative perturbations. In
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the case of graphons, since the eigenvalues are contained in a bounded interval, relative
perturbations may lead to invalid graphon eigenvalues. This limits the stability analysis of
GNNs supported on dense graphs to absolute perturbations. Preliminary results from this
analysis are presented in [121].
Exploiting transferability in training. Another limitation of the transferability analysis
presented in Chapter 6 is that although it provides an upper bound for the error made
when transferring a GNN between two graphs, it does not address how we should go about
training a GNN on a different graph—the training graph—from the one on which it will
be executed—the execution graph. For instance, assume that we can select the size of
the training graph. An important problem in this case is how to choose the size of this
graph. After all, there is no benefit towards using a training graph so large that the upper
bound on the transferability error is lower than the statistical error of the training set.
We also intend to use the GNN transferability analysis to come up with more efficient
training algorithms for learning large-scale GNNs. For example, suppose that graphs with
any number of nodes up to a certain budget can be sampled at training time. A significant
reduction in computational complexity can be achieved by starting the training process
on a small graph and progressively increasing its size. In the limit, this algorithm can be
interpreted as learning a WNN by training a GNN on a convergent sequence of graphs.
Hence, convergence guarantees are contingent on the GNN weights converging to the optimal
weights of the WNN. We have obtained preliminary convergence results for this algorithm
under mild smoothness assumptions on the GNN and the limit graphon [122]. Further
research opportunities in this direction include (i) exploring adaptive graph size increases
(e.g., dictated by the norm of the gradient), (ii) analyzing the rate of convergence of the GNN,
and (iii) deriving complexity bounds for the training graph size akin to sample complexity
bounds.
Real-world applications. The problem of decentralized robot control also offers plenty of
future research opportunities, as there are different scenarios left to be explored besides the
one discussed in Chapter 6. For instance, in the flocking problem, we have only explored the
training of GNNs via imitation learning—a form of supervised learning based on imitating
an oracle’s trajectories—therefore a future research direction is to employ reinforcement
learning routines that would be too expensive to train on large agent graphs. We also plan
to apply the large-scale graph machine learning framework in Chapter 6 to new problems
such as epidemic modeling. Recall that, in Chapter 4, we used GRNNs to model the spread
of an epidemic outbreak in a high school under the SIR model. We plan to extend these
results to larger graphs and real-world datasets.
To conclude, the mathematical properties of GNNs can provide a better understanding
of the properties of other deep learning models such as transformers. This hypothesis is
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motivated by the empirical findings in [123] which suggest that transformers can generalize
compositionally. Compositional generalization is the ability of a model to generalize to
longer and more complex sequences of tokens than those observed at training time. Since
the transformer learns both the edge weights of a fully connected graph between the input
tokens and the parameters of a message-passing GNN on top of this graph, its compositional
generalization ability is likely related to the stability and transferability properties of GNNs.
This line of work is promising as it would allow extending the application of GNNs to various
natural language processing tasks.
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Appendix A

Appendix to Chapter 4
A.1

Proof of Proposition 5

Proof of Proposition 5. Since the permutation matrix P ∈ P is orthogonal, we have PT P =
PPT , which implies
S̃k = (PT SP)k = PT Sk P.

(A.1)

A(S̃) = PT A(S)P

(A.2)

Writing A(S̃) as in (2.5), we get

and so applying A(S̃) to x̃ = PT x yields
A(S̃)x̃ = PT A(S)PPT x = PT A(S)x.

(A.3)

Graph convolutions are thus permutation equivariant. Using (4.3), we can then write z̃t as
z̃t = σ(A(S̃)x̃t + B(S̃)z̃t−1 )

(A.4)

= σ(PT A(S)xt + PT B(S)zt−1 )

(A.5)

= PT σ(A(S)xt + B(S)zt−1 ) = PT zt

(A.6)

where the second-to-last equality follows from the fact that σ is pointwise and hence
permutation equivariant. Since ρ is also pointwise, by a similar reasoning we have ỹt =
ρ(C(S̃)z̃t ) = PT ρ(C(S)zt ) = PT yt .
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A.2

Proof of Theorem 1

Lemma 6. Let S = VΛVH and S̃ be graph shift operators. Let E = UMUH ∈ E(S, S̃) be
a relative perturbation matrix [cf. Definition 5] whose norm is such that
d(S, S̃) ≤ kEk ≤ ε.
For an integral Lipschitz filter [cf. Definition 6] with integral Lipschitz constant C, the
operator distance modulo permutation between filters H(S) and H(S̃) satisfies

√ 
kH(S) − H(S̃)kP ≤ 2C 1 + δ N ε + O(ε2 )

(A.7)

with δ := (kU − Vk2 + 1)2 − 1 standing for the eigenvector misalignment between shift
operator S and error matrix E.
Proof. See [30, Theorem 3].
Proof of Theorem 1. Without loss of generality, assume P = I in (4.12) and write S̃ =
S + ES + SET , Ã = A(S̃), B̃ = B(S̃) and C̃ = C(S̃). From (4.4), we can write
kyt − ỹt k = kρ(Czt ) − ρ(C̃z̃t )k ≤ kCzt − C̃z̃t k

(A.8)

since ρ(·) is normalized Lipschitz. Adding and subtracting Cz̃ on the right-hand side of
(A.8), and using both the triangle and Cauchy-Schwarz inequalities, we get
kyt − ỹt k ≤ kCkkzt − z̃t k + kC − C̃kkz̃t k.

(A.9)

The norm of C is assumed bounded, and Lemma 6 gives a bound to kC − C̃k. Using (4.3),
we can write
kzt − z̃t k = kσ(Axt + Bzt−1 ) − σ(Ãxt + B̃z̃t−1 )k

(A.10)

≤ kAxt + Bzt−1 − (Ãxt + B̃z̃t−1 )k

(A.11)

≤ kA − Ãkkxt k + kBzt−1 − B̃z̃t−1 k

(A.12)

where the first inequality follows from the fact that σ(·) is also normalized Lipschitz and the
second from the triangle and Cauchy-Schwarz inequalities respectively. The norm difference
kA − Ãk is bounded by Lemma 6 and kxt k ≤ kxk for all t, so we move onto deriving a
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bound for the second summand of (A.12). We rewrite it as
kBzt−1 +Bz̃t−1 − Bz̃t−1 − B̃z̃t−1 k
≤ kBkkzt−1 − z̃t−1 k + kB − B̃kkz̃t−1 k

(A.13)

which results in a recurrence relationship between kzt − z̃t k and kzt−1 − z̃t−1 k. Expanding
this recurrence, we obtain
kzt − z̃t k ≤

t−1
X

kBki kA − Ãkkxk

i=0
t

+ kBk kz0 − z̃0 k + kB − B̃k

t
X

kz̃t−i k

i=1

≤

t−1
X

kBki kA − Ãkkxk + kB − B̃k

i=0

t−1
X

kz̃i k

i=0

where the second inequality follows from z0 = z̃0 . Now it suffices to bound kzi k for any
given i > 0. Writing zt as in (4.3) and observing that, because σ(·) is normalized Lipschitz
and σ(0) = 0, |σ(x)| < |x|, we can use the triangle and Cauchy-Schwarz inequalities to write
kzi k ≤ kAkkxi k + kBkkzi−1 k ≤ . . .
≤

i−1
X

kBkj kAkkxk + kBki kz0 k

(A.14)

j=0

for i > 0. Substituting this in (A.13), we get
kzt − z̃t k ≤ kA − Ãkkxk

t−1
X

kBki

i=0



t−1 X
i−1
t−1
X
X
j
i
+ kB − B̃k kÃkkxk
kB̃k + kz0 k
kB̃k .
i=1 j=0
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i=0

(A.15)

Finally, substituting equations (A.13) and (A.15) in (A.9) gives

t−1
X
kyt − ỹt k ≤ kCk kA − Ãkkxk
kBki
i=0



t−1 X
i−1
t−1
X
X
j
i
+ kB − B̃k kÃkkxk
kB̃k + kz0 k
kB̃k
i=1 j=0

+ kC − C̃k

X
t−1

i=0


i
t
kB̃k kÃkkxk + kB̃k kz0 k .

i=0

This expression can be simplified by applying Lemma 6 to the norm differences kA − Ãk,
kB − B̃k and kC − C̃k, and by recalling that kAk = kBk = kCk = 1, kxk = 1 and z0 = 0.
Denoting C = max{CA , CB , CC } the maximum filter Lipschitz constant, we recover (4.17)
with P = I,
kyt − ỹt k ≤ C(1 +

√

N δ)(t2 + 3t)ε + O(ε2 )

(A.16)

which completes the proof.

A.3

Proof of Theorem 2

Proof of Theorem 2. Without loss of generality, we will assume P = I in (4.12) and write
˜
˜
˜ = Ǎ(S̃), B̃ = B(S̃), B̂
˜ = B̌(S̃)
S̃ = S + ES + SET , Ã = A(S̃), Â = Â(S̃), Ǎ
= B̂(S̃), B̌
and C̃ = C(S̃). We also denote the input and forget gate operators whose parameters θ̂ and
θ̌ have been perturbed by
˜
˜.
Q̂ ˜ = Q̂ and Q̌θ̌˜ = Q̌
θ̂

By the same reasoning used in equations (A.8) and (A.9) of the proof of Theorem 1, we
start by bounding kyt − ỹt k as
kyt − ỹt k ≤ kCkkzt − z̃t k + kC − C̃kkz̃t k.

(A.17)

Using (4.18) and AS9, we can write
kzt − z̃t k = kσ(Q̂(Axt ) + Q̌(Bzt−1 ))
˜
˜ (B̃z̃ ))k
− σ(Q̂(Ãxt ) + Q̌
t−1
˜
≤ kQ̂(Axt ) − Q̂(Ãxt )k
˜ (B̃z̃ )k
+ kQ̌(Bz ) − Q̌
t−1
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t−1

(A.18)

where the bound follows from the triangle inequality. Focusing on the first term on the
right-hand side of (A.18), we apply the triangle once again to get
˜
kQ̂(Axt ) − Q̂(Ãxt )k = . . .
˜
˜
˜
= kQ̂(Axt ) + Q̂(Axt ) − Q̂(Axt ) − Q̂(Ãxt )k
˜
˜
˜
≤ kQ̂(Axt ) − Q̂(Axt )k + kQ̂(Axt ) − Q̂(Ãxt )k.

(A.19)

Using the Cauchy-Schwarz inequality and AS12,
˜
˜
kQ̂(Axt ) − Q̂(Axt )k ≤ kQ̂ − Q̂kkAkkxt k
˜t )kkAkkxt k
≤ QkΦ̂S (ẑt ) − Φ̂S̃ (ẑ

(A.20)

˜t )k and applying the triangle inequality,
and, adding and subtracting Φ̂S̃ (ẑt ) to kΦ̂S (ẑt )− Φ̂S̃ (ẑ
˜t )k ≤ . . .
kΦ̂S (ẑt ) − Φ̂S̃ (ẑ
˜t )k
≤ kΦ̂S (ẑt ) − Φ̂S̃ (ẑt )k + kΦ̂S̃ (ẑt ) − Φ̂S̃ (ẑ

(A.21)

˜t k
≤ φ2 εkẑt k + φ1 kẑt − ẑ
where the second inequality follows from AS6 and AS7.
To bound the second term on the right-hand side of (A.19), we use the fact that the
gate operator is additive. Explicitly,
˜
˜
˜
kQ̂(Axt ) − Q̂(Ãxt )k = kQ̂(Axt − Ãxt )k

(A.22)

≤ kA − Ãkkxt k
˜
where we have used the Cauchy-Schwarz inequality and the fact that kQ̂k ≤ 1. Putting
˜
together equations (A.20), (A.21) and (A.22), we arrive at a bound for kQ̂(Axt ) − Q̂(Ãxt )k,
˜
kQ̂(Axt ) − Q̂(Ãxt )k ≤ Qφ2 εkẑt k
˜t k + kA − Ãk
+ Qφ1 kẑt − ẑ

(A.23)

where we have additionally used Assumptions AS8 and AS11 to bound kAk and kxt k.
˜ (Bz ) to the right-hand side of (A.18) and use the triangle
We add and subtract Q̌
t−1
inequality to get
˜ (B̃z̃ )k ≤ . . .
kQ̌(Bzt−1 )−Q̌
t−1
˜ (Bz )k
≤ kQ̌(Bzt−1 ) − Q̌
t−1
˜
˜
+ kQ̌(Bz ) − Q̌(B̃z̃ )k.
t−1
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t−1

Using the Cauchy-Schwarz inequality and AS12,
˜ (Bz )k ≤ . . .
kQ̌(Bzt−1 )−Q̌
t−1
˜ kkBkkz
≤ kQ̌ − Q̌

(A.24)

t−1 k

˜t )kkBkkzt−1 k
≤ QkΦ̌S (žt ) − Φ̌S̃ (ž
˜t )k,
and adding and subtracting Φ̌S̃ (žt ) in kΦ̌S (žt ) − Φ̌S̃ (ž
˜t k.
˜t )k ≤ φ2 εkžt k + φ1 kžt − ž
kΦ̌S (žt ) − Φ̌S̃ (ž

(A.25)

˜ (Bz ) − Q̌
˜ (B̃z̃ )k, we use the fact that the gating operator is additive
To bound kQ̌
t−1
t−1
and bounded by 1 to write
˜ (Bz ) − Q̌
˜ (B̃z̃ )k = kQ̌
˜ (Bz
kQ̌
t−1
t−1
t−1 − B̃z̃t−1 )k
˜ kkBz
≤ kQ̌
− B̃z̃ k
t−1

t−1

(A.26)

≤ kBzt−1 − B̃z̃t−1 k
where the first inequality follows from Cauchy-Schwarz. Finally, adding and subtracting
B̃zt−1 to kBzt−1 − B̃z̃t−1 k and applying the triangle and Cauchy-Schwarz inequalities, we
get
kBzt−1 − B̃z̃t−1 k ≤ kB − B̃kkzt−1 k + kB̃kkzt−1 − z̃t−1 k.

(A.27)

Putting together equations (A.24) through (A.27), we arrive at a bound for kQ̌(Bzt−1 ) −
˜ (B̃z̃ )k,
Q̌
t−1
˜ (B̃z̃ )k ≤ Qφ εkž kkz k
kQ̌(Bzt−1 ) − Q̌
t−1
2
t
t−1
˜t kkzt−1 k + kB − B̃kkzt−1 k
+ Qφ1 kžt − ž

(A.28)

+ kzt−1 − z̃t−1 k.
Plugging (A.23) and (A.28) back in (A.18), we then see that the upper bound for kzt −z̃t k
satisfies a recurrence relationship. Explicitly,
kzt − z̃t k ≤ kzt−1 − z̃t−1 k + Qφ2 εkẑt k
˜t k + kA − Ãk
+ Qφ1 kẑt − ẑ
˜t k)
+ kzt−1 kQ(φ2 εkžt k + φ1 kžt − ž

(A.29)

+ kzt−1 kkB − B̃k.
Note that, because the GRNN used to compute the input gate state ẑt is not gated, we can
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use equations (A.14) and (A.15) to bound the second and third terms on the right-hand
˜t k. We also know bounds for kžt k and kžt − ž
˜t k,
side, which only depend on kẑt k and kẑt − ẑ
but the last two terms of (A.29) also depend on kzt−1 k. To bound this term, we use (4.18)
to write
kzi k = kσ(Q̂(Axi ) + Q̌(Bzi−1 ))k
≤ kQ̂(Axi ) + Q̌(Bzi−1 )k
≤ kAkkxi k + kBkkzi−1 k
where the first inequality follows from AS9 and the second from the Cauchy-Schwarz
inequality and the fact that the gate operator norms are bounded by 1. We conclude that
the addition of gate operators has no effect on this bound and thus kzi k can be bounded as
in (A.14).
Substituting (A.14) and (A.15) in (A.29), we solve the recurrence for kzt − z̃t k and use
Lemma 6 to obtain
√
kzt − z̃t k ≤ C 0 (1 + δ N )(t + t2 )ε

√ 
+ Q φ2 + φ1 C 0 (1 + δ N ) t3 ε
√
+ Qφ1 C 0 (1 + δ N )t4 ε + O(ε2 )

(A.30)

where we have used C 0 = max{CA , CB , CÂ , CB̂ , CǍ , CB̌ } and z0 = 0 [cf. AS10]. Plugging
(A.30) and (A.15) into (A.17) and using Lemma 6 once again, we arrive at the theorem’s
main result,
√
kyt − ỹt k ≤ C(1 + δ N )(3t + t2 )ε

√ 
+ Q φ2 + φ1 C(1 + δ N ) t3 ε
√
+ Qφ1 C(1 + δ N )t4 ε + O(ε2 )
where C = max{C 0 , CC }.
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(A.31)

Appendix B

Appendix to Chapter 5
B.1

Proof of Lemma 2

The proof follows by direct computation. For j ∈ L,
1

Z
(TWG ϕj )(u) =

WG (u, v)ϕj (v)dv
0

=
=

√
√

1

Z
nI (u ∈ Ik )
nI (u ∈ Ik )

[S]k` [vj ]k × I (v ∈ I` ) dv
0
n
X

Z
[S]k` [vj ]k

dv =
I`

`=1

[Svj ]k √
× nI (u ∈ Ik )
n


√
λj (S)
=
[vj ]k × nI (u ∈ Ik ) = λj (TWG )ϕj (u).
n


If j ∈
/ L, then hϕj , ϕk i = 0 for all k ∈ L. In this case, we can trivially write (TWG ϕj )(u) =
0 = λj (TWG )ϕj (u). Note that since the vk are orthonormal, so are the {ϕk (TWG )} and
therefore a basis completion {ϕj } can always be obtained. To conclude, compute for j ∈ L
Z

1

[X̂G ]j =

ϕj (v)XG (v)dv
Z 1
√
= n
[vj ]` [x]` × I (v ∈ I` ) dv
0

0

Z
n
vjT x
√ X
[x̂]j
= n
[vj ]` [x]`
dv = √ = √ .
n
n
I`
`=1
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If j ∈
/ L, recall that since the {vj } form a basis of Rn , we can write x =
Z

P

k∈L ck vk .

Hence,

1

[X̂G ]j =

ϕj (v)XG (v)dv
0

Z

1

=

[x]` × I (v ∈ I` ) ϕj (v)dv
0

Z
=

1

X

ck [vk ]` × I (v ∈ I` ) ϕj (v)dv

0 k∈L

1 X
=√
ck
n
k∈L

B.2

1

Z

ϕk (v)ϕj (v)dv = 0.
0

Proof of Lemma 3 and Lemma 4

To prove Lemma 3, we first repeat Lemma 4 below.
Lemma 4 (Eigenvalue convergence). Let {Gn } be a sequence of graphs with eigenvalues
{λj (Sn )}j∈Z\{0} , and W a graphon with eigenvalues {λj (TW )}j∈Z\{0} . Assume that, in both
cases, the eigenvalues are ordered by decreasing order of absolute value and indexed according
to their sign. If {Gn } converges to W, then, for all j
lim

n→∞

λj (Sn )
= lim λj (TWGn ) = λj (TW ) .
n→∞
n

(B.1)

Proof. The proof is essentially the one for [112, Thm. 6.7], but we reproduce it here
using our notation. Recall that since the sequence {Gn } converges to W, the density
of homomorphisms for any motif also converges. The result then follows by choosing a
homomorphism connected to the eigenvalues of their induced operators, namely the k-cycle
Ck . Indeed, notice that for any graphon W0 and k ≥ 2, we have, by definition, that
P
t(Ck , W0 ) = j∈Z\{0} λj (TW0 )k . Hence,
lim

X

n→∞
j∈Z\{0}

λj (TWn )k =

X

λj (TW )k , for k ≥ 2

(B.2)

j∈Z\{0}

where TWn = TWGn . It now suffices to show that (B.2) implies λj (TWn ) → λj (TW ).
We start by bounding the eigenvalues of any graphon W0 in terms of its density of
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homomorphisms. In particular, for k = 4 we obtain that
m
X

X

λj (TW0 )4 ≤

j=1

λj (TW0 )4 = t(C4 , W0 ) ⇒

j∈Z\{0}

t(C4 , W0 )
λm (TW0 ) ≤
m


−1
X

X

λj (TW0 )4 ≤

j=−m

1/4
and

λj (TW0 )4 = t(C4 , W0 ) ⇒

j∈Z\{0}

t(C4 , W0 )
λ−m (TW0 ) ≥ −
m


1/4
.

Since t(C4 , Wn ) is a convergent sequence, it has a bound B [112], which implies that

|λj (TWn )| ≤

B
|j|

1/4
, for all j ∈ Z \ {0}.

(B.3)

Note that for k ≥ 5, we can take the limit in (B.2) term-by-term since, as |λj (TWn )k | ≤
P
P
(B/|j|)k/4 and the series i (B/|j|)k/4 is convergent for k > 4, j∈Z\{0} |λj (TWn )k | also
converges. Hence, from (B.2), we have
lim

X

n→∞

X

λj (TWn )k =

j∈Z\{0}

ζjk =

j∈Z\{0}

X

λj (TW )k

(B.4)

j∈Z\{0}

for k ≥ 5, where ζjk = limn→∞ λj (TWn )k .
To conclude, we proceed by induction over an ordering of the sequence of eigenvalues
λj (TW ), namely over j` , ` = 1, 2, . . . , such that |λj1 (TW )| ≥ |λj2 (TW )| ≥ · · · ≥ |λj` (TW )|.
Suppose that ζj` = λj` (TW ) for ` < `∗ and let λj`∗ (TW ) be of multiplicity a and appear b
times in the sequence {ζj } and −λj`∗ (TW ) be of multiplicity a0 and appear b0 times in {ζj }.
The identity in (B.4) then reduces to
k
ζj`
b + (−1) b +
=
λj`∗ (TW )
`>`∗
h
i X  λ (T ) k
j` W
k 0
a + (−1) a +
, for k ≥ 5,
λ
j`∗ (TW )
∗
h

k 0

i

X

`>`

where we divided both sides by λj`∗ (TW )k . Due to the ordering of the λj` , for k → ∞
through the even numbers we get b + b0 = a + a0 and through the odd numbers we get
b − b0 = a − a0 . Immediately, we have that a = a0 and b = b0 , so that ζj`∗ = λj`∗ . Although
this argument assumes ζj` < λj`∗ for all ` > `∗ , applying the same procedure to an ordering
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of the sequence {ζj } yields the same conclusion.
We will also require the following well known result about the perturbation of self-adjoint
operators. For σ a subset of the eigenvalues of a self-adjoint operator T , define the spectral
projection ET (σ) as the projection onto the subspace spanned by the eigenfunctions relative
to the eigenvalues in σ.
Proposition 10. Let T and T 0 be two self-adjoint operators on a separable Hilbert space H
whose spectra are partitioned as σ ∪ Σ and ω ∪ Ω respectively, with σ ∩ Σ = ∅ and ω ∩ Ω = ∅.
If there exists d > 0 such that minx∈σ, y∈Ω |x − y| ≥ d and minx∈ω, y∈Σ |x − y| ≥ d, then
|||ET (σ) − ET 0 (ω)||| ≤

π |||T − T 0 |||
2
d

(B.5)

Proof. See [124].
Lastly, we need two results related to the graphon norm. The first is Lemma 1, which
states that if a sequence of graphs converges to a graphon in the homomorphism density
sense, it also converges in the cut norm (5.7). The second, here presented as Prop. 11, is
due to [105, Thm. 11.57] and bounds the L2 -induced norm of the graphon operator by is
cut norm.
Proposition 11. Let TW be the operator induced by the kernel W. Then, kWk ≤ |||TW ||| ≤
p
8kWk .
This is a direct consequence of [125, Thm. 3.7(a)] and of the fact that t(C2 , W) is the
Hilbert-Schmidt norm of TW , which dominates the L2 -induced operator norm.
We can now proceed with the proof of our lemma:
Proof of Lemma 3. For j ∈ C, let σ = λj (TW ), Σ = {λi (TW )}i6=j , ω = λj (TWn ), and
Ω = {λi (TWn )}i6=j in Prop. 10 to get
|||Ej − Ej,n ||| ≤

π |||TWn − TW |||
2
dj,n

(B.6)

where Ej and Ej,n are the spectral projections of TW and TWn with respect to their j-th
eigenvalue and
dj,n = min |λj − λj+1 (TWn )|, |λj − λj−1 (TWn )|,

|λj+1 − λj (TWn )|, |λj−1 − λj (TWn )| ,
where we omitted the dependence on W by writing λj = λj (TW ).
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Fix  > 0. From Lemma 4, we know we can find n1 such that |dj,n − δj | ≤ δj /2 for all
n > n1 , where

δj = min |λj − λj+1 |, |λj − λj−1 | .
Since W is non-derogatory, δj > 0. Additionally, the cut norm convergence of graphon sequences (Lemma 1) together with Prop. 11 implies there exists n2 such that |||TWn − TW ||| ≤
δj /π. Hence, for all n > max(n1 , n2 ) it holds from (B.6) that
|||Ej − Ej,n ||| ≤

π δj /π
= .
2 δj /2

(B.7)

Since  is arbitrary, (B.7) proves that the projections onto the eigenfunctions of the same
eigenvalue converge. I.e., the eigenfunction sequence ϕj (TWn ) itself converges weakly.
Because the norms of the ϕj (TWn ) and ϕj (TW ) are always equal to one, in this case weak
convergence also implies strong convergence. To see this, note that kϕj (TWn ) − ϕj (TW )k2
can be written as
kϕj (TWn ) − ϕj (TW )k2
= hϕj (TWn ) − ϕj (TW ), ϕj (TWn ) − ϕj (TW )i
= hϕj (TWn ), ϕj (TWn ) − ϕj (TW )i
− hϕj (TW ), ϕj (TWn ) − ϕj (TW )i
= kϕj (TWn )k2 − 2hϕj (TWn ), ϕj (TW )i + kϕj (TW )k2
→ kϕj (TWn )k2 − 2hϕj (TW ), ϕj (TW )i + kϕj (TW )k2
= kϕj (TWn )k2 − kϕj (TW )k2 = 1 − 1 = 0
where the sixth line follows from weak convergence of the ϕj (TWn ) to ϕj (TW ).
To proceed, let us apply Prop. 10 to the subspace spanned by the remaining eigenfunctions
with indices not in C. Let σ = {λi (TW )}i∈C
/ , Σ = {λi (TW )}i∈C , ω = {λi (TWn )}i∈C
/ ,
and Ω = {λi (TWn )}i∈C in (B.5) to get
E 0 − En0

≤

π |||TWn − TW |||
,
2
dn

(B.8)

where E 0 and En0 are the projections onto the subspaces given by S = span ({ϕi (TW )}i∈C
/ )
and Sn = span ({ϕi (TWn )}i∈C
/ ) respectively. From Prop. 10, the denominator dn must
satisfy dn ≤ mini∈C,j∈C
|λi (TWn )−λj (TW )| = d(1) and dn ≤ mini∈C,j∈C
|λi (TW )−λj (TWn )| =
/
/
(2)
d(2) . For j ∈ C, we have |λj (TW )| ≥ c and so d(1) ≥ mini∈C
/ c − |λi (TWn )|. As for d , there

exists n0 such that d(2) ≥ mini∈C
/ c − |λi (TW )| for n > n0 because λj (TWn ) → λj (TW ) for
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all j from Lemma 4. Thus, for n > n0 Prop. 10 holds with dn given by




dn ≤ min min c − |λi (TWn )|, min c − |λi (TW )|
i∈C
/

i∈C
/

which is satisfied by dn = inf i∈C
/ c − |λi (TWn )|. Since the graphon W is non-derogatory, there
exists an n1 such that dn > 0 for all n > max(n0 , n1 ) and we can use the same argument as
above to obtain that En0 → E 0 in operator norm. The quantity dn is illustrated in Fig. 5.3.
To see how this implies that for all i ∈
/ C the function ϕi (TWn ) converges weakly to a
function in the subspace S—which we denote Ψi —, let Φ ∈ S ⊥ . Then,
|hϕi (TWn ), Φi| = |hEn0 ϕi (TWn ), Φi|
= |hEn0 ϕi (TWn ), Φi − hE 0 ϕi (TWn ), Φi|
where the last equality holds because hE 0 ϕi (TWn ), Φi = 0 due to Φ ∈ S ⊥ . From the linearity
of inner products, this can be rewritten as
|hϕi (TWn ), Φi| = |hEn0 ϕi (TWn ) − E 0 ϕi (TWn ), Φi|
= |h(En0 − E 0 )ϕi (TWn ), Φi|
and, applying Cauchy-Schwarz,
|hϕi (TWn ), Φi| ≤ kEn0 − E 0 kkΦk.
Taking the limit on both sides of the inequality, we get
lim |hϕi (TWn ), Φi| ≤ kΦk lim kEn0 − E 0 k = 0.

n→∞

n→∞

Hence, ϕi (TWn ) converges weakly to a Ψi that is perpendicular to elements of S ⊥ , i.e.,
Ψi ∈ S.

B.3

The WSO is a Hilbert-Schmidt Operator

Lemma 7. The graphon operator TW is a Hilbert-Schmidt operator.
Proof. Since TW is an integral operator with kernel W, to prove that it is Hilbert-Schmidt it
suffices to show that the L2 norm of W is finite. Because 0 ≤ W(u, v) ≤ 1 for all u, v ∈ [0, 1],
it holds that

Z

1Z 1

kWkL2 =
0

|W(u, v)|2 dudv ≤ 1.

0
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Hence, the L2 norm of W is finite and TW is Hilbert-Schmidt with Hilbert-Schmidt norm
kTW kHS = kWkL2 .

B.4

The space of non-derogatory graphons is dense

Proposition 12. The set of operators induced by non-derogatory graphons is dense in the
space of linear, compact, self-adjoint operators with respect to the L2 -induced norm.
Proof. This is a direct consequence of the fact that every compact, self-adjoint operator
is the limit of a sequence of finite rank operators. To see why this is the case, recall that
the eigenfunctions {ϕi } form an orthonormal basis of L2 ([0, 1]) [110, Chapter 28, Thm.
3]. Hence, since W ∈ L2 ([0, 1]2 ), the induced TW has finite L2 -norm and the sequence
P
2
i∈Z\{0} |hTW X, ϕi i| is convergent and can be arranged so that for every  > 0, there
exists n0 such that
X

|hTW X, ϕi i|2 ≤

|i|>n

2 kXk
, for all n > n0 .
2

(B.9)

Fix a graphon W. We now show that for any  > 0, there exists a non-derogatory
graphon W0 such that |||TW − TW0 ||| ≤ . To do so, define the graphon Wn through its
operator as in
TWn X =

X

X

hTW X, ϕi iϕi +

|i|≤n

δi ϕi ,

|i|≤n

√
where the δi are chosen so that λi + δi 6= λj + δj for all |i|, |j| ≤ n and |δi | ≤ /(2 n). In
other words, the δi are small perturbations chosen to guarantee that TWn is non-derogatory.
Since the {ϕi } form an orthonormal basis, we obtain that
|||TW − TWn |||2 = sup kTW X − TWn Xk2 =
kXk=1

X
|i|≤n

≤

δi2 + sup

X

|hTW X, ϕi i|2

kXk=1 |i|>n

X
2
+ sup
|hTW X, ϕi i|2 .
2
kXk=1
|i|>n

Using (B.9) and taking W0 = Wn0 , we conclude that |||TW − TW0 ||| ≤ .
Corollary 3. Non-derogatory graphons are dense in the space of graphons with respect to
the cut norm.
Proof. This is due to the fact that the operators induced by non-derogatory graphons are
dense in the topology induced by the L2 operator norm on the space of compact, self-adjoint
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operators, cf. Prop. 12. Since this topology is equivalent to the one induced by the cut
norm, this implies that non-derogatory graphons are also dense in the space of graphons
with respect to the cut norm.

B.5

Proof of Proposition 7

Let λni = λi (Sn )/n denote the normalized eigenvalues of the graphs πn (Gn ) (and thus the
eigenvalues of Wn = Wπn (Gn ) , cf. Lemma 2), and λi the eigenvalues of W. Now suppose
that λi and λj , λi > λj , are any two different eigenvalues of W with multiplicities mi and
m

j
n
i
mj ; and that {λnik }m
k=1 and {λj` }`=1 are the eigenvalues of Wn converging to λi and λj .

Replacing σ by λi and ω by {λnik } in Prop. 10, we get
ETW (λi ) − ETWn ({λnik })

≤

π |||TW − TWn |||
2
δij

where δij = min(i,`),(j,k) {|λi − λnj` |, |λj − λnik |}. The denominator has limit limn→∞ δij =
λi − λj > 0, so ETWn ({λnik }) → ETW (λi ) follows immediately from convergence of {Gn } to
W and Lemma 1 together with Prop. 11.

B.6

Proof of Theorem 6

Proof of Thm. 6. Once again, we leave the dependence on πn implicit and write the graphon
signals induced by (πn (Gn ), πn (xn )) as (Wn , Xn ). Recall that the spectral properties of these
graph signals are preserved in the induced graphon signals per Lemma 2. Without loss of
generality, we also consider filters with normalized filter function h̄(λ) = h(λ)/ supλ∈[0,1] |h(λ)|
as in the proof of Thm. 5.
To prove filter output convergence for sequences of graphs converging to arbitrary
(possibly derogatory) graphons, we must separate the convergence analysis between spectral
components associated with eigenvalues with multiplicity mi = 1 and eigenvalues with
multiplicity mi > 1. Hence, we write the output graphon signal (W, Y ) as Y = Y (1) + Y (2) ,
with
Y (1) =

X

h̄(λi )X̂(λi )ϕi

and

(B.10)

i∈M=1

Y (2) =

X

h̄(λi )E(λi )X

(B.11)

i∈M
/ =1

where M=1 = {i | mi = 1} and E(λi )X is the projection of (W, X) onto the eigenspace
associated with λi .
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As for the graphon signals induced by the graph filter outputs (Gn , yn ), denoted (Wn , Yn ),
their spectral decomposition is split between eigenvalues converging individually to different
eigenvalues of W and eigenvalues that are part of a set converging to a common eigenvalue
(1)

(2)

of W. I.e., Yn = Yn

+ Yn

such that
X

Yn(1) =

h̄(λni )X̂n (λni )ϕi (TWn )

and

(B.12)

i∈M=1

X

Yn(2) =

h̄(λni )E(λni )Xn

(B.13)

i∈M
/ =1

where λni = λi (TWn ) and M=1 = {i | λni → λj , mj = 1}.
(1)

From Thm. 5, Yn

(2)

→ Y (1) as n → ∞. It remains to show that Yn

→ Y (2) . Using

(B.10) and (B.12), we write
kY (2) −Yn(2) k =
X

X

h̄(λi )E(λi )X −

i∈M
/ =1

h̄(λni )E(λni )Xn

.

(B.14)

i∈M
/ =1

These sums can be further split by defining the set C = {i | i ∈
/ M=1 , |λi | ≥ c}, where
c = (1 − |h̄0 |)/L(2kXk−1 + 1), h̄0 = h̄(0) and  > 0. Explicitly, we can use the triangle
inequality to write
X

h̄(λi )E(λi )X −

i∈M
/ =1

≤

X

+

X

h̄(λni )E(λni )Xn

i∈M
/ =1

h̄(λi )E(λi )X −

X

i∈C

i∈C

X

h̄(λi )E(λi )X −

X

i∈C
/

h̄(λni )E(λni )Xn

(i)

h̄(λni )E(λni )Xn

(ii) .

(B.15)

i∈C
/

Since Xn → X in L2 and the projection operators converge in the induced operator norm
[cf. Prop. 7], E(λni )Xn → E(λi )X in L2 for i ∈ C. From this result and from Thm. 4, we
conclude that there exists n0 such that, for all n > n0 ,
X

h̄(λi )E(λi )X −

i∈C

X

h̄(λni )E(λni )Xn < 

(B.16)

i∈C

which gives a bound for (i).
For (ii), we can use the filter’s Lipschitz property and the Cauchy-Schwarz and triangle
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inequalities to write
X

h̄(λi )E(λi )X −

i∈C
/

≤

X

h̄(λni )E(λni )Xn

i∈C
/

X

(h̄0 + Lc)E(λi )X −

i∈C
/

X

(h̄0 − Lc)E(λni )Xn

i∈C
/

X

≤ |h̄0 |

[E(λi )X −

(B.17)

E(λni )Xn ]

i∈C
/

+ Lc

X

E(λi )X + Lc

P

i∈C
/

E(λi )X = X −

i∈C
/

X

E(λi )X

(B.18)

E(λni )Xn .

(B.19)

i∈C

i∈C
/

P

.

E(λi )X can be written as
X

and

E(λni )Xn

i∈C
/

i∈C
/

Observe that

X

E(λni )Xn as
X

E(λni )Xn = Xn −

X
i∈C

i∈C
/

Thus, since Xn → X and E(λni )Xn → E(λi )X for i ∈ C, there exists n1 such that, for all
n > n1 ,
X

E(λi )X − E(λni )Xn

i∈C
/

(B.20)

≤ kXn − Xk +

X

E(λni )Xn − E(λi )X <  .

i∈C

As for k

P

i∈C
/

E(λni )Xn k, using the identities in (B.18)-(B.19) and the triangle inequality

we can write
X

E(λni )Xn ≤ kXn − Xk +

X

i∈C
/

E(λi )X

i∈C
/

+

X

E(λi )X −

i∈C

X
i∈C
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E(λni )Xn

.

Hence, since Xn → X and E(λni )Xn → E(λi )X for i ∈ C, we conclude that
X

X̂n (λni )ϕi (TWn ) ≤  +

i∈C
/

X

X̂(λi )ϕi

for n > n1

(B.21)

i∈C
/

and finally, using the Cauchy-Schwarz and triangle inequalities and substituting (B.20) and
(B.21) in (B.17), we get
X

h̄(λi )E(λi )X −

X

i∈C
/

h̄(λni )E(λni )Xn

i∈C
/

≤ (|h̄0 | + Lc) + 2Lc

X

E(λi )X

i∈C
/

≤ (|h̄0 | + Lc) + 2LckXk = 
which proves that kY − Yn k < 2 for all n > max {n0 , n1 }.
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Appendix C

Appendix to Chapter 6
C.1

Proof of Propositions 8 and 9

Propositions 8 and 9 are a direct consequence of Lemma 8 below.
Lemma 8 (Graphon filter approximation on a generic graph). Let Y = Φ(X; h, W) be
a graphon filter [cf. (6.5)] satisfying assumptions AS8–AS10. Given a generic graph Gn
with GSO Sn sampled from W, let yn = Φ(xn ; h, Sn ) be the graph filter instantiated from
Φ(X; h, W) on this graph. For any 0 < c ≤ 1, it holds that
kYn − Y k ≤



πB c
Ah + c Wn kW − Wn kkXk
δWWn
+ (Ah c + 2)kX − Xn k + 2ah ckXk

where Wn := WGn is the graphon induced by Gn and Yn = Φ(Xn ; h, Wn ) is the graphon
filter induced by yn = Φ(xn ; h, Sn ) (6.6).
Proof. To prove this lemma, we will need the following propositions.
Proposition 13. Let W : [0, 1]2 → [0, 1] and W0 : [0, 1]2 → [0, 1] be two graphons with
eigenvalues given by {λi (TW )}i∈Z\{0} and {λi (TW0 )}i∈Z\{0} , ordered according to their sign
and in decreasing order of absolute value. Then, for all i ∈ Z \ {0}, the following inequalities
hold
|λi (TW0 ) − λi (TW )| ≤ kTW0 −W k ≤ kW0 − WkL2 .
Proof. See [10, Proposition 4].
Proposition 14. Let T and T 0 be two self-adjoint operators on a separable Hilbert space H
whose spectra are partitioned as γ ∪ Γ and ω ∪ Ω respectively, with γ ∩ Γ = ∅ and ω ∩ Ω = ∅.
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If there exists d > 0 such that minx∈γ, y∈Ω |x − y| ≥ d and minx∈ω, y∈Γ |x − y| ≥ d, then
kET (γ) − ET 0 (ω)k ≤

π kT − T 0 k
2
d

Proof. See [124].
To prove Lemma 8, we fix a constant 0 < c < 1 and decompose the filter h into filters
h≥c

and h<c defined as



0
if |λ| < c


h≥c (λ) h(λ) − h(c)
if λ ≥ c



h(λ) − h(−c) if λ ≤ −c



h(λ)
if |λ| < c


h<c (λ) h(c)
if λ ≥ c



h(−c) if λ ≤ −c

and

(C.1)

(C.2)

so that h = h≥c + h<c . Note that both functions have the same Lipschitz constants as h.
We start by analyzing the transferability of h≥c .
≥c
≥c
Let TH
and TH
be graphon filters with filter function h≥c on the graphons W and Wn
n

≥c
≥c
respectively. Using the triangle inequality, we can write the norm difference kTH
X −TH
Xn k
n

as
≥c
≥c
≥c
≥c
≥c
≥c
TH
X − TH
Xn = TH
X + TH
X − TH
X − TH
Xn
n
n
n
n
≥c
≥c
X
≤ TH
X − TH
n

(1)

≥c
+ TH
(X − Xn )
n

(2)

where the LHS is split between terms (1) and (2).
R1
R1
Writing the inner products 0 X(u)ϕi (u)du and 0 X(u)ϕni (u)du as X̂(λi ) and X̂(λni )
for simplicity, we can then express (1) as
≥c
≥c
TH
X − TH
X
n

=

X

h≥c (λi )X̂(λi )ϕi −

i

=

X

X

h≥c (λni )X̂(λni )ϕni

i

h≥c (λi )X̂(λi )ϕi − h≥c (λni )X̂(λni )ϕni .

i
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Using the triangle inequality, this becomes
≥c
≥c
TH
X − TH
X
n

X

=

h≥c (λi )X̂(λi )ϕi + h≥c (λni )X̂(λi )ϕi

i

− h≥c (λni )X̂(λi )ϕi − h≥c (λni )X̂(λni )ϕni
≤

X


h≥c (λi ) − h≥c (λni ) X̂(λi )ϕi

(1.1)



h≥c (λni ) X̂(λi )ϕi − X̂(λni )ϕni

(1.2)

i

+

X
i

where we have now split (1) between (1.1) and (1.2).
Focusing on (1.1), note that the filter’s Lipschitz property allows writing |h(λi ) −
h≥c (λni )|

≤ Ah |λi − λni |. Hence, using Proposition 13 together with the Cauchy-Schwarz

inequality, we get
X


h≥c (λi ) − h≥c (λni ) X̂(λi )ϕi

i

≤ Ah kW − Wn k

X

X̂(λi )ϕi

i

= Ah kW − Wn kkXk .
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(C.3)

For (1.2), we use the triangle and Cauchy-Schwarz inequalities to write
X



h≥c (λni ) X̂(λi )ϕi − X̂(λni )ϕni

i

=

X

≥c

h



(λni )

X̂(λi )ϕi + X̂(λi )ϕni

i

−
≤

X

X̂(λi )ϕni

−

X̂(λni )ϕni



h≥c (λni )X̂(λi )(ϕi − ϕni )

i

X

+

h≥c (λni )ϕni hX, ϕi − ϕni i

i

≤2

X

≥c

kh (λni )kkXkkϕi − ϕni k .

i

Using Proposition 14 with γ = λi and ω = λni , we then get
X

h≥c (λni ) X̂(λi )ϕi − X̂(λni )ϕni



i

≤ kXk

X

kh≥c (λni )k

i

πkTW − TWn k
di

where di is the minimum between min(|λi −λni+1 |, |λi −λni−1 |) and min(|λni −λi+1 |, |λni −λi−1 |)
c
for each i. Since δWW
≤ di for all i and kTW −TWn k ≤ kW−Wn k (i.e., the Hilbert-Schmidt
n

norm dominates the operator norm), this becomes
X



h≥c (λni ) X̂(λi )ϕi − X̂(λni )ϕni

i

≤

X
πkW − Wn k
kXk
kh≥c (λni )k .
c
δWWn
i

The final bound for (1.2) is obtained by noting that |h≥c (λ)| < 1 and h≥c (λ) = 0 for |λ| < c.
c
Since there are a total of BW
eigenvalues λni for which |λni | ≥ c, we get
n

X



h≥c (λni ) X̂(λi )ϕi − X̂(λni )ϕni

i

πkW − Wn k
c
≤
kXkBW
.
n
c
δWW
n
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(C.4)

The bound for (2) follows immediately from the Cauchy-Schwarz inequality. Since
|h(λ)| < 1, the norm of the operator THn is bounded by 1. Hence,
≥c
kTH
(X − Xn )k ≤ kX − Xn k
n

(C.5)

≥c
≥c
which completes the bound on kTH
X − TH
Xn k.
n

Next we analyze the transferability of the filter h<c . Note that, because this filter only
<c
<c
varies in the interval (−c, c) and has Lipschitz constant ah , we can bound kTH
X − TH
Xn )k
n

as
<c
<c
kTH
X − TH
Xn )k ≤ k(h(0) + ah c)X − (h(0) − ah c)Xn )k
n

≤ |h(0)|kX − Xn k + ah ckX + Xn k
where the second inequality follows from the triangle and Cauchy-Schwarz inequalities. Using
the fact that |h(λ)| < 1, and adding and subtracting X to kX + Xn k to apply the triangle
inequality once again, his bound becomes
<c
<c
kTH
X − TH
Xn )k ≤ kX − Xn k + ah ck2X + Xn − Xk
n

≤ (1 + ah c)kX − Xn k + 2ah ckXk .

(C.6)

Finally, to obtain the transferability bound for h observe that, since h = h≥c + h<c , we
can write
≥c
≥c
<c
<c
kTH X − THn Xn )k = kTH
X + TH
X − TH
Xn − TH
Xn )k
n
n
≥c
≥c
<c
<c
≤ kTH
X − TH
Xn k + kTH
X − TH
Xn k
n
n

i.e., the error made when transferring h can be bounded by the sum of the transferability
bounds of h≥c and h<c . Putting together equations (C.3), (C.4), (C.5) and (C.6) thus
concludes the proof.

Proof of Proposition 8. Proposition 8 is obtained by plugging the upper bounds on kW −
Wn k and kXn − Xn k provided by Propositions 15 and 16 below.
Proposition 15. Let W : [0, 1]2 → [0, 1] be an Aw -Lipschitz graphon, and let Wn := WGn
be the graphon induced by the template graph Gn generated from W as in Definition 13. It
holds that
kW − Wn k ≤

2Aw
.
n

Proof. Let Ii = [(i − 1)/n, i/n) for 1 ≤ i ≤ n − 1 and In = [(n − 1)/n, 1]. Since the graphon
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is Lipschitz, for any u ∈ Ii , v ∈ Ij , 1 ≤ i, j ≤ n, we have



i−1
i
|W(u, v) − Wn (u, v)| ≤ Aw max u −
,
−u
n
n


j
j−1
,
+ Aw max v −
−v
n
n
Aw
Aw
2Aw
≤
+
=
.
n
n
n
We can then write
2

Z

1

|W(u, v) − Wn (u, v)|2 dudv
0



Z 1
2Aw 2
2Aw 2
≤
dudv =
n
n
0

kW − Wn k =

which concludes the proof.
Proposition 16. Let X ∈ L2 ([0, 1]) be an Ax -Lipschitz graphon signal, and let Xn be the
graphon signal induced by the graph signal

xn

obtained from X on the template graph Gn

[cf. Definition 13], i.e., [xn ]i = X((i − 1)/n) for 1 ≤ i ≤ n. It holds that
kX − Xn k ≤

Ax
.
n

Proof. Let Ii = [(i − 1)/n, i/n) for 1 ≤ i ≤ n − 1 and In = [(n − 1)/n, 1]. Since the graphon
signal is Lipschitz, for any u ∈ Ii , 1 ≤ i ≤ n, we have

|X(u) − Xn (u)| ≤ Ax max

i−1
i
u−
−u
,
n
n


≤

Ax
n

We can then write
2

Z

1

|X(u) − Xn (u)|2 du
0
 2
Z 1  2
Ax
Ax
≤
du =
n
n
0

kX − Xn k =

which completes the proof.

Proof of Proposition 9. Proposition 9 is obtained from Lemma 8 by upper bounding kW −
Wñ k and kXn − Xñ k, i.e., the difference between the graphon and the graphon induced by
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the weighted graph Gñ , and the difference between the graphon signal and the graphon
signal induced by

xñ .

These bounds are obtained from Proposition 17 below.

Proposition 17. Fix χ1 , χ2 ∈ (0, 0.3] and let n ≥ 4/χ2 . Let U1 , U2 , . . . , Un be n independently and uniformly distributed random variables on [0, 1] and let U(1) , U(2) , . . . , U(n)
denote their order statistics. Let U(0) = 0 and U(n+1) = 1 and define Si = U(i) − U(i−1) for
1 ≤ i ≤ n + 1. With probability at least [1 − 2χ1 ] × [1 − χ2 ], the (n + 1)th order statistic of
Si satisfies
S(n+1)

1
≤ log
n

!
(n + 1)2
.
log (1 − χ1 )−1

Proof. For 0 ≤ u(1) ≤ . . . ≤ u(n) ≤ 1, the probability density of the order statistics
U(0) , U(1) , . . . , U(n) , U(n+1) is given by
fU(0) ,U(1) ,...,U(n) ,U(n+1) (0, u(1) , . . . , u(n) , 1)
= fU(1) ,...,U(n) (u(1) , . . . , u(n) ) = n! .

(C.7)

Hence, we can also write
fS1 ,...,Sn+1 (s1 , . . . , sn+1 ) = n!

(C.8)

for s1 + . . . + sn+1 = 1. This probability density is the same as that of n independent
exponential random variables Xi with parameter λ = 1 divided by their sum. Letting
P
Yi = Xi / ni=1 Xi , we have
fY1 ,...,Yn (y1 , . . . , yn ) = n!

(C.9)

for 0 ≤ y1 + . . . + yn ≤ 1. Thus, if we add a (n + 1)th random variable Yn+1 and set
y1 + . . . + yn+1 = 1, the joint distribution of the Yi becomes
fY1 ,...,Yn ,Yn+1 (y1 , . . . , yn+1 ) = n! .

(C.10)

This implies that the distributions of S1 , . . . Sn+1 and Y1 , . . . , Yn+1 are equivalent. Observing
that

P

max Si = S(n+1)

1≤i≤n+1


≤ s = P (S1 ≤ s, . . . , Sn+1 ≤ s)

= P (Y1 ≤ s, . . . , Yn+1 ≤ s)
= P (Y(n+1) ≤ s)
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(C.11)

we therefore conclude the equivalence of distribution
X(n+1)
S(n+1) ≡ Pn+1
.
i=1 Xi

(C.12)

Leveraging the equivalence above, we write the distribution of the largest spacing as
P ((n + 1)S(n+1) − log (n + 1) ≤ x)
Pn+1 

Xi
= P X(k+1) ≤ (x + log (n + 1)) i=1
n+1

(C.13)

= P (X(n+1) − log (n + 1) ≤ x + Zn+1 )
where Zn+1 is defined as
 Pn+1
Zn+1 = (x + log (n + 1))

Xi
−1
n+1
i=1


.

(C.14)

Since Zn+1 has expectation zero and variance (x + log (n + 1))2 /(n + 1), using the
Chebyshev inequality we can write


x + log (n + 1)
P |Zn+1 | ≥ p
≤ χ2 .
χ2 (n + 1)

(C.15)

Hence, conditioned on the event that |Zn+1 | ≤ (x + log (n + 1))/

p
χ2 (n + 1), which we will

denote A, we have
P ((n + 1)S(n+1) − log (n + 1) ≤ x | A)
= P (X(n+1) − log (n + 1) ≤ x + Zn+1 | A)

(C.16)

≥ P (X(n+1) − log (n + 1) ≤ x − z)
p
for n ≥ 1/χ2 , where z = (x + log (n + 1))/ χ2 (n + 1).
The probability on the right hand side of (C.16) can be written explicitly as


e−(x−z) n+1
P (X(n+1) − log (n + 1) ≤ x − z) = 1 −
.
n+1

(C.17)

Leveraging the fact that limn→∞ (1 − a/n)n = e−a , to be able to express x in terms of this
probability we will approximate it as
P (X(n+1) − log (n + 1) ≤ x − z)



e−(x−z) n+1
≈ exp − e−(x−z) .
= 1−
n+1
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(C.18)

Thus, we need to quantify the error incurred in this approximation.
Let m = n + 1 and a = e−(x−z) . Using this notation, (1 − a/m)m can be expressed as
exp (m log (1 − a/m)). This allows us to compare exponents, which we will do by computing
the Taylor series approximation of m log (1 − a/m) around a = 0. Subtracting −a on both
sides, we get
a2
a3
a4
m log (1 − a/m) − (−a) =
−
+
− ...
2m 3m2 4m3 

2a
2a2
a2
1−
− ...
+
=
2m
3m 4m2
a2
≤
for a ≤ m .
2m

(C.19)

Therefore, since m log (1 − a/m) + a ≥ 0 for a ≤ m, we can write


2
|em log (1−a/m)+a − 1|
a m
ea /2m − 1
−a
=
1−
−e
≤
m
ea
ea

(C.20)

by which we conclude
P ((n + 1)S(n+1) − log (n + 1) ≤ x | A)
−a

≥e

2 /2m

−

ea

−1

ea

(C.21)
.

Now let χ1 ∈ (0, 0.3] and 1 − χ1 = e−a = exp −e−(x−z) (note that for these values of χ1
we always have a ≤ m). This allows writing
p
log (n + 1) − log log (1 − χ1 )−1 χ2 (n + 1)
p
x=
χ2 (n + 1) − 1
log (n + 1)
≤p
− log log (1 − χ1 )−1 .
χ2 (n + 1)

(C.22)

Hence, we have
x + log (n + 1)
log (n + 1)
≤
(n + 1)
n+1
log (n + 1)
p
+
(n + 1)( χ2 (n + 1) − 1)
−

(C.23)

log log (1 − χ1 )−1
n+1

1
≤ log
n

(n + 1)2
log (1 − χ1 )−1
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!
for n ≥

4
χ2

which, together with (C.21), implies that
P S(n+1)

1
≤ log
n



(n + 1)2
log (1 − χ1 )−1

≥ e−a −

2 /2m

ea

!


A

−1

(C.24)

ea
2 /2m

≥ (1 − χ1 )(1 − (ea
≥ (1 − χ1 )(2 − e

a2 /2m

− 1))

)

for n ≥ 4/χ2 .
2 /2m

We conclude by quantifying the error introduced by 2 − ea
a2 /2m

and χ1 ≤ 0.3, e

. Since a = log (1 − χ1 )−1

can be upper bounded as
2 /2

ea

−1

= (1 − χ1 )−1(log (1−χ1 ) )/2m
1
=
−
log
(1−χ1 )/2m
(1 − χ1 )
1
≤
1 − χ1

(C.25)

where the last inequality follows from the fact that −0.36 ≤ log (1 − χ1 ) ≤ 0. Finally,
plugging this inequality into (C.24) we obtain that
P S(n+1)

1
≤ log
n



(n + 1)2
log (1 − χ1 )−1

!


A

≥ 1 − 2χ1 .

(C.26)

The result of Proposition 17 then follows by observing that, for an event B, P (B) ≥
P (B|A)P (A). Hence,
P S(n+1)

1
≤ log
n



(n + 1)2
log (1 − χ1 )−1

!
(C.27)

≥ (1 − 2χ1 )(1 − χ2 )
for n ≥ 4/χ2 and χ1 , χ2 ∈ (0, 0.3].
Using Proposition 17, we can now derive an upper bound for kW − Wñ k and kXn − Xñ k
in Propositions 18 and 19.
Proposition 18. Let W : [0, 1]2 → [0, 1] be an Aw -Lipschitz graphon, and let Wñ := WGñ
be the graphon induced by the template graph Gñ generated from W as in Definition 14. Fix
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χ1 , χ2 ∈ (0, 0.3] and let n ≥ 4/χ2 . With probability at least [1 − 2χ1 ] × [1 − χ2 ], it holds that
2Aw
kW − Wñ k ≤
log
n

!
(n + 1)2
.
log (1 − χ1 )−1

Proof. Let U1 , . . . , Un be n independently and uniformly distributed random variables on
[0, 1] and let U(1) , . . . , U(n) denote their order statistics. Setting U(0) = 0 and U(n+1) = 1, we
can write the spacings between the U(i) as Si = U(i) − U(i−1) for 1 ≤ i ≤ n + 1 and their
order statistics as S(i) . Since the graphon is Lipschitz, for any u, v ∈ [0, 1], we have
|W(u, v) − Wñ (u, v)| ≤ Aw max Si + Aw max Si
i

i

= 2Aw S(n+1)
2Aw
≤
log
n

(n + 1)2
log (1 − χ1 )−1

!

with probability at least [1 − 2χ1 ] × [1 − χ2 ] for n ≥ 4/χ2 , where the last inequality follows
from Proposition 17. We can then write
kW − Wñ k2 =

Z

1

|W(u, v) − Wñ (u, v)|2 dudv
0
!!2
Z 1
(n + 1)2
2Aw
≤
log
dudv
n
log (1 − χ1 )−1
0
!!2
(n + 1)2
2Aw
log
=
n
log (1 − χ1 )−1

which concludes the proof.
Proposition 19. Let X ∈ L2 ([0, 1]) be an Ax -Lipschitz graphon signal, and let Xñ be the
graphon signal induced by the graph signal

xñ

obtained from X on the template graph Gñ

[cf. Definition 14], i.e., [xñ ]i = X((i − 1)/n) for 1 ≤ i ≤ n. Fix χ1 , χ2 ∈ (0, 0.3] and let
n ≥ 4/χ2 . With probability at least [1 − 2χ1 ] × [1 − χ2 ], it holds that
Ax
kX − Xñ k ≤
log
n

!
(n + 1)2
.
log (1 − χ1 )−1

Proof. Let U1 , . . . , Un be n independently and uniformly distributed random variables on
[0, 1] and let U(1) , . . . , U(n) denote their order statistics. Setting U(0) = 0 and U(n+1) = 1, we
can write the spacings between the U(i) as Si = U(i) − U(i−1) for 1 ≤ i ≤ n + 1 and their
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order statistics as S(i) . Since the graphon is Lipschitz, for any u, v ∈ [0, 1], we have
|X(u) − Xñ (u)| ≤ Ax max Si = Ax S(n+1)
i

Ax
≤
log
n

(n + 1)2
log (1 − χ1 )−1

!

with probability at least [1 − 2χ1 ] × [1 − χ2 ] for n ≥ 4/χ2 , where the last inequality follows
from Proposition 17. We can then write
1

Z

2

|X(u) − Xñ (u)|2 du

kX − Xn k =
0
1

Z
≤
0

=

!!2
(n + 1)2
du
log (1 − χ1 )−1
!!2
(n + 1)2
log (1 − χ1 )−1

Ax
log
n

Ax
log
n

which completes the proof.

C.2

Proof of Lemma 5

Following the same reasoning used in the proof of Lemma 8, we fix a constant 0 < c < 1
and decompose the filter h into filters h≥c and h<c defined as



0
if |λ| < c


≥c
h (λ) h(λ) − h(c)
if λ ≥ c



h(λ) − h(−c) if λ ≤ −c



h(λ)
if |λ| < c


h<c (λ) h(c)
if λ ≥ c



h(−c) if λ ≤ −c

and

(C.28)

(C.29)

so that h = h≥c + h<c . This time, we start by analyzing the transferability of the filter
H<c (S) = Vh<c (Λ/n)VH . Note that, because the function h<c only varies in the interval
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(−c, c) and has Lipschitz constant ah , we can bound kH<c (Sñ )xñ − H<c (Sñ )xñ k as
kH<c (Sñ )xñ − H<c (Sñ )xñ k
= kH<c (Sñ )xñ − H<c (Sñ )xñ k

(C.30)

≤ k(h(0) + ah c) − (h(0) − ah c)kkxñ k
= 2ah ckxñ k
since

xñ = xñ .

Next, we analyze the transferability of the filter H≥c (S) = Vh≥c (Λ/n)VH . Using the
triangle inequality, we bound kH≥c (Sñ )xñ − H≥c (Sñ )xñ k as
kH≥c (Sñ )xñ − H(Sñ )xñ k
≤

X


h≥c (λi (Sñ )/n) − h≥c (λi (Sñ )/n) vH
i xñ vi

(1)

i

+

X



H
h≥c (λi (Sñ )/n) vH
x
v
−
v
x
v
.
i ñ i
i ñ i

(2)

i

Using the Lipschitz property of the filter together with Prop. 13 and the Cauchy-Schwarz
inequality, we can rewrite (1) as
X


h≥c (λi (Sñ )/n) − h≥c (λi (Sñ )/n) vH
i xñ vi

i

≤ Ah

kSñ − Sñ k
kxñ k .
n

To bound kSñ − Sñ k, we will need the following proposition adapted from [126, Theorem 1].
Proposition 20. Let Gñ be a template graph with GSO Sñ and let Gñ be a stochastic
graph with GSO Sñ such that [Sñ ]ij = Bernoulli([Sñ ]ij ), i.e., Sñ = E(Sñ ). Let dGñ denote
the maximum expected degree of Gñ . Let χ > 0, and suppose that for n sufficiently large,
dGñ > 4 log (2n/χ)/9. Then with probability at least 1 − χ, for n sufficiently large,
kSñ − Sñ k ≤

q
p
4dGñ log (2n/χ) ≤ 4n log (2n/χ).

Proof. See [126, Theorem 1].
Hence, the term kSñ − Sñ k can be bounded with probability 1 − χ provided that dGñ ,
the maximum expected degree of the graph Gn , satisfies dGn > 4 log(2n/χ)/9. This is the

146

case for graphs Gñ for which n satisfies assumption AS11. To see this, write




n
n
X
X
1
1
dGñ
= max  [Sñ ]ij  = max 
W(ui , uj )
n
n i
n i
j=1
j=1
Z 1
W(u, v)dv
= max
u∈[0,1] 0

Z 1
Z 1
|D(u, v)|dv
≥ max
W(u, v)dv −
u∈[0,1]

0

0

where D(u, v) is the degree function of W, i.e., D(u, v) =

R1
0

W(u, v)dv. Using the inverse

triangle inequality for the maximum, we get
dGñ
≥ max
n
u∈[0,1]

Z

1

Z

1

|D(u, v)|dv

W(u, v)dv − max

u∈[0,1] 0

0

Z

1

= dW − max

|D(u, v)|dv .

u∈[0,1] 0

Hence, it suffices to find an upper bound for the maximum of the integral of |D(u, v)|. Let
F (u) = 1. Then,
Z

1

max
u

Z

1

|D(u, v)|dv = max
|D(u, v)F (v)|dv
u
0
s
2
Z 1 Z 1
≤
|D(u, v)F (v)|dv du
0
0
s
Z 1Z 1
Z 1
2
≤
|D(u, v)| dv
|F (v)|2 dvdu

0

0

s

Z

0
1Z

0
1

=
0

|D(u, v)|2 dvdu

0

where the first inequality follows from the fact that the L2 norm dominates the L∞ norm,
and the second from Cauchy-Schwarz. Given the graphon’s Lipschitz property, we know
that |D(u, v)| is at most 2Aw /n. Hence,
Z
max
u

s
Z

1

1Z 1

|D(u, v)|dv ≤
0

0

0

4A2w
2Aw
dvdu =
n2
n

and, thus, dGñ ≥ ndW − 2Aw , which by assumption AS11 entails dGñ > 4 log(2n/χ)/9.
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Given that assumption AS11 is satisfied, with probability at least 1 − χ3 we can write
X


h≥c (λi (Sñ )/n) − h≥c (λi (Sñ )/n) vH
i xñ vi

i

p
2 n log(2n/χ3 )
≤ Ah
kxñ k .
n

(C.31)

For (2), we use the triangle and Cauchy-Schwarz inequalities to decompose the norm
difference as
X



H
h≥c (λi (Sñ )/n) vH
x
v
−
v
x
v
i ñ i
i ñ i

i

≤2

X

kh≥c (λi (Sñ )/n)kkxñ kkvi − vi k.

i

Prop. 14 gives an upper bound to the norm difference between the eigenvectors, by which
we obtain
X



H
h≥c (λi (Sñ )/n) vH
x
v
−
v
x
v
i ñ i
i ñ i

i

≤ kxñ k

X

kh≥c (λi (Sñ )/n)k

i

πkSñ − Sñ k
di

where di is the minimum between min(|λi (Sñ )−λi+1 (Sñ )|, |λi (Sñ )−λi−1 (Sñ )|) and min(|λi (Sñ )−
λi+1 (Sñ )|, |λi (Sñ ) − λi−1 (Sñ )|) for each i. Since the eigenvalues of the graphon induced
by a graph are equal to the eigenvalues of the graph divided by n [4, Lemma 1], we have
c
nδW
≤ di for all i. Leveraging this together with [126, Theorem 1], it thus holds with
ñ Wñ

probability 1 − χ3 that
X



H
h≥c (λi (Sñ )/n) vH
x
v
−
v
x
v
i ñ i
i ñ i

i

≤

2π
c
kxñ kBW
ñ

p
n log(2n/χ3 )
.
c
nδW
ñ Wñ

Putting together (C.30), (C.31) and (C.32) completes the proof.
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(C.32)

C.3

Proof of Theorem 9

To compute a bound for kY − Yñ k, we start by writing it in terms of the last layer’s features
as

FL
X

2

kY − Yñ k =

2

f
XLf − Xñ,L

(C.33)

.

f =1

At layer ` of the WNN Φ(X; H, W), we have




F`−1

X`f = σ 

g 
THf g X`−1

X

`

g=1

and similarly for Φ(Xñ ; H, Wñ ),




F`−1

f
Xñ,`
= ρ

X

g

THf g Xñ,`−1
ñ,`

g=1

g
f
where THf g is the convolutional filter (5.11) mapping feature X`−1,ñ
to feature X`,ñ
. We
ñ,`

f
can thus write kX`f − Xñ,`
k as
f
X`f − Xñ,`


= σ





F`−1



g 
THf g X`−1
− ρ

X

g

THf g Xñ,`−1

F`−1

X

`

g=1

ñ,`

g=1

and, since by assumption AS12 σ is normalized Lipschitz,
F`−1

X`f

−

f
Xñ,`

≤

X
g=1

g
g
THf g X`−1
− THf g Xñ,`−1
`

ñ,`

F`−1

≤

X
g=1

g
g
THf g X`−1
− THf g Xñ,`−1
.
`

ñ,`

where the second inequality follows from the triangle inequality. Looking at each feature g
independently, we apply the triangle inequality once again to obtain
g
g
g
g
THf g X`−1
− THf g Xñ,`−1
≤ THf g X`−1
− THf g X`−1
`

ñ,`

`

+ THf g

ñ,`
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ñ,`



g
g
X`−1
− Xñ,`−1



.

From Theorem 7, with high probability the first term on the RHS of this inequality is
bounded by
g
g
THf g X`−1
− THf g X`−1
`
ñ,`


c
πBW
2(Aw α(n, χ1 ) + β(n, χ3 ))
g
≤ Ah + c ñ
kX`−1
k
δWWñ
n
g
+ 4Ah ckX`−1
k

Note that the term Ax α(n, χ1 )(Ah c + 2)/n, which measures the distance between the input
g
signals of the two WNNs, disappears here because the input is X`−1
for both. The second

term can be decomposed using Cauchy-Schwarz and recalling that |h(λ)| < 1 for all graphon
f
convolutions in the WNN (assumption AS9). We thus obtain a recursion for kX`f − Xñ,`
k,

which is given by
f
X`f − Xn,`


c
πBW
2(Aw α(n, χ1 ) + β(n, χ3 ))
g
ñ
≤ Ah + c
kX`−1
k
δWWñ
n

(C.34)

F`−1
g
k+
+ 4Ah ckX`−1

X

g
g
− Xñ,`−1
.
X`−1

g=1

P 0
P 0
g
By Proposition 19, the first term of this recursion, Fg=1
kX0g − Xñ,0
k = Fg=1
kX g − Xñg k,
P 0
g
is bounded as Fg=1
kX0g − Xñ,0
k ≤ F0 Ax α(n, χ1 )(Ah c + 2)/n.
g
To solve the recursion in (C.34), we need to compute the norm kX`−1
k. Since the

nonlinearity σ is normalized Lipschitz and σ(0) = 0 by assumption AS12, this bound can be
written as
F`−1
g
X`−1

X

≤

g=1

g
THf g X`−1
`

and using the triangle and Cauchy Schwarz inequalities,
F`−1
g
X`−1
≤

X
g=1

F`−1

THf g
`

g
X`−1
≤

X

g
X`−1

g=1

where the second inequality follows from |h(λ)| < 1. Expanding this expression with initial
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condition X0g = X g yields
g
X`−1

≤

`−1
Y

F`0

`0 =1

F0
X

kX g k .

(C.35)

g=1

and substituting it back in (C.34) to solve the recursion, we get
X`f

−



c
πBW
2(Aw α(n, χ1 ) + β(n, χ3 ))
ñ
≤ L Ah + c
δWWñ
n
!
! F
F0
`−1
`−1
0
Y
X
Y
X
g
F`0
kX k + 4LAh c
F`0
kX g k

f
Xñ,`

×

`0 =1

+ F0

`0 =1

g=1

(C.36)

g=1

Ax α(n, χ1 )(Ah c + 2)
.
n

To arrive at the result of Theorem 9, we evaluate (C.36) with ` = L and substitute it
into (C.33) to obtain
Y −Yñ

2

=

FL
X

f
XLf − Xñ,L

2

f =1
FL
X



c
πBW
2(Aw α(n, χ1 ) + β(n, χ3 ))
ñ
≤
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δWWñ
n
f =1
! F
! F
`−1
`−1
0
0
Y
X
Y
X
g
F`0
F`0
×
kX k + 4LAh c
kX g k
`0 =1

+ F0

`0 =1

g=1

Ax α(n, χ1 )(Ah c + 2)
n

g=1

!2
.

Substituting F0 = FL = 1 and F` = F for 1 ≤ ` ≤ L − 1 concludes the proof.
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