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On the Inference of Stochastic Regular Grammars 
A. VAN DER MUDE* AND ADRIAN WALKER t 
Department of Computer Science, Rutgers University, New Brunswick, New Jersey 08903 
The relevance of grammatical inference techniques to the semiautomatic 
construction from empirical data, of a model of human decision making, is 
outlined. A grammatical inference problem is presented in which the least 
complex stochastic regular grammar is sought which describes a given set of 
strings. An upper bound on the complexity of the best grammar for a given 
data set is found, and some properties of the grammars which are less complex 
than the bound are proved. The technique of splitting grammars i used to 
organize a search of these grammars. An initial grammar is defined, and it is 
established that any best grammar is obtainable by repeated splitting of the 
initial grammar. The performance of a program based on these results is" 
described. 
1. INTRODUCTION 
In computer science, and particularly in artificial intelligence, we are often 
confronted by a large body of empirical data which we wish to summarize as a 
theory. In order to test the theory, we write it as a program. A number of 
programs both in the area of simulation of human cognitive processes and in the 
area of matching human expert performance have been written in the form of 
production systems (see Davis and King, 1977). We can classify the way in which 
such programs are constructed according to the amount of help which the 
computer provides during writing and debugging. At one extreme the program is 
written entirely by a person, and the computer just provides a faster and more 
reliable method than hand simulation to find out which features must be 
modified. At an intermediate l vel, production rules are acquired by a conversa- 
tional interaction between a knowledge acquisition program and a human 
expert, see, e.g., Davis et al. (1977). The emphasis at this level is on computational 
assistance in modifying a set of production rules, which is initially written by a 
person, by specifically adding or deleting rules. At the most automated level, 
we are interested in placing as much as we can of the burden of rule writing on 
the computer itself. While this last level of activity raises some difficult problems, 
we believe that the general emphasis of the work which is being done in theory 
construction is moving gradually, along the continuum we have outlined, 
toward the more highly automated level. It therefore seems reasonable to pick 
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a specific problem which is outside the range of current computational practice 
and to see how much progress can be made in solving it. 
Inductive inference is a paradigm for theory construction, and one particular 
inductive inference problem that has been studied is grammatical inference, see 
Biermann and Feldman (I973). In grammatical inference, the problem is to find 
an algorithm which, given a set of strings as data, produces agrammar whose lan- 
guage closely approximates the data. The grammarmay be considered a theory 
that describes the strings, which are observations. A best grammar is one which is 
simple, which generates the given strings, and which generates as few other 
strings as possible. 
In the literature on grammatical inference, the initial work established that 
certain problems were solvable in principle, while others were not. Gold (1967) 
considered the case when the data set is constantly increasing as new strings are 
added, and formalized the notion of "language identifiability in the limit." He 
studied different classes of grammars and found for which classes of grammars 
and types of data an algorithm existed, and for which classes and types of data no 
algorithm could exist. The problem of time complexity of the inference process 
was not addressed irectly in this study. Homing (1969) considered the case in 
which a stochastic ontext-free grammar is to be constructed to be a good fit (in 
a Bayesian sense) to the data, and in which almost any reasonable measure of the 
simplicity of a grammar may be used. He showed that the required inference 
algorithm exists, in the sense that an enumeration of all candidate grammars in 
approximate order of decreasing simplicity will eventually ield a best grammar. 
So far, the known algorithms (see Fu and Booth, 1975) yield programs with 
computing times which increase rapidly with the size of the grammar required 
to model the data. However, Gaines (1977) has shown that it is possible to solve 
nontrivial grammatical inference problems, and he has described a general 
system theoretic framework for such problems. 
In this paper we define a specific grammatical inference problem, we establish 
some properties of the problem which relate to its efficient algorithmic solution, 
and we describe an experimental program which will always produce a solution. 
The running time of the program depends on the initial information supplied. 
In the problem which we have chosen, a finite set of strings of symbols is given, 
together with information on the frequency of occurrence of each string, and the 
requirement is to construct a stochastic regular grammar which generates the 
strings. The grammar should, on the one hand, assign high probabilities to the 
more common strings, while, on the other hand, the grammar should be simple. 
Although we consider only regular grammars, we do consider an ambiguous 
grammar to be a possible output from a grammatical inference program. Our 
program includes an implementation f a splitting technique of Horning (1969): 
To that technique we add some results about a unique root for a tree of grammars; 
and about deductive methods for pruning such a tree. 
Our reasons for choosing this particular problem are as follows. We are 
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interested in the process by which a theory is constructed from a number of 
empirical observations, in the case when the theory can be represented by a 
directed, labeled graph in which each arc has a normalized rational weight 
attached to it. We call such a graph a stochastic graph. To convert such a graph 
to a stochastic regular grammar, and vice versa, is little more than a change in 
notation. In an interpretation of a stochastic graph which forms our practical 
motive for this work, the graph is thought of as a model of a decision-making 
system in which events, represented by the nodes, tend with certain weights to 
cause other events, and in which causal chains and loops can be present, see 
Walker (1977). The importance of a choice of representation for a theory 
formation task is described by Amarel (1971). Our interpretation of a stochastic 
graph can be regarded as a representational hypothesis. Some other theory 
representations which share some features with stochastic graphs are, for 
instance, the causal networks used in the medical model CASNET (see Weiss 
et al., 1977) and the production systems MYCIN (Davis et al., 1977; see also 
Davis and King, 1977), DENDRAL (Buchanan et al., 1972) and RITA 
(Waterman, 1977). 
In Section 2 we describe the notation and definitions which we use, and we 
give a precise statement of our inference problem. In Section 3 we prove some 
results about some features of the problem which are relevant o its solution. 
Then, in Section 4, we describe a program based on the results in Section 3, 
and we give some examples of grammars which are constructed by the program. 
Finally, in Section 5, we indicate some directions for further work on this 
problem, and we describe some related problems which may be of practical 
interest. 
2. NOTATION AND DEFINITIONS 
We follow the notation of Hopcroft and Ullman (1969), to which we add the 
following items. 
DEFINITION. A stochastic regular grammar (SRG) is a grammar G---- 
(VN,  VT, P, A1) in which VN is an ordered set of symbols of size N, V N ~- 
(A1 .... , Ai ..... AN), Vr is an unordered set of terminal symbols, A 1 E VN is 
the start symbol, and each production in the finite set P is in one of the forms 
ck/di: Ai "-+ aA~, 
c~/di: Ai ~ a, 
where ck ~ di are positive integers. If Ai ~ VN then there exists at least one 
production in P with Ai on the left. The productions in P with A~ on the left 
t 
are of the form cr/di: Ai --+ fir for r = 1 ..... t where (i) ~=1 c~ ~ d i and (ii) 
gcd(q ..... ct, di) ---- 1. We call cr/d i a probability and we call di the index of Ai • 
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= ~i:1 di, and that the probability We say that the complexity of G is C(G) i 
of G is P(G) = 2-c(a); see the remark at the end of this section. 
DEFINITION. A base grammar is a stochastic regular grammar G-~ 
VN, Fr ,  P, A1) in which each of the t productions with A i on the left-hand side 
has probabil ity lit. 
Notation. We shall sometimes write A i -+ fi instead of %/di: Ai -+ fi when 
the values of ce and d i need not be specified. 
Notation. I f  the nonterminal set of a grammar is of size N- t -  M then we 
write V:v+i : (At  .... , AN,  AN+I . . . . .  AN+M)"  
DEFINITION. Let G be a SRG and let % ~ ~1 ~ "'" ~ ~m be a derivation d
in G in which a production having probabil itypt is used in the tth step, 1 ~ t ~< m. 
m 
Then we say that the probability of the derivation d in G is [L=lP* • I f  a ~L(G) 
has h distinct derivations, each having probabil ity pj in G, we say that the 
probability of a given G is P(o~l G) : Y'4~lPJ, while if a~L(G)  we define 
P (a I G) = O. 
DEFINITION. A data set is a set of the form D = {(" i ,  ni) } 1 <~ i <~ m} 
where m ~ 1, e~ i is a nonempty string over a finite alphabet, and n i is a positive 
integer. The language of D, L(D) is the set {~i I 1 ~ i ~ m}. 
I f  D is a data set and G is a SRG we define the probability of D given G as 
P(D F G) : I-Lm=l (P(o~ i I G)) nq 
DEFINITION. Let G be a SRG and let D = {@i, ni) ! 1 <~ i <~ m}. We say 
that G is reduced wrt D if for each production q of G there exists an ~i eL(D) and 
a derivation of ai in G which makes use of q. 
We say that G is reduced if for each production q of G there is an a ~ L(G) and 
a derivation of a in G which makes use of q. 
DEFINITION. I f  Vr is the smallest alphabet such that L(D) C_ Vr+ then the 
final alphabet o lD  is defined as F D = {a [ 3a eL(D), ~fi ~ Vr* , ~ = fia}. We also 
define the embedded alphabet of D as Ez) = {a [ 3a eL(D), 3fi c V* ,  Sy ~ Vr+ ,
a = flay}. Note that FD n ED is not necessarily empty. 
DEFINITION. Given a data set D, we define the universal grammar for D as 
G u = ({A1) , Vr ,  P, A1) where Gu is a base grammar with P defined as follows: 
A 1 --~ aA 1 is in P iff a ~ E o , 
A1 --~ a is in P iff a cF  D . 
Note that C(Gu) ~--~ I ED [ @ i Fo [, where ! E ] denotes the cardinality of E. 
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DEFINITION. Given a data set D = {(ai, ni) I 1 ~< i ~< m} where ~i = 
ail "" a%, l i >/ 1, we define the tree grammar for D as GD = (V~,  KT, P, A1) 
where the cardinality of VN is N ~ 1 + ~i~, (li - -  1), and VT = {ai~ ] 1 <~ i <~ m, 
~j~<13. 
Let Bi~ be distinct symbols different from A, and let n = ~m__, ni • Then P is 
defined as follows: 
P = {n~/n' : A 1 -~ ail ] 1 ~ i ~ m, l i = l} 
k3 {n~/n' : A ,  --+ aiaBi, I 1 ~ i ~ m, l/ > 1} 
w {1/1 : B i j -~ ai0-+x)Bi(j+,) I 1 ~ i ~ m, 1 ~ j  ~ 1 i -  2} 
w {1/1 : Bm~ ,) --~ ai~ ] 1 ~ i ~ m}, 
! t where n'l/n' = ni/n for 1 ~< i ~< m, and gcd(n 1 ,..., nm, n') = 1. 
Notation. £10 denotes the empty string A. 
DEFINITION. Let G = (V~,j, VT, P, A1) be a base grammar. For any 
production p in P the split set of p, Q(p), is defined as follows: 
(1) Q(p) = {A,  --~ aA,  , A 1 --~ aAu+, , Ax+~ ~ aA,  , AN+ , -~ aAN+l} iff 
p = A1 ~ aAv  
(2) Q(p) = {A 1 ~ aA i ,  AN+, --~ aAi} iffp = A,  -+ aA i ,  i @ 1, where i
may equal 0, (i.e., p = A a --+ a). 
(3) Q(p) = {A,--+ aA,  , A i -+ aAu+,} iffp = A~ --+ aA,  , i • 1. 
(4) Q(p) = {Ai --~ aAj} iffp = Ai  --+ aA~, i :/- 1 andj  4: 1, wherej  may 
equal 0. 
A base grammar G' = (VN+I, Vr ,  P' ,  A1) is a split of G iff for all p ~ P 
Q(p) n P'  @ ;g, and for all q ~ P '  there exists ap ~ P such that q ~ Q(p).  We also 
define G to be a merge of G'. 
Given a base grammar G' = (VN+M, Vr,  P' ,  Ai), G' is in the set splits (G) 
if there exist base grammars G~ = (VN+i, V÷, P}, A,),  0 ~ i ~ M, where 
G O = G, GM ~ G', and Gi+l is a split of Gi.  
DEFINITION. A base grammar GM = (VN+I ,  Vr ,  PM,  A1) is the mainsplit of 
G = (VN, V¢, P, A1) iff PM : :  U~P Q(P). 
DEFINITION. A base grammar G' = (V  N , Vr , P' ,  A1) is a subgrammar of 
G = (VN, Vr,  P, A1) iff P '  _Cp. If G and G' are both splits of the same 
grammar then G' is a true subgrammar of G. 
Next we define the terms best grammar, deductively acceptable, and search 
limit. 
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DEFINITION. For a data set D and SRG G, G is deductively acceptable (DA) 
if L(D) C_ L(G) and G is reduced wrt D. 
DEFINITION. I f  D is a data set and G is a SRG, we define the search limit for 
G to be C(G) + [log2(P(D [ GD)/P(D ] G))] where GD is the tree grammar for D. 
Note that the search limit is an integer. 
Finally, we define the problem which we wish to solve. 
DEFINITION. The free inference problem for SRG's is the following. Give a 
compurationally feasible algorithm which takes as input a data set D and 
produces as output a SRG ~ such that P(DiG ) P(G) is greatest. This ~ is 
said to be a best grammar for D. 
Remark. It may be useful to view C(G) as an extension of the notion of a 
count of the productions of G. In fact if G is a base grammar, then C(G) is equal 
to the number of productions. Our P(G) and P(D I G) are based on those of 
Horning (1969), who gives a Bayesian argument for maximizing their product. 
His P(G) is assigned to G by a stochastic grammar-grammar, i.e. a grammar 
which generates grammars. Our P(G), though unnormalized, seems, with 
P(DI G), to capture the intuitive idea of a good grammar for a data set. The 
reader may prefer to view our free inference problem as that of finding a G for 
which C(DI~) + C(G) is least where C(DLG) -- - - log 2P(D IG) .  For 
discussions of optimality criteria, see e.g. Gaines (1977) or Feldman and Shields 
(1977). 
3. RESULTS ABOUT BEST GRAMMARS 
The tree grammar of a data set has some properties which are useful in 
searching for a grammar which maximizes P(DIG)P(G). To illustrate the 
construction of G9 from D, consider the following simple example. 
EXAMPLE 1. Let O = {(a, 3}, (aa, 4}, (aaa, 2}}. Then GD = ((A1, B21 , 
Bal,  Ba2}, {a}, P, A1} where P consists of the productions 
3/9: A 1 ~ a, 1/1 : B21 ~ a, 
4/9: A 1 --~ aB21, 1/1: Bal --+ aBa2, 
2/9: A 1 ~ aBal, 1/1:Ba2 -+ a. 
So, C(GD) = 12, P(Ge) = 2 -12 and P(D I Go) = (3/9) 3 (4/9) 4 (2/9) 2 = 21°/31'5. i
~Z 
Note that in general if D = {(~i ,n i} l  1 <~i <~ m} and n =~i=ln i  then 
P(D I GD) = l-Ii~l (n~/n)'% 
We first wish to show that if D is a data set and G is any SRG, then P(D i G) 
P(D I GD). 
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We shall need the following Lemma. 
LEMMA 1. Let m ~ 1 and let n 1 ,..., n~ be positive integers with ~~=1 nl = n. 
I f  p 1 .... , p,~ are nonnegative rationals uch that ~-~a=l Pi = 1, then I-Ii=l (Pi) ~ takes 
on its greatest value when pi =- ni/n for 1 ~ i ~ m. 
Proof. Immediate from Gibbs' theorem (see, e.g., Watanabe, 1969). | 
We use the Lemma to show that the tree grammar GD maximizes P(D I G). 
THEOREM 1. Let D be a data set. Then for any SRG G, P(D ] G) <~ P(D j G9). 
Proof. Let D = {<~i, ni) I 1 ~ i ~ m}, n = ~=1"~ ni, and let G = < Vj,~ , V r , 
P, Aa) be a SRG. Let us write Pi ~ P("i ] G). We consider the following cases. 
1. Pi = ndn for 1 ~ i ~ m. In this case, it follows from the construction of 
G D from D that p~ ~- P("i I a , )  for each i, so P(D ] G) = P(D ] G,). 
2. pj ~ nj/n for some j. In this case we proceed as follows. I f  G 
is a reduced grammar then, by Theorem 1 of Ellis (t969), ~eL(o) P("  I G) = 1. 
Hence it follows easily that if G is any SRG, not necessarily reduced, then 
m ~L(a)  P(a] G) ~ 1. So ~i=lPt  = t for some rational t ~ 1. We have the 
following subcases: 
2.1. t = 1. It follows from Lemma 1 that P(D I G) = 1-[i=1 P~ 
m 
YIi=t (ni/n) n~ = P(D I GD). 
2.2. t < 1. Without loss of generality, let Pi = ai/b for 1 ~< i ~< m, and 
let (1 -- t) = c/t. 
LetD '  ={@i ,n '~) l l  ~<i~<m,n~ =a l+c ,andn~ ~-a t for2  ~<i<~m}, 
m t 
and let G' be the tree grammar for D'. Since ~i=1 n~ = b, we have P(al [ G') = 
----- --  1-I.i=lP~ < Pl-bc/b and P(cqlG' ) p~ for 2 ~ i ~ m. So P(D[G)  "~ ~.~ 
(r~ + e/p~) I-[~=~ P~ = P(D ] G'). Since, by eonstructmn ofG,  ~i=a P(a~ ] G ) = 1, 
it follows from cases 1 and 2.1 that P(D ] G') < P(D I GD). Hence P(D I G) < 
P(D[ GD). | 
Thus no SRG G has P(D I G) > P(D I GD)" We recall that the statement of 
our free inference problem requires that we find a G which maximizes 
P(D ] G) P(G). 
We show next that ~ lies among the grammars G having P(G) >/P(GD). 
COROLLARY 1. I f  ~ is a grammar which maximizes P(D I G ) P(G), then 
P(Q) >/ P(GD). 
Proof. By Theorem 1, P(D i¢)~P(DIGD) .  Since P (D i~)P(G)  >/ 
P(D I GD) P(GD), it follows that P(~)  >/P(GD). | 
Therefore in searching for a best grammar for a data set D we need only look 
at grammars with a complexity C(G) ~ C(G9). This gives us an upper bound 
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for the search. But since P(D[Gv) has been shown to be maximal we can 
reduce this upper bound as better grammars are found. This comes as a result of 
the following Lemma. 
LEMMA 2. Let D be a data set and let G and G' be SRG's. If G is such that 
P(D I G) P(G) >/P(D [ G') P(G'), then 
C(G) <~ C(G') + [log2(P(D ] G,)/P(D i G'))J. 
Proof. Assume the opposite, i.e., there is a G, such that 
P(D [ G) P(G) > P(D [ G') P(G') (1) 
and C(G) ~ M 4- N where M = C(G') and 
N = [log,(P(D I GD)/P(D a'))J. (2) 
Since C(G) takes on integer values, C(G)/> M 4- N 4- 1, so 
P(G) <~ 2 -{u+~+l). (3) 
By Theorem 1, 
So from (3) and (4) 
P(DI a) ~< P(D[ Go). (4) 
P(D ] G') P(G') > P(D j Go) 2 -(v~N+~). (6) 
Hence from (1), (5), and (6) we have 2 -IM+N+I) > 2 -(M+N+I), which is a contra- 
diction. | 
In Section 4 we use the Lemma to bound the complexity of the grammars of 
interest during a search, based on the grammars already found. In this section, 
we shall use the Lemma in showing that G D is not, in general, a best grammar 
for D. It is easy to see that, for any data set D, P(D ! GD) P(GD) > O, and that 
GD is reduced wrt D. We shall show that any grammar G for which P(D I G) P(G) 
is a greatest is reduced wrt D. We make use of the following result. 
LEMMA 3. There exists an algorithm which takes as input any data set D and 
any SRG G not reduced wrt D, and produces as output a SRG G' reduced wrt D 
such that P(D J G) P(G) < P(D I G') P(G'). 3~roreover, if G is unambiguous then 
so is G'. 
P(D I G) P(G) <~ 2--(M+N+I)P(O [Go). (5) 
Now we can write P(D [ G') P(G') as (P(D [ GD)(P(D ] G')/P(D [ GD))2-M). 
From (2) P(DI G')/P(D 1 GD) > 2 -c~+lJ so 
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Proof. Let D = {<~i, nl) i 1 ~ i ~ m} and G = < Vs ,  g r ,  P, AI> be as in 
the statement of the Lemma. I f  P(D I G) = O, then the Lemma holds with 
G' = G9.  Suppose P(D i G) > 0, and consider the following construction. 
1. Q = (q ~ P I there is an i, 1 <~ i ~ m, such that q is used in a derivation 
of ~i in G}. 
2. V~ = {N E Vr l X appears in Q}. 
3. V~- = <X ~ VN ] X appears in Q) where A 1 is the first element of V N 
and the other elements appear in any order. 
4. For each B ~ VN let PB and Qa be the productions in P and Q, respec- 
tively, having B on the left, denoted by Ps = {ir/jB: B --~ fir I 1 <~ r <~ t~}, where 
ts is the number of productions of P with B on the left and QB = {i,./jB: 
B ~ fir I 1 <~ r <~ %}, where s B is the number of productions of Q with B on the 
left. Without loss of generality suppose that if r > % then ir/jB: B --~ fir is in PB 
but not in QB • 
5. kB = xs~l  i,, . 
q . t  
6. Let z r , 1 ~< r ~< %,  JB be integers satisfying the following conditions: 
(i) There exists a h >~ 1 such that h • i" = i~, 1 ~< r ~< % and h "J'B =-Jn. 
• l .t .t .t (ii) gcd(i[,..., z~n ,JB) = 1. Clearly, Zr/jB --  i r /k , .  
7. P'~ = {i¢/j'B: B -~ fir I 1 <~ r <~ %} is obtained from QB by replacing J8 
• ! . t  8 B . t  . t  by JR and ir by z r . Clearly ~,=1 z,/J8 = 1. 
8. P' : UB~vuP~" 
9. G' = (V '  N,  VT ,P ' ,A~>.  
We claim that G' is a SRG, reduced wrt D, such that P(D I G) P(G)  < 
P (D I G' ) P(G') .  
To see that G' is an SRG, note that by steps 4-8 of the construction, the 
productions are in the required form, and for each B e g N 
SB 
Z i'~/j'B = 1. 
Clearly A1 ~ V) .  
It  follows from steps 1, 4, 7, and 8 that G' is reduced wrt D. From steps 5 and 6 
we have that for each B ~ V~v , 
SB ~B 
ke= E i r  ~< E i~=jB  and j~<kB,  so j ;  <~jn. 
f= l  ~'=1 
Hence if V~ C g g then P(G) < P(G') .  I f  V~v = VN then, since G is not reduced 
wrt D, it follows from steps 1 and 4 that there is a B ~ V~v such that s B < t B , 
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hence j~ < jB.  So again P(G) < P(G'). Since i;/j'" n = iJk~ >/i,./jB, and every 
derivation in G is also a derivation in G', we have P(D [ G) <~ P(D i G'). Hence 
P(D [ G) P(G) < P(D ] G') P(G'). 
I t  is easy to see from steps 4-7 that if G is unambiguous, o is G'. | 
We can use Lemma 3 to show that the best grammars for a data set are 
deductively acceptable. 
THEOREM 2. I f  D is a data set and G is a best grammar for D, then G is DA. 
Proof. Let G be a best grammar for D. Since P(D ] G) P(G) > 0 it is easy 
to see that L(D)CL(G). It follows from Lemma 3 that G is reduced wrt D. 
Hence G is  DA. | 
Although G9 generates each string in D and assigns an optimum probabil ity 
to it, G9 is in general a complex grammar with a low value of P(GD) , hence it 
may fail to maximize the product P(D ] G) P(G). We shall show that the algorithm 
for constructing G9 from D is not a solution to our free inference problem for 
SRG's. 
THEOREM 3. There xists adata set D such that if G is a SRG which maximizes" 
P(D [ G) P(G) then P(D I G) < P(D I G,). 
Proof. Let D = {(a, 2), (aa, 1)}. Then the productions of GD are 
2/3: A 1 --~ a, 1/1:B21 --~ a, 
1/3: A~ --~ aB21, 
so P(GD) ~ 2 -a and P(D [ Go) = 22/38. Let G' be a grammar whose productions 
are 
1/2: A 1 --+ a, 1/2:A1 ~ aA 1 • 
Then P(G') = 2 .2 and P(D I G') = 2 -a < P(D I GD), but P(D I G')P(G') > 
P(D I GD) P(GD). 
Suppose there is a grammar G, different from G', such that P(D I G) P(G) >~ 
P(D ] G') P(e ' ) .Then ,  by Lemma 2, C( G) <~ C( G') + [log2(P(D IGD)/P(D I G'))] 
that is C(G) ~< 3. Since P(D [ G) > 0, each of the strings a, aa is derivable in G. 
So A1 -~ a and A 1 --,- aX are productions of G, where X = A 1 or X = A2 • 
Hence, since C(G) ~ 3, it is easy to see that G has no more than two nonterminals. 
It follows from Lemma 3 that we may assume without loss of generality that G 
is reduced wrt D. Hence if G has two nonterminals, it follows easily from 
C(G) ~ 3 that the productions of G are: 
1/2: A 1 --~ a, l / l :  A2 --~ a, 
1/2:A1 --~ aA2. 
643/38/3-6 
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In this case P(D I G) P(G) = P(D I G') P(G') and P(D ] G) < P(D i GD). On 
the Other hand, if G has one nonterminal then its productions are clearly either 
or  
1/3: A 1 -~ a, 
2/3: A 1 -+ a, 
2/3:A1 -+ aA1, 
1/3: A 1 -+ aA 1 . 
In either case P(D IG)P(G)< P(DtG '  ) P(G'). Hence for the two best 
grammars ~ for D, P(D ] ~) < P(D ] GD), which completes the proof. | 
Theorem 3 tells us that a best grammar ~ for a data set D does not necessarily 
have P(D [ ~) equal to the maximum possible value P(D]GD).  Hence the 
algorithm which construets GD from D is not a solution to our free inference 
problem for SRG's. 
Next we investigate whether ~ is necessarily unambiguous, that is, whether 
each c~ eL(~)  has a unique derivation. 
THEOREM 4. There exists a data set D such that if  ~ is a SRG which maximizes 
P(D [ G) P(G) then ~ is ambiguous. 
Proof. Let D and GD be as in Example 1. We shall show that if ~ is a best 
grammar for D, then ~ is ambiguous. 
Let G' be a grammar whose productions are 
1/3: A 1 --~ a, 
1/3: A 1 ~ aA 1 , 
I/3: A 1 -+ aA 2 , 
1/l: As--,. a. 
Note that G' is ambiguous. Then C(G') = 4, and P(D I G') = 212/317. Hence, 
by Lemma 2, if G is a SRG such that P(D ] G) P(G) >~ P(D ] G') P(G') then 
C(G) ~ 4 -k [logs 9/4], that is C(G) ~ 5. Let us suppose that there is such a G, 
and that it is not ambiguous. By Lemma 3 we may assume that G is redueed 
wrt D, that is, each production of G is used in deriving some string in {a, aa, aaa}. 
Clearly A1 -+ a is a production of G. Suppose both A 1 --+ aA~ and A~ ~ aAs 
are productions of G. Since G is reduced wrt D, A 2 ~ a or A 2 *~ aa. But then 
G is ambiguous. Hence, either A 1 --+ aA 1 is in G, or A 1 ~ aA~ is in G, but not 
both. 
So, if A 1 --~ aA 1 is in G, then G is one of the grammars i/j: A1 ~ a, ( j  -- i)/j: 
A a --+ aA 1 , where 1 ~< i < j ~ 5. It is straightforward to check that, for each 
such G, P(D ] G) P(G) < P(D I G') P(G'). 
Hence, A 1 ~ aA 2 is in G and A 1 --~ aA 1 is not in G. We recall that A 1 -+ a is 
in G. Suppose G has only A 1 and A s as nonterminals. Then since aa EL(G), 
A s ~ a is in G. Since aaa eL(G)  and G is unambiguous, it follows that either 
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A 2 -+ aA~, or A 2--+ aA 2 is in G, but not both. So the productions of G are 
obtained by assigning probabilities to one of the following sets: 
{A1--+a , {A l -+a,  
A1--~-aA~, A I -~aA2,  
A 2 ~ a, A 2 --~ a, 
A2--~aA1} A2--+aA2}. 
There are five possible ways to assign probabilities to each set so that C(G) ~ 5, 
and it is again straightforward to check that, for each G so obtained, 
P(D ] G) P(G) < P(D I G') P(G'). 
Suppose G has nonterminals A 1 , A 2 , A a . Then, up to the renaming of d,) and 
A~, G is one of the grammars: 
{1/2: A 1 --- a 
1/2: A 1 --,. aA 2 , 
1/2: A 2 --~ a, 
1/2: A 2 --~ aA a , 
1/1: A~ ~ a} 
{1/3: A 1 ~ a 
1/3: A l --~ aA 2 , 
l / l :  A2--+ a , 
1/3: A 1 -+ aAa , 
1/1: A s -+ aA1} 
{1/3: A 1 -~ a, 
1/3:A1 --+ aAe, 
1/l : A2--+ a, 
1/3:A1 -+ aA~, 
1/1: A 3 --,. aA~}. 
Again, P(D i G) P(G) < P(D ] G') P(G') for each G. Clearly G has no more than 
three nonterminals, o each best grammar for D is ambiguous, which completes 
our proof. | 
Thus if we require a grammar which maximizes P(D ] G) P(G), then there is 
at least one data set D which leads to optimum grammars G which yield more 
than one derivation of some string in D. 
We shall now establish some properties of grammars that are obtained by 
splitting. These properties, along with the concept of the search limit, are used 
in the algorithm described in Section 4. To illustrate the splitting of a grammar 
consider the following example. 
EXAMPLE 2. 
productions 
A 1 --. bA 1 , 
Then 
Let G = ( (A  1 , A2), {a, b}, P, A1} where P consists of the 
A,----~aA~, A l -+a , A~--, -bA2, Az--.,-aA 1 . 
Q(Aa---~bA1) = {A1----~bA~, A~----~bAa, Aa--~-bA~, Az -+bAz} , 
Q(A~-~aA2)  = {A1--+aA2, A3-+aA2},  
Q(A I -~a ) = {A1--+a, A~-~a},  
Q(A2-+bA2) ={A2--+bA2}, 
Q(A2-+aAO ={A2- - , -aA  ~ , A2--,-aA.}, 
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and G has as one of its splits 
G' = ( (A1 ,  A2, Aa), {a, b}, P' ,  A1) 
where P' consists of the productions 
A 1 --+ bA~, A a --+ aA 2 , A 2 ---. bA~, A 2 ~ aA 1 , 
A 3 --+ bA 3 , A 3 --~ aAz,  Aa --+ a. 
I t  can be seen that for all p ~ P Q(p) n P'  ~ ~ and for all q E P '  there exists a 
p ~ P such that q ~ Q(p). Note also that the language of G is (b*ab*a)*b*a, and 
the language of G' is (b*ab*a)*b+a, which is a subset of the language of G. | 
First we note that the split of a grammar generates a subset of the language 
of the grammar. 
L~MMA 4. I f  G and G' are base grammars uch that G' is a split of G, then 
L( G') C L( G). 
Proof. This is straightforward, and is omitted. | 
Next we show that if a reduced grammar is a split of some grammar, then that 
grammar is reduced also. 
LEMMA 5. Let D be a data set and let G = (V  N , V T, P, A1) and G '= 
(VN+I , Vr , P', A1) be base grammars. I f  G' is a split of G and G' is reduced 
wrt D, then G is reduced wrt D. 
Proof. Assume G' is reduced wrt D. Let p be any production in P. By the 
definition of a split, Q(p) n P'  ~ ~,  Let q E Q(p) n P'  and A 1 ~ a~Aq 
a~ "'" a~Aq *~ ai "'" a~ = c~ be a derivation of a in G' which makes use of q. 
Then there is a derivation o f ,  in G 
Aa =~ alBq N al ... aj Bi j  N al ... az : a where Bi~= Ai~ if ik =A N-k  l 
and Bq: = A 1 if i~ = N -~ 1. I f  q is the production Aq_ I --+ a;A~j then produc- 
tion p is Bij_~ ~ ajBij and there exists a derivation of a string ~ eL(D)  which 
makes use ofp. So G is reduced wrt D. | 
We can now prove a stronger statement about a grammar and its split. 
LEMMA 6. I f  G' is a split of G and G' is deductively acceptable (DA) then G 
is DA.  
Proof. Immediate from Lemmas 4 and 5, and the definition of DA. | 
Next we extend the result to a grammar and all of its splits. 
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LEMMA 7. I f  G' E splits (G) and G' is DA then G is DA.  
Proof. A straightforward induction, using Lemma 6 on the number of 
nonterminals in G'. It is omitted. | 
We shall now show that any grammar with more than one nonterminal is the 
split of exactly one grammar. Note that we have defined a SRG to have an 
ordered set of nonterminals. So two grammars that differ only in the renaming 
of their nonterminals are considered to be different. 
LEMMA 8. I f  G' -~ (VN+a , VT , P', A I )  is a base grammar, then there exists 
exactly one base grammar G ---- (VN , VT , P, d l )  such that G' is a split of G. 
Proof. By the definition of split, it is clear that, for any grammar that has 
more than one nonterminal, there is at least one merge. Suppose that G 1 = 
(VN , VT , P1, A1), G~ = (V~ , VT , P2 , AI ) ,  P1 v ~ P2 , and that G' is a split 
of both G 1 and G 2 . Since P1 @ P2 we may assume without loss of generality 
that there is a production p ~ P1 --  P2 • By the definition of split, since G' is 
a split of G1 and p e P1 we have Q(p) ~ P' ~A 7J. Let q e Q(p) n P'. By the 
definition of split if q ~ P '  then there exists a p' e P2 such that q e Q(p'). Q(p) is 
sueh that ifq e Q(p') and q e Q(p) thenp =p ' .  Sop e P2, which is a contradiction 
of the assumption. | 
Next we extend this result to the case that G' is obtained by repeated splitting 
of a grammar with one nonterminal. 
LEMMA 9. I f  G' = (VN , VT , P', A1) is a base grammar with N ~ 1, then 
there is exactly one grammar of the form G = ( (Aa) ,  VT, P, A1) such that 
G' e Splits ( G). 
Proof. This is by a straightforward induction on the number of nonterminals 
of G', using Lemma 8, and is omitted. | 
We shall use Lemmas 7 and 9 to show that all the grammars for D which we 
need to consider can be obtained by splitting G~, the universal grammar for D. 
We shall also need the following result. 
LEMMA 10. Let D be a data set. Let G~ = ( (A I~ , VT ,P~,A I~ be the 
universal grammar for D and let G = ( (A I~ , VT, P, A~ be any 1-nonterminal 
grammar such that P~ ~ P. Then G is not DA. 
Proof. By the definition of the universal grammar for D we have ED = 
{a [ A 1 q aA  1 ~ Pu)  and F D = (a [ A 1 -+ a c P,}. Define Ec = (a i Aa --~ 
aA 1 eP)  and Fc ~-- (a [ A z -+ a cP) .  Since P :# Pu then either ED @ Ec or 
F D •F  c . I f F  D @F c then there exists anaeV vsuchthata~FD,  aCF s or 
a CFD , a eFG . 
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If  a EF D and a eFt  then there exists an ~ eL(D) and al 3 E V*T such that 
=/3a. Since a q~ Fa there is no production A 1 --* a in P so ~ cannot be derived 
. s 
in G. So G is not DA. 
If a ¢F  D and a EFa then the production A --~ a in P is not used in any 
derivation of a string inL(D) since a ~F D and no string inL(D) ends in a. So G 
is not reduced wrt D and G is not DA. 
I f  Eo ~ Ec then the proof is similar to the case where F D ~ FG , so G is 
not DA. | 
THEOREM 5. Let D be a data set, and let Gu be the universal grammar for D. 
I f  G = ~ IN ,  VT , P, A1) where N > 1, and G is DA, then G E splits (Gu). 
Proof. By Lemma 9 there exists exactly one 1-nonterminal grammar 
G' = ( (A I )  , VT, P', AI)  such that G Esplits (G'). Assume P '@ Pu, the 
production set of G~. Then by Lemma 10 G' is not DA. But by Lemma 7 since 
G is DA and G E splits (G'), then G' is DA, which is a contradiction. So P '  = P~ 
and G splits (Gu). | 
In Section 4 we describe a grammatical inference algorithm which is based on 
these results and we give some of its properties. 
4. A GRAMMAR CONSTRUCTION PROGRAM 
Our algorithm, which we call COGRAM, consists of a main routine and a 
subroutine that splits grammars. The main routine begins by reading in a data 
set D, computing P(G) and P(D ] G) for the tree grammar and for the universal 
grammar for D. The best of the two grammars is saved and the search limit for 
the universal grammar is computed. The search limit for the program is set to the 
minimum of the search limit for the universal grammar and the complexity of 
the tree grammar. The program next splits the universal grammar and stores 
all its deductively acceptable splits. Then in order of increasing complexity C, 
the program splits all base grammars it has stored that are of complexity C. As 
it searches its store for these grammars, all base grammars of complexity less 
than C have weights assigned to the productions of the grammar to construct 
all SRG's with complexity equal to C that have the same productions as the 
base grammar. P(G) P(D [ G) is computed for each of these grammars and is 
compared to the current best grammar. I f  any one of these grammars is better 
than the current best grammar, then the search limit for the grammar is 
computed, and if it is lower than the current search limit, then the search limit 
is reset. This process continues until all DA base grammars of complexity less 
than the current search limit have been split and all SRG's with complexity 
less than or equal to this search limit are constructed and compared to the best 
grammar. 
INFERENCE OF GRAMMARS, 325 
When the subroutine which splits grammars i called with the parameter G, 
the mainsplit of G is computed. The subroutine then finds the splits of G by 
enumerating the subgrammars of the mainsplit of G (see Property 1 below). If  
G' is a deductively acceptable split of G then P(G') P(D I G') is computed and 
compared to the current best value. If C(G') ~ C(G) then the subroutine is 
recursively called with parameter G' (see Property 2 below). If  G' is not a 
deductively acceptable split of G then either G' is not a true subgrammar, or 
L(D) ~2L(G'), or G' is not reduced wrt D. If  G' is not a true subgrammar then 
all of its subgrammars are skipped in the enumeration (see Property 3 below). If  
L(D) ~L(G') then all of the subgrammars of G' are skipped (see Property 4). 
If G' is not reduced wrt D, then the only subgrammars of G' that are enumerated 
are those grammars that do not have any of the productions in G' that are not 
used in any derivation in G' of a string inL(D) (See Property 5). The subroutine 
continues until all the subgrammars of the mainsplit of G that were not skipped 
have been enumerated and stored. 
In support of this algorithm we present he following five properties, whose 
proofs are straightfoward and are omitted. 
Property 1. Let G be a grammar, and let G M be the mainsplit of G. If G' is a 
split of G, then G' is a subgrammar of GM. 
Property 2. Given G, there are a finite number of grammars G' such that 
G' ~ splits (G) and C(G') = C(G). 
Property 3. If G, G', and G" are such that G" is a subgrammar of G' and G' 
is not a split of G, then G" is not a split of G. 
Property 4. If  G' is a subgrammar of G thenL(G') C_L(G). 
Property 5. If G' is a subgrammar of G such that G' is reduced wrt D and G 
is not reduced wrt D, then any production in G that is not used in a derivation 
in G of some string inL(D), does not occur in the production set of G'. 
The operation of the successive bounding process in COGRAM is illustrated 
in Fig. 1, in which the ith SRG tested is plotted against C(G,:) as the solid line, 
and the bound provided by the search limit is shown as a dotted line. The split 
of a given base grammar corresponds to a slanting line, while the assignment of 
weights to a base grammar corresponds toa horizontal segment. 
COGRAM has been programmed in the language SITBOL, Gimpel (1972), on 
a PDP-10 computer, and results have been obtained for the following data sets: 
Data Set 1. The data set from the proof of Theorem 3 was used, and the 
grammar G' in the proof of Theorem 3 was found. Total CPU time was 
77 sec. 
Data Set 2. The data set of Example 1 was used, and the ambiguous grammar 
G' in the proof of Theorem 4 was found. G' was found within 10 sec of CPU 
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FIG. 1. Operat ion  of the bound ing  process.  
time, but since the search limit remained at a value of 5, a further 247 sec was 
needed to ensure that G' was indeed the best grammar. 
Data Set 3. The three shortest strings in the set {ab}+ were given as follows: 
{<ab, 4), <abab, 2), <ababab, 1)}. The grammar {1/1: AI"-+ aA2, 1/2: A2---~ b, 
1/2:A2--+ bA1} was found within 11 see and the search limit, which was 
initially 16 was reset to 4. Checking that this grammar was indeed the best 
grammar took a further 284 see. 
Data Set 4. The data set {<a, 7), <aaa, 4), <aaaaa, 2), <aaaaaaa, 1)} was a 
sample run in Homing (1969). COGRAM found the best grammar in the first 
13 sec, and used another 106 see to ensure that it was indeed the best. The best 
grammar had the production set {1/2: A 1 -+ a, 1/2: A 1 ~ aA 2 , 1/1 A 2 ~ aA1}. 
Data Set 5. The data set {<b, 108), <bb, 18), <aa, 18), <baa, 5), <aba, 7), 
<baba, 1), <abba, 1) <bbaba, 1) <bbaa, 1) <aabb, 1)} is based on an example of 
Homing (1969).COGRAM analyzed all 2-nonterminal grammars. These 
grammars were produced by splitting the universal grammar {1/4: A1--+ a, 
1/4: Az -+ b, 1/4:-/11 --+ aA1, 1/4: A 1 ~ bA1}. The program was stopped after 
this split. The initial search limit was 183. The program produced the grammar 
{1/3: Aa --+ aA2 ,1/3: A1 ~ b, 1/3: A 1 --~ hA1, 1/4:-/12 -+ a, 1/4: A 2 --+ aA2 , 
1/4: A 2 --+ b.41 , 1/4:-42 --+ bA2} after 36 see of run time, reducing the search 
limit to 132. The grammar {1/3: A 1--+ aA~, 1/3: Az--+ b, 1/3: A1--+ bA~, 
1/3: A 2 --+ a, 1/3:-/12 --~ aA1, 1/3: A 2 -+ bA~} was found 42 see later, reducing 
the search limit to 112. The total t ime to complete the analysis of all 2-non- 
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terminal grammars was 2151 sec, at which time the program was stopped. Thus 
it is possible that a best grammar with more than two nonterminals exists for 
this data set. 
5. CONCLUSIONS 
In this paper we have given some results about the inference of stochastic 
regular grammars. However, it is easy to see that some of the results in Section 3 
that do not apply to splitting will also hold stochastic context-free grammars. The 
proofs of Lemmas 2 and 3, Theorems 1 and 2, and Corollary 1 can be easily 
adapted to the context-free case. We conjecture that Theorems 3 and 4 hold 
in the context-free case too. 
We have found our inference procedure COGRAM useful for checking 
hypotheses. For instance, an earlier version of the program was used to assist in 
finding proofs of Theorems 3 and 4, and for testing the effect of Lemma 2. 
Apart from reprogramming in Fortran, which could be expected to yield a speed 
up factor of at least 10, there are three known techniques which could be 
incorporated into COGRAM to decrease its running time. First, we could 
structure the subgrammars of a grammar in a lattice, rather than a tree as at 
present, thus avoiding some checking of non-DA grammars. Second, we could 
seek a technique similar to that of Wharton (1977) to avoid checking rammars 
which are equivalent up to a renaming of nonterminals. Third, we could seek a 
direct way of computing a set of probabilities which, assigned to a given set of 
productions would yield the greatest possible value of P(D I G) P(G) for those 
productions. Although these techniques would increase the experimental useful- 
ness of COGRAM, it is unlikely that they alone would turn it into an applications 
program. 
We see two main ways, within the present problem statement, of working 
toward the short running times required for applications. The first is to construct 
a good initial grammar algorithmically from the features (e.g.,Icommon substrings) 
of the data set. The second is to use heuristic methods for the same initialization 
task. An example of the first approach would be to seek a simple, fast algorithm 
which would produce a grammar whose value of P(G) P(D I G) differs from that 
of a best grammar by at most a known amount. 
However, there are different, but closely related, problem statements, in which 
extra information is given, which can result in shorter computations. Human 
interaction may be used to supply intermediate grammars, or to terminate the 
search when it is judged that a good enough grammar has been found. We 
can strengthen the data by providing instead of pairs @i, hi), quadruples 
(_d, o~ i , ni, B)  where A and B are names of nonterminals. We can impose 
constraints on the shape of the graph corresponding to the SRG which is to be 
found. An application of these techniques in which such quadruples are available, 
and in which constraints are specified, is described in Walker (1977). 
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Clearly, it is always possible to strengthen the available information enough 
to obtain practical algorithms. However, p ogress in this area can be viewed as 
the process of requiring less information without requiring significantly more 
computing time. In this view, our free inference problem is a worst case in which 
very little information is available. Whether or not this worst case problem 
statement is inherently exponential in computing time requirement is an open 
question. But even if this is the case, the results in this paper should be useful 
in dealing with problems in which more information is available. 
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