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VResumen
El presente trabajo analiza y compara los problemas nume´ricos derivados al modelar problemas alta-
mente convectivos empleando diversos me´todos espectrales y el me´todo Streamline Petrov-Galerkin
de elementos finitos (SUPG). El ana´lisis comparativo de las gra´ficas de convergencia para diferentes
nu´meros de Peclet, mostraron la superioridad de los me´todos espectrales sobre las te´cnicas conven-
cionales usadas para tratar problemas de adveccio´n dominante: elementos finitos SUPG y diferencias
finitas en contracorriente. Por otro lado se observo´ que a diferencia de los elementos finitos conven-
cionales (no jera´rquicos), los me´todos espectrales aumentan su rata de convergencia a medida que
aumenta el nu´mero de grados de libertad. La implementacio´n y solucio´n de mu´ltiples problemas
tipo permitieron concluir sobre las diferencias generadas por el uso de inco´gnitas con sentido f´ısi-
co, como las empleadas en los me´todos de colocacio´n, y las inco´gnitas trabajadas en los me´todos
espectrales propiamente dichos. Dichas diferencias marcan complejidades importantes cuando se im-
ponen condiciones de borde o cuando se trabajan problemas no lineales. No obstante las ventajas
de convergencia encontradas en los me´todos espectrales, se pueden citar grandes limitantes en la
aplicacio´n de estas te´cnicas en problemas multidimensionales, en cuyos casos muchas veces son ne-
cesarios complejos mapeos para poder transformar el dominio del problema en una geometr´ıa regular.
Palabras clave: Me´todos espectrales, SUPG, Petrov-Galerkin, Ecuacio´n de Adveccio´n-
Difusio´n
Abstract
The present work analizes and compares the numerical problems derivates when highly convec-
tive problems are modelled using several spectral methods and Streamline Petrov-Galernkin method
of finite elements (SUPG). The comparative analisis of the convergence graphs to different Peclet
numbers showed the superiority of the spectral methods over conventional techniques used to treat
advection dominant problems: Finite elements SUPG and upwind finite differences. On the other
hand it was observed unlike the conventional finite element (nonhierarchical), spectral methods in-
crease its rate of convergence as the number of degrees of freedom. The implementation and solution
of example problems allow make conclusions about the differences generated by the use of unknows
with phisycal sense, as those used in the colocation methods, and the unknows worked in the spectral
methods themselves.These differences mark important complexities when boundary conditions are
imposed or when nonlineal problems are considered. Despite of the advantages of convergency found
in the spectral methods, big limitations may be mentioned in applying these techniques to multi-
dimensional problems, These cases are often complex mappings required to transform the problem
domain into a regular geometry.
Keywords: Spectral methods,SUPG, Petrov-Galerkin, Advection-Diffusion Ecuation
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2 I´ndice de figuras
Capı´tulo1
Introduccio´n
La ecuacio´n diferencial de Difusio´n-Adveccio´n-Reaccio´n es usada ampliamente para el
modelado de mu´ltiples problemas de diferente naturaleza (f´ısica, qu´ımica, econo´mica, po-
blacional, etc.). En los casos en donde el feno´menos advectivo es el que domina la ecuacio´n,
es decir sus coeficientes son mucho ma´s grandes que los de los otros te´rminos, las soluciones
nume´ricas se hacen complejas, presentando normalmente oscilaciones no relacionadas con
la naturaleza del feno´meno estudiado.
La eliminacio´n de estas oscilaciones, o estabilizacio´n de la solucio´n, ha dado origen al
desarrollo de mu´ltiples te´cnicas o variaciones de los me´todos convencionales, especialmente
en diferencias finitas y elementos finitos. En este u´ltimo me´todo, se destaca variante de-
nominada Petrov-Galerkin en contracorriente o SUPG, por sus siglas en ingles Streamline
Upwind Petrov-Galerkin, la cual es usada masivamente en diferentes algoritmos de solucio´n
de las ecuaciones de Navier-Stokes.
El presente trabajo tiene por objetivo el ana´lisis y comparacio´n de los me´todos espec-
trales y pseudo-espectrales, con la te´cnica de estabilizacio´n SUPG de elementos finitos. Los
elementos finitos se basan en la aproximacio´n de una funcio´n con polinomios de bajo orden
dentro de subdominios guardando una continuidad en la solucio´n. Por otro lado, se tienen
los me´todos espectrales, los cuales aproximan la funcio´n solucio´n usando diferentes tipos
de polinomios (Chebyshev, Laguerre, Legendre, Hermite), normalmente de alto grado, sin
hacer una subdivisio´n del dominio del problema. Es decir, mientras la solucio´n alcanzada
con elementos finitos se fundamenta en aproximaciones locales, la obtenida con los me´todos
espectrales se trata de una aproximacio´n global.
El estudio detallado del me´todo Petrov-Galerkin en contracorriente, permitio´ modificar
las expresiones empleadas para el ca´lculo de los coeficientes de perturbacio´n empleados, las
cuales normalmente son deducidas de la ecuacio´n de Difusio´n-Adveccio´n, es decir ignoran-
do el efecto del te´rmino reactivo. Las nuevas expresiones encontradas para el ca´lculo del
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coeficiente de perturbacio´n permiten adicionar, de acuerdo a la magnitud del nu´mero adi-
mensional de Peclet, una cantidad de difusio´n nume´rica adecuada, de forma que se logran
eliminar las oscilaciones sin perjudicar la exactitud del me´todo.
Para el desarrollo de los me´todos espectrales fue necesario el estudio de los conceptos
involucrados en la aproximacio´n polinomial, as´ı como los problemas que en e´sta puede pre-
sentar, tales como: los feno´menos de Gibbs y Runge, y el Aliasing. Se estudiaron me´todos
espectrales en dos dominios de trabajo, acotados y perio´dicos, planteando dos variantes de
los me´todos, aproximacio´n por truncamiento y por interpolacio´n.
Este documento se estructura de la siguiente manera: en el segundo Cap´ıtulo se hace
una introduccio´n a los feno´menos altamente convectivos, con el fin de entender ma´s a fondo
la naturaleza del problema; adicionalmente se hace un recorrido ra´pido por historia de
las te´cnicas nume´ricas existentes para la solucio´n de este tipo de problemas. En el tercer
Cap´ıtulo se desarrollan los me´todos espectrales en dominios unidimensionales. El cuarto
Cap´ıtulo se enfoca en el planteamiento unidimensional del me´todo SUPG. Para finalizar
esta primera parte, en el cap´ıtulo quinto se ponen aprueba ambas te´cnicas en diferentes
problemas, se obtuvieron gra´ficas del comportamiento de la solucio´n nume´rica, as´ı como
de convergencia a la solucio´n anal´ıtica del problema. En los Cap´ıtulos sexto y se´ptimo,
se desarrollan los me´todos espectrales y SUPG multidimensionales, respectivamente. En el
Cap´ıtulo octavo, se muestran ejemplos de aplicacio´n multidimensionales. Para finalizar se
presentan las conclusiones, as´ı como una breve discusio´n sobre los trabajos futuros derivados
de esta tesis y los productos generados a partir del trabajo desarrollado.
Capı´tulo2
Feno´menos altamente convectivos
2.1. La ecuacio´n de Difusio´n-Adveccio´n-Reaccio´n
Muchos problemas f´ısicos pueden ser modelados analizando el balance de tres feno´me-
nos: la difusio´n, la adveccio´n y la reaccio´n [34]. El primero se define como la dispersio´n
de las especies involucradas en el proceso a lo largo del dominio f´ısico del problema. La
adveccio´n se relaciona con el transporte de especies debido a la presencia de campos de
velocidad. Y por u´ltimo, la reaccio´n es el proceso de interaccio´n mediante la cual se generan
o se consumen las especies involucradas en el feno´meno.
El problema de la Difusio´n-Adveccio´n-Reaccio´n, consiste en la determinacio´n de una funcio´n
de campo escalar φ(~x, t), la cual debe satisfacer la ecuacio´n diferencial 2.1.1:
∂φ
∂t
− ~∇.k~∇(φ) + ~u.~∇(φ) + sφ = F (~x) sobre Ω (2.1.1)
as´ı como unas condiciones de contorno definidas por las expresiones 2.1.2 y 2.1.3:
φ(~x) = G(~x) sobre Γφ (2.1.2)
~∇(φ) = H(~x) sobre Γ∇ (2.1.3)
donde k es el coeficiente difusivo, ~u es el campo de velocidad asociado al proceso advectivo,
s es el coeficiente fuente (s > 0 implica produccio´n y s < 0 significa disipacio´n), F (~x) es
una funcio´n de generacio´n, G(~x) es la funcio´n que define el valor del campo escalar sobre la
frontera y H(~x) es la funcio´n que define el valor del flujo sobre la frontera.
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La simplificacio´n de esta expresio´n permite la obtencio´n de ecuaciones espec´ıficas de amplio
uso en diferentes campos de la f´ısica, tales como:
Ecuacio´n de Helmholtz: empleada en los problemas de acu´stica, electromagnetismo
y sismolog´ıa, la cual se obtiene considerando el te´rmino de produccio´n (s > 0) y
eliminando el te´rmino advectivo (~u = 0) [4].
Ecuacio´n de Adveccio´n-Difusio´n (s = 0): utilizada ampliamente en problemas de
dispersio´n de gases contaminantes altamente estables, producidos por la combustio´n
de alguna sustancia [70].
Ecuacio´n de Adveccio´n-Reaccio´n (k = 0): usada en el modelado de dispersio´n de
contaminantes acu´ıferos en aguas con alta velocidad, en donde el efecto difusivo no
guarda la misma escala de tiempo que los otros dos feno´menos (adveccio´n-reaccio´n)
[45].
Ecuacio´n de Difusio´n-Reaccio´n (~u = 0): Un feno´meno regido por los procesos de reac-
cio´n y difusio´n, se caracteriza por la presencia de distribuciones espacio-temporales de
las especies involucradas, esta distribucio´n se denomina comu´nmente patro´n. Turing
[75] definio´ las condiciones para las cuales un proceso reactivo en equilibrio, puede ser
destabilizado por la presencia de un te´rmino difusivo, genera´ndose as´ı unos patrones
espaciales heteroge´neos, denominados inestabilidades por difusio´n o inestabilidades
de Turing. Esta ecuacio´n tiene muy diversas aplicaciones en problemas f´ısico-qu´ımi-
cos, como en los mecanismos de morfoge´nesis [34], en donde las mole´culas difunden a
trave´s de los tejidos y reaccionan con otras sustancias directamente y por sen˜alizacio´n
a trave´s de las ce´lulas; tambie´n en la formacio´n de manchas en la piel de algunos ani-
males [53; 56; 47; 67; 55], el crecimiento de tumores [16], la distribucio´n de poblaciones
de animales [78], entre otra muchas aplicaciones.
Desde el punto de vista de los campos de estudio, esta ecuacio´n o sistemas de ecuaciones
diferenciales de Difusio´n-Adveccio´n-Reaccio´n, se emplean para el estudio de problemas en
campos como en:
La dina´mica de fluidos, a trave´s de la linealizacio´n de las ecuaciones de Navier-Stokes
2.1.4, como se propone en [84],
ρ
(
∂~u
∂t
+ ~u · ∇~u
)
= −∇p+ µ∇ · ∇~u+ f (2.1.4)
en la ecuacio´n no lineal de conservacio´n de cantidad de movimiento 2.1.4, ~u representa
el campo de velocidad del fluido, p el campo escalar de presiones, µ la viscosidad, ρ
la densidad y f define un campo de fuerzas volume´tricas.
Las matema´ticas financieras, empleando la ecuacio´n diferencial de Black-Scholes 2.1.5,
como se plantea en [68],
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∂V (x, t)
∂t
+
1
2
σ2x2
∂2V (x, t)
∂x2
+ rx
∂V (x, t)
∂x
− r = 0 (2.1.5)
en esta u´ltima ecuacio´n, V (x, t) es el valor de la opcio´n de comprar o de vender un
bien financiero con el precio x en el momento t, la constante real σ se llama volatilidad
y la constante r define el riesgo de la inversio´n.
La acu´stica, empleando la ecuacio´n de Helmholtz 2.1.6, tal como en [4],
∇ · ∇A(~x) + k2A(~x) = Φ(~x) (2.1.6)
donde A representa el campo escalar de amplitudes de oscilacio´n, Φ es una funcio´n de
generacio´n y k es el nu´mero de onda.
La transferencia de calor, como en los trabajos [40; 3; 51],
La ingenier´ıa biome´dica, por ejemplo para la simulacio´n de los procesos de coagulacio´n
y regeneracio´n osea, entre otros, tal como se plantea en [52; 33; 28]. Para el caso de
regeneracio´n osea se emplea el modelo de reaccio´n de Schnakenberg, resultando el
sistema de ecuaciones 2.1.7.
∂u
∂t
= γ
(
α− u+ u2v)+∇ · ∇u− ~a∇u
∂v
∂t
= γ
(
β − u2v)+∇ · d∇v − ~a · ∇v (2.1.7)
en este modelo u y v representan, respectivamente, la concentracio´n de las hormonas
PTHrP (Hormona Paratiroidea Pe´ptida Relacionda) y Ihh (Hormona Indian Hed-
gehog), α y β son constantes positivas que definen la produccio´n de u y v, mientras
que el te´rmino de cata´lisis no-lineal u2v define la activacio´n de u y el consumo de v.
La constante d define la relacio´n entre los coeficientes de difusio´n de cada especie.
La dina´mica de poblaciones, como por ejemplo en el estudio de dispersio´n de pobla-
ciones e informacio´n gene´tica [61], o en la determinacio´n de la distribucio´n espacio-
temporal de especies (depredador y presa) en un ecosistema. empleando el sistema de
ecuaciones de Lotka-Volterra modificado 2.1.8, tal como se plantea en [77; 8; 64].
∂U
∂τ
= S (U)− F (U, V ) +∇ ·Du∇U
∂V
∂τ
= ηF (U, V )−M (V ) +∇ ·Dv∇V
(2.1.8)
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En esta u´ltima expresio´n, U representan la poblacio´n de la especie presa y V la
poblacio´n de depredadores. Las funciones S y M determinan la dina´mica intr´ınseca
de cada poblacio´n, mientras que F es la funcio´n de depredacio´n. El coeficiente η denota
la fraccio´n de biomasa de presas que puede convertirse en biomasa de depredadores.
Du y Dv son los coeficientes de difusio´n que definen la dispersio´n espacial de las
especies estudiadas.
Otros campos de aplicacio´n se encuentran en: el electromagnetismo [62], la f´ısica
de semiconductores [6], la ingenier´ıa de materiales [50], la qu´ımica [79], la biolog´ıa
[23; 63; 54; 31], la astrof´ısica [57] y la prediccio´n y control de incendios [27].
2.2. Adveccio´n y nu´mero de Peclet Pe
La adveccio´n es un feno´meno que consiste en la variacio´n de un campo escalar debido a
un campo vectorial. Si se habla en te´rminos de dina´mica de fluidos, normalmente el campo
escalar es la concentracio´n de una sustancia o una temperatura y el campo vectorial es el
campo de velocidades del fluido.
Usualmente, el te´rmino conveccio´n se utiliza como sino´nimo con adveccio´n. Sin embargo
la conveccio´n es un termino ma´s general y, al menos en transferencia de calor, hace referen-
cia al feno´meno combinado de la adveccio´n y una difusio´n molecular en el fluido. Aclarado
esto, en este documento de igual forma se usara el termino adveccio´n, como el de conveccio´n.
Como se hab´ıa mencionado anteriormente, de la forma como se relacionen los te´rminos
difusivo, advectivos y reactivos; se tiene un tipo de ecuacio´n particular. O mejor se tienen
comportamientos diferentes de una misma ecuacio´n. Los feno´menos do´nde el termino advec-
tivo tiene un mayor peso o influencia en la ecuacio´n, son llamados fuertemente advectivos
o de adveccio´n o conveccio´n dominante. Lograr un esquema nume´rico adecuado para la
resolucio´n de ecuaciones bajo estos reg´ımenes, representa actualmente uno de los princi-
pales objetivos en el campo del modelado computacional, debido la inestabilidad nume´rica
ocasionada por zonas de gradientes fuertes. Esto se evidencia en oscilaciones ficticias en las
soluciones obtenidas.
La pregunta, ser´ıa entonces ¿Co´mo determinar que un problema es de conveccio´n domi-
nante? La repuesta a esta pregunta la da el nu´mero Peclet, que es una relacio´n adimensional
que involucra precisamente los coeficientes convectivos con los difusivos, como se muestra
en la ecuacio´n (2.2.9).
Pe =
u l
2 k
(2.2.9)
donde l es la longitud caracter´ıstica, ya sea del dominio completo, de un subdominio o
de un elemento.
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Para entender un poco la complejidad del feno´meno de la adveccio´n se podr´ıa pensar
en el siguiente ejemplo ilustrativo:
Si en la mitad de un parque se encuentra un a´rbol y no existen velocidades considerables
de viento, es fa´cil entender como va a ser la distribucio´n de las hojas que caen del a´rbol.
Seguramente habra´ ma´s hojas en la base que en los alrededores, pero luego de un tiempo,
toda la superficie del parque va estar con hojas. Es decir, de alguna forma las hojas se van
difundiendo en el parque.
Si hay velocidades del viento ma´s elevadas el problema sencillo anteriormente descrito,
se complica. La distribucio´n de las hojas depender´ıa de la velocidad, direccio´n y naturaleza
del viento; de la existencia de zonas de recirculaciones; etc. en fin otro problema. Esto es
lo que termino advectivo hace, un problema sencillo lo vuelve complejo.
No quiere decir esto, que el termino advectivo sea malo y que se deba evitar. Sencilla-
mente la naturaleza esta´ llena de estos feno´menos y si se quieren estudiar toca enfrentarse a
esa complejidad. Desde el punto de vista nume´rico, como se menciono anteriormente, el ter-
mino advectivo acarrea inestabilidades y oscilaciones en la solucio´n que deben ser manejadas
de manera particular, como se describe a continuacio´n.
2.3. Solucio´n nume´rica de problemas con conveccio´n domi-
nante
Adema´s de la enorme utilidad para el estudio de feno´menos f´ısicos, algunas formas de la
expresio´n 2.1.1 se caracterizan por la dificultad en la implementacio´n de soluciones nume´ri-
cas y el requerimiento de te´cnicas especiales para construir una aproximacio´n. Especialmente
cuando se trata de conveccio´n dominante, donde las soluciones nume´ricas implementadas
para el desarrollo de este tipo de ecuaciones presentan oscilaciones falsas que no se ajustan al
comportamiento real del feno´meno modelado, de modo que el desarrollo de te´cnicas nume´ri-
cas exactas y confiables para el desarrollo de este tipo de expresiones, se ha convertido en
un campo de permanente investigacio´n en los u´ltimos treinta an˜os.
Me´todos espectrales
Los me´todos espectrales son muy usados actualmente por tratarse de una herramien-
ta precisa para resolver grandes problemas en dina´mica de fluidos computacional (CFD),
segu´n puede establecerse en la literatura, especialmente los trabajos de Boyd [9], Canuto et
al [12; 13] y Trefethen [73; 74].
Originalmente propuestos por Blinova en 1944, como una herramienta para resolver
grandes problemas en modelado de fluidos; sin embargo no implementados sino hasta 1954
por Silvermnan y sin trabajos significativos en los 60’; hasta que a finales de la de´cada
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fueron retomados por Orszag y Eliason, dando como resultato un fuerte trabajo teo´rico a
lo largo de los 70’ [12].
A partir de la de´cada de los 80’, con la aparicio´n de la CFD como tal, los me´todos es-
pectrales son retomados por su precisio´n en la solucio´n de ecuaciones diferenciales parciales
relacionadas con problemas f´ısicos en donde los efectos convectivos tienen un peso elevado
[13].
Actualmente, el profesor L. N. Trefethen a desarrollado un toolbox en Matlab llamado
Chebfun [72], que podr´ıa considerarse el uso de los me´todos espectrales en todas sus formas.
La idea fundamental es lograr todas las operaciones posibles sobre funciones matema´ticas,
como un sistema de a´lgebra computacional, mediante el tratamiento de la aproximacio´n de
dicha funcio´n usando polinomios de Chebyshev.
Elementos finitos Petrov-Galerkin
La solucio´n del problema de Difusio´n-Adveccio´n-Reaccio´n empleando una formulacio´n
convencional de elementos finitos (comu´nmente denominada formulacio´n de Bubnov-Galerkin)
lleva frecuentemente a soluciones poco exactas o con oscilaciones erro´neas (falsas), especial-
mente en las zonas aguas abajo donde se presentan fuertes variaciones del campo escalar,
tal como en los problemas de capa l´ımite [83], exceptuando los casos en los que el te´rmino
relacionado con la difusio´n predomina nume´ricamente sobre los dema´s (tambie´n denomina-
dos problemas de difusio´n dominante). La presencia de estas oscilaciones esta relacionada
con los valores de los coeficientes de la ecuacio´n, es decir con la naturaleza del feno´meno
predominante. Teniendo en cuenta la relacio´n de la ecuacio´n (2.2.9), una forma de estabili-
zar la solucio´n puede ser reduciendo la longitud caracter´ıstica del elemento, disminuyendo
por tanto el nu´mero de Pe. Sin embargo, para casos con campos advectivos fuertes esta
te´cnica puede no ser la ma´s apropiada desde el punto de vista de costo computacional.
Nume´ricamente se observa como para nu´meros Pe pequen˜os, la matriz de rigidez, al-
canzada con la formulacio´n Bubnov-Galerkin, tiende a ser sime´trica, por tanto los valores
propios discretos de la misma son reales y la solucio´n del problema se puede interpretar
como la minimizacio´n de un funcional. Para casos con nu´meros de Pe elevados, estos valores
propios son imaginarios (en su mayor´ıa), lo cual esta asociado con de la fuerte asimetr´ıa en
la matriz de rigidez, as´ı como con la imposibilidad de derivar el problema desde un principio
variacional.
La eliminacio´n de estas oscilaciones (estabilizacio´n de la solucio´n), se logra regresando
el cara´cter sime´trico a la matriz de rigidez, lo cual puede ser alcanzado empleando diversos
me´todos, entre los cuales se puede citar: el me´todo de ca´lculo finito [58], el me´todo de paso
fraccional [17], el me´todo de mı´nimos cuadrados de Galerkin [44], el me´todo de las l´ıneas
de caracter´ısticas [83; 82], y el me´todo Petrov-Galerkin de contracorriente [80]. Estos dos
u´ltimos son los me´todos usados ma´s ampliamente para la estabilizacio´n nume´rica de las
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soluciones de la ecuacio´n de difusio´n-adveccio´n-reaccio´n.
El me´todo Petrov-Galerkin en contracorriente, SUPG por sus siglas en ingles, se basan
en la modificacio´n de la funcio´n de peso de la ecuacio´n de residuos ponderados, adicionando
una funcio´n de perturbacio´n que logra estabilizar el me´todo, ponderando con mayor peso la
informacio´n proveniente de los nodos ubicados aguas arriba (de ah´ı el te´rmino Streamline
Upwind).
La primera referencia al uso de estas funciones de peso modificadas aparece en 1975 [80],
las cuales ma´s tarde fueron empleadas formalmente por Christie [18] y Zienkiewicz [81]. Pos-
teriormente Hughes [41], retoma el fundamento del me´todo streamline upwind para proble-
mas de conveccio´n dominante. Este me´todo fue reformulado en 1982 por Brooks-Hughes [11],
quienes presentan una formulacio´n general del me´todo SUPG como una forma de aproximar
la solucio´n del problema generalizado de Stokes. El me´todo SUPG es adoptado en 1984 por
Johnson [46] para la solucio´n de problemas que involucran ecuaciones diferenciales hiperbo´li-
cas. En 1986 Hughes [42], asocia el me´todo SUPG con el cumplimiento de las condiciones de
Babuska-Brezzi en los problemas de dina´mica de fluidos. Posteriormente, Hughes [43] em-
plea los mı´nimos cuadrados para la obtencio´n de la funcio´n de perturbacio´n adecuada en la
estabilizacio´n de los elementos finitos (Streamline Petrov-Galerkin con mı´nimos cuadrados,
GLS). Franca [30], emplea el me´todo SUPG a la solucio´n de problemas advectivos-difusivos.
En 1993 Baiocchi [5] adiciona el empleo de funciones burbuja para el enriquecimiento de las
funciones polinomiales, en tanto que Harari [39] en 1994, incluye te´cnicas de optimizacio´n
para mejorar el desempen˜o de los me´todos de estabilizacio´n, espec´ıficamente en problemas
de adveccio´n-difusio´n-produccio´n. En 1996 Russo [65] aplica la estabilizacio´n con funciones
burbuja en la solucio´n de la ecuacio´n linealizada de Navier-Stokes, mientras que Codina [21]
en 1998 presenta una comparacio´n de te´cnicas de estabilizacio´n de elementos finitos para la
solucio´n del problema de adveccio´n-difusio´n-reaccio´n.
Un nuevo me´todo para la solucio´n de este tipo de problemas, es presentado por Cock-
burn [20], en donde se hace uso de un me´todo de Galerkin empleando funciones disconti-
nuas, el cual brinda la posibilidad de paralelizar los algoritmos desarrollados, emplear mallas
irregulares con nodos no necesariamente coincidentes y emplear funciones polinomiales de
diferente grado para diferentes elementos, lo cual permite el desarrollo de me´todos adap-
tativos. Araya [1; 2] incorpora al me´todo de estabilizacio´n cla´sico SUPG, un estimador de
error a posteriori, que permite la implementacio´n de te´cnicas de mallado adaptativo. Por
u´ltimo, resulta interesante mencionar el trabajo de Xin [76], el cual emplea un te´rmino
de viscosidad artificial, que permite la estabilizacio´n de la formulacio´n del me´todo de los
elementos finitos para la solucio´n de problemas hiperbo´licos obtenidos a partir de teoremas
de conservacio´n.
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Capı´tulo3
Me´todos espectrales en 1D
Los me´todos espectrales, as´ı como los elementos finitos, esta´n basados en la minimizacio´n
de un residuo en un domino. La idea fundamental detra´s es obtener soluciones aproxima-
das de ecuaciones diferenciales mediante series finitas de funciones ortogonales, como la
exponencial compleja, polinomios de Legendre o Chebyshev [48].
3.1. ¿Que´ afecta la aproximacio´n?
3.1.1. Truncamiento e Interpolacio´n
En aproximacio´n polinomial se tienen principalmente 2 metodolog´ıas de trabajo. La
primera consiste en aproximar una funcio´n mediante una serie truncada, resolviendo las
integrales para el ca´lculo de los coeficientes de la serie (Truncamiento). Y la segunda, in-
terpolar la funcio´n usando una serie truncada, para tal fin son necesarios los valores de la
funcio´n en ciertos puntos (Interpolacio´n). Como se muestra en la Figura 3.1 el truncamiento
y la interpolacio´n aproximan la funcio´n en todo el dominio, con la diferencia que la inter-
polacio´n garantiza los valores en los puntos de interpolacio´n. En este ejemplo ilustrativo se
esta´ aproximando la funcio´n |x| con polinomios de Chebyshev con 7 te´rminos.
Truncamiento
Toda funcio´n puede ser expresada como una familia de funciones en un dominio dado,
siempre y cuando estas funciones generen un espacio funcional en ese dominio (sean una base
del espacio). Los espacios funcionales son infinitos, por lo que´ para expresar una funcio´n
de manera exacta es necesario una suma de funciones al infinito, esto obviamente no es
practico. Sin embargo se pueden lograr aproximaciones truncando la serie a un N finito,
Ecuacio´n (3.1.1). Se espera que a un mayor N mejor sea la aproximacio´n.
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Figura 3.1: Truncamiento vs Interpolacio´n, aproximacio´n de la funcio´n |x| con polinomios
de Chebyshev con 7 te´rminos.
u(x¯)
∣∣∣
Ω
=
∞∑
k=1
uˆkψk(x¯) ≈
N∑
k=1
uˆkψk(x¯) (3.1.1)
Las metodolog´ıas de trabajo por truncamiento se subdividen en 2, los me´todos de Ga-
lerkin y los Tau. En los me´todos de Galerkin, las funciones base cumplen con las condi-
ciones de borde del problema. En Tau, las funciones base no necesariamente cumplen con
las condiciones de borde del problema y estas deben ser aseguradas mediante ecuaciones
independientes.
Interpolacio´n
Siguiendo el procedimiento base para la aproximacio´n polinomial se plantea un sistema
de ecuaciones igualando el polinomio de grado N, a los N puntos de interpolacio´n y de
esta forma se determinan los coeficientes del polinomio que aproxima la funcio´n. La ante-
rior aunque es la explicacio´n fa´cil, no es la usada ya que resolver un sistema de ecuaciones
implica un procesamiento mayor al de otros me´todos. Teniendo las propiedades de los poli-
nomios se pueden establecer procedimientos como la interpolacio´n barice´ntrica, que definen
el polinomio de interpolacio´n con un nu´mero de operaciones muy inferior al de resolver un
sistema. Evidentemente hay una diferencia entre la funcio´n original y la interpolacio´n y e´sta
disminuye al aumentar el nu´mero de puntos.
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3.1.2. Feno´meno de Gibbs
El feno´meno de Gibbs, llamado as´ı en honor a J. Willard Gibbs que fue el primero en
explicar este feno´meno en 1899, consiste en oscilaciones que aparecen al aproximar fun-
ciones discontinuas con funciones continuas. Las series de Chebyshev, de Fourier y dema´s
utilizadas en me´todos espectrales son continuas, por lo que al tratar de aproximar funciones
discontinuas surgen oscilaciones en estas discontinuidades. Estas oscilaciones no solo afec-
tan la aproximacio´n de la funcio´n en el punto de las discontinuidades sino en todo el dominio.
En la Figura 3.2 se muestra la aparicio´n de dichas oscilaciones al aproximar la funcio´n
signo(x). Esta funcio´n toma valores de −1 para nu´meros negativos y de 1 para nu´meros
positivos.
Figura 3.2: Feno´meno de Gibbs. Aproximacio´n de la funcio´n signo de x, con polinomios de
Chebyshev de grado 8, 16 y 32.
Muchos trabajos se han llevado acabo en teor´ıa de aproximacio´n alrededor de este
feno´meno. Logrando incluso, determinar el l´ımite de la amplitud de las oscilaciones pa-
ra ciertos casos [32]. La posibilidad de plantear modificaciones a las formulaciones permite
reducir el feno´meno de Gibbs cerca de los puntos de las discontinuidades manteniendo la
reproduccio´n fiel de la funcio´n en todo el dominio. Esto se conoce como proceso de suavizado
(smoothing) o filtrado. Dado que las oscilaciones se reflejan en una sobre estimacio´n de los
coeficientes de los te´rminos de alto orden o de mayor frecuencia; la forma de atenuarlas, es
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mediante la reduccio´n de los valores que e´stos toman. Para la serie de Fourier existen los
suavizados de: Cesa´ro y Lanczos entre otros [12]. Ya que se quer´ıa implementar los me´todos
espectrales en su formulacio´n ba´sica, en este trabajo no se empleo suavizado.
3.1.3. Aliasing
El aliasing es un feno´meno que se presenta sobre todo en funciones perio´dicas, es la mal
interpretacio´n de una funcio´n al tener solamente unos valores puntuales de ella. En la Figura
3.3 se muestran las funciones sin(6pix) y sin(−10pix) sobre puestas con la funcio´n sin(−2pix),
se aprecia que en los puntos marcados los valores de las 3 funciones son iguales. Es decir
teniendo los puntos, no se podr´ıa determinar cual es la funcio´n ya que todas pasan por ellos.
Figura 3.3: Aliasing. Funciones sin(6pix) y sin(−10pix) sobre puestas con sin(−2pix). En los
puntos resaltados todas las funciones presentan los mismos valores.
Numerosos art´ıculos han sido publicados en los que se discute el rol del aliasing en
los me´todos espectrales, principalmente la influencia en la estabilidad y precisio´n. En [37;
38], se menciona que el error de aliasing es del mismo orden de magnitud que el error de
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truncamiento de la serie y que decae igual de ra´pido que e´ste.
3.1.4. Feno´meno de Runge
El feno´meno de Runge sucede el usar interpolacio´n polino´mica con nodos igualmente
espaciados en el dominio y polinomios de alto orden. Son oscilaciones que se presentan a
los extremos del dominio, debido principalmente a la falta de nodos en los que evaluar la
aproximacio´n.
Entre las metodolog´ıas para la disminucio´n del feno´meno se tiene: 1) Usar nodos no
igualmente espaciados, e´sta es la metodolog´ıa principalmente usada en la aproximacio´n por
polinomios de Chebyshev, donde los nodos esta´n ma´s cargados a los extremos del dominio.
2) Usar aproximacio´n a trozos, e´sta es la metodolog´ıa usada en extremo por el me´todo de
elementos finitos donde con muchas aproximaciones a trozos de bajo orden se logra obtener
una solucio´n acertada de los problemas. En me´todos espectrales tambie´n se han desarrollado
trabajos y toman el nombre de elementos espectrales [60; 66; 35].
3.2. Funciones base, condiciones de borde y dominios
Dependiendo de las caracter´ısticas del dominio de trabajo: acotado, perio´dico, semi-
infinito, infinito. Se puede aplicar un me´todo espectral particular que se acopla de mejor
forma a ese dominio. En la Tabla 3.1 se muestra un resumen de los tipos de dominios, los
intervalos de trabajo y el me´todos espectral apropiado para trabajar en dicho dominio.
Caracter´ıstica Dominio Me´todo espectral
Acotado [−1, 1] Chebyshev o Legendre
Perio´dico [0, 2pi] o´ [−pi, pi] Fourier
Semi-infinito [0,∞] Laguerre
Infinito [−∞,∞] Hermite
Tabla 3.1: Dominios de trabajo de los me´todos espectrales
El me´todo espectral apropiado es determinado teniendo en cuenta el dominio en el cual
las familias solucio´n forman un conjunto ortogonal, los valores en los extremos que e´stas
toman y como e´stos se relacionan con las condiciones de borde de las ecuaciones diferenciales.
En las pro´ximas secciones se describen las nociones ba´sicas para la formulacio´n en do-
minios acotados y perio´dicos. As´ı como su uso para la solucio´n de ecuaciones diferenciales.
3.3. Me´todos espectrales en dominios acotados
Como se muestra en la Tabla 3.1, existen varias alternativas en me´todos espectrales para
trabajar dominios acotados. Chebyshev y Legendre son so´lo 2 de las familias de polinomios
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que se podr´ıan usar. Ambos son parte de un conjunto ma´s grande, que abarca todas las
familias de los polinomios solucio´n a un problema de Sturm-Liouville, este conjunto son
los polinomios de Jacobi. Todas las familias de polinomios de Jacobi son ortogonales en
[−1, 1], por lo que cualquier polinomio de e´stos funcionaria para aproximar funciones en
este dominio.
Los polinomios de Chebyshev han sido los ma´s usados en me´todos espectrales, tal vez
por su relacio´n directa con la serie de Fourier. Ya que se pueden obtener una de la otra
como un simple cambio de variable, lo que facilito´ su desarrollo y actualmente facilita el
ca´lculo de los coeficientes mediante transformada ra´pida de Fourier (FFT por sus siglas en
ingles).
3.3.1. Polinomios de Chebyshev
Los polinomios de Chebyshev (Figura 3.4) pueden ser definidos de forma trigonome´trica
por la Ecuacio´n (3.3.2), en forma de series de potencia como en la Ecuacio´n (3.3.3) o de
forma recursiva como en la Ecuacio´n (3.3.4).
Figura 3.4: Polinomios de Chebyshev en [-1,1]
Tk(x) = cos(k cos
−1(x)) (3.3.2)
Tk(x) =
k
2
k/2∑
l=0
(−1)k (k − l − 1)!
l!(k − 2l)! (2x)
k−2l (3.3.3)
Tk+1(x) = 2xTk(x)− Tk−1(x), con T0(x) = 1 y T1(x) = x. (3.3.4)
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Las formulaciones trigonome´tricas (3.3.2) y recursiva (3.3.4) son las ma´s usadas para
el ca´lculo computacional de los polinomios, si el grado del polinomio es menor que ma´s
o menos 15, resulta ma´s ra´pido la evaluacio´n por medio de la forma recursiva; en otros
casos es mejor evaluarlo por medio de la definicio´n trigonome´trica. Sin embargo, cuando se
requieren evaluar todos los polinomios hasta el grado k, podr´ıa resultar ma´s econo´mico la
evaluacio´n de todo el conjunto con la ecuacio´n de recurrencia.
Entre las propiedades de los polinomios de Chebyshev son de suma importancia para la
formulacio´n de los me´todos espectrales:
|Tk(x)| ≤ 1, −1 ≤ x ≤ 1 (3.3.5)
Tk(±1) ≤ (±1)k (3.3.6)
∫ 1
−1
Tk(x)Tl(x)
dx√
1− x2 =
{
ck
pi
2 , k = j
0, k 6= j , donde: ck =
{
2, k = 0
1, k ≥ 1 (3.3.7)
La Ecuacio´n (3.3.5) y (3.3.6), hacen referencia al comportamiento de los polinomios
dentro del dominio [−1, 1]. Donde siempre en x = 1 toman valores de 1 y en x = −1 se
van intercambiando los impares toman valores de -1 y los pares de 1, esto sirve a la hora de
imponer las condiciones de borde.
La Ecuacio´n (3.3.7) es la ma´s importante, define la ortogonalidad de los los polinomios
de Chebyshev en [−1, 1]. Dado que los polinomios son ortogonales, resultan una base apro-
piada para la aproximacio´n de funciones en este dominio. En el caso general para cualquier
otro dominio, siempre se puede realizar un mapeado a e´ste.
Teniendo lo anterior en cuenta, se puede expresar cualquier funcio´n u(x) mediante la
serie al infinito. O mejor, se puede aproximar cualquier funcio´n mediante la serie truncada
de la Ecuacio´n (3.3.8). Los coeficientes de la serie pueden ser calculados como se muestra
en la Ecuacio´n (3.3.9).
u(x) =
∞∑
k=0
uˆk=1Tk(x) ≈
N∑
k=0
uˆkTk(x) (3.3.8)
uˆk =
2
pick
∫ 1
−1
u(x)Tk(x)
dx√
1− x2 (3.3.9)
Para calcular los uˆk, es necesario la evaluacio´n de la integral de la derecha (Ecuacio´n
(3.3.9)). Normalmente e´sta puede ser calculada usando cuadraturas especiales, por ejemplo
la cuadratura de Chebyshev Gauss Lobbato (Ecuacio´n (3.3.10)).
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∫ 1
−1
u(x)Tk(x)
dx√
1− x2 =
N∑
j=0
ujwj (3.3.10)
Con los puntos de evaluacio´n (3.3.11) y los factores de ponderacio´n o pesos (3.3.12). Los
valores uj son la funcio´n u evaluada en los puntos xj , es decir uj = u(xj).
xj = cos(
pij
N
), j = 0, . . . , N (3.3.11)
wj =
{
pi
2N , j = 0, N,
pi
N , j = 1, . . . , N − 1.
(3.3.12)
3.3.2. Chebyshev Tau
Como antes se menciono´ este me´todo es de truncamiento, la diferencia principal con
otras variantes es que la solucio´n se da en el dominio espectral, es decir que lo que se calcu-
la son los coeficientes de una serie, estos coeficientes deben ser luego evaluados para obtener
la funcio´n solucio´n. Dada la infinita cantidad de condiciones de contorno que un problema
acotado puede tomar las condiciones de contorno deben ser impuestas de manera particular
como se muestra ma´s adelante.
Teniendo en cuenta (3.3.10), la Ecuacio´n (3.3.9) puede ser reescrita como en la Ecuacio´n
(3.3.13)
uˆk =
2
pick
N∑
j=0
u(xj)wj (3.3.13)
Derivadas
Las derivadas de una funcio´n en te´rminos de su representacio´n en los coeficientes de la
serie de Chebyshev esta´n dadas como se muestra en las Ecuaciones (3.3.14) y (3.3.15).
u′(x) =
N∑
k=0
uˆ
(1)
k Tk(x) u
′′(x) =
N∑
k=0
uˆ
(2)
k Tk(x) (3.3.14)
donde:
uˆ
(1)
k =
2
ck
N∑
p = k + 1
p + k, impar
p uˆp uˆ
(2)
k =
1
ck
N∑
p = k + 2
p + k, par
p(p2 − k2) uˆp (3.3.15)
3.3. Me´todos espectrales en dominios acotados 21
Las expresiones de la Ecuacio´n (3.3.15), expresadas de forma matricial suelen ser ma´s
apropiadas para la solucio´n del problema. Si se tiene un vector de uˆk de la forma [uˆ0, . . . , uˆn]
′,
se puede expresar las derivadas como un producto matriz-vector; como se muestra, para
N = 4, en la Ecuacio´n (3.3.16).
uˆ(1) =

0 1 0 3 0
0 0 4 0 8
0 0 0 6 0
0 0 0 0 8
0 0 0 0 0


uˆ0
uˆ1
uˆ2
uˆ3
uˆ4
 uˆ(2) =

0 0 4 0 32
0 0 0 24 0
0 0 0 0 48
0 0 0 0 0
0 0 0 0 0


uˆ0
uˆ1
uˆ2
uˆ3
uˆ4
 (3.3.16)
No linealidades
El manejo de los coeficientes variables o los te´rminos no lineales se lleva a cabo por la
evaluacio´n de las sumas de convolucio´n, esto podr´ıa verse como calcular los coeficientes de
una funcio´n compuesta uv(x) = u(x)v(x), como se muestra en la Ecuacio´n (3.3.17).
ûvk =
2
pick
∫ 1
−1
u(x)v(x)Tk(x)
dx√
1− x2 (3.3.17)
Cuando se tienen los coeficientes uˆk y vˆk de las funciones u y v respectivamente. Se
pueden calcular los coeficientes de la funcio´n compuesta ûvk, como se muestra en la Ecuacio´n
(3.3.18).
ûvk =uˆ0vˆk + uˆkvˆ0 +
1
2
N∑
p > 0,
q > 0,
p + k = 0
uˆpvˆq +
1
2
N∑
p > 0,
q > 0,
|p− k| = k
uˆpvˆq (3.3.18)
La expresio´n (3.3.18) fue deducida con base en las propiedades de ortogonalidad de los
polinomios de Chebyshev en el dominio [−1, 1]. Es importante notar, que el uso de sumas
de convolucio´n hace que el sistema de ecuaciones resultante deje de ser lineal.
Condiciones de borde
Las condiciones de borde en este me´todo, se deducen de la propiedad de la Ecuacio´n
(3.3.6), se imponen mediante ecuaciones adicionales. Si son condiciones tipo Dirichlet, como
en la Ecuacio´n (3.3.19) .
u(1) =
N∑
k=0
uˆk u(−1) =
N∑
k=0
(−1)kuˆk (3.3.19)
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Si las condiciones de borde son de tipo Neumann, se imponen como se ve en la Ecuacio´n
(3.3.20).
u′(1) = −
N∑
k=1
k2uˆk u
′(−1) = −
N∑
k=1
(−1)kk2uˆk (3.3.20)
Ejemplo de aplicacio´n
Al resolver una Ecuacio´n diferencial por este me´todo se busca una funcio´n de la forma
(3.3.8), que haga que los residuos sean cero, si se usa como funcio´n de ponderacio´n Tk(x)√
1−x2 . A
continuacio´n se muestra el desarrollo ba´sico para una ecuacio´n adveccio´n-difusio´n (Ecuacio´n
(3.3.21)).
−k∂
2u
∂x2
+ v
∂u
∂x
= g(x), −1 ≤ x ≤ 1 (3.3.21)
Lo primero es plantear los residuos sobre el dominio con la base apropiada:∫ 1
−1
(
−k∂
2u
∂x2
+ v
∂u
∂x
− g(x)
)
Tl(x)√
1− x2 dx = 0 (3.3.22)
−k
∫ 1
−1
∂2u
∂x2
Tl(x)√
1− x2 dx+ v
∫ 1
−1
∂u
∂x
Tl(x)√
1− x2 dx−
∫ 1
−1
g(x)
Tl(x)√
1− x2 dx = 0 (3.3.23)
Reemplazando los te´rminos conocidos, de las ecuaciones (3.3.14).
−k
∫ 1
−1
N∑
m=0
uˆ(2)m Tl(x)
Tl(x)√
1− x2 dx+ v
∫ 1
−1
N∑
m=0
uˆ(1)m Tm(x)
Tl(x)√
1− x2 dx−
∫ 1
−1
g(x)
Tl(x)√
1− x2 dx = 0
(3.3.24)
En los 2 primeros te´rminos en la Ecuacio´n (3.3.24), se tiene la integral de una sumatoria y
e´sta puede ser remplazada como la sumatoria de una serie de integrales. Teniendo en cuenta
la Ecuacio´n (3.3.7), los u´nicos te´rminos diferentes de cero en las sumatorias, ser´ıan cuando
m = l, para cada uno de los te´rminos.
−kuˆ(2)l cl
pi
2
+ vuˆ
(1)
l cl
pi
2
=
∫ 1
−1
g(x)
Tl(x)√
1− x2 dx (3.3.25)
−kuˆ(2)l + vuˆ(1)l =
2
clpi
∫ 1
−1
g(x)
Tl(x)√
1− x2 dx (3.3.26)
El termino a la derecha de la igualdad, se puede interpretar como la transformada de
Chebyshev de la funcio´n g(x); los te´rminos de la izquierda se evalu´an teniendo teniendo en
cuenta las ecuaciones (3.3.15) y (3.3.16), resultando:
−k [u(2)] uˆl + v [u(1)]uˆl =gˆl (3.3.27)
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La Ecuacio´n (3.3.27), es en realidad un conjunto de N+1 ecuaciones, una para cada uno
de los l’s evaluados. Con el fin de solucionar dicho sistema, debe ser escrito de la forma
Ax = b. Donde las inco´gnitas x, en este caso ser´ıan un vector de los coeficientes uˆk. A ser´ıa
la matriz resultado de −k [u(2)] +u [u(1)]. Y el vector de te´rminos independientes b, ser´ıa los
coeficientes gl de la transformacio´n de la funcio´n g(x).
Las condiciones de borde deben ser impuestas sobre el sistema anteriormente creado,
por la forma de la matriz normalmente las ultimas ecuaciones se sobrescriben para imponer
las condiciones de borde segu´n corresponda dadas las ecuaciones (3.3.19) y (3.3.20).
3.3.3. Chebyshev Colocacio´n
A cambio de buscar una funcio´n solucio´n, evaluando integrales y con todo el tratamiento
anterior, se podr´ıa plantear soluciones en puntos espec´ıficos del dominio y facilitar bastante
los ca´lculos y el tratamiento de los te´rminos no lineales.
Teniendo en cuenta la Ecuacio´n (3.3.11) se tienen nodos con coordenadas xj . Si se evalu´a
una funcio´n u sobre esos nodos se obtiene el vector uj de valores de la funcio´n en puntos
discretos del dominio. Como se muestra en la Figura 3.5, estos nodos esta´n ma´s cargados a
los extremos lo que elimina el feno´meno de Runge (Seccio´n 3.1.4).
Figura 3.5: Nodos de Chebyshev colocacio´n, generados con la Ecuacio´n (3.3.11)
Derivadas
Aplicando el concepto de matrices de derivacio´n, las derivadas pueden ser expresadas el
producto matriz vector, como en (3.3.28).
u′j = D
(1)
N uj u
′′
j = D
(2)
N uj (3.3.28)
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donde D
(1)
N y D
(2)
N son matrices definidas as´ı :
(DN )
(1)
jl =

c¯j
c¯l
(−1)j+l
xj−xl , j 6= l,
− xl
2(1−x2l )
, 1 ≤ j = l ≤ N − 1,
2N2+1
6 , j = l = 0,
−2N2+16 , j = l = N.
(3.3.29)
(DN )
(2)
jl =

(−1)j+l
c¯l
x2j+xjxl−2
(1−x2j )(xj−xl)2
, 1 ≤ j ≤ N − 1,
− (N
2−1)(1−x2j )+3
3(1−x2j )2
, 1 ≤ j = l ≤ N − 1
2
3
(−1)l
c¯l
(2N2+1)(1−xl)−6
(1+xl)2
, j = 0, 1 ≤ l ≤ N,
2
3
(−1)l+N
c¯l
(2N2+1)(1+xl)−6
(1+xl)2
, j = 0, 1 ≤ l ≤ N,
N4−1
15 , j = l = 0, j = l = N.
(3.3.30)
Estas matrices comu´nmente llamadas de diferenciacio´n, podr´ıan interpretarse como for-
mulas de diferencias finitas de muy alto orden, en donde todos los nodos aportan informacio´n
al ca´lculo de la derivada. Cabe resaltar que D
(2)
N = (D
(1)
N )
2, sin embargo esta forma de calcu-
lo no es tan eficiente como la presentada anteriormente. En las ecuaciones (3.3.31) y (3.3.32)
se muestran las matrices de primera y segunda derivada para N = 4.
D
(1)
N =

5,5000 −6,8284 2,0000 −1,1716 0,5000
1,7071 −0,7071 −1,4142 0,7071 −0,2929
−0,5000 1,4142 −0,0000 −1,4142 0,5000
0,2929 −0,7071 1,4142 0,7071 −1,7071
−0,5000 1,1716 −2,0000 6,8284 −5,5000
 (3.3.31)
D
(2)
N =

17,0000 28,4853 −18,0000 11,5147 −5,0000
9,2426 −14,0000 6,0000 −2,0000 0,7574
−1,0000 4,0000 −6,0000 4,0000 −1,0000
0,7574 −2,0000 6,0000 −14,0000 9,2426
−5,0000 11,5147 −18,0000 28,4853 17,0000
 (3.3.32)
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No linealidades
Los coeficientes variables, se simplifican en multiplicaciones termino a termino entre
matrices. Las no linealidades, traen consigo sistemas no lineales de ecuaciones algebraicas,
al igual que Chebyshev-Tau, sin embargo el tratamiento es ma´s sencillo. Lo que representa
una gran ventaja en comparacio´n con los otros me´todos.
Condiciones de borde
Las condiciones de borde en el caso de Dirichlet, se colocan de manera simple sobre el
nodo al que corresponde la condicio´n. Si las condiciones son de Neumann, las filas de los
extremos deben contener las ecuaciones que correspondan a la condicio´n que se esta´ impo-
niendo.
Ejemplo de aplicacio´n
Resolver una Ecuacio´n diferencial con este me´todo implica evaluarla en cada uno de los
puntos xj . La Ecuacio´n (3.3.21), se representa como se muestra en la Ecuacio´n (3.3.33).
−k∂
2u
∂x2
+ u
∂u
∂x
= g(x)
∣∣∣∣
x=xj
(3.3.33)
Representando cada uno de los te´rminos en xj , la Ecuacio´n (3.3.33) se puede escribir de
forma matricial como:
−k [D(2)N ]uj + v [D(1)N ]uj = gj (3.3.34)
Con el fin de solucionar el sistema (3.3.34), debe ser escrito de la forma Ax = b. Donde
las inco´gnitas x, en este caso ser´ıan un vector de valores nodales de la funcio´n uj . A ser´ıa
la matriz resultado de −k [u(2)] + v [u(1)]. Y el vector de te´rminos independientes b, ser´ıa los
valores de la funcio´n g(x) en los nodos xj .
Las condiciones de borde deben ser impuestas sobre el sistema anteriormente creado. Ya
sea reduciendo el sistema eliminando los nodos xj = 1 y xj = −1 para colocar luego sobre
estos los valores de Dirichlet correspondientes. O modificando la primera y u´ltima fila de la
matriz A e imponer sobre e´stas las condiciones de borde correspondientes, sea Dirichlet o
Neumann.
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3.4. Me´todos espectrales en dominios perio´dicos
Para dominios perio´dicos la alternativa en me´todos espectrales es la serie de Fourier. E´sta
es perio´dica y con un periodo de 2pi, por lo que se puede implementar cualquier problema
de caracter´ısticas perio´dicas, siempre y cuando sea mapeado a un dominio de esta longitud,
ya sea [0, 2pi], [−pi, pi] o cualquier otro.
3.4.1. Serie de Fourier
La serie de Fourier esta´ definida de forma exponencial, como la familia de funciones en
la Ecuacio´n (3.4.35)
φk(x) = e
ikx (3.4.35)
La propiedad ma´s importante es que estas funciones son ortogonales en un intervalo de
2pi con su complemento φk(x) = e
−ikx, es decir se cumple la Ecuacio´n (3.4.36). Lo que hace
a la serie de Fourier una base para representar funciones en este dominio.
∫ 2pi
0
φk(x)φl(x) dx =
∫ 2pi
0
eikxe−ilx dx = 2piδkl =
{
0, k 6= j
2pi, k = j
(3.4.36)
Teniendo lo anterior en cuenta, se puede expresar cualquier funcio´n u(x) mediante la
serie al infinito. O mejor, se puede aproximar cualquier funcio´n mediante la serie truncada
como se muestra en la Ecuacio´n (3.4.37). Los coeficientes de la serie pueden ser calculados
como en la Ecuacio´n (3.4.38).
u(x) =
∞∑
k==−∞
uˆkφk(x) ≈
N/2−1∑
k=−N/2
uˆkφk(x) (3.4.37)
uˆk =
1
2pi
∫ 2pi
0
u(x)e−ikxdx (3.4.38)
Las expresiones (3.4.37) y (3.4.38) son conocidas como la transformada inversa y la
transformada directa de Fourier. Dada la amplia gama de problemas en los que se usan
estas transformadas se cuenta con infinidad de te´cnicas y paquetes de software para su
co´mputo.
3.4.2. Fourier Galerkin
En este me´todo se formula la ecuacio´n diferencial como unas relaciones algebraicas
entre los coeficientes uˆk. Luego de determinados los valores uˆk que cumplen las relaciones
se expresa u(x) como en la ecuacio´n (3.4.37).
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Derivadas
Teniendo en cuenta que los te´rminos de la serie son de la forma (3.4.35), para obtener la
p−esima derivada solo´ se multiplica la serie por ik, p veces. Por ejemplo, para las 2 primeras
derivadas se tienen las expresiones de la Ecuacio´n (3.4.39).
d u(x)
dx
≈
N/2−1∑
k=−N/2
ikuˆkφk(x)
d2 u(x)
dx2
≈
N/2−1∑
k=−N/2
−k2uˆkφk(x) (3.4.39)
No linealidades
El manejo de los coeficientes variables o los te´rminos no lineales se lleva a cabo por la
evaluacio´n de las sumas de convolucio´n, esto podr´ıa verse como calcular los coeficientes de
una funcio´n compuesta como se muestra en la Ecuacio´n (3.4.40).
uv(x) = u(x)v(x) (3.4.40)
ûvk =
1
2pi
∫ 2pi
0
u(x)v(x)e−ikxdx (3.4.41)
ûvk =
∑
p+q=k
uˆpvˆq (3.4.42)
La formula (3.4.42) es deducida con base en las propiedades de la serie de Fourier. Es
importante notar, que el uso de sumas de convolucio´n hace que el sistema de ecuaciones
algebraicas deje de ser lineal.
Condiciones de borde
La condicio´n de borde en este me´todo, condicio´n de periodicidad, implica que los valores
de la funcio´n as´ı como sus derivadas son iguales en el extremo izquierdo que el derecho. Al
resolver ecuaciones diferenciales con cualquier otro me´todo hay que imponer esta condicio´n.
Sin embargo al usar la serie de Fourier no es necesario, ya que e´sta cumple con esa condicio´n
de borde impl´ıcitamente, lo que hace el me´todo ideal para este tipo de problemas.
Ejemplo de aplicacio´n
A continuacio´n se muestran los pasos al plantear este me´todo a ecuaciones adveccio´n-
difusio´n en estado estable, como la mostrada en la Ecuacio´n (3.4.43).
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−k∂
2u
∂x2
+ v
∂u
∂x
= g(x), 0 ≤ x ≤ 2pi (3.4.43)
∫ 2pi
0
(
−k∂
2u
∂x2
+ v
∂u
∂x
− g(x)
)
φl(x) dx = 0 (3.4.44)
−k
∫ 2pi
0
∂2u
∂x2
φl(x) dx+ v
∫ 2pi
0
∂u
∂l
φl(x) dx−
∫ 2pi
0
g(x)φl(x) dx = 0 (3.4.45)
Reemplazando los te´rminos conocidos, de las ecuaciones (3.4.39).
− k
∫ 2pi
0
N/2−1∑
m=−N/2
−m2uˆmφm(x)φl(x) dx+ v
∫ 2pi
0
N∑
m=0
imuˆmφm(x)φl(x) dx
−
∫ 2pi
0
g(x)φl(x) dx = 0 (3.4.46)
En los 2 primeros te´rminos en la Ecuacio´n (3.4.46), se tiene la integral de una sumatoria
y e´sta puede ser remplazada como la sumatoria de una serie de integrales. Teniendo en
cuenta la Ecuacio´n (3.4.36), los u´nicos te´rminos diferentes de cero en las sumatorias, ser´ıan
cuando l = m para cada uno de los te´rminos. De esta forma,
k l2 uˆl 2pi + v i l uˆl 2pi =
∫ 2pi
0
g(x)φl(x) dx (3.4.47)
k l2 uˆl + v i l uˆl =
1
2pi
∫ 2pi
0
g(x)φl(x) dx (3.4.48)
El termino a la derecha de la igualdad, se puede interpretar como la transformada de
Fourier de la funcio´n g(x); reordenando los te´rminos de la izquierda se llega a la ecuacio´n
(3.4.49)
(k l2 + v i l )uˆl =gˆl (3.4.49)
La Ecuacio´n (3.4.49), es en realidad un conjunto de N ecuaciones, una para cada uno de
los l’s evaluados entre −N/2 y N/2−1. Es un sistema de ecuaciones desacoplado, por lo que
cada uno de los te´rminos uˆl puede ser evaluado por separado, lo que facilita la paralelizacio´n
del me´todo.
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3.4.3. Fourier Colocacio´n
Los me´todos de colocacio´n, basados en la interpolacio´n de la funcio´n por medio de una
serie de la forma (3.4.35), que pasa por los puntos xj de la Ecuacio´n (3.4.50).
xj =
2pij
N
(3.4.50)
Es importante notar que los puntos xj , en Fourier colocacio´n, esta´n igualmente espacia-
dos en el dominio, lo que podr´ıa ocasionar oscilaciones de la interpolacio´n en los extremos
(Feno´meno de Runge 3.1.4). De ser el caso, que dichas oscilaciones afecten el desempen˜o del
me´todo, se podr´ıa mover el dominio para que los puntos de intere´s se localicen al interior
de e´ste. Una vez se tienen los nodos, se puede hablar del vector uj , definido como la funcio´n
u evaluado en los puntos xj , es decir uj = u(x
′
j).
Derivadas
Las derivadas se manejan como matrices de derivacio´n aplicadas al vector uj , como se
muestra en la Ecuacio´n (3.4.51).
u′j = D
(1)
N uj u
′′
j = D
(2)
N uj (3.4.51)
donde D
(1)
N y D
(2)
N son matrices definidas as´ı :
(DN )
(1)
jl =

1
2(−1)j+l 1tan( (j−l)pi
N
) , j 6= l,
0, j = l.
(3.4.52)
(DN )
(2)
jl =

1
4(−1)j+lN (−1)
j+l+1
2 sin2
(
(j−l)pi
N
) , j 6= l,
− (N−1)(N−2)12 , j = l.
(3.4.53)
Estas matrices comu´nmente llamadas de diferenciacio´n, podr´ıan interpretarse como for-
mulas de diferencias finitas de muy alto orden, en donde todos los nodos aportan informacio´n
al ca´lculo de la derivada. Cabe resaltar que D
(2)
N = (D
(1)
N )
2, sin embargo esta forma de calcu-
lo no es tan eficiente como la presentada anteriormente. En las ecuaciones (3.4.54) y (3.4.55)
se muestran las matrices de primera y segunda derivada para N = 4.
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(DN )
(1)
jl =

0 0,5000 −0,0000 −0,5000
−0,5000 0 0,5000 −0,0000
0,0000 −0,5000 0 0,5000
0,5000 0,0000 −0,5000 0
 (3.4.54)
(DN )
(2)
jl =

−0,5000 0,0000 0,5000 −0,0000
0,0000 −0,5000 0,0000 0,5000
0,5000 0,0000 −0,5000 0,0000
−0,0000 0,5000 0,0000 −0,5000
 (3.4.55)
No linealidades
Los coeficientes variables, se simplifican en multiplicaciones termino a termino entre
matrices. Las no linealidades, traen consigo sistemas no lineales de ecuaciones algebraicas,
al igual que Chebyshev-Tau, sin embargo el tratamiento es ma´s sencillo. Lo que representa
una gran ventaja en comparacio´n con los me´todos de truncamiento.
Condiciones de borde
Las condiciones de borde al igual que en Fourier Galerkin no son necesarias de imponer
ya que las funciones cumplen con las condiciones de borde perio´dicas.
Ejemplo de aplicacio´n
Resolver una Ecuacio´n diferencial con este me´todo implica evaluarla en cada uno de
los puntos xj . La Ecuacio´n (3.3.21) por este me´todo, se representa como se muestra en la
Ecuacio´n (3.4.56).
−k∂
2u
∂x2
+ v
∂u
∂x
= g(x)
∣∣∣∣
x=xj
(3.4.56)
Representando cada uno de los te´rminos en xj , se puede escribir de forma matricial
como:
−k[(DN )(2)jl ]uj + v[(DN )(1)jl ]uj = gj (3.4.57)
Y de la misma forma se arma el sistema A[k,p]x[p,1] = b[k,1]. Donde las inco´gnitas x[p,1], en
este caso ser´ıan un vector con los valores nodales de la funcio´n φ en cada uno de los puntos
xj . A[k,p] ser´ıa la suma de las 2 matrices D
(1)
N y D
(2)
N . Y el vector de te´rminos independientes
b[k,1], ser´ıa la funcio´n g(x) evaluada de igual forma en los puntos xj .
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3.5. Espectrales, elementos finitos y diferencias finitas
Al igual que los elementos finitos, los me´todos espectrales se basan en la minimizacio´n
de un residuo en un domino dado. La principal diferencia es que mientras los elementos
finitos realizan la aproximacio´n por polinomios de grado fijo y subdividiendo el dominio en
elementos; los me´todos espectrales hacen aproximacio´n con series de alto nu´mero de te´rmi-
nos, sobre todo el dominio de trabajo. De ser necesario aumentar la precisio´n de la solucio´n,
elementos finitos normalmente aumenta el nu´mero de elementos o divisiones en el domi-
nio, ya sea en todo el dominio (refinamiento tipo h) o localmente en las partes de intere´s
(refinamiento tipo r); los espectrales aumentan los te´rminos en la serie (refinamiento tipo p).
Los me´todos espectrales de colocacio´n comparten con las diferencias finitas, que la so-
lucio´n es hallada en solo unos puntos discretos del dominio, comu´nmente llamados nodos.
Sin embargo, mientras que en las diferencias finitas las derivadas son aproximadas con unas
relaciones entre los valores nodales cerca del punto de evaluacio´n, los me´todos espectrales
aproximan las derivadas con informacio´n de todos los nodos disponibles. Los me´todos es-
pectrales podr´ıan verse como una diferencia finita de alto orden multi-esquema: atrasada,
centrada o adelantada (Ecuaciones (3.3.31) y (3.3.32) ), dependiendo del punto donde se
este´ evaluando.
Los elementos finitos tienen 2 ventajas sobre los me´todos espectrales: la primera, tam-
bie´n de las diferencias finitas, tiene que ver con que la matriz resultante es normalmente
dispersa, lo que facilita el almacenamiento de los datos y la solucio´n del sistema; la segun-
da, que es realmente el fuerte de los elementos finitos, es la fa´cil adaptacio´n a geometr´ıas
complejas en 2D y 3D. La principal desventaja es que para lograr buenas aproximaciones
es necesario hacer elementos pequen˜os en las zonas importantes.
Los me´todos espectrales producen matrices llenas, lo que complica el almacenado y so-
lucio´n; pero con la ventaja de alta precisio´n para un mismo nu´meros de grados de libertad
que elementos finitos. Utilizando algoritmos iterativos apropiados para la solucio´n de este
tipo de matrices, los me´todos espectrales toman ventaja sobre los otros me´todos. La prin-
cipal desventaja es la dif´ıcil implementacio´n en geometr´ıas complejas, sobre todo en 2D y 3D.
Mezclando las ventajas de los me´todos, y es lo que se conoce como elementos espectrales,
se formulan elementos finitos de alto orden con lo que se logran mejores aproximaciones y
adaptacio´n a geometr´ıas complejas [66; 35].
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Capı´tulo4
Petrov-Galerkin en contracorriente
(SUPG): planteamiento unidimensional
El objetivo de esta seccio´n es presentar las bases del me´todo de estabilizacio´n de Petrov-
Galerkin en contracorriente (SUPG). Con el fin de hacer ma´s claro el fundamento de este
me´todo de estabilizacio´n, la formulacio´n presentada se hara´ para el problema difusivo-
advectivo en una dimensio´n espacial en estado estable. Posteriormente se incluira´ la variable
temporal para tratar problemas transitorios. Por u´ltimo, se introducira´ el te´rmino reactivo
y se analizara´ como este te´rmino influye en el ca´lculo del para´metro de estabilizacio´n α.
4.1. Planteamiento unidimensional de la solucio´n por ele-
mentos finitos de la ecuacio´n estacionaria de Difusio´n-
Adveccio´n
Retomando la ecuacio´n de Difusio´n-Adveccio´n en su forma unidimensional y estacionaria
(4.1.1):
− d
dx
(
k
dφ
dx
)
+ u
dφ
dx
= F (x) (4.1.1)
Resulta claro que no se trata de una ecuacio´n diferencial autoadjunta, debido a la pre-
sencia del te´rmino advectivo. Esta condicio´n hace que la solucio´n nume´rica de la misma sea
un problema de especial intere´s. Con el fin de analizar la relacio´n de este te´rmino advecti-
vo con la inestabilidad en la solucio´n, se plantea a continuacio´n la solucio´n por elementos
finitos de esta ecuacio´n.
As´ı entonces, aplicando el me´todo de los residuos ponderados a la Ecuacio´n (4.1.1), se
obtiene la Expresio´n (4.1.2):
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∫
Ω
Wl
(
− d
dx
(
k
dφ
dx
)
+ u
dφ
dx
− F (x)
)
dx = 0 (4.1.2)
separando por te´rminos, se llega a:
−
∫
Ω
Wl
( d
dx
(
k
dφ
dx
))
dx+
∫
Ω
Wl
(
u
dφ
dx
)
dx−
∫
Ω
WlF (x)dx = 0 (4.1.3)
Aplicando integracio´n por partes al primer te´rmino de la ecuacio´n (4.1.3), se obtiene la
forma de´bil de la formulacio´n por residuos ponderados (4.1.4).∫
Ω
dWl
dx
k
dφ
dx
dx+
∫
Ω
Wl
(
u
dφ
dx
)
dx−
∫
Ω
WlF (x)dx−
[
Wlk
dφ
dx
]
Γ
= 0 (4.1.4)
Suponiendo aproximaciones discretas lineales del tipo:
φe =
2∑
m=1
Nmφm (4.1.5)
en donde φe es la aproximacio´n lineal para un tramo o elemento e, Nm son las funciones
de forma lineales definidas para un elemento unidimensional (mostradas en la Figura 4.1 )
y φm son los valores nodales de la funcio´n solucio´n φ(x).
Figura 4.1: Funciones de forma lineales para un elemento unidimensional.
la ecuacio´n debilitada de residuos ponderados queda ahora escrita como (4.1.6):
∑
e
2∑
m=1
(∫
Ωe
dWl
dx
k
dNm
dx
dx+
∫
Ωe
Wlu
dNm
dx
dx
)
φm =
∫
Ωe
WlF (x)dx+
[
Wlk
dφ
dx
]
Γ
(4.1.6)
Empleando las funciones de forma expresadas en coordenadas locales (ξ) (Ecuacio´n
(4.1.7)), la Ecuacio´n (4.1.6) puede ser expresada ahora de la forma mostrada en (4.1.8).
Ni = −1
2
ξ +
1
2
Ni+1 =
1
2
ξ +
1
2
(4.1.7)
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∑
e
2∑
m=1
(2
h
∫ 1
−1
dWl
dξ
k
dNm
dξ
dξ +
∫ 1
−1
Wlu
dNm
dξ
dξ
)
φm =
h
2
∫ 1
−1
WlF (ξ)dξ +
[
Wlk
dφ
dx
]
Γ
(4.1.8)
Esta expresio´n representa un sistema de ecuaciones algebraicas lineales, en donde las
inco´gnitas son los valores nodales φm. De este modo, y considerando las funciones de pon-
deracio´n, Wl, iguales a las funciones de forma, Nm (denominado me´todo Galerkin esta´ndar
o me´todo Bubnov-Galerkin), el aporte de cada elemento al sistema de ecuaciones puede
escribirse de la forma matricial mostrada en (4.1.9).
[Klm]
e[φm]
e = [fl]
e (4.1.9)
en donde:
[Klm]
e =
2
h
∫ 1
−1
dNl
dξ
k
dNm
dξ
dξ +
∫ 1
−1
Nlu
dNm
dξ
dξ
[Klm]
e =
2
h

∫ 1
−1 k
(
dNi
dξ
)2
dξ
∫ 1
−1 k
dNi
dξ
dNi+1
dξ dξ
∫ 1
−1 k
dNi
dξ
dNi+1
dξ dξ
∫ 1
−1 k
(
dNi+1
dξ
)2
dξ

+

∫ 1
−1 uNi
dNi
dξ dξ
∫ 1
−1 uNi
dNi+1
dξ dξ∫ 1
−1 uNi+1
dNi
dξ dξ
∫ 1
−1 uNi+1
dNi+1
dξ dξ

(4.1.10)
y:
[fl]
e =

h
2
∫ 1
−1NiF (ξ)dξ +
[
Nik
dφ
dx
]
Γ
h
2
∫ 1
−1Ni+1F (ξ)dξ +
[
Ni+1k
dφ
dx
]
Γ
 (4.1.11)
Evaluando la Expresio´n (4.1.10), considerando un coeficiente de difusio´n (k) y una ve-
locidad (u) constante al interior del elemento (e), se obtiene la Ecuacio´n (4.1.12):
[Klm]
e =
k
h
[
1 −1
−1 1
]
+
u
2
[−1 1
−1 1
]
=
[
Kaa Kab
Kba Kbb
]
(4.1.12)
Como se observa, la matriz de rigidez (Klm) del elemento esta formada por dos compo-
nentes, una sime´trica y una asime´trica. La primera esta´ definida por el feno´meno difusivo,
mientras que la segunda se deriva del te´rmino advectivo. El cara´cter asime´trico proviene
entonces de la naturaleza no autoadjunta del operador diferencial advectivo.
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El ensamble del sistema de ecuaciones para un dominio lineal discretizado se puede
escribir entonces como:
· · · · · · · · · · · · · · ·
· · · Kab 0 0 · · ·
· · · Kbb +Kaa Kab 0 · · ·
· · · Kba Kbb +Kaa Kab · · ·
· · · 0 Kba Kbb +Kaa · · ·
· · · 0 0 Kba · · ·
· · · · · · · · · · · · · · ·


· · ·
· · ·
φi−1
φi
φi+1
· · ·
· · ·

=

· · ·
· · ·
fi−1
fi
fi+1
· · ·
· · ·

(4.1.13)
Es decir, la ecuacio´n general de ensamble del problema, se define como:
−
(k
h
+
u
2
)
φi−1 +
2k
h
φi +
(
−k
h
+
u
2
)
φi+1 = fi (4.1.14)
Definiendo el nu´mero adimensional de Peclet (Pe =
uh
2k ), la Ecuacio´n (4.1.14) puede
escribirse de la siguiente forma:
−
(
1 + Pe
)
φi−1 + 2φi +
(
Pe − 1
)
φi+1 =
h
k
fi (4.1.15)
Esta ecuacio´n de ensamble muestra la analog´ıa de la formulacio´n de elementos finitos
con un planteamiento por diferencias finitas. De hecho, puede mostrarse que se llega a la
misma ecuacio´n de ensamble si se emplean diferencias finitas centradas. En segundo lugar se
debe analizar como la presencia del nu´mero de Peclet (Pe) genera una mayor ponderacio´n
de la informacio´n de los nodos aguas abajo, restando peso a la informacio´n asociada con
los nodos ubicados aguas arriba. Esta condicio´n, muestra que el planteamiento nume´rico no
se adapta a la naturaleza del feno´meno, pues el mismo se caracteriza por una propagacio´n
de informacio´n en la direccio´n de la corriente, de modo que resulta ma´s importante para el
ana´lisis del feno´meno la informacio´n proveniente de los nodos aguas arriba. Visto desde este
punto de vista, se requiere incorporar en el me´todo una correccio´n que permita aumentar el
peso de la informacio´n relacionada con los nodos (φi−1). Esta correccio´n se logra modificando
la funcio´n de peso (Wl).
4.2. Me´todo de estabilizacio´n Streamline Upwind Petrov-
Galerkin (SUPG)
Se pueden plantear diversos tipos de modificacio´n de la funcio´n de peso, sin embargo
cualquiera que sea debe aumentar el valor del te´rmino Kba sobre el te´rmino Kab, lo cual
hace que la matriz de rigidez se aproxime a una forma sime´trica, o lo que es lo mismo, que
se valore con ma´s peso la informacio´n de los nodos aguas arriba.
4.2. Me´todo de estabilizacio´n Streamline Upwind Petrov-Galerkin (SUPG) 37
Un planteamiento correctivo del me´todo de elementos finitos (tambie´n denominado
te´cnica de estabilizacio´n) consiste en modificar las funciones de peso lineales, tal como
se plantea en la Figura 4.2.
Figura 4.2: Funcio´n de peso original (izquierda) y perturbada por la adicio´n de una cantidad
constante α2 (derecha).
No´tese como la modificacio´n propuesta en la Figura 4.2, hace que las funciones de peso
se conviertan en funciones discontinuas, no obstante esta discontinuidad es requerida para
cambiar la ponderacio´n sobre cada uno de los nodos. La perturbacio´n introducida sobre
las funciones de peso originales tienen el efecto de aumentar el a´rea bajo la funcio´n W 2,
en tanto que se reduce el a´rea bajo la linea W 1. Este cambio en los valores de las a´reas
puede entenderse, al revisar el segundo sumando de la Expresio´n (4.1.10), como una sobre-
ponderacio´n del te´rmino Kba y una reduccio´n del peso del te´rmino Kab. Desde el punto de
vista matema´tico, las funciones de peso modificadas, mostradas anteriormente, se expresan
de la siguiente forma:
W l = Wl + α
dWl
dξ
= Wl ± α
2
W i =
1
2
(
−ξ − α+ 1
)
W i+1 =
1
2
(
ξ + α+ 1
) (4.2.16)
en donde α es un para´metro de perturbacio´n que debe ser calibrado. Ma´s adelante se
deducira´n las expresiones que permiten establecer el valor adecuado para este te´rmino. Este
me´todo de estabilizacio´n es denominado el me´todo de Petrov-Galerkin en contracorriente,
o SUPG por sus siglas en ingle´s Streamline Upwind Petrov-Galerkin. Resulta claro que con
α = 0 el me´todo SUPG se convierte en el me´todo Bubnov-Galerkin y las funciones de peso
no resultan modificadas.
Al incorporar la definicio´n de las funciones de peso (4.2.16), en la expresio´n de resi-
duos ponderados para la ecuacio´n diferencial de Difusio´n-Adveccio´n (4.1.4), se obtiene la
expresio´n (4.2.17).
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∫
Ω
dW l
dx
k
dφ
dx
dx+
∫
Ω
W l
(
u
dφ
dx
)
dx−
∫
Ω
W lF (x)dx−
[
W lk
dφ
dx
]
Γ
= 0 (4.2.17)
Empleando aproximaciones a tramos para la funcio´n escalar φ (como en (4.1.5)), se llega
a:
∑
e
2∑
m=1
(2
h
∫ 1
−1
dW l
dξ
k
dNm
dξ
dξ +
∫ 1
−1
W lu
dNm
dξ
dξ
)
φm =
h
2
∫ 1
−1
W lF (ξ)dξ +
[
W lk
dφ
dx
]
Γ
(4.2.18)
De modo que, ahora el aporte de un elemento a la matriz de rigidez del sistema es-
tara´ dado por:
[Klm]
e =
2
h
∫ 1
−1
(dNl
dξ
+ α
d2Nl
dξ2
)
k
dNm
dξ
dξ +
∫ 1
−1
(
Nl + α
dNl
dξ
)
u
dNm
dξ
dξ (4.2.19)
Desarrollando la anterior ecuacio´n se obtiene:
[Klm]
e =
2
h

∫ 1
−1 k
(
dNi
dξ
)2
dξ
∫ 1
−1 k
dNi
dξ
dNi+1
dξ dξ
∫ 1
−1 k
dNi
dξ
dNi+1
dξ dξ
∫ 1
−1 k
(
dNi+1
dξ
)2
dξ
+ 2h
[
0 0
0 0
]
+

∫ 1
−1 uNi
dNi
dξ dξ
∫ 1
−1 uNi
dNi+1
dξ dξ∫ 1
−1 uNi+1
dNi
dξ dξ
∫ 1
−1 uNi+1
dNi+1
dξ dξ

+

∫ 1
−1 αu
(
dNi
dξ
)2
dξ
∫ 1
−1 αu
dNi
dξ
dNi+1
dξ dξ
∫ 1
−1 αu
dNi+1
dξ
dNi
dξ dξ
∫ 1
−1 αu
(
dNi+1
dξ
)2
dξ
 (4.2.20)
Al evaluar las integrales de la expresio´n (4.2.20), la matriz de rigidez elemental queda
expresada como:
[Klm]
e =
k
h
[
1 −1
−1 1
]
+
u
2
[−1 1
−1 1
]
+
uα
2
[
1 −1
−1 1
]
(4.2.21)
Al comparar esta u´ltima expresio´n con la Ecuacio´n (4.1.12), obtenida previamente, se
encuentra que la perturbacio´n adicionada a la funcio´n de peso introdujo un matriz de estabi-
lizacio´n sime´trica, la cual eventualmente permite corregir los problemas de falsas oscilaciones
mencionados anteriormente. Se observa que el e´xito de la estabilizacio´n radica u´nicamente
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en la correcta seleccio´n del para´metro α.
[Klm]
e = [K]e + [Ks]
e (4.2.22)
donde [Ks]
e es la componente de estabilizacio´n adicionada. De forma ana´loga, el te´rmino
derecho de la expresio´n 4.2.18, se puede rescribir como:
h
2
∫ 1
−1
W lF (ξ)dξ +
[
W lk
dφ
dx
]
Γ
=
h
2
∫ 1
−1
NlF (ξ)dξ +
[
Nlk
dφ
dx
]
Γ
+
h
2
∫ 1
−1
α
dNl
dξ
F (ξ)dξ +
[
α
dNl
dξ
k
dφ
dx
]
Γ
= [f ] + [fs]
(4.2.23)
donde [fs] es el te´rmino estabilizador adicionado al vector [f ].
De acuerdo con lo anterior, la ecuacio´n de ensamble (4.1.14), se modifica de la siguiente
manera:
[
−k
h
− u
2
(1 + α)
]
φi−1 +
[
2
k
h
+ uα
]
φi +
[
−k
h
+
u
2
(1− α)
]
φi+1 = fi (4.2.24)
Simplificando la anterior expresio´n, empleando el nu´mero adimensional de Peclet, se
llega a:
−
[
1 + Pe(1 + α)
]
φi−1 + 2
[
1 + αPe
]
φi +
[
−1 + Pe(1− α)
]
φi+1 =
h
k
fi (4.2.25)
en donde fi es resulta de evaluar la expresio´n (4.2.23) en el i − esimo nodo. As´ı pues,
como en el nodo i coinciden los elementos e − 1 y e (ver Figura 4.3), el valor total del
te´rmino fi resulta de la adicio´n de los aportes de estos dos elementos, tal como lo muestra
la siguiente expresio´n:
Figura 4.3: Funciones de forma lineales.
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fi =
h
2
∫
Ωe−1
(
Ni + α
dNi
dξ
)
F (ξ)dξ +
h
2
∫
Ωe
(
Ni + α
dNi
dξ
)
F (ξ)dξ
fi =
h
2
∫
Ωe−1
(
Ni +
α
2
)
F (ξ)dξ +
h
2
∫
Ωe
(
Ni − α
2
)
F (ξ)dξ
(4.2.26)
Considerando una funcio´n de generacio´n de valor constante sobre todo el dominio del
problema (Q), la Ecuacio´n (4.2.26) se reduce a:
fi = Qh (4.2.27)
4.3. Correspondencia del me´todo SUPG con el me´todo de
las diferencias finitas
Resulta comprensible por que el me´todo de las diferencias finitas fue la primera salida al
problema de inestabilidad nume´rica en la solucio´n de la ecuacio´n diferencial (4.1.1) [22; 69].
La sencilla implementacio´n de este me´todo permitio´ fa´cilmente pasar de un planteamiento
en diferencias finitas centradas para la segunda y primera derivada (Ecuaciones (4.3.28) y
(4.3.29) respectivamente), lo cual lleva a una ecuacio´n de ensamble ide´ntica a la obtenida
por el me´todo Bubnov-Galerkin (4.1.15),
d2φ
dx2
≈ φi+1 − 2φi + φi−1
h2
(4.3.28)
dφ
dx
≈ φi+1 − φi−1
2h
(4.3.29)
a un planteamiento que reemplaza la aproximacio´n de la primera derivada por una
diferencia finita hacia atra´s (4.3.30):
dφ
dx
≈ φi − φi−1
h
(4.3.30)
con lo cual la ecuacio´n de ensamble para el problema de Difusio´n-Adveccio´n resulta ser:
− (2Pe + 1)φi−1 + 2(1 + Pe)φi − φi+1 = Qh
2
k
(4.3.31)
Esta ecuacio´n de ensamble es ide´ntica a la lograda por medio de la expresio´n (4.2.25)
haciendo α = 1, el cual es el mayor valor de coeficiente de perturbacio´n que puede ser
empleado, tal como se mostrara´ ma´s adelante. Este excesivo valor de α hace que la solucio´n
por diferencias finitas descentradas o diferencias finitas upwind, proporcionen soluciones
estables aunque poco exactas, incorporando mayor cantidad de difusio´n nume´rica que el
me´todo SUPG. De aqu´ı que las soluciones alcanzadas con diferencias finitas upwind siempre
se muestren sobre-difundidas con respecto a la solucio´n exacta. Resulta claro una vez ma´s
que la exactitud y eficacia del me´todo SUPG depende del dimensionamiento adecuado del
valor del coeficiente de perturbacio´n.
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4.4. Planteamiento autoadjunto de la ecuacio´n de residuos
ponderados
Como ya se menciono´ previamente, una adecuada estabilizacio´n a trave´s del me´todo
SUPG supone una correcta seleccio´n del para´metro de estabilizacio´n α. Una procedimien-
to para deducir una expresio´n de calculo de este para´metro de estabilizacio´n consiste en
reformular la ecuacio´n de residuos ponderados, de modo que ahora todos los operadores
involucrados sean operadores autoadjuntos. A continuacio´n se presenta este procedimiento,
introducido inicialmente por Guymon et al. [36].
Planteando la ecuacio´n de Difusio´n-Adveccio´n,
− d
dx
(
k
dφ
dx
)
+ u
dφ
dx
− F (x) = 0 (4.4.32)
La ecuacio´n de residuos ponderados para esta ecuacio´n diferencial, esta´ dada por:∫
Ω
Wl
(
− d
dx
(
k
dφ
dx
)
+ u
dφ
dx
− F (x)
)
dx = 0 (4.4.33)
Como ya se observo, la presencia del te´rmino advectivo involucra un operador no au-
toadjunto. Este operador puede ser modificado empleando una funcio´n de peso anal´ıtica
adecuada p, tal como se muestra a continuacio´n:∫
Ω
Wlp
(
− d
dx
(
k
dφ
dx
)
+ u
dφ
dx
− F (x)
)
dx = 0 (4.4.34)
Debilitando la expresio´n anterior se obtiene:
∫
Ω
d(Wlp)
dx
k
dφ
dx
dx+
∫
Ω
Wlpu
dφ
dx
dx−
∫
Ω
WlpF (x)dx−
[
Wlpk
dφ
dx
]
Γ
= 0∫
Ω
p
dWl
dx
k
dφ
dx
dx+
∫
Ω
Wl
dp
dx
k
dφ
dx
dx+
∫
Ω
Wlpu
dφ
dx
dx−
∫
Ω
WlpF (x)dx−
[
Wlpk
dφ
dx
]
Γ
= 0
(4.4.35)
La seleccio´n de una adecuada funcio´n p, permitira´ cancelar el tercer te´rmino (operador
no-autoadjunto), con el segundo te´rmino de la Ecuacio´n (4.4.35), es decir:∫
Ω
Wl
(
k
dp
dx
+ pu
)dφ
dx
dx = 0 (4.4.36)
de donde resulta la condicio´n (4.4.37), que permite conocer la forma requerida de la
funcio´n p (Ecuacio´n (4.4.38)).
k
dp
dx
+ pu = 0 (4.4.37)
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p = Ce−
2Pex
h (4.4.38)
donde C es una constante de integracio´n que resulta de resolver la ecuacio´n diferencial
ordinaria (4.4.37).
De este modo al reemplazar el resultado (4.4.38) en la Expresio´n (4.4.35), se obtiene la
Ecuacio´n (4.4.39):
∫
Ω
e−
2Pex
h
dWl
dx
k
dφ
dx
dx−
∫
Ω
e−
2Pex
h WlF (x)dx−
[
Wle
− 2Pex
h k
dφ
dx
]
Γ
= 0 (4.4.39)
Suponiendo aproximaciones lineales discretas (4.1.5) y empleando el me´todo Bubnov-
Galerkin, se llega a la ecuacio´n (4.4.40):
∑
e
2∑
m=1
(∫
Ωe
e−
2Pex
h
dNl
dx
k
dNm
dx
dx
)
=
∫
Ωe
e−
2Pex
h NlF (x)dx+
[
Nle
− 2Pex
h k
dφ
dx
]
Γ
(4.4.40)
As´ı que la ecuacio´n general de ensamble puede escribirse como:
Kbaφi−1 + (Kaa +Kbb)φi +Kabφi+1 = fi (4.4.41)
donde:
Kba = −k
h
[
e−
2Pexi
h (e2Pe − 1)
2Pe
]
Kbb =
k
h
[
e−
2Pexi
h (e2Pe − 1)
2Pe
]
Kaa =
k
h
e−
2Pexi
h
[
e−2Pe(e2Pe − 1)
2Pe
]
Kab = −k
h
e−
2Pexi
h
[
e−2Pe(e2Pe − 1)
2Pe
]
(4.4.42)
y
fi =
∫
Ωe−1
e−
2Pex
h NiF (x)dx+
∫
Ωe
e−
2Pex
h NiF (x)dx (4.4.43)
Considerando una funcio´n de generacio´n de valor constante sobre todo el dominio del
problema (Q), la ecuacio´n (4.4.43) se reduce a:
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fi = Qh
e−
2Pexi+1
h (e2Pe − 1)2
4P 2e
(4.4.44)
Simplificando la expresio´n (4.4.41), se llega a la ecuacio´n de ensamble:
− 2Pe
(
e2Pe − 1)(
ePe − e−Pe)2φi−1 + 2Pe
(
e2Pe − e−2Pe)(
ePe − e−Pe)2 φi − 2Pe
(
1− e−2Pe)(
ePe − e−Pe)2φi+1 = Qh
2
k
(4.4.45)
As´ı entonces, si esta u´ltima expresio´n representa la solucio´n nume´rica estable a la ecua-
cio´n de Difusio´n-Adveccio´n, entonces resulta u´til comparar esta ecuacio´n de ensamble con
la aproximacio´n estabilizada con SUPG, planteada en (4.2.25). De esta forma, al igualar los
coeficientes que acompan˜an al te´rmino φi−1 (o al te´rmino φi+1) se puede encontrar que el
valor de α que pondera adecuadamente la informacio´n de estos nodos es:
− 2Pe
(
1− e−2Pe)(
ePe − e−Pe)2 = Pe(1− α)− 1 (4.4.46)
de modo que:
α =
ePe + e−Pe
ePe − e−Pe −
1
Pe
αopt = cothPe − 1
Pe
(4.4.47)
Es necesario aclarar que en todo caso no resulta correcto la eliminacio´n total de la
influencia del nodo φi+1 en la ecuacio´n (4.2.25), por lo que el mı´nimo valor, o valor cr´ıtico
de α, esta determinado por:
Pe(1−α)− 1 > 0
αcrit = 1− 1
Pe
(4.4.48)
Si se evalu´an las ecuaciones de de αopt (4.4.47) y αcrit (4.4.48) cuando el nu´mero de
Peclet es muy grande (problemas altamente convectivos) se ve como estos valores convergen
a lo mismo. Es decir para Pe altos solo hay un α para estabilizar la ecuacio´n.
4.5. Difusio´n artificial en el me´todo SUPG
Un ana´lisis cuidadoso de la expresio´n para el ca´lculo de la matriz de rigidez del siste-
ma (4.2.21), alcanzada a trave´s de la modificacio´n de la funcio´n de ponderacio´n (SUPG),
permite observar como la estabilizacio´n de la solucio´n se alcanza adicionando un te´rmino
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difusivo adicional al problema, el cual por supuesto tiene como consecuencia la reduccio´n
del nu´mero de Peclet.
[Klm]
e =
(k
h
+
uα
2
)[ 1 −1
−1 1
]
+
u
2
[−1 1
−1 1
]
[Klm]
e =
(k + kart
h
)[ 1 −1
−1 1
]
+
u
2
[−1 1
−1 1
] (4.5.49)
El papel de esta difusio´n artificial o difusio´n equilibradora, es anular el efecto de la
difusio´n negativa introducida a la solucio´n nume´rica cuando se emplea el me´todo Bubnov-
Galerkin o el me´todo de las diferencias finitas centradas [83]. Este enfoque resulta especial-
mente importante al momento de plantear el me´todo SUPG en dos y tres dimensiones, tal
como se mostrara ma´s adelante.
Capı´tulo5
Ejemplos de aplicacio´n en una dimensio´n
5.1. Problema 1: Adveccio´n-Difusio´n con coeficientes cons-
tantes
En este caso se plantea un problema de adveccio´n-difusio´n con coeficientes constantes y
una funcio´n de generacio´n cu´bica. El problema se describe matema´ticamente en la ecuacio´n
(5.1.1).
−∂
2φ
∂x2r
+ 400
∂φ
∂xr
= x3r , φ(0) = φ(1) = 0 (5.1.1)
Como se ve en (5.1.1) el dominio del problema es [0, 1]. Antes de realizar una aproxi-
macio´n con cualquiera de los me´todos espectrales vistos es necesario mapear el dominio a
[−1, 1]. En este caso, la transformacio´n ser´ıa de la forma:
x = 2xr − 1 (5.1.2)
∂x
∂xr
= 2 (5.1.3)
y as´ı, se reescribe la ecuacio´n en el dominio de intere´s:
−(22)∂
2φ
∂x2
+ 400(2)
∂φ
∂x
=
(
x+ 1
2
)3
, φ(−1) = φ(1) = 0 (5.1.4)
Si se evalua el valor del nu´mero de Peclet para este problema se tiene:
Pe =
u l
2 k
=
200 ∗ 2
2 ∗ 1 =
200 ∗ 2
2
= 200 (5.1.5)
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5.1.1. Chebyshev Tau
Resolviendo el problema segu´n el procedimiento planteado en la Seccio´n 3.3.2, se llega a
los resultados de la Figura 5.1, se observa como usando una aproximacio´n de 16 te´rminos del
comportamiento es completamente cao´tico, sin identificarse la solucio´n del problema. Para
un N = 32, au´n se aprecian oscilaciones ficticias pero es posible identificar el comporta-
miento de la solucio´n. El punto ma´s alto de la funcio´n (φ(x ≈ 0,97)) es aproximado bastante
bien. Para N = 64 la aproximacio´n concuerda con la funcio´n anal´ıtica en la totalidad del
dominio.
Figura 5.1: Solucio´n del problema 1, mediante Chebyshev Tau, para N=16, 32, 64.
5.1.2. Chebyshev Colocacio´n
Resolviendo el problema segu´n el procedimiento planteado en la Seccio´n 3.3.3, se llega a
los resultados de la Figura 5.2, se observa, al igual que en Chebyshev Tau, que la amplitud de
las oscilaciones ficticias disminuye al aumentar N, sin embargo en este ultimo son ligeramente
menores. Para N = 64 la aproximacio´n concuerda con la funcio´n anal´ıtica reproducie´ndola
perfectamente.
5.1.3. Elementos finitos Petrov-Galerkin
En la Figura 5.3 se muestra el resultado de la implementacio´n del me´todo de los elemen-
tos finitos tradicionales, se observan oscilaciones muy grandes y es importante notar como
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Figura 5.2: Solucio´n del problema 1, mediante Chebyshev Colocacio´n, para N=16, 32, 64.
Figura 5.3: Solucio´n del problema 1, mediante elementos finitos tradicionales, para N=16,
32, 64.
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se aproxima muy bien partes de la funcio´n pero no el pico de alto gradiente. En la Figura
5.4 se muestra la estabilizacio´n de Petrov-Galerkin, compara´ndolo con el comportamiento
de la solucio´n encontrada mediante el me´todo convencional (Bubnov-Galerkin), es claro
que estabilizacio´n funciona, ya que se eliminaron las oscilaciones. Sin embargo, aunque las
solucio´n es muy parecida en todo el dominio, no se aproxima claramente el pico de alto
gradiente.
Figura 5.4: Solucio´n del problema 1, mediante SUPG, para N=16, 32, 64.
5.1.4. Ana´lisis de error
En las Figuras 5.5, 5.6 y 5.7 se muestran diferentes comportamientos del Error vs. N
para diferentes nu´meros de Peclet para los me´todos Chebyshev colocacio´n (Colocacio´n),
Chebyshev Tau (Tau), Diferencias finitas de bajo orden (DiffFinitas), Diferencias finitas de
alto orden (DiffFinitasHo), Elementos finitos tradicional (Finitos), Elementos finitos estabi-
lizados SUPG (SUPG). En todos se aprecia como el error en los me´todos espectrales decae
muy ra´pido en comparacio´n con los dema´s me´todos.
Si bien, el planteamiento SUPG elimina las oscilaciones no mejora la convergencia de
los elementos finitos. Los me´todos espectrales para nu´mero de te´rminos pequen˜os muestran
un comportamiento cao´tico y altamente oscilatorio, sin embargo gracias a su ra´pida con-
vergencia, la funcio´n es fielmente reproducida en la totalidad del dominio para un nu´mero
de te´rminos relativamente menor que para los elementos finitos.
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Figura 5.5: Error vs. N. para un Pe = 10
Figura 5.6: Error vs. N. para un Pe = 200
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Figura 5.7: Error vs. N. para un Pe = 500
5.2. Problema 2: Adveccio´n-Difusio´n no lineal
En este caso se plantea un problema de adveccio´n-difusio´n con el termino de primera
derivada no lineal mediante el producto de la derivada de la funcio´n por la funcio´n misma,
se describe matema´ticamente en la Ecuacio´n (5.2.6).
−∂
2φ
∂x2r
+ 200φ
∂φ
∂xr
= sin(pixr), φ(0) = φ(2) = 0 (5.2.6)
En este caso, la transformacio´n ser´ıa de la forma:
x = xr − 1 (5.2.7)
∂x
∂xr
= 1 (5.2.8)
y as´ı, se reescribe la ecuacio´n en el dominio de intere´s:
−∂
2φ
∂x2
+ 200φ
∂φ
∂x
= sin(pi(x+ 1)), φ(−1) = φ(1) = 0 (5.2.9)
Si se evalu´a el valor del nu´mero de Peclet para este problema se tiene:
Pe =
u l
2 k
=
200 ∗ φmax ∗ 2
2 ∗ 1 =
200 ∗ 0,0641 ∗ 2
2
= 12,82 (5.2.10)
Donde el valor de φmax se obtiene de la solucio´n anal´ıtica del problema.
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5.2.1. Chebyshev Tau
Resolviendo el problema segu´n el procedimiento planteado en la Seccio´n 3.3.2, y teniendo
en cuenta las sumas de convolucio´n para los te´rminos no lineales, se llega a los resultados
de la Figura 5.8. Se podr´ıa pensar que este me´todo es muy bueno, sin embargo se tiene un
nu´mero de Pe = 16, calculado como se muestra (5.2.10). Este valor es realmente pequen˜o
y no ser´ıa un problema altamente convectivo. En las gra´ficas de convergencia (Figura 5.11)
se muestra como la solucio´n se vuelve cao´tica al aumentar el nu´mero de te´rminos de la
aproximacio´n, incluso para este Pe que no es muy grande. Esto principalmente por la forma
de matriz y la no linealidad de las sumas de convolucio´n.
Figura 5.8: Solucio´n del problema 2, mediante Chebyshev Tau, para N=8,16, 32.
5.2.2. Chebyshev Colocacio´n
Resolviendo el problema segu´n el procedimiento planteado en la Seccio´n 3.3.3 se llega a
la soluciones mostradas en la Figura 5.9. Cabe resaltar que las no linealidades se manejan
como multiplicaciones termino a termino entre vectores, lo que es mucho ma´s sencillo que
las sumas de convolucio´n. Este problema tiene la particularidad que el Pe, como depende
del valor de la funcio´n φ, es mayor al interior del dominio; justo donde la aproximacio´n
tiene menos nodos, por esta razo´n se ve como la aproximacio´n no es tan buena para pocos
nodos.
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Figura 5.9: Solucio´n del problema 2, mediante Chebyshev Colocacio´n, para N=8,16, 32.
5.2.3. Elementos finitos Petrov-Galerkin
Resolviendo el problema segu´n el procedimiento planteado en la Seccio´n 4.2 se llega a
la soluciones mostradas en la Figura 5.10. Se puede apreciar como el comportamiento es
bastante estable y la convergencia (Figura 5.11) es muy ra´pida.
5.2.4. Ana´lisis de error
Este problema aunque el nu´mero de Peclet no es tan elevado, presenta mucha compleji-
dad por la existencia del termino no lineal, en la Figura 5.11 se muestra las gra´ficas de Error
vs. N para los me´todos Chebyshev colocacio´n (Colocacio´n), Chebyshev Tau (Tau), Diferen-
cias finitas de bajo orden (DiffFinitas), Diferencias finitas de alto orden (DiffFinitasHo),
Elementos finitos tradicional (Finitos), Elementos finitos estabilizados SUPG (SUPG).
Se observa como no hay diferencia entre los elementos finitos tradicionales y los estabi-
lizados con SUPG. Dado el nu´mero de Pe pequen˜o, el factor α no modifica en gran medida
la matriz elemental y por esto los resultados son similares.
Se evidencia las mayor convergencia de las diferencias finitas de alto orden en compa-
racio´n con los elementos finitos. Cabe notar que el tratamiento de los te´rminos no lineales
en diferencias finitas, independiente del orden, es igual que en los me´todos espectrales de
colocacio´n.
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Figura 5.10: Solucio´n del problema 2, mediante SUPG, para N=8,16, 32.
Figura 5.11: Error vs. N. para el problema 2
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Se muestra el comportamiento cao´tico de los me´todos espectrales. Es de especial intere´s
el comportamiento divergente del me´todos Chebyshev Tau, explicado, por la caracter´ıstica
altamente no lineal de las sumas de convolucio´n.
El comportamiento del error en el me´todo de colocacio´n, si bien presenta oscilaciones,
su convergencia sigue siento superior a la de los otros me´todos. Es importante notar que
las zonas de alto gradiente se encuentran al interior del dominio, justo donde se presentan
mayor dispersio´n en los nodos de interpolacio´n. Es decir que el me´todo esta´ usando ma´s
nodos en los extremos, donde no se necesita; que en el centro, donde es ma´s importante.
Para dar solucio´n a este ultimo problema se plantea dividir el dominio en 2 subdominios,
de [0 − 1] y de [1 − 2]. Solucionar la ecuacio´n diferencial en cada subdominio y agregar la
condicio´n que la funcio´n y la derivada en el nodo compartido (x = 1) es igual en cada
subdominio (condicio´n de continuidad). En la Figura 5.12, se muestra el comportamiento
del error con esta ultima te´cnica.
Figura 5.12: Error vs. N. para el problema 2
5.3. Conclusiones parciales
Dados los resultados obtenidos con las 2 variables de los me´todos espectrales, se decide
en lo que resta de esta investigacio´n solo trabajar con los me´todos de colocacio´n o pseudo-
espectrales. Estos presentan la misma tasa de convergencia que los de truncamiento, pero
es ma´s sencilla y eficiente la formulacio´n de problemas no lineales.
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Ya entendido el papel de la te´cnica SUPG sobre los elementos finitos, so´lo se mostraran
resultados estabilizados, es decir usando SUPG y no los resultados de los elementos finitos
tradicionales. De la misma forma ya no se presentaran resultados de diferencias finitas, ya
que con los problemas anteriores queda claro la posicio´n de cada una de las te´cnicas.
5.4. Problema 3: Adveccio´n-Difusio´n estado transitorio
En este caso se plantea un problema de adveccio´n-difusio´n con coeficientes variables y
en estado transitorio. El problema se describe matema´ticamente en la ecuacio´n (5.4.11).
∂φ
∂t
− ∂
2φ
∂x2r
+ xr
∂φ
∂xr
= 0, φ(1, t) = φ(3, t) = 0
y(xr, 0) =

0, 1 ≤ xr ≤ 1,5
1− 2|xr − 2|, 1,5 ≤ xr ≤ 2,5
0, 2,5 ≤ xr ≤ 3
(5.4.11)
En este caso, la transformacio´n ser´ıa de la forma como en la Ecuacio´n 5.4.13 y la ecuacio´n
puede ser reescrita como en 5.4.14:
x = xr − 2 (5.4.12)
∂x
∂xr
= 1 (5.4.13)
∂φ
∂t
− ∂
2φ
∂x2
+ (x+ 2)
∂φ
∂x
= 0, φ(−1, t) = φ(1, t) = 0
y(x, 0) =

0, −1 ≤ x ≤ −0,5
1− 2|x|, −0,5 ≤ x ≤ 0,5
0, 0,5 ≤ x ≤ 1
(5.4.14)
Sin importar el me´todo usado, normalmente se suele trabajar las derivadas temporales con
un me´todo diferente Euler o Runge Kutta, por ejemplo. La idea es trabajar las derivadas
espaciales con el me´todo seleccionado y llegar a un sistema de ecuaciones diferenciales,
como el mostrado en la Ecuacio´n 5.4.15.En este caso ambos problemas se trabajaron con
un dt = 0,01 y un tiempo final de tf = 0,5
∂φ
∂t
= −[A]x+ b (5.4.15)
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Figura 5.13: Solucio´n problema 3 mediante Chebyshev colocacio´n, N=50
5.4.1. Chebyshev colocacio´n
Resolviendo el problema segu´n el procedimiento planteado en la Seccio´n 3.3.3 se llega a
la soluciones mostradas en la Figura 5.13.
5.4.2. SUPG
Resolviendo el problema segu´n el procedimiento planteado en la Seccio´n 4.2 se llega a
la soluciones mostradas en la Figura 5.14.
5.4.3. Ana´lisis de error
Como se muestra en las Figuras 5.13 y 5.14, los resultados de los me´todos son muy
parecidos. Ma´s importante que los resultados es entonces en este ejemplo la forma de acoplar
el termino temporal. No presentado diferencias en la metodolog´ıa para los 2 me´todos.
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Figura 5.14: Solucio´n problema 3 mediante SUPG, N=50
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Capı´tulo6
Me´todos espectrales en varias dimensiones
En el Cap´ıtulo 3, se hizo un descripcio´n de los me´todos espectrales y se plantearon 2
metodolog´ıas para la solucio´n de EDP no perio´dicas en [−1, 1]. En este Cap´ıtulo se muestran
las te´cnicas existentes para la solucio´n de problemas multidimensionales comenzando por la
solucio´n en un cuadrado [−1, 1]× [−1, 1] y algunas formulaciones para la solucio´n en otras
geometr´ıas.
6.1. Me´todos espectrales en [−1, 1]× [−1, 1]
Dados los resultados que se obtuvieron con las formulaciones de me´todos espectrales en
1D, donde las metodolog´ıas Chebyshev Tau demostraron un comportamiento cao´tico para
problemas no lineales con conveccio´n dominante. En este Cap´ıtulo solo se trabajara usando
Chebyshev colocacio´n.
Si se tienen coordenadas x y y independientes entre [-1,1], el problema puede ser atacado
como un producto tensorial. De esta forma los puntos sobre los cuales hacer la interpola-
cio´n ser´ıan los que se muestran en la Figura 6.1 generados a partir de los puntos xj de
la Ecuacio´n (3.3.11) como [xj ] × [xj ]. Ya que los nodos esta´n cargados a los bordes, si las
zonas de intere´s esta´n al interior del dominio esto podr´ıa considerarse un desperdicio de
nodos y se han implementado varias te´cnicas para disminuir esto [29; 66; 49]. Sin embargo
en modelado de flujos de fluidos normalmente es necesario refinar la malla en las paredes
por lo que esta distribucio´n puede llegar a ser ventajosa.
Una vez se tienen los nodos se podr´ıa definir la matriz uij ana´loga a los vectores uj de
la Seccio´n 3.3.3, una matriz con los valores de la funcio´n en el nodo [i, j]. Lo importante a
la hora de definir las derivadas es tener claro que nodos se relacionan con el nodo donde se
esta´ evaluando la derivada (Figura 6.1).
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Figura 6.1: Nodos Chebyshev colocacio´n en 2D. Para el nodo Uij mostrado, los nodos en
el recuadro gris son los que intervienen en las derivadas en x, y los nodos en el recuadro
achurado son los que intervienen en las derivadas en y.
6.2. Dominios complejos
Lastimosamente los dominios sobre los cuales se quiere obtener solucio´n a ecuaciones di-
ferenciales no siempre son tan sencillos como los cuadrados, c´ırculos o dema´s figura geome´tri-
cas simples, donde la implementacio´n de los me´todos espectrales al menos los de interpola-
cio´n no representan mayor complejidad. Las geometr´ıas complejas traen consigo problemas
en la implementacio´n de los me´todos espectrales. Entre las te´cnicas ma´s extendidas para
esto se tienen los mapeados y la divisio´n del dominio en sub dominios. En ocasiones, los
problemas ameritan el uso de ambas te´cnicas.
6.2.1. Mapeado de dominios irregulares a [−1, 1]× [−1, 1]
El mapeado consiste en la transformacio´n del problema inicial (Pi) en la geometr´ıa
compleja (dominio inicial Di) a un problema mapeado (Pm) pero en una geometr´ıa simple
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(Dm) como un cuadrado; se busca la solucio´n al problema mapeado (Sm) y luego e´sta se
mapea a la geometr´ıa compleja, obtenie´ndose la solucio´n al problema inicial (Si), este pro-
cedimiento se describe gra´ficamente en la Figura 6.2. Las funciones F y G son el mapeado
directo y el mapeado inverso respectivamente.
Figura 6.2: Mapeado de un dominio complejo a un cuadrado.
La determinacio´n de la funciones F y G es realmente lo complejo. Existen diferentes
tipos de mapeados, desde los muy simples si el dominio inicial es tambie´n rectangular; has-
ta geometr´ıas complejas con curvas o muchos lados. En este ultimo la transformacio´n ma´s
usada es la Schwarz-Christoffel [71; 26; 59]. En la cual incluso se han desarrollado te´cnicas
hasta para dominios de 1000 lados con un computo ra´pido [7].
En Maltab existe un toolbox desarrollado por Tobi Driscoll [25], con el cual se logran
realizar varios clases de mapeos Schwarz-Christoffel, entre estos de dominios poligonales a
rectangulos.
6.2.2. Divisio´n en subdominios
La subdivisio´n del dominio, al igual que en elementos finitos, consiste en dividir el
dominio en subdominios ma´s sencillos. En cada uno de los subdominios debe expresarse la
ecuacio´n diferencial. Lo ma´s importante es garantizar la continuidad en las interfaces de los
subdominios, tanto en el valor de la solucio´n como en la derivada. Otro alternativa en fuerte
desarrollo actualmente, son los planteamientos de los me´todos espectrales discontinuos [15;
19].
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Capı´tulo7
Planteamiento multidimensional del
me´todo de Petrov-Galerkin en
contracorriente
En el Cap´ıtulo 4 se plantearon los fundamentos del me´todo SUPG para problemas
unidimensionales estacionarios y transitorios. En el presente cap´ıtulo se analiza la forma en
que este me´todo de estabilizacio´n puede extenderse a dos o ma´s dimensiones espaciales y
se presenta la formulacio´n para un elemento finito cuadrila´tero de cuatro nodos.
7.1. Enfoque bidimensional de la difusio´n artificial dentro de
la te´cnica SUPG
Como ya se menciono´ en el cap´ıtulo anterior, el me´todo de estabilizacio´n SUPG pue-
de entenderse como la adicio´n de un te´rmino difusivo artificial, planteado en la ecuacio´n
(4.5.49), el cual contrarresta la difusio´n ((negativa)) generada con la asimetr´ıa de la matriz
de rigidez. Esta interpretacio´n del me´todo SUPG, resulta especialmente u´til para la gene-
ralizacio´n de la te´cnica a problemas en dos o tres dimensiones. De esta forma, as´ı como
en problemas unidimensionales, la modificacio´n de las funciones de peso es equivalente a
adicionar un te´rmino difusivo adicional que actu´a en la direccio´n de la corriente (ver Figura
4.1.6), para problemas con una o dos dimensiones adicionales, se debe garantizar que el
efecto de la difusio´n artificial actu´e contrarrestando el efecto advectivo, el cual solo opera
en la direccio´n de la velocidad ~u [83]. Estabilizar en la direccio´n transversal a las l´ıneas de
corriente implica adicionar una difusio´n artificial innecesaria sobre esta direccio´n, reducien-
do la exactitud de la aproximacio´n.
De acuerdo con este planteamiento, una perturbacio´n sobre la funcio´n de forma, como la
escrita en la Ecuacio´n (7.1.1), solo logra estabilizar el efecto advectivo en la direccio´n x. De
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Figura 7.1: L´ınea de corriente al interior de un elemento bidimensional.
forma ana´loga se podr´ıa perturbar la funcio´n de ponderacio´n para estabilizar la adveccio´n
en la direccio´n y, como se muestra en (7.1.2). No obstante, como la direccio´n de la l´ınea
de corriente suele cambiar de direccio´n y no coincidir necesariamente con uno de los ejes
x − y, la perturbacio´n adecuada de la funcio´n de peso debe incorporar una ponderacio´n
direccional, tal como se plantea en la Ecuacio´n (7.1.3) [41].
W l = Wl +
αh
2
dWl
dx
(7.1.1)
W l = Wl +
αh
2
dWl
dy
(7.1.2)
W l = Wl +
αh
2
[
ux
|u|
dWl
dx
+
uy
|u|
dWl
dy
]
(7.1.3)
donde ux y uy son las componentes de la velocidad en las direcciones globales x− y, y
α es el coeficiente de perturbacio´n calculado de acuerdo con (4.4.48), empleando el valor de
la norma de la velocidad y una dimensio´n caracter´ıstica h como la mostrada en la Figura 7.1.
Conociendo la forma como debe ser modificada una funcio´n de peso multidimensional
dentro del planteamiento de residuos ponderados, puede ahora formularse el me´todo SUPG
para una ecuacio´n de Difusio´n-Adveccio´n-Reaccio´n multidimensional, como la expresada en
(7.1.4).
−∇ ·
(
k∇φ
)
+ ~u · ∇φ+ sφ = F (~x) (7.1.4)
La expresio´n de residuos ponderados de la Ecuacio´n (7.1.4), esta´ dada por (7.1.5):
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∫
Ω
∇W l ·
(
k∇φ
)
dΩ +
∫
Ω
W l
(
~u · ∇φ
)
dΩ +
∫
Ω
W lsφdΩ =∫
Ω
W lF (~x)dΩ +
∫
Γ
W lk
∂φ
∂n
dΓ (7.1.5)
donde n representa el vector perpendicular al borde del dominio y ∂φ∂n representa el flujo
de φ a trave´s de la frontera de Neumman. Incorporando una aproximacio´n a tramos , tal
como lo expresa (7.1.6), as´ı como la definicio´n de funcio´n de peso corregida alcanzada en
(7.1.3), se llega a:
∑
e
∑
m
(∫
Ωe
∇
(
Nl +
αh
2
ux
∂Nl
∂x + uy
∂Nl
∂y
|u|
)
·
(
k∇Nm
)
dΩe
+
∫
Ωe
(
Nl +
αh
2
ux
∂Nl
∂x + uy
∂Nl
∂y
|u|
)(
~u · ∇Nm
)
dΩe
+
∫
Ωe
(
Nl +
αh
2
ux
∂Nl
∂x + uy
∂Nl
∂y
|u|
)
sNmdΩ
e
)
· φm =
∫
Ωe
(
Nl +
αh
2
ux
∂Nl
∂x + uy
∂Nl
∂y
|u|
)
F (~x)dΩe
+
∫
Γ
(
Nl +
αh
2
ux
∂Nl
∂x + uy
∂Nl
∂y
|u|
)
k
∂φ
∂n
dΓ (7.1.6)
El aporte de un elemento al sistema global de ecuaciones esta definido por:(
[K] + [Ks]
)
φm = [f ] + [fs] (7.1.7)
donde los te´rminos [K] y [f ], corresponden a las matrices originales resultantes de aplicar
el me´todo Bubnov-Galerkin. En tanto que los te´rminos [Ks] y [fs] son matrices de estabi-
lizacio´n adicionadas por la modificacio´n de la funcio´n de peso. A continuacio´n se definen
estas cuatro cantidades.
[K] =
∫
Ωe
(∂Nl
∂x
k
∂Nm
∂x
+
∂Nl
∂y
k
∂Nm
∂y
)
dΩe +
∫
Ωe
Nl
(
ux
∂Nm
∂x
+ uy
∂Nm
∂y
)
dΩe
+
∫
Ωe
NlsNmdΩ
e (7.1.8)
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[Ks] =
∫
Ωe
αhk
2|u|
[
ux
(∂2Nl
∂x2
∂Nm
∂x
+
∂2Nl
∂x∂y
∂Nm
∂y
)
+ uy
( ∂2Nl
∂x∂y
∂Nm
∂x
+
∂2Nl
∂y2
∂Nm
∂y
)]
dΩe
+
∫
Ωe
αhk
2|u|
[
∂ux
∂x
∂Nl
∂x
∂Nm
∂x
+
∂uy
∂x
∂Nl
∂y
∂Nm
∂x
+
∂ux
∂y
∂Nl
∂x
∂Nm
∂y
+
∂uy
∂y
∂Nl
∂y
∂Nm
∂y
]
dΩe
+
∫
Ωe
αhk
2|u|2
[(
ux
∂Nl
∂x
+ uy
∂Nl
∂y
)(∂Nm
∂x
∂|u|
∂x
+
∂Nm
∂y
∂|u|
∂y
)]
dΩe
+
∫
Ωe
[
u2x
∂Nm
∂x
∂Nl
∂x
+ uxuy
(∂Nm
∂y
∂Nl
∂x
+
∂Nm
∂x
∂Nl
∂y
)
+ u2y
∂Nm
∂y
∂Nl
∂y
]
dΩe
+
∫
Ωe
αhs
2|u|
(
uxNm
∂Nl
∂x
+ uyNm
∂Nl
∂y
)
dΩe (7.1.9)
[f ] =
∫
Ωe
NlF (~x)dΩ
e +
∫
Γ
Nlk
∂φ
∂n
dΓ (7.1.10)
[fs] =
∫
Ωe
αhF (~x)
2|u|
(
ux
∂Nl
∂x
+ uy
∂Nl
∂y
)
dΩe +
∫
Γ
αhk
2|u|
(
ux
∂Nl
∂x
+ uy
∂Nl
∂y
)∂φ
∂n
dΓ (7.1.11)
7.2. Formulacio´n de un elemento cuadrila´tero bidimensional
para la solucio´n de la ecuacio´n de Difusio´n-Adveccio´n-
Reaccio´n
Las expresiones de la (7.1.8) a (7.1.11), se encuentran escritas en coordenadas globales,
as´ı que con el fin de simplificar el ca´lculo del aporte de cada elemento del dominio, resulta
conveniente expresar estas ecuaciones en te´rminos de las coordenadas locales del elemento.
En la Figura 7.2 se muestra un elemento cuadrila´tero en coordenadas locales, en tanto que
en la ecuacio´n (7.2.12), se presentan las funciones de forma en coordenadas locales para un
elemento cuadrila´tero.
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Figura 7.2: Elemento cuadrila´tero de cuatro nodos (izq.) y coordenadas locales para un
elemento cuadrila´tero (der.).
N1 =
1
4
(1− ξ)(1− η)
N2 =
1
4
(1 + ξ)(1− η)
N3 =
1
4
(1 + ξ)(1 + η)
N4 =
1
4
(1− ξ)(1 + η)
(7.2.12)
As´ı, para un elemento isoparame´trico, las coordenadas globales se pueden expresar en
te´rminos de las coordenadas locales, empleando las mismas funciones de interpolacio´n uti-
lizadas para la aproximacio´n de la funcio´n φ, tal como se muestra en (7.2.13):
x(ξ, η) = N1x1 +N2x2 +N3x3 +N4x4
y(ξ, η) = N1y1 +N2y2 +N3y3 +N4y4
(7.2.13)
Las derivadas de las funciones de forma, involucradas en la expresiones (7.1.8) a (7.1.11),
deben ser expresados en coordenadas locales, por lo que resulta necesario plantear:
∂N
∂x
=
∂N
∂ξ
∂ξ
∂x
+
∂N
∂η
∂η
∂x
= Nξξx +Nηηx (7.2.14)
∂N
∂y
= Nξξy +Nηηy (7.2.15)
∂2N
∂x2
= Nξξxx +Nηηxx + 2Nξηξxηx (7.2.16)
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∂2N
∂y2
= Nξξyy +Nηηyy + 2Nξηξyηy (7.2.17)
∂2N
∂x∂y
= Nξξxy +Nηηxy + 2Nξη
(
ξxηy + ξyηx
)
(7.2.18)
en donde las derivadas ξx, ξy, ξxx, ξyy, ξxy, ηx, ηy, ηxx, ηyy, ηxy, se obtienen empleando una
transformacio´n Jacobiana, tal como se plantea en las expresiones (7.2.19) a (7.2.24). No´tese
que se emplean sub´ındices para denotar derivacio´n con respecto a una variable dada.[
ηx
ηy
]
=
1
|J |
[−yξ
xξ
]
(7.2.19)
[
ηxx
ηxy
]
=
1
|J |3
[
J22 −J12
−J21 J11
] [ |J |ξyξ
|J |ηyξ − |J |yξη
]
(7.2.20)
[
ηyx
ηyy
]
=
1
|J |3
[
J22 −J12
−J21 J11
] [ −|J |ξxξ
|J |xξη − |J |ηxξ
]
(7.2.21)
[
ξx
ξy
]
=
1
|J |
[
yη
−xη
]
(7.2.22)
[
ξxx
ξxy
]
=
1
|J |3
[
J22 −J12
−J21 J11
] [|J |yξη − |J |ξyη
−|J |ηyη
]
(7.2.23)
[
ξyx
ξyy
]
=
1
|J |3
[
J22 −J12
−J21 J11
] [|J |ξxη − |J |xξη
|J |ηxη
]
(7.2.24)
Para las expresiones anteriores, J es la matriz Jacobiana definida en (7.2.25) para un
elemento rectangular lineal como el de la Figura 7.2.
J =
[
J11 J12
J21 J22
]
J11 =
1
4
(
−(1− η)x1 + (1− η)x2 + (1 + η)x3 − (1 + η)x4
)
J12 =
1
4
(
−(1− η)y1 + (1− η)y2 + (1 + η)y3 − (1 + η)y4
)
J21 =
1
4
(
−(1− ξ)x1 − (1 + ξ)x2 + (1 + ξ)x3 + (1− ξ)x4
)
J22 =
1
4
(
−(1− ξ)y1 − (1 + ξ)y2 + (1 + ξ)y3 + (1− ξ)y4
)
(7.2.25)
Reemplazando las expresiones (7.2.19) a (7.2.24) en las ecuaciones (7.2.14) a (7.2.18),
se obtienen las expresiones incluidas en (7.2.26) a (7.2.30), las cuales se emplean para el
ca´lculo de las matrices de las ecuaciones (7.1.8) a (7.1.11).
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∂N
∂x
=
1
|J |
(
NξJ22 −NηJ12
)
(7.2.26)
∂N
∂y
=
1
|J |
(
NηJ11 −NξJ21
)
(7.2.27)
∂2N
∂x2
=
NξJ22
|J |3
(
J12|J |η − J22|J |ξ + |J |(J22)ξ
)
+
NηJ12
|J |3
(
J22|J |ξ − J12|J |η + |J |(J12)η
)
− 2|J |2NξηJ22J12
(7.2.28)
∂2N
∂y2
=
NξJ21
|J |3
(
J11|J |η − J21|J |ξ + |J |(J21)ξ
)
+
NηJ11
|J |3
(
J21|J |ξ − J11|J |η + |J |(J11)η
)
− 2|J |2NξηJ21J11
(7.2.29)
∂2N
∂x∂y
=− Nξ|J |3
[
J21
(
|J |(J22)ξ − |J |ξJ22)
)
+ J11|J |ηJ22
]
+
Nη
|J |3
[
J11
(
|J |ηJ12 − |J |(J12)η
)
+ J21|J |ξJ12
]
+
Nξη
|J |2
(
J22J11 + J12J21
) (7.2.30)
Para estas u´ltimas ecuaciones, las expresiones |J |, |J |ξ, |J |η, (J11)η, (J12)η, (J21)ξ, (J22)ξ,
se especifican a continuacio´n en te´rminos de las coordenadas nodales del elemento. Los
te´rminos (J11)ξ, (J12)ξ, (J21)η, (J22)η son iguales a cero.
|J | =1
8
[
(1− ξ)x4y1 + (1− η)x1y2 + (ξ + η)x4y2 + (η − ξ)x1y3 − (1 + η)x4y3
+(ξ − 1)x1y4 + x3
(
(ξ − η)y1 − (1 + ξ)y2 + (1 + η)y4
)
+x2
(
(η − 1)y1 + (1 + ξ)y3 − (η + ξ)y4
)] (7.2.31)
|J |ξ = 1
8
(
x3(y1 − y2) + x4(y2 − y1)− (x1 − x2)(y3 − y4)
)
(7.2.32)
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|J |η = 1
8
(
x3(y4 − y1) + x2(y1 − y4)− (x1 − x4)(y2 − y3)
)
(7.2.33)
(J11)η =
1
4
(
x1 − x2 + x3 − x4
)
(7.2.34)
(J12)η =
1
4
(
y1 − y2 + y3 − y4
)
(7.2.35)
(J21)ξ =
1
4
(
x1 − x2 + x3 − x4
)
(7.2.36)
(J22)ξ =
1
4
(
y1 − y2 + y3 − y4
)
(7.2.37)
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Ejemplos de aplicacio´n multidimensionales
8.1. Problema 4: Ejemplo de Brezzi
El caso de estudio que se presenta (ver Figura 8.1), denominado ejemplo de Brezzi [10],
es un problema comu´nmente empleado para evaluar te´cnicas de estabilizacio´n de la ecuacio´n
diferencial de Difusio´n-Adveccio´n. La ecuacio´n diferencial que modela este problema esta
definida en (8.1.1).
− 0,005∇ · ∇φ+ ~u(x, y)∇φ = 0 (8.1.1)
Sujeta a las condiciones de borde mostradas en la Figura 8.1, con ~u(x, y) = [−y, x].
Figura 8.1: Definicio´n del dominio y condiciones de borde para el caso de estudio.
Este caso representa un problema de alta complejidad debido a la presencia de zonas
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de alto gradiente de φ en a´reas ubicadas aguas abajo (cercanas a lados 3 y 4 del dominio),
as´ı como una zona en la que se combina un punto de singularidad y altos valores en el
gradiente de la funcio´n (ve´rtice formado por los lados 5 y 6).
8.1.1. Me´todos espectrales
Para solucionar este problema usando me´todos espectrales se opto por subdividir el
dominio en 3 subdominios cuadrados de 0,5 de lado. En la Figura 8.2 se muestran las
subdiviciones y malla usada. Nuevamente lo importante es garantizar la continuidad en las
interfaces de los elementos.
Figura 8.2: Elementos y malla usada para el problema de Brezzi al solucionarlo mediante
Chebycheb colocacio´n
En la Figura 8.3, se aprecian las soluciones del problema de Brezzi usando varios numero
de nodos. Es interesante notar que, si bien para N = 5 hay presencia de oscilaciones falsas,
para N = 10 y N = 50 las soluciones se muestran estables.
8.1.2. Elementos finitos SUPG
La Figura 8.4 muestra los resultados obtenidos empleando la te´cnica de estabilizacio´n
SUPG para varios taman˜os de malla. La solucio´n es oscilatoria para N = 5 pero luego es
estabilizada muy bien por el me´todo.
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a)
b)
c)
Figura 8.3: Solucio´n nume´rica obtenida con metodos espectrales con : a) Nodos por lado
del subdominio N=5, taman˜o promedio h = 0,1; b) Nodos por lado del subdominio N=10,
taman˜o promedio h = 0,05; c) Nodos por lado del subdominio N=50, taman˜o promedio
h = 0, 01
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a)
b)
c)
Figura 8.4: Solucio´n nume´rica obtenida Petrov-Galerkin, para mallas de elementos rec-
tangulares con: a) 108 elementos, taman˜o promedio h = 0,1; b) 507 elementos, taman˜o
promedio h = 0,05; c) 7500 elementos, taman˜o promedio h = 0, 01
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8.2. Problema 5: Ecuacio´n de Poisson en un tubo
La forma ma´s sencilla de la ecuacio´n de calor puede ser representada por la ecuacio´n de
Poisson 2D. Bajo las suposiciones de espesor despreciable, con una conductividad k = 1 y
sin te´rminos de generacio´n, la ecuacio´n puede ser escrita como en (8.2.2) y las condiciones
de borde se muestran en la Figura 8.5. El largo del tubo es L = 1 y el radio es r = 1.
∇2T = ∇ · ∇T = 0 (8.2.2)
Figura 8.5: Problema 5: Ecuacio´n de Poisson en un tubo
Este problema no es altamente convectivo, pero muestra caracter´ısticas interesantes a
la hora de solucionarlo usando me´todos espectrales.
8.2.1. Me´todos espectrales
Hasta el momento, no se ha hablado de me´todos espectrales en 3 dimensiones, pero
las geometr´ıa de este problema es tridimensional por lo que el problema es llevado a un
problema 2D mediante el desarrollo del tubo como tal. De tal forma se obtiene un cuadrado
de base 2pi r y alto igual a L, el cual es mostrado en la Figura 8.6.
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Figura 8.6: Malla usada para la solucio´n del problema 5
Este problema esta´ compuesto por el producto tensorial de 2 dominios diferentes. En la
direccio´n x el problema presenta caracter´ısticas perio´dicas; mientras que en la direccio´n en
y es un dominio acotado, como los trabajados en problemas anteriores.
Siguiendo la metodolog´ıa propuesta en la Seccio´n 3.4, las derivadas en esta direccio´n
son evaluadas usando Fourier colocacio´n. Los nodos de este me´todo tienen la caracter´ıstica
de ser igualmente espaciados en el dominio (Figura 8.6). Para la direccio´n y, se trabaja el
problema usando Chebyshev colocacio´n y los nodos no son igualmente espaciados.
Dadas las caracter´ısticas de los me´todos espectrales perio´dicos, no es necesario colocar
condiciones de borde en los lados verticales; si se usara cualquier otro me´todo nume´rico
ser´ıa necesario implementar las condiciones de borde de periodicidad. En los lados horizon-
tales se colocan las condiciones de borde sobre los nodos que corresponde como se explico
anteriormente.
En la Figura 8.7 se muestra la solucio´n del problema en el dominio cuadrado comentado
anteriormente. Luego de realizar un cambio de variable se obtiene la solucio´n en la geometr´ıa
original, como se muestra en la Figura 8.8.
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Figura 8.7: Resultados en el dominio 2D propuesto
Figura 8.8: Resultados en el dominio original
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8.2.2. Elementos finitos
En la Figura 8.9 se muestra la solucio´n del problema usando elementos finitos tradicio-
nales. Para este propo´sito de uso el software CalculiX [24], un programa software libre de
excelentes caracter´ısticas ya puestas a prueba en [14].
Figura 8.9: Resultados usando Calculix, elementos finitos tipo shell
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9.1. Aportes del trabajo
En el presente trabajo se comparan dos me´todos empleados en la solucio´n nume´ri-
ca de problemas que involucran te´rminos de adveccio´n dominante, el me´todo cla´sico de
Petrov-Galerkin en contracorriente (SUPG) y diversas variantes de me´todos espectrales y
pseudo-espectrales. La importancia de ambas te´cnicas radica en la amplia aplicacio´n de las
mismas en la solucio´n de problemas de dina´mica de fluidos.
Con el fin de realizar el ana´lisis comparativo, se escogieron diversos problema tipo (li-
neales, no-lineales, estacionarios y transitorios) citados en la literatura y se desarrollaron
algoritmos nume´ricos en Matlab y/o en Fortran para la solucio´n de los mismos, adicional-
mente, se construyeron y analizaron las gra´ficas de convergencia del error en norma L2.
El ana´lisis comparativo de los dos me´todos nume´ricos permitio´ determinar que las te´cni-
cas SUPG, si bien permiten obtener soluciones estabilizadas, no mejoran la rata de conver-
gencia del me´todo (el aumento en el nu´mero de grados de libertas reducen las oscilaciones,
aumentan la exactitud pero no modifica la tasa de convergencia del me´todo). Por el con-
trario, empleando el esquema de me´todos espectrales convencionales (sin estabilizar), se
logran superar ra´pidamente las oscilaciones artificiales al aumentar el nu´mero de grados
de libertad (N), aumentando simulta´neamente la velocidad de convergencia del me´todo.
Esta´ caracter´ıstica esta´ asociada a la naturaleza jera´rquica de los polinomios empleados
para el planteamiento de las te´cnicas espectrales. Lo anterior se evidencia de manera cuali-
tativa en gra´ficas convergencia presentadas en funcio´n del nu´mero de grados de libertad N,
como en funcio´n del nu´mero de Peclet. Considerando que se analizaron e implementaron
soluciones empleando tanto te´cnicas pseudo-espectrales (me´todos de colocacio´n que apro-
ximan la funcio´n en puntos especiales en el dominio), como espectrales propiamente dichos
(o me´todos de truncamiento, que aproximan la funcio´n con una serie truncada), resulta
importante reportar que, aunque los resultados de los problemas propuestos permitieron
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determinar que ambas categor´ıas tienen una misma tasa de convergencia, los mismos pre-
sentan grandes diferencias en cuanto implementacio´n y alcances.
Una de las principales diferencias radica en la naturaleza de los coeficientes (inco´gnitas o
grados de libertad) involucrados en cada me´todo. En los me´todos espectrales de colocacio´n,
al igual que cualquier otro me´todo de colocacio´n, diferencias finitas o incluso elementos fini-
tos, se calculan cantidades asociadas con el valor de la funcio´n en ciertos puntos discretos,
dichas cantidades por tanto tiene un significado f´ısico, una magnitud y unas unidades pro-
pias del problema trabajado. En los me´todos espectrales propiamente dichos, las cantidades
a calcular son los coeficientes de una combinacio´n lineal, los cuales no tienen necesariamente
un significado f´ısico, ni una magnitud coherente con la f´ısica del problema trabajado. Esta
diferencia, que puede resultar insignificante a primera vista, juega un papel importante ma´s
alla´ del fa´cil ana´lisis de los resultados, como por ejemplo en problemas como los no-lineales,
en donde la seleccio´n de un punto semilla adecuado puede definir la obtencio´n de una so-
lucio´n factible. As´ı mismo, al emplear inco´gnitas asociadas con las cantidades f´ısicas del
problema, no resulta necesario modificar la matriz de coeficientes (ana´loga a la matriz de
rigidez en elementos finitos) cuando se aplican las condiciones de borde de Dirichlet, per-
mitiendo guardar las caracter´ısticas originales de dicha matriz. Por el contrario, al emplear
las te´cnicas de truncamiento, resulta necesario intervenir esta matriz y modificar su natura-
leza, lo que en ocasiones puede generar un mal condicionamiento del sistema de ecuaciones
alcanzado.
Haciendo consideraciones en cuando a la implementacio´n, el uso de matrices de diferen-
ciacio´n, formuladas a trave´s me´todos pseudo-espectrales, facilita la ra´pida implementacio´n
y solucio´n de diversos problemas (ecuaciones diferenciales), lo cual no siempre es simple
cuando se trabajan te´cnicas como elementos finitos.
As´ı mismo, el aumento en el nu´mero de grados de libertad, o lo que resulta equivalente
en el orden de la aproximacio´n polinomial, resulta una tarea simple y natural cuando se
plantean soluciones empleando me´todos espectrales, de nuevo esta caracter´ıstica no resulta
del todo simple si se usan formulaciones convencionales de elementos finitos. (elementos
finitos no jera´rquicos).
Una caracter´ıstica ma´s, a favor del uso de polinomios espectrales, se encuentra en el
planteamiento de soluciones multidimensionales, en donde el uso de polinomios diferentes
en cada una de las direcciones ortogonales, permite explotar mejor las propiedades ma-
tema´ticas de los polinomios en virtud de las caracter´ısticas del dominio a trabajar (infinito,
semi-infinito, perio´dico o acotado).
No obstante, la mayor debilidad de los me´todos espectrales se encuentra en la aplicacio´n
de la te´cnica a dominios complejos. Al igual que con otros me´todos como las diferencias
finitas y los volu´menes finitos, que comparten la misma restriccio´n, pueden desarrollarse
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en ocasiones mapeos geome´tricos, sin embargo esto no siempre es posible, exacto o simple.
Otra alternativa para superar esta restriccio´n es la formulacio´n de soluciones por sudbomi-
nios (o elementos espectrales), tal como se planteo en uno de los ejemplos del documento,
sin embargo el uso de expresiones de continuidad entre los elementos, hace dif´ıcil la imple-
mentacio´n de me´todos espectrales propiamente dichos, quedando esta solucio´n relegada al
espacio de las soluciones de colocacio´n.
9.2. Productos y publicaciones
Como productos de este trabajo se esperan generar al menos dos art´ıculos, el primero de
los cuales ya se encuentra escrito y tiene se destinara´ a una revista de investigacio´n nacional.
El segundo (el cual se encuentra en elaboracio´n) sera´ enviado para una revista internacional
con un compilado del tratamiento de problemas altamente convectivos usando espectrales
y SUPG.
9.3. Trabajos futuros
Las caracter´ısticas superiores de convergencia e implementacio´n de los me´todos espec-
trales sobre la te´cnica SUPG en problemas de adveccio´n dominante, motiva al estudio de
estas te´cnicas en dominios ma´s complejos, especialmente al desarrollo de nuevas formulacio-
nes de elementos espectrales discontinuos, los cuales reu´nan las altas tasas de convergencia
de los me´todos espectrales, la posibilidad de analizar geometr´ıas complejas de los elementos
finitos y la posibilidad de aproximar la continuidad en los bordes de los subdominos de los
me´todos de Galerkin discontinuos.
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