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We illustrate the existence of single-excitation bound states for propagating photons interacting
with N two-level atoms. These bound states can be calculated from an effective spin model, and
their existence relies on dissipation in the system. The appearance of these bound states is in a
one-to-one correspondence with zeros in the single-photon transmission and with divergent bunching
in the second-order photon-photon correlation function. We also formulate a dissipative version of
Levinson’s theorem for this system by looking at the relation between the number of bound states
and the winding number of the transmission phases. This theorem allows a direct experimental
measurement of the number of bound states using the measured transmission phases.
Systems of strongly interacting photons are important
for scaling up quantum computers and networks [1]. The
generation and manipulation of non-classical light enable
single-photon switches and transistors [2–4], quantum
circulators [5], isolators [6], and long-distance quantum
state transfer [7, 8]. Understanding few-body physics in
systems of strongly interacting photons helps reveal the
emergent many-body physics in these systems [9], includ-
ing quantum phase transitions of light [10, 11].
To characterize the quantum states of light produced
in these systems, experiments often probe single-photon
transmission and multi-photon statistics. In this Let-
ter, we construct an effective spin model to solve for the
single-photon transmission through ensembles of atoms
exhibiting cooperative light scattering effects. This spin
model is characterized by the presence of single-photon
bound states, whose wavefunction is a hybridized single-
excitation between light and matter that is localized in
space. The bound states correspond directly to zeros in
the transmission coefficient and are associated with an
analogue of Levinson’s theorem [12–14] for interacting
atom-photon systems. In the two-photon transmission,
we show that these zeros in the transmission lead to diver-
gent bunching of the light due to the presence of effective
photon-photon interactions in these systems.
Our results and their generalizations in a following
paper [15] can be applied to many systems in which
strong interaction between propagating photons are re-
alized. These include photonic-crystal waveguides cou-
pled to atoms [16–20] and solid-state emitters [21–23],
free-space photons propagating through dense Rydberg
atomic clouds [24, 25], optical nanofibers coupled to
atoms [5, 6, 26–30], transmission lines coupled to super-
conducting qubits [31, 32], and metallic nanowires cou-
pled to NV centers [33] and quantum dots [34]. These
systems typically consist of freely propagating photons
FIG. 1. (Color online) An illustration of N atoms coupled to
a 1D photon channel, with Vi corresponding to the amplitude
of the coupling of the photons to atom i. In addition to
this specific photonic channel of interest, the atoms can also
interact via additional photonic channels, which results in an
effective dipole-dipole interaction K′.
coupled to a number of emitters that provide the nonlin-
earity either individually or due to inter-emitter interac-
tions. Recent years have seen significant developments in
theoretical methods for such systems [35–47]. In several
of these approaches, the emitters’ dynamics are charac-
terized by a spin modelM tot, which consists of the energy
of the atoms and the photon-mediated dipolar interac-
tions Ktot between them. Ktot contains both a coherent
and a dissipative part. For two atoms in vacuum sep-
arated by distance r, Ktot increases as 1/r3 at small r
[48]. Photonic observables are then related to M tot in
an indirect way via an input-output relation involving
emitter degrees of freedom [39, 41–43]. In contrast, we
construct here a spin model M that directly encodes the
transmission properties.
We provide a concrete analysis of two-level atoms inter-
acting with linear-dispersion photons, but our approach
readily generalizes to other level structures and disper-
sion relations. [15]. Figure 1 illustrates the system we
consider. Photons propagate to the right through a 1D
channel and interact with N two-level atoms with en-
ergy ωeg. In addition to the 1D channel of interest, the
atoms also interact with other photonic modes called the
reservoir modes. If we are not interested in scattering
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2into these other modes, their effect can be captured by a
dipole-dipole interaction K ′ij , which physically describes
photon emission and re-absorption via the other modes.
Note that if K describes the additional dipole-dipole in-
teractions mediated by the 1D channel, Ktot = K ′ +K.
In many nanofiber experiments, photons are sent into the
fiber in a particular transverse mode and measured at the
output in the same transverse mode. Such systems are
well described by our model, where the 1D channel con-
sists of a continuous spectrum of right-propagating pho-
tons in the transverse mode of interest, while the reservoir
modes include left-propagating photons and photons in
other transverse modes.
The 1D system is described by the master equation
ρ˙ = −i(Hρ− ρH†) + i
N∑
i,j=1
(K ′ij −K
′†
ij )biρb
†
j , (1)
where the effective Hamiltonian H is non-Hermitian
and the recycling term (the last term) comes from the
reservoir-induced interaction K ′. We treat the two-level
atoms as harmonic oscillators with creation operators b†i
and introduce a hard-core interaction U in H to prevent
atoms from being excited more than once. Hence H is
given by
H = H0 + V + U, (2)
H0 = −
∫ +∞
−∞
dz iC†(z)∂zC(z) +
N∑
i=1
ωegb
†
i bi, (3)
V =
[
N∑
i=1
ViC(zi)b
†
i + h.c
]
+
N∑
i,j=1
K ′ijb
†
i bj , (4)
U =
N∑
i=1
ub†i b
†
i bibi, u = +∞, (5)
where H0 is the Hamiltonian of the right-propagating
free photons with linear dispersion (speed of light c = 1)
and N noninteracting two-level atoms. C†(z) creates a
photon in the transverse mode of interest at position z
in the 1D channel, and V is the quadratic interaction.
The first term in V describes the atom-photon interac-
tion whereby atom i is excited through the absorption of
a photon at location zi. The second term describes the
dissipative dipole-dipole interaction K ′ between atoms
induced by the Markovian reservoir. Its Hermitian com-
ponent describes coherent dipolar interactions while the
anti-Hermitian component describes collective sponta-
neous emission. In our definition, K ′ is dissipative if
−i(K ′−K ′†) has only non-positive eigenvalues. Since we
are interested in scattering amplitudes where the number
of output photons in the 1D channel is the same as the
number of input photons, it suffices to consider the effec-
tive Hamiltonian H in place of the full master equation
[49, 50].
Dissipative bound states.—Consider the eigenstates
of the effective Hamiltonian H in the single-excitation
Hilbert space, whose projected Hamiltonian is denoted
as H1. Note that H1 also describes the classical prob-
lem where coherent states of light interact with classical
dipoles. Therefore, all the single-photon results can be
applied to this classical problem as well.
Every incoming free photon |k〉 uniquely labels a scat-
tering state with energy k; therefore, the scattering-state
energy spectrum is (−∞,+∞). There may also exist
bound states in the continuum [51–53], but their ex-
istence requires fine tuning of parameters. When K ′
describes coherent interaction, H1 is Hermitian and its
spectrum is real; there are no generic bound states in
the system. When K ′ includes dissipative interactions,
H1 becomes non-Hermitian. In principle, we can have
bound states with complex eigenenergies, isolated from
the real line occupied by the scattering states.
The non-Hermitian nature of H1 implies that its left
and right eigenvectors can be different and the set of all
left (or right) eigenvectors is not guaranteed to form a
complete basis. Generically the basis of eigenvectors is
complete, in which case the Hamiltonian is diagonalizable
and takes the form
H1 =
∫ +∞
−∞
dk k|ψk〉〈pik|+
NB∑
α=1
Eα|ψα〉〈piα|, (6)
where |ψk〉 and |pik〉 are, respectively, the right and left
scattering eigenvectors with eigenenergy Ek = k and
|ψα〉 and |piα〉 are, respectively, the right and left bound
states with complex eigenenergy Eα. NB is the num-
ber of bound states. The orthogonality relations among
the eigenstates are 〈pik|ψk′〉 = δ(k − k′), 〈piα|ψβ〉 =
δαβ , 〈pik|ψα〉 = 〈piα|ψk〉 = 0. From a mathematical per-
spective, the bound states are necessary for the complete-
ness of the basis: 1 =
∫ +∞
−∞ dk|ψk〉〈pik|+
∑NB
α=1 |ψα〉〈piα|.
It is one of our main goals in this work to understand
the physical significance of these dissipative bound states.
The first main result of this Letter is that the bound state
eigenenergies Eα can be calculated from an effective spin
model M . For a single excitation, M is an N×N matrix:
Mij = ωegδij +K
′
ij +K
†
ij , (7)
where K is the dissipative dipole-dipole interaction in-
duced by the 1D photon modes of interest:
Kij = −iViV ∗j exp(iωeg(zi − zj))Θ(zi − zj), (8)
and K† is its Hermitian conjugate. In comparison,
M totij = ωegδij + K
′
ij + Kij is the single-excitation ef-
fective Hamiltonian matrix for the atoms after all the
photon channels are traced out of the system. One can
intuitively understand K as describing a process dissi-
pating energy from the atoms to the 1D channel, while
K† describes an energy-absorption process. In this con-
text, the appearance of K† in M can be directly related
3(a) Eigenvalues of M (b) Eigenvalues of Mtot
FIG. 2. (Color online) Schematic of the eigenvalues of (a) M
and (b) M tot for N = 7. Γ ∼ V 2i
2
is the scale of the single-
atom decay rate to the 1D channel. The eigenvalues of M in
the lower half plane (shaded region) give valid bound states
(yellow). There is no eigenvalue of M tot above the real line.
to an energy conservation condition in the bound-state
eigenvalue equation, as explained in the Supplemental
Material.
Because M tot is dissipative, all its eigenvalues are ei-
ther on or below the real line. Unlike M tot, the eigenval-
ues of M can be anywhere with respect to the real axis;
the ones below the real axis correspond to the bound
state energies. Fig. 2 shows schematically the eigenval-
ues of M and M tot for N = 7. In this case, there are
NB = 3 bound states illustrated as yellow dots. These
bound states have a hybrid light-matter wavefunction
whereby the photonic field of the 1D mode is localized
in space (i.e., bound) near the atoms. The bound states
constantly leak energy into the reservoir modes without
changing shape.
Given a bound-state energy Eα, if its algebraic and
geometric multiplicity are different as an eigenvalue of
M , both M and H1 are non-diagonalizable. In this case,
Eq. (6) and the completeness relation of the eigenstates
of H1 do not hold. However, one can define generalized
bound states using so-called “generalized eigenvectors” of
M corresponding to Eα. With these generalized bound
states, the completeness relation is restored [15].
Transmission coefficient tk.—The right scattering
eigenstate with energy k can be written as
|ψk〉 =
∫ +∞
−∞
dzφk(z)C
†(z)|0, g〉+
N∑
j=1
ej,kb
†
j |0, g〉, (9)
where φk(z) is the photon wavefunction and ej,k is the
excitation amplitude for the j-th atom. |0, g〉 is the
ground state with zero excited atoms or photons. Out-
side the region of atoms, φk(z) is a plane wave satisfying
limz→±∞ φk(z) = a±k exp(ikz). The transmission coeffi-
cient tk(z) = a
+
k /a
−
k is an easily accessible experimental
observable. The second main result of this Letter is:
tk =
det(k1−M)
det(k1−M tot) =
N∏
α=1
k − eα
k − e˜α , (10)
where 1 is an N ×N identity matrix, and eα and e˜α are
the eigenvalues of M and M tot, respectively. In the liter-
ature, the transmission through the 1D channel is usually
derived from M tot via an input-output relation [39, 41–
43]. Here, however, we give a concise formula where a
different spin model M directly encodes this useful in-
formation about photon transport. Eq. (10) is proved in
the Supplemental Material [54].
The second equality in Eq. (10) is applicable when both
M and M tot are diagonalizable. It shows that if a real
eigenvalue eα of M is not an eigenvalue of M
tot, then the
transmission coefficient tk=eα = 0. The corresponding
eigenstate is not a bound state—it is a scattering state
with zero transmission. When eα crosses the real line
in the complex plane during the continuous tuning of
parameters, a bound state appears or disappears. If a
real eigenvalue eα of M is also an eigenvalue of M
tot, it
corresponds to a bound state in the continuum [15]. In
this case, tk=eα is not necessarily 0.
Consider the well-studied example of a single atom
(N = 1) at z1 = 0 with V1 = V and decay rates
K ′ = −iΓ′ and K = −iV 21 /2 ≡ −iΓ [55, 56]. Here,
M = ωeg − iΓ′ + iΓ, M tot = ωeg − iΓ′ − iΓ, resulting in
tk =
k−(ωeg−iΓ′+iΓ)
k−(ωeg−iΓ′−iΓ) . Physically, Γ and Γ
′ correspond to
the atomic decay rate into the 1D channel and reservoir
modes, respectively. When Γ′ > Γ, a bound state exists
with eigenenergy EB = ωeg − iΓ′ + iΓ. Its wavefunction
is given in the Supplemental Material [54]. In the spe-
cial case with Γ = 0, the atom is decoupled from the 1D
photon channel, and the bound state is simply the atom
in its excited state with eigenenergy EB = weg− iΓ′ [54].
When Γ′ < Γ, no bound state exists. At Γ′ = Γ, tk=ωeg is
equal to 0. Thus, we see that the decay to the reservoir
is the key to the existence of the bound states.
Levinson’s theorem.—Since the bound states are or-
thogonal to the scattering states, they cannot be excited
by sending photons into the 1D channel, which raises the
the question: How can one probe these bound states in a
scattering experiment? We recall Levinson’s theorem for
the Schro¨dinger equation, which relates the number of
bound states and the difference of scattering phase shifts
at zero and infinite energy [12–14]. If a similar relation
exists in our interacting atom-photon system, then we
can measure NB directly in experiments through a phase
measurement of tk (e.g. by an interferometric technique).
We can explore this numerically by plotting tk as a func-
tion of k ∈ (−∞,+∞) in the complex plane. Fig. 3(a)
shows the trajectory of tk for the case of N = 1 with var-
ious parameters ΓΓtot = 1, 0.5, 0.2, where Γ
tot = Γ + Γ′.
The trajectories go in the counter-clockwise direction
when k increases. The figure implies that tk encloses
the origin when there is no bound state ( ΓΓtot >
1
2 ) and
does not enclose the origin when the bound state exists
( ΓΓtot <
1
2 ). At the threshold ratio
Γ
Γtot = 0.5, the trajec-
tory passes through 0 at k = EB = ωeg. The single-atom
case shows that the winding number of tk around the ori-
gin is related to NB . Using Eq. (10) and the definition
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FIG. 3. (Color online) Im[tk] vs. Re[tk] as k varies from −∞
to +∞ for (a) N = 1 and (b) N = 2. The trajectories start
from (1, 0), go in the counter-clockwise direction, and end at
(1, 0). The origins are marked as stars in the center of the
figures. The number of times the trajectories enclose (0, 0)
is equal to N − NB , where NB is the number of dissipative
bound states.
of the winding number, we find
1
2pii
∫ +∞
−∞
dk t−1k
dtk
dk
= N −NB , (11)
where NB includes the number of bound states inside the
continuum [57].
To further illustrate the significance of Eq. (11), we
consider a two-atom system with interaction strength
V1 = V2, distance r1 − r2 = 2piωeg , and Γ = V
2
2 . The
dipole-dipole interaction induced by the 1D channel is
K = Γ
(−i −2i
0 −i
)
. We consider the scenario when both
atoms decay to the reservoir with rate −iΓ′ and inter-
act coherently with strength −Γ′. In this case, K ′ =
Γ′
(−i −1
−1 −i
)
[58]. The total decay rate of each atom is
Γtot = Γ + Γ′. Fig. 3(b) shows the trajectory of tk for
Γ/Γtot = 0.2, 0.65, 0.75. All three trajectories are asym-
metric about the real axis [59]. The corresponding num-
ber of bound states NB = 2, 1, 0 decreases with decreas-
ing dissipation. The corresponding winding number of tk
increases from 0 to 2.
In many experiments, achieving Γ/Γtot above a few
percent is difficult. Therefore, it is hard to achieve NB 6=
N in the N = 1, 2 examples discussed above. However,
we show in Ref. [15] that when N is large, NB < N can
be achieved for realistic values of 1D decay rate Γ.
Diverging g(2)(0).—Zeros in the transmission coeffi-
cient tk also lead to divergent bunching in the second-
order photon-photon correlation function, which is an im-
portant signature of strongly-correlated light measured in
the experiment. For infinitesimally weak coherent-state
inputs, g(2)(τ) = |ψ
(2)(r=τ)|2
|tk|4 , where ψ
(2)(r) is the two-
photon steady state at the output and r is the relative
coordinate of the two photons [54]. The two-photon de-
lay τ is equal to r in units where the speed of light c = 1.
When tk = 0, ψ
(2)(r) is nonzero due to two-photon in-
teractions mediated by the hard-core atomic interaction
U . Therefore, g(2)(τ) =∞ at all τ . In the Supplemental
Material [54], we calculate and plot g(2)(τ) for N = 1.
Derivation of spin model M .—In this section, we de-
rive M and its relation to bound states. Define the right
bound state corresponding to energy Eα:
|ψα〉 =
∫ +∞
−∞
dzφα(z)C
†(z)|0, g〉+
N∑
j=1
ej,αb
†
j |0, g〉, (12)
where φα(z) is the photon wavefunction and ej,α is the
excitation amplitude for the j-th atom. The left bound
state and its normalization are discussed in the Supple-
mental Material [54]. By definition, H1|ψα〉 = Eα|ψα〉.
We integrate the steady-state equations of motion for
photons along z and get
φα(z) =
N∑
j=1
ej,αV
∗
j GEα(z − zj), (13)
where the coordinate-space free-photon propagator
Gω(z
′) = −ηωiΘ(ηωz′) exp(iωz′) depends on ηω, the sign
of Im[ω]. There is no inhomogeneous term in Eq. (13) be-
cause the bound-state wavefunction vanishes at z = ±∞.
To solve for ej,α, Eq. (13) is substituted into the
steady-state equations of motion for the atoms. We get
Eαei,α=
N∑
j=1
(ωegδij+K
′
ij+ViV
∗
j GEα(zi−zj))ej,α. (14)
This equation can be reduced to an eigenvector calcu-
lation of an N × N matrix if GEα(zi − zj) is inde-
pendent of Eα. Let us study when this approxima-
tion can be made. When Im[Eα] < 0, GEα(zi − zj) =
Gωeg−i0(zi − zj) exp(i(Eα − ωeg)(zi − zj)), where i0 rep-
resents an infinitesimal imaginary number above the real
line. Since Eα−ωeg is on the order of Γ ∼ V
2
i
2 , the phase
exp(i(Eα − ωeg)(zi − zj)) is negligible when the length
of the 1D atomic cloud is much smaller than c/Γ. In
this case, we can let GEα(zi − zj) = Gωeg−i0(zi − zj),
which corresponds to the Markov approximation. Simi-
larly, when Im[Eα] > 0, GEα(zi − zj) = Gωeg+i0(zi − zj)
under the Markov approximation.
Note that Kij defined in Eq. (8) is equal
to ViV
∗
j Gωeg+i0(zi − zj), and K†ij is equal to
ViV
∗
j Gωeg−i0(zi−zj). Gωeg+i0(z) and Gωeg−i0(z) are the
retarded and advanced Green’s functions of the free pho-
tons in the 1D channel. When Im[Eα] ≤ 0, Eq. (14)
becomes Eαei,α = Mijej,α, where M is defined in Eq.
(7). A self-consistency condition indicates that all the
eigenvalues of M below the real line in the complex plane
are bound-state eigenvalues. It is easy to verify that the
corresponding photon wavefunctions φα calculated using
Eq. (13) vanish for large z.
5Does there exist a bound-state energy with positive
imaginary component? If the answer is yes, Eα should
be the eigenvalues of M tot = ωeg+K
′+K above the real
line. However, as M tot is dissipative, all its eigenvalues
are either real or below the real line in the complex plane
[See Fig. 2(b)]. Hence there is no bound-state energy
above the real line.
Outlook.—Many of our findings can be generalized
to multi-photon scattering processes, non-Markovian or
multi-channel systems, other level structures and disper-
sion relations [15]. Re-examining similar bound states
in various dissipative systems may open the door to new
insights into well-studied systems. Finally, with the high
degree of control available in atomic, molecular, and op-
tical systems, the first experimental study of Levinson’s
theorem is likely not far away.
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SUPPLEMENTAL MATERIAL
In Sec. S1, we calculate the left bound states and discuss the normalization of the bound-state wavefunctions. In
Sec. S2, we derive the key result, Eq. (10) in the main text, on the relation between the transmission coefficient tk
and the two spin matrices M and M tot. In Sec. S3, we illustrate the energy conservation relation associated with
the scattering states and the eigenvectors of M tot and M . In Sec. S4, we discuss the second-order photon-photon
correlation function measured at the output when the input state is a weak coherent-state pulse.
S1. LEFT BOUND STATES AND WAVEFUNCTION NORMALIZATION
For the non-Hermitian single-excitation Hamiltonian H1, its left and right eigenvectors are different. In the main
text, we only discussed the right bound states. For completeness, let us discuss the left bound state |piα〉 corresponding
to bound-state energy Eα:
|piα〉 =
∫ +∞
−∞
dzφ¯α(z)C
†(z)|0, g〉+
N∑
j=1
e¯j,αb
†
j |0, g〉, (S1)
where φ¯α is the photon wavefunction and e¯j,α is the excitation amplitude for atom j. |piα〉 is also the right eigenvector
of the Hermitian conjugate of H1 with eigenenergy E
∗
α:
H†1 |piα〉 = E∗α|piα〉. (S2)
The left bound states can be calculated in a similar method as the right bound states discussed in the main text.
Integrating the steady-state equation of motion along the real axis, we get
φ¯α(z) =
N∑
j=1
e¯j,αV
∗
j GE∗α(z − zj). (S3)
From Eq. (S3) and Eq. (13) in the main text, we can see that the bound-state photon wavefunction is localized around
each atom with a width given by 1/Im[Eα]. Substituting Eq. (S3) into the steady-state equations of motion for the
7atomic excitation e¯j,α, we get
M†ij e¯j,α = E
∗
αe¯i,α. (S4)
This set of eigenvalue equations determines the atomic amplitude e¯i,α up to a normalization constant. We want to
choose the normalization of e¯i,α and ei,α such that the orthogonality 〈piα|ψβ〉 = δαβ is ensured. Let us take a look at
the overlap between the left and right bound states:
〈piα|ψβ〉 =
N∑
j=1
e¯∗j,αej,β +
∫ +∞
−∞
dzφ¯∗α(z)φβ(z). (S5)
In this equation, the overlap between the photon wavefunctions is∫ +∞
−∞
dzφ¯∗β(z)φα(z) ∼
N∑
i,j=1
VjV
∗
i (zi − zj) exp(iEβzj − iEαzi) ∼ |V |2L, (S6)
where L is the length of the 1D atomic cloud and V is the scale of the interaction strength. Under the Markov
approximation, |V |2L  1, the overlap between the photon wavefunctions is negligible. Therefore, if we choose ei,α
(e¯i,α) to be the components of the normalized right (left) eigenvectors of M , the orthogonality relation 〈piα|ψβ〉 ≈∑N
j=1 e¯
∗
j,αej,β = δαβ is ensured.
In the main text, we discussed the case of a 1D photon channel coupled to a single atom located at z1 = 0. We
showed that there exists a bound state with energy EB = ωeg − iΓ′ + iΓ when Γ′ > Γ. Here we give the expressions
for the normalized right and left bound states |ψB〉 and |piB〉 . The atomic excitation e1,B = e¯1,B = 1, and the photon
wavefunctions are
φB(z) = −iV ∗ exp(iωegz + (Γ′ − Γ)z)Θ(−z), (S7)
φ¯B(z) = iV
∗ exp(iωegz − (Γ′ − Γ)z)Θ(z). (S8)
The wavefunctions decay exponentially in space with width 1/(Γ′ − Γ). When the atom is decoupled from the 1D
channel, V = 0, then φB(z) = φ¯B(z) = 0. In this case, the bound state is simply the single atom in its excited state
with eigenenergy EB = weg − iΓ′.
S2. THE TRANSMISSION COEFFICIENT tk AND ITS RELATION TO M,M
tot
In this section we prove Eq. (10) in the main text and show that it is valid beyond the Markov approximation. The
exact relation we want to prove is
tk =
det(k1−M(k))
det(k1−M tot(k)) , (S9)
where M(k) = ωeg1 + K†(k) + K ′ and M tot(k) = ωeg1 + K(k) + K ′. Here, Kij(k) = −iViV ∗j exp(ik(zi − zj)) is
the frequency-dependent interaction between atoms i and j induced by the 1D photon channel without making the
Markov approximation.
To calculate tk, we solve for the right scattering-state wavefunction corresponding to energy k. Integrating the
steady-state equation of motion at energy k and choosing the boundary condition limz→−∞ φk(z) = exp(ikz), we get
φk(z) = −i
N∑
j=1
ej,kV
∗
j exp(ik(z − zj)) + exp(ikz), (S10)
where ej,k is the atomic excitation defined in Eq. (9) in the main text. This gives the transmission coefficient
tk = 1− i
N∑
j=1
ej,kV
∗
j exp(−ikzj). (S11)
8Substituting Eq. (S10) into the steady-state equation of motion for the atoms, we obtain a set of linear equations for
ej,k:
(kδij −M totij (k))ej,k = Vi exp(ikzi). (S12)
To prove Eq. (S9), we collect the atomic-excitation amplitudes and the interaction amplitudes by defining two
N -dimensional vectors:
|ek〉 ≡ (e1,k, . . . , eN,k)T , (S13)
|vk〉 ≡ (V1 exp(ikz1), . . . , VN exp(ikzN ))T . (S14)
Now, Eq. (S12) can be rewritten as
|ek〉 = (k1−M tot(k))−1|vk〉. (S15)
And Eq. (S11) can be rewritten as
tk = 1− i〈vk|(k1−M tot(k))−1|vk〉 (S16)
= 1− iTr[|vk〉〈vk|(k1−M tot(k))−1]. (S17)
Using the property K(k)−K†(k) = −i|vk〉〈vk|, we get M(k) = M tot(k) + i|vk〉〈vk|, and Eq. (S9) can be rewritten
as
tk =
det(k1−M tot(k)− i|vk〉〈vk|)
det(k1−M tot(k)) . (S18)
Our goal is to prove that Eq. (S17) is equivalent to Eq. (S18). For simplicity of notation, let us define X = k−M tot(k)
and |v〉 = |vk〉. The equality we want to prove is reduced to
det(X − i|v〉〈v|)
det(X)
= 1− iTr(|v〉〈v|X−1). (S19)
Since determinant and trace are basis-independent, we can choose an orthonormal basis such that |v〉 is parallel to
one of its basis vectors. Without loss of generality, we can choose |v〉 = |v| · (1, 0, . . . , 0)T , where |v| is a normalization
factor. With this choice of basis, there is only one non-zero matrix element in the matrix −i|v〉〈v|:
−i|v〉〈v| = −i|v|2
1 0 . . . 00 0 . . . 0
...
 . (S20)
The simple structure of Eq. (S20) simplifies the calculation of both sides of Eq. (S19). The right-hand side of Eq.
(S19) is
1− iTr[|v〉〈v|X−1] = 1− i|v|2(X−1)11, (S21)
where (X−1)11 is the (1, 1) matrix element of X−1. The left-hand side of Eq. (S19) is
Det(X − i|v〉〈v|)
Det(X)
=
Det(X)− i|v|2L11
Det(X)
, (S22)
where L11 = Det(X1,1
), and X
1,1
is the minor matrix of X obtained by eliminating the 1st row and 1st column of X.
Using the property of the inverse
(X−1)11 =
L11
Det(X)
, (S23)
we can see that the right-hand side of Eqs. (S22) and (S21) are equal, which concludes the proof.
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FIG. S1. The energy flow digrams associated with (a) the eigenvectors of M tot, (b) the single-photon bound states and (c) the
scattering states. M tot = weg1 +K +K′ and M = weg1 +K† +K′.
S3. ENERGY EXCHANGE PROCESSES ASSOCIATED WITH M tot AND M
In this section, we illustrate in Fig. S1 the energy exchange processes associated with the eigenvectors of M tot, M ,
and the scattering states. To be specific, we want to compare the following three equations:
M tot|e˜α〉 = e˜α|e˜α〉, (S24)
M |eα〉 = eα|eα〉, (S25)
(k1−M tot)|ek〉 = |vk〉. (S26)
Eqs. (S24) and (S25) are the eigenequations of M tot and M with respective eigenvectors |e˜α〉 = (e˜1,α, . . . , e˜N,α)T
and |eα〉 = (e1,α, . . . , eN,α)T . Eq. (S26) is equivalent to Eq. (S15), which is the linear equation for the calculation of
atomic amplitudes for the scattering states. The vectors that represent the atomic amplitudes |ek〉 and the drive |vk〉
were defined in Eqs. (S13) and (S14).
Since M tot is the single-excitation effective Hamiltonian matrix when all photons are traced out of the system,
its eigenvector |e˜α〉 corresponds to a state |ψ˜α〉 =
∑N
i=1 e˜i,αb
†
i |0, g〉 that decays to all photon channels during time
evolution without changing shape. Fig. S1(a) illustrates the direction of the energy flow from the atoms during the
time evolution of |ψ˜α〉, where the atoms dissipate energy to the 1D and reservoir modes through dissipative interactions
K and K ′, respectively. The total energy loss rate of the atoms is given by Im[e˜α].
The eigenvectors |eα〉 of M correspond to single-photon bound states |ψα〉 when Im(eα) < 0. These photon-atom
hybrid states dissipate energy to the reservoir modes without changing shape. Fig. S1(b) illustrates the direction of
energy flow between the atoms and photon channels during the time evolution of |ψα〉. The atoms absorb energy
from the 1D channel through interaction K† and dissipate energy to the reservoir modes through K ′. The net rate
of energy change for the atoms is Im[eα] < 0.
For a scattering state |ψk〉 with atomic amplitudes given by the vector elements of |ek〉, the direction of energy
exchange is illustrated in Fig. S1(c). The atoms absorb energy through the drive (represented by vector |vk〉) and dis-
sipate energy to all photon channels through dissipative interaction K+K ′. The magnitude of the atomic amplitudes
is constant during time evolution, as the energy-absorption rate from the drive is equal to the energy-dissipation rate
to the photon channels.
S4. SECOND-ORDER PHOTON-PHOTON CORRELATION FUNCTION FOR A WEAK COHERENT
PULSE
In this section, we give the definition of the second-order photon-photon correlation function g(2)(τ) and calculate
g(2)(τ) for the output of a continuous weak coherent input scattered by a single atom. To solve this problem, we
consider a long weak coherent pulse of uniform amplitude.
We first define the creation operator E† which generates a single photon with duration T and center z0 at the initial
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time t = 0:
E† = 1√
cT
∫ +∞
−∞
dzl(z) exp(ikz)C†(z), (S27)
l(z) = Θ(z − z0 + cT/2)Θ(−z + z0 + cT/2). (S28)
E† and its Hermitian conjugate E satisfy the commutation relation [E , E†] = 1. The coherent-state pulse with average
photon number |α|2 is defined as
|α〉 = exp(−|α|2/2)
( ∞∑
n=0
αn√
n!
E†n|0〉
)
, (S29)
where |0〉 is the vacuum state and exp(−|α|2/2) is the normalization factor. |α〉 is prepared at time t = 0, sent through
the atomic cloud, and measured at time tf after the pulse has completely exited the cloud. Because of the dissipation
induced by the reservoir photon modes, the output pulse at tf is described by a density matrix ρ.
The second-order photon-photon correlation function for the output pulse can be calculated using
g(2)(r1, r2) =
〈C†(r1)C†(r2)C(r1)C(r2)〉
〈C†(r1)C(r1)〉〈C†(r2)C(r2)〉 , (S30)
where the coordinates r1 and r2 of the measurements are chosen within the length of the output pulse away from the
edges, and the averages are taken with respect to the density matrix ρ.
Γ ∼ V 2i /2 is the energy scale of the atom-photon interaction and R = |α|2/T is the rate of the incoming photons.
When R/Γ  1, the probability of having two photons simultaneously interacting with the atoms is much smaller
than 1. In the Supplemental Material of Ref. [S1], it is shown that, when R/Γ 1, the density of photons 〈C†(r)C(r)〉
and the two-point correlation function 〈C†(r1)C†(r2)C(r1)C(r2)〉 evaluated with respect to the output state ρ depend
only on the single-photon and two-photon scattering processes, respectively. Specifically, in the limit R/Γ→ 0,
〈C†(r)C(r)〉 = R|tk|2, (S31)
〈C†(r1)C†(r2)C(r1)C(r2)〉 = R2|ψ(2)(r1, r2)|, (S32)
where tk is the single-photon transmission coefficient. ψ
(2)(r1, r2) is the coordinate-space wavefunction of |ψ(2)〉,
which is the two-photon output state corresponding to the input state |k, k〉 of two free photons with frequency k.
|ψ(2)〉 = S|k, k〉 where S is the two-photon S-matrix. Here, we have assumed that the bandwidth of the pulse satisfies
1/T  Γ, so the scattering amplitudes of the different number-state manifolds of the pulse are very close to those of
the plane waves.
We define the center of mass coordinate R = (r1 + r2)/2 and the relative coordinate r = r1 − r2. Due to the
exchange symmetry of photons, ψ(2)(r,R) = ψ(2)(−r,R). Except for the edges of the two-photon wavefunction, the
output satisfies ψ(2)(r,R) = exp(2ikR)ψ(2)(r). Therefore, g(2)(r,R) is independent of the center of mass coordinate
R and g(2)(r) = g(2)(−r). For speed of light c = 1, the two-photon delay τ is equal to r. In the limit R/Γ → 0, Eq.
(S30) becomes
g(2)(τ) =
|ψ(2)(r = τ)|2
|tk|4 . (S33)
When tk → 0 and ψ(2)(r) is finite, g(2)(τ = r) → ∞. Next, we give the details of the calculation of g(2)(τ) at the
output when a pulse of weak coherent state is scattered by a single atom. To calculate ψ(2)(r) in Eq. (S33), we refer
to Refs. [S2, S3] for the expression of the symmetrized two-photon S-matrix when the energies of the two incoming
photons are k1, k2 and the energies of the output photons are k
′
1, k
′
2. In the center of mass frame, E = k1 + k2,
q = (k1 − k2)/2, E′ = k′1 + k′2, q′ = (k′1 − k′2)/2. S(E′, q′, E, q) ≡ 〈k′1, k′2|S|k1, k2〉 is given by
S(E′, q′, E, q) = tE/2+qtE/2−q(δ(q − q′) + δ(q + q′))δ(E − E′)− 4piiT (E′, q′, E, q)δ(E − E′), (S34)
where the T-matrix element T (E′, q′, E, q) is given by
T (E′, q′, E, q) = −16Γ
2
pi2
E − 2weg + 2iΓtot
[4q2 − (E − 2weg + 2iΓtot)2][4q′2 − (E − 2weg + 2iΓtot)2]
. (S35)
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FIG. S2. (Color online) log(g(2)(τ)) as a function of the ratio Γ/Γtot and τ = r. At Γ/Γtot = 0.5, tk=weg = 0 and g
(2)(τ)
diverges for all τ .
Γ = V 2/2 is the decay rate of the atom to the 1D channel and Γtot = Γ′ + Γ is the total decay rate of the atom. The
first term of S(E′, q′, E, q) is equal to the amplitude of two photons scattering off the atom independently. The second
term is the amplitude of scattering processes involving the non-linearity of the atom. ψ(2)(r,R) can be computed
from a Fourier transform of S(E′, q′, E, q = 0) with respect to E′, q′. For a weak coherent-state pulse resonant with
the two-level atom, the two input photons have the same energy k1 = k2 = weg, so ψ
(2)(r,R) is given by
ψ(2)(r,R) =
1√
2pi
∫ +∞
−∞
dq′dE′ exp(iq′r + iE′R)S(E′, q′, E = 2weg, q = 0) (S36)
=
[
(Γ′ − Γ)2
pi(Γtot)2
cos(qr)− 4Γ
2
pi(Γtot)2
(
exp(Γtotr)Θ(−r) + exp(−Γtotr)Θ(r))] exp(2iwegR). (S37)
The transmission coefficient on resonance is tk=weg =
Γ′−Γ
Γtot . Using Eq. (S33) and Eq. (S37), we plot g
(2)(τ) for N = 1
as a function of Γ/Γtot. When ΓΓtot = 0.5, the single-photon transmission tk=weg = 0 and g
(2)(τ) diverges.
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