The goal of this paper is to develop an enhanced pseudo-3D (P3D) model for hydraulic fracturing (HF), whose predictions are more accurate compared to that of the original P3D model, but which requires significantly less computational resources than a fully planar HF simulator. We show that the lack of viscous resistance in the height growth and the local approximation in the computation of elastic interactions, which precludes the incorporation of lateral toughness, are the primary weaknesses of the original P3D model that considers symmetric stress barriers and no leak-off. To account for the viscous resistance, an apparent fracture toughness is introduced. The apparent toughness is calibrated using a one-dimensional HF model resulting in an approximate expression that captures all regimes of propagation. To incorporate non-local elastic interactions, the fracture opening in every vertical cross-section is approximated by a plane-strain solution, and then the 2D elasticity interaction integral is evaluated. To increase the computational efficiency, this 2D integral is further approximated by two one-dimensional integrals. The use of non-local elasticity allows us to include the asymptotic solution in the tip element, and, in particular, to include the effect of lateral fracture toughness. To further increase the accuracy of the P3D model, the flat fracture tip is replaced by its curved counterpart. This also permits us to capture radial behaviour at early times before the fracture has reached the stress barriers. To evaluate the accuracy of the model we have developed, the results are compared to the predictions calculated using a recently developed fully planar HF simulator, which is able to capture viscous, toughness, and intermediate propagation regimes. It is shown that the enhanced P3D model is able to approximate the propagation of hydraulic fractures accurately for various regimes of propagation, as well as for different fracture aspect ratios.
Introduction
Hydraulic fracturing (HF) is a process in which a pressurized fluid is injected into rock to cause fracture initiation and propagation. Industrial applications of HF include accelerating the waste remediation process [1] , waste disposal [2] , preconditioning in rock mining [3] , and oil and gas reservoir stimulation [4] , where the latter stands out as one of the most common applications.
To successfully apply HF, the treatment should be designed using an appropriate HF model or numerical simulator. The earliest models started with the simplest one-dimensional Khristianovich-Zheltov-GeertsmaDe Klerk (KGD) model [5] , in which the fracture propagates under plane strain conditions and the coupling between viscous fluid flow and elasticity is included. Later, the Perkins-Kern-Nordgren (PKN) model [6, 7] was developed to simulate fracture propagation in a horizontally layered medium. The PKN model assumes that the fracture propagates in the horizontal direction (i.e. along the reservoir layer) and has a constant height that is equal to the thickness of the reservoir layer. Each vertical cross-section is assumed to be elliptic with a uniform fluid pressure, where the latter is calculated assuming that a state of plane strain prevails in each vertical plane. The primary advantage of the PKN model lies in its computational efficiency, since averaging over the vertical direction reduces the calculations to solving a one-dimensional problem.
To allow for height growth, the pseudo-3D (P3D) model has been developed [8, 9, 10] as an extension of the PKN model. There have been multiple variations of the P3D model. In particular, the geometry of the fracture was either approximated by ellipses or the fracture's lateral dimension was divided into elements, where each element had a specific height. The first case corresponds to the so-called lumped P3D model [11, 12] , while the second variation is called a cell-based P3D model [9, 10] . In addition, two types of height growth mechanisms were used: i) equilibrium height growth [9] , where it is assumed that the pressure is uniform and a toughness propagation criterion is used to calculate the fracture height; ii) dynamic height growth [10] , where the height is calculated from the solution of a KGD problem (or its approximation) for each vertical cross-section. With the advent of more computational power, scientific effort has shifted towards developing more accurate planar 3D models (PL3D) [13, 14, 15] . In such models, the fracture footprint is assumed to be planar and is discretized using a two-dimensional mesh. Two-dimensional fluid flow and elastic interactions between all elements are then considered. These modifications significantly increase the accuracy of HF simulators, but, at the same time, the CPU time increases dramatically. The reason for this lies in the fact that both the PKN and P3D models require the solution of essentially a one-dimensional lubrication problem with a local relation describing elastic interactions, while the PL3D models involve coupling between the two-dimensional lubrication operator and the two-dimensional elasticity operator representing full non-local interactions. A more detailed review of various HF simulators can be found in [16] . Motivated by recent developments in the petroleum industry and the further development of computational power, researchers have started to investigate the interaction between multiple hydraulic fractures. As an example, the so-called phenomenon of stress shadowing [17] is investigated in [18] . Stress shadowing occurs when one attempts to grow multiple hydraulic fractures simultaneously. The mutual elastic interactions produce compressive stresses that affect the evolution of neighbouring fractures and result in dissimilar growth of fractures initiated from the different perforations in a stage. Finally, the complexity of the hydraulic fracturing problem can be increased even further by considering non-planar fractures [19] .
From the above discussion we observe that the complexity of hydraulic fracture modelling has increased with the advent of more computational power and the desire for models that represent real HF more accurately. Although more complicated models allow us to obtain accurate results, there are situations in which the required computational time imposes severe limitations on the numerical experiments that can feasibly be performed. In this situation, a computationally efficient and accurate P3D model, which allows us to obtain results rapidly, becomes an appropriate choice. As an example, the P3D model is used in [20, 21] for production optimization purposes. Also, hydraulic fracture interaction is investigated using a P3D modelling approach in [22] . In the latter case, the use of a P3D model permits the analysis of complex phenomena without using excessive computational resources. Unfortunately, despite having the advantage in computational time, P3D models are not accurate when the assumptions of the model are not met. In particular, since viscous losses in the vertical direction are disregarded in a P3D model with equilibrium height growth, fracture height estimates are inaccurate when the value of fracture toughness is small. Likewise, owing to the local elasticity assumption, the P3D model can be inaccurate for large values of fracture toughness, for which lateral fracture propagation occurs in the toughness regime. Recognizing the problem, corrections to the P3D model, intended to increase the accuracy, have been made. Two-dimensional fluid flow has been incorporated into a P3D model [23] making it possible to capture fracture height growth more accurately. The work by [12] also considers two-dimensional fluid flow, but approximates the fracture geometry by ellipses, which makes it possible to capture the effect of fracture toughness, but noticeably restricts the geometry of the hydraulic fracture. With regard to the PKN model, [24] mentions unpublished work, in which a toughness propagation criterion for PKN fractures is introduced. Also, a one-dimensional non-local elasticity equation for PKN fractures is derived and analyzed in [25] . The primary purpose of that work was to introduce a non-local relation between the fluid pressure and fracture opening, which can be further used to develop PKN-based HF models that can capture fracture toughness in the lateral direction.
Recognizing the necessity to develop a more accurate P3D model, this paper aims to introduce an enhanced P3D (EP3D) model, which accounts for viscous height growth, non-local elasticity, and fracture toughness in the lateral direction. The developments are based on the cell-based P3D model with equilibrium height growth, analyzed in [26] , and assume no leak-off (i.e. that the rock is impermeable). Correction for viscous height growth is implemented through the introduction of an apparent toughness, which ap-proximately captures the viscous dissipation in the vertical direction. This provides a way of correcting the vertical growth (an alternative to [23] ), which is applicable to a P3D model with equilibrium height growth. Following the developments in [25] , non-local elasticity is incorporated in a P3D model and is then implemented into a HF simulator. This allows us to capture the effect of lateral fracture toughness with a P3D model. Moreover, since the EP3D model still relies on the solution of a one-dimensional problem, it permits us to obtain results extremely rapidly.
The paper is organized as follows. Section 2 briefly describes the classic P3D model with symmetric stress barriers and equilibrium height growth, as well as its limitations. Section 3 incorporates the effect of viscous resistance in the vertical direction by calibrating the model using a one-dimensional KGD model. Then, Section 4 describes a procedure to implement non-local elasticity into a P3D model. Section 5 introduces a curved fracture tip, which also enables us to accurately capture radially symmetric behaviour at early stages in the HF evolution. The details of the numerical implementation are presented in an appendix.
Limitations of classical pseudo-3D model with equilibrium height growth
To motivate the necessity for improvements to the original pseudo-3D (P3D) model, this section aims first, to briefly describe the P3D model with its assumptions, and then to compare the model predictions to the output of a recently developed fully-planar hydraulic fracturing simulator that is able to capture the multiscale behaviour encountered when the processes of viscous dissipation and toughness energy release compete. This allows us to highlight the weak points of the P3D model that can lead to noticeable errors for some problem parameters.
Pseudo-3D (P3D) model
The P3D model under consideration assumes that the reservoir layer with height H is surrounded by two symmetric stress barriers that impose an additional confining stress ∆σ, as shown in Fig. 1 . For this problem geometry, a fracture grows predominantly in the horizontal direction (i.e. along the x axis), but height growth in the vertical direction is also allowed. The original P3D model formulated in [26] is based on the following assumptions: i) the lateral fracture tip is vertical and its height is equal to H, ii) the vertical component of the flux is negligible compared to the horizontal omcponent, which implies that the pressure is constant along the z axis, iii) plane strain elasticity conditions apply for any vertical (y, z) plane, iv) leak-off is limited only to the reservoir layer (i.e. no leak-off in the stress barriers) and behaves according to the Carter model [27] . The assumptions of plane-strain elasticity and uniform pressure in each (y, z) plane allow us to find a solution for the fracture width in each cross-section as
where w(x, z) is a fracture width, ∆σ is the amplitude of the stress barrier, h denotes fracture height (see Fig. 1 ), p(x) is the fluid pressure,
is the plane strain Young's modulus. The use of a constant pressure in the vertical direction implies that the fracture propagates in the toughness regime. In this case, the fracture propagation criterion K I = K Ic can be used to find
where K I is the stress intensity factor and K Ic is the fracture toughness. Equations (1) and (2) can be combined to yield
where the first term represents the fracture opening due to the fracture toughness, and the second terms capture the effect of the stress barriers. The aforementioned formulas (3) and (2) apply in the regions where h > H. In situations when h = H, an elliptic fracture width profile is used instead of (3), i.e. w = 2(E ) −1 χp(x). The primary computational advantage of the P3D model lies in the fact that it can be formulated in terms of an effective width, defined as
Relation (3) can be integrated to obtain
which can be inverted to yield the function h(w). If one uses this result, then the fracture width becomes a function of the effective width, i.e. w = w(w). In other words, the knowledge ofw(x) is sufficient to obtain the fracture width w(x, z). This makes the problem one-dimensional and computationally efficient. The governing equation, that represents the vertically-integrated lubrication equation, can be written as
where the averaged flux is given byq
Here C = 2C L is Carter's leak-off coefficient, Q 0 is the total fluid volume pumped into the fracture per unit time, t 0 (x) is the inverse of the fracture length function x = l(t), and µ = 12µ, where µ is the fracturing fluid viscosity. Given (2)-(5) and (7), equation (6) can be solved numerically (see e.g. [26] ) forw(x), which can then be used to find the fracture opening w(x, z), the height growth h(x), and the fluid pressure p(x).
Drawbacks of the P3D model
While the computational time associated with the P3D model is not an issue, the accuracy and applicability range have limitations. As was mentioned in the introduction, this paper deals with fracture propagation in an impermeable medium (no leak-off), so, of the four P3D model assumptions, only the first three are relevant, namely: that the lateral fracture tip is vertical; that the pressure is constant in vertical cross sections; and that plane strain elastic conditions apply in any vertical plane (y, z).
In the absence of leak-off, there are two dissipative mechanisms that control the fracture geometry: the viscous dissipation and the energy release due to formation of new fracture surface. If the viscous dissipation is dominant, then the fracture propagates in the viscous regime, otherwise it propagates in the toughness regime. The assumptions of the P3D model imply that the fracture propagates in the toughness regime in the vertical direction, while, since the fracture toughness in the lateral direction is not accounted for, the fracture is assumed to propagate in the viscous regime in the horizontal direction. This means that out of the two possible dissipative mechanisms, only one is considered in the vertical direction and, similarly, only one is considered in the horizontal direction. In situations when the fracture toughness is small, or even zero, vertical height growth will be overestimated by the classic P3D model, since viscous resistance in the vertical direction, which should limit the fracture height, is ignored by the model. At the same time, for pay zones with a large fracture toughness or at advanced times, the propagation in the horizontal direction may become toughness-dominated. In this case, the P3D model will overestimate the fracture length as the local elasticity assumption precludes accounting for the resistance due to fracture toughness when determining the progress of the fracture front in the horizontal direction. Determining the bounds on the fracture toughness, for which the P3D model is valid, is a challenge, since hydraulic fractures are known [28] to change their regime of propagation with time. Thus the bounds on the fracture toughness, within which the P3D model is valid, are time-dependent. As a result, in spite of using the same problem parameters, the P3D model may be reasonably accurate over some time intervals and completely wrong over others.
To illustrate the existence of a validity region for the P3D model and to highlight its limitations, Fig. 2 compares the results of the P3D model with those obtained using the fully-planar Implicit Level Set Algorithm (ILSA) scheme [15, 29] provides very poor estimates of all characteristics of the fracture, namely, the fracture length, the height, the opening, and the pressure. With regard to the overestimated height growth, it is interesting to observe that the ILSA results are nearly identical for K Ic = 0 and K Ic = 0.16 MPa·m 1/2 . Since the P3D model is more accurate for K Ic = 0.16 MPa·m 1/2 , it might be useful to approximate the viscous ILSA solution by a P3D solution with some apparent toughness. In other words, the dashed magenta lines (i.e. the P3D result for K Ic = 0.16 MPa·m 1/2 ) are close to both the viscous solution and the corresponding ILSA solution with K Ic = 0.16 MPa·m 1/2 . For this reason, there is a possibility to introduce an effective or apparent toughness in the P3D model, which can capture viscous resistance in the vertical direction. The next section describes a procedure to calculate this apparent toughness. It is also possible to upgrade the P3D model to capture the solution for high values of toughness, e.g. K Ic = 0.94 MPa, for which the original model works poorly. One option to limit the lateral growth is to introduce a fracture toughness at the corresponding fracture tip in the P3D model. However, this is not sufficient. The tip element can possibly satisfy the fracture toughness growth criterion, but since local elasticity is used (i.e. plane strain conditions are assumed in each vertical cross-section), there will be no elastic interaction with the rest of the fracture. Thus, the effect of toughness will change the fracture shape only locally without affecting the global behaviour. To deal with this problem, it is necessary to introduce a non-local or full elastic interaction, as is done for planar 3D models. This inevitably leads to additional computational costs, but we demonstrate that this can be done efficiently. The problem of including full elastic interactions into the P3D model is addressed in Section 4.
3. Correction for viscous resistance in the vertical direction
The concept
As discussed in the previous section, one weakness of the P3D model is the lack of viscous resistance in the vertical direction, which causes the fracture height growth to be overestimated, as shown in Fig. 2 . At the same time, the comparison between the ILSA solutions for K Ic = 0 and K Ic = 0.16 MPa·m 1/2 shows that a small value of fracture toughness does not significantly affect the fracture footprint, while the P3D solution changes significantly and is more accurate for K Ic = 0.16 MPa·m 1/2 . This establishes that a purely viscous ILSA solution (i.e. with K Ic = 0) is approximated better by a P3D with a small toughness. The remaining question is how to find the appropriate value for this apparent toughness to achieve the best approximation. One possibility is to equate the fracture width calculated according to the viscous and toughness asymptotic solutions at some distance d, in which case
where w K and w M denote respectively the toughness and viscous asymptotic solutions, ∆K Ic is an apparent toughness, β m = 2 1/3 · 3 5/6 , while
∂h ∂t is the speed of the horizontal fracture fronts at the top or bottom of the blade-like fracture. Equation (8) yields the following formula for the apparent toughness
One can also take an energetic approach and require a balance between the energy release rate for the toughness regime and the viscous dissipation for the viscous regime. If the fracture propagates with a velocity V , then the energy released per unit time for a mode I crack is
At the same time, since the fluid velocity profile inside the fracture is v(y) = 3 2 V (1 − 4y 2 /w 2 ), the total viscous losses are
where the asymptotic solution for the fracture opening w M = β m µ V /E 1/3 z 2/3 was used to evaluate the integral. Note that the upper integration limit of the integral with respect to z is d, which is the characteristic length of the problem. By equating (10) and (11), one obtains
Note that formulas (9) and (12) give almost identical results, especially given the fact that the ratio between the corresponding numeric multipliers is β 
Estimating the characteristic length d
To establish a framework for estimating the characteristic length d, first, without loss of generality, the constant multiplier is omitted in (9) and (12), which effectively redefines d as
To find the value of the characteristic length d, note that the approach of introducing an apparent toughness is also applicable to the Khristianovich-Zheltov-Geertsma-De Klerk (KGD) fracture geometry. For this reason, this subsection aims to utilize a KGD fracture geometry to find d. Also note that, consistent with the plane strain assumption, each vertical cross-section of a P3D fracture can be thought as a KGD fracture, see Fig. 1 . Notation that is consistent with this statement is used throughout this subsection. A symmetric KGD fracture, that is subject to stress barriers and no leak-off, is governed by the lubrication equation
and the elasticity equation, written as
where Q(z) is the source term, while ∆σ(z) denotes the stress resulting from the stress barriers (it is zero for |z| < H/2 and ∆σ otherwise). The boundary and propagation conditions at the fracture tip are
For KGD problems the source Q(z) is typically taken as Q 0 δ(z), i.e. as a point source. However, this is not the case for the P3D fracture, where the fluid for each cross-section is supplied more uniformly. Away from the well-bore the source for each KGD-like cross-section is driven by the change in the horizontal fluxes q x in the x direction, i.e. ∂q x /∂x. Thus, since the pressure is assumed to be constant in each (y, z) plane, it follows from Poiseuilles law that the source for each KGD-like cross section is proportional to w 3 (z). For this reason, the following distributed source is used
It will be shown later that the difference between the results for this distributed source and a point source is small, so the source distribution does not significantly affect the characteristic length d.
It is instructive to do a scaling analysis for this problem. The scales for pressure, width, length and time can be introduced respectively as
In this case there are only two dimensionless parameters that determine the solution, namely, the normalized fracture toughness and the normalized height of the reservoir layer, which can be calculated as
The procedure for finding d, based on the numerical calculations for the KGD fracture, can be formulated as follows. First, the numerical solution for the viscous regime (i.e. K Ic = 0) is calculated. Then, for a given fracture volume (Hw) and fracture length (h), equation (5) is used to find the apparent toughness. In other words, the fracture width profile for the viscous regime is approximated by a fracture width profile that corresponds to the toughness regime by matching the fracture volume and length. Once the apparent toughness is calculated, equation (13) is used to find d. This approach considers an extreme case where the fracture propagates in the viscous regime. If a good approximation is obtained for this extreme case, then we would expect such apparent toughness corrections to be even more accurate for less extreme cases where some fracture toughness is present. Since the viscous solution is used, only one dimensionless parameter in (19) affects the characteristic length d.
We first consider a situation in which the fracture has not yet reached the stress barrier. In this situation, the parameterH does not enter the solution, which implies that in this case d depends only on the current fracture geometry, e.g. the length of the fracture h. Numerical calculations show that d is simply proportional to h, i.e.
where C is a constant. Note that the above equation could also be deduced from the fact that h ∝ t 2/3 for a KGD fracture propagating in the viscous regime (no stress barriers) together with (5) and (13) . The value of C obtained from numerical experiments is C = 0.175 for a distributed source (17) , and C = 0.21 for a point source. While this difference seems to be significant, keep in mind that the power 1/6 is applied to d in (13) . In this case, the discrepancy becomes less than 3%.
The situation when the fracture has broken through the stress barrier is more complicated, since the parameterH affects the solution and consequently d. It is useful to introduce a normalized apparent toughness, which we denote by ∆K Ic , where the normalization is performed according to (19) , and a normalized characteristic lengthd = d/h. Equation (5) gives the relation between the normalized apparent toughness,H and time, which can be written as ∆K Ic (H, t). At the same time, equation (13) givesd(H, t). Combining these expressions and inverting the solution for the fracture length h(t), one may conclude that
where the first parameter signifies the ratio betweenH 2 andh∆K 2 Ic , while the second parameter is the ratio between the normalized heighth andH, where the latter definesh =Hh/H. The primary advantage of (21) lies in the fact that combining (20) with (13) yields an expression for ∆K Ic , which does not directly depend on Q 0 . This makes the transition from KGD to P3D fractures easier. Given (21) , there are two alternatives. Firstly, calculated numerically for a broad range of parameters, and then use interpolation to construct the corresponding function. Secondly, find a sufficiently accurate approximation ford. We proceed here with the second option, as it is simpler to implement and requires less computational resources, which makes the overall program faster. Let's consider the limiting case when ∆σ = 0, i.e. in which there are no stress barriers. For this situation the answer is given by (20) , so that
In situations in which H 2 ∆σ 2 /(h∆K 2 Ic ) 1, the apparent toughness does not noticeably influence the fracture width (3), see (5) for the comparison of volumes. This can be interpreted as the "stress barrier" propagation regime, for which the resistance introduced by the stress barriers is larger than that of either the viscous and toughness resistances. The fracture geometry for this regime depends solely on the magnitude of the stress barrier and the volume of the fracture. An accurate evaluation ofd in this regime is not necessary, since the apparent toughness has little influence on the solution. For this reason, the constant approximation introduced according to (22) may already be sufficiently accurate for the complete range of expected values of the parameter H 2 ∆σ 2 /(h∆K 2 Ic ) (since it works for both limiting cases). To introduce a more accurate approximation, we try to find a characteristic distance from the fracture tip to the region where the influence of toughness is suppressed by the stress barriers. To do this, it is necessary to equate the fracture width terms in (3), one due to the toughness and the other due to ∆σ. Since d should be proportional to this characteristic distance, one may use the asymptotic expansion in (3), also assuming that h/H 1, to find
One of the simplest approximations that can be constructed from the above result and (22) is
where C 2 is a constant. The combination of (13), (21) and (24) leads to
which can be solved to find the apparent toughness ∆K Ic . To check the error that is caused by the approximation (24), the numerical solution of the KGD problem (without toughness) is compared to the analytical solution (3) with the same fracture volume and the apparent toughness calculated according to (25) . The numerical solution for the KGD fracture is calculated for the parameters E = 25 GPa, µ = 1.2 Pa, Q 0 = 5 × 10 −4 m 2 /s and H = 50 m. Firstly, simulations with a maximum pumping time t = 3×10 4 s and various magnitudes of stress barrier ∆σ = 0.25 − 10.5 MPa are performed. The error, E h , is defined as the maximum discrepancy for the fracture length for all time steps. To find the optimal value for C 2 , Fig. 3 shows the variation of E h versusH (as this is the only parameter that affects the viscous solution of the KGD fracture with stress barriers) for different values of C 2 . One can observe that even with C 2 = 0, the error is below 4%, while C 2 = 1/2 reduces the maximum error to less than 1.5%. Note that C 2 = 1/2 does not exactly correspond the the minimum of the error, but is sufficiently close that it can practically be considered a minimum. To illustrate the level of approximation of the fracture opening, Fig. 3 also shows the comparison between the widths stemming form the numerical solution (solid lines) and the approximation (3) (dashed lines) at t = {250, 500, 1000, 2000, 4000} s and C 2 = 1/2. To cover different regimes, three values of the stress barrier are considered, namely, ∆σ = 0.5 MPa, ∆σ = 1.5 MPa and ∆σ = 3.5 MPa. These values correspond toH = 0.13 (a weak stress barrier),H = 1.16 (a moderate stress barrier), andH = 6.33 (a strong stress barrier). When the stress barrier is weak, the fracture width resembles that without a stress barrier, but features a small bump at the centre. The difference between the viscous numerical solution and the approximation is visible, but not significant. When the stress barrier is strong, neither the viscosity nor the apparent toughness affect the fracture opening, in which case there is a small discrepancy between two solutions that occurs only in the near-tip regions. The case withH = 1.16 represents an intermediate case, for which the fracture length error reaches a maximum.
Application to P3D
To apply the viscous height growth correction to the P3D model, first, the inclination of the fracture footprint located within the stress barrier is neglected. This allows us to treat each vertical cross-section of a P3D fracture as a KGD fracture and to apply the correction for the viscous resistance developed above. In terms of the numerical implementation of the P3D model with a viscous correction, the same equations (2)-(7) need to be solved, in addition to the value of the apparent fracture toughness for each vertical crosssection, which needs to be calculated independently. If there is some non-zero fracture toughness, then the sum of this material fracture toughness and the apparent toughness is used in the model, i.e. K Ic +∆K Ic . To find the apparent fracture toughness at each time step, (25) can be rewritten as where the dependence of h on fracture toughness, represented by h j+1 (K Ic +∆K Ic ), comes from (5). Here h j is fracture height at some point x at time t i , while h j+1 is an unknown fracture height at time instant t j+1 . The solution of the nonlinear equation (26) allows us to find ∆K Ic and consequently h j+1 at each point in space, which are then used to solve the lubrication equation (6) . The details of the numerical scheme are summarized in the Appendix. To check the accuracy of the viscous correction, Fig. 4 compares the footprints calculated using the P3D model with the viscous correction with the footprints of the reference solution given by ILSA. The parameters used for these calculations are the same as those for Fig. 2 , except that the fracture toughness is K Ic = 0. To show the evolution of the fracture, the footprints are plotted at different time instants, namely, t = {37, 101, 200, 401, 604, 1048} s. Comparison between the ILSA and P3D footprints in Fig. 4 reveals that the corrected P3D model is able to capture the height growth of the fracture even in the absence of fracture toughness. This modification thus fixes one of the major drawbacks of the P3D model, namely its inability to capture the height growth for small (or zero) values of K Ic . At the same time, for large values of the fracture toughness ∆K Ic /K Ic 1, the effect of the viscous correction is effectively removed.
Incorporating non-local elastic interactions into P3D model

Non-local elasticity
As was mentioned in Section 2.2, there are two main drawbacks of the original P3D model [26] , namely, its inability to capture the height growth for a small or vanishing fracture toughness, and the significant inaccuracies for large values of K Ic , see introduction of an apparent or effective fracture toughness that controls height growth, while this section aims to correct the second weak point of the P3D model by including non-local elastic interactions within the fracture. When full elastic interactions are used, formally, the pressure is no longer constant in each vertical cross-section and the fracture width cannot be calculated using the plane strain elasticity assumption (3). At the same time, Fig. 2 shows that the the fracture width variation in the vertical z direction, calculated using ILSA, resembles that obtained using the P3D model -even in the viscous regime, i.e. K Ic = 0. This is further supported by Fig. 3 , in which the viscous KGD solutions are compared to the apparent toughness solutions. Since the difference between the viscous and apparent toughness solutions is small (as soon as the fracture height is correct), one may use the approximate analytical solution (3) to estimate the elastic interactions. In particular, the pressure relation (2) can be replaced with
where the function w is given in (3), while h and l are the height and the half-length of the fracture respectively, see Fig. 1 . Note that since the P3D model assumes that the pressure is uniform in the vertical direction z, only one pressure value for each vertical cross-section is required. For this reason, (27) evaluates the pressure along the x axis, i.e. assumes z = 0. For the purpose of numerical implementation, equation (27) is discretized and the integrals are evaluated numerically. This effectively gives the relation between p(x) and w(x), which is analogous to the elasticity equation for the KGD fracture (15) . The details of the discretization of (27) are enclosed in the Appendix. The use of (27) permits us to incorporate the asymptotic solution for the tip element, as was done in [15] . For the problem under consideration, either the viscous or the toughness asymptotic solution is used, see the Appendix for details. To illustrate the effects produced by the use of (27) , Fig. 5 compares the fracture footprints generated by the P3D model with full elasticity (and the correction for the viscous resistance) to those produced by the ILSA model. The parameters used for the calculations are the same as those for Fig. 2 , except that only the following two values of the fracture toughness are considered, namely, K Ic = 0 and K Ic = 0.94 MPa·m 1/2 . One can see that the full elasticity induces only slight changes for the viscous solution (see Fig. 4 ). However, the comparison between Fig. 2 and Fig. 5 shows that the use of the non-local elasticity (27) (together with the asymptotic solution for the tip element) allows us to approximate the ILSA solution extremely well for the case of large toughness. Thus, the use of the viscous correction and full elasticity allows us to overcome the two major limitations of the original P3D model, namely, its applicability for small and large values of fracture toughness.
In spite of the fact that Fig. 5 shows good agreement between the P3D model and the reference ILSA solution, another consequence of using the full elasticity is a concomitant increase in computation time. In particular, the numerical evaluation of the double integral in (27) operations. This demonstrates that the introduction of non-local elasticity affects the efficiency in the computation of the pressure appreciably, and poses a significant hurdle in developing an efficient corrected P3D model. At the same time, the pressure evaluation is still much faster than that of a fully planar hydraulic fracturing model, which, together with the increased accuracy, still makes the corrected P3D model a good competitor. Fig. 5 indicates that the use of the non-local elasticity significantly improves the accuracy of the P3D model, especially for large values of fracture toughness. At the same time, numerical evaluation of the double integral in (27) requires extra computational resources and slows down the overall computation time. This subsection aims to introduce an approximation to the integral (27) , which would decrease time needed to calculate the pressure numerically.
Approximate non-local elasticity
First, following [25] , it is noted that if one substitutes an elliptical width profile w(x, z) = w 0 (x) 1 − 4z 2 /h 2 in (27), the inner integral with respect to z can be evaluated analytically to obtain
where K(·) and E(·) represent the complete elliptic integrals of the first and the second kind. It should be noted here that the arguments of the complete elliptic integrals are defined through the relations K(m) = (1−m sin 2 θ) 1/2 dθ, and the kernel G(·) is given by
The asymptotic behaviour of the kernel G(·) is
Thus, at small distances it behaves similar to a KGD kernel, while for large distances it permits us to recover the local elasticity relation associated with the plane strain regime. Indeed, to obtain a plane strain limit, one may set h(x ) = const., w 0 (x ) = const. and take a limit l(t) → ∞ to obtain p = E w 0 /(2h), which is the local pressure-width relation that is consistent with the plain strain limit. The first term in (3) has an elliptic form and can be integrated using (28) . Unfortunately, the rest of the solution, which consists of the logarithmic functions, cannot be integrated analytically. However, it can be approximated by an ellipse with some suitable parameters. To this end, let's approximate (3) by
where the first term, due to toughness, remains unchanged, while rest of the solution is approximated by an ellipse, whose maximum opening is the same as that for the logarithmic terms in (3), while its height h ∆σ is taken as an unknown. It is implicitly assumed that |z| < h/2 for the first term in (30), and |z| < h ∆σ /2 for the second term in (30) . To find the corresponding pressure, one needs to substitute (30) into (28), which yields
To find the unknown h ∆σ , one may consider a plane strain limit of (31) (h = const., h ∆σ = const., w 1 = const., w 2 = const., and l → ∞), which gives
where p ps denotes the plane strain limit of p(x) calculated using (31) . Since, for the case of plane strain, the pressure is known and is given by (2), one may find h ∆σ by equating this plane strain pressure and (32) to obtain
For completeness, it is noted that only one ellipse is used in situations when h = H, in which case w 1 (x) = 4w(x)/π and w 2 (x) = 0. The implementation of the approximation for the non-local elastic interactions requires us to replace the procedure for calculating the pressure using (27) with the approximation given by (31) . More details about numerical schemes for the P3D model with non-local elasticity and with this non-local elasticity approximation are given in the appendix.
To illustrate the accuracy of the approximation, Fig. 6 compares fracture opening versus z at the borehole (i.e. x = 0) and the pressure variation versus x calculated using the full elasticity integral (27) (dashed blue and red lines), the approximation given by (30) and (31) (red lines for ILSA and full elasticity P3D) are considered, and all results are presented for time instant t = 604 s. As can be seen from the figure, the pressure, calculated using the approximation (31) , is very close to that calculated using (27) . Moreover, the difference between the two is much smaller than the difference between one of them and the reference ILSA solution. This shows that the use of an approximation in the evaluation of elasticity integral does not introduce a noticeable error in the pressures. In terms of the fracture width, there is some visual difference between the two-ellipse approximation given by (30) and the P3D solution that utilizes full elasticity and whose width is calculated using (3). However, equation (3) can also be used for the purpose of calculating the fracture width of an approximate elasticity solution instead of (30) . In this case, the two P3D solutions become nearly indistinguishable, similar to the pressure variations.
With regard to the numerical implementation, the pressure calculation using equation (31) requires only O(N 2 x ) operations, where N x is the number of elements in the x direction. This is much smaller than the number of operations required for the evaluation of (27) , which is O(N 2 x N z ), where N z is the number of elements in the vertical direction. Also, this calculation shows that the computation times for the P3D model are comparable to that for a KGD fracture with the same number of elements. Note that although the calculation of the pressure is one of the slowest parts of the algorithm, there are many other operations that affect the overall computational efficiency. Fig. 5 shows that the use of non-local elastic interactions in a P3D model, described in Section 4.1, leads to a more accurate approximation. Moreover, Section 4.2 describes how to avoid the numerical evaluation of the elasticity integral (27) , which makes the calculations faster. The P3D model with these improvements may already be sufficient for an accurate and fast hydraulic fracturing simulator. However, it it possible to improve the model even further. The modified P3D model has been improved to such an extent that the biggest discrepancies between the P3D and the reference ILSA solutions, shown in Fig. 5 , are due to the flat tip assumed by the P3D model. To overcome this problem, this section aims to introduce a curved fracture tip to allow the P3D geometry to resemble the ILSA geometry more closely. Since full elasticity is used in the P3D model, and a toughness propagation criterion can be used in both the vertical and horizontal directions, it should be possible to match the solution to a radial fracture propagating in the toughness dominated regime. This naturally introduces a curved fracture tip for early times when the fracture is radial, and then a similar approach can be used later when the fracture breaks through the stress barrier. To introduce a curved fracture tip in a P3D model, we try to match the solution for a radial fracture propagating in the toughness regime. Using the same coordinate system as shown in Fig. 1 , the fracture opening for the radial solution is
Curved fracture tip
where l is the half-length of the fracture and its radius at the same time. The corresponding fracture height is
Equation (34) can be used to calculate the effective width as
which can be inverted to find
Equation (37) is the analog of (5), but for the radial fracture, since it relates the height of the fracture to its effective width. To find the fracture width as a function of the effective width, one may use (34), (35), and (36) to find
which is the analog of (3).
To be able to capture radial fracture propagation with the P3D model, equation (37) needs to be included into the P3D model. First, if the fracture toughness is not zero, equation (5) can only be inverted forw > πH/2 K Ic /E . For smallerw, an elliptic fracture opening with the height H is used in the original P3D model. This can be clearly seen in Fig. 5 , where there is a region of constant fracture height near the tip for the case of non-zero toughness. To capture a radial fracture and a curved fracture tip, equations (37) and (38) should be used in this near-tip region. In situations when 2l > H, however, equation (37) is no longer valid since the fracture has reached the stress barrier. To ensure that the fracture height is continuous when 2l > H (given the continuity of the effective widthw), equations (5) and (36) should give the same result for h = H. This implies that the fracture height and width in the tip region should be calculated as
while outside of the tip region, i.e. forw > πH/2 K Ic /E , equations (5) and (3) are used. Using equations (39) in the tip region, and (3) and (5) elsewhere, ensure that the P3D fracture propagating in the toughness regime is radial at early times and features curved fracture tips later when the fracture has broken through the stress barrier.
Unlike the toughness regime of propagation, the viscous regime has no near-tip region within which the fracture height is constant and equal to H. This makes the introduction of a curved tip more complicated. First, a zone with constant fracture height near the tip needs to be introduced, and only then one can incorporate a curved fracture tip. To produce a zone with a constant fracture height near the tip, some effective fracture toughness, ∆K Ic has to be introduced. Given the effective toughness, equation (39) can be used to produce a curved tip. In situations when both the fracture toughness and the apparent toughness are relevant, (39) is replaced by
which is able to capture both viscous, toughness, and intermediate regimes (approximately). Even though (40) comes from the solution for a radial fracture propagating in the toughness regime, given the level of approximation of the P3D model, it can still be used for the fractures propagating in the viscous regime. The remaining question is how to find the value of the apparent toughness that would give a reasonable approximation in the viscous regime. One possibility is to introduce an apparent toughness based on the lateral propagation. In particular, a formula that is similar to (25) with ∆σ = 0, can be used, i.e.
where C 3 is a constant. Equation (41) gives the value of the apparent toughness for the lateral (i.e. along x axis) propagation. This apparent toughness is then used together with (40) to produce a curved fracture tip. The original formula (25) is obtained for a KGD fracture, however, it utilizes near-tip asymptotic solutions that also apply for other geometries with smooth boundaries (see [15] for a justification of this). For this reason, (41) can be used to calculate the effective toughness in the lateral direction. The remaining task is to determine the characteristic length d and the constant C 3 . At early times, when the fracture should be radial, it is clear that d = l, i.e. equal to fracture radius. It is found through a series of numerical experiments that C 3 = 1.2 makes the aspect ratio of the P3D-modeled fracture equal to 1, even though the fracture is not exactly radial. Once the fracture has reached the stress barrier, ILSA simulations show that the size and shape of the region where h < H does not change as the fracture propagates. This implies that the characteristic length is constant and is related to the horizontal size of the region with h < H, which is a small fraction of H. Numerical experiments show that d = aH (a ≈ 1.1 × 10 −2 ) allows us to match the ILSA solutions accurately. It is clear that the characteristic length d changes dramatically as the fracture breaks through the stress barrier, but it should be noted that the corresponding apparent toughness changes by less than a factor of two. To preclude a jump in the apparent toughness, a continuous transition is implemented. In particular, the characteristic distance is calculated as
where H is a Heaviside step function and b = 1.5. Equations (40), (41) and (42) together with the values of C 3 , a and b allow the P3D model to capture a radial solution at early times (it is actually not exactly radial for the viscous and intermediate regimes) and introduce a curved fracture tip for fractures that have broken through the stress barrier. The method described here has a rigorous justification for the toughness regime, while it is more empirical for the viscous and intermediate regimes, for which a number of fitting parameters are used. In addition, the introduction of a curved fracture tip is a correction, which improves the representation of the fracture geometry, and increases the overall accuracy of the P3D model.
To check the accuracy of the P3D model that is augmented with the curved tip, Fig. 7 Fig. 6 , as they show the comparison in terms of fracture width, w, and pressure, p, versus x at z = 0, and fracture width, w, and pressure, p, versus z at x = 0 at t = 604 s. Fig. 7 shows that the P3D model with a curved fracture tip is more accurate than the equivalent P3D model with a flat tip, see Fig. 5 . The fracture footprint is represented accurately from early times, when the fracture is radial, to the end of the simulation, when the fracture shape is elongated due to the presence of stress barriers. This is true for both viscous (blue lines) and toughness (red lines) regimes of propagation. The comparison of the fracture widths and pressures at t = 604 s further confirms the accuracy of the new P3D model. One can also observe that the constant pressure approximation in each vertical cross-section (i.e. along z direction) is a reasonable assumption even for the viscous regime, since noticeable pressure deviations are localized near the source and near the fracture tip. It should be noted, that the numerical scheme for the P3D model switches between the toughness and viscous asymptotic solutions (for the tip element), so it is able to accurately represent the viscous or toughness regimes, but not the intermediate case. However, numerical simulations show that the error due to such a switch in the asymptotic solution at the tip does not exceed approximately 5% in terms of fracture length. In addition, this error can be removed by using an appropriate asymptotic solution for the M-K edge, see [29] .
It is important to keep in mind the assumptions behind the modified P3D model. Clearly, since full elastic interactions are used, the fracture does not always have to be mature (i.e. elongated) for the P3D model to apply, which is confirmed in Fig. 7 . At the same time, a plane-strain solution for the fracture width is used for every vertical cross-section. So, considerable discrepancies are expected in situations when the actual fracture width is not approximated accurately by a plane-strain solution. This can happen when there are both pronounced height growth through the stress barriers and the aspect ratio of the footprint is small. When both the break-through and the aspect ratio are small, the width profile is close to an ellipse, and the P3D model is accurate, see footprints at early times in Fig. 7 . When the the fracture height growth is substantial, but the aspect ratio is high (i.e. the fracture is elongated), the conditions in each cross-section are close to plane-strain, in which case the P3D model again performs well.
To examine the accuracy of the new P3D model at the limits of its applicability, two extreme cases are considered next. The set of reference parameters for the extreme cases is H = 10 m for the height of the reservoir layer, µ = 0.1 Pa·s for the fluid viscosity, ν = 0.2 for the Poisson's ratio, Q 0 = 0.01 m 3 /s for the inlet flux and ∆σ = 0.25 MPa for the magnitude of the stress barriers. Two values of Young's modulus are considered, namely E = 1 GPa and E = 2 GPa. In addition, two values of fracture toughness are considered, K Ic = 0 and K Ic = 1.5 MPa·m 1/2 . Fig. 8 shows the comparison between the fracture footprint predictions of the P3D model (dashed lines) and the ILSA solutions (solid lines) at different time instants for the case E = 1 GPa. The top picture corresponds to the case with no toughness (blue lines), while bottom picture compares the results for K Ic = 1.5 MPa·m 1/2 (red lines). As can be seen from the figure, the P3D model is accurate at early times for both the viscous and toughness regimes, while it becomes less accurate for the more mature fractures.
Moreover, the discrepancy is larger for the toughness solution, for which the aspect ratio is smaller. Since the toughness solution becomes significantly less accurate, it is clear that it is not the viscous correction that affects the discrepancy for the viscous solution, but the elasticity. The cause of the inaccurate elastic interactions is the use of a plane strain solution for each vertical cross-section. The errors for the fracture lengths for t = 801 s are 2% and 5% respectively for the viscous and toughness solutions. The errors for the fracture heights at the origin for t = 801 s are 5.4% and 8.5% respectively for the viscous and toughness solutions. To highlight the degree of improvement of the P3D model, this error needs to be compared with the accuracy of the original P3D model for t = 801 s, which predicts a fracture half-length of 48 m and halfheight of 43 m for the viscous case, and a fracture half-length exceeding 80 m and almost no height growth for the case K Ic = 1.5 MPa·m 1/2 . The even more extreme case with E = 2 GPa is considered next. Fig. 9 shows a similar comparison between the predictions of the new P3D model (dashed lines) and the reference ILSA solutions (solid lines) for the viscous case (blue lines) and K Ic = 1.5 MPa·m 1/2 (red lines). The disagreement between the predictions of the P3D model and ILSA solutions is more pronounced compared to that in Fig. 8 . This is related to the smaller aspect ratio of the footprints. In this case the plane-strain solution for the fracture width in each vertical cross-section deviates significantly from the corresponding ILSA width profile. The errors of the fracture lengths for the last considered time instant are 4% for the viscous solution and 7% for the toughness solution. The errors of the fracture heights at the origin for t = 800 s are 8% and 13% for the viscous and toughness solutions respectively. The magnitude of the error should be judged based on the fact that Fig. 9 represents an extreme case, which challenges the applicability of the P3D model. To establish a reference point, it is instructive to compare these results to the predictions of the original P3D model. For the viscous case, i.e. the top picture in Fig. 9 , the original P3D model predicts a fracture half-length of 31.5 m and half-height of 293 m for t = 800 s. These numbers show that the predictions of the original P3D model are very inaccurate compared to the ILSA solution, and cannot be used for any practical applications. The situation with the toughness regime, i.e. K Ic = 1.5 MPa·m 1/2 , is even worse, since the original P3D model becomes unstable as soon as the height of the fracture reaches a critical value. As follows from [26] , the value h u beyond which the classic P3D model exhibits runaway height growth, is given by
which is approximately equal to h u ≈ 14 m for the considered problem parameters. As can be seen from Fig. 9 , the fracture height (the ILSA solution) exceeds the critical value at early times (note that the critical half-height is 7 m). Thus, due to runaway height growth, the classic P3D model fails to give a solution, while the corrected P3D model continues to give a solution albeit somewhat less accurate.
Summary
This paper aims to improve the original P3D model for hydraulic fracturing by making the predictions more accurate, but not compromising the computational efficiency. In the case of no leak-off, the primary weaknesses of the classic P3D model are its inability to capture the viscous resistance in the vertical direction and its inability to account for non-local elastic interactions. The latter, in particular, precludes capturing the toughness propagation regime in the lateral direction. To include the viscous resistance in the vertical direction, a toughness solution with an apparent toughness is used. To obtain an expression for the appropriate apparent toughness, a similar approach is applied to a one-dimensional KGD hydraulic fracturing model, where a fracture propagating in the viscous regime is approximated by a solution that corresponds to the toughness regime and features an apparent toughness. A comparison with the results obtained using the fully planar HF simulator ILSA show that the introduction of an apparent toughness allows us to capture fracture height growth accurately using the P3D model even when there is no toughness. To account for the toughness propagation criterion in the lateral direction, non-local elasticity is introduced. First, the fracture width in every cross-section is approximated by a plane strain solution, and then the appropriate elasticity integral is evaluated numerically. This approach also allowed us to include the asymptotic solution in the tip element, which makes it possible to capture fracture propagation in either the viscous or the toughness regimes. Comparison with the ILSA results demonstrate that the use of non-local elasticity significantly increases the accuracy of the P3D model, especially when the lateral fracture propagation is in the toughness regime.To make the computation of non-local elastic interactions faster, the fracture opening in the vertical direction is approximated by two ellipses, for each of which the elasticity integral is calculated analytically over the vertical axis. This effectively reduces the computation of the 2D integral to two 1D integrals, which makes the resulting P3D model significantly more efficient. The last improvement of the P3D model lies in replacing the flat fracture tip by a curved tip. To do this, the P3D model is tuned to match the analytic solution for a radial fracture propagating in the toughness regime. In this case, mature fractures (i.e. those that have reached the stress barriers) feature a tip region, in which the properties of a radial fracture dictate the shape of the fracture tip.
A radial fracture propagating in the viscous regime is also accounted for approximately by introducing an apparent toughness in the lateral direction. The accuracy of the resulting enhanced P3D model is verified by comparing the results to the predictions of the fully planar HF simulator ILSA. It is shown that the P3D model is able to capture the evolution of hydraulic fractures from the initial stages, when the fracture is radial, to mature stages when the fracture has broken through the stress barrier. Moreover, this evolution can be captured when fractures propagate in either the viscous or toughness regimes. To examine the limits of the applicability, extreme cases are considered. Even for such extreme parameters, the accuracy of the enhanced P3D model is on the order of 10%, while the error of the original P3D model is measured in hundreds of percent.
Computation of h
Computation of w Condition
Inner region Invert (5) Use (3)w > πH 2 (43) can be discretized at point ξ i as
where V (t j+1 ) = dl/dt is the velocity of propagation of the fracture, while δ i0 is Kronecker delta that ensures that the source belongs exclusively to the element with index 0 located at the origin. Equation (45) features a backward time difference, in which case its solution utilizes an appropriate iterative scheme at each time step to solve the nonlinear system of algebraic equations (45). In spite of this complexity, the L-stable backward Euler scheme allows us to avoid stability issues and to use an arbitrary time step, see [15] in which a similar approach is used. Two boundary conditions are used, namely,w
is utilized. For completeness, it is noted that the fracture length is updated using l(t j+1 ) = l(t j ) + V (t j+1 )(t j+1 −t j ). The difference in implementation of various P3D models lies in computation of V (t j+1 ) and the fluxesq as a function ofw.
Original P3D model.. To complete the scheme for the numerical implementation of the original P3D model, the fluxes need to be prescribed. To do so, firstly the fracture height needs to be evaluated. There are two cases. First, whenw > πH/2 K Ic /E , equation (5) is inverted to find h. In situations whenw πH/2 K Ic /E , a constant height h = H is used. The fracture opening, appearing in (44) is taken from (3) for the first case, while if h = H, the following elliptic opening is chosen w = 2(E )
This procedure is summarized in Table 1 . Using this aforementioned procedure, the integral in (44) is evaluated numerically using the trapezoidal rule for each spatial discretization point. To evaluate the pressure gradient, it is noted that in the case h > H, equations (2) and (5) can be used to compute ∂p ∂ξ = dp dh
where
This formula automatically reduces to ∂p/∂ξ = 2E /(πH)∂w/∂ξ for the case h = H. The fluxes are computed using (46) as
where the sum appears from the numerical integration. Here the z coordinate is discretized as z k = − h 2 +∆zk, k = 0...N z , where ∆z = h/N z , so that different element sizes are used for each cross-section (since h varies with ξ). The quantities that need to be evaluated at the mid points (i.e. at ξ i+ 1 2
) are treated using linear interpolation. To find the fracture velocity, equation (43) is integrated over the tip element, which, together with the zero flux boundary condition, allows us to find
Using (47) and (48), the resulting system of nonlinear algebraic equations (45) is solved iteratively for each time step forw j+1 i
, i = 0...N ξ . Once the effective width,w, is calculated, formulas (5) and (3) allow us to find fracture footprint and opening.
Original P3D model with the correction for viscous height growth.. The implementation of the correction for the viscous resistance does not require many modifications. First, equation (26) can be rewritten as
Here ∆K P3D with non-local elasticity.. The implementation of non-local elasticity requires more significant modifications. First, since the pressure is evaluated at z = 0, there should be an element located at this point, which requires N z to be even (so that the total number of elements N z + 1 is odd). With this meshing, equation (27) can be discretized as
where index "−k" means evaluation at negative ξ k , which allows us to build symmetry into the influence coefficients C j in (to avoid capturing element with k = 0 twice,C j i(−k)m is added only for k 1),
and
Here w j (lξ k , z m ) in (52) denotes the evaluation of the fracture opening according to (3) (or ellipse) at x = l(t j )ξ k and z = z m and δ kn is the Kronecker delta. Relations (51) and (52) permit the computation of the elasticity matrix C j in featured in (50). Note, however, that this elasticity matrix is a nonlinear function ofw j n , where this nonlinear dependence comes implicitly through the variation of h and explicitly from (52). The fluxes are calculated using the discretization of (44) as
where the values of the pressure are now calculated using (50). Unfortunately, calculating the pressure using the hypersingular integral (27) leads to poor accuracy for the tip element. To deal with this, the asymptotic solution can be built into the tip element, as was done in [15] . To do so, it is assumed that the tip element follows the asymptotic solution (obtained for KGD fracture), and the fracture propagation velocity is calculated accordingly. In particular, if the fracture propagates in the viscous regime, the velocity of propagation is calculated as
where β m = 2 1/3 · 3 5/6 and w(l(t j+1 )(1−∆ξ), 0) is the fracture opening at z = 0 for the penultimate node. If fracture propagates in the toughness regime, the velocity is adjusted in a way that the toughness propagation criterion holds for the last element, i.e.
In situations when the fracture propagates in the intermediate regime, one of the asymptotic solutions is used. The criterion for switching between the two solutions is the following: at the beginning, the velocity of propagation is calculated for both viscous and toughness regimes, and then the minimum velocity is chosen. Physically, there are two resistance mechanisms -viscous and toughness. Taking the minimum velocity implies that only the dominant resistance is considered. In situations when both mechanisms contribute, the velocity, and consequently the fracture length, are overestimated. Since fractures typically evolve from the viscous regime to the toughness regime (assuming no leak-off), the error introduced during the transition zone is mitigated later when the toughness regime dominates. Moreover, comparison with ILSA simulations shows that even during the intermediate regime, the length was overestimated only by approximately 5%.
To compensate for the introduction of the extra condition comprising the formula for the velocity of fracture propagation, and to ensure a zero flux boundary condition at the tip, the pressure at the tip element needs to be treated as an unknown, as was also done in [15] . Knowing the velocity of propagation, equation (48) can be used to find the tip pressure, p
Finally, the algorithm with full elasticity consists of solving (45), where the fluxes are computed using (53), the pressure (for all nodes, except the tip element) is calculated using (50)-(52), the fracture propagation velocity is taken such that either (54) or (55) is satisfied depending on the regime of propagation, while the pressure at the tip element is taken from (56). It should also be noted that the algorithm for calculating the apparent toughness, based on (49), is included in its original form, as it is independent of the type of elasticity equation that is used for calculations. P3D with approximate non-local elasticity.. The only difference between the P3D algorithm with an approximate non-local elasticity operator from the one described above, which includes full elasticity, lies in calculation of elasticity matrix C j in in (50). By approximating both h andw as piece-wise constant functions, equation (31) can be reduced to 
whereĈ j in is an approximation to C j in , index "−k" denotes the evaluation of C j 1,ik at −ξ k in order to capture symmetry (as before, to avoid capturing element with k = 0 twice, terms with "−k" are added only for k 1), and
The kernel G is defined in (29) , w 1 and w 2 as a functions of h are given in (30) , while h ∆σ is defined in (33). In situations when h = H, w 1 (l(t j )ξ k , t j ) = 4w j k /π and w 2 = 0. Evaluation of w 1 (l(t j )ξ k , t j ), w 2 (l(t j )ξ k , t j ), and h ∆σ (l(t j )ξ k , t j ) all require the evaluation of h(l(t j )ξ k , t j ), which in turn depends onw(l(t j )ξ k , t j ) =w j k . In this case, similar to the full elasticity matrix, the approximate elasticity matrix,Ĉ j in , is a nonlinear function ofw j k . Note that since a piece-wise constant approximation for h is used (becausew is also piece-wise constant), spatial derivatives of h and h ∆σ in (31) do not influence the result.
The P3D model with the approximate full elasticity requires the solution of the same equations as the model for the full elasticity, except that the subroutine for evaluating the fluid pressure (50)-(52) is replaced by one corresponding to (57)-(58).
Curved fracture tip.. To introduce a curved fracture tip, the algorithm needs to be updated in several places. The computation of the fracture height, h, and the width in the tip region is now performed using (40). Table 2 summarizes the procedure and replaces the corresponding procedure for the original P3D model that is summarized in Table 1 . In addition to the different formulas for h and w, the apparent toughness ∆K Ic is evaluated differently. In particular, equation (41) is used to find the fracture toughness in the tip region. The evaluation of the fluid pressure using (57) and (58) has two modifications. First, since h < H in the tip region and only one ellipse is used to approximate the fracture width, w 1 (l(t j )ξ k , t j ) = 4H/(πh(l(t j )ξ k , t j ))w j k and w 2 = 0. Unfortunately, since ∂h/∂x in (31) is singular at the tip element (if a curved fracture tip is used), the piece-wise constant approximation for h precludes an accurate evaluation of the elasticity integral. To deal with this problem, we seek a correction that makes the elasticity integral accurate. One way to estimate the accuracy of the elasticity equation is to consider a radial fracture propagating in the toughness regime. Since, in this case, every vertical cross-section is an ellipse the radial fracture can be accurately represented by the P3D model with a curved fracture tip. If one uses (35) and (36), and evaluates the fluid pressure using (57) and (58), then the resultant pressure should be constant (since the fracture propagates in the toughness regime). All deviations from the constant in this case are due to the inaccuracy caused by the evaluation of the elasticity equation. The results of implementing this procedure show that the calculated pressure deviates from a constant near the tip and so a correction is required, see the dashed line in Fig. 10 . Note that there is a fracture volume at the tip that is not accounted for in the pressure calculations. In other words, since the fracture opening is zero at the tip, the opening of the corresponding element is zero and so this element does not contribute to the pressure. To introduce a correction, one may account for the extra volume by introducing a non-zero tip element for pressure calculations, see Fig. 10 . By assuming that the fracture opening follows the toughness asymptotic solution for the tip element, it can be shown that the volume of the extra element is 1/8 of that of penultimate element. Then, to determine both h and w 1 for the extra element, its height is taken as h N ξ = h N ξ −1 /r, where r = 1.825 is a constant. The value of r is found by minimizing the error between the numerically calculated pressure and the constant (which corresponds to the exact solution). Fig. 10 shows that the fluid pressure inside the radial fracture, that is calculated using the extra tip element, is accurate everywhere to within 1% error. To summarize, the numerical scheme for the P3D model with a curved tip with the approximate non-local elasticity and correction for viscous height growth consists of solving (45), where the fluxes are computed using (53), the pressure (for all nodes, except the tip element) is calculated using (57) and (58), the fracture propagation velocity is taken such that either (54) or (55) is satisfied depending on the regime of propagation, while the pressure at the tip element is taken from (56). Procedures for calculating the fracture height, width, as well as the apparent toughness are summarized in Table 2 .
Initial condition.. Even though the initial condition does not affect the solution in the long term, it is important to specify an appropriate initial condition, since, otherwise, the numerical algorithm may not converge at the first time step. For both viscous and toughness regimes of propagation it is assumed that at a given small time instant t 1 the hydraulic fracture is radial and the fracture opening corresponds to the solution for "dry" crack, i.e. given by
where the apparent toughness ∆K Ic is calculated based on (41). By calculating the volume of the fracture from (59) and equating it to the pumped volume (no leak-off), we obtain
