Gaussian correlation conjecture states that the Gaussian measure of the intersection of two symmetric convex sets is greater or equal to the product of the measures. In this paper, firstly we prove that the inequality holds when one of the two convex sets is the intersection of finite centered ellipsoids and the other one is simply symmetric. Then we prove that any symmetric convex set can be approximated by the intersection of finite centered ellipsoids, and thus the inequality holds for any two symmetric convex sets in any dimensional R n , i.e.
Introduction and preliminary
Let A and B be two symmetric convex sets and ν be a centered, Gaussian measure on R n . Then
Gaussian correlation conjecture states that ν(A ∩ B) ≥ ν(A)ν(B).
(1.1)
For early history of this conjecture, we refer to Das Gupta, Eaton, Olkin, Perlman, Savage and Sobel [3] . One equivalent formulation of the conjecture is that for any n ≥ 2, 1 ≤ k < n and for any centered, Gaussian random vector (X 1 , · · · , X n ), one has
Khatri [9] andŠidák [18] have shown that (1.2) is true for k = 1. The inequality in this case is called Khatri-Šidák lemma.
In 1977, Pitt [14] proved the inequality (1.1) in the two-dimensional case. In 1981, Borell [2] proved (1.1) for sets A, B in a certain class of (not necessarily convex) sets in R n . Recently, Schechtman, Schlumprecht and Zinn [16] have proved (1.1) if the two sets are centered ellipsoids among other things, and Hargé [6] has proved that (1.1) if A is an arbitrary symmetric convex set and B a centered ellipsoid. Vitale [20] proved that (1.1) holds for two classes of sets: Schur cylinders and barycentrically ordered sets. Shao [17] showed that
Li [11] presented a weak form of the correlation conjecture: for any 0 < λ < 1, any symmetric, convex sets A and B in a separable Banach space E, and any centered Gaussian measure ν on E,
was obtained in Schechtman, Schlumprecht and Zinn [16] ). Khatri-Šidák lemma and the above inequality are very useful in the study of the so-called small ball probabilities for Gaussian processes (see Li and Shao [13] for a survey of results in this direction).
Szarek and Werner [19] proved a nonsymmetric correlation inequality for Gaussian measure and presented a generalization of the correlation conjecture. Li and Shao [12] showed the Gaussian correlation conjecture for sets of the same measure, i.e.
for any symmetric convex sets A and B such that ν(A) = ν(B) = ρ. Bhandari and Basu [1] proved Gaussian correlation inequalities for "periodic" sets in R 2 , which provided a generalization of Pitt's result in [14] . For other approaches related to the Gaussian correlation conjecture, see
Hu [8] , Hitczenko, Kwapień, Li, Schechtman, Schlumprecht and Zinn [7] , Lewis and Pritchard [10] .
In this paper, firstly in Section 2 we prove (1.1) if A is an arbitrary symmetric convex set and B the intersection of finite centered ellipsoids. Then in Section 3, we prove that any symmetric convex set can be approximated by the intersection of finite centered ellipsoids and thus (1.1)
holds for any symmetric convex sets A and B in any dimensional R n .
The basic idea of our proof on the inequality (1.1) when A is an arbitrary symmetric convex set and B the intersection of finite centered ellipsoids comes from Hargé [6] . In the following we
give some introductions about log-concave functions and operator semigroups as in [6] .
A function f : R n → R + is called log-concave if for any x, y ∈ R n and 0 < λ < 1,
Prékopa [15] has proved the following result.
Let C be a symmetric positive definite matrix. We define the measure µ C as follows:
where dx stands for the Lebesgue measure on R n . If C is the unit matrix I, we write µ = µ I .
Let
where f is a function so that these expressions make sense. Let
Further, by Mehler formula (see Feyel and De La Pradelle [4] ),
By Theorem 1, we know that P C t f is log-concave if f is log-concave.
2 Correlation inequality when one of the two symmetric convex sets is the intersection of finite centered ellipsoids Firstly, we extend Theorem 2 of Hargé [6] to the following:
Proof. The case m = 1 is just Theorem 2 of Hargé [6] . Without loss of generality, in the following we only prove the case m = 2. The proof for m > 2 is similar.
Then we will prove
where I is the unit matrix and
Then we have that
So in order to prove (2.1) it's enough to show that ϕ ′ (t) ≤ 0. We have
Hence in order to show that ϕ ′ (t) ≤ 0, it's enough to show that H 1 ≤ 0 and H 2 ≤ 0. In the following, we only prove H 1 ≤ 0, and the proof of that H 2 ≤ 0 is similar.
The rest of the proof is the same with the corresponding part of the proof of Theorem 2 of
Hargé [6] . For the reader's convenience, we spell out the details in the following.
The function x −→ P I t (h)(x) is a log-concave, even and positive function if h = 0 (if h = 0, then (2.1) is trivial). Then it's of the form e −G(x) where G(x) is a convex, even function, and further, G(x) is arbitrarily often differentiable. Thus we get
Using the fact that G is convex and even, we can write ∇G(D By Theorem 2, following the proof of Corollary 3 of Hargé [6] we can deduce (1.1) if A is an arbitrary symmetric convex set and B the intersection of finite centered ellipsoids as follows:
symmetric nonnegative definite matrices and A a symmetric convex set on R n . Then
Approximation of symmetric convex sets by the intersection of finite centered ellipsoids
Let A be any symmetric convex set in R n . In this section, we will prove that A can be approximated by the intersection of finite centered ellipsoids. Without loss of generality, we can assume that A has dimension n. Otherwise, we can consider the approximation in R l for some l < n. We take the following four steps to finish the approximation.
Step 1. Without loss of generality, we can assume that A is a bounded symmetric convex set. Otherwise, if for any n ∈ N, we define
then for any n ∈ N, A ∩ B n is a bounded symmetric convex set in R n , and
Step 2. It's well known that any bounded symmetric convex set A can be approximated by bounded symmetric convex polytopes, i.e. if A is a bounded symmetric convex set in R n , then there exists a decreasing sequence of bounded symmetric convex polytopes {A k } k∈N such that
Step 3. Any bounded symmetric convex polytopes can be expressed as the intersection of finite symmetric n-cuboids. 
Since A ′ is bounded and has the expression (3.1), for any i = 1, · · · , m, there exists a symmetric n-cuboid A ′ i such that two faces of A ′ i lie on the two hyperplanes {x ∈ R n : a i , x = c i } and {x ∈ R n : a i , x = −c i }, respectively, and satisfying
Obviously, for any i = 1, · · · , m, we have that
It follows from (3.1)-(3.3) that
Step 4. Any symmetric n-cuboid can be approximated by the intersection of finite centered ellipsoids.
Let A ′′ be a symmetric n-cuboid. Without loss of generality, we can assume that A ′′ can be expressed as follows:
where a 1 , · · · , a n are n positive numbers.
Let ε > 0. For any i = 1, 2, · · · , n, define
, and a centered ellipsoid E ε i by
Then for any i = 1, 2, · · · , n, we have that
We also have that
, (a 2 + ε)] × · · · × [−(a n + ε), (a n + ε)]. i as in (3.4) . Then by (3.5) and (3.6), we obtain that
which implies that
where the sequence { l k=1 n i=1 E 1 k i } l∈N of the intersection of finite centered ellipsoids is decreasing.
In a word, by Step 1-Step 4, we obtain that any symmetric convex set A in R n can be approximated by the intersection of finite centered ellipsoids, which together with Corollary 3 proves (1.1) for any symmetric convex sets A and B in R n .
