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Abstract 
We address the optimization of discrete-continuous dynamic optimization problems 
using a disjunctive multistage modeling framework, with implicit discontinuities, which 
increases the problem complexity since the number of continuous phases and discrete 
events is not known a-priori. After setting a fixed alternative sequence of modes, we 
convert the infinite-dimensional continuous mixed-logic dynamic (MLDO) problem 
into a finite dimensional discretized GDP problem by orthogonal collocation on finite 
elements. We use the Logic-based Outer Approximation algorithm to fully exploit the 
structure of the GDP representation of the problem. This modelling framework is 
illustrated with an optimization problem with implicit discontinuities (diver problem). 
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1. Introduction 
Many chemical process systems of practical interest are subject to discrete events that 
cause discontinuities in their dynamics. Dynamic models are required for batch and 
semi-batch processes which are inherently transient; for the operation of continuous 
processes in transient phases, including start-ups (Mynttinen and Li, 2012), shut-downs 
and changeovers from one to another steady state; and for safety analysis (Lotero-
Herranz and Galán, 2013). Optimization of discrete-continuous dynamic problems (also 
referred as hybrid systems) requires the treatment of non-smooth conditions within the 
problem formulation. These problems can be formulated as mixed integer nonlinear 
programing (MINLP) models, that allow to handle logic conditions that lead to non-
smoothness. However, the associated computational expense may be high for large 
systems with many discrete decisions. This is often the case in hybrid systems that can 
switch at any time. Raman and Grossmann (1994) developed the Generalized 
Disjunctive Programming (GDP), as an alternative modeling framework to the 
traditional mixed-integer formulations. The development of GDP has led to customized 
algorithms that exploit the disjunctive structure of the model. In particular, Turkay and 
Grossmann (1996) extended the outer approximation (OA) algorithm. We address the 
optimization of discrete-continuous dynamic optimization problems using a disjunctive 
multistage modeling framework that contains Boolean variables associated to 
alternative sets of differential equations for each stage (or continuous phase), and where 
switching from one continuous phase to the next occurs at some unknown time (implicit 
discontinuities). Before applying the logic-based OA algorithm, we transform the 
differential into algebraic equations by orthogonal collocation on finite elements. 
2. Mathematical problem formulation 
2.1. Disjunctive multistage model 
The continuous phase of a process occurs in the time interval between two discrete 
events. When the process can reside in more than one mode for each stage, the dynamic 
system is described by an alternative sequence (Figure 1). 
 
Figure 1. Alternative modes for each stage. 
The first step is to extract a set of potential fixed direct sequences, which can be merged 
into one single fixed alternative sequence (i.e., the superstructure). A bypass stage maps 
the state variable values of one existing stage to the next. For further details on the 
general multistage modeling framework consult (Oldenburg and Marquardt, 2008). 
2.2. Discretization using orthogonal collocation 
We transform the disjunctive multistage problem into a discretized GDP problem by 
orthogonal discretization, a simultaneous method that fully discretizes the DAE system 
by approximating the control and state variables as piecewise polynomials functions 
over finite elements (Kameswaran and Biegler, 2006). Figure 2 shows how the time 
horizon is discretized. Accordingly, at each collocation point the state variable is 
represented by: 
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where 0six  is the value of the state variable at the beginning of element i  in stage s , sijx  
is the value of its first derivative in element i  at the collocation point k  in stage s , ish  
is the length of element i  in stage s , ( )j k  is the interpolation polynomial of order K  
for collocation point j , and k  is the non-dimensional time coordinate. We enforce 
continuity of the state variable across finite element boundaries in each stage by 
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Figure 2. Discretization scheme used to apply the orthogonal collocation method. 
For each stage, the collocation method requires the time to be discretized over each 
finite element at the selected collocation points sikt : 
0 , 1, , , 1, , , 1, ,sik si si kt t h s S i I k K         (3) 
where 0sit  is the value of the time at the beginning of element i  in stage s. Time 
continuity between stages and between elements within a stage is also enforced by the 
following constraints: 
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3. Case study 
The proposed modeling framework has been assessed with a benchmark case study, the 
diver problem (Barton, Allgor, 1998). The design task is to calculate the depth-time 
profile of a scuba diver who wishes to collect an item from the ocean floor with the 
minimum consumption of air. To prevent decompression sickness, the diver can make 
safety stops of 4 minutes during the ascent. The unknown switching structure arises 
from the number of decompression stops that the diver has to make during the ascent. 
The model comprises three state variables, which are the pressure in the tank ( )tankP t , 
the surrounding pressure ( )P t  and the partial pressure of 2N  in the tissue ( )tissueP t . The 
control variable is the velocity of the descent/ascend of the scuba diver, ( )u t : 
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Ascent mode: ( )u u t u    
Switch to decompression mode if:  tissue( ) 2 0.79 ( )P t P t    
Decompression mode: ( ) 0u t   and wait for 4 min and then switch to ascent mode. 
3.1. Mixed-Logic Dynamic Optimization formulation 
We formulate a disjunctive multistage representation of problem (5) by a fixing 
alternative sequence for a certain number of stages that may include a bypass term in 
the disjunction of any stage. Particularly, we use a fixed alternative sequence with three 
decompression stops. Hence, the MLDO problem is stated as: 
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3.2.  MLDO Discretization 
The time continuous MLDO problem is converted into a finite dimensional discretized 
GDP by a full orthogonal collocation of the three state variables using Eqs. (1)-(4): 
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s.t., Time discretization:
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State discretization: 
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Common end point constraints: 1, , , ,6, 1I K S I KP P    (15) 
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3.3. Logic-based discretized NLP subproblem 
The NLP subproblem is obtained by fixing the values of the Boolean variables smY . Due 
to space limitations we omit stating the full discretized NLP subproblem. 
3.4. Logic-based discretized Master problem 
We formulate the discretized Master problem with the accumulated linearizations of the 
nonlinear constraints from previous solutions of each discretized NLP subproblem. For 
the shake of shortness, we exclude the representation of the discretized Master problem. 
4. Results and discussion 
The problem is solved by the logic based OA algorithm implemented in GAMS using 
the CONOPT solver for the NLP subproblems and the CPLEX 12.5.1.0 solver for MILP 
master problems. Our GAMS implementation allows writing disjunctions with more 
than two terms. The discretized linear master problem is reformulated as an MILP using 
the Hull Reformulation (HR). Figure 3 shows the optimal results of this case study, 
where we discretize the time domain using 3 collocation points per finite element. 
 
Figure 3. Optimal Pressure profiles. 
5. Conclusions 
The GDP modeling framework proposed coupled with logic-based OA algorithm can 
tackle with the optimization of continuous dynamic systems with implicit 
discontinuities. The methodology requires creating a superstructure with a certain 
number of stages and a fixed alternative sequence of modes. The application of the 
logic-based OA algorithm reduces the problem size in comparison when the model is 
directly reformulated into an MINLP, due to the differential equations corresponding to 
the non-active modes for a particular stage are discarded. Further work extends the 
proposed modeling framework to a multistage batch distillation process and the 
combination of scheduling with dynamic optimization. 
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