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Brooklyn, New York 11201 
The class of mod-p linear probabilistic automata re defined. It is shown 
that rood-2 linear probabilistic automata driven by a single binomial process 
define regular languages for all cut-points, and that mod-3 linear probabilistic 
automata driven by a single trinomial process may define nonregular languages. 
It is also shown that mod-2 linear probabilistic automata driven by any number 
of binomial processes may define nonregular languages for only a finite number 
of cut-points. 
1. INTRODUCTION 
Following Rabin (1963) and Paz (1966) we define a probabilistic automaton 
(PAp as the ordered quintuple 6~ ~ {X, S, {M(x)}, ~, i f}  where X is a 
finite nonempty alphabet, S is a finite nonempty set of n states, {M(x)} 
is a set of n × n stochastic matrices with a single M(x)  for each x s X, 
is an n-dimensional stochastic row vector (the initial distribution) and ~" 
is a subset of S known as the set of final states of O. Alternatively ~- may be 
specified by the n-dimensional column vector fi with 0 and 1 entries, the 
j - th entry being 1 only i f j  ~ S is also in ~-. For u = x lx  ~ "" x ,  ~ W(X)  (the 
set of all strings over the alphabet X, including the empty string ~) we have 
i 
M(u) = M(x~) U(~)  ... M(x~), M(x,) ~ {M(~)} 
and 
M(A) = I (the n × n unit matrix) 
* The results herein are based on work done by the author in partial fulfillment 
of the requirements for the Ph.D. degree at the Polytechnic Institute of Brooklyn. 
Portions of this paper were presented at the Tenth Annual Symposium on Switching 
and Automata Theory. 
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so that we calculate the probability of C/ started in ~ being in ~" after 
receiving the input string u as 
Prob{o~ I ~, u} = ~M(u)~. 
C/is used to define the following languages (subsets of W(X)), which 
we call stochastic languages. Let 0 ~< 7 < 1 be a real number; in the following 
context 7 will be called a cut-point. 
L( gg, 7, >)  = {u : o~M(u)fi > 7} 
L( 6g, 7, =)  = {u : aM(u)~ : 7} 
L(VZ, 7, <)  = {u : ~M(u)/~ < 7). 
It has been shown by Starke (1966) that there exists a PA for which each 
of these languages i nonregular for some cut-point. 
On the other hand, Davis (1961) has proved that every Markov chain 
can be simulated by a Moore (1956) type automaton with random inputs, 
and Nieh and Carlyle (1968) have extended this result to PA so that except 
for the initial distribution c~, any PA may be viewed as a Moore type (deter- 
ministic) automaton some of whose inputs are multinomial processes 1 and 
the remaining ones are from the alphabet X. 
This induces us to speculate whether certain restrictions on the structure 
of the Moore automaton used in simulating the PA or on the number of 
random inputs to it will in turn restrict the class of languages the PA will 
define. Results obtained in this direction would establish connections between 
the physical realization and the external behaviour of PA. 
It is clear that by merely restricting the number of random inputs or 
the number of symbols in these multinomial processes one does not restrict 
the family of languages the PA being simulated (or realized) will define; 
E. F. Moore's example of a PA with transition matrices 
cited by Rabin (1963), defining more than countably many languages (and 
thus nonregular languages) can be realized following Nieh and Carlyle (1968) 
with a single binomial process and a two state Moore automaton. Any 
further reduction in the number of multinomial processes or the number of 
symbols in them would lead to a PA in which all transitions are deterministic 
(occur with probability one). 
1 See Booth (1967), p. 447. 
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A structural restriction that does restrict the family of languages defined 
by PA will be shown to be linearity, which is defined below. 
Deterministic linear sequential circuits and automata are well-known 
[see, for example, Booth (1967)]. A mod-p linear probabilistic automaton 
(LPA) is defined by: 
(i) a finite field F = {0, 1,..., p -- 1} where p is a prime number and all 
operations are mod-p; 
(ii) an e-dimensional input space X and an m-dimensional state space S, 
both over F; 
(iii) r independent multinomial stationary stochastic processes v~(t), 
v2(t),... , vr(t ) where t = 0, 1,... is time in discrete units and each vi(t) takes 
values in F and the probability distribution P~(') is defined for each 
v,(t) which, in turn, defines the distribution P( ')  on the vector v(t)~- 
(iv) the equation describing the LPA's state transition 
s(t + 1) = s(t)A + xB @ v(t)E (1) 
where 
A = [%]mXm, B = [bij]~xm, E = [elj]rx~ 
are called the characterizing matrices of the LPA and are defined over F; 
(v) the subset ~- of S, the set of final states; 
(vi) the initial distribution ~ on S, defined above as a n-dimensional 
stochastic row vector. 
To obtain the quintuple C /= {X, S, {M(x)}, ~, ~-} for a LPA C/ from 
its description given with (i) to (v), it suffices to obtain the transition matrices 
{M(x)}. Let mk,(x) be the typical entry of the matrix M(x) (representing 
the transition probability from state k to state l with input x); this is easily 
computed as 
mk~(x ) = Prob{vE = skA + xB -- h} 
= Z 
~Y 
where Y --  {v : vE = s~ + xB -- h}. Similarly for the input string 
u ~ x(0) x(1) "" x(t -- 1) the entries of the matrix M(u) may be obtained 
from the equation 
t--1 
s(t) = s(0)A  + (x(i)B +  (i)E)At-'71. (2) 
/=0 
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In the subsequent sections of this note we propose to prove certain 
properties of the languages defined by LPA. In particular it will be shown 
that the languages defined by rood-2 LPA with r = 1 are regular, and that 
this is not true in the case of rood-3 LPA with r ---- 1. LPA with r = 1 
will be said to be of single randomness. Furthermore it will be shown that 
if a mod-2 LPA with arbitrary r defines a nonregular language, then it does 
so for a finite number of cut-points. 
2. THE REGULARITY OF LANGUAGES DEFINED BY 
MOD-2 LPA oF SINGLE RANDOMNESS 
In this section we shall restrict our attention to mod-2 LPA with r = 1. 
To prove the main result of this section we need certain properties of the 
probability distribution P( ')  on v(t) eF  -~ {0, 1}. Without loss of generality 
and for 
and 
we prove 
P(0) = ½(1 + ~), P(1) ---= ½(1 - -3)  
w_l I 0) Probt v(, =0 w---- 1,2 .... 
H(w, 1) = 1 - -  H(w, O) 
LEMMA 1. (i) H(w, 0) = ~(1 + ~w+l) 
(ii) l im~ H(w, O) = ½, if t ~ ] ~ 1 
(iii) H(w, 0) > ½ (=½) (<1)  if and only i fU(w + 2, 0) > ½ (=½) (<½). 
Proof. (i) For w = 1 the statement is trivially true. Assume it is true 
for some w. Then, clearly 
H(w + 1, 0) = ½(1 + 3~+~) • ½(1 + 3) + ½(1 - -  3~+~) • ½(1 - -  3) 
= -~(1 + ~+~)  
which completes the proof, since (ii) and (iii) are now trivial. 
In proving Theorem 1 stated below, we will need Nerode's Theorem 
cited by Rabin and Scott (1959). Let f, g, h ~ W(X) andL be a subset of W(X). 
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The equivalence relation E is defined as follows: f E g ( f  is equivalent to g) 
if and only if for all h, fh ~ L if and only if gh ~ L. Nerode's Theorem states 
that L is regular if and only if E is of finite index (the number of equivalence 
classes defined by E is finite). We are now ready to prove 
THEOREM 1. Let ~ be a mod-2 LPA of single randomness with fixed 
initial state (instead of initial distribution ~) and s ~ ~" if and only if there 
exists zo 6 F and a matrix G over F such that z o = sG. Then L( ~, ~7, >),  
L( 5 ,  ~q, <),  L( 6g, 'q, =)  are regular for all ~). 
Proof. We are restricting our attention to the case where the starting 
state is the single state s(0) instead of the initial distribution ~, and the set of 
final states ~- is chosen by designating an output symbol zo~F so that s ( t )~"  
if and only if z o = s(t)G for a fixed m × 1 matrix G over F. Now consider 
the infinite sequence: 
A, A2,..., Ai,... 
Where A is the matrix defined above. Since A is defined over F, each A i 
is one of only (2~) ~ matrices and thus there exist natural numbers kl, such 
that 
1 +(2~)  '~ ~k  > 1>~ 1 
and Ak= A z. Therefore this infinite sequence is in fact the ultimately 
periodic sequence: 
A, A2,..., A ~, A~+I,..., A z+b-1, A~,..., A ~ ....
where b = k - -  1. Furthermore it is clear that any t >1- l may be written as 
t= l+cb+g 
where c and g are unique, c is a nonnegative integer and 0 ~ g ~ b - - 1. Thus 
and calling 
~(t) - -  s ( t )c  
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we use (2) to write 
~(t) = s(O)A~+~a + 
e--1 c--1 
2 x(ib) BAz+o-IG + Z x(ib + 1)BA z+g-2 -~ . . . .  
i=0  i=0  
c--I c--i 
+ • x(ib + g -- 1)BANG + 2 x(ib + g)BA~+b-~G + ... 
i=0  i=0  
c--1 /+e- -1  
+ ~ x(ib + b -- 1)BA~+gG + ~ x(cb + i)BAt+g-l-~G 
/=o  i=0 
~--1 c --1 
+ ~ v(ib) EA~+g-IG + Z v(ib + 1)EA~+g-~G 4- "'" 
i=0  i=0  
e--1 e --1 
+ ~ v(ib + g -- 1)EA*G + ~ v(ib + g)EAZ+b-IG + ... 
i=O i=O 
e-1 l+g--1 
+ ~ v(ib + b - -  1)EAZ÷gG + ~ v(cb + i)EA~+g-I-~G. 
i=0  i~O 
(3) 
Since z(t), v(t) ~ F, each term of the form EA~G in (3) is in F. Therefore 
there exist integers 0 ~< 0 ~< b and 0 ~ ~ ~ l +g such that 0 of the 
coefficients of terms of the form 
e--1 
v(ib + j) 
i=0  
and ~o of the coefficients of terms of the form 
v(cb + i) 
in (3) are nonzero. Thus for an input string 
u = x(O) x(1) "-" x(l + cb + g -- 1) 
and some z o we express 
t I Prob{z(l + cb + g) : Zo [ s(O), u} : Prob v(i) = Vo i=0  
since v(t) is stationary and v o ~F  is determined from (3). Therefore for o ~ 
determined by G and z 0 we have that 
Prob(~-[  s(0), u) = H(Oc + A °, %). (4) 
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Since by Lemmal  there exists a c o such that H(Oc o+~,vo)>~ or 
H(Oc o+~cP,vo ) <.,1 for ~ #½ and 13] @ 1 (the case ]31 = 1 is trivial 
for then the LPA is deterministic), we conclude that he languages 
L(~, ~, >),  L(6~, ~/, <~), L(~, 7, =)  are either finite or have a finite comple- 
ment for ~ @ ½ and ~ defined with single initial state s(0) and ~ defined 
by G and z 0 ; therefore these languages are regular. 
Now suppose 7/-~ ½. We shall define a subset J of W(X) as follows: 
J will contain strings of length greater than or equal to l only and for any 
U 1 ~ U s E J~ 
u~ = xl(O)x~(1) ... xi(l + c~b + g -- 1) 
(5) 
us ---- x~(0)xs(1) "'" xs(l + csb + g -- 1) 
where c 1 and c s will be either both odd or both even. Furthermore 
ci--I c2--i 
xx(ib + j) = ~ x2(ib + j), O~j~b- -1  (6) 
i=o i=0 
and 
xt(c~b + i) = xs(csb + i), 0 ~ i ~ l + g - -1.  (7) 
Due to (5), (6), (7), the values of v0,0 and ~ are identical for both u 1 and us, 
and hence also for all u E J. Also, since c 1 and c s are both odd or even 
simultaneously it follows from Lemma 1 and (4) that 
Prob{z( /+ cib + g) = z o I s(o), /'/1} > 1 (=_12) (<½) 
if and only if 
Prob{z(/-]- csb + g) = z o Is(O), us} > ½ (=½) (<½) 
for any u 1 , u s ~ J, and u 1 is in any of the languages defined by ~ if and 
only if us is in the same language. Let 
w = x,(O) x~(1) ... x~(~b + ~,) ~ W(X)  
be any input string, with ~ and 7 unique natural numbers such that 
0 <~ 7 ~< b --  1. Then the string ulw is of length l + ~:lb + 13 and usw is 
of length l -t- ~:sb + 13 and it is easily verified that ~:1 and ~s are both odd or 
both even. Also UlW and usw satisfy relations of the form of (6) and (7) 
so that utw is in any of the languages defined by 6~ if and only if u.~w is in 
the same language. But recalling the definition of the equivalence relation E, 
we conclude that the set J is a subset of some equivalence class of the 
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equivalence r lation E defined with respect to any of L(6g, ½, >), L(0g, ½, <), 
or L(gg, ½, =). Thus each J is a proper subset of an equivalence lass with 
respect o each one of these languages; but each u ~ W(X)  of length greater 
than or equal to l belongs to some set J, so that W(X)  is the union of all 
such sets J and the set of aU input strings of length shorter than l. Therefore 
the number of equivalence classes of an equivalence relation E with respect 
to any of these languages cannot exceed the number of sets J plus the number 
of input strings of length shorter than L Taking into account he oddness 
or evenness of c, the number of input strings of length shorter than or equal 
to l + b -- 1 [for (7)] and the total number of input strings of length shorter 
than or equal to b [for (6)], we calculate an upper bound to the number of 
sets J as 
l+b--1 b 
2 Z (2~) '"  Z (20 ~'" 
i=0 i= l  
Also, since there are only finitely many input strings of length shorter than l, 
we conclude that L(gg, ½, >), L(gg, ½, <), L(6g, ½, =)  are regular since E 
defined with respect to any one of them is of finite index. 
As a direct consequence of (4) and Lemma 1 we have 
COROLLARY 1.1. Let mi~(u) be i-th column and j -th row entry of M(u) 
for any u E W(X)  for a rood-2 LPA of single randomness 6g and let ~ -~ ~k 
be a 2 '~-1 element subset of S designated by z o ~ F and G over F as in Theorem 1. 
Then 
where 
~. mi~(u ) = ½(1 :~ 3 w'k) (8) 
jeav-~ 
wik : Oikc + ¢£Pi~ is a natural number. 
We shall also need the following result which is a fundamental property 
of rood-2 LPA of single randomness. 
THEOREM 2. 
follows that 
For a mod-2 LPA of single randomness and any u ~ W(X)  it 
mt~(u ) = 1 + ~ ::k: 3 w'~ (9) 
k=l  
for positive integers wi~ ~ depending on u. 
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Proof. For any fixed j ~ S such that j is not the zero vector in the state- 
space S, and varying the matrix G over F, let Te range over all those subsets 
of S containing j and designated by G and z 0 . Clearly, for z 0 = 1, there 
are 2 ~-1 such sets o~ since there are 2 ~ vectors G and we must have j ~ 4 -  
There are 2 ~-1 - -  1 sets ~k for z 0 = 0 since in this case we do not allow G 
to be the zero vector. Thus there are 2 '~ - -  1 such sets ~ and correspondingly, 
2 ~ - -  1 equations of the form of (8); let C(m) be the matrix of coefficient 
for their r ight-hand side. Without loss of generality le t j  = 1. C(m) is defined 
inductively by: 
C(1) - -  (1, 0) 
C(m + 1) is obtained from C(m) using 
C(m + 1) = 
C(m) .I C(m) 
. . . . .  
O(m) I, ~ • 
1' 
i , 1,..., 1, 1 I O, 0,..., O, OJ 
Here C(m + 1) is described as a partitioned matrix whose bottom row 
consists of 2 ~ entries of 1 followed by 2 ~ entries of 0; the matrix C(m) is 
obtained by replacing all 0 entries in C(m) by l 's  and all 1 entries by O's. 
From this recursive description, it is clear that C(m) is 2 ~ - -  1 by 2% It  is 
also seen that each row of C(m) is an equation of the form of (8) with o~ k
containing state 1. Other observations we can make is that all columns of 
C(m), excepting the first, contain 2 m-1 - -  1 entries of 1 while the first contains 
2" - -  1 entries of 1. Therefore the sum of these equations, replacing j = 1 
by an arbitrary j ~ S, will be 
2 ~ - -  1 1 2~-1 
(2 ~ - -  1)m,,(u) + (2 *"-1 - -  1) ~ m,~(u) -- 2 + 2 ~ :tz 8 ~0''~ 
k¢ j  k=l 
kes 
and subtracting from the above equation the equation 
~_~ mgz:(u) = 1 
?c~ S 
we obtain (9). 
The previous theorem leads us immediately to 
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THEOREM 3. For a mod-2 LPA of single randomness and any u E W(X), 
Prob{~ I ~, u} = ~M(u)~ 
N 1 2m--1 
2m -7 -~ 2 S 2 2~ °~i awi~k 
• ~=i  iES 1co ~ 
where ~ consists of N states and ~ = (~1, % ,..-, ~2m). 
As a consequence of Theorem 3 and Corollary 1.1 we obtain 
COROLLARY 3.1. For a mod-2 LPA of single randomness there exist natural 
numbers N, m such that 
e~M(u)fl = ~ + p(u) -t- q(u) 
where p(u) is a function from W(X) into a finite set of real numbers in the 
interval [--1, 1], and q(u) is a function from W(X) into [--1, 1] so that if 
q(u) ~ O for all u, then l iml, f , ,  q(u) = O. 
We are now ready to prove the fundamental result of this section. 
THEOREM 4. For a mod-2 LPA of single randomness &g, the languages 
L(~, 7, >),  L(~, 7, <),  L(~, 7, =)  are regular for all cut-points 7. 
Proof. Let us first restrict our attention to the case 7 ---- (N/2~) • Consider 
the sets J defined in the proof of Theorem 1 ; from (8) and Theorems 2 and 3 
it follows that for any ul, u 2 e J for some such J the constants 0ij e and Lf/~.e 
are identical. Therefore o~M(ul) fi > (N/2 ~) (< (N/2~)), (=  (N/2~)), if and 
only if the same is true for ~M(u~)fi, and since for any z e W(X) it follows 
that uaz and u2z are in the same set J, we conclude that the number of equiv- 
alence classes of an equivalence relation E defined with respect to any of 
the languages defined by ~ is bounded by the number of sets J. Since the 
number of these sets J is finite the assertion is proved for 7 = (N/2m), 
using Nerode's Theorem. Let us now turn our attention to the case 
7 ~ (N/2~) • As a consequence of Corollary 3.1, there exists a least h o such 
that for all u E W(X) of length greater than h 0 
Iq(u)l <] -~-~ +p(u) - -V J  (10) 
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holds for each ~7. For each set J, define 
J '  = {u : u e j and the length of u is greater than h0} 
so that for us, u s e J '  it follows that aM(u lz  ) t3 > ~, (< ~), (=  7/) if and 
only if the same is true for u2z , for any z c W(X)  and any ~/, from (10) and 
the properties of J. Therefore each J '  is a subset of an equivalence class 
of an E defined with respect o any one ofL(6~, ~/, =),  L(6~, ~/, >),  L(~, ~7, <)  
for ~7 =/: (N/2~). Thus, the number of equivalence classes of E is bounded 
by the number of sets J '  plus the number of input strings u E W(X)  of 
length smaller than or equal to h 0 . But there are as many sets J '  as there are 
sets J. Therefore, again by appeal to Nerode's Theorem, the languages 
defined by 0{ with ~7 v a (AT/2'~) are regular. This completes the proof. 
3. THE EXISTENCE OF A MOD-3 LPA OF 
SINGLE RANDOMNESS DEFINING A NON-REGULAR LANGUAGE 
The result of the previous ection leads us to ask the question: does 
every LPA, or LPA of single randomness, define regular languages only ? 
We shall show that the answer to this question is negative and in the process 
it will be seen that rood-2 LPA differ in this fundamental aspect from other 
LPA. More specifically, it will be presently shown that there exists a rood-3 
LAP ~ of single randomness defining a nonregular language. The proof of 
this result is based upon 
LEMMA 2 [Turakainen (1968)]. Let ~ be a three state PA  over the single 
letter alphabet {x} with initial distribution ~. Furthermore let/~ = (/~a,/~2,/xa) 
be a stochastic vector such that t~M(x) =t~ [such a I~ exists since M(x)  is a 
stochastic matrix]. Calling si the state of ~ corresponding to the i-th row of M (x), 
and assuming that o~ = {si}, then L(N,  ~7, >)  is nonregular i f  and only i f  M(x)  
has an eigenvalue ~ such that arg a is irrational 2 in degrees and t • va c~. 
Now consider the three-state mod-3 LPA N defined by the equation 
s(t + 1) = s(t) + v(t) (10) 
where F = S = V = {0, 1, 2} and ~- = {0} while P(v(t) = O) = O, 
P(v(t) = 1) = ~ -}- g 3 '  e(v(t )  = 2) --  2 6 3" 
2 The angle ~ is irrational in degrees if there do not exist integers c, d, such that 
cp = 2~ c/d. 
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is over the single letter alphabet {0} and is started in the initial distribution 
c~ = (1, 0, 0). The transition matrix is obtained from (10) and P( ')  as 
0 
M(O) = 
2+6 2 6 
o ~+~ 
o 
2 6 .A 
where the first row and column of M(0) correspond the state 0 and the second 
row and column correspond to state 1. The eigenvalues of M(0) are a 1 ~ 1, 
a s =-  ½ + i~ ~/7, a 3 - - - - -  ½-  i~ ~/7. To show that arg O" 1 and arg a 3 
are irrational in degrees we use 
LEMMA 3 [Olmsted (1945)]. I f  9 is rational in degrees, the only rational 
values of cos 9 are O, ~1, ~½. 
Since [a2] = [aa[ = ~ ~, we observe that 
cosarga  S ~ cosarga 8 ~ - -3 .  
Therefore arg a~ and arg a 8 are irrational in degrees. Furthermore 
~--(½,' 
Thus the language L(~, ~,1 ~)  is nonregular and we have proved 
TIJEOI~M 5. There exists a rood-3 LP.4 of single randomness which defines 
a nonregular language. 
We note that ~ may be realized using the procedure introduced by Nieh 
and Carlyle (1968) with a single binomial process o that any doubt that the 
greater power of ~ over a mod-2 LPA of single randomness i caused by 
the fact that it is driven by a trinomial process is dispelled. Although we 
do not have examples of mod-p LPA of single randomness defining nonregular 
languages forp > 3 a prime, it seems reasonable to conjecture that they exist. 
4. THE CRITICAL CUT-POINTS OF MOD-2 LPA 
A cut-point for which a PA defines a nonregular l nguage is said to be 
critical It is well-known that E. F. Moore's example cited byRabin (1963) 
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we mentioned in the first section of this note defines a nonregular language 
for infinitely many cut-points. 
This section is devoted to showing that this is not the case for mod-2 LPA 
of arbitrary randomness. In particular it will be shown that rood-2 LPA 
have a finite number of critical cut-points, if any. Of course, this statement 
is trivial for mod-2 LPA of single randomness which we have shown to have 
no critical cut-points. This result is formalized and proved as 
THEOREM 6. For a mod-2 LPA C[ of arbitrary randomness r ~ 1, the 
languages L(CI, 7 >), L(C[, 7, ----), L(C[, ~1, <) are regular except for a finite 
number of cut-points. 
Proof. For the sake of simplicity let ~f  ( l - I f)  denote the arithmetic 
sum (product) of a finite number of terms of the form f (these could be 
f l ,  f2 ,..., fe). We may rewrite (2) as 
0--2 e--1 l+g--1 
s(t)~- s(OlA z+g + ~ 2 v(ib + j lK~+ ~ v(cb + i lM,+ T(u) (111 
j=0 i=0 i=0 
Here W(u) ~ S is a vector depending solely on u ~ W(x), while K o ~-- EA z+~-t, 
K1 = EA~+g-2,..., Kb-1 -~ EA ~+g [see (3)] and Mi = EA ~+g-l-i for 0 ~ i 
l + g --  1. Letting Pi(vi(t) = 0) ~-- ½(1 -b 3i), we have that 
1 (1 4-81)""(1 4-8~) P(v(t) = %) = -27- 
and from Lemma 1 
P v( i )=v =~7-(1  4- "'(1 :k • (12) 
From (11), we may immediately write 
I b--i e--i 
mi,(u) = Prob ] ~ ~ v(ib + j)K, + 
(7-o l--o 
Z+g--I 1 2 v (cb+i - -1 )Mi=s  o 
i=O 
where s o ~ S depends on u. Since Prob{v(t)T = sl}-~ E P(v( t )= Vo) for 
some appropriate matrix T and vectors 1 , v 0 , and since 
643/I6]5-7 
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we conclude that 
[I 
1 (1 ± ~+1) ... (1 + 8~+1)] -U 
1 (1 ± ~0"-(1 ± a~)]. (13) 
Therefore m~s(u ) is a polynomial 
rewritten as 
m,j(u) = 
in each of 81,32,..., 3r and it may be 
yi~(u) ± air(u) 
where y~j(u) contains those terms in mtj(u ) which do not have c in their 
exponent while air(u) contains those terms in mij(u) that have c in their 
exponent. Thus air(u) takes only a finite number Of values for all u ~ W(X)  
since it depends on g and b only, and air(u) tends to zero as the length of u 
tends to infinity. Consequently 
where 
and 
o~M(u)[3 = y(u) + a(u) (14) 
2 m 
y(u) = Z Z aiY,J(u) 
2 m 
a(u) ~- Z E oqa,j(u). 
Thus for any ~/# y(u) for all u ~ W(X), there exists a least h o such that 
I a(u) [ <ly(u) -n l  (15) 
for all u ~ W(X)  such that [ u ] > ho. Now define the set L as follows. 
Let ul, u 2 ~ W(X)  be elements of L; then u 1 and u2 satisfy (6) and (7) [it is 
clear that any u ~ W(X)  may be written in the form of (5)]; furthermore 
for any u ~L, [ u I > h0 • Clearly there are only finitely many sets L; in fact, 
there are only half as many as there are sets J (whose number was calculated 
in the proof of Theorem 1). But for ul ,  u 2 eL  it follows that W(ua) = ~(u2); 
this is obtained from the definition of L and (3) and (11). Therefore the 
expressions for mij(ul) and mij(un) obtained from (13) differ only in c = q 
for the former and c = c~ for the latter. By y(u) in (14) is independent of c, 
so that y(ul)=y(u2).  Therefore for any ul ,  u 2~L, u 1 is in any of the 
languages defined by ~ if and only if u~ is in the same language. But we note 
that for any w ~ W(X),  ulw and u~w are also in a same set L since they satisfy 
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(6) and (7), and since they also satisfy (15) we conclude that each L is a 
subset of an equivalence class of the right-invariant equivalence relation E 
with respect to any of L(~,  7, >) ,  L (~,  7, <) ,  or L(6~, 7, =) .  Therefore 
these languages are regular, for perforce such an equivalence relation is of 
finite index since there are finitely many sets L and finitely many u ~ W(X)  
with ] u I ~ h0. But since y(u) may take only finitely many values for all 
u ~ W(X),  and also because the languages ~ defines may be nonregular 
only if 7 /= y(u) we conclude that the number of critical cut-points of 
is finite. 
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