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The Dirichlet problem for the complex Hessian operator in
the class Nm(H)
Ayoub El Gasmi
Abstract. We prove that, in a m-hyperconvex domain in Cn, if a non-negative Borel measure is dominated
by a complex Hessian measure, then it is a complex Hessian measure of a function in the class Nm(H).
This is an extension of P. A˚hg, U. Cegrell, R. Czyz˙ and P.H. Hiep’s result in [ACCH].
Introduction
The subsolution theorem due to Kolodziej [Ko2] says that if the Dirichlet problem (1) with nonnegative
Borel measure dµ in a strictly pseudoconvex domain Ω ⊂ Cn and continuous boundary data ϕ ∈ C(∂Ω):
u ∈ PSH(Ω) ∩ L∞(Ω),
(ddcu)n = dµ,
u = ϕ on ∂Ω,
(1)
has subsolution, then (1) is solvable. Nguc Cuong Nguyen showed in [Ngo] that the subsolution theorem
for the complex Hessian equation is still true, he proved that the existence of a subsolution is a necessary
and sufficient condition for the existence of a bounded solution to the Dirichlet problem for the complex
Hessian equation. In the other hand, A˚hg, Cegrell, Czyz and Hiep obtained in [ACCH] a generalization
of Kolodziej’s subsolution theorem. More precisely, they proved that if a non-negative Borel measure is
dominated by a complex Monge-Ampe`re measure, then it is a complex Monge-Ampe`re measure.
Throughout this paper it is always assumed that Ω is a bounded m-hyperconvex domain (see the next
section for the definition of m-hyperconvex domain). The purpose of this paper is to rewrite the work of
[ACCH] in the case of the complex Hessian equation. With notations introduced in the next section, our
main result is the following theorem.
Main Theorem. Assume that µ is a non-negative measure. If there exists a function ω ∈ Em with
µ ≤ Hm(ω), then for every function H ∈ Em ∩MSHm(Ω), there exists a function u ∈ Em, ω +H ≤ u ≤ H
such that Hm(u) = µ. In particular, if ω ∈ Nm, then u ∈ Nm(H).
Recently, in [HP], Vu Viet Hung and Nguyen Van Phu proved this result in the particular case when
µ(Ω) < +∞ and H = 0.
This paper is organized as follows. In Section 1 we recall some basic properties of m-subharmonic
functions, the complex Hessian operator and Cegrell classes, and we introduce the class Nm(H). The
main sources are [Chi2], [Blo1]. For the proofs we refer the reader to these references modulo some simple
modifications. In section 2, we give the comparison principle for the class Nm(H). In section 3 we study
the Dirichlet Problem for the complex Hessian operator with continuous bondary data. The last section is
devoted to the proof of the main Theorem.
1
1 Preliminaries
1.1 m-subharmonic functions
In this section, we give some basic properties of admissible functions for the complex Hessian equation.
Such functions are called m-subharmonic (m-sh), they are subharmonic and non-smooth in general. Let
1 ≤ m ≤ n. Put
Sm(λ) =
∑
1≤j1<···<jm≤n
λj1 . . . λjm ,
called the symetric function of Rn of degree m, which can be determined by
(λ1 + t) · · · (λn + t) =
n∑
m=0
Sm(λ)t
n−m, with t ∈ R.
We denote Γm the closure of the connected component of {λ ∈ Rn : Sm(λ) > 0} containing (1, · · · , 1). Let
t ≥ 0, we have
Γm = {λ ∈ R
n : Sm(λ1 + t, · · · λn + t) ≥ 0} = {λ ∈ R
n :
m∑
p=0
Sm(λ)t
n−m ≥ 0} =
m⋂
p=0
{Sp ≥ 0},
Note that, Γn ⊂ Γn−1 ⊂ · · · ⊂ Γ1, and by the results in [Ga], Γm is convex in Rn and (Sm)
1
m is concave in
Γm, and by the Maclaurin inequality(
n
m
)−1
m
(Sm)
1
m ≤
(
n
p
)−1
p
(Sp)
1
p , ∀ 1 ≤ p ≤ m ≤ n.
Let H be the real vector space of complex hermitian matrix n×n, For any A ∈ H, let λ(A) = (λ1, · · · , λn) ∈
Rn be the vector of the eigenvalues of A. We set
S˜m(A) = Sm(λ(A)),
and define the cone
Γ˜m := {A ∈ H : λ(A) ∈ Γm} = {A ∈ H : S˜k(A) ≥ 0,∀ 1 ≤ k ≤ m}.
Let α be a (1, 1)-form such that
α =
i
2
∑
j,k
ajk¯dzj ∧ dz¯k,
where A = (ajk¯) is a complex hermitian matrix. After diagonalizing the matrix A we see that
αm ∧ βn−m =
m!(n−m)!
n!
S˜m(α)β
n
where β = ddc|z|2 is the standard Ka¨hler form in Cn, The last equality allows us to define
Γ˘m := {α ∈ C1,1 : α ∧ β
n−1 ≥ 0, α2 ∧ βn−2 ≥ 0, · · · , αm ∧ βn−m ≥ 0},
where C(1,1) is the space of real (1, 1)-forms with constant coefficients in C
n. Note that a (1, 1)-form
belonging to Γ˘m is called m-positive and if T is a current of bidegree (n− k, n − k), with k ≤ m. Then T
is called m-positive if for all m-positive (1, 1)-forms α1, ..., αk we have
α1 ∧ α2 ∧ . . . ∧ αk ∧ T ≥ 0.
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Let M : C(1,1) −→ R be the polarized form of S˜m (i.e M is is linear in every variable, symmetric and
M(α, · · · , α) = S˜m(α), for any α ∈ C(1,1)). by the Garding inequality (see [Ga]) we have
M(α1, · · · , αm) ≥ S˜m(α1)
1/m, . . . , S˜m(αm)
1/m, α1, . . . , αm ∈ Γ˘m.
Proposition 1.1. If α1, . . . , αp ∈ Γ˘m, 1 ≤ p ≤ m, then α1 ∧ α2 ∧ . . . ∧ αp ∧ β
n−m ≥ 0.
Definition 1.2. Let Ω be a bounded domain in Cn. Then Ω is called m-hyperconvex if there exists a
continuous m-sh function ϕ : Ω→ R− such that {ϕ < c} ⋐ Ω, for every c < 0.
In connection with the results above, we give the definition of a m-sh function due to Blocki (see [Blo1]).
Definition 1.3. Let u : Ω −→ R ∪ {−∞} be a subharmonic function in Ω.
(i) If u ∈ C2(Ω), then u is m-sh if the form ddcu belongs pointwise to Γ˘m .
(ii) For non-smooth case, u is called m-sh if the inequality
ddcu ∧ α1 . . . ∧ αm−1 ∧ β
n−m ≥ 0, α1, ..., αm−1 ∈ Γ˘m,
holds in the weak sense of currents in Ω.
We denote by SHm(Ω) the set of all m-sh functions in Ω. Blocki observed that up to a point pluripo-
tential theory can be adapted to m-sh functions. We recall some properties of m-subharmonic functions.
Proposition 1.4. ([Blo1]).
1). PSH = SHn ⊂ SHn−1 ⊂ . . . ⊂ SH1 ⊂ SH.
2). If u, v ∈ SHm(Ω) then λu+ νv ∈ SHm(Ω), ∀λ, µ ≥ 0.
3). Let [uj ]j∈N ⊂ be a decreasing sequence of m-subharmonic functions in Ω that converges to a function
u, then u ∈ SHm(Ω).
4). If u ∈ SHm(Ω) and f is a convex increasing function, then f ◦ u ∈ SHm(Ω).
5). If u ∈ SHm(Ω), then the standard regularization u ∗ ρǫ ∈ SHm(Ωǫ), where Ωǫ := {z ∈ Ω | dis(z, ∂Ω >
ǫ)}, for 0 < ǫ≪ 1.
6). If [uj ] ⊂ SHm(Ω) ∩ L
∞
loc, then (supuj)
∗ ∈ SHm(Ω), where θ
∗ denotes the upper semicontinuous regu-
larisation of θ.
For locally bounded m-sh functions, we can inductively define a closed nonnegative current (following
Bedford and Taylor for plurisubharmonic functions).
ddcu1 ∧ . . . ∧ dd
cuk ∧ β
n−m := ddc(u1dd
cu2 ∧ . . . ∧ dd
cuk ∧ β
n−m),
where u1, . . . , uk ∈ SHm(Ω) ∩ L
∞
loc(Ω). In particular, we define the nonnegative Hessian measure for a
function u ∈ SHm(Ω) ∩ L
∞
loc(Ω),
Hm(u) = (dd
cu)m ∧ βn−m.
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1.2 Cegrell’s classes and Approximation of m-sh functions
The following classes of m-sh functions were introduced by Chinh in [Chi1] and [Chi2].
Definition 1.5. • We denote E0m the class of bounded functions that is belong to SH
−
m(Ω) such that
lim
z→ξ
u(z) = 0, ∀ξ ∈ ∂Ω and
∫
Ω
Hm(u) < +∞.
• Let u ∈ SH−m(Ω), we say that u belongs to Em(Ω) (shortly Em) if for each z0 ∈ Ω, there exist an
open neighborhood U ⊂ Ω of z0 and a decreasing sequence [uj ] ⊂ E
0
m such that uj ↓ u on U and
sup
j
∫
Ω
Hm(uj) < +∞.
• We denote by Fm(Ω) (or Fm) the class of functions u ∈ SH
−
m(Ω) such that there exists a sequence
(uj) ⊂ E
0
m decreasing to u in Ω and sup
j
∫
Ω
Hm(uj) < +∞.
• For every p ≥ 1, Epm denote the class of functions ψ ∈ SH
−
m(Ω) such that there exists a decreasing
sequence [ψj ] ⊂ E
0
m such that lim
j→+∞
ψj(z) = ψ(z), and supj
∫
Ω
(−ψj)
pHm(ψj) < +∞.
If moreover sup
j
∫
Ω
Hm(ψj) < +∞ then, by definition, ψ ∈ F
p
m.
Proposition 1.6. Suppose u1, ..., um ∈ Fm and h ∈ SH
−
m(Ω), if u
j
1, ..., u
j
m is a sequence of functions in
E0m decreasing to u1, ..., um respectively, as j → +∞ and
∫
hddcu1 ∧ ... ∧ ddcun < +∞, then we have the
following
lim
j→+∞
∫
hddcgj1 ∧ ... ∧ dd
cgjm ∧ β
n−m =
∫
hddcu1 ∧ ... ∧ dd
cum ∧ β
n−m. (2)
hddcgj1 ∧ ... ∧ dd
cgjm ∧ β
n−m converges weakly to hddcu1 ∧ ... ∧ dd
cum ∧ β
n−m. (3)
Proof. It follows from [Chi2, Theorem 3.11] that
ddcgj1 ∧ ... ∧ dd
cgjm ∧ β
n−m converges weakly to hddcu1 ∧ ... ∧ dd
cum ∧ β
n−m.
Furtheremore, since Ω is open then∫
ddcu1 ∧ ... ∧ dd
cum ∧ β
n−m ≤ lim inf
j→+∞
∫
ddcgj1 ∧ ... ∧ dd
cgjm ∧ β
n−m < +∞.
If we suppose first that h ∈ E0m, then by [Chi2, Theorem 3.13] we have lim
j→+∞
∫
hddcgj1∧ ...∧dd
cgjm∧β
n−m =∫
hddcu1 ∧ ... ∧ dd
cum ∧ β
n−m. Suppose now that h ∈ SH−m(Ω), then it follows from [Chi2, Theorem 3.1]
that for each j, we can choose hj ∈ E
0
m ∩ C(Ω) decreasing to h. So, to finish the proof of (2) it suffices to
follow the argument in [Chi2, Proposition 5.1]. For (3), take ξ ∈ C∞0 (Ω), then hξ is upper semicontinuous.
Thus,
lim inf
j→+∞
∫
Ω
(−h)ξddcg1j ∧ ... ∧ dd
cgmj ∧ β
n−m ≥
∫
Ω
(−h)ξddcu1 ∧ ... ∧ ddcum ∧ βn−m.
Let ν be the weak limit of hddcg1j ∧ ... ∧ dd
cgmj ∧ β
n−m, then ν ≥ −hddcu1 ∧ ... ∧ ddcum ∧ βn−m, On the
other hand,∫
Ω
dν ≤ lim
j→+∞
∫
Ω
−hddcg1j ∧ ... ∧ dd
cgmj ∧ β
n−m =
∫
Ω
−hddcu1 ∧ ... ∧ ddcum ∧ βn−m.
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Therefore ν = −hddcu1 ∧ ... ∧ ddcum ∧ βn−m.
Theorem 1.7. [HP, Proposition 3.3]. If u1, ..., um ∈ Fm and h ∈ SHm(Ω)−m. Then∫
−hddcu1 ∧ ... ∧ dd
cum ∧ β
n−m ≤
m∏
k=1
(∫
−hHm(uk)
)1/m
.
Corollary 1.8. Let u1, ..., um ∈ Fm. Then∫
ddcu1 ∧ ... ∧ dd
cum ∧ β
n−m ≤
m∏
k=1
(∫
Hm(uk)
)1/m
.
Lemma 1.9. (1) Let u, uk, v ∈ Em, k = 1, ...,m−1, with u ≥ v on Ω and set T = dd
cu1∧...dd
cum−1∧β
n−m.
Then
χ{u=−∞}dd
cu ∧ T ≤ χ{v=−∞}dd
cv ∧ T.
In particular, if u, v ∈ Em are such that u ≥ v, then we have that∫
A
Hm(u) ≤
∫
A
Hm(u), for every m-polar set A ⊂ Ω.
(2) Let µ be a positive measure which vanishes on all m-polar subsets of Ω. Suppose that u, v ∈ E0m such
that Hm(u) ≥ µ and Hm(v) ≥ µ. Then Hm(max(u, v)) ≥ µ.
(3) Suppose u1, u2, ..., um ∈ Em. Then for every m-polar A ⊂ Ω we have∫
A
ddcu1 ∧ ... ∧ dd
cum ∧ β
n−m ≤
(∫
A
Hm(u1)
)1/m
...
(∫
A
Hm(um)
)1/m
.
Proof. For the first inequality in (1), (2) and (3) See [HP, Proposition 5.2 & Lemma 5.6 ]. For the second
inequality in (1), it follows from the first one in (1) that we have∫
A
Hm(u) =
∫
A∩{u=−∞}
Hm(u) =
∫
A
χ{u=−∞}Hm(u) ≤
∫
A
χ{v=−∞}Hm(v) =
∫
A
Hm(v).
Lemma 1.10. Assume that v ∈ E0m and ω ∈ Em such that Hm(v) = Hm(ω). Then v ≥ ω.
Proof. Let u = max(v, ω), since u ∈ E0m and
Hm(u) = Hm(max(v, ω)) ≥ χ{v<ω}Hm(ω) + χ{v≥ω}Hm(v) ≥ χ{v<ω}Hm(v) + χ{v≥ω}Hm(v) ≥ Hm(v).
Then u ≤ v, so u = v, Hence v ≥ ω.
Definition 1.11. Let Ω be an open set in Cn, a function u ∈ SHm(Ω) is called m-maximal if v ∈ SHm(Ω),
v ≤ u outside a compact subset of Ω implies that v ≤ u in Ω
In [Blo1], Blocki proved that am-maximal functions u in Em are precisely the functions with Hm(u) = 0.
Now we come to Characterize the class of m-sh function with the boundary values. Let [Ωj ] be the
fundamental increasing sequence of strictly m-pseudoconvex subsets of Ω (that means that for each j
there exists a smooth strictly m-subharmonic function ρ on some open neighborhood Ω′ of Ωj such that
Ωj := {z ∈ Ω
′/ρ(z) < 0}) with Ωj ⋐ Ωj+1 and
∞⋃
j=1
Ωj = Ω.
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Definition 1.12. Let u ∈ SH−m(Ω) and let [Ωj ] be a fondamental sequence. Let u
j be the function
uj = sup
{
φ ∈ SHm(Ω) : φ|Ω\Ωj
≤ u
}
∈ SHm(Ω),
and define u˜ := ( lim
j→+∞
uj)∗, called the smallest m-maximal m-sh majorant of u.
Definition 1.12 implies that u ≤ uj ≤ uj+1, therefore lim
j→+∞
uj exists quasi-everywhere on Ω (i.e exept in
an m-polar set), hence, u˜ ∈ SHm(Ω). Moreover, if u ∈ Em then by [[Chi1], Theorem 1.7.5.] u˜ ∈ Em and by
[Blo1] it is m-maximal on Ω. Let u, v ∈ Em and α ∈ R, α ≥ 0, then we have that u˜+ v ≥ u˜+ v˜, α˜u = αu˜,
and if moreover u ≤ v then u˜ ≤ v˜. It follows from [Blo1] that Em ∩MSHm(Ω) = {u ∈ Em : u˜ = u}, where
MSHm(Ω) is the family of m-maximal functions in SHm(Ω).
Set Nm := {u ∈ Em : u˜ = 0}. Then we have that Nm is a convex cone and that it is precisely the set of
functions in Em with smallest m-maximal m-sh majorant identically zero. Note also that
E0m ⊂ Fm ⊂ Nm ⊂ Em.
Definition 1.13. Let Km ∈ {E
0
m,Fm,F
p
m,Nm} and H ∈ Em. We say that a m-sh function u defined on Ω
belongs to Km(Ω,H) (shortly Km(H)) if there exists ϕ ∈ Km such that H ≥ u ≥ ϕ+H.
Note that if H = 0, then Km(H) = Km. Let H ∈ Em, we define
N am := {u ∈ Nm : Hm(u)(P ) = 0, ∀P m-polar set},
and N am(H) := {u ∈ Em / ∃ϕ ∈ N
a
m such that H ≥ u ≥ ϕ+H} .
The following approximation proposition is a consequence of [Chi2, Theorem 3.1].
Proposition 1.14. Assume that H ∈ Em and u ∈ SHm(Ω) such that u ≤ H. Then there exists a decreasing
sequence [uj ] ⊂ E
0
m(H) that converges pointwise to u on Ω, as j → +∞. Moreover, if H ∈ SHm(Ω)∩C(Ω),
then [uj ] can be chosen such that uj ∈ E
0
m(H) ∩ C(Ω).
Proof. Let u ∈ SHm(Ω) and H ∈ Em, by [Chi2, Theorem 3.1], there exists a decreasing sequence [ψj ] ⊂
E0m ∩ C(Ω) that converges pointwise to u as j → +∞. Put vj = max(u, ψj + H), so vj ∈ E
0
m(H) and
decreases pointwise to u as j tends to +∞, so the first statement is completed.
Now let H ∈ SHm(Ω) ∩C(Ω) and ϕ ∈ E
0
m ∩C(Ω). We choose the fondamental sequence [Ωj] of Ω such
that for each j ∈ N we have ϕ ≥ − 1
2j2
on Ω \ Ωj. Let [vj] ⊂ SHm(Ωj) ∩ C
∞(Ω), be a decreasing sequence
that converges pointwise to u as j tends to +∞ and vj ≤ H +
1
2j on Ωj+1. Set
u
′
j =
{
max{vj −
1
j , jϕ +H} on Ωj,
jϕ +H on Ω \ Ωj.
Then [u
′
j ] ⊂ E
0
m(H) ∩ C(Ω) and converges pointwise to u as j tends to +∞. Set uj = sup
j≤k
u
′
k. [u
′
j ] satisfies:
u
′
j +
1
j
≥ (vj+1 −
1
j + 1
) +
1
j + 1
and u
′
j +
1
j
≥ (j + 1)ϕ+H +
1
j + 1
.
Hence u
′
j +
1
j
≥ max
{
vj+1 −
1
j + 1
, (j + 1)ϕ+H
}
= u
′
j+1 +
1
j + 1
.
Then, for each j ∈ N fixed, ωm :=
[
max(u
′
j , u
′
j+1, · · · , u
′
m−1, u
′
m +
1
m )
]∞
m=j
decreases on Ω to uj , asm→ +∞
and since ωm ∈ SHm(Ω), then uj ∈ SHm(Ω). Hence uj is upper semicontinuous, on the other hand, since
u
′
k ∈ C(Ω), then u
′
k is an lower semicontinuous, so is uj = sup
j≤k
u
′
k, this implies that uj is continuous on Ω.
Moreover, [uj ] is decreasing and converges pointwise to u as j → +∞. And the proof is completed.
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1.3 Convergence in m-capacity
Let E ⊂ Ω be a Borel subset. The Cm-capacity the C˜m-capacity of E with respect to Ω are defined by
Cm(E) = Cm(E,Ω) = sup
{∫
E
Hm(θ) , θ ∈ SHm(Ω),−1 ≤ θ ≤ 0
}
.
C˜m(E) = C˜m(E,Ω) = sup
{∫
E
Hm−1(θ) , θ ∈ SHm(Ω),−1 ≤ θ ≤ 0
}
.
Let [us] ⊂ N be real-valued borel measurable function defined on Ω, [us] is said to converges to u in
C˜m-capacity, as s→ +∞ if for every compact subset K of Ω and every ε ≥ 0 it holds that
lim
s→+∞
C˜m({z ∈ K : |us(z)− u(z)| > ε}) = 0.
Theorem 1.15. [HP, Theorem 3.10]. Let us, vs, w ∈ Em be such that us, vs ≥ w for all s ≥ 1. Assume that
|us − vs| → 0 in C˜m-capacity. Then the sequence of measures Hm(us)−Hm(vs)→ 0, weakly, as s→ +∞.
Corollary 1.16. Let u0 ∈ Em and [us] ⊂ Em be such that u0 ≤ us for all s ∈ N. If us converes to a
m-subharmonic function u in C˜m-capacity, then the sequence of measures Hm(us) → Hm(u) weakly, as
s→ +∞.
2 The Comparison Principle in Nm(H)
2.1 Xing-Type Comparison Principle for Em
In this section we give the comparison principle for functions in Nm(H). We shall firstly prove Xing-Type
inequaliry for Em following ideas from [N-Ph].
Proposition 2.1. (a) Let u, v ∈ Fm be such that u ≤ v on Ω. Then for 1 ≤ k ≤ m and all r ≥ 1,
1
k!
∫
Ω
(v − u)kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
Ω
ω˜1(dd
cv)k ∧ ddcωk+1 ∧ ... ∧ dd
cωm ∧ β
n−m
≤
∫
Ω
ω˜1(dd
cu)k ∧ ddcωk+1 ∧ ... ∧ dd
cωm ∧ β
n−m.
Where ωj ∈ SHm(Ω), 0 ≤ ωj ≤ 1, j = 1, · · · , k, ωk+1, · · · , ωm ∈ Fm, and ω˜1 = r − ω1.
(b) Let u, v ∈ Em such that u ≤ v on Ω and u = v on Ω\K for some K ⋐ Ω. Then for 1 ≤ k ≤ m and
all r ≥ 1,
1
k!
∫
Ω
(v − u)kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
Ω
ω˜1(dd
cv)k ∧ ddcωk+1 ∧ ... ∧ dd
cωm ∧ β
n−m
≤
∫
Ω
ω˜1(dd
cu)k ∧ ddcωk+1 ∧ ... ∧ dd
cωm ∧ β
n−m.
Where ωj ∈ SHm(Ω), 0 ≤ ωj ≤ 1, j = 1, · · · , k, ωk+1, · · · , ωm ∈ Em and ω˜1 = r − ω1.
For the proof we need the following lemmas.
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Lemma 2.2. Assume that u, v ∈ SHm(Ω)∩L
∞(Ω) such that u ≤ v on Ω and lim
z→∂Ω
[u(z)− v(z)] = 0, then
∫
Ω
(v − u)kddcω ∧ T ≤ k
∫
Ω
(1− ω)(v − u)k−1ddcu ∧ T.
for all ω ∈ SHm(Ω), 0 ≤ ω ≤ 1 and all closed m-positive current T.
Proof. see [Nh-P, Lemma 3.2]
Lemma 2.3. Assume that u, v ∈ SHm(Ω)∩L
∞(Ω) such that u ≤ v on Ω and lim
z→∂Ω
[u(z)− v(z)] = 0, then
for 1 ≤ k ≤ m, and all r ≥ 1,
1
k!
∫
Ω
(v − u)kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
Ω
ω˜1(dd
cv)k ∧ ddcωk+1 ∧ ... ∧ dd
cωm ∧ β
n−m
≤
∫
Ω
ω˜1(dd
cu)k ∧ ddcωk+1 ∧ ... ∧ dd
cωm ∧ β
n−m.
Where ωj ∈ SHm(Ω), 0 ≤ ωj ≤ 1, j = 1, · · · , k, ωk+1, · · · , ωm ∈ Em and ω˜1 = r − ω1.
Proof. Suppose first that u, v ∈ SHm(Ω) ∩ L
∞(Ω), u ≤ v on Ω, and u = v on Ω\K with K ⋐ Ω. For
simplicity we put T = ddcωk+1 ∧ ... ∧ dd
cωm ∧ β
n−m, then by lemma 2.2 we have∫
Ω
(v − u)kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m ≤ k
∫
Ω
(1− ωk)(v − u)
k−1ddcu ∧ ddcω1 ∧ ... ∧ dd
cωk−1 ∧ T
≤ k
∫
Ω
(v − u)k−1ddcu ∧ ddcω1 ∧ ... ∧ dd
cωk−1 ∧ T
≤ k(k − 1)
∫
Ω
(v − u)k−2(ddcu)2 ∧ ddcu ∧ ddcω1 ∧ ... ∧ dd
cωk−2 ∧ T
...
≤ k!
∫
Ω
(v − u)(ddcu)k−1 ∧ ddcω1 ∧ T
≤ k!
∫
Ω
(v − u)
[
k−1∑
l=0
(ddcu)l ∧ (ddcv)k−1−l
]
∧ ddcω1 ∧ T
= k!
∫
Ω
ω˜1dd
c(u− v) ∧
[
k−1∑
l=0
(ddcu)l ∧ (ddcv)k−1−l
]
∧ T
= k!
∫
Ω
ω˜1(dd
cu)k ∧ T − k!
∫
Ω
ω˜1(dd
cv)k ∧ T.
In the general case, for each ε > 0, we put vε := max{u, v − ε}. Then, vε ↑ v as ε tends to 0,
vε ≥ u on Ω, and vε = u on Ω\K, where K ⋐ Ω, then, in one hand we have
1
k!
∫
Ω
(vε − u)
kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
Ω
ω˜1(dd
cvε)
k ∧ T ≤
∫
Ω
ω˜1(dd
cu)k ∧ T.
On the other hand 0 ≤ vε − u ր v − u and by [[Chi1], Theorem 1.3.10], (dd
cvε)
k ∧ T converges weakly to
(ddcv)k ∧ T as ε ↓ 0. since ω˜1 is lower semicontinous, then by letting ε tends to 0 we obtain the desired
inequality.
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Proof of proposition 2.1.
(a) Let [uj ], [vj ] ⊂ E
0
m such that uj ց u and vj ց v, as in the definition of Fm. Replacing vj by
max{uj , vj} and using Lemma 2.3 we have for all 1 ≤ j ≤ s.
1
k!
∫
Ω
(vj − us)
kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
Ω
ω˜1(dd
cvj)
k ∧ T ≤
∫
Ω
ω˜1(dd
cus)
k ∧ T.
where T = ddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m. Let s −→ +∞ in the above inequality, then by Proposition
1.6 we get
1
k!
∫
Ω
(vj − u)
kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
Ω
ω˜1(dd
cvj)
k ∧ T ≤
∫
Ω
ω˜1(dd
cu)k ∧ T,
for all j ≥ 1, Finally by letting j tends to +∞, and again by Proposition 1.6 we obtain the result.
(b) Let G,W be open sets such that K ⋐ G ⋐ W ⋐ Ω, by [[Chi1], Remark 1.7.6] we can find v˜ ∈ Fm
with v˜ ≥ v and v˜ = v on W . Set
u˜ =
{
u sur G,
v˜ sur Ω\G.
Since v˜ = u = v on W\K, then u˜ ∈ SH−m(Ω). Furthermore u˜ ∈ Fm, u˜ ≤ v˜ and u˜ = u on W. Hence
by a), we have
1
k!
∫
W
(v˜ − u˜)kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
Ω
ω˜1(dd
cv˜)k ∧ T ≤
∫
Ω
ω˜1(dd
cu˜)k ∧ T.
However, since u˜ = v˜ sur Ω \G ⊃ Ω \W, we get
1
k!
∫
W
(v˜ − u˜)kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
W
ω˜1(dd
cv˜)k ∧ T ≤
∫
W
ω˜1(dd
cu˜)k ∧ T.
On the other hand, since u˜ = u, v˜ = v on W and u = v on Ω\K ⊃ Ω \W, we obtain
1
k!
∫
Ω
(v − u)kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
Ω
ω˜1(dd
cv)k ∧ T ≤
∫
Ω
ω˜1(dd
cu)k ∧ T.
For similar result we can see [Dh-Elkh].
Theorem 2.4. Let u, v ∈ Em and 1 ≤ k ≤ m are such that lim inf
z→∂Ω
[u(z)− v(z)] ≥ 0. Then we have
1
k!
∫
{u<v}
(v − u)kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
{u<v}
ω˜1(dd
cv)k ∧ ddcωk+1 ∧ ... ∧ dd
cωm ∧ β
n−m
≤
∫
{u<v}∪{u=v=−∞}
ω˜1(dd
cu)k ∧ ddcωk+1 ∧ ... ∧ dd
cωm ∧ β
n−m,
for all ωj ∈ SHm(Ω), 0 ≤ ωj ≤ 1, j = 1, · · · , k, ωk+1, · · · , ωm ∈ Em and all r ≥ 1 such that ω˜1 = r − ω1.
Proof. For each ε > 0 we put v˜ = max(u, v − ε). By applying b) in Proposition 2.1 for u and v˜, we obtain
1
k!
∫
Ω
(v˜ − u)kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
Ω
ω˜1(dd
cv˜)k ∧ T ≤
∫
Ω
ω˜1(dd
cu)k ∧ T.
Where T= ddcωk+1 ∧ ... ∧ dd
cωm ∧ β
n−m. Since {u < v˜} = {u < v − ε}, by lemma ??, we have
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1
k!
∫
{u<v˜}
(v˜ − u)kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
{u<v˜}
ω˜1(dd
cv˜)k ∧ T
≤ 1k!
∫
{u<v−ε}
(v˜ − u)kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
{u≤v−ε}
ω˜1(dd
cv˜)k ∧ T
≤ 1k!
∫
Ω
(v˜ − u)kddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
Ω
ω˜1(dd
cv˜)k ∧ T −
∫
{u>v−ε}
ω˜1(dd
cv˜)k ∧ T
≤
∫
Ω
ω˜1(dd
cu)k ∧ T −
∫
{u>v−ε}
ω˜1(dd
cv˜)k ∧ T
=
∫
{u≤v−ε}
ω˜1(dd
cu)k ∧ T
≤
∫
{u<v}∪{u=v=−∞}
ω˜1(dd
cu)k ∧ T.
Letting εց 0 we obtain the desired inequality.
We now prove a Xing-type comparison principle for the class Nm(H).
Theorem 2.5. Let H ∈ Em, if u ∈ Nm(H) and v ∈ Em such that v ≤ H on Ω. Then For all sequence
[ωk]1≤k≤m ⊂ SHm(Ω) ∩ L
∞(Ω) with −1 ≤ ωk ≤ 0, we have
1
m!
∫
{u<v}
(v − u)mddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
{u<v}
(−ω1)Hm(v)
≤
∫
{u<v}
(−ω1)Hm(u) +
∫
{u=v=−∞}
(−ω1)Hm(u).
Proof. Let ω1 ∈ SHm(Ω) ∩ L
∞(Ω) such that −1 ≤ ω1 ≤ 0 and u ∈ Nm(H), then there exists a function
φ ∈ Nm such that H ≥ u ≥ φ+H. Let [Ωj] be the fondamental sequence of Ω and φ
j defined as in Definition
1.12. Since v ≤ H this implies that for ε > 0 we have u ≥ φ+H = φj +H ≥ v + φj − ε on Ω \ Ωj. Then
by applying Theorem 2.4 for u, v + φj − ε, r = 1 and ω˜1 = ω1 + 1 (in this case 0 ≤ ω˜1 ≤ 1), we get
1
m!
∫
{u<v−ε+φj}
(v − ε+ φj − u)mddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
{u<v−ε+φj}
(−ω1)Hm(v + φ
j)
≤
∫
{u≤v−ε}
(−ω1)Hm(u).
On the other hand,
[
χ{u<v−ε+φj}
]∞
j=1
and
[
χ{u<v−ε+φj}(v − ε+ φ
j − u)m
]∞
j=1
are two increasing se-
quences of functions that converges q.e. on Ω to χ{u<v−ε} and χ{u<v−ε}(v − ε − u)
m respectively, as
j → +∞. Theorem 3.5 implies that ddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m ≪ Cm and χ{v>−∞}Hm(v) ≪ Cm.
Therefore we get that
[
χ{u<v−ε+ϕj}
]∞
j=1
converges to χ{u<v−ε} a.e. w.r.t. χ{v>−∞}Hm(v) and that[
χ{u<v−ε+φj}(v − ε+ φ
j − u)m
]∞
j=1
converges to χ{u<v−ε}(v−ε−u)
m a.e. w.r.t. ddcω1∧ ...∧dd
cωm∧β
n−m.
Therefore, by the monotone convergence theorem we obtain
1
m!
∫
{u<v−ε}
(v − ε− u)mddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
{u<v−ε}
(−ω1)Hm(v) ≤
∫
{u≤v−ε}
(−ω1)Hm(u).
The desired inequality is obtained by letting ε→ 0+.
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2.2 The Comparison and Identity Principles for the class Nm(H), H ∈ Em
We give now one of the most important result which will play a crucial role later in this paper: The
comparison principle.
Corollary 2.6. (The Comparison Principle). Let u, v,H ∈ Em be such that Hm(u) vanishes on all m-polar
sets in Ω and Hm(u) ≤ Hm(v). Consider the following two conditions:
(1) lim inf
z→ζ
[u(z)− v(z)] ≥ 0 for every ζ ∈ ∂Ω,
(2) u ∈ Nm(H), v ≤ H.
If one of the above conditions is satisfied, then u ≥ v on Ω.
Proof. Suppose that u, v,H ∈ Em, such that Hm(u) vanishes on all m-polar sets in Ω and Hm(u) ≤ Hm(v).
(1) Let ε > 0. Suppose that lim inf
z→ζ
[u(z)− v(z)] ≥ 0, for all ζ ∈ ∂Ω. Then by Theorem 2.4 applied for
ω = −ω˜j we have
εm
m!
Cm({u+ 2ε < v}) = sup
{
εm
m!
∫
{u+2ε<v}
Hm(ω) : ω ∈ SHm(Ω), −1 ≤ ω ≤ 0
}
≤ sup
{
1
m!
∫
{u+ε<v}
(v − ε− u)mHm(ω) : ω ∈ SHm(Ω), −1 ≤ ω ≤ 0
}
≤
∫
{u+ε<v}
(−ω) [Hm(u)−Hm(v)] ≤ 0. (4)
Thus, u+ 2ε ≥ v. Let ε tends to 0+, then we obtain that u ≥ v on Ω.
(2) Suppose now that u ∈ Nm(H) and v ≤ H. Then there exists ϕ ∈ Nm such that H + ϕ ≤ u ≤ H. Let
ϕj be defined as in Definition 1.12 and let ε > 0. By Theorem 2.5 and using the same argument as
in (4) for {u+ 2ε − ϕj < v} we have u+ 2ε ≥ v + ϕj . By letting ε→ 0+, we obtain the inequality.
Lemma 2.7. Let ϕ ∈ SH−m(Ω) and u, v ∈ Nm(H) are such that u ≤ v and T is a closed m-positive current
of type T = ddcω2 ∧ ... ∧ dd
cωm ∧ β
n−m, where ωj ∈ Em, ∀j. If
∫
Ω
(−ϕ)ddcu∧ T < +∞. Then the following
inequality holds ∫
Ω
(−ϕ)ddcv ∧ T ≤
∫
Ω
(−ϕ)ddcu ∧ T. (4)
Proof. Let [Ωj ] be a fondamental sequence of Ω and u ∈ Nm(H), then there exists a function ψ ∈ Nm such
that H ≥ u ≥ H + ψ. We set vj = max(u, ψ
j + v), then vj ∈ Em, vj = u on Ω \ Ωj, u ≤ vj and [vj ] is an
increasing sequence that converges to v q.e. on Ω, as j → +∞. On the other hand, since ϕ ∈ SHm(Ω) then
by [Chi2, Theorem 3.1] there exists [ϕk] ⊂ E
0
m ∩ C(Ω), that converges pointwise to ϕ as k → +∞. Hence,
by the stockes Theorem we obtain for r ≥ j∫
Ωr
(−ϕk)dd
cu ∧ T −
∫
Ωr
(−ϕk)dd
cvj ∧ T =
∫
Ωr
(−ϕk)dd
c(u− vj) ∧ T =
∫
Ωr
(vj − u)dd
cϕk ∧ T ≥ 0.
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By letting r → +∞ we get ∫
Ω
(−ϕk)dd
cu ∧ T ≥
∫
Ω
(−ϕk)dd
cvj ∧ T. (5)
Since vj converges q.e to v, then vj converges to v in Cm-capacity and since ϕk is bounded, then it follows
from Corollary 1.16 that (−ϕk)dd
cvj ∧ T converges weakly to (−ϕk)dd
cv ∧ T as j → +∞. Thus
lim
j→+∞
∫
Ω
(−ϕk)dd
cvj ∧ T ≥
∫
Ω
(−ϕk)dd
cv ∧ T. (6)
Inequalities (5) and (6) imply that (4) holds for ϕk. By the monotone convergence theorem we completes
the proof, when we let k → +∞.
Proposition 2.8. Let H ∈ Em and ϕ ∈ SH
−
m(Ω). If [uj ], uj ∈ Nm(H), is a decreasing sequence that
converges pointwise on Ω to a function u ∈ Nm(H) as j → +∞, then
lim
j→+∞
∫
Ω
(−ϕ)Hm(uj) =
∫
Ω
(−ϕ)Hm(u). (7)
Proof. Let ϕ ∈ SH−m(Ω) and uj, u ∈ Nm(H) such that u ≤ uj . If
∫
Ω
(−ϕ)Hm(u) = +∞, then
limj→+∞
∫
Ω
(−ϕ)Hm(uj) = +∞ and (7) holds. Therefore we can assume that
∫
Ω
(−ϕ)Hm(u) < +∞. Lemma
2.7 implies that the sequence [
∫
Ω
(−ϕ)Hm(uj)]j is an increasing sequence that is bounded from above by∫
Ω
(−ϕ)Hm(u). So by the same argument as in the proof of Proposition 1.6, the sequence [(−ϕ)Hm(uj)]j
converges weakly to (−ϕ)Hm(u), and the desired limit of the total masses is valid.
Lemma 2.9. Let H ∈ Em and u, v ∈ Nm(H) such that u ≤ v. Then for all ωj ∈ SHm(Ω) ∩ L
∞(Ω),
−1 ≤ ωj ≤ 0, j = 1, ...,m,
∫
Ω
(−ω1)Hm(u) < +∞, we have that the following inequality holds:
1
m!
∫
Ω
(v − u)mddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
Ω
(−ω1)Hm(v) ≤
∫
Ω
(−ω1)Hm(u). (8)
Proof. Step 1: Suppose first that u, v ∈ E0m(H). Then by definition there exists a function ϕ ∈ E
0
m such
that H ≥ u ≥ H + ϕ. For each ε > 0 small enough we can choose K ⋐ Ω such that ϕ ≥ −ε on Ω \ K.
Hence,
u ≥ ϕ+H ≥ −ε+H ≥ −ε+ v on Ω \K,
Put û = max(u, v − ε), then û = u on Ω \K. BAy (b) in Proposition 2.1 we have
1
m!
∫
Ω
(û− u)mddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
Ω
(−ω1)Hm(û) ≤
∫
Ω
(−ω1)Hm(u).
By letting ε→ 0+ (8) holds.
Step 2: Let now u, v ∈ Nm(H), then by Proposition 1.14 there exist two decreasing sequences [uj], [vk]
such that uk, vj ∈ E
0
m(H) that converge pointwise to u and v respectively, so using the first part we get
1
m!
∫
Ω
(vk − uj)
mddcω1 ∧ ... ∧ dd
cωm ∧ β
n−m +
∫
Ω
(−ω1)Hm(vk) ≤
∫
Ω
(−ω1)Hm(uj).
Finally by Proposition 2.8 we get the desired inequality.
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An immediate consequence of Lemma 2.9 is the following identity principle for the class Nm(H), The-
orem 2.10 will play a crucial role in this paper.
Theorem 2.10. (The Identity Principle). Let H ∈ Em. If u, v ∈ Nm(H) such that u ≤ v, Hm(u) = Hm(v)
and
∫
Ω
(−ω)Hm(u) < +∞ with ω ∈ Em, then u = v on Ω.
3 The Dirichlet problem in Nm(H), H ∈ MSHm(Ω)
In this section, we formulate one of our main results, Theorem 3.10. We shall first study the Dirichlet
problem with continuous boudary data:
u ∈ SHm(Ω) ∩ L
∞
loc(Ω),
Hm(u) = dµ,
lim sup
z→ξ
u(z) = H(ξ), ∀ξ ∈ ∂Ω.
(9)
Where Ω is a bounded m-pseudoconvex domain, H ∈ MSHm(Ω)∩C(Ω) and µ is a positive measure on Ω.
Suppose that the class of the class of m-subharmonic functions
Bm(µ,H) := {v ∈ SHm(Ω) ∩ L
∞
loc(Ω) : Hm(v) ≥ µ, lim sup
z→ξ
v(z) ≤ H(ξ),∀ξ ∈ ∂Ω}
is non-empty. Then
Um(µ,H) = sup{v : v ∈ Bm(µ,H)} ∈ Bm(µ,H).
Indeed, it follows from Choquet’s lemma that there exists ϕj ∈ Bm(µ,H) for j ∈ N such that (supj∈N ϕj)
∗ =
U∗m(µ,H), where θ
∗ denotes the smallest upper semicontinuous majorant of θ. Thus, U∗m(µ,H) ∈ SHm(Ω),
and since ϕj ≤ H, (because of them-maximality ofH), then it follows that lim supz→ξ U
∗
m(µ,H) ≤ H(ξ), for
all ξ ∈ ∂Ω. On the other hand, it follows from [Chi1], Theorem 1.3.16] that Hm(max1≤j≤k ϕj) ≥ µ, and since
max1≤j≤k(ϕj)ր U
∗
m(µ,H) a.e as k → +∞, then by [[Chi1], Theorem 1.3.10] we have Hm(U
∗
m(µ,H)) ≥ µ,
so U∗m(µ,H) ∈ Bm(µ,H) and the proof is complete.
3.1 The Dirichlet problem with smooth boundary data
We assume in this part that Ω is smoothly bounded strictly m-pseudoconvex and that H ∈ MSHm(Ω) ∩
C∞(∂Ω). Note that in this case, It follows from [Li] That Um(dV,H), Um(dV,−H) ∈ SHm(Ω) ∩ C
∞(Ω),
so, by [Chi2, Theorem 3.22]∫
Ω
Hm(H + Um(0,−H)) ≤
∫
Ω
Hm(Um(dV,H) + Um(dV,−H)) < +∞,
Let denote by H− := Um(0,−H). We have H +H
− ∈ E0m, and if ϕ ∈ E
0
m, such that µ ≤ Hm(ϕ), then∫
Ω
Hm(Um(µ,H)) ≤
∫
Ω
Hm(ϕ+H) ≤
∫
Ω
Hm(ϕ+H +H
−) < +∞,
since E0m is a convex cone. Thus, if µ ≤ Hm(ϕ), where ϕ ∈ E
0
m, then we have H ≥ Um(µ,H) ≥ ϕ + H,
namely Um(µ,H) ∈ E
0
m(H). Furtheremore, by [Chi2, Theorem 3.9] Um(µ,H) +H
− ∈ E0m.
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Lemma 3.1. Let µ be a positive and compactly supported measure in Ω and let A > 0 a conctant such that∫
(−ϕ)pdµ ≤ A
(∫
(−ϕ)pHm(ϕ)
) p
p+m
, ∀ϕ ∈ E0m (10)
with p > mm−1 , and let uj ∈ E
0
m ∩ C(Ω). If uj converges to a function u ∈ SHm(Ω), as j tends to +∞, a.e.
dV and if sup
s
∫
Ω
Hm(us) < +∞, then lim
s→+∞
∫
Ω
usdµ =
∫
Ω
udµ.
Proof. Since lim sup
s→+∞
∫
usdµ ≤
∫
udµ, so it is enough to prove that lim inf
s→+∞
∫
usdµ ≥
∫
udµ. For each
N ∈ N set ΓsN = {us < −N} ∩ suppµ and denote by Um,ΓsN the relative m-extremal function of this set,
namely
Um,Γs
N
= sup{ϕ ∈ SHm(Ω) / ϕ ≤ 0, and ϕ ≤ −1 in Γ
s
N}
By (10) we have ∫
Γs
N
dµ = A
(∫
Γs
N
Hm(Um,Γs
N
)
) p
p+m
.
and thanks to [Chi2, Theorem 5.2] we have∫
Ω
Hm(Um,Γs
N
) =
∫
Γ
s
N
Hm(Um,Γs
N
) ≤
∫
{ 2us
N
<Um,Γs
N
}
Hm(Um,Γs
N
) ≤
(
2
N
)m ∫
Hm(us) ≤
(
2
N
)m
α,
where α = sup
∫
(ddcus)
m ∧ βn−m. Hence∫
Γs
2N
dµ ≤ A (2α)
p
m+p
1
Nmp/(m+p)
.
Since p > mm−1 , then δ := mp/(m+ p) > 1, Therfore∫
Γs
2N
(−us)dµ =
∞∑
j=N
∫
{−2k+1≤uj≤−2k}
≤ A (2α)
p
m+p
∞∑
j=N
2j+1
2kδ
→ 0, N →∞.
Hence, lim
N→+∞
sup
j
∫
Γs
2N
(−us)dµ = 0 and
∫
Ω
(−us)dµ =
∫
{us≥−2N}
(−us)dµ+
∫
Γs
2N
(−us)dµ ≤ 2
N
∫
Ω
dµ +A (2α)
p
m+p
∞∑
j=N
2j+1
2kδ
< +∞. (11)
In particular, sup
s
∫
Ω
−usdµ < +∞, so it is enough to prove that
∫
(−max{us,−N})dµ→
∫
−max{u,−N}dµ,
or we can assume that [uj ] is uniformly bounded. Then the sequence is also bounded in L
2(dµ) and passing
to a subsequence one can find v ∈ L2(dµ) and a subsequence ust so that (1upslopeM)
∑M
t=1 ust → v in L
2(dµ).
Furthermore there exists a subsequence Mq such that fq = (1/Mq)
∑Mq
t=1 ust → v a.e dµ. Since fq converges
in L2(dV ), then (sup
r≥q
fr)
∗ ց u everywhere, and
∫
(sup
r≥q
fr)
∗dµ =
∫
sup
r≥q
frdµ −→
∫
vdµ as q −→ +∞. Now
since µ puts no mass on an m-polar sets and fr −→ v a.e. dµ, then
∫
udµ =
∫
vdµ = lim
∫
ustdµ.
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Lemma 3.2. Suppose that µ is a positive measure with compact support in Ω such that µ satisfies (10)
for some p > m/(m − 1). Assume that [uj] ⊂ E
0
m(H) ∩ C(Ω), with H ∈ MSHm(Ω) ∩ C
∞(∂Ω), and
uj → u ∈ SHm(Ω) a.e. dV . j → +∞ and that sup
j
∫
Ω
Hm(uj) < +∞. Then lim
j→+∞
∫
ujdµ =
∫
udµ.
Proof. Since uj ∈ E
0
m(H), then as shown above we have that uj+H
− ∈ E0m, then Hm(uj+H
−) satisfies (10),
so it is the same for Hm(uj). Then, it follows from [Chi2, Theorem 6.2] that there is ϕj := Um(Hm(uj), 0).
Hence, using the comparison principle (Corollary 2.6) for uj and ϕj +H, we get uj ≥ ϕj+H, so uj+H
− ≥
ϕj +H +H
−. For simplicity put υj =: ϕj +H +H
− Let 1 < δ < 2. Denote by A := {ϕj = δ(H +H
−)} ⊂
{
δ
δ − 1
ϕj < υj}, B := {ϕj < δ(H+H
−)} = {
δ + 1
δ
ϕj < υj}, C := {ϕj > δ(H+H
−)} = {(δ+1)(H+H−) <
υj}, then by [Chi2, (c) in Corollary 1.15 & Theorem 1.14] we have∫
Ω
Hm(uj +H
−) ≤
∫
Ω
Hm(υj) =
∫
A
Hm(υj) +
∫
B
Hm(υj) +
∫
C
Hm(υj)
≤ (
δ
δ − 1
)m
∫
Ω
Hm(ϕj) + (
δ + 1
δ
)m
∫
Ω
Hm(ϕj) + (δ + 1)
m
∫
Ω
Hm(H +H
−),
≤ Cδ,m
[∫
Ω
Hm(uj) +
∫
Ω
Hm(H +H
−)
]
< +∞,
where Cδ,m is a constant depending on δ and m. Thus, sup
j
∫
Ω
Hm(uj+H
−) < +∞. Finally, by Proposition
3.1 we obtain
lim
j→+∞
∫
Ω
(uj +H
−)dµ =
∫
Ω
(u+H−)dµ,
which proves the lemma.
Lemma 3.3. Suppose that H ∈ MSHm(Ω)∩C
∞(∂Ω) and that uj ∈ E
0
m(H)∩C(Ω). If uj → u ∈ SHm(Ω)
a.e. dV as j → +∞, supj
∫
Ω
(−uj)Hm(uj) < +∞, and that
∫
Ω
|u − us|Hm(uj) → 0, as j → +∞. Then
Hm(uj) converges weakly to Hm(u).
Proof. We can assme that
∫
Ω
|u−us|Hm(uj) < 1/j
2. Put Gj = max{uj+1/j, u}−1/j, then for χ ∈ C
∞
0 (Ω),∣∣∣∣∫
Ω
χHm(u)−
∫
Ω
χHm(uj)
∣∣∣∣ = ∣∣∣∣∫
Ω
χ[Hm(u)−Hm(Gj) +Hm(Gj)−Hm(uj)]
∣∣∣∣
≤
∣∣∣∣∫
Ω
χ[Hm(u)−Hm(Gj)]
∣∣∣∣+
∣∣∣∣∣
∫
{uj+1/j≤u}
χ [Hm(Gj)−Hm(uj)]
∣∣∣∣∣
≤ sup |χ|

∫
Ω
|Hm(u)−Hm(Gj)|︸ ︷︷ ︸
τj
+2
∫
{uj+1/j≤u}
Hm(uj)
 .
But, ∫
{uj+1/j≤u}
Hm(uj) ≤ j
∫
Ω
|u− uj|Hm(uj) ≤ 1/j,
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so it remains to estimate τj . Let Γ
1 =
∫
Ω
|Hm(max(Gj ,−N))−Hm(max(u,−N))| and
Γ2 =
∫
Ω
|Hm(max(u,−N))−Hm(u)| . Then
τj =
∫
Ω
|Hm(Gj)−Hm(max(Gj ,−N))|+ Γ
1 + Γ2
=
∫
{Gj<−N}
Hm(Gj) +
∫
{Gj≥−N}
|Hm(Gj)−Hm(max(Gj ,−N))|︸ ︷︷ ︸
=0
+Γ1 + Γ2
≤
1
N
∫
Ω
(−uj)Hm(uj) + Γ
1 + Γ2
≤
C
N
+ Γ1 + Γ2,
where C =
∫
Ω(−uj)Hm(uj) < +∞. On the other hand, it follows from the construction of Gj that
max(Gj ,−N)) converges to max(u,−N) in Cm-capacity, then by Corollary 1.16 we conclude that
Hm(max(Gj ,−N)) converges weakly to Hm(max(u,−N)), as j → +∞,
Then Γ1 → 0 as j → +∞. Furtheremore, the same argument gives thatHm(max(u,−N)) converges weakly to
Hm(u), as N → +∞, so Γ
2 → 0, as N → +∞, which completes the proof.
Theorem 3.4. Let Ω be a smoothly bounded strictly m-pseudoconvex domain in Cn, n ≥ 2, p ≥ 1, µ a
positive measure on Ω with finite mass and H ∈ MSHm(Ω)∩C
∞(∂Ω). Then there is a uniquely determined
u ∈ Fpm(H) with Hm(u) = µ if and only if µ satisfies (10).
Proof. Suppose u ∈ Fpm(H), Hm(u) = µ. Then H ≥ u ≥ ϕ + H for some ϕ ∈ F
p
m, so 0 ≥ u + H− ≥
ϕ + H + H−. By [Chi2, Theorem 3.9] u + H− ∈ Fpm, since ϕ + H + H− ∈ F
p
m. Therefore, by [Chi2,
Proposition 5.4 & Theorem 6.2], Hm(u+H
−) satisfies (10), and since µ = Hm(u) ≤ Hm(u+H
−), so does
µ. We split the proof into two steps.
Step 1. Assume that p > m/(m − 1) and µ has compact support. Let us consider a subdivision Is
of suppµ consisting of 32ns congruent semi-open cubes Ijs with side ds = d/3
s, where d := diam(Ω) and
1 ≤ j ≤ 32ns. Let ψ be as in [ACH, Theorem 4.1], since µ is compactly supported, then we can find 0 < A
big enough such that Hm(Aψ) ≥ µ. Let [Ωk]
∞
k=1 be an increasing sequence of smoothly bounded strictly
(m − 1)−pseudoconvex domains. Then [Di-Ko, Theorem 2.10] provides solutions uks = Um(µ|Ωk
, 0), such
that
Hm(u
k
s) = µs :=
∑
j
(∫
Ijs
dµ
)
χ
Ijs
1
d2ns
dV in Ωk,
with uk+1s|∂Ωk+1
= 0, Aψ|∂Ωk+1
< 0, and Hm(Aψ) ≥ Hm(u
k+1
s ), then by [Chi2, (c) in Corollary 1.15] we get
Aψ ≤ uk+1s ≤ u
k
s ≤ 0 on Ωk. (12)
Now, let prove that the sequence [uks ] is locally uniformly convergent on Ω. Take K ⋐ Ω, ε > 0 and let k0
be such that K ⊂ Ωk0 and ‖Aψ‖∂Ωk0 ≤ ε. Then by (12) and again the comaparison principle [Chi2, (c) in
Corollary 1.15 ] for k, j ≥ k0 one has
‖uks − u
j
s‖K ≤ ‖u
k
s − u
j
s‖Ωk0 ≤ ‖Aψ‖Ωk0 ≤ ‖Aψ‖∂Ωk0 ≤ ε,
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thus the sequence [uks ]k is locally uniformly convergent on Ω. Therefore the function us := lim
k→+∞
uks ∈
E0m(Ω) ∩ C(Ω), and since [u
k
s ]k decreases to us, we obtain
Hm(us) = µs :=
∑
j
(∫
Ijs
dµ
)
χ
Ijs
1
d2ns
dV in Ω,
which converges weakly to µ. Using the super mean-value proprety for m-superharmic functions, we have∫
(−us)Hm(us) ≤ C
∫
(−us)dµ,
which is uniformly bounded since
∫
Hm(us) < +∞, as already noted in (11). Let Ω
′
⋐ Ω, and let W be
a smoothly strictly m-pseudoconvex domain such that Ω
′
⋐ W ⋐ Ω, then ,thanks to [DK, Theorem 2.10]
one can find h ∈ SHm(Ω) ∩ C(Ω) such that Hm(h) = gdV , where g := χΩ′ . On the other hand, by [Chi2,
Lemma 3.5] we have
sup
s
∫
Ω′
(−us)dV = sup
s
∫
Ω′
(−us)Hm(h) ≤ D1 sup
s
∫
Ω′
(−us)Hm(us)×
∫
Ω′
(−h)Hm(h) < +∞,
so we can pick a subsequence [usj ]
∞
j=1, wich we denoted again [us], such that us → u ∈ SHm(Ω), as s→ +∞,
a.e dV, and again since Hm(u
s
j) ≤ Hm(Um(µ
s
j , 0) +H), Then by Corollary 2.6 H ≥ u
s
j ≥ Um(µ
s
j , 0) +H.
H ≥ us ≥ Um(Hm(us), 0) +H,
where lim sups→+∞Um((Hm(us), 0)) = ω ∈ F
p
m. Therefore, u ∈ F
p
m(H). Let’s define now
Θs(x) =
1
B(nds)
∫
{|ξ|<nds}
|u(x+ ξ)− us(x+ ξ)|dV,
where B(r) is the volume of the ball with radius r. Then∫
Ω
|u−us|Hm(us) =
∑
j
(∫
Ijs
dµ
)
1
d2ns
∫
Ijs
|u−us|dV ≤
∑
j
B(nds)
d2ns
(∫
Ijs
Θs(x)dµ(x)
)
≤ C
(∫
Ijs
Θs(x)dµ(x)
)
.
Now, denote by ζ = x+ ξ and Uj(ζ) := supj≥s uj(ζ). We have
Θs(x) =
1
B(nds)
∫
{|ξ|<nds}
|u(ζ)− us(ζ)|dV
=
1
B(nds)
∫
{|ξ|<nds}
|u(ζ)− Uj(ζ) + Uj(ζ)− us(ζ)|dV
≤
1
B(nds)
∫
{|ξ|<nds}
(Uj(ζ)− u(ζ))dV +
∫
{|ξ|<nds}
Uj(ζ)dV −
∫
{|ξ|≤nds}
us(ζ)dV
≤
1
B(nds)
∫
{|ξ|<nds}
[(Uj(ζ))
∗ − u(ζ)]dV +
∫
{|ξ|<nds}
(Uj(ζ))
∗dV − us(x).
Then it follows from monotone convergence and Lemma 3.2 that
∫
ΩΘs(x)dµ(x) → 0, as s → +∞, and
using Lemma 3.3 we obtain that Hm(us) tends weakly to Hm(u), as s→ +∞.
Step 2. Now, assume that p ≥ 1. Let [Kj ] be an increasing sequence of compact subsets of Ω with
∪∞j=1Kj = Ω. By Theorem 3.5 there exists ψj ∈ E
0
m such that χKjdµ = gjHm(ψj) for some 0 ≤ g
1
j (Hm(ψj)).
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Let µsj := inf(gj , s)Hm(ψj), then by Theorem 3.5 there exists ϕ ∈ E
0
m ⊂ F
p
m such that Hm(ϕ) = µ
s
j,
this implies by [Chi2, Theorem 6.2] that µsj satisfies (10) for p > m/(m − 1), therefore, We have by the
first part that there exists usj ∈ E
0
m(H) with Hm(u
s
j) = µ
s
j , and H ≥ u
s
j ≥ Um(µ
s
j , 0) + H. However,
Hm(Um(µ, 0)) ≥ Hm(Um(µ
s
j, 0)), then Um(µ
s
j , 0) ≥ Um(µ, 0), Therefore
H ≥ usj ≥ Um(µ, 0) +H.
Since Um(µ, 0) ∈ F
p
m (thanks to [Chi2, Theorem 6.2]), so uj := lim
s→+∞
usj ∈ F
p
m(H), and finally u :=
limj→+∞ uj ∈ F
p
m(H). In the other hand, since Hm(uj) = χKjdµ, it follows that Hm(u) = µ.
3.2 The Dirichlet problem with continuous boundary data
We start this section by recalling the decomposition theorem for positive measures. For the proof of Theorem
3.5 we use the Radon-Nikodym theorem in [Ceg1] and the same arguments in [Chi2, Theorem 5.3].
Theorem 3.5. Assume that µ is a positive measure on Ω, Then there exists a function φ ∈ E0m and a
function 0 ≤ f ∈ L1Loc (Hm(φ)) such that µ = fHm(φ) + ν, where ν is carried by an m-polar set. In
particular, if µ vanishes on all m-polar sets, then there is an increasing sequence of measures Hm(uj)
tending to µ as j → +∞, where uj ∈ E
0
m.
Theorem 3.6. Suppose that Ω is a bounded m-pseudoconvex domain, H ∈ MSHm(Ω) ∩ C(∂Ω), and that
µ is a positive measure on Ω such that Um(µ,H) ∈ SHm(Ω)∩L
∞(Ω) and such that limz→ξ Um(µ,H)(z) =
H(ξ), ∀ξ ∈ ∂Ω. Then for every positive measure on ν dominated by µ, Hm(Um(ν,H)) = ν and Um(ν,H)
satisfies the inequality H ≥ Um(ν,H) ≥ Um(µ,H).
Proof. Since ν can be approximated by an increasing sequence of compactly supported measures, so, it is
no restriction in considering ν compactly supported. Assume first that Ω is smoothly bounded strictly m-
pseudoconvex, that H ∈ C∞(∂Ω) and that 0 ≤ ν ≤ µ, then Bm(ν,H) 6= ∅, so Um(ν,H) +H− ∈ Bm(ν, 0),
hence Bm(ν, 0) 6= ∅, this implies that Um(ν, 0) ∈ E0m ⊂ E
p
m and ν ≤ Hm(Um(ν, 0)), however, by [Chi2,
Lemma 3.5] Um(ν, 0) satisfies (10) for any 1 ≤ p ≤ +∞, so is ν. By Theorem 3.4 there is a uniquely
determined function ϑ, namely ϑ = Um(ν,H) and limz→ξ ϑ(z) = H(ξ), ∀ξ ∈ ∂Ω.
Assume now that Ω is m-pseudoconvex and let [Ωk]
∞
k=1 be an increasing sequence of smoothly bounded
strictly m-pseudoconvex domains with ∪∞k=1Ωk = Ω, where suppν ⋐ Ω1. Since each Hk := H|∂Ωk =
Um(0,H)|∂Ωk is upper semicontinuous, there exists Hk,j ∈ C
∞(∂Ωk) with Hk,j ց Hk, as j → +∞. By
the first part of the proof, there exists a uniquely determined functions uk,j ∈ SHm(Ω) ∩ L
∞(Ωk) with
Hm(uk,j) = ν = Um(ν,Hk,j) and limz→ξ uk,j(z) = Hk(ξ), ∀ξ ∈ ∂Ωk. Therefore, Um(ν,H)|Ωk ∈ Bm(ν,Hk,j),
so Um(ν,H)|Ωk ≤ uk,j. Since uk,j ց uk, as j → +∞, by continuity of the Hessian Operator Hm(·) for a
decreasing sequences we have Hm(uk) = ν and
Um(µ,H) ≤ Um(ν,H) ≤ uk ≤ Um(0,Hk) = Um(0,H)|Ωk on Ωk.
where the last equality follows from the comparison principle.
Finally, uk+1|∂Ωk ≤ Um(0,Hk+1)|∂Ωk = Um(0,H)|∂Ωk = Hk, so [uk]
∞
k=1 is a decreasing sequence; then
by leting k → +∞ the proof of the theorem is complete.
Theorem 3.7. Let Ω ⊂ Cn be a bounded m-hyperconvex domain. Assume that µ is a positive measure which
vanishes on all m-polar subsets of Ω and with bounded total mass. Then for every H ∈ MSHm(Ω) ∩C(Ω)
there exists a uniquely determined function u ∈ Fam(H) with Hm(u) = µ.
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Proof. The case H = 0 is [Chi2, Theorem 1.2]. For the general case, we proceed with the same argument
as in [A, Theorem 3.4]. We start with the existance part. Since µ vanishes on m-polar sets and has a finite
total mass, it follows from Theorem 3.5 that there exist functions φ ∈ E0m and 0 ≤ f ∈ L
1
Loc (Hm(φ)), such
that µ = fHm(φ). For each j ∈ N, let µj := min{φ, j}Hm(φ). We have µj ≤ Hm(j1/mφ), so by [Ngo], there
exists a uniquely determined function ψj ∈ E
0
m such that
Hm(ψj) = µj. (13)
This construction implies that [ψj ]j is decreasing, that ψj+H ∈ SHm(Ω)∩L
∞(Ω), that lim
z→ξ
(ψj+H) = H(ξ)
for every ξ ∈ ∂Ω, and that Um(Hm(ψj +H),H) = ψj +H. Equality (13) implies that Hm(ψj +H) ≥ µj.
Therefore, by Theorem 3.6 there exists Uj := Um(µj,H) such that
H ≥ Uj ≥ ψj +H. (14)
Namely, Uj ∈ E
0
m(H), and [Uj]j is a decreasing sequence. Since µ(Ω) < +∞ by assumption, it follows that
sup
j
∫
Ω
Hm(ψj) = sup
j
∫
Ω
Hm(Uj) ≤ sup
j
µj(Ω) ≤ µ(Ω) < +∞,
so ψ := limj→+∞ψj ∈ F
a
m. Now let u := limj→+∞Uj , then u ∈ SHm(Ω) and by letting j → +∞ in (14)
we get H ≥ u ≥ ψ +H. and the proof is completed.
Lemma 3.8. If H ∈ MSHm ∩ L
∞(Ω) and φ ∈ E0m with supp(Hm(φ)) ⋐ Ω. Then ∃ u ∈ E
0
m(H) such that
Hm(u) = Hm(φ).
Proof. Let Hk, φk ∈ φ ∈ E
0
m∩C(Ω) such that Hk decreases to H and φk to φ, and let [Ωj] be a fondamental
sequence such that Supp(Hm(φ)) ⋐ Ω1 ⋐ . . . ⋐ Ωj ⋐ . . . ⋐ Ω. Note firstly that by Theorem 3.7 there exists
uj,k := Um(µ|Ωj , φk +H
j
k). Define{
Ψj,k = max(uj,k, φk +H
j
k), on Ωj ,
Ψj,k = φk +H
j
k, on Ω \Ωj.
Then Ψj,k ∈ SH
−
m(Ω) and H
j
k ≥ Ψj,k ≥ H
j
k+φk. Let ψj := limk→+∞
Ψj,k. Since Ψj,k+1 ≤ Ψj,k and uj,k+1 ≤ uj,k
on Ωj, then H ≥ ψj ≥ H + φ. Now define uj := lim
k→+∞
uj,k on Ωj, We have the following key facts: FACT
1. uj = ψj on Ωj. Indeed: it is clear that ψj ≥ uj, however we have that{
lim sup
z→ξ
(φ+H) ≤ uj,k = φk +Hk, on ∂Ωj ,
Hm(φ+H) ≥ Hm(uj,k) = Hm(φ), on Ωj
Hence, uj ≥ φ+H on Ωj and the FACT 1 is proved, In particular, Hm(ψj)|Ωj = Hm(φ)
FACT 2. ψj+1 ≥ ψj on Ω indeed,{
ψj+1 = ψj = φ+H, on Ω \Ωj+1,
ψj+1 = uj+1, on Ωj+1 (by the FACT 1 )
So we have Hm(ψj+1) = Hm(φ) on Ωj+1, Hm(ψj) ≥ Hm(φ) on Ωj+1, and ψj+1 = uj+1 ≥ φ + H = ψj
on Ωj+1 ∩ Ω \ Ωj. Hence, ψj+1 ≥ ψj on Ωj+1, so ψj+1 ≥ ψj on Ω. Put now u = ( lim
j→+∞
ψj)
∗. Then
Hm(u) = Hm(φ) and H ≥ u ≥ H + φ.
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Theorem 3.9. Suppose µ = Hm(v) where v ∈ N
a
m. Then, to every H ∈ MSHm ∩ L
∞(Ω), there is a
uniquely determined function ϕ ∈ N am(H) with µ = Hm(ϕ).
Proof. By Theorem 3.5 there exists g ∈ E0m and a function 0 ≤ f ∈ L
1
Loc (Hm(φ)) such that µ = fHm(g).
Consider µk = χΩk inf(f, k)Hm(g) then thers exists ψk ∈ E
0
m ⊂ N
a
m such that Hm(ψk) = µk, then by
Lemma 3.8 we can find uk ∈ E
0
m(H) such that Hm(uk) = µk, where [uk]k is a decreasing sequence with
H ≥ uk ≥ ψk +H. Sine ψk ≥ v (by Corollary 2.6), then H ≥ uk ≥ v+H This estabilish the existance part
of a solution. the uniquenes is due to Corollary 2.6.
We give now a solution for the Dirichlet problem for measure which is written as the Hessian measure
of function belonging to class N am.
Theorem 3.10. Assume that µ is a non-negative measure defined on Ω by µ = Hm(ϕ), ϕ ∈ N
a
m. Then
for every function H ∈ Em such that Hm(H) ≤ µ, there exists a uniquely determined function u ∈ Nm(H)
such that Hm(u) = µ on Ω.
Proof. The uniqueness is due to Corollary 2.6. For existance we proceed as follows: Since H ∈ Em, [Chi2,
Theorem 3.1] implies that there exists a decreasing sequene [Hk],Hk ∈ E
0
m∩C(Ω¯), that converges pointwise
to H, as k → +∞. Let [Ωj ] be the fondamental sequence of Ω. For each j, k ∈ N, define H
j
k as in Definition
1.12, then Hjk ∈ E
0
m and H
j
k is m-maximal on Ωj. Let µj = χΩjµ, for each j ∈ N, µj is a Boral measure
compactly supported on Ω that puts no mass on m-polar sets and we have that µj(Ωj) < µj(Ω) < +∞.
Hence, by [Chi2, Theorem 1.2] there exists a uniquely determined function ϕj ∈ F
a
m(Ωj) ⊂ N
a
m(Ωj) such
that Hm(ϕj) = µj on Ωj. Moreover, from Theorem 3.9, there exists a sequence uj,k ∈ F
a
m(Ωj,H
j
k) such that
Hm(uj,k) = µj on Ωj. However Hm(uj,k) = Hm(ϕj) ≤ Hm(ϕj + H
j
k), then by Corollary 2.6 we have that
Hjk ≥ uj,k ≥ ϕj+H
j
k on Ωj, and [uj,k]
∞
k=1 is a decreasing sequence. Let k → +∞, then H
j ≥ uj ≥ ϕj+H
j
on Ωj, (i.e) uj ∈ Fm(Ω,H
j) ⊂ Nm(Ω,H
j). Since Hm(H) ≤ µ, we get Hm(uj) = µj = χΩjµ ≥ Hm(H) =
0 on Ωj, Thus, Corollary 2.6 implies again that uj ≤ H on Ωj . On the other hand, by the construction of
µj and by the fact that [Ωj] is an increasing sequence we have that Hm(uj) = Hm(uj+1) on Ωj. Then [uj ]
is decreasing and we get that H ≥ uj ≥ ϕj +H
j ≥ ϕj +H on Ωj. Thus, u := ( lim
j→+∞
uj) ∈ Nm(Ω,H) with
Hm(u) = µ.
The next Proposition will be useful in section 4. Note that if µ = Hm(v) for some v ∈ E
a
m, then we
define Um(µ, 0) to be limj Um(χΩjµ, 0), in this case we affirm that Um(µ, 0) ∈ N
a
m, and Um(µ, 0) ≥ v.
Proposition 3.11. Let µ be a non-negative measure defined on Ω such that it vanishes on m-polar sets of
Ω and that there exists a function ϕ ∈ Em, ϕ 6= 0 such that
∫
Ω
ϕdµ > −∞. Then
Um(µ, 0) ∈ N
a
m and Hm(Um(µ, 0)) = µ.
Proof. We split the proof into two steps.
Step 1. We shall firstly prove that Um(µ, 0) ∈ Em. Indeed, Let µj = χΩjµ, for each j ≥ 1, then it
follows from [Chi2, Theorem 1.2] that there exists Um(µj, 0) ∈ F
a
m∩L
∞
loc(Ω) such that Hm(Um(µj , 0)) = µj.
Note that µj ր µ weakly, as j → +∞ and Um(µj, 0) decreases to some function u ∈ SHm(Ω) as j → +∞.
By hypothesis we have
sup
j
∫
(−ϕ)Hm(Um(µj , 0)) = sup
j
∫
(−ϕ)dµj ≤
∫
(−ϕ)dµ < +∞. (15)
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Let W ⋐ Ω and Uj = sup{ψ ∈ SHm(Ω) : ψ|W ≤ Um(µj , 0)|W }. We claim that Uj ∈ E
0
m. Indeed
Uj ≥ Um(µj, 0), then by [Chi2, Theorem 3.22],∫
Ω
Hm(Uj) ≤
∫
Ω
Hm((µj , 0)) < +∞.
On the other hand there exists an exaustive function ρ and A >> 1 such that Aρ|W ≤ Uj|W , this implies
that limz→∂ΩUj(z) = 0. Note also that Uj ց u on W , as j → +∞, so it follows from Lemma 2.7 and (15)
that
sup
j
∫
(−ϕ)Hm(Uj) ≤ sup
j
∫
(−ϕ)Hm(Um(µj, 0) < +∞.
Since Supp Hm(Uj) ⊂W , we have
sup
j
∫
Hm(Uj) ≤
(
inf
W
(−ϕ)
)−1
sup
j
∫
(−ϕ)Hm(Uj) < +∞,
this is for all W ⋐ Ω, therefore u ∈ Em. Hence by continuity of the Hessian Operator for a decreasing
sequences we have Hm(Um(µj , 0)) → Hm(u) weakly, as j → +∞ then µ = Hm(u) and since µ vanishes on
m-polar sets then u ∈ Eam, and u = Um(µ, 0)
Step 2. Now we prove that Um(µ, 0) ∈ N
a
m. We have Um(µj, 0) +Um((1−χj)µ, 0) ≤ Um(µ, 0). Indeed,
since Hm(Um(µj , 0)) +Hm(Um((1− χj)µ, 0)) = µ, then
Hm [Um(µj, 0) + Um((1 − χj)µ, 0))] ≥ µ = Um(µ, 0),
then by the comparison principle, Um(µj , 0) + Um((1 − χj)µ, 0) ≤ Um(µ, 0), hence, it follows from the
propreties after Definition 1.12 that
Um((1− χj)µ, 0) ≤ ˜Um(µj , 0 ) + ˜Um((1 − χj )µ, 0 ) ≤ ˜Um(µ, 0 ),
note that ˜Um(µj , 0 ) = 0 since Um(µj , 0) ∈ Fam. Therefore it follows from Lemma 2.9 that
0 ≤
∫
(− ˜Um(µ, 0 ))
m
Hm(ϕ) ≤
∫
(−Um((1− χj)µ, 0))
mHm(ϕ) ≤ m!
∫
(−ϕ)Hm[Um((1 − χj)µ, 0)].
By letting j → +∞ we derive that
∫
(− ˜Um(µ, 0 ))Hm(ϕ) = 0, so ˜Um(µ, 0 )) = 0 and Um(µ, 0)) ∈ N am.
4 Hessian measures carried on m-polar sets
4.1 Some auxiliary results
Definition 4.1. Let u ∈ Em and 0 ≤ τ be a bounded lower semicontinuous function. We define
uτ := sup {φ ∈ SHm(Ω) : φ ≤ τ
1/mu}︸ ︷︷ ︸
A
.
We have the following elementary propreties:
(1) If u, v ∈ Em such that u ≤ v, then uτ ≤ vτ .
(2) if u ∈ Em, then uτ ∈ Em, since ‖τ‖
1/m
L∞(Ω)u ≤ uτ ≤ 0.
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(3) If τ1, τ2 are bounded lower semicontinuous functions such that τ1 ≤ τ2, then uτ1 ≥ uτ2 .
(4) If u ∈ Em, then Supp (Hm(u))) ⊆ Suppτ , and if Supp τ is compact then uτ ∈ Fm. Indeed, if we take
D ⋐ Ω such that Supp τ ⊂ D, since uτ ∈ Em then there exists v ∈ Fm(D) such that uτ = v on D, and
v ≤ τ1/mu on D and v < 0 = τ1/mu on Ω \ D Hence v ≤ τ1/mu on Ω. Then v ∈ A, this implies that
v ≤ uτ , then by [Ch2, Theorem 3.9] we get that uτ ∈ Fm. To prove that Supp (Hm(u)) ⊂ Supp τ ,
we take z0 ∈ Ω\Supp τ. Then, uτ < 0, (because uτ (z0) ≤ τ
1/mu(z0) = 0). On the other hand, there
exists r > 0 such that B(z0, r) ⊂ Ω \ Supp τ and sup
B(z0,r)
uτ < 0, we claim that ∃uˆτ ∈ SHm(Ω) such
that uˆτ = uτ on Ω\B(z0, r) ⊃ Suppτ, uˆτ ≥ uτ on Ω and Hm(uˆτ ) = 0 on B(z0, r), and we have
sup
∂B(z0,r)
uˆτ = sup
∂B(z0,r)
uτ = sup
B(z0,r)
uτ < 0,
Since z0 is arbitrary, then uˆτ < 0 on Ω\Suppτ ,and we derive that uˆτ ≤ uτ on Ω, so uˆτ = uτ , but
Hm(uˆτ ) = 0 on B(z0, r) ⊂ Ω\Suppτ .
(5) If [τj], 0 ≤ τj is an increasing sequence of bounded lower semicontinuous functions that converges
pointwise to a bounded lower semicontinuous function τ , as j → +∞, then [uτj ] is a decreasing
sequence that converges pointwise to uτ , as j → +∞.
Let u ∈ Em, set µu = χ{u=−∞}Hm(u) and denote by Γ the class of functions f =
l∑
k=1
αkχEk , αk > 0
where Ek are pairwise disjoint and µ-measurables such that f is compactly supported and vanishes outside
{u = −∞}. We write T for the class of functions in Γ where the Ek are compact.
Definition 4.2. Let u ∈ Em and 0 ≤ g ≤ 1 be a µ-measurable function. we define:
ug := inf
T∋f≤g
(sup{uτ : f ≤ τ, τ is bounded lower semicontinuous})
∗ .
By Definition 4.1, we have that u ≤ ug ≤ 0 and if g1 ≤ g2, then u
g1 ≥ ug2 . Furthermore, if g ∈ T , then
ug =
sup {uτ : g ≤ τ, τ is bounded lower semicontinuous}︸ ︷︷ ︸
D
∗ ∈ Fm.
Because, if g is compactly supported in O, there exists τ = χO compactly supported such that uτ ∈ Fm
and Supp g ⊂ O, in this case g ≤ τ, furthermore uτ ∈ D. Hence uτ ≤ u
g, and by [Chi2, Theorem 3.9] we
have that ug ∈ Fm.
Theorem 4.3. Let u ∈ Em and 0 ≤ g ≤ 1 be a µu-measurable function that vanishes outside {u = −∞}.
Then ug ∈ Em and we have that Hm(u
g) = gHm(u).
Proof. See [HP, Proposition 5.8].
Lemma 4.4. Assume that α, β1, β2 are non-negative measures defined on Ω which satisfy the following:
(1) α vanishes on all m-polar set of Ω,
(2) there exists an m-polar set A ⊂ Ω such that β1(Ω\A) = β2(Ω\A) = 0,
(3) for every ρ ∈ E0m ∩ CΩ) it holds that
∫
Ω
(−ρ)β1 ≤
∫
Ω
(−ρ)(α+ β2) < +∞.
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Then we have that ∫
Ω
(−ρ)β1 ≤
∫
Ω
(−ρ)β2, ∀ρ ∈ E
0
m ∩ C(Ω).
Proof. See [ACCH, Lemma 4.11]
Let u ∈ Em, then by Theorem 3.5 there exist ψu ∈ E
0
m and a function 0 ≤ fu ∈ L
1
loc (Hm(ψu)) such
that Hm(u) = αu+ νu, where αu = fuHm(ψu) and νu is a positive measure vanishing outside some m-polar
set A ⊆ Ω (i.e νu(Ω \ A) = 0). In the next Lemma we will use the notation that αu = fuHm(ψu) and νu
referring to this decomposition.
Lemma 4.5. Let u, v ∈ Em. If there exists a function φ ∈ Em such that Hm(φ) vanishes on m-polar sets
and if |u− v| ≤ −φ, then νu = νv.
Proof. Assume first that u, v, φ ∈ Fm, and let Ω
′
⋐ Ω, it is enough to prove that νu = νv on Ω
′
. The
assumption that |u− v| ≤ −φ, yields that v + φ ≤ u, therfore, it follows from Lemma 2.7 that∫
Ω
(−ρ)Hm(u) ≤
∫
Ω
(−ρ)Hm(v + φ) < +∞, (16)
where ρ ∈ E0m. Now Put T = (dd
cv)m−k ∧ βn−m, since
m∑
k=1
Ckm(dd
cφ)k ∧ T ≪ Cm we have that νv+φ = νv,
and αv+φ = αv +
m∑
k=1
Ckm(dd
cφ)k ∧ T. Lemma 4.4 and inequality (16) yields that
∫
Ω
(−ρ)νv ≤
∫
Ω
(−ρ)νu, for
every ρ ∈ E0m. The same argument can be made to prove that
∫
Ω
(−ρ)νu ≤
∫
Ω
(−ρ)νv. Finally it follows
from [Chi2, Lemma 3.10] that νu = νv
4.2 Subsolution Theorem
Proposition 4.6. Let H ∈ Em ∩MSHm(Ω).
(a) If v ∈ Nm, Hm(v) is carried by an m-polar set and
∫
Ω
(−ξ)Hm(v) < +∞ for all ξ ∈ E
0
m ∩ C(Ω), then
u := sup {ϕ ∈ SHm(Ω) : ϕ ≤ min(v,H)} ∈ Nm(H) and Hm(u) = Hm(v).
(b) Assume that ψ ∈ N am and v ∈ Nm(H) such that Hm(v) is carried by an m-polar set and∫
Ω
(−ξ)(Hm(ψ) +Hm(v)) < +∞, for all ξ ∈ E
0
m ∩ C(Ω). If u is the function defined on Ω by
u := sup {ϕ / ϕ ∈ B(Hm(ψ), v)} ,
where
B(Hm(ψ), v) = {ϕ ∈ Em/ Hm(ψ) ≤ Hm(ϕ) and ϕ ≤ v}.
Then u ∈ Nm(H) and Hm(u) = Hm(ψ) +Hm(v).
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Proof. (a) It is clear that min(v,H) is a negative and upper semicontinuous function, then u ∈ SHm(Ω)
and since H + v ≤ min(v,H), then H + v ≤ u ≤ H, so, u ∈ Nm(H). By [Chi2, Theorem 3.1] we can
choose a decreasing sequence [vj ], vj ∈ E
0
m ∩ C(Ω) that converges pointwise to v, as j → +∞, and
by Theorem 3.10, there exists ωj ∈ Nm(H), j ∈ N such that Hm(ωj) = Hm(vj), then by Lemma 1.10
vj ≥ ωj. Let now
uj := sup {ϕ ∈ SHm(Ω) : ϕ ≤ min(vj ,H)} ,
then uj ∈ E0m(H) and uj ≥ ωj, furthermore , using lemma 2.7 we get
∫
Ω
(−ρ)Hm(uj) ≤
∫
Ω
(−ρ)Hm(ωj).
Hence, Proposition 2.8 implies that
∫
Ω
(−ρ)Hm(u) ≤
∫
Ω
(−ρ)Hm(v) for all ρ ∈ E
0
m ∩ C(Ω), hence
Hm(u) is carried by {u = −∞}. On the other hand |u−v| ≤ −H, then by Lemma 4.5Hm(u) = Hm(v).
Thus, part (a) of this proof is completed.
(b) By Choquet’s Lemma we derive that
u := sup
j
{ϕj : ϕj ∈ B(Hm(ψ), v)} ∈ Em.
Let φk := max
k
{ϕ1..., ϕk}, so [φk]k is an increasing sequence that converges pointwise to φk ր u, as
k −→ +∞. Furthermore, we claim that φk ∈ B(Hm(ψ), v), indeed, if we take ϕs, ϕr ∈ B(Hm(ψ), v),
(s, r) ∈ N2, then by (ii) in Lemma 1.9 we have Hm(ψ) ≤ Hm(max(ϕs, ϕr)). Therefore, by Corollary
1.16 Hm(ψ) ≤ Hm(u). On the other hand, by Theorem 3.5, there exists αu, νu two positive measures
on Ω such that Hm(u) = αu+νu with αu vanishes on an m-polar sets and νu is carried by an m-polar
set, since ψ + v ∈ B(Hm(ψ), v), then ψ + v ≤ u ≤ v, so u ∈ Nm(H).
Now, let’s prove the second assertion. Since |u−v| ≤ −ψ, then by Lemma 4.5, νu = Hm(v). Note that
αu ≥ Hm(ψ). By Proposition 1.14, there exists a decreasing sequence [vj ] ⊂ E
0
m(H), that converges
pointwise to v as j → +∞. Namely ∃γ ∈ E0m such that γ +H ≤ vj ≤ H, then by Lemma 1.9 we have∫
A
Hm(vj) ≤
∫
A
Hm(γ +H) ≤ C(m)
(∫
A
Hm(γ)
)1/m(∫
A
Hm(H)
)1/m
= 0,
where A is an m-polar set. Hence Hm(vj) vanishes in m-polar sets. Furthermore, since∫
Ω
(−ξ) (Hm(ψ) +Hm(vj)) < +∞, for all ξ ∈ E
0
m ∩ C(Ω),
then by Proposition 3.11 there exists a uniquely determined function Φj ∈ N
a
m such that
Hm(Φj) = Hm(vj) +Hm(ψ).
and using Theorem 3.10, one can find ωj ∈ Nm(H) such that Hm(ωj) = Hm(vj) +Hm(ψ), then the
comparison principle (Corollary 2.6) applied for ωj and vj gives that ωj ∈ B(Hm(ψ), vj). Hence, we
can consider
uj := sup {ϕ : ϕ ∈ B(Hm(ψ), vj)} ,
then the sequence [uj ] decreases pointwise to u, as j −→ +∞. Furthermore, Lemma 2.9 implies that∫
Ω
(−ξ)Hm(uj) ≤
∫
Ω
(−ξ)Hm(ωj) =
∫
Ω
(−ξ) (Hm(ψ) +Hm(vj)) .
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Then Proposition 2.8 yields that∫
Ω
(−ξ)Hm(u) =
∫
Ω
(−ξ)(αu + νu) ≤
∫
Ω
(−ξ) (Hm(ψ) + νu) .
for all ξ ∈ E0m∩C(Ω), since αu ≥ Hm(ψ), then it follows that
∫
Ω ξαu =
∫
Ω ξHm(ψ), hence αu = Hm(ψ).
Thus, this proof is completed.
We are now in a position to prove our main Theorem. Assume that µ is a non-negative measure.
It follows from Theorem 3.5 that there exist functions φ ∈ E0m, f ∈ L
1
Loc (Hm(φ)), f ≥ 0, such that
µ = fHm(φ) + ν, where ν is carried by an m-polar set.
Theorem 4.7. (a) If there exists a function ω ∈ Em such that µ ≤ Hm(ω), then there exist functions
Φ,Ψ ∈ Em, Φ,Ψ ≥ ω, such that Hm(Ψ) = fHm(φ) and Hm(Φ) = ν, where ν is carried by {Φ = −∞}.
(b) If there exists a function ω ∈ Em with µ ≤ Hm(ω), then to every function H ∈ Em ∩ MSHm(Ω),
there exists a function u ∈ Em, ω + H ≤ u ≤ H with Hm(u) = µ. In particular, if ω ∈ Nm, then,
u ∈ Nm(H).
Proof. Note firstly that using the Radon-Nikodym decomposition theorem we obtain that
fHm(φ) = τχ{ω>−∞}Hm(ω) and ν = τχ{ω=−∞}Hm(ω), where 0 ≤ τ ≤ 1 is a borel function.
(a) Let µj = min(f, j)Hm(φ), then µj ≤ Hm(j
1
mφ), so by [Chi2, Theorem 2.2] there exists a uniquely
determined function Ψj ∈ E
0
m such that Hm(Ψj) = µj. By Corollary 2.6 Ψj ≥ ω and [Ψj] is a decreasing
sequence. Therefore, Ψ = lim
j→+∞
Ψj ∈ Em and Hm(Ψ) = fHm(φ). On the other hand, τχ{ω=−∞}Hm(ω) is
a positive measure vanishing outside {ω = −∞}, then by Theorem 4.3 there exists a function Φ ∈ Em such
that Hm(Φ) = ν and Φ ≥ ω, then (a) is proved.
(b) We choose an increasing sequence [gj ] such that Supp gj ⋐ Ω, which converges to g = χ{ω=−∞}τ ,
as j → +∞. By Theorem 4.3 ωgj ∈ Fm and Hm(ω
gj) = gjHm(ω), with [ω
gj ] is a decreasing sequence that
converges pointwise to ωg, as j → +∞. Moreover ωg ≥ ω. Hence by continuity of the Hessian Operator for
a decreasing sequences we have Hm(ω) = χ{ω=−∞}τHm(ω). Let now
B(Hm(ψj),min(ω
gj ,H)) = {ϕ ∈ Em : Hm(ψj) ≤ Hm(ϕ) and ϕ ≤ min(ω
gj ,H)},
and put uj := sup {ϕ / ϕ ∈ B(Hm(ψj),min(ω
gj ,H))} , then [uj ]j is a decreasing sequence that converges
to some m-sh function u as j tends to +∞. On the other hand, it follows from (a) in Proposition 4.6 that
we can take
vj = sup{ϕ ∈ SHm(Ω) / ϕ ≤ min(ω
gj ,H)},
this implies that vj ∈ Nm(H) and Hm(vj) = Hm(ω
gj). Now, since
B(Hm(ψj),min(ω
gj ,H)) = B(Hm(ψj), vj)
Then by (b) in Proposition 4.6, uj ∈ Nm(H) and Hm(uj) = Hm(ψj) +Hm(ω
gj ). By letting j −→ +∞ we
obtain the desired result. Note that ω +H ≤ uj ≤ H, so if ω ∈ Nm then u ∈ Nm(Ω).
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