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Natural languages are invented by human beings for general-purpose commu-
nication, moreover, are the most comprehensive, flexible and adaptive tools for
modeling the physical and the cognitive world. Scientists and scholars have been
striving for making them measurable for years. Computational verb theory (CVT)
is a new paradigm of making natural languages measurable. As an emerging dis-
cipline, CVT has been applied in well-established fields such as automatic control
and artificial intelligence and etc. Moreover, it has been utilized by many indus-
trial systems, for instance, visual flame-detecting, intelligent traffic system and
intelligent security system. Therefore, it’s worthwhile to make an intensive study
of CVT.
In this thesis, CVT is studied from three aspects; namely, computational verb
events, computational verb neural networks and computational verb PID con-
trollers, which not only promotes CVT’s development by taking the advantage of
existing results but also adds new dimensions to probability theory, artificial neu-
ral networks and the PID controllers to some extent. This thesis proposes a new
method of deriving the probability of computational verb events, gives the struc-
ture of type-I generalized computational verb neural network and the derivation of
its learning algorithm, studies three types of the second-generation computational
verb PID controllers in details.
The innovations of the thesis are listed as follows.
1. For the first time, it introduces the concept of computational verb observation
function , which makes the modeling of computational verb events and the
measurement of probabilities more flexible and convenient;
2. The proposed computational verb neural networks are suitable for learning mul-
tiple verb rules;














tational verb similarities are designed;
4. It is the first comprehensive study on the signal tracking performance of com-
putational verb PID controllers.
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