We consider the general problem of minimizing an objective function which is the sum of a convex function (not strictly convex) and absolute values of a subset of variables (or equivalently the ℓ 1 -norm of the variables). This problem appears extensively in modern statistical applications associated with high-dimensional data or "big data", and corresponds to optimizing ℓ 1 -regularized likelihoods in the context of model selection. In such applications, cyclic coordinatewise minimization (CCM), where the objective function is sequentially minimized with respect to each individual coordinate, is often employed as it offers a computationally cheap and effective optimization method. Consequently, it is crucial to obtain theoretical guarantees of convergence for the sequence of iterates produced by the cyclic coordinatewise minimization in this setting. Moreover, as the objective corresponds to flat ℓ 1 -regularized likelihoods of many variables, it is important to obtain convergence of the iterates themselves, and not just the function values. Previous results in the literature only establish either, (i) that every limit point of the sequence of iterates is a stationary point of the objective function, or (ii) establish convergence under special assumptions, or (iii) establish convergence for a different minimization approach (which uses quadratic approximation based gradient descent followed by an inexact line search), (iv) establish convergence of only the function values of the sequence of iterates produced by random coordinatewise minimization (a variant of CCM). In this paper, a rigorous general proof of convergence for the cyclic coordinatewise minimization algorithm is provided. We demonstrate the usefulness of our general results in contemporary applications by employing them to prove convergence of two algorithms commonly used in high-dimensional covariance estimation and logistic regression.
Introduction
Let g : R m → R ∪ {∞} be a twice differentiable strictly convex function, whose effective domain has a non-empty interior C g . Suppose also that g has a positive curvature everywhere on C g , and that g(t) converges to infinity as t approaches the boundary of C g . Let S be a given subset of {1, 2, · · · , n}, E be an m × n matrix having no zero column, and λ > 0 be fixed. Let X = {x ∈ R n : x i ≥ 0 for every i ∈ S c }.
Define the functions f 1 and f 2 , where f i : R n → R for i = 1, 2 as follows:
and,
Consider the following two minimization problems:
Minimize f 1 (x) subject to x ∈ X .
(1.1)
Minimize f 2 (x) subject to x ∈ X .
(1.
2)
The minimization problems in (1.1) and (1.2) appear extensively in contemporary applications, and are particularly relevant in statistics and machine learning (see for example [9, 12, 10, 15, 22, 28, 31, 32] ), and signal processing (see for example [3, 5, 6, 7, 29, 30] ). In statistical applications, the function g(Ex) is typically a log-likelihood or pseudo loglikelihood corresponding to a statistical model. Traditional statistical methods focus on minimizing the function g(Ex) without the addition of a minimizer like x 1 . However, in the modern context of high-dimensional data or "big data", it is often desirable to obtain sparse solutions (solutions where many entries are exactly equal to zero), resulting in the inclusion of the term λ i∈S |x i | in the objective function. The most challenging features of the minimization problems (1.1) and (1.2) are the following:
1. In many applications, m < n. Hence the functions g(Ex), f 1 (x) and f 2 (x) are not strictly convex, and in general do not have a unique global minimum.
2. The minimization occurs on a high-dimensional space, with hundreds or thousands (if not more) of variables.
3. The minimization problem is non-smooth due to the presence of the "ℓ 1 penalty" term λ i∈S |x i |.
Hence, any method proposed for finding a solution to the above problem should be computationally scalable and have theoretical convergence guarantees. In many statistical applications involving high dimensional regression and high dimensional covariance estimation (see for example [10, 13, 15] ), coordinatewise minimization can be performed in closed form.
Hence, for such problems, a cyclic coordinatewise minimization (CCM) algorithm (where each iteration consists of minimizing the objective function sequentially over all the coordinates) is often used, as it offers a computationally cheap and effective method for minimizing the respective objective functions. In situations where coordinatewise minimization cannot be achieved in closed form, it often involves minimizing a one-dimensional convex function, and can be numerically achieved to a high degree of accuracy in a few steps. Hence, coordinatewise minimization has also been used in such situations (see for example [28] ). Hence, understanding the convergence properties of the cyclic coordinatewise minimization algorithm for (1.1) and (1.2) is a crucial and relevant task. However, a rigorous proof of convergence of the cyclic coordinatewise minimization algorithm for minimization problems in (1.1) and (1.2) is not available in the literature. We now provide a brief overview of existing optimization methods and convergence results related to these problems. In Tseng [33] , it is proved that under appropriate conditions on g, every limit point of the sequence of iterates produced by the cyclic coordinatewise minimization algorithm is a stationary point of the corresponding objective function. However, this does not necessarily mean that the sequence of iterates converges. Tseng and Yun [34] propose a blockcoordinatewise gradient descent (CGD) approach, which can be thought of as a hybrid of gradient-projection and coordinate descent. In particular, they consider minimizing an objective function of the form
where P j is a proper, convex, lower semicontinuous function for 1 ≤ j ≤ n, and f is a continuously differentiable function on an open subset of R n containing the effective domain of P j for every 1 ≤ j ≤ n. At each iteration, a quadratic approximation of the function f is considered, a descent direction is then generated by applying block coordinate descent, followed by an inexact line search along this direction (by using an Armijo-type rule to ensure sufficient descent). The authors in [34] also provide a proof that the sequence of iterates produced by their algorithm converges under suitable assumptions. Note that if the function g in (1.1) is not quadratic, then clearly the CCM and CGD approaches are distinctly different. Considering (1.2), we note that it can be expressed in the framework of (1.3) in two ways. We can choose f (x) = x T E T Ex − i∈S c log x i and P j (x j ) = |x j | for j ∈ S, in which case the CCM and CGD approaches are again different as f is not quadratic. Alternatively, if we choose f (x) = x T E T Ex, P j (x j ) = |x j | for j ∈ S, and P j (x j ) = − log x j for j ∈ S c , then the function n j=1 P j (x j ) is not polyhedral. Hence, the assumptions in [34, Lemma 7] do not apply, and it is not clear if the convergence results in [34, Theorem 2] and [34, Theorem 3] apply.
Saha and Tewari [27] provide finite time convergence results for a variety of cyclic coordinatewise descent methods for objective functions of the form f (x) + λ n j=1 |x j |. However, their convergence results rely on the assumption that the function f is isotone, i.e., essentially f is twice-differentiable and the Hessian matrix of f at any x in its effective domain has non-positive off-diagonal entries. Such an assumption does not hold in general for many contemporary applications and those which we consider in Section 5.
Luo and Tseng [20] consider the following minimization problem.
where b, l, u are fixed n-dimensional vectors. The entries of l and u are allowed to be −∞ and ∞ respectively. They provide a very detailed and intricate proof of convergence of the sequence of iterates produced by the cyclic coordinatewise descent algorithm for (1.4) (see also [19, 21] ). Note once more that the minimization problem in (1.4) is substantially different than the minimization problem in (1.1) and (1.2). In recent useful work, Richtarik and Takac [25] provide a random coordinatewise descent algorithm for solving (1.3) , where instead of cycling over all the coordinate blocks, a random coordinate is chosen and minimized over at each iteration. Intuitively speaking, a randomized choice of coordinates may avoid a possible worst case ordering of the coordinates in the cyclic setting, is also more suitable for situations when all the data in not available all the time, and more amenable for a convergence analysis. The authors in [25] establish important convergence (and provides rates) for the function values of the sequence of iterates produced by the random coordinatewise descent algorithm. Establishing convergence of the sequence of iterates for random coordinatewise descent however remains a challenge. We note that one of the compelling reasons that has motivated the use of random coordinatewise descent algorithm versus the (non-random) cyclic coordinatewise minimization is that the former allows for easier convergence analysis, though many methods that have been proposed in the machine learning and statistics literature actually use the (non-random) cyclic coordinatewise minimization. In this paper we address the crucial and challenging problem of establishing convergence of the sequence of iterates in the (non-random) cyclic coordinatewise minimization setting. We also note that in modern high-dimensional problems in Statistics/Machine Learning, the objective functions are often very flat, and it is quite likely that although the function values converge, the sequence of iterates do not.
Several methods other than cyclic coordinatewise minimization have also been proposed in the literature to solve the minimization problems in (1.1) and (1.2) (or a more general version of this problem, where the term λ i∈S |x i | is replaced by a (block) separable non-smooth function). One class of methods is based on proximal gradient descent with an Armijo-type stepsize (see for example [11, 16] ). Another class of methods is based on trust-regions (see for example [1, 4, 8] ). See Tseng and Yun [34] for a detailed list of related references. We note that none of these methods correspond to the classical coordinatewise minimization approach that has been proposed and extensively used in the statistical applications outlined above.
In this paper, we provide a rigorous proof of convergence of the sequence of iterates produced by the cyclic coordinatewise minimization algorithm for the minimization problems in (1.1) and (1.2). We shall build on the work of Luo and Tseng [20] , and extend it when incorporating non-differentiable terms of the form λ i∈S |x i | in f 1 (x) and f 2 (x). This generalization makes the convergence analysis of the cyclic coordinatewse minimization algorithm for (1.1) and (1.2) more complex as compared to the convergence analysis of the cyclic coordinatewise minimization approach for (1.4). We shall see that the non-smooth term leads to many challenging and non-trivial questions. This paper is organized as follows. In Section 2, we provide a summary of the assumptions, algorithms and the main convergence results in the paper. A detailed proof of convergence for the cyclic coordinatewise minimization algorithm for the minimization problems in (1.1) and (1.2) is then provided in Section 3 and Section 4 respectively. The results in Section 3 and Section 4 are then used in Section 5 to establish convergence of two algorithms arising in high-dimensional covariance estimation and high dimensional logistic regression.
Summary of main results
In this section, we undertake the following: (a) provide the assumptions that are made for the minimization problems in (1.1) and (1.2), (b) formally define the cyclic coordinatewise minimization algorithms corresponding to these problems, and (c) state the main convergence results that are established later in this paper. Recall that f 1 (x) = g(Ex) + λ i∈S |x i |. We start by providing the assumptions that will be made for the minimization problem in (1.1).
• (A1) The effective domain of g has a non-empty interior C g .
• (A2) g is strictly convex and twice continuously differentiable on C g .
• (A3) Either g(t) → ∞ as t approaches the boundary of C g , or, |S| = n and g is non-negative with C g = R m .
• (A4) g has a positive curvature everywhere on C g .
• (A5) The set of optimal solutions of the minimization problem in (1.1), denoted by X * , is non-empty.
Consider the following practical implementation of the coordinatewise descent (CCM) algorithm to solve the minimization problem in (1.1).
Algorithm 1 Cyclic coordinatewise descent algorithm for f 1 1. Set r = 0. Start with initial value x 0 ∈ X such that f 1 (x 0 ) is finite, and a prespecified tolerance ǫ.
Step 2. Otherwise, stop.
We first claim that (2.1) is well-defined by using contradiction. Note that for any ξ ∈ R, the set H ξ := {Ex : x ∈ X , f 1 (x) ≤ ξ} is contained in the set {Ex : x ∈ X , g(Ex) ≤ ξ}. It follows by [20, Lemma A.1] that if g(t) → ∞ as t approaches the boundary of C g , then {Ex : x ∈ X , g(Ex) ≤ ξ} is bounded. Alternatively, if |S| = n and g is non-negative, then H ξ is contained in the set {Ex : n i=1 |x i | ≤ ξ/λ}. In either case, we get that
Suppose now that the minimum in (2.1) is not attained for some r and i. Let e i denote the i th unit vector in R n . There are then two possibilities:
for large enough h. The boundedness of H f 1 (x r,i−1 ) implies that Ee i = 0, which contradicts the assumption that no column of E is zero.
is non-increasing as h → ∞. This case leads to the same contradiction as in (a).
The following theorem now formally establishes convergence of the sequence of iterates produced by Algorithm 1, and is the first main result in this paper.
Theorem 2.1
The sequence of iterates {x r } r≥0 generated by the cyclic coordinatewise descent algorithm for f 1 converges to a value x * ∈ X such that f 1 (x
A detailed proof of Theorem 2.1 will be provided in Section 3. We now briefly outline the major steps in the proof. We first show that the difference between the successive iterates produced by the CCM algorithm for f 1 goes to zero. Further arguments establish that this sequence of differences between the successive iterates is actually square-summable. Note that square-summability of the sequence of differences is not sufficient to establish that {x r } r≥0 is a Cauchy sequence. We then proceed to show that the distance between the sequence of iterates and the boundary of X * (the set of optimal solutions) goes to zero. Again, this itself is also not sufficient to establish that {x r } r≥0 is a Cauchy sequence (see the discussion just before Lemma 3.7). However, using the three facts above, along with some matrix-theoretic results and combinatorial arguments, we prove that the sequence of iterates produced by the cyclic coordinatewise descent algorithm is a Cauchy sequence with limit x * ∈ X . This is done as follows. First, we show that eventually some coordinates of x r are exactly equal to zero, while the remaining coordinates are bounded from zero as r → ∞. Second, we show that (see Lemma 3.12) the coordinates of x r that stay away from zero are influenced by those coordinates which eventually become zero. Moreover, this influence is a function of the distance between these ultimate zero coordinates and zero, and therefore dies away as r → ∞. This is then used, along with a series of combinatorial arguments, to establish that (see Lemma 3.14) for an arbitrary ǫ > 0, there exists an x * ∈ X * such that x r − x * < ǫ for large enough r. This immediately implies that {x r } r≥0 is a Cauchy sequence. Since we have already established that the distance between the sequence of iterates and the boundary of X * goes to zero, convergence to an optimal solution follows. Now, we consider the problem of minimizing the function f 2 defined in (1.2). Recall that
For the function f 2 , the only assumption that is made is a stronger version of assumption (A5), this assumption essentially states that the level sets of f 2 are bounded, and is standard in many contemporary applications.
• (A5)* Let ξ ∈ R be arbitrarily fixed. If x ∈ X satisifes f 2 (x) ≤ ξ, then there exists ξ * ∈ R + (independent of x) such that 1/ξ * ≤ x i ≤ ξ * for every i ∈ S c and |x i | ≤ ξ * for every i ∈ S.
We shall also show that this level set assumption will se satisfied in the application considered in Section 5. Again, we consider the following coordinatewise descent algorithm to solve the minimization problem in (1.2). Note that the steps of the following algorithm are identical to that of Algorithm 1, excpet that f 1 is replaced by f 2 . However, we have provided separate statements of the two algorithms for expositional convenience, in particular, for differentiating between the sequence of iterates produced by applying the CCM algorithm for f 1 and f 2 . It will be shown in Section 4 (see Lemma 4.1) that the minimization in (2.3) is well-defined, and the unique minimizer can be obtained in closed form. The following theorem establishes convergence of the sequence of iterates produced by the cyclic coordinatewise descent algorithm for minimizing f 2 and is the second main result in this paper.
Algorithm 2 Cyclic coordinatewise descent algorithm for f 2 1. Set r = 0. Start with initial value z 0 ∈ X such that f 2 (z 0 ) is finite, and a prespecified tolerance ǫ.
Theorem 2.2 The sequence of iterates {z r } r≥0 generated by the cyclic coordinatewise descent algorithm for minimizing f 2 converges to a z
A detailed proof of Theorem 2.2 will be provided in Section 4. There are two differences between the functions f 1 and f 2 . Let q(y) = y T y for every y ∈ R m . The term g(Ex) in f 1 is replaced by the special choice
The presence of the logarithmic terms in f 2 however introduces a new feature as compared to f 1 . Hence, although the basic method of proving convergence remains the same for f 2 , the presence of the logarithmic terms in f 2 create new challenges which will be tackled in the convergence analysis in Section 4.
3 Convergence analysis for cyclic coordinatewise minimization applied to f 1
In this section, we provide a detailed proof of Theorem 2.1. We start with the following lemma about X * , the set of optimal solutions of the minimization problem (1.1). The proof of this lemma follows immediately from arguments in [20, Page 5] and is therefore omitted.
Lemma 3.1 X
* is a convex set. Also, there exists t * ∈ R m such that
It follows from assumptions (A1) and (A4) that ∇ 2 g is positive definite in some open ball U * containing t * . Hence, there exists σ > 0 such that
, where ∇g(Ex) denotes the gradient function of g evaluated at Ex. We denote the i th entry of
Note that the sub differential versions of the KKT conditions for the convex minimization problem in (1.1) imply that x ∈ X * if and only if
(3.5)
We provide an alternative characterization of the elements of X * , which will be useful in our analysis.
Lemma 3.2 x ∈ X
* if and only if
The proof of this lemma is provided in the appendix. Recall that {x r } r≥0 is the sequence of iterates generated by the coordinatewise descent algorithm for minimizing f 1 , and x r,i is the appropriate coordinatewise minimizer defined in (2.1). It follows from the arguments in the proof of Lemma 3.2 that for i ∈ S,
and
Next, we state a lemma from [14] which was used in [20] , and will also play an important role in our analysis. Let x := √ x T x denote the Euclidean norm, and
for any vector x. Also, x ≤ y implies that x i ≤ y i for every 1 ≤ i ≤ n.
Lemma 3.3 ([14])
Let B 1 and B 2 be any k 1 × n and k 2 × n matrices respectively. Then, there exists a constant θ > 0 depending only on B 1 and B 2 such that, for anyx ∈ X and any k 1 -vector d 1 and k 2 -vector d 2 such that the linear system
for all r and all 0 ≤ i ≤ n. By (2.1), it follows that
for every r and 1 ≤ i ≤ n. Hence, t r,i ∈ H f 1 (x 0 ) for every r and 0 ≤ i ≤ n. It follows by (2.2) that {t r,i } r≥0,0≤i≤n is bounded.
Also, since g is twice continuously differentiable, it follows that {g(t r,i )} r≥0 is uniformly bounded above for all 0 ≤ i ≤ n. If g(t) → ∞ as t approaches the boundary of C g , it follows that every limit point of {t r,i } r≥0 lies in C g for all 0 ≤ i ≤ n. If C g = R m , then it follows by (3.11) that again every limit point of {t r,i } r≥0 lies in C g for all 0 ≤ i ≤ n. By (3.10), the sequence {f 1 (x r,i )} r≥0 decreases to the same quantity, say f ∞ for every 0 ≤ i ≤ n. If f ∞ = −∞, then assumption (A5) (which says that the set of optimal solutions to (1.1) is non-empty) will be violated. Hence f ∞ > −∞. We now prove that the difference between the successive iterates of the cyclic coordinatewise descent algorithm for f 1 converges to zero.
Proof We proceed by contradiction. Suppose the result does not hold. Then there exists ǫ > 0, i ∈ {1, 2, · · · , n} and a subsequence R of N such that |x
It follows by the definition of t r,i that
where E ·i denotes the i th column of E. Since {t r,i } r∈R and {t r,i−1 } r∈R are bounded, we assume without loss of generality that there is a further subsequence R ′ of R such that {t r,i } r∈R ′ and {t r,i−1 } r∈R ′ converge to t ′ and t ′′ respectively. It follows by (3.12) that t
follows by the continuity of g that
It follows by the definition of f that
Since x r,i is obtained from x r,i−1 by minimizing along the i th coordinate, the convexity of f yields
for every r ∈ R ′ . Using the continuity of g, (3.14) and passing to the limit as r → ∞, r ∈ R ′ , we obtain
The above yields a contradiction to the strict convexity of g on C g .
Using the result from Lemma 3.4 above, we now proceed to prove that {t r,i } r≥0 converges to t * for every 0 ≤ i ≤ n, and then use this to establish that the sequence of differences between the successive iterates produced by the cyclic coordinatewise descent algorithm fo f 1 is square-summable.
Proof (a) Fix i between 0 to n arbitrarily. Since {t r,i } r≥0 is bounded, it has at least one limit point. Let t ∞ be an arbitrarily chosen limit point. Hence, there exists a subsequence R of N such that {t r,i } r∈R converges to t ∞ . Note that t ∞ ∈ C g . Hence, g is continuously differentiable in an open set around t ∞ . Note that for every j = i,
It follows by Lemma 3.4 that x r,j − x r,i → 0 as r → ∞ for every 0 ≤ j ≤ n. Hence, we have t r,j − t r,i → 0 as r → ∞ for every 0 ≤ j ≤ n. It follows that
as for every 0 ≤ j ≤ n. By (3.8) and (3.9), it follows that for every r ∈ R, 19) for i ∈ S, and
for i ∈ S c . By the arguments in the proof of Lemma 3.2, it follows that
It follows from (3.18) and (3.19) that |d For each r ∈ R, consider the linear system
∀j ∈ S and j ∈ S c with d
This a consistent system of equations since x r+1 is a solution. Fix anyx ∈ X . By Lemma 3.3, for every r ∈ R, there exists a solution y r of this linear system satisfying
where θ is a constant depending on E only. Note that by (3.10), {f 1 (x r,i )} r∈R,1≤i≤n is bounded above. By (3.11), we get that {t r,i } r∈R,1≤i≤n is bounded. Hence, {g(t r,i )} r∈R,1≤i≤n is bounded below. It follows by the definition of f that { j∈S |x r,i j |} r∈R,1≤i≤n is bounded above. Hence, the right hand side of (3.26) is bounded for all r ∈ R. It follows by (3.17), (3.23) and (3.24) that {y r } r∈R is bounded, and that every limit point of {y r } r∈R , say y ∞ , satisfies (3.21) and (3.22 ) that x r+1 j = x r,j j ≤ 0 for large enough r. Since y r satisfies (3.25), and y ∞ is a limit point, it follows that y 
If j ∈ S c and d ∞ j > 0, then (3.29) holds trivially. It follows from Lemma 3.2, (3.27), (3.28) and (3.29) that y ∞ ∈ X * . It follows by Lemma 3.1 that t ∞ = Ey ∞ = t * . Since t ∞ is an arbitrarily chosen limit point of {t r,i } r≥0 , it follows that for every 0 ≤ i ≤ n,
as r → ∞. This establishes part (a).
(b) By Lemma 3.5, it follows that for r sufficiently large, Ex r,i ∈ U * for every 0 ≤ i ≤ n. Consider any such r. For every 1 ≤ i ≤ n, a second order Taylor series expansion along the i th coordinate leads to
wherex r,i is a convex combination of x r,i−1 and x r,i . Since U * is an open ball containing t r,i−1 = Ex r,i−1 and t r,i = Ex r,i , we conclude that Ex r,i is contained in U * . Note that Note 
The result follows by noting that f (x r ) ↓ f ∞ > −∞ as r → ∞ and that min 1≤j≤n E ·j 2 > 0 as E has no zero column.
Although the square-summability, established above, is an important step towards proving convergence, further arguments are needed to establish convergence of the sequence of iterates generated by Algorithm 1. It follows by Lemma 3.5 and the continuity of ∇g at t * that
as r → ∞ for every 1 ≤ i ≤ n. The next lemma establishes that for each i, x r i has the same sign for sufficiently large r. For every x ∈ X , define the function φ as follows:
Hence, φ(x) is the distance of x from the closed convex set X * . The goal of the next lemma is to establish that the sequence of iterates {x r } r≥0 approaches the boundary of X * . Although,this lemma is a useful component of the convergence proof of the CCM algorithm for f 1 , it clearly is not sufficient to establish convergence. For example, consider a sequence which alternatively takes two distinct values at the boundary of a set. It easily follows that the distance of the sequence from the boundary of that set is always zero, but the sequence still does not converge.
for all a, b ∈ R.
Proof (a) We consider various cases:
Suppose |a| ≤ λ and |b| ≤ λ. Then the max(|a| − λ, 0) = max(|b| − λ, 0) = 0. Hence, (3.34) holds. Suppose |a| ≤ λ and |b| > λ. Then
The last step follows by the triangle inequality. The case |a| > λ and |b| ≤ λ can be analyzed similarly. Next, suppose that |a| > λ, |b| > λ and sign(a) = sign(b). Then
Finally, we consider the case when |a| > λ, |b| > λ and sign(a) = sign(b). Without loss of generality, let a < 0 and b > 0. Then
. It follows by Lemma 3.6, part (a) of this lemma, and (3.33) that
as r → ∞.
(c) By Lemma 3.1, (3.3), (3.4) and (3.5), it follows that X * is the solution set of the linear system of equations given by
* is non-empty, by Lemma 3.3 and Lemma 3.6, for sufficiently large r, there exists y r ∈ X * such that
where θ is a constant only depending on E. The result follows by the definition of φ and Lemma 3.5.
For x ∈ R n and M ⊆ {1, 2, · · · , n}, let x M := (x i ) i∈M . By Lemma 3.6 and (3.9) that there exists an r 0 > 0 such that
for every r ≥ r 0 . The following lemma provides a crucial identity which will play in important role in the last leg of the convergence proof.
Lemma 3.8 There exists ω > 0 such that
for every r ≥ r 0 .
Proof Consider arbitrary (possibly empty) subsets I 1 , I 2 , I 3 of S and I 4 , I 5 of S c , and let R denote the set of indices r ≥ r 0 for which
Note that |d i (x r,i | ≤ λ for i ∈ S, and d i (x r,i ) ≥ 0 for i ∈ S c . Hence, I 1 ∪ I 2 ∪ I 3 = S and I 4 ∪ I 5 = S c . Suppose we are able to show that there exists a constant ω I 1 ,I 2 ,I 3 ,I 4 ,I 5 > 0 such that
for every r ∈ R. Since every r ≥ r 0 belongs to R corresponding to some choice of {I j } 1≤j≤5 , and the number of distinct choices of {I j } 1≤j≤5 is finite, it would immediately imply that the lemma holds with ω = max Hence, we now establish (3.42). Note that if x r+1 = x r , then by Lemma 3.1, Lemma 3.2, (3.8) and (3.9), it follows that x r ∈ X * and Ex r = t * . Hence, if R is empty or finite, then the result holds trivially. Hence, we assume that R is infinite. It follows by (3.8), (3.9) and (3.37)-(3.41) that x r+1
Consider the linear system y I 3 ∪I 5 = 0, y ∈ X * . (3.44)
By an argument very similar to the one following [20, eq. (B.7)], it follows that the above linear system is consistent (essentially by noting that {y ∈ X : y I 3 ∪I 5 = 0} and X * are polyhedral sets, and proving that they get arbitrarily close to each other). It follows by Lemma 3.1, (3.3), (3.4) and (3.5) that the solution set of the linear system in (3.44) is identical to the solution set of the following linear system.
It follows by Lemma 3.3 that, for every r ∈ R, there exists a solution y r to the above linear system satisfying
where κ 1 depends only on E. It follows by (3.36) and (3.43) that
For any m × n matrix A and M ⊆ {1, 2, · · · , n}, let
. It follows by Lemma 3.1 and (3.46) that
Let c ∈ R n be such that c I 1 = λ, c I 2 = −λ, and all the other entries of c are equal to zero. It follows by Lemma 3.1, (3.37), (3.38) and (3.40) that
for every i ∈ I. The result now follows by exactly the same arguments as in [20] (from [20, eq. (B.9)] to the end of the proof of [20, Lemma B.3], using d I (x r ) − c I in place of d I (x r ) , and replacing E by E T throughout).
We now invoke two matrix-theoretic results from Luo and Tseng [20] . Let M = E T ∇ 2 g(t * )E. By (A4) and the assumption that E has no zero column, it follows that m ii > 0 for every 1 ≤ i ≤ n. For any J,J ⊆ {1, 2, · · · , n}, let M JJ := (M ij ) i∈J,j∈J , and |J| denote the cardinality of J. The following lemma is provided in Luo and Tseng [20] , and exploits the fact that M is symmetric positive semi-definite.
Lemma 3.9 (Luo and Tseng [20] 
Let B denote the lower triangular portion of M, and C = M − B denote the strictly upper triangular portion of M (hence the diagonal entries of C are zero). We use the following lemma from [20] . Lemma 3.10 (Luo and Tseng [20] ) (a) For any nonempty J ⊆ {1, 2, · · · , n}, there exist ρ J ∈ (0, 1) and τ J > 0 such that
(b) There exists a ∆ ≥ 1 such that, for any nonempty J ⊆ {1, 2, · · · , n},
, and
Recall tha by Lemma 3.6 and (3.9), there exists an r 0 > 0 such that
for every r ≥ r 0 . For x ∈ R n , let x ∞ = max 1≤i≤n |x i |. The next lemma is analogous to Lemma 9 of [20] , and shows that the coordinates of x r that stay away from zero, are influenced by the coordinates which eventually become zero only through the distance of these coordinates from zero.
Lemma 3.11 Consider any J ⊆ I * . If for some two integers s ≥ t ≥ r 0 we have x r i = 0 for every t + 1 ≤ r ≤ s and i ∈ J, then, for any x * ∈ X * , there holds
where µ is some positive constant which is independent of s and t.
The proof of the lemma above is provided in the appendix. Let σ 0 := 1 and
It follows from the above definition that σ k ≥ 1 for every 1 ≤ k ≤ n, and is monotonically increasing with k. Fix δ > 0 arbitrarily. By Lemma 3.4, Lemma 3.5 and Lemma 3.7, there exists r 1 > 0 such that
for every r ≥ r 1 . The next three lemmas are analogous to [19, Lemma 10] , [19, Lemma 11] , and [19, Lemma 9] respectively. The crucial difference is that we consider absolute values of appropriate vector entries (as opposed to the lemmas in [19] , which use the vector entries themselves). Recall that I * = I *
The proofs of all three lemmas are provided in the appendix.
Lemma 3.12 Fix k ∈ {1, 2, · · · , n} arbitrarily. If for some nonempty J ⊂ I * , and some intergers t ′ > t ≥ max(r 0 , r 1 ), we have
then the following hold:
(b) There exists an x * ∈ X * such that
The next lemma extends the previous lemma by removing the assumption that the coordinates that start near zero remain near zero.
Lemma 3.13 Fix k ∈ {1, 2, · · · , n} arbitrarily. If for some J ⊆ I * with |J| ≥ |I * | − k + 1 and some interger t > max(r 0 , r 1 ) we have
then there exists an x * ∈ X * and at ≥ t satisfying
for every r ≥t.
We use Lemma 3.13 to establish the final lemma in our analysis.
Lemma 3.14 For any δ > 0, there exists an x * ∈ X * andr > 0 such that
for every r ≥r.
Using Lemma 3.14, we are now able to complete the proof of our meta-theorem, Theorem 2.1.
Proof of Theorem 2.1 Fix ǫ > 0 arbitrarily. By Lemma 3.14, there exists x * ∈ X * andr > 0 such that
for every r ≥r. Hence, for every r 1 , r 2 >r, we obtain by the triangle inequality that
It follows that the sequence of iterates {x r } r≥0 form a Cauchy sequence. By Lemma 3.7, we conclude that {x r } r≥0 converges to an element of X * .
Remark 1 Note that Theorem 2.1 holds for any m×n matrix E with non-zero columns, and any subset S of {1, 2, · · · , n}. It follows that Theorem 2.1 holds for an arbitrary permutation of the order in which the n coordinates are updated in the cyclic coordinatewise descent algorithm.
4 Convergence analysis of cyclic coordinatewise minimization for f 2
In this section, we consider the convergence behavior of the cyclic coordinatewise minimization algorithm applied to the function f 2 (Algorithm 2). It follows by assumption (A5)* and the convexity of f 2 that the set of optimal solutions of the minimization problem in (1.2), denoted by X * ℓ , is non-empty. Since the negative logarithm function is convex, and q is strictly convex, it follows by arguments very similar to those in [20, Page 5] that X * ℓ is a convex set and that there exists t * ∈ R m such that Ex
We now state two lemmas which will be important in understanding the coordinatewise minimization for the function f 2 .
The result follows by noting that u * the only non-negative solution of the above equation, and that h is a strictly convex function. It is clear from Lemma 4.1 that the coordinatewise minimizers for f 2 (see (2.3)) are uniquely defined and can be obtained in closed form. Note that the function f 2 (x) takes the value infinity if x i = 0 for i belonging to a non-trivial subset of S c . Hence, the KKT conditions for the convex minimization problem in (1.2) imply that x ∈ X * ℓ if and only if
The arguments in the proof of Lemma 3.2 can be used to provide the following alternative characterization of the elements of X * ℓ . Lemma 4.2 x ∈ X * ℓ if and only if
5)
Recall that {z r } r≥0 is the sequence of iterates generated by Algorithm 2, and x r,i is the appropriate coordinatewise minimizer defined in (2.3). It follows from arguments similar to those in the proof of Lemma 3.2 that for i ∈ S,
As in Section 3, we will establish a series of lemmas, which will ultimately lead us to the proof of Theorem 2.2. Let t r,i = Ez
for all r and all 0 ≤ i ≤ n. By (2.3), it follows that
for every r and 1 ≤ i ≤ n. It follows by assumption (A5)* that
By (4.9), the sequence {f 2 (z r,i )} r≥0 decreases to the same quantity, say f ∞ for every 0 ≤ i ≤ n. Since X * ℓ is non-empty, it follows that f ∞ > −∞. The next lemma shows that the sum of norm-square of the difference between successive iterates in {z r } r≥0 is finite. Note that in Section 3, we first needed to show that z r − z r+1 converges to zero (Lemma 3.4) to prove a similar result (Lemma 3.5). However, since we have to deal with the quadratic function q(Ex) as opposed to a general g(Ex) in this section, a direct argument is available.
Proof For every 1 ≤ i ≤ n, a second order Taylor series expansion along the i th coordinate leads to the following.
Fix i ∈ S arbitrarily. Using exactly the same argument as in the proof of Lemma 3.5 (b) for this case, we get that
Fix i ∈ S c arbitrarily. By strict convexity of the negative logarithm function on R + , it follows that (− log z
It follows by (4.8), (4.11) and (4.13) that (4.12) is satisfied for every i ∈ S c . Adding (4.8)
The result follows by noting that f (z r ) ↓ f ∞ > −∞ as r → ∞ and that min 1≤j≤n E ·j 2 > 0 as E has no zero column.
By Lemma 4.3, it follows that z r − z r+1 → 0 as r → ∞. We now establish a parallel version of Lemma 3.5 for the problem at hand.
Lemma 4.4 For every
Proof By exactly the same set of arguments as in the proof of Lemma 3.5, there exists t ∞ ∈ R m , and a subsequence R of N such that
as for every 0 ≤ j ≤ n. Suppose i ∈ S. By repeating exactly the same arguments in the proof of Lemma 3.5 in this case, we get the following.
• If |d
for large enough r.
• If d
Since {f 2 (z r,i )} r≥0,1≤i≤n is bounded above, it follows by assumption (A5)* that {z r+1 } r∈R is bounded (with the coordinates in S c uniformly bounded away from zero), and hence has at least one limit point. Let z ∞ denote any limit point of {z r+1 } r∈R . It follows that
It follows by (4.8), (4.16), (4.17), (4.18) and (4.19) that z
The result follows by noting that t ∞ is an arbitrarily chosen limit point of {t r,i } r≥0 . It follows by Lemma 4.4 and the continuity of g at t * that
as r → ∞ for every 1 ≤ i ≤ n. The next two lemmas show that the sequence of iterates {z r } r≥0 approaches X * ℓ .
Lemma 4.5 If i ∈ S, then
The proof of the above lemma is provided in the appendix. As in Section 3, for every x ∈ X , define the function φ as follows:
Hence, φ(x) is the distance of x from the closed convex set X * ℓ .
Lemma 4.6 φ(z r ) → 0 as r → ∞.
Proof By (4.2), (4.3), (4.4) and the fact that Ez * = t * for every z * ∈ X * ℓ , it follows that X * ℓ is the solution set of the linear system of equations given by
Note that the statements of Lemma 3.6 apply exactly to the problem at hand for i ∈ S. Since X * ℓ is non-empty, by Lemma 3.3, for sufficiently large r, there exists y r ∈ X * ℓ such that By Lemma 3.6 (recall that the statements of this lemma apply verbatim for i ∈ S) there exists an r 0 > 0 such that
for every r ≥ r 0 . Let M = 2E T E. By the assumption that E has no zero column, it follows that m ii > 0 for every 1 ≤ i ≤ n. As in Section 3, let B denote the lower triangular portion of M, and C = M − B denote the strictly upper triangular portion of M. Since M is a positive semi-definite matrix with strictly positive diagonal entries, it follows that Lemma 3.9 and Lemma 3.10 hold with this choice of M, B and C. Let I * = I * 1 ∪ I * 2 , and
The next lemma is a parallel version of analogous to Lemma 3.11 for the problem at hand.
Lemma 4.9 Fix k ∈ {1, 2, · · · , |S|} arbitrarily. If for some J ⊆ I * with |J| ≥ |I * | − k + 1 and some interger t > max(r 0 , r 1 ) we have 30) then there exists an z * ∈ X * ℓ and at ≥ t satisfying 31) for every r ≥t.
Lemma 4.10 For any δ > 0, there exists an z * ∈ X * ℓ andr > 0 such that 32) for every r ≥r.
We can now prove Theorem 2.2 by repeating the arguments at the end of Section 3 (after the proof of Lemma 3.14) verbatim.
Applications
In this section, we demonstrate the utility of Theorem 2.1 and Theorem 2.2. In particular, we use these results to establish convergence of two commonly used cyclic coordinatewise descent algorithms: one arising in high dimensional covariance estimation in the context of graphical models, and another arising in high dimensional logistic regression.
Convergence of a pseudo likelihood based algorithm for graphical model selection
The CONCORD algorithm, introduced in Khare et al. [15] , is a sparse inverse covariance estimation algorithm, which uses cyclic coordinatewise minimization to minimize the function
subject to the constraint that Ω = ((ω ij )) 1≤i,j≤p is a p × p symmetric matrix with nonnegative diagonal entries. Here Ω ·i denotes the i th column of Ω, p is a fixed positive integer, λ > 0 is a fixed positive real number, andΣ is the (observed) sample covariance matrix of n i.i.d. observations from a p-variate distribution. HenceΣ is positive semi-definite. Let Σ = Ω −1 denote the (unknown) true covariance matrix for the underlying p-variate distribution. The CONCORD algorithm provides a sparse estimate of the inverse covariance matrix Ω by minimizing the objective function Q con . Models which induce sparsity in the inverse covariance matrix are known as concentration graphical models, and have gained popularity in statistics, machine learning etc.
As with any sparse covariance estimation algorithm, the CONCORD algorithm is particularly developed to tackle high-dimensional settings, i.e., settings where p is much larger than n. The function Q con (Ω) is a convex function of Ω, but is not necessarily strictly convex if n < p, as the matrixΣ is singular in this case.
Other pseudo likelihood based sparse inverse covariance estimation algorithms in the literature (see [15] for a list of references) also provide sparse estimates of Ω via cyclic coordinatewise minimization for objective functions which are different from Q con . However, there are no convergence guarantees for the corresponding algorithms. In fact, as shown in [15] , it is easy to find (non-pathological) examples where some of these algorithms do not converge. On the other hand, as shown below, the results in this paper can be used to establish convergence of the CONCORD algorithm.
Note that the output produced by the CONCORD algorithm is not guaranteed to be positive definite (same is true for the algorithms in [24, 26] ). However, the focus here is to estimate the sparsity pattern in Ω, i.e., model selection. If needed, a positive definite version with the estimated sparsity pattern can be constructed using standard approaches (see Khare et al. [15] for a discussion).
We first provide a lemma which will be useful in our convergence proof.
Lemma 5.1 Let A be a k × k positive semi-definite matrix with A kk > 0, and λ be a positive constant. Consider the function
Then, there exist positive constants a 1 and a 2 (depending only on λ and A), such that
Proof Let x −k := (x i ) 1≤i≤k−1 , and
Since A is positive semi-definite, and A kk > 0, it follows that
Note that for any c > 0, the function cy − log y is minimized at y = . Hence, for every c > 0 and y > 0, we get that cy − log y ≥ 1 + log c. If b = 0, then it follows by (5.2) and the definition of h(x) that
Hence the result holds if b = 0.
It follows by Lemma 4.1 (b) that for every x k > 0 and λ > 0, the function h(y) = (
. It follows from (5.4) that
The result follows from (5.5), the fact that x 2 k ≥ 2x k −1, and the fact that cy−log y ≥ 1+log c (for c = 1 and c = λA kk /(2 b ∞ )).
The following theorem establishes the convergence of the CONCORD algorithm by using Theorem 2.2.
Theorem 5.1 If the diagonal entries ofΣ are strictly positive, then the sequence of iterates generated by the cyclic coordinatewise minimization algorithm for Q con converges.
Proof We will show that the minimization problem in (5.1) is a special case of the minimization problem in (1.2), and satisfies assumption (A5)*. Applying Theorem 2.2 yields the proof of convergence of the CONCORD algorithm.
Let y = y(Ω) ∈ R p 2 denote a vectorized version of Ω obtained by shifting the corresponding diagonal entry at the bottom of each column of Ω, and then stacking the columns on top of each other. More precisely, if P i is the p × p permutation matrix such that
Note that since Ω is symmetric, ω ij = ω ji for every 1
be the symmetric version of y, obtained by removing all ω ij with i > j from y. More precisely,
LetP be the p 2 × p(p+1) 2 matrix such that every entry ofP is either 0 or 1, exactly one entry in each row ofP is equal to 1, and y =P x. LetS be a p 2 × p 2 block diagonal matrix with p diagonal blocks, and the i th diagonal block is equal toS 
By the definition of x(Ω), we obtain
It follows by (5.1), (5.7) and (5.8) that the CONCORD algorithm can be viewed as a cyclic coordinatewise minimization algorithm to minimize the function
> 0. In order to verify assumption (A5)*, we consider the set the set R ξ = {x : Q con (x) ≤ ξ}. Recall by (5.1) that
It follows by applying Lemma 5.1 for every 1 ≤ i ≤ p in (5.10) that there exist positive constants a 1 and a 2 (depending only onΣ and λ) such that
Hence, if x ∈ R ξ , then x i ≤ (ξ + a 2 )/a 1 ≤ ξ (5.12)
for every i ∈ S c , where ξ = (|ξ| + a 2 )/a 1 . It also follows by the definition of Q con that if x ∈ R ξ , then − i∈S c log x i < ξ. Hence i∈S c x i > e −ξ . It follows by (5.12) that It follows by (5.12), (5.13) and (5.14) that Q con (x) satisfies assumption (A5)*. Combining this with the continuity and convexity of Q con , it follows that the set X * ℓ = {x ∈ X : Q(x) < ∞, Q(x * ) ≤ Q(x) for every x ∈ X }.
is non-empty. Hence, assumption (A5) holds. It follows by Theorem 2.2 and Remark 1 that the sequence of iterates produced by the CONCORD algorithm converges.
Remark Note that if n ≥ 2, and none of the underlying marginal distributions is degenerate, then the diagonal entries ofΣ are strictly positive, and the assumption in Theorem 5.1 is immediately satisfied.
Convergence of ℓ 1 minimization for logistic regression
Let Y 1 , Y 2 , · · · , Y N denote independent random variables taking values in {−1, 1}, and
be a collection of vectors in R p such that P (Y i = y | z i ) = 1 1 + e −y i β T z i for every 1 ≤ i ≤ N. The above statistical model is known as the logistic regression model, and the objective is to estimate the parameter β ∈ R p . However, in many modern applications, the number of observations N is much less than the number of parameters p. To tackle such a situation, Shevade and Keerthi [28] (see also [12, 17, 18, 23, 35] Note that in a typical high-dimensional setting, we have N < p. Hence, the matrix X is singular, and consequently the function Q logit is not necessarily strictly convex. Shevade and Keerthi [28, Page 2248] propose using cyclic coordinatewise minimization for minimizing Q logit . We note that the final algorithm that they present (see [28, Page 2249] ) is a variant where at each iteration, the "best coordinate" is chosen according to an appropriate criterion, and the function is minimized with respect to the chosen coordinate (keeping all the other coordinates fixed). Note that the minimizer with respect to a single coordinate cannot be obtained in closed form in this situation. However, such a minimization involves a convex function on a susbet of R, and numerical methods can be used to obtain the required minimizer accurately in a few steps. In particular, the authors in [28] use a combination of Newton-Raphson and bisection methods. To conclude, coordinatewise minimization (cyclic or the variant approach described above) is a viable approach for this problem, and has been used in applications.
It is claimed in [28] that convergence follows from [2, Prop. 4.1, Chap. 3]. However, the result [2, Prop. 4.1, Chap. 3] states that if F (x) is a convex function, and the sequence {x t } t≥0 is generated by using
where lim inf t→∞ c t > 0; then {x t } t≥0 converges to a global minimizer of F (x). Hence, to the best of our understanding, this result in not applicable to coordinatewise minimization in the current setting.
We now show that Theorem 2.1 can be used to provide a proof of convergence of the cyclic coordinatewise minimization algorithm for minimizing Q logit .
Theorem 5.2
If the matrix X has no zero columns, then the sequence of iterates generated by the cyclic coordinatewise minimization algorithm for Q logit converges.
Proof Consider the function g defined in (5.16) . Note that g is non-negative and C g = R N . It follows by (5.17) that the minimization problem for Q logit is a special case of the minimization problem in (1.1) with m = N, n = p and E = X, and that assumptions (A1)-(A4) are satisfied. Also, if Q logit (β) ≤ ξ, it follows that |β j | ≤ ξ/λ for every 1 ≤ j ≤ p. Hence, the set {β : Q logit (β) ≤ ξ} is a bounded set for every ξ ∈ R. It follows that Q(β) satisfies assumption (A5). The result now follows by Theorem 2.1.
for every t ≤ r ≤ t ′ − 1. We now claim that 20) for every i ∈ J and t ≤ r ≤ t ′ − 1. We proceed to prove this by induction. Note that by (3.51) and fact that σ k ≥ σ k−1 + 1, it follows that (5.19) holds for r = t. Suppose that (5.19) holds for every t ≤ r ≤ s for some s which satisfies t ≤ s ≤ t ′ − 2. Hence, x
