Linear regression is typically taught as a second and potentially last required (bio)statistics course for Public Health and Clinical and Translational Science students. There has been much research on the attitudes of students toward basic biostatistics, but there has not been much assessing students' understanding of critical regression topics. The REGRESS (REsearch on Global Regression Expectations in StatisticS) quiz developed at Mayo Clinic utilizes 27 questions to assess understanding for simple and multiple linear regression. We performed an initial external validation of this tool with 117 University of Michigan public health students. We compare the results of pre-and postcourse quiz scores from the Michigan cohort to scores of Mayo medical students and professional statisticians. University of Michigan students performed higher than Mayo students on the precourse quiz due to previous related coursework, but did not perform as high postcourse indicating the need for course modification. In the Michigan cohort, REGRESS scores improved by a mean (standard deviation) of 4.6 (3.4), p < 0.0001. Our results support the use of the REGRESS quiz as a learning tool for students and an evaluation tool to identify topics for curricular improvement for teachers, while we highlight future directions of research. Clin Trans Sci 2014; Volume 7: 447-455
Introduction
Understanding statistics is becoming increasingly important in a data-saturated world. Technology growth has allowed the collection and analysis of huge data, but many students lack the skills to interpret and find relevance. This big data issue prompted the McKinsey Institute to release a May 2011 report explaining that "a significant constraint on realizing value from big data will be a shortage of talent, particularly of people with deep expertise in statistics and machine learning. " 1 Demand could surpass supply by more than 140,000 in deep analytical positions by 2018 causing employers to request that colleges place more emphasis on critical thinking and complex reasoning. 2 Statistics courses teach and instill these traits in students to help them become successful professionals. 2013 was named the International Year of Statistics to promote the practice of statistics and arouse interest in the field. A New York Times article from 2009 entitled "For Today's Graduate, Just One Word: Statistics" clarified that "statisticians are only a small part of an army of experts using modern statistical techniques for data analysis. Computing and numerical skills, experts say, matter far more than degrees. " 3 A survey of 49 statistics instructors in the UK demonstrated that both the most important and difficult concepts in statistics courses include interpretation and relating results to the real world. 4 Teaching analytical skills can be challenging, especially when the course is required and not elective and hence includes a broad mix of student expertise. However, these courses are exceedingly important for students to gain statistical fluency in order to communicate, understand, and tackle research problems efficiently. Particularly in fields of Public Health and Clinical and Translational Science, researchers from many backgrounds collaborate, often requiring basic statistical knowledge to set up and carry out investigations. At the University of Michigan, we attempt to arm graduate students in the School of Public Health with such statistical tools by requiring them to take at least one introductory statistical course.
Much of the assessment tools published in statistics education predict performance based on attitudes, anxiety, previous courses, gender, etc., [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] but do not assess the efficacy of learned material or clarity of concepts. There are a few manuscripts examining the effectiveness of statistics courses to verify that students with broad backgrounds leave their programs understanding the fundamentals. One such piece developed and validated a 40 question outcome assessment survey for the typical undergraduate first course in statistics. 17 This assessment is widely used for intervention studies in statistics courses to refine course material and teaching techniques. Another assessed medicine residents' understanding of biostatistical concepts outside of a specific classroom context, focusing on their understanding of research literature in a survey including questions regarding demographics, statistics attitude, confidence of interpreting and assessing statistical concepts, and statistical knowledge. 18 Enders (2011) 19 discussed the previous two articles, as well as a few others, and concluded that a new tool for skills assessment for graduate level biostatistics was needed to aid statistics coursework and program development to improve graduate regression knowledge.
Such an assessment specific to linear regression was not previously available, but this material is often taught to a wide variety of students as the second course for undergraduate or graduate level studies. Enders (2013) 20 developed REGRESS (REsearch on Global Regression Expectations in StatisticS) to fill this gap. REGRESS is a competency-based construct built on CONSORT manuscript requirements (guidelines required by many medical and public health journals). 21, 22 The quiz consists of 27 items intending to evaluate students' abilities to interpret and use the regression equation, understand modeling, statistical significance, and effect modification, and to assess assumptions, confounding, and colinearity. The REGRESS assessment is a practical and valuable tool for the students to assess their baseline knowledge and how much they have learned throughout the semester, while focusing on the most essential topics and analytic skills which they will need after the course is over. Moreover, the assessment can be useful for teachers as they can see how effective their teaching is to produce students who are proficient in understanding regression.
This manuscript presents the initial external validation of REGRESS for graduate students in public health completing a course on regression outside of Enders' classroom to help to verify that students from broad backgrounds understand the fundamental concepts of regression and interpretation. First we briefly explain the REGRESS instrument and present our statistical methods for validation and analysis. We then present results from the University of Michigan and compare these to Mayo Clinic. Finally, we discuss the apparent differences in results and provide suggestions on how the tool may be changed in future versions, as well as how to implement this tool both to assess students' knowledge before and after the course and to modify course plans to boost understanding.
Methods

REGRESS instrument
We provide a brief description here; for more details, please see Enders (2013) . 20 The REGRESS instrument was developed for students and scientists in Clinical and Translational Science and Public Health to assess the major components of a regression course and those most useful for future research. We used version 5.1 of the instrument, as was used in Enders (2013) . 20 The instrument consists of 27 questions organized into six domains: Interpreting and Using the Regression Equation (split into two domains, one for simple linear regression, SLR, and one for multiple linear regression, MLR); Modeling and Statistical Significance; Assessing Assumptions; Confounding and Colinearity; and Interaction. The quiz is available through an online link with an expected completion time of 45 minutes.
The first domain assesses understanding of SLR, in particular interpreting regression coefficients and understanding that association does not imply causation and results from the regression equation should only be used within the bounds of the data. Similarly, the second domain extends this to MLR seeking understanding of results from equations adjusting for other variables and linking graphs to equations. Statistical significance in single models and across nested models in SLR and MLR is tested through p values and confidence intervals. Assessing assumptions tests if students can find violations of linear regression in SLR and MLR. The next domain included both confounding and colinearity, which are more subtle issues in linear regression that may go unnoticed but are critically important in valid analyses. Especially in the context of observational studies, understanding confounding is integral for performing, reading, and interpreting public health research. [21] [22] [23] [24] [25] Without the understanding of confounding, incorrect conclusions and spurious associations are much more likely to be performed in analysis and missed under review. This domain assesses the students' abilities to identify scenarios under which these are likely to occur or have occurred. Finally, interaction is tested by means of matching equations and figures and understanding the interpretation of such an interaction with categorical or continuous predictors. This domain requires students to understand how each type of predictor variable acts within an MLR model (i.e., a model with a binary and a continuous predictor will make two lines) and how interaction changes the graphical interpretation of the model. The added complexity within this domain was included to permit assessment of interaction through visual means rather than requiring complex calculations during the quiz.
We have not included the instrument so that students will not be exposed to it prior to use in the classroom, but a copy of the instrument is available from Felicity Enders (Enders.Felicity@ mayo.edu).
University of Michigan and Mayo cohorts
After creating the REGRESS instrument, Enders internally validated the tool using graduate students enrolled in her classes through the Clinical and Translational Science program at Mayo Clinic. The Mayo student cohort spanned students enrolled in Enders' classes from 2010 to 2012, where the class covered topics associated with the domains of the quiz, as well as an introduction to logistic and Cox regression. Fifty-two students took the quiz precourse and 59 students completed the quiz postcourse. The subset of students who completed both the preand postcourse assessments was small, so that in this previous analysis, independent sample tests were used and considered conservative. The Mayo student cohort consisted of academic clinicians of whom 47% were males who had never studied linear regression (89%). A convenience sample of 22 practicing statisticians at the Mayo Clinic with an MS or PhD in statistics or a related field were also asked to complete the survey to compare results between students and statisticians in the field. Selected data republished with permission.
As an initial external validation, the REGRESS instrument was implemented at the University of Michigan (UM) as part of a linear regression course offered to public health students during the winter semesters of 2013 and 2014. This course is the second biostatistics course offered and generally the last course taken for most public health majors (besides those enrolled in a biostatistics or epidemiology degree program). The course focuses on linear regression, both SLR and MLR, dedicating half of the semester to this topic with the other half dedicated to logistic, Poisson, and Cox regression. Concepts such as interpreting SLR and MLR, understanding interaction, confounding, and colinearity are repeated throughout the semester. The instructor completed her PhD in biostatistics in 2012 and 2013 was her first time teaching this course at UM. She based her course materials upon those of the previous instructor, who had taught the course the previous 4 years to a similar student base.
For the 2014 semester, lectures were modified by including three to six questions during each lecture where the students used clickers to choose the correct multiple choice answer. These questions included past exam problems and questions from online sources [26] [27] [28] [29] [30] [31] and were proposed to engage the class. Specifically, the questions challenged students' understanding of the main concepts learned in class that day and focused on the enforcement of understanding plots and how these relate to equations and interpretations of SLR and MLR. The 2014 cohort was also asked for qualitative understanding after each REGRESS question to qualitatively assess confusion with the questions. We received IRB approval to offer the pre-and postcourse REGRESS quiz where students could opt out of being included in the research aspect. A total of 128 students were enrolled in the course in 2013 and 2014, but 11 students opted out of the research component, leaving a final sample of 117 students who completed the pre-and postcourse quiz.
The same UM students completed both the precourse (within the first 2 weeks of the semester) and postcourse surveys. In 2013, students had the option to take the postcourse quiz upon completing the linear regression material (half-way through the semester) or at the end of the semester, but all students completed the postcourse survey directly following linear regression material in 2014. It was expected that students could perform well after only the linear regression related material. The time between pre-and postcourse REGRESS completion ranged from 38 to 103 days with a median time to completion of 58 days from the precourse quiz. We refer to the postcourse REGRESS for all 117 of these students, regardless if they completed the quiz during or after the semester.
Statistical analysis
Nonresponse or response of "I don't know" was coded as incorrect. The overall REGRESS score (questions 1-27) and SLR score (questions 1-11) are presented with the mean and standard deviation for each group at each time. For the UM cohort, preand postcourse overall, SLR, and domain data were compared using paired t-tests or sign tests. Individual items for the UM cohort were assessed using the sign test on pre-and postcourse score differences. Mayo cohort values are taken from Enders 2013 where methods are given. 19 Comparison of summary scores between the cohorts used t-tests ignoring multiple comparisons corrections. Comparison of the frequency of correct answers of individual items between cohorts used Fisher's exact test. Internal reliability was calculated for each score using Cronbach's alpha using pre-and postcourse responses from the UM cohort. We also performed a sensitivity analysis for the difference in the pre-and postcourse scores for UM students from the 2013 and 2014 cohorts with a t-test. The change in scores over time was compared between cohorts with a Wilcoxon rank-sum test. To investigate the relationship of REGRESS scores with course grades, we separated course grades into those which were linear regression (LR) related and those which were post-LR material (logistic, Poisson, and Cox regression). The post-LR concepts repeated several of those from LR (confounding, interaction, colinearity), so we were interested if success on REGRESS was correlated to success outside of linear regression. These relationships between pre-and postcourse scores to LR related and post-LR related average course grades for UM students was assessed using spearman correlation. LR related average grades included four homeworks (worth 40-48 points each), a midterm (100 points), and an article critique (40 points). The post-LR-related average grades included 2 homeworks (each worth 47 points), a quiz (54 points), and a final exam (97 points). These related course grades were calculated as a weighted average to reflect the weighting used for the overall course grade. Finally, a linear regression on the change in REGRESS scores (postcourse scores minus precourse scores) with predictors of precourse score, gender, year (2013 or 2014), and time in days between the pre-and postcourse quiz assessed associations between these variables and the change in scores. Two-sided 5% type I errors were used throughout. The SAS statistical software package was used (version 9.3, Cary, NC, USA). Table 1 presents the characteristics of these students. Primarily, the UM cohort consists of masters level students (90%, mostly MPH, 9 students with MS degrees) who had taken a statistics course where regression was one of the topics in the past year (81%). There were more females in the course (73%) with 57% of the students seeking a master's in environmental health science, 23% in health behavior and health economics, 14% in health management and policy, 2% in epidemiology, and 4% in disciplines outside of public health. Only two people had an undergraduate degree in statistics or a related field and had completed it within the last 2 years. This cohort is similar in characteristics to all graduate students in accredited public health schools (46 schools in 2010) where most graduate students are female (71%) earning master's degrees (86%, ASPH 2010 Annual Data Report), 32 but does differ from the Mayo cohort as Mayo consisted of Clinical and Translational Science students with more males (47%) without previous coursework in statistics.
Results
20 Figure 1 and Table 2 present results for the overall REGRESS score in the UM cohort. Total scores from the precourse quiz ranged from 4 to 21 (out of 27), with a mean score of 11.6 (SD = 3.1). Total scores from the postcourse quiz ranged from 8 to 25 with a mean score of 16.2 (SD = 3.3). Eight students (6.8%) obtained a lower score on the postcourse quiz than on the precourse quiz, whereas the other 109 (93.2%) performed better by 1 to 16 points. There was with a statistically significant increase in postcourse score compared to precourse score with a mean of 4.6 (SD = 3. Although statistically significant, the differences in scores were small, so the cohorts are consequently presented as one group for the remainder of the analysis. Table 2 presents the average SLR and domain scores for the UM cohort. The mean precourse SLR score was 7.4 (SD = 1.6) and postcourse score was 8.4 (SD = 1.8). This average increase of 1 point for all students is statistically significant, p < 0.0001. Unfortunately, however, 25 (21%) students performed lower on the postcourse SLR quiz by 1 to 4 points, 22 (19%) obtained the same score, but 70 (60%) students performed better by 1 to 16 points. Each domain increased from precourse to postcourse by small but statistically significant amounts. Most domains increased by a median value of 1 point, which we consider a meaningful increase from pre-to postcourse scores due to the small number of questions included in each domain, but the median change for the domains of assessing assumptions and interaction was zero due to many incorrect answers at both time points. Table 3 compares the mean pre-and postcourse scores for the UM cohort as compared to the Mayo students and statisticians. UM students performed significantly higher on the precourse quiz than Mayo students (p = 0.001). This increased level of knowledge is due to the majority of students having taken a course just prior to enrolling in the regression course which introduces SLR at the end of the course. The UM students, however, performed significantly lower postcourse when compared to either the Mayo student cohort or statisticians (p < 0.0001).
To understand the performance of UM students from pre-to postcourse and to further compare the UM and Mayo cohorts, we examined the distribution of correct responses to the individual items. UM students significantly improved in 16 items (59%) from pre-to postcourse quiz. These items include three questions from domain 1: SLR (items 4, 6, and 7, change in mean outcome, predicting beyond data, and interpreting unadjusted slope), two from domain 2: MLR (items 14 and 22, linking graphs to equations and interpreting adjusted slope), three in modeling and statistical significance (items 5, 23, and 26, how to test association and selecting nested models), two from each assessing assumptions (items 17 and 18, assessing homoscedasticity and normality of errors), three from confounding and colinearity (items 19, 27, and 20 predicting and diagnosing confounding and predicting colinearity), and all three items in interaction (items 13, 15, and 25, linking graphs to equations and diagnosing interaction). The improved scores for assessing assumptions (besides homoscedasticity), confounding and colinearity, and interaction were statistically significant, but the proportion of correct answers remained low at 9-62%. The UM cohort performed slightly worse postcourse on two items assessing assumptions (11, presence of outliers and 16, assessing independence). The eight other items improved, but not significantly.
Comparing the UM cohort to Mayo students, we see from Table 4 that UM students performed statistically significantly higher than Mayo students precourse on items 4 (assessing slope), 5 (test association), 10 (correlation), 12 (linking graph to equation with continuous and categorical predictors), 21 (predicting outcome), and 25 (diagnosing interaction). For the postcourse quiz, UM students scored significantly higher for items 6 (predicting beyond data) and 10 (assessing strength of correlation), but significantly lower for 12 (44%) items. The most notable differences where UM students scored much lower than the Mayo cohort most often involved inference from graphs (items 2, 3, 13, 14, 15, 17, 18, 19) . The UM cohort also struggled with four other items (16, assessing independence; 20, predicting colinearity; 25, diagnosing interaction; 27, diagnosing confounding), not able to match the response of Mayo students postcourse.
Comparing the UM student postcourse scores to statisticians, statisticians scored significantly higher for 7 (26%) of the items (specifically five graphical items 2, 3, 14, 15, and 19; and two other items including 16, assessing independence; and 25, diagnosing interaction). UM students performed similarly to the statisticians on the remaining 20 questions. Interestingly, 36% or more of the statisticians answered multiple graphing questions incorrectly: items 2 (finding the y-intercept), 12, 13, and 14 (linking equations to graphs), 18 (assessing normality of errors), and 20 (predicting colinearity), so that the lack of statistical difference from UM students does not reflect high scores from both groups.
Internal reliability of the quiz was assessed using all questions both pre-and postcourse for the UM cohort as shown in Table 5 . Cronbach's alpha for the overall REGRESS score was 0.7 compared to 0.9 for all Mayo cohorts at all times. For the SLR score, the Cronbach's alpha was 0.6 compared to 0.7 for the Mayo cohorts. For the domain scores, Cronbach's alpha ranged from 0 to 0.6 compared to 0.3 to 0.8 for the Mayo cohort.
Furthermore, we were interested in evaluating the correlation between REGRESS score and course performance in the UM cohort in Figure 2 . We expect a valid instrument to have high correlation with the assessment of course material conditioning on the class teaching critical regression concepts. Pre-and postcourse REGRESS scores were positively related with Spearman correlation coefficient of 0.5, p < 0.001. This relationship may reflect those with a higher affinity for statistics, as well as those who took the quiz more seriously at both time points. Precourse scores were moderately correlated to the overall course grade (r = 0.3, p < 0.001) and slightly correlated to average grades throughout the semester split by those based on LR related material (r = 0.2, p = 0.05) and post-LR related material (r = 0.2, p = 0.06). The postcourse REGRESS score was significantly and more strongly correlated to the overall postcourse average grade (r = 0.5, p < 0.001). When split by subject matter, the postcourse REGRESS score was significantly associated with both the LR related average grades (r = 0.5, p < 0.001) and the post-LR related average grades (r = 0.4, p < 0.001) with higher REGRESS scores associated with higher LR or post-LR related grades.
Results from linear regression (Table 6 ) reveal that the precourse score and year were significantly related to the change in REGRESS score (p < 0.001 and p = 0.007, respectively), but sex and time in days between taking the pre-and postcourse quiz were not statistically significant (p = 0.24 and p = 0.30, respectively). The higher the precourse REGRESS score, the less change from precourse to postcourse score, exhibiting a ceiling effect. 2014 students performed better on the postcourse quiz and therefore had a larger difference in their scores (on average 2.2 points, p = 0.007). These variables, however, only explained 30% of the variation in postcourse REGRESS scores.
Discussion
The REGRESS quiz is a tool to assess students' understanding of the important topics in linear regression. Although the UM students significantly improved scores from the precourse to postcourse quiz (p < 0.0001), there is still more to be desired in postcourse quiz performance. The UM cohort had lower postcourse quiz scores than the internal Mayo students (p < 0.0001) and practicing statisticians (p < 0.0001); in our external setting the average postcourse REGRESS score was 16.2 of 27 points. We also observed a small but statistically significant increase for all six REGRESS domain scores (p < 0.0001).
The UM students mainly struggled with interpreting questions and concepts from graphical displays of data (items 2, 3, 13, 14, 15, 18, 19) . Of these items, while most did significantly improve from preto postcourse, the correct response rates remained low post course.
The poor performance on items 2 and 3 is not surprising as these two questions are related, so those who answered item 2 incorrectly were also likely to answer item 3 incorrectly. Item 2 requires a careful reading and understanding of the axes limits. Those who completed the quiz quickly were likely to miss that the graph origin is not (0,0). In the UM cohort, 55% chose the answer option of 0 which would be correct if the origin was (0,0) and correspondingly chose the incorrect solution for item 3. Regardless of the potentially "tricky" question, students should be trained to carefully examine plots and to be able to relate graphical results to equations and to sentences explaining the results.
The 2014 UM cohort had a marginal but statistically significant increase in postcourse scores and change in scores than the 2013 cohort, despite a concerted effort to add clicker questions focusing on interpreting and matching equations to graphs. The qualitative data provided by students on the graph questions suggested that their knowledge on this topic was still not robust. For example, one student wrote, "I still find these kinds of variable and equation/graph interpretations hard as I have difficulty determining what the different types of variables would look like graphed out. " Another student wrote, "I remember the clicker question that was similar, but I also struggled with that one. " Together, these data suggest that this version of the REGRESS is sensitive enough to capture changes in knowledge attributable to an intervention, but that it is challenging to provide a deep enough understanding of difficult topics for students to transfer that knowledge to unfamiliar question formats.
Unfortunately the 2013 students generally learned their weaknesses at the end of the course and were unlikely to review material to clarify concepts. To utilize the quiz to its full potential as a learning tool, the 2014 group took the REGRESS right after linear regression material and had a review on REGRESS material in class to clarify concepts which were not highly scored on the postcourse quiz. By giving the students their REGRESS score upon completion, the students were able to see how much they learned throughout the semester, as well as identify topics which remained challenging for subsequent review.
Additionally, in both years, the REGRESS exercise allowed the professor to understand strengths and weaknesses in curriculum. For example, since the 2013 UM cohort did not perform well on the items related to graphs, the regression course at UM was modified to include more graphics and interactive questions regarding these graphics for interpretation. The 2014 cohort results suggest further modifications may still be needed for this topic. * UM students scored higher at baseline than Mayo students due to having more prior experience with regression within the context of a previous course. Ninety-six percent of all UM students had taken a prior course where regression was one of the topics covered (most students had taken an introduction to biostatistics course the previous semester which introduced regression and one-way ANOVA at the end of the semester). Consequently, for these students, the SLR score is likely not useful and we see no meaningful difference in pre-and postcourse scores. The SLR score may be more appropriate for those engaged in their first regression course, especially at the undergraduate level.
Differences between the UM students and Mayo students were not unexpected for several reasons. First, the REGRESS was developed by Dr. Enders, who also taught the Mayo students. Even though Dr. Enders did not teach with the goal of high REGRESS quiz performance, the same concepts were naturally emphasized since she was the creator of the test. Another major difference was due to the structure of the courses and difference in instructors between UM and Mayo. The course content was similar, but the time spent on each topic and mode of presentation varied. Dr. Enders also has more experience teaching this subject matter since she graduated in 2003 and has been a primary course instructor at the graduate level since 2000, whereas the 2013 course was part of Dr. Kidwell's first year teaching after graduating in 2012. Furthermore, the makeup of the students differed. The Mayo students were generally physicians or PhD students engaged in medical research, whereas the UM students were generally master's-level Public Health students who may or may not continue to careers with a research component. While both cohorts mainly consisted of students who were required to take the course, their attitudes toward the course and motivation within the course most likely varied. A limitation to our study is the lack of qualitative assessments between cohorts.
The smaller levels of Cronbach's alpha from the UM cohort were likely due to several reasons. First, one expects higher internal reliability from Mayo since the creator of the REGRESS instrument was also the course professor, whereas at UM, the REGRESS test was not taken into account in course planning in 2013. While the course was modified in 2014 to emphasize graphs by adding clicker questions, general emphasis within lectures remained constant. Additionally, the lower levels of Cronbach's alpha using the UM cohort, especially for assessing assumptions, were due to two questions in the domain with very low scores; students scored well on the other questions in the domain. With continued use of the REGRESS tool with a variety of students, we can better estimate the internal reliability of the quiz. Additional studies will be needed to further validate the REGRESS quiz outside of Mayo, as different student populations, instructors, course material, and teaching style may impact difference in preversus postcourse scores and further influence modifications for future versions of the REGRESS instrument.
Supporting internal validity of the quiz, the postcourse REGRESS score was significantly correlated with LR related and post-LR related average scores for those in the UM cohort. The material learned from linear regression relates to that seen in logistic, Poisson, and Cox regression, so we expect a correlation between the postcourse REGRESS score and post-LR related material, but to be less than that of the LR related material, which was seen.
From our results using the REGRESS as a teaching evaluation, assessing student performance and internal validity in an external sample, we hypothesize that either minor modifications to REGRESS are necessary or that specifics of the external cohort led to lower performance. Further modification to the University of Michigan course will be made to continue to emphasize interpretation of graphs.
These results will also help guide the next version of the REGRESS. Due to the qualitative assessments from the 2014 cohort about confusion of questions in REGRESS, we intend to make minor modifications to the REGRESS quiz to clarify questions. Moreover, modifications to the domains of interaction and assessing assumptions may be particularly important. These domains may either contain concepts which differ too broadly or require a greater number of items to represent the domain.
The strengths of this study include the use of a sample of students not influenced by the creator of the REGRESS tool. We were also able to ensure all students at UM took both the precourse and postcourse REGRESS quiz. Our sample size was also robust to capture not only overall changes in score from pre-to postcourse but also discriminate between the 2013 and 2014 UM cohorts and assess scores within each domain. However, our assessment also has weaknesses. For explicit external validation of the tool, more data from different classrooms are necessary, as well as additional qualitative item assessments. We have also combined the 2013 and 2014 UM cohorts for the majority of our analyses.
As a result of this work, we will refine the REGRESS quiz. We will continue to implement the modified quiz in regression courses to validate the new version and consider further potential modifications to REGRESS to better capture students' Table 6 . Multiple linear regression on change in REGRESS score (postcourse minus precourse scores).
understanding of critical regression topics. We hope to include more institutions in future studies to better assess the REGRESS in different settings.
Conclusion
Using the UM results, we provide an initial external validation of the REGRESS tool as an assessment of student understanding and as an instrument to guide instructors in identifying topics for revision in course materials. The REGRESS quiz can be useful for students, instructors, and researchers. Students can use their REGRESS scores to identify topics for further study and assess their understanding of critical regression concepts. The REGRESS quiz is also useful for instructors to provide feedback on topics to consider updating in the future. The REGRESS quiz can also be used as an outcome measure to quantify the impact of educational interventions. . Our work demonstrates that the REGRESS quiz can be successfully used outside the original Mayo Clinic setting to measure students' understanding of critical concepts in linear regression.
