Abstract Much like genomics, brain connectomics has rapidly become a core component of most national brain projects around the world. Beyond the ambitious aims of these projects, a fundamental challenge is the need for an efficient, robust, reliable and easy-to-use pipeline to mine such large neuroscience datasets. Here, we introduce a computational pipeline-namely the Connectome Computation System (CCS)-for discovery science of human brain connectomes at the macroscale with multimodal magnetic resonance imaging technologies. The CCS is designed with a three-level hierarchical structure that includes data cleaning and preprocessing, individual connectome mapping and connectome mining, and knowledge discovery. Several functional modules are embedded into this hierarchy to implement quality control procedures, reliability analysis and connectome visualization. We demonstrate the utility of the CCS based upon a publicly available dataset, the NKIRockland Sample, to delineate the normative trajectories of well-known large-scale neural networks across the natural life span (6-85 years of age). The CCS has been made freely available to the public via GitHub (https://github.com/ zuoxinian/CCS) and our laboratory's Web site (http://lfcd. psych.ac.cn/ccs.html) to facilitate progress in discovery science in the field of human brain connectomics.
Introduction
In connectomics, the human brain is graphically modeled as a complex system of nodes and edges between these nodes known as the connectome [1, 2] . This perspective has revolutionized brain research by combining complex network science methodology with advances in neuroimaging [3, 4] . It also calls classic computational modeling methods back to the forefront of the field (e.g., generative connectome models) [5] [6] [7] [8] [9] . These models remind brain scientists that the most amazing feature of the human connectome is how it functions (i.e., functional connectomics) [10] [11] [12] [13] . Connectome projects have been initiated in many countries, energizing the field of neuroscience with the possibility that the mysteries of the brain could be unlocked by studying connectomic associations with individual differences in behavior and state of mind as well as in gene expression and cell signaling.
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The growth of the fields of genomics and connectomics has been similar in magnitude, but with an inverse focus on big data interests. Genomics undertook its landmark project, the Human Genome Project (HGP), to determine the sequence of the chemical base pairs in human DNA and to identify and map all the genes at the level of the individual [14, 15] . More recently, big genome data have been obtained at the group level by efforts such as the 1,000 Genomes Project to provide a deep characterization of human genome sequence variation as a foundation for investigating the relationship between genotype and phenotype [16, 17] . In contrast, connectomics began with both grassroots and government projects at the group level-the 1,000 Functional Connectomes Project (FCP [10] ) and the Human Connectome Project (HCP [18] ), respectively-to investigate individual differences in large-scale brain networks and link these differences to human mental state and behavior. In 2013, the US government initiated the Brain Research through Advancing Innovative Neurotechnologies (BRAIN) project to produce an individual brain map showing how individual cells and complex neural circuits interact over both time and space [12] .
Bioinformatics approaches provide the highly efficient, robust and reliable computational support necessary for the data mining and knowledge discovery of big genomics data [19, 20] . In a similar vein, the recent explosion of big neuroscience data [21] has pushed forward the development of similar resources to enable the discovery science of human brain function [10] . Neuroinformatics has thus emerged as a field to provide tools for data storage, management and sharing (SMS) and data mining, analysis and visualization (MAV) in human brain connectomics. SMS tools such as XNAT [22] and COINS [23] have greatly advanced this field by relatively standard methods of managing and sharing data. There are many MAV tools currently available. However, widely accepted standards are missing for developing MAV tools and related algorithms. Tools such as SPM, FSL, AFNI and FreeSurfer are designed to address multimodal brain imaging data and have overlapping functions of data analysis, which can serve as the basis for building robust and reliable pipelines for big connectomics data. Such a pipeline should be configurable, reliable and extendable for data mining and knowledge discovery in big connectomics data. Currently, most pipelines, such as REST, BCT, the HCP pipeline, PANDA and the Connectome Mapper, seem not to explicitly meet all three requirements (see Table 1 for a full list of software currently available with detailed information).
Inspired by the fact that the human brain connectome is organized in a highly hierarchical and modular network, we designed a Connectome Computation System (CCS) to fulfill these three (configurable, reliable and extendable) requirements. Specifically, a highly hierarchical and modular structure was developed in the CCS to make highly efficient computation feasible. Configuration files were used for all levels of computation across different hierarchies and modules. Modules with different functions were implemented across different levels of hierarchies to make novel algorithms of data mining and knowledge discovery easy to integrate. Here, we introduce an alpha version of CCS and demonstrate its advantages by charting the life span trajectories of seven common large-scale neural networks. We also discuss upcoming functions of the CCS intended to expedite human brain discovery science. We hope that the release of the CCS will contribute to and expedite open science of the human brain.
Overall design strategy
The CCS pipeline aims to be a feasible and reliable toolbox for data mining and knowledge discovery for macroscale connectomics [24] . An overall design strategy is proposed to meet this demand. It contains a three-level hierarchical structure including low-level data cleaning and preprocessing (H1), mid-level individual connectome mapping (H2) and high-level connectome mining and knowledge discovery (H3). Both intra-and inter-hierarchical modular designs are implemented for different functions. The CCS integrates currently available software and packages as much as possible to process analytic requests at any hierarchy. Figure 1 contains a flowchart for further delineating this overall design strategy.
CCS pipelines are mostly written in bash shell and MATLAB scripts by integrating many functions, which come from two types of resources: (1) publicly available neuroimaging toolboxes such as SPM, FSL, AFNI and FreeSurfer, and (2) in-house developed connectome algorithms. In the following sections, we detail these functions across different CCS hierarchies, with special emphasis on the connectome algorithms developed in our laboratory. All procedures followed were in accordance with the ethical standards of the committee on responsible human experimentation (institutional and national) and with the Helsinki Declaration of 1975, as revised in 2008. Informed consent was obtained from all participants before inclusion in the study.
H1: Data cleaning and preprocessing
This hierarchy represents the most common processing steps for cleaning and preprocessing multimodal MRI datasets and currently contains three modules designed for structural MRI (sMRI), diffusion MRI (dMRI) and restingstate functional MRI (rfMRI). These preprocessing steps are performed in both volume and surface space. Details of each module are described in the following subsections.
Preprocessing sMRI data
sMRI processing aims to reconstruct the brain's cortical surfaces [25] [26] [27] [28] and includes a series of steps: (1) spatial noise removal by a non-local means filtering operation [29, 30] ; (2) image intensity inhomogeneity correction; (3) brain extraction using an improved hybrid watershed/surface deformation procedure; (4) tissue segmentation of the cerebrospinal fluid (CSF), white matter (WM) and deep gray matter (GM); (5) disconnection of the two hemispheres and subcortical structures; (6) fixation of the interior holes of the segmentation; (7) a triangular mesh tessellation over the GM-WM boundary; (8) a mesh deformation to produce a smooth representation of the GM-WM interface (white surface) and GM-CSF interface (pial surface); (9) correction for topological defects on the surface; (10) individual surface mesh inflation into a sphere; and (11) individual surface (volume) normalization by estimating the deformation between the resulting spherical mesh (the individual brain volume) and a common spherical (volumetric) coordinate system that aligned the cortical folding patterns (image density similarities) across subjects. Brain extraction (skull stripping) and registration (spatial normalization) are two challenging steps involved in preprocessing sMRI images. Our design allows the CCS to address these challenges by integrating the most recent advances in these fields. Currently, brain extraction is implemented by combining FSL and FreeSurfer with an optional step of manual intervention. In the future, this will be upgraded with knowledge-driven algorithms such as BEaST [31] . For registration, spatial normalization of volumetric images is performed with FLIRT/FNIRT in FSL and will soon be updated with the ANTs implementations [32] .
Preprocessing dMRI data
The CCS employs FSL's Diffusion Toolbox (FDT [33] ) to preprocess dMRI images. This includes: (1) correction for eddy current distortions and motion by realigning all images to the unweighted B0 images (or to the mean image if there are multiple B0 images) [34] ; (2) tensor reconstruction by fitting the diffusion profile within each voxel; (3) estimation of the diffusion direction within each voxel as the principal eigenvector of the tensor by computing its eigen system [35] ; (4) computation of fractional anisotropy (FA) in each voxel as the square root of the sum of squares (SRSS) of the diffusivity differences, divided by the SRSS of the diffusivities [36] ; (5) reconstruction of the wholebrain white matter tracts with fiber assignment by continuous tracking (FACT) algorithm [37] ; and (6) co-registration between dMRI and sMRI data by aligning the B0 brain image to the sMRI brain image by boundary-based registration (BBR) [38] .
The fast and accurate reconstruction of the whole-brain white matter tracts is still a topic of debate. At present, the CCS chooses the fastest algorithm for this purpose. More comprehensive algorithms, such as probabilistic fiber tracking in FSL [39] and FATCAT in AFNI [40] , can be easily integrated into the pipeline.
Preprocessing rfMRI data
The CCS functional preprocessing pipeline consists of: (1) discarding the first several volumes (total scanning duration of 10 s); (2) removing and interpolating temporal spikes from hardware instability or from head motion [41] [42] [43] ; (3) correcting acquisition timing among image slices and head motion among image volumes; (4) normalizing the 4D global mean of image intensity to 10,000; (5) matching spatial correspondences between individual functional images and anatomical images by employing white surface boundary-based registration (BBR) algorithm [38] ; (6) eliminating the effect of head motion and physiological noises during the rfMRI scanning session by regressing out the estimated Friston's 24-parameter motion curves [44, 45] and nuisance signals measured as WM and CSF mean time series from individual rfMRI time series [46] ; (7) removing both linear and quadratic trends from the rfMRI data by multiple linear regression; and (8) projecting individual rfMRI time series onto the fsaverage surface grid and down-sampling to the fsaverge5 surface grid (average inter-vertex distance = 4 mm) [47] or to the MNI152 standard volumetric space (spatial resolution = 3 mm).
The steps described above are common preprocessing steps in most rfMRI data analyses. However, some types of rfMRI analysis require different or additional preprocessing steps. For example, temporal filtering is usually performed for functional connectivity analyses but is not necessary for analyses in the frequency domain. Another example is global signal regression, which is a controversial preprocessing of rfMRI data [41, [48] [49] [50] . The CCS leaves the user to decide whether to use these two optional steps.
Following the processing, CCS provides a module to aid quality control. This quality control procedure (QCP) produces a set of screenshots for the user's visual inspection of the data and processing quality as well as a set of quality metrics for subsequent statistical analysis. Specifically, these screenshots are generated for the visual inspection of: (1) brain extraction or skull stripping; (2) brain tissue segmentation; (3) pial and white surface reconstruction; (4) BBRbased functional and diffusion image registration; and (5) head motion during rfMRI/dMRI. The quality metrics are computed to quantify: (1) the maximum distance of translational head movement (maxTrans); (2) the maximum degree of rotational head movement (maxRot); (3) the mean frame-wise displacement (meanFD); and (4) the minimal cost of the BBR co-registration (mcBBR). More quality metrics, which have been demonstrated in our recent paper about the Consortium for Reliability and Reproducibility (CoRR [51] ), will be included in a future release of the CCS.
H2: Individual connectome mapping
Individual connectomes are constructed either explicitly (i.e., the structural connectome) or implicitly (i.e., the functional connectome) from their graph or connection matrices. Connectomic properties are characterized by a set of network Sci 
metrics across the three (sMRI, dMRI and rfMRI) imaging modalities. Morphological connectomes are characterized by various morphological metrics (e.g., thickness, area, volume, curvature and gyrification index) of either large-scale units of brain parcellation or of vertices and voxels. These measurements can be further employed to construct a morphological brain graph [52] [53] [54] [55] and quantitate the brain network with graphical metrics (e.g., centrality, efficiency, cost, module, rich club and small world) [56] . Similarly, structural connectomes are built of dMRI derivatives such as fibers, FA, MD, RD, AD, PD and L1 [57] [58] [59] . Limited by available imaging technology, dMRI-based connectomes can only be studied via large-scale brain parcellation. Functional connectomics is a major feature of the current CCS pipeline. Two types of rfMRI-derived connectomics metrics are estimated in the CCS regarding whether the functional connectomes are constructed explicitly. Although it is currently the most widely used method, it usually is not accurate to generate a graph by defining its edges by internode statistical dependence (i.e., searching for significance) between time series. In particular, it is unclear whether too much or too little information has been omitted or how ignoring statistically insignificant edges by thresholding dependence (e.g., correlation) impacts the results. This leads to difficulties in interpreting the additional graphical metrics based on such a 'virtual' graph. In addition, we have recently highlighted the functional connectomics view of the human brain [60] . The brain is a connectome functioning across multiple temporal and spatial scales regardless of our interpretation of the data from an organism or of how we reconstruct its graphical representation. The best approach might be to apply or develop a network metric to measure the rfMRI time series directly, which is the functional output of the human connectome. Such a method would preserve all the information observed.
The CCS maps a series of functional features of the human brain connectome at levels of both vertex or voxel and largescale parcellation. One advantage of these mapping processes is the implementation of surface-based computation [61, 62] by combining data from both the sMRI and rfMRI modules of the hierarchy 1 (H1). Here, we detail various functional connectomics maps with surface-based approaches, whereas volume-based maps can be estimated similarly for these functional metrics. Individual surface maps without an explicit reconstruction of the brain graph with rfMRI include: (1) amplitude of low-frequency fluctuations (ALFF) and its standardized version (fALFF) [63] [64] [65] ; (2) local functional homogeneity or regional homogeneity (2dReHo [61, 66] ); (3) voxel-mirrored homotopic connectivity (VMHC [67] ); (4) seed region of interests functional connectivity (seedFC [68, 69] ); and (5) independent component analysis with dual (spatial and temporal) regression (drICA) [70] . Individual surface maps with an explicit reconstruction of the brain graph by rfMRI include various vertex-wise network centrality maps (VNCM) [71] : (1) degree centrality (DC); (2) subgraph centrality (SC); (3) eigenvector centrality (EC); and (4) pagerank centrality (PC). All these vertex-wise maps are finally summarized into their large-scale parcellation distribution with both mean and standard deviation of each parcellation unit (parcel). The CCS employs two large-scale parcellation templates in FreeSurfer, Destrieux Anatomical Atlas [72] and Yeo2011_N1000 Functional Atlas [47] to summarize all these functional connectomics metrics at the parcel level.
The high efficiency of the CCS at mapping individual functional connectomics is mainly the result of two core CCS functions inspired by sparse and block matrix theory. ccs_core_fastCoRR is designed to quickly compute a Pearson's correlation coefficient and is based on a simple mathematical fact [71] : Given two standardized variables (mean = 0 and standard deviation = 1), the correlation between them is equivalent to their inner product. Thus, the sample correlation matrix between two large sample matrices X and Y is R = X 0 Y/(n -1), where n is the number of samples. This function is highly efficient at dealing with big neuroscience data in a high-performance computational environment (e.g., a large amount of physical memory). Neuroscientists who face the challenges of the big data of functional interactions across multiple scales of time and space have increasingly recognized the importance [21, 73] of a relaxed version of this method for use on personal computers [74] . To meet this need, the CCS turns sparse block matrix theory into the second core function ccs_core_fastGraph. The basic idea behind this function is to distribute the correlation computation among different parcels (blocks). For each parcel, ccs_core_fastCoRR calculates the correlation matrix between the parcel and the whole brain. Due to limitations in the memory space available to store the wholebrain correlation matrix, this parcel-specific correlation matrix must be compressed into a sparse representation by dropping all correlations below a certain threshold. Finally, we obtain a sparse adjacency matrix (binary or weighted) to represent the whole-brain graph by concatenating all parcel-specific sparse matrices. Figure 2 illustrates the algorithmic principle of ccs_core_fastGraph based upon the Yeo2011_N1000 Functional Atlas, including seven common neural networks [47] : the visual (Visual), somatomotor (SomMot), dorsal attention (DorsAttn), ventral attention (VentAttn), limbic (Limbic), frontoparietal (Control) and default (Default) networks. These two functions give the CCS the ability to map individual human functional connectomes on both super-and personal computers with very high extendibility of integrating novel algorithms (e.g., dynamical connectomics feature [75] ).
H3: Connectome mining and knowledge discovery
How can we turn maps generated by the CCS into meaningful biological knowledge? Three major types of method can be applied to mine connectome data and uncover knowledge, including regression/clustering, machine learning and information visualization. The first two methods have been widely used in the neuroimaging field [76] , but the third has not been fully recognized by the field and has rarely been implemented in neuroimaging pipelines. The CCS implements different variants of these methods. Classic linear regression models are easily carried out in various neuroimaging toolboxes (such as SPM, FSL, AFNI, FreeSurfer). The CCS provides a set of script templates to make an easy and efficient translation between different toolboxes. At the next level of data mining, nonlinear and machinelearning algorithms are embedded into the last hierarchy of the CCS by combining MATLAB and R, where all resources developed in bioinformatics for genomics data mining and knowledge discovery can be reused in brain connectomics (e.g., pattern matching algorithms [77] ). Finally, the CCS offers a toolkit of visualization to produce informative and easy-to-read figures for knowledge discovery and hypothesis generation. In the following sections, we will describe two representative algorithms; gRAICAR [78, 79] and test-retest reliability [60] .
gRAICAR is an unsupervised machine-learning method used to mine variability in brain connectomes. One advantage of gRAICAR is that it characterizes inter-subject variability of connectomics metrics without a priori assumptions on subject groupings. This is a highly desirable feature for neuroimaging data mining, because the inter-subject variability in brain connectomes is not well mapped to our current categorizations of behavior and clinical symptoms. For instance, our current diagnosis of mental disorders depends solely on behavioral symptoms, whereas the biological Fig. 2 Fast reconstruction of correlational brain graphs. A brain-inspired block matrix computation is proposed (ccs_core_fastGraph), wherein a large-scale computation is distributed to different brain modules derived from the Yeo2011_N1000 Functional Atlas. Seven common networks regarding the intrinsic functional architecture of the human brain are visualized onto the cortical surfaces in both dorsal and ventral views: the visual (Visual), somatomotor (SomMot), dorsal attention (DorsAttn), ventral attention (VentAttn), limbic (Limbic), frontoparietal (Control) and default mode (Default) networks. A final graph matrix of the full brain connectome can be delivered to 28 block matrices with different sizes where information compression (e.g., thresholding the correlation coefficient of a time series) and graph-based processing can be easily implemented, even on a personal computer Sci. Bull. (2015) 60(1): 86-95 91 mechanisms underlying different categories of mental disorders are not clearly bounded. This has been considered a primary cause of the lack of progress in translating brain connectome findings to clinical practice in psychiatry [80] . It is therefore necessary to establish the inter-subject variability in the connectome, based on which novel hypotheses on subject categorization can be proposed. In functional connectomics, gRAICAR first decomposes the variation of functional images for each subject into a number of components using independent component analysis. The resultant components are spatial maps, each attributed to a mixing time course that represents the variation of the corresponding component map over time. gRAICAR then computes a similarity matrix across all component maps from all subjects (assuming N subjects). Based on the similarity matrix, gRAICAR identifies a component that has the highest similarity with N -1 components, each from a different subject. These N components are thus grouped into an aligned component that reflects an intrinsic connectivity network. This procedure is repeated until all components are assigned to an aligned component. Each aligned component reflects a set of component maps from different subjects, which exhibit similar spatial distributions. An inter-subject similarity matrix is then constructed to depict the inter-subject relationship reflected by each aligned component. After learning the inter-subject relationship carried in the intrinsic connectivity networks, one can propose hypotheses based on the inter-subject relationship. These hypotheses can be further examined and interpreted using behavioral and clinical characteristics. Applications of gRAICAR have been demonstrated in a life span trajectory study of the functional connectome [81] and in a novel classification of early-onset schizophrenia patients [82] .
Another example of CCS use for valuing functional connectomics is its component of test-retest reliability and reproducibility. High test-retest reliability is required to ensure the temporal stability of a metric and to allow for the distinguishing of different individuals [60] . This is a requirement for developing a biomarker of the application of functional connectomics, such as mapping growth charts of human brain function [83, 84] . The reliability of a measure is the upper bound of the correlation between the measure and another measure [60] . Therefore, beyond developing a biomarker, estimations of the test-retest reliability of functional connectomics are valuable for providing a reference regarding how strongly the variables affect the observed results and help to guide explanations of the findings of both normal and abnormal brains. The CCS employs linear mixed models to extract both intra-and inter-individual variability and develops a module on test-retest reliability measured by the intra-class correlation coefficients (ICC). This module not only provides various functions for evaluating the reliability and reproducibility of findings, but also accelerates the establishment of data analysis standards for functional connectomics based upon big test-retest neuroimaging data such as the data from the Consortium for Reliability and Reproducibility (CoRR [51] ).
6 Case demonstration: normative trajectories of brain development !The human brain experiences changes of its structure and function across the life span of an individual [67, 81, [84] [85] [86] [87] [88] [89] [90] . These changes can be altered by genetic and environmental variables, likely leading to brain disorders at different stages of the life span [91] . A normative life span trajectory of the human brain thus becomes extremely useful for early detection and diagnosis of these brain disorders, as well as for monitoring the effects of treatment effects. Here, we present a case usage of the CCS on delineation of normative trajectories of large-scale functional networks' morphology over the life span. A total of 418 participants from the NKI-Rockland life span Sample (NKI-RS) [92] are included in the present analysis. There are 32 subjects who were excluded from subsequent analyses due to clinical diagnoses as defined by DSM-IV or ICD10 or due to incompleteness of the multimodal imaging datasets. Each participant has one anatomical image, one diffusion structural image and three resting-state functional images. The rfMRI images were obtained with three different scanning sequence settings to sample human brain function across several spatial and temporal scales: (1) std2500 (temporal resolution = 2,500 ms, spatial resolution = 3 mm, scan duration = 5 min); (2) mx1400 (temporal resolution = 1,400 ms, spatial resolution = 2 mm, scan duration = 10 min); and (3) mx645 (temporal resolution = 645 ms, spatial resolution = 3 mm and scan duration = 10 min). All of these data are publicly accessible via the FCP/INDI Web site (http://fcon_1000.projects.nitrc.org/ indi/enhanced/index.html).
All image data were preprocessed in the CCS pipeline, which took approximately 15,000 CPU h in the Dell Blade Cluster System at the Institute of Psychology, Chinese Academy of Sciences. The QCP in the CCS filtered out 64 subjects by excluding low-quality multimodal imaging datasets, which met at least one of the following criteria: (1) failed in visual inspection on anatomical images and surfaces; (2) meanFD [ 0.2 mm; (3) maxTrans [ 3 mm; (4) maxRot [ 3°; and (5) mcBBR [ 0.6. This gives a final life span (6-85 years) multimodal neuroimaging sample of 316 healthy participants. These preprocessed images were then passed through the CCS pipeline to produce the various individual connectomics metrics (see H2). All outcome data from H1 and H2 will be made free to the public soon via a neuroimaging data-sharing platform developed by our team.
To demonstrate the feasibility of the CCS at discovering multimodal brain imaging data, we chose to model the life span trajectories of two morphological measures (cortical thickness and surface area) across the common large-scale neural networks in the Yeo2011_N1000 Functional Atlas [47] . Life span trajectory percentiles were estimated with generalized additive models for location, scale and shape (GAMLSS) [93] , which extend the least mean square (LMS) method of the World Health Organization (WHO) standard methodology for estimation of growth charts of height and weight [94] . This is a semi-parametric statistical-modeling technique that allows estimation of age-specific percentiles and z scores. Models were fit in accordance with WHO methodology using cubic smoothing splines. Model selection was based on a two-step local maximum likelihood [95] .
The 90 %, 75 %, 50 %, 25 % and 10 % centiles of the lifespan trajectories of cortical thickness (Fig. 3a) and surface area (Fig. 3b) are depicted for each of the seven neural networks. This visualization aids in characterization of the human brain connectome and its life span dynamics: (1) thickness and area are two distinct morphological metrics with regard to different life span trajectories; (2) all neural networks develop quickly but plateau with different speeds and at different critical ages; (3) these neural networks have different durations of plateau (maturation process); and (4) aging processes occur on a slow timescale but with different speeds. These observations will be comprehensively investigated in our future studies.
Conclusion
CCS is a computational pipeline useful for preprocessing multimodal neuroimaging MRI data, mapping features of individual brain connectomes, performing map mining and group-level statistics as well as uncovering novel knowledge. We hope a great service to the connectomics field by sharing and developing CCS with the community. 
