Abstract: We investigate the theoretical properties of robust estimators for the regression coefficient function in the functional linear regression. Robust procedure is provided where we use outlier-resistant loss functions in the functional linear regression problem, including non-convex loss functions. These robust estimates are computed using an iteratively reweighted penalized least-squares algorithm. Using pseudo data approach, we are able to show that our robust estimators also achieve the same convergence rate for both prediction and estimation as the penalized least squares estimator in the classical functional linear regression. Theoretical developments are demonstrated using numerical studies with various types of robust loss, illustrating the merit of the robust method.
Introduction
Regression problems with functional predictors are arising more and more often in many applications. Several recent statistical models and methods have been developed in this direction. It is frequently the case that a functional predictor is linked to a scalar response variable. In such cases, the most popular regression model for modeling their relationship is the functional linear model. The functional linear model assumes that the scalar response Y is linearly dependent on a square integrable random function X through the relationship
where α 0 is the intercept, β 0 is a square integrable function on the compact interval T representing the slope function and ε is a random error with zero mean and unit variance. were not studied. Before these two robust estimation methods were suggested, Yuan and Cai (2010) studied a general form of the estimator for β 0 with any convex loss function by assuming that β 0 resides in a reproducing kernel Hilbert space (RKHS). Although their estimator includes M-type estimators, their theoretical work did not go beyond the least-squares type estimator. Accordingly, our goal in this paper is to extend the applicability of the RKHS approach to robust functional linear regression problem by adopting an outlier-resistant loss function.
To begin, suppose that we observe data (x i , y i ), 1 ≤ i ≤ n, consisting of n independent copies of (X, Y ) in the model (1) . Suppose that β 0 is in a Hilbert space H. For estimating α 0 and β 0 , let us consider the general problem min α∈R,β∈H
where ρ is a loss function,σ is a preliminary scale estimate of errors, J(β) is a penalty functional on β, and λ > 0 is a regularization parameter. Most penalized least-squares approaches to functional linear regression take H = W m 2 = {β : β, β (1) , . . ., β (m−1) are absolutely continuous and
In that case, if ρ(r) = r 2 , then the solution to the problem (2) is the smoothing spline estimator for functional linear regression (Crambes et al., 2009 ). However, the solution to the minimization problem (2) with the squared-error loss is known to be highly sensitive to outlying observations. Thus, it is natural to consider an outlier-resistant loss function in order to robustify the estimators of α 0 and β 0 . In fact, by replacing the squared-error loss by a non-convex ρ-function, Maronna and Yohai (2011) proposed a robust version of smoothing spline estimator.
Further, Cardot et al. (2005) studied the quantile regression by considering the L 1 -type loss function defining quantiles of the regression. For a convex ρ-function, Yuan and Cai (2010) derived the explicit form of the minimizer over f of (2) by the representer theorem (Kimeldorf and Wahba, 1971 ). They then proposed the penalized least squares estimators for α 0 and β 0 associated with ρ(r) = r 2 and focused on their asymptotic properties. In this paper, we extend the scope of the approach in Yuan and Cai (2010) practically and theoretically by considering outlier-resistant loss functions which are not necessarily convex. Specifically, we show that our robust estimators also achieve the same convergence rate for prediction and estimation of the least-squares type estimators in the regular functional linear regression. To the best of our knowledge, this is the first work that provides a theoretical background for robust functional linear regression.
The remainder of the paper is organized as follows. Section 2 introduces M-type smoothing spline estimators for functional linear regression and its estimating algorithm and Section 3 investigates the asymptotic properties of the proposed estimator. Sections 4 and 5 then provides simulation studies and a real data example to demonstrate the performance of the proposed method.
All proofs of the main results in Section 3 are provided in the online supplementary note.
Robust Functional Linear Regression
Recall the functional linear regression model (1) where the slope function β 0 is assumed to be in an RKHS H, which is a subspace of the Hilbert space of square integrable functions on T , and X satisfies E T |X(t)| 2 dt < ∞. Suppose that J(β) = P 1 β 2 H , where P 1 is the orthogonal projection of β in H onto a subspace H 1 , and H has a decomposition H = H 0 ⊕ H 1 , where
Let K be the reproducing kernel of H and K 1 the reproducing kernel of H 1 . Assuming that K is continuous and square integrable on T × T , it can be shown that η i (t) := T x i (u)K(u, t)du are in H (Cucker and Smale, 2001 ). Since β(u) = β(·), K(u, ·) H by the reproducing property of a reproducing kernel K, the penalized least squares (PLS) criterion in (2) becomes
Using the representer theorem, it can be shown that the minimizer over β of (3) has the form
where the θ l , 1 ≤ l ≤ L, are orthonormal basis of H 0 and
This is because for β = β λ + with an element in H 1 perpendicular to ξ 1 , . . ., ξ n , we observe
which is minimized when = 0 and so its minimizer over β 0 is the form of (4). Since (
n j=1 c i c j ξ i , ξ j H and the problem of minimizing (3) is reduced to the optimization problem in finite dimensional space
If we use the inner product
with u + = max(u, 0). If P 1 is the orthogonal projection onto the subspace
If ρ is differentiable, then the next proposition provides a variational equation for obtaining a minimizerβ nλ over β of (3).
Proposition 1 Suppose that ψ = ρ exists everywhere. Then, a minimizerβ nλ of (3) satisfies
We now present the estimation algorithm with details. Taking derivatives (5) with respect to α, c and d and setting them equal to 0, it can be shown that the solutions to the resulting estimating equations are the minimizer of the penalized weighted least-squares criterion
where Σ = {Σ ij } is an n × n matrix with Σ ij = ξ i , ξ j H = T T x i (s)K 1 (s, t)x j (t)dsdt and
and W = diag(w 1 , . . ., w n ), the criterion (7) is written in the matrix form
Letting
T , the minimizer of (8) is given by
with M = Σ + 2nλW −1 . Remark that the matrix M is not well defined when w i = 0 for some i.
This can happen with a certain loss function (e.g., biweight loss) whose ψ function takes 0 value for some domain region. In such case we can easily show that the minimizer of (8) is obtained by
2 . Here, n 1 = #{i : w i = 0} and n 2 = #{i : w i = 0} with n = n 1 + n 2 , y 2 , c 2 , W 2 , Z 2 , Σ 22 are redefined appropriately after removing from y, c, W , Z, Σ the rows and rows/columns corresponding to {i : w i = 0}, and c 1 is the sub-vector of c, having the entries
The minimizer of (7) is obtained by an iteratively reweighted least squares (IRWLS) procedure.
If ρ is a convex loss function having monotone ψ, then (7) has a unique minimum. However, when non-convex loss functions (e.g., biweight loss or t loss) are used, the objective function (3) is nonconvex and may have multiple local minima. Consequently, when ρ is non-convex, it is important to start the IRWLS algorithm with a robust, consistent initial fit. In our implementation, we consider The choice of the smoothing parameter is crucial in performance of the regularized estimators for most smoothing methods. Commonly used practical strategies of choosing the smoothing parameter are cross validation (CV) and generalized cross validation (GCV). Since leave-one-out CV or k-fold CV are computationally burdensome, we propose to use GCV as follows: Based on the fact that the fitted value is a linear predictor of the response asŷ = H λ y, we select the smoothing parameter λ as a minimizer of the weighted version of GCV score:
where the hat matrix H λ has the form of
In the case where some w i = 0 exist with the biweight ρ-function, the hat matrix is modified as
2 with notations defined as in (10) . We tested CV and GCV under extensive simulations, and found that they showed little difference between them. Thus, we prefer GCV and use it for the smoothing parameter selection in the following simulation study.
Asymptotic Properties
In this section, we will show that the asymptotic properties of the penalized least squares estimator for β 0 , which are well studied in literature (e.g., Crambes et al., 2009; Yuan and Cai, 2010) , hold for penalized M-estimators for β 0 . For simplicity, we shall assume that EX(·) = 0 and EY = 0.
Then, β 0 can be estimated bŷ
Note that all the results hereafter are applied to the more general setting when EX(·) = 0 and
In nonparametric regression, Cox (1983) showed that the asymptotic properties of the least squares smoothing spline hold for general M-type smoothing splines. He tackled this by approximating a nonlinear M-type smoothing spline by a linear smoothing spline acting on some unobservable pseudo data. For functional linear regression, we tackle the same claim in a similar manner to Cox (1983) . For this, we define pseudo datã
and letβ nλ be the minimizer of
Now define operators on S n = span{η 1 , . . ., η n } by
Note that an estimatorβ nλ is a solution of Φ nλ (β,σ) = 0 from Proposition 1 andβ nλ is the solution of Ψ nλ β = 0. Since Ψ nλβnλ = 0, equivalently, G nλβnλ = n −1 n i=1ỹ i η i , we can observe
It can be shown that G nλ is invertible in a similar way to Cox (1983) . Note that G nλ β = 0 is the equation for obtaining a least squares smoothing spline for the regression coefficient function β 0 with identically zeroỹ i 's and its solution is β = 0 uniquely.
The following assumptions are made for our theoretical development.
(A1) The random errors ε i are independent of the covariates x i .
(A4) The eigenvalues κ k of the reproducing kernel
(A5) The eigenvalues π k of the covariance operator Γ for X satisfy π k ∼ k −2s for s > 1/2.
(A7) For any square integrable function f , there exists some constant C ≥ 1 such that
being the kth largest eigenvalue of R 1/2 ΓR 1/2 , where Γ is the covariance operator associated with the covariance function Γ of the process X and R is the operator associated with the reproducing kernel R of an RKHS with the norm defined by
Remark that we use the same notation for a nonnegative bivariate function and an integral operator with kernel having that function as follows: (Rf )(·) = T R(·, t)f (t)dt.
The assumption (A2) is commonly made in general M-type smoothing splines as in, for example, Cox (1983) and Cunningham et al. (1991) . A special case of the assumption (A4) is when H =
In that case, it is known that κ k ∼ k −2m . The assumption (A7) is clearly motivated by Gaussian processes. Indeed, if X is Gaussian then T f (t)X(t)dt is a normal random variable so that (A7) immediately follows. Note that a constant C in (A7) should be greater than or equal to 1 Let f 2 Γ = T T f (s)Γ(s, t)f (t)dsdt with the covariance function Γ of X. Then, the following theorem shows how M-type smoothing spline estimatorβ nλ behaves similarly to the least squares smoothing spline estimatorβ nλ , which is obtained based on pseudo data.
Under the assumptions (A1)-(A8), we have that for any δ > 0 and some constant M > 0, there is an n 0 such that for all n ≥ n 0 ,
Theorem 1 implies that with high probabilityβ nλ andβ nλ are much closer thanβ nλ and β 0 , so our robust estimatorβ nλ enjoys the same asymptotics as the least squares estimatorβ nλ . Note that, since the υ i = σψ(ε i )/Eψ have zero mean and constant variance, it follows from Yuan and Cai (2010) that
under the assumptions (A4)-(A8).
If there is a unique solution of Φ nλ (f,σ) = 0, the following theorem holds immediately from Theorem 1 and (14) because
and we have β nλ −β nλ
Theorem 2 Suppose in addition to (A2) that ψ > 0. Under the assumptions (A1)-(A8), we have
The condition ψ > 0 in Theorem 2 is required to ensure that Φ nλ (f,σ) = 0 has a unique solution. Remark that this condition is not necessarily required to ensure the uniqueness of solutions of (6). For example, Huber's ψ is not strictly increasing, but the corresponding estimate is unique unless there is a large gap in the middle of the data. In the case where there is a unique solution to (6), Theorem 2 holds immediately from Theorem 1. However, when there are multiple solutions to (6) in the case where, for example, the loss function ρ is non-convex (e.g., biweight loss or Cauchy loss), Theorem 2 remains valid for some solution of (6) which is close enough toβ nλ . Thus, the initial value plays a crucial role in the IRWLS algorithm to get the estimatorβ nλ which shares the asymptotic properties of the penalized least squares estimatorβ nλ . With a robust and consistent initial fit, we could get a solutionβ nλ sufficiently close toβ nλ so that Theorem 2 would hold.
Note that β nλ −β 0 2 Γ measures the prediction error for any new random function X * possessing the same distribution as X and independent of x 1 , . . ., x n as follows: On the other hand, both m and r explain the smoothness of the regression coefficient function β 0 .
Thus, the convergence rate for M-type smoothing spline estimators in functional linear regression model depends on the smoothness of the sample path of X and the regression coefficient function β 0 as the least squares smoothing spline estimator does.
Let f 2 = T [f (t)] 2 dt be a standard norm for L 2 , the Hilbert space of the square integrable functions on T . Also, let φ k be the eigenfunction of the covariance operator Γ corresponding to its eigenvalue π k and ϕ k the eigenfunction of the reproducing kernel K 1 corresponding to its eigenvalue κ k . When the operators Γ and K 1 have the same set of eigenfunctions, we can derive the convergence rate for the estimation error of an estimator for β 0 as follows. Remark. The estimation error behaves differently from the prediction error. Theorem 3 shows that the estimation error gets larger as the eigenvalues of the covariance operator Γ decay faster. On the other hand, Theorem 2 demonstrates that the prediction error gets smaller as the eigenvalues of the covariance operator Γ decay faster.
Finally, we verify the assumption (A3). An initial estimatorβ 0 is not √ n-consistent so that the residuals r 0 i = y i − T x i (t)β 0 (t)dt differ from the true errors i = σε i by more than the order n −1/2 . Nevertheless, we can show that an M-scale estimator based on the residuals is still √ n-consistent for σ under appropriate conditions. For this, we consider a leave-one-out estimator for technical convenience in a similar manner to Müller et al. (2004) .
Theorem 4
Suppose that a loss function ρ 0 in (11) is twice differentiable and satisfies sup t |ρ 0 (t)| < ∞, Eρ 0 = 0 and Var(ρ 0 ) < ∞. Letβ −i be a leave-one-out estimator for β and setβ ij =
In our implementation, we use L 1 fit for initial fitting. The resulting estimatorβ 0 is the minimizer over β of (3) estimator, but their rate is derived loosely so that the condition (15) is not achieved with their rate. Kato (2012) showed that the convergence rate for the prediction error in FPCA-based functional linear quantile regression is the same as that in FPCA-based functional linear regression (Cai and Hall, 2006) , where the prediction error always satisfies the condition (15) . Although the convergence rate for quantile smoothing spline estimator is not well studied in literature, the convergence rate of the prediction error with smoothing spline estimator, which is faster than the order n −1/2 , can be derived in parallel with FPCA-based functional linear quantile regression. From (4) and (9), a leave-
for the least squares smoothing spline estimator. Analogously, one can derive the same order for quantile smoothing spline estimator under some conditions so that the condition (16) is met.
Simulation Study
In this section, we provide the numerical performance of the proposed estimators. Several outlierresistant loss functions are considered including Huber, logistic, biweight, Cauchy loss functions.
Square loss function, which is not outlier-resistant, is also compared in order to comprehend comparative improvement from robust estimation. ρ and ψ functions of the above loss functions are given as follows
• logistic loss
• biweight loss
• Cauchy loss (t-distribution with 1 degree of freedom)
• square loss
Huber and biweight loss functions have an additional tuning parameter, k, which determines the robustness and efficiency of the resulting estimator. We use k = 1.4 for Huber and k = 4.68 for biweight, respectively, corresponding to 95% efficiency (Maronna et al. 2006) . Note that Huber and logistic ρ-functions are convex, while biweight and Cauchy ρ-functions are not convex.
To carry out simulation studies, we adopt the simulation setting of Hall and Horowitz (2007) and Yuan and Cai (2010) with modification for additive error, in order to contain some outliers. The true slope function β 0 defined on T = [0, 1] is given by β 0 = 50 j=1 4(−1) j+1 j −2 φ j with φ 1 (t) = 1 and φ j+1 (t) = √ 2 cos(jπt) for j ≥ 1. The random function X was generated as X = 50 j=1 π j Z j φ j with independent samples Z j from U (− √ 3, √ 3) and π j = j −2s . We consider s = 0.6, 1, 2, which regulates the decaying rate of eigenvalues of covariance function of X, resulting that the process X gets smoother as s gets larger. We take H = W 2 2 [0, 1] with the associated inner product, reproducing kernel, and penalty term as defined in Section 2. While the performance of all loss functions considered here coincides with the theoretical results, their qualities in prediction are rather different. Table 1 lists the averages and standard deviations of prediction errors over 1,000 simulation runs. Prediction performance shows no significant difference across all 5 loss functions under Gaussian additive errors, which is the case of no outliers. However, prediction from the squared loss case is outperformed by other outlier-resistant loss functions when additive errors follow mixture Gaussian, t 3 , and t 10 . We observe that non-convex loss functions (biweight and Cauchy) clearly outperform convex loss functions (Huber and logistic) under severe outlyingness (mixture Gaussian), while all four outlier-resistant loss functions perform comparably under mild outlyingness (t 3 and t 10 ). The same pattern can be observed in estimation, while we omit the table for estimation errors in this manuscript. This numerical evidence illustrates the merit of the use of outlier-resistent loss in the functional linear regression and the preference of non-convex loss in the existence of strong outlying observations. We first applied functional linear regression with the square loss. And the QQ-plot using the resulting scaled residuals is presented in Figure 5 , which slightly indicates the existence of outliers.
We applied 4 types of robust functional linear regression to the same data, and presented QQ-plot of the scaled residuals from Huber loss case in Figure 5 . Since robust regression is less likely affected by outliers, outlying observations are more likely highlighted in the resulting residual QQ-plot, as shown in Figure 5 . Other robust regressions using the different robust losses yield the very similar residual QQ-plots, which are omitted for brevity. To verify the prediction enhancement for independent data set, we set up the test data that has the same period of the year 2006. Using the model built on the 2005-year data, we predict the daily maximum ozone level based on the previous hourly ozone profile. In Table 2 , root mean squared error (RMSE) and RMSE with upper 10% trimming (RMSE(0.9)) are presented, demonstrating that all 4 types of robust functional linear regression have considerable improvement in prediction.
Square Huber Logistic Biweight Cauchy RMSE 0.0294 0.0256 0.0281 0.0255 0.0261 RMSE (0.9) 0.0224 0.0206 0.0217 0.0207 0.0209 Table 2 : RMSE and RMSE(0.9) (RMSE with upper 10% trimming) for test data set.
Supplementary Materials
We provide the online supplementary note available on the journal website, which contains the detailed proofs of Proposition 1, Theorems 1, 3, and 4.
