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Abstract—In this paper, a method is presented for enumerating
the trapping sets of a speciﬁc LDPC code given its Tanner graph.
The technique involves augmenting the original Tanner graph
with additional variable nodes, and then applying a weight-
enumeration algorithm to the augmented Tanner graph. The
proposed method is used to ﬁnd trapping set enumerators for
several LDPC codes in communication standards. The complexity
of the proposed algorithm is discussed.
I. INTRODUCTION
Graphical conﬁgurations associated with so-called trapping
sets in the Tanner graph of an LDPC code are known to
create an error-rate ﬂoor in the performance curves for iterative
decoders [1]–[5]. In [1], Richardson established the notion
of trapping sets and suggested a two-phase technique for
predicting the performance of LDPC codes in the error-
ﬂoor region. The ﬁrst phase searches for trapping sets and
their multiplicities (e.g., by simulation) and the second phase
evaluates their contribution to the error ﬂoor. The authors
of [2], [3] used a similar technique to predict the ﬂoor of
several LDPC codes on the binary symmetric channels. In
[4], the authors derive the average asymptotic behavior of
trapping set enumerators over random, regular and irregular,
LDPC code ensembles. In [6], we proposed a method for
computing the trapping set enumerators for protograph-based
LPDC codes. We considered both ﬁnite-length and inﬁnite-
length ensembles.
In this paper, we introduce a method to ﬁnd trapping set
enumerators for a speciﬁc LDPC code given its parity-check
matrix. Together with Richardson’s performance evaluation
technique, these results allow one to estimate the performance
of an LDPC code with conventional sum-product decoding in
the error-ﬂoor region. Also, the procedure described herein
represents the ﬁrst step in the design of low-ﬂoor decoders
that eliminate the deleterious impact of known trapping sets
[7].
In the following section, we describe our method which is
based on our idea for enumerating protograph-based LDPC
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codes in [6], and the improved impulse algorithm in [8]. In
Section III, we discuss the complexity of the proposed method.
In Section IV,we ﬁnd trapping set enumerators for several
LDPC codes that can be found in the standards. In Section V,
we conclude this chapter.
II. ALGORITHM DESCRIPTION
The proposed method for computing trapping set enumer-
ators for a speciﬁc LDPC code consists of two main steps.
The ﬁrst step is to transform the graph of the LDPC code
G into a new graph ˜ G such that the codewords of the new
graph give information about the trapping sets of the original
graph. This transformation is essentially the one used in [6].
Later in this section we will describe this transformation in
detail. The second step is to use a “customized” version of
the improved impulse algorithm of [8] to ﬁnd the enumerators
of low-weight codewords for the LDPC code, based on ˜ G,
which can be interpreted as enumerators for small trapping
in G. Below, VN will signify “variable node” and CN will
signify “check node”.
A. Graph transformation
Recall that, a general (a, b) trapping set, Ta,b , is a set of
VNs of size a which induce a subgraph with exactly b odd-
degree check nodes (and an arbitrary number of even-degree
check nodes). The graph transformation that is the ﬁrst step
of our algorithm is as follows. Assume we are interested in
trapping sets of weight a in the graph G in Fig. 1. The value
of the companion parameter b depends on which a VNs are of
interest, and so we set the values of the a VNs of interest to one
and the values of the remaining VNs to zero. With the a VNs
so ﬁxed, we are now interested in which CNs “see” odd weight
among its neighboring VNs, for the number of such CNs is
the corresponding parameter b. Such odd-weight CNs can be
identiﬁed by the addition of auxiliary “ﬂag” VNs to each CN
(see protograph ˜ G in Fig. 2), where the value of an auxiliary
VN equals one exactly when its corresponding original CN
sees odd weight. The number of auxiliary VNs equal to one
is precisely the parameter b for the set of a VNs that were
set to one. Thus, to obtain the trapping set enumerator for the
original protograph G, one may ﬁnd the weight enumeratorsFig. 1. LDPC graph.
Fig. 2. Modiﬁed LDPC graph.
of the code described by ˜ G, partitioning the set of VNs into
the original set of transmitted and punctured VNs (St ∪ Sp)
and auxiliary ﬂag set (Sf). Note that the set St ∪ Sp (bottom
of Fig. 2) accounts for the weight a and the set Sf (top of
Fig. 2) accounts for the weight b. Also note that, in counting
the number of trapping sets, we do not distinguish between
transmitted and punctured VNs. However, in evaluating the
failure rate of a trapping set, one should make this distinction,
but this is not considered in this paper.
From the discussion above, it is important to see that
the new graph also corresponds to an LDPC code. Because
the value of an auxiliary VN equals one exactly when its
corresponding original CN sees odd weight, the inputs at any
CN in the new graph in Fig. 2 satisfy the even parity check
constraint. The parity check matrix of the new LDPC code is
given by
˜ H = [Hm×n|Im×m], (1)
where Hm×n is the m×n parity-check matrix of the original
code, and Im×m is the m × m identity matrix.
B. Customized impulse algorithm
With the parity-check matrix of the new LDPC code so
deﬁned, we need to ﬁnd a way to enumerate its codewords.
For this purpose we use a customized version of the improved
impulse algorithm in [8] (customized for ﬁnding trapping sets).
It is known that an exhaustive search for the codewords of
an LDPC code is an NP-hard problem. Luckily, there exist
reliable algorithms, the impulse method and its modiﬁcations,
which can approximate the enumerators of low-weight code-
words. The impulse method was originally introduced to ﬁnd
the minimum distance of turbo and LDPC codes [9]–[11].
Later it was modiﬁed several times to efﬁciently approximate
the low-weight codeword enumerators of LDPC codes [8],
[12]–[15]. Declercq et al, in [8], improved the impulse method
and demonstrated a signiﬁcant gain in the efﬁciency of their
algorithm. Consequently, we have adopted their method in
this work. First, we are going to give a quick overview of
this algorithm, and then we will show how to customize it to
search for trapping sets.
Consider a linear code with parity check matrix H of size
m×n. Also, observe that the search for low-weight codewords
is in the vicinity of the all-zeros codeword. The impulse
method in [8] consists of two stages: First, a message passing
decoder, initialized with multiple impulses (deﬁned below), is
used to update the variable node log-likelihood-ratio (LLR)
values. To initialize, we select one to ﬁve VNs randomly and
set each of their LLRs to −∞ called an impulse, and then set
all the other VNs to a small positive LLR (assuming positive
LLRs correspond to bit ‘0’). In [8], the min-sum decoder was
found to produce the best results. Second, a list decoder is used
to construct a list of nearby codewords based on the LLR at
each iteration.
The list of nearby codewords is constructed as follows:
• Find the permutation that sorts the LLR values of the
bits in an increasing order. Then apply this permutation
on H to get H′ and perform Gauss elimination on
H′ to ﬁnd the most reliable bases of H [16, Chapter
10] conditioned on the all-zero codeword. Next, apply
the column permutation employed (if any) during the
Gauss elimination on H′ to get H′′. Note, H′′ has
the form of the transpose of a generator matrix (i.e.,
H′′ = [I|P], where I is identity matrix), and so it
will be used in the next step to systematically encode
a k-tuple vector (k = Rank(H)). Moreover, the overall
permutation π, which permutes H to H′′, can be used
to map a codeword [c0 ...cn−1] in the code for H into
[cπ(0) ...cπ(n−1)] in the code for H′′. Call the k = n−m
bits {cπ(m) ...cπ(n−1)} the most reliable bits, and call
the other bits the least reliable bits.
• Use order-statistics decoder (OSD) [17] to build an initial
list of nearby codewords. In an OSD with encoding order
d (OSD-d), all the non-zero k-tuples [cπ(m) ...cπ(n−1)]
with Hamming weight less or equal than d are encoded
using the systematic code described by H′′ to construct
the initial list. For practical considerations, namely, mem-
ory limitations, keep only codewords with Hamming
weight below a ﬁxed threshold (ﬁxed to three times the
maximum codeword weights for which we would like to
enumerate). Also, in our simulations we used OSD-1.
• Increase the size of the nearby-codeword list by combin-
ing the codewords in the list, which share a given number,
ncb, of common bits in the least reliable part. This step
is done cleverly using the box-and-match technique [8],
[18].To enumerate the (a, b)-trapping sets in the graph corre-
sponding to H, we run the impulse algorithm above on the
LDPC code deﬁned by ˜ H in (1) with the following modiﬁca-
tions (this is where the impulse method is customized):
• Distinguish between the set of the original VNs and the
set of the ﬂag VNs, such that the Hamming weight of the
original VNs is a and the Hamming weight of the ﬂag
nodes is b.
• Initialize the LLR values for the set of the ﬂag VNs to
a large positive value (in our simulation we set the LLR
values for the original variable nodes to 4, and the LLR
values for the ﬂag VNs to 150).
• The maximum codeword weight limit in the algorithm
above sets a constraint on the maximum a+b we are
enumerating.
• Place a constraint on the maximum ratio b/a returned by
the algorithm.
III. INTUITION AND COMPLEXITY OF THE CUSTOMIZED
IMPULSE ALGORITHM
In this section, we explain the intuition behind the cus-
tomizations listed above. In particular, we explian why we
put a constraint on the ratio b/a, and why we initialize the
LLR values of the ﬂag VNs to a large positive value. If the
impulse algorithm is run without the proposed customization,
the list will become huge very fast with trivial and useless
trapping sets. Note, any VN in the graph with degree say qv
is a (1, qv)-trapping set and so there are n trapping set of this
kind. Also, any combination of two or more of them results
in a new trapping set, and the number of such combination is
impractically huge. However, this kind of trapping set , which
has a large b relative to a, is not of great interest to us, as
these trapping sets have very small failure rates. Evaluating
the failure rate for the trapping sets is not considered here,
but according to [1], trapping sets with high failure rates have
small values a and small ratios b/a (generally, b/a ≤ 1).
Consequently, we have a constraint on the ratio b/a.
Also, we force the iterative decoder to work in the the region
where trapping sets are more dominate by initializing the LLR
values for the ﬂag VNs to a large positive value. Note, if the
ﬂag VNs were set to +∞ LLR values, the iterative decoder
will only return codewords of the code described by H (i.e.,
(a, 0)-trapping sets)). However, by initializing the LLR values
to large positive values instead of inﬁnite values, the decoder
will tend to return trapping sets with nominal failure rates
(roughly speaking, almost codewords).
The computational complexity of the proposed algorithm
depends on the code length n, the number of check nodes
m, and the parameter ncb. From the previous section, the
algorithm runs on the code deﬁned by ˜ H of size m×(n+m).
In the ﬁrst stage, the complexity of the iterative decoder is
proportional to the number of ones in the parity check matrix.
Since we only add m VNs of degree one, the complexity of
the iterative decoder running on H is approximately the same
as that for ˜ H. Consequently, the complexity of the iterative
decoder depends on the density of the LDPC matrix H.
TABLE I
(a, b)-TRAPPING SET ENUMERATORS FOR THE (2640, 1320) MARGULIS
CODE
(a, b) Count
(12, 4) 1320
(14, 4) 1320
(11, 5) 9
(13, 5) 2699
(15, 5) 7938
(14, 6) 2703
(16, 6) 21153
(18, 6) 2642
(15, 7) 27766
(17, 7) 46223
Moving to the next stage, the complexity of Gauss elimination
for sparse matrices is proportional to the number of ones in the
matrix, which depends on the density of the LDPC matrix H.
Next, the size of the OSD-d list is
Pd
l=1
￿n
l
￿
, and the encoding
of each codeword in the list requires O(n2) operations. Finally,
the addition of one codeword to the nearby codeword list in
the box-and-match step requires n + m addition operations.
IV. TRAPPING SET ENUMERATORS FOR SELECTED LDPC
CODES
In this section we demonstrate the efﬁciency of the proposed
method by estimating the trapping set enumerators for several
known LDPC codes. For the simulation in all our examples
we used OSD-1, ncb = 7, LLR value 4 for the original VNs,
and LLR value 150 for the ﬂag VNs.
Example 1: Consider the (2640, 1320) Margulis code [19].
This code is a well-known example [1] and often used as
a reference when studying trapping sets. We evaluated the
enumerators for the (a, b)-trapping sets, which have a+b < 25
and b/a ≤ 0.5. The results are shown in Table I.
The enumerators in Table I represent a lower bound on the
actual enumerators. This is because the algorithm found that
many trappings sets, but it may have missed some of them.
We claim that these enumerators have a good accuracy. This
accuracy is inherited from the high efﬁciency of the impulse
method in [8]. Also, it was reported in [1] that this Margulis
code has exactly 1320 (12, 4)-trapping sets, and 1320 (14, 4)-
trapping sets, in agreement with Table I. Finally, it is worth
mentioning that we ran the program for about one week on a
2.8 GHz Linux-based PC to get these results, but about 90%
of them were obtained in the ﬁrst 24 hours.
Example 2: Let us consider the (32, 16) LDPC code [20],
which is described by the parity check matrix in Fig. 3 (each
dot in the ﬁgure corresponds to a one in the parity check
matrix). We used our algorithm to evaluate the (a, b)-trapping
set enumerators of this code, under the constraints a + b < 7
and b/a ≤ 0.75. The results appear in Table II.
Note that the (4, 0)-trapping sets and the (6, 0)-trapping
sets are codewords (of both the original code and of the
transformed code) of weight 4 and 6, respectively. One can
easily check that this code has exactly 6 codewords of weight0 5 10 15 20 25 30
0
2
4
6
8
10
12
14
16
nz = 128
Fig. 3. Parity check matrix for the (32, 16) LDPC code.
TABLE II
(a, b)-TRAPPING SET ENUMERATORS (AND LOW-WEIGHT CODEWORDS)
FOR THE (32, 16) LDPC CODE IN EXAMPLE 2
(a, b) Count
(4, 0) 6
(6, 0) 16
(3, 1) 8
(5, 1) 12
(4,2) 200
4, and 16 codewords of weight 6. These results agrees with
the results returned by the proposed method. The proposed
algorithm returns these trapping set enumerators in about one
minute.
Example 3: We also evaluated the trapping set enumerators
for two other codes from the [20]. The ﬁrst is the (128, 64)
LDPC code, for which we enumerate (a, b)-trappingsets which
satisfy the constraints a + b < 10 and b/a ≤ 0.6. The results
are shown in Table III. The second is the (256, 128) LDPC
code. The obtained enumerators for the (a, b)-trapping set,
which satisfy the constraints a + b < 21 and b/a ≤ 0.6, are
shown in Table IV. The algorithm needed about one day to
return the results for each code.
Example 4: Consider the following three LDPC codes from
the 802.11n standard: the (648, 324) LDPC code, the (1296,
648) LDPC code, and the (1944, 972) LDPC code. We
estimated the (a, b)-trapping set enumerators for each code.
The results are shown in Table V, Table VI, and Table VII.
Note, these LDPC codes are quasi-cyclic codes. The parity-
check matrix for the (648, 324), (1296, 648), and (1944, 972)
TABLE III
(a, b)-TRAPPING SET ENUMERATORS FOR THE (128, 64) LDPC CODE IN
EXAMPLE 3
(a, b) Count
(7, 1) 48
(4, 2) 96
(6, 2) 224
(5, 3) 2464
TABLE IV
(a, b)-TRAPPING SET ENUMERATORS FOR THE (256, 128) LDPC CODE IN
EXAMPLE 3 (ONLY THOSE WITH b ≤ 4 ARE LISTED BELOW)
(a, b) Count
(19, 1) 38
(8, 2) 32
(12, 2) 32
(14, 2) 91
(16, 2) 131
(18, 2) 287
(5, 3) 32
(7, 3) 32
(9, 3) 191
(11, 3) 117
(13, 3) 457
(15, 3) 794
(17, 3) 863
(8, 4) 540
(10, 4) 1600
(12, 4) 1645
(14, 4) 2466
(16, 4) 2231
TABLE V
(a, b)-TRAPPING SET ENUMERATORS FOR THE (648, 324) LDPC CODE IN
802.11N
(a, b) Count
(15, 0) 27
(12, 1) 54
(13, 1) 155
(14, 1) 316
(4, 2) 216
(5, 2) 189
(6, 2) 189
(7, 2) 297
(8, 2) 590
(10, 2) 1810
(11, 2) 2948
(12, 2) 4266
(13, 2) 5569
(5, 3) 11301
(6, 3) 14200
(7, 3) 14324
TABLE VI
(a, b)-TRAPPING SET ENUMERATORS FOR THE (1296, 648) LDPC CODE
IN 802.11N
(a, b) Count
(12, 1) 54
(13, 1) 108
(14, 1) 161
(4, 2) 432
(5, 2) 378
(6, 2) 378
(7, 2) 537
(8, 2) 803
(10, 2) 1301
(11, 2) 1406
(12, 2) 1396
(13, 2) 1559
(5, 3) 19623
(6, 3) 23514
(7, 3) 21916TABLE VII
(a, b)-TRAPPING SET ENUMERATORS FOR THE (1944, 972) LDPC CODE
IN 802.11N
(a, b) Count
(12, 1) 81
(13, 1) 162
(14, 1) 162
(4, 2) 648
(5, 2) 567
(6, 2) 486
(7, 2) 485
(8, 2) 637
(10, 2) 1210
(11, 2) 1635
(12, 2) 2166
(13, 2) 2930
(5, 3) 27821
(6, 3) 33378
(7, 3) 31337
TABLE VIII
(a, b)-TRAPPING SET ENUMERATORS (AND LOW-WEIGHT CODEWORDS)
FOR THE (2048,1723) LDPC CODE IN 802.3AN
(a, b) Count
(14, 0) 1407
(16, 0) 13359
(18, 0) 822
(20, 0) 1809
(22, 0) 4500
(24, 0) 43731
(13, 6) 35
(15, 6) 441
(17, 6) 1211
(16, 8) 23
LDPC codes are constructed from circulant-block matrices of
size 27, 54, and 81 , respectively. Interestingly, the number of
(15, 0)-trapping sets in the (648, 324) LDPC code, which are
returned by the proposed algorithm is 27 (matches the size
of the constructing circulant permutation matrices). The same
observation holds for the other two codes: the number of (12,
1)-trapping sets in the (1296, 648) LDPC code is 54, and the
number of (12, 1)-trapping sets in the (1944, 972) LDPC code
is 81. In general, the number of (a, b)-trapping sets tends to
be multiple of the size of the circulant permutation matrices.
Lastly, the proposed algorithm returned the results for the (648,
324) LDPC code in about two days. For the other two codes,
the simulation took about ﬁve days.
Example 5: Consider the (2048,1723) LDPC code from the
IEEE 802.3an (10 Gigabit Ethernet) standard. This code is
constructed based on Reed-Solomon code [21]. We used the
proposed algorithm to enumerate the (a, b)-trapping sets of
this code which satisfy a+b < 25 and b/a ≤ 0.5. The results
are shown in Table VIII. The algorithm returned these results
in about 2 days.
V. CONCLUSION
In this chapter we proposed an algorithm for estimating
the trapping set enumerators for speciﬁc LDPC codes. We
demonstrated the efﬁciency of the proposed algorithm by
evaluating the trapping set enumerators for the Margulis code
and for several LDPC codes from standards. The algorithm is
reliable in term of its speed and accuracy. Note that obtaining
these results using an exhaustive search for trapping sets in the
code’s graph is practically impossible. However, this algorithm
represents a very attractive practical solution for this problem.
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