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We formulate a hyperspherical approach within standard configuration interaction calculations
aiming at a description of large-scale dynamics of N-particle system. The channel wave function
and the adiabatic channel energy are determined by solving a hyperradius-constrained eigenvalue
problem of the adiabatic Hamiltonian. The needed matrix elements are analytically evaluated
using correlated Gaussians with good orbital angular momentum and parity. The feasibility of the
approach is tested in three-α system. A spectrum of the adiabatic channel energies is determined
depending on the degree of localization of the basis functions.
I. INTRODUCTION
The hyperspherical coordinate system is a natural ex-
tension of the three-dimensional spherical polar coor-
dinates to a set of N -particle coordinates. The hy-
perspherical approach attempts to solve an N -particle
Schro¨dinger equation by expressing the total wave func-
tion as a product of the hyperradial and hyperangular
parts and can be used to solve bound and continuum
state problems.
The main advantage of the hyperspherical method is
that it provides a unified framework to describe quan-
tum dynamics of complex reactions such as decay, fusion
or fission. In other methods the choice of relevant co-
ordinates is not trivial. For example, in nuclear fusion
initially the relative distance between the nuclei might
be the most important coordinate, but later other coor-
dinates will be more suitable and necessary. In the hyper-
spherical approach the hyperradius captures all features
of the complicated dynamical processes and describe dy-
namical properties of the system emerging at different
hyperradial distances.
Two realizations of the hyperspherical approach are
widely used (see Refs. [1–5] for reviews on the hyper-
spherical approach and its applications). In one approach
the hyperangular part is expanded in terms of the hyper-
spherical harmonics that are eigenfunctions of the hy-
perangular kinetic-energy operator, and a coupled hy-
perradial equation is solved by including the interaction
of the particles. In another approach, often called the
adiabatic hyperspherical approach, the adiabatic Hamil-
tonian consisting of the hyperangular kinetic energy and
the interaction potential is diagonalized first to obtain
the adiabatic channel energies and channel wave func-
tions. The total wave function is then expanded in terms
of the basis set of the adiabatic channel wave functions.
The adiabatic channel energies give hints on how the sys-
tem responds as a function of hyperradial distances.
The advantage of the first approach is that the hy-
perspherical harmonics are known, but two difficulties
may hinder the application. One problem is that con-
vergence of the hyperspherical harmonics expansion is
slow even for short-range potentials [6], and it becomes
prohibitively slow when a long-range potential, like the
Coulomb coupling potential, acts at large hyperradial
distances. This slowness is related to the fact that the
hyperangular kinetic energy and the interaction poten-
tial do not commute [7, 8]. The slow convergence causes
huge discrepancies, e.g. in the triple-α reaction rate at
low temperatures [9–12]. Another problem is that solv-
ing the coupled differential equation in the hyperradial
coordinate may become hard when a number of avoided
crossings occur in the potential energy curves.
Although the basic idea of the hyperpsherical method
is not limited to three-body systems, its extension to
more-particle system is impeded by the lack of appropri-
ate basis functions that can be flexibly used in the hyper-
spherical calculation. References [13–19] discuss recent
developments in going beyond the three-body problems.
In both realization of the hyperspherical approach, one
calculates the matrix element of an operator O,
〈Ψ′|O|Ψ〉ρ=R, (1)
where 〈. . .〉ρ=R indicates that the matrix element is to
be evaluated by integrating in all the coordinates but
the hyperradius ρ, which is fixed to R. The integral of
type (1) is hard to evaluate in general because specify-
ing the hyperangle coordinates for the N -particle system
is considerably involved and integrating in those coordi-
nates requires many-dimensional integrations. Although
some progress has recently been made with correlated
Gaussian (CG) basis functions [20–23], the total orbital
angular momentum is limited to L = 0 and 1.
In this paper we will examine the possibility of using
the CG as suitable basis functions in hyperspherical cal-
culations. The CG proposed many years ago [24, 25] is
extended to describe motion with non-zero total orbital
angular momentum, especially with the help of the global
vector representation [26–28]. Together with the stochas-
tic variational method [26, 27, 29] to select efficiently the
parameters of the CG, many problems have accurately
been solved with the CG. See, e.g. Refs. [30–32] for some
recent applications of CG.
We attempt to formulate the hyperspherical approach
2in standard configuration interaction calculations. Fol-
lowing the spirit of the second realization of the hyper-
spherical approach, we set up a number of basis func-
tions that are expected to be important at ρ ≈ R,
calculate the matrix elements of the adiabatic Hamil-
tonian using the full coordinate integration instead of
Eq. (1), and determine both the channel wave function
and the adiabatic channel energy at ρ ≈ R by solving a
hyperradius-constrained eigenvalue equation. We show
that this scheme can be achieved using the CG basis
functions. The emphasis of this paper is not on solv-
ing a specific problem with the hyperspherical approach
but on carefully examining its feasibility and discussing
problems that may occur.
We present our formulation in Sec. II, and show in
Sec. III how to evaluate the needed matrix elements. In
Sec. IV we test our method in three-α system that is the
simplest possible system but contains all the complexities
nevertheless. Section V is a summary and discussions.
II. SCHRO¨DINGER EQUATION IN
HYPERSPHERICAL APPROACH
A. Hyperspherical coordinates
Let ri (i = 1, . . . , N) denote the position coordinate of
the ith particle. The mass m of all particles is assumed
to be the same, although the case of unequal mass can be
treated by defining mass-scaled coordinates. We define a
set of relative coordinates, xi (i = 1, . . . , N − 1),
xi =
√
i
i+ 1
(
ri+1 − 1
i
i∑
j=1
rj
)
. (2)
The set xi together with the center of mass (c.m.) coor-
dinate, xN ≡ Rcm =
∑N
i=1 ri/N , defines a transforma-
tion matrix U from the single-particle coordinates to the
relative and c.m. coordinates:
xi =
N∑
j=1
Uijrj (i = 1, . . . , N). (3)
Conversely, ri is expressed as ri =
∑N
j=1 U
−1
ijxj.
The square of the hyperradius ρ is defined by
ρ2 =
N∑
i=1
(ri −Rcm)2 = 1
N
N∑
j>i=1
(ri − rj)2, (4)
which is equal to
ρ2 =
N−1∑
i=1
x2i . (5)
Let Ω denote a set of the hyperangle coordinates con-
structed from dimensionless coordinates, ξi = xi/ρ (i =
1, . . . , N − 1). They are constrained as ∑N−1i=1 ξ2i = 1.
The volume element for integration excluding Rcm is
dx ≡ dx1 . . . dxN−1 = ρd−1dρdΩ, (6)
where
d = 3(N − 1) (7)
is the degree of freedom excluding the c.m. motion.
Since ρ2/N is the mean-square-radius operator, ρ mea-
sures the global size of the system. Or ρ is a kind of col-
lective coordinate responding to a large-scale change of
the system [33]. Suppose that the system develops into
f subsystems or clusters, each of which consists of Ni
particles (
∑f
i=1Ni = N). ρ
2 is rewritten as
ρ2 =
f∑
i=1
ρ2i + ρ
2
rel (8)
with
ρ2i =
Ni∑
j=1
(r(i−1)+j −Ri)2, ρ2rel =
f∑
i=1
Ni(Ri −Rcm)2,
(9)
where (i − 1) = ∑i−1k=1Nk with (0) = 0, and Ri is the
c.m. coordinate of the ith cluster. ρi is the hyperradius
of the ith cluster, and ρrel stands for the hyperradius
that measures the spatial extension of the relative mo-
tion of the clusters. In such phenomena that include the
formation of f subsystems, the contribution of
∑f
i=1 ρ
2
i
to ρ2 remains finite, whereas ρ2rel takes an increasingly
large value as ρ increases. Moreover, since ρ2 is invariant
with respect to the number of clusters f , the hyperspher-
ical coordinates have the unique advantage that they can
treat any decomposition of the system in a unified way.
B. Equation of motion in hyperspherical approach
The Hamiltonian H of the system consists of the ki-
netic energy T and the interaction potential V :
H = T + V. (10)
With the c.m. kinetic energy being subtracted, T reads
T = − ~
2
2m
N−1∑
i=1
∂2
∂x2i
, (11)
and it is separated into hyperradial (Tρ) and hyperangu-
lar (TΩ) parts, T = Tρ + TΩ:
Tρ = − ~
2
2m
( ∂2
∂ρ2
+
d− 1
ρ
∂
∂ρ
)
, TΩ =
~
2Λ2
2mρ2
, (12)
where Λ2 is the squared grand angular momentum oper-
ator that can in principle be expressed in terms of the
3hyperangle coordinates and their derivatives. The adia-
batic Hamiltonian
HΩ = TΩ + V (13)
is a kind of a generalized potential. As usual, V and
consequently HΩ is assumed to contain no derivative op-
erator with respect to ρ.
Let the total wave function ΨJMpi of the system be
labeled by the total angular momentum J , its z com-
ponent M , the parity π. The Schro¨dinger equation,
HΨJMpi = EJpiΨJMpi , reads as
(Tρ +HΩ)Ψ
JMpi = EJpiΨJMpi. (14)
The channel wave function ΦJMpiν (ρ,Ω) and the adiabatic
channel energy (or adiabatic potential) UJpiν (ρ) are de-
fined by solving the eigenvalue problem of HΩ,
HΩΦ
JMpi
ν (ρ,Ω) = U
Jpi
ν (ρ)Φ
JMpi
ν (ρ,Ω). (15)
In order to exploit the fact that ρ can be treated as
a c-number in Eq. (15), we need the matrix element
〈ΦJMpiν |HΩ|ΦJMpiν′ 〉ρ=R. Since its evaluation is, however,
hard as already mentioned, we take a different route.
We set up a number of independent basis functions
ΦJMpil (l = 1, . . . ,M) that satisfy
〈ΦJMpil |ρ2|ΦJMpil 〉 = R2, (16)
and assume that the νth ‘channel wave function’ ΦJMpiRν at〈ρ2〉 = R2 is given as a combination of the basis functions
ΦJMpiRν =
M∑
l=1
cJpiRν,lΦ
JMpi
l . (17)
The coefficients cJpiRν,l are determined by solving the con-
strained eigenvalue problem
〈ΦJMpil |HΩ − UJpiRν |ΦJMpiRν 〉 = 0 (l = 1, . . . ,M), (18)
subject to
〈ΦJMpiRν |ρ2|ΦJMpiRν 〉 = R2. (19)
Both ΦJMpil and Φ
JMpi
Rν are normalized, and the matrix
elements in Eqs. (16), (18), and (19) are evaluated by
integrating in all the coordinates. Appendix A shows how
to determine the adiabatic channel energies UJpiRν atR and
mutually orthogonal channel wave functions ΦJMpiRν .
We calculate the channel wave functions at a number
of mesh points Ri and assume the total wave function to
be approximated by their combinations
ΨJMpi =
∑
iν
χJpiiν Φ
JMpi
Riν . (20)
Equation (14) reduces to the following equation for χJpiiν :∑
jν′
〈ΦJMpiRiν |Tρ +HΩ − EJpi |ΦJMpiRjν′ 〉χJpijν′ = 0
for all i and ν. (21)
The condition (16) is necessary to look for a suitable
basis set at R because each piece of HΩ shows different
ρ-dependence and hence such set may change depending
on ρ. Short-ranged interactions in V become important
in the region of small ρ, while long-ranged interactions
like the Coulomb potential contribute at large ρ as well.
TΩ is also long-ranged. Moreover, since the Coulomb
potential and TΩ do not commute each other, one has to
take account of both terms simultaneously [7].
As a measure of the localization of a wave function Φ,
we introduce the standard deviation σ of ρ2:
σ2 =
〈Φ|(ρ2 − 〈Φ|ρ2|Φ〉)2|Φ〉
〈Φ|ρ2|Φ〉2 =
〈Φ|ρ4|Φ〉
〈Φ|ρ2|Φ〉2 − 1. (22)
ΦJMpiRν is obtained as a combination of Φ
JMpi
l s. Therefore,
even though ΦJMpil s are all set to have σ’s within a certain
range, it may happen that the σ value of ΦJMpiRν is far
beyond its range. To obtain UJpiRν around ρ ≈ R, it is
useful to check the σ value of ΦJMpiRν . We will discuss this
problem later.
Once ΦJMpiRiν s are determined at Ri’s, Eq. (21) can be
solved in a standard linear algebra. Note that the ma-
trix element of Tρ is already available at the stage of
solving the eigenvalue problem of HΩ. This is in sharp
contrast to the standard hyperspherical method where no
hyperradial function is employed and thus one has to use
numerical differentiations with respect to ρ or e.g. slow
variable discretization method [34, 35].
In what follows we omit the superscripts JMπ.
III. CORRELATED GAUSSIAN AS
HYPERSPHERICAL BASIS FUNCTION
A. Correlated Gaussian and its generating function
We adopt the CG as the basis function. We use matrix
notations to make equations compact. For example, x
denotes a column vector of dimension (N − 1) whose ith
element is xi. A tilde symbol ˜ indicates a transpose
of a column vector or a matrix, e.g. x˜ is the row vector
and ρ2 may be written as x˜x, where the scalar product
of 3-dimensional vectors is implicitly understood: x˜x =∑N−1
i=1 xi · xi =
∑N−1
i=1 x
2
i .
The CG with the total orbital angular momentum L
and its z component M reads
fuAKLM(x) = N uAKL|u˜x|2K+LYLM (̂˜ux)e− 12 x˜Ax, (23)
where a column vector u = (ui) of dimension (N−1) and
a symmetric, positive-definite (N − 1)× (N − 1) matrix
A = (Aij) are both (variational) parameters to character-
ize the CG. Both A and u are assumed to be real in this
paper. The exponential part, e−
1
2 x˜Ax, is invariant under
the coordinate rotation, whereas the spherical harmonics
YLM describes the rotational motion through the global
vector, u˜x =
∑N−1
i=1 uixi [26–28, 36, 37].
̂˜ux stands for
4the polar and azimuthal angles of u˜x. N uAKL is the nor-
malization constant determined from 〈fuAKLM |fuAKLM 〉 = 1.
K is a non-negative integer parameter related to the
localization in ρ motion of the CG [38]. It should be
noted that the CG has simple hyperadial dependence
fuAKLM (x) ∼ ρκe−
1
2 ρ
2ξ˜Aξ (κ = 2K + L), (24)
where ξ = (ξi) is a column vector of dimension (N −
1). This simplicity makes it easy to calculate the matrix
element of Tρ.
Let us introduce the generating function for the CG,
g(s, A,x) = e−
1
2 x˜Ax+s˜x, (25)
where s = (si) is a column vector of dimension (N − 1)
consisting of 3-dimensional vector si. With a choice of
si = αuie, where α is an auxiliary real parameter and e
is a three-dimensional unit vector (e2 = e · e = 1), the
CG is generated as follows[26, 27]:
fuAKLM (x) =
N uAKL
BKL
∫
deYLM (eˆ)
×
( d2K+L
dα2K+L
g(αue, A,x)
)
α=0
(26)
with
BKL =
4π(2K + L)!
2KK! (2K + 2L+ 1)!!
. (27)
Here ( )α=0 indicates that α is set to zero after the
differentiation.
B. Basic matrix elements
The CG matrix elements for various operators are
available in the literature [26–28, 38]. We recapitulates
the basic procedure to derive them with emphasis on
the relationship to the Gauss hypergeometric function
(GHF) [39, 40], which has hitherto never been recognized.
Applying Eq. (26) leads to the CG matrix element:
〈fu′A′K′LM |Oˆ|fuAKLM 〉
=
N u′A′K′L
BK′L
N uAKL
BKL
∫
de′
∫
deY ∗LM (eˆ′)YLM (eˆ)
×
( d2K′+L+2K+L
dα′2K′+Ldα2K+L
∫
dx e−x˜Bx+v˜xO(x)
)
α=0
α′=0
. (28)
Here O(x) is determined by acting Oˆ on g(s;A,x) or
fuAKLM (x). The matrix B and the vector v are defined by
B =
1
2
(A+A′), v = s+ s′, (29)
where s = αue and s′ = α′u′e′.
For a class of operators, the integral in Eq. (28) over
the whole region of x takes the form∫
dx e−x˜Bx+v˜xO(x) = PO
(πN−1
detB
) 3
2
e
1
4 v˜B
−1v. (30)
Appendix B lists some examples of O(x) and PO. In all
those cases, PO consists of terms with the form
Tkk′l(u
′A′, uA)α2kα′2k
′
(αα′e · e′)l, (31)
each of which is characterized by non-negative integers,
k, k′, l, and the coefficient Tkk′l(u′A′, uA). The exponent
in Eq. (30) is
1
4
v˜B−1v = pα2 + p′α′2 + qαα′e · e′, (32)
where
p =
1
4
u˜B−1u, p′ =
1
4
u˜′B−1u′, q =
1
2
u˜B−1u′. (33)
u˜Au′ or (u˜Au′) stands for the inner product,∑N−1
i,j=1 uiAiju
′
j . Expanding e
1
4 v˜B
−1v in a power series
of α and α′, and combining it with the term of Eq. (31),
we perform the operation in Eq. (28), obtaining the con-
tribution of term (31) to the matrix element as follows:
〈fu′A′K′LM |O|fuAKLM 〉 ∼
N u′A′K′L
BK′L
N uAKL
BKL
(πN−1
detB
) 3
2
× Tkk′l(u′A′, uA)(2K + L)!(2K ′ + L)!
×
n1∑
n=n0
pK−k−np′K
′−k′−n
q2n+L−lBnL
(K − k − n)!(K ′ − k′ − n)!(2n+ L− l)! , (34)
where n1 and n0 are given by
n1 = min(K − k,K ′ − k′),
n0 =
{ 0 for L ≧ l[
l−L+1
2
]
for l > L.
(35)
Here Gauss’s symbol [x] stands for the greatest integer
that is less than or equal to x.
The sum in Eq. (34) can be expressed with the GHF
as follows. By using BnL (27), the sum reduces to
n1∑
n=n0
pK−k−np′K
′−k′−n
q2n+L−lBnL
(K − k − n)!(K ′ − k′ − n)!(2n+ L− l)!
=
4π pK−kp′K
′−k′
qL−l(2z)n0
(K − k − n0)!(K ′ − k′ − n0)!(2L+ 2n0 + 1)!!
×
n1−n0∑
m=0
(−K + k + n0)m(−K ′ + k′ + n0)m
m!(L+ n0 +
3
2 )m
PL,n0l (m)z
m,
(36)
where (a)m is Pochhammer’s symbol
(a)m =
Γ(a+m)
Γ(a)
(37)
5expressed with the Gamma function Γ. If a is negative,
(a)m = (−1)mΓ(−a+1)/Γ(−a−m+1). If a is a negative
integer, a = −k, (−k)m = 0 for m > k. z in Eq. (36) is
defined by
z =
q2
4pp′
=
(u˜B−1u′)2
(u˜B−1u)(u˜′B−1u′)
, (38)
and takes a value in the interval [0, 1]. PL,n0l (m) in
Eq. (36) is a polynomial of m with the order l − n0,
PL,n0l (m) =
m!(2m+ L+ 2n0)!
(m+ n0)!(2m+ L− l + 2n0)! . (39)
Because of mizm = (z ddz )
izm for any non-negative inte-
ger i, PL,n0l (m)z
m may be replaced by PL,n0l
(
z ddz
)
zm,
which makes Eq. (36) further compact:
n1∑
n=n0
pK−k−np′K
′−k′−n
q2n+L−lBnL
(K − k − n)!(K ′ − k′ − n)!(2n+ L− l)!
=
4π pK−kp′K
′−k′
qL−l(2z)n0
(K − k − n0)!(K ′ − k′ − n0)!(2L+ 2n0 + 1)!!
× PL,n0l
(
z
d
dz
)
γK−k−n0,K′−k′−n0,L+n0(z). (40)
Here γK,K′,L(z), introduced in Ref. [38], is nothing but
the GHF
γK,K′,L(z) = 2F1(−K,−K ′;L+ 32 ; z), (41)
which is actually a polynomial of z with the order
min(K,K ′) because K and K ′ are both non-negative in-
tegers in the present case.
Equations (34) and (40) constitute a basic formula to
calculate the matrix element. Let us consider the overlap
matrix element, for which O(x) = 1, PO = 1, k = k′ =
l = 0, T000(u
′A′, uA) = 1, leading to
〈fu′A′K′LM |fuAKLM 〉
=
N u′A′K′L
BK′L
N uAKL
BKL
(πN−1
detB
) 3
2
(2K + L)!(2K ′ + L)!
× 4π p
Kp′K
′
qL
K!K ′!(2L+ 1)!!
γK,K′,L(z). (42)
In the diagonal case of u′ = u, A′ = A, K ′ = K, z is
unity and γK,K,L(1) is easily obtained by using
2F1(a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) , (43)
which is valid provided that Re (c − a − b) > 0. The
normalization constant is then given by
N uAKL =
√√√√ 2(detA) 32√
π
3(N−2)
Γ(2K + L+ 32 )(u˜A
−1u)2K+L
.
(44)
TABLE I: FKKLkk′l (1) for some sets of (k, k
′, l). See
Eq. (47). Note that FKKLk′kl (1) = F
KKL
kk′l (1). M1 and M2
stand for M1 = K + L+
1
2 and M2 = 2K + L+
1
2 ,
respectively.
k k
′
l F
KKL
kk′l
(1)
0 0 0 1
1 0 0 KM1
M2
0 0 1 2M1
2
M2
− L− 1
2 0 0 K(K − 1)M1(M1−1)
M2(M2−1)
1 1 0 K2 M1
2
M2(M2−1)
1 0 1 2KM1
2(M1−1)
M2(M2−1)
−K(L+ 1)M1
M2
0 0 2 4M1
2(M1−1)
2
M2(M2−1)
− 2(2L+ 1)M1
2
M2
+ (L+ 1)(L+ 2)
Substitution of Eqs. (27), (33), and (44) into Eq. (42) and
the use of Eq. (43) completes the overlap matrix element:
〈fu′A′K′LM |fuAKLM 〉
=
( detAA′
(detB)2
) 3
4
( u˜B−1u
u˜A−1u
) 1
2 (2K+L)
( u˜′B−1u′
u˜′A′−1u′
) 1
2 (2K
′+L)
×
( u˜B−1u′
|u˜B−1u′|
√
z
)L γK,K′,L(z)√
γK,K,L(1)γK′,K′,L(1)
. (45)
Combining Eqs. (34), (40), and (42) enables us to ex-
press the contribution of term (31) in relation to the over-
lap matrix element:
〈fu′A′K′LM |O|fuAKLM 〉 ∼ 〈fu
′A′
K′LM |fuAKLM 〉
× Tkk′l(u′A′, uA)p−kp′−k′q−lFKK′Lkk′l (z), (46)
where
FKK
′L
kk′ l (z) =
K!K ′!
(K − k − n0)! (K ′ − k′ − n0)! (L+ 32 )n0
× z
n0
γK,K′,L(z)
PL,n0l
(
z
d
dz
)
γK−k−n0,K′−k′−n0,L+n0(z).
(47)
Equations (45), (46), and (47) give a powerful formula
for the matrix element. We only need to determine
Tkk′l(u
′A′, uA), which contributes to the matrix element
provided that both K − k − n0 and K ′ − k′ − n0 are
non-negative.
Small values of k, k′, and l are usually needed. For
example, in all the classes of Eq. (B2), possible sets of
(k, k′, l) are (0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (2, 0, 0),
(1, 1, 0), (1, 0, 1), (0, 2, 0), (0, 1, 1), and (0, 0, 2), and the
corresponding PL,n0l (m) turns out to be simple. For
l = 0, PL,00 (m) = 1. For l = 1, P
L,0
1 (m) = 2m + L
(L ≧ 1) and PL,11 (m) = 2 (L = 0). For l = 2,
PL,02 (m) = (2m+L−1)(2m+L) (L ≧ 2) and PL,12 (m) =
62(2m+ 2L+1) (L = 0, 1). Once PL,n0l (z
d
dz ) is given, its
action on γK,K′,L(z) is performed by using
z
d
dz
γK,K′,L(z) =
(
L+
1
2
)[
γK,K′,L−1(z)− γK,K′,L(z)
]
,
(48)
which is derived from the well-known formulas involving
the GHF. Table I tabulates FKKLkk′l (1) for the above cases.
With C set to the unit matrix in Eqs. (B5) and (B6)
and using Table I, the expectation values of ρ2 and (ρ2−
〈ρ2〉)2 are given by (κ = 2K + L)
〈fuAKLM |ρ2|fuAKLM 〉 ≡ 〈ρ2〉 =
3
2
TrA−1 + κ
u˜A−2u
u˜A−1u
, (49)
〈fuAKLM |(ρ2 − 〈ρ2〉)2|fuAKLM 〉
=
3
2
TrA−2 + 2κ
u˜A−3u
u˜A−1u
− κ
( u˜A−2u
u˜A−1u
)2
. (50)
The σ value of Eq. (22) is readily obtained for fuAKLM .
C. Hamiltonian matrix element
We show how to calculate the matrix element of HΩ.
First we note that the relative distance vector, ri−rj, is
expressed as a combination of xk,
ri − rj =
N−1∑
k=1
(U−1ik − U−1jk)xk ≡ ω˜(ij)x, (51)
where ω(ij) is a column vector of dimension (N − 1). Its
square is (ri − rj)2 = x˜T (ij)x, where T (ij) = ω(ij)ω˜(ij)
is a symmetric (N − 1) × (N − 1) matrix. A Gaussian
potential e−a(ri−rj)
2
is expressed as e−ax˜T
(ij)x, and its
matrix element reduces to the overlap (45):
〈fu′A′K′LM |e−ax˜T
(ij)x|fuAKLM 〉 = Gu
′A′:uA
K′L:KL(aT
(ij)), (52)
where
Gu
′A′:uA
K′L:KL(T )
= Ru′A′:A′+TK′L RuA:A+TKL 〈fu
′ A′+T
K′LM |fuA+TKLM 〉 (53)
with
RuA:A′KL =
N uAKL
N uA′KL
=
( detA
detA′
) 3
4
( u˜A′−1u
u˜A−1u
) 2K+L
2
. (54)
The matrix element of three-body force of Gaussian form
factor can be obtained in a similar way.
The matrix elements of Coulomb and Yukawa poten-
tials are obtained by applying the above result [36]. For
example, by expressing the Yukawa potential as
1
r
e−µr =
2√
π
∫ ∞
0
dt exp
(− t2r2 − µ2
4t2
)
, (55)
its matrix element is obtained by a numerical integration
of Eq. (52) with an appropriate change of the range pa-
rameter a. Equation (52) is valid for not only T (ij) but
any positive-definite symmetric matrix. For example, us-
ing the unit matrix I we obtain
〈fu′A′K′LM |
1
ρ2
|fuAKLM 〉 =
∫ ∞
0
dtGu
′A′:uA
K′L:KL(tI), (56)
which is computed with e.g. Gauss-Laguerre quadrature.
We turn to the hyperangular kinetic energy TΩ. We
obtain its matrix element without expressing Λ2 in terms
of Ω, but in the indirect way [20] that utilizes the identity,
TΩ = T − Tρ. The matrix elements of T and Tρ are
respectively obtained as follows. As for T , we start from
Tg(s, A,x)
=
~
2
2m
(3TrA− s˜s+ 2s˜Ax− x˜A2x)g(s, A,x). (57)
Tkk′l(u
′A′, uA) contributed by each term of Eq. (57) is
read from Appendix B. The use of Eq. (46) leads to
〈fu′A′K′LM |T |fuAKLM〉
=
~
2
2m
〈fu′A′K′LM |fuAKLM 〉
[ 3
2
TrB − 3
2
TrC1C
− (u˜u− 2u˜C1u+ u˜C2u) 1
u˜B−1u
FKK
′L
100 (z)
− (u˜′u′ + 2u˜′C1u′ + u˜′C2u′) 1
u˜′B−1u′
FKK
′L
010 (z)
+ (u˜u′ + u˜C1u′ − u˜′C1u− u˜C2u′) 1
u˜B−1u′
FKK
′L
001 (z)
]
,
(58)
where C,C1, and C2 are the matrices defined by
C =
1
2
(A−A′), C1 = CB−1, C2 = B−1C2B−1.
(59)
As for Tρ, we use Eq. (24) to obtain the relation
Tρf
uA
KLM = −
~
2
2mρ2
[
κ2 + (d− 2)κ
− (2κ+ d)x˜Ax+ (x˜Ax)2
]
fuAKLM . (60)
As in Eq. (56), the matrix element of Tρ is obtained by
performing the following integration:
〈fu′A′K′LM |Tρ|fuAKLM 〉
= − ~
2
2m
∫ ∞
0
dtRu′A′:A′+tIK′L RuA:A+tIKL
× 〈fu′ A′+tIK′LM |
[
κ2 + (d− 2)κ− (2κ+ d)x˜Ax
+ (x˜Ax)2
]
|fuA+tIKLM 〉, (61)
7where the matrix elements of x˜Ax and (x˜Ax)2 are
readily available from Eqs. (B5) and (B6). Following
Refs. [20–22], the matrix element of TΩ is given as
〈fu′A′K′LM |TΩ|fuAKLM 〉 =
1
2
(
〈fu′A′K′LM |T − Tρ|fuAKLM 〉
+ 〈fuAKLM |T − Tρ|fu
′A′
K′LM 〉
)
. (62)
All the matrix elements needed to solve Eq. (21) are
thus available in the CG basis functions. The present
approach thus reduces the whole task to a standard linear
algebra of matrices in place of the coupled differential
equation commonly used in the hyperspherical approach.
D. Permutation symmetry
The permutation symmetry for identical particles has
to be imposed on the wave function. Its incorporation in
the CG is very easy [27, 38, 41].
The permutation P induces the coordinate transfor-
mation: x→ TPx, where the (N − 1)× (N − 1) matrix
TP is easily determined. Since P just rearranges the la-
bels of ri, ρ
2 remains unchanged (see Eqs. (4) and (5)):
ρ2 = x˜x→ T˜PxTPx = x˜T˜PTPx = x˜x, concluding
T˜PTP = I. (63)
The CG acted by P transforms to
PfuAKLM (x) = N uAKL|u˜Px|2K+LYLM ( ̂˜uPx)e− 12 x˜APx
=
N uAKL
N uPAPKL
fuPAPKLM (x), (64)
where
uP = T˜Pu, AP = T˜PATP . (65)
Since detAP = detA and u˜PA
−1
P uP = u˜A
−1u, Eq. (44)
confirms N uPAPKL = N uAKL, establishing
PfuAKLM(x) = f
uPAP
KLM (x). (66)
The CG keeps its functional form under the permu-
tation, and its effect results in simply changing the CG
parameters, u and A, as in Eq. (65). The basis function
ΦuAKLM that is constructed from f
uA
KLM (x) and satisfies
the symmetry requirement is given by
ΦuAKLM =
∑
P
ǫP f
uPAP
KLM (x), (67)
where ǫP is the phase of P .
IV. TEST OF THREE-α SYSTEM
In order to learn similarity to and dissimilarity from
the usual adiabatic channel energy, we use the same
Hamiltonian as that of Ref. [11]. The mass of the α par-
ticle is ~2/m=10.5254408 MeV fm2, and the charge con-
stant is e2= 1.4399644MeV fm. The two-body potential
Vαα(r) consists of a modified Ali-Bodmer potential [42]
and the Coulomb potential:
Vαα(r) = 125 e
−r2/1.532 − 30.18 e−r2/2.852
+
4e2
r
erf (0.60141r), (68)
where the length and energy are given in units of fm and
MeV, respectively. The three-body potential is chosen to
be a hyperscalar potential,
Vααα = v3 e
−a3x˜x, (69)
where the range parameter a3 is
√
3/R23 with R3=2.58 fm,
and the potential strength v3 is L-dependent: It is
−151.737MeV for L = 0 to reproduce the Hoyle reso-
nance energy, and −179.463MeV for L = 2 to fit the
lowest 2+ state energy of 12C.
A. Specification of correlated-Gaussian parameters
We use ΦuAKLM , Eq. (67), as the basis functions ΦRi,l.
The label l stands for K,u, and A. u contains just 1 pa-
rameter, assuming that u is normalized: u1 = sin ζ, u2 =
cos ζ (0 ≦ ζ < π). ζ is discretized by Mζ meshes. The
matrix A for three-body system contains 3 parameters,
A11, A12(= A21), A22. It may be prescribed with three
parameters (d12, d23, d13) as
x˜Ax =
3∑
j>i=1
1
dij
2 (ri − rj)2. (70)
Roughly speaking, dij controls the distance between par-
ticles i and j. In analogy to the prescription used in
Refs. [11, 12], we specify dij by two angles θ (0 ≦θ <π/2)
and φ (0 ≦ φ ≦ π) that define the ‘shape’ of three parti-
cles:
d12
2 = d¯ 2
[
1 + sin θ cos
(
φ+
2
3
π
)] ≡ d¯ 2
λ+
,
d23
2 = d¯ 2[1 + sin θ cosφ] ≡ d¯
2
λ0
,
d13
2 = d¯ 2
[
1 + sin θ cos
(
φ− 2
3
π
)] ≡ d¯ 2
λ−
. (71)
θ=0 and θ=π/2 correspond to equilateral triangle and
collinear configurations, respectively. Since we have three
identical particles, the range of φ can be restricted to
[0, π/3]. We discretize θ and φ by Mθ and Mφ meshes.
The matrix A reads as A = A0/d¯
2, where
A0 =
(
2λ+ +
1
2 (λ0 + λ−) −
√
3
2 (λ0 − λ−)
−
√
3
2 (λ0 − λ−) 32 (λ0 + λ−)
)
, (72)
and d¯ 2 is determined from the constraint (16).
8B. Results
As defined in Eq. (16), R is a c-number representing√〈ρ2〉. In Refs. [11, 12], R stands for both the hyper-
radius operator and its value, although the hyperradius
there corresponds to 31/4ρ of the present paper. To avoid
confusion, we employ a point-α root-mean-square (rms)
radius Rrms as a length scale,
Rrms =
√
〈ρ2〉
3
, (73)
which is computed as 3−
3
4R from R in [11, 12].
Figure 1 displays K-dependence of the minimum ex-
pectation value of HΩ calculated by a single configura-
tion with Lpi = 0+. For each K, u and A are varied on
the meshes discretized with Mζ ,Mθ, and Mφ, subject to
Rrms = 1.54 fm. The minimum of the adiabatic channel
energy occurs around that rms value [11]. The mini-
mum of the curve is −11.62MeV at K = 4 and gradually
increases with K. The contribution of TΩ to the min-
imum expectation value increases as K increases, while
the sum of the potentials, V2B+V3B+VC, shows a moder-
ate change for K ≧ 2, probably because it is determined
mainly by the global size of the system. The curve la-
beled H is the sum of the minimum energy of HΩ and
the expectation value of Tρ, that is, the total energy, cal-
culated by the optimal configuration. The expectation
value of Tρ increases from 7 to 27MeV as K increases
from 0 to 20. Figure 2 is the same as Fig. 1 but for
Lpi = 2+. The configuration is again constrained to sat-
isfy Rrms = 1.54 fm. The minimum energy of HΩ is 6.79
MeV at K = 2.
Table II lists some properties of the single configura-
tion used in Figs. 1 and 2. It is noted that the standard
deviation σ decreases as K increases. The configuration
with K = 4 giving the energy minimum for L = 0 has
σ = 0.419. Roughly speaking, this σ value corresponds to
the degree of localization, ( 4
√
1 + σ2 − 1)Rrms ≈ 0.064 fm
around Rrms. If we want to use more localized configu-
rations, we have to increase K. Since the overlap with
the K = 4 configuration decreases very slowly as listed in
Overlap column, the energy loss may not be very large.
In L = 2 case, the K dependence of σ and the overlap
integral appears to decrease faster than the L = 0 case.
Figure 3(a) plots the minimum expectation value ofHΩ
for Lpi = 0+ as a function of Rrms. The minimum energy
is obtained by a single configuration determined similarly
to the case of Fig. 1, but with slightly finer meshes. We
learn how each term of HΩ responds to the expansion
of the system as Rrms increases. The HΩ curve shows
a minimum around Rrms=1.6 fm, and reaches a broad
tiny peak at 14.6-14.7 fm, where the contribution of each
piece of HΩ displays a sudden change as magnified in
Fig. 3(b). Before the peak, VC, TΩ, and V2B are main
contributors to the HΩ curve, whereas after the peak
both contributions of TΩ and V2B get small and VC plays
a dominant role. Note, however, that the contribution of
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FIG. 1: (Color online) Minimum expectation value of
HΩ calculated by a single configuration, Φ
uA
KL=0M=0,
Eq. (67), as a function of K. The minimum is searched
for by varying θ, φ, ζ on the meshes discretized with
Mθ = 30, Mφ = 20, and Mζ = 30 under the constraint
that Rrms is kept to 1.54 fm. The contributions of TΩ,
the nuclear potentials (two-body V2B, and three-body
V3B) as well as the Coulomb potential (VC) to the
minimum energy are also drawn. The curve denoted H
is the variation of the total energy.
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FIG. 2: (Color online) The same as Fig. 1 but for
Lpi = 2+.
V2B persists up to large distances beyond 14 fm, despite
the fact that the range of Vαα is much shorter than that
value. This long-range effect is due to the αα resonance.
Although the minimum expectation value of HΩ
changes smoothly with Rrms as seen in Fig. 3(a), the
contributions of TΩ and V2B show some kinks, especially
when Rrms changes from 1.6 to 1.7, 2.4 to 2.5, and 4.8 to
4.9 fm. At these points the optimal K value also changes
as follows: 4→3, 3→ 2, and 2→1, respectively. However,
the minimum expectation value of HΩ is often not very
sensitive to the change of K but severalK configurations
give almost equal results, whereas the contribution of TΩ
seems to be more sensitive to K. This is understood
from the degree of localization of the CG. In fact, the σ
9TABLE II: The properties of the single configuration
used in Figs. 1 and 2. σ is the standard deviation and
Overlap is the overlap integral with K = 4 (L = 0) or
K = 2 (L = 2) basis function.
L = 0 L = 2
K σ Overlap σ Overlap
0 0.577 0.923 0.477 0.977
1 0.480 0.973 0.431 0.995
2 0.450 0.991 0.400 1.000
3 0.435 0.998 0.374 0.996
4 0.419 1.000 0.378 0.985
5 0.413 0.999 0.381 0.978
6 0.403 0.996 0.373 0.952
7 0.399 0.992 0.365 0.941
8 0.394 0.987 0.338 0.929
9 0.389 0.981 0.338 0.919
10 0.382 0.975 0.332 0.909
11 0.370 0.967
12 0.370 0.962
13 0.358 0.952
14 0.364 0.950
15 0.354 0.940
16 0.356 0.936
17 0.346 0.927
18 0.342 0.919
19 0.334 0.909
20 0.335 0.905
value of ΦuAKLM decreases with increasing K, and hence
the contribution of TΩ tends to increase.
Now we mix various configurations to solve Eq. (18).
The constrained equation is solved at the following four
points: Rrms=1.6, 2.5, 5.0, 14.5 fm. The lowest adiabatic
channel energy of Ref. [11] exhibits different character at
these points, a steep slope close to the minimum, and a
broad plateau close to the three-α threshold. The CG ba-
sis functions are generated by including different K, θ, φ,
and ζ parameters. K is tested up to 20. The mesh points
are discretized with Mθ = 30, Mφ = 21, and Mζ = 45.
To avoid possible linear-dependence of the generated ba-
sis functions, we exclude any basis function that has over-
lap of more than 0.95 with other basis functions. We also
exclude any configuration whose expectation value of HΩ
is larger than a cut-off energy, Ec. The value of Ec is a
bit arbitrary, and it is taken fairly large compared to the
expected lowest adiabatic channel energy. The actual ba-
sis size is around 250. Note that the basis functions all
have 〈ρ2〉 = R2 but they have different σ values within
σ ≦ 1.
In order to see how a spectrum of the adiabatic chan-
nel energies changes as the basis size increases, we have
tested three calculations: Case A adopts only those ba-
sis functions with σ ≦ 0.5, case B those with σ ≦ 0.75,
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FIG. 3: (Color online) (a) Minimum expectation value
of HΩ calculated by a single configuration, Φ
uA
K L=0M=0,
as a function of Rrms. The minimum is searched for by
varying K as well as u and A that are discretized on the
meshes with Mθ = 30, Mφ = 21, and Mζ = 45. The
contributions of TΩ, V2B, V3B, and VC to the minimum
energy are also drawn. (b) An enlarged figure of (a) in
Rrms = 14.0− 15.5 fm.
and case C is a full basis calculation. In each case we
calculate the σ value of ΦJMpiRν and if it is not larger than
σ that characterizes each case, we accept that ΦJMpiRν as
a solution, otherwise it is discarded. Figure 4 plots the
adiabatic channel energies in each case at four Rrms radii.
The solution of the constrained equations, (18) and (19),
appears to be obtained stably. With the increase of the
basis size from case A to case C, the density of the adi-
abatic channel energies considerably increases. Note the
different energy scale in Fig. 4(a) to 4(d).
It is interesting to compare the present adiabatic chan-
nel energies with those of Ref. [11]. The latter uses ba-
sis functions quite different from ours: At each ρ, the
channel wave function is expanded in terms of a com-
bination of the product of the Wigner D function and
fifth-order basis splines for the two hyperangles. It in-
cludes no ρ-dependence. In contrast to this, our chan-
nel wave function has finite ρ-dependence, and there-
fore receives influence from the adiabatic Hamiltonian
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FIG. 4: (a) Adiabatic channel energies U at Rrms = 1.6 fm. The basis functions are restricted to have the standard
deviation σ ≦ 0.5 in case A, and σ ≦ 0.75 in case B, while all the basis functions selected are allowed in case C. See
the text for detail. Figures (b), (c), and (d) are the same as (a) but for Rrms = 2.5, 5.0, and 14.5 fm, respectively.
at nearby ρ values. Thus both energies need not be nec-
essarily the same but a comparison may indicate char-
acteristics of different types of calculations. Three low-
est adiabatic channel energies in MeV obtained in [11]
are −17.5, 15.9, 49.7 at Rrms = 1.6 fm, −4.38, 5.55, 21.0
at 2.5 fm, 0.86, 3.81, 5.38 at 5.0 fm, and 0.46, 0.83, 1.16
at 14.5 fm, respectively. Our corresponding energies are
−18.3, −16.0−11.3 at 1.6 fm, −0.75, 2.63, 5.12 at 2.5 fm,
1.68, 2.16, 2.68 at 5.0 fm, and 2.18, 2.38, 2.52 at 14.5 fm.
The energy spacing of our calculation is much narrower
than that of Ref. [11]. Which of the two calculations
gives lower value for the lowest channel energy seems to
depend on Rrms. At Rrms = 2.5 fm, the calculation of
case C actually gives four energies that are lower than
−0.75 MeV. Since their σ values are larger than 1, they
are not drawn in Fig. 4(b). Note, however, that the high-
est one among the four is predicted to be−4.09 MeV with
σ = 1.008. A calculation with a slightly larger basis set
or an optimized basis set would easily predict the lowest
adiabatic channel energy around −4.4 MeV. The same
thing applies to Fig. 4(d). The lowest energy of case C is
higher than that of case A. A few solutions of case C are,
however, lower than the lowest adiabatic channel energy
of case A, but they are not shown because their σ values
are larger than 1. One of them is located at 1.79 MeV
and has σ = 1.08. It is still considerably higher than the
lowest energy, 0.46 MeV, of Ref. [11].
V. SUMMARY
We have formulated hyperspherical calculations using
the flexibility of the correlated Gaussians. Differently
from conventional hyperspherical methods, the channel
wave function and the adiabatic channel energy are de-
fined by solving the hyperradius-constrained eigenvalue
equation of the adiabatic Hamiltonian. This approach
enables us to perform standard configuration interaction
calculations.
This work takes a non-conventional venue by allowing
the spread of the value of the hyperradius for a given
basis function. While in previous hyperspherical calcula-
tions, e.g. in [11], the basis functions belong to a given
hyperradius, in the present work “the basis functions are
localized”, that is, the hyperradii of the basis functions
reside in a narrow region around a predefined hyperra-
dius. This approach has its advantages and disadvan-
tages. A slight disadvantage is that one can not define
a sharp hyperradius, so that the direct comparison to
conventional calculations is not simple, whereas an ad-
vantage is that the basis functions directly couple the
neighboring regions which may help to resolve compli-
cated dynamical processes. A further advantage is the
easier access to larger systems.
The present formulation is expected to have many ap-
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plications. As an example, we just mention one prob-
lem, the fragmentation or decay of a nucleus into several
α particles at large distances, as discussed in [43–45].
The approaches employed there have limitations in tak-
ing into account important effects such as couplings with
other configurations, the angular momentum dependence
of the adiabatic potential, and the removal of spurious
center-of-mass excitations. Since the issue is exactly con-
cerned with how the system evolves as it expands, it is
worthwhile attempting at resolving those problems in the
hyperspherical approach.
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Appendix A: Solving a constrained eigenvalue
problem
The aim of this appendix is to solve a problem of ob-
taining the eigenvalues and corresponding eigenfunctions
of a Hermitian operator H with a constraint. It is for-
mulated as follows: Let Q be a positive-definite Hermi-
tian operator, and let (φ1, φ2, . . . , φn) be a given set of
normalized, independent basis functions. Obtain, in the
space spanned by the set, as many Φ’s possible that make
the expectation value of H
〈Φ|H |Φ〉
〈Φ|Φ〉 (A1)
stationary under the constraint
〈Φ|Q|Φ〉
〈Φ|Φ〉 = q, (A2)
where q is a positive constant. The condition 〈φi|Q|φi〉 =
q is assumed for each φi in the text. It may not be ab-
solutely necessary, however, although the number of so-
lutions may depend on how many basis functions satisfy
the condition.
This type of problem appears in several cases. See, for
example, Ref. [46] for the optimization of Φ and Ref. [47]
for the determination of Φ free from some configurations.
The present problem has distinct differences from those
cases in that the available configuration space is preset
and several solutions are requested if possible.
We construct an orthonormal set, (ψ1, ψ2, . . . , ψn),
that makes Q diagonal. To do this, we first diagonal-
ize the overlap matrix (〈φi|φj〉):
n∑
j=1
〈φi|φj〉u(k)j = bku(k)i , (A3)
where
∑n
i=1 u
(k)
i u
(l)
i = δkl. The basis set uk defined by
uk =
1√
bk
n∑
i=1
u
(k)
i φi (k = 1, . . . , n) (A4)
is orthonormal, 〈uk|ul〉 = δkl. Next, diagonalizing Q in
the set uk,
n∑
j=1
〈ui|Q|uj〉ψ(k)j = qkψ(k)i , (A5)
with
∑n
i=1 ψ
(k)
i ψ
(l)
i = δkl, we construct the set ψk as
ψk =
n∑
i=1
ψ
(k)
i ui, (A6)
which has the desired property, 〈ψk|ψl〉 = δkl, and
〈ψk|Q|ψl〉 = qkδkl. It is easy to express ψi in terms of
the original set φi’s.
We attempt to obtain Φ’s step by step. Defining a
Hermitian operator H ′ with a Lagrange multiplier λ,
H ′(λ) = H − λ(Q − q), (A7)
we solve the eigenvalue problem,
H ′(λ)Φ(λ) = E′(λ)Φ(λ), (A8)
using the set ψi, and calculate the expectation value,
F (λ) = 〈Φ(λ)|Q − q|Φ(λ)〉
= 〈Φ(λ)|Q|Φ(λ)〉 − q, (A9)
where Φ(λ) is normalized. Focusing always on the lowest-
energy solution for any λ, we vary λ to find a zero of F (λ):
F (λ1) = 0. Then Φ(λ1) satisfies the constraint (A2) and
that is the solution to be found: Φ1 = Φ(λ1) with the
energy E1 = E
′(λ1).
To determine the next solution, we define a configu-
ration space of dimension (n − 1) by removing Φ1 from
the set (ψ1, ψ2, . . . , ψn), and follow the above procedure
to find a successful solution Φ2. This process continues
until no new solution is found. Clearly Φi’s determined
in this way are orthogonal to each other.
We can show that Φi and Φj for i 6= j have no coupling
matrix element of H if λi 6= λj . Since both functions are
orthogonal, the matrix element of H reduces to that of
Q as follows:
〈Φj |H |Φi〉 = 〈Φj |H ′(λi) + λi(Q − q)|Φi〉
= E′(λi)〈Φj |Φi〉+ λi〈Φj |Q− q|Φi〉
= λi〈Φj |Q|Φi〉. (A10)
Because of 〈Φj |H |Φi〉 = 〈Φi|H |Φj〉∗ = λj〈Φi|Q|Φj〉∗ =
λj〈Φj |Q|Φi〉, it follows that
(λi − λj)〈Φj |Q|Φi〉 = 0. (A11)
If λi 6= λj , 〈Φj |Q|Φi〉 vanishes and consequently
〈Φj |H |Φi〉 must vanish.
If λi and λj are accidentally equal, the above argument
does not apply and it is not clear whether or not H has
the coupling matrix element.
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Appendix B: Examples of correlated-Gaussian
matrix element
We show the examples of Eq. (30) that appear fre-
quently. For O(x), let us consider the following terms:
(i) w˜x,
(ii) (w˜x)(w˜′x),
(iii) x˜Cx,
(iv) (w˜x)(x˜Cx),
(v) (x˜Cx)(x˜C′x). (B1)
Here w and w′ are column vectors of dimension (N − 1)
whose elements are 3-dimensional vectors, and C and C′
are (N − 1)× (N − 1) symmetric matrices, and they are
all independent of x. The integral of Eq. (30) is easily
obtained. Corresponding to (i)-(v) classes, PO reads
(i)
1
2
w˜B−1v,
(ii)
1
2
w˜B−1w′ +
1
4
w˜B−1v w˜′B−1v,
(iii)
3
2
TrB−1C +
1
4
v˜B−1CB−1v,
(iv)
1
2
w˜B−1CB−1v +
3
4
(w˜B−1v)TrB−1C
+
1
8
(w˜B−1v)(v˜B−1CB−1v),
(v)
3
2
TrB−1CB−1C′ +
1
2
v˜B−1CB−1C′B−1v
+
(3
2
TrB−1C +
1
4
v˜B−1CB−1v
)
×
(3
2
TrB−1C′ +
1
4
v˜B−1C′B−1v
)
. (B2)
As an example, we show how to obtain the matrix ele-
ment of x˜Cx belonging to class (iii). The corresponding
PO reads
3
2
TrB−1C +
1
4
v˜G1v (B3)
with G1 = B
−1CB−1, and it comprises four terms:
T000 =
3
2
TrB−1C, T100 =
1
4
u˜G1u,
T010 =
1
4
u˜′G1u′, T001 =
1
2
u˜G1u
′, (B4)
where Tkk′l is an abbreviation of Tkk′l(u
′A′, uA). Equa-
tion (46) immediately gives us the following result:
〈fu′A′K′LM |x˜Cx|fuAKLM 〉
= 〈fu′A′K′LM |fuAKLM 〉
[ 3
2
TrB−1C +
u˜G1u
u˜B−1u
FKK
′L
100 (z)
+
u˜′G1u′
u˜′B−1u′
FKK
′L
010 (z) +
u˜G1u
′
u˜B−1u′
FKK
′L
001 (z)
]
. (B5)
The matrix element of (x˜Cx)2 is obtained similarly:
〈fu′A′K′LM |(x˜Cx)2|fuAKLM 〉 = 〈fu
′A′
K′LM |fuAKLM 〉
[ 3
2
TrG1C +
9
4
(TrB−1C)2 + (2u˜G2u+ 3TrB−1Cu˜G1u)
1
u˜B−1u
FKK
′L
100 (z)
+ (2u˜′G2u′ + 3TrB−1Cu˜′G1u′)
1
u˜′B−1u′
FKK
′L
010 (z) + (2u˜G2u
′ + 3TrB−1Cu˜G1u′)
1
u˜B−1u′
FKK
′L
001 (z)
+
(u˜G1u)
2
(u˜B−1u)2
FKK
′L
200 (z) +
(u˜′G1u′)2
(u˜′B−1u′)2
FKK
′L
020 (z) +
(u˜G1u
′)2
(u˜B−1u′)2
FKK
′L
002 (z)
+ 2
(u˜G1u)(u˜′G1u′)
(u˜B−1u)(u˜′B−1u′)
FKK
′L
110 (z) + 2
(u˜G1u)(u˜G1u
′)
(u˜B−1u)(u˜B−1u′)
FKK
′L
101 (z) + 2
(u˜′G1u′)(u˜′G1u)
(u˜′B−1u′)(u˜′B−1u)
FKK
′L
011 (z)
]
, (B6)
where G2 = B
−1CB−1CB−1.
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