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1. Introduction
For real numbers a, b and c with c = 0,−1,−2, . . . , the Gaussian hypergeometric function is deﬁned by
F (a,b; c; x) = 2F1(a,b; c; x) =
∞∑
n=0
(a,n)(b,n)
(c,n)
xn
n! , for |x| < 1. (1.1)
Here, (a,0) = 1 for a = 0 and (a,n) denotes the shifted factorial function
(a,n) = a(a + 1)(a + 2)(a + 3) · · · (a + n − 1)
for n = 1,2, . . . . It is well known that F (a,b; c; x) has many important applications in geometric function theory and in
several other contexts, and many classes of special functions in mathematical physics are particular or limiting cases of this
function. For these, and for properties of F (a,b; c; x) see [4,10,13,16,17,19–21,23,26,28,29,33].
For r ∈ (0,1), a ∈ (0,1) and r′ = √1− r2, the generalized elliptic integrals of the ﬁrst and second kind [3] are deﬁned by⎧⎪⎪⎨
⎪⎪⎩
Ka = Ka(r) = π
2
F
(
a,1− a;1; r2),
K′a = K′a(r) = Ka
(
r′
)
,
Ka(0) = π/2, Ka(1) = ∞
(1.2)
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⎪⎪⎩
Ea = Ea(r) = π
2
F
(
a − 1,1− a;1; r2),
E ′a = E ′a(r) = Ea
(
r′
)
,
Ea(0) = π/2, Ea(1) =
[
sin(πa)
]
/
[
2(1− a)],
(1.3)
respectively. In particular, when a = 1/2, the functions Ka(r) and Ea(r) reduce to K(r) and E(r), respectively, which are the
complete elliptic integrals of the ﬁrst and second kind [1,2,5,8,11]. By symmetry of (1.2), we assume that a ∈ (0,1/2] in the
sequel. For a ∈ (0,1/2] and r ∈ (0,1), deﬁne
ma(r) = 2
π sinπa
r′2Ka(r)K′a(r)
and
μa(r) = π
2 sinπa
K′a(r)
Ka(r)
.
In particular, if a = 1/2, then we denote m1/2(r) ≡m(r) and μ1/2(r) ≡ μ(r), where μ(r) is the modulus of the plane Grötzsch
ring B2 \ [0, r] for r ∈ (0,1) and B2 is the unit disk in the plane.
It is well known that the generalized modular equation with signature 1/a and degree p can be expressed by
μa(s) = pμa(r). (1.4)
The solution of (1.4) is given by
s = ϕaK (r) = μa−1
(
μa(r)/K
)
, K = 1/p.
In the particular case a = 1/2, the solution ϕaK (r) reduces to the Hersch–Pﬂuger distortion function ϕK (r), which is very
important in the theory of the plane quasiconformal mappings. As usual, we call ϕaK (r) the generalized Hersch–Pﬂuger
distortion function.
Throughout this paper, we denote by arth the inverse of the hyperbolic tangent function. For real and positive values
of x the Euler gamma function  and its logarithmic derivative Ψ , the so-called digamma function, are deﬁned by
(x) =
∞∫
0
tx−1e−t dt, Ψ (x) = 
′(x)
(x)
.
Let
R(a,b) = −2γ − Ψ (a) − Ψ (b), R(a) = R(a,1− a),
where γ = 0.577215 . . . is the Euler–Mascheroni constant.
Recently, the functions μa(r), ma(r), ϕaK (r) and their special cases μ(r), m(r), ϕK (r) have been the subject of intensive
research. In particular, many remarkable properties and inequalities can be found in the literature [7,9,15,16,24,25,30–32].
In 1999, S.-L. Qiu et al. [25] proved that
m(r) + log r < log4 · r
′2 arth r
r
= R(1/2)
2
· r
′2 arth r
r
(1.5)
and
ϕK (r) < r
1/K exp
{(
1− 1
K
)[
m(r) + log r]
}
(1.6)
for all r ∈ (0,1) and K ∈ (1,+∞).
Later, G.-D. Wang et al. [30] generalized (1.6) and established that
ϕaK (r) < r
1/K exp
{(
1− 1
K
)[
ma(r) + log r
]}
(1.7)
for all r ∈ (0,1) and K ∈ (1,+∞).
Our main purpose of this paper is to ﬁnd a relationship between the generalized Hersch–Pﬂuger distortion function
ϕa (r) and complete elliptic integrals of the second kind E(r), and to establish several new inequalities for ϕa (r) and E(r).K K
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Theorem 1.1. The function f (r) = [ma(r) + log r]/[E(r) − 1] is strictly decreasing from (0,1) onto (2, R(a)/(π − 2)). Moreover, the
double inequality
2
[E(r) − 1]<ma(r) + log r < R(a)
π − 2
[E(r) − 1]
holds for all r ∈ (0,1).
Theorem 1.2. (1) The function g(r) = r[π/2− E(r)]/(r − r′2 arth r) is strictly decreasing from (0,1) onto (π/2− 1,3π/16). More-
over, the double inequality
π
2
− 3π
16
r − r′2 arth r
r
< E(r) < π
2
−
(
π
2
− 1
)
r − r′2 arth r
r
holds for all r ∈ (0,1);
(2) The function h(r) = [π/2− E(r) − r arth r]/ log(r′) is strictly decreasing from (0,1) onto (1,2 − π/4). Moreover, the double
inequality
π
2
− log r′ − r arth r < E(r) < π
2
−
(
2− π
4
)
log r′ − r arth r
holds for all r ∈ (0,1).
2. Lemmas
In order to prove our main results we need several formulas and lemmas, which we present in this section.
Throughout this paper, we denote r′ = √1− r2 for 0 < r < 1. The following formulas were presented in [27]:
dKa
dr
= 2(1− a)
rr′2
(Ea − r′2Ka), dEa
dr
= 2(a − 1)
r
(Ka − Ea),
d
dr
(Ka − Ea) = 2(1− a)rEa
r′2
,
d
dr
(Ea − r′2Ka)= 2arKa,
KaE ′a + K′aEa − K′aKa =
π sinπa
4(1− a) .
Lemma 2.1. (See [6, Theorem 1.25].) For −∞ < a < b < ∞, let f , g : [a,b] → R be continuous on [a,b], and be differentiable on
(a,b), let g(x) = 0 on (a,b). If f ′(x)/g′(x) is increasing (decreasing) on (a,b), then so are
f (x) − f (a)
g(x) − g(a) and
f (x) − f (b)
g(x) − g(b) .
If f ′(x)/g′(x) is strictly monotone, then the monotonicity in the conclusion is also strict.
Lemma 2.2. Let rn and sn (n = 1,2, . . .) be real numbers, and let the power series
R(x) =
∞∑
n=0
rnx
n and S(x) =
∞∑
n=0
snx
n
be convergent for |x| < 1. If sn > 0 for n = 1,2, . . . , and if rn/sn is strictly increasing (or decreasing, respectively) for n = 1,2, . . . ,
then the function R/S is strictly increasing (or decreasing, respectively) in (0,1).
A detailed proof of an extended version of Lemma 2.2 can be found in [22].
Lemma 2.3. If n 1, then
(1) n + 1/4 < [(n + 1)/(n + 1/2)]2 < n + 4/π − 1;
(2) (2n−1)n(n+1)(2n+1) · 2[(n+1)!]
2−π(1/2,n+1)2
2(n!)2−π(1/2,n)2 < 1.
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For part (2), clearly the inequality can be rewritten as
π
(
1
2
,n
)2(
n + 1
2
)(
2n + 1
2
)
< 2(n!)2(n + 1). (2.1)
Inequality (2.1) is equivalent to
(2n + 1)(2n + 1/2)
4(n + 1) <
[
(n + 1)
(n + 1/2)
]2
. (2.2)
If n 1, then we clearly see that
n + 1
4
= 4n
2 + 5n + 1
4(n + 1) >
4n2 + 3n + 1/2
4(n + 1) =
(2n + 1)(2n + 1/2)
4(n + 1) . (2.3)
Therefore, part (2) follows from (2.2) and (2.3) together with part (1). 
Lemma 2.4. The function f (r) = [2(1−a)(Ka −Ea)− (1−2a)r2Ka]/(K−E) is strictly decreasing from (0,1) onto (sin(πa),2[a2 +
(1− a)2]) for a ∈ (0,1/2). In particular, f (r) = 1 if a = 1/2.
Proof. Clearly f (r) = 1 if a = 1/2. If a ∈ (0,1/2), then making use of series expansion we have
f (r) = 2(1− a)(Ka − Ea)/r
2 − (1− 2a)Ka
(K − E)/r2 =
∑∞
n=0 Anr2n∑∞
n=0 Bnr2n
, (2.4)
where
An = (a,n)(1− a,n)
[
n + a2 + (1− a)2]/[(n + 1)!n!]
and
Bn =
[
(1/2,n)
]2
(n + 1/2)/[(n + 1)!n!].
Note that (a + n)(1− a + n)/(1/2+ n)2 < 1, and
(n + 1/2)[n + 1+ a2 + (1− a)2]/{(n + 3/2)[n + a2 + (1− a)2]}< 1
for a ∈ (0,1/2). Let Cn = An/Bn , then
Cn+1
Cn
= (a + n)(1− a + n)
(1/2+ n)2 ·
(n + 1/2)[n + 1+ a2 + (1− a)2]
(n + 3/2)[n + a2 + (1− a)2] < 1. (2.5)
Therefore, the monotonicity of f (r) follows from (2.4) and (2.5) together with Lemma 2.2. Moreover, making use of
l’Hôpital’s rule we get f (0+) = 2[a2 + (1− a)2] and f (1−) = sin(πa). 
Lemma 2.5.
(1) f (r) = r′ c(arth r)/r is strictly decreasing in (0,1) if and only if c  2/3;
(2) g(r) = r′2(arth r − r)/r3 is strictly decreasing from (0,1) onto (0,1/3);
(3) h(r) = (r − r′2 arth r)/(r2 arth r) is strictly decreasing from (0,1) onto (0,2/3);
(4) There exists r0 ∈ (0.467,0.468), such that F (r) = (π/2− 1)(r − r′2 arth r)/r − (2−π/4) log r′ − r arth r < 0 for r ∈ (0, r0) and
F (r) > 0 for r ∈ (r0,1);
(5) G(r) = log r′ + r arth r − 3π(r − r′2 arth r)/(16r) > 0 for all r ∈ (0,1).
Proof. Part (1) follows from [25, Lemma 3(1)].
For part (2), clearly g(1−) = 0. Let g1(r) = r′2(arth r − r) and g2(r) = r3, then g(r) = g1(r)/g2(r), g1(0) = g2(0) = 0 and
g′1(r)
g′2(r)
= −2r arth r + 3r
2
3r2
= 1− 2
3
arth r
r
. (2.6)
It is well known that the function r 
→ arth r/r is strictly increasing from (0,1) onto (1,∞). Then (2.6) and Lemma 2.1
together with l’Hôpital’s rule lead to the conclusion that g(r) is strictly decreasing in (0,1) and g(0+) = 1/3.
M.-K. Wang et al. / J. Math. Anal. Appl. 385 (2012) 221–229 225For part (3), let h1(r) = r − r′2 arth r and h2(r) = r2 arth r, then h(r) = h1(r)/h2(r), h1(0) = h2(0) = 0 and
h′1(r)
h′2(r)
= 2r arth r
2r arth r + r2/r′2 =
1
1+ r/(2r′2 arth r) . (2.7)
It follows from (2.7), part (1) and Lemma 2.1 that h(r) is strictly decreasing in (0,1). Moreover, using l’Hôpital’s rule we
have h(0+) = 2/3 and h(1−) = 0.
For part (4), simple computations lead to
lim
r→0+
F (r) = 0, (2.8)
F ′(r) =
(
π
2
− 2
)
arth r +
(
π
2
− 1
)
arth r − r
r2
+
(
1− π
4
)
r
r′2
, (2.9)
F ′(0) = 0 (2.10)
and
F ′′(r) = 1
r′2
F1(r), (2.11)
where F1(r) = π − 3+ (1− π/4)(1+ r2)/r′2 − (π − 2)r′2(arth r − r)/r3 is strictly increasing from (0,1). Moreover,
lim
r→0+
F1(r) = 5
12
π − 4
3
< 0, (2.12)
lim
r→1−
F1(r) = +∞, (2.13)
F1(0.201) = −0.00000794 . . . < 0 (2.14)
and
F1(0.202) = 0.000254 . . . > 0. (2.15)
From (2.12)–(2.15) and the monotonicity of F1(r) we clearly see that there exists a number r1 ∈ (0.201,0.202), such that
F1(r) < 0 for r ∈ (0, r1) and F1(r) > 0 for r ∈ (r1,1). Then (2.11) leads to the conclusion that F ′(r) is strictly decreasing in
(0, r1) and strictly increasing in (r1,1).
From (2.10) and the piecewise monotonicity of F ′(r) together with the fact that F ′(0.338) = −0.00000406 . . . < 0 and
F ′(0.339) = 0.0000519 . . . > 0, we know that there exists a number r2 ∈ (0.338,0.339), such that F ′(r) < 0 for r ∈ (0, r2)
and F ′(r) > 0 for r ∈ (r2,1). Then from (2.9) we conclude that F (r) is strictly decreasing in (0, r2) and strictly increasing in
(r2,1).
Eq. (2.8) and the piecewise monotonicity of F (r) together with the fact that F (0.467) = −0.00000765 . . . < 0 and
F (0.468) = 0.0000599 . . . > 0 lead to the conclusion that there exists a number r0 ∈ (0.467,0.468), such that F (r) < 0
for r ∈ (0, r0) and F (r) > 0 for r ∈ (r0,1).
For part (5), simple computations lead to
lim
r→0+
G(r) = 0, (2.16)
lim
r→1−
G(r) = log2− 3
16
π > 0 (2.17)
and
G ′(r) = arth rG1(r), (2.18)
where G1(r) = 1− 3π/8+ 3π(r − r′2 arth r)/(16r2 arth r) is strictly decreasing in (0,1). Moreover,
lim
r→0+
G1(r) = 1− π
4
> 0, (2.19)
lim
r→1−
G1(r) = 1− 3
8
π < 0. (2.20)
From (2.18)–(2.20) and the monotonicity of G1(r) we conclude that there exists a number λ ∈ (0,1), such that G ′(r) > 0
for r ∈ (0, λ) and G ′(r) < 0 for r ∈ (λ,1), hence G(r) is strictly increasing in (0, λ) and strictly decreasing in (λ,1). Therefore,
part (5) follows from (2.16) and (2.17) together with the piecewise monotonicity of G(r). 
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Proof of Theorem 1.1. Let f1(r) =ma(r) + log r and f2(r) = E(r) − 1, then f (r) = f1(r)/ f2(r), f1(1) = f2(1) = 0 and
f ′1(r)
f ′2(r)
= 2[π sinπa − 4(1− a)KaE
′
a + 2(1− 2a)r2KaK′a]/(π sinπa)
−(K − E)
= 2[4(1− a)K
′
a(Ea − Ka) + 2(1− 2a)r2KaK′a]/(π sinπa)
−(K − E)
= 4
π sinπa
K′a
2(1− a)(Ka − Ea) − (1− 2a)r2Ka
K − E . (3.1)
It follows from (3.1), and Lemmas 2.1 and 2.4 together with l’Hôpital’s rule that f (r) is strictly decreasing in (0,1) and
f (1−) = 2. The limiting value f (0+) follows from (1.3) and [3, Theorem 5.5]. 
From Theorem 1.1 and inequality (1.7) we have the following Corollary 3.1.
Corollary 3.1. The inequality
ϕaK (r) < r
1/K exp
{
R(a)
π − 2
(
1− 1
K
)[E(r) − 1]
}
holds for r ∈ (0,1) and K ∈ (1,+∞). 
Remark 3.2. If a = 1/2, then Theorem 1.1 and Corollary 3.1 reduce to Theorem 2 and Corollary 1 in [31], respectively.
Proof of Theorem 1.2. For part (1), using series expansion we have
g(r) = (π/2) − E(r)
(r − r′2 arth r)/r =
π
8
∑∞
n=0 Rnr2n∑∞
n=0 Snr2n
, (3.2)
where Rn = (n + 1/2)[(1/2,n)/(n + 1)!]2 and Sn = 1/[4(n + 1)2 − 1]. Let Tn = Rn/Sn . Then
Tn+1
Tn
= (2n + 3)(2n + 5)
4(n + 2)2 = 1−
1
4(n + 2)2 < 1. (3.3)
Inequality (3.3) implies that Tn is strictly decreasing for n = 0,1,2, . . . . Therefore, from (3.2) and Lemma 2.2 we clearly
see that g(r) is strictly decreasing in (0,1). Moreover, using l’Hôpital’s rule and (1.3) we have g(0+) = 3π/16 and g(1−) =
π/2− 1.
For part (2), making use of series expansion one has
h(r) = (π/2) − E(r) − r arth r[log(1− r2)]/2 =
∑∞
n=0 R∗nr2n∑∞
n=0 S∗nr2n
, (3.4)
where R∗n = 2/(2n + 1) − π(2n + 1)[(1/2,n)/(n + 1)!]2/4 and S∗n = 1/(n + 1). Let T ∗n = R∗n/S∗n . Then from Lemma 2.3(2) we
know that
T ∗n+1
T ∗n
= (2n + 1)
(n + 1)(n + 2)(2n + 3) ·
2[(n + 2)!]2 − π(1/2,n + 2)2
2[(n + 1)!]2 − π(1/2,n + 1)2 < 1. (3.5)
Inequality (3.5) and Eq. (3.4) together with Lemma 2.2 lead to the conclusion that h(r) is strictly decreasing in (0,1).
Moreover, making use of l’Hôpital’s rule we have h(0+) = 2− π/4 and h(1−) = 1. 
The following Corollary 3.3 can be obtained directly from Theorem 1.2, and Lemma 2.5(4) and (5).
Corollary 3.3. Let
J1(r) = π
2
− 3π
16
r − r′2 arth r
r
,
J2(r) = π
2
− log r′ − r arth r,
J3(r) = π −
(
π − 1
)
r − r′2 arth r2 2 r
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J4(r) = π
2
−
(
2− π
4
)
log r′ − r arth r.
Then
E(r) > J1(r) > J2(r), r ∈ (0,1),
E(r) < J4(r) < J3(r), r ∈ (0, r0)
and
E(r) < J3(r) < J4(r), r ∈ (r0,1),
where r0 ∈ (0.467,0.468) is deﬁned as in Lemma 2.5(4). 
During the past few years, the complete elliptic integrals have been intensively studied by many authors, and some well-
known bounds of complete elliptic integrals of the second kind E were given in [2,6,10,14]. In [10], the authors obtained
that
E(r) π
2
(
2− r2
2
)1/2
(3.6)
for all r ∈ (0,1).
Later, Alzer and Qiu [2] established that
E(r) π
2
(
1+ r′β
2
)1/β
(3.7)
for all r ∈ (0,1), where β = (log2)/ log(π/2) = 1.5349 . . . .
Very recently, Guo and Qi [14] proved that
π
2
− 1
2
log
(1+ r)1−r
(1− r)1+r < E(r) <
π − 1
2
+ 1− r
2
4r
log
1+ r
1− r , (3.8)
for all r ∈ (0,1).
Remark 3.4. By simple computations, we ﬁnd that the lower bounds J1(r) and J2(r), and the upper bound J3(r) in Corol-
lary 3.3 for E are better than the lower and upper bounds in (3.8), respectively. Moreover, computational and numerical
experiments also show that the upper bound J3(r) in Corollary 3.3 for E is better than bounds in (3.6) and (3.7) for some
r ∈ (0,1). In fact, if we let
I1(r) = π
2
− 1
2
log
(1+ r)1−r
(1− r)1+r ,
I2(r) = π − 1
2
+ 1− r
2
4r
log
1+ r
1− r ,
I3(r) = π
2
(
2− r2
2
)1/2
and
I4(r) =
(
1+ r′β
2
)1/β
, β = (log2)/ log(π/2) = 1.5349 . . . .
Then from Lemma 2.5(1) we have
J2(r) − I1(r) = 1
2
log
(1+ r)1−r
(1− r)1+r − log r
′ − r arth r
= log 1
(1+ r)r(1− r) > log
1
r′2
> 0
and
I2(r) − J3(r) = π − 3
2
(
1− r
′2 arth r
r
)
> 0
for all r ∈ (0,1). Furthermore, Tables 1, 2 are obtained via elementary computation.
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Comparisons of J3(r) with I3(r) for some r ∈ (0,1).
r J3(r) I3(r)
0.6 1.422022 . . . 1.422416 . . .
0.7 1.360680 . . . 1.364876 . . .
0.8 1.282187 . . . 1.295311 . . .
0.9 1.177404 . . . 1.211653 . . .
0.95 1.107308 . . . 1.163609 . . .
Table 2
Comparisons of J3(r) with I4(r) for some r ∈ (0,1).
r J3(r) I4(r)
0.97 1.072764 . . . 1.072920 . . .
0.975 1.063151 . . . 1.063673 . . .
0.98 1.052992 . . . 1.053892 . . .
0.985 1.042146 . . . 1.043417 . . .
0.99 1.030366 . . . 1.031964 . . .
0.995 1.017135 . . . 1.018878 . . .
From Corollaries 3.1 and 3.3 we get Corollary 3.5 as follows:
Corollary 3.5. If K ∈ (1,+∞), and r0 ∈ (0.467,0.468) is deﬁned as in Lemma 2.5(4). Then
ϕaK (r) < r
1/K exp
{
R(a)
π − 2
(
1− 1
K
)[
π
2
− 1−
(
2− π
4
)
log r′ − r arth r
]}
(3.9)
for r ∈ (0, r0), and
ϕaK (r) < r
1/K exp
{
R(a)
2
(
1− 1
K
)(
r′2 arth r
r
)}
(3.10)
for r ∈ (r0,1). 
Remark 3.6. If a = 1/2, then inequality (3.10) in Corollary 3.5 reduces to (1.5). Thus inequality (3.9) gives a better upper
bound for Hersch–Pﬂuger distortion function ϕK (r) for r ∈ (0, r0) than that in (1.5).
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