Abstract. We study the phase field method for the volume preserving mean curvature flow. Given an initial C 1 hypersurface we proved the existence of the weak solution for the volume preserving mean curvature flow via the reaction diffusion equation with a nonlocal term. We also show the monotonicity formula and the density upper bound for the reaction diffusion equation.
Introduction
Let U t ⊂ R d be a bounded open set and have a smooth boundary M t for t ∈ [0, T ). The family of hypersurfaces {M t } t∈[0,T ) is called the volume preserving mean curvature flow if the velocity vector v of M t is given by
where h and ν are the mean curvature vector and the inner unit normal vector of M t respectively, and h · ν is given by
Here H d−1 is the (d − 1)-dimensional Hausdorff measure. By (1.1), this flow has the volume preserving property, that is
where L d is the d-dimensional Lebesgue measure. By (1.2), we obtain
(1.
3)
The time global existence of the classical solution to (1.1) for convex initial data is proved by Gage [10] (d = 2) and Huisken [12] (d ≥ 2). Escher and Simonett [7] proved the short time existence of the solution to (1.1) for smooth initial data, and they show that if M 0 is sufficiently close to a Euclidean sphere, then there exists a time global solution. Li [16] also proved that if the traceless second fundamental form of initial data is sufficiently small then there exists a time global solution. Recently, Mugnai, Seis and Spadaro [19] proved the existence of the global distributional solution for (1.1) by using a variational approach.
Next we mention the approximation of the volume preserving mean curvature flow via the phase field method. Let ε ∈ (0, 1) and Ω be the torus, that is Ω := T d = (R/Z) d . We also use Ω to a set [0, 1) d ⊂ R d . Rubinstein and Sternberg [21] considered the following Allen-Cahn equation with a nonlocal term: 
(1.4) has the volume preserving property, that is
(1.6) By using the following approximate expressions (see [15] ) 2W (s) ds. Bronsard and Stoth [3] studied the singular limit of radially symmetric solutions of (1.4). Chen, Hilhorst and Logak [6] proved that the zero level set of the solution of (1.4) converges to the classical solution of the volume preserving mean curvature flow under the suitable conditions.
Recently, Brassel and Bretin [5] studied following equation:
where
The solution of (1.8) has also the property (1.5). Alfaro and Alifrangis [1] showed the convergence of (1.8) to the classical solution for (1.1). [5] showed that the numerical experiments via (1.8) is better than (1.4). But (1.8) has not the properties such as (1.6).
Whether the solution for (1.4) or (1.8) converges to the time global weak solution of the volume preserving mean curvature flow or not is an open problem, due to the difficulty of estimates of the Lagrange multipliers (see Remark 3.6) .
In this paper, we consider the following reaction diffusion equation studied by Golovaty [11] :
Note that by the integration by parts, we have
[11] studied the asymptotic behavior of the radially symmetric solutions for (1.9). Define
(1.9) has a property similar to (1.5) , that is,
We compute that
where (1.10) is used. By using (1.7), (1.11) also corresponds to (1.3).
The main result in this paper is the time global existence of the weak solution for (1.1) by using (1.9) (see Theorem 2.5). The weak solution is called L 2 -flow defined by Mugnai and Röger [17] and the definition is similar to Brakke's mean curvature flow [4] . In Proposition 3.3 and Proposition 3.4, we obtain the L 2 estimates for λ ε and the generalized mean curvature. Those are the key estimates for the existence theorem.
The monotonicity formula for the mean curvature flow is proved by Huisken [13] . Ilmanen proved the ε-version of Huisken's monotonicity formula of the Allen-Cahn equation for the mean curvature flow [15] . In this paper we show the monotonicity formula for (1.9) (Proposition 3.7). We also obtain the upper density bounds for (1.9) by using the monotonicity formula (Proposition 3.8).
The organization of the paper is as follows. In Section 2 we set out the basic definitions and explain the main results. In Section 3 we show some energy estimates for (1.9) and the L 2 estimates of the Lagrange multiplier λ ε . We also prove the monotonicity formula and density upper bounds for (1.9). In Section 4 we prove the main results.
Preliminaries and main results
We recall some notations from geometric measure theory and refer to [2, 4, 8, 9, 22] for more details. For r > 0 and a ∈ R d we define B r (a) :
We denote the space of bounded variation functions on R d as BV (R d ). We write the characteristic function of a set A ⊂ R d as χ A . For a set A ⊂ R d with finite perimeter, we denote the total variation measure of the distributional derivative ∇χ A by ∇χ A . For measures µ andμ such thatμ is absolutely continuous with respect to µ, we write the Radon-Nikodym derivative by
We also use S to denote the d by d matrix representing the orthogonal projection
is given by S = I − ν ⊗ ν, where I is the identity matrix and ν is the unit normal vector of S.
We call a Radon measure on
We define a mass measure of V by
for any Borel set A ⊂ R d . We also denote
The first variation δV :
We define a total variation δV to be the largest Borel regular measure on
If δV is locally bounded and absolutely continuous with respect to V , then by the Radon-Nikodym theorem, there exists a V -measurable function h(x) with values in R d such that
We call h the generalized mean curvature vector of V . We call a Radon measure µ k-rectifiable if µ is represented by
Here M is countably k-rectifiable and
where T x M is the approximate tangent space of M at x. Note that T x M exists H k -a.e. on M in this assumption, and µ = V under this correspondence. The following definition is similar to the formulation of Brakke's mean curvature flow [4] : [17] ). Let T > 0 and {µ t } t∈(0,T ) be a family of Radon measures on 
Here T x µ t is the approximate tangent space of µ t at x. ) for r ∈ R and ε > 0. Then the following hold:
be a bounded open set and we denote M 0 := ∂U 0 . Throughout this paper, we assume the following:
(1) There exists D 0 > 0 such that 
0 . We remark that |∇r ε i | ≤ 1 a.e. x ∈ R d and r ε i is smooth near M i 0 . Let r ε i be a smoothing of r ε i with |∇r ε i | ≤ 1 and |∇ 2 r ε i | ≤ ε
We remark that ϕ
0 is a periodic function with period Ω. Then there exists a global solution ϕ ε i for (1.9) with the initial data ϕ ε i 0 (see [11] ). We remark that
. So we may assume that there exists ω = ω(U 0 ) > 0 such that
Note that by (1.10) we have
We remark that W ′ (s) = 2W (s) = 0 if s = ±1. Hence by the maximal principle we have
We denote ϕ ε := ϕ ε i and extend ϕ ε periodically to R d . We define a Radon measure µ ε t by
Moreover we define a Radon measure µ ε by
. By the definition of ϕ Assume that ϕ ε is a solution for (1.9) and the initial data satisfies (2.6). Then there exists a subsequence ε → 0 such that the following hold:
(a) There exists a family of
) and a.e. pointwise. (b2) ψ(·, 0) = χ U 0 a.e. on Ω. (b3) (Volume preserving property 1) ψ(·, t) is a characteristic function with
for any t ∈ [0, ∞).
(b4) ∇ψ(·, t) (φ) ≤ µ t (φ) for any t ∈ [0, ∞) and φ ∈ C c (R d ; R + ). Moreover spt ∇ψ(·, t) ⊂ spt µ t for any t ∈ [0, ∞). (c) There exist ǫ ∈ (0, 1) and λ ∈ L 2 loc (0, ∞) such that for any T > 0, we have
2 -flow with a generalized velocity vector
Moreover there exists a measurable function θ :
where ν is the inner unit normal vector of {ψ(·, t) = 1} on ∂ * {ψ(·, t) = 1}. (f) (Volume preserving property 2)
for a.e. t ∈ (0, ∞).
Energy estimates
In this section, we show the L 2 estimates for the multiplier λ ε . We also prove the monotonicity formula and the density upper bounds for (1.9) by using the negativity of the discrepancy measure ξ ε t . In this section we assume that d ≥ 2, U 0 ⊂ Ω is a open set, where U 0 satisfies (2.4) and (2.5) and ϕ ε is a solution for (1.9) and the initial data satisfies (2.6). Note that we do not need the assumption d = 2, 3 except Remark 3.5 in this section.
We define a Radon measure ξ ε t by
t is a non-positive measure for t ∈ [0, ∞).
Proof. We define a function r :
By (2.3) we have
Hence, if |∇r| ≤ 1 then ε|∇ϕ ε | 2 /2 W (ϕ ε )/ε ≤ 1. Thus we only need to prove that |∇r| ≤ 1 on
By (1.9) and (3.1) we obtain
Note that ∇λ ε = 0. By the assumption we have |∇r(·, 0)| = |∇r ε | ≤ 1 on R d . By (3.2) and the maximal principle we obtain |∇r| ≤ 1 in
By (1.11) and (2.10) we have Proposition 3.2. For any 0 ≤ t 1 < t 2 < ∞ and ε > 0 we have
By an argument similar to that in [3] , we obtain the following key estimate:
be a open set with a smooth boundary ∂Ω δ such that Ω ⊂ Ω δ and
where n is the outer unit normal vector of Ω δ . Multiply (1.9) by ∇ϕ ε · ζ and integrate over Ω δ . Then by the integration by parts we have
Note that since ∇(k(ϕ ε )) = 2W (ϕ ε )∇ϕ ε we have
) be a Dirac sequence and η be a solution of the following equation:
for t ≥ 0. By the standard arguments of the elliptic PDE and (2.9) we have
where c 2 = c 2 (δ, d) > 0. Set ζ := ∇η. Then by (3.5), (3.6) and (3.7) we have
for |s| ≤ 1. By using the arguments of [23, p161] and ϕ
(3.9)
By (2.8), (3.8) and (3.9) we compute that
for sufficiently small ε and δ. By (3.7) and (3.10) we obtain
for any T > 0 and ε ∈ (0, ǫ 1 ).
Proof. By (1.9), (3.3) and (3.4) we have
where 
where h is the generalized mean curvature for µ t . Next we show the monotonicity formula. Define
To localize the monotonicity formula, we choose a radially symmetric cut-off function η(x) ∈ C 
Proposition 3.7. There exists c 5 > 0 depending only on d such that
for y ∈ R d and 0 ≤ t 1 < t 2 .
Proof. First we show
. By integration by parts we obtain
Furthermore by integration by parts we have
(3.17)
Note that ρ (without multiplication η) satisfies the following:
When one computes (3.18) withρ instead of ρ, we obtain additional term coming from differentiation of η. Note that |∇ j ρ| ≤ C(j, d)e and j = 0, 1. Hence the integration of these terms can be estimated by Cµ for C = C(d) > 0. Thus we obtain (3.14). By (3.14), Proposition 3.1 and Gronwall's inequality we have (3.13).
Next we prove the upper density ratio bounds of µ ε t . Proposition 3.8. There exists c 6 = c 6 
for (x, t) ∈ Ω × [0, ∞), ε ∈ (0, ǫ 1 ) and 0 < R < . Then where η(x − y) = 1 on B R (y) is used. By (3.21) and (3.22) we obtain (3.19).
Existence of L 2 -flow
To prove Theorem 2.5, we use the following theorem: 
