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INTRODUCTION 
Soit G un groupe de Lie nilpotent connexe et simplement connexe, G son 
dual unitaire. Le probleme de trouver une paramttrisation satisfaisante de 
G a Ctt resolu par Kirillov avec sa celebre “methode des orbites,” qui 
etablit une bijection canonique entre G et l’espace des G-orbites dans g* 
(espace vectoriel dual de l’algebre de Lie g de G). L’un des buts du present 
travail est de suggtrer qu’au-deli du cadre unitaire habituel, existe une 
theorie “differentiable” des representations qui n’a sans doute pas recu 
jusqu’a present toute l’attention qu’elle merite. Cette idee nest certainement 
pas nouvelle (cf. [ 133 par exemple); mais pour pouvoir aborder de man&e 
systematique les aspects infinitesimaux de la question, il est necessaire de 
disposer de la notion de strie de Taylor d’une fonction differentiable en un 
point de G, que nous avons recemment definie dans [6]. 
Le cadre que nous proposons ici pour la thtorie differentiable est celui 
des representations (frechetiques) differentiables temper&es de G (d&f. 1.2.). 
Notre rbultat principal (th. 5.1.) est la classification des representations 
differentiables temperees topologiquement irrtductibles: ce sont exacte- 
ment, a isomorphisme pres, les espaces de vecteurs C” des representations 
unitaires irreductibles de G. On peut done a bon droit considtrer G comme 
le dual differentiable (temper+) de G. Ce resultat est assez surprenant si l’on 
songe a l’inorme quantite de representations temper&es topologiquement 
irrtductibles mais non necessairement differentiables que l’on peut con- 
struire deja pour le groupe de Heisenberg (en fixant l’action du centre), en 
imposant des conditions de type Lp ou de dtcroissance a l’intini par exem- 
ple; d’apres le theoreme, les espaces de vecteurs C” de ces representations 
sont tous isomorphes entre eux. A notre connaissance, c’est la premiere 
classe naturelle de representations topologiquement irrtductibles non 
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unitaires que l’on parvient a classifier complttement. (La thtorie des (g, K)- 
modules du cas semi-simple nous semble &tre un autre probleme; notre 
resultat est plutbt a rapprocher de ceux de Casselman et Wallach sur les 
actions differentiables des groupes de Lie reductifs exposes dans [ 163.) 
Notre demonstration de ce theoreme utilise pleinement les techniques 
infinitesimales. Rappelons que pour nous les fonctions differentiables sur G 
sont don&es par l’algebre de convolution Y des fonctions de Schwartz sur 
G (cf. [9, introduction], pour une justification de la terminologie) et que 
par definition Y agit dans les representations temperees. Nous montrons 
alors que l’action de Y passe au quotient en une action dune algebre de 
series de Taylor 9; la surjectivite de l’application canonique Y + 9 n’est 
d’ailleurs pas Cvidente, et constitue un “lemme de Borel,” lemme 5.11. Pour 
conclure, nous utilisons les resultats de [6] sur la structure de 9, et un 
lemme fondamental sur l’algbbre w  des matrices a decroissance rapide 
(dtf. 3.1.), qui est l’analogue dans la theorie differentiable du theoreme de 
Stone-Von Neumann: nous montrons (th. 3.4.) qu’essentiellement w  n’a 
qu’une seule representation differentiable au sens de la def. 3.2. Cela 
confirme le role universe1 joue par l’algbbre w  dans la theorie des represen- 
tations differentiables. Au tours de la demonstration s’introduisent des 
algebres de jets de fonctions differentiables le long de certaines “sous- 
varietes” de G, qui apparaissent de facon naturelle comme des dtforma- 
tions formelles (it&es) au sens de Gerstenhaber [11] des algebres de 
fonctions differentiables sur les varittb en question; cela nous parait un 
encouragement a “penser giometriquement” dans ce contexte. 
L’un des avantages de la thtorie differentiable sur la theorie unitaire est 
qu’on y dispose d’une notion interessante de module de longueur finie. De 
fait nous avons montrt [7,8] que l’ttude des modules de longueur linie 
reflete exactement la structure intinittsimale du dual en un point. Une 
retombke inttressante pour nous du th. 5.1 est alors que la categoric de 
modules de longueur finie que nous avions introduite un peu arbitraire- 
ment dans 17, chap. III] nest autre, a posteriori, que la categoric de tous 
les G-modules temper& differentiables V de longueur linie au sens le plus 
naYf du terme, i.e., tels qu’il existe une suite V0 = 0 c V, t . f f c V, = V de 
sous- G-modules fern& de V tels que Vj/Vj- i soit topologiquement 
irreductible pour 1~ j < n (m$me la condition des suites de composition 
“fortes” est automatique). 
Enfin dans un dernier paragraphe nous abordons les prop&es 
homologiques des representations differentiables temperees. Nous demon- 
trons en particulier que si 0 + v’ + V + V” + 0 est une suite exacte forte 
de G-modules differentiables, alors Vest temper& si et seulement si I” et I/” 
le sont, ce qui la encore constitue un resultat de stabilite assez inesptre. 
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1. REPRESENTATIONS TEMPBRBES 
1.1. Gardons les notations de l’introduction. Nous appellerons G-module 
un espace de Frechet (complexe) muni d’une action continue de G. Si l’on 
a a considerer une action de G dans un espace localement convexe complet 
plus general, nous parlerons de G-module localement convexe; par exem- 
ple, si E et F sont deux G-modules, l’espace Hom(E, F) des applications 
lineaires continues de E vers F devient un G-module localement convexe 
pour l’action naturelle de G si on le munit de la topologie de la con- 
vergence compacte (ce que nous ferons toujours par la suite). 
Rappelons qu’un vecteur x dun G-module localement convexe est dit 
differentiable si l’application g + gx de G dans E est differentiable; l’espace 
E, des vecteurs differentiables de E est canoniquement muni d’une 
topologie que en fait un G-module localement convexe (cf. [S, chap. I, 
par. 2, no 31, ou [14, par. 1 dans le cas frechttique]); on dit que E est 
differentiable si E = E, avec sa topologie. Si E est frechetique, il en va de 
m&me pour E,, et E est alors differentiable si et seulement si tous ses 
vecteurs sont differentiables. 
Nous notons @ le produit tensoriel projectif (complete) de deux ELCS 
complets (cf. [ 15, Chap. 431). Rappelons que l’application exponentielle 
identifie 9’ a Y(g) 2: Y(R”), ce qui montre que l’espace de Frechet Y est 
nucleaire. De plus, si E est un ELCS complet quelconque, on peut identifier 
Y @ E a Y(G, E), ce que nous ferons librement [15, chap. 51, pp. 51-58). 
1.2. DEFINITION. On dit qu’un G-module E est temper&, si pour toute 
semi-norme continue q sur E il existe une semi-norme continue q’ et m E N 
tels que: 
q(exp(t)x)d(l+ 151)“4’(x) pour tous { E g, x E E, 
oti 1 ( est une norme quelconque sur g (par exemple 151 = 151 I + . . . + ItA 
si {,e, + ... + [,,en est l’tcriture de g dans une base (e,, . . . . e,) de g). 
1.3. Fixons une mesure de Haar dg sur G, et soit (E, p) un G-module 
temper& Alors pour toute cp E 9’ et tout x E E l’integrale fG cp( g) p(g) . x dg 
converge dans E, et l’on definit ainsi une application lineaire p(q): E + E, 
tvidemment continue. I1 est facile de voir que p(rp, * (p2) =p(rpr) p(cpz) 
pour tous cp,, (p2 E Y, et on voit ainsi que E est un Y-module topologique 
pour le produit de convolution habitue1 sur Y qui fait de 9’ une algebre 
de Frechet. 
1.4. PROPOSITION. Soit E un G-module temphk. Alors tout sous-module 
fermd et tout quotient de E sent temp&s. De mPme le G-module E, est 
tempt%+. 
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DPmonstration. 11 est evident qu’un sow G-module fermt E, de E est 
temptre. Soit F = E/E,. Alors la topologie de F est delinie par les semi- 
normes 4(x) = inf, E E, q(x - y) ou q parcourt l’ensemble des semi-normes 
continues sur E. Comme E, est G-stable, on a: 
d’oti m E N et q’ tels que d(exp({) x) < (1 + 151)” Q’(x). 
En ce qui concerne E,, nous allons utiliser le theoreme de Dixmier- 
Malliavin [ 10, th. 3.31 qui al&me que pour tout G-module E, l’application 
canonique C‘?(G) 0 E + E, (produit tensoriel non complete) est surjec- 
tive. A fortiori il en sera ainsi pour l’application canonique Y @ E + E, , 
et done pour son prolongement 9’ 6 E = Y(G, E) + E, , od l’action de G 
sur Y(G, E) se fait simplement par translations a gauche, sans action sur 
E. On v&tie immediatement que Y et Y(G, E) sont des G-modules 
ternperes; done E, est temperi: comme quotient d’un G-module temper& 
1.5. EXJZMPLES. Une representation unitaire, une representation 
banachique uniformement born&e, sont evidemment tempkrees. On a deja 
vu que si E est un espace de Frechet, Y(G, E) est un G-module temper& 
Si H est un sous-groupe ferme connexe de G, la restriction a H dun 
G-module temper& est un H-module temper& Si F est un H-module tem- 
perk, on definit 9’ IndE(F) comme l’espace des cp E C”(G, F) t.q. cp( gh) = 
h-‘q( g) pour tous g E G, h E H, et tels que la restriction de cp a un releve- 
ment Y de G/H dans G comme variete algtbrique (construite a l’aide dune 
base coexponentielle a h = Lie(H) dans g, disons, cf. [ 1, chap. I, no 3.61) 
appartienne a 9’( Y, F). Alors on peut verifier que Y Indg(F) est un 
G-module temper& En particulier, 9’(G/H) est un G-module temper+ pour 
l’action rkgulikre gauche, et 9’ est un G x G-module tempik 
Soient E, et E, deux G-modules tempCrCs; alors E, 6 E, est un G x G- 
module tempCr6, et done un G-module tempkrt: pour l’action diagonale. 
1.6. ,Cas des G-modules diffPrentiables. 
1.6.1. NOUS avons dkjA mention& dans la dkmonstration de la prop. 1.4 
le thkorkme de Dixmier-Malliavin, qui joue un r61e fondamental dans tout 
cet article (en general avec un produit tensoriel complete, ce qui donne une 
assertion beaucoup plus faible, mais au moins une fois saris completer le 
produit tensoriel). 
Pour les G-modules differentiables, il entraine que la condition de 
“temperance” la plus faible que l’on puisse envisager entraine en fait celle, 
assez forte, de la def. 1.2.: 
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1.6.2. PROPOSITION. Un G-module diffPrentiable (E, p) est tempt+ si et 
seulement si “tow ses vecteurs sont tempkrts,” i.e., si et seulement si pour 
tout x E E, lhpplication: cp -+ cp * x de Ccm(G) vers E donnant /‘action de 
Ccw(G) se prolonge en une application lintaire continue de Y vers E. 
DPmonstration. La ntcessite est tvidente. 
Pour la suflisance, on voit deja que la condition de l’tnond permet de 
dttinir pour toute cp E 9’ une application lineaire p(q): E -+ E. De plus, 
approchant cp par des elements de C,“(G), on voit que p(q) est continue 
de E dans E comme limite simple d’applications lineaires continues. On a 
done une application bilineaire Y x E + E don&e par (cp, x) -+ p(q) x, 
continue parce que separement continue; elle se prolonge en une applica- 
tion lineaire continue Y 8 E= 9’(G, E) + E qui est un G-morphisme 
parce que c’est vrai sur le sous-espace dense C,“(G) @ E. D’apres le 
thtoreme de Dixmier et Malliavin, cette application est surjective; done E 
est temperi: comme quotient du G-module temper+ 9’(G, E) (prop. 1.4.). 
1.6.3. Remarque. Le m&me raisonnement montre en fait que si (E, p) 
est un G-module non necessairement differentiable, alors E, est temper& 
dbs lors que “tous les vecteurs de E sont temper&“. 
1.7. LEMME. Soit (E, p) un G-module. Soit (e, , . . . . e,) une base 
coexponentielle ri 0 dans G [ 1, chap. I, no 3.61. Alors E est temphk si et 
seulement si il est tempt%! sous /‘action des sous-groupes exp(Rej) de G, 
1 <jQn. 
Dkmonstration. Comme. la restriction dun module ternpert a un sous- 
groupe ferme connexe est ternpert, la necessite est Claire. Considerons la 
suffisance. Soit q une semi-norme continue sur E. 11 existe alors des semi- 
normes continues ql, . . . . q,, et des entiers m,, . . . . m, tels que pour tous x E E, 
5 1, . . . . <, E R: 
q(exp(51el)...exp(5,e,)x) 
<(I+ ITll)“‘q,(exp(~zez)..~exp(~,e,)x) 
d ... < (1 + 1511)m’ ...(I + l~,l)“‘4nb). 
Comme par definition dune base coexponentielle tout element de G s’ecrit 
de facon unique sous la forme exp(<, e,) . . . exp(t,e,), il existe des 
polynomes P, , . . . . P, sur g tels que exp(r)=exp(P,(S)e,)...exp(P,(S)e,) 
pour tout 5 E g, done on aura un entier m E N et .une constante M > 0 tels 
que: 
q(exp(5)x)~(1+15l)“Mq,(x) avec ItI= It,1 + ... + 15,l. 
C.Q.F.D. 
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1.8. Remarque. Dans [S, def. 5.11 on trouve la definition suivante 
(Cnoncte dans le cas commutatif): 
Un G-module localement convexe (E, p) est tempere s’il verilie: 
(RTl): Pour tout x E E l’application cp + cp * x dttinissant l’action de 
C,“(G) se prolonge en une application lineaire continue de Y vers E. 
(RT2): Les applications lineaires p(q) ainsi dttinies sont continues. 
(RT3): 11 existe un voisinage V de 0 dans Y tel que les p(q), cp E I’, 
soient Cquicontinus. 
Comme nous l’avons vu, (RTl ) est la condition minimale a imposer a un 
module pour Ctre temper& et si E est de Frechet, elle implique (RT2). En 
revanche, (RT3) nous semble beaucoup trop forte. Comme le signale 
d’ailleurs Bruhat, les vecteurs differentiables dune representation temperee 
ne donnent pas toujours une representation temperee en son sens. Par 
exemple, si (2,~) est une representation unitaire irreductible de dimension 
infinie du groupe de Heisenberg, l’action de G dans J& ne verifie pas 
(RT3). Comme c’est justement le cas des representations differentiables qui 
nous semble le plus inttrbsant, nous avons adoptt une definition moins 
restrictive. 
2. REPRESENTATIONS IRR~DUCTIBLES TEMPBRBES DANS LE CAS COMMUTATIF 
Dans ce paragraphe, on suppose que G = R” est commutatif. 
2.1. Ce paragraphe est consacre a la demonstration du theorbme 2.2, qui 
est en fait un cas particulier du theoreme 5.1. Nous preferons le demontrer 
separement pour donner au lecteur un avant-gout des raisonnements de 
“support” qui seront utilists. 
Comme cela ne nous co&e pas plus cher, nous affaiblissons les 
hypotheses frechitiques. Nous retrouvons alors la conclusion du corollaire 
a la proposition 5.1 de [S], mais sous des hypotheses beaucoup plus faibles 
(cf. remarque 1.8: nous n’imposons que les conditions (RTl) et (RT2)). 
2.2. THI~OR~ME. Soit (E, p) un G-module localement convexe topologi- 
quement irreductible. On suppose que lhction de C,!(G) se prolonge en une 
action separement continue de Y sur E. Alors E est une representation 
unitaire de dimension 1 de G (demonstration au no 2.4). 
2.3. LEMME. Soit V = CN l’espace de FrPchet de tomes les suites de 
nombres complexes, avec la topologie de la convergence simple. Alors pour 
tout ELCS E, et toute application lineaire continue u: V + E, u(V) est ferme 
dans E. 
De plus, s’il existe sur E une norme continue, u(V) est de dimension f&tie. 
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Dkmonstration. La premiere assertion est un cas particulier de [4, 
chap. II, exercice 131 od I’on voit m&me que u(V) posdde un supplemen- 
taire topologique. 
Pour la deuxieme, il suflit de remarquer que la topologie de CN peut &tre 
delinie par les semi-normes q,Jx) = lx01 + ... + Ix,,], n E N. Done toute 
semi-norme continue sur CN passe au quotient par un sowespace de 
codimension linie. Si done 11 11 est une norme continue sur E, il existe un 
sous-espace ferme M de V avec dim( V/M) < co tel que ]lu(x)ll = 0 d&s que 
x E M; d’ou U(X) = 0 des que x E M. C.Q.F.D. 
2.4. Dt!monstration du thPorSme 2.2. Nous suivons la demonstration de 
[S, chap. II, par. 5, no 31. 
(a) En composant l’action de Y avec la transformation de Fourier, 
nous pouvons supposer que l’on a une action separement continue de Y 
muni du produit multiplicatif usuel. 
Pour chaque ouvert Sz de R”, notons Z(sZ) l’ideal C,?‘(O) de Y. Alors il 
est facile de verifier qu’il existe un plus grand ouvert n tel que Z(52) . E = 0. 
Nous appellerons support de (E, p) le complementaire de cet ouvert, et 
nous le noterons supp(p). 
(b) Comme Z(R”) = Ccm(R”) est dense dans 9, si supp(p) = @ on a 
9. E =O, ce qui est impossible puisque 9’. E est dense dans E. Done 
SUPP(P 1 z 0. 
Soient xi #x2 dans supp(p), et soient 52,, j= 1,2, deux ouverts de R” 
tels que xjc$Jj et Sz, n 52, = @. Alors Y(ln,) Y(G?,) = 0, done 
Y(a,) 9(a,) E= 0. Or par definition du support Y(sZ,) Ef 0; alors 
Y(sZ,) E = 0, ce qui est absurde. Done supp(p) = {x} est reduit a un point. 
(c) Comme la tensorisation par les caracteres unitaires translate 
les supports, on peut dot&avant supposer que supp(p) = (0). Soit 
52 = R”/(O); alors l’action de Y dans E passe au quotient par l’adherence 
de Y(G) dans Y. 11 est bien connu que cette adherence est exactement 
l’espace des cp E 9 dont la strie de Taylor a l’origine est nulle; comme 
d’autre part d’apres le lemme de Bore1 l’application cp -+ CaeN,, (?(p/c( !) xa 
est une surjection de 9’ sur C[ [xi, . . . . x,]], on voit hnalement que I’action 
de Y dans E passe au quotient en une action de l’algebre de Frechet 
CCCXI, . . . . x,]] = 9. 
Or, comme espace de Frechet celle-ci est isomorphe a CN. D’aprts le 
lemme 2.3, on voit done que pour tout x E E, 9’ . x est ferme dans E, done 
9x = E puisque E est irreductible. Mais cela revient a dire que E est 
algebriquement irreductible sous l’action de 9. Comme le seul ideal maxi- 
mal de 9 est l’ideal m engendre par xi, . . . . x,, on voit que E 2: .9/m = C. 
C.Q.F.D. 
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3. REPRJ~SENTATIONS DE L'ALG~BRE W 
3.1. Nous allons dans ce paragraphe Ctudier les representations dune 
algebre de Frechet tres particuliere, qui apparait sans cesse dans la thtorie 
des representations differentiables (m&me en dehors du cas nilpotent), et 
semble y jouer un role tres analogue a celui de l’algebre des operateurs 
compacts dans la theorie unitaire. 
Soit done W l’algbbre des matrices (u,,,~)~,~~~, umn E C, a decroissance 
rapide (cela signifie que sup,,,((m + n)” lumnl) < +co Vk E N). C’est une 
algebre de Frtchet pour le produit nature1 des matrices; on peut la munir 
dune involution en posant (a*),, = a,,, mais cela ne nous servira pas ici. 
On note S= Y(N) l’espace des suites (x,),,~~ a decroissance rapide, et on 
fait agir W sur Y par (ax), = C,“= 0 unkxk. On v&tie facilement que I’on 
obtient ainsi un W-module (frechttique) algebriquement simple. 
De facon g&kale, nous appellerons W-module un espace de Frechet E 
muni dune action de W telle que l’application bilintaire W x E -+ E 
dtfinissant l’action soit continue (bien entendu, la continuite stparee s&it). 
3.2. DEFINITION. Soit E un W-module; alors on note E, l’image dans 
E de l’application canonique W 8 E + E, muni de la topologie quotient de 
celle de W 6 E. 
Nous dirons (par abus de langage) que E est differentiable si E, = E. 
3.3. Voici la justification de la terminologie ci-dessus. Supposons G 
non-commutatif, et soit (X, a) une representation unitaire irreductible de 
dimension infinie de G. On sait alors que l’image de Y dans P’(2) est 
isomorphe a W (cf. [6, th. 3.31 par exemple). Fixons un tel isomorphisme, 
ce qui permet de considerer tout W-module comme un Y-module. Alors 
un W-module E est differentiable si et seulement si il provient dun 
G-module differentiable. En effet si E est differentiable, c’est un quotient de 
94’” 6 E, done de Y 8 E = 9’(G, E) avec l’action rtguliere gauche de G, 
qui est bien un G-module differentiable; la rtciproque resulte du theoreme 
de Dixmier et Malliavin (cf. no 1.6.1). On voit en particulier que W et 
W 6 E sont differentiables, et que E, est toujours un W-module differen- 
tiable. 
3.4. TH~OR~ME. Soit E un W-module. Alors E est dzffdrentiuble si et 
seulement si il est de la forme S @ F, oti S est le module standard dr;fini au 
no 3.1, F un espuce de Frtchet, et oli l’uction de W” se fait sur le premier 
fucteur. 
Plus prCci&ment, on obtient des tquivulences de categories inverses l’une 
de lhutre de la cutkgorie des espuces de FrPchet vers celle des W-modules 
differentiubles par les formules: F + S 6 F, E -+ Horn&S, E). 
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Demonstration. 11 est clair que tout W-module de la forme S 6 F est 
differentiable; dtmontrons la rtciproque. 
Demontrons d’abord que tout sous- W-module ferme E, de S 6 F est de 
la forme S & F,, od F, est un sous-espace ferme de F. Pour cela, intro- 
duisons les matrices eltmentaires em,,, dont le seul coelkient non nul se 
trouve a la ligne m, colonne n, et est Cgal a 1, et de m&me les suites Clemen- 
taires E, dont le seul terme non nul est le n-ieme qui vaut 1. Identitions F 
a E,,@ F, ce qui donne une decomposition Y(N, F) = F@Y(N*, F). 
Posons F, = E, n F. Alors il est clair que E, @ F, = enOF c El pour tout 
n E N, done Y(N, F,) c E,. Rtciproquement, si x = (x,),,~ appartient a 
E,, on a x, = eOnx E F, pour tout n E N, ce qui montre bien que toutes les 
coordonntes de x sont dans F,. 
De plus, a cause de l’exactitude du produit tensoriel projectif avec un 
espace nucleaire, on a 9’(N, F)/Y(N, F,) = Y(N, F/F,). 11 s&it mainte- 
nant de remarquer que W lui-m&me est de la forme S @ S”, ou S” est 
l’espace vectoriel conjugue de S, par la formule x @ y(z) = (z 1 y) x; comme 
E est un quotient de W @ E = S 6 S” @ E, on a bien la decomposition 
voulue. 
Un raisonnement analogue montre que u E Horn&S, S 6 F) est entiere- 
ment determine par u(E~), qui doit appartenir a F= Q,@ F, et que l’on 
obtient ainsi une bijection continue de Horn&S, S 6 F) sur F. Montrons 
que cette application est bicontinue (cela n’est pas tout a fait evident puis- 
que Hom(S, S &J F) n’est pas de Frechet en general). 11 faut montrer 
qu’ttant donnes un compact K de S et un voisinage Q de 0 dans S 6 F, 
il existe un voisinage Q, de 0 dans F tel que si u E Horn&S, S 6 F) on ait 
u(K) c Sz dbs lors que u(E,,) E Sz,. Or on peut trouver un compact L de W” 
tel que Kc LEE; il suflit alors de prendre a, assez petit pour que LQ, c 0, 
et on aura: u(K) c u(L.eO) = Lu(sO) c Sz. 
Ceci montre bien que tout UE Hom,(S 6 F,, S & F,) provient dune 
application lintaire continue u: F, --) F2, * comme la rtciproque est triviale, 
le thtoreme est demontre. 
3.5. COROLLAIRE. Tout W-module differentiable topologiquement irre- 
ductible est isomorphe h S. 
Demonstration. 11 est clair que S @ F ne peut etre topologiquement 
irreductible que si F est de dimension 1. 
3.6. COROLLAIRE. Tout W-module topologiquement irreductible autre 
que C avec lhction triviale de W contient S comme sous-espace dense. 
Demonstration. Si E # C, E, n’est pas nul done est dense dans E; de 
plus on dtmontre facilement que E, est topologiquement irreductible; 
alors E, 5 S d’aprts le corollaire 3.5. 
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3.7. Considerons maintenant le cas des bimodules. Now appellerons 
W-bimodule un espace de Frtchet B muni dune action continue a droite 
et a gauche de W, les deux actions commutant entre elles. Nous dirons que 
a est differentiable, si les deux actions de W sont differentiables au sens de 
la definition 3.2. 
Soit W” l’algebre opposee a W. 11 est clair que tout W-bimodule B est 
canoniquement muni dune action a gauche de W 6 W”. Dans le cas 
differentiable, la rtciproque est vraie. Pour le voir, realisons W de la facon 
suivante. Soit n l’algebre de Lie de Heisenberg de base (e,, e2, e3) avec 
[e,, e2] = e,. Soit N le groupe de Lie simplement connexe correspondant. 
Identifions N a R3 par l’application (x,, x2, x3) -+ exp(x,e,) exp(x,e,) 
exp(x,e,) (cf. paragraphe 4), ce qui identihe Y(N) a Y (R3). Alors 
I’application cp + In q(x) e2i*x3 dx, Ctablit une surjection de Y(N) sur 
Y(R*) muni du produit 
cpl * 432(x1, x2) = 
f 
R2 cPl(Xl - Yl, x2- Y2) dy,, y2) e--2in(x2~YZ)Y~ dy, dy,, 
qui est isomorphe a W. La mCme construction identilie W 6 W” a un 
quotient de Y(N x NO), oh No est le groupe de Lie oppose a A? On voit 
done que tout W @ W”-module 9 devient un Y(Nx No)-module, et 
d’apres le no 3.3 provient dun Nx NO-module temper% differentiable si 3 
est differentiable. Alors il devient un N-bimodule par restriction a N x { 1) 
et { 1 } x No, done un Y-bimodule. 
Puisque l’algebre W” 6 W” est isomorphe a W (cf. [6, lemme 3.2]), et 
que W considert comme W 6 WO-module a gauche est le module 
standard, le thtoreme 3.4 s’applique et nous dit que tout W-bimodule 
differentiable W est de la forme W 6 B, oh B = Horn, ,-(W, g) est un 
espace de Frechet, les deux actions se faisant sur le premier facteur. 
Nous allons maintenant ttendre les rtsultats de [6, par. 5, no 5.91 sur les 
couplages de bimodules de longueur finie. 
3.8.1. LEMME. Soit a un nombre algkbrique, a$ (Q); alors la fonction 
cp : x + xl(2 _ e*inx - e*inax ) appartient h OM(R), l’espace des fonctions C” a 
croissance Iente ainsi que toutes leurs dkrivtes. 
Dkmonstration. Puisque a 4 (Q), la fonction 2 - e2inx - e2inas ne s’annule 
que pour x = 0, et y a un zero simple. Done la fonction cp est bien definie 
et C” sur R. Comme on a 
v’(x) = 
2 _ e2inx _ e21ncrx + 2i?IX(e2inX + ae2incrx) 
(2 _ e2inx _ e2im7.x)2 
avec des formules analogues pour les derivees successives, on voit qu’il 
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suffit de montrer qu’il existe keN tel que 1/(2-e2iKx-e2inax) = o(lxlk) 
pour 1x1 -+ +co. 
Nous allons utiliser le thtorbme de Liouville qui dit que si d = deg(a), il 
existe une constante C= C(a) telle que pour tous p E Z, qE N* on ait 
Ia - P/d 2 chid. 
On voit facilement que pour tout XE R on a 1 - cos 27rx > (n2/3) 
d(x, Z)‘. On a done les minorations: 
12 - e2inx - eZinorxl 2 2 - cos 27cx - cos 27rcrx 
2 max( 1 - cos 2nx, 1 - cos 27rax) 
> G max(d(x, Z)‘, d(ax, Z)*). 
Soient pl, p2 E Z tels que d(x, Z) = Ix - pII, d(x, (l/a) Z) = Ix - p2/aI. On 
peut supposer x > 0 par symetrie; alors pour x assez grand, p1 et p2 seront 
20, et on a tvidemment Ip1 - p2/cr( < d(x, Z) + d(x, (l/a) Z). Or d’apres le 
theoreme de Liouville applique a l/a on a 
puisque x + l/a > p2/a. Mais alors il faut que max(d(x, Z), d(x, (l/a) Z)) 2 
C/2(ux + l)d- ‘, et comme d(crx, Z) = ad(x, (l/a) Z), on aura finalement 
12 - eZhx - e2in*xl 2 C’/(ax + 1 )2d-2, ce qui dtmontre le lemme. 
3.8.2. LEMME. Soit 9l un W-bimodule differentiable. Notons H,,(W, a) 
le quotient de 98 par le sowespace vectoriel forme des combinaisons lineaires 
finies d’tWments de la forme acp - cpa, aE W, cp EW (c’est le HO de 
Hochschild purement algtbrique). Alors H&W, 93) est &pare, et canonique- 
ment isomorphe a B = Horn,,, (W, SI) par l’application cp + Tr(cp). 
Demonstration. Considerons comme ci-dessus W comme N-bimodule. 
Notons B,(W, 99) le sous-espace vectoriel de W delini dans Tenon&, et soit 
de meme B,(N, W) le sous-espace de g engendre par les elements de la 
forme gcp - cpg, cp E a, g E N. Demontrons d’abord que B,(N, %Y) est ferme. 
On remarque que l’on peut aussi engendrer B,(N, 6’) par les elements de 
la forme gcpg-’ - cp (changer cp en cpg-‘). Identitions g a W 6 B= 
9’(R2, B), et soit g= (x,, x2, x,)eR3. Alors g-l= (-x1, -x2, 
-x3-xX1x2), et on voit que gcpg-‘(y,, y2)=e2iZ(xiYz~x*y~) cp(y,, y2). En 
particulier, les elements de la forme (2, 0, 0) et (0, p, 0), 1 E R, p E R, 
agissent respectivement par multiplication par e2ini+2 et ePZinPYyl. 11 est clair 
que pour tous gEN, ~~99 on a (gcpg-’ - cp)(O, 0) = 0. Reciproquement, 
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montrons que si ~(0, 0) =O, alors cp E&(N, W). Posons g, = (1, 0, 0), 
g2 = (0, 1, O), h, = (fi, 0, 0), h, = (0, ,/?, 0). D’apres les for-mules ci-dessus 
pour l’action de N, il s&it de montrer que cp eut s’bcrire sous la forme 
cp = (,-2W + ,-2inJ5~1 -2)cp,+(e2i~y*++2in ,P 2y2-2)(p2, avec ‘pl et (p2 
dans 9Y. Or puisque ~(0, 0) =0, on peut Ccrire cp = y,$, + y,ll/,, avec (au 
voisinage de 0) $j( yl, y2) = J,!, (@@yj)(ty,, ty2) dt. On pose alors 
Yl 
‘p1= 
e - 2inyl +e-2infiy1-2 
*1 
cp2= e21ny2 + ,2 *y2 _ 2 *2. 
D’apres le lemme 3.8.1 les fonctions cpl et cp2 sont bien detinies et appartien- 
nent a Y(R’, B), d’ou notre assertion. 
On a done bien montre que B,(N, W) est ferme dans SJ’; de plus le 
quotient H,(N, W) s’identifie canoniquement a B (on vkifie facilement que 
dans l’tcriture matricielle de W l’application cp + ~(0, 0) devient l’applica- 
tion cp + Tr(cp)). Pour conclure, il nous sufht done de demontrer qu’en fait 
B,(N, 99) = B,(W, 99). Or l’interpretation en termes de traces ou un calcul 
direct montrent aussitbt que (acp - cpa)(O, 0) = 0 pour tous a E W, cp E a. 
Done B,(W, W) c B,(N, ?#). Reciproquement, soit gcp - cpg E B,(N, W). 
D’aprb le theoreme de Dixmier-Malliavin (cf. no 1.6.1) on peut Ccrire cp 
comme somme tinie 
i aj'pi, ajEW, qjEW. 
j=l 
Or gajqj - ajqj g = (gaj) qj - qj( gaj) f (‘pi g) aj - a,( qj g) (compte term de 
la compatibilite entre les actions de N et de W). C.Q.F.D. 
3.9. Remarque. Le lemme 3.8.2 remplace le lemme 5.8 de [6] pour la 
definition des foncteurs &I,, ( f ’ d c . cl- essous). L’avantage est que cela ne 
depend pas d’une realisation explicite de W. 
L’utilisation que nous avons faite de l’action de N peut s’interpreter 
comme une “version 9”’ du thtorbme 1 de [3], pour G = R2. 
3.10. DEFINITION. Soient & et &I deux W-bimodules differentiables; on 
note &’ gw g le W-bimodule H,(W, & 6 9I), od le H,, est pris pour 
l’action de W a gauche sur B et a droite sur &, et ou l’action de W sur 
~2 &I,, 9? se fait a gauche par son action A gauche sur JS?, et a droite par 
son action A droite sur 9. (Ceci a un sens d’aprbs le lemme 3.8.2.) 
De m&me, si E est un W-module a gauche differentiable, on d&it de 
facon analogue d &,,. E comme W-module a gauche. 
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3.11. LEMME. (i) Soient d = W @I d et a = W @ B deux 
W-bimodules dtfferentiables, E = S @I F un W-module a gauche dgferen- 
tiable.Al~rsd~),~=W~A~B,d~~E=S~A@F. 
(ii) Soit V un troisieme W-bimodule, /I: d x a + V une application 
bilintaire continue. Alors /I passe au quotient en un morphisme de 
W-bimodules d &I w C&J + W si et seulement si pour tous x E d, y E 9, a E W” 
on a: 
P(ax, Y) = a&, Y) 
Ph w) = B(x, Y) a 
B(x4 Y) = B(x, ay). 
Resultat analogue si 99 et W sont des W-modules a gauche. 
Demonstration. L’assertion (i) rtsulte des Cgalitb WOW W 1: W, 
W 6 w  S = S, qui se dtduisent aussitbt du lemme 3.8.2. L’assertion (ii) est 
evidente. 
3.12. Nous appellerons W-algebre un W-bimodule differentiable d 
muni d’une structure d’algebre associative (sans unite sauf dans le cas 
trivial ou d = 0) et telle que l’application 8: d x d + d donnant la multi- 
plication verifie la condition du lemme 3.1 l(ii). De mCme, si E est un 
espace de Frechet, nous dirons qu’une action continue de d et une action 
differentiable de W sur E sont compatibles si l’application d x E + E 
donnant l’action de d v&he ladite condition. 
3.13. LEMME. Soit d = W 8 A une W-algebre. Alors A est canonique- 
ment munie d’une structure d’algtbre de FrPchet de telle sorte que le produit 
de d s’ecrive: 
(a@x).(b@ y)=ab@xy 
pour les elements decomposees. De mime, si E = S 6 F est un d-module 
avec une action compatible de W, F est canoniquement muni d’une structure 
de A-module topologique. 
Demonstration. C’est immediat: d’apres le lemme 3.11 et le theo- 
reme 3.4, l’application canonique d 6 d + d donne naissance a une 
application lineaire continue A 6 A -+ A, d’oti une loi d’algebre de Frechet 
sur A, associative par fonctorialite de la construction. Rtsultat analogue 
dans le cas des modules. 
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4. EPINGLAGE D'UNE ALG~BRE DE LIE NILPOTENTE 
4.1. DEFINITION. Soit n = dim(g). Un Ppingluge de g est la donnee 
dune suite decroissante g = g, 2 g, 1 . . . =~g,, =0 d’ideaux de g, avec 
j+dimgj=n pour O<jjn, et dune base e,,....,e, de g telle que gj-I= 
Re,@gi pour 1 dj<n. 
4.2. AlgPbres de Lie nilpotentes tordues. Rappelons qu’un 2-cocycle sur 
g est une forme bilineaire alternee w  telle que w([ti, 12], t3) + 
4Ct3, tll, L)+NCL &I, tl)=O Vt,, t2, t3Eg. On peut ah-s dkfinir 
une structure d’algebre de Lie nilpotente [ , ] w  sur R @ g = g en imposant 
que R soit central et que [r, q]* = o(& q) + [t, 11 pour 5, r] E g; inverse- 
ment la donnee dune extension centrale de g par R et d’un relevement de 
g comme sous-espace vectoriel de l’extension d&it un 2-cocycle. 
Nous dirons que (g, w) est une algebre de Lie nilpotente tordue (par 0). 
Comme cette situation s’introduit inexorablement en thiorie des represen- 
tations, le mieux est de poser tout de suite les definitions dans le cas tordu; 
on retrouvera les notions habituelles en faisant w  = 0. 
4.3. L’experience montre que le choix d’un Cpinglage de g suffit a rendre 
canoniques tous les choix qui interviennent en theorie des representations, 
tels que le choix dun element dans chaque orbite coadjointe, le choix dune 
polarisation en ce point, le choix dune base et d’une base coexponentielle 
a cette polarisation, etc. 
La demonstration du thtoreme 5.1 necessitera de pousser assez loin ce 
devissage de la situation, auquel nous pro&dons maintenant (en nous 
limitant aux ingredients dont nous aurons besoin par la suite). 
4.4. Commencons par parametrer le groupe de Lie simplement connexe 
G d’algebre de Lie g. Puisque (e,, . . . . e,) est une base coexponentielle a 0 
dans g, on a un diffeomorphisme de R” sur G par la formule (xi, . . . . x,) + 
exPblel)~~ .exp(x,e,); nous utilisons dtsormais cette identification. Nous 
allons montrer comment on peut obtenir de maniere purement mecanique 
l’expression des champs de vecteurs invariants a gauche (ou a droite) sur 
G et l’ecriture du produit. 
En fait, les deux problemes sont lies, puisque pour Ccrire le produit il 
suffit de savoir multiplier x a droite par un Clement de la forme exp(yje,); 
or (d/dt)(z edp(tej)),,e n’est autre que la valeur au point z du champ de 
vecteurs invariant a gauche associt a ej. 11 suflira done de savoir Ccrire ce 
champ de vecteurs X,, et d’integrer l’equation differentielle i = Xi(z) entre 
0 et yj, avec x comme valeur initiale. 
Compte tenu du fait que les gj sont des ideaux de g, on voit deja que les 
Xj sont de la forme: 
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ou les X, sont des polynomes. De plus il est clair que Xjk(0) =O. En 
particulier, on a X, = a/ax,. On peut alors determiner les Xj de proche en 
proche a partir de j = n en tcrivant les conditions: 
cxj, x/J = 1 cp, pour k>j 
I>k 
ce qui determine les 8X,/8x, pour tous m, k > j, done permet de calculer 
Xjm. En particulier le fait que e, soit central dans g entraine que Xjm ne 
depend pas de x, ; et plus gtneralement il est facile de demontrer qu’en fait 
Xim ne depend que des variables xj+ i, . . . . x,- i si m > j+ 1, et que 
xj,j+l =o. 
On constate alors que le systeme i = X,(z) se r&out par quadratures 
successives de polynomes, ou l’algorithme promis. 
EXEMPLE. Si g est l’algebre de Heisenberg de base (e,, e2, e3) avec 
[e, , e,] = e3, on trouve: 
et le produit: 
11 est clair que l’action regulihe droite cp + cp * ej de ej est donnee par le 
champ de vecteurs -Xi. Si l’on veut ecrire l’action reguliere gauche, il faut 
de m&me Ccrire les champs de vecteurs invariants a droite. Ce n’est pas tout 
a fait un probleme symttrique du precedent. En effet il faut maintenant 
calculer: 
yj(x)=$ (eXp(tej) X),=0. 
On peut bien stir obtenir les Yj en differentiant la formule du produit, 
mais ce que l’on voudrait, c’est obtenir directement les Yj a partir des Xi. 
Compte tenu du fait que gj est un ideal dans g, on peut ecrire: 
r,(x)=&,+ c r,h,vxk-1);. 
I k>j k 
Pour determiner les Yjk, on icrit que les Y, commutent aux X,. Comme 
x,=a/ax,, ~~-~=a/ax~-,, ceci entraine en particulier que les Y, ne 
dependent ni de x, ni de x, ~ I ; plus generalement on peut montrer que Yjk 
ne depend que de x1, . . . . xk _ 2. 11 est clair par ailleurs que Yr = a/ax,. 
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Entin pour ecrire l’automorphisme interieur de G defini par exp(tei), il 
faut integrer entre 0 et t l’equation differentielle i = Zj(z) avec Zj = Yj - X, 
et z(0) =x. 
Dans l’exemple du groupe de Heisenberg, on obtient ainsi: 
(bien entendu, alors que les Xj veritiaient les memes relations de crochet 
que les ej, les Yi vtritient les relations de crochet opposees). 
4.5. 11 est important pour nous de noter que si l’on ecrit xy = z avec z = 
(z 1, ..., z,)onazj=xj+yj+uj(x,y),o~ujestunpolyn~meenx,,...,xj~,, 
y,, . . . . yj-, . 11 est d’ailleurs clair que aj n’est autre que le 2-cocycle sur 
G/G,- I associe a l’extension centrale G/G,. En developpant l’identitt 
(xy-l) . y=x, on obtient la formule utile: 
(xy-l)j=xj- y,-aj(xypl, y). 
De meme, si (g, w) est une algebre de Lie nilpotente tordue, g = g@ R 
l’extension centrale correspondante, un epinglage de g se prolonge de facon 
Cvidente en un Cpinglage (e,, . . . . ,en + i) de g en posant e, + i = 1 E R. D’ou un 
2-cocycle a sur G detinissant G, que nous appellerons 2-cocycle integre 
associt a 0. 
4.6. D’une man&e gentrale, dans le cas dune algebre de Lie tordue 
(g, o), il convient de faire toutes les constructions pour l’extension centrale 
g, puis de faire e,, , = 2irc. Cela conduit a associer a e,E g non pas un 
champ de vecteurs mais un operateur differentiel d’ordre 6 1, a savoir fj = 
Xj+2i7CXj,n+,(Xj+1, . . . . x,). Les fj forment avec les constantes une algebre 
de Lie isomorphe Q g. La sous-algebre de C[x,, . . . . x,, 13/3x,, . . . . a/ax,] 
engendree par les xj est isomorphe au quotient de U(g) par l’idbal engen- 
dre par (e,, I - 2in); nous noterons U(g, w) cette algebre. Remarquons 
qu’il n’est pas tout a fait exact que l’on retrouve U(g) en construisant 
U(g, o) avec w  = 0. En effet comme maintenant “on a mis 2in dans 
I’algebre de Lie” il faut remplacer l’antiautomorphisme principal u + uT de 
U(g) (defini par tT= -< si 5 E g) par l’involution u + UT= u*, ou u -+ ii est 
la conjugaison complexe: l’ideal U(g)(e,+ i - 2in) n’est pas stable par 
u-UT, mais par u -+ u*. Pour unifier la thtorie, nous Ccrirons dot&avant 
les actions a droite de U(g) comme des actions antilineaires a gauche. 
De m&me, on note Y(G, w) l’espace des cp~C”(r?, C) t.q. 
cp(x,, . . . . x,+ ,) =epZinr~+‘cp(xl, . . . . x,, 0) et (~1~~ E Y(R”). On voit que la 
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formule Q + JR ~(x,, . . . . x,, x,, I + r) e2jnr dz fait de Y(G, 0) un quotient 
de Y(c). Identifiant G a l’hyperplan x,, + , = 0 de G, on obtient: 
cp, * (p*(x) = 1” cpl(xy-‘) cp2(y) e2i~u(xy-‘*y) dy, . ..dy., 
ou a est le 2-cocycle inttgre associe a w  (cf. no 4.5). 
L’interprttation du point de vue de la theorie des representations est 
evidente: l’action de Y(G) dans un &module tempere E passe au quotient 
en une action de 9’(G, o), si et seulement si exp(Re, + 1) agit par le carac- 
tere e2iKr. En particulier, nous noterons Gw l’ensemble des (X, 0) E GA ou 
exp(Re,+ 1) agit par e2inr. De meme que l’action reguliere droite cp + cp * ej 
de ej sur Y se fait par -Xj, l’action reguliere droite de g sur Y(G, o) se 
fait par les -Xj. 
4.7. Le lemme suivant nous sera utile au no 5.6. 
LEMME. Soit J WI idPa de U(g, w), Y = Y(G, 0). 
(i) OnaJ*Y=Y*J. 
(ii) Soit N= J* Y = Y *J. Alors N est un idial de Y, et N” = 
n ka 1 Nk est stable sous lhction de tous les optrateurs dij@rentiels ci coef- 
ficients polynomiaux sur G. 
Dt!monstration. (a) On remarque que l’action adjointe de g sur U(g) 
passe au quotient en une action de g, d’ou une action ajointe de g sur 
U(g, w). Soit F un sous-espace vectoriel ad(g)-stable de dimension finie de 
J engendrant J comme ideal a droite. Alors il est clair que l’image de 
l’application canonique u Q cp -+ u * cp de FQ Y dans Y est Cgale a J * Y. 
Or l’application u @ cp + u * cp est un &morphisme si l’on fait agir G sur F 
par l’action adjointe. D’autre part le produit tensoriel d’un c-module 
tempkrt par un c-module de dimension linie a sous-quotients simples 
triviaux est encore temper& Done on a une action a gauche de 9’(G) sur 
F@ Y, et l’application u @ cp + u * cp est un Y(c)-morphisme. Alors J * Y 
est un sous- Y(e)-module a gauche de Y, comme image dun Y(G)- 
morphisme, et comme l’action a gauche de Y(e) sur Y passe au quotient 
en une action de Y, J * 9’ est un sous- Y-module a gauche de 9’. En 
outre le theorbme de Dixmier-Malliavin rappele au no 1.6.1 nous dit que 
~(G)*(FO~)=FO~,d’o~~*(J*~)=J*Y. 
Reprenant le raisonnement pour l’action a droite on a de m&me 
(~*J)*Y=Y*J.D’o~J*Y=Y*(J*Y)=(Y*J)*Y=Y*J. 
(b) D’apres (a), N est un ideal de Y. Identilions U(g, w) a la sous- 
algtbre de C[x, , . . . . x,, a/ax,, . . . . a/ax,,] engendree par les operateurs fj, 
1 < j < n, introduits au no 4.6. Alors l’action reguliere droite de u E U(g, o) 
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sur cp E Y est don&e par cp * u = u*(q), oi u + U* est l’involution de 
U(g, o) (cf. no 4.6). Comme il est clair que U(g) et C[x,, . . . . x,] engendrent 
ccxl, . . . . x,, a/ax,, . . . . a/ax,], il sufira de prouver que N” est stable sous 
l’action de C[x,, . . . . x,]. 
Nous allons dkmontrer par rkcurrence sur j l’assertion plus prkcise 
suivante: 
(*) Soit C[x,, . . . . xjlk le sous-espace de C[x,, . . . . xi] formit des 
polynbmes de degriz <k, k E N. Alors pour tout q E N on a: 
CEX, 2 ***, xJk N” c N” pour m$O. 
Faisons-le d’abord pour j = 1.11 s&it de prouver que si q E N est donnC on 
a x,NmcNq pour m$-0. Or d’aprb le n”4.5 on a (xy-‘),=x,-y,, ce 
qui entraine aussit6t que x,(qo * $) = (xlcp) * $ + cp* + cp*(xl$) pour tous 
cp, $ E Y. En d’autres termes, la multiplication par x1 dkfmit une dbrivation 
de 9; alors x, NY c N4- ‘, done le rksultat est immkdiat. 
Passons au cas g&&al. Ecrivons comme au no 4.5. (xY~‘)~ = xi - yj - 
uj(xV-‘, y), od I’on peut tcrire uj(x, y) = Cor,BE N, , AaBxDLyS puisque a,(~, y) 
ne dCpend que de x1, . . . . xj- 1, y,, . . . . y/--, . On a alors: 
xj(cP * II/)= txjcP) * ti + rP * fxjlcI) + C Act~(x'V) * txBIL), 
u*B 
Si maintenant m est assez grand pour que x”N”’ et xsNm soient contenus 
dans Nq pour tous les (CI, p) tels que A,, # 0, et qu’en outre m 2 q, on aura 
bien xj(N2”) c Nq, d’oti notre assertion. C.Q.F.D. 
4.8. Remarque. Si G est un groupe de Lie connexe quelconque, le 
raisonnement fait en (a) en remplaqant Y par Cc? montre que 
J * C,“(G) = Ccm(G) * J pour tout idCal biladre J de U(g). 
4.9. Nous allons maintenant donner une description du dual &’ d’un 
“groupe de Lie tordu.” Cette description semblera peut-etre compliqute, 
mais I’approche “par approximations successives” que nous suivrons est 
exactement celle qui s’introduit d’elle-mCme dans l’analyse des reprksenta- 
tions tempkrkes irrtductibles de (G, w). 
Nous aIjpellerons “paramktres” certaines suites A= (lj)jE J de nombres 
rCels, od J est une partie de (1, . . . . TZ} (nous dirons dans un instant quelles 
sont les suites permises). Nous dirons qu’un paramktre 1’ prolonge 1 si 
Jc J’ et Aj = Aj pour j E J. A tout parambtre I nous allons associer: 
(i) une partie (fermCe) (.?y de &‘; 
(ii) une suite centralisante rkgulikre (0,),.,, de U(g, o) = U, engen- 
drant un idtal premier P, (rappelons qu’une suite (a,, . . . . a,) d’kltments 
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d’un anneau A est dite centralisante reguliere, si pour tout 1 < t < s 
l’element a, est central et non-diviseur de 0 dans l’anneau quotient 
Al(a ,+, , . . . . a,); ici on ordonne les 0, pour l’ordre nature1 sur J). Nous 
notons alors Uj, = U/P,; 
(iii) une algbbre de convolution Y2 = Y/N)., avec Nj. = Y * P, = 
P, * 9’ (nous montrerons que Nj. est un ideal fermi: de 9). 
Nous montrerons que yl, est isomorphe a algebre Y(H, p) d’un groupe 
de Lie tordu (H, 1) convenable, et que Uj. est isomorphe a l’algebre 
U(h, /I) correspondante. Nous montrerons que Gy = ((2, a) E &’ t.q. 
Nj, * ~=O}. 
11 faut se rep&enter les 6: comme des “sous-varittCs” (algebriques) 
particulierement simples du dual @“; alors 9, est l’algebre des fonctions de 
Schwartz sur 6X, et U, est l’algebre enveloppante correspondante. 
Nous dirons qu’un parametre il est maximal s’il ne posdde pas de 
prolongements stricts; nous verrons que cela Cquivaut a ce que Gy soit 
reduit a un point. En fait, il sera clair que les parametres maximaux sont 
en correspondance bijective avec les elements de &, et que pour A 
quelconque les elements de Gr sont en correspondance bijective avec les 
prolongements maximaux de 1. 
Bien entendu, la parametrisation obtenue n’est pas veritablement dif- 
ferente de la mtthode des orbites de Kirillov. On peut verifier que si l’on 
complete les parambtres maximaux par des zeros pour les coordonnees non 
delinies, et qu’on les identifie alors au point 1,e: + . . + &,e,* de g*, on 
obtient exactement un point et un seul dans chaque orbite coadjointe. 
4.10. Nous allons maintenant decrire les suites permises, et construire les 
objets annonds en (i), (ii) et (iii) ci-dessus. Nous pro&dons par recurrence 
sur dim (g). Si dim(g) = 0, il n’y a rien a dire: seule la suite vide est permise 
et Y@ = C. On suppose done n > 0. 
D’une man&e generale, la suite vide est toujours permise (c’est parfois 
la seule), et 9, = 9, U, = U. 
(a) Supposons que o(g, e,) = 0. Alors pour tout &, E R, la suite a un 
element 1= (4,) est permise. L’ensemble 6: correspondant est l’ensemble 
des (X, a) E G” ou exp(Re,) agit par le caractere e2in’nr. 
Pour clarifier la situation, il convient d’effectuer une cotransformee de 
Fourier partielle en la variable x,, qui s’ecrit: 
%,(P(Xl 3 ..., XII - , 9 t) = jR q(x) e2in’.rn dx, 
Cherchons l’expression du produit de convolution dans ces nouvelles 
variables. 11 est clair que o(g, e,) = 0 Cquivaut au fait que l’idtal 
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RenORen+l soit central dans g (notations 4.5). On verifie alors saris ma1 
que le produit dans G s’ecrit xy = z avec: 
z n+1= X n+l+Yn+l+4x?Y) 
2, = X” + Y,  + %b, Y) 
od a est le cocycle inttgrt associe a o introduit au no 4.5, ne dependant 
maintenant que de x1, . . . . x,_ I, y,, . . . . y,- 1, done vu comme 2-cocycle sur 
G/exp(Re,), et oh a, est le 2-cocycle sur G/exp(Re,) associe a G. 
Alors on voit facilement que le produit dans Y se fait “point par point” 
en la variable t, et que pour t lixe on obtient le produit de convolution de 
Y(G/exp(Re,), w  + tw,), ou o, est le 2-cocycle sur g/Re, associe a g. En 
d’autres termes, on a la formule: 
cpl * CPAX,, . . . . X,-l, f) 
= s cpl(W’~ f) (P~(Y, t) e 2in(a(xY-‘.Y)+ra.(xY-‘,J’)) +, . . . (jy,- 1 R”-l
ou y= y,, . . . . y,-, et xy-’ est calcule dans G/exp(Re,). 
11 est clair que (X, a) E @’ si et seulement si cp E Y agit dans X par 
l’intermtdiaire de PJx,, A,) E Y(G/exp(Re,), w  + ;In~,). En d’autres 
termes, on voit que 6: s’identilie a &‘, ou G’= G/exp(Re,), o’= 
w  + t&p, E Z*(g’, R). 
Considerons l’element 0, = e, - 2i7c1, de U(g, 0). 11 est manifestement 
central, et apres transformation de Fourier son action dans Y se fait par 
2iz(t - 1,). On voit done que le noyau de la surjection canonique 
9’(G, o) + Y(G’, w’) definie par l’evaluation en t = A,, n’est autre que N, = 
8, * Y = Y * 8,. Si l’on pose P, = U(g, w) 6,, on aura bien N, = P, * Y = 
Y * P, et U(g, o)/P,. = U(g’, w’), d’od toutes les proprietes annoncees. 
La definition des suites permises est maintenant immediate: i = (jlj)jEJ 
est permise si et seulement si J = @ ou n E J et 1’ = (Aj),.,,, = JP ia) est per- 
mise pour Y(G’, o’), avec G’ et o’ comme ci-dessus. Si (O,!),EJ, est la suite 
centralisante regulibre construite par hypothese de recurrence, on prend 
pour 0, le relevement canonique de 0; dans U(g, o) (ici on considbre la 
base de U(g, o) formte des monomes ordonnees en les ej, j < n, et 0,,, et on 
identifie U(g’, o’) au sous-espace vectoriel engendre par les monomes ne 
contenant pas 0,). Completant avec 8,, on obtient de facon Cvidente une 
suite centralisante reguliere avec les proprietts voulues, toutes les assertions 
se veriliant au niveau de Y(G’, o’) et de U(g’, co’). 
(b) Supposons que o(g, e,) #O. Nous dirons alors que 9’(G, w) 
ntcessite un changement de variables. 
Nous allons construite canoniquement une algebre de Lie tordue 
(R2 x k, /3), oh k est un sous-quotient de g de dimension n - 2, et ou R2 et 
k sont orthogonaux pour /3, de telle sorte que Y(G, o) N Y(R* x K, p), 
580/85/2-15 
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U(g, o) N U(R2 x k, /?), et cela bien que les algbbres de Lie g et R2 x k ne 
soient pas isomorphes en general. De fait, dans la decomposition R2 @ k, B 
s’ecrira PI 0 /12, od b2 est un 2-cocycle sur k et /?r le 2-cocycle standard sur 
R2, dC!inie par pl(e,, e2) = 1; on aura done des decompositions: 
Y(R2 x K, S) 2: WR2, PI) 6i1 YP(K, 82) 
W2 x k, PI = W2, a,) 0 UP, B2) 
ou l’on voit facilement que les algebres Y(R2, /?,) et U(R’, j?,) sont respec- 
tivement isomorphes a l’algtbre W du paragraphe 3, et a l’algbbre de Weyl 
W, d’indice 1 sur C. 
Voici comment on pro&de. Soit j le plus grand indice tel que 
w(g,, e,) = 0. Alors w(ej, e,) # 0. En multipliant au besoin ej par l/o(ej, e,) 
on peut supposer que o(ej, e,) = 1. Soit h l’orthogonal de Re, pour o. En 
remplacant au besoin ei par e, - o(ei, e,) ej pour i<j on peut supposer 
que h= Olfj Re,; en particulier h se trouve ainsi muni dun epinglage. On 
pose k = h/Re, avec son epinglage evident; p2 est le 2-cocycle sur k defini 
par al,,; comme on l’a dit, on definit /I sur R2 x k en completant /I2 par le 
2-cocycle canonique sur R2. 
Dtlinissons maintenant les isomorphismes annonds. Nous utiliserons 
x, y, ... pour designer des (n - 2)-uplets (x,, . . . . iji, . . . . a,) saris jhme ni nbme 
coordonnees. Alors H est parametre par des (n - 1)-uplets (x, x,), et g (cf. 
no 4.5) par des n-uplets (x, x,, x, + 1). Des produits tels que xy, xyP1 seront 
toujours supposes calculb dans K. 
Posons T = Y(H, o), V= U(h, 0). Soit n: T/+ U(k, /12) la surjection 
canonique. Alors il est bien connu que l’on obtient un isomorphisme 
d’algebres T/N C[t] @ U(k, b2) en posant: 
u(t) = n(exp( - te,) Y) pour u E V. 
Comme nous l’avons montrt dans [6, lemme 2.71, la m&me formule 
etablit un isomorphisme d’algebres de Frtchet involutives entre Y et 
Y(R, Y(K, p)) a condition de remplacer 7t par la projection canonique 
Y + Y(K, /I) qui s’tcrit: 
$cp)(x) = jR cp(xv x,1 4,. 
En identifiant Y( K, fi) a Y(R”- ‘) a l’aide de l’epinglage de k on associe 
done a cp E Y la fonction: 
t + z(exp( - te,) cp) E ,44(Rj Y(R”-2)). 
11 s’agit d’expliciter cette formule. Nous allons d’abord calculer 
gn(exp( - tej) ~)EY(R”-‘) (pour t fixe), que nous tvaluerons ensuite au 
point z = 0, en designant par r la variable de Fourier. 
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Pour calculer exp( -tej) cp, le mieux est de se placer sur H et 
d’interpreter F comme l’espace des restrictions a l’hyperplan x, + I = 0 des 
fonctions differentiables sur H veritiant cp(x, x,, x,+ I + y, + r ) = 
e-2inyn+‘~(x,x11,x,+1) et telles que (P)~.+,=~E~‘P(R~-~) (cf. n”4.6). On a 
alors exp( - tej) C&X, x,, 0) = cp(exp(tei)(x, x,, 0) exp( - tej)); nous devons 
done calculer exp (tej)(x, x,, 0) exp( - tej) dans R, puis le ramener a 
l’hyperplan x, ~ r = 0 a l’aide de la relation de covariance verifiee par cp. 
Posons exp( te,) (x, x,, 0) exp( - tej) = (exp( tej) x exp( - fej), z,( t, x, x,), 
z, + r(t, x, x,)), et introduisons comme au no 4.4 le champ de vecteurs Z, 
sur I? associe a l’action adjointe de ej. Alors z, et z, + 1 s’obtiennent en 
inttgrant les equations differentielles: 
i,(s, x, x,) = Zj,,(exp(sej) x exp( -sej)) 
in+ I(% X7 X,) =Zj,“+ l(exP(sej) X exp( -Sejh Z,(S, -% X,)1 
entre 0 et t avec la condition initiale z, = x,, z, + , = 0. 
En utilisant le fait que l’on peut bcrire Zj,“+ 1(x, x,) =x, + Zj,,, I(x) ou 
qn+ I ne depend plus de x,, on obtient aistment les formules: 
z,(t, x, 4 =x, + A(& x) 
Zn+l(f, x, x,)= tx,+A’(t, x) 
avec An(t, x) =jb zjn( p( j) ex se x exp( -sej)) ds et A’(& x) = Jb(A,(s, x) + 
Zi,,+ ,(exp(sej) x exp( -sej))) ds. 
On aboutit ainsi a la formule: 
exP(tej)(x, X,, 0) exp( - tej) 
= (eXp( tej) X exp( - tej), X, + A,( t, X), tx, + A’( t, X)) 
d’oh finalement: 
(exp( - tej) cp(x, x,)) 
=e -22in(txn+ “(f,x)) cp(exp(te,) x exp( - tej), x, + A,(& x)) 
et done: 
E(exp( - tej) cp)(X, T) 
= I (exp( - tej) cp)(x, x,) e2ilrrxn dx, R 
=e -2h4’(r,x) 
s cp(exp(tej) x exp( -tej), X, + A,(t, x)) e2irr(r-‘)xn dx, R 
=e -2i~(A’(r~x)+(r~f) An(r*x))Fnq(exp(tej) x exp( - tej), z - t). 
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En faisant r = 0, cela donne: 
4exp( - tej) d(x) 
=e ~2irr(A’(‘,x)--tA~(r,x))~~~((exp(t~j) x exp( - tej), - t) 
ce qui montre bien que l’on a un isomorphisme d’espace de Frechet 
Y -+ Y(R, Y(Rne2)) obtenu par composition de gn, du changement de 
variables (x, t) + (exp(tej) x exp( - te,), -t) et de la multiplication par 
l’exponentielle imaginaire pure e - 2in(A (‘vx) - ‘Am(f,x)), operations qui toutes 
prtservent l’espace Y. 
Ce qui compte pour nous est de remarquer qu’en outre ces trois 
isomorphismes preservent l’algebre des operateurs differentiels a coefftcients 
polynomiaux, vue comme algebre d’endomorphisme de Y. 
Notons p: V+ C[t] @ U(k, p2), et encore p: ZT -+ 9’(R, Y(K, fi2)) les 
isomorphismes que l’on vient de dtfinir. Les formules: 
P(U) = 4exp( - tej) U), P(cp)=4exP(-tej) Cp) 
montrent aussitot que ces deux isomorphismes sont compatibles, en ce 
sens que ~(u * cp) = p(u) * I pour tous u E V, cp E Y si l’on dtfinit 
p(u) * p(q)(t) = p(u)(t) * p(q)(t) comme l’action “point par point.” 
L’interi3 de l’operation est que exp(Rej) n’agit plus maintenant que sur 
la variable t (par translation). Si l’on passe alors a algebre 9, identitiee 
comme espace de Frechet a Y(R, Y), et que l’on effectue la transformation 
p sur le facteur r, on voit que l’on obtient la mCme algebre que si l’on Ctait 
parti de Y(R2 x K, D) (en rempla$ant ej par e, et e, par e2). Ainsi, pour 
retrouver Y(R2 x K, /?) a partir de 9, il sufftt d’appliquer p a l’argument 
Y-, de changer t en - t et d’effectuer une transformation de Fourier en sens 
inverse sur la variable t. 
En resume, nous avons Ctabli deux isomorphismes compatibles v: Y + 
Y(R2 x K, p), v: U + U(R2 x k, B) qui de plus preservent I’algbbre de tous 
les operateurs differentiels a coefficients polynomiaux. 
La definition des suites permises est maintenant immediate: la suite 
tAji)jeJ est permise si et seulement si la suite (Aj, 1,, AI, . . . . Ij, . . . . A,) est 
permise pour R2 x k. 
Cela ne nous ramene pas encore dans tous les cas a l’hypothese de 
recurrence; il est clair en fait que l’alternative est la suivante: (a) au bout 
d’un nombre tini de changements de variable on tombe dans le cas (a) de 
I’algorithme, ce qui nous conduit a I’hypothese de recurrence, ou (b) apres 
un nombre fini de changements de variable on obtient un isomorphisme 
9’ N_ Y(R’“, /I?) ou /? est la 2-forme alter&e canonique sur R*“‘, definissant 
le groupe de Heisenberg de dimension 2m + 1. 
Dans ce cas, par definition la seule suite permise sera la suite vide (ce qui 
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correspond au fait que (R*“) hB est reduit A un seul Clement). 11 est alors 
facile de verifier a posteriori qu’en cas de changement de variables une suite 
A= (UCEJ est permise si et seulement si ni j ni n n’appartiennent a J, et 
si I est permise en tant que parambtre de Y(K, f12). La construction de la 
suite centralisante rtguliere ((~7~)~ EJ avec les proprietb annoncees se fait 
simplement par transport de structure; la encore il s’agit en fait de la con- 
struction pour 9’(K, b2), “tensorisee” par V = Y(R*, /II) dans le cas de 9, 
par IV1 = U(R*, /II) dans le cas de U. 
4.11. De la definition m&me de l’algorithme ci-dessus, il resulte aussitbt 
qu’un parambtre 1 est maximal si et seulement si &’ est reduit a un point 
(SF’, CT) de &‘. De plus on voit que cette circonstance ne peut se produire 
que si y?, 1: Y(R*“, 8) ou m EN et oh /I est la 2-forme alternee canonique 
sur R2m, et Ui, N W,,,, l’algebre de Weyl d’indice m. Dans ce cas Pi est done 
le noyau de l’action de U dans Xm (puisque P;.LY& = 0 et que W,,, est 
simple), et N, = Y * P, est le noyau de l’action de 9’ dans Z? [6, th. 3.51. 
5. REPRESENTATIONS IRR~DUCTIBLES TEMPBRBES DIFF~RENTIABLES 
DANS LE CAS GkNkRAL 
5.1. Nous nous proposons de dimontrer le theoreme suivant: 
THBOR~ME. Soit (E, p) un G-module tempPrP dlffirentiable et topologi- 
quement irrkductible. Alors il existe une unique reprtsentation unitaire 
irrkductible 2 de G telle que EN Zm. 
5.2. La demonstration occupera toute la suite du paragraphe. L’unicite 
est bien sOr evidente: si A? et A?’ sont deux representations unitaires 
irreductibles de G, on a YQ 2: Xk, si et seulement si 2 N Z’ (cf. [ 14, 
car. 3.51). 
Notre demonstration repose sur l’etude de l’annulateur de E dans Y; en 
fait nous allons montrer qu’il existe une representation unitaire irreductible 
2 de G telle que E soit annul& par M” = n,,, M”, ou M est l’annulateur 
de SF dans 9. Le theoreme s’en dtduira aussitot a l’aide des resultats du 
paragraphe 3, et de ceux de [6]. 
Nous voudrions signaler que suivant une remarque de J. Ludwig il est 
possible de donner une demonstration plus simple du th. 5.1 (utilisant de 
toutes facons les resultats du paragraphe 3). Nous tenons neanmoins a con- 
server notre version, car a notre sens elle donne un plan d’attaque general 
pour toute question de nature infinittsimale sur G. Un exemple en est 
fourni par the th. 5.16, pour lequel nous ne connaissons pas d’autre 
demonstration, et par la remarque 5.17 qui en dtcoule. 
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5.3. Rappelons (cf. [ll, chap. I, par. 11) qu’une deformation (formelle) 
dune algebre associative A sur C est la donnte d’une loi d’algebre sur 
respace vectoriel A [ [t] ] telle que: 
(i) l’application canonique A[ [t]] -+ A est un morphisme 
d’algbbres. 
(ii) A[[t]] est en fait une C[[t]]-algebre pour l’action evidente de 
CCCtll. 
Nous ne supposons pas necessairement que A possede une unite; si c’est 
le cas, on imposera a 1 E A [ [ t] ] dZtre Clement unite dans A [ [ t]]. 
Comme on peut le verifier facilement, une deformation de A est entiere- 
ment connue lorque l’on connait le produit de deux elements “constants”: 
si a et b sont dans A, leur produit dans A [ [ t]] est de la forme: 
a.b(t)= f ck(u, b) tk 
k=O 
ou ~,(a, b) = ab est le produit dans A, et ou les ck, k b 1, sont des applica- 
tions bilintaires verifiant certaines “conditions de cocycle” traduisant 
l’associativite de A [ Cl]]. Le produit de deux elements quelconques 
u=C; uktk et b=C,” b,t’de A[[t]] s’ecrit alors: 
c= f tS 1 u,.b,= f tS c 
s=O k+l=s s=O 
= f ( c Gh%h)) tS 
s=O k+l+m=s 
Si A est une algebre de Frechet, A [ [t]] N AN est muni dune structure 
naturelle d’espace de Frichet, et on voit que l’on obtient une algebre de 
FrCchet en imposant aux ck d’etre continus (nous dirons parfois par abus 
de langage que les ck sont les cocycles de la deformation; bien entendu, en 
general seul ci est un 2-cocycle de Hochschild). 
5.4. Nous avons introduit au paragraphe 4, no 4.9 et 4.10, certaines 
suites (;1,),,,, Jc { 1, . . . . n} de nombres reels, parametrant certaines “sous- 
varittts” Gx du dual dun groupe de Lie nilpotent tordu (G, w). A chaque 
parametre A, nous avons associt un ideal premier P, de U(g, o), engendre 
par une suite centralisante regulibre (ej),.,,, un ideal ferme Ni = P, * < de 
Y, et l’algbbre y?, = Y/N,. Nous allons maintenant ttudier l’algebre 9, = 
Y/N,“, oti comme d’habitude NT = nmsN N,y+ ‘; ces algebres joueront un 
role essentiel dans la demonstration du thtorbme 5.1. De mCme que nous 
avons interprete Yi comme l’algbbre des “fonctions differentiables” sur Gx, 
nous interprttons ~j. comme l’algebre des jets de fonctions differentiables le 
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long de la sowvariete @’ de Go. En particulier, lorsque le parametre I est 
maximal, correspondant a un point (2, a) de @, nous retrouvons 
l’algbbre des jets de fonctions differentiables au point (X, 0) que nous 
avions dttinie dans [6] (dans un contexte non tordu, mais la gtneralisa- 
tion est immediate). 
Nous dirons qu’un parametre A’ = (;1,),,,, est un prolongement minimal 
de 1, si ,I’ est un prolongement de 1 et #J’ = #.I+ 1. Vu la definition des 
parametres permis au no 4.10, il est clair que si 1 est un parambtre quelcon- 
que avec #J=s, il y a une unique suite j1(‘)=@<1(‘)< ... <1’“‘=1 de 
parametres telle que pour tout 1 < k < s, A(k) soit un prolongement minimal 
de Ick- ‘): 2(k) est simplement defini par la suite des k dernieres coordon- 
trees de 1. 
5.5. LEMME. Soit 2 un parametre minimal de &’ (i.e., #J= 1). Alors 
tous les ideaux NY + ‘, m EN, sont fermes dans Y, et L?~ = YplN,? est une 
deformation formelle de x, au sens du no 5.3. De plus, on peut choisir I’iden- 
@cation 9, N 9°C [t] ] de telle maniere que les cocycles de la deformation 
soient combinaison lintaire finie d’applications de la forme: 
ou u et v sont des operateurs dtfferentiels a coefficients polynomiaux dans 
l’identtfication $, N Y(Rn- ‘) don&e par lhlgorithme du no 4.10. 
Demonstration. (a) Supposons J = {j} avec j # n; il est clair que ceci 
equivaut a w(g, e,) # 0. Nous sommes done dans le cas (b) du no 4.10. 
Dans ce cas, l’algorithme commence par un changement de variables, 
c’est-a-dire par un isomorphisme canonique Y(G, w) 1: Y(R* x K, j?) = 
Y(R*, fil) t$$ 9’(K, f12), ou /3 = PI @B, est la somme directe du 2-cocycle 
canonique sur R* et dun 2-cocycle sur une algebre de Lie k de dimension 
n - 2. Par definition, le paramttrage de Yi se dtduit alors par transport de 
structure de celui de Yp, ou p est le parametre de (R2 x K) AB correspon- 
dant a A. Cela transforme J en { j + 1 } ou en { j + 2). Aprb un nombre fini 
de changements de variable, qui comme nous l’avons signal& au no 4.10, 
preservent l’algebre des operateurs differentiels a coefficients polynomiaux, 
nous pouvons done supposer que J= {n}. 
(b) Dans ce cas, on commence par effectuer une cotransformee de 
Fourier par rapport a la derniere variable. Priviltgiant la variable de 
Fourier, on peut ecrire: 
9’ N Y(R, Y(R”-‘)) 
et on a vu que dans ce cas la surjection canonique Y + 9” s’obtient simple- 
ment par evaluation au point t = 2,. Le generateur canonique 8, de P, que 
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nous avons construit est 8, = e, - 2in&,. En variables de Fourier, il agit par 
multiplication par 2ix(t - 2,). On voit done que N,“+ ’ = { cp E 9’ telque 
$k’(&J = 0 pour 0 <k Q m} est bien un ideal fermt de 9’. 
D’aprb le lemme de Bore1 classique, on obtient une surjection d’espaces 
de Frechet Y + Y; [ [t - I,,] ] en associant a cp E 9’ sa strie de Taylor au 
point t = I,; le noyau de cette surjection est N,” (ceci ne fait pas intervenir 
la structure d’algebre de 9’). Comme il est clair que cette identification fait 
de Y/N,” une C[[t-,I,]] -algebre, on voit que Y/N,” veritie les deux 
conditions (i) et (ii) du no 5.3, done est bien une deformation formelle 
de g.. 
(c) Reste a decrire la forme des cocycles. Pour cela, il suflit de savoir 
calculer le produit dans S$ de deux elements ‘pr et qp2 de Yi. Notons encore 
cpr et (p2 deux elements de Y egaux respectivement a cpl et (p2 au voisinage 
de t = 2,. Alors au voisinage de ,I,,, la formule du produit Ctablie au 
no 4.10(a) donne: 
CPI * (P2(t) = J--, cpI(xYpl) cp2(y) e 2ix(ra”(~Y~‘,Y)+a(xy-‘,y)) dy 
x e2in(&odxy-‘, Y) + a(.~-', Y)) dy 
en remplacant l’exponentielle par son developpement en serie (on voit done 
que pour de telles fonctions “constantes” cpl et q2 la fonction cpl * (p2 est 
analytique en t au voisinage de A,). 
En dtveloppant a,(~, y) en combinaison lineaire tinie de monbmes 
xayB =fJx) ffi( y), oti f, est la fonction x -+ xY, on voit que pour tout k E N 
I’application ( cpl, (p2) -+ c,(cp, , (p2) est combinaison lintaire finie d’applica- 
tions de la forme: 
od * est le produit dans .5$. Les ck sont done bien de la forme annoncte 
(on a mCme seulement des optrateurs de multiplication, a ce niveau). 
5.6. LEMME. Soit A un paran@tre de &’ avec J# 0, et soit ,I(‘) le 
paramttre minimal prolong& par 2 (cf. no 5.4). Pour allkger les notations, 
notons avec un indice 1 les objets sl; , N, , P, , . . . associh ci I(‘). Soit Tj. 1’idPal 
de yI correspondant ri 2. Alors dans l’identl>cation PI N Y; [[t - L,]] dt;fiie 
au lemme 5.5, on a N,T/N,” N T,T[[t - &,]I. 
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Dbmonstration. 11 est clair que T;. = NJN, est l’image de Ni dans x. 
Done l’image de Nm dans Y; est TF, ce qui montre que si cp = 
Cqk(t - &,)k appartient a N,“/N,“, on a ‘p. E Tm. D’autre part, le 
lemme 4.7 dit que N,” est stable par 8, = a/at; par passage au quotient, 
cela reste vrai pour N,F/N;“. Done (Pi = (l/k!)(a;“(p), E TT pour tout 
kE N, et on a bien NY/N,” c T,F[ [t - &,]I. Reciproquement, soit 
cp E Ty[[t -A,]], et montrons que Vm EN, cp E N,“+‘/N,“. Puisque 
,r+l cNy+’ de man&e tvidente, il sufht de montrer que l’on peut 
modifier cp par l’image dans $ dun Clement de N’; + ’ pour avoir ‘po= 
cp,= . . . =q&=o. 
Nous aurons besoin pour cela d’utiliser l’assertion (*) que nous avons 
ttablie dans la demonstration du lemme 4.7. En nous rappelant que 
l’operateur a, correspond a la multiplication par 2inx, dans les coordon- 
nees initiales, on peut affirmer l’existence d’une suite d’entiers p. = m + 1 < 
p1 < . . < pL, telle que: 
d’N;’ c NY I pour O<j<m 
. . . . . . . . . 
#NT c NT-1 pour 06 j<m. 
Comme cp E T,? c Ty, on peut trouver I/(‘) E NT telle que (cp - I,V’))~ = 0; 
et comme (cp - IJ?(‘))~ = (l/j!)(aj(cp - I,V”))~ on voit que (cp - t,V1$, TT-l 
pour 1 < j < m. En particulier, (cp - Ic/“‘)i E Ty -I; on peut done modifier 
$(‘) par un Clement de (t--&J Nfm-‘c NY-‘, pour obtenir $(*)E NT-’ 
telle que (cp - $‘2’)o = (cp - 11/‘2’)1 = 0; cette fois les (cp - $‘2’)j, 2 <j< m, 
appartiendront a Ty-*. Au bout de m &apes, on trouvera @“‘E N;’ telle 
que (~p-ll/‘“‘)~=O pour O<jdm-I, et (~-I/‘~)),EN~=N’J+~; 
modifiant ecrn) une dernitre fois, on obtient bien un element $ de N’J + ’ tel 
que(rp-$),=OpourO<j<m. C.Q.F.D. 
5.7. COROLLAIRE. Pour tout paramt?tre A de (I?“, I’idPal NA? est fermi 
dans 9’. 
Dtmonstration. Cela rtsulte aussitbt du lemme 5.6, par recurrence sur 
dim(G); en effet N,” est ferme dans Y d’aprb le lemme 5.5, et T,? est ferme 
dans Y; par hypothbse de recurrence, done T,? [ [t - A,]] = N,T/Ny est 
fermte dans $, d’ou le corollaire. 
5.8. COROLLAIRE (Structure des algebres .$). (a) Soit .I$ = Yl/T,“; 
alors $, N $ [ [t - A,]] est une dbformation formelle de yl ; les cocycles de 
cette d&formation sont dPduits de ceux de $ (cJ: lemme 5.5) par passage au 
quotient. 
(b) hrivons I”‘= 0 <A”‘< . .. <A’“‘= I comme au no 5.4. Pour 
1 d Ids notons q, N,, P,, . . . . les objets associh ri A(‘), et soit $= 
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$/(N,/N,)” (si Y; est identij2 a Y(H, /?) suivant l’algorithme du no 4.10, 6 
est le quotient de Y(H, /.3) associe au parametre de I? defini par les s - 1 
premieres coordonnees de 1). Alors on a une decomposition de 9. en systeme 
projectif (fini ): 
pour les applications canoniques fi+ $+ L avec P0 = Pi, $ = Yi, et $ est 
une deformation formelle de 9 1+1 pour O<l<s-1. On peut done tcrire 
~=%n~j-~jllj..I comme deformation formelle ittree de YL. 
(c) Si 8, est ident@ a F(H, 1) suivant lhlgorithme du no 4.10, les 
cocycles donnant les deformations ci-dessus sont combinaison lineaire finie 
d’applications de la forme : (cp, @) + (ucp) * (I$), ozi u et v sont des 
operateurs dtfferentiels a coefficients polynomiaux en les variables de H et en 
les tj deja definis. 
Demonstration. (a) Cela resulte immediatement du lemme 5.6, puisque 
$.=sP/NJ= zY;[[t-A,,]]/T~[[t--J,]] -$[[t-A,]], ce qui dC!init 
YA comme deformation-quotient de Y;. 
(b) Cela resulte dune application rep&e de (a), puisque l’on sait 
que les 8 sont toujours des algbbres de fonctions de Schwartz sur des 
algebres de Lie nilpotentes tordues convenables. 
(c) On a vu que les changements de variable effectues dans 
l’algorithme du no 4.10 preservaient l’algbbre des operateurs differentiels a 
coeffkients polynomiaux. Done la condition &rite est stable par applica- 
tion de l’algorithme, et resulte alors dune application rep&e du 
lemme 5.5, compte tenu de ce qui precede. 
5.9. Nous sommes maintenant en mesure d’entreprendre la demonstra- 
tion du theorbme 5.1. 
LEMME. Soit (E, p) un G-module temper& differentiable et topologique- 
ment irrtductible. Soit J un parametre de G tel que l’action de 9 dans E 
passe au quotient en une action de pi. Alors si I n’est pas maximal, il existe 
un unique prolongement minimal ,I’ de I (cf. no 5.4) tel que l’action de Y 
passe au quotient en une action de $... 
Demonstration. Supposons 1 non maximal, et soit 8, N Y(H, p) N 
Y(Rm) suivant l’algorithme du no 4.10. Quitte a faite un nombre tini de 
changements de variable, ce qui n’affecte pas la description de .$. comme 
deformation formelle it&e de Yi donnee au car. 5.8, on peut supposer que 
P(h e,) = 0. 
On effectue alors la cotransformation de Fourier partielle &m pour tcrire 
,4e, sous la forme Y(R, Y(R”-‘)) avec un produit “fibre a fibre.” Ceci 
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permet de dtfinir pour tout ouvert 52 de R l’ideal 9(Q) de Y1, forme des 
elements a support compact contenu dans Q. 11 est clair que l’ideal Y(Q) 
est stable sous l’action des optrateurs differentiels a coefficients 
polynomiaux. 
Soit j, le premier Clement de J, t, = rj,, 2, = Aj,. Dans les notations du 
corollaire 5.8, on a done $s- i = YA[ [t, -nil]. D’apres ce qui precede, on 
voit immtdiatement que S(Q)[ [ t, - A, ] ] est un ideal de $ _ i, et il est 
clairement stable sous l’action de tous les operateurs differentiels a coef- 
ficients polynomiaux en les variables de H et en t,. Done la construction 
se poursuit de proche en proche, et on voit que $(a) = Y(Q)[ [tj- Lj]ljeJ 
est un ideal de 3.. De plus, il est evident que si 52, et Q, sont deux ouverts 
disjoints de R on a $(a,) P(Q,)=O, et que 2(R) est dense dans pi. 
Nous dirons que El, = 0, si 3(Q) E = 0. Nous voudrions maintenant 
dtfinir le support de E comme le compltmentaire du plus grand ouvert Sz 
tel que El, = 0. Comme l’utilisation de partitions de l’unite ne semble pas 
possible, nous allons directement demontrer que si Q = Uit, Qj, et si 
$(Qi) E = 0 Vi E 1, alors $(a) E = 0. Soit cp = L’cp,(t - 1)’ E 2(Q). Alors 
pour tout XEE, on a cpx=lim,,, y,, Ori Yk= (&alsk vm(t-n)a) x. On 
voit done qu’il suffit de demontrer que Y(Q)[t, - LjljcJ annule E (noter 
qu’a priori Y(Q)[tj - AjljEJ n’est pas un ideal de L$). Comme les tj - Aj 
agissent aussi dans E, par l’intermediaire des elements 19, correspondants 
dans U(g, w), on voit qu’il suffit de montrer que Y(Q) annule E. Mais a 
ce niveau on peut utiliser un argument de partition de l’unite, et ecrire 
9(Q)= +isX 4(52,) (sommes finies). Done Y(Q) E=O, et notre assertion 
est prouvee. 
Une fois en possession de la notion de support dun g$module, on peut 
demontrer comme dans le cas commutatif (cf. no 2.4) qu’en fait supp(E) est 
reduit a un point: supp(E) = {A,}. En d’autres termes, si 52 est le com- 
plementaire de I,, l’action de 9. dans E passe au quotient par l’ideal 
3(O). Soit 1’ le prolongement minimal de I defini par A,. Alors $ est un 
quotient de pi,, le noyau &ant Np/N,T. Pour achever la dCmonstration ii 
ne nous reste done plus qu’a prouver que 3(Q) est dense dans N,y/N,F. 
Comme toute la situation se decompose en produit, Ton se ram&e a 
demontrer que .Y(Q) est dense dans l’espace des cp E Y1 dont la serie de 
Taylor en. t = 1, est nulle, ce qui est bien connu. 
5.10. Fin de la d&nonstration du thkortme 5.1 Cjusqu’au no 5.12). Soit 
toujours (E, p) un G-module tempere differentiable et topologiquement 
irreductible. 
Par applications rep&es du lemme 5.9, en partant du parambtre vide, 
on voit qu’il existe un (unique) parambtre maximal 1 de G tel que l’action 
de Y dans E passe au quotient en une action de l’algebre 9’. Nous avons 
vu au no 4.11 que dans ce cas P, = I est le noyau de l’action de U(g) dans 
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Xw, ou (2, c) est la representation unitaire irriductible correspondant a 
2, et que N, = 9’ * Z= M est le noyau de l’action de Y dans 2. Done nous 
avons dtmontre qu’il existe une unique representation unitaire irreductible 
de G telle que l’action de Y dans E passe au quotient en une action de 
y/Mw =dCCfj-3LjlljcJ, en notant d = Y/M = .T$.. Rappelons que 
d N W si 2 est de dimension infmie, d = C si 2 est de dimension 1 (cela 
rbulte de l’algorithme du no 4.10; cf. aussi [6, th. 3.31). 
Dans le cas dun parametre maximal, nous avons demontre dans [6, 
prop. 5.61 qu’en fait toutes les puissances finies Mm+’ de M sont des 
ideaux fermes de 9’; cela nous avait conduit A considtrer le systeme 
projectif d’algbbres de Frechet J&Y/M”+ I. La decomposition Y/Mm = 
&[ [r,- Aj]ljEJ constitue deja une sorte de “lemme de Borel” non-com- 
mutatif; il sera cependant commode de l’enoncer sous une forme plus 
intrinseque comme suit: 
5.11. LEMME (“Lemme de Borel”). L’injection canonique Y/Mm + 
&tlJ Y/M”+’ est un isomorphisme d’algdhres de Frt!chet. 
D&monstration. Notons ri, . . . . r, les indtterminees (tj - Aj)j,J prises 
dans leur ordre naturel, de sorte que l’espace de Frtchet Y/MO3 est iden- 
tilie A d[ [r,, . . . . T,] 1. Pour chaque multi-indice c( E N”, on a done une 
“application-coefficient” cp + (Pi, surjection continue de Y/M” vers d. 
Nous allons demontrer que pour chaque CI lixe on a (pa(Mm+‘) =0 pour 
9 0. 
Soit 8,, . . . . 8, la suite centralisante regulibre engendrant Z construite au 
no 4.10. Comme notre assertion garde un sens pour les groupes de Lie 
nilpotents tordus, on peut raisonner par recurrence sur dim (G). Dans les 
notations du corollaire 5.8, on peut considtrer Y’/M” comme deformation 
de $ zd[[z,, . . . . tspl]]. Soit c(‘=(cli, . . . . c~,~i), et M, l’ideal M/N, de 
3, de sorte que $ = x/MT. Ecrivons cp = CkcN (PATS. On doit dtmontrer 
que pour m $0, (cp,,),, = 0 des que cp E M” + ‘. Par hypothbe de recurrence, 
il sufht pour cela de prouver que si m’ E N est donne, il existe m E N tel que 
b,,kMY’+’ d&s que (peM”‘+‘. Or on a clairement ‘p,, E My+’ si 
REM”‘+‘; et pour tout kEN, cpk= (l/k!)(~Y~/d~f),. 11 suffit done de 
prouver que (d/d~,)'~ M” + ’ c M”’ + ’ pour m >>O. C’est le probleme que 
nous avons deja eu a resoudre dans la demonstration du lemme 5.6; nous 
avons vu que cela resultait de l’assertion (*) Ctablie dans la demonstration 
du lemme 4.7. 
Pour conclure la demonstration du lemme, on procede comme suit. Soit 
~=(~m),~&inO‘W”+‘, od chaque $,,, est un representant du prtct- 
dent. On veut montrer que $ est l’image d’un element ~EY/M”. Pour 
cela, on commence par choisir cp (O) E Y’/M” arbitraire se projetant sur tie. 
Puis on choisit cp (I) E M/M” tel que (p(O) + q(l) se projette sur $, , . . . et ainsi 
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de suite on choisit q’“’ E Mm/Ma tel que cp(‘) + ... + q’“) se projette sur 
I,$~. D’aprbs ce que l’on vient de dtmontrer, pour CI ENS lixe, on a 
(cp’“)), = 0 pour m % 0. C’est exactement la condition qu’il faut pour que la 
strie C, E N q(“’ converge saris Y/M” vers un Clement rp qui repond 
evidemment a la question. 
5.12. Nous pouvons maintenant appliquer a Y/M” les resultats de [6] 
sur l’algebre @ Y/M”+ ‘. En particulier, d’aprb [6, th. 1.51 on a une 
decomposition de Y/M” comme produit tensoriel d’algebres de Frechet 
d 6 C, oti C est un certain anneau local noetherien complet, en general 
non-commutatif, Ctudie dans [7]. Ici nous aurons seulement besoin de 
savoir que C est limite projective de C-algebres de dimension linie, done 
C 2: CN comme espace de Frechet (car C est de dimension infinie sauf dans 
le cas trivial oti dim(G) = 0). 
Dans le cas oti d = C, il resulte immediatement du lemme 2.3 que tout 
sous- Y/M”-module de E est ferme, done nul ou Cgal a E tout entier puis- 
que E est topologiquement irreductible. En d’autres termes, E est un 
Y/M”-module algebriquement simple. Or Y/M” N C n’a qu’un seul ideal 
a gauche maximal, a savoir son radical m (cela rtsulte aussitot de [7, 
prop. 4.5.1]), et C/m NC est de dimension 1. Done dim(E) = 1, et E est le 
caractere unitaire de G correspondant a M. 
Supposons maintenant que d 1: W. Alors la restriction a d de l’action 
de Y/M” d&nit une action de W sur E, manifestement non-degentree au 
sens de la definition 3.2 (en effet Y/Mm est un W-module non-degenert 
comme produit denombrable de W-modules non-degentres, et alors 
W” * E = W * (Y/M” ) * E = (Y/M” ) * E = E). D’aprbs le thtoreme 3.4, 
on a done une decomposition E = S 6 F, oh S est le W-module simple 
standard et F = Horn&S, E). En outre on a une action continue de C sur 
F (lemme 3.13), et ii est clair que si F, est un sous- C-module ferme de F, 
S & F, est un sous- Y/M”-module ferme de E, done le C-module F est 
topologiquement irrtductible. Comme precedemment, on en dtduit que 
dim(F) = 1, done E z S est deja irrtductible comme W-module, et l’action 
de C dans F passe au quotient par le radical m. 
De la description de [6, th. 1.51 il rtsulte que JX? & m c Y/M” est Cgal 
i M/M”. Done l’action de Y dans E passe en fait au quotient en une 
action de Y/M= d. Or d’aprb le th. 3.4, & n’a qu’une seule representa- 
tion topologiquement irrtductible non-dCgkntr&e, A savoir &, d’oti 
E-.X3. C.Q.F.D. 
5.13. COROLLAIRE (lemme de Schur tempkrt). Soient El et E2 deux 
G-modules tempkrks topologiquement irriductibles. Alors il n’existe un 
opkrateur d’entrelacement fermi non nul de E, vers E, que si et seulement si 
E, 5 = E,, % Xm. Si cette condition est remplie, l’ophateur d’entrelacement 
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est unique ci la multiplication par un scalaire non nul prh. (Nous disons 
ophateur fermt pour opdrateur fermP non ntcessairement borne et denskment 
d&i). 
En particulier, si E est un G-module tempPrC topologiquement irrCductible, 
il existe (X, a) E 6 unique tel qu’il existe un ophateur d’entrelacement fermi 
non nul de Z vers E; cet ophateur est alors unique Li la multiplication par 
un scalaire non nul prb. 
Demonstration. La donnee d’un d’entrelacement ferme non nul de E, 
vers E2 Cquivaut a la donnee dun sous- G-module ferme F # 0 de E, @ E2, 
disjoint de E, et de E,. Alors F, delinit un opkrateur d’entrelacement 
ferme de E,, vers E,,. Comme les Ejm sont de la forme Xw pour 
(q, aj) E G convenables, le lemme de Schur classique s’applique (cf. [ 14, 
th. 3.2]), et on voit qu’il ne peut exister un tel entrelacement que si E,, N 
E,, N Xm. 
Dans ce cas, on peut identifier El, 0 Ezco a Y& @&,, et alors 
l’adhirence dans E, 0 E2 de la diagonale de %a @ Xw fournit l’operateur 
d’entrelacement cherche (m&me demonstration que dans [ 14, th. 3.21). 
L’unicite a la multiplication par un scalaire non nul pres resulte de ce que 
les seuls operateurs d’entrelacement fermes de Xm vers lui-m&me sont les 
scalaires. 
5.14. Remarque. On voit en particulier que si E,, z EZm ‘v &?, tous les 
operateurs d’entrelacement fermb non nuls de E, vers E, ont mCme 
domaine et mCme image, et que cet espace est canoniquement muni dune 
topologie d’espace de Frechet qui en fait un G-module temper+. topologi- 
quement irreductible. 11 serait raisonnable de noter E, n E, ce G-module. 
5.15. COROLLAIRE (cf. [13, car. 3.4.2; 14, car. 3.41). Soit E un G-module 
tempt% dlyfkrentiable et topologiquement irrkductible. Soit E’ un G-module 
dlffkrentiable tempt%! quelconque. Alors pour tout u E Hom,( E, E’), u(E) est 
fermt dans E’. 
Demonstration. D’apres le th. 5.1, E z #J pour un (&‘, CT)E d con- 
venable; en particulier E est annul6 par le noyau M de l’action de Y dans 
Y&. Si Y/M = C il n’y a rien a demontrer. Supposons Y/M N W, et soit 
E; l’annulateur de M dans E’. D’apres le th. 3.4, E; se decompose en 
Xw & F sous l’action de W”, done de 9, et l’image de u est de la forme 
Pm @ D, od D est un sous-espace de dimension 1 de F, done ferme. 
5.16. Voici une autre application du mode de raisonnement qui nous a 
servi a Ctablir le th. 5.1. Rappelons qu’un ideal P dans une algtbre A est dit 
premier, si l’algebre A/P ne contient pas deux ideaux non nuls J, et J2 tels 
que J,.J*=O. 
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THBOR&E. Soit P un ideal premier fermi de 9’. Alors il existe une 
unique representation unitaire irrtductible (2, o) de G, de noyau M, telle 
que M” c P. 
Inversement, l’ideal M” est premier (et fermi!), et dans la decomposition 
.Y”/M” N ~4 6 C rappelee au no 5.12, on a une correspondance bijective 
entre ideaux fermes de Y contenant M”, et ideaux de lhnneau local 
noethtrien complet (non necessairement commutattf) C. En particulier, on a 
une correspondance bijective entre ideaux premiers fermes de Y contenant 
M”, et ideaux premiers de C. 
Demonstration. Pour la premiere assertion, il suffit de montrer que le 
lemme 5.9 reste valable si l’on y remplace E par 9/P, consider-e comme 
Y-module a gauche. Dans les notations de la demonstration du lemme, il 
s’agit de montrer que supp(Y/P) = (A,} est reduit a un point. Or comme 
P est premier, si Q, et Q2 sont deux ouverts disjoints de R, et si l’idtal 
$(Q,) n’annule pas Y/P, alors l’ideal $(Q,) annule Y/P. Cela n’est 
possible que si supp(Y/P) est reduit a un point. 
Le fait que l’ideal M” soit premier rtsulte du fait que l’anneau C est 
integre [7, prop. 4.511. En effet la decomposition Y/M” 1: 94’” 6 C 
montre que C s’identifie a Horn w, &W, Y/M”) et que la loi d’algebre sur 
C nest autre que la loi canonique definie au lemme 3.13. Alors il est clair 
que l’on a une correspondance bijective entre ideaux fermes de Y/M(*) et 
ideaux de C (necessairement fermts d’apres le lemme 2.3 et la noethtrianite 
de C). Si maintenant on a dans Y/M” deux ideaux J, et J2 de produit 
nul, on peut les supposer fermes en les remplacant par leur adherence, et 
l’on obtient done deux idtaux K, et K2 de C de produit nul, ce qui n’est 
possible que si l’un des deux est nul. 
Le m&me raisonnement applique au quotient de Y/M” par un ideal 
ferme quelconque montre que P I> M” est premier si et seulement l’ideal p 
de C correspondam l’est. C.Q.F.D. 
5.17. Remarque. Le th. 5.16 permet en fait de donner une version du 
th. 5.1 pour les G-modules localement convexes topologiquement irreduc- 
tibles et temper-es en un sens faible. On trouve qu’un tel G-module contient 
toujours Ha comme sous-espace dense et est contenu dans K, (antidual 
de Zm). r 
6. EXTENSIONS ENTRE MODULES TEMPBR~S 
Dans ce paragraphe tous les G-modules sont supposes differentiables. 
6.1. Notons Temp, la cattgorie des G-modules (differentiables) tem- 
per-b. Comme nous nous sommes limit&s aux espaces de Frechet, il semble 
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peu probable que la categoric Temp, posdde suffisamment d’objets 
(relativement) injectifs, au sens de [ 12, chap. III, def. 1.21. En revanche, 
comme nous allons le voir, elle constitue un cadre excellent pour les raison- 
nements homologiques. 
6.2. LEMME. Soit F un espace de FrPchet. Alors Y(G, F) avec lhction 
r&gulit?re gauche de G est un objet relativement projectif de Temp,. 
Dkmonstration (cf. [2]). Soit p: A + B une surjection forte de 
G-modules, avec A et B dans Temp,. Soit s: B -+ A un relbvement de 
l’espace de Frtchet B dans A, et soit u: 9’(G, F) + B un G-morphisme. On 
choisit x E 9’ telle que fG x(g) dg = 1. Si cp E Y(G, F) est donne, on pose 
cp,(g’) = cp(gg’-‘), et on d&it v(q) par: 
Comme l’application (g, g’) + x( g’) cp( gg’ - I) appartient manifestement a 
Y’(G x G) = Y(G, Y(G)), on voit que g + u(xcp,) E Y(G, B), et alors la 
definition des G-modules temper&s (def. 1.2) entraine que l’application g -+ 
gsg-‘u(xcp,) appartient a Y(G, A). Done l’inttgrale converge; la verifica- 
tion du fait que v est un G-morphisme et que p o v = u est immediate. 
6.3. COROLLAIRE. La catigorie Temp, possPde suffisamment de projec- 
t@. 
Dkmonstration. D’aprb le theorbme de Dixmier-Malliavin rappelt au 
no 1.6.1 l’application canonique 9’(G, E) + E donnee par p(p) = SC p(g) dg 
est une surjection (forte, comme on le verilie aisement). 
6.4. Si E, et E, sont dans Temp,, le corollaire 6.3 permet de delinir les 
foncteurs Ext&,,,JEl, E2) et Torztemp(E1, E2) par les resolutions projec- 
tives du premier facteur pour les Ext, de n’importe quel facteur pour les 
Tor (en utilisant le produit tensoriel projectif). Nous nous proposons main- 
tenant de demontrer que les Ext,&mp ainsi definis sont en fait les memes 
que les Extz habituels, detinis a l’aide d’une resolution injective du 2eme 
facteur (cf. [12, chap. III, def. 1.33). 
6.5. LEMME. Soit E l Ternp~, et soit F un espace de Frkhet. Alors 
ExtJ,(Y & F, E) = 0 Vj> 0. 
DPmonstration. (a) Cas oti E est lui-mCme de la forme Y 6 A!, et od 
G= R. On doit alors demontrer que Extk(Y(R, F), Y(R, M)) =O. Soit 
g = R l’algbbre de Lie de G. D’aprts le theorime de van Est [ 12, chap. III, 
par. 7, car. 7.21 il suflit de prouver que Ext:(Y(R, F), Y(R, M)) = 0, avec 
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une action de g par -d/dt. Une transformation de Fourier sur les deux 
membres nous rambne au cas dune action par multiplication par t. Le 
raisonnement est alors exactement le m&me que dans [7, lemme 4.51 (c’est 
un problbme de division de distributions, qui necessite un peu de soin a 
cause des conditions de croissance). 
(b) Cas oh E est quelconque, dim(G) = 1. On considbre la suite 
exacte forte 0 + E, + 9’(G, E) + E + 0, oh 9’(G, E) + E est l’application 
canonique. La longue suite exacte de cohomologie correspondante donne 
une surjection: Ext,!JY(G, F), .4p(G, E)) + ExtL(Y(G, F), E) + 0. D’apres 
(a), Exth(Y(G, F), 9’(G, E)) = 0. Done Ext,!JY(G, F), E) = 0. 
(c) Cas oi G est quelconque, j= 1. Alors le lemme dit que toute suite 
exacte forte de G-modules 0 + E + X + Y(G, F) + 0 est scindee sous 
l’action de G. Comme 9’(G, F) est relativement projectif dans la cattgorie 
Temp,, il sufft pour cela de montrer que le G-module X est temper+. (en 
effet la rigularisation des cocycles, cf. [ 12, chap. III, par. 1, prop. 1.71 
montre aussitot que X est differentiable). Choisissons un Cpinglage de g 
(def. 4.1). D’apres le lemme 1.7, il suflit de montrer que X est ternperk sous 
l’action des sous-groupes a un parambtre exp(Re]) de G. Or le choix dune 
base coexponentielle a Rej dans g [ 1, chap. I, no 3.61 montre aussitot que 
le exp(Rej)-module Y(G, F) est de la forme Y(R, Fr), avec F, = 9’( Y, F), 
od Y N R”- ’ est une sous-varitte algebrique de G “supplCmentaire” de 
exp(Rej). D’apres (b), on a done X= EO Y(G, F) sous l’action de 
exp(Rej), ce qui montre bien que XlexpfRe,) est temper& 
(d) Cas general. On fait une recurrence sur dim G. D’apres (b), on 
peut supposer dim(G) > 1. Choisissons comme dans (c) un tpinglage de g. 
D’apres le theoreme de van Est deja cite, nous avons a demontrer la nullite 
de Hj (g, Hom(Y(G, F), E)) pour tout j > 0. Considerons la suite spectrale 
de Hochschild-Serre par rapport a l’ideal g, de g. On a: 
J%’ = HPklgl, Hq(gl, Hom(Y(G, F), E))). 
Comme on est dans le cas d’un ideal de codimension 1, la suite spectrale 
donne en fait naissance a des suites exactes: 
Comme en (c), on voit que si G, =exp(g,), le G,-module Y(G, F) est de 
la forme .4P(G,, F1) avec F, N Y(R, F). Par hypothbse de recurrence, on a 
done E,Pq=O si q >O. Les suites exactes ci-dessus montrent alors que 
Hj(g, Hom(Y(G, I;), E)) = 0 pour tout j Z 2. Mais on sait deja que H’ = 0 
d’apres (c). C.Q.F.D. 
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6.6. COROLLAIRE. Pour E et F dans Temp,, les cohomologies 
Ext* o+&E, F) et ExtE(E, F) sont canoniquement isomorphes (nous ne 
considkrons pas de topologie sur les Ext). 
D&monstration. Soit X, + E -+ 0 une r&solution forte relativement pro- 
jective de E avec Xj de la forme 9’(G, Fj) Vj 2 0. Alors 0 + Hom(E, F) + 
Hom(X,, F) est une r&solution du g-module Hom(E, F), et d’aprks le 
lemme les g-modules Hom(X,, F) sont acycliques. 
D’aprbs le thkorkme des rksolutions acycliques, le complexe Horn&Xi, F) 
= Hom,(Xj, F) calcule done la g-cohomologie de Hom(E, F), c’estkdire 
les Ext’,(E, F). C.Q.F.D. 
(N.B. Lorsque l’on a appliquk le thkor&me de van Est, et que l’on oublie 
comme nous le faisons la topologie sur les Ext, les Ext continus entre E et 
F s’identifient g la cohomologie du g-module Hom(E, F) des applications 
lintaires continues de E vers F, consid& de faGon purement algtbrique. 
C’est ce qui justice l’application du thkorbme des r&solutions acycliques.) 
6.7. COROLLAIRE. Soit 0 + E’ + E + E” -+ 0 une suite exacte forte de 
G-modules dgfdrentiables. Alors E est temptrk si et seulement si E’ et E” le 
sont. 
Dkmonstration. La nkcessiti est Cvidente (prop. 1.4). Considtrons la 
suffisance. D’aprbs le lemme avec j= 1, la surjection canonique 
Y(G, E”) + E” se rel&ve en un G-morphisme Y(G, E”) + E, puisque 
l’obstruction au relkvement se trouve dans ExtL(Y(G, E”), E’) = 0. En con- 
sidtrant d’autre part la surjection canonique Y(G, E’) + E’, on obtient un 
G-morphisme Y(G, E’O E”) + E qui est Cvidemment surjectif, d’od le 
rksultat d’aprbs la prop. 1.4. 
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