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Lin and Ke consider the M/M/R queue with working vacation [Chuen-Horng Lin, Jau-Chuan
Ke, Multi-server system with single working vacation, Appl. Math. Modell. (2008),
doi:10.1016/j.apm.2008.10.006], and derive a computable explicit form for rate matrix R
of the geometric approach and the stationary probabilities of the queue. However, it con-
tains some errors concerning the terminology, notations and the ﬁnal form of rate matrix
R. This note shows that the classical Quasi-birth-death (QBD) formulation of the M/M/R
queue with working vacation naturally leads to the inﬁnitesimal generator matrix of the
QBD process and the probability interpretation of matrices involving in the inﬁnitesimal
generator matrix.
 2009 Elsevier Inc. All rights reserved.Lin and Ke consider the M/M/R queue with working vacation [1], where the system is described by two random variables
k ðk ¼ 0; . . . ;RÞ and n ðn ¼ 0; . . . ;1Þ. R k is the number of servers on a working vacations, while n denotes the number of
customers in the system. After writing the balance equations, they arrive at equation PQ ¼ 0 (see Eq. (12) in [1]). They apply
the matrix geometric method [2] for the steady state probabilities. Some comments concerning their paper [1] are summa-
rized as follows.
 The classical queueing books authored by well-known authors such as Kleinrock [3], Latouche and Ramaswami [4] and
Neuts [2] conventionally use the inﬁnitesimal generator matrices in a consistent way such that the generator matrices
have negative diagonal elements and non-negative off-diagonal elements. However the authors (Lin and Ke [1]) do not
follow the convention, which may cause confusion for people who were ‘‘educated” from the classical queueing books.
 In page 4 of [1], a0; . . . ; aR, b0; . . . ; bR1, c0; . . . ; cj and djþ1; . . . ; dR are used to denote the elements of matrices Aj, AR and Cj
which gives the impression that Aj, AR and Cj are the same matrices. However, in page 5 of [1], it turns out they depend
on j. That means, they should be introduced as a0;j; . . . ; aR;j, b0;j; . . . ; bR1;j, c0;j; . . . ; cj;j and djþ1;j; . . . ; dR;j.
 The authors do not provide the proof that R is an upper triangular matrix. Note that R can be constructed from the
eigenvectors presented below. Because the special structure of the matrix polynomial, it is straightforward from Eqs.
(8) and (12) that R is an upper triangular matrix.
 There is a mistake in Eq. (19.1) of [1]. Namely, the authors use ± in the expression for rii, which means that two values
are acceptable for each rii. However, only one is accepted (the one with + sign before the square root of a2i þ 4eik), which
is shown in a more comprehensible way in the following than in the paper [1] by Lin and Ke.
In what follows, we provide the classical QBD description of the M/M/R queue with working vacations. It is observed that
the evolution of the system described by ðk;nÞ is driven by the following dynamics, corresponding to. All rights reserved.
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 the departure of customers from the system, which may cause the start of a vacation of a speciﬁc server,
 the end of a vacation of a speciﬁc server.
Therefore, the changes in the system are due to the following transitions.
(a) Anði; kÞ denotes a transition rate from state ði;nÞ to state ðk;nÞ ð0 6 i; k 6 R;n ¼ 0;1; . . .Þ, which is due to the end of the
vacation period of servers.
(b) Bnði; kÞ represents one step upward transition from state ði;nÞ to state ðk;nþ 1Þ ð0 6 i; k 6 R;n ¼ 0;1; . . .Þ, which is due
to the arrival of customers.
(c) Cnði; kÞ is the transition rate from state ði; nÞ to state ðk;n 1Þ ð0 6 i; k 6 R;n ¼ 1; . . .Þ, which is due to the departure of
customers.
An, B

n and C

n are matrices which elements are A

nði; kÞ, Bnði; kÞ and Cnði; kÞ, respectively. These matrices can be easily writ-
ten based on Fig. 1 of [1]. It can be observed some of matrices An, B

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Cn ¼ C ¼ Diag Rlv ; . . . ; ðR iÞlv þ ilb; . . . ;Rlb
 ði ¼ 0; . . . ;RÞ8n > R: ð3Þ
The inﬁnitesimal generator matrix (Q) of the QBD process can be written as followsQ ¼
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; ð4Þwhere Q00 ¼ A0  DA

0  B, Qnn ¼ An  DA

n  DCn  B and Q  ¼ A  DA  C  B.
DA

n and DC

n are diagonal matrices. The diagonal elements are the sum of the elements in the corresponding row of An and
Cn.
The balance equations can be written as followsP0Q00 þ P1C1 ¼ 0; ð5Þ
Pn1B
 þ PnQnn þ Pnþ1Cnþ1 ¼ 0ðnP 1Þ; ð6Þ
where Pn ¼ ½p0n; p1n; . . . ; pRn.
For n > R, we can rewrite Eq. (6) asPn1B
 þ PnQ  þ Pnþ1C ¼ 0: ð7ÞTherefore, the steady state probabilities for nP R can be obtained with either the matrix geometric approach [2,4] or the
spectral expansion [5].
The spectral expansion approach: the steady state probabilities can be obtained as followsPn ¼
XR
i¼0
bixni wiðnP RÞ; ð8Þwhere ðxi;wiÞ pairs are the eigenvalues and vectors of the characteristic matrix polynomial QðxÞ ¼ B þ Q xþ Cx2 and bi are
the coefﬁcients to be determined. That is, wiQðxiÞ ¼ 0 and det½QðxiÞ ¼ 0. It is proved in [5] that xi is the eigenvalues inside the
unit circle and their number of eigenvalues inside the unit circle is Rþ 1 if the QBD process is ergodic. QðxÞ is the upper tri-
angular matrix in the current case, therefore det½QðxÞ is the product of the diagonal elements ðk ðkþ ðR kÞm
þðR kÞlv þ klbÞxþ ððR kÞlv þ klbÞx2 ¼ k ðkþ ak þ bkÞxþ bkx2Þ for k ¼ 0; . . . ;R) of QðxÞ. Note that ak ¼ ðR kÞm and
bk ¼ ððR kÞlv þ klbÞ. It is observed that k ðkþ ak þ bkÞxþ bkx2 polynomials (k ¼ 0; . . . ;R) has two roots
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðkþ ak þ bkÞ2  4bkk
q
2bk
; ð9Þandkþ ak þ bk þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðkþ ak þ bkÞ2  4bkk
q
2bk
; ð10ÞIt is easy to be proved that only the former root is inside the unit circle, thereforexk ¼
kþ ak þ bk 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðkþ ak þ bkÞ2  4bkk
q
2bk
ðk ¼ 0; . . . ;RÞ: ð11ÞThe corresponding wk can be easily obtained by solving wkQðxkÞ ¼ 0 because QðxkÞ is a matrix of special form.
The matrix geometric approach: we can writePn ¼ PRRnRðn > RÞ: ð12Þ
It is indeedR is the upper triangular matrix in the current case and the diagonal elements of R are the xi (i ¼ 0; . . . ;R), the
eigenvalues the characteristic matrix polynomial, inside the unit circle (in [1], the roots in Eq. (10) also appear). The off-diag-
onal elements of R can be determined as described in [1].
Concerning both the approaches, it can be observed that Pn (n ¼ 0; . . . ;R 1 are undetermined after either the computa-
tion ofR in the matrix geometric method or the calculation of the eigenvalues and vectors in the spectral expansion method.
That is, the number of unknowns (Pn for n ¼ 0; . . . ;R 1) is ðRþ 1Þ  R. Furthermore, there is an unknown PR with the matrix
geometric approach and unknowns bi (i ¼ 0; . . . ;R) with the spectral expansion method. That is, the total number of un-
knowns is ðRþ 1Þ  ðRþ 1Þ. In summary, the number of unknowns is the same in both the approaches. To solve for them,
we utilize the same set of linear equations (balance equations for n ¼ 0; . . . ;R and the normalization equation). That is,
 Eqs. (23) and (24) of [1] are to be used to ﬁnd the unknowns (Pn for n ¼ 0; . . . ;R) in the matrix geometric approach,
 Eq. (6) for n ¼ 0; . . . ;R and the normalization below are to be applied to ﬁnd the unknowns (Pn for n ¼ 0; . . . ;R 1 and bi
for i ¼ 0; . . . ;R) in the spectral expansion approach.
X1
n¼0
Pne ¼
XR1
n¼0
þ
XR
i¼0
bi
xRi
1 xi wie ¼ 1: ð13ÞTherefore, one can conclude that the complexity of solving the unknowns by both the methods is the same.
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