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Resumo
Neste trabalho estudamos a existeˆncia global e unicidade de soluc¸o˜es da equac¸a˜o da
onda, linear e semilinear, no Rn bem como averiguamos suas propriedades assinto´ticas.
Mostramos novas identidades de energia consideradas por Todorova-Yordanov em [25],
as quais sa˜o baseadas em um novo tipo de multiplicador associado a uma func¸a˜o
relacionada com o comportamento assinto´tico da soluc¸a˜o fundamental para a equac¸a˜o
da onda. Importante dizer tambe´m que essas identidades produzem estimativas que teˆm
va´rias aplicac¸o˜es como, por exemplo, mostrar que a energia local, fora de uma bola com
raio dependendo do tempo, decai exponencialmente.
Abstract
In this work we study the global existence and uniqueness of solutions for the linear and
semilinear wave equation in Rn. We also study their asymptotic properties. We present
new identities of energy considered by Todorova-Yordanov in [25] which are based in a
new type of multipliers associated to a function related to the asymptotic behavior of
the fundamental solution to the wave equation . It is also important to say that these
identities produce estimates that have many applications as, for example, to show that
the local energy, outside a ball with radius depending on the time, decays exponentially.
v
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Introduc¸a˜o
No presente trabalho estudamos a existeˆncia global e unicidade de soluc¸o˜es do pro-
blema de Cauchy associado a` equac¸a˜o semi-linear da onda em Rn, bem como averiguamos
suas propriedades assinto´ticas. Nosso problema e´ dado abaixo:
utt −4u+ ut = |u|p, (t, x) ∈ R+ × Rn (1)
u|t=0 = u0, ut|t=0 = u1 (2)
com 1 ≤ p < n
n−2 , se n ≥ 3 , 1 ≤ p < ∞, se n = 1 ou 2,  > 0 suficientemente pequeno,
com
u0 ∈ H1(Rn), u1 ∈ L2(Rn)
suppui ⊂ B(K) ≡ {x ∈ Rn; |x| < K}, i = 0, 1.
Neste estudo, destacamos o Teorema 9 que apresenta a existeˆncia e unici-
dade global de soluc¸a˜o desse problema e o Teorema 10 que analisa o comportamento da
soluc¸a˜o para tempos grandes.
No primeiro cap´ıtulo, deste trabalho, relacionamos alguns resultados sobre
Espac¸os de Sobolev e semigrupos lineares de classe C0. Mais especificamente, tratamos
nesse cap´ıtulo de resultados importantes, como a proposic¸a˜o que estabelece a diferencia-
bilidade de um semigrupo, bem como os teoremas de Hille-Yosida e Lumer-Phillips que
tratam da caracterizac¸a˜o de um semi-grupo de classe C0. No segundo cap´ıtulo, usamos
os resultados de semigrupos, desenvolvidos na primeira parte do trabalho, para mostrar
a existeˆncia e a unicidade global de soluc¸o˜es do problema linear associado:
utt −4u+ ut = 0, (t, x) ∈ R+ × Rn (3)
u|t=0 = u0, ut|t=0 = u1. (4)
Basicamente, reescrevemos o problema (3)–(4) como um problema de pri-
meira ordem, a saber:

dU(t)
dt
+ AU(t) = 0
U(0) = U0,
(5)
sendo A um operador linear. Em seguida, usando o Teorema de Lummer-Phillips, mostra-
mos que o operador A e´ gerador de um semigrupo S(t)t≥0 de classe C
0. Assim, a soluc¸a˜o
do problema linear (5) e´ dada por U(t) = S(t)U0.
Da mesma forma, reescrevemos o problema semilinear (1)-(2) do seguinte
modo:

dU(t)
dt
+ AU(t) = F (U)
U(0) = U0
. (6)
Agora, sendo A gerador de um semigrupo de classe C0 e uma vez que
tenhamos provado que F e´ uma aplicac¸a˜o Lipischitz-cont´ınua sobre conjuntos limitados,
no espac¸o de Hilbert considerado, obtem-se a existeˆncia de uma u´nica soluc¸a˜o local para
(6).
Por fim, no terceiro cap´ıtulo, demonstramos a existeˆncia global de soluc¸o˜es
e o comportamento assinto´tico da energia. Mostramos que a energia total decai com
taxa polinomial e caracterizamos uma regia˜o em que a energia (local) decai com taxa
exponencial. Mais especificamente, provamos que o funcional de energia
W (t) = ‖eϕ(t,·)Du(t, ·)‖L2 + (1 + t)n/4+1/2‖Du(t, ·)‖L2
e´ limitado para qualquer intervalo de tempo no qual a soluc¸a˜o esteja definida. Aqui a
func¸a˜o ϕ(t, x) e´ uma func¸a˜o relacionada com o comportamento assinto´tico da soluc¸a˜o
fundamental para a equac¸a˜o da onda.
Em geral, como neste trabalho, os resultados de existeˆncia global e compor-
tamento assinto´tico para problemas semilineares em domı´nios na˜o limitados sa˜o obtidos
apenas para dados iniciais pequenos ([7], [16], [15], [14]). O resultado de comporta-
mento assinto´tico aqui mostrado, resulta de um novo me´todo considerado por Todorova-
Yordanov em [25]. Esse me´todo tem se mostrado eficiente e tem sido usado por outros
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autores como em [15], [14], [16]. Inclusive esse me´todo tem sido efetivo para outras
equac¸o˜es como no caso de Chara˜o-Ikehata [7] que o aplicaram para o sistema de ondas
ela´sticas.
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Cap´ıtulo 1
Resultados Ba´sicos
1.1 Espac¸os de Sobolev
Nesta sec¸a˜o apresentaremos alguns resultados da teoria de Ana´lise Fun-
cional e dos Espac¸os de Sobolev que sa˜o necessa´rios neste trabalho, como o teorema de
Lax-Milgram e um teorema de regularidade el´ıptica.
Definic¸a˜o 1. Seja Ω um aberto do Rn, m ∈ N e p ∈ R tal que 1 ≤ p <∞. O Espac¸o de
Sobolev Wm,p(Ω) e´ definido por
Wm,p(Ω) = {f ∈ Lp(Ω);Dαf ∈ Lp(Ω),∀α ∈ Nn, 0 ≤ |α| ≤ m},
sendo Dα a derivada no sentido distribucional.
O espac¸o Wm,p(Ω) e´ um espac¸o de Banach com a norma
‖f‖Wm,p(Ω) =
∑
|α|≤m
∫
Ω
|Dαf |p dx
 1p . (1.1)
A notac¸a˜oHm(Ω) e´ usada para representar o espac¸oWm,p(Ω), quando p = 2.
Este espac¸o Hm(Ω) e´ um espac¸o de Hilbert com o produto interno
(f, g)Hm(Ω) =
∑
|α|≤m
(Dαf,Dαg)L2(Ω) . (1.2)
Naturalmente, se denota W 0,p(Ω) = Lp(Ω).
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Definic¸a˜o 2. Seja Ω um aberto do Rn. O espac¸o Wm,p0 (Ω) e´ definido como o fecho de
C∞0 (Ω) em Wm,p(Ω). Analogamente, Hm0 (Ω) e´ o fecho de C∞0 (Ω) em Hm(Ω).
Resultados da teoria dos espac¸os de Sobolev podem ser encontrados em [21],
[1] ou [18].
Teorema 1 (Lax-Milgram). Seja H espac¸o de Hilbert e a(u, v) forma bilinear cont´ınua
e coerciva sobre H. Seja f ∈ H ′. Enta˜o, existe u´nico u ∈ H tal que a(u, v) = (f, v),
∀v ∈ H.
A demonstrac¸a˜o pode ser encontrada em Brezis [5], pg. 84.
Observac¸a˜o 1. Uma forma bilinear a(·, ·) : H × H → R e´ cont´ınua se existe c > 0 de
modo que
|a(u, v)| ≤ c‖u‖‖v‖ ∀u, v ∈ H
tal forma bilinear e´ dita coerciva se existe α > 0 tal que a(u, u) ≥ α‖u‖2, ∀u ∈ H.
Teorema 2 (Regularidade El´ıptica). Sejam L um operador diferencial el´ıptico de ordem
2m, m ∈ N, definido em um aberto regular Ω ⊂ Rn e u ∈ D′(Ω), sendo D′(Ω) o espac¸o
das distribuic¸o˜es sobre Ω. Seja u soluc¸a˜o de Lu = f , no sentido distribucional, com
f ∈ L2(Ω). Enta˜o, u ∈ H2m(Ω).
Esse teorema e´ bem conhecido e sua demonstrac¸a˜o pode ser vista na re-
fereˆncia [2].
Nota 1. Os resultados apresentados acima sa˜o utilizados, juntamente com os resultados
da teoria de semi-grupos, para mostrarmos que o problema (3.1)-(2.2) possui uma u´nica
soluc¸a˜o global. A seguir, relacionaremos alguns to´picos da teoria de semigrupos.
1.2 Semigrupos de Operadores Lineares
Nesta sec¸a˜o, apresentamos a definic¸a˜o de semigrupo de classe C0 e alguns
teoremas importantes que sa˜o utilizados no Capitulo2. Comec¸aremos com a definic¸a˜o de
operador linear limitado.
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Definic¸a˜o 3. Sejam X e Y espac¸os de Banach. Um operador linear e´ uma aplicac¸a˜o
linear A : D(A) ⊂ X → Y , com D(A) o domı´nio de A. Diz-se que o operador linear e´
limitado se existe uma constante C ≥ 0 tal que
‖Au‖Y ≤ C ‖u‖X , ∀u ∈ D(A).
Neste caso, se o domı´nio de A e´ denso em X enta˜o A pode ser estendido a
todo X(como e´ demonstrado em [19] pg 100).
Representa-se por B(X,Y ) a famı´lia A : X → Y dos operadores lineares
limitados de X em Y . A func¸a˜o real ‖.‖ definida por
‖A‖B(X,Y ) = sup{x∈X:‖x‖X≤1} ‖Ax‖Y <∞,
e´ uma norma sobre B(X,Y ). Sabemos da teoria de a´nalise funcional que B(X, Y ) e´ um
espac¸o de Banach e B(X) representa os operadores lineares limitados de X em X.
Definic¸a˜o 4. Seja X um espac¸o de Banach e B(X) a a´lgebra dos operadores lineares
limitados de X. Uma famı´lia {S(t)}t≥0 e´ um Semigrupo de operadores lineares e limitados
de X se:
a. S(0) = I, com I operador identidade de X;
b. S(t+ s) = S(t)S(s), ∀t, s ∈ R+.
Ale´m disso, diz-se que o semigrupo {S(t)}t≥0 e´ de Classe C0 se
c. lim
t→0+
‖[S(t)− I]x‖ = 0, ∀x ∈ X.
Um exemplo de semigrupo de classe C0 e´ a func¸a˜o exponencial S(t) = etA
que pode ser definida quando A for um operador linear limitado. No caso em que A e´ um
operador linear na˜o limitado, com certas propriedades boas, pode-se tambe´m definir etA.
Isso e´ feito pela teoria de semigrupos (Gomes[9], Pazy[24]).
Para iniciarmos o estudo das propriedades dos semigrupos de classe C0 em
um espac¸o de Banach X, precisaremos do teorema abaixo, bem conhecidos da Ana´lise
Funcional.
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Teorema 3 (Teorema da Limitac¸a˜o Uniforme). Sejam X espac¸o de Banach e Y espac¸o
vetorial normado. Seja (Tn)n∈I famı´lia em B(X, Y ), com I conjunto de ı´ndices qualquer.
Supor que para cada x ∈ X, o conjunto {Tnx}n∈I e´ limitado em Y . Enta˜o, {Tn}n∈I e´
limitada em B(X, Y ), isto e´, ∃M > 0 tal que ‖Tn‖ ≤ M , ∀n ∈ I, com M independente
de n.
A demonstrac¸a˜o desse resultado pode ser encontrada em Groetsch [11],
pg.51.
Proposic¸a˜o 1. Se {S(t)}t≥0 e´ um semigrupo de classe C0, enta˜o ‖S(t)‖ e´ uma func¸a˜o
limitada em qualquer intervalo limitado [0, T ].
Demonstrac¸a˜o. : Afirmac¸a˜o: Existem δ > 0 e M ≥ 1, tais que ‖S(t)‖ ≤ M , ∀t ∈ [0, δ].
Se isso na˜o acontecesse, haveria uma sequ¨eˆncia (tn)n∈N, tn → 0+ tal que ‖S(tn)‖ ≥ n,
∀n ∈ N. Enta˜o, pelo teorema 3, ‖S(tn)x‖ na˜o seria limitado para algum x ∈ X, o que
entraria em contradic¸a˜o com o item c) da definic¸a˜o 4.
Ale´m disso, temos que M ≥ 1, pois pela condic¸a˜o a) da definic¸a˜o de semi-
grupo de classe C0, ‖S(0)‖ = 1.
Seja t ∈ [0, T ]. Portanto, para algum inteiro na˜o negativo n e algum r ∈ R,
com 0 ≤ r < δ temos que t = nδ + r. Logo
‖S(t)‖ = ‖S(nδ + r)‖
= ‖S(δ)nS(r)‖ ≤ ‖S(δ)n‖ ‖S(r)‖ ≤MnM =Mn+1,
o que mostra que ‖S(t)‖ e´ uma func¸a˜o limitada em [0, T ].
Corola´rio 1. Todo semigrupo de classe C0 e´ fortemente cont´ınuo em R+, ou seja, se
t ∈ R+ enta˜o lim
s→t
S(s)x = S(t)x, ∀x ∈ X.
Demonstrac¸a˜o. :
Consideremos t ≥ 0. Para cada x ∈ X e h > 0, segue que
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‖S(t+ h)x− S(t)x‖ = ‖S(t)[S(h)− I]x‖
≤ ‖S(t)‖ ‖[S(h)− I]x‖ → 0
quando h → 0, pois ‖S(t)‖ e´ limitada e lim
h→0
‖[S(h)− I]x‖ = 0, ∀x ∈ X.Tambe´m para
x ∈ X e para os valores de h tais que 0 < h < t, resulta
‖S(t− h)x− S(t)x‖ = ‖S(t− h)[I − S(h)]x‖
≤ ‖S(t− h)‖ ‖[I − S(h)]x‖ → 0
quando h→ 0.
Portanto, lim
s→t
S(s)x = S(t)x, ∀x ∈ X.
Observac¸a˜o 2. Sabemos que se A e´ um operador linear e limitado em X, enta˜o
∥∥etA∥∥ = ∥∥∥∥∥
∞∑
n=0
(tA)n
n!
∥∥∥∥∥ ≤
∞∑
n=0
tn ‖A‖n
n!
= et‖A‖ t ≥ 0. (1.3)
No caso da func¸a˜o exponencial, se w ≥ ‖A‖, enta˜o ∥∥etA∥∥ ≤ etw, para todo
t ≥ 0. Existe uma propriedade semelhante a esta para os semigrupos, que sera´ mostrado
na pro´xima proposic¸a˜o.
Vamos precisar do seguinte lema:
Definic¸a˜o 5. Uma func¸a˜o p : X → R, X espac¸o vetorial real e´ subaditiva se satisfaz
p(t+ s) ≤ p(t) + p(s), ∀t, s ∈ X
Lema 1. Seja p uma func¸a˜o subaditiva em R+ e limitada superiormente em todo intervalo
limitado. Enta˜o,
p(t)
t
tem limite quando t→∞ e
lim
t→∞
p(t)
t
= inf
t>0
p(t)
t
. (1.4)
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Demonstrac¸a˜o. :
Defina w0 = inf
t>0
p(t)
t
, sendo −∞ ≤ w0 <∞. A demonstrac¸a˜o sera´ dividida
em dois casos.
Caso 1: w0 > −∞.
Seja  > 0. Da definic¸a˜o de ı´nfimo, existe T > 0 tal que
p(T )
T
≤ w0 + .
Sejam t > T , n ∈ N e r real com 0 ≤ r < T tais que t = nT + r.
Considerando que p e´ subaditiva, resulta da definic¸a˜o de w0 que
w0 ≤ p(t)
t
≤ np(T ) + p(r)
t
=
nTp(T )
Tt
+
p(r)
t
≤ nT (w0 + )
t
+
p(r)
t
.
Tambe´m do fato que p e´ limitada superiormente em [0, T ), passando limite
quando t→∞ na desigualdade acima, obtemos
w0 ≤ lim
t→∞
sup
p(t)
t
≤ w0 + .
Como  e´ arbitra´rio, esta´ provado (1.4) para w0 > −∞.
Caso 2: w0 = −∞.
Para cada real w existe T > 0 tal que
p(T )
T
≤ w. Ana´logo ao caso anterior,
obte´m-se lim
t→∞
sup
p(t)
t
≤ w.
Como w e´ arbrita´rio, vemos que:
lim
t→∞
p(t)
t
= −∞.
Isso conclui a prova do lema.
Proposic¸a˜o 2. Seja {S(t)}t≥0 um semigrupo de classe C0. Enta˜o
lim
t→∞
log ‖S(t)‖
t
= inf
t>0
log ‖S(t)‖
t
= w0 (1.5)
e para cada w > w0 existe uma constante M ≥ 1 tal que
‖S(t)‖ ≤Mewt, ∀t ≥ 0. (1.6)
Demonstrac¸a˜o. :
A func¸a˜o log ‖S(t)‖ e´ subaditiva. De fato,
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log ‖S(t+ s)‖ = log ‖S(t)S(s)‖
≤ log (‖S(t)‖ ‖S(s)‖)
= log ‖S(t)‖+ log ‖S(s)‖ .
Pela proposic¸a˜o 1, a func¸a˜o ‖S(t)‖ e´ limitada superiormente em todo in-
tervalo limitado. Assim, log ‖S(t)‖ e´ uma func¸a˜o limitada superiormente em intervalos
limitados e pelo lema 1. Tomando p(t) = log ‖S(t)‖, conclui-se que (1.5) e´ va´lida.
Da definic¸a˜o de limite e de (1.5), se w > w0, existe t0 tal que para t > t0
vale a desigualdade
log ‖S(t)‖
t
< w. (1.7)
Do fato que ‖S(t)‖ ≤M0, ∀t ∈ [0, t0] e ‖S(0)‖ = 1, concluimos queM0 ≥ 1.
Agora, considerando w ≥ 0 em (1.7), obtemos:
log ‖S(t)‖ ≤ wt+ logM0, ∀t ≥ 0.
Aplicando a exponencial em ambos os lados da desigualdade acima, vemos
que:
‖S(t)‖ ≤ ewtelogM0 =M0ewt, ∀t ≥ 0.
No caso em que M =M0, verifica-se (1.6).
De modo ana´logo, se w < 0 em (1.7), chega-se a
log ‖S(t)‖ ≤ wt− wt0 + logM0, ∀t ≥ 0. (1.8)
Da mesma forma que o procedimento anterior
‖S(t)‖ ≤ ewte−wt0elogM0 =M0e−wt0ewt, ∀t ≥ 0.
Tomando M =M0e
−wt0 , obtemos (1.6).
Para concluir a prova, podemos observar que M ≥ 1 em ambos os casos,
pois M0 ≥ 1.
Observac¸a˜o 3. Quando w0 < 0, e´ poss´ıvel tomar w = 0, assim a proposic¸a˜o 2 nos diz
que existe uma constante M ≥ 1 tal que ‖S(t)‖ ≤ M , para todo t ≥ 0. Neste caso,
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{S(t)}t≥0 e´ dito Semigrupo Uniformemente Limitado de classe C0.Tambe´m diz-se que
{S(t)}t≥0 e´ Semigrupo de Contrac¸o˜es de classe C0, se para w0 < 0 tivermos M = 1. Isto
e´, ‖S(t)‖ ≤ 1, ∀t ≥ 0.
Definic¸a˜o 6. Seja X espac¸o de Banach e seja {S(t)}t≥0 semigrupo de classe C0. O
operador linear
A : D(A) ⊂ X → X,
definido por
D(A) =
{
x ∈ X : lim
h→0+
S(h)− I
h
x existe
}
Ax = lim
h→0+
S(h)− I
h
x, ∀x ∈ D(A)
e´ chamado Gerador Infinitesimal ou simplesmente Gerador do semigrupo {S(t)}t≥0. A
notac¸a˜o Ah, com h > 0, representara´ o operador linear limitado dado por
S(h)− I
h
.
A pro´xima proposic¸a˜o tratara´ da diferenciabilidade de um semigrupo asso-
ciado a seu gerador infinitesimal.
Proposic¸a˜o 3. Seja A o gerador de um semigrupo de classe C0, {S(t)}t≥0. Temos que
i. Se x ∈ D(A) e t ≥ 0, enta˜o S(t)x ∈ D(A) e a func¸a˜o R+ → X, dada por t 7→ S(t)x
e´ diferencia´vel e (
dS(t)x
dt
)
= AS(t)x = S(t)Ax, x ∈ D(A). (1.9)
ii. Se x ∈ D(A), enta˜o
S(t)x− S(s)x =
∫ t
s
AS(τ)xdτ =
∫ t
s
S(τ)Axdτ. (1.10)
iii. Se x ∈ X e t ∈ R com t ≥ 0, enta˜o
lim
h→0
1
h
∫ t+h
t
S(τ)xdτ = S(t)x.
iv. Para x ∈ X, tem-se
∫ t
0
S(τ)xdτ ∈ D(A) e ale´m disso,
S(t)x− x = A
∫ t
0
S(τ)xdτ. (1.11)
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Demonstrac¸a˜o. :
i. Seja {S(t)}t≥0 semigrupo de classe C0 e A seu gerador. Para t > 0 e h > 0, vale a
identidade
S(t+ h)− S(t)
h
x =
S(h)− I
h
S(t)x = AhS(t)x = S(t)Ahx.
Assim, para x ∈ D(A), o termo S(t)Ahx tem um limite quando h→ 0, isto e´,
S(t)
(
S(h)− I
h
)
x = S(t)Ahx→ S(t)Ax,
pela definic¸a˜o de A ser gerador infinitesimal.
Logo, S(t)x ∈ D(A) e
d+
dt
S(t)x = AS(t)x = S(t)Ax. (1.12)
Tambe´m para 0 < h < t e x ∈ D(A), segue que
S(t− h)− S(t)
−h x = S(t− h)Ahx
= S(t− h)(Ahx− Ax) + S(t− h)Ax→ S(t)Ax
quando h→ 0.
Isso se justifica pois Ahx→ Ax, quando h→ 0 e pela proposic¸a˜o 1, ‖S(t)‖ e´ limitada
para 0 < h < t. Assim, o termo S(t− h)(Ahx−Ax)→ 0 quando h→ 0. Ale´m disso,
da continuidade forte do semigrupo {S(t)}t≥0 temos que S(t− h)Ax→ S(t)Ax.
Portanto
d−
dt
S(t)x = S(t)Ax. (1.13)
De (1.12) e (1.13), temos (1.9).
ii. Consideremos x ∈ D(A) e t, s nu´meros positivos. Integrando (1.9) de s a t, obtemos
(1.10), ou seja
S(t)x− S(s)x =
∫ t
s
AS(τ)xdτ =
∫ t
s
S(τ)Axdτ .
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iii) Pelo corola´rio 1, lim
τ→t
S(τ)x = S(t)x, ∀x ∈ X e t ≥ 0. Isto e´, dado  > 0, existe
δ > 0 tal que para |τ − t| < δ resulta ‖S(τ)x− S(t)x‖ < . Consequ¨entemente, para
x ∈ X e 0 < |h| ≤ δ,
∥∥∥∥1h
∫ t+h
t
(S(τ)x− S(t)x)dτ
∥∥∥∥ ≤ 1h
∫ t+h
t
‖S(τ)x− S(t)x‖ dτ < .
iii. Agora para x ∈ X e h > 0 obtemos
Ah
∫ t
0
S(τ)xd(τ) =
S(h)− I
h
∫ t
0
S(τ)xdτ =
1
h
∫ t
0
S(h+ τ)xdτ − 1
h
∫ t
0
S(τ)xdτ
=
1
h
∫ t+h
t
S(τ)xdτ − 1
h
∫ h
0
S(τ)xdτ .
Tomando limite quando h→ 0, e´ consequ¨eˆncia do item iii) anterior que
A
∫ t
0
S(τ)xd(τ) = S(t)x− x.
Proposic¸a˜o 4. O gerador de um semigrupo de classe C0 e´ um operador fechado com
domı´nio denso em X.
Demonstrac¸a˜o. :
Sejam {S(t)}t≥0 um semigrupo de classe C0 e A seu gerador infinitesimal.
Seja x ∈ X. Para h > 0, definimos:
xh =
1
h
∫ h
0
S(t)xdt. (1.14)
Da proposic¸a˜o 3 resulta que xh ∈ D(A), ∀h > 0 e xh → x quando h → 0.
Isso mostra que x ∈ D(A). Logo, D(A) e´ denso em X.
Mostraremos que A e´ fechado.Tomando (xn)n∈N uma sequ¨eˆncia no domı´nio
de A tal que xn → x e Axn → y, quando n→∞, conclui-se da proposic¸a˜o 3 que
S(h)xn − xn =
∫ h
0
S(t)Axndt. (1.15)
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Para os valores de t tais que 0 ≤ t ≤ h, temos da proposic¸a˜o 1 que existe
M > 0 tal que
‖S(t)Axn − S(t)y‖ ≤ ‖S(t)‖ ‖Axn − y‖ ≤M ‖Axn − y‖.
Como Axn → y quando n → ∞, concluimos que S(t)Axn → S(t)y unifor-
memente em [0, h]. Assim, passando limite quando n→∞ em (1.15), segue que
S(h)x− x =
∫ h
0
S(t)ydt.
Da proposic¸a˜o 3, obtemos
S(h)x− x
h
=
1
h
∫ h
0
S(t)ydt→ y
quando h → 0, o que prova que lim
h→0
S(h)− I
h
x existe. Assim, x ∈ D(A) e Ax = y.
Portanto, A e´ um operador fechado.
1.2.1 Caracterizac¸a˜o dos Geradores de Semigrupos de Classe C0
Nesta subsec¸a˜o, apresentamos os teoremas de Hille-Yosida e Lumer-Phillips,
os quais caracterizam geradores de semigrupos de classe C0. O teorema de Lumer-Phillips
e´ estudado aqui para o caso espec´ıfico dos semigrupos lineares de contrac¸o˜es de classe C0.
Definic¸a˜o 7. Seja A um operador linear em X, sendo X um espac¸o de Banach. O
conjunto λ ∈ C, para os quais o operador linear λI−A e´ invers´ıvel e seu inverso e´ limitado
e tem domı´nio denso em X, e´ chamado Conjunto Resolvente de A e e´ representado por
ρ(A). O operador linear R(λ,A) = (λI − A)−1 e´ dito Resolvente de A.
Teorema 4 (Hille-Yosida). Seja X um espac¸o de Banach. Para que um operador linear
A, definido em D(A) ⊂ X e com valores em X seja gerador de um semigrupo de classe
C0, e´ necessa´rio e suficiente que
i. A seja operador fechado com domı´nio denso em X;
ii. Exista M e w nu´meros reais tais que, para cada real λ > w, se tenha λ ∈ ρ(A) e para
cada n ∈ N
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‖R(λ,A)n‖ ≤ M
(λ− w)n .
Neste caso, o semigrupo {S(t)}t≥0 satisfaz a condic¸a˜o ‖S(t)‖ ≤Mewt, t ≥ 0.
Este e´ um importante teorema na teoria de semigrupos, pois ele nos diz
quando um operador A e´ gerador de um semigrupo de classe C0. Encontramos sua
demonstrac¸a˜o em [9].
Corola´rio 2. Para que o operador A seja gerador de um semigrupo de classe C0, {S(t)}t≥0
tal que para t ≥ 0 se tenha ‖S(t)‖ ≤ ewt, e´ suficiente que A seja fechado, com domı´nio
denso e exista um nu´mero real w, de modo que se λ > w, λ ∈ ρ(A) e ‖R(λ,A)‖ ≤ 1
λ− w .
Demonstrac¸a˜o. :
Como ‖R(λ,A)n‖ ≤ ‖R(λ,A)‖n ≤ 1
(λ− w)n , enta˜o o operador A satisfaz
as condic¸o˜es do Teorema 4 com M = 1.
Corola´rio 3. Para que um operador A seja gerador infinitesimal de um semigrupo de
contrac¸o˜es de classe C0, e´ necessa´rio e suficiente que A seja fechado, seu domı´nio denso
em X, (0,∞) ⊂ ρ(A) e para todo λ > 0, ‖λR(λ,A)‖ ≤ 1.
Este corola´rio caracteriza gerador de semigrupos de contrac¸o˜es de classe C0
e sua demonstrac¸a˜o e´ um caso particular do corola´rio anterior, tomando w = 0.
Nota 2. Para facilitar a linguagem, usaremos a expressa˜o A ∈ G(M,w) para indicar
que A e´ gerador de um semigrupo de operadores lineares limitados de classe C0, ao qual
chamaremos de {S(t)}t≥0, que satisfaz a condic¸a˜o ‖S(t)‖ ≤Mewt, t ≥ 0.
Uma outra caracterizac¸a˜o dos geradores de semigrupos de contrac¸o˜es line-
ares de classe C0 e´ devida a Lumer e Phillips, cujo o enunciado segue abaixo.
Seja X um espac¸o de Banach e X ′ o dual de X. Para cada x ∈ X, define-se
o conjunto dualidade J(x) ⊆ X ′ por
J(x) = {x′ ∈ X ′| (x, x′) = ‖x‖2 = ‖x′‖2}.
Pelo teorema de Hahn-Banach (Brezis [5], pg. 03), J(x) 6= φ, ∀x ∈ X.
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Uma aplicac¸a˜o dualidade e´ uma aplicac¸a˜o j : X → X ′ em que j(x) ∈
J(x),∀x ∈ X. Da definic¸a˜o de j resulta que ‖j(x)‖ = ‖x‖.
Definic¸a˜o 8. Um operador linear A : D(A) ⊂ X → X e´ dissipativo relativamente a
uma aplicac¸a˜o dualidade j, se
Re (Ax, j(x)) ≤ 0, ∀x ∈ D(A). (1.16)
Teorema 5 (Lumer-Phillips). Seja X um espac¸o de Banach e A : D(A) ⊂ X → X um
operador linear. Se A ∈ G(1, 0), enta˜o
(i) A e´ dissipativo relativamente a qualquer aplicac¸a˜o dualidade;
(ii) R(λ− A) = X, ∀λ > 0.
Reciprocamente, se
(iii) D(A) e´ denso em X;
(iv) A e´ dissipativo relativamente a alguma aplicac¸a˜o dualidade;
(v) R(λ0 − A) = X para algum λ0 > 0 enta˜o A ∈ G(1, 0).
O teorema de Lumer-Phillips estabelece quais sa˜o as condic¸o˜es para que
um operador seja gerador infinitesimal de um semigrupo de contrac¸o˜es. Este resultado
sera´ de grande importaˆncia na prova da existeˆncia e unicidade se soluc¸o˜es do problema
(3.1)-(3.2). Sua prova pode ser encontrada em [9] ou [24].
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Cap´ıtulo 2
A Equac¸a˜o da Onda em Rn
Neste cap´ıtulo, estudamos a existeˆncia e unicidade de soluc¸o˜es para o se-
guinte problema de Cauchy associado com a equac¸a˜o da onda em Rn com um termo
dissipativo
utt −4u+ ut = 0, (t, x) ∈ R+ × Rn (2.1)
u(0) = u0, ut(0) = u1., (2.2)
sendo que
u0 ∈ H1(Rn) e u1 ∈ L2(Rn).
Nosso objetivo e´, apo´s estudar o problema linear, resolver o problema semi-
linear associado que aparece em (3.1)-(3.2). Uma vez resolvido o problema de existeˆncia
e unicidade para o problema linear, pode-se usar o me´todo do ponto fixo para se obter
existeˆncia de soluc¸a˜o para o problema semilinear.
2.1 Resultados e Definic¸o˜es Preliminares
Nesta sec¸a˜o, consideramos H como sendo um espac¸o de Hilbert real. Aqui
apresentaremos alguns resultados e definic¸o˜es necessa´rias nas pro´ximas sec¸o˜es.
Definic¸a˜o 9. Seja A : D(A) ⊂ H → H um operador linear na˜o limitado. Diz-se que A
e´ mono´tono se
(Av, v) ≥ 0, ∀v ∈ D(A).
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Assim, devido ao teorema da representac¸a˜o de Riesz, a definic¸a˜o de A ope-
rador mono´tono equivale a` definic¸a˜o de −A dissipativo ( definic¸a˜o 8). Enta˜o, o problema
de Cauchy dado por 
du
dt
= Au, t > 0
u(0) = u0, u0 ∈ D(A)
(2.3)
pode ser estudado a partir de agora, substituindo-se A por −A.
Ou seja, sera´ considerado o seguinte problema de valor inicial para um
operador mono´tono A 
du
dt
+ Au = 0, t ≥ 0
u(0) = u0, u0 ∈ D(A).
(2.4)
Definic¸a˜o 10. O operador A e´ dito maximal mono´tono se A e´ mono´tono e ainda
R(I + A) = H. Isto e´, ∀f ∈ H,∃u ∈ D(A) tal que (I + A)u = f .
Proposic¸a˜o 5. Seja A um operador maximal mono´tono e H um espac¸o de Hilbert. Enta˜o,
(a) D(A) e´ denso em H;
(b) A e´ um operador fechado.
Demonstrac¸a˜o. (a) Vamos usar um corola´rio do teorema de Hahn-Banach (Brezis [5],
pg. 07) para mostrar que D(A) e´ denso em H. Para isso, vamos tomar f ∈ H em que
(f, v) = 0, ∀v ∈ D(A). Como A e´ maximal mono´tono, ∃v0 ∈ D(A) tal que v0 + Av0 = f .
Assim,
0 = (f, v0) = (v0 + Av0, v0) = ‖v0‖2 + (Av0, v0) ≥ ‖v0‖2
pois A e´ operador mono´tono. Logo, v0 = 0, o que implica f = 0.
Pelo corola´rio do teorema de Hahn-Banach, D(A) e´ denso em H.
(b) Para provar essa condic¸a˜o, faremos o seguinte: Afirmac¸a˜o: para todo f ∈ H, existe
u´nico u ∈ D(A) tal que u+Au = f . A existeˆncia e´ consequ¨eˆncia do fato que A e´ maximal
mono´tono.
Agora, considerando u outra soluc¸a˜o de u+ Au = f , obtemos que
(u− u) + A(u− u) = 0.
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Consequ¨entemente,
A(u− u) = −(u− u).
Como A e´ operador mono´tono, segue que
(A(u− u), u− u) = (−(u− u), (u− u)) = −‖u− u‖2 ≥ 0.
Isso implica que
‖u− u‖2 = 0.
Assim, u = u. Isto prova a afirmac¸a˜o. Portanto, I + A e´ bijetivo, ou seja,
existe (I + A)−1.
Mostraremos que (I + A)−1 e´ cont´ınuo (limitado).
De fato, como A e´ mono´tono, tem-se que
(u+ Au, u) = (u, u) + (Au, u) ≥ ‖u‖2 , ∀u ∈ D(A).
Isto e´,
((I + A)u, u) ≥ ‖u‖2 , ∀u ∈ D(A).
Do fato que I + A e´ bijetivo segue que
(
v, (I + A)−1v
) ≥ ∥∥(I + A)−1v∥∥2 , ∀v ∈ H.
A partir da desigualdade de Schwarz, conclui-se que
∥∥(I + A)−1v∥∥ ≤ ‖v‖ ,∀v ∈ H.
Isso mostra que (I + A)−1 e´ operador limitado (cont´ınuo).
Provaremos agora que A e´ um operador fechado. Seja (un)n∈N sequ¨eˆncia no
domı´nio de A tal que un → u e Aun → f . Vamos mostrar que u ∈ D(A) e Au = f . Claro
que
un + Aun → u+ f.
Agora, sendo (I + A)un = un + Aun, como (I + A)
−1 e´ cont´ınuo, temos
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un = (I + A)
−1 (un + Aun)→ (I + A)−1 (u+ f) .
Consequ¨entemente, u = (I + A)−1 (u+ f), o que implica que u ∈ D(A)
e u + Au = u + f . Assim, provamos que u ∈ D(A) e Au = f . Logo, A e´ operador
fechado.
Consideramos agora o problema de valor inicial
du(t)
dt
+ Au(t) = f(u(t)), t > 0
u(0) = u0
(2.5)
em que A gera um semigrupo de classe C0, {S(t)}t≥0 sobre X, f : R+ → X e´ uma func¸a˜o
cont´ınua, X e´ um espac¸o de Banach e u0 ∈ X. Definimos agora o que e´ uma soluc¸a˜o forte
de (2.5).
Definic¸a˜o 11. Dizemos que uma func¸a˜o u : R+ → X e´ uma Soluc¸a˜o Forte do problema
de valor inicial (2.5), se u for cont´ınua para todo t ≥ 0 e continuamente diferencia´vel
para t > 0. Ale´m disso, para todo t > 0, u(t) ∈ D(A) e satisfaz (2.5).
Observac¸a˜o 4. Seja u = u(t) com t > 0 uma soluc¸a˜o forte de (2.5) e {S(t)}t≥0 o
semigrupo de classe C0 gerado por A. A func¸a˜o g(s) = S(t− s)u(s) e´ diferencia´vel para
0 ≤ s ≤ t e por (2.5), tem-se
dg(s)
ds
= AS(t− s)u(s) + S(t− s)du(s)
ds
= AS(t− s)u(s) + S(t− s) (−Au(s) + f(u(s)))
= AS(t− s)u(s)− AS(t− s)u(s) + S(t− s)f(u(s))
= S(t− s)f(u(s)).
Como f e´ uma func¸a˜o cont´ınua, podemos integrar de 0 a t. Assim,∫ t
0
dg(s)
ds
ds =
∫ t
0
S(t− s)f(u(s))ds.
Agora, usando a definic¸a˜o de g(s), concluimos que
u(t) = S(t)u0 +
∫ t
0
S(t− s)f(u(s))ds. (2.6)
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Essa e´ uma condic¸a˜o necessa´ria para que u seja soluc¸a˜o forte do problema
de valor inicial (2.5). Se u = u(t) e´ apenas uma func¸a˜o cont´ınua que satisfaz (2.6) enta˜o
diz que u e´ uma soluc¸a˜o fraca (ou generalizada) de (2.5).
2.2 Existeˆncia e Unicidade do Problema Linear
Finalmente mostramos a existeˆncia e unicidade do problema (2.1) − (2.2).
Para isso, utilizaremos os resultados apresentados ate´ enta˜o sobre semigrupos.
2.2.1 Existeˆncia
Para estudarmos a existeˆncia e´ necessa´ria a proposic¸a˜o abaixo:
Proposic¸a˜o 6. Sejam A ∈ G(1, 0) e B ∈ B(X). Enta˜o A+B ∈ G(1, ‖B‖).
Essa proposic¸a˜o fala sobre perturbac¸o˜es de um operador linear A por um
operador linear B, isto e´ bem conhecido e por esse motivo na˜o apresentaremos, aqui, sua
demonstrac¸a˜o. Essa prova pode, por exemplo, ser encontrada em ([25], pg 87). Outros
resultados da teoria de perturbac¸o˜es de operadores podem ser tambe´m vistas em (Yosida,
[29]).
Se v = ut em (2.1)(2.2), obtemos que ut − v = 0 em R+ × Rnvt −4u+ v = 0 em R+ × Rn. (2.7)
Agora, denotando
U =
 u
v
 , U0 =
 u0
u1
 , A =
 0 −I
−4 I
 , (2.8)
podemos escrever o sistema (2.7) como
d
dt
U + AU = 0. (2.9)
O operador A em (2.8) e´ definido como
A : D(A) ⊂ H → H, (2.10)
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com H = H1(Rn)× L2(Rn) e D(A) = H2(Rn)×H1(Rn).
Mostraremos, aqui, que o operador A gera um semigrupo de classe C0. Para
isso notamos que
A =
 0 −I
−4 I
 =
 0 −I
−4+ I I
+
 0 0
−I 0
 . (2.11)
Assim, podemos escrever A = A′ +B com
A′ =
 0 −I
−4+ I I
 e B =
 0 0
−I 0
 . (2.12)
Notamos que D(A) = D(A′).
Bastara´ provar que A′ ∈ G(1, 0), B ∈ B(H) e usar a Proposic¸a˜o 6 para
concluir que A ∈ G(1, ‖B‖). Logo, feito isso, o problema (2.9) com dado inicial U0 ∈ D(A)
tera´ como soluc¸a˜o
U(t) = S(t)U0, (2.13)
sendo S(t) o semigrupo de classe C0 gerado por A..
Para provarmos queA′ ∈ G(1, 0), mostraremos queA′ e´ maximal e mono´tono
e a conclusa˜o seguira´ do Teorema 5(Lumer-Philips).
A′ e´ monotono:
Precisamos definir o seguinte produto interno em H = H1(Rn) × L2(Rn).
Sejam
U =
 u1
v1
 , V =
 u2
v2
 ∈ H
enta˜o
〈U, V 〉 = (∇u1,∇u2) + (u1, u2) + (v1, v2),
em que os produtos internos do lado direito da igualdade acima, sa˜o os produtos internos
usuais de L2(Rn).
Temos que para U ∈ D(A′), 〈A′U,U〉 ≥ 0.
De fato,
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〈A′U,U〉 =
〈 −v
−4u+ u+ v
 ,
 u
v
〉
= −(∇v,∇u)− (v, u) + (−4u+ u+ v, v)
= −(∇v,∇u)− (v, u)− (4u, v) + (v, v) + (u, v)
= −(∇v,∇u)− (v, u) + (∇u,∇v) + (v, v) + (u, v) = (v, v) = ‖v‖2 ≥ 0.
A′ e´ maximal:
Com efeito, provaremos que, dado F =
 f
g
 ∈ H, existe U = u
v
 ∈ D(A′) tal que
(A′ + I)U = F,
ou seja,  −v
−4u+ v + u
+
 u
v
 =
 f
g
 .
Isso nos leva ao sistema −v + u = f−4u+ 2v + u = g.
Assim, isolando v na primeira equac¸a˜o e substituindo-o na segunda, vemos
que
−4u+ 3u = g + 2f. (2.14)
Portanto, para mostrar que A′ e´ maximal, basta verificar que existe u ∈
H2(Rn) que satisfac¸a (2.14). Para essa tarefa, usaremos o teorema de Lax-Milgram.
Como H1 = H1(Rn) e´ um espac¸o de Hillbert, definimos
a(·, ·) :H1 ×H1 → R
(u, v)→ (∇u,∇v) + 3(u, v).
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E´ claro que a(·, ·) e´ bilinear. Vemos que a(·, ·) e´ cont´ınua, pois
|a(u, v)| = | (∇u,∇v) + 3(u, v)|
≤ | (∇u,∇v) |+ 3|(u, v)|
≤ ‖∇u‖‖∇v‖+ 3‖u‖‖v‖
≤ 4‖u‖H‖v‖H1 , ∀u, v ∈ H1.
Mostramos agora que a(·, ·) e´ coerciva. De fato,
a(u, u) = (∇u,∇u) + 3(u, u) = ‖∇u‖2 + 3‖u‖2 ≥ ‖∇u‖2 + ‖u‖2 = ‖u‖2H1 , ∀u ∈ H1.
Definimos ainda o funcional
L :H1 → R
v → (g + 2f, v).
Verifica-se fac´ılmente que L e´ um funcional linear. Constatamos tambe´m
que L e´ cont´ınuo.
Efetivamente,
|L(v)| = |(g + 2f, v)| ≤ ‖g + 2f‖‖v‖ ≤ ‖g + 2f‖‖v‖H1 , ∀v ∈ H1.
Logo, pelo Teorema 1 (Lax-Milgram), existe u´nico u ∈ H1(Rn) tal que
a(u, v) = L(v) = (g + 2f, v),
para todo v ∈ H1(Rn). Isto e´,
(∇u,∇v) + 3(u, v) = (g + 2f, v), ∀v ∈ H10 (Rn).
Em part´ıcular, temos
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(∇u,∇θ) + 3(u, θ) = (g + 2f, θ), ∀θ ∈ D(Rn)
sendo D(Rn) o espac¸o das func¸o˜es testes.
Isso mostra que
−∆u+ 3u = g + 2f
no sentido de D′(Rn).
Tambe´m para f ∈ H1(Rn) e g ∈ L2(Rn), aplicando o teorema da Regula-
ridade El´ıptica para o operador el´ıptico 3I − ∆ sobre L2(Rn), resulta que u ∈ H2(Rn).
Mas, como u, f ∈ H1(Rn), vemos que v = u− f ∈ H1(Rn). Portanto existe um u´nico
U =
 u
v
 ∈ D(A′) = H2(Rn)×H1(Rn)
tal que
(A′ + I)U = F.
Assim, concluimos que A′ e´ maximal e mono´tono. Logo, segue do Teorema
de Lumer-Phillips que A′ ∈ G(1, 0). Portanto A′ gera um semi-grupo de classe C0.
Motremos agora que B ∈ B(H).Temos que
‖B(U)‖H =
∥∥∥∥∥∥
 0 0
−I 0
 u
v
∥∥∥∥∥∥
H
=
∥∥∥∥∥∥
 0
−u
∥∥∥∥∥∥
H
= ‖u‖L2
≤ ‖u‖H1 ≤ ‖u‖H1 + ‖v‖L2
= ‖U‖H .
Logo, pela Proposic¸a˜o 6, A = A′ +B e´ gerador de um semigrupo {S(t)}t≥0
de classe C0. Agora , para U0 =
0
BBB@
u0
u1
1
CCCA ∈ D(A) temos que U(t) = S(t)U0 e´ soluc¸a˜o do
problema de valor inicial 
dU
dt
+ AU = 0 ∀t ≥ 0
U(0) = U0.
(2.15)
De fato, da Proposic¸a˜o 3 se deduz que
a) U(t) = S(t)U0 ∈ D(−A) = D(A);
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b)
dU(t)
dt
=
d
dt
(S(t)U0) = −AS(t)U0 = −AU(t), t ≥ 0;
c) U(0) = S(0)U0 = U0, pois S(0) = I.
De b) e c) resulta que a func¸a˜o U e´ diferencia´vel em t ≥ 0 e satisfaz o
problema de valor inicial (2.15).
Uma vez que para U0 ∈ D(A), obtemos da Proposic¸a˜o 3 que U(t) =
S(t)U0 ∈ D(A) e do fato que S(t) e´ cont´ınua resulta que, U ∈ C ([0,∞);D(A)). Tambe´m
segue da proposic¸a˜o 3 que
U ′(t) = −AU(t) = −AS(t)U0 = −S(t)AU0 ∈ H.
Como S(t)AU0 e´ func¸a˜o cont´ınua, concluimos que
U ∈ C1 ([0,∞);H) .
Logo, U ∈ C1 ([0,∞);H) ∩ C ([0,∞);D(A)) dado que U(t) = S(t)U0 e´ a soluc¸a˜o e´ de
(2.15) se U0 ∈ D(A). Isto e´:
U ∈ C1 ([0,∞);H) ∩ C ([0,∞);D(A)) . (2.16)
Interpretemos (2.16). Do fato que U =
 u
v
 e´ soluc¸a˜o de (2.15) se
obtem em particular que v = ut.
Assim
U =
0
BBB@
u
ut
1
CCCA ∈ C
1
(
[0,∞);H1(Rn)× L2(Rn)) ∩ C ([0,∞);H2(Rn)×H1(Rn)).
Isso prova que
u ∈ C1 ([0,∞);H1(Rn));
ut ∈ C1 ([0,∞);L2(Rn)), ou seja, u ∈ C2 ([0,∞);L2(Rn));
u ∈ C ([0,∞);H2(Rn));
ut ∈ C ([0,∞);H1(Rn)), ou seja, u ∈ C1 ([0,∞);H1(Rn)).
Concluimos enta˜o disso para (u0, u1) ∈ H2 × H1, a soluc¸a˜o de (2.1)-(2.2)
satisfaz
u ∈ C ([0,∞);H2(Rn)) ∩ C1 ([0,∞);H1(Rn)) ∩ C2 ([0,∞);L2(Rn)) . (2.17)
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Ale´m disso, a Proposic¸a˜o 3 implica que, se (u0, u1) ∈ H1 × L2, o problema
(2.1)-(2.2) possui uma soluc¸a˜o fraca na classe
u ∈ C([0,∞),L2(Rn)) ∩ C([0,∞), H1(Rn)).
2.2.2 Unicidade:
Provamos a unicidade utilizando a proposic¸a˜o dada abaixo.
Proposic¸a˜o 7. Sejam {S1(t)}t≥0 e {S2(t)}t≥0 semigrupos de classe C0 que possuem o
mesmo gerador infinitesimal A. Enta˜o {S1(t)}t≥0 = {S2(t)}t≥0 .
Demonstrac¸a˜o. :
Definamos a func¸a˜o W (s) = S1(s)S2(t− s). Sabemos da Proposic¸a˜o 3 que
W ′(s) = AS1(s)S2(t− s) + S1(s)(−AS2(t− s))
= AS1(s)S2(t− s)− AS1(s)S2(t− s) = 0.
Logo W (s) e´ uma func¸a˜o constante em s. Mas,
W (0) = S2(t)
e
W (t) = S1(t).
Portanto, S1(t) = S2(t).
Suponhamos agora que V = V (t) seja outra soluc¸a˜o do problema de valor
inicial (2.15). Enta˜o devemos ter
d
dt
V (t) = AV (t) e V (0) = U(0).
Logo nossa soluc¸a˜o e´ da forma
V (t) = T (t)U0,
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sendo {T (t)}t≥0 um semigrupo gerado porA. Portanto segue da Proposic¸a˜o 7 que {S(t)}t≥0 =
T (t)t≥0, ou seja, U=V.
Consequentemente concluimos que existe uma u´nica func¸a˜o u = u(x, t) que
satisfaz o problema de valor inicial (2.1)-(2.2).
Ale´m disso, para dados iniciais (uo, u1) ∈ H2 × H1 a soluc¸a˜o do problema
linear, esta´ na classe
u ∈ C ([0,∞);H2(Rn)) ∩ C1 ([0,∞);H1(Rn)) ∩ C2 ([0,∞);L2(Rn)) .
2.3 Problema Semilinear - Existeˆncia Local e Unici-
dade
Nesta sec¸a˜o, mostraremos a existeˆncia e unicidade da soluc¸a˜o local, usando
o me´todo do ponto fixo, para a equac¸a˜o semilinear associada com o problema linear (2.1)–
(2.2). A existeˆncia global sera´ apresentada no pro´ximo cap´ıtulo.
O problema semilinear associado com (2.1)–(2.2) e´:
utt −4u+ ut = |u|p, (t, x) ∈ R+ × Rn (2.18)
u|t=0 = u0, ut|t=0 = u1. (2.19)
Aqui p satisfaz 1 < p < n
n−2 se n ≥ 3, 1 < p < ∞ se n = 1, 2. Da mesma
maneira que na sec¸a˜o anterior, tomando v = ut, podemos reescrever o problema de valor
inicial (2.18)-(2.19) na forma

dU(t)
dt
+ A′U = F (U), U ∈ D(A′) = H2(Rn)×H1(Rn) ⊂ H = H1(Rn)× L2(Rn).
U(0) = U0 U0 =
 u0
u1

(2.20)
em que A′ e´ o operador dado em (2.12) e
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F :H → H
U → F (U) =
 0
|u|p + u
 ,
para U =
0
BBB@
u
v
1
CCCA ∈ H.
Aqui, H = H1(Rn)× L2(Rn), como na sec¸a˜o anterior.
Mostramos agora que F esta´ bem definida para o expoente p com 1 < p ≤
n
n− 2.
De fato, seja U =
 u
v
 ∈ H. Devemos mostrar que |u|p+u ∈ L2(Rn).
Temos que u ∈ H1(Rn), assim para provar que |u|p ∈ L2(Rn). Consideremos
dois casos:
Caso 1 n > 2:
Sabemos da teoria dos Espac¸os de Sobolev que
H1(Rn) ↪→ Lp(Rn) (2.21)
se 2 ≤ p ≤ 2n
n− 2.
Agora para u ∈ H1(Rn) e usando a imersa˜o (2.21), observamos que para
1 ≤ p ≤ n
n− 2 vale
‖up‖2L2 =
∫
|u|2pdx = ‖u‖2pL2p ≤ C‖u‖2pH1 < +∞
Portanto, podemos concluir que |u|p ∈ L2(Rn).
Caso 2 n=1,2:
Para este u´ltimo caso, observamos que, se n = 1 enta˜o a teoria de Sobolev
diz que ( Kensavan[18], Brezis[5])
H1(Rn) ↪→ L∞(Rn) ∀p ≥ 1. (2.22)
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Agora, se n = 2 tem-se que
H1(Rn) ↪→⊂ Lq(Rn) ∀p ≥ 2. (2.23)
Logo, basta proceder, de modo ana´logo, como no caso 1 e teremos |u|p ∈
L2(Rn). Conclusa˜o:
u ∈ H1 → |u|p ∈ L2.
Portanto, concluimos, observando o fato o´bvio que 0 ∈ H1(Rn), que F
aplica H em H, com H = H2 × L2.
Para mostrar que o problema de valor inicial (2.20) possui uma u´nica soluc¸a˜o
local, precisaremos de alguns resultados que apresentaremos abaixo.
2.3.1 Problema Semilinear Abstrato
Consideraremos o seguinte problema abstrato de valor inicial: (2.24)
du
dt
+ Au = F (u)
u(0) = u0
(2.24)
em um espac¸o normado X, em que F e´ uma aplicac¸a˜o de X em X, u0 ∈ X um valor
inicialdado dado e A e´ u o gerador infinitesimal de um semigrupo de contrac¸o˜es.
Vamos apresentar agora dois teoremas que discutem a existeˆncia e unicidade
de soluc¸o˜es para o problema (2.24). O primeiro diz que se F e´ globalmente Lipschitz
cont´ınua, o problema (2.24) possui soluc¸a˜o(Fraca) definida para t ≥ 0. Ja´ o segundo
teorema garante, caso F seja Lipschitz cont´ınua sobre conjuntos limitados, que (2.24)
possui u´nica soluc¸a˜o em um intervalo da forma [0, Tm], com Tm > 0 convenientemente.
Esses teoremas aparecem na Dissertac¸a˜o de Mestrado Menoncini[22].
Teorema 6 (Ponto Fixo de Banach). Seja (X, d) espac¸o me´trico completo e P : X → X
uma aplicac¸a˜o tal que
d(P (u), P (v)) ≤ kd(u, v) , ∀u, v ∈ X,
para algum k fixado tal que 0 < k < 1.
Enta˜o P tem u´nico ponto fixo, isto e´, existe u´nico u ∈ X tal que Pu = u.
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Este teorema de ponto fixo e´ bem conhecido e por isso sua demonstrac¸a˜o
aqui na˜o se faz necessa´ria.
Proposic¸a˜o 8 (Desigualdade de Gronwall). Sejam g(t) ≥ 0 e h(t) ≥ 0 func¸o˜es reais tais
que
g(t) ≤ C +
∫ t
0
g(s)h(s)ds, 0 ≤ t ≤ T, (2.25)
com C ≥ 0 uma constante e h(t) satisfaz
∫ T
0
h(t)dt <∞.
Enta˜o,
g(t) ≤ Cexp
[∫ T
0
h(t)dt
]
, 0 ≤ t ≤ T .
Observac¸a˜o 5. Para a desigualdade de Gronwall devemos tomar g, h tais que∫ t
0
g(s)h(s)ds <∞.
Demonstrac¸a˜o. Consideramos a func¸a˜o real
φ(t) = C +
∫ t
0
g(s)h(s)ds, com t ∈ [0, T ].
Enta˜o, usando (2.25) temos
dφ(t)
dt
= g(t)h(t) ≤ φ(t)h(t),
ou seja,
dφ(t)
dt
− φ(t)h(t) ≤ 0, t ∈ [0, T ].
Notando que
exp
[
−
∫ t
0
h(s)ds
](
dφ(t)
dt
− φ(t)h(t)
)
=
d
dt
(
φ(t)exp
[
−
∫ t
0
h(s)ds
])
≤ 0
e integrando essa desigualdade de 0 ate´ t, obtemos
∫ t
0
d
dr
(
φ(r)exp
[
−
∫ r
0
h(s)ds
])
dr = φ(t)exp
[
−
∫ t
0
h(s)ds
]
− φ(0) ≤ 0.
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Logo,
φ(t)exp
[
−
∫ t
0
h(s)ds
]
≤ φ(0) = C
e portanto
φ(t) ≤ Cexp
[∫ t
0
h(s)ds
]
≤ Cexp
[∫ T
0
h(t)dt
]
, t ∈ [0, T ].
Definic¸a˜o 12. Seja (X, d) um espac¸o me´trico. Uma aplicac¸a˜o F : X → X e´ dita global-
mente Lipschitz cont´ınua se existe uma constante positiva L tal que
d(F (v), F (u)) ≤ Ld(v, u), ∀u, v ∈ X.
Teorema 7. Seja um X espac¸o de Banach. Seja A gerador de um semigrupo de con-
trac¸o˜es. Seja F globalmente Lipschitz cont´ınua sobre X e seja u0 ∈ X. Enta˜o, existe uma
u´nica soluc¸a˜o global fraca u = u(t) de (2.24) no sentido que u ∈ C ([0,∞), X) e
u(t) = S(t)u0 +
∫ t
0
S(t− s)F (u(s))ds, (2.26)
para todo t ≥ 0, sendo {S(t)}t≥0 o semigrupo de constrac¸o˜es gerado pelo operador A.
Ale´m disso, existe a dependeˆncia cont´ınua de u em relac¸a˜o a u0, isto e´,
‖v(t)− u(t)‖ ≤ eLt ‖v0 − u0‖ para todo t ≥ 0, com v a soluc¸a˜o da equac¸a˜o (2.26) com
valor inicial v0.
Demonstrac¸a˜o. Provaremos primeiro a unicidade de soluc¸o˜es. Sejam u e v soluc¸o˜es de
(2.26). Como F e´ globalmente Lipschitz e {S(t)}t≥0 e´ um semigrupo de contrac¸o˜es, vemos
que
‖u(t)− v(t)‖ ≤ L
∫ t
0
‖u(s)− v(s)‖ ds.
Aplicando a desigualdade de Gronwall com C = 0, h(t) = L e g(t) =
‖u(t)− v(t)‖, concluimos que u = v.
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Para provarmos a existeˆncia de soluc¸o˜es, consideramos o espac¸o
E = {u ∈ C ([0,∞), X) ; sup
t≥0
e−kt ‖u(t)‖ <∞},
com k > 0 constante a ser escolhida convenientemente.
Pode-se provar de uma maneira standard que o espac¸o E com a norma
‖u‖E = sup
t≥0
e−kt ‖u(t)‖
e´ um espac¸o de Banach.
Agora definimos a aplicac¸a˜o φ : E → C ([0,∞), X) dada por
φ(u)(t) = S(t)u0 +
∫ t
0
S(t− s)F (u(s))ds, u ∈ E e t ≥ 0.
Sendo {S(t)}t≥0 semigrupo de contrac¸o˜es, facilmente veˆ-se que φ(u) ∈
C ([0,∞), X), para todo u ∈ E. Assim, φ esta´ bem definida. Mostraremos que φ(u) ∈ E,
para cada u ∈ E.
De fato, {S(t)}t≥0 e´ semigrupo de contrac¸o˜es, consequ¨entemente
‖φ(u)(t)‖ ≤ ‖u0‖+
∫ t
0
‖F (u(s))‖ ds.
Uma vez que F e´ Lipschitz cont´ınua com constante L > 0,
‖F (u(s))‖ ≤ L ‖u(s)‖+ ‖F (0)‖ .
Portanto,
‖φ(u)(t)‖ ≤ ‖u0‖+ t ‖F (0)‖+ L ‖u‖E
∫ t
0
eksds = ‖u0‖+ t ‖F (0)‖+ Le
kt − 1
k
‖u‖E.
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Assim, para u ∈ E resulta que φ(u) ∈ E e
sup
t≥0
e−kt‖φ(u)‖ ‖φ(u)‖E ≤ ‖u0‖+
1
ke
‖F (0)‖+ L
k
‖u‖E ,
pois te−kt ≤ 1
ke
, ∀t ≥ 0.
Agora vamos mostrar que φ e´ contrac¸a˜o sobre E se k > L.
Da definic¸a˜o de φ, do fato que {S(t)}t≥0 e´ semigrupo de contrac¸o˜es e F e´
Lipschitz, temos
‖φ(u)(t)− φ(v)(t)‖ ≤ L
∫ t
0
‖u(s)− v(s)‖ ds
≤ L ‖u− v‖E
∫ t
0
eksds = L
ekt − 1
k
‖u− v‖E
≤ Le
kt
k
‖u− v‖E, ∀t ≥ 0.
Logo,
‖φ(u)− φ(v)‖E ≤
L
k
‖u− v‖E .
Assim, escolhendo algum k > L, pelo teorema do ponto fixo de Banach,
existe u´nica func¸a˜o u ∈ E tal que φ(u) = u. Consequ¨entemente, u e´ soluc¸a˜o da equac¸a˜o
integral (2.26) e u ∈ C ([0,∞), X). Isto e´, u e´ soluc¸a˜o fraca do problema (2.24).
Para finalizar a prova, mostraremos agora a dependeˆncia cont´ınua. Sejam
u e v soluc¸o˜es de (2.26) associadas aos valores iniciais u0 e v0 respectivamente. Enta˜o
obtemos
‖u(t)− v(t)‖ ≤ ‖u0 − v0‖+ L
∫ t
0
‖u(s)− v(s)‖ ds.
Da desigualdade de Gronwall, verificamos que
‖u(t)− v(t)‖ ≤ ‖u0 − v0‖ eLt,
o que conclui a prova do teorema.
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Definic¸a˜o 13. Seja X espac¸o normado. Uma aplicac¸a˜o F : X → X e´ dita Lipschitz
cont´ınua sobre conjuntos limitados se, para cada constante positiva M , existir uma cons-
tante positiva LM de modo que
‖F (v)− F (u)‖ ≤ LM ‖v − u‖
para todo u, v ∈ X tal que ‖u‖ ≤M e ‖v‖ ≤M .
Para a aplicac¸a˜o F definida acima, isto e´, F uma aplicac¸a˜o Lipschitz cont´ınua
sobre conjuntos limitados, e´ va´lido o resultado abaixo.
Teorema 8. Para cada u0 ∈ X, existe 0 < T <∞ e uma u´nica soluc¸a˜o fraca u de (2.24)
definida em [0, T ]. Isto e´, u ∈ C ([0, T ], X) e (2.26) e´ va´lida para todo t ∈ [0, T ].
Demonstrac¸a˜o. :
Seja E = C ([0, T ], X) com a norma usual e T > 0 a ser escolhido conveni-
entemente. Vamos definir o conjunto
K = {u ∈ E; ‖u(t)‖ ≤ ‖u0‖+ 1 para todo t ∈ [0, T ]}.
Assim, K e´ um subconjunto fechado do espac¸o de Banach E. Agora, para
u ∈ K, podemos facilmente concluir que φ(u) ∈ E sendo φ(u) dada por
φ(u)(t) = S(t)u0 +
∫ t
0
S(t− s)F (u(s))ds, t ∈ [0, T ]
com {S(t)}t≥0 o semigrupo de contrac¸o˜es gerado pelo operador A dado no problema (2.24).
Tambe´m da definic¸a˜o 13 temos que
‖φ(v)− φ(u)‖E ≤ LT ‖v − u‖E , (2.27)
para todo u, v ∈ K, em que L = LM com M = ‖u0‖+ 1. De fato, sendo u, v ∈ K, segue
que
‖φ(v)− φ(u)‖E = sup
0≤t≤T
∥∥∥∥∫ t
0
S(t− s)F (u(s))ds−
∫ t
0
S(t− s)F (v(s))ds
∥∥∥∥
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≤ sup
0≤t≤T
∫ t
0
‖F (u(s))− F (v(s))‖ ds
≤ sup
0≤t≤T
∫ t
0
LM ‖u(s)− v(s)‖ ds
≤
∫ T
0
LM ‖u(s)− v(s)‖ ds ≤ TLM ‖u− v‖E, aqui usamos o fato que
F e´ localmente Lipschitz comM = ‖u0‖+1. Tambe´m usamos que ‖u‖E = sup
0≤t≤T
‖u(t)‖X .
Provaremos que φ(K) ⊆ K se T
(
‖F (0)‖+ L (‖u0‖+ 1)
)
≤ 1.Com efeito,
‖φ(u)(t)‖ ≤ ‖u0‖+
∫ t
0
‖F (u(s))‖ ds, t ∈ [0, T ].
Usando o fato de que se u ∈ K, a desigualdade abaixo e´ va´lida
‖F (u(s))− F (0)‖ ≤ L ‖u(s)‖ ≤ L (‖u0‖+ 1) ,
para s ∈ [0, T ], L = LM e M = ‖u0‖+ 1.
Enta˜o obtemos
‖φ(u)(t)‖ ≤ ‖u0‖+ T
(
‖F (0)‖+ L (‖u0‖+ 1)
)
, t ∈ [0, T ].
Assim, tomando T suficientemente pequeno tal que
T
(
‖F (0)‖+ L (‖u0‖+ 1)
)
< 1 (2.28)
constatamos que φ(u) ∈ K. Assim, com a condic¸a˜o (2.28) sobre T , φ atua de K em
K. A condic¸a˜o (2.28) sobre T implica que TL < 1. Enta˜o a estimativa (2.27) diz que
φ : K → K e´ contrac¸a˜o.
Portanto, φ tem um u´nico ponto fixo u ∈ K. Esse u e´ uma soluc¸a˜o local
fraca do problema (2.24).
A unicidade de u segue da definic¸a˜o 13 e da desigualdade de Gronwall, como
na demonstrac¸a˜o do Teorema 7. Logo o Teorema 8 esta´ demonstrado.
2.3.2 Existeˆncia Local e Unicidade
Mostraremos agora a existeˆncia e unicidade local de soluc¸a˜o do problema
(2.18)– (2.19).
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Observac¸a˜o 6. Seja F (s) = |s|p + s, s ∈ R. Enta˜o
F (s)− F (r) = |s|p − |r|p + s− r.
Agora, se g(s) = |s|p enta˜o g′(s) = p|s|p−2s. Portanto, pelo Teorema do
Valor Me´dio
g(s)− g(r) = p|ξ|p−2ξ(|s| − |r|)
para algum ξ entre r e s. Assim
|g(s)− g(r)| ≤ p|ξ|p−1(|s− r|) ≤ p(|s|+ |r|)p−1|s− r| ≤ Cp(|s|p−1 + |r|p−1)|r − s|,
com Cp uma constante positiva que depende de p. Logo,
|F (s)− F (r)| ≤ [Cp(|s|p−1 + |r|p−1) + 1] |r − s|.
Agora sejam
U =
 u1
v1
 , V =
 u2
v2
 ∈ H.
Enta˜o, pela Observac¸a˜o 6 temos
‖F (U)− F (V )‖H = ‖|u1|p + u1 − |u2|p − u2‖L2(Rn)
≤ ‖ [C(|u1|p−1 + |u2|p−1) + 1] (u1 − u2)‖L2(Rn),
sendo C > 0 uma constante. Assim, para U, V ∈ B(0, R), temos que
‖F (U)− F (V )‖H ≤ C
∫
Rn
(|u1|p−1 + |u2|p−1)2|u1 − u2|2dx
≤ C
∫
Rn
(|u1|2(p−1) + |u2|2(p−1))|u1 − u2|2dx
≤
[∫
Rn
(|u1|2(p−1) + |u2|2(p−1))
p
p−1
] p−1
p
[∫
Rn
|u1 − u2|2pdx
] 1
p
,
com a ultima desigualdade devido a desigualdade de Ho¨lder e o fato que p > 1.
Logo,
‖F (U)− F (V )‖2H ≤ C
[∫
Rn
(|u1|2p + |u2|2p)dx
] p−1
p
‖u1 − u2‖2L2p . (2.29)
Usando (2.29) e as imerso˜es de Sobolev (2.22),(2.22) e (2.23) resulta
‖F (U)− F (V )‖2H ≤ C
[‖u1‖2pH1 + ‖u2‖2pH1] p−1p ‖u1 − u2‖2H1 . (2.30)
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Assim, se ‖U‖H , ‖V ‖H ≤ R tem-se de (2.30)
‖F (U)− F (V )‖2H ≤ C
[
2R2p
] p−1
p ‖U − V ‖2H (2.31)
e concluimos que
‖F (U)− F (V )‖H ≤ LR‖U − V ‖H
com LR = C
1
2 [2R2p]
p−1
2p .
Potanto, F e´ localmente Lipschtz cont´ınua sobre conjuntos limitados com
M = R. Como H pode ser visto como um espac¸o me´trico com a me´trica induzida pela sua
norma, e na sec¸a˜o anterior provamos que A ∈ G(1, 0), estamos nas hipo´teses do Teorema
8. Assim, para algum T > 0 apropriado, existe uma u´nica func¸a˜o
U = U(t) ∈ C([0, T ), H = H1 × L2), (2.32)
soluc¸a˜o fraca de (2.20) com dado inicial U0 ∈ H.
Interpretamos (2.32). Lembrando que se pode escrever U = (u, v) segue que
u e v, as componentes de U , satisfazem v =
∂u
∂t
= ut devido que U e´ soluc¸a˜o de (2.20).
Assim, (2.32) diz que
U =
0
BBB@
u
ut
1
CCCA ∈ C
(
[0, T );H1 × L2).
Isto mostra que
u ∈ C ([0, T );H1);
ut ∈ C ([0, T );L2), ou seja, u ∈ C1 ([0, T );L2).
Logo, concluimos que
u ∈ C ([0, T );H1) ∩ C1 ([0, T );L2) (2.33)
e´ soluc¸a˜o loca fraca de (2.18)-(2.19) com dados iniciais (u0, u1) ∈ H1 × L2.
Constatamos, pois, que o problema de valor inicial (2.18)-(2.19) possui uma
u´nica soluc¸a˜o fraca u = u(x, t) com u satisfazendo (2.33). Isto e´, existe u´nica func¸a˜o u
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soluc¸a˜o do problema de valor inicial
utt −4u+ ut = |u|p, (t, x) ∈ R+ × Rn
u(0) = u0, ut(0) = u1.
com dados iniciais em H1 × L2 e p um nu´mero real tal que 1 ≤ p ≤ n
n− 2 se n ≥ 3, e
1 ≤ p <∞ se n = 1, 2.
Ou seja, existe uma u´nica func¸a˜o u = u(x, t) definida, para algum T > 0,
em [0, T ) e que satisfaz (2.33) e e´ soluc¸a˜o do do problema acima.
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Cap´ıtulo 3
Existeˆncia Global e Comportamento
Assinto´tico
Neste cap´ıtulo, analisamos o Problema de Cauchy associado com a
equac¸a˜o semilinear da onda em Rn sob efeito de uma dissipac¸a˜o friccional, a saber
utt −4u+ ut = |u|p, (t, x) ∈ R+ × Rn (3.1)
u|t=0 = u0, ut|t=0 = u1 (3.2)
com  > 0 suficientemente pequeno,
u0 ∈ H1(Rn), u1 ∈ L2(Rn), (3.3)
suppui ⊂ B(K) ≡ {x ∈ Rn; |x| < K}, i = 0, 1, (3.4)
e p um nu´mero real tal que
1 +
2
n
< p ≤ n
n− 2
se n ≥ 3, e
1 +
2
n
< p <∞
se n = 1, 2.
O resultado principal que mostramos neste cap´ıtulo, esta´ enunciado nos
dois teoremas que aparecem na pro´xima sec¸a˜o. Eles mostram a existeˆncia global e o
comportamento assinto´tico, no tempo, da soluc¸a˜o do problema (3.1)-(3.2) com dados ini-
ciais pequenos. Em geral, os resultados de existeˆncia global e comportamento assinto´tico
para problemas semilineares sa˜o obtidos apenas para dados iniciais pequenos ([7], [16],
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[15], [14]). O resultado de comportamento assinto´tico aqui mostrado, resulta de um novo
me´todo considerado por Todorova-Yordanov em [25]. Esse me´todo tem se mostrado efici-
ente e tem sido usado por outros autores como em [15], [14], [16]. Inclusive esse me´todo
tem sido efetivo para outras equac¸o˜es como no caso de Chara˜o-Ikehata [7] que o aplicaram
para um sistema de ondas ela´sticas.
Sobre comportamento assinto´tico de semigrupos, e´ importante ainda citar
o trabalho de Ball[3].
Com respeito a existeˆncia de soluc¸a˜o local do problema semilinear (3.1)-(3.2)
tem-se o seguinte resultado.
Proposic¸a˜o 9. Suponhamos que os dados iniciais satisfazem (3.3)–(3.4) e que p ∈
[1, n
n−2 ], se n ≥ 3 e p ∈ [1,∞), se n = 1, 2. Enta˜o o problema de valor inicial (3.1)–
(3.2) possui uma u´nica soluc¸a˜o fraca u tal que
u ∈ C ([0, T );H1(Rn)) ∩ C1 ([0, T );L2(Rn))
e
suppu(t, ·) ⊂ B(t+K), (3.5)
com T > 0 dependendo da norma ‖Du(0)‖L2 . Ale´m disso, a soluc¸a˜o pode ser estendida
continuamente ale´m do intervalo [0, T ) se sup
[0,T )
‖Du(t)‖L2 <∞.
A demonstrac¸a˜o da existeˆncia local ja´ foi feita no final do Cap´ıtulo 2. A
prova da propriedade de velocidade finita de propagac¸a˜o para a equac¸a˜o semilinear da
onda e´ bem conhecida. O fato que a soluc¸a˜o pode ser estendida com base na limitac¸a˜o
da norma da energia sobre intervalos limitados de existeˆncia segue de resultados ana´logos
para equac¸o˜es diferenciais ordina´rias. A existeˆncia local para o problema (3.1)–(3.2) na˜o
depende de .
3.1 Resultados Principais
Os principais resultados deste trabalho esta˜o enunciados nos teoremas a
seguir.
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Teorema 9. Seja 1 +
2
n
< p ≤ n
n− 2 , se n ≥ 3, 1 +
2
n
< p < ∞, se n = 1, 2. Enta˜o,
existe 0 > 0 tal que o problema (3.1)-(3.2) admite uma u´nica soluc¸a˜o global na classe
u ∈ C(R+, H1(Rn)), ut ∈ C(R+,L2(Rn)),
para cada 0 <  < 0.
Assim, esse e´ um teorema de existeˆncia global para dados iniciais pequenos.
Teorema 10. Seja p como no Teorema 9. Enta˜o o comportamento assinto´tico da energia
local, fora da bola
B(t
1
2
+δ) = {x ∈ Rn : |x| < t 12+δ}, δ > 0,
para a soluc¸a˜o global de (3.1)-(3.2), tem decaimento exponencial e e´ dado por
‖Du(t, ·)‖L2(Rn\B(t 12+δ)) ≤ C(e
−t2δ/4), t > 0, (3.6)
Ale´m disso, a energia total decai a uma taxa polinomial, isto e´
‖Du(t, ·)‖L2(Rn) ≤ C(t−n/4−1/2), t > 0, (3.7)
com C > 0 dependendo dos dados iniciais e δ > 0 um nu´mero arbitra´rio.
Observac¸a˜o 7. Aqui D = ( ∂
∂t
,∇x). Assim,
‖Du‖2L2(Ω) =
∫
Ω
[|ut|2 + |∇u|2]dx.
Observac¸a˜o 8. Quando o expoente p satisfaz 1 < p < 1 +
2
n
, e´ poss´ıvel mostrar que o
problema (3.1)-(3.2) na˜o possui soluc¸a˜o global. O nu´mero pc(n) = 1 +
2
n
e´ chamado o
exponte cr´ıtico do problema(3.1)-(3.2), isto e´,
1. Se p > pc(n), as soluc¸o˜es de (3.1), para os dados iniciais(3.2), sa˜o globais
2. Se 1 < p < pc(n), as soluc¸o˜es de (3.1), para dados iniciais (3.2) positivos, divergem
para tempos grandes (Todorova-Yordanov [25]).
O caso de expoente cr´ıtico e´ tambe´m de importaˆncia no estudo de problemas
semilineares, mas na˜o sera´ tratado aqui. A esse respeito citamos os trabalhos de Fujita
[6] e Todorova-Yordanov[25].
A demonstrac¸a˜o desses resultados dependem de diversas estimativas que
sa˜o obtidas no decorrer deste cap´ıtulo.
43
3.2 Novas Identidades de Energia
Mostramos nesta sec¸a˜o novas identidades de energia consideradas por Todorova-
Yordanov [25]. Essas identidades sa˜o baseadas em um novo tipo de multiplicador associado
a uma func¸a˜o relacionada com o comportamento assinto´tico da soluc¸a˜o fundamental para
a equac¸a˜o da onda. Importante dizer tambe´m que essas identidades produzem estimativas
que teˆm va´rias aplicac¸o˜es, como por exemplo mostrar que a energia local, fora de uma
bola com raio dependendo do tempo, decai exponencialmente.
O multiplicador utilizado e´ dado por eϕ(t,x)ut, onde u = u(x, t) e´ a soluc¸a˜o
do problema em questa˜o. A func¸a˜o peso ϕ(t, x) e´ tomada de tal modo que se comporta
como |x|
2
4t
, para |x|2/t grande. A escolha dessa func¸a˜o peso esta´ relacionada com a soluc¸a˜o
fundamental S2(t, x) de ∂tt −4+ ∂t, a qual e´ dada por
S2(t, x) =

Cne
− t
2
(
− 1
4
)n
2
−1
H(t)H(t2 − |x|2)I0
(
1
2
√
t2 − |x|2
)
,
se n e´ par
Cne
− t
2
(
− 1
4
)n
2
−1 1
2 H(t)H(t2 − |x|2) sinh
(
1
2
√
t2 − |x|2
)
,
se n e´ ı´mpar,
(3.8)
em que  = ∂2t −4x Cn e´ uma constante que depende de n. Aqui, I0 e´ a func¸a˜o modificada
de Bessel de ordem zero e
I0(r/2) =
er/2√
pir(1 +O(1
r
))
,
quando r =
√
t2 − |x|2 →∞. A func¸a˜o H = H(t) e´ a func¸a˜o de Heaviside, dada por
H(t) =
 1, t ≥ 00, t < 0 .
A expressa˜o do semigrupo dada em (3.8) e´ bem conhecida, pelo menos para
n = 1, 2 e 3. Essa fo´rmula pode ser encontrada em ( Kanwal [17] Cap´ıtulo 10.)
Proposic¸a˜o 10. Se u e´ uma func¸a˜o regular, enta˜o sa˜o va´lidas as seguintes expresso˜es:
a.
e2ϕut(utt −4u+ ut) = d
dt
(
e2ϕ
2
(|ut|2 + |∇u|2)
)
− div(e2ϕut∇u)− e
2ϕ
ϕt
|ϕt∇u− ut∇ϕ|2.
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b.
e2ϕut(utt −4u+ ut − |u|p) = d
dt
(
e2ϕ
2
(|ut|2 + |∇u|2)− e
2ϕ
p+ 1
|u|p+1
)
− div(e2ϕut∇u)
− e
2ϕ
ϕt
|ϕt∇u− ut∇ϕ|2 + 2ϕt
p+ 1
e2ϕ|u|p+1,
sendo ϕ = ϕ(t, x) uma func¸a˜o satisfazendo a seguinte equac¸a˜o diferencial;
ϕt = ϕ
2
t − |∇ϕ|2. (3.9)
Demonstrac¸a˜o. :
Para (a) temos
e2ϕut(utt −4u+ ut) = e2ϕut((∂2t −4x)u+ ut)
= e2ϕututt − e2ϕut4xu+ e2ϕ|ut|2.
Desenvolvemos cada um dos termos a` direita da igualdade acima. Assim,
temos:
i.
d
dt
(
e2ϕ
2
|ut|2
)
= 2
e2ϕ
2
ututt + |ut|2ϕt e
2ϕ
2
= e2ϕututt + |ut|2ϕte2ϕ
por conseguinte,
e2ϕututt =
d
dt
(
e2ϕ
2
|ut|2
)
− |ut|2ϕte2ϕ
ii. Aqui utilizamos
div(f.F ) = f.divF + 〈∇f, F 〉 (3.10)
sendo F um campo de vetores e f uma func¸a˜o escalar, regulares.
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Tomando f = e2ϕut e F = ∇u e usando (3.10), temos
div(e2ϕut∇u) = e2ϕutdiv∇u+∇(e2ϕut) · ∇u
= e2ϕut4u+ e2ϕ∇ut · ∇u
+ 2e2ϕut∇ϕ · ∇u.
Enta˜o
e2ϕut4u = div(e2ϕut∇u)− e2ϕ∇ut∇u− 2e2ϕut∇ϕ∇u.
Observamos que
e2ϕ∇ut∇xu = e2ϕ d
dt
( |∇u|2
2
)
=
d
dt
(
e2ϕ
|∇u|2
2
)
− e2ϕ|∇u|2ϕt.
Logo
e2ϕut4u = div(e2ϕut∇u)
− d
dt
(
e2ϕ
|∇xu|2
2
)
+ e2ϕ|∇xu|2ϕt − 2e2ϕut∇xϕ∇xu.
Agora, com (i) e (ii), obtemos
e2ϕut(utt −4u+ ut) = d
dt
(
e2ϕ
2
|ut|2
)
− |ut|2ϕte2ϕ
− div(e2ϕut∇xu) + d
dt
(
e2ϕ
|∇xu|2
2
)
− e2ϕ|∇xu|2ϕt + 2e2ϕut∇ϕ · ∇u+ e2ϕ|ut|2
=
d
dt
(
e2ϕ
2
(|ut|+ |∇u|2)
)
− div(e2ϕut∇xu)
− e
2ϕ
ϕt
(|∇xu|2ϕ2t − 2utϕt(∇u) · (∇ϕ)− ϕt|ut|2)− |ut|2ϕte2ϕ.
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Enta˜o, lembrando que ϕ deve satisfazer a equac¸a˜o(3.9), obtemos que
− e
2ϕ
ϕt
(|∇xu|2ϕ2t − 2utϕt(∇u) · (∇ϕ)− ϕt|ut|2)− |ut|2ϕte2ϕ =
− e
2ϕ
ϕt
(|∇u|2ϕ2t − 2utϕt(∇u) · (∇ϕ) + |ut|2|∇ϕ|2)+ ϕt|ut|2e2ϕ − |ut|2ϕte2ϕ =
= −e
2ϕ
ϕt
|ϕt∇xu− ut∇xϕ|.
A demonstrac¸a˜o do item (a) esta´ conclu´ıda.
Para provar (b), basta ver que
d
dt
(
e2ϕ|u|p+1) = 2ϕe2ϕ|u|p+1
+ (p+ 1)e2ϕ|u|put
e usar o item a. Isso finaliza a demonstrac¸a˜o da proposic¸a˜o .
Vamos, agora, impor que a soluc¸a˜o da equac¸a˜o (3.9) satisfac¸a ϕt < 0.
Uma soluc¸a˜o com essa propriedade e´ dada por
ϕ(t, x) =
1
2
(t+K −
√
(t+K)2 − |x|2 ), |x| < t+K (3.11)
com K uma constante positiva.
Verificaremos que (3.11) e´ soluc¸a˜o de (3.9).Temos
ϕt(t, x) =
1
2
(
1− t+K√
(t+K)2 − |x|2
)
(3.12)
e
∇xϕ(t, x) = 1
2
x√
(t+K)2 − |x|2 . (3.13)
Utilizando (3.12 e 3.13), facilmente concluimos que
ϕ2t − |∇xϕ|2 =
1
4
(
1− t+K√
(t+K)2 − |x|2
)2
− 1
4
( |x|2
(t+K)2 − |x|2
)
= ϕt.
Notamos tambe´m que essa soluc¸a˜o da equac¸a˜o (3.9) e´ bem regular em seu
suporte e tambe´m satisfaz
ϕ(t, x) ≥ |x|
2
4(t+K)
, se |x| < t+K. (3.14)
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De fato, para ver isso basta observar que
0 ≤ (t+K −
√
(t+K)2 − |x|2 )2 = (t+K)2 − 2(t+K)
√
(t+K)2 − |x|2 + (t+K)2 − |x|2.
Ou, equivalentemente,
0 ≤ 2(t+K)− 2
√
(t+K)2 − |x|2 − |x|
2
t+K
.
3.2.1 Problema Linear - Regia˜o com Decaimento Exponencial
Uma motivac¸a˜o para se provar a primeira parte do Teorema 10 e´ dado pela
pro´xima proposic¸a˜o, a qual e´ va´lida para soluc¸o˜es fracas da equac¸a˜o linear
utt −4u+ ut = 0. (3.15)
Proposic¸a˜o 11. Seja u a soluc¸a˜o fraca do problema linear (2.1)–(2.2) obtida no Cap´ıtulo
2. Enta˜o o comportamento assinto´tico de u e´ exponencial sobre a regia˜o
Rn\B(t 12+δ),
isto e´
‖Du(t, ·)‖L2(Rn\B(t 12+δ)) ≤ C(e
−t2δ/4)
com C uma constante positiva dependendo dos dados iniciais em (2.2) e δ > 0 um nu´mero
arbitra´rio.
Demonstrac¸a˜o. : A prova dessa proposic¸a˜o e´ baseada na identidade (a) da Proposic¸a˜o 10
Integrando sobre o Rn a igualdade dada pela proposic¸a˜o (10) item (a),
temos
0 =
d
dt
∫
e2ϕ
2
(|ut|2 + |∇x|2)dx (3.16)
−
∫
div(e2ϕut∇xu)dx (3.17)
−
∫
e2ϕ
ϕt
(|ϕt∇xu− ut∇xϕ|2) dx. (3.18)
Estimamos cada uma das integrais acima.
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i. ∫
div(eϕut∇xu)dx 1=
∫
|x|<t+k
div(e2ϕut∇xu)dx
2
=
∫
|x|=t+K
e2ϕut∇xu · ηdΓ 3= 0
aqui utilizamos Γ = ∂B(t+K) e η e´ o vetor normal a` esfera n-dimensional B(t+K).
Seguem abaixo as justificativas de cada uma das passagens acima.
1 E´ consequ¨eˆncia de
supp(u) ⊂ B(t+K);
2 Baseia-se no teorema da divergeˆncia de Gauss
3 Novamente, segue do fato que
supp(u) ⊂ B(t+K)
ii. Como ϕt < 0, temos que −ϕt > 0. Enta˜o
−
∫
e2ϕ
ϕt
|ϕt∇xu− ut∇xϕ|2dx =
∫
e2ϕ
−ϕt |ϕt∇xu− ut∇xϕ|
2dx ≥ 0.
Assim, usando (3.16), (3.15), (3.16), (i) e (ii), devemos ter
d
dt
∫
e2ϕ
2
(|ut|2 + |∇xu|2)dx ≤ 0. (3.19)
Agora, integrando de 0 ate´ t (3.19), teremos∫ t
0
d
dt
∫
e2ϕ(t,x)
2
(|ut(t, x)|2 + |∇x(t, x)|2)dx =
∫
e2ϕ(t,x)
2
(|ut(t, x)|2 + |∇xu(t, x)|2)dx
(3.20)
−
∫
e2ϕ(0,x)
2
(|ut(0, x)|2 + |∇xu(0, x)|2)dx,
(3.21)
Portanto, de(3.19), (3.20) e (3.19), chegamos a
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∫
e2ϕ(t,x)
2
(|ut(t, x)|2+ |∇u(t, x)|2)dx ≤
∫
e2ϕ(o,x)
2
(|ut(0, x)|2+ |∇u(0, x)|2)dx = C. (3.22)
Assim, conclui-se de (3.14 e 3.22)∫
R2\B(t1/2+δ)
(|ut(t, x)|2 + |∇xu(t, x)|2)dx ≤ C(e−t2δ/4). (3.23)
De (3.23) e para δ > 0, obtemos
‖Du‖L2(Rn\B(t1/2+δ)) =
∫
R2\B(t1/2+δ)
(|ut(t, x)|2 + |∇xu(t, x)|2)dx ≤ C(e−tδ/4), (3.24)
ou seja,
‖Du‖L2(Rn\B(t1/2+δ)) ≤ Ce−t
2δ/4
.
3.3 Problema Semilinear - Estimativas com Pesos
Agora, provamos algumas estimativas a priori para a energia, com pesos,
que sa˜o usadas nas demonstrac¸o˜es dos Teoremas 9 e 10. Essas estimativas sa˜o feitas com
base na identidade (b), associada ao problema semilinear, da Proposic¸a˜o 10.
Proposic¸a˜o 12. Seja u = u(t, x) uma soluc¸a˜o fraca do problema de Cauchy (3.1)– (3.2)
no intervalo [0, T ). Enta˜o vale a seguinte estimativa com peso para energia:
(1 + t)n/4+1/2‖Du(t, ·)‖L2 ≤ C+ C[max
τ∈[0,t]
(1 + τ)β‖eδϕ(τ,·)u(τ, ·)‖L2p ]p, (3.25)
para todo t ∈ [0, T ). Aqui, ϕ(t, x) e´ a func¸a˜o dada por (3.11), β > n
4p
+
1
p
e δ > 0 e´ um
nu´mero fixado arbitrariamente.
Proposic¸a˜o 13. Seja u(t, x) uma soluc¸a˜o fraca do problema de Cauchy (3.1)–(3.2) no
intervalo [0, T ). Enta˜o tem-se a seguinte estimativa:
‖eϕ(t,·)Du(t,·)‖L2 ≤ C+ C[max
τ∈[0,t]
(τ + 1)δ‖eγϕ(τ,·)‖p+1]p+1/2, (3.26)
para todo t ∈ [0, T ), sendo ϕ(t, x) a func¸a˜o dada por (3.11), γ > 2
p+ 1
e δ > 0 um
nu´mero fixado.
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Para demonstrarmos as Proposic¸o˜es 12 e 13, precisamos dos seguintes re-
sultados:
Proposic¸a˜o 14. Seja θ = θ(q, n) = n
(
1
2
− 1
q
)
tal que 0 ≤ θ ≤ 1 e 0 < σ ≤ 1. Se
u ∈ H1(Rn) com supp(u) ⊂ B(t+K), para t ≥ 0, enta˜o
‖eσϕ(t,·)u‖Lq ≤ Ck(1 + t)(1−θ)/2‖∇u‖1−σL2 ‖eϕ(t,·)∇u‖σL2 , (3.27)
sendo ϕ(t, ·) a func¸a˜o peso dada por (3.11).
Observamos que essa proposic¸a˜o e´ va´lida mesmo que u na˜o seja soluc¸a˜o da
equac¸a˜o da onda. Sua demonstrac¸a˜o aparece em Todorova-Yordanov [25] e sera´ apresen-
tada aqui neste trabalho devido a` sua importaˆncia.
Demonstrac¸a˜o. :
Sera´ necessa´rio o seguinte lema:
Lema 2. Seja u ∈ H1(Rn), com supp(u) ⊂ B(t+K), t ≥ 0. Para σ > 0, temos
σn
2
(t+K)−1‖eσϕ(t,·)u‖2L2 + ‖∇(eσϕ(t,·)u)‖2L2 ≤ ‖eσϕ(t,·)∇u‖2L2 , (3.28)
em que ϕ(t, ·) e´ a func¸a˜o peso dada por (3.11).
Demonstrac¸a˜o. :
Para provarmos esse lema, tomamos f = eσϕu, para σ > 0. Enta˜o
u = e−σϕf, (3.29)
assim, utilizando (3.29), chegamos-a
∇u = ∇e−σϕf + e−σϕ∇f = −σe−σϕf∇ϕ+ e−σϕ∇f = e−σϕ (∇f − σf∇ϕ) .
Logo
‖eσϕ(t,·)∇u‖2L2 = ‖∇f − σf∇ϕ‖2L2 = 〈∇f − σf∇ϕ,∇f − σf∇ϕ〉
=
∫
|∇f |2dx+ σ2
∫
f 2|∇ϕ|2 − 2σ
∫
f(∇f · ∇ϕ)dx.
Ale´m disso, sabemos que
f∇f = ∇f
2
2
(3.30)
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e usando (3.10) conclu´ımos que
∇f 2∇ϕ = div(f 2∇ϕ)− f 24ϕ. (3.31)
Portanto, verificamos de (3.30) e (3.31), que
−2σ
∫
f(∇f · ∇ϕ)dx = −2σ
∫ ∇f 2
2
· ∇ϕdx
= −σ
(∫
div(f 2∇ϕ)dx−
∫
f 24ϕdx
)
(1)
= −
(
−σ
∫
f 24ϕdx
)
= σ
∫
f 24ϕdx.
A igualdade em (1) e´ verificada observando que
supp(f) ⊂ B(t+K), (3.32)
o que, do teorema da divergeˆncia , resulta em∫
div(f 2∇xϕ)dx =
∫
B(t+K)
div(f 2∇xϕ)dx
=
∫
Γ
f 2∇xϕηdΓ = 0.
em que Γ = ∂B(t+K).
Observac¸a˜o 9. Notemos que de (3.11), obtemos
4xϕ(t, x) = 1
2
{
n
((t+K)2 − |x|2)1/2 +
|x|2
((t+K)2 − |x|2)3/2
}
≥ n
2
(t+K)−1. (3.33)
Portanto,
‖eσϕ(t,·)∇u‖2L2 =
∫
|∇f |2dx+ σ2
∫
f 2|∇ϕ|2dx− 2σ
∫
f(∇f · ∇ϕ)dx
=
∫
|∇f |2dx+ σ2
∫
f 2|∇ϕ|2dx+ σ
∫
f 24xϕdx
≥
∫
|∇f |2dx+ σ
∫
f 24xϕdx
≥
∫
|∇f |2dx+ σ
∫
f 2
n
2
(t+K)−1dx
=
∫
|∇f |2dx+ n
2
(t+K)−1σ
∫
f 2dx
= ‖∇f‖2L2 +
σn
2
(t+K)−1‖f‖2L2
= ‖∇(eσϕ(t,·)u)‖2L2 +
σn
2
(t+K)−1‖eσϕ(t,·)u‖2L2
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Essa estimativa conclui a demonstrac¸a˜o do Lema 2.
Voltamos aqui a` demonstrac¸a˜o da Proposic¸a˜o 14. Pela desigualdade de
Gagliardo-Nirenberg-Sobolev, tomando f = eσϕu, temos que
‖f‖Lq ≤ C‖f‖1−θ(q)L2 ‖∇f‖θ(q)L2 . (3.34)
onde θ = θ(q) = θ(q, n) = n(1
2
− 1
q
) e´ tal que 0 ≤ θ ≤ 1. Agora, pelo Lema 2, vemos que
‖∇f‖L2 ≤ ‖eσϕ(t,·)∇u‖L2 (3.35)
e
‖f‖L2 ≤
(
2
σn
) 1
2
(t+K)
1
2‖eσϕ(t,·)∇u‖L2 . (3.36)
Logo, a partir de (3.34), (3.35) e (3.36) chega-se a
‖f‖Lq ≤ C(1 + t)(1−θ(q))/2‖eσϕ(t,·)∇u‖1−θ(q)L2 ‖eσϕ(t,·)∇u‖θ(q)L2
= C(1 + t)(1−θ(q))/2‖eσϕ(t,·)∇u‖L2 . (3.37)
Observamos que
e2σϕ|∇u|2 = e2σϕ|∇u|2σ|∇u|2(1−σ), (3.38)
Assim, utilizando (3.38) e interpolac¸a˜o, constatamos que
‖eσϕ∇u‖2L2 ≤ ‖eϕ∇u‖σL2‖∇u‖1−σL2 .
Portanto, usando (3.37), conclu´ımos
‖f‖Lq ≤ C(1 + t)(1−θ(q))/2‖eϕ∇u‖σL2‖∇u‖1−σL2 .
Proposic¸a˜o 15. Seja m ∈ [1, 2]. Enta˜o,
‖∂kt∇αxS2(t) ∗ f‖L2 ≤ C(1 + t)n/4−n/2m−|α|/2−k(‖f‖Lm + ‖f‖Hk+|α|−1), (3.39)
para cada f ∈ Lm(Rn) ∩Hk+|α|−1(Rn).
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Para a demonstrac¸a˜o da Proposic¸a˜o 15, sera´ preciso o resultado que desen-
volvemos agora.
Consideremos a seguinte equac¸a˜o
utt −∆u+ ut = 0, (3.40)
com condic¸o˜es iniciais bem regulares dadas por u(x, 0) = Φ(x)ut(x, 0) = Ψ(x). (3.41)
Assim, se u = u(t, x) e´ soluc¸a˜o de (3.40), e´ poss´ıvel escrever u = u(x, t)
como
u(x, t) = K1 ∗Ψ+K2 ∗ Φ. (3.42)
Seja Ri(t, ξ) a transformada de Fourier de Ki(t, x) (i = 1, 2). Aplicando-a
em (3.40), teremos
d2
dt2
Ri +
d
dt
Ri + |ξ|2Ri = 0 (3.43) Ri(0, ξ) = Φ̂(ξ)d
dt
Ri(0, ξ) = Ψ̂(ξ).
(3.44)
Proposic¸a˜o 16. Se em (3.44) tomarmos Φ̂(ξ) = 0 e Ψ̂(ξ) = 1, para i = 1 e Φ̂(ξ) = 1, e
Ψ̂(ξ) = 0 para i = 2, enta˜o
i.
R1(t, ξ) =

2e−
t
2√
1− 4|ξ|2 sinh
(√
1− 4|ξ|2
2
t
)
, |ξ| ≤ 1
2
2e−
t
2√
4|ξ|2 + 1 sin
(√
4|ξ|2 + 1
2
t
)
, |ξ| > 1
2
ii.
R2(t, ξ) =

2e−
t
2 cosh
(√
1− 4|ξ|2
2
t
)
, |ξ| ≤ 1
2
2e−
t
2 cos
(√
4|ξ|2 + 1
2
t
)
, |ξ| > 1
2
iii.
R3(t, ξ) = R1(ξ, t) +R2(ξ, t)
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Demonstrac¸a˜o. : De (3.43), deduzimos que
α2 + α+ |ξ|2 = 0. (3.45)
A equac¸a˜o (3.45) tem duas soluc¸oˆes:
α1 = −1
2
+
√
1− 4|ξ|2
2
(3.46)
α2 = −1
2
−
√
1− 4|ξ|2
2
(3.47)
Assim, chegamos aos seguintes casos:
1o caso:
1− 4|ξ|2 > 0⇒ |ξ| ∈
(
0,
1
2
)
.
Ao utilizar (3.46) e (3.47), obteremos
R1(t, ξ) = Ae

− 1
2
+
√
1−4|ξ|2
2

t
+Be

− 1
2
−
√
1−4|ξ|2
2

t
(3.48)
e
dR1
dt
(t, ξ) =
(
−1
2
+
√
1− 4|ξ|2
2
)
Ae

− 1
2
+
√
1−4|ξ|2
2

t
+
(
−1
2
−
√
1− 4|ξ|2
2
)
Be

− 1
2
−
√
1−4|ξ|2
2

t
(3.49)
Impondo que R1(0, ξ) = 0 e
d
dt
R1(ξ, 0) = 1, temos de (3.48) e (3.49) que
A =
1√
1− 4|ξ|2 B =
−1√
1− 4|ξ|2 . (3.50)
Enta˜o,
R1(t, ξ) =
1√
1− 4|ξ|2 e

− 1
2
+
√
1−4|ξ|2
2

t − 1
1− 4|ξ|2 e

− 1
2
−
√
1−4|ξ|2
2

t
=
2e−
t
2√
1− 4|ξ|2
e√1−4|ξ|22 − e−√1−4|ξ|22
2

=
2e−
t
2√
1− 4|ξ|2 sinh
(√
1− 4|ξ|2
2
)
,
se 1− 4|ξ| > 0.
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2o caso :
1− 4|ξ|2 < 0⇒ |ξ| ∈
(
1
2
,∞
)
.
Portanto, de (3.43) chega-se a
R1(t, ξ) = e
− t
2
(
A cos
(√
4|ξ|2 − 1
2
t
)
+B sin
(√
4|ξ|2 − 1
2
t
))
(3.51)
e
d
dt
R1(t, ξ) = −1
2
e−
t
2
[(
A sin
(√
4|ξ|2 − 1
2
t
)
+B cos
(√
4|ξ|2 − 1
2
t
))]
−e
− t
2
2
[
A
√
4|ξ|2 − 1
2
cos
(√
4|ξ|2 − 1
2
t
)
+B
√
4|ξ|2 − 1
2
sin
(√
4|ξ|2 − 1
2
t
)]
. (3.52)
Com a condic¸a˜o de R1(0, ξ) = 0 e
d
dt
R1(0, ξ) = 1, deduzimos, de (3.51) e
(3.52), que
A = 0 e B =
2√
4|ξ|2 − 1 .
Logo, obtemos
R1(t, ξ) =
2e−
t
2√
4ξ|2 − 1 sin
(√
4|ξ|2 − 1
2
t
)
.
Neste ponto, usando (3.43) e tomando R2(ξ, 0) = 0 e
d
dt
R2(ξ, 0) = 1, pode-
mos demonstrar, de maneira ana´loga a` que fizemos acima, que
R2(t, ξ) =

2e−
t
2 cosh
(√
1− 4|ξ|2
2
t
)
, |ξ| ≤ 1
2
2e−
t
2 cos
(√
4|ξ|2 + 1
2
t
)
, |ξ| > 1
2
e
R3(t, ξ) = R1(t, ξ) +R2(t, ξ)
Agora, enunciamos o lema que nos ajudara´ na demonstrac¸a˜o da Proposic¸a˜o
15. A demonstrac¸a˜o e´ obtida de (Matsumura, [20], pg 178).
Lema 3. Seja f ∈ Lm(Rn)⋂H [n/2]+i+|α|(Rn) com 1 ≤ m ≤ 2. Enta˜o
i.
∥∥∥∥( ∂i∂ti
)(
∂α
∂xα
)
(K1 ∗ f)
∥∥∥∥
∞
≤ c (1 + t)− n2m−i− |α|2
(
‖ f ‖Lm + ‖ f ‖[n
2
]+i+|α|
)
;
ii.
∥∥∥∥( ∂i∂ti
)(
∂α
∂xα
)
(K1 ∗ f)
∥∥∥∥
L2
≤ c (1 + t)n4− n2m−i− |α|2 (‖ f ‖Lm + ‖ f ‖i+|α|−1) .
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Se f ∈ Lm(Rn)⋂H [n2 ]+i+|α|+1(Rn) e 1 ≤ m ≤ 2.
Temos
iii.
∥∥∥∥( ∂i∂ti
)(
∂α
∂xα
)
(K2 ∗ f)
∥∥∥∥
∞
≤ c (1 + t)− n2m−i− |α|2
(
‖ f ‖Lm + ‖ f ‖[n
2
]+i+|α|+1
)
;
iv.
∥∥∥∥( ∂i∂ti
)(
∂α
∂αx
)
(K2 ∗ f)
∥∥∥∥
L2
≤ c (1 + t)n4− n2m−i− |α|2 (‖ f ‖Lm + ‖ f ‖i+|α|) .
Antes de comec¸armos a demonstrac¸a˜o do lema acima, demonstramos as
seguintes afirmac¸oˆes
Afirmac¸a˜o 1. Se R1 e´ a func¸a˜o dada pela proposic¸a˜o (16), enta˜o:
i.
∣∣∣∣ didtiR1(t, ξ)
∣∣∣∣ ≤ Ce− t2
∣∣∣∣∣(1 +
√
4|ξ|2 − 1)i√
4|ξ|2 − 1
∣∣∣∣∣
ii.
∣∣∣∣ didtiR1(t, ξ)
∣∣∣∣ ≤ Ce− t2
[
1 + sup
1
2
<|ξ|<1
{
1√
4|ξ|2 − 1 sin
(√
4|ξ|2 − 1
2
t
)}]
iii.
∣∣∣∣ didtiR1(t, ξ)
∣∣∣∣ ≤ Ce− t2
[
1 + sup
δ<|ξ|< 1
2
{
1√
4|ξ|2 − 1 sinh
(√
4|ξ|2 − 1
2
t
)}
+ sup
δ<|ξ|≤ 1
2
{
cosh
(√
4|ξ|2 − 1
2
t
)}]
iv.
∣∣∣∣ didtiR1(t, ξ)
∣∣∣∣ ≤ C
[
(1−√1− 4|ξ|2)i√
1− 4|ξ|2 e
− t
2
(1−
√
1−4|ξ|2) +
(1 +
√
1− 4|ξ|2)i√
1− 4|ξ|2 e
− t
2
(1+
√
1+4|ξ|2)
]
Comec¸amos com a demonstrac¸a˜o do item (i).
Demonstrac¸a˜o. :
Para |ξ| ≥ 1, temos R(ξ, t) = 2e
− t
2√
4|ξ|2 − 1 sin
(√
4|ξ|2 − 1
2
t
)
. Por simplici-
dade, vamos tomar β =
√
4|ξ|2 − 1. Podemos escrever R(t, ξ) = 2e
− t
2
β
sin
(
β
2
t
)
.
Assim, temos para i = 1
d
dt
R(t, ξ) = −e
− t
2
β
sin
(
β
2
t
)
+ e−
t
2 cos
(
β
2
t
)
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e da´ı ∣∣∣∣ ddtR(t, ξ)
∣∣∣∣ =
∣∣∣∣∣−e−
t
2
β
sin
(
β
2
t
)
+ e−
t
2 cos
(
β
2
t
)∣∣∣∣∣
≤ Ce− t2
∣∣∣∣1 + 1β
∣∣∣∣ = Ce− t2 ∣∣∣∣1 + ββ
∣∣∣∣ = Ce− t2
∣∣∣∣∣1 +
√
4|ξ|2 − 1√
4|ξ|2 − 1
∣∣∣∣∣
No caso de i = 2,
d2
dt2
R(t, ξ) = e−
t
2
[(
1− β2
2β
)
sin
(
β
2
t
)
− cos
(
β
2
t
)]
e assim, ∣∣∣∣ d2dt2R(t, ξ)
∣∣∣∣ = e− t2 ∣∣∣∣(1− β22β
)
sin
(
β
2
t
)
− cos
(
β
2
t
)∣∣∣∣
≤ Ce− t2
∣∣∣∣(1 + β22β
)
+ 1
∣∣∣∣
= Ce−
t
2
(1 + β)2
2β
= Ce−
t
2
(1 +
√
4|ξ|2 − 1)2√
4|ξ|2 − 1
Para i = 3,
d3
dt3
R(t, ξ) = e−
t
2
[(
3β2 − 1
4β
)
sin
(
β
2
t
)
+
(
3− β2
4
)
cos
(
β
2
t
)]
logo, ∣∣∣∣ d3dt3R(t, ξ)
∣∣∣∣ = e− t2 ∣∣∣∣(3β2 − 14β
)
sin
(
β
2
t
)
+
(
3− β2
4
)
cos
(
β
2
t
)∣∣∣∣
≤ Ce− t2
∣∣∣∣(1 + β24β
)
+
(
3 + β2
4
)∣∣∣∣
= Ce−
t
2
∣∣∣∣1 + β2 + 3β + β34β
∣∣∣∣
≤ Ce− 12 (1 + β)
3
4β
= Ce−
t
2
(1 +
√
4|ξ|2 − 1)3√
4|ξ|2 − 1
Repetindo esse processo i-vezes, obtemos o resultado em i .
Agora demonstramos o item (ii).
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Demonstrac¸a˜o. Para demonstrarmos ii, basta observar que de i
di
dti
R(t, ξ) = e−
t
2
[
C|ξ| cos
(√
4|ξ|2 − 1
2
t
)
+
C|ξ|√
4|ξ|2 − 1 sin
(√
4|ξ|2 − 1
2
)]
e assim,∣∣∣∣ didtiR(t, ξ)
∣∣∣∣ = e− t2
∣∣∣∣∣C|ξ| cos
(√
4|ξ|2 − 1
2
t
)
+
C|ξ|√
4|ξ|2 − 1 sin
(√
4|ξ|2 − 1
2
)∣∣∣∣∣
≤ Ce− t2
[
1 + sup
1
2
<|ξ|<1
{
1√
4|ξ|2 − 1 sin
(√
4|ξ|2 − 1
2
t
)}]
.
o que demonstra ii.
Agora demonstramos o item (iii)
Demonstrac¸a˜o. :
Para δ < |ξ| < 1
2
, e tomando novamente β =
√
1− 4|ξ|2, temos, da
proposic¸a˜o (16),
R1(t, ξ) =
2e−
t
2
β
sinh
(
β
2
t
)
.
No caso de i = 1
d
dt
R(t, ξ) = e−
t
2
[
− 1
β
sinh
(
β
2
t
)
+ cosh
(
β
2
t
)]
portanto, ∣∣∣∣ ddtR(t, ξ)
∣∣∣∣ = e− t2 ∣∣∣∣− 1β sinh
(
β
2
t
)
+ cosh
(
β
2
t
)∣∣∣∣
≤ Ce− t2
∣∣∣∣∣1 + supδ<|ξ|≤ 1
2
1
β
sinh
(
β
2
t
)∣∣∣∣∣
= Ce−
t
2
[
1 + sup
δ<|ξ|≤ 1
2
{
1√
1− 4|ξ|2 sinh
(√
1− 4|ξ|2
2
t
)}]
Para i = 2,
d2
dt2
R(t, ξ) = e−
t
2
[(
β2 + 1
2β
)
sinh(
β
2
t)−
(
β + 1
2β
)
cosh
(
β
2
t
)]
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logo, ∣∣∣∣ d2dt2R(t, ξ)
∣∣∣∣ = e− t2 ∣∣∣∣(β2 + 12β
)
sinh(
β
2
t)−
(
β + 1
2β
)
cosh
(
β
2
t
)∣∣∣∣
≤ Ce− t2
∣∣∣∣∣1 + supδ<|ξ|≤ 1
2
{
1
β
sinh
(
β
2
t
)}∣∣∣∣∣
= Ce−
t
2
[
1 + sup
δ<|ξ|≤ 1
2
{
1√
1− 4|ξ|2 sinh
(√
1− 4|ξ|2
2
t
)}]
Repetindo o processo acima i-vezes, verificamos que iii.
Agora demonstramos o item (iv).
Demonstrac¸a˜o. Quando |ξ| ≤ δ, constatamos novamente que
R1(t, ξ) =
2e−
t
2
β
sinh
(
β
2
t
)
.
Para i = 1,
d
dt
R(t, ξ) = e−
t
2
[
− 1
β
sinh
(
β
2
t
)
+ cosh
(
β
2
t
)]
enta˜o,∣∣∣∣ ddtR(t, ξ)
∣∣∣∣ = e− t2 ∣∣∣∣− 1β sinh
(
β
2
t
)
+ cosh
(
β
2
t
)∣∣∣∣
≤ Ce− t2
∣∣∣∣∣ 1β
(
e
β
2
t − e−β2 t
2
)
+
(
e
β
2
t + e−
β
2
t
2
)∣∣∣∣∣
= C
[(
1 + β
2β
)
e−
t
2
(1−β) +
(
1 + β
2β
)
e−
t
2
(1+β)
]
= C
[
(1−√1− 4|ξ|2)
2
√
1− 4|ξ|2 e
− t
2
(1−
√
1−4|ξ|2) +
(1 +
√
1− 4|ξ|2)
2
√
1− 4|ξ|2 e
− t
2
(1+
√
1−4|ξ|2)
]
No caso de i = 2,
d2
dt2
R(t, ξ) = e−
t
2
[(
β2 + 1
2β
)
sinh(
β
2
t)−
(
β + 1
2β
)
cosh
(
β
2
t
)]
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assim,∣∣∣∣ d2dt2R(t, ξ)
∣∣∣∣ = e− t2 ∣∣∣∣(β2 + 12β
)
sinh(
β
2
t)−
(
β + 1
2β
)
cosh
(
β
2
t
)∣∣∣∣
= Ce−
t
2
[(
β2 + 1
2β
)(
e
β
2
t − e−β2 t
2
)
−
(
β + 1
2β
)(
e
β
2
t + e−
β
2
t
2
)]
≤ C
∣∣∣∣((1− β)2β
)
e−
t
2
(1−β) +
(
(1 + β)2
β
)
e−
t
2
(1+β)
∣∣∣∣
= C
[
(1−√1− 4|ξ|2)2√
1− 4|ξ|2 e
− t
2
(1−
√
1−4|ξ|2) +
(1 +
√
1− 4|ξ|2)2√
1− 4|ξ|2 e
− t
2
(1+
√
1−4|ξ|2)
]
.
Procedendo dessa forma i− vezes, obtemos iv.
Afirmac¸a˜o 2.
i.
∫ δ
0
|ξ|ke−c|ξ|2tdξ ≤ C(1 + t)− (k+n)2 , ∀t ≥ 0;
ii. sup
0≤|ξ|≤δ
{|ξ|ke−c|ξ|2t} ≤ C(1 + t)− k2 , ∀t ≥ 0.
Demonstrac¸a˜o. : Demonstramos primeiro o item(i).∫ δ
0
|ξ|ke−c|ξ|2tdξ =
∫ δ
0
∫
|ξ|=r
rke−cr
2tdSξdr =
∫ δ
0
rke−cr
2t
[∫
|ξ|=r
dSξ
]
dr
= ωn
∫ δ
0
rk+n−1e−cr
2tdr = ωn
∫ √tδ
0
zk+n−1e−z
2
t
k+n−1
2
dz
t
1
2
= ωnt
− k+n
2
∫ √tδ
0
zk+n−1e−z
2
dz
,em que wn =
∫
|ξ|=1 dSξ.
Agora, observamos que∫ √tδ
0
zk+n−1e−z
2
dz ≤
∫ ∞
0
zk+n−1e−z
2
dz ≤ C.
e existe C > 0 tal que
t−s ≤ C (1 + t)s , ∀t ≥ 0.
Enta˜o ∫ δ
0
|ξ|ke−c|ξ|2tdξ ≤ C (1 + t)− k+n2 , ∀t ≥ 0,
como quer´ıamos mostrar.
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Demonstrac¸a˜o. Demontramos agora o item (ii)
Notamos que:
lim
t→∞
|ξ|ke−c|ξ|2t(1 + t) k2 = 0
, ou seja, existem N > 0 e C > 0 tais que se t ≥ N
|ξ|ke−c|ξ|2t(1 + t) k2 ≤ C, ∀t ≥ 0.
Isso prova ii
Proposic¸a˜o 17. ( Desigualdade de Hausdorff-Young )
Seja f ∈ Lm⋂H [n2 ]+i+|α| com 1 ≤ m ≤ 2, enta˜o
‖f‖Lk ≤ (2pi)
n
2
−n
k ‖f̂‖Lm ,
1
k
+
1
m
= 1, sendo f̂ a transformada de Fourier de f .
A demonstrac¸a˜o dessa proposic¸a˜o pode ser encontrada em(Reed-Simon,[27]).
Vamos agora demonstrar o Lema 3.
Demonstrac¸a˜o. do Lema 3: Usando a Proposic¸a˜o 17 e A = (2pi
n
2
−n
k ), chega-se a∥∥∥∥( ∂i∂ti
)(
∂α
∂xα
)
(K1 ∗ f)
∥∥∥∥
∞
≤ A
∥∥∥∥(iξ)α didtiR(ξ, t)f̂(ξ)
∥∥∥∥
L1
≤ C
∫
|ξ||α|
∣∣∣∣ didtiR(ξ, t)
∣∣∣∣ |f̂(ξ)|dξ,
em que C = Ai|α| Seja δ > 0 com δ ≤ 1
2
.
Podemos, nesse contexto, dividir a integral acima da seguinte forma :
∫
|ξ||α|
∣∣∣∣ didtiR(ξ, t)
∣∣∣∣ |f̂(ξ)|dξ = ∫|ξ|≥1 |ξ||α|
∣∣∣∣ didtiR(ξ, t)
∣∣∣∣ |f̂(ξ)|dξ
+
∫
1
2
<|ξ|<1
|ξ||α|
∣∣∣∣ didtiR(ξ, t)
∣∣∣∣ |f̂(ξ)|dξ
+
∫
δ≤|ξ|≤ 1
2
|ξ||α|
∣∣∣∣ didtiR(ξ, t)
∣∣∣∣ |f̂(ξ)|dξ
+
∫
|ξ|≤δ
|ξ||α|
∣∣∣∣ didtiR(ξ, t)
∣∣∣∣ |f̂(ξ)|dξ.
Estimamos, a partir de enta˜o, as integrais acima.
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i ∫
|ξ|≥1
|ξ||α|
∣∣∣∣ didtiR(ξ, t)
∣∣∣∣ |f̂(ξ)|dξ 1≤ ∫‖ξ|≥1 |ξ||α|Ce− t2
∣∣∣∣∣(1 +
√
4|ξ|2 − 1)i√
4|ξ|2 − 1
∣∣∣∣∣ |f̂(ξ)|
≤ Ce− t2 sup
|ξ|≥1
{
(1 +
√
4|ξ|2 − 1)i
|ξ|i−1√4|ξ|2 − 1
}∫
|ξ|≥1
|ξ||α|+i−1|f̂(ξ)|dξ
2≤ Ce− t2
∫
|ξ|≥1
|ξ||α|+[n2 ]−[n2 ]+i−1|f̂(ξ)|dξ
= Ce−
t
2
∫
|ξ|≥1
|ξ|−[n2 ]−1|ξ||α|+[n2 ]+i|f̂(ξ)|dξ
3≤ Ce− t2
(∫
|ξ|−2[n2 ]−2
) 1
2
(∫
|ξ|2|α|+2[n2 ]+2i|f̂(ξ)|2dξ
) 1
2
≤ Ce− t2
(∫ (
1 + |ξ|2)|α|+[n2 ]+i |f̂(ξ)|2dξ) 12
4
= Ce−
t
2‖f‖|α|+[n
2
]+1
Justificamos as desigualdades 1, 2, 3 e a iguadade 4
1. Segue da afirmac¸a˜o(1) item (i).
2. Ressaltamos que
lim
|ξ|→∞
(1 +
√
4|ξ|2 − 1)i
|ξ|i−1√4|ξ|2 − 1 = 2i−1
enta˜o existe C > 0 tal que:
sup
|ξ|≥1
{
(1 +
√
4|ξ|2 − 1)i
|ξ|i−1√4|ξ|2 − 1
}
≤ C
.
3. Primeiramente, sabemos que, se n e´ par
∫
|ξ|≥1
|ξ|−2[n2 ]−2dξ =
∫
|ξ|≥1
|ξ|−n−2dξ =
∫ ∞
1
∫
|ξ|=r
r−n−2dSξdr =
∫ ∞
1
r−n−2ωnrn−1dr
= ωn
∫ ∞
1
1
r3
dr ≤ ωnC ≤ K
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e, para f ∈ H |α|+[n2 ]+i,∫
|ξ|≥1
|ξ|2|α|+2[n2 ]+2i|f̂(ξ)|2dξ ≤
∫ (
1 + |ξ|2)2|α|+2[n2 ]+2i |f̂(ξ)|2dξ
≤ ‖f(ξ)‖|α|+[n
2
]+i <∞
Enta˜o, usando a desigualdade de Ho¨lder, constatamos que∫
|ξ|≥1
|ξ|−2[n2 ]−2|ξ|2|ξ|+2[n2 ]+2i|f̂(ξ)|2dξ ≤(∫
|ξ|≥1
|ξ|−2[n2 ]−2
) 1
2
(∫
|ξ|≥1
|ξ|2|ξ|+2[n2 ]+2i|f̂(ξ)|dξ
) 1
2
≤ K
(∫
|ξ|2|ξ|+2[n2 ]+2i|f̂(ξ)|2dξ
) 1
2
.
Para n ı´mpar, o processo e´ ana´logo, o que demonstra a passagem (3).
4. Segue do fato que f ∈ H |ξ|+[n2 ]+i
ii ∫
1
2
<|ξ|<1
|ξ||α|
∣∣∣∣ didtiR(ξ, t)
∣∣∣∣ |f̂(ξ)|dξ 1≤
Ce−
t
2
[
1 + sup
1
2
<|ξ|<1
{
1√
4|ξ|2 − 1 sin
(√
4|ξ|2 − 1
2
t
)}]∫
1
2
<|ξ|<1
|ξ||α||f̂((ξ))|dξ 2≤
C(1 + t)e−
t
2
(∫
|f̂(ξ)|2dξ
) 1
2
3
= C(1 + t)e−
t
2‖f‖L2 .
Justicamos as desigualdades 1, 2 e a igualdade 3:
1. Segue da afirmac¸a˜o (1) (ii)
2. Notamos que
lim
|ξ|→ 1
2
1√
4|ξ|2 − 1 sin
(√
4|ξ|2 − 1
2
t
)
=
t
2
≤ t.
e
lim
|ξ|→1
1√
4|ξ|2 − 1 sin
(√
4|ξ|2 − 1
2
t
)
=
1√
3
sin(
t
2
√
3) ≤ 1√
3
t
√
3
2
=
t
2
≤ t
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portanto, [
1 + sup
1
2
<|ξ|<1
{
1√
4|ξ|2 − 1 sin
(√
4|ξ|2 − 1
2
t
)}]
≤ C(1 + t)
e, ale´m disso,∫
1
2
<|ξ|<1
|ξ||α||f̂(ξ)|dξ ≤
∫
|ξ|<1
|f̂(ξ)|dξ
≤
(∫
|ξ|<1
12dξ
) 1
2
(∫
|ξ|<1
|f̂(ξ)|2dξ
) 1
2
≤ C
(∫
|f̂(ξ)|2dξ
) 1
2
Isso demonstra 2
3. Basta aplicar a identidade de Parseval. Ou seja, de Parseval sabemos que
‖f‖L2 = ‖f̂‖L2 ,
enta˜o
C(1 + t)e−
t
2
(∫
|f̂(ξ)|2dξ
) 1
2
= C(1 + t)e−
t
2‖f̂‖L2 = C(1 + t)e− t2‖f‖L2 .
iii ∫
δ<|ξ|≤ 1
2
|ξ||α|
∣∣∣∣ didtiR(ξ, t)
∣∣∣∣ |f̂(ξ)|dξ 1≤
Ce−
t
2
[
1 + sup
δ<|ξ|< 1
2
{
1√
4|ξ|2 − 1 sinh
(√
4|ξ|2 − 1
2
t
)}
+ sup
δ<|ξ|≤ 1
2
{
cosh
(√
4|ξ|2 − 1
2
t
)}]∫
δ<|ξ|≤ 1
2
|f̂(ξ)|dξ
2≤ Ce−(1−
√
1−4|ξ|2) t
2‖f‖L2 .
Justificamos abaixo as desigualdades (1 e 2) :
1. A justificativa vem da afirmac¸a˜o (1) item (iii).
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2. Note que
e−
t
2√
4|ξ|2 − 1 sinh
(√
4|ξ|2 − 1
2
t
)
= e−
t
2
e√1−4|ξ|22 t − e−√1−4|ξ|22 t
2
√
1− 4|ξ|2

= e−
t
2
(1−
√
1−4|ξ|2)
(
1− e−
√
1−4|ξ|2t
2
√
1− 4|ξ|2
)
.
Como
lim
t→∞
1− e−
√
1−4|ξ|2t
2
√
1− 4|ξ|2 =
1
2
√
1− 4|ξ|2 ,
logo
sup
δ<|ξ|≤ 1
2
{
e−
t
2√
4|ξ|2 − 1 sinh
(√
4|ξ|2 − 1
2
t
)}
≤ Ce− t2 (1−
√
1−4|ξ|2).
Analogamente, temos
sup
δ<|ξ|≤ 1
2
{
e−
t
2 cosh
(√
4|ξ|2 − 1
2
t
)}
≤ Ce− t2 (1−
√
1−4|ξ|2).
Ale´m disso,∫
δ<|ξ|≤ 1
2
|ξ||α||f̂(ξ)|dξ ≤
∫
|ξ|≤ 1
2
|f̂(ξ)|dξ
Holder≤
(∫
|ξ|≤ 1
2
12dξ
) 1
2
(∫
|ξ|≤ 1
2
|f̂(ξ)|2dξ
) 1
2
≤ C
(∫
|f̂(ξ)|2dξ
) 1
2
= ‖f̂(ξ)‖L2 Parseval= ‖f(ξ)‖L2 .
Isso mostra a desigualdade (2).
iv ∫
|ξ|≤δ
|ξ||α|
∣∣∣∣ didtiR(ξ, t)
∣∣∣∣ |f̂(ξ)|dξ 1≤
C
∫
|ξ|≤δ
|ξ||α|
∣∣∣∣∣(1−
√
1− 4|ξ|2)i√
1− 4|ξ|2 e
− t
2
(1−
√
1−4|ξ|2)
+
(1 +
√
1− 4|ξ|2)i√
1− 4|ξ|2 e
− t
2
(1+
√
1+4|ξ|2)
∣∣∣∣∣ |f̂(ξ)|dξ 2≤
C
∫
|ξ|≤δ
|ξ|2i+|α|−|ξ|2t|f̂(ξ)|dξ + Ce− t2
∫
|ξ|≤δ
|f̂(ξ)|dξ 3≤
C
[
(1 + t)
−(n+m(2i+|α|))
2
] 1
m ‖f̂‖Lk
4≤ C(1 + t)− n2m−i− |α|2 ‖f‖Lm .
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As desigualdades (1, 2, 3 e 4) sera˜o aqui justificadas:
1. Segue da afirmac¸a˜o(1) item (iv).
2. Observamos que
−4|ξ|2 ≤ −1 +
√
1− 4|ξ|2 ≤ −2|ξ|2 para |ξ| < 1
2
.
Portanto
e
t
2
(−1+
√
1−4|ξ|2) ≤ e t2 (−2|ξ|2) = e−t|ξ|2
e
|(1−
√
1− 4|ξ|2)i| = | − 1 +
√
1− 4|ξ|2)i| ≤ |(−2|ξ|2)i| = 2i|ξ|2i.
Agora, se |ξ| ≤ δ
|ξ||α|(1 +√1− 4|ξ|2)i√
1− 4|ξ|2 ≤
2iδ|α|√
1− 4|ξ|2 ≤ C.
Logo, de acordo com o que foi feito acima
∫
|ξ|≤δ
|ξ||α|
∣∣∣∣∣(1−
√
1− 4|ξ|2)i√
1− 4|ξ|2
∣∣∣∣∣ e− t2 (1−√1−4|ξ|2) ≤
C
∫
|ξ|≤
|ξ|2i+|α|e−|ξ|2t|f̂(ξ)|dξ
e ∫
|ξ|≤δ
∣∣∣∣∣(1 +
√
1− 4|ξ|2)i√
1− 4|ξ|2 e
− t
2
(1+
√
1+4|ξ|2)
∣∣∣∣∣ |f̂(ξ)|dξ ≤
Ce−
t
2
∫
|ξ|≤δ
|f̂(ξ)|dξ.
Isso conclui 2.
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3. Para 1
m
+ 1
k
= 1, temos, pela desigualdade de Ho¨lder, que∫
|ξ|≤δ
|ξ||α|
∣∣∣∣∣(1−
√
1− 4|ξ|2)i√
1− 4|ξ|2 e
− t
2
(1−
√
1+4|ξ|2)
∣∣∣∣∣ |f̂(ξ)|dξ 2≤
C
∫
|ξ|≤
|ξ|2i+|α|e−|ξ|2t|f̂(ξ)|dξ Holder≤
C
(∫
|ξ|≤δ
|ξ|m(2i+|α|)e−m|ξ|2t
) 1
m
(∫
|ξ|≤δ
|f̂(ξ)|k
) 1
k
.
e, novamente, usando a desigualdade de Ho¨lder,∫
|ξ|≤δ
∣∣∣∣∣(1 +
√
1− 4|ξ|2)i√
1− 4|ξ|2 e
− t
2
(1+
√
1+4|ξ|2)
∣∣∣∣∣ |f̂(ξ)|dξ ≤
Ce−
t
2
∫
|ξ|≤δ
|f̂(ξ)|dξ Holder≤
Ce−
t
2
(∫
|ξ|≤δ
1mdξ
) 1
m
(∫
|ξ|≤δ
|f̂(ξ)|kdξ
) 1
k
≤
Ce−
t
2
(∫
|f̂(ξ)|k
) 1
k
.
Da Afirmac¸a˜o 2 item(i), obtemos que
∫
|ξ|≤δ
|ξ||α|
∣∣∣∣∣(1−
√
1− 4|ξ|2)i√
1− 4|ξ|2
∣∣∣∣∣ e− t2 (1−√1−4|ξ|2) ≤
C
[
(1 + t)−
m(2i+|α|)+n
2
] 1
m
(∫
|ξ|≤δ
|f̂(ξ)|k
) 1
k
≤
C
[
(1 + t)−
m(2i+|α|)+n
2
] 1
m
(∫
|f̂(ξ)|k
) 1
k
.
Observac¸a˜o 10. E´ poss´ıvel observar que existe C > 0 tal que
e−
t
2 ≤ C(1 + t)−n+m(|α|+2i)2m ∀t ≥ 0.
Para mostrar esse fato, basta verificar que existe C > 0 de forma que a func¸a˜o
f(t) = e−
t
2 − C(1 + t)−n+m(|α|+2i)2m
seja:
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i. f(0) ≤ 0;
ii. Se t1 < t2, f(t1) ≥ f(t2).
Demonstrac¸a˜o. :
Dado que
f(0) = 1− C ≤ 0
, basta tomar C ≥ 1
Agora derivaremos a func¸a˜o f
f ′(t) = −e
− t
2
2
+ C
n+m(|α|+ 2i)
2m
(1 + t)−
n+m(|α|+2i)
2m ≤ 0
Portanto, como t ≥ 0, verificamos que
C
n+m(|α|+ 2i)
m
≤ 1
Como devemos ter, pela primeira condic¸a˜o, que C ≥ 1,tomaremos
C = max
{
1,
m
n+m(|α|+ 2i)
}
.
As colocac¸o˜es acima demonstram nossa observac¸a˜o.
Finalmente, da observac¸a˜o (10), constamos que
Ce−
t
2
(∫
|f̂(ξ)|
) 1
k
+ C
[
(1 + t)−
m(2i+|α|)+n
2
] 1
m
(∫
|f̂(ξ)|k
) 1
k
≤ C
[
(1 + t)−
m(2i+|α|)+n
2
] 1
m ‖f‖Lk
4. Basta usar a Proposic¸a˜o 17. Assim, decorre da Proposic¸a˜o 17, que[
(1 + t)−
m(2i+|α|)+n
2
] 1
m ‖fˆ‖Lk ≤ A(1 + t)−
n
2m
−i− |α|
2 ‖f‖Lm
Agora, utilizando (i, ii, iii, iv), ‖f‖L2 ≤ ‖f‖[n2 ]+i+|α| e a observac¸a˜o(10), che-
gamos:∥∥∥∥( ∂i∂ti
)(
∂α
∂xα
)
(K1 ∗ f)
∥∥∥∥
∞
≤ Ce− t2‖f‖[n
2
]+i+|α| + C(1 + t)e−
t
2‖f‖L2
+ Ce−
t
2
(1−√1−δ2)‖f‖L2 + C(1 + t)− n2m−i−
|α|
2 ‖f‖Lm ≤ C(1 + t)− n2m−i−
|α|
2 ‖f‖[n
2
]+i+|α|
+ C(1 + t)−
n
2m
−i− |α|
2 ‖f‖[n
2
]+i+|α| + C(1 + t)−
n
2m
−i− |α|
2 ‖f‖Lm
≤ C(1 + t)− n2m−i− |α|2
(
‖f‖[n
2
+i+|α|] + ‖f‖Lm
)
.
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De forma ana´loga podemos demonstramos (ii,iii e iv).
Demonstrac¸a˜o. : A demonstrac¸a˜o da Proposic¸a˜o 15 segue do Lema 3 item ii.
Demonstramos agora a Proposic¸a˜o 12.
Demonstrac¸a˜o. Proposic¸a˜o 12: Reescrevendo o problema de Cauchy (3.1)(3.2) na equac¸a˜o
integral
u(t) = uL(t) +
∫ t
0
S2(t− τ) ∗ |u(τ)|pdτ, (3.53)
em que uL(t) = ∂tS2(t)∗u0+S2(t)∗(u0+u1) e´ soluc¸a˜o da equac¸a˜o linear (∂tt+4+∂t)uL = 0
com dados iniciais uL|t=0 = u0, ∂tuL = u1, e S2 e´ a soluc¸a˜o fundamental dada por (3.8).
Observamos que a justificativa do porqueˆ podemos reescrever o problema (3.1)–(3.2) na
igualdade (3.53) e´ similar ao que fizemos na observac¸a˜o(4), sendo assim, na˜o a faremos
aqui.
Usando a Proposic¸a˜o 15 com m = 1, o termo linear e´ limitado por:
‖DuL(t, ·)‖L2 = ‖D(∂tS2(t) ∗ u0 + S2(t) ∗ (u0 + u1))‖L2
≤ (‖∂tDS2(t) ∗ u0‖L2 + ‖DS2(t) ∗ (u0 + u1)‖L2)
≤ C(1 + t)−n4− 12 (‖u0‖L1 + ‖u0‖H1)
+ C(1 + t)−
n
4
− 1
2 (‖u1‖L1 + ‖u1‖L2)
≤ C(1 + t)−n4− 12 (‖u0‖L1 + ‖u0‖H1 + ‖u1‖L1 + ‖u1‖L2).
Como supp(ui) ⊂ B(t+K), i = 0, 1, obtemos
‖DuL(t, ·)‖L2 ≤ C(t+ 1)−n4− 12 . (3.54)
Agora vamos estimar a integral em (3.53). Observemos que∫ t
0
S2(t) ∗ |u(τ)|pdτ =
∫ t
2
0
S2(t) ∗ |u(τ)|pdτ +
∫ t
t
2
S2(t) ∗ |u(τ)|pdτ. (3.55)
Para a primeira integral, vamos aplicar a Proposic¸a˜o 15, com m = 1. Logo,
‖DS2 ∗ |u(τ)|p‖L2 ≤ C(t− τ + 1)−n4− 12 (‖|u(τ)|p|‖L1 + ‖|u(τ)|p‖L2) (3.56)
≤ C(t− τ + 1)−n4− 12 (‖u(τ)‖pLp + ‖u(τ)‖pL2p). (3.57)
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A partir do fato de que supp(u) ⊂ B(t+K) e da desiqualdade de Cauchy,
destacamos que
‖u(τ)‖pLp =
∫
|u(τ, x)|pdx =
∫
B(t+K)
|u(τ, x)|pdx =
∫
B(t+K)
e−pδϕ(τ,·)e−pδϕ(τ,·)|u(τ, x)|pdx
≤
(∫
B(t+K)
e−pδϕ(τ,·)dx
)(∫
B(t+K)
epδϕ(τ,·)|u(τ, x)|pdx
)
.
Observac¸a˜o 11. Sabemos que ∫
e−|z|
2
dz = n
√
pi. (3.58)
e ∫
|x|=r
dS = rn−1ωn, (3.59)
sendo ωn a medida da casca esfe´rica.
Por conseguinte, obtemos∫
e−
pδ|x|2
2(τ+K)dx =
∫ ∞
0
∫
|x|=r
e−
pδ|r|2
2(τ+K)dSxdr = ωn
∫ ∞
0
rn−1e−
pδ|r|2
2(τ+K)dr
= ωn
∫ ∞
0
(
2(τ +K)
pδ
)n−1
2
(
2(τ +K)
pδ
) 1
2
e−|z|
2
dz
= ωn
(
2pi
pδ
)n
2
(τ +K)
n
2 ≤ CK,δ(τ + 1)n2 .
Portanto, de (3.14), obtemos∫
B(t+K)
e−pδϕ(τ,·)dx ≤
∫
B(t+K)
e−
pδ|x|2
2(τ+K)dx
≤
∫
e−
pδ|x|2
2(τ+K)dx
≤ CK,δ(τ + 1)n2 .
Logo conclu´ımos, atrave´s da Observac¸a˜o 11, que
‖u(τ)‖pLp ≤ CK,δ(τ + 1)
n
4 ‖eδϕ(τ,·)u(τ, ·)‖pL2p . (3.60)
sendo δ > 0 arbitra´rio.
Dando sequ¨eˆncia ao racioc´ınio, visto que ϕ > 0, concluimos que
‖u(τ)‖pL2p ≤ Cδ(τ + 1)
n
4 ‖eδϕ(τ,·)u(τ, ·)‖pL2p . (3.61)
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Usando (3.56), (3.57), (3.60) e (3.61), vemos que∫ t
2
0
S2(t) ∗ |u(τ)|pdτ ≤
∫ t
2
0
‖DS2 ∗ |u(τ)|p‖L2dt
≤ C
∫ t
2
0
(t− τ + 1)−n4− 12 [(τ + 1) n4p‖eδϕ(τ,·)u(τ, ·)‖L2p ]pdτ
≤ C
∫ t
2
0
(t− τ + 1)−n4− 12
[
max
[0,t]
{
(τ + 1)
n
4p‖eδϕ(τ,·)u(τ, ·)‖L2p
}]p
dτ
≤ C t
2
(t+ 1)−
n
4
− 1
2
[
max
[0,t]
{
(τ + 1)
n
4p‖eδϕ(τ,·)u(τ, ·)‖L2p
}]p
dτ
≤ C(t+ 1)−n4− 12
[
max
[0,t]
{
t
1
p (τ + 1)
n
4p‖eδϕ(τ,·)u(τ, ·)‖L2p
}]p
dτ
≤ C(t+ 1)−n4− 12
[
max
[0,t]
{
(τ + 1)
n
4p
+ 1
p‖eδϕ(τ,·)u(τ, ·)‖L2p
}]p
dτ
≤ (t+ 1)−n4− 12
[
max
[0,t]
{
(τ + 1)β‖eδϕ(τ,·)u(τ, ·)‖L2p
}]p
dτ.
Portanto,∫ t
2
0
S2(t) ∗ |u(τ)|pdτ ≤ (t+ 1)−n4− 12
[
max
[0,t]
{
(τ + 1)β‖eδϕ(τ,·)u(τ, ·)‖L2p
}]p
dτ. (3.62)
Para a segunda integral, usamos a Proposic¸a˜o 15 com m = 2. Assim, temos
‖DS2 ∗ |u(τ)|p‖L2 ≤ C(t− τ + 1)n4−n4− 12−0(‖|u(τ)|p‖L2 + ‖|u(τ)|p‖H0+1−1)
= C(t− τ + 1)− 12 (‖|u(τ)|p‖L2 + ‖|u(τ)|p‖L2)
= C(t− τ + 1)− 12 (‖u(τ)‖pL2p).
Ale´m disso, vemos que
‖u(τ)‖pL2p = (1 + t)−
n
4
−1(1 + t)
n
4
+1‖u(τ)‖pL2p
≤ C(1 + t)−n4−1
[
max
[ t
2
,t]
{
(1 + t)
n
4p
+ 1
p‖u(τ)‖L2p
}]p
,
e, portanto,
‖DS2 ∗ |u(τ)|p‖L2 ≤ C(t− τ + 1)− 12 (1 + t)−n4−1
[
max
[ t
2
,t]
{
(1 + t)
n
4p
+ 1
p‖u(τ)‖L2p
}]p
(3.63)
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Observac¸a˜o 12. Observamos que∫ t
t
2
(t− τ + 1)− 12dτ = C(1 + t) 12 . (3.64)
Assim, a partir da Observac¸a˜o 12 e de (3.63), obtemos que:∫ t
t
2
‖DS2 ∗ |u(τ)|p‖L2dτ ≤ C
∫ t
t
2
(t− τ + 1)− 12‖u(τ, ·)‖pL2pdτ
≤ C(1 + t)−n4− 12
[
max
[ t
2
,t]
{
(1 + t)
n
4p
+ 1
p‖u(τ)‖L2p
}]p
.
Como ϕ > 0 e δ > 0∫ t
t
2
S2(t) ∗ |u(τ)|pdτ ≤ C(1 + t)−n4− 12
[
max
[ t
2
,t]
{
(1 + t)
n
4p
+ 1
p‖eδϕ(τ,·)u(τ)‖L2p
}]p
. (3.65)
Enta˜o, juntando (3.54), (3.62) e (3.65) chegamos-a
‖Du(τ, ·)‖L2 ≤ (1 + t)−n4− 12
[
C+ C(max
[0,t]
{
(1 + τ)β‖eδϕ(τ,·)u(τ, ·)‖L2p
}
)p
]
. (3.66)
Isso demonstra a proposic¸a˜o (12).
Demonstrac¸a˜o. da Proposic¸a˜o 13:
Integrando em [0, t]×Rn a desigualdade b na Proposic¸a˜o 10, deduzimos que
− 2
p+ 1
∫ t
0
∫
ϕte
2ϕ|u|p+1dxdt ≥
∫ t
0
∫
d
dt
(
e2ϕ
2
(|ut|2 + |∇u|2)− e
2ϕ
p+ 1
|u|p+1
)
dxdt
−
∫ t
0
∫
div(e2ϕut∇u)dxdt
−
∫ t
0
∫
e2ϕ
ϕt
|ϕt∇u− ut∇ϕ|2dxdt
Observamos que:
i. Sabemos que ∫ t
0
∫
div(e2ϕut∇u)dxdt = 0,
e
−
∫ t
0
∫
e2ϕ
ϕt
|ϕt∇u− ut∇ϕ|2dxdt ≥ 0.
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ii. Por Fubini, verificamos que∫ t
0
∫
d
dt
(
e2ϕ
2
(|ut|2 + |∇u|2)− e
2ϕ
p+ 1
|u|p+1
)
dxdt
=
∫ ∫ t
0
d
dt
(
e2ϕ
2
(|ut|2 + |∇u|2)− e
2ϕ
p+ 1
|u|p+1
)
dtdx
=
1
2
‖eϕDu(t, ·)‖2 − 1
2
‖eϕ(0,·)Du(0, ·)‖2 −
∫ t
0
∫
d
dt
(
e2ϕ
p+ 1
|u|p+1
)
dxdt.
Portanto, usando (i) e (ii), conclu´ımos que
1
2
‖eϕDu(t, ·)‖2 − 1
2
‖eϕ(0,·)Du(0, ·)‖2 −
∫ t
0
∫
d
dt
(
e2ϕ
p+ 1
|u|p+1
)
dxdt
≤ −2
p+ 1
∫ t
0
∫
ϕte
2ϕ|u|p+1dxdt. (3.67)
Como u(0, x) = u0 e ut(0, x) = u1, com supp u0, u1 ⊂ B(K) verifica-
mos que:
1.
‖eϕ(0,·)Du(0, ·)‖2 = 2
∫
eϕ(0,x)(|u0|2 + |∇u1|2)dx
≤ 2
∫
B(K)
sup
B(K)
{
eϕ(0,x)(|u0|2 + |∇U1|2)
}
dx ≤ C2
2. ∫ t
0
∫
d
dt
(
e2ϕ(t,x)
p+ 1
|u|p+1
)
dxdt =
∫ (
e2ϕ(t,x)
p+ 1
|u(t, x)|p+1
)
dx−∫ (
e2ϕ(0,x)
p+ 1
|u(0, x)|p+1
)
dx ≤
∫ (
e2ϕ(t,x)
p+ 1
|u(t, x)|p+1
)
dx+ Cp+1 =
‖e2/p+1ϕ(t,·)u(τ, ·)‖p+1Lp+1 + Cp+1.
3. ∫ t
0
∫
ϕt(τ, x)e
2ϕ(τ,x)|u(t, x)|p+1dxdt ≤
∫ t
0
∫
|ϕt(τ, x)|e2ϕ(t,x)|u(t, x)|p+1dxdt
≤
∫ t
0
(
max
supp(u(τ,·))
ψ(τ, x)
)
‖eγϕ(τ,·)u(τ, x)‖p+1Lp+1dτ
em que ψ(τ, x) = |ϕt(τ, x)|e(2−γ(p+1))ϕ(τ,x), γ > 2
(p+ 1)
.
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Enta˜o usando 1,2 e 3 obtemos,
‖eϕ(τ,·)Du(t, ·)‖2L2 ≤ C+ C‖e(2/p+1)ϕ(t,·)u(τ, ·)‖p+1Lp+1 (3.68)
+ C
∫ t
0
(
max
supp(u(τ,·))
ψ(τ, x)
)
‖eγϕ(τ,·)u(τ, x)‖p+1Lp+1dτ (3.69)
Para terminarmos a demonstrac¸a˜o, basta provarmos que
max
suppu(τ,·)
{ψ(τ, x)} ≤ C
τ + 1
(3.70)
pois,∫ t
0
(
max
suppu(τ,·)
ψ(τ, x)
)
‖eγϕ(τ,·)u(τ, x)‖p+1Lp+1dτ ≤
∫ t
0
C
τ + 1
‖eγϕ(τ,·)u(τ, x)‖p+1Lp+1dτ
≤ max
[0,t]
{‖eγϕ(τ,·)u(τ, x)‖p+1Lp+1}
∫ t
0
C
τ + 1
dτ
≤ max
[0,t]
{ln(τ + 1)‖eγϕ(τ,·)u(τ, x)‖p+1Lp+1}
Observac¸a˜o 13. Dado δ > 0, existe Cδ > 0 e de modo que
ln(τ + 1) ≤ Cδ(τ + 1)δ.
De fato, dado δ > 0, consideremos a func¸a˜o
f(s) = ln(s)− C(s+ 1)δ. (3.71)
Assim, basta mostrar que f(s) ≤ 0, ∀s ≥ 0. Observemos que
1. f(0) = −C;
2. f ′(s) =
1
s+ 1
− Cδ(s+ 1)δ−1.
Impondo que f ′(s) ≤ 0, devemos tomar C ≥ 1
δ
. Portanto, pela observac¸a˜o (13), con-
clu´ımos que∫ t
0
(
max
suppu(τ,·)
ψ(τ, x)
)
‖eγϕ(τ,·)u(τ, x)‖p+1Lp+1dτ ≤ Cδmax
[0,t]
{(τ + 1)δ‖eγϕ(τ,·)u(τ, x)‖p+1Lp+1}.
(3.72)
Logo, chegamos a
‖eϕ(τ,·)Du(t, ·)‖2L2 ≤ C+ C‖e(2/p+1)ϕ(t,·)u(τ, ·)‖p+1Lp+1
+ Cmax
[0,t]
{(τ + 1)δ‖eγϕ(τ,·)u(τ, x)‖p+1Lp+1},
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e assim,
‖eϕ(τ,·)Du(t, ·)‖L2 ≤ C+ Cmax
[0,t]
{(τ + 1)δ‖eγϕ(τ,·)u(τ, x)‖
p+1
2
Lp+1}.
Vamos demonstrar (3.70). Sabemos que
|ϕt| = 1
2
∣∣∣∣∣((t+K)2 − |x|2)
1
2 − t+K
((t+K)2 − |x|2) 12
∣∣∣∣∣ , (3.73)
para |x| < t+K.
Observac¸a˜o 14. Escrevendo α = (t+K) e r = |x|2, consideremos a func¸a˜o
f(r) = 2Cr2 − α2 + α(α2 − r2) 12
com 0 ≤ r ≤ α. Enta˜o, existe C > 0 tal que f(r) ≥ 0, se 0 ≤ r < α. A demonstrac¸a˜o e´
ana´loga a` feita na Observac¸a˜o 13.
Portanto, conclu´ımos, da Observac¸a˜o 14, que
|ϕt(τ, x)| ≤
∣∣∣∣∣ C|x|2(t+K)[(t+K)2 − |x|2] 12
∣∣∣∣∣ . (3.74)
E´ conhecido que as soluc¸o˜es da equac¸a˜o (3.1) com dados iniciais (3.2) satisfa-
zem a propriedade da velocidade de propagac¸a˜o finita. Ou seja, como supp(u0), supp(u1) ⊂
B(K − d), suppu(t, ·) ⊂ B(t+K − d) em que d =distaˆncia(supp(u0)
⋃
supp(u1)). Assim,
|ϕt(t, x)| = 1
2
∣∣∣∣∣((t+K)2 − |x|2)
1
2 − t+K
((t+K)2 − |x|2) 12
∣∣∣∣∣
≤ 1
2
∣∣∣∣∣ t+K((|x|+ d)2 − |x|2) 12
∣∣∣∣∣
≤ C(t+K)
d
portanto,
|ϕt(t, x)| ≤ C(t+K)
d
. (3.75)
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Logo, se |x| ≤ (τ +K)
2
e utilizando (3.14) e (3.74), temos
ψ(τ, x) = |ϕτ (τ, x)|e(2−γ(p+1))ϕ(τ,x)|
≤
∣∣∣∣∣ C|x|2(τ +K)[(τ + k)2 − |x|2] 12
∣∣∣∣∣ e(2−γ(p+1))(|x|2/[4(τ+K)])
≤ C|x|
2
(τ +K)4(τ + k)
e(2−γ(p+1))(|x|
2/[4(τ+K)]).
Como γ >
2
p+ 1
, verifica-se facilmente que
|x|2
4(τ + k)
e(2−γ(p+1))(|x|
2/[4(τ+K)]) ≤ C.
Enta˜o,
ψ(τ, x) ≤ Ck
(τ +K)
. (3.76)
Agora, se |x| > (τ +K)
2
e usando (3.14) resulta que
ϕ(τ, x) ≥ |x|
2
4(τ +K)
≥ (τ + k)
2
16(τ +K)
=
(τ +K)
16
.
Como γ >
2
p+ 1
, constatamos que existe C > 0 tal que
(τ + k)2e(2−γ(p+1)(t+K)/16) ≤ C.
Assim obtemos, de (3.75), que
ψ(τ, x) = |ϕt(τ, x)|e(2−γ(p+1)ϕ(τ,x) ≤ C(t+K)
d
e(2−γ(p+1)(τ+K)/16)
≤ Cd
(τ +K)
(τ +K)2e(2−γ(p+1)(τ+K)/16) ≤ CK,d
(τ +K)
.
Portanto,
ψ(τ, x) ≤ CK,d
(τ +K)
, (3.77)
e, dos resultados dados por (3.76) e (3.77), concluimos (3.70), o que completa a demons-
trac¸a˜o.
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3.4 Demonstrac¸a˜o dos Teoremas (9) e (10).
3.4.1 Demonstrac¸a˜o do Teorema (9)
Iniciaremos a demonstrac¸a˜o do Teorema (9). Faremos uso da Proposic¸a˜o
17 para a existeˆncia global e unicidade de soluc¸o˜es do problema (3.1)-(3.2), ou seja,
mostraremos que a energia e´ limitada para qualquer intervalo limitado para o tempo
t ≥ 0.
Demonstrac¸a˜o. :
Consideramos o funcional de energia com peso
W (t) = ‖eϕ(t,·)Du(t, ·)‖L2 + (1 + t)n/4+1/2‖Du(t, ·)‖L2 , (3.78)
em que a func¸a˜o peso (1+ t)n/4+1/2 indica a propriedade de decaimento da equac¸a˜o linear.
Mostrarenos que W (t) ≤ K para alguma constante K, com K dependendo
dos dados iniciais. Das Proposic¸o˜es 12 e 13, constatamos que
W (t) ≤ C + C(max[0,t](τ + 1)β‖eδϕ(τ,·)u(τ, ·)‖L2p)p
+ C(max[0,t](τ + 1)
δ‖eγϕ(τ,·)u(τ, ·)‖p+1)(p+1)/2.
(3.79)
Usaremos a Proposic¸a˜o 14 para estimar o lado direito da desigualde (3.79).
Observamos que como pc(n) < p ≤ n(n−2) , temos
0 ≤ θ(2p) = n
(
1
2
− 1
2p
)
≤ n
(
1
2
− n− 2
2n
)
= n
2
2n
= 1
0 ≤ θ(p+ 1) = n
(
1
2
− 1
p+ 1
)
≤ n
(
1
2
− n− 2
2(n− 1)
)
= n
2
2(n− 1) ≤ 1.
Assim, aplicando a Proposic¸a˜o (14), obtemos
‖eδϕ(τ,·)u(τ, ·)‖L2p ≤ Ck(τ + 1)(1−θ(2p))/2‖∇u‖1−δL2 ‖∇u‖δL2
≤ Ck(τ + 1)(1−θ(2p))/2(τ + 1)(−n/4−1/2)(1−δ)
(τ + 1)(n/4+1/2)(1−δ)‖∇u‖1−δL2 ‖∇u‖δL2
≤ Ck(τ + 1)(1−θ(2p))/2(τ + 1)(−n/4−1/2)(1−δ)W (t)1−δW (t)δ
= Ck(τ + 1)
(1−θ(2p))/2−(n/4+1/2)(1−δ)W (t).
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Portanto,
‖eδϕ(τ,·)u(τ, ·)‖L2p ≤ Ck(τ + 1)(1−θ(2p))/2−(n/4+1/2)(1−δ)W (t). (3.80)
Analogamente, obtemos tambe´m que
‖eγϕ(τ,·)u(τ, ·)‖L2p ≤ Ck(τ + 1)(1−θ(p+1))/2−(n/4+1/2)(1−γ)W (t). (3.81)
Logo, utilizando (3.79),(3.80) e (3.81), conclu´ımos que
W (t) ≤ C+ Cmax
[0,t]
(τ + 1)pβ+p(1−θ(2p))/2−p(n/4+1/2)(1−δ)(W (t))p
+ Cmax
[0,t]
(τ + 1)(p+1)β+(p+1)(1−θ(p+1))/2−(p+1)(n/4+1/2)(1−γ) × (W (t))(p+1)/2. (3.82)
Mostramos que pode-se escolher constantes positivas δ, β e γ tais (3.82) e´
reescrito como
max
[0,t]
W (s) ≤ C+ C(max
[0,t]
W (s))(p+1)/2 + C(max
[0,t]
W (s))p. (3.83)
Observemos que dessa desigualdade podemos concluir que
W (t) ≤ K = K(p, 0, C) (3.84)
com K ≤ C. Com efeito, considere a func¸a˜o
F (x) = C+ Cx
p+1
2 + Cxp − x. (3.85)
Notemos que F (0) = C ≥ 0 e, para algum δ > 0 tal que para todo
0 <  ≤ δ existe x0 > 0 tal que F (x0) < 0. Assim, podemos tomar 0 < 0 < δ, de forma
que 0 < x ≤ xp < x0 e F (x) ≥ 0, se  ≤ 0.
Agora, fazendo x = max
[0,t]
W (s) temos de (3.83) e (3.85), que F (max
[0,t]
W (s)) ≥
0. Portanto, constatamos que max
[0,t]
W (s) ≤ xp, isto e´, W (t) ≤ K. Logo, se provarmos
(3.83), estara´ conclu´ıda a demonstrac¸a˜o do Teorema 9.
Recordemos que p > 1 +
2
n
, β >
n
4
+
1
p
e γ >
2
p+ 1
.
Enta˜o existem 1 e 2 positivos tais que
β =
n
4
+
1
p
+ 1
γ =
2
p+ 1
+ 2.
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Logo, para o expoente do primeiro termo do lado direito de (3.82), deduzi-
mos que
pβ + p
1
2
− pθ(2p)
2
− pn
4
+ p
(
1
2
+
n
4
)
δ (3.86)
= p
[
1 +
1
p
+
n
2p
− n
2
+
(
1
2
+
n
4
)
δ
]
(3.87)
= p
[
1 +
(
1
2
+
n
4
)
δ
]
−
(
p− 1− 2
n
)
n
2
, (3.88)
como p > 1 +
2
n
, podemos escolher δ e 1 de forma que (3.88) seja negativo.
Agora, para o segundo termo do lado direito de (3.82), temos
(p+ 1)
[
δ
2
+
1
4
− θ(p+ 1)
4
− 1
2
− n
4
+
(
1
2
+
n
4
)
γ
]
(3.89)
≤ (p+ 1)
[
2
2
+
1
p+ 1
− 1
4
+
(
1
2
+
n
4
)
γ
]
(3.90)
= (p+ 1)
[
2
2
+
(
1
2
+
n
4
)
γ
]
−
[
(p+ 1)(n+ 1)
4
− 1
]
, (3.91)
assim, como p > 1, podemos escolher γ e 2 de forma que (3.91) seja negativo. Isso
verifica (3.83).
Agora, denotando M(t) = max
[0,t]
W (t), segue de (3.83) que M(t) ≤ K =
K(p, 0, C), para  > 0 suficientemente pequeno chegamos na seguinte estimativa:
W (t) = ‖eϕ(t,·)Du(t, ·)‖L2 + (1 + t)n/4+1/2‖Du(t, ·)‖L2 ≤ K. (3.92)
3.4.2 Demonstrac¸a˜o do Teorema (10)
A demonstrac¸a˜o do Teorema 10 e´ consequ¨eˆncia direta da desigualdade
(3.92), como vemos abaixo:
Demonstrac¸a˜o. : Usando (3.92), observamos que
K ≥ ‖eϕ(t,·)Du(t, ·)‖L2(Rn)
≥ ‖e|x|2/4(t+k)Du(t, ·)‖L2(Rn\B(t1/2+δ))
≥ et1+2δ/4(t+k)‖Du(t, ·)‖L2(Rn\B(t1/2+δ)).
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Portanto:
‖Du(t, ·)‖L2(Rn\B(t1/2+δ)) ≤ Ke−t
1+2δ
. (3.93)
Analogamente:
‖Du(t, ·)‖L2(Rn) ≤ K(1 + t)−n/4−1/2. (3.94)
Isso conclui a demonstrac¸a˜o.
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