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1. INTRODUCTION 
Consider the linear system 
Ax=& (1) 
The solution of Cramer, so useful theoretically, is not useful computationally. 
Many methods have been devised for the computational solution. Indeed, this is 
a good problem because there is no final solution. The technique used depends 
strongly upon the form of the matrix. Actually, to ensure accuracy, several 
techniques should be used. 
In this note, we are interested in selective computation. Often, it is not 
necessary to determine all the components of x. Let us assume that we want to 
determine only the first component. 
In this series of papers, we shall study such questions for different types 
of equations. 
Let us describe the contents of the paper. In Section 2, we give a basic formula 
from the theory of quasi-linearization for the inverse of a matrix. In Section 3, 
we discuss some techniques which may be used for the required maximization. 
In Section 4, we show how the general case may be reduced to the one where A 
is symmetric. In the following section, we show this may be used to obtain the 
inverse of a general matrix. In the concluding section, we make some remarks 
about how these results may be extended. 
2. QUASI-LINEARIZATION 
We begin with the formula 
(~9 A-W = MyaxP(x,~) - (Y, AY)I. (1) 
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This result may be readily established. Using this result, we can easily 
obtain various inequalities for the inverse; see [l]. 
Let us call A-l, B. We want to determine an element in B without deter- 
mining the others. By choosing x suitably, we can easily determine the diagonal 
elements bii . Once we have determined these, by a suitable choice of X, we can 
determine bij . For a particular i and j, it is necessary to determine bit and bjj . 
To determine the first component of X, we need only the elements bri . 
3. M~IMIZATI~N 
In this section, we make some remarks about finding the required maximum. 
To begin with, since the function is concave, we can apply various powerful 
search methods. 
Let us discuss here the “hill-climbing” method. This method is particularly 
simple in this case because we have a quadratic form. For example, we may 
fix x2 ) . . . , 5, ) and then maximize over x1 . Th is maximization is readily per- 
formed explicitly. Having determined the maximum value in this way, we can 
then pass a plane through that point and continue. Proceeding in this fashion, 
it is obvious geometrically that we get closer and closer to the maximum. It is 
now a question of what accuracy is desired. At some point, we can stop this 
procedure and use a straightforward search procedure. 
In many cases, the maximization may be carried out using dynamic pro- 
gramming; see [I]. 
4. GENERAL CASE 
We can make the matrix symmetric by using a well-known device 
A’Ax = A’b. (1) 
Here, a prime denotes the transpose of ,4. 
5. GENERAL INVERSE 
We can handle the general case by solving the linear system for a particular b. 
In this way, we can determine a particular element in ,4-l. 
6. DISCUSSION 
There are many more things to be said. 
In the first place, we want to know whether the procedure is done for a single 
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matrix or for many matrices. Second, we want to know whether this is carried 
out for a single matrix or a family of related matrices. 
Let us point out that the basic formula holds for more general operators. 
With a suitable interpretation of the inner product, we obtain a formula for the 
Green’s function; see [2]. 
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