ABSTRACT Most of the link prediction algorithms for bipartite networks assume that the generation of link is based on a predefined prior assumption. However, for the real-world bipartite networks, the generation mechanism of link is still ambiguous due to their complexity. Consequently, these methods are not always obtaining satisfactory results in all the cases, as each network has its unique generation mechanisms of link. In this paper, by introducing the structure perturbation theory, we propose a non-parameter bipartite structural perturbation method (BiSPM) to predict unobserved links without making any assumption for link formation mechanism. We first make a small perturbation for the training set of a bipartite network. Then for the perturbed network, we use singular value decomposition to obtain the singular vectors and singular values. Finally, during the process of network reconstruction, we hypothesize that when the topological structure meets tiny disturbance in the bipartite network, the coordinate system (singular vectors) of the projection is invariant, but the scaling factors (singular values) will create a tiny change from the perspective of complex system stability. Thus, a new matrix is constructed for prediction by changing the singular values of the perturbed networks while fixing the singular vectors. Extensive experiments on a variety of real-world bipartite networks show that BiSPM achieves a more competitive and more robust performance in comparison with the state-of-art link prediction methods in bipartite networks.
I. INTRODUCTION
Link prediction plays a significant role in understanding the organization and function of networks. It not only can predict missing links, but also can explore the generation mechanism of networks. Most of link prediction approaches are designed for monopartite networks. However, a variety of real systems are usually modeled as bipartite networks, which contain two types of nodes and only heterogeneous nodes can be connected. Due to the heterogeneity of nodes, link prediction in bipartite networks is of important practical value in recommendation of e-commerce [1] , social network analysis [2] , drug side effect prediction [3] and disease-gene associations [4] . For example, identifying the associations between genes and diseases may largely help to understand the disease's pathogeneses. Therefore, link prediction in bipartite networks is an interesting and hot research topic.
Extensive research efforts have been devoted to solve link prediction in bipartite networks [5] - [9] . Some researchers infer missing links by a predefined specific generation mechanism. One of the simplest mechanisms is based on the preferential attachment (PA) [5] , [6] . It implies that high degree nodes prefer to connect each other. Kunegis et al. [7] propose the P3 link prediction index by counting the number of paths of length three between two heterogeneous nodes in bipartite networks. Unlike the above simple mechanisms, Daminelli et al. [8] and Durán et al. [9] propose a local community paradigm (LCP) index by taking into account the local community feature. These different mechanism-based algorithms can improve the performance of link prediction for specific bipartite network. However, for the real-world bipartite networks, the generation mechanism of link is still ambiguous due to their complexity. Consequently, these methods are not always obtaining satisfactory results in all cases since each network has its unique mechanisms of link formation. Furthermore, a specific mechanism of formation is difficult to know in advance for a given bipartite network. Some latent feature-based algorithms are also applied to predict the potential links in bipartite networks. For example, Wang et al. [10] demonstrate a NMF framework for link prediction in bipartite networks by combining the similarity and the latent feature model. By introducing the robust principal component analysis (RPCA) technique, Pech et al. [11] develop a global information-based link prediction algorithm, which decomposes the adjacent matrix into a low-rank backbone structure and a sparse noise matrix. The above-mentioned algorithms depend on a predefined parameter, which is difficult to set for a given network.
Inspired by the geometric insights of the singular values and singular vectors of SVD decomposition [12] and structural perturbation theory [13] . In this paper, we propose a non-parameter Bipartite Structural Perturbation Method (BiSPM) to predict unobserved links without making any assumption for link formation mechanism. The procedures of our BiSPM framework are depicted as follows. Firstly, the observed bipartite network is randomly divided into two separated parts, a training set and a test set. Secondly, we make a small perturbation for the training set of a bipartite network. Thirdly, for the perturbed network we use SVD decomposition to obtain the singular vectors and singular values. Finally, during the process of network reconstruction, we hypothesize that when the topological structure meets tiny disturbance in the bipartite network, the coordinate system (singular vectors) of the projection is invariant, but the scaling factors (singular values) will create a tiny change from the perspective of complex system stability. Thus, a new matrix is constructed for prediction by changing the singular values of the perturbed networks while fixing the singular vectors. Extensive experiments on nine bipartite networks demonstrate our BiSPM outperforms other state-of-art link prediction methods in terms of both accuracy and universality.
The main contributions of our work are summarized as follows:
• Perspective: From the perspective of complex system stability, we transform the problem of link prediction in bipartite networks into the scale transformation in Euclidean space.
• Model: We propose a non-parameter BiSPM method to predict missing links in bipartite networks. Our method avoids making any assumption for link formation mechanism and thus it achieves a more robust and more stable performance.
• Performance: We conduct experiments on ten real-world networks and compare BiSPM with eighteen state-of-the-art algorithms. The experimental results show that our BiSPM outperforms the comparable algorithms and offers great universality and robustness across various networks. The rest of the paper is organized as follows. Some existing work of link prediction on bipartite networks is mentioned in Section II. The proposed method for link prediction in bipartite networks, BiSPM, is introduced in Section III. Then we analyze experimental results in Section IV. Finally, the conclusion is given in Section V.
II. RELATED WORK
Link prediction in bipartite networks plays an important role in data mining. Existing link prediction methods in bipartite networks can be divided into two categories: mechanismbased methods [1] , [5] , [6] , [8] , [9] , [14] - [17] and latent feature models [11] , [12] , [18] - [24] .
A. MECHANISM-BASED METHODS
Many mechanism-based link prediction methods in bipartite networks assume that the link is generated by a predefined formation mechanism. Popular mechanism-based methods include projection-based mechanism [1] , [15] , [16] , PA [5] , [6] , homophily [14] , [17] and LCP mechanism [8] , [9] .
Projection-based mechanism is used to convert the bipartite networks into monopartite networks and then the link prediction is realized by calculating various scores on the monopartite networks. The commonly used scores include spatial distance measures [16] (e.g. Euclidean, Cosine, Pearson correlation) and model based on physical processes (e.g. network-based inference (NBI) [1] , bipartite projection via random walk (BPR) [16] ). However, projection-based mechanism is not suitable for the noisy bipartite networks and it is always less informative than the original bipartite networks. The PA [5] exhibits another important generation mechanism of link, which assumes that nodes prefer to connect with nodes of high degree. The PA mechanism can be directly used in bipartite networks, and perform better than various algebraic (e.g. matrix factorization) methods. Daminelli et al. [8] and Durán et al. [9] extend the classical homophily [14] , [17] , e.g. common neighbors, to bipartite networks using quadrangular closures principle. Moreover, by emphasizing the role of the local network community structure in link formation, they also propose LCP mechanism, including Cannistraci-Alanis-Ravasi (CAR), CannistraciJaccard (CJC), Cannistraci preferential attachment (CPA), Cannistraci-Adamic-Adar (CAA), Cannistraci resource allocation (CRA). These mechanism-based methods cannot perform well when they fail to capture the network's latent formation mechanism, which is difficult to know in advance for a given network.
B. LATENT FEATURE MODELS
Latent feature models predict links based on their latent features or latent groups, which can be extracted through low-rank decomposition of network's adjacency matrix. Most commonly used latent feature models include: matrix factorization, stochastic block model (SBM) and robust principal component analysis (RPCA). The matrix factorization algorithm [12] , [22] - [24] aims to find two or more lower dimensional matrices whose product provides a good reconstruction for the original bipartite network whose entries are observed in the presence of additive Gaussian or Poisson noise. While in stochastic block model (SBM) [18] - [20] , nodes are partitioned into groups and the probability that two nodes are connected depends only on the groups which they belong to. Moreover, it demands that the edge between nodes i and j is drawn from a Bernoulli distribution. The RPCA [11] , [21] performs the low-rank and sparse matrix decomposition by solving a convex optimization. Latent feature models ignore the local geometrical structure in low-dimensional space. In addition, the performance of the models depend on a predefined parameter, which is difficult to set for a given network.
III. THE PROPOSED FRAMEWORK
Consider an undirected bipartite network G(W 1 , W 2 , E), where W 1 and W 2 are the two sets of disjoint nodes and E is the set of links. The global topological information can be exploited through the bipartite adjacency matrix B ∈ {0, 1} m×n(m=|W 1 |,n=|W 2 |) , where the element B ij = 1 if nodes i ∈ W 1 and j ∈ W 2 are connected and B ij = 0 otherwise. To test the algorithm's accuracy, in each dataset, all existing links are randomly split into a training set (q H ) and a test set (1−q H ). The corresponding adjacency matrix of the training set and the test set can be represented by B train and B test . Furthermore we randomly select a fraction p H of the links in training set to constitute a perturbation set E, while the rest of the links E − E constitute the set E r . The corresponding adjacency matrix can be denoted by B and B r respectively. Clearly, B train = B r + B.
A. OVERVIEW OF SINGULAR VALUE DECOMPOSITION
The Singular Value Decomposition (SVD) [25] - [27] is one of the most frequently used matrix factorization techniques. The key issue in the SVD decomposition is to find a lower dimensional feature space. An arbitrary m × n real matrix B r can be expressed as
Eq (1) also can be written in the form of vector product
where rank(B r ) = r, σ i is the singular values of B r , u i and v i are the corresponding normalized left and right singular vectors, respectively.
B. BIPARTITE STRUCTURAL PERTURBATION METHOD (BiSPM)
Suppose the SVD decomposition Eq (2) is given. Obviously,
where (σ i ) 2 and v i are the eigenvalue and the corresponding orthogonal and normalized eigenvector for (B r ) T B r , respectively. According to the definition of eigenvalue and eigenvector, Eq (3) can be stated that
From the perspective of complex system stability, we transform the problem of link prediction in bipartite networks
by v i T and neglecting second-order and three-order terms, we obtain The reconstructed matrix can be formularized as:
The framework of our BiSPM is illustrated in Fig.1 . 
IV. EXPERIMENTS
In this section, we compare our BiSPM method with the stateof-the-art link prediction methods in bipartite networks on various real-world datasets. We will show our experimental results with three evaluation index, namely area under the receiver operating characteristic curve (AUC) [28] , precision [29] and Prediction-Power (PP) [30] , and provide a brief discussion.
A. DATASETS
Ten networks are used as our datasets. Table 1 .
B. BASELINE ALGORITHMS
For comparison, we introduce eighteen widely applied link prediction methods in bipartite networks, including five node-neighborhood mechanisms (CN, JC, AA, RA and PA), five LCP mechanisms (CAR, CJC, CAA, CRA and CPA), six projection mechanisms (NBI, BPR, Jac, Euc, Cos and Pea) and two low-rank model methods (NMF and RPCA). The basic algorithmic expressions are shown in Table 2 , where N (x) and N (y) indicate the first-order neighbors, N (N (x)) and N (N (y)) represent the second-order neighbours of the nodes x and y, respectively, s LCL counts the links between the common neighbors, e(x) is the external degree of node x, |γ (z)| is the local community degree of z. For NMF, we use the matlab nmf function working with the mean square error criterion applied to bipartite adjacency matrix B. For RPCA, Pech et al. [11] choose a parameter value based on the empirical simulations for each network. For simplicity, we set the weighting parameter to 0.3 for all datasets.
C. EVALUATION MEASURES
Three evaluation metrics, area under the receiver operating characteristic curve (AUC) [28] , precision [29] and Prediction-Power (PP) [30] , are used to quantify the accuracy of link prediction. AUC is the probability that a randomly chosen link in E test is ranked higher than a randomly chosen non-existent link in U -E. Here U is the set of all possible node pairs in a network. Among t independent comparisons, if there are t times the missing links having a higher score and t times the missing links and nonexistent link having the same score, then the AUC follows
AUC evaluates the algorithm's performance according to all non-observed links. In general, a larger AUC value indicates higher performance. Given the ranking of the non-observed links, precision is defined as
Precision focuses on the L links with the top ranks. where L is the number of links in set E test , and L r is the number of correctly predicted links based on the methods. Thus a higher precision value means a higher prediction accuracy.
To assess deviation from the mean random-predictor performance, Prediction-Power (PP) [30] is denoted as PP = log 10 Precision Precision random (10) where Precision random is the performance of predictor from randomness. It can be computed by
. The higher the PP, the better the performance.
D. EXPERIMENT RESULTS
All the experiments are conducted on an Intel CPU E5-2650 v4 with 2.2GHz and 192GB memory. The precision, AUC and PP values of our BiSPM and other baseline algorithms are respectively listed in Table 3, Table 4 and Table 5 with the proportion of training set q H = 0.9 and the proportion of perturbation set p H = 0.1. All the results are obtained by averaging over 50 implementations with independently random divisions of training set and test set. In these tables, each column represents the datasets, and each row represents the method used in the experiment. The largest value in each column is shown in bold text, the N /A in the tables represents the value which is hard to be computed for the corresponding methods. From these tables, our method BiSPM achieves the best prediction performances in term of precision, AUC and PP compared with other methods. Moreover, in some networks such as Enzymes, Ionchannel and Malaria networks, the precision given by our method is more than two times of those given by node-neighborhood-mechanisms. We further demonstrate the standard deviations of algorithm accuracy measured by precision and AUC on four bipartite networks in Fig.4 and Fig.5 , respectively. It is also remarkable to note that in some cases, even other algorithms do not produce a satisfactory result, e.g. PA mechanism cannot adequately manage the Drug and GPC networks, our method still works very well. It implies that our method BiSPM achieves a very competitive and robust performance. We also set p H = 0.1 and analyze the experimental results on four bipartite networks with different fractions of training set q H range from 0.4 to 0.9. We show the results of precision, AUC and PP on drug target, GPC, Ionchannel and malaria datasets in Fig.2, Fig.3 and Fig.6 , respectively. The insets in Fig.6 are the enlargement in dotted rectangle. From the results, BiSPM generally performs well in terms of precision, AUC and PP. In particular, the prediction accuracy of each method increases with the growth of the ratio of training set in most tested datasets. This is because there are more useful information for predicting unobserved links with the growth of the ratio of training set in each tested dataset.
Furthermore, our BiSPM method degrades into the original SVD decomposition when p H = 0. Fig.7 investigates the dependence of prediction accuracy on different ratio of perturbation set on four datasets. As can be seen that the precision, AUC and PP result in poor performance when p H = 0, but they indicate a significant improvement and robustness with p H > 0. In summary, our BiSPM method is not sensitive to the fraction of perturbation set p H .
V. DISCUSSION
Most of current algorithms either lose the original topological structure information or assume the link has a predefined formation mechanism. However, for the real-world bipartite networks, the generation mechanism of links is still ambiguous due to their complexity, and a significant limitation of current algorithms is that they lack universal applicability to different kinds of bipartite networks. In this paper, by introducing the structure perturbation theory, we propose a non-parameter Bipartite Structural Perturbation Method (BiSPM) to predict the missing links. Compared with traditional link prediction methods in bipartite networks, BiSPM does not need to assume a particular link formation mechanism, but recovers the missing links by perturbing the network with another set of known links, which is similar to the well-known first-order perturbation in quantum mechanics. The experiments show the superiority of our method. Our BiSPM method is based on SVD. Since computational complexity of SVD decomposition is roughly the O(n 3 ). It is not easy to apply SVD on large-scale networks. There are two methods of sampling to accelerate SVD algorithm. One way is using preprocessing to reduce the network size [35] . Another way is reducing the computational cost of eigen-decomposition step [36] . Although the sampling idea is very effective, a lot of information of network structure is lost in the sampling step, thus resulting in a degradation of performance. Recently, sparse coding has been used to solve the above issues for large-scale clustering problems, such as compressed spectral regression (CSR) [37] and landmark-based spectral clustering (LSC) [38] . The complexity of above algorithms is linearly with the problem size. However, those ideas haven't been used on link prediction in bipartite networks. Our future work will focus on promoting the efficiency of our algorithm by using the sparse coding on extremely large networks. Moreover, how to incorporate temporal aspects of bipartite networks will also be our next study in the future.
VI. CONCLUSION
Inspired by the geometric insights of the singular values and singular vectors of SVD decomposition and structural perturbation theory, in this paper, we develop a non-parameter BiSPM method to predict unobserved links without making any assumption for link formation mechanism. Our BiSPM produces superior results in all the datasets we have tested by considering the universal structural feature information in bipartite networks. Moreover, it can extend to predict the directed or weighted bipartite networks. In addition to its satisfactory performance, our work open up a new perspective for bipartite link prediction by directly perturbing the bipartite adjacency matrix as a whole. 
