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Abstract
The problem of verifying safety properties of Lustre programs with integer arithmetic have been
attacked in several diﬀerent ways. Abstract interpretation is used in NBAC, and inductive veriﬁ-
cation using a SAT solver is used in Luke.
This paper presents a method of using Satisﬁability Modulo Theories (SMT) as an incremental
decision procedure for inductive veriﬁcation of Lustre program. We show that even a very naive
approach using SMT is competitive and in some instances complementary to other approaches.
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1 Introduction
In recent years, a new type of decision procedure for decidable fragments of
ﬁrst order logics have been developed in the ﬁeld often called Satisﬁability
Modulo Theories (SMT). SMT can be seen as an extension of satisﬁability
for propositional logic with constraints in a speciﬁc theory, for instance linear
arithmetic over the integers or reals. A common approach for decision proce-
dures for these logics is to extend an ordinary SAT solver with the capabibility
to handle constraints in the theory. This is the approach used in systems like
CVCLite[1], DPLL(T)[12], haRVey[7] and MathSAT[3]. Some systems, like
ARIO[19] are using a Pseudo-Boolean SAT solver instead, but is still using
the same principles.
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Here we will show how an incremental SMT procedure can be constructed
with simple means, and how this procedure can be used for inductive veriﬁ-
cation of Lustre[15] programs. The resulting program will be demonstrated
to be in many cases comparable in performance to tools using other methods,
and in some cases superior.
1.1 Satisﬁability Modulo Theories
Satisﬁability Modulo Theories (SMT) is the problem of checking satisﬁabil-
ity of quantiﬁer-free ﬁrst order formulas with respect to a particular theory.
The theory of interest here is quantiﬁer-free relations over linear arithmetic
expressions, where all variables are constrained to be integer. Without loss of
generality, we can restrict ourselves to relations of these types:
∑
i aixi = b
∑
i aixi ≤ b
where the xis are free variables, and ai and b are (integer) constants. Relations
like these will be called constraints in this paper. We can then create formulas
like these:
(x ≤ 0 ∨ y ≤ 0) ∧ −y ≤ −1
x = 0 ∧ (P → x ≥ 0) ∧ (¬P → x ≤ −1)
where x and y are integer variables and P is a propositional variable (0-ary
predicate). Deciding satisﬁability for formulas is done in a iterative algorithm.
A SAT enumerator is used, which interprets the formula as purely proposi-
tional, and enumerates all satisfying truth assignments to propositional vari-
ables and constraints. These are then checked for satisﬁability in the theory
of integer linear arithmetic.
As a small example take the formula
x = 0 ∧ (P → x ≥ 0) ∧ (¬P → x ≤ −1)
The SAT enumerator may start with the model {x = 0,¬P, x ≥ 0, x ≤ −1}.
Checking this model for satisﬁability in the theory of integer linear arithmetic
means to check if the system
x = 0
x ≥ 0
x ≤ −1
A. Franzén / Electronic Notes in Theoretical Computer Science 144 (2006) 19–3320
has a solution. It has none, so the SAT enumerator creates a new propositional
model, say {x = 0, P, x ≥ 0,¬x ≤ −1}. Now the system
x = 0
x ≥ 0
x ≥ 0
have to be checked, and since it is satisﬁable, the formula is satisﬁable, and
we can create a model for it by merging a solution to the above constraint
problem with the propositional model from the SAT enumerator. The SAT
enumerator is usually implemented as a SAT solver, and requesting a new
model is done by adding a “conﬂict clause” describing the reason for unsatis-
ﬁability to the propositional formula held by the SAT solver, prohibiting the
same propositional model from recurring.
1.2 The Lustre Programming Language
Lustre is a synchronous declarative language, whose basic data abstraction is
the stream. A Lustre program is a node, with zero or more input streams and
one or more output streams. A stream is a sequence of values, and Lustre
supports boolean, integer and real streams. A node can also have internal
streams. As a short example, consider this Lustre node.
node AddIf( X : int, B :bool ) returns ( Y : int );
let
Y = if B then X+1 else X;
tel
The node has two input streams X, and B and one output stream Y. Given the
input streams X = {1, 2, 3, 4, 5, . . .} and B = { false, true, false, true, false, . . . } we
would get the output stream Y = {1, 3, 3, 5, 5, . . .}. More information on the
Lustre language can be found in [15,14].
2 The Basic Procedure
The veriﬁcation method we are going to use is temporal induction [18,2], which
is simply induction with depth over time, with one small addition to make it
complete for ﬁnite state systems. The induction proof consists of two parts;
the base case where we prove that the property hold in the k ﬁrst states, and
the step case where we prove that if it holds in k successive states, it also
holds in the next state. The necessary modiﬁcation from ordinary induction
is that we need to require in the step case that the states are unique.
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Here we will use this procedure to verify safety properties for Lustre pro-
grams with unbounded integers. This creates a inﬁnite state system for which
induction is not complete. In the case of Lustre, this is not such bad news as
it may seem. In fact, Lustre with unbounded integers is Turing-complete[11].
This means that there exists no complete methods for veriﬁcation of Lustre
programs with unbounded integers.
There are several possible ways of doing induction, the induction scheme
we use here is ZigZag[10].
In order to support unbounded integers, a decision procedure for proposi-
tional logic extended with linear constraints over the integers will be used.
2.0.1 Translation of Lustre Expressions
Boolean streams can be translated in a straightforward way to the logic de-
scription of the transition function. For instance the logical or operator p = a
or b can be translated to
(¬a ∨ p) ∧ (¬b ∨ p) ∧ (a ∨ b ∨ p)
Translating integer stream requires a little more care. To see why, let’s look
at the translation of integer if-then-else expressions in Lustre. An if-then-else
expression looks like this
e = if b then e1 else e2
These could be translated in a straightforward way to
b → e = e1
¬b → e = e2
but this is ineﬃcient since when the SAT solver assigns a value to b only one
of the expressions e1 and e2 is relevant, and this means that only one of the
equalities should be checked for satisﬁability. The solution used here to use
guarded constraints g → c where g is a propositional variable called a guard
and c is a constraint. This will make it possible to disregard constraints, since
when the SAT solver assigns the guard to false, the corresponding constraint
is irrelevant to the satisﬁability of the formula. The formula for an if-then-else
can then (simpliﬁed) become
b → g1 ∧ ¬g2
¬b → ¬g1 ∧ g2
g1 → e = e1
g2 → e = e2
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In general, this does not suﬃce to limit the size of the constraint problems,
to those which are relevant with respect to the truth assignment of conditions
in if-the-else expressions. Since e1 and e2 above can contain arbitrary integer
expressions including if-then-else expressions, we would like to be able to dis-
regard all constraints that occur in those expressions. A description of how
this is accomplished can be found in [11].
The translation starts with the parse tree, where the property (a boolean
Lustre stream) is at the root. The parse tree is traversed depth ﬁrst, trans-
lating each node in turn. The clauses with the guarded constraints g → c are
never created. Instead, a mapping between the guards and their respective
constraints is maintained in the solver.
For every propositional model constructed by the SAT solver the truth
assignment of the guards is checked. A constraint problem is generated from
the constraints whose guards are true in the model. If the constraint prob-
lem is satisﬁable, a model can be constructed by combining the propositional
model with the model to the constraint problem. Otherwise a reason for the
unsatisﬁability is extracted from the constraint problem.
A reason is a subset of constraints which causes the unsatisﬁability. A
clause comprising the negation of the guards for the constraints in the reason
is added to the SAT formula, prohibiting the SAT solver from generating the
same (and hopefully many similar) models again. For good performance it is
vital to extract a good reason from the unsatisﬁable constraint problems.
2.1 Analysing Unsatisﬁable Constraint Problems
In the integer linear programming literature, the problem of detecting reasons
for unsatisﬁable constraint problems is well known. An optimal reason is called
an IIS, or an Infeasible Irreducible System, where feasibility is synonymous
with satisﬁability.
Deﬁnition 2.1 An Infeasible Irreducible System (IIS) is a minimal set of
infeasible constraints.
This means that a system is an IIS iﬀ
• it is infeasible (unsatisﬁable).
• it is not possible to remove any of the constraints from the set without
making it feasible (satisﬁable).
Any infeasible system contains at least one IIS. Lets look at a few examples.
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The system
(1) x1 > 0
(2) x2 − 2x1 = 1
(3) x2 ≤ 1
is an IIS, since it is infeasible, and it is impossible to remove any of the
constraints without making it feasible. The system
(1) x1 > 0
(2) x2 − 2x1 = 1
(3) x2 ≤ 1
(4) x1 < 0
on the other hand, is not an IIS. It is possible to remove both 2 and 3 without
making the system feasible. Note that if 4 is removed, neither 2 nor 3 can
be removed. This means that there are two IISs for this system, {1, 2, 3} and
{1, 4}. It is also possible to have an IIS with only one constraint as in this
example:
2x = 1
The system does not have any integer solutions, so it is infeasible, and an IIS.
There are several methods for discovering IISs, both for Linear Program-
ming problems [6,5] and for Integer Linear Programming problems [13]. Most
of those designed for Linear Programming will also work for Integer Linear
Programming [11]. Here we will use a very simple algorithm. Since in an IIS
it is not possible to remove any of the constraints without making the system
feasible, we can try to remove the constraints in the problem one by one. If a
constraint can be removed without making the system feasible we know that
the remaining constraints contain at least one IIS. If not, we know that the
constraint we removed last is a member in an IIS and must be replaced. This
algorithm is known as deletion ﬁltering.
There are frequently several IISs in the constraint problem, and then the
order in which the constraints are removed determines which of the IISs will
be identiﬁed. The order chosen here is the order in which the constraints were
created during translation from Lustre. The motivation for this is that we
want a reason which is as closely related to the property as possible. The
translation is done depth-ﬁrst in a parse tree with the property at the root,
and the ordering chosen seems to be a close approximation of what we would
like.
In general, to ﬁnd an IIS in a constraint problem C the deletion ﬁltering
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algorithm need to solve one constraint problem for each constraint in C. This
can be very expensive, and there are other more eﬃcient algorithms. In partic-
ular, the elastic ﬁltering algorithm [6,5] is reported to be much more eﬃcient.
Despite this, deletion ﬁltering can be shown to work well in this context [11].
3 A Simple Incomplete Constraint Solver
Most of the constraint problems that are generated during search are unsatisﬁ-
able. This is not a surprise, since it is enough to ﬁnd one satisﬁable constraint
problem to generate a model from the formula. It is therefore important to
be able to detect unsatisﬁable constraint problems eﬃciently. Most of these
problems turn out to have very simple “conﬂicts”, and a cheap procedure will
be able to detect these without incurring the cost of a full blown constraint
solver for integer linear programming. This section describes such a cheap pro-
cedure that can detect one type of simple unsatisﬁable constraint problems,
and also ﬁnd approximations of reasons for these problems.
3.1 Preliminaries
We have a total ordering on all variables ≺. A total ordering is one where if
i = j, then either vi ≺ vj or vj ≺ vi. A constraint is on normal form if the
greatest common divisor gcd(a1, . . . , an, b) of the factors and the right hand
side is 1. Any constraint can be rewritten to normal form by dividing every
coeﬃcient and the right hand side by gcd(a1, . . . , an, b).
An equality is a deﬁnition if the coeﬃcient of the greatest variable (in the
chosen variable ordering) is 1 or −1. Deﬁnitions can be rewritten on the form
xk =
∑
i=k aixi + b.
3.2 The algorithm
The basic idea is that if we have two constraints
x < b1
x > b2
these two constraints are infeasible iﬀ b1 ≤ b2. An algorithm that uses this fact
take one constraint at a time, simpliﬁes it by applying all known deﬁnitions
and eliminating a number of variables. If the new simpliﬁed constraint is
a deﬁnition, this deﬁnition is applied to all known constraints, eliminating
one more variable. Then the new constraint is added to the set of known
constraints. If any pair of known constraints that are of the form ±x ≤ b,
contradicts each other, an infeasiblility has been detected. The algorithm can
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Algorithm 1 Detect infeasibilities
Require: C is a set of constraints
T ← ∅
for all c ∈ C do
Use all deﬁnitions in T to simplify c
if c is a deﬁnition then
simplify all constraints in T with the deﬁnition c
end if
T ← T ∪ {c}
if T has a pair (x ≤ b1,−x ≤ b2) where b1 < −b2 then
return infeasible
end if
end for
return unknown
ﬁnd explanations of infeasibilities by keeping track of which deﬁnitions are
used when simplifying constraints. When a pair of conﬂicting constraints is
discovered, the reason is then besides the pair, the deﬁnitions that were used,
directly or indirectly, to simplify those two constraints to their ﬁnal form.
When an infeasibility has been detected by the procedure, it is possible to
continue adding constraints from the constraint set, perhaps discovering more
infeasible subsystems.
For every SAT model, this incomplete procedure can be tried. Only in
those cases where it fails to ﬁnd a conﬂict will a more expensive procedure
have to be used.
4 An Incremental SMT Procedure
The procedure described above has been implemented with an incremental
interface, since it will be used for inductive veriﬁcation. The incremental
SAT solver MiniSAT [9] have been extended to a SMT procedure, giving a
procedure with an interface described below in C++-like pseudocode.
Var addPropositionalVariable();
Adds a new propositional variable to the solver.
Var addGuardedConstraint(Constraint c);
Adds a new constraint to the solver and returns its guard, a propositional
variable.
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void addClause(List< Literal > clause);
Adds a clause to the solver as a list of literals.
bool solve(List< Literal > assumptions);
Solves the problem. The method determines if the set of clauses added so far
are satisﬁable under the assumption that all literals in assumptions are true. If
the formula is satisﬁable, a model for it can be retrieved.
Conﬂict clauses representing reasons for unsatisﬁable constraint problems
are added to the SAT solver permanently. This is done in part to ensure
completeness, and in part for simplicity.
5 Experimental Evaluation
A tool named Rantanplan[4] based on the ideas presented here have been com-
pared with two competitors: NBAC 2 , based on abstract interpretation[17],
and a modiﬁed version of Luke 3 version 0.4beta. Luke is a induction-based
program using an eager encoding to a SAT solver. The modiﬁcation of Luke
consists of the SAT solver being exchanged from Satnik to MiniSat[9] for per-
formance reasons.
Rantanplan is based on Luke, and shares much of the code with Luke. The
program is available from http://www.dit.unitn.it/∼anders/rantanplan/
together with the test suite used for the evaluation.
5.1 Experimental setup
The tests were performed on a computer with a Intel Xeon 3GHz processor
with 1024 kB cache, and 4 GB RAM running Linux. NBAC was run with the
following ﬂags: +eliminput --cudd "-maxmem 128" The memory limit for
CUDD has been increased to 128 MBytes since some examples exceeded the
default limit. +eliminput is necessary because some properties reason about
the input signals in the current time point.
Luke represents integers a vectors of bits using propositional literals. The
size of these bit vector can be changed by the user, and for these tests, Luke
was run with the default of 16 bit integers. For easy problems, the size of
the integers does not aﬀect aﬀects performance enough to change the results.
2 The version for unbounded integers released on the 3rd of November 2004 is used here.
3 At the time of writing available at http://www.cs.chalmers.se/Cs/Grundutb/Kurser/
form/luke.html.
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Tool Veriﬁed Alone in verifying
NBAC 96 18
Luke 98 1
Rantanplan 106 1
Table 1
The number of properties veriﬁed by the diﬀerent tools.
Diﬃcult problems in these experiments are diﬃcult even for very small sizes
of the integers, so the choice of bit vector size is not critical.
5.2 Test suite description
The test suite is comprised of a number of Lustre programs together with
properties on the programs. A test is one program/property pair. Since many
programs have several properties, the same program is used in several tests.
For programs which has more than one property, there is also a test where
the property is the conjunction of all properties on the program. The test
suite consists entirely of academic examples of Lustre programs. Several are
for instance models of cache coherence protocols [8].
The tests are chosen such that they can be veriﬁed with any tool, given
enough time. Those tests which can not be veriﬁed with one or more tools
have been eliminated. An overview of the results for all test is given in table
1. It should be noted that of the 127 tests in the test suite, 7 were not veriﬁed
by any tool.
Of these 127 tests, only 72 can be used for comparisons of execution times.
There are three reasons why tests have been excluded:
• NBAC can not handle invalid properties. A small comparison between Luke
and Rantanplan for invalid properties can be found in section 5.3.1.
• For both Luke and Rantanplan, some properties of some Lustre programs
can not be veriﬁed in isolation, but only together with all other properties
of that program. NBAC on the other hand can only verify one property at
a time, making it diﬃcult to compare performance.
• Some properties are valid for unbounded integers and invalid for bounded
integers as modeled in Luke.
The remaining 72 tests are of varying complexity. All tests are fairly small,
as can be seen in ﬁgure 1, which shows the number of integer and boolean
variables for the tests. The tests were run with a timeout of 100 seconds.
The results are presented here in the form of cumulative incidences of
completion. This is the probability that a randomly chosen test taken from
the test suite terminates as a function of time. Another way of interpreting the
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Fig. 1. The number of boolean and integer variables for the examples.
Fig. 2. Results for all Lustre examples.
data is that it is the ratio of terminated tests as a function of time. As can be
seen in ﬁgure 2, there is a group of tests where both NBAC and Luke struggles.
In this group we ﬁnd tests with more complex arithmetic. These tests include
arithmetic expressions with the sum of two or more integer variables, whereas
the rest only contains simple arithmetic expression where one of the operands
is a constant.
Removing the examples which takes more than 10 seconds in either NBAC
or Luke leaves the data in ﬁgure 3.
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Fig. 3. Results for easy Lustre examples.
5.3 Explanation of the diﬀerences
The examples where NBAC and Luke have trouble all have one thing in com-
mon: They use the sum of two or more variables in expressions. All other
examples only add or subtract to variables by a constant. NBAC also have
trouble with conjunctions of several properties, where induction based meth-
ods improves for stronger properties. The examples which can not be veriﬁed
with all (three) tools are not part of the test suite, and this may bias the tests.
The original test suite consisted of 127 tests.
5.3.1 Invalid properties
NBAC does not have built-in support for discovering that a property is in-
valid. A tool NBAC2LUCKY will soon be publicly available to interface to
the symbolic simulator Lucky [16] to aid in ﬁnding counter-examples.
Induction is complete for invalid properties, so both Luke and Rantanplan
can ﬁnd the shortest possible counter-example for an invalid property. Luke
outperforms Rantanplan on invalid properties with longer counter-examples,
as can be seen in ﬁgure 4. The test in the ﬁgure has counter-examples ranging
from 2 to 7 steps.
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Fig. 4. Comparison of execution times between Luke and Rantanplan on invalid properties with
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Fig. 5. Comparison of execution times (in seconds) between Rantanplan and MathSAT 3.2.1
5.4 Comparison with MathSAT
As there are several highly advanced SMT solvers available, it would be inter-
esting to make a comparison with at least one of those. Therefore, a feature
has been added to Rantanplan allowing the tool to output SMT formulas in
the MathSAT format. The formulas created are the base and step cases
needed to verify the property in question. These formulas have been run with
MathSAT version 3.2.1, and an overview of the results can be seen in ﬁgure
5. Each point in the scatter plot is a pair of execution times for Rantanplan
and MathSAT respectively. The execution times of MathSAT is the total
execution time for all base and step cases which are solved by Rantanplan in
order to verify a property. A possible explanation of why such a simple pro-
cedure as described here sometimes has a better performance would be that
MathSAT is not an incremental decision procedure, and therefore would have
to “relearn” conﬂicts for each new case.
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6 Conclusions and Future Work
We have seen that an incremental SMT procedure can be constructed with
very simple means, and still perform well for inductive veriﬁcation of Lustre
programs in comparison with other methods. There is a class of problems
with larger linear integer Lustre expressions where our approach clearly out-
performs other methods.
In comparison with other SMT decision procedures the procedure de-
scribed here is not very advanced. That the performance is still comparable to
NBAC and Luke can be attributed to three key areas where special care have
been taken. The ﬁrst is the translation from Lustre to the logic. Being able to
only take the relevant constraints into consideration for each SAT model gives
a huge performance boost in this tool. Next is the heuristic for discovering
reasons for unsatisﬁability in constraint problem. There is typically several
reasons to choose from, and their ability to prune the search space varies
a great deal. Lastly the incomplete procedure for detection of unsatisﬁable
constraint problems makes it much more eﬃcient.
There are several improvements which can be expected to improved per-
formance further. These are among others early pruning, which is checking
satisﬁability of partial propositional truth assignments. For cases such as lin-
ear arithmetic where this may be expensive, there is weakened early pruning
using an incomplete procedure to catch most usatisﬁable constraint problems.
Another idea often used is preprocessing of the constraints, trying to discover
unsatisﬁable combinations of constraints before the search starts. These and
other more recent innovations are sucessfully used in other SMT procedures,
and can be expected to be beneﬁcial here as well.
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