Abstract-In this paper, we propose a cascaded sparse/DCT (S/DCT) two-layer representation of prediction residuals, and implement this idea on top of the state-of-the-art high efficiency video coding (HEVC) standard. First, a dictionary is adaptively trained to contain featured patterns of residual signals so that a high portion of energy in a structured residual can be efficiently coded via sparse coding. It is observed that the sparse representation alone is less effective in the R-D performance due to the side information overhead at higher bit rates. To overcome this problem, the DCT representation is cascaded at the second stage. It is applied to the remaining signal to improve coding efficiency. The two representations successfully complement each other. It is demonstrated by experimental results that the proposed algorithm outperforms the HEVC reference codec HM5.0 in the Common Test Condition.
I. INTRODUCTION
T HE SPARSE representation allows a transform of a signal as a linear combination of very few elementary atoms in a dictionary. It has been intensively studied in recent years and applied to various image/video processing applications [1] - [3] . For example, it was used in [4] for image decomposition in morphological component analysis. The two-dimensional (2D) separable discrete cosine transform (DCT) has been used in practical image/video coding standards for several decades. The new video coding standard, i.e., High Efficiency Video Coding (HEVC), also adopts the 2D DCT as the core transform [5] . In this work, we propose a novel two-layered transform scheme that consists of two transforms in cascade; namely, the sparse-representation-based transform and the 2D DCT.
In the JPEG image coding standard, the DCT is applied to image sources, which can be well approximated by a first-order stationary Markov model, with a strong inter-pixel correlation. However, in the context of video coding, the DCT is applied to prediction residuals after inter or intra prediction. The residual signals often contain strong gradient components caused by motion compensated prediction errors along edges or object boundaries, and exhibit a more dynamic correlation between neighbor pixels [6] , [7] . The 1D horizontal and vertical sinusoidal bases cannot efficiently represent the slant features and, thus, lead to undesired degradation such as the ringing artifact. Several modified DCT schemes have been proposed to address the non-stationary property of prediction residuals. They took the slant features of residual signals into account. One idea was to apply an adaptive transform [8] , [9] , which included directionally oriented basis functions, to directional components. In [10] , the position and size of a transform block could be varied to localize prediction errors. Several contributions were made in the development of the transform core experiment (CE) with supplementary unitary transforms in the HEVC standardization. The proposals were categorized into a mode-dependent transform and a secondary transform. In the current HEVC design, 1D DCT and 1D DST are adaptively applied to the intra 4 × 4 transform unit (TU) based on an intra prediction mode [11] . Besides, a mode-dependent KLT transform and a boundary adaptive transform were proposed in the CE [12] , [13] . In [14] , the 1D vertical/horizontal transforms were selectively skipped to yield a better coding gain. For the secondary transform, a rotational transform was proposed to move transform coefficients to low frequency positions to facilitate entropy coding [15] .
To allow a sparse representation, a dictionary usually contains a larger number of atoms than the dimension of the signal space. The Matching Pursuit (MP) [16] algorithm is often used as a greedy method for atom selection. Mathematical models created by a union of orthonormal bases such as the Wavelet and the Discrete Fourier Transforms were used to build a dictionary. Directional and redundant wavelet packets in a dual-tree discrete wavelet transform were proposed in [17] to be adapted to image contents. It offered better coding performance over JPEG2000. Research on the use of an overcomplete dictionary for video coding was first conducted in [18] . They built a dictionary with modulated Gabor atoms. In [19] , a sparse constraint was pertained in the training process for a more compact representation with reduced side information. However, the coding performance of these methods were shown to be comparable with the state-of-the-art codecs in very low bit-rates only. Their coding performance degrades in higher bit-rates due to the rapidly increasing amount of side information, e.g. indices of atoms in a dictionary.
In this work, we propose a two-layer transform with sparse representation and DCT (S/DCT), where two transforms are applied in cascade since a single transform is not efficient in the coding of all general types of prediction residuals. First, the sparse representation is exploited to encode the structured component of the residual signal such as object boundaries. The remaining residual signal is coded by the DCT. It is worthwhile to point out that certain lossy-plusresidual schemes were proposed in [2] , [20] following a similar spirit.
The rest of this paper is organized as follows. Related prior art is reviewed in Section II. The S/DCT algorithm is described in Section III, and its rate-distortion (R-D) analysis is presented in Section IV. Experimental results are given in Section V to demonstrate the effectiveness of the proposed S/DCT algorithm. Finally, concluding remarks and future work are given in Section VI.
II. REVIEW OF RESIDUAL CODING WITH SPARSE REPRESENTATION
It is an attractive idea to use a sparse representation to approximate a signal with a significantly fewer number of atoms in a dictionary. Typically, the number of atoms in a dictionary D is considerably larger than the signal dimension N. Since the sparse representation is a key ingredient in the proposed algorithm, we conduct a quick review on this subject in this section.
For an input 2D signal y ∈ R N (e.g. a block having a size of N = n × n pixels), y can be represented as a superposition of a set of orthonormal basis functions denoted by T = [t 1 , . . . , t N ]. Mathematically, it can be written as
where α i is a transform coefficient obtained as an inner product of y and t i , which is denoted by < y, t i >. Instead of (1), y can also be represented by elements, called atoms, from an overcomplete dictionary D ∈ R N×K where K > N. It is often to seek a sparse solution of y by solving the following error constrained optimization problem:
where D contains K columns, b ∈ R K is the coefficient vector for columns in D, b 0 is the l 0 norm of b, and δ is an error tolerance for the approximation. Typically, both D and b are unknowns. A natural question arising from (2) is how to select the dictionary, D, to facilitate the sparse representation. The K-SVD algorithm [21] provides an effective technique to adapt a dictionary to training samples. To ensure a sparse solution, we add a sparsity constraint on b in (2), demanding that b has no more than C non-zero elements (called the C sparsity), which leads to the following:
The K-SVD algorithm offers an iterative procedure to update the coefficient vector, b and the dictionary matrix D, and provides a good approximation of y in a small enough C [21] . The K-SVD is adopted for dictionary training in the proposed S/DCT algorithm. The sparse representation of a motion compensated residual signal was studied in the dictionary based video coding [19] , [22] . The dictionary can be designed to contain typical structural patterns of a residual signal, e.g. a directional component, learned from real prediction residuals. As a result, it offers a coding gain over the conventional video codec at low bit-rates. However, due to rapidly increased side information (i.e., indices of atoms in D), the coding efficiency drops at high bit-rates when a larger number of atoms is needed. The quality of compressive-sensed video at the decoder was enhanced by on-line learning of neighbor blocks in previously coded frames in [23] , [24] . Although there is no need to transmit the side information, the decoder complexity will increase significantly as a result of on-line learning.
Being motivated by the observation, we propose a novel two-layered transform that allows a more efficient representation of prediction residuals in the next section. The sparse representation removes a large portion of energy in the residual image with a few coefficients. Then, the DCT is adaptively used to transform the remaining residuals.
III. PROPOSED S/DCT SCHEME

A. Overview of S/DCT Scheme
A block diagram of the proposed S/DCT coding system is shown in Fig. 1 . On top of the HEVC video coding scheme, the proposed algorithm includes two cascaded transforms applied to residual signals. The decomposed signals by the sparse representation and the DCT are, respectively, denoted by y F and y S in Fig. 1 (a) , and the quantized signals are y F and y S .
The residual signals undergo a two-step approximation. For the sparse representation denoted by T 1 , we search for a sparse representation of y based on an off-line trained dictionary using the Orthogonal Matching Pursuit (OMP) [25] as the forward transform. The dictionary is well adapted to prediction residuals. They are in form of directional components and contain high DCT frequency components. The sparse representation produces a coarse approximation of y using fewer coefficients, which is denoted by y F . The input signal to the 2D DCT, y S , is the quantized error between the source and the reconstructed one obtained from the sparse representation. At the decoder end, y is reconstructed as the sum of y F and y S . Several coding modes are developed for multiple representations of y, and the best one is selected via R-D optimization. The mode information is transmitted to the decoder end.
A CABAC-based entropy coder is modified to encode the OMP coefficients and its associated side information. As to the coding of DCT coefficients, the same entropy coding scheme with HM 5.0 reference software [26] is used. The main change is the addition of the sparse-representation-based transform, quantization and coding. Indices of atoms and quantized coefficients are transmitted and used to reconstruct y F in a decoder. More details are given below.
B. Dictionary Training
Prediction residual samples from an HM 5.0 encoder are trained to create a dictionary. As introduced in Eq. (3), the K-SVD [21] is employed to generate a dictionary since it is known to provide a better approximation to a signal source than other clustering algorithms (e.g. the k-means clustering) with the same number of atoms. The dictionary is learned off-line, and the same dictionary is stored in both the encoder and the decoder. Thus, an encoder does not need to transmit an atom but its index. The dictionary is fixed in a codec to encode video contents. Nevertheless, an application-specific dictionary can be developed for particular applications such as gaming or medical video by changing residual samples in training.
We use a block-adaptive dictionary training. Fig. 2 shows learned dictionaries to transform a 8 × 8 TU and 4 × 4 TU. Each image pattern represents an atom in a dictionary. Because the number of the atoms is two times larger than the corresponding signal dimension, it is called a 2-overcomplete dictionary. For example, the dictionary for 4 × 4 TU contains 32 atoms for representing a 4 × 4 block. The HEVC also provides 16 × 16 TU and 32 × 32 TU. However, the proposed scheme is not applied to TUs of a larger size in our work since the associated OMP complexity is too high. In sum, there are two different dictionaries, respectively, for 8 × 8 TU and 4 × 4 TU, stored in a codec. We will address the complexity issue in Sec. V.
The DCT yields high frequency components in representing line or curved patterns, which are often observed in object boundaries after prediction. A dictionary is learned to encode these structured patterns before the application of DCT. To allow more efficient training, we add a classifier that rejects residual samples composed primarily by random noise and/or low frequency components. The block-adaptive training scheme is shown in Fig. 3 . The classifier operates based upon residuals obtained from HM 5.0 encoder with the following considerations.
First, the classifier accepts an input residual block only if it contains energy higher than a threshold. It is observed in [6] , [7] that the energy in a residual block is highly correlated to the strength of the gradient. Second, The DCT alone is efficient enough to encode a chroma component due to its homogeneous signal characteristics. Thus, we apply S/DCT only to a luma block, and a chroma block is not included in the training process. Third, the size of a TU is considered. Once a particular TU size is found to be the best mode selected from an encoder, the corresponding residual block of the same size is used in the training process. For instance, if an 8 × 8 prediction unit and the 4 × 4 TU are selected as the best coding modes as shown in Fig. 3 , the four 4 × 4 residual blocks, which are pointed by the red curves, are used in training the dictionary for 4 × 4 TU.
It is shown in [27] that the solution of the L 1 (or any other norms) optimization problem is identical to the L 0 solution for the sparse representation, if the number of atoms of the solution is less than a certain threshold. The threshold is determined as the reciprocal of the mutual incoherence, ranging from 1 to √ N [27] , [28] . In the current context, we set C in Eq. (3) with respect to the block size (e.g. C = 4 for 4 × 4 TU and C = 8 for a 8 × 8 TU) for the dictionary training with experiments. In the following, we give a simple example to demonstrate the superior energy compaction capability of a trained dictionary over 4 × 4 DCT. In this test, we set the sparsity to 4 to create a dictionary. We use different sequences for training and testing. More detailed configuration in training will be explained in Sec. V. The normalized energy values of the largest k atoms, where k = 1, 2, 3, . . ., of the 4 × 4 DCT and the sparse representation are shown in Fig. 4 . We see from Fig. 4 that the two largest components of the sparse representation capture more than 80% energy of the whole block.
C. Two Layered Transform and Its Residual Analysis
Consider an overcomplete dictionary D with K atoms, i.e., 
With an initial residual r (0) = y, the orthogonal Matching Pursuit (OMP) process sequentially builds the sparse approximation stepwise. In stage k, the OMP finds an atom d i k ∈ R N that provides the best correlation with r (k−1) . The problem is simply solved by
where I is an index set, <, > is an inner product, and scalar multiplications Q(
are obtained from the least-square minimization using an atom that is selected at the k stage. Mathematically, we have arg min
where d i j is the column vector whose absolute value of the inner product is maximum, and Q(β i j ) is a quantized coefficient at each j . The quantization is coupled with OMP in each stage so that the quantization error to the previous stage can be considered in the selection of the kth atom. This modification improves the behavior of OMP. As a result, y can be approximated using C non-zero atoms in form of
To encode r (C) , we adopt the DCT representation. As a result, we represent the residual signal with atoms from two dictionaries
where N is a signal dimension, C is an integer value between 1 and C, and t j is a DCT basis function. This leads to the proposed two-layered transform. It is noted that C is not fixed but controlled by an encoder for a block to be more efficiently coded. The idea is to provide a more flexible representation for a general source characteristics.
To explain the proposed S/DCT scheme, we show the transform/quantization and entropy coding modules of the encoder and the decoder in Fig. 1(a) and (b) , respectively. At the encoder end, the input residual is decomposed into y F and y S as shown in Fig. 1 (a) . For T 1 , the dictionary based transform is used to build y F . As a result of the transform, the indices of selected atoms, I C , and quantized transformed coefficients, Q(β), will be transmitted. Furthermore, y is coarsely reconstructed as y F and quantized to y F . An encoder can control y F by adjusting C . How to decide the number of atoms to be transmitted will be shown in the next section. For T 2 , the remaining residual is successively transformed by DCT and quantized, yielding quantized DCT coefficients Q(α). All data to be transmitted are fed into an entropy coder, whose design will be explained in the next subsection. At the decoder end, the reconstruction process is done in a reverse order and can be processed in parallel to reduce latency as shown in Fig. 1 (b) . The transmitted bit streams are parsed for I C , Q(α) and Q(β) to yield reconstructed signals, y F and y S . Finally, the sum of these two reconstructed signals is the desired output y .
D. Entropy Coder Design
The same CABAC in HM 5.0 reference software is used to encode quantized DCT coefficients [29] . They are scanned diagonally to form a 1D array. The CABAC encodes: i) the last position of non-zero coefficients, ii) a significance map indicating the positions of non-zero coefficients, and iii) the quantized level values. In the last position coding, the (x, y)-coordinate of the position in a TU is directly coded. The significance map coding is performed with several stages. A 4 × 4 sub-block is scanned first and, if the sub-block includes at least one non-zero entity, these non-zeros are further scanned in the sub-block. For the level coding, greaterthan-one and greater-than-two flags are used to encode level values with their signs efficiently.
For the entropy coding of the sparse representation, we modify the CABAC to encode indices of atoms and their quantized coefficients. Statistical properties of symbols are shown in Fig. 5 to motivate the encoder design. For the index coding, we adopt a fixed length code (FLC) as a result of the Huffman coding. The histogram of atom's indices is approximated to a uniform distribution as shown in Fig. 5 (a) . The binarization of indices is dependent on the TU size and dictionary training. For an overcomplete dictionary of size K , the binarization length is log 2 (K ). For the level coding, we perform a chi-square test and find that the Laplacian distribution provides a good fit to the histogram curve in Fig. 5 (b) . Thus, a progressive binarization (i.e., a truncated unary code combined with an Exponential-Golomb code) is employed to encode the levels, and the result is then fed to the CABAC.
IV. RATE-DISTORTION ANALYSIS
A. Rate and Distortion Models
We perform a Rate-Distortion (R-D) analysis on the sparse transform and DCT. We adopt the ρ-domain analysis [30] , which estimates the bit-rate with a portion of quantized nonzero coefficients, since the rate model of the proposed sparse representation can be established more conveniently.
We use μ to denote the ratio of the number of non-zero coefficients to a sample size. R F (μ) is a bit-rate estimator for the sparse representation, and H F I and H F M are entropies of atom indices and coefficients, respectively. Then, we have
where I and M are two scaling factors. As a result of the uniform distribution of atom indices, we get
where K is the dictionary size, C is the number of non-zero coefficients, and the probability mass function (pmf) of indices is 1 K . The side information is linearly proportional to μ as shown in (9) .
We use p M to denote the pmf of quantized coefficients and m k the quantized value of the kth atom in the sparse representation. p M (m k ) can be approximated by
where M is a Laplacian random variable with pdf f M as supported by Fig. 5 (b) , q is a quantization step size, and δ accounts for the rounding effect. Then, the rate model of quantized coefficients of atoms can be written as
where L is the number of intervals, σ > 0 is the scale parameter of the Laplacian pdf, and H F M is defined by
and called the differential entropy [31] . The R-q model in (11) is converted to R-μ model using
With (11) and (13), we obtain
where S is a constant. Finally, the rate model of R F is given by
Since μ is small as a result of the sparse representation, the second term in the right-hand-side of Eq. (15) grows slowly with respect to μ as compared to the first term. Then, the rate model can be further simplified as
where θ and ξ are model parameters. Meanwhile, He et al. showed that the rate in DCT can be also estimated by a linear function of the number of nonzero coefficients [30] , [32] . We apply the model to the DCT coefficients as follows:
where η and ζ are the model parameters. The two rate models in (16) and (17) are compared in Fig. 6 . For the distortion model, it assumes that the source x follows the Laplacian distribution with parameter σ . For a uniform quantizer with a step size, q, and an offset round, δ, with a dead-zone, the distortion can be derived as
which allows the estimation of the distortion with respect to μ using Eq. (13).
B. Rate-Distortion Optimization
The estimated rate curves for the sparse representation and the DCT are shown in Fig. 6 . We see from Fig. 6 that the rate model for the sparse representation increases faster than that for the DCT. This is due to the overhead in the coding of atom indices, which is in proportion of the number of nonzero coefficients. Also, we show two curves for two different variance values in Fig. 6 (a) and (b) . A larger variance value demands more coding bits, yet the gap between the two curves is smaller. When the number of non-zero coefficients is smaller in Fig. 6 (b) , the coding bits for the sparse representation and the DCT are closer. This indicates the efficiency of the sparse representation in a non-stationary block since it offers improved energy compaction as shown in Fig. 4 .
Following this line of thought, we aim to find the optimal combination of the two representations mathematically. The rate-distortion optimization can be formulated based on Eq. (7), where the sparse representation builds a coarser version of a signal using atoms of sparsity C . The remaining signal is coded with DCT. An example of signal decomposition is shown in Fig. 7 , where d i denotes the atom that has the i th largest inner product and r i is the remainder in the i th step. The DCT is applied to the remainder. The problem is to find the optimal i to minimize the distortion D subject to the rate constraint R ≤ R B .
We can convert the constrained optimization problem into an unconstrained optimization problem using the Lagrangian multiplier method. That is, we define a new cost function in form of
where R is the estimated bit-rates including coding bits for the DCT and the sparse representation, D is the MSE between the original signal y and the reconstructed signal y as shown in Fig. 1 , and λ is a parameter called the Lagrangian multiplier.
Since we want to minimize the cost with the optimal combination of the sparse representation and DCT, the solution (i.e., an optimal index set I C ) is given by
where S C is all possible sets created in D within the given sparsity C. However, we do not have a good model to estimate λ, and the computational complexity is too high for its search on the fly. In practice, the following two ad hoc rules are found to be useful in selecting a good S/DCT scheme.
1) The number of selected atoms in the sparse representation is smaller than n 2 , where n is a size of a TU.
2) The DCT alone can provide good R-D performance for a residual signal with a low variance value so that the sparse representation module can be by-passed. We provide several coding modes based on these rules. The modes are incorporated into the codec, and they can be selected from the R-D optimization process in the HM software. The coding modes are presented in Table I . For mode 0, the sparse coding is skipped, and the residuals go through the 2D DCT only as performed in HEVC. For modes greater than 0, the number of atoms is specified by the table. For example, for mode 3 in 8 × 8 TU, a decoder knows that two atoms are used. Based on the mode representation, the contents can be coded or skipped by one specific transform. For instance, for mode 2, the syntax for the DCT coefficients is disabled. The coded block flag (CBF) in HEVC is used to mark non-zero entities in the two transforms. The proposed syntax is shown in Fig. 8 .
In HEVC, a residual quad tree (RQT) [33] is employed to divide a CU into multiple TUs for the transform recursively. In the original RQT, the 2D DCT is performed in each leaf node as shown in Fig. 9 . In the proposed algorithm, the R-D cost of each mode is computed in the leaf node of the RQT, and the optimal mode that provides the minimum Lagrangian cost is selected. We define the cost as
where R O , R F , and R S are actual coding bits for the overhead, the sparse representation (including the coding bits for the index and OMP coefficients), and DCT coding bits, respectively, and λ H M is a function of QP as specified by HM 5.0 and D is the distortion. The minimization in Eq. (21) provides a sub-optimal but tractable solution to the problem in Eq. (20) .
V. EXPERIMENTAL RESULTS
A. Dictionary Training
We create two dictionaries to process an 8 × 8 TU and a 4 × 4 TU. The same dictionary trained off-line is incorporated into an encoder and a decoder so that it does not need to be transmitted. Since the dictionaries are designed for the purpose of encoding general video contents, a training set contains a number of video sequences with variable resolutions. They are "Sun Flower," "Pedestrian," and "Blue Sky" of HD resolution (1920 × 1080), "Crew," "Soccer," and "City" of 4CIF resolution (704 × 576), and "Foreman," "Tempete," "Water Fall," and "Ice" of CIF resolution. Although the resolutions are different, sizes of the sample block sizes are either 8 × 8 or 4 × 4 as described in Sec. III-B. A great number of sample blocks (∼68,000) are used for training since the computational complexity is of less concern in the off-line training process. The training video and the test video are two disjoint sets. We denote the size of a dictionary, D, by K (i.e., D ∈ R N×K ) and the dimension of a block by N (=n × n pixels). We call D a γ -overcomplete dictionary with γ = K N . We study the coding performance and the computational complexity of the training cost as a function of γ in Fig. 10 , where the five data points are obtained with γ = 1, 2, 4, 8 and 16. Its y-axis is the BD-rate reduction rate [34] used to measure the average difference in coding bits. A negative (or positive) value means a reduction (or an increase) of coding bits as compared with HM 5.0 reference software. Its x-axis is the complexity measure in the unit of T, which is the coding complexity when γ = 1. A dictionary of a smaller size will have a poorer approximation capability while a dictionary of a larger size will have higher overhead for index coding. Thus, a better choice for γ is 2 and 4. We adopt 2-overcomplete dictionary for experiments in Sec. V-B.
The computational complexity for the OMP process is [36] , where C is the sparsity, and T D is the time for updating a residual in an iteration. By setting C and K to √ N 4 and 2N, respectively, we have a complexity of O(n 3 ), where n = √ N . There are several efficient ways to implement OMP [36] , [37] . Here, we adopt the technique in [36] to speed up the process. The idea is to use a pre-computed kernel matrix (instead of computing residuals) in all update stages so that the complexity of the first term can be saved. This is particularly useful when a fewer dictionaries are needed for a large data set. Nevertheless, larger TU sizes such as 16 × 16 and 32 × 32 still demand higher complexity due to dictionaries of a larger size while their coding performance improvement is not significant. In Fig. 12 , we show the coding performance of the proposed algorithm (S/DCT) and its extension to the 16 × 16 and 32 × 32 TUs, denoted by "S/DCT(16)" and "S/DCT(32)," respectively. As a result, we choose to apply the S/DCT technique to TU of size 8 × 8 or 4 × 4.
We compare dictionary training with and without the blockadaptive scheme as illustrated in Fig. 3 . The block-adaptive scheme provides atoms containing sharper edge patterns as shown in Fig. 11 (a) . In contrast, without the use of the blockadaptive scheme, atoms become flatter as shown in Fig. 11 (b) .
B. R-D Performance Evaluation
In this section, we conduct experiments to show the R-D performance of the proposed algorithm, which is implemented on top of the HM 5.0 reference software [26] . The test and training sets are disjoint. We compare simulation results with the same software and configuration. In the following, we first consider the common test conditions and, then, other test conditions.
1) Common Test Conditions:
Here, we adopt the "Main" configuration in the common test condition. Several coding tools such as the Asymmetric Motion Prediction (AMP) and the Sample Adaptive Offset (SAO) are enabled, and coding parameters such as a depth of a RQT is specified in the configuration. We also use "Low Delay B (LDB)," "Low Delay P slices only (LDP)," and "Random Access (RA)" tests as a different Group-of-Picture (GOP) structure. They are, respectively, IBBB..., IPPP..., and the hierarchical B coding structure. All coding tools and parameters in the "Main" configuration are well defined in the common test conditions and HEVC software reference configurations [38] . We use test sequences with various resolutions from class B, class C, and class D, which are commonly used for RA, LDB and LDP tests. The resolution of each class is shown in Table II . The QP values are set to 22, 27, 32, and 37.
As shown in Table II , the proposed S/DCT algorithm outperforms HM 5.0 in the R-D performance. The BD-rate saving (where a negative value in the table indicates a positive bit rate saving) is about 0.99%, 1.35%, and 0.53% on the average for the LDB-Main, LDP-Main, and RA-Main cases, respectively. The R-D performance of the proposed S/DCT and HM5.0 is compared in Fig. 12 . We see from the R-D curves that the coding efficiency of the proposed algorithm is better over a broad range of bit-rates. The S/DCT algorithm performs the best in the LDP-Main among the three configurations. The GOP structure of the LDP yields stronger [19] ("S or DCT"), and the two other dictionary based video coding schemes using a 2-x overcomplete dictionary, denoted by "S(2-x) only," and a 4-x overcomplete dictionary, "denoted by S(4-x) only," without a support from the DCT. The proposed algorithm with larger TU sizes is presented with "S/DCT(16)" and "S/DCT (32) ." The LDP configuration was used with the four QPs (22, 27, 32, and 37) , and the number of coded frames is 100. directional features in boundary edges due to the unidirectional prediction of P slices, and the S/DCT algorithm adapts to the non-stationary regions. As compared, bi-directional prediction tends to be more accurate, and may affect S/DCT's efficiency. The proposed algorithm yields better coding performance in lower resolution video such as WVGA and WQVGA. The BD-rate saving is up to 1.95% in class D since TUs of a smaller size are selected. For example, the BD-rate saving (2.9%) for "BQSquare" is significantly higher than video of higher resolution. As to the complexity, the S/DCT scheme has a complexity of about twice of the benchmark because of the need of OMP and mode selection.
The orange region in Fig. 13 (a) adopts both the sparsebased transform and DCT while the gray region in Fig. 13 (a) adopts DCT only. The motion compensated prediction residuals are shown in Fig. 13 (b) . We see that the orange region in Fig. 13 (a) lies in the oblique part.
We compare the R-D performance of another three dictionary-based video coding schemes in Fig. 12 . Either DCT or a sparse representation is used in the method proposed in [19] for residual coding while a two-layered representation is used in the proposed S/DCT. The coding performance of methods in [19] is denoted by "S or DCT" in Fig. 12 . We see that the coding gain in "S or DCT" is comparable with the proposed S/DCT scheme in lower bit-rates. However, its coding gain is not as efficient in higher bit-rates due to a smaller number of selected sparse coding modes. Furthermore, we present the coding performance when the sparse representation is applied alone (by disabling the DCT as the second transform). The 2x and 4x overcomplete dictionaries are also included in Fig. 12 for performance comparison. They are denoted by "S(2-x) only" and "S(4-x) only." We see that they are not efficient in higher bit-rates. The same phenomenon was reported in [19] . This can be explained by the increased overhead to encode the indices of atoms. Following the idea of the merge mode in HEVC [39] , a coding mode that merges indices may help reduce the side information.
2) Other Test Conditions:
More superior coding performance of the S/DCT can be observed in some test conditions that are different from the common test conditions as explained below. We modify the anchor software so that larger TU sizes are never selected. In this situation, every TU is required to select one of the coding modes presented in Table I . As shown in Table III , the BD-rate saving is about 1.83%, 2.24%, and 1.10% on the average for the LDB-Main, LDPMain, and RA-Main cases, respectively. Note that the proposed algorithm yields an impressive coding gain in the LDP-Main configuration. The coding gain becomes relatively higher in HD video sequences because of the disabled larger TUs that could be useful for coding larger blocks.
Furthermore, it is worthwhile to emphasize that the proposed algorithm offers significantly better perceptual quality. That is, because the trained dictionary contains more adaptive patterns in representing directional components, the reconstructed video has less ringing artifact than the benchmark, HM 5.0. Representative frames in the "Slide Show" sequence and in the "Spinning Calendar" sequence are shown in Fig. 14 and Fig. 15 , where (a) is coded with the S/DCT scheme and (b) is coded with HM 5.0. Although the PSNR difference between them is small, the ringing artifact is reduced significantly by the S/DCT scheme.
C. Coding With Content-Adaptive Dictionary
We have so far adopted a set of dictionaries targeting at general natural video. It is however possible to develop a content-adaptive encoder for specific applications such as gaming or medical video. This can be accomplished by incorporating an application-specific dictionary into the codec. Such a dictionary can be trained off-line using video clips from the target application.
To give an example, we consider the screen-content sequences in class F [38] . They contain characteristics quite different from natural videos, e.g., characters or graphic elements. They display playing games or editing contents in the PowerPoint file. The test and training sequence sets are disjoint for evaluations. The proposed scheme provides a better coding gain than HM 5.0 as shown in Table IV . For the LDB-Main, LDP-Main, and RA-Main tests, the BD-rate saving is 3.38%, 4.55%, and 1.00%, respectively. On top of that, we can clearly see from Fig. 12 that the coding performance of the proposed method in "ChinaSpeed" provides a superior coding gain than that in "BQSquare." The remarkable coding gain for class F video is due to the use of an adaptive dictionary tailored to screen contents in S/DCT.
VI. CONCLUSION
An efficient video coding scheme, called the S/DCT scheme, that uses two-layered transforms with sparse representation and DCT in cascade was proposed in this work. In the sparse representation, more energy compaction could be achieved with fewer coefficients using a block-adaptive dictionary.
A signal was coarsely approximated with the sparse representation, and the DCT was used for a complement. It was demonstrated by experimental results that the proposed algorithm outperforms the HEVC reference codec HM5.0 in terms of both the objective measure and subjective perception. It is an interesting research topic to develop a fast algorithm to reduce the computational complexity and to design an optimal bit allocation between the sparse-based transform and DCT.
