Let n ≥ 3, 0 < m ≤ (n − 2)/n, p > max(1, (1 − m)n/2), and 0
m ∆u m , u > 0, in R n × (0, ∞), u(x, 0) = u 0 (x) in R n . If in addition 0 < m < (n − 2)/n and u 0 (x) ≈ A|x| −q as |x| → ∞ for some constants A > 0, q < n/p, we prove that there exist constants α, β, such that the function v(x, t) = t α u(t β x, t) converges uniformly on every compact subset of R n to the self-similar solution ψ(x, 1) of the equation with ψ(x, 0) = A|x| −q as t → ∞. Note that when m = (n − 2)/(n + 2), n ≥ 3, if g ij = u
Introduction
Recently there is a lot of study of the equation [A] , [BBDGV] , [DK] , [DP] , [DS1] , [DS2] , [Hs2] , [P] , [V1-3] ,
(1.1)
The above equation arises in many physical models and in geometry. When m > 1, (1.1) models the flow of gases through porous media [A] . When m = 1, (1.1) is the heat equation after a rescaling. When m = −1, the equation (1.1) arises in the model of heat conduction in solid hydrogen [R] . As observed by M. Del Pino, M. Sáez, P. Daskalopoulos and N. Sesum [PS] , [DS2] , when m = (n − 2)/(n + 2), n ≥ 3, if g ij = u 4 n+2 δ ij is a metric on R n that evolves by the Yamabe flow ∂ ∂t
where R is the scalar curvature, then u satisfies (1.1). We refer the readers to the book [V3] by J.L. Vazquez for an introduction of the equation (1.1) and the books [DK] by P. Daskalopoulos and C.E. Kenig, [V2] by J.L. Vazquez, for the most recent results on (1.1). As observed by L.A. Peletier in [P] (Theorem 11.3 of [P] ) the behaviour of the solutions of (1.1) for (n − 2)/n < m < 1, n ≥ 3, are very different from the behaviour of the solutions of (1.1) for 0 < m < (n − 2)/n, n ≥ 3. For any 0 < m < 1, n ≥ 3, let 0 ≤ u 0 ∈ L 1 (R n ) ∩ L p (R n ) for some constant p satisfying p > max(1, (1 − m)n/2).
(1.3)
By Theorem 11.3 of [P] for any 0 < m < (n − 2)/n and n ≥ 3 there exists a constant T > 0 and a distribution solution u ∈ C ([0, T] ;
for any δ ∈ (0, T] of (1.1) with u(x, 0) = u 0 (x) on R n which vanishes identically at time T. For example for any k > 0 and T > 0, the Barenblatt solution ( [DS2] ), where C * = 2(n − 1)(n − 2 − nm)/(1 − m) is a classical solution of (1.1) in R n × (0, T) which vanishes identically at time T. On the other hand an examination of the proof of [HP] shows that the existence proof of global solutions of
is valid only for (n − 2)/n < m < 1 and n ≥ 3. Then by the result of [HP] for n ≥ 3, (n − 2)/n < m < 1, and any 0 ≤ u 0 ∈ L 1 loc (R n ), u 0 0, there exists a unique global solution of (1.5) in R n × (0, ∞). In this paper we will prove that if n ≥ 3, 0 < m ≤ (n − 2)/n, and 0 ≤ u 0 ∈ L p loc (R n ) for some constant p satisfying (1.3) and 6) then (1.5) has a global solution u in R n × (0, ∞). When u 0 is radially symmetric, the condition (1.6) is also shown in [DP] to imply global existence of solution of (1.5) for m < 0. On the other hand when m > 1, by the result of Aronson and Caffarelli [AC] , if (1.5) has a global solution in R n × (0, ∞), then lim sup
Thus our result extends the result of [AC] and [DP] . Let
We will also prove that when u 0 (x) ≈ A|x| −q for some constants A > 0, q < n/p, as |x| → ∞ where p satisfies (1.3), then under some mild condition on u 0 the rescaled function
converges uniformly on every compact subset of R n to the self-similar solution ψ(x, 1) of (1.1) with ψ(x, 0) = A|x| −q as t → ∞. The function v(x) = ψ(x, 1) is radially symmetric and satisfies the elliptic equation
The main results we obtain in this paper are the following.
Theorem 1.1. Let n ≥ 3, 0 < m ≤ (n − 2)/n, and let p satisfy (1.3). Then there exists a constant
Theorem 1.3. Let n ≥ 3, 0 < m < (n − 2)/n, and q < n/p for some constant p satisfying (1.3).
for some constant A > 0. Let α and β be given by (1.7). Let u be the unique global solution of (1.5) in R n × (0, ∞) given by Corollary 2.8 which satisfies (1.11) in R n × (0, ∞). Let v be given by (1.8) . Then the rescaled function v converges uniformly on every compact subset of R n to the unique radially symmetric self-similar solution ψ(x, 1) of (1.1) with ψ(x, 0) = A|x| −q as t → ∞.
Corollary 1.4. Let n ≥ 3 and m = (n − 2)/(n + 2). Then v(x, t) converges uniformly on every compact subset of R n to the unique radially symmetric self-similar solution ψ(x, 1) of (1.1) with ψ(x, 0) = A|x| −q as t → ∞.
Note that the Barenblatt solution B k (x, t) given by (1.4) satisfies
where ω n is the surface area of the unit sphere S n−1 in R n and it vanishes in a finite time T. Hence Theorem 1.1 is sharp.
The plan of the paper is as follows. In section two we will prove the existence of global solutions of (1.5). In section three we will prove the asymptotic large time behaviour of the global solution of (1.5).
We first start will some definitions (cf. [Hu2] ). For any
For any bounded smooth domain
(Ω), and 0 ≤ g ∈ L 1 (∂Ω × (0, T)), we say that u is a solution of the Dirichlet problem
if u is a positive classical solution of (1.1) in Ω × (0, T) with initial value u 0 and satisfies
(1.14) for any 0 < t 1 < t 2 < T and η ∈ C 2 (Ω × (0, T)) satisfying η = 0 on ∂Ω × (0, T) where ∂/∂n is the exterior normal derivative on ∂Ω. We say that u is a weak solution of the Dirichlet problem (1.13) if 0 ≤ u ∈ C([0, T R ); L 1 (Ω)) satisfies (1.14) for any 0 < t 1 < t 2 < T and η ∈ C 2 (Ω × (0, T)) satisfying η = 0 on ∂Ω × (0, T) and u has initial value u 0 . We say that u is a solution of the Dirichlet problem
if u is a positive classical solution of (1.1) in Ω × (0, ∞) with initial value u 0 and
We say that u is a solution (subsolution, supersolution) of (
n . We will assume that n ≥ 3, 0 < m ≤ (n − 2)/n, and (1.3) hold for the rest of the paper.
Existence of global solutions
In this section we will prove the existence of global solutions of (1.5). We first extend some results of [Hu2] . We first observe that by (1.3),
Hence there exists a constant
where q = n/2. Let
Then by the same argument as the proof of Theorem 1.6 of [Hu2] but with the α 0 , k, k ′ , there being replaced by α 0 = p − 1 and k, k ′ , given by (2.1), (2.2), the proof of Theorem 1.6 of [Hu2] remains valid for n ≥ 3, 0 < m ≤ (n − 2)/n, and p satisfying (1.3). Hence we have the following theorem.
Theorem 2.1. (cf. Theorem 1.6 of [Hu2] ) Let n ≥ 3, 0 < m ≤ (n − 2)/n, and let p satisfy
We next observe that the result of Lemma 1.7 and Lemma 1.9 of [Hu2] remains valid for any n ≥ 3, 0 < m < 1, p satisfying (1.3), and 0
where Ω is a bounded smooth domain. By Lemma 1.7 and Lemma 1.9 of [Hu2] , Theorem 2.1, and an argument similar to that of [Hu2] we have the following three results. [Hu2] ) Let n ≥ 3, 0 < m ≤ (n − 2)/n, and let p satisfy (1.3). Suppose u is a solution of Note that a result similar to Corollary 2.2 is also obtained recently by M. Bonforte and J.L. Vazquez (Theorem 2.1 of [BV] ).
Corollary 2.2. (cf. Corollary 1.8 of
(1.1) in Ω × (0, T) with initial value 0 ≤ u 0 ∈ L p loc (Ω). Then for any B R 1 (x 0 ) ⊂ B R 2 (x 0 ) ⊂ Ω and 0 < t 1 < T there exist constants C > 0 and θ > 0 such that u L ∞ (B R 1 (x 0 )×[t 1 ,T)) ≤ C       1 + B R 2 (x 0 ) u p 0 dx       θ p . Theorem 2.3. (cf. Corollary 1.11 of [Hu2]) Let n ≥ 3, 0 < m ≤ (n − 2)/n, and let p satisfy (1.3). Let Ω ⊂ R n be a bounded smooth domain and let 0 ≤ g ∈ L ∞ (∂Ω × (0, T)). Suppose u is a solution of (1.13) in Ω × (0, T). Then for any 0 < t 1 < T there exist constants C > 0 and θ > 0 such that u L ∞ (Ω×[t 1 ,T)) ≤ C k p g |Ω| + Ω u p 0 dx θ p + k g where k g = max(1, g L ∞ (∂Ω×(0,T)) ).
Theorem 2.4. (cf. Theorem 2.5 and Theorem 2.11 of [Hu2]) Let n
Lemma 2.5. Let n ≥ 3, 0 < m ≤ (n − 2)/n, and let p satisfy
given by [BC] (cf. P.537 of [BV] ) which extincts in a finite time T R > 0. Then there exists a constant C 1 > 0 such that if (1.10) holds for some constant T > 0, then there exist constants
(2.4)
Proof: Suppose there exists T > 0 such that u 0 satisfies (1.10) for some constant C 1 > 0 to be determined later. For any ε > 0 let w R,ε be the solution of
for any ε > ε ′ > 0 and w R,ε decreases to the weak solution w R of (2.3) as ε → 0. By (1.10) there exists a constant 0 < δ < 1 such that
given by [BC] (cf. P.537 of [BV] ) which extincts in a finite time T R > 0 and let v R,ε be the solution of
and
By (1.18) of [BV] there exists a constant C 2 > 0 such that
Letting R → ∞ in (2.10), by (2.5) we get
where ω n is the surface area of the unit sphere S n−1 in R n . We now choose
By (1.28) of [BV] there exist constants C 3 > 0, C 4 > 0, such that
(2.12)
(2.13)
Then by (2.11) and (2.13) there exists a constant R 0 > 0 such that T R > T for any R ≥ R 0 and 1
(2.14)
By (2.9), (2.12), and (2.14),
(2.15) By Corollary 2.2 for any R ≥ R 0 , T ≥ t 1 > 0, there exist constants C R > 0 and θ > 0 such that 
. Letting ε → 0 in (2.15), we get (2.4) and the lemma follows.
Proof of Theorem 1.1: Uniqueness of solution of (1.5) is given by Theorem 2.3 of [HP] . Hence we will only need to prove existence of solution of (1.5). We will give two different methods of construction of solution of (1.5). Let C 1 > 0 be as in Lemma 2.5. First method: For any R > 0 by Theorem 2.4 (1.15) has a unique solution u R in Q R with Ω = B R which satisfies (1.11) in Q R . By the maximal principle (Lemma 2.9 of [Hu2] ),
exists. By Corollary 2.2 for any R 1 > 0, t 2 > t 1 > 0, there exist constants C > 0 and θ > 0 such that
We claim that inf
Suppose the claim is false. Let R 0 , w R , T R , be as in Lemma 2.5. For any ε > 0 let w R,ε be as in the proof of Lemma 2.5. By the maximum principle (Lemma 2.3 of [DaK] and Lemma 2.9 of [Hu2] ), Hence by the Ascoli Theorem and (2.17) the sequence u R decreases and converges uniformly on every compact subset of R n × (0, T] to a solution u of (1.1) in R n × (0, T) as R → ∞. Then u also satisfies (1.11) in R n × (0, T).
We will now prove that u has initial value u 0 . By the Kato inequality [K] (cf. [DS1] ) and an argument similar to the proof of Lemma 3.1 of [HP] and Lemma 2.3 of [Hu2] ,
Hence u is the unique solution of (1.5) in R n × (0, T). Second method: By (2.4), (2.19), (2.21), and (2.23), the sequence {w R : R > R 0 } are uniformly bounded below and above on every compact subset of R n × (0, T). Hence the equation (1.1) for {w R : R > R 0 } are uniformly parabolic on every compact subset of R n × (0, T). By the parabolic Schauder estimates [LSU] the sequence {w R : R > R 0 } are equi-Holder continuous in C 2 on on every compact subset of R n × (0, T). Hence w R increases and converges uniformly on every compact subset of R n × (0, T) to a solution w of (1.1) as R → ∞. By an argument similar to the first method of proof w has initial value u 0 . Hence by the uniqueness of solution w = u is the unique solution of (1.5) in R n × (0, T).
Theorem 2.6. Let n ≥ 3, 0 < m ≤ (n−2)/n, and let p satisfy (1.3). Let C 1 > 0 be as in Lemma 2.5. Proof: Let R 0 , w R , be given by Lemma 2.5 and let u R be as in the proof of Theorem 1.1. By the maximum principle u R ≥ u R ≥ w R/5 in Q T R for any R > 5R 0 . Since both u R and w R/5 converges uniformly on every compact subset of R n × (0, T) to the unique solution of (1.5) as R → ∞, u R converges uniformly on every compact subset of R n × (0, T) to the unique solution u of (1.5) in R n × (0, ∞) which satisfies (1.11) in R n × (0, ∞) as R → ∞ and the theorem follows.
By the proof of Theorem 1.1 and Theorem 2.6, Theorem 1.2 follows. In fact we have the following more general result.
Theorem 2.7. Let n ≥ 3, 0 < m ≤ (n−2)/n, and let p satisfy (1.3). Let C 1 > 0 be as in Lemma 2.5. 
Corollary 2.8. Let n ≥ 3, 0 < m ≤ (n − 2)/n, q < 2/(1 − m), and p satisfy (1.3). Suppose
Proof: By (2.26) there exists a constant R 1 > 0 such that
Hence by Theorem 1.2 (1.5) has a unique global solution u in R n × (0, ∞) which satisfies (1.11) in R n × (0, ∞) and the corollary follows.
Corollary 2.9. Let n ≥ 3, 0 < m ≤ (n − 2)/n, q < 2/(1 − m), and p satisfy
Lemma 2.10. Let n ≥ 3, 0 < m ≤ (n − 2)/n, and q < n/p for some constant p satisfying (1.3). Let ψ be the unique solution of (1.5) in R n × (0, ∞) with initial value A|x| −q which satisfies (1.11) in R n × (0, ∞) given by Corollary 2.9. Then
Then by the maximum principle (Lemma 2.3 of [DaK] ),
By Theorem 2.3 for any t 2 > t 1 > 0, R > 0, there exists a constant M > 0 such that
By (2.28), (2.29), and an argument similar to the proof of Theorem 1.2, v R,k increases and converges uniformly on every compact subset of
. Then by the maximum principle,
(2.30) By Theorem 2.7 v R converges to ψ uniformly on every compact subset of R n × (0, ∞) as R → ∞. Letting R → ∞ in (2.30) we get (2.27) and the lemma follows.
Theorem 2.11. Let n ≥ 3, 0 < m ≤ (n − 2)/n, and q < n/p for some constant p satisfying (1.3). Let α, β, be given by (1.7). Then there exists a unique radially symmetric self-similar solution ψ of (1.5) in R n × (0, ∞) with initial value A|x| −q which satisfies (1.11) and (2.27) in R n × (0, ∞) and
Proof: By Corollary 2.9 and Lemma 2.10 there exists a unique solution ψ of (1.5) in R n ×(0, ∞) with initial value A|x| −q which satisfies (1.11) and (2.27) in R n × (0, ∞). Since ψ(F(x), t) is also a solution of (1.1) in R n × (0, ∞) with initial value A|x| −q for any rotation F : R n → R n , by uniqueness of solution,
Hence ψ(x, t) is radially symmetric in x. For any γ > 0, let ψ γ (x, t) = γ q ψ(γx, γ 1 β t) where β is given by (1.7). Then ψ γ also satisfies (1.1) in R n × (0, ∞) with initial value A|x| −q . By the uniqueness of solution,
and (2.31) follows. Hence ψ is the unique radially symmetric self-similar solution of (1.5) in R n × (0, ∞) with initial value A|x| −q which satisfies (
and (2.32) follows. Substituting (2.34) into (1.1), we get that v satisfies (1.9) in R n . We now let 0 < m < (n − 2)/n. We will use a modification of the proof of Corollary 2.8 and Corollary 2.9 of [Hu1] to show that ψ satisfies
We will first compare ψ with the Barenblatt solution B k given by (1.4) for some constants T > 0, k > 0, to be determined later. Since by (1.3) q < n/p < 2/(1 − m), by the Young inequality,
where α is given by (1.7) and k = (2q
Let u R be the solution of (1.15) in Q R with Ω = B R and initial value A|x| −q . By (2.37) and the maximum principle ([Hu2] ),
(2.38)
Since by the proof of Theorem 1.1 u R converges uniformly on every compact subset of
For any x 0 0, let R 1 = |x 0 |/2. By (2.27) and (2.39) there exist constants C 2 > 0,
Since A|x| −q is continuous for all x 0, by (2.40) and an argument similar to that of [DaFK] (2.35) follows. Hence putting γ = 1/|x|, x 0, into (2.31) by (2.35) we have
uniformly on [0, T] as |x| → ∞ for any T > 0 and the theorem follows.
Asymptotic behaviour of solutions
In this section we will prove the asymptotic large time behaviour of the global solution of (1.5).
Proof of Theorem 1.3: We will use a modification of the proof Theorem 2.1 of [Hs1] to prove the theorem. For any γ ≥ 1, let u γ (x, t) = γ q u(γx, γ 1 β t), u 0,γ (x) = γ q u 0 (γx), u 0,γ (x) = γ q u 0 (γx), and φ γ (x) = γ q φ(γx). Let C 1 > 0 be as in the proof of Lemma 2.5 and Theorem 1.1. Then
By the same computation as the proof of Theorem 2.1 of [Hs1] we get
By (1.12) for any 0 < ε < A there exists a constant R ε > 0 such that
Hence by (3.3) and (3.5),
Letting first γ → ∞ and then ε → 0 in (3.6), by (3.4) we get
By (3.1), (3.2), (3.3), and Corollary 2.2, for any constants R > 0, t 2 > t 1 > 0, there exists a constant C 2 > 0 such that
Let δ, R 0 , be as in Lemma 2.5. Let t 2 > t 1 > 0. Then by (3.4),
(3.10)
Let R ≥ R 1 . By (3.7) there exists γ R > 1 such that the last term on the right hand side of (3.9) is less than
(3.11)
Let |x 0 | ≤ δR. Then by (3.9), (3.10), and (3.11), (x 0 ) with u 0 being replaced by u 0,γ where T R,γ > 0 is the extinction time of v R,γ . By (3.3) and an argument similar to that on P.232-233 of [P] there exists a constant C > 0 such that
Since by the maximum principle
(x 0 ), by (3.12), (3.13), and an argument similar to the proof of Lemma 2.5, (3.14)
By (3.8) and (3.14) the equation (1.1) for the family of functions {u γ : γ ≥ γ R } are uniformly parabolic on B δR × [t 1 , t 2 ] for any R ≥ R 1 /(1 − δ). By the parabolic Schauder estimates [LSU] the family of functions {u γ : γ ≥ γ R } are equi-Holder continuous on B δR × [t 1 , t 2 ] for any R ≥ R 1 /(1 − δ).
be a sequence such that γ i ≥ 1 for all i ∈ Z + and γ i → ∞ as i → ∞. Then by the Ascoli Theorem and a diagonalization argument the sequence {u
has a subsequence which we may assume without loss of generality to be the sequence itself that converges uniformly on every compact subset of R n × (0, ∞) as i → ∞ to some solution ψ of (1.1) that satisfies (1.11) in R n × (0, ∞). We will now prove that ψ has initial value A|x| −q . For any i, j ∈ Z + , R > 0 , t > 0, Hence ψ has initial value A|x| −q . By Theorem 2.11 ψ is the unique self-similar radially symmetric solution of (1.1) in R n × (0, ∞) with initial value A|x| −q . Since the sequence
is arbitrary, u γ converges uniformly to ψ as γ → ∞ on every compact subset of R n × (0, ∞). In particular u γ (x, 1) = γ q u(γx, γ 1 β ) → ψ(x, 1) (3.19) uniformly on every compact subset of R n × (0, ∞) as γ → ∞. By (3.19),
v(x, t) = t α u(t β x, t) → ψ(x, 1) uniformly on every compact subset of R n × (0, ∞) as t → ∞ and the theorem follows.
