Abstract -The paper explores geophysical methods of wells survey, as well as their role in the development of Kazakhstan's uranium deposit mining efforts. An analysis of the existing methods for solving the problem of interpreting geophysical data using machine learning in petroleum geophysics is made. The requirements and possible applications of machine learning methods in regard to uranium deposits of Kazakhstan are formulated in the paper.
I. INTRODUCTION
At the present stage of the geological exploration, the geophysical survey in wells (WLS) is one of the major sources of information on contents and properties of geological substances and conditions of their occurrence [1] . They are widely used at various stages of prospecting, exploration and development of underground resource minefields and generally may be characterised as the process of obtaining the information on geological resources implemented by means of utilisation of technical calculation in combination with methodical, algorithmical, petrophysical and metrological provisions. Kazakhstan provides approximately 39 % of world's uranium production [2] . Production is carried out by in-situ leaching. In this method, uranium is extracted through a network of pumping-in and pumping-out wells using a leaching solution (Fig. 1) . In this case, the purpose of WLS is not only to determine the position of the ore body, but also to determine the type and parameters of the enclosing soil and its filtration properties. Since the extraction process is carried out by spreading the leaching solution, determining impermeable and permeable soil layers and their filtration properties is critically important. Unlike oil fields, on uranium deposits the number of drilled boreholes is very large; the annual number of drilled boreholes is several hundred on each deposit. Several thousand wells are drilled on uranium deposits in Kazakhstan every year. Thus, the amount of work involved in interpreting logging data is substantial, and it is both impractical and time-consuming to perform manually. To solve this issue, the theory of lithological interpretation of logging data began development in the second half of the 20th century and allows one to interpret the data on one logging curve [3] . Based on this technique, an algorithm for lithological interpretation for uranium deposits of Kazakhstan has been developed, using the curve of apparent resistance (KS) [4] . The data of the remaining logs along with the geological sections built during exploration phase are used by the interpreter for manual corrections. An example of a program for interpreting electrical log data is shown in Fig. 2 .
The data recorded during geophysical logging depends on a variety of parameters, for example, the diameter of the borehole at each point, the mineralization of the drilling mud and groundwater, the elemental composition of the enclosing rocks, and many others whose mutual influence cannot be estimated and correctly considered. In addition, the properties of the soil excreted during lithological interpretation, such as sand and clay, vary significantly for different deposits, even located near each other. Such differences occur even within the same deposit, within differing stratigraphic horizons. For these reasons, accurate lithological interpretation can be carried out only by considering all available data for the given well as well as neighbouring wells and analysing the information obtained at the exploration stage [5] . The most complete information on the host rocks and their filtration properties can be obtained by a joint analysis of geophysical logging data based on various physical principles. There is no exhaustive theory for automatic lithological interpretation which takes into account all types of logging, and it is unlikely that such a theory can be developed. Interpretation of WLS data is a complex and poorly formalised task, especially if one attempts to include all the parameters and their mutual influence, geological cross-sections and data obtained during the exploration phase. Comprehensive interpretation of electric logging with all the WLS data is time consuming and requires professional interpreter, while the production technology requires prompt decision making. At the same time, the economic indicators of the extraction process depend on the speed and accuracy of geophysical data interpretation.
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II. SHORT HISTORY
The problems mentioned in the previous section can be solved by using statistical methods and machine learning. If it is necessary to determine the type of rock based on the recorded physical parameters using machine learning, the majority of geophysical problems, in particular the problem of lithological interpretation, is a classification problem. Machine learning is an extensive section of artificial intelligence that studies methods for constructing algorithms and programs capable of learning. Methods of machine learning include a wide class of algorithms, such as decision trees, genetic algorithms, Bayesian networks and artificial neural networks. Since the 60s of the last century, machine learning has been used as a means of analysing log data in lithology, petrography tasks, in addition to evaluation of the mineral resource base and seismic sounding in the works of Guberman [6] , Zverev [7] , Delfiner [8] and Busch [9] . Since the 1970s, artificial neural networks have become widely and successfully used to solve these tasks.
III. OVERVIEW OF CONTEMPORARY METHODS
AND APPROACHES The main feature of machine learning, the ability to learn and provide recommendations at the level of experts in a narrow subject area, is provided by algorithms that are divided into two large groups [10] :
 unsupervised learning (UL);  supervised learning (SL). The main task solved by the algorithms of machine learning is classification of the observed object into one of the categories defined in the system for making the subsequent decisions automatically or by a person. As an example, one can point to the tasks that arise during the movement of a mobile autonomous robot and are associated with the recognition of images of the upcoming path; tasks of face recognition, facial expressions, emotions; analysis of the user's actions when receiving services in e-commerce systems, which allows for both the optimisation of the interface and the planning of the system's actions. In general, it is the analysis of data in various information systems, allowing performing state predictions or classification of objects.
Unsupervised learning methods solve the clustering problem, when a set of previously unmarked objects is divided into groups by an automatic procedure, based on the properties of these objects. In this case, the number of groups (clusters) can be predefined or formed automatically. Such algorithms include the adaptive resonance theory (ART) and selforganising maps (SOM) or Kohonen maps [11] , as well as an extensive group of clustering algorithms (k-means, mixture models, hierarchical clustering, etc.) [12] , [13] . In geophysical tasks, the application of unsupervised learning methods is rather limited; some examples of use are self-organising maps [14] , Vector quantization (VQ) [15] , clusterization [16] , Fuzzy classification [17] , and Kernel Density Estimation (KDE) [18] . In such cases, the resulting clusters were compared with the rocks encountered in the deposit during the exploration phase.
In the task of lithological interpretation, based on its statement, lithological particularities in many boreholes are known, they are determined by experts. Consequently, the main theme of the study of the application of machine learning is the classification based on the available examplessupervised learning (SL).
The application of methods of machine learning to problems for which there is no rigorous mathematical model, and only expert estimates are available, is often the optimal method of solution. The system being trained is able to reproduce a pattern that is difficult or impossible to formalize. In the tasks of "supervised learning", it is often difficult to determine the quality of expert assessments. Examples of such tasks include: identifying disease risks, evaluating the quality of products, recognising speech, predicting the level of quotations, stock in the financial markets, the task of lithological type recognition in uranium deposits based on electric logging data and so on. Even though the list of actual features of objects is set by experts, the ranges of measured physical parameters may overlap, the expert estimates may be contradictory or contain errors. Supervised learning solves the problem of classification, when finite groups of some designated objects are distinguished to be used for classification.
Typically, the formation of groups is performed by experts. The expert may provide the reasons (properties) why he made the original classification. Classification algorithm should use this initial classification as a model and include the following unmarked objects to a specific group organised by the expert on the basis of the properties of these objects.
A detailed comparison of various SL methods with respect to lithological interpretation is given in [19] and [20] . Authors conclude that k-Nearest-Neighbour (kNN) [21] , Support Vector Machine (SVM) [22] and Artificial Neural Networks (ANN) show the best results for solving such classification problems.
A. K-Nearest-Neighbour (K-NN)
The training examples are vectors in a multidimensional feature space, each with a class label. The training phase of the algorithm consists of simply storing the feature vectors and class labels of the training samples.
In the classification phase, k is a user-defined constant, and a new unlabelled vector (a query or test point) is classified by assigning the label which is most frequent among the k training samples nearest to that query point [21] .
B. Support Vector Machine
Support vector machines (SVMs, also support vector networks) are supervised learning models with associated learning algorithms that analyse data and recognise patterns used for classification and regression analysis. Given a set of training examples, each marked belonging to one of two categories, an SVM training algorithm builds a model that assigns new examples into one category or the other, making it a non-probabilistic binary linear classifier. An SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a
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In addition to performing linear classification, SVMs can efficiently perform non-linear classification using what is called the kernel trick, implicitly mapping their inputs into high-dimensional feature spaces.
C. Artificial Neural Networks
Artificial neural networks (ANN) are an attempt to simulate the work of the human brain. They consist of elements that function in a manner analogous to the elementary functions of a biological neuron. ANN can solve a wide range of problems, such as image recognition, identification, prediction, optimisation, and management of complex objects. They are trained based on experience, generalising previous precedents to new cases, and extracting essential properties from incoming information containing redundant data. The use of neural networks to solve practical problems of interpretation of geophysical logging data is covered in [23] and [24] .
Many studies are devoted to combining neural networks and fuzzy logic into an Adaptive Neuro-Fuzzy Inference System (ANFIS) [25] , [26] and Coactive Neural Fuzzy Inference System (CANFIS) [27] .
IV. NEW METHOD FOR KAZAKHSTAN
For many years in geophysical surveying, the attention of researchers in the field of machine learning has been concentrated on oil geophysics, with very few studies in other areas. At the same time, each domain has its own specifics: different sets of logging methods, different tasks to solve. For example, in uranium geophysics, compared to oil geophysics (where the main task is to determine the reservoir and study its properties), the standard complex of surveys contains far fewer methods, but it is necessary to identify more excreted layers of rocks and its surrounding soil, in addition, it is necessary to determine the properties of a set of rather small interlayers. This makes the task of using machine learning on uranium deposits more complex than oil geophysics. Solving this task can be divided into the three steps:  preprocessing;  classification;  postprocessing. First, according to [28] , pre-processing of logging dataremoval of spikes, data filtration and normalization -strongly affect the results of recognition. Example of logging data from two boreholes before and after normalization is given in Fig. 3 . Due to this influence, different types of pre-processing of logging data, removal of spikes, data filtration and normalization should be tested.
Afterwards, the appropriate classifier should be chosen. But what are the requirements for a classifier that is suitable for this task? Supervised learning includes a set of algorithms or large families of algorithms that are often divided into linear and non-linear classifiers, depending on the shape (the hyper surface or hyperplane) that separate the classes of objects. In two dimensions, linear classifiers separate classes only by a straight line, whereas non-linear classifiers -by an arbitrary line (Fig. 4 ).
An example of logging data that need to be classified is shown in Fig. 5 -it shows the excreted types of rocks (sand, clay, aleurolite, etc.) in the attribute space on three types of geophysical logs of the "Inkai" uranium deposit in Kazakhstan.
For correct classification of geophysical logging shown in the example, a nonlinear classifier, which copes well with fuzzy class boundaries and overlapping classes, is required. All the above-mentioned classifiers (kNN, SVM, ANN) satisfy this criteria and should be tested.
The most recent development of neural networks is Deep Learning. Deep Learning is a set of machine learning algorithms that try to model high-level abstractions in data using architectures consisting of a set of nonlinear transformations [29] . Deep Learning is part of a broader set of machine learning methods that select the data representation. Some representations make it easier to solve specific tasks (for example, face recognition or recognition of facial expressions). The use of in-depth training automates the process of selecting and adjusting characteristics, by training attributes with both supervised and unsupervised learning, using effective algorithms and hierarchical extraction of characteristics. Deep Learning algorithms have several layers of identifying characteristics or data representation parameters (unsupervised learning). In this case, the attributes are organised hierarchically; the attributes of a higher level are derived from attributes of a lower level. Deep Learning algorithms include such types of neural networks as deep neural networks [30] , convolutional neural networks (CNN) [31] , deep belief networks (DBN) [32] , and recurrent neural networks (RNN) [33] . The use of Deep Learning for tasks of lithological interpretation seems very promising. There is a strong correlation between a litological profile of nearby boreholes, as it can be seen in Fig. 6 . The next step can be the use of this correlation between nearby wells or cross-sections (built during the exploration phase) for data post-processing.
V. CONCLUSION
Studies in the field of the application of machine learning in geophysics were concentrated in the field of petroleum (oil) geophysics. Uranium geophysics have somewhat different, often more complex, tasks. The solution of these tasks is carried out in the three stages: pre-processing, classification, post-processing. Pre-processing strongly affects the quality of recognition -pre-processing methods must be carefully chosen. The classifier must be non-linear and provide recognition of blurred, overlapping classes. To improve the quality of recognition of rocks in the post-processing phase, it is necessary to use correlation with neighbouring wells.
