We study a simple model involving adaptive networks in which the nodes add or cut links to other nodes according to a set preferred degree, κ. This behavior seems more natural for human beings as they form a circle of a preferred number of friends or contacts. In the simplest model, a node with degree k will add (cut) a link with probability w + (k) (1 − w + (k)). Several forms of w + are considered, e.g., a step function that drops abruptly from unity to zero as k increases beyond κ. Using simulations, we find the degree distribution in the steady state. Unexpectedly, it is not a Gaussian (around κ). We are able to find an approximate theory which explains these distributions quite well. Introducing a second network and coupling the two in various ways, we find both understandable and puzzling features. In the third part, we consider overlaying an SIS model of epidemics on a single adaptive network, allowing κ to depend on the fraction of the infected population. The gross features of the resulting steady states can be well explained by a mean field like theory, balancing the rates of recovery and infection. Various avenues for further investigations are proposed.
society where individuals have a preferred degree, κ (i.e., a preference for a certain number of 'friends'). Our study begins with modeling a single, homogeneous network with just one κ. Here, the nodes play only the role of adding or cutting links, according to specified rates controlled by κ. When such a dynamic network reaches a steady state, remarkably, the degree distribution is not, in general, a Gaussian (around κ). A simple argument leads to surprisingly good agreement with simulation results. Introducing a second network (i.e., another group of nodes) and coupling the two in various ways, we investigate the degree distributions for both intra-and inter-group links, with understandable and puzzling results. Finally, we return to a single network but allow the nodes to be endowed with degrees of freedom, by considering a simple contact process: the SIS model of epidemics [3] . In contrast to the numerous studies of such processes on regular lattices or scale-free networks, our work here is more realistic in two aspects: First, we model the epidemic on a network which more closely resembles a set of social contacts. Second, our network is adaptive, i.e., it allows us to model a natural human response to the onset of an epidemic, namely, cutting down on the number of contacts. Interesting phenomena emerge as we let κ depend on, say, the fraction of infected individuals in the system. In this brief article, we report preliminary results and outline future investigations of other aspects.
Modeling dynamic networks with degree preference. Focusing first on a single network, we consider N nodes (individuals), all behaving in the same manner, and study only the dynamics of the links. In one attempt, we choose a random node and find its degree, k (the number of links it has). Then, with probability w + (k), we create a new link, to a randomly chosen node not already linked to it. Similarly, we cut a randomly chosen, existing link with probability w − (k). Otherwise (probability 1 − w + − w − ), we keep the status quo. At the simplest level, we choose w − = 1 − w + . By having w + decrease (say, monotonically) from unity to zero with increasing k, we introduce the preferred degree, κ, as a parameter: w + (k|κ). We can further model the 'flexibility' of an individual through how abruptly w + drops as k passes κ. The simplest choice, corresponding to the most inflexible behavior, is a step function: w + = 1 for k ≤ κ and 0 otherwise. Such individuals will make new links as long as they have κ or fewer 'friends' and attempt to cut one, as soon as they have more than κ links. We have also simulated models with more flexible w + 's, e.g., a Fermi-Dirac function, 1 + e −βκ / 1 + e β(k−κ) , in which β is obviously a measure of 'inflexibility.' Turning to the modeling of two (or more) groups, the possibilities seem boundless. The most obvious and simple generalizations are different sizes (N 1 N 2 ) and preferences (κ 1 κ 2 ). For example, our society consists of˜25% introverts, who prefer fewer contacts than the extroverts. Even within these simple generalizations, an additional rule is needed to model typical behavior: When adding or cutting a link is desired, an individual may act differently depending on whether the partner is from the same or from a different group. Many examples of this differentiation exist, leading to say, the self-insulating discourse of political groups in the present US society. Here, we again focus on the simplest possibility: a one parameter model. When the node acts on a link, it chooses an inter-group partner with probability χ. Clearly, this parameter controls the level of cross-links between the two groups, and effectively measures the level of interaction between them. Of course, members of the two groups may have different behaviors, so that χ 1 χ 2 in general. In our simulations, a Monte Carlo step (MCS) is defined as N (or N 1 + N 2 ) such attempts, so that, on the average, each node has been chosen once during an MCS.
Epidemics on an adaptive network. Finally, let us introduce node-variables, S/I (for Susceptible/Infected), but focus only on a single, adaptive network to begin with. These variables are updated in a standard fashion. An I node is 'flipped' to S with probability μ, representing the spontaneous recovery from being infected (say, with a cold). For an S node, we assign a probability λ for it to be infected by any one of its infected contacts. Thus, if it is linked to k I infected nodes, then it will stay as S with probability (1 − λ) k I (and flip otherwise). Clearly, the system has an absorbing state, in which all are healthy. On the other hand, for large enough λ, a finite fraction, f , of the population can remain infected for an extended period of time -the active state. In standard SIS models, this threshold for an epidemic (denoted by λ c ) is sharp in the N → ∞ limit, and depends on μ as well as, e.g., the dimensionality of the system [4] . Turning to our adaptive network, we note that the typical time scales for adding/cutting contacts are larger than those associated with a disease. So, we generally perform n S I 10 MCS updating the nodes between sucessive MCS of link updates. In this language, n S I = ∞ corresponds to the standard SIS model on a static network. While using such a system to model a forest (where a healthy tree is unable to move away from a neighboring infected tree) may be appropriate, it is arguable less applicable for humans with social contacts. Naturally, a healthy individual is likely to avoid contacts with those infected. In the case of a visible disease (e.g., cold), such actions may be taken on a case by case basis. To investigate the effects of infection-avoidance on an epidemic, several authors [5] 'rewired' their network, by moving a link with an I node to a link with an S node. Instead of imposing such a constraint, we model human response by letting κ depend on the epidemic. Again, there are many possible ways to introduce such a dependence. To model a disease that is not overtly obvious (e.g., AIDS), we let an individual's preference for contacts decrease when he/she discovers how widespread the epidemic has become. In other words, we allow κ to depend only on f . This is clearly a response at a 'global' level, as opposed to a more 'local' response in which an individuals adjusts his/her κ based on the condition of his/her circle of friends alone. Again, many possible choices of κ ( f ) present themselves. So far, we considered three types of 'fear factors': (a) the 'fearless,' where κ remains at κ max until the epidemic is widespread (say, 40% infected) and then drops abruptly to κ min (representing only family members and caretakers); (b) the 'moderate,' where κ drops linearly from κ max to κ min ; and (c) the 'nosophobic' (or 'agoraphobic') with κ = κ max e −α f . As shown below, gross features such as thresholds and f (λ) can be understood in terms of a simple mean field theory, but explaining details such as large fluctuations near λ c and degree distributions remains challenging. Beyond this simple model, we envisage studying two or more groups (e.g., extroverts and introverts), in order to gain some insight into epidemic spreading/control in adaptive networks.
Simulation and analytic results. We perform simple Monte Carlo simulations on the three systems (one/two dynamic networks with static nodes and S/I on a single adaptive network) described above and measure a number of quantities. Most unexpected in the single network case is the degree distribution in the steady state, ρ (k). With N = 1000 and κ = 250, we find that, instead of being a Gaussian around κ, it depends on the details of w + . In the 'inflexible' case, ρ (k) is a pure double exponential, peaking at κ. For β < ∞, it is Gaussian around κ within a width of 1/β, crossing over to two (symmetric) exponential tails. This behavior can be understood from a simple argument (which resembles detailed balance): The rate a node with degree k loses a link is 1 − w + (k) plus 1/2 (from other nodes cutting their links). Similarly, it can gain with rate w + + 1/2, so that
In particular, with inflexible individuals this ratio is just 3 for k < κ and 1/3 for k > κ. For all cases which we have examined (various N's, κ's, and w's), this prediction is in excellent agreement with the simulations. Extending this study to two communities, we considered a range of possible N, κ, χ's. A similar argument for a system with two groups (having the same N's) leads to the modification 1/2 → (1 − χ 1 + χ 2 ) /2 for ρ 1 (k), etc. and also provides excellent predictions. The main puzzles concern the separate degree distributions for intra-group links (ρ 11 , ρ 22 ) and cross-group ones (ρ 12 , ρ 21 ). Even for the simplest system where the N, κ, χ's for the groups are identical, many features
are not yet understood. For example, instead of being exponentials, all ρ i j 's are Gaussians. Developing a theory for obtaining their means and widths remains a challenge. Furthermore, we discover surprising phenomena associated with a macroscopic quantity: X, the total number of crosslinks. On short time scales, it is Gaussian distributed about some mean value. But on longer time scales (O N 2 ), this mean value wanders over a considerable part of the allowed range 0, κN 2 ! For runs with 10 7 MCS with N 100, the distribution settles into a relatively flat one with soft cutoffs at both ends. Work is in progress for understanding how the locations and the widths of these cutoffs depend on the control parameters of the system [6] .
Finally, let us turn to epidemics on an active network. Simulations with N = 5000, κ max = 25, κ min = 10, α = 10 and n S I = 10 were performed. Two ways can be used to prevent the system from reaching the absorbing state: When a single infected individual is left in the system, it never recovers, i.e., an 'immortal I'. Alternatively, we could add a very small probability for an S to flip spontaneously to an I, modeling typical diseases which make a resurgence after being 'eradicated.' Here, using the first trick, the 'absorbing state' appears as a non-trivial steady state with an exponential distribution of I's near O (1). Since N = 5000, such a steady state will appear to have f 0. For simplicity, we used only 'inflexible' individuals so that, in the healthy state, double exponential ρ (k)'s around 25 are found. Running with fixed μ = 0.5 and various λ's, the system typically settles after 10K MCS, and the epidemic can be represented as f (λ). In the standard SIS models, f (λ < λ c ) = 0; thereafter, it rises linearly and saturates at (1 + μ) −1 . Here, its behavior should depend on the fear factor in κ ( f ). The crudest approximation is to set the fraction of the population that recovers per unit time (μ f N) equal to the fraction that is infected. To estimate the latter, we consider the average number of links (κ) an individual has, so that f κ ( f ) is the typical number of individuals who can infect an S. Thus, the rate at which the population is infected is 1
These notions can be summarized in a balance equation
the solution of which defines f (λ). Of course, the details of κ ( f ) are important, but these can be easily tracked. Plotting each side vs. f , we see immediately that f = 0 is a solution. However, when λ rises above λ c ≡ 1 − e −μ/κ max , a second crossing appears with f > 0. This represents the active epidemic, with f (λ) easily obtained numerically. Remarkably, this crude estimate yields good agreement with simulation data for all three fear factors studied. Detailed comparisons will be published elsewhere [7] . More challenging is the task of finding degree distributions in the transition region. Not surprisingly, fluctuations are large and the distributions deviate significantly from double exponentials or Gaussians. Of course, much more work will be needed if we seek a full picture of the epidemic with neither an 'immortal I' nor 'resurgence', so that non-trivial extinction scenarios must be studied.
Concluding Remarks. In this brief article, we report preliminary studies of adaptive networks with preferred degrees and their implications on the SIS model of epidemic spreading. We focus first on networks in which nodes have no associated degrees of freedom, but only act to add/cut links with other nodes. If two groups with different κ's are coupled (such as extroverts and introverts), 'frustration' arises even in the steady state. This aspect has not been explored fully, though the average behavior of how the network reaches the steady state has been reported recently [8] . Here, we are concerned with more details than averages, such as degree distributions. Contrary to naive expectations, these are not simple Gaussians around κ. In the case of a single group (homogeneous network), a simple argument leads us to double exponential tails, in reasonably good agreement with simulations. When a second group is introduced into the population and coupled to the first, a generalization of this argument still provides good agreement, but only for the total degree distributions. Puzzles remain for the distributions of both intra-group and inter-group degrees. For the simple coupling used, the behavior of X, the total number of crosslinks, is not well understood. In particular, even the available phase space for X (e.g., the number of graphs with X links between a group of N 1 nodes and another with N 2 nodes, all with fixed degree κ) is not known analytically. Exploring such 'simple' questions will be helpful for understanding the presence of, say, the very different time scales in our system.
There are obviously many avenues for future research, apart from the unresolved issues posed above. In the case of two networks, the most general way to model the interactions is to introduce two sets of adding/cutting rates, w ± (k i , k × |κ, μ, ...), where k i and k × denote the degree of internal and cross links, respectively. Of course, the price paid for such studies is the large dimension of parameter space. In a real society, individual preferences surely fall into a broad spectrum, rather than just two distinct groups with fixed κ 1,2 . Do such generalizations mean that degree distributions will become more 'normal' (i.e., Gaussians)? Turning to nodes with their own degrees of freedom, we envisage studying two or more groups (e.g., extroverts and introverts), in order to gain some insight into epidemic spreading/control in active networks. In particular, it would surely be helpful to have a more quantitative understanding of how "Popular People Help Experts Predict Flu Outbreak," headlined in a recent ABC news article [9] . Beyond SIS, many other social networks can be studied (e.g., more complex epidemic models, nodes endowed with wealth or opinions), not to mention the long list of networks listed in the Introduction. Clearly, there will be many more topics for future research in adaptive networks than scientists available to investigate them.
