We present output-sensitive scalable parallel algorithms for bichromatic line segment intersection problems for the coarse grained multicomputer model. Under the assumption that n p 2 , where n is the number of line segments and p the number of processors, we obtain an intersection counting algorithm with a time complexity of O( n log n log p p + T s (n log p; p)), where T s (m; p) is the time used to sort m items on a p processor machine.
Introduction
The bichromatic line segment intersection problems can be stated as follows. Let R and B respectively be two sets containing n red (blue) non-intersecting line segments. The problem is to count or to report the intersections between red and blue segments. This problem is well understood in a sequential setting 1;2 and its sequential time complexity is (n log n) for counting and (n log n+k) for reporting, where k is the number of intersections. In the parallel setting there are algorithms for the crew-pram model solving the problem in time O(log n) with O(n + k log n ) processors 3 or in time O( (n+k) log n p ) with p n + k processors. 4 In this paper we consider the parallel complexity of this problem in the coarse grained multicomputer model, or cgm(m; p) for short. In this model a set of p processors, each with O( m p ) local memory, are connected by some arbitrary interconnection network. The model is coarse grained, that is a large amount of operations can be performed by the processors between synchronization points, and the size O( m p ) of local memory of each processor is de ned to be considerably larger than O (1) . Throughout this paper we assume that m p p, unless otherwise stated. Interprocessor communication is done in communication rounds. An operation performed in a communication round is typically a sorting or a broadcasting step. Such operations are usually available as system calls on commercially available parallel machines.
The coarse grained multicomputer model has recently been used to solve problems in computational geometry 5 and image processing. 6 The rst paper uses a decomposition of the Euclidean space and the second paper a data compression technique. In this paper we present a further decomposition technique which can be applied to tree-like data structures, in our case segment trees. We further present a load-balancing scheme to solve the 1-dimensional range query reporting problem. The combination of these techniques yields e cient scalable parallel algorithms that are independent of the communication network. The main objective in the design of algorithms for this model is to use a constant or small number (e.g., log p) of communication rounds in order to reorganize the n data in such a way that each processor can sequentially treat an independent subproblem of size O( n p ). On most architectures, for each message exchanged between two processors, there is a considerable overhead involved (creating a communication channel, setting up the communication protocol, etc.) which is independent of the size of the message. Existing parallel computational geometry algorithms applied to a coarse grained machine tend to produce many short messages. Our methods involve only a small xed number of global communication rounds where large packets of size O( n p ) are exchanged between processors (i.e., the processors essentially swap their entire memory contents).
Our algorithms are scalable in the following sense. The time complexity is a function with two parameters: the problem size n and the number of processors p, but the speedup of the algorithm is only a function of p, not of n. This condition is crucial to obtain speedup on a cgm(n; p) for a wide range of ratios n p , as the following example shows. Suppose the sequential time complexity for a problem is O(n log n) and the time complexity of a parallel algorithm for the cgm(n; p) is O( n log 2 n p ). Then, the speedup of p log n can decrease with rapidly increasing n p (e.g., n 0 = n c and p 0 < cp, for c > 1) and it even turns into a slowdown as soon as n > 2 p . Note that an algorithm designed for a ne grained machine, and run on a coarse grained machine using a straightforward simulation is not scalable, if the algorithm is not optimal. However, for most interconnection networks used in practice many problems do not as yet have optimal ne grained algorithms, or optimal ne grained algorithms are even impossible due to bandwidth or diameter limitations (e.g. for the mesh). We would further like to point out that the design of scalable algorithms is one of the main goals of the recent High Performance Computing and Communication Initiative. 7 The main result of this paper can be stated as follows. Given two sets of n non-intersecting red and n non-intersecting blue line segments, we show how to solve the intersection counting problem on a cgm(n log p; p), with n p p, in time O( nlog n log p p + T s (n log p; p)). For reporting the k intersections we need a machine with max(k; n log p) memory and it takes additional time O( k p ), that is our algorithm is output-sensitive. We further show how to obtain a tradeo between the memory and the number of communication rounds. We can solve the counting problem on a cgm(n log p r ; p), n p p, in time O( n log n log p p + r T s (n log p r ; p)), for 1 r log p. That is, we can trade o between O(n log p) memory / O(1) communication rounds and O(n) memory / O(log p) communication rounds. As we need O(k) memory for the reporting problem in order to store the output, we can obtain a similar tradeo between memory and number of communication rounds, if k O(n log p). We present our algorithms assuming general position of the segments, that is no two segments have an endpoint at the same x-coordinate and no two segments intersect.
This paper is organized as follows. In Section 2 we brie y discuss the underlying communication model. In sections 3, 4 and 5, we present a binary search, a trapezoidal decomposition and a 1-dimensional range query reporting algorithm that are interesting in their own right and that are used as building blocks for the bichromatic line segment intersection algorithms presented in Section 6. In Section 7 we give some concluding remarks and brie y address how degenerate cases can be handled with the same e ciency.
Communication Model
The processors of a cgm(m; p) communicate via an interconnection network, and, loosely speaking, we can say that as many di erent interconnection networks are incorporated in existing parallel computers, as machines are available on the market. Topologies used include 2D-mesh (e.g. Paragon, Intel Corp.), hypercube (e.g. iPSC/860, Intel Corp.) and the fat-tree (e.g. CM-5, Thinking Machines Corp.).
The processors can be an integral part of the network, as it is the case for the iPSC/860, where each node of the network contains one processors and some switching hardware for routing. Alternatively, the network can be an entity apart, as it is the case for the CM-5, where the processors are connected only to the leaves of the fat-tree, and all internal nodes of the fat-tree are dedicated to routing. In the rst case we assume that the p processors can exchange messages of length O(l) each, with any one of its immediate neighbors in the network in linear time. In the second case, strictly speaking, no two processors are neighbors in the network. However, for example for the CM-5, point-to-point communication (that is when each processor sends and receives not more than 1 message) can be realized in the same time bound for a grid or hypercube-like exchange pattern. It can be realized in the same expected time bound for random permutations.
We brie y discuss the four operations involving interprocessor communication which we use in our algorithms and give the time complexity of the operations, for the 2D-mesh and the hypercube. The rst two operations concern all m data.
Assume that the p processors of the cgm(m; p) are labelledp 0 to p p?1 .
1) global sort: In a global sort operation initially O( m p ) data items are on each processor. When the global sort is complete, the data are distributed such that data on processor p i are smaller (with respect to the comparison function of the sort) than data on p j , if i < j, and data are sorted on each processor. The time complexity based on a bitonic mergesort 8 is T s (m; p) = ( m p (log m + p p)) for a 2D-mesh and T s (m; p) = O( m p (log m + log 2 p)) for a hypercube. Note that this is optimal for m 2 p p , m p log p , respectively. For the hypercube better deterministic algorithms exist, 9 but they are not of practical use. One could also use randomized sorting, 10 but we only consider deterministic methods in this paper. We refer the reader to some articles and textbooks 8;11;12;13 for a more detailed discussion of the di erent architectures and algorithms.
Binary Search
In this section we present a parallel binary search algorithm for the coarse grained multicomputer cgm(n; p). The algorithm is not particularly di cult, but should be considered as a warmup , as it shows a basic load-balancing technique which will be used and re ned in the next sections. The algorithm is given in su cient detail to permit the reader to skip over similar details later on.
The problem can be stated as follows: given a sorted sequence S of n elements, perform a binary search on S for each element of a set Q of n queries. This problem can easily be solved by sorting S Q, if S and Q come from a totally ordered universe, but that is not the case in our application later on (point location in a planar subdivision). Essentially, it is the lack of a total order for the queries, which makes it necessary to perform n independent search processes.
The idea of the algorithm is to determine, for the p subsequences S i of size n p , how many queries end up in each of them (steps 1 3 of Algorithm 1). Then, we make the appropriate number of copies of each subsequence in order to balance the ratio of queries per subsequence, and reorganize the data in a way that matching query subsets and subsequences are on the same processor (steps 4 and 5). This allows us to perform a sequential binary search on each processor. The details of the algorithm are as follows:
Algorithm 1
Architecture: A p-processor coarse grained multicomputer, with O( n p ) local memory, n p p. Input: Each processor p i stores S i , the i-th subsequence of size n p of the sorted sequence S, and a set Q i Q of n p queries. Output: Each processor p i stores n p queries (not necessarily the input query subset Q i ), and each query knows the interval in S it falls in. End of Algorithm The correctness of the algorithm is easy to see. The time complexity of the binary search can be analyzed as follows. The local binary search in steps 2 and 6 takes time O( n p log p) and O( n p log n), respectively. The communication complexity is 2T b (p) + T x (p) + T sb (n; p) + T s (n; p), where the sorting step is the dominating term. We can thus state the following lemma.
Lemma 1 Given a sorted sequence S of n elements and a set Q of n queries the binary search can be performed on a cgm(n; p), n p p, in time O( n log n p +T s (n; p)).
Trapezoidal Decomposition
The trapezoidal decomposition of a set of n non-intersecting line segments in the plane is a planar subdivision and obtained as follows. Starting at each endpoint of each segment in S we draw two vertical rays, one upwards one downwards, each extending until it hits another segment from S. Various sequential algorithms compute this subdivision in optimal (n log n) time and (n) space. In this section we rst present a less e cient sequential algorithm and its straightforward parallelization which turns out not to be scalable. We then show how to combine an optimal sequential with the parallel algorithm in order to obtain a scalable algorithm.
The idea of the non-optimal sequential algorithm is as follows. We build a segment tree T on the x-coordinates of the segment endpoints. 14 Each node v of T represents an interval and stores the catalogue S(v) of segments covering the interval of the node but not the interval of its parent node. As the segments do not intersect, we can order the segments in S(v) by the relation below. As each segment is stored in at most 2(log n + 1) catalogues, the size of the segment tree is O(n log n). After the construction of the search structure we are ready to perform the location step: for each segment endpoint we traverse the tree and perform a binary search on the catalogue S(v) for each node v on the path from the root to the appropriate leaf. The binary search gives us the closest segments above and below the query point in S(v), that is we have to determine a kind of minimum of O(log n) segments to determine the closest segments in S. The time complexity is thus O(n log 2 n) and the space requirement is O(n log n).
We obtain a straightforward parallelization of the location step by unfolding a loop of the sequential algorithm. We no longer let a segment endpoint traverse a path of length log n + 1 in the tree, but generate log n + 1 copies of the segment endpoint, each associated with one of the nodes on the path . Suppose that the nodes of tree T are uniquely numbered. For these 2n(log n + 1) node endpoint pairs we perform a binary search on the concatenation of the catalogues S(v) of all nodes v 2 T with increasing node numbers, which is a totally ordered sequence of length O(n log n). We nally determine the closest segment in S by choosing the closest among the log n + 1 segments that were the closest in each catalogue on the path. To compute the catalogues we make 2(log n+1) copies of each segment, each associated with a node v on the path for the left and right endpoint and check if it is in S(v). We then sort them lexicographically by the number of the node v they are associated with and their order in S(v), that is their y-coordinate at a xed x-coordinate in the interval of node v.
Note that the sorting step and the binary search performed with O(n log n) data give us a speedup of p log n , that is the parallel algorithm is not scalable. Using the fact that our machine model is coarse grained, we now re ne the algorithm in order to obtain a speedup of at least p log p . To do so, we partition the segment tree T as follows. Let b
T be the subtree of T which consists of level 1 to log p and let T i , 0 i < p, be the subtree of T rooted at the i-th leaf of b
T (see Figure 1 ). Note that level log p is thus represented twice. The following lemma makes some useful observations.
. . . Proof. We argue for the segment s with respect to one of its endpoints, w.l.o.g. the left one. Segment s can only appear in catalogues of children of nodes on a path from a leaf u 2 T i to the root r of T or in the catalogue of u. Let w 2 be the node at level log p ? 1 and let r i be the root of T i . Node r i is a child of w.
All children of nodes on between u and r i are in T i . All children of nodes on between w and r are in b T and only the right child v of w is in T i+1 . The size of T i , 0 i < p is O( n p log n), as at most 2 n p segments have an endpoint in T i and as there are at most 2 n p segments from T i?1 and T i+1 which can appear in the catalogue of the root of T i . Queries traversing T i correspond to endpoints in T i , thus there are O( n p ) of them. 2 The lemma implies that the size of each subtree T i , 1 i p, and the number of segment endpoints performing a location in T i is such that the subtree and the query endpoints t in the local memory of a single processor and can be processed independently of the other subtrees. Hence, we map the catalogue elements of the leaves of each subtree T i onto processor p i and perform the optimal sequential algorithm, which constructs T i one level at a time. Note that we do not properly construct the catalogues of the root nodes. As they are at the same time the leaf nodes of b T this does not cause problems. It remains to construct tree b
T, that is the rst log p levels of segment tree T, and to perform the queries on it. This can be done using the straightforward parallelization of the suboptimal sequential algorithm which was sketched above. We next give a more detailed description of the algorithm.
Algorithm 2
Architecture: A p-processor coarse grained multicomputer, with O( n log p p ) local memory, n p p. Input: The set S of n segments, arbitrarily distributed: n p on each processor. Output: Each segment has associated with its endpoints the next segment vertically above and below.
(1) Make a copy of each segment and choose the left endpoint as the reference point in one copy and the right endpoint in the other copy. Globally sort the segments by the x-coordinate of the reference points. Let S i be the set of segments stored in the local memory of processor p i , that is the segments with an endpoint in T i . (2) Locally perform on each processor p i the optimal sequential algorithm to determine, for the reference point of each segment in S i , the closest segment above and below among the segments in S i . Step 6 can be performed in time O( n log p log n p + T s (n log p; p)) from Lemma 1. We thus obtain the following result.
With a slight modi cation we can solve the following point location problem that will be used in Section 6. We are given a set S of n non-intersecting line segments and a set Q of n query points in the Euclidean plane. The problem is to compute for each point q 2 Q the trapezoid of the trapezoidal decomposition of S containing q.
The usual approach is to have rst a preprocessing phase, constructing the segment tree T for the segments, followed by the query phase, performing the point location with the query points traversing T. The drawback of this approach is that there may be subtrees T i which must be duplicated, as they are visited by a large number of queries. We would then have to load-balance in a similar way as we did for the binary search problem.
To cope with this problem in a much more e cient way, we build the segment tree not only on the x-coordinates of the segment endpoints, but of the query points as well. The query points can be considered as segments of length zero. This leads to a di erent splitting up of segments, but has the advantage that the number of queries per segment subtree rooted at level p does not exceed 2 n p . As the number of query points equals the number of segments the asymptotic time and space complexity remains the same and we obtain the following corollary.
Corollary 1 Given a set S of n non-intersecting line segments and a set Q of n points in the Euclidean plane, the point location problem for Q in the trapezoidal decomposition of S can be solved on a cgm(n log p; p), n p p, in time O( n log n log p p + T s (n log p; p)).
Instead of performing steps 4 7 of Algorithm 2 on n log p data, we can also perform it r times on groups of d log p r e levels of b T, with 1 r log p. We thus immediately obtain the following result about a possible tradeo between memory and number of communication rounds.
Corollary 2 Given a set S of n non-intersecting line segments in the Euclidean plane and a set Q of n points, the point location problem for Q in the trapezoidal decomposition of S can be solved on a cgm(n log p r ; p), n p p, in time O( nlog n log p p + r T s (n log p r ; p)), for 1 r log p.
One-Dimensional Range Query Reporting
In this section we consider a 1-dimensional computational geometry problem that will be used as a building block in order to solve the bichromatic line segment intersection reporting problem in Section 6.3. Suppose we are given a set X = fx 1 ; : : : ; x n g of n points and a set S = fs 1 ; : : : ; s n g of n segments on the x-axis. The 1-dimensional range query reporting problem is to report all pairs (x; s), x 2 X, s 2 S, where x is covered by s. We assume that the points are sorted by x-coordinate and evenly distributed over the memory of the p processors. We use c i to denote the number of segments covering point x i and c i to denote the number of points covered by segment s i . We further use k to denote the total number of point segment pairs to report. As in the sequential setting these values can be computed by sorting the set X and the set of segment endpoints, and by scanning over this sorted sequence. A more detailed description of the algorithm can be given as follows. 
End of Algorithm
The correctness of the algorithm is easy to see and its time complexity is O( n p + T s (n; p)).
We will now give three algorithms which are used depending on the number k of point segment pairs to report. The value of k ranges between 0 and n 2 . If k n p or k np, we can copy all involved segments to all processors, as their number is either small enough, or the number of pairs to report is larger than the number of p copies of all segments. If n p k np, we need a more clever load-balancing scheme. Case 1: k n p As there are at most n p segments covering at least a single point, we can copy all these segments to all processors by performing a multi node broadcast with p messages of length l i , 0 i < p and P p?1 i=0 l i = O( n p ). Each processor reports for its n p points by performing binary search for the two endpoints of each segment. The communication complexity is O( n p ) from the multi node broadcast and the reporting takes time O( n p log n). Case 2: k np
As each processor has to report more than n point segment pairs, each processor can store the full set of points and segments in its local memory. Each processor then reports a certain fraction of the point segment pairs. The algorithm is as follows.
Algorithm 4
Architecture: A p-processor coarse grained multicomputer, with O( n p ) local memory, n p p. Input: Each processor stores n p points and segments. Output: Each processor stores O( k p ) point segment pairs (x; s), for points x which are covered by the segment s.
(1) Make a copy of each segment and choose the left endpoint as the reference point in one copy and the right endpoint in the other copy. Globally sort the segments and the points of X by the x-coordinate of the reference point.
(2) Copy this sorted sequence of size 3n to all processors by performing a multi node broadcast with a message of length O( n p ). (3) Greedily group segments together in p groups G i , such that P s j 2G i c j = O( k p ). This can be done, as c j n k p . (4) Each processor p i reports point segment pairs for the segments in group G i , that is the reporting is balanced. We do the reporting in linear time by scanning over the entire sorted sequence. Before reaching the beginning of G i we add (delete) a segment when we encounter its left (right) endpoint and we skip points. After addition and before deletion we call a segment active. When we scan a point from G i we report it with all active segments.
End of Algorithm
The communication complexity is O(n) from the multi node broadcast, the grouping takes time O(n), as it is a simple scan and the reporting takes time O(n+ k p ), as an addition or deletion takes time O(1) using an array of size O(n) and a linear list to maintain the set of active segments. The list and the array are appropriately cross-linked and the list is used for the reporting. Case 3: n p k np We need some more notation. As the points are ordered and distributed over the p processors we have p intervals I 0 ; : : : ; I p?1 . We say a segment covers an interval, if the endpoints of the segment lie to the left and right of the interval. It partially covers an interval, if at least one endpoint lies in the interval. The algorithm for the third case has two phases.
In the rst phase we report point segment pairs for segments which cover an interval. It can be outlined as follows. We rst make an appropriate number of copies of the intervals (steps 1 3 of Algorithm 5). We then make as many copies of a segment as it covers intervals (steps 4 7). In order to generate the copies in a load-balanced way we have to rearrange them rst. As there may be several copies of an interval, we have to distribute the set of segments destinated for an interval evenly. We nally do the reporting. We next describe each step of the algorithm in more detail.
Algorithm 5
Architecture: A p-processor coarse grained multicomputer, with O( max(n;k) p ) local memory, n p p. Input: Each processor stores n p points and segments. Output: Each processor stores O( k p ) point segment pairs (x; s), for points x which are covered by the segment s.
(1) Broadcast the p boundaries of the intervals. Locally determine for each of the p intervals by how many of the n p local segments it is covered. Perform a total exchange of these values. On each processor p i determine the number d i of segments covering interval I i . (2) Locally determine which of the n p segments are covering and compute the number e i of intervals covered by segment s i . Let e := P n i=1 e i . As a covering segment covers n p points in each interval e k n=p . As we are in the case k np, we have e p 2 . In the second phase of the case n p k np we report the point segment pairs for the partially covering segments. The number of partially covering segments is O(n), as it is bound by the number of segment endpoints. The idea of the algorithm is to load-balance the intervals rst by number of partially covering segments and to load-balance them again by number of point segment pairs to report. The details of the algorithm are as follows.
Algorithm 6
O( k p ) point segment pairs (x; s), for points x which are covered by the segment s.
(1) Load-balance the intervals by the number of partially covering segments, that is make the appropriate number of copies of intervals using a segmented broadcast.
(2) Globally sort the partially covering segments, which associates O( n p ) of them with an interval in which they lie.
(3) Load-balance these intervals by number of point segment pairs to report. Let c i be the number of partially covering segments associated with the copy of an interval, which cover the point x i . Group the points in each interval greedily, such that P x i 2G j c i is at most O( max(k;n) p ) for groups G j , 0 j < p. This grouping is possible as Step 2 guarantees that c i n p k p , if k n. In the case of k < n we consider the output evenly distributed, if no processor reports more than O( n p ) point segment pairs. Make the appropriate number of copies of the interval together with the n p associated segments, using a segmented broadcast.
(4) Each processor p j reports the point segment pairs for points in group G j and the n p segments associated to the interval where G j lies in. To do so the O( n p ) points and segments are sorted and scanned from left to right.
End of Algorithm
The communication complexity is 2T sb (n; p) + T s (n; p). The grouping can be done in time O( n p ) and the reporting in time O( n p log n + k p ). This completes the description of the second phase and the third case. We thus can conclude this section by stating the following theorem.
Theorem 2 Given a set of n points and n intervals on the x-axis the 1-dimensional range query reporting problem can be solved on a cgm(max(n; k); p), n p p, in time O( nlog n p + k p + T s (n; p)), where k is the size of the output.
Bichromatic Segment Intersection Problems
The problem can be stated as follows. Let R (resp. B) be a set of n nonintersecting red (resp. blue) line segments in the plane. The bichromatic segment intersection problems are to count or to report the intersections between red and blue segments. We start with a description of a sequential algorithm which is used as building block in our parallel algorithm and then present parallel algorithms to solve the counting and reporting problem on a coarse grained multicomputer. A rst algorithm is due to Chazelle et al. 1 They give an O(n log n) space method to count in O(n log 2 n) time and to report the k intersections in time O(n log 2 n+k).
In the same paper they show how to reduce the space to O(n) by streaming and how to reduce the time complexity to O(n log n) and O(n log n + k), respectively, using dynamic fractional cascading. Recently, Palazzi and Snoeyink presented a simple and very elegant method to get the same reduced space and time complexities. 2 Chazelle et al.'s algorithm can be explained as follows: let (x 1 ; x 2 ; : : : ; x 2n ) be the x-coordinates of the endpoints of the n red and blue segments, with x 1 < x 2 < : : : < x 2n , and let m i = x i +x i+1 2 be the midpoints and de ne m 0 = ?1 and m 2n = 1. The numbers m i de ne intervals on the x-axis and the segmenttree corresponding to these intervals is constructed. Each leaf of this segment tree corresponds to a vertical slab m i ; m i+1 ) and each internal node to the union of the slabs of its descendants. 14 With respect to a given slab a segment is called short, if it has an endpoint in the slab and long if it completely traverses the slab from left to right, and does not traverse the parent slab. Each node of the segment tree stores the short and the long segments intersecting its slab in four catalogues: the red long, red short, blue long and blue short catalogues. The following observations are important.
An intersection between two segments arises in exactly one node of the segment tree, either as an intersection between a short and a long segment,or between two long segments. At each level of the segment tree, a segment is stored at most four times, namely in at most two short catalogues and in at most two long catalogues.
The rst observation allows to organize the counting or reporting of intersections by processing each slab independently. Inside a slab, the long red segments de ne a subdivision of the slab in strips (see Figure 2) . In order to count or report the intersections of a blue segment in this slab, it is enough to locate its endpoints (after clipping to the slab). In the remainder of this section we consider only the intersections with blue segments and long red segments.
Based on the above observations Palazzi and Snoeyink do the following. Their rst idea is not to construct the entire segment tree, but to maintain only one level of it at a time step. This reduces the space to O(n), using the second observation.
Their second idea is to impose a total order according to an aboveness relation on the set of red segments and blue endpoints. This total order can be obtained as follows. First determine the trapezoidal decomposition of the line segments and points, which are considered as trivial segments. This gives a tree where each segment is a child of the segment above its right endpoint. An inorder traversal of this tree completes the computation of the total order.
The so obtained aboveness relation avoids sorting long red segments in a slab and further avoids performing binary search in the point location for blue endpoints. We simply have to insert the segments and endpoints in the appropriate slabs in the above order. The point location step for clipped endpoints can be reduced to merging two ordered lists, when we also compute the total order for blue segments.
The total order is computed in a preprocessing step in time O(n log n). All the operations for a given level of the segment tree are done in linear time (except the possible reporting which is output sensitive). The logarithmic number of levels of the segment tree yields the following result. 2 Theorem 3 Let R (resp. B) be a set of n non-intersecting red (resp. blue) line segments in the plane. Then, the intersections between red and blue segments can be counted in O(n log n) time and reported in O(n log n + k) time using O(n) space, where k is the number of intersections.
The Counting Problem
We now describe the parallel counting algorithm for the coarse grained model.
As for the trapezoidal decomposition we partition the segment tree T into trees b T and T i , 0 i < p. The nodes in level log p are at the same time leaves of b T and roots of the trees T i . We map the catalogue elements of the leaves of each subtree T i onto processor p i and perform the optimal sequential algorithm, which constructs T i one level at a time. Only tree b T consisting of the rst log p levels of segment tree T is treated in parallel. We essentially reduce the latter problem to a point location in a trapezoidal map as it was described in Section 4. The details of the algorithm are as follows.
Algorithm 7
Architecture: A p-processor coarse grained multicomputer, with O( n log p p ) local memory, n p p. Input: Each processor stores n p red and n p blue segments. Output: Each processor stores the number of intersections k.
(1) Make a copy of each segment and choose the left endpoint as the reference point in one copy and the right endpoint in the other copy. Globally sort the red and blue segments by the x-coordinate of the reference point. Let S i be the set of segments stored in the local memory of processor p i . (2) Each processor p i performs the sequential algorithm for the set S i , using Theorem 3. The algorithm constructs the segment trees T i , 0 i < p, level by level.
all the reporting might concern a single subtree. In order to load-balance we make the appropriate number of copies of each subtree and let each processor which has such a copy report a fraction of the intersections. The details of the algorithm are as follows. (1) Make a copy of each segment and choose the left endpoint as the reference point in one copy and the right endpoint in the other copy. Globally sort the red and blue segments by the x-coordinate of the reference point. Let S i be the set of segments stored in the local memory of processor p i . (4) Each processor performs the optimal intersection counting algorithm in order to determine which fraction of intersections to report. The details are as follows. For each level of the segment tree construct the catalogues interleaved with the query segment endpoints using the sequential algorithm of Section 6.1. For each catalogue segment s j compute the number c j of query segments intersecting s j . Perform a scan on the concatenation of the catalogues of nodes of T i , in order to determine the catalogue segmentsŝ 1 ;ŝ 2 ; : : :, which contribute to each p -th intersection in T i . The processor holding the l-th copy of T i reports all intersections where catalogue segments betweenŝ l?1 andŝ l are involved.
End of Algorithm Note that we determine only the catalogue segment, but not the query segment, which is involved in each p -th intersection. Hence we do not know the p -th intersection itself. This does not perturb our intention to load-balance, as each catalogue segment in a tree T 1 ; : : : ; T p has at most n p intersections. That is, the maximal difference between the number of intersections to report on two arbitrary processors is n p . As each processor stores only one level at a time step, we need in total at most O(n) memory during the rst phase.
The running time can be analyzed as follows. Steps 2 and 4 are sequential, the rst taking time O( n p log n) and O(n) memory as the algorithm stores only one level of the segment tree at a time step. The counting part of Step 4 has the same complexity. The computation of c j for catalogue segments s j and the scan to determine when to start reporting take linear time, that is O( n p ), the reporting itself takes time O( p ). The communication complexity is T s (n; p) + T sb (n; p) for steps 1 and 3.
In the second phase we report the intersections for subtree b T. We rst point out what is di erent about b
T. As a catalogue in b
T may have size O(n) and there may be the same number of query segments associated to it, we may have to distribute the catalogue over several processors. It may further happen that we have to represent a catalogue segment on several processors. This is the case, when a segment s spanning the whole range of x-coordinates (which then appears in a catalogue of a node close to the root) has O(n) intersections with query segments. We then have to represent s on all p processors in order to load-balance.
The algorithm is as follows. We rst perform the point location in a trapezoidal decomposition with segments of one color and endpoints of segments of the other color as query points. Once the point location of query points in the slabs is done, the reporting is easy. As the catalogue segments of the same color do not intersect, they can be reduced to points on an axis. The query segments can be reduced to intervals on this axis. We thus have to solve a 1-dimensional range query reporting problem for n log p points and intervals. Hence, we can do the bichromatic segment intersection reporting for subtree b
T on a p-processor coarse grained multicomputer with ( max(k;n log p) p ) local memory in time O( n log n log p p + k p + T s (n log p; p)) using Theorem 2. This completes the description of the algorithm and gives Theorem 5 Let R (resp. B) be a set of n non-intersecting red (resp. blue) line segments in the plane. Then, the bichromatic segment intersection reporting problem can be solved on a CGM(max(k; n log p); p), n p p, in time O( n log n log p p + k p + T s (n log p; p)).
Note that the speedup obtained for the reporting algorithm can be up to p, for k su ciently large. This is due to the fact that the output does not appear in the second term of the time complexity, which captures the communication time. For example for a hypercube interconnection network we achieve the full speedup for k n log n log p.
Note further that we can obtain a similar tradeo between memory and number of communication rounds for the reporting algorithm. However, this only makes sense if k n log p, because the memory requirement is at least O(k). The idea then is to perform the 1-dimensional range query reporting algorithm on r groups of d log p r e levels of b T, with 1 r log p.
Conclusion
We have presented a new decomposition technique for tree-like search structures, which allows us to solve some computational geometry problems for the coarse grained multicomputer model. The technique is used in algorithms for the construction of a trapezoidal map of non-intersecting line segments, the point location in such a map, the 1-dimensional range-query reporting, and nally for solving the bichromatic line segment intersection counting and reporting problems.
The algorithms are scalable, that is they have a speedup which only depends on p, the number of processors of the machine. The algorithms should be ecient in practice, as they combine fast sequential algorithms with a small number of communication rounds, which drastically reduces the need of processor synchronization. Further, the messages which are exchanged are large, which reduces a message passing overhead. However, the memory requirement of the algorithms is a good candidate for further improvements.
We have presented our algorithms for the non-degenerate case, that is we assumed that segments do not intersect and that no two segments have the same x-coordinate. In the following we brie y review the previous sections to show that the general case can be handled with the same e ciency. Note that the general case only means that segment endpoints can have the same x-coordinate or lie on a segment, but we still assume that two segments of the same color cannot intersect in their interior. The binary search algorithm needs a more careful look at the decision function if a search has to continue left or right in the search tree. The trapezoidal decomposition algorithm has two parts. The p subtrees are treated sequentially and there are sequential trapezoidal decomposition algorithms for handling degenerate cases in the given time bound. The second part of the algorithm was a reduction to a binary search problem. The 1-dimensional range query reporting problem needs a more careful de nition of order for points and segment endpoints. If we have to compare a query point with a segment endpoint having the same coordinate, we say that the endpoint is to the left if it is a left endpoint and to the right otherwise. The algorithms for solving the bichromatic segment intersection problems have a structure similar to the algorithms for the trapezoidal decomposition problem. The handling of degeneracies in the p subtrees happens in the sequential algorithms used. The second part of the algorithm was a reduction to a 1-dimensional range query reporting problem.
