High-resolution blood flow simulations have potential for developing better understanding biophysical phenomena at the microscale, such as vasodilation, vasoconstriction and overall vascular resistance. To this end, we present a scalable platform for the simulation of red blood cell (RBC) flows through complex capillaries by modeling the physical system as a viscous fluid with immersed deformable particles. We describe a parallel boundary integral equation solver for general elliptic partial differential equations, which we apply to Stokes flow through blood vessels. We also detail a parallel collision avoiding algorithm to ensure RBCs and the blood vessel remain contact-free. We have scaled our code on Stampede2 at the Texas Advanced Computing Center up to 34,816 cores. Our largest simulation enforces a contact-free state between four billion surface * Both authors contributed equally to this research. elements and solves for three billion degrees of freedom on one million RBCs and a blood vessel composed from two million patches.
INTRODUCTION
The ability to simulate complex biological flows from first principles has the potential to provide insight into complicated physiological processes. Simulation of blood flow, in particular, is of paramount biological and clinical importance. Blood vessel constriction and dilation affects blood pressure, forces between RBCs can cause clotting, various cells migrate differently through microfluidic devices.
However, direct simulation of blood flow is an extremely challenging task. Even simulating the blood flow in smaller vessels requires modeling millions of cells (one microliter of blood contains around five million RBCs) along with a complex blood vessel. RBCs are highly deformable and cannot be well-approximated by rigid particles. The volume fraction of cells in human blood flow reaches 45%, which means that a very large fraction of cells are in close contact with other cells or vessel walls at any given time. These constraints preclude a large number of discretization points per cell and make an evolving mesh of the fluid domain impractical and costly at large scale.
Simulations capable of capturing these various types of flows faithfully must be
• numerically accurate, to solve the model equations without concern for numerical error; • robust, to handle high-volume-fraction flows, close contact between cells and vessel walls, complex geometries, and long simulation times; • efficient and scalable, to support a realistic number of cells in flows through complex blood vessels.
Achieving these objectives for a blood flow simulation requires that the system meets a number of stringent requirements. While previous work has made significant progress [25, 28, 37] , we focus on several new infrastructure components essential for handling confined flows and arbitrarily long-time, high volume fractions RBC flows; in particular, our work is able to realize each of these goals.
We formulate the viscous flow in blood vessels as an integrodifferential equation and make use of fast scalable summation algorithms for efficient implementation, as in prior RBC simulations [48] . This is the only approach to date that maintains high accuracy at the microscopic level while avoiding expensive discretization of fluid volume: all degrees of freedom reside on the surfaces of RBCs and blood vessels.
The most important novel aspects of our system include: (a) handling the RBC-blood vessel interaction with a fully parallel, highorder boundary integral equation solver; (b) explicit handling of collisions with a parallel constraint-based resolution and detection algorithm. The former is essential for modeling confined flows, while the latter is essential for handling high-volume fraction flows at long time scales without excessively small time steps or fine spatial discretizations.
Our contributions.
(1) We present a parallel platform for long-time simulations of RBCs through complex blood vessels. The extension to suspensions of various particulates (fibers, rigid bodies etc.) is straightforward from the boundary integral formulation. Flows through several complicated geometries are demonstrated. (2) We have parallelized a boundary solver for elliptic PDEs on smooth complex geometries in 3d. By leveraging the parallel fast-multipole method of [26] and the parallel forest of quadtrees of [7] , we are able to achieve good parallel performance and load balancing.
(3) We have extended the parallel collision handling of [25] to include rigid 3d boundaries composed of patches. (4) We present weak and strong scalability results of our simulation on the Skylake cluster and weak scaling results on the Knights Landing cluster on Stampede2 at the Texas Advanced Computing Center along with several visualizations of long-time, large-scale blood cell flows through vessels. We observe 49% strong scaling efficiency for a 32-fold increase of compute cores. In our largest test on 12288 cores, we simulate 1,048,576 RBCs in a blood vessel composed of 2,097,152 patches with weak scaling efficiency of 71% compared to 192 cores (Fig. 5) . In each time step, this test uses over three billion degrees of freedom and over four billion surface elements (triangles) for collision. (5) We are able to simulate realistic human blood flows with RBC volume fractions over 47% (Fig. 7) .
Limitations. Despite the advantages and contributions of the computational framework presented here, our work has some limitations. We have made several simplifications in our model for RBCs. We are restricted to the low Reynolds number regime, i.e., small arteries and capillaries. We use a simplified model for RBCs, assuming the cell membranes to be inextensible and with no inplane shear rigidity. It has been shown that flows in arterioles and capillaries with diameter of <50 µm and RBCs with 5 µm diameter have a Reynolds number of < 5 × 10 −3 [51] [9, Section 5.4] with roughly 2% error in approximating confined flows [1] . This is sufficient for our interest in the qualitative behavior of particulate flows, with the possibility of investigating rheological dynamics in larger channels.
Regarding algorithms, each RBC is discretized with an equal number of points, despite the varied behavior of the velocity through the vessel. Adaptive refinement is required in order to resolve the velocity accurately. Finally, the blood vessel is constructed to satisfy certain geometric constraints that allow for the solution of Eq. (2.5) via singular integration. This can be overcome through uniform refinement, but a parallel adaptive algorithm is required to maintain good performance.
Related work: blood flow. Large-scale simulation of RBC flows typically fall into four categories: (a) Immersed boundary (IB) and immersed interface methods; (b) particle-based methods such as dissipative particle dynamics (DPD) and smoothed particle hydrodynamics (SPH) (c) multiscale network-based approaches and (d) boundary integral equation (BIE) approaches. For a comprehensive review of general blood flow simulation methods, see [12] . IB methods can produce high-quality simulations of heterogeneous particulate flows in complex blood vessels [3, 4, 52] . These methods typically require a finite element solve for each RBC to compute membrane tensions and use IB to couple the stresses with the fluid. This approach quickly becomes costly, especially for high-order elements, and although reasonably large simulation have been achieved [41, 42] , large-scale parallelization has remained a challenge. A different approach to simulating blood flow is with multiscale reduced-order models. By making simplifying assumptions about the fluid behavior throughout the domain and transforming the complex fluid system into a simpler flow problem, the macroscopic behaviors of enormous capillary systems can be characterized [33, 34] and scaled up to thousands of cores [32] . This comes at a cost of local accuracy; by simulating the flows directly, we are able to accurately resolve local RBC dynamics that are not captured by such schemes.
Particle-based methods have had the greatest degree of success at large-scale blood flow simulations [13, 16, 39, 40] . These types of approaches are extremely flexible in modeling the fluid and immersed particles, but are computationally demanding and usually suffer from numerical stiffness that requires very small time steps for a given target accuracy. For a comprehensive review, see [55] . There have also been recent advances in coupling a particle-based DPD-like scheme with IB in parallel [54, 56] , but the number of RBCs simulated and the complexity of the boundary seems to be limited.
BIE methods have successfully realized large-scale simulations of millions of RBCs [37] in free space. Recently, new methods for robust handling of collisions between RBCs in high-volume fraction simulations have been introduced [25, 28] . This approach is versatile and efficient due to only requiring discretization of RBCs and blood vessel surfaces, while achieving high-order convergence and optimal complexity implementation due to fast summation methods [21, 38, 43, 44, 47, 48, 59] . To solve elliptic partial differential equations, BIE approaches have been successful in several application domains [6, 49, 50, 57] . However, to our knowledge, there has been no work combining a Stokes boundary solver on arbitrary complex geometries in 3d with a collision detection and resolution scheme to simulate RBC flows at large scale. This work aims to fill this gap, illustrating that this can be achieved in a scalable manner.
Related work: collisions. Parallel collision detection methods are a well-studied area in computer graphics for both shared memory and GPU parallelism [20, 23, 29] . [10, 19] detect collisions between rigid bodies in a distributed memory architecture via domain decomposition. [31] constructs a spatial hash to cull collision candidates and explicitly check candidates that hash to the same value. The parallel geometry and physics-based collision resolution scheme detailed in [53] is most similar to the scheme used in this work. However, such discrete collision detection schemes require small time steps to guarantee detections which can become costly for high-volume fraction simulations.
FORMULATION AND SOLVER OVERVIEW 2.1 Problem summary
We simulate the flow of N cells with deformable boundary surfaces γ i , i = 1, . . . , N in a viscous Newtonian fluid in a domain Ω ⊂ R 3 with a fixed boundary Γ. The governing partial differential equations (PDEs) describing the conservation of momentum and mass are the incompressible Stokes equations for the velocity u and pressure p, combined with velocity boundary conditions on Γ. Additionally, we model cell membranes as massless, so the velocity X t of the points on the cell surface coincides with the flow velocity:
where µ is the viscosity of the ambient fluid; in our simulations, we use a simplified model with the viscosity of the fluid inside the cells also being µ although our code supports arbitrary viscosity contrast. The right-hand side force in the momentum equation is due to the sum of tension and bending forces f = f σ + f b ; it is concentrated on the cell surfaces. We assume that cell surfaces are inextensible, with bending forces determined by the Canham-Helfrich model [8, 18] , based on the surface curvature, and surface tension determined by the surface incompressibility condition ∇ γ i · u = 0 resulting in
(see, e.g., [38] for the expressions for f). Except on inflow and outflow regions of the vascular network, the boundary condition д is zero, modeling no-slip boundary condition on blood vessel walls.
Boundary integral formulation.
To enforce the boundary conditions on Γ, we use the standard approach of computing u as the sum of the solution u fr of the free-space equation Eq. (2.1) without boundary conditions but with non-zero right-hand side F(x), and the second term u Γ obtained by solving the homogeneous equation with boundary conditions on Γ given by д − u fr .
Following the approach of [25, 30, 35, 36] , we reformulate Eqs. (2.1) and (2.2) in the integral form. The free-space solution u fr can be written directly as the sum of the single-layer Stokes potentials u γ i :
where S(x, y) = 1 8π µ 1 r + r ⊗r |r | 3 for viscosity µ and r = x − y. To obtain u Γ , we reformulate the homogeneous volumetric PDE with nonzero boundary conditions as a boundary integral equation for an unknown double-layer density ϕ defined on the domain boundary Γ: |r | 5 (r · n for outward normal n = n(y). The null-space operator needed to make the equations full-rank is defined as (N ϕ)(x) = ∫ Γ (n(x) · ϕ(y))n(y)dy (cf. [24] ). The favorable eigenspectrum of the integral operator in Eq. (2.5) is well-known and allows GMRES to rapidly converge to a solution. One of the key differences between this work and previous free-space large-scale simulations is the need to solve this equation in a scalable way. Once the density ϕ is computed, the velocity correction u Γ is evaluated directly as u Γ = Dϕ.
The equation for the total velocity u(x) at any point x ∈ Ω is then given by
In particular, this determines the update equation for the boundary points of cells; see Eq. (2.3). Contact formulation . In theory, the contacts between surfaces are prevented by the increasing fluid forces as surfaces approach each other closely. However, ensuring accuracy of resolving forces may require prohibitively fine sampling of surfaces and very small time steps, making large-scale simulations in space and time impractical. At the same time, as shown in [24] , interpenetration of surfaces results in a catastrophic loss of accuracy due to singularities in the integrals.
To guarantee that our discretized cells remain interference-free, we augment Eqs. (2.1) and (2.2) with an explicit inequality constraint preventing collisions. We define a vector function V (t) with components becoming strictly negative if any cell surfaces intersect each other, or intersect with the vessel boundaries Γ. More specifically, we use the space-time interference volumes introduced in [17] and applied to 3D cell flows in [25] . Each component of V corresponds to a single connected overlap. The interference-free constraint at time t is then simply V (t) ≥ 0.
For this constraint to be satisfied, the forces f are augmented by an artificial collision force, i.e.,
where λ is the vector of Lagrange multipliers, which is determined by the additional complementarity conditions:
at time t, where all inequalities are to be understood componentwise.
To summarize, the system that we solve at every time step can be formulated as follows, where we separate equations for different cells and global and local parts of the right-hand side, as it is important for our time discretization:
At every time step, (2.11) results in coupling of all close γ i 's, which requires a non-local computation. We follow the approach detailed in [24, 25] to define and solve the nonlinear complementarity problem (NCP) arising from cell-cell interactions in parallel, and extend it to prevent intersection of cells with the domain boundary Γ, as detailed in Section 4.
Algorithm Overview
Next, we summarize the algorithmic steps used to solve the constrained integral equations needed to compute cell surface positions and fluid velocities at each time step. In the subsequent sections, we detail the parallel algorithms we developed to obtain good weak and strong scalability, as shown in Section 5.
Overall Discretization. RBC surfaces are discretized using a spherical harmonic representation, with surfaces sampled uniformly in the standard latitude-longitude sphere parametrization. The blood vessel surfaces Γ are discretized using a collection of high-order tensor-product polynomial patches, each sampled at Clenshaw-Curtis quadrature points. The space-time interference volume function V (t) is computed using a piecewise-linear approximation as described in [25] . For time discretization, we use a locallyimplicit first order time-stepping (higher-order time stepping can be easily incorporated). Interactions between RBCs and the blood vessel surfaces are computed explicitly, while the self-interaction of a single RBC is computed implicitly.
The state of the system at every time step is given by a triple of distributed vectors (X , σ , λ). The first two (cell surface positions and tensions) are defined at the discretization points of cells. The vector λ has variable length and corresponds to connected components of collision volumes. We use the subscript i to denote the subvectors corresponding to i-the cell. X and σ are solved as a single system that includes the incompressibility constraint Eq. (2.9). To simplify exposition, we omit σ in our algorithm summary, which corresponds to dropping f σ in the Stokes equation, and dropping the surface incompressibility constraint equation.
Algorithm summary. At each step t, we compute the new positions X + i and collision Lagrange multipliers λ + at time t + = t + ∆t. We assume that in the initial configuration there are no collisions, so the Lagrange multiplier vector λ is zero. Discretizing in time, Eq. (2.8) becomes
At each single time step, we perform the following steps to obtain (X + , λ + ) from (X , λ). Below evaluation of integrals implies using appropriate (smooth, near-singular or singular) quadrature rules on cell or blood vessel surfaces.
( 
Perform the implicit part of the update: solve the NCP obtained by treating the second (self-interaction) term in Eq. (2.8) while enforcing the complementarity constraints Eq. (2.7), i.e., solve
Items 1a to 1d all require evaluation of global integrals, evaluated as sums over quadrature points; we compute these sums in parallel with PVFMM. In particular, Item 1b uses PVFMM as a part of each matrix-vector product in the GMRES iteration. These matrix-vector product, as well as Items 1a, 1c and 1d require near-singular integration to compute the velocity accurately near RBC and blood vessel surfaces; this requires parallel communication to find non-local evaluation points. Details of these computations are discussed in Section 3.
The NCP is solved using a sequence of linear complementarity problems (LCPs). Algorithmically, this requires parallel searches of collision candidate pairs and the repeated application of the distributed LCP matrix to distributed vectors. Details of these computations are provided in Section 4.
Other parallel quadrature methods. Various other parallel algorithms are leveraged to perform boundary integrals for the vessel geometry and RBCs. To compute u γ i (X ) for X ∈ γ i , the schemes presented in [48] are used to achieve spectral convergence for single-layer potentials by performing a spherical harmonic rotation and apply the quadrature rule of [14] . We use the improved algorithm in [28] to precompute the singular integration operator and substantially improve overall complexity. To compute u γ i (X ) for X close to, but not on γ i , we follow the approaches of [28, 43] , which use a variation of the high-order near-singular evaluation scheme of [58] . Rather than extrapolating the velocity from nearby check points as in Section 3, we use [48] to compute the velocity on surface, upsampled quadrature on γ i to compute the velocity at check points and interpolate the velocity between them to the desired location. We mention these schemes for the sake of completeness; they are not the primary contribution of this work, but are critical components of the overall simulation.
BOUNDARY SOLVER
The main challenge in incorporating prescribed flow boundary conditions д on the domain boundary Γ is the approximation and solution of the boundary integral problem Eq. (2.5). Upon spatial discretization, this is an extremely large, dense linear system that must be solved at every time step due to the changing free space solution u fr on the right hand side. Since we aim at a scalable implementation, we do not assemble the operator on the left hand side but only implement the corresponding matrix-vector multiplication, i.e., its application to vectors. Combined with an iterative solver such as GMRES, this matrix-vector multiply is sufficient to solve Eq. (2.5). Application of the double-layer operator D to vectors amounts to a near-singular quadrature for points close to Γ. Controlling the error in this computation requires a tailored quadrature scheme. This scheme is detailed below, where we put a particular emphasis on the challenges due to our parallel implementation.
Quadrature for integral equation
The domain boundary Γ is given by a collection of non-overlapping patches Γ = i P i (Q), where
We use the Nyström discretization for Eq. (2.5). Since D(x, y) is singular, this requires a singular quadrature scheme for the integral on the right-hand side. We proceed in several steps, starting with the direct non-singular discretization, followed by a distinct discretization for the singular and near-singular case.
Non-singular integral quadrature. We discretize the integral in Eq. (2.5), for x Γ, by rewriting it as an integral over a set of patches and then apply a tensor-product qth order Clenshaw-Curtis rule to each patch:
where y i j = P i (t j ) and t j ∈ [−1, 1] 2 is the jth quadrature point and w i j is the corresponding quadrature weight. We refer to the points y i j as the coarse discretization of Γ and introduce a single global index y ℓ = y i j with ℓ = ℓ(i, j) = (i − 1)q 2 + j, ℓ = 1, . . . , N , where N is the total number of quadrature nodes. We can then rewrite the right-hand side of (3.1) compactly as the vector dot product W (x) · ϕ, where ϕ ℓ = ϕ(y ℓ ) and W ℓ (x) = D(x, y ℓ )w ℓ are the quadrature weights in Eq. (3.1).
As x → Γ for x ∈ Ω, the integrand becomes more singular and the accuracy of this quadrature rapidly decreases due to the singularity in the kernel D. This requires us to construct a singular integral discretization for x = y ℓ , ℓ = 1, . . . , N , and general points on Γ, which is discussed next. Note that the same method is used for evaluation of the velocity values at points close to the surface, once the equation is solved (near-singular integration).
Singular and near-singular integral quadrature. We take Figure 2 : Schematic of our unified singular/near-singular quadrature scheme. A boundary Γ is shown along with a set of patches (patch edges shown in black). We evaluate the velocity due to Γ at the check points (gray dots off-surface) using the fine discretization (small dots on-surface) and extrapolate these values to the target point (green). The target point may be on or near Γ. The fine discretization subdivides the patches in the coarse discretization into 16 patches, each with an 11th-order tensor-product Clenshaw-Curtis quadrature rule.
an approach similar to [22] . The idea is to evaluate the integral sufficiently far from the surface using the non-singular quadrature rule (3.1) on an upsampled mesh, and then to extrapolate the accurate values towards the surface. Concretely, to compute the singular integral at a point x near or on Γ, we use the following steps:
(1) Upsample ϕ using qth order interpolation, i.e., ϕ up = U ϕ, where ϕ up is the vector of Nk samples of the density and U is the interpolation operator. To be precise, we subdivide each patch P i into k square subdomains P ik and use ClenshawCurtis nodes in each subdomain. We subdivide uniformly, i.e., P i is split into k = 4 η patches for an integer η. This is the fine discretization of Γ. We use W up to denote the weights for Eq. (3.1) the fine discretization quadrature points. (2) Find the closest point y = P(u * , v * ) to x on Γ for some patch
is the outward normal vector to Γ at P(u, v). (4) Evaluate the velocity at the check points:
(5) Extrapolate the velocity from the check points to x with 1D polynomial extrapolation:
where e q are the extrapolation weights.
In this work, the parameters R, p, r and η are chosen empirically to balance the error in the accuracy of W up (c q ) · ϕ up and the extrapolation to x. A schematic of this quadrature procedure is shown in Fig. 2 . Discretizing the integral equation. With the singular integration method described above, we take x = y ℓ , ℓ = 1 . . . N , and obtain the following discretization of Eq. (2.5):
where д is the boundary condition evaluated at y ℓ , W s m (x) is the mth component of W s (x) and N i j is the appropriate element of the rank-completing operator in Eq. (2.5).
The dense operator A is never assembled explicitly. We use GM-RES to solve Eq. (3.5), which only requires application of A to vectors ϕ. This matrix-vector product is computed using the steps summarized above.
Extrapolation and upsampling are local computations that are parallelized trivially if all degrees of freedom for each patch are on a single processor. The main challenges in parallelization of the above singular evaluation are 1) initially distributing the patches among processors, 2) computing the closest point on Γ and 3) evaluating the velocity at the check points. The parallelization of these computations is detailed in the remainder of this section.
Far evaluation. To compute the fluid velocity away from Γ, where Eq. (2.5) is non-singular, i.e., at the check points, the integral can be directly evaluated using Eq. (3.1). Observing that Eq. (3.1) has the form of an N -body summation, we use the fast-multipole method [15] to evaluate it for all target points at once. We use the parallel, kernel-independent implementation Parallel Volume Fast Multipole Method (PVFMM) [26, 27] , which has been demonstrated to scale to hundreds of thousands of cores. PVFMM handles all of the parallel communication required to aggregate and distribute the contribution of non-local patches in O(N ) time.
Distributing geometry and evaluation parallelization
We load pieces of the blood vessel geometry, which is provided as a quad mesh, separately on different processors. Each face of the mesh has a corresponding polynomial P i defining the ith patch. The k levels of patch subdivision induce a uniform quadtree structure within each quad. We use the p4est library [7] to manage this surface mesh hierarchy, keep track of neighbor information, distribute patch data and to refine and coarsen the discretization in parallel. The parallel quadtree algorithms provided by p4est are used to distribute the geometry without replicating the complete surface and polynomial patches across all processors. p4est also determines parent-child patch relationships between the coarse and fine discretizations and the coordinates of the child patches to which we interpolate.
Once the geometry is distributed, constructing check points, all necessary information for upsampling and extrapolation are either available on each processor or communicated by PVFMM. This allows these operations to be embarassingly parallel.
Parallel closest point search
To evaluate the solution at a point x, we must find the closest point y on the boundary to x. The distance ∥x − y ∥ 2 determines whether or not near-singular integration is required to compute the velocity at x. If it is, y is used to construct check points.
In the context of this work, the point x is on the surface of an RBC, which may be on a different processor than the patch containing y. This necessitates a parallel algorithm to search for y. For that purpose, we extend the spatial sorting algorithm from [25, Algorithm 1] to support our fixed patch-based boundary and detect near pairs of target points and patches. a. Construct a bounding box B P,ϵ for the near-zone of each patch. We choose a distance d ϵ so that for all points z further away than d ϵ from P, the quadrature error of integration over P is bounded by ϵ. The set of points closer to P than d ϵ is the near-zone of P.
We inflate the bounding box B P of P by d ϵ along the diagonal to obtain B P,ϵ to contain all such points. b. Sample B P,ϵ and compute a spatial hash of the samples and x.
Let H be the average diagonal length of all B P,ϵ . We sample the volume contained in B P,ϵ with equispaced samples of spacing h P < H . Using a spatial hash function, (such as Morton ordering with a spatial grid of spacing H ), we assign hash values to bounding box samples and x to be used as a sorting key. This results in a set of hash values that define the near-zone of Γ. c. Sort all samples by the sorting key. Use the parallel sort of [45] on the sorting key of bounding box samples and that of x. This collects all points with identical sorting key (i.e., close positions) and places them on the same processor. If the hash of x matches the hash of a bounding box sample, then x could require nearsingular integration, which we check explicitly. Otherwise, we can assume x is sufficiently far from P and does not require singular integration. d. Compute distances ∥x − P i ∥. For each patch P i with a bounding box key of x, we locally solve the minimization problem min (u,v)∈[−1,1] 2 ∥x −P i (u, v)∥ via Newton's method with a backtracking line search. This is a local computation since x and P i were communicated during the Morton ID sort. e. Choose the closest patch P i . We perform a global reduce on the distances ∥x − P i ∥ to determine the closest P i to x and communicate back all the relevant information required for singular evaluation back to x's processor.
PARALLEL COLLISION HANDLING
We prevent collisions of RBCs with other RBCs and with the vessel surface Γ by solving the NCP given in Eqs. (4.1) and (4.2). This is a nonsmooth and non-local problem, whose assembly and efficient solution is particularly challenging in parallel.In this section, we summarize our constraint-based approach and algorithm. We have integrated piecewise polynomial patches into the framework of [25] for parallel collision handling, to which we refer the reader for a more detailed discussion. The key step to algorithmically unify RBCs and patches is to form a linear triangle mesh approximation of both objects. We now want to enforce that these meshes are collision-free subject to the physics constraints in Eq. (4.1).
We linearize the NCP and solve a sequence of LCPs whose solutions converge to the NCP solution. At a high-level, the collision algorithm proceeds as follows:
(1) Find triangle-vertex pairs of distinct meshes that are candidates for collision. (2) Compute V (t + ) = V (t +,0 ). If any triangle-vertex pairs on distinct meshes collide, the corresponding component of V (t) will be negative. 
where
for the kth iteration of the loop and X occurs. This approach of iteratively solving an NCP with sequence of LCPs was shown to converge superlinearly in [11] . In [53] , the authors demonstrate that one LCP linearization can approximate the NCP accurately; our algorithm uses around seven LCP solves to approximately solve the NCP. Upon convergence of this algorithm, we are guaranteed that our system is collision-free. To solve the LCP in Item 3b, we follow the approach detailed in [24, Section 3.2.2, Section 3.3]. We reformulate the problem first in standard LCP form with diagonally-dominant system matrix B, then solve an equivalent root finding problem by applying a minimummap Newton's method. This can be restructured to use GMRES, so we only need to repeatedly apply B to vectors to solve the LCP. Each entry B i j is the change in the jth contact volume induced by the kth contact force, which is explicitly defined in [25, Algorithm 3] . This means that B is of size m × m, where m is the number of collisions, but is extremely sparse. We need not store the entire matrix explicitly; we only compute the non-zero entries and store them in a distributed hash-map. Computing these matrix elements requires an accumulation of all coupled collision contributions to the velocity, which requires just a sparse MPI_All_to_Allv to send each local contribution to the process containing V i (t +,k ).
An important step to ensure good scaling of our collision handling algorithm is to minimize the number of triangle-vertex pairs that are found in Item 1. One could explicitly compute an all-to-all collision detection on all meshes in the system, but this requires O(N 2 ) work and global communication. We perform a high-level filtering first to find local candidate collision mesh pairs, then only communicate and compute the required O(m) information. Since spatially-near mesh pairs may be on different processors, we need a parallel algorithm to compute these collision candidates.
To address this, we reuse Items a to c from Section 3.3 and adapt it to this problem. For each mesh in the system, we form the spacetime bounding box of the mesh: the smallest axis-aligned bounding box containing the mesh at positions X i and X + i , as shown in Fig. 3 . For patches P i , note that P + i = P i . This means one can reuse the bounding box of P i constructed in Section 3.3 for this purpose and simply set d ϵ to zero. After forming all space-time bounding boxes for the meshes of all patches and RBCs, we apply steps Items b and c directly to these boxes. Item c will communicate meshes with the same spatial sorting key to the same processor; these meshes are collision candidate pairs. Once the computation is local and candidate collision pairs are identified, we can proceed with the NCP solution algorithm described above.
RESULTS
In this section, we present scalability results for our blood flow simulation framework on various test geometries, simulations with various volume fractions and demonstrate the convergence behavior of our numerical methods.
Implementation and example setup
Architecture and software libraries. We use the Stampede2 system at the Texas Advanced Computing Center (TACC) to study the scalability of our algorithms and implementation. Stampede2 has two types of compute nodes, the Knights Landing (KNL) compute nodes and the Skylake (SKX) compute nodes. The SKX cluster has 1,736 dual-socket compute nodes, each with two 24-core 2.1GHz CPUs and 192GB of memory. The KNL cluster has 4,200 compute nodes, with a 68-core Intel Xeon Phi 7250 1.4Ghz CPUs and 96GB of memory plus 16GB of high-speed MCDRAM. We run our simulations in a hybrid distributed-shared memory fashion: we run one MPI process per node, with one OpenMP thread per hardware core. Our largest simulations use 256 SKX and 512 KNL nodes.
We leverage several high-performance libraries in our implementation. We use PETSc's [2] parallel matrix and vector operations, and its parallel GMRES solver. Management and distribution of patches describing the blood vessel geometry uses the p4est library [7] , and we use PVFMM [26] for parallel FMM evaluation. We also heavily leverage Intel MKL for fast dense linear algebra routines at the core of our algorithms and paraview for our visualizations. Discretization and example setup. For all test cases we present, we discretize each RBC with 544 quadrature points and 2,112 points for collision detection. The blood vessel geometry is represented with 8th order tensor-product polynomial patches with 121 quadrature points per patch and 484 equispaced points for collision detection. The parameters chosen for singular/near-singular integration are p = 8 and η = 1, with R = r = .15L for strong scaling tests and R = r = .1L for weak scaling tests. The value of L is the square root of the surface area of the patch containing the closest point to the target, called the patch size; this choice allows for a consistent extrapolation error over the entirety of Γ.
Since our scaling tests are performed on complex, realistic blood vessel geometries, we must algorithmically generate our initial simulation configuration. We prescribe portions of the blood vessel as inflow and outflow regions and appropriately prescribe positive and negative parabolic flows (inlet and outlet flow) as boundary conditions, such that the total fluid flux is zero. To populate the blood vessel with RBCs, we uniformly sample the volume of the bounding box of the vessel with a spacing h to find point locations 48 192 inside the domain at which we place RBCs in a random orientation. We then slowly increase the size of each RBC until it collides with the vessel boundary or another RBC; this determines a single RBC's size. We continue this process until all RBCs stop expanding; this means that we are running a simulation of RBCs of various sizes. We refer to this process as filling the blood vessel with RBCs. This typically produces RBCs of radius r with r 0 < r < 2r 0 with r 0 chosen proportional to h. This is a precomputation for our simulation, so we do not include this step in the timings we report for weak and strong scaling. We emphasize that these simulations are primarily for scaling purposes of our algorithms and are not expected to represent true blood flows. The platform can of course be applied to length scales where viscous flow is a valid assumption. Additionally, RBCs in such a confined flow will collide with the blood vessel wall if special care is not taken near the outflow part of the boundary. We define regions near the inlet and outlet flows where we can safely add and remove RBCs We find an overall parallel scalability of 47% for a 256-fold increase of the problem size.
within the outlet region, we subtract off the velocity due to γ i from the entire system and move γ i into an inlet region such that the arising RBC configuration is collision-free. Limiting GMRES iterations. We have observed that the GM-RES solver typically requires 30 iterations or less for convergence for almost all time steps, but the number of needed iterations may vary more in the first steps. To simulate the amount of work in a typical simulation time step, we cap the number of GMRES iterations at 30 and report weak and strong scaling for these iterations. A more detailed analysis of this behavior is needed.
Parallel scalability
Here, we present strong and weak scalability results for our RBC simulations. We decompose the time required for a complete simulation into the following categories:
• In the discussion below, we focus on COL and BIE-solve, as they are the primary algorithmic contribution of this work, and discuss how to reduce the computational time required for BIE-FMM. Strong scalability. To study the strong scalability of our algorithms, we use the blood vessel geometry and RBC configuration in Fig. 1 Fig. 4 , we achieve a 15.7-fold speed-up in total walltime scaling from 384 to 12288 cores, corresponding to 49% parallel efficiency. This level of parallel efficiency is partially due to the calls to the fmm library PVFMM. The strong scalability of PVFMM we observe is largely consistent with the results reported in [27] . Neglecting the time for calls to FMM, i.e., only counting the time for the boundary solver to compute u Γ and for collision prevention, we find 66% parallel efficiency when scaling strongly from 384 to 12288 cores. We see that the parallel collision handling and integral equation solver computations, excluding FMM, scale well as the number of cores is increased.
Weak Scalability. Our weak scalability results are shown in Figs. 5 and 6. Both tests are performed on the blood vessel displayed in Fig. 8 . We use an initial boundary composed of a fixed number M of polynomial patches and fill the domain with roughly M/2 RBCs (which requires spacing h). To scale up our simulation by a factor of four, we: (1) subdivide the M polynomial patches into 4M new The largest weak scaling test contains 1,048,576 RBCs and 2,097,152 polynomial patches on the blood vessel; we solve for 3,042,967,552 unknowns at each time step and are able to maintain a collisionfree state between 4,194,304,000 triangular surface elements at each time step. Comparing the weak scalability results for SKX (Fig. 5) and KNL (Fig. 6) , we observe similar qualitative behavior. Note that the smallest test on the SKX architecture only uses a single node, i.e., no MPI communication was needed. This explains the increased time for the collision prevention algorithms when going from 1 (48 cores) to 4 nodes (192 cores). Note also that the simulation on the KNL architecture used a significantly lower number of RBCs and geometry patches per node. Thus, this simulation has a larger ratio of communication to local work. This explains the less perfect scalability compared to the results obtained on the SKX architecture. As with strong scaling, we see good parallel scaling of the non-FMM-related parts of the computation of u Γ and the collision handling algorithm.
Note that there is a slight variation in the number of collisions for the run on 8704 cores on KNL. This is an artifact of the RBC filling algorithm. Since we place RBCs in random orientations and distribute RBCs randomly among processors, we do not have complete control over the percentage of collisions or the volume fraction for each simulation in Figs. 5 and 6, as can be seen from the tables under these figures. This can affect the overall scaling: For the run on 8704 cores, the percentage of collisions is larger, explaining the longer time spent in COL. Despite this phenomenon, we achieve good weak scaling overall.
Discussion. The parts of the algorithm introduced in this paper scale as well as or better than the FMM implementation we are using. However, our overall run time is diminished by the multiple expensive FMM evaluations required for solving Eq. (2.5). This can be addressed by using a local singular quadrature scheme, i.e., compute a singular integral using the FMM on Eq. (3.1) directly, then compute a singular correction locally. This calculation has a three-fold impact on parallel scalability: (1) the FMM evaluation required is proportional to the size of the coarse discretization rather than the fine discretization (O((p + 1)N ) vs. O((k + p)N )); (2) after the FMM evaluation, the local correction is embarrassingly parallel; (3) the linear operator Eq. (3.3) can be precomputed, making the entire calculation extremely fast with MKL linear algebra routines. These improvements together will allow our algorithm to scale well beyond the computational regime explored in this work.
Verification
There are few analytic results known about RBCs in confined Stokes flows against which we can verify our simulations. However, exact solutions can be obtained for a part of our setup, invariants (e.g., surface area) can be considered and solutions for smaller examples can be verified against solutions with fine spatial and temporal discretizations. In particular, in this section, we demonstrate the accuracy of the parallel boundary solver presented in Section 3 and numerically study the collision-free time-stepping in Section 4.
Boundary solver. The error of the boundary integral solver is determined by the error of integration and the GMRES error, the latter not depending on the number of discretization points due to good conditioning of the equation. The integration error, in turn, can be separated into smooth quadrature error and interpolation error. The former is high-order accurate [46] . Although our extrapolation is ill-conditioned, we observe good accuracy for p ≤ 8. The singular evaluation in Section 3 converges with rate O(L p + L q ) corresponding to pth order extrapolation and qth order quadrature. To confirm this numerically, we solve an interior Stokes problem on the surface in Fig. 9 -right. We evaluate a prescribed analytic solution at the discretization points to obtain the boundary condition. We then solve Eq. (3.5) and compare the numerical solution at on-surface samples different from discretization points, evaluated using the algorithms of Section 3. We use η = 2, q = 16, p = 8, R = .04 √ L and r = R/8. In Fig. 9 -left, we report the relative error in the infinity-norm of the velocity. By choosing check point distances proportional to √ L, we observe the expected O(L 7 ) convergence. Figure 9 : Error convergence test solving Eq. (3.5). We evaluate a known solution on the coarse discretization and solve for ϕ. On the left, we plot the maximum relative error in the infinity norm of u Γ evaluated on the surface. On the right, we show the coarse discretization of the domain boundary and patches.
RBCs with collision resolution and convergence. Our choice of RBC representation and discretization is spectrally accurate in space for the approximation, differentiation and integration of functions on RBC surfaces, as shown in [48] . Although we use first-order time-stepping in this work, spectral deferred correction (SDC) can be incorporated into the algorithm exactly as in the 2D version described in [24] . This present work demonstrates second-order convergence in time; however, SDC can be made arbitrarily highorder accurate.
For collision-resolution accuracy verification, we study the convergence of our contact-free time-stepping with two RBCs in shear flow. As shown in Fig. 10 , at T = 0, two RBCs are placed in a shear flow u = [z, 0, 0] in free-space. We first compute a reference solution without collision handling but with expensive adaptive fully implicit time-stepping to ensure accurate resolution of the lubrication layer between RBCs. This reference simulatation used spherical harmonics of order 32 and the time step had to be reduced to 6.5e-4 to prevent collisions. In Fig. 11 , we show the convergence for the error in the centers of mass of each RBC as a function of the time-step size. We use spherical harmonic orders 16 and 32 for the spatial discretization to demonstrate the dominance of the time-stepping error. We observe first-order convergence with our locally-implicit backward Euler scheme which confirms that our collision resolution algorithm does not have a significant impact on time-stepping accuracy. 
High volume fraction
The RBC volume fraction, i.e., the ratio of volume occupied by RBCs compared to the overall blood volume is 36-48% in healthy women and 40-54% in healthy men [5] . As can be seen in the tables in Figs. 5 and 6, the volume fraction in our weak scaling simulations is below these values, which is mostly due to the procedure used to fill the blood vessel with RBCs (see the discussion in Section 5.1). However, RBC volume fractions in capillaries and small arteries is known to be be around 10-20% [41, 51] , which our scaling simulations achieve. To demonstrate that we can simulate even higher volume fraction blood flows, Fig. 7 shows a test of 140 RBCs sedimenting under a gravitational force in a small capsule. The volume fraction for this example is 47%, calculated by dividing the amount of volume occupied by RBCs by the volume of the capsule. By the end of the simulation, we achieve a volume fraction of 55% in the lower part of the domain (determined by bounding the RBCs by a tighter cylinder than the original domain boundary) since the RBCs have become more tightly packed. While such high volume fractions typically do not occur in capillary flow on average, in some scenarios (local fluctuations, sedimentation, microfluidics) these high concentrations need to be handled.
CONCLUSION
We have shown that our parallel platform for the simulation of red blood cell flows is capable of accurately resolved long-time simulation of red blood cell flows in complex vessel networks. We are able to achieve realistic cell volume fractions of over 47%, while avoiding collisions between cells or with the blood vessel walls. Incorporating blood vessels into red blood cell simulations requires solving a boundary integral equation, for which we use GMRES. Each GMRES iteration computes a matrix-vector product, which in turn involves singular quadrature and an FMM evaluation; the latter dominates the computation time. To avoid collisions, we solve a nonlinear complementarity problem in the implicit part of each time step. This requires repeated assembly of sparse matrices that, in principle, couple all cells globally. Nevertheless, solving this complementarity system yields close-to-optimal strong and weak scaling in our tests. Overall, the vast majority of compute time is spent in FMM evaluations, which implies that the scaling behavior of our simulation is dominated by the scalability of the FMM implementation. As discussed at the end of Section 5.2, in the future, we will employ a local singular quadrature scheme that will allow us to significantly reduce the time spent in FMM evaluations. This will not only speed up the overall simulation but also improve the weak and strong scalability of our simulation platform.
