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Abstract. We consider codes over finite rings endowed with the Lee
metric and prove the NP-completeness of the associated syndrome de-
coding problem (SDP). Then, we study the best known algorithms for
solving the SDP, which are information set decoding (ISD) algorithms,
and generalize them to the Lee metric case. Finally we assess their com-
plexity for a wide range of parameters.
1 Introduction
To compare the hardness of mathematical problems, in complexity theory one
introduces the complexity classes P, NP, NP-hard and NP-complete. A problem
belongs to P if it can be solved by a deterministic Turing machine in polynomial
time, whereas a problem belongs to NP if it can be solved by a non-deterministic
Turing machine or, equivalently, if one can check whether an instance is a so-
lution to the problem in polynomial time. Thus, clearly, P lies inside NP. A
problem is said to be NP-hard if any problem in NP can be reduced to this
problem in polynomial time; thus, in some sense, they mark the hardest prob-
lems in mathematics. To show that a new problem is NP-hard it suffices to find a
polynomial time reduction from a known NP-hard problem to the new problem.
In addition, a problem is said to be NP-complete if it is NP-hard and in NP.
NP-complete problems play a fundamental role in cryptography, as systems
based on them are promising candidates for post-quantum cryptography. In
particular, NP-complete problems in coding theory are the basis of code-based
cryptography. Historically, code-based cryptography was initiated by the sem-
inal works of McEliece in 1978 [2] and Niederreiter in 1986 [3]. This area is
deemed, at the moment, as one of the most consolidated and assessed ones
in public-key cryptography [4]. Code-based schemes are usually built upon the
Syndrome Decoding Problem (SDP), which is equivalent to the problem of de-
coding a random linear code. In [5] and [6], the SDP has been proven to be
⋆ The material in this paper has been submitted in part at the 2020 IEEE International
Symposium on Information Theory [1].
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NP-complete for codes defined over some finite field and endowed with the
Hamming metric. An adversary could still apply the best non-structural al-
gorithm to attack the cryptosystem, which in the case of the SDP is called
Information Set Decoding (ISD) algorithm. These algorithms are hence impor-
tant to determine which size of the public key is needed to achieve a given
security level. The first ISD algorithm was proposed by Prange in 1962 [7].
Besides these classical results, there has recently been a growing interest in
changing the underlying metric or changing the underlying algebraic structure
(like finite rings). This is the case of the rank version of SDP, which, analogously
to the Hamming metric case, has been proven to be NP-complete [8]. Code-based
cryptosystems using the rank metric provide surprisingly low key sizes (see for
example [9]). This change of the classical Hamming metric to other metrics seems
to be promising. Hence we want to study the impact of the Lee metric in code-
based cryptography. Some cryptosystems have already been proposed over finite
rings (see [10, 11, 12, 13]); in particular, Horlemann-Trautmann and Weger in
[13] have considered the use of codes defined over Z4, endowed with the Lee
metric.
In this paper we prove the NP-completeness of the SDP for codes over finite
rings equipped with the Lee metric by showing that the shortest path decision
problem, which has been proven to be NP-complete in [14], can be reduced (in
polynomial time) to our problem.
Moreover, we extend the work in [13] and propose original algorithms that
are inspired by Stern’s [15], Lee-Brickell’s [16] and Prange’s [7] ISD algorithms
and that solve the Lee metric variant of the SDP for any Galois ring. A detailed
complexity analysis of the proposed algorithms is considered and a comparison
with the Hamming case is provided.
The paper is organized as follows. In Section 2 we introduce the notation
used throughout the paper, give some preliminary notions on the Lee metric
and we formulate some general properties of the Lee metric. In Section 3 we
prove the NP-completeness of the Lee metric version of the SDP. In Section 4
we extend several information set decoding algorithms to Zpm , considering the
Lee metric and carry out a complexity analysis of these algorithms. We provide a
comparison of the ISD algorithms in the Lee metric and in the Hamming metric
in Section 5. In Section 6 we draw some concluding remarks and formulate some
open problems.
2 Notation and preliminaries
Let q be a prime power and ℓ be a positive integer. We denote with Zℓ the ring
of integers modulo ℓ, and with Fq the finite field with q elements, as usual. Given
an integer x, we denote its absolute value as |x|. We use capital letters to denote
sets of integers; for an ordered set V , we refer to its i-th element as V [i]. The
cardinality of a set is denoted as |V |. We use bold lower case (respectively upper
case) letters to denote vectors (respectively matrices). The identity matrix with
size k is denoted as Ik. Given a vector x ∈ Fnq and a set S ⊂ {1, . . . , n}, we denote
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by xS the vector consisting of the entries of x indexed by S. In the same way, for
a matrix M ∈ Fk×nq , MS denotes the matrix obtained by taking the columns of
M that are indexed by S. This, of course, can be easily generalized to Zℓ. The
support of a vector a is defined as S {a} = {j | aj 6= 0}. For S ⊂ {1, . . . , n}, we
denote by Znℓ (S) the vectors in Z
n
ℓ having support in S.
2.1 Coding Theoretic Preliminaries
In this subsection we recall the definitions and main properties of linear codes
over finite fields endowed with the Hamming metric, as well as linear codes over
finite rings endowed with the Lee metric.
Definition 1 An [n, k] linear code C over Fq is a linear subspace of Fnq of di-
mension k.
The size of the code, denoted as |C|, is the number of its codewords. Notice
that, for an [n, k] linear code C over Fq, we have |C| = q
k. The generator matrix
of C is a k × n matrix whose row space is C. Moreover, C is the null space of
an r × n parity-check matrix, where r = n − k. In classical coding theory one
considers codes endowed with the Hamming metric, formally defined as follows.
Definition 2 The Hamming weight of x ∈ Fnq is equal to the size of its support,
i.e.,
wtH {x} = |S {x}| =| {i ∈ {1, . . . , n} | xi 6= 0} | .
The Hamming distance of x, y ∈ Fnq is defined as the Hamming weight of their
difference, i.e.,
dH{x,y} = wtH {x− y} =| {i ∈ {1, . . . , n} | xi 6= yi} | .
Definition 3 Let C ⊆ Fnq be an [n, k] linear code, then we call its minimum
distance d the minimum Hamming weight of a non-zero codeword, i.e.,
d = min{wtH {x} | 0 6= x ∈ C} = min{dH{x,y} | x 6= y ∈ C}.
We will sometimes refer to C as an [n, k, d] code. For a [n, k] linear code C over
Fq and I ⊂ {1, . . . , n} we denote by CI = {cI | c ∈ C}.
We will use the following definition of information set, which fits perfectly in
the context of ring-linear codes.
Definition 4 For a code C over Fq of length n and dimension k, we call a set
I ⊆ {1, . . . , n} of size k an information set if | CI |=| C |.
These definitions can be extended to finite rings.
Definition 5 Let h and n be positive integers and let R be a finite ring. C is
called an R-linear code of length n and type h if C is a submodule of Rn, with
| C |= h.
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We will restrict to the most preferred case of Galois rings Zpm := Z/p
m
Z,
for some prime p and a positive integer m.
Definition 6 We say that C is a ring linear code of length n if C is an additive
subgroup of Znpm .
Z
n
pm can be endowed with several metrics, e.g., the Hamming metric, the Lee
metric, the homogeneous metric, the Euclidean metric and so on; for an overview
see [17].
Definition 7 For x ∈ Zpm we define the Lee value to be
|x|L = min{x, p
m − x},
Then, for x ∈ Znpm , we define the Lee weight to be the sum of the Lee values of
its coordinates:
wtL {x} =
n∑
i=1
|xi|L.
As for the Hamming case, we then get a distance.
Definition 8 For x,y ∈ Znpm , the Lee distance is defined as
dL(x,y) = wtL {x− y} .
Definition 9 We say that C is a Lee metric code of length n if C is an additive
subgroup of Znpm of type (p
m)k1
(
pm−1
)k2 · · · pkm endowed with the Lee metric.
We can define the minimum distance and the concept of information set for
Lee metric codes.
Definition 10 Let C be a Lee metric code over Zpm of length n; then, we call
its minimum Lee distance dL the minimum Lee weight of a non-zero codeword:
dL = min{wtL {x} | 0 6= x ∈ C}.
Definition 11 For a Lee metric code C over Zpm of length n and type
(pm)k1
(
pm−1
)k2
· · · pkm ,
we call a set I ⊆ {1, . . . , n} of size
m∑
i=1
ki = K a (ring-linear) information set if
| CI |=| C |.
This definition makes more sense when we look at the generator matrix and
the parity check matrix of ring-linear codes.
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Definition 12 Let C be a linear code over Zpm of length n and type | C |=
(pm)k1(pm−1)k2 · · · (p)km . Then C is permutation equivalent to a code having
the following generator matrix of size K × n, where K =
m∑
i=1
ki.
G =


Ik1 A1,2 A1,3 · · · A1,m A1,m+1
0 pIk2 pA2,3 · · · pA2,m pA2,m+1
0 0 p2Ik3 · · · p
2A3,m p
2A3,m+1
...
...
...
...
...
0 0 0 · · · pm−1Ikm p
m−1Am,m+1

 ,
for j ≤ m : Ai,j ∈ Z
ki×kj
pm+1−i , and Ai,m+1 ∈ Z
ki×(n−K)
pm+1−i .
Similarly, C is permutation equivalent to a code that has the following parity
check matrix of size (n− k1)× n
H =


B1,1 B1,2 · · · B1,m−1 B1,m In−K
pB2,1 pB2,2 · · · pB2,m−1 pIkm 0
p2B3,1 p
2B3,2 · · · p2Ikm−1 0 0
...
...
...
...
...
pm−1Bm,1 p
m−1Ik2 · · · 0 0 0

 , (1)
for i > 1 : Bi,j ∈ Z
km−i+2×kj
pm+1−i , and B1,j ∈ Z
(n−K)×kj
pm+1−i .
2.2 Properties of the Lee metric
In this subsection we devise some general properties of the Lee metric that will
be useful for the rest of the paper. In the following lemma, resulting from a
Plotkin-type bound in the Lee metric (see [18, Problem 10.15]), we compute the
average Lee weight of an element in Zℓ.
Lemma 1 Let x ∈ Zℓ chosen randomly; then the expected Lee weight of x is
given by
µℓ :=
{
ℓ
4 if ℓ is even,
ℓ2−1
4ℓ if ℓ is odd.
Proof. If ℓ is even, then summing up all weights gives
2
ℓ−2
2∑
i=1
i+
ℓ
2
=
(ℓ− 2)ℓ
4
+
ℓ
2
=
ℓ2
4
.
If ℓ is odd, then we get
2
ℓ−1
2∑
i=1
i =
(ℓ− 1)(ℓ+ 1)
4
=
ℓ2 − 1
4
.
To get the average we divide both cases by ℓ and get the desired formula. ⊓⊔
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Next, we want to count the vectors in Znℓ having Lee weight 0 ≤ w ≤ n⌊
ℓ
2⌋,
i.e.,
F (n,w, ℓ) :=| {v ∈ Znℓ | wtL {v} = w} | .
We will consider two cases: either ℓ is even, or ℓ is odd. Indeed, in the former
case there exists only one element in Zℓ having Lee value ⌊
ℓ
2⌋, whereas in the
latter case there exist two such elements. We will first count the vectors in Znℓ
having Lee weight w and a fixed size of support s. For this, we introduce
f(n, s, w, ℓ) :=| {v ∈ Znℓ | |S {v}| = s, wtL {v} = w} | .
Proposition 1 Let n ∈ N, let 1 ≤ w ≤ n⌊ ℓ2⌋ and s ∈ N, such that s ≤
min{n,w}. Then
– if ℓ is even:
f(n, s, w, ℓ) =


0 if w > s⌊ ℓ2⌋,(
n
s
)
if w = s⌊ ℓ2⌋,(
n
s
)
2s
(
w−1
s−1
)
if w < s+ ⌊ ℓ2⌋ − 1,(
n
s
)
2s
(
w−1
s−1
)
−
w−s+1∑
i=⌊ ℓ
2
⌋+1
2nf(n− 1, s− 1, w − i, ℓ) if w ≥ s+ ⌊ ℓ2⌋ − 1.
−nf(n− 1, s− 1, w − ⌊ ℓ2⌋, ℓ)
– if ℓ is odd:
f(n, s, w, ℓ) =


0 if w > s⌊ ℓ2⌋,(
n
s
)
2s
(
w−1
s−1
)
if w ≤ s+ ⌊ ℓ2⌋ − 1,(
n
s
)
2s
(
w−1
s−1
)
if w > s+ ⌊ ℓ2⌋ − 1.
−
w−s+1∑
i=⌊ ℓ
2
⌋+1
2nf(n− 1, s− 1, w − i, ℓ)
Proof. A vector having a support of size s has at least Lee weight s and can
have at most Lee weight s⌊ ℓ2⌋, which implies that there are no vectors such that
w > s⌊ ℓ2⌋.
In the case where ℓ is even, there exists only one element in Zℓ having Lee
value ⌊ ℓ2⌋, thus if w = s⌊
ℓ
2⌋, we can only choose this element in the non-zero
positions, which can be done in
(
n
s
)
different ways.
Now we check whether s− 1 > w − ⌊ ℓ2⌋ or s− 1 ≤ w − ⌊
ℓ
2⌋. In the first case
the vector cannot have an entry of Lee value ⌊ ℓ2⌋, thus we can choose s non-zero
positions, compose the wanted Lee weight w into s parts and for each choice of
a part x, there exists also the choice ℓ − x, hence 2s many. In the other case,
firstly, an entry of the vector could have Lee value ⌊ ℓ2⌋, so we cannot simply
multiply by 2s anymore and, secondly, the compositions of w into s parts also
consists of parts being greater than ⌊ ℓ2⌋ which, however, is the largest possible
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Lee value. For this reason, we have to define f(n, s, w, ℓ) recursively. We start
with all possible orderings of the desired Lee weight w into s parts and then take
away the orderings that we cannot have, which are starting from a part being
i = ⌊ ℓ2⌋ + 1 and proceed until the largest part is i = s − w + 1. Thus, we have
to take away f(n − 1, s − 1, w − i, ℓ), repeating this 2n times: the factor 2 is
justified by the fact that we have assumed that there are always two choices for
an element having Lee value i, and n times for the position of the entry having
Lee value i. The case i = ⌊ ℓ2⌋ has to be taken away only once, since, in the case
where ℓ is even, we only have one element having Lee value ⌊ ℓ2⌋.
The case in which ℓ is odd is simpler, since an element having Lee value ⌊ ℓ2⌋
does not need to be treated as a special case. ⊓⊔
Finally, to get the amount of vectors in Znℓ having Lee weight w, we only
have to sum all f(n, s, w, ℓ) from s = 1 to s = min{n,w}.
Corollary 1 Let n ∈ N, let ℓ ∈ N and let 1 ≤ w ≤ n⌊ ℓ2⌋. Then
F (n,w, ℓ) =
min{n,w}∑
s=1
f(n, s, w, ℓ). (2)
An upper bound, also observed in [18, Proposition 10.10], and a lower bound
on (2) can easily be derived as reported next.
Corollary 2 Let n ∈ N and 1 ≤ w ≤ n⌊ ℓ2⌋. Then, F (n,w, ℓ) is at most
u(n,w) :=
min{n,w}∑
s=1
(
n
s
)
2s
(
w − 1
s− 1
)
(3)
and at least
l(n,w) :=
{(
n
w
)
2w if w < n,
2n if w ≥ n.
(4)
Proof. The proof of the upper bound is given in [18, Proposition 10.10]. For the
lower bound, if w < n we count the vectors in Znℓ with w entries in {1, ℓ− 1}. If
w ≥ n, we count the vectors in {1, ℓ− 1}n. ⊓⊔
Simple computations show that the addends of the sum in (3) are monoton-
ically increasing if and only if, for w > 2,
n ≥
w2 + w − 2
2
. (5)
Under these assumptions, the following relation holds
u(n,w) ≤ w
(
n
w
)
2w.
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3 An NP-complete coding-theory problem for the Lee
metric
In this section we prove NP-completeness of the Decisional Lee - Syndrome
Decoding Problem (DL-SDP) and the Computational Lee - Syndrome Decoding
Problem (CL-SDP), which are formalized in the following.
Problem 1 Decisional Lee - Syndrome Decoding Problem (DL-SDP)
Let ℓ, r and n be positive integers. Given H ∈ Zr×nℓ , s ∈ Z
r
ℓ and t ∈ N, does
there exist a vector e ∈ Znℓ such that wtL {e} ≤ t and He
⊺ = s?
Problem 2 Computational Lee - Syndrome Decoding Problem (CL-
SDP)
Let ℓ, r and n be positive integers. Given H ∈ Zr×nℓ , s ∈ Z
r
ℓ and t ∈ N, find a
vector e ∈ Znℓ , such that wtL {e} ≤ t and He
⊺ = s.
Notice that we consider finite rings whose size is not necessarily a prime power,
hence in order to avoid confusion with the variable q = pm, where p is a prime
number and m a positive integer, we use a ℓ ∈ N to denote the size of the
considered ring.
Clearly, checking whether a vector is in fact a solution of the CL-SDP can be
done in polynomial time. Hence for the NP-completeness, it is enough to show
that CL-SDP is NP-hard.
Proving that there does not exist a polynomial time algorithm that solves
the L-SDP for all choices of ℓ is straightforward, since for ℓ = 2 and ℓ = 3 the
Lee metric on F2, respectively on F3, is the same as the Hamming metric, where
it is proven that such a solver does not exist. The more interesting question is if
there exists a polynomial time algorithm that solves the L-SDP for an arbitrary
but fixed ℓ.
3.1 The shortest path problem in circulant graphs and its
connection with the Lee metric
In this section we introduce the Shortest Path Problem (SPP), proven NP-
complete for the class of cyclic graphs [14, Theorem 5], upon which we mainly
rely for our reduction of DL-SDP.
Let m < ℓ be positive integers. Let D ⊂ Zℓ be of size m and G = (V,E) be
a graph with nodes V = {0, . . . , ℓ− 1} and edges E, such that
(y, z) ∈ E ⇐⇒
(
(y − z mod ℓ) ∈ D
)
∨
(
(z − y mod ℓ) ∈ D
)
.
Observe that the considered graph G is circulant, i.e., its adjacency matrix
is circulant. A path from y to z of length λ ∈ N is a vector v ∈ V λ, such that
v0 = y, vλ−1 = z and (vi, vi+1) ∈ E for all i ∈ {0, . . . , λ− 2}. In our case a path
v from y to z is associated to a vector x ∈ Zm, such that there are |xi| steps of
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the form i) vj → vj + di if xi ≥ 0, or ii) vj → vj − di if xi < 0. In other words,
we can write
m−1∑
i=0
xidi ≡ y − z mod ℓ. (6)
Then, the length of the path corresponds to the L1-norm of the associated vector
x, that is |x|L1 =
∑m−1
i=0 |xi|. In particular, (6) depends only on the difference
u ≡ y − z mod ℓ, rather than on the particular values y and z. Then, for
u 6= 0, we define the set of all possible paths connecting two nodes having label
difference u, that is
Tℓ,D(u) :=
{
x ∈ Zm
∣∣ m−1∑
i=0
xidi ≡ u mod ℓ
}
. (7)
We may then be interested in finding the shortest length of such paths, that
is
dℓ,D(u) :=
{
minx∈Tℓ,D(u) {|x|L1} if Tℓ,D(u) 6= ∅,
∞ else.
(8)
The (decisional) shortest path problem on a circulant graph is then formalized
as follows.
Problem 3 Circulant - Shortest Path Problem (C-SPP)
Given the positive integers m < ℓ, a set D = {d0, · · · , dm−1} ⊆ Zℓ, u ∈ Zℓ \ {0}
and a bound b ∈ N, is dℓ,D(u) ≤ b?
The above problem is NP-complete [14, Theorem 5]. We remark that the hard-
ness of the problem comes from the cyclicity of the considered graph. Indeed,
the shortest path problem for undirected unweighted graph is known to be a
non NP-complete problem in general terms, i.e., if the graph is not necessarily
circulant. Furthermore, an efficient solver is known, running with time complex-
ity that grows with the graph size that is, ℓ2. A circulant graph, instead, is
unambiguously described by the set D, that can be represented with m log2 ℓ
bits. A graph representation that grows as the logarithm of the number of nodes
(i.e., that allows a logarithmic reduction in the graph representation) is what
differentiates the variant of the problem on circulant graphs from its general
formulation on standard graphs.
In the following lemma, we provide an important analogy between the Lee
metric and the L1-norm.
Lemma 2 Let m < ℓ be positive integers, D ⊆ Zℓ such that |D| = m, and
u ∈ Zℓ \ {0}, then
dℓ,D(u) = min
x∈Tℓ,D(u)
{wtL {x}},
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where, with a slight abuse of notation,5 we consider
Tℓ,D(u) =
{
x ∈ Zmℓ
∣∣ m−1∑
i=0
xidi ≡ u mod ℓ
}
.
Proof. Since the L1-norm (resp. the Lee weight) of a vector is defined as the sum
of the absolute value (resp. the Lee value) of its entries, it is enough to prove
the claim for m = 1. Let u ∈ Zℓ \ {0} and D = {d} ⊂ Zℓ, then
Tℓ,D(u) = {x ∈ Z | xd ≡ u mod ℓ}.
If Tℓ,D(u) 6= ∅, then for x ∈ Tℓ,D(u) and for all a ∈ Z it holds that aℓ + x ∈
Tℓ,D(u). Therefore there exists at least one y ∈ Tℓ,D(u) with −(ℓ−1) ≤ y ≤ ℓ−1.
Since we are interested in the minimal absolute value of the elements in Tℓ,D(u)
it is enough to consider elements in Tℓ,D(u) ∩ {−(ℓ− 1), . . . , ℓ− 1}. Notice that
on the set {−(ℓ − 1), . . . , ℓ − 1} the L1-norm and the Lee value of an element
coincide. In fact: if y ∈ Tℓ,D(u) ∩ {−(ℓ − 1), . . . , ℓ − 1}, is such that | y |L1 is
minimal, then
| y |L1= min{y, ℓ− y} =| y |L .
⊓⊔
As a consequence of Lemma 2, Problem 3 can also be stated as follows.
Problem 4 Lowest Lee Subset Sum Problem (LLSSP)
Given the positive integers m < ℓ, a set D = {d0, · · · , dm−1} ⊂ Zℓ, u ∈ Zℓ \ {0}
and a bound b, decide whether the following relation holds
min
x∈Tℓ,D(u)
{wtL {x}} ≤ b.
Then, since Problem 3 is NP-complete and Lemma 2 holds, Problem 4 is NP-
complete as well.
Finally, we introduce a general version of Problem 4, which is described as
follows. We consider the collection of v sets
D = {D(i) = {d
(i)
0 , · · · , d
(i)
m−1}
∣∣∣D(i) ⊂ Zℓ, i ∈ {0, . . . , v − 1}}
and a vector u = [u0, . . . , uv−1] ∈ (Zℓ \ {0})
v
, and define
Tℓ,D(u) :=

x ∈ Zm ∣∣
m−1∑
j=0
xjd
(i)
j = ui mod ℓ, ∀i ∈ {0, . . . , v − 1}

 .
We then define the following problem, strongly related to LLSSP.
5 This abuse of notation will be kept throughout the paper.
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Problem 5 Multiple Lowest Lee Subset Sum Problem (MLLSSP)
Let m < ℓ and v be positive integers, let D =
{
D(0), · · · , D(v−1)
}
be a collection
of v length-m sets over Zℓ and u ∈ (Zℓ \ {0})
v
. Given a bound b, decide whether
the following relation holds
min
x∈Tℓ,D(u)
{wtL {x}} ≤ b.
Theorem 1. The MLLSSP is NP-hard.
Proof. We reduce MLLSSP to the NP-hard problem LLSDP.
Given an instance of LLSSDP with input D′, u′ and b′, we can construct a
MLLSSDP instance with an arbitrary value of v, and such that D(0) = · · · =
D(v−1) = D′, u0 = · · · = uv−1 = u′ and b = b′. Thus, solving MLLSSDP in
polynomial time allows an efficient solution of LLSSDP. ⊓⊔
Remark 1. Observe that D does not need to consist of distinct elements, since
we can clearly transform in polynomial time that instance to one with a set D˜,
formed by the distinct elements of D. It is very easy to see that, as u 6= 0, we
have dℓ,D(u) = dℓ,D˜(u).
3.2 NP-completeness of DL-SDP and CL-SDP
In this section we prove NP-completeness of the Lee metric syndrome decoding
problems DL-SDP and CL-SDP by using the results of the previous subsection.
We first provide some additional notation.
Let ℓ, r and n be positive integers, H ∈ Zr×nℓ and s ∈ Z
r
ℓ , we define
B(s) := {e ∈ Znℓ s.t. He
⊺ = s}. (9)
Furthermore, let
δL(s) := min
e∈B(s)
{wtL {e}}. (10)
Then, we introduce the following problem.
Problem 6 Decisional Minimum Lee Syndrome Decoding Problem (DML-
SDP)
Let ℓ, r and n be positive integers; given H ∈ Zr×nℓ , s ∈ Z
r
ℓ and t ∈ N, is
δL(s) ≤ t?
Theorem 2. The DML-SDP, the DL-SDP and the CL-SDP are NP-hard.
Proof. We first reduce DML-SDP to the NP-hard problem MLLSSP.
Let {ℓ,D = {d1, . . . ,dn},u, b} be a given instance of MLLSSP. Define H, s
and t as H =
(
d⊺1 · · ·d
⊺
n
)
∈ Zr×nℓ , s = u ∈ Z
r
ℓ and t = b. It is obvious that
a solution of the DML-SDP on {ℓ,H, s, t} provides a solution for the initial
instance of MLLSSP. Since MLLSSP is NP-hard, DML-SDP is NP-hard as well.
As a next step, we reduce DL-SDP to the NP-hard problem DML-SDP.
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Starting from an DML-SDP instance {ℓ,H, s, t}, we can consider an instance
of DL-SDP with the same input. A yes (resp. no) answer to DL-SDP implies a
yes (resp. no) answer to the DML-SDP. Thus, the NP-hardness of DML-SDP
implies the NP-hardness of DL-SDP.
And clearly, if the decisional problem DL-SDP is NP-hard, also the compu-
tational problem CL-SDP is NP-hard. ⊓⊔
4 Information set decoding over Zpm: adaptation to the
Lee metric
The first ISD algorithm was proposed by Prange in 1962 [7] and can be summa-
rized as follows. As a first step, one chooses an information set and, then, the
parity-check matrix is brought into a standard form through Gaussian elimina-
tion. Assuming that the errors are outside of the information set, we perform
the same row operations on the syndrome and check if the weight of the trans-
formed syndrome is now equal to the given weight (usually the error correction
capacity of the code). If this is the case the transformed syndrome is indeed
the error vector. Notice that, in this formulation, we only consider a particular
pattern for the error vector; this restriction plays an important role in all ISD
algorithms. The weight distribution of the error vector assumed in Prange’s al-
gorithm is indeed not very likely and, even though the cost of one iteration is
low, the entire cost of the algorithm, which is, in general, given by the product
of the cost of one iteration and the inverted success probability of one iteration,
is huge, due to the relatively large amount of iterations needed.
Observe that ISD algorithms are not brute-force algorithms: in brute-force
algorithms one has to fix an information set and go through all possible error
patterns; on the other hand, in ISD algorithms we fix an error pattern and go
through all information sets. As a result, ISD algorithms are not deterministic.
There have been many improvements upon the original algorithm by Prange,
focusing on a more likely error pattern. These approaches increase the cost of
one iteration but, on average, require a smaller number of iterations (see [15, 16,
19, 20, 21, 22, 23, 24, 25, 26, 27]). For a complete overview for the binary case see
[28]. With new cryptographic schemes proposed over general finite fields, most
of these algorithms have been generalized (see [29, 30, 31, 32, 33]).
All ISD algorithms are characterized by the same approach of first randomly
choosing a set of positions in the code and then applying some operations that,
if the chosen set has a relatively small intersection with the error vector, allow to
retrieve the error vector itself. For each ISD variant, the average computational
cost is estimated by multiplying the complexity of each iteration by the expected
number of performed iterations; the latter quantity corresponds to the reciprocal
of the probability that a random choice of the set leads to a successful iteration.
Then, for all ISD algorithms, we have a computational cost that is estimated as
O(CiterP
−1
guess), where Citer is the expected number of (binary) operations that
are performed in each iteration and Pguess is the probability that the choice of
the set of positions is indeed successful. We now derive some formulas for the
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complexity of Prange’s, Stern’s and Lee-Brickell’s ISD algorithms, when adapted
to the Lee metric.
Notice that, in Definition 12, we observed that for Lee linear codes C over
Zpm of length n and type | C |= (pm)
k1 · · · pkm we have a different systematic
form to the one in the Hamming metric over finite fields and that a Lee linear
code C over Zpm has an information set I ⊂ {1, . . . , n} of size K.
4.1 Prange’s ISD adaptation to the Lee metric
The idea of Prange’s algorithm is to first find an information set that does not
overlap with the support of the searched error vector e; when such a set is
found, permuting H and computing its row echelon form is enough to reveal the
error vector. In the Lee analogue of this algorithm we use the same idea. Our
proposed adaptation of Prange’s ISD is reported in Algorithm 1. We first find
an information set I, and then bring the matrix H into a systematic form, by
multiplying it by an invertible matrix U. For the sake of clarity, we assume that
the information set is I = {1, . . . ,K}, such that
UH =
(
A In−K
pB 0
)
,
whereA ∈ Z
(n−K)×K
pm andB ∈ Z
(K−k1)×K
pm−1 . Since we assume that no errors occur
in the information set, we have that e = (0, e1), with wtL {e1} = t. Thus, if we
also partition the new syndrome Us into parts of the same sizes as the (row-
)parts of UH, and we multiply UH by the unknown e⊺, we get the following
situation
UHe⊺ =
(
A In−K
pB 0
)(
0
e1
)
=
(
s1
0
)
= Us.
It follows that e1 = s1, hence we are only left to check the weight of s1.
4.2 Complexity analysis: Prange’s ISD in the Lee metric
In this section we provide a complexity estimate of our adaptation of Prange’s
ISD to the Lee metric. First of all, we assume that adding two elements in Zpm
costs λsum = log2(p
m) binary operations and multiplying two elements costs
λmul = (log2(p
m))
2
binary operations [34, 35]. An iteration of Prange’s ISD
only consists in bringing H into systematic form and to apply the same row
operations on the syndrome; thus, the cost can be assumed equal to that of
computing U
(
H | s
)
, from which we obtain a broad estimate as
CP.iter = O
(
(n− k1)
2(n+ 1)λmul
)
. (11)
The success probability is given by having chosen the correct weight distribu-
tion of e; in this case, we require that S(e) does not overlap with the chosen
information set, hence
PP.guess =
F (n−K, t, pm)
F (n, t, pm)
. (12)
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Algorithm 1 Prange’s Algorithm over Zpm in the Lee metric
Input: H ∈ Z
(n−k1)×n
pm , s ∈ Z
n−k1
pm , t ∈ N.
Output: e ∈ Znpm with He
⊺ = s and wtL(e) = t.
1: Choose an information set I ⊂ {1, ..., n} of size K and define J = {1, . . . , n} \ I .
2: Compute U ∈ Z
(n−k1)×(n−k1)
pm such that
(UH)I =
(
A
pB
)
and (UH)J =
(
In−K
0
)
where A ∈ Z
(n−K)×K
pm and B ∈ Z
(K−k1)×K
pm−1
.
3: Compute Us =
(
s1
0
)
with s1 ∈ Z
n−K
pm .
4: if wtL {s1} = t: then
5: Return e such that eI = 0 and eJ = s1.
6: Start over with Step 1 and a new selection of I .
The estimated overall computational cost of Prange’s ISD in the Lee metric is
OCP. = CP.iter(P
P.
guess)
−1. (13)
We now analytically compare the complexity of Prange’s ISD in the Lee
and Hamming metric, exploiting the properties derived in Section 2. Under the
assumption that n − K ≥ t
2+t−2
2 , with 2 < t < n − K, from Corollary 2 we
derive the following chain of inequalities
(PP.guess)
−1 =
F (n, t, pm)
F (n−K, t, pm)
≥
l(n, t)
u(n−K, t)
≥
(
n
t
)
2t
t
(
n−K
t
)
2t
=
1
t
(
n
t
)
(
n−K
t
) =
(
P(H)guess
)−1
t
, (14)
where P(H)guess corresponds to the success probability of an iteration of Prange’s
ISD over the Hamming metric, seeking for an error vector of Hamming weight
t, in a code with length n and dimension K. A crude approximation, which
however is particularly tight when t≪ n−K, shows that P(H)guess ≈ (1−
K
n )
t [36].
Then, we have
(PP.guess)
−1 ≥
(
P(H)guess
)−1
t
≈ 2−t log2 (1−
K
n
)−log2 t.
Since Citer does not depend on the considered metric, this simple analysis
shows that the complexity of Prange’s algorithm over the Lee metric and over
the Hamming metric differ at most by a polynomial factor. For all known ISD
variants, the complexity grows asymptotically as 2ct(1+o(1)), where c is a constant
that depends on the code rate [37]; different ISD variants essentially differ only
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in the value of c. Our analysis shows that, for the Lee metric, Prange’s algorithm
leads to an analogous expression. Thus, our results indicate confirm in the Lee
metric are as hard as their corresponding Hamming counterparts, except for a
relatively small polynomial factor.
4.3 Stern’s ISD adaptation to the Lee metric
As a further contribution of this paper, we improve upon the basic algorithm by
Prange by adapting the idea of Stern’s ISD to the Lee metric. In this algorithm,
we relax the requirements on the weight distribution, by allowing an information
set with small Lee weight and the existence of a (small) set of size ℓ, called
zero-window, within the redundant set, where no errors occur. Our proposed
adaptation of Stern’s algorithm to the Lee metric is reported in Algorithm 2.
For the sake of readability, in the following explanation we consider an infor-
mation set I = {1, . . . ,K} and a zero-window given by {K+1, . . . ,K + ℓ}, such
that e =
(
e1 0 e2
)
, with wtL {e1} = 2v and wtL {e2} = t − 2v. The systematic
form of H is obtained as
UH =

A Iℓ 0B 0 In−K−ℓ
pC 0 0

 ,
where A ∈ Zℓ×Kpm ,B ∈ Z
(n−K−ℓ)×K
pm and C ∈ Z
(K−k1)×K
pm−1 . Using the same row-
partitions for the syndrome Us, we get
UH

e10
e2

 =

 s1s2
ps3

 = Us,
which implies the following three conditions
Ae1 = s1 ∈ Zℓpm , (15)
Be1 + e2 = s2 ∈ Z
n−K−ℓ
pm , (16)
pCe1 = ps3 ∈ Z
K−k1
pm . (17)
We want to choose e1 such that it has support in the information set I
and Lee weight 2v, whereas e2 should have a support disjoint from that of e1,
and the remaining Lee weight t − 2v. More precisely, we test e1 = eX + eY ,
where eX and eY have disjoint supports of respective maximal sizes m1 and
m2 and equal weight v. In order for (15) and (17) to be satisfied we construct
two sets S and T , where S contains the equations regarding eX and T contains
the equations regarding eY . For all choices of eX and eY , we check whether the
entries of S and T coincide, if they do we call this a collision. For each collision,
we construct from (16) e2 = s2 −Be1 = s2 − BeX − BeY and check if e2 has
the missing Lee weight t − 2v: if this occurs, we have found the error vector
e = (eX + eY ,0, s2 −BeX −BeY ).
All these considerations are incorporated in Algorithm 2, where we allow any
choice of I and Z.
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Algorithm 2 Stern’s Algorithm over Zpm in the Lee metric
Input: H ∈ Z
(n−k1)×n
pm , s ∈ Z
n−k1
pm , v,m1, m2, ℓ ∈ Z, such that K = m1 +m2,
v ≤ min{m1⌊
pm
2
⌋, m2⌊
pm
2
⌋}, ℓ ≤ n−K and t− 2v ≤ (n−K − ℓ)⌊ p
m
2
⌋.
Output: e ∈ Znq with He
⊺ = s and wtL(e) = t.
1: Choose an information set I ⊂ {1, ..., n} of size K.
2: Choose a set Z ∈ {1, . . . , n} \ I of size ℓ and define J = {1, . . . , n} \ (I ∪ Z).
3: Choose a uniform random partition of I into disjoint sets X and Y of size m1 and
m2 = K −m1, respectively.
4: Find an invertible matrix U ∈ Z
(n−k1)×(n−k1)
pm such that
(UH)I =

AB
pC

 , (UH)Z =

Iℓ0
0

 ,
(UH)J =

 0In−K−ℓ
0


where A ∈ Zℓ×Kpm ,B ∈ Z
(n−K−ℓ)×K
pm and C ∈ Z
(K−k1)×K
pm−1
.
5: Compute Us =

 s1s2
ps3

 with s1 ∈ Zℓpm , s2 ∈ Zn−K−ℓpm and s3 ∈ ZK−k1pm−1 .
6: Compute the set S consisting of all triples (AeX , pCeX , eX), where eX ∈ Z
K
pm (X),
wtL(eX) = v.
7: Compute the set T consisting of all triples (s1 − AeY , ps3 − pCeY , eY ), where
eY ∈ Z
K
pm(Y ), wtL(eY ) = v.
8: for each (a,b, eX) ∈ S do
9: for each (a,b, eY ) ∈ T do
10: if wtL(s2 −B(eX + eY )) = t− 2v: then
11: Return eI = eX + eY , eZ = 0, eJ = s2 −B(eX + eY ).
12: Start over with Step 1 and a new selection of I .
4.4 Complexity analysis: Stern’s ISD in the Lee metric
In this section we derive the computational cost of our adapted Stern’s ISD
algorithm in the Lee metric; to this end, we make the following considerations.
i) The cost of bringing H in systematic form is as in Section 4.2 and it requires
χU = (n− k1)
2(n+ 1)λmul
binary operations.
ii) To build the set S, we need to compute AeX and pCeX for all eX ∈
Z
K
pm(X) with Lee weight v; since X is fixed, such vectors have a cardinality
F (m1, v, p
m). The cost of building S is given by
χS =F (m1, v, p
m) [(K − k1 + ℓ)m1λmul+
(K − k1 + ℓ)(m1 − 1)λsum]
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binary operations.
iii) The set T is constructed similarly, but in the first two entries we need to sub-
tract the vector s1 (resp. ps3) from each resulting vector. Thus, constructing
the set T costs
χT = F (m2, v, p
m)(K − k1 + ℓ)m2 (λmul + λsum)
binary operations.
iv) The average amount of collisions in the two entries of the set S and T is
given by
| S || T |
(pm)ℓ+K−k1
=
F (m1, v, p
m)F (m2, v, p
m)
(pm)ℓ+K−k1
.
For each collision we need to compute s2−B(eX+eY ) and check that its Lee
weight is not larger than t − 2v. We exploit the concept of early abort [26],
i.e., stop the computation as soon as the maximum Lee weight is reached.
Since a random element over Zpm has average Lee weight µpm , on average
we need to compute µ−1pm(t − 2v + 1) entries of the vector, each one costing
K(λsum + λmul) binary operations. This implies a further cost term
χS,T =
F (m1, v, p
m)F (m2, v, p
m)
(pm)ℓ+K−k1
· µ−1pm(t− 2v + 1)K(λsum + λmul).
So, the number of binary operations that, on average, are performed by an
iteration of Algorithm 2 is estimated as
CS.iter = χU + χS + χT + χS,T .
The success probability of one iteration corresponds to the probability of
correctly guessing the weight distribution in the unknown e, which in this case
is given by
PS.guess =
F (m1, v, p
m)F (m2, v, p
m)F (n−K − ℓ, t− 2v, pm)
F (n, t, pm)
.
The estimate of the overall complexity is given by
OCS. = CS.iter(P
S.
guess)
−1. (18)
4.5 Lee-Brickell’s ISD adaptation to the Lee metric
We also provide a Lee analogue of Lee-Brickell’s ISD algorithm. The idea beyond
Lee-Brickell’s algorithm is to find first an information set, then to bring the
parity-check matrix into a standard form. Then, one goes through all vectors
having weight v in the information set and checks whether the correct syndrome
is achieved. In the Lee analogue of this algorithm we use the same idea. We first
bring the matrix H into a systematic form similar to that in (1) (by multiplying
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it by an invertible matrix U); for simplicity, we assume that the information set
is I = {1, . . . ,K}, and then
UH =
(
A In−K
pB 0
)
,
where A ∈ Z
(n−K)×K
pm and B ∈ Z
(K−k1)×K
pm−1 . We assume the weight distribution
of the error vector to be as follows: v errors in the information set and t − v
errors outside the information set, i.e. e = (e1, e2) with wtL {e1} = v and
wtL {e2} = t− v. Thus, if we also partition the new syndrome Us into parts of
the same sizes as the (row-)parts of UH, and we multiply UH by the unknown
e⊺, we get the following situation:
UHe⊺ = UH
(
e1
e2
)
=
(
A In−K
pB 0
)(
e1
e2
)
=
(
s1
ps2
)
= Us.
From this we get two conditions
Ae1 + e2 = s1, (19)
pBe1 = ps2, (20)
where s1 ∈ Z
n−K
pm and s2 ∈ Z
K−k1
pm−1 . Now one goes through all vectors e1 having
wtL {e1} = v and checks whether pBe1 = ps2 holds and if e2 = s1 −Ae1 has
the remaining Lee weight t− v.
For the sake of simplicity, in the above explanation we have assumed that
the information set I is given by {1, . . . ,K}. However, within Algorithm 3, we
allow any choice of the information set I and, thus, we have e1 ∈ Znpm(I).
4.6 Complexity analysis: Lee-Brickell’s ISD in the Lee metric
Using similar arguments to those in Section 4.4, we compute an estimate of the
average cost of Algorithm 3.
The cost of bringing the parity-check matrix into systematic form and ap-
plying the same row operations on the syndrome will be estimated with the cost
of the matrix multiplication U
(
H | s
)
, for which a broad estimate is given by
χU = (n− k1)2(n+ 1)λmul binary operations.
Then we go through all vectors e1 ∈ ZKpm having Lee weight v, their multi-
plicity is F (K, v, pm). For each of these vectors we compute pBe1, which costs
each time (K − k1)v multiplications and (K − k1)(v − 1) additions, thus we get
a cost of
χB = F (K, v, p
m)(K − k1)(vλmul + (v − 1)λsum)
binary operations.
Now we check if s1−Ae1 has Lee weight t− v, for this we will use the speed
up from early abort: computing one entry of this vector costs K(λsum + λmul)
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Algorithm 3 Lee-Brickell’s Algorithm over Zpm
Input: The parity-check matrix H ∈ Zn−k1×npm , s ∈ Z
n−k1
pm and the positive integers
v, t ∈ N, such that v ≤ min{t, k⌊ q
2
⌋}.
Output: e ∈ Znpm with He
⊺ = s and wtL(e) = t.
1: Choose an information set I ⊂ {1, ..., n} of size K and define J = {1, . . . , n} \ I .
2: Find an invertible matrix U ∈ Z
(n−k1)×(n−k1)
pm such that
(UH)I =
(
A
pB
)
and (UH)J =
(
In−K
0
)
where A ∈ Zn−K×Kpm and B ∈ Z
K−k1×K
pm−1
.
3: Compute Us =
(
s1
ps2
)
with s1 ∈ Z
n−K
pm and s2 ∈ Z
K−k1
pm−1
.
4: for each e1 ∈ Z
K
pm with wtL {e1} = v do
5: if pBe1 = ps1 then
6: if wtL {s1 −Ae1} = t− v: then
7: Output: eI = e1 and eJ = s1 −Ae1.
8: Start over with Step 1 and a new selection of I .
binary operations, and on average we expect to compute this µ−1pm(t − v + 1)
times, obtaining
χA = µ
−1
pm(t− v + 1)K(λsum + λmul).
Thus we get as total cost of one iteration
CL.-B.iter = χU + χB + χA.
binary operations. The success probability of one iteration is
PL.-B.guess = F (K, v, p
m)F (n−K, t− v, pm)F (n, t, pm)−1.
The estimate of the overall complexity is given by
OCL.-B. = Citer(P
L.-B.
guess)
−1. (21)
5 Numerical Results
In this section we assess the complexity of ISD algorithms over a finite ring Zq
endowed with the Lee metric and we compare it with that of ISD algorithms over
a finite field Fq endowed with the Hamming metric. Notice that we need to define
0 ≤ k1 < K: the cost of the ISD algorithms decreases with increasing k1, thus the
lowest cost in the Lee metric is given for k1 = K − 1. Some numerical examples
are reported in Table 1, where many different values of the code block length and
dimension are considered and the cost is expressed in bits, i.e., as the exponent
of 2 which provides the work factor of the attack. Notice that, for space reasons,
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Hamming, Lee, Prange, Lee-Brickell and Stern are denoted as H., L., P., L.B.
and S., respectively. We observe from Table 1 that, when (5) is satisfied (entry
marked with ∗), according with the prediction in Section 4.2, the complexity
of Prange’s ISD in the Lee metric is smaller than that of Prange’s ISD in the
Hamming metric by a factor not larger than t, for the considered parameters,
which span finite fields and finite rings with size q = pm, where p ∈ {2, 3, 7}. The
difference is more significant when error vectors with relatively large weights are
considered. Notice that many of the parameters have been chosen in such a way
to reach, or even exceed, the security levels recommended in [38].
Table 1. Cost of Stern’s, Lee-Brickell’s and Prange’s ISD algorithms in the Hamming
and Lee metric, for different parameter sets with k1 = K − 1.
q n K t H.-P. L.-P. H.-L.B. L.-L.B. H.-S. L.-S.
256 1000 500 40∗ 75.08 73.88 70.29 65.03 64.13 59.83
256 1000 600 40∗ 87.91 86.10 82.74 76.84 75.76 70.68
1024 1000 600 40∗ 88.55 86.74 84.62 76.52 78.78 70.80
243 200 100 50 88.9 75.94 84.15 66.77 78.30 60.01
256 200 100 50 88.93 75.97 84.23 66.76 78.45 59.93
256 1000 700 40∗ 104.70 101.84 99.17 92.43 91.30 85.14
343 300 150 75 121.95 102.33 116.55 92.03 109.34 82.86
256 1000 500 100 141.85 133.86 135.54 122.76 125.69 113.53
2401 2000 1600 60∗ 179.99 174.41 175.37 161.54 166.23 151.80
512 500 250 125 186.60 153.67 180.34 141.97 171.44 128.44
2401 2000 1600 100 283.35 266.74 277.81 253.00 267.69 233.79
Remark 2. Observe that we have chosen with k1 = K − 1 the lowest cost of
the algorithms over Zq endowed with the Lee metric to provide an extremal
case comparison. For other choices of k1 the cost of the ISD algorithms in the
Lee metric increases, and for some parameters their costs are larger than in the
Hamming metric. For the sake of comparison, in Table 2 we also provide the
highest cost for the ISD algorithms in the Lee metric, which is obtained with
k1 = 1.
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Table 2. Cost of Stern’s, Lee-Brickell’s and Prange’s ISD algorithms in the Hamming
and Lee metric, for different parameter sets with k1 = 1.
q n K t H.-P. L.-P. H.-L.B. L.-L.B. H.-S. L.-S.
256 1000 500 40∗ 75.08 75.87 70.29 67.04 64.13 65.99
256 1000 600 40∗ 87.91 88.74 82.74 79.11 75.76 77.55
1024 1000 600 40∗ 88.55 89.38 84.62 79.59 78.78 78.16
243 200 100 50 88.9 77.90 84.15 68.61 78.30 63.83
256 200 100 50 88.93 77.93 84.23 68.63 78.45 63.85
256 1000 700 40∗ 104.70 105.30 99.17 94.81 91.30 92.46
343 300 150 75 121.95 104.31 116.55 93.85 109.34 86.52
256 1000 500 100 141.85 135.55 135.54 124.28 125.69 119.57
2401 2000 1600 60∗ 179.99 179.04 175.37 165.97 166.23 159.80
512 500 250 125 186.60 155.66 180.34 143.74 171.44 130.68
2401 2000 1600 100 283.35 271.38 277.81 256.88 267.69 237.63
6 Conclusion and future work
We provided a complete complexity analysis of the syndrome decoding problem
over finite rings endowed with the Lee metric. This involves the proof of the
NP-completeness, a brute force attack and its complexity. This allows for the
Lee metric to be used in cryptographic settings. Finally we also compared it to
the classical case of the Hamming metric, using some theoretical parameters.
We leave it for future work to prove that the analogue of the minimum weight
codeword problem in the Lee metric is NP-complete as well.
Problem 7 Minimum Lee Weight Codeword Problem (MLWCP) Let
ℓ, r and n be positive integers, given H ∈ Zr×nℓ and t ∈ N, is there a e ∈ Z
n
ℓ
with wtL {e} ≤ t, such that He⊺ = 0?
Furthermore, in Lee-Brickell’s Algorithm 3, as well as in Stern’s Algorithm
2, we have the conditions pBe1 = ps2 and pCe1 = ps3, respectively. These equa-
tions can be reduced to Be1 = s2, respectively Ce1 = s3, both equations over
Zpm−1 , which are again a reformulation of the initial problem but over a smaller
finite ring, i.e., Zpm−1 , and with smaller matrix sizes. Thus, an improvement on
the cost of the algorithms could be to iteratively reduce the size of the problem
to the smallest instance and then update the solution with this partial solution.
Even though the underlying idea is simple, the algorithm formulation and im-
plementation is not trivial. We leave the formalization of this problem as future
work.
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