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Résumé
Les résultats présentés dans cette thèse concernent l’étude, dans la limite semi-classique ε → 0, de
systèmes d’équations de Schrödinger non-linéaires couplées. Selon le potentiel considéré, le système
peut, ou non, présenter un couplage linéaire, en plus de celui induit par le terme non-linéaire. Dans ce
manuscrit, c’est la propagation d’états cohérents - états localisés dans l’espace des phases, et que l’on va
faire vivre dans un niveau d’énergie donné - qui va nous intéresser.
Dans le cadre linéaire, plusieurs situations ont été étudiées, certaines préservant l’adiabaticité, et
d’autres la brisant, faisant apparaître des transitions entre les niveaux d’énergie. Le rôle de la non-
linéarité et l’interaction de ses eﬀets avec un éventuel couplage linéaire sur ces phénomènes est une
question importante pour comprendre des systèmes qui entrent en jeu dans des problèmes très actuels en
physique quantique.
Dans un premier temps, le potentiel pris en compte aura des valeurs propres bien séparées par un trou
spectral, et nous montrerons un théorème adiabatique pour une non-linéarité qui présente un exposant
critique pour le paramètre semi-classique devant la non-linéarité. Un point de vue équivalent est de
considérer des données petites de l’ordre d’une puissance positive du paramètre semi-classique. Il s’agit
d’un résultat analogue à celui de Carles et Fermanian-Kammerer mais dans un cadre sur-critique L2.
Dans un deuxième temps, nous considèrerons, pour le cas unidimensionnel, un potentiel explicite de
taille 2×2, qui présente un croisement évité : les deux valeurs propres sont séparées par un paramètre δ -
paramètre adiabatique - qui va tendre vers zéro lorsque ε va tendre vers zéro. Nous montrerons alors que
des transitions entre les modes ont lieu. Il s’agit ici d’une version non-linéaire des travaux d’Hagedorn et
Joye où une telle transition est démontrée pour des systèmes linéaires.
Mots-clés: Systèmes d’équations de Schrödinger non-linéaires, Etats cohérents, Analyse semi-classique,
Croisements évités.
Abstract
This thesis is devoted to the study of coupled nonlinear Schrödinger equations in the semi-classical
limit ε → 0. Depending on the potential we consider, the system can present a linear coupling, in addition
to the nonlinear one. We will focus on the propagation of coherent states that will be polarized along a
given eigenvector of the potential.
In the linear setting, several situations have been analyzed; some of them lead to adiabatic theorems
whereas the others imply transitions between energy levels. When one adds a nonlinearity, understanding
nonlinear eﬀects on the propagation and the competition between them and the linear coupling becomes
a very interesting issue.
We ﬁrst consider a potential with eigenvalues that present a spectral gap and will prove an adiabatic
theorem for a critical nonlinearity in the semi-classical sense. This is a L2−supercritical result, similar to
the one proved by Carles and Fermanian-Kammerer for the one-dimensional case, which is L2−subcritical.
The second part of the thesis deals with an explicit 2× 2 potential that presents an avoided crossing
point : the minimal gap between its eigenvalues becomes smaller as ε tends to zero. We will prove
that this system exhibits transitions between the modes. This result is a nonlinear version of the study
performed by Hagedorn and Joye in the linear case.
Keywords: Nonlinear Schrödinger Systems, Coherent States, Semi-classical analysis, Avoided crossings.
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Notations
• On note 〈x〉 = (1 + |x|2)1/2.
• Si 1 ≤ p ≤ +∞, on note p′ l’exposant dual qui vériﬁe :
1
p
+
1
p′
= 1.
• Soient aε et bε deux quantités dépendantes d’un paramètre ε. La notation aε  bε signiﬁe qu’il
existe une constante C > 0, indépendante de ε, telle que pour tout ε ∈]0, 1], aε ≤ Cbε.
• Soient d,N ≥ 1, et f : R×Rd → RN . Soit α ∈ Nd. On déﬁnit ∂αx f de la façon suivante:
∂αx f(t, x) =
⎛⎜⎝ ∂
α
x f1(t, x)
...
∂αx fN (t, x)
⎞⎟⎠
• Pour p ∈ N, l’espace fonctionnel Hpε (Rd) est déﬁni par
Hpε (R
d) =
⎧⎨⎩f ∈ L2(Rd), ∑|α|≤p ‖ε|α|∂αx f‖2L2(Rd) < +∞
⎫⎬⎭
Pour tout f ∈ Hpε (Rd), la norme associée est donnée par :
‖f‖Hpε (Rd) =
⎛⎝∑
|α|≤p
‖ε|α|∂αx f‖2L2(Rd)
⎞⎠1/2
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Chapitre 1
Introduction
1.1 Motivations physiques et modèles mathématiques
Cette thèse est consacrée à l’étude de la propagation d’états cohérents, ou paquets d’onde, dans des cadres
non-linéaires. Les problèmes que nous allons regarder apparaissent principalement dans le domaine de la
chimie quantique, lorsque l’on veut décrire de façon théorique la dynamique de molécules. Cette question
motive les chercheurs depuis le début du siècle dernier, et nombre de phénomènes restent partiellement
incompris ou peu rigoureusement démontrés aujourd’hui. Pour obtenir cette description moléculaire, il
faudrait résoudre un système conséquent d’équations de Schrödinger dépendantes du temps, tâche très
complexe à réaliser.
L’approximation de Born-Oppenheimer, introduite dans [16] en 1927, permet de simpliﬁer ces calculs
et exploite le fait que la masse des électrons est beaucoup plus faible que celle des noyaux. On utilise alors
le rapport m/M , entre la masse m d’un électron et M celle des noyaux autour desquels il gravite, et plus
précisement le paramètre ε =
√
m/M , qui est utilisé pour construire un développement de l’hamiltonien
considéré. Les noyaux étant lourds comparés aux électrons, on est amené à examiner le problème d’un
point de vue semi-classique, c’est-à-dire dans la limite où le paramètre ε tend vers zéro (limite semi-
classique) : la dynamique des noyaux peut être approchée par une dynamique classique qui dépend de
l’état des électrons. C’est ce qu’on appelle l’approximation semi-classique pour les noyaux.
Concrètement, on sélectionne une bande du spectre électronique isolée du reste, et on projette la
partie électronique de l’hamiltonien total de la molécule sur cette bande. Cette information concernant
les électrons est capturée dans une matrice, dont la taille est liée au rang du projecteur. Le nouvel
hamiltonien Hε, après cette réduction de dimension, s’écrit alors
Hε = −ε
2
2
ΔX + V (X), (1.1)
oùX ∈ R3N , donne la position desN noyaux et V est une matrice d’une taille n×n, régulière, hermitienne
qui contient l’information électronique. D’une équation d’abord scalaire pour la molécule, on arrive, via
cette approximation, à une nouvelle équation matricielle qui régit le mouvement des noyaux, et qui dépend
des états électroniques via le potentiel V , ceux-ci étant liés à ses valeurs propres.
L’analyse théorique de cette démarche et la justiﬁcation rigoureuse de celle-ci ont été initiées, pour
le cas indépendant du temps, par Hagedorn [58], Combes, Duclos, Seiler [36], suivis par Klein, Martinez,
Seiler, Wang [79], et plus récemment pour le cas dépendant du temps, par Spohn et Teufel [96] ainsi
que Martinez et Sordoni pour des systèmes avec singularités de type coulombiennes [87] (voir aussi les
manuscrits [82], [91] et leurs réferences, qui présentent plus en détail cette approximation et les questions
sur sa validité dans diverses situations).
En travaillant dans ce cadre, la notion d’adiabaticité apparaît naturellement : les électrons se déplacent
plus rapidement que les noyaux; ils adaptent très vite leurs états par rapport au lent mouvement des
particules lourdes. On peut alors voir les choses de la façon suivante : un électron qui est dans un
11
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niveau d’énergie donné de l’hamiltonien au temps initial restera approximativement, jusqu’à un certain
temps, dans le niveau d’énergie associé à l’hamiltonien évolué au temps considéré : c’est l’approximation
adiabatique (ou Théorème adiabatique) pour les électrons, formulée pour la première fois par Born et
Fock dans [15] en 1928 et prouvée sous des hypothèses fortes sur l’hamiltonien.
Le théorème est ensuite démontré pour des conditions moins restrictives, plus de vingt ans plus tard
par Kato [76]. Il est communément admis que cette approximation est valide en présence d’un trou (“gap”)
spectral entre les niveaux d’énergie des électrons considérés. Cependant, l’idée que celle-ci est une condi-
tion nécessaire pour obtenir des théorèmes adiabatiques est erronée et discutée dans [5] ainsi que dans [99].
Cette approximation n’est plus valide dans certaines situations parmi lesquelles on trouve le cas de
croisement évité ou “presque-croisement”: on regarde des niveaux d’énergie électroniques, qui se rap-
prochent mais sans jamais se croiser réellement. Il existe plusieurs types de croisements mais dans les
travaux présentés dans ce manuscrit, nous retiendrons un cas simple, donné par la déﬁnition suivante :
Déﬁnition 1.1.1. Soient d, n ∈ N∗, et Ω ⊂ Rd un ouvert de Rd. On suppose que Vδ(x) est une famille
de matrices hermitiennes et régulières sur Ω, de taille n×n et δ ∈ [0, δ0), pour un δ0 > 0 ﬁxé. On suppose
aussi que Vδ(x) possède deux valeurs propres λAδ (x), λ
B
δ (x) isolées des autres, telles que pour tout x ∈ Ω,
λAδ (x) = λBδ (x), pour δ > 0. On introduit Γ donné par
Γ =
{
x | λA0 (x) = λB0 (x)
}
,
et on suppose que Γ est soit un unique point, soit une sous-variété connexe propre et non-vide de Ω.
Alors, on dit que Vδ(x) présente un croisement évité sur Γ.
En présence de croisements évités, des transitions non-négligeables entre les modes peuvent se pro-
duire, (phénomènes parfois nommés “transitions de Landau-Zener” ou “eﬀet tunnel de Landau-Zener”)
d’où la non-validité de l’approximation adiabatique dans ces situations : une particule qui sera dans un
niveau d’énergie donné aura une probabilité non-négligeable d’accéder à l’autre niveau d’énergie.
Il est possible de calculer explicitement cette probabilité de transition, à l’aide de la célèbre formule
de Landau-Zener, qui apparaît dans [81], [105], dans les années 30 et dans lesquels Landau et Zener ont
indépendamment étudié un système de transition proche du suivant :
i∂su =
(
s δ
δ −s
)
u ; u(0) = u0,
avec u ∈ C2, et dont le potentiel présente un croisement évité lorsque s = 0. La formule est mathéma-
tiquement démontrée dans [59] et dans [75] avec des hypothèses plus larges. Des variantes de cette formule
pour des systèmes de transition plus complexes existent (par exemple pour des sytèmes de transitions
non-linéaires, voir [14], [27]).
Les résultats liés aux croisements en général (évités ou exacts, pour lesquels il y a des questions
supplémentaires sur la régularité) sont nombreux dans le cadre linéaire : on peut, par exemple, citer [65]
et [34], [35] qui donnent, respectivement, une classiﬁcation de résultats pour des croisements évités et des
croisements exacts dans ces cadres plus généraux que ceux qui sont analysés dans cette thèse.
Il faut noter qu’il est possible d’obtenir des informations sur la transition, et plus généralement, sur la
propagation d’une donnée assez générale, en regardant la transformée de Wigner de la fonction d’onde.
Cette description consiste à utiliser des mesures semi-classiques et permet de comprendre comment la
fonction d’onde se concentre dans l’espace des phases, par exemple, lorsqu’elle traverse une zone de croise-
ment (voir [44], [46] par exemple). Ce point de vue ne sera pas traité dans ce manuscrit.
La version linéaire du système d’équations de Schrödinger couplées qui nous intéresse est la suivante
iε∂tψ
ε = Hεψε ; ψε(t0, x) = ψ0(x). (1.2)
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Travaillant dans un cadre semi-classique, on introduit pour chaque valeur propre λj(x) du potentiel V ,
les quantités classiques (trajectoires et action classiques) suivantes, issues de la mécanique newtonienne{
x˙j(t) = ξj(t)
ξ˙j(t) = −∂xλj(xj(t)) avec
{
xj(0) = x
0
j
ξj(0) = ξ
0
j ,
(1.3)
et
Sj(t) =
∫ t
0
( |ξj(s)|2
2
− λj(xj(s))
)
ds.
On s’intéresse à des données particulières, de type paquets d’onde, dont l’étude de la propagation
permet de retrouver la structure initiale, concentrée autour des trajectoires classiques dans l’espace des
phases, et ce, sans forcément utiliser des outils plus complexes. Elle permet aussi de modéliser plus
facilement la propagation de la fonction d’onde en utilisant des paquets d’onde assez explicites. (voir
[48], [83] par exemple).
Considérer ce type de données amène une question en plus de celle qui concerne la validité de
l’approximation adiabatique : on part d’une donnée qui sera concentrée en un point de l’espace des
phases (x0, ξ0) et qui vit dans un espace propre donné du potentiel V , associé à un niveau d’énergie λj(x)
(j ≤ n):
ψε(0, x) = ε−d/4a
(
x− x0√
ε
)
e
i
ε ξ0.(x−x0)+ iεS0χj(x), a ∈ S(Rd), (1.4)
où χj(x) est le vecteur propre associé à λj(x), et où le terme S0 est généralement choisi comme S0 = Sj(0),
donc nul. On se demande alors si la fonction d’onde ψε reste, à l’ordre dominant, un état cohérent qui
garde la même forme, c’est-à-dire, si on peut construire une approximation du type :
ψε(t, x) = ε−d/4u
(
x− xj(t)√
ε
)
e
i
ε (Sj(t)+ξj(t).(x−xj(t)))χj(x) + o(1), dans L2(Rd)
où {
x˙j(t) = ξj(t)
ξ˙j(t) = −∂xλj(xj(t)) avec
{
xj(0) = x0
ξj(0) = ξ0,
et u est le proﬁl, solution d’une équation d’enveloppe sans paramètre semi-classique cette fois.
Dans le cas linéaire, les travaux de Hagedorn et Joye, où les états cohérents propagés sont plus ex-
plicites, traitent des cas sans croisement dans [64] et avec croisement évités dans [61], [62] (les résultats
pour des croisements exacts sont détaillés dans [60] par Hagedorn). C’est ce type de données qui est
étudié dans les travaux présentés dans les chapitres suivants du manuscrit.
Tout ce qui a été énoncé jusqu’ici concerne le cas linéaire; en ajoutant un terme supplémentaire à
(1.2), sous la forme d’un couplage non-linéaire on s’attend à hériter des questions et diﬃcultés précédentes,
mais aussi, à traiter d’éventuelles interactions entre les eﬀets linéaires et ceux non-linéaires. Notons que
la non-linéarité rajoute des complications d’ordre technique. L’ajout de ce terme, qui représente une
interaction entre les particules, permet d’obtenir un système d’équations de Schrödinger non-linéaires,
proche de l’équation de Gross-Pitaevskii, qui modélise les condensats de Bose-Einstein :
i
∂ψ
∂t
=
(
− 
2
2M
Δ+ V + g|ψ|2
)
ψ,
où  est la constante usuelle de la physique quantique, M est la masse des atomes qui composent le
condensat, g un paramètre qui donne l’intensité de l’interaction entre les particules. Lorsque des bosons
sont amenés à des températures proches de zéro, ils tendent à occuper le même état d’énergie : les
états fondamentaux ou de plus basse énergie (“groundstate”). Ceux-ci ont alors tendance à acquérir,
ensemble, des propriétés physiques “visibles” à échelle macroscopique et dont l’exploitation est une idée
intéressante. De ce fait, pour étudier ces phénomènes, il est important de sélectionner et regarder ce
niveau d’énergie précisément. La réalisation expérimentale de cet état de la matière en 1995 par Cornell,
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Wieman et al. ([3]) a ouvert le champ des questions concernant les sytèmes d’équations associés. Les
travaux qui ont suivi, par exemple [66], [67], [68] présentent une étude de plusieurs espèces sous la forme
de condensats de Bose-Einstein en interaction. Plus tard, les sytèmes mathématiques en jeu dans ces
phénomènes physiques ont commencé à être rigoureusement analysés. Parmi les résultats qui ont permis
de mieux comprendre ces phénomènes, on peut citer [1], [2] plutôt axés sur l’étude de l’énergie associée
à Gross-Pitaevskii et des vortex qui apparaissent dans les condensats en rotation, ou encore [29] et les
références qui y sont citées, qui traitent le cas de gaz quantiques présentant un certain type d’interactions
entre les particules. Il est important de noter que nombre de modélisations numériques ont été réalisées,
notamment par Bao et al., (pour des systèmes couplés et/ou en rotation, qui présentent des phénomènes
particuliers) dans [8], [12], [9], [13] ,[11], [10] et les références qui y sont indiquées. Des travaux liés aux
problèmes avec états cohérents sont présentés dans [86], [85] ou encore [42].
Notons que les équations non-linéaire semi-classiques (de type Maxwell-Dirac par exemple) apparaîssent
aussi dans le domaine de l’Optique Quantique, où cette fois, le paramètre ε représente l’inverse de la
vitesse de la lumière. Les avancées dans ce domaine, régulièrement mis en avant depuis quelques années,
ont d’ailleurs permis la réalisation de Condensats de Bose-Einstein grâce aux “pièges à particules” créés à
l’aide de lasers. Mentionnons que, depuis les travaux de Glauber, Mandel et Sundarshan dans les années
60, il est connu que les états cohérents ont une place primordiale dans la description des états de la
lumière. Pour des résultats mathématiques rigoureux, le lecteur est invité à lire [21] et ses références
pour une présentation détaillée des résultats dans le cadre d’une analyse type “WKB”.
Concrètement, les sytèmes qui vont être présentés dans la suite du manuscrit sont du type suivant :
iε∂tψ
ε = Hεψε + κεα|ψε|2σCNψε ; ψε(0, x) = ψε0(x), (1.5)
avec ε  1, κ, α, σ ≥ 0, et où Hε est donné par (1.1), ψε0(x), par (1.4) et |.|CN est la norme hermitienne
dans CN .
Le but est principalement de répondre aux deux questions suivantes, pour certains potentiels V
matriciels et en partant d’une donnée de type paquet d’onde (1.4) :
1. la solution reste-t-elle un état cohérent du même type ?
2. la solution reste-t-elle dans le même espace propre ?
Pour y répondre, on devra construire des approximations à l’ordre dominant, dont on pourra facilement
extraire des informations et en déduire les réponses aux questions précédentes pour les fonctions d’onde.
Toute la diﬃculté réside dans les preuves de leurs validités dans la limite semi-classique ε → 0, qui seront
détaillées dans la suite.
Dans la suite de ce chapitre d’introduction, nous exposerons un rapide historique de certains résultats
antérieurs aux travaux de cette thèse, qui seront énoncés dans les chapitres suivants. Dans le cadre
linéaire, le problème a été étudié sous divers angles et dans des situations plus générales. Nous nous
cantonnerons aux cas et données de type états cohérents qui nous intéressent, pour appréhender les
diﬃcultés spéciﬁques aux problèmes étudiés dans cette thèse. Les résultats plus généraux ou établis dans
des cadres diﬀérents ne seront pas énoncés explicitement.
1.2 Résultats connus
1.2.1 Propagation de paquets d’onde scalaires et théorèmes adiabatiques
Dans cette section, nous présentons des résultats sur la propagation d’états cohérents dans le cas scalaire
et des théorèmes adiabatiques valides dans des situations sans croisement pour les sytèmes du type
(1.2)-(1.4), dans un premier temps, et (1.5)-(1.4) sous certaines hypothèses ensuite.
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Le cas linéaire
Lorsque le problème étudié est scalaire, la deuxième question qui porte sur la notion de stabilité dans
un espace propre n’a pas de sens; il s’agit donc uniquement de voir si, pour des données de type états
cohérents (1.4), la solution reste localisée de la même manière dans l’espace des phases et surtout, jusqu’à
quel temps il est possible d’approcher la fonction d’onde par une telle fonction à l’ordre dominant. La
réponse rigoureuse à cette question est apportée par Combescure et Robert à partir des résultats présentés
dans [37] jusqu’à des articles plus récents comme [38] ainsi que dans [39] qui détaillent ces diﬀérentes
analyses et aﬃrme que cette approximation semi-classique est valide jusqu’à des temps d’ordre log(ε−1),
c’est-à-dire, jusqu’à des temps de l’ordre du temps d’Ehrenfest. Le terme d’erreur, ou reste, est alors de
l’ordre de
√
ε dans L2 pour des temps ﬁnis et ﬁxés indépendamment de ε (voir [7] et [6]). Sous certaines
hypothèses sur les trajectoires classiques, il est possible d’aller jusqu’à des temps plus longs, toujours
dépendants du paramètre ε ([39]).
Dans ces travaux et ceux reliés aux résultats qui y sont présentés, il est aussi question d’approximations
semi-classiques de la fonction d’onde jusqu’à un ordre N arbitraire, c’est-à-dire, d’obtenir un développe-
ment de la forme suivante, pour des temps ﬁnis |t| ≤ T, T > 0 ﬁxé
ψε(t, x) = ε−1/4
N∑
j=0
εj/2uj
(
t,
x− x(t)√
ε
)
e
i
ε (S(t)+ξ(t).(x−x(t))) +RεN (t, x),
où u0 est le proﬁl “usuel” de l’approximation à l’ordre dominant, avec u0|t=0 = a et RεN le reste dont il
faut connaître la taille dans un certain espace, en fonction du paramètre ε.
Plusieurs stratégies ont permis d’estimer ce reste, en permettant, dans un premier temps, d’obtenir
un reste d’ordre ε(N+1)/2 (voir [39] et les articles dont la référence est issue, ainsi que le résultat plus
récent du Chapitre 11 de [87]) et quelques années plus tard, dans [63], [64] et [89], d’améliorer ce reste,
et de le rendre exponentiellement petit dans L2, en le paramètre semi-classique (O(e−c/ε) ou O(e−c/εθ ),
0 < θ < 1 pour des temps longs) sous réserve d’hypothèses d’analyticité sur l’hamiltonien étudié.
Notons aussi que la question de la propagation d’états cohérents au temps d’Ehrenfest et au-delà est
discutée dans des articles récents comme [94], où une analyse de type WKB est employée aﬁn de montrer
que la fonction d’onde ne reste plus localisée autour des trajectoires classiques considérées, mais s’étend.
Lorsque la fonction d’onde considérée est à valeurs vectorielles, en considérant un sous-ensemble du
spectre de Hε assez isolé du reste, il est possible de montrer qu’il y a découplage adiabatique.
Dans le cas Hε = −Δ
2
+V (x) où le potentiel qui entre en jeu est matriciel, hermitien et régulier, ses valeurs
propres peuvent ou non se “croiser”. Pour V ∈ MN (C), on note ses valeurs propres (λj)j∈J , J ≤ N . On
émet l’hypothèse de gap ou trou spectral suivant, sur le potentiel, bien qu’elle ne soit qu’une condition
suﬃsante pour montrer qu’il y a découplage adiabatique :
∃δ0 > 0, ∀j = k, inf
x∈Rd
|λj(x)− λk(x)| ≥ δ0 (1.6)
et pour une donnée de type (1.4), on peut montrer des résultats analogues aux précédents, c’est-a-dire,
que la solution associée reste de la même forme et dans le même niveau d’énergie jusqu’à des temps du
même ordre, avec un terme d’erreur qui a connu plusieurs améliorations au cours du temps. Ces résultats
et des discussions détaillées autour de cas plus généraux sont présentés dans [99] ainsi que [96] et [87].
Le cas non-linéaire
L’ajout d’une non-linéarité dans l’étude de la propagation des paquets d’onde induit une diﬃculté sup-
plémentaire par rapport aux cas précédents, diﬃculté qui nécessite des techniques utilisant le caractère
dispersif de l’équation.
La première étape de l’étude consiste d’abord à comprendre le rôle, et les régimes où les eﬀets de la non-
linéarité - si il y en a - peuvent apparaître dans un cas simple : le cas d’une équation scalaire. Réalisés
dans [26], les travaux portent sur l’équation (1.5) avec N = 1 et où d ≥ 1, (t, x) ∈ R × Rd, κ ∈ R et
σ ≥ 0, avec σ < 2/(d− 2), si d ≥ 3 et α ≥ 0.
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Le potentiel V , scalaire ici, et qui ne dépend pas du temps est régulier par rapport à la variable
d’espace, à valeurs réelles et au plus quadratique :
Hypothèse 1.2.1 (Caractère “au plus quadratique”). Un potentiel V : Rd → R, régulier, est dit au plus
quadratique si il satisfait les conditions suivantes :
V ∈ C∞(Rd,R) et pour tout β tel que |β| ≥ 2, ∂βxV ∈ L∞(Rd).
Les trajectoires et actions classiques sont construites à partir de V . La donnée est de type paquet
d’onde localisé dans l’espace des phases autour d’un point (x0, ξ0) (voir (1.4) sans vecteur propre).
L’existence globale pour toutes données (x0, ξ0) et des estimations en temps longs sur les trajectoires
classiques, sont déduites, en utilisant une simple inégalité diﬀérentielle :
∃C0, C1 > 0, |x(t)|+ |ξ(t)| ≤ C0eC1t, ∀t ∈ R. (1.7)
La première question concerne l’existence de la solution, à ε ﬁxé, résultat donné dans [22]. Pour cela,
il est nécessaire d’introduire une notion de criticalité pour l’exposant σ : on dit que
• la non-linéarité est L2−sous-critique (ou sous-critique en masse) si σ < 2/d, L2−sur-critique sinon.
• la non-linéarité est dite H1−sous-critique (ou sous-critique en énergie) si d < 3 ou si pour d ≥ 3,
σ < 2/(d− 2).
Aﬁn de prouver qu’une unique solution globale existe pour (1.5)-(1.4), il est nécessaire d’introduire les
estimations de Strichartz. On déﬁnit d’abord ce qu’est une paire admissible :
Déﬁnition 1.2.2. Un couple (p, q) est dit admissible si 2 ≤ q ≤ 2dd−2 (2 ≤ q ≤ ∞ si d = 1, 2 ≤ q < ∞ si
d = 2) et
2
p
= δ(q) := d
(
1
2
− 1
q
)
.
Alors, [52], [51], [77] et [22] donnent les estimations de Strichartz suivantes, qui sont locales en temps :
Théorème 1.2.3. Soient (p, q), (p1, q1), (p2, q2) des paires admissibles et I un intervalle de temps ﬁni.
On introduit
u(t) = eit(−
Δ
2 +V (x))u0 et v(t) =
∫
I∩{s≤t}
ei(t−τ)(−
Δ
2 +V (x))f(τ)dτ.
− Il existe C = C(q, |I|), tel que pour tout u0 ∈ L2(Rd), on ait pour tout s ∈ I
‖u‖Lp(I,Lq(Rd)) ≤ C‖u(s)‖L2(Rd). (1.8)
− Il existe C = C(q1, q2, |I|), tel que pour tout
f ∈ Lp′2(I, Lq′2(Rd)) on ait
‖v‖Lp1 (I,Lq1 (Rd)) ≤ C‖f‖Lp′2 (I,Lq′2 (Rd)). (1.9)
Notons que des travaux reliés aux estimations de Strichartz pour l’équation de Schrödinger, avec
potentiels indépendants du temps et sur-quadratiques sont présentés dans [103] and [104], tandis que la
notion de criticalité des potentiels quadratiques est discutée dans [102].
Théorème 1.2.4 (Existence globale de la solution, de [22]).
1. Cas L2−sous-critique :
Soit V un potentiel qui satisfait l’Hypothèse 1.2.1. Alors, à ε > 0 ﬁxé, pour toute donnée a ∈ S(Rd),
le problème de Cauchy (1.5)-(1.4) admet une unique solution dans
C
(
R, L2(Rd)
) ∩ L(4σ+4)/dσloc (R, L2σ+2(Rd)) .
De plus, sa norme L2 est conservée : ∀t ∈ R, ‖ψε(t)‖L2(Rd) = ‖a‖L2(Rd).
1.2. Résultats connus 17
2. Cas H1−sous-critique :
On suppose κ ≥ 0, et que le potentiel V satisfait l’Hypothèse 1.2.1 qu’il est C1 par rapport à la
variable de temps et que ∂tV satisfait aussi l’Hypothèse 1.2.1. Alors, à ε > 0 ﬁxé, pour toute donnée
a ∈ S(Rd), le problème de Cauchy (1.5)-(1.4) admet une unique solution dans
C
(
R, L2(Rd)
) ∩ L(4σ+4)/dσloc (R, L2σ+2(Rd)) .
De plus, la norme L2 est conservée : ∀t ∈ R, ‖ψε(t)‖L2(Rd) = ‖a‖L2(Rd).
La preuve se base sur un argument utilisant un théorème de point ﬁxe dans un espace approprié,
ainsi que des estimations de Strichartz locales en temps, du Théorème 1.2.3, qui permettent de montrer
l’existence locale de la solution. L’existence globale est obtenue en utilisant la conservation de la masse
dans le cas L2−sous-critique et la conservation de l’énergie, ainsi que l’indentité du viriel dans le cas
H1−sous-critique.
Remarque 1.2.5.
1. En réalité, il suﬃt d’une donnée dans L2(Rd) pour le cas sous-critique en masse, si l’on souhaite
avoir une existence globale de la solution telle qu’on ait seulement
ψε ∈ C (R, L2(Rd)) ∩ L(4σ+4)/dσloc (R, L2σ+2(Rd)) .
(voir [101], ou encore [33], [98].)
2. Une donnée dans H1(Rd)(à ε ﬁxé) telle que xψε ∈ L2(Rd) suﬃt pour le cas sous-critique en énergie
si l’on veut obtenir l’existence globale de la solution dans les espaces indiqués.
3. L’hypothèse portant sur le caractère C1 en temps du potentiel, dans le cas H1−sous-critique, est
discutée dans [30], où les auteurs précisent que cette hypothèse n’est pas essentielle.
Remarque 1.2.6. Dans le cas où ψε n’est pas scalaire mais vectorielle, avec un potentiel qui vériﬁe
V (x) = D(x)+W (x), avec D diagonale et dont les composantes vériﬁent l’Hypothèse 1.2.1, et W bornée
à dérivées bornées, il est possible de montrer que l’on a existence globale sous les mêmes conditions en
traitant simultanément chaque coordonnée de la fonction d’onde.
Pour étudier la propagation des états cohérents, les auteurs se placent dans les cas où l’on a existence
globale de la solution. Le point important à souligner est que cette analyse permet d’exhiber un exposant
critique αc := 1 + dσ/2 pour les états cohérents, indiquant le caractère critique de la “taille” de la non-
linéarité d’un point de vue semi-classique : en eﬀet, pour des exposants α > αc, les eﬀets non-linéaires
ne sont pas visibles à l’ordre dominant et il est possible de construire une approximation de type paquet
d’onde linéaire, c’est-à-dire, avec un proﬁl solution d’une équation de Schrödinger linéaire.
Si α = αc, alors les eﬀets de la non-linéarité apparaissent à l’ordre dominant; ceux-ci se traduisent
sur l’équation d’enveloppe, qui est, cette fois, une équation de Schrödinger non-linéaire sans paramètre
semi-classique. Dans ce cas critique, il est important de bien connaître sa solution, lorsqu’elle existe, et
notamment son comportement en temps longs. On introduit donc u, le proﬁl, solution du problème de
Cauchy suivant :
i∂tu+
1
2
Δu− 1
2
〈y,Hess V (x(t)).y〉u = κ|u|2σu ; u(0, y) = a(y). (1.10)
L’existence globale de la solution est montrée de la même manière que pour la fonction d’onde ψε et sous
l’hypothèse suivante, qui diﬀère légèrement de l’Hypothèse 1.2.1, le potentiel V := 1
2
〈y,Hess V (x(t)).y〉
étant dépendant du temps (voir [22]) :
Hypothèse 1.2.7. On considère V ∈ C∞(R ×Rd), un potentiel à valeurs réelles, régulier par rapport
à la variable d’espace, c’est-à-dire : ∀t ∈ R, x → V(t, x) est C∞. De plus, V est au plus quadratique en
espace, uniformément en la variable du temps :
∀α ∈ Nd, |α| ≥ 2, ∂αxV ∈ L∞(R×Rd).
Par ailleurs, t → sup|x|≤1 |V(t, x)| est dans L∞(R).
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Le théorème d’existence globale correspondant s’énonce de la façon suivante :
Théorème 1.2.8 (Existence globale du proﬁl, de [22]).
1. Cas L2−sous-critique :
Soit V un potentiel qui satisfait l’hypothèse 1.2.7. Alors, pour toute donnée a ∈ S(Rd), le problème
de Cauchy (1.10) admet une unique solution dans
C
(
R, L2(Rd)
) ∩ L(4σ+4)/dσloc (R, L2σ+2(Rd)) .
De plus, sa norme L2 est conservée : ∀t ∈ R, ‖u(t)‖L2(Rd) = ‖a‖L2(Rd).
2. Cas H1−sous-critique :
On suppose κ ≥ 0, et que le potentiel V satisfait l’hypothèse 1.2.7 qu’il est C1 par rapport à la
variable de temps et que ∂tV satisfait aussi l’hypothèse 1.2.7. Alors, pour toute donnée a ∈ S(Rd),
le problème de Cauchy (1.10) admet une unique solution dans
C
(
R, L2(Rd)
) ∩ L(4σ+4)/dσloc (R, L2σ+2(Rd)) .
De plus, la norme L2 est conservée : ∀t ∈ R, ‖u(t)‖L2(Rd) = ‖a‖L2(Rd).
La preuve est similaire à celle du Théorème 1.2.4, utilisant des estimations de Strichartz en temps
données par [52].
Il reste ensuite à connaître le comportement en temps longs du proﬁl, chose possible sous certaines
hypothèses sur le potentiel. On peut répertorier plusieurs cas où des bornes pour les normes des dérivées
et des moments du proﬁl ont été prouvées. Il est cependant possible d’imaginer qu’il existe plus de cas
où des contrôles de ces normes sont vériﬁés. Parmi les cas connus qui nous intéressent, on peut citer :
Théorème 1.2.9 (Contrôle du proﬁl). On considère u solution de (1.10). Alors les contrôles des normes
de Sobolev et des moments de u sont vériﬁés (au moins) dans les cas suivants :
• (De [22]) Si κ ≥ 0, σ = 1 si d = 3, et si les composantes de Hess V (x(t)) sont des fonctions
continues et à support compact, alors le proﬁl u vériﬁe : il existe C > 0, tel que pour toute paire
admissible (p, q), on ait
∀α, β ∈ Nd, |α|+ |β| ≤ k, ‖xα∂βxu‖Lp([0,t],Lq)  tC .
• (De [22]) Si d = σ = 1 (cas cubique unidimensionnel), alors le proﬁl u vériﬁe : il existe C > 0, tel
que pour toute paire admissible (p, q), on ait
∀α, β ∈ Nd, |α|+ |β| ≤ k, ‖xα∂βxu‖Lp([0,t],Lq)  eCt.
• (De [22]) Si σ ≥ 2/d, et si Hess V (x(t)) est diagonale avec des valeurs propres négatives alors le
proﬁl u vériﬁe : il existe C > 0, tel que pour toute paire admissible (p, q), on ait
∀α, β ∈ Nd, |α|+ |β| ≤ k, ‖xα∂βxu‖Lp([0,t],Lq)  eCt.
• (De [30]) Si d ≤ 3, σ ∈ N, avec σ = 1 si d = 3, et en supposant que Hess V (x(t)) est diagonale
de la forme Ω(t)Id (isotrope) et que |Hess V (x(t))| ≤ C 〈t〉−γ , pour un certain γ > 2 alors il existe
C > 0 tel que
‖u(t)‖Hk ≤ C, ‖ 〈x〉k u(t)‖L2 ≤ C 〈t〉k .
Un autre cas de décroissance de la Hessienne du potentiel permet de montrer un contrôle des normes
du proﬁl et a été démontré dans [69] :
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• (De [69]) Si d = 2, 3, κ ≥ 0, σ = 1, et en supposant
|Hess V (x(t))|+ (1 + |t|)
∣∣∣∣ ddtHess V (x(t))
∣∣∣∣ ≤ C(1 + |t|)−κ0 ,
avec C > 0 et κ0 > 2, alors le proﬁl u vériﬁe : il existe C > 0, tel que pour toute paire admissible
(p, q), on ait
∀α, β ∈ Nd, |α|+ |β| ≤ k, ‖xα∂βxu‖Lp([0,t],Lq)  eCt.
Ce résultat sera plus détaillé dans la présentation des travaux de thèse, Chapitre 2, Section 2.1.
Enﬁn, les résultats suivants ne sont pas restreints aux potentiels de la forme
∑
j Ωj(t)x
2
j mais concer-
nent des potentiels non autonomes plus généraux qui satisfont l’hypothèse 1.2.7.
On a alors le contrôle suivant (donné ici dans le cas d’une non-linéarité cubique bien que l’énoncé de
[30] soit plus général) :
• De ([30]) Si d ≥ 1 et si le potentiel
V(t, x) = 1
2
〈y,Hess V (x(t)).y〉
satisfait l’Hypothèse 1.2.7, alors la solution u est globale en temps et on a les contrôles suivants :
(1) Il existe C0 > 0 tel que
‖u(t)‖L2 + ‖∇u(t)‖L2 + ‖xu(t)‖L2 ≤ C0eC0t, ∀t ≥ 0.
(2) Soit k ≥ 2, il existe C > 0 tel que
sup
2≤|α|+|β|≤k
‖xα∂βxu(t)‖L2 ≤ Cee
Ct
, ∀t ≥ 0.
Dans les cas où le proﬁl satisfait le contrôle de type exponentiel sur un certain nombre de ses dérivées
et moments, il est possible de montrer que la fonction d’onde reste, à l’ordre dominant, proche d’une
solution type état cohérent construite avec le proﬁl, pour des temps de type Ehrenfest non-linéaires :
pour tout |t| ≤ c log log(ε−1),
ψε(t, x) = ε−d/4u
(
t,
x− x(t)√
ε
)
e
i
ε (S(t)+ξ(t).(x−x(t))) +O(√εeeCt),
dans L2(Rd). La borne en “ log log” est due au contrôle exponentiel des normes du proﬁl qui apparaît
dans les termes à contrôler en utilisant des estimations de Strichartz. Il est cependant utile de remar-
quer que dans le cas L2−sous-critique, l’utilisation de tels outils n’est pas nécessaire, il est donc possible
d’améliorer les bornes et le reste dans le cas, par exemple, cubique unidimensionnel.
Il est par ailleurs important de noter que, même pour cet exposant critique, l’eﬀet de la non-linéarité ne
se traduit pas sur la façon dont l’état cohérent se concentre dans l’espace des phases, à l’ordre dominant.
En eﬀet, la mesure de Wigner de la solution ψε reste identique à celle dans le cas linéaire ([84], [53] et
[54]) :
w(t, x, ξ) = ‖a‖L2(Rd) δ(x(t),ξ(t)).
Des résultats similaires ont été démontrés pour d’autres potentiels, par exemple, pour des potentiels
pérodiques, dans [31] ainsi que d’autres non-linéarités, de type Hartree, pour lesquels des cas sous-
critiques ont été analysés pour des noyaux très réguliers (voir [4], [19]) ou encore pour des données
diﬀérentes,de type WKB ([20], [28]).
L’étude des cas matriciels commence avec [25], où les auteurs se cantonnent au cas d’une non-linéarité
cubique (σ = 1) et à l’exposant critique αc = 1 + d/2 aﬁn de voir apparaître les eﬀets non-linéaires. Le
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cas unidimensionnel étant L2−sous-critique pour des non-linéarités cubiques, l’utilisation des estimations
de Strichartz qui ne sont pas démontrées pour des potentiels matriciels comme ceux de [25], n’est pas
nécessaire pour traiter la non-linéarité.
On en déduit aussi que le contrôle exponentiel des dérivées et moments du proﬁl u, solution de (1.10)
est vériﬁé (deuxième point du Théorème 1.2.9).
Les auteurs de [25] se heurtent à deux problèmes par rapport à ceux issus de l’étude du cas scalaire :
• pour N > 2, la multiplicité des vecteurs propres peut poser problème : la dérivée d’un vecteur
propre complexe peut ne pas être orthogonal à lui-même. Il est donc nécessaire de construire une
famille de vecteurs propres qui dépendent du temps et orthogonaux entre eux (dans l’esprit de [61])
aﬁn de simpliﬁer l’étude.
• les projecteurs spectraux ne commutent pas avec le Laplacien : des termes trop gros, dans la limite
semi-classique, apparaissent. Il faut alors introduire des corrections pour éliminer ces termes.
Il est alors possible de montrer que pour une donnée de type (1.4), qui vit dans un espace propre donné
j, la solution exacte vériﬁe
ψε(t, x) = ε−1/4u
(
t,
x− xj(t)√
ε
)
e
i
ε (Sj(t)+ξj(t).(x−xj(t)))χj(t, x) + o(1),
pour tout temps t qui vériﬁe |t| ≤ c log log(ε−1) et où les quantités classiques sont construites à l’aide du
j−ième mode.
Enﬁn, dans les deux précédents travaux, [26] et [25], des données de type perturbation d’états co-
hérents, ainsi que des superpositions de plusieurs états de ce type sont étudiés.
Il est alors possible de propager ces fonctions sous certaines conditions : on choisit comme donnée
ψε(0, x) = rε(x)
+ ε−1/4aj
(
x− xj(0)√
ε
)
e
i
ε ξj(0).(x−xj(0))χj(0, x) + ε−1/4ak
(
x− xk(0)√
ε
)
e
i
ε ξk(0).(x−xk(0))χk(0, x),
avec χj,k ∈ Ker (V − λj,k) et on suppose pour le terme perturbatif
‖rε‖L2(R) + ‖ε∂xrε‖L2(R) + ‖xrε‖L2(R) = O(εη), η > d/8, ou η > 1/4 dans le cas unidimensionnel.
On émet aussi l’hypothèses suivante sur les quantités classiques considérées :
(xj(0), ξj(0), λj) = (xk(0), ξk(0), λk), inf
x∈R
|λj(x)− λk(x)− Ej + Ek| > 0,
où Ej,k = ξ2j,k/2 + λj,k(xj,k). La première hypothèse signiﬁe qu’ou bien on choisit des données dans des
espaces propres diﬀérents, ou bien elles sont dans le même espace propre et les points de départ dans
l’espace de phase sont diﬀérents. Lorsque λj = λk, la seconde hypothèse revient à considérer des énergies
diﬀérentes Ej = Ek ([26]).
Alors, en notant
ϕεj,k(t, x) = ε
−1/4uj,k
(
t,
x− xj,k(t)√
ε
)
e
i
ε (Sj,k(t)+ξj,k(t).(x−xj,k(t))),
avec
i∂tuj,k +
1
2
∂2yuj,k −
1
2
〈y,Hess λj,k(xj,k(t))y〉uj,k = κ|uj,k|2uj,k
on a dans un certain espace :
ψε(t, x)  ϕεj(t, x)χj(t, x) + ϕεk(t, x)χk(t, x).
Ce principe n’est pas toujours valable pour des temps longs et nécessite parfois des hypothèses sup-
plémentaires sur le contrôle du proﬁl et des trajectoires.
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Il est intéressant de constater que le principe de superposition, vériﬁé pour des situations linéaires, peut
encore être valide dans un cadre non-linéaire, modulo certaines hypothèses sur les quantités classiques
introduites précédemment. En un sens, la non-linéarité agit principalement sur les approximations ϕj et
ϕk, qui sont concentrés autour des trajectoires classiques dans l’espace des phases. Si ces trajectoires ne
se “voient” pas beaucoup, la non-linéarité n’aﬀectera pas l’interaction entre ϕj et ϕk à l’ordre dominant.
Enﬁn, il existe de nombreuses autres études sur la propagation non-linéaire de sommes de certaines
données, pour des situations qui diﬀèrent de celles de [26] et [25]; notons par exemple le cas d’une
non-linéarité de type Hartree dans [80] et les références qui y sont mentionnées, ou encore [19] et [23].
1.2.2 Transitions non-adiabatiques à travers des croisements évités dans les
cas linéaires
Dans le cas linéaire, il est connu que la présence de croisement peut aﬀecter le système considéré, en
brisant l’approximation adiabatique et en entrainant des phénomènes de transition entre les niveaux
d’énergie qui sont proches. On rappelle que la distance minimale entre les valeurs propres est donnée
par le paramètre adiabatique δ. La probabilité que cette transition ait lieu est donnée par la formule de
Landau-Zener, le coeﬃcient étant de la forme p = e−C
δ2
ε . Selon la valeur de δ, on peut s’attendre à trois
types de transitions :
• δ  √ε : pour lequel la probabilité de transition est proche de 1.
• δ = c√ε : le régime critique, pour lequel 0 < p < 1.
• δ  √ε : la probabilité de transition est proche de 0.
On peut considérer δ et ε séparement, mais le cas où limite adiabatique (le paramètre δ tend vers
zéro) et limite semi-classique (ε tend vers zéro) sont liées dans le régime critique δ = c
√
ε est celui que
nous traiterons dans le cadre non-linéaire. Notons que diﬀérents types de croisements sont répertoriés
dans [65], de manière similaire aux croisements exacts, les plus simples (Γ, déﬁni dans la Déﬁnition 1.1.1,
est de codimension 1, avec des valeurs propres de multiplicité 1 ou 2) étant traités dans [61] - c’est ce
cas qui va nous intéresser - et les autres (Γ est codimension 2, les valeurs propres de multiplicité 1 ou 2)
dans [62]. Par ailleurs les cas où δ ne dépend pas de ε sont traités dans [91].
On se focalise sur le cas où les valeurs propres sont de multiplicité 1.
Après un travail conséquent sur l’hamiltonien de départ, les auteurs de [61] se ramènent à un système du
type
iε∂tψ
ε +
ε2
2
Δψε −
(
x1 δ
δ −x1
)
ψε + V˜ ψε = 0 (1.11)
où (t, x) ∈ R×Rd, δ = c√ε. On considère les quantités associées à la valeur propre λ+δ (x) =
√
x21 + δ
2
et on note χ+δ (x) le vecteur propre associé. Les données étudiées sont de type paquets d’onde d’Hagedorn
construites avec les trajectoires classiques associées au mode +. Par commodité, on note cette donnée
ϕε+(x
+(−T ), ξ+(−T ), x)e iε (S+(−T )+ξ+(−T ).(x−x+(−T )))χ+δ (x),
sans donner sa forme explicite qui est détaillée dans [61].
On suppose que Γ contient le point 0. Le croisement est supposé transverse, c’est-à-dire
ξ(0) = (ξ1(0), . . . , ξd(0)) avec ξ1(0) = 0,
la vitesse en ce point de la zone de croisement est non nulle dans cette direction. Suite à l’utilisation
d’asymptotiques précises sur ces quantités classiques, autour du point 0, les auteurs de [61] arrivent à
construire des approximations dans diverses zones, soit éloignées, soit proches de Γ où le croisement a
lieu. Dans les zones assez éloignées, l’approximation usuelle, utilisant des paquets d’ondes similaires,
est valide tandis que dans une région qui contient Γ, une autre approximation est construite et recollée
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avec les précédentes. Cette dernière contient les informations liées à la transition entre les modes, et
notamment le coeﬃcient de transition donné par la formule de Landau-Zener.
Partant d’un paquet d’onde d’Hagedorn en −T colinéaire à χ+δ , la solution est approchée, à l’ordre
dominant, en T par une somme de deux paquets d’ondes d’Hagedorn vivant chacun sur un mode, et
pondérés par des coeﬃcients, de la forme
ψεapp(T, x) = (1− p)
[
ϕε+(x
+(T ), ξ+(T ), x)e
i
ε (S
+(T )+ξ+(T ).(x−x+(T )))
]
χ+δ (x)
+ p
[
ϕε−(x
−(T ), ξ−(T ), x)e
i
ε (S
−(T )+ξ−(T ).(x−x−(T )))
]
χ−δ (x),
où p est le coeﬃcient de transition de Landau-Zener et où les ϕε± sont des paquets d’onde d’Hagedorn.
Le reste est d’ordre O(εγ), 0 < γ < 1/6.
Par ailleurs, il est important de remarquer l’existence de nombreux travaux sur les systèmes et formules
de Landau-Zener, véritables “boîtes noires” qui permettent d’obtenir des informations sur ce phénomène
de transition après passage dans une zone de croisement, sans connaître en détail ce qui s’y passe. Les
travaux les plus récents traitent des systèmes non-linéaires (voir par exemple [27], [14], [78] ou encore
[93]), mais nous verrons que seule la formule linéaire est nécessaire dans les résultats présentés dans le
Chapitre 2.
Chapitre 2
Présentation des travaux de thèse
2.1 Partie I : Un théorème adiabatique pour des états cohérents
dans le cadre non-linéaire
La première partie du présent travail de thèse porte sur un système analogue à celui étudié dans [25], et qui
concerne des équations de Schrödinger couplées uniquement par une non-linéarité cubique en dimension 1,
dont le “poids” semi-classique est critique, c’est-à-dire, avec α = αc. Contrairement au travail initié par
les auteurs de [25], qui présentent un cas L2−sous-critique, la non-linéarité dans [69], qui traite les cas
d = 2, 3 n’est “que” H1−sous-critique. Il en résulte des diﬃcultés, techniques notamment, qui vont nous
amener à considérer des potentiels diﬀérents et moins généraux : des potentiels de type longue portée.
Nous étudierons aussi le cas d = 1 pour ces potentiels et nous verrons qu’il est possible d’améliorer le
temps de validité de l’approximation adiabatique. Par ailleurs, nous introduirons un autre cas - qui
nécessite des hypothèses de décroissance sur le potentiel associé à l’équation du proﬁl (la Hessienne) - où
il est possible de montrer un contrôle des dérivées et des moments de celui-ci en temps long.
2.1.1 Le problème
On considère le système d’équations suivant dans la limite semi-classique ε → 0 :
iε∂tψ
ε +
ε2
2
Δψε − V (x)ψε = κεα|ψε|2C2ψε ; ψε|t=0 = ψε0, (2.1)
où κ ≥ 0, d ∈ {2, 3}, la solution et la donnée sont des vecteurs de C2 et V est une matrice de taille 2× 2,
auto-adjointe, régulière en x ∈ Rd.
Contrairement au cas étudié dans [25], nous sommes ici en présence d’une non-linéarité L2−sur-critique,
mais H1−sous-critique. De ce fait, la condition κ ≥ 0 est cruciale pour avoir l’existence globale de la
solution à ε ﬁxé. Par ailleurs, comme nous allons le voir dans la suite, cela implique des problèmes
d’ordre technique pour prouver les résultats usuels : en eﬀet les lois de conservation seules ne suﬃsent
pas à prouver les résultats, il faut faire usage des estimations de Strichartz aﬁn de traiter la non-linéarité.
On choisit un potentiel qui vériﬁe l’hypothèse suivante, qui diﬀère de l’Hypothèse 1.2.1, en étant plus
restrictive : on écrit V
V (x) = ρ0(x) Id +
(
ρ(x) ω(x)
ω(x) −ρ(x)
)
où ρ0, ρ et ω sont régulières et on suppose
Hypothèse 2.1.1. (i) V est de type longue portée : il existe une matrice V∞ et p > 0 tels que pour
x ∈ Rd,
∃C > 0, ‖V (x)− V∞‖ ≤ C 〈x〉−p ,
∀α ∈ Nd, |α| ≥ 1, ∃Cα > 0, ‖∂αxV (x)‖ ≤ Cα 〈x〉−p−|α| ,
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Les valeurs propres du potentiel sont données par
λ±(x) = ρ0(x)±
√
ρ2(x) + ω2(x),
et on suppose qu’elles vériﬁent une hypothèse de “gap” :
(ii) ∃ δ0 > 0, ω2(x) + ρ2(x) > δ0, ∀x ∈ Rd.
(iii) ∃K ⊂ Rd, K un sous-espace compact de Rd tel que
∀x /∈ K, V (x) =
(
λ+(x) 0
0 λ−(x)
)
.
Notons d’abord que des potentiels de ce type existent bel et bien, par exemple, en prenant θ ∈ C∞0 (Rd)
et
V (x) =
(
cos θ(x) sin θ(x)
sin θ(x) − cos θ(x)
)
.
Grâce au point (ii), on peut alors déﬁnir des vecteurs propres χ±(x) réguliers et de norme 1, associés
à λ±(x). Par ailleurs, le point (i) de l’hypothèse précédente, ainsi que la condition κ ≥ 0 permettent de
déduire l’existence globale de la solution à ε ﬁxé : en eﬀet, puisque un potentiel qui vériﬁe les Hypothèses
2.1.1 satisfait aussi l’Hypothèse 1.2.1, on peut, grâce au Théorème 1.2.4 déduire l’existence globale (la
preuve est donnée dans le Chapitre 3, Section 3.8 et est basée sur la remarque qui suit le Théorème 1.2.4
pour traiter le cas matriciel).
La motivation essentielle pour utiliser ce type de potentiels moins généraux que ceux au plus quadra-
tiques, vient du fait que nous sommes ici dans un cas L2−critique ou sur-critique. De ce fait, les estima-
tions standard L2 ne sont plus utilisables; nous nous plaçons donc dans un cadre où des estimations de
Strichartz pour des potentiels matriciels sont démontrées, dans [50]. Ce sont notamment les points (i),
l’hypothèse longue portée, et (iii) qui permettent de déﬁnir des projecteurs spectraux constants pour de
grands x. En eﬀet, le point (iii) revient à écrire que les projections Πε±ψε sont diagonales en dehors d’un
compact. Leurs dérivées sont donc à support compact, ce qui entraîne que
[
−ε
2
2
Δ,Πε±
]
est à support
compact et permet donc d’obtenir les estimations de Strichartz voulues, sans cut-oﬀ.
Par ailleurs, le point (i) garantit que les valeurs propres ne vont pas se croiser et donc, d’être dans
une situation où l’adiabaticité peut être prouvée, tandis que le point (ii) nous permet d’avoir des valeurs
propres et des vecteurs propres réguliers, qui vériﬁent
∀α, β ∈ Nd, ∃C > 0, ∀x ∈ Rd, |∂αxλ±(x)|+ |∂βxχ±(x)| ≤ C. (2.2)
La donnée ψε0 est un paquet d’onde (ou une perturbation ou une superposition de deux paquets
d’onde) :
ψε0(x) = ε
−d/4eiξ
+
0 .(x−x+0 )/εa
(
x− x+0√
ε
)
χ+(x), (2.3)
où a ∈ S(Rd).
Quantités classiques
On ré-introduit ici les quantités classiques qui ont été données dans un cadre plus général par (1.3) :
x˙±(t) = ξ±(t), ξ˙±(t) = −∇λ±(x±(t)), x±(0) = x±0 , ξ±(0) = ξ±0 .
Par ailleurs, sous le point (i) de l’Hypothèse 2.1.1, le système précédent admet une solution globale et
unique et vériﬁe
∃C0, C1 > 0, |x±(t)| ≤ C0 〈t〉 , |ξ±(t)| ≤ C1, ∀t ∈ R, (2.4)
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qui présente de meilleures bornes que celles de (1.7), en raison du potentiel plus restrictif ici.
On note S± l’action classique associée à (x±(t), ξ±(t))
S±(t) =
∫ t
0
(
1
2
|ξ±(s)|2 − λ±(x±(s))
)
ds.
Les énergies correspondantes E±(t) sont données par :
E±(t) =
|ξ±(t)|2
2
+ λ±(x±(t)).
Ces énergies sont constantes le long des trajectoires :
E±(t) = E±(0) =
|ξ±0 |2
2
+ λ±(x±0 ), ∀t ∈ R.
On choisit un mode, le mode +, aﬁn de déﬁnir la notion d’énergie non-captante : on déﬁnit
lim
|x|→∞
λ+(x) = λ∞,
si E(0) > λ∞ et si toutes les trajectoires associées au mode + d’énergie E(0) vériﬁent
lim
t→∞ |x
+(t)| = +∞,
alors l’énergie E(0) est non-captante pour le mode +; on parlera alors de trajectoires non-captées.
L’Ansatz
Pour la suite de l’étude, on considère les trajectoires classiques associées à λ+(x) et on note
Q+(t) = Hess λ+(x
+(t)).
On déﬁnit alors u, le proﬁl, comme étant la solution de
i∂tu+
1
2
Δu =
1
2
〈
Q+(t)y; y
〉
u+ κ|u|2u ; u(0, y) = a(y),
et ϕε la fonction suivante :
ϕε(t, x) = ε−d/4u
(
t,
x− x+(t)√
ε
)
ei(S
+(t)+ξ+(t)(x−x+(t)))/ε. (2.5)
D’après (2.2), le potentiel satisfait l’Hypothèse 1.2.7, on peut, grâce au Théorème 1.2.8 déduire l’existence
globale du proﬁl, et son contrôle sur des intervalles de temps ﬁnis, par [22] :
Proposition 2.1.2. Soient T > 0 et a ∈ S(Rd). Alors, pour tout k ∈ N, il existe une constante
C = C(T, k) telle que
∀α, β ∈ Nd, |α|+ |β| ≤ k, ‖xα∂βxu(t)‖L2 ≤ C, ∀t ∈ [0, T ].
2.1.2 A propos des estimations de Strichartz
Avant d’énoncer les résultats principaux de [69], on introduit les outils essentiels pour les prouver, et qui
sont issus de [50].
Deux diﬃcultés nous incitent à utiliser ces outils :
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• Etant en présence d’un potentiel matriciel, et donc de plusieurs modes, il n’est pas possible d’utiliser
la méthode de [26].
• Dans le cas unidimensionnel qui est L2−sous-critique, étudié dans [25], des méthodes d’énergie
sont utilisées. Nous ne pouvons nous cantonner à ces méthodes, étant dans des cas sur-critiques
(d = 2, 3).
Rappelons que dans le cas d’équations de Schrödinger scalaires, ce type d’estimations est valable pour des
potentiels beaucoup moins restrictifs (au plus quadratiques, de [51], [52] et [22] qui permettent d’obtenir
les estimations (1.8) et (1.9) du Théorème 1.2.3)
Dans le cas matriciel, les potentiels au plus quadratiques généraux, considérés dans un cadre semi-
classique, n’ont pas d’estimations de Strichartz associées qui soient démontrées. On se restreint donc à
une classe plus restrictive de potentiels, qui satisfont l’Hypothèse 2.1.1 et pour lesquels les auteurs de [50]
ont démontré la validité d’estimations de Strichartz :
Théorème 2.1.3 (De [50]). Soient (p, q), (p1, q1), (p2, q2) des paires admissibles telles que
q, q1, q2 = 2d/(d− 2), (q, q1, q2 < ∞ si d = 2).
Soit I un intervalle de temps ﬁni et P (ε) = −ε2Δ/2 + V (x). On considère
uε(t) = ei
t
εP (ε)u0 et vε(t) =
∫
I∩{s≤t}
ei
t−τ
ε P (ε)fε(τ)dτ.
− Il existe C = C(q, |I|), indépendant de ε tel que pour tout u0 ∈ L2(Rd), on ait pour tout s ∈ I
‖uε‖Lp(I,Lq(Rd)) ≤ Cε−1/p‖uε(s)‖L2(Rd).
− Il existe C = C(q1, q2, |I|), indépendant de ε tel que pour tout
fε ∈ Lp′2(I, Lq′2(Rd)) on ait
‖vε‖Lp1 (I,Lq1 (Rd)) ≤ Cε−1/p1−1/p2‖fε‖Lp′2 (I,Lq′2 (Rd)).
Remarquons rapidement que le point extrémal (2, 2d/(d−2)) ((2,∞) si d = 2) est exclu du théorème,
car les estimations ne sont pas démontrées pour cette paire dans [50]. Par ailleurs, les estimations sont
normalement obtenues avec une fonction cut-oﬀ ; or, comme mentionné dans l’introduction de cette sec-
tion, l’Hypothèse 2.1.1, et plus particulièrement le point (iii) permet de déﬁnir des projecteurs spectraux
constants en dehors d’un compact, satisfaisant ainsi la condition nécessaire pour enlever la localisation.
Notons aussi que les auteurs de [50] envisagent une situation plus générale où la présence de points de
croisement peut aﬀaiblir ces estimations. Etant dans un cas sans croisement, nous obtenons des estima-
tions de Strichartz comme dans le cas scalaire. Enﬁn, les estimations du théorème qui précède sont écrites
pour des paires précises dans [50] et il faut utiliser les arguments usuels (Théorème de Christ-Kiselev,
inégalité duale) pour obtenir celles-ci pour n’importe quelle paire admissible, hormis la paire extrémale
(voir le Chapitre 3, Section 3.7).
2.1.3 Théorème adiabatique et idées de preuve
Cette section est consacrée aux théorèmes adiabatiques et aux idées et outils nécessaires pour prouver
ces résultats. Nous analyserons d’abord le problème en temps ﬁnis, puis nous donnerons une version des
résultats pour des temps longs, qui n’est valable que dans le cas où un contrôle en temps long du proﬁl
est prouvé, par exemple, si nous sommes dans le cadre d’application du Théorème 1.2.9.
Théorème 2.1.4 (Théorème adiabatique en temps ﬁnis). Soient T > 0 et a ∈ S(Rd). Sous l’ Hypothèse
2.1.1, on considère ψε, la solution exacte du problème de Cauchy (2.1) - (2.3), et ϕε, l’approximation
donnée par (2.5). On note wε la diﬀérence wε(t, x) = ψε(t, x)− ϕε(t, x)χ+(x); alors wε satisfait
sup
t∈[0,T ]
‖wε(t)‖H1ε −→ε→0 0.
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Certains potentiels nous permettent de déduire des estimations en temps longs pour le proﬁl (voir le
Théorème 1.2.9 pour quelques exemples où le comportement en temps longs du proﬁl est connu). On
peut alors prouver le théorème suivant :
Théorème 2.1.5 (Théorème adiabatique en temps longs). Soit a ∈ S(Rd). On suppose que pour tout
k ≤ 6,
∃C > 0, sup
|α|+|β|≤k
‖xα∂βxu(t)‖L2 ≤ CeC|t|, ∀t ∈ R.
Alors si wε(t, x) = ψε(t, x)− ϕε(t, x)χ+(x), on a pour un certain C˜ > 0 indépendent de ε
sup
t≤C˜ log log( 1ε )
‖wε(t)‖H1ε −→ε→0 0.
Stratégie de preuves
Pour prouver ces résultat, on adapte les idées de [25] à notre situation. Nous présenterons les estimations
préliminaires nécessaires dans le cas où nous avons le contrôle nécessaire sur le proﬁl pour avoir la vali-
dité de l’approximation adiabatique jusqu’à des temps d’“Ehrenfest non-linéaire”; les estimations pour le
cas des temps ﬁnis sont analogues, avec des constantes bornées qui dépendent de T au lieu des bornes
exponentielles.
On voit que le reste wε satisfait l’équation suivante
iε∂tw
ε(t, x) +
ε2
2
Δwε(t, x)− V (x)wε(t, x) = εN˜Lε(t, x) + εL˜ε(t, x), ; wε(0, x) = 0
où
N˜L
ε
= κεd/2
(|ψε|2C2ψε − |ϕε|2ϕεχ+) ,
L˜ε = ε−1R(t, x)ϕεχ+(x)− ε
2
ϕεΔχ+ − dχ+ε∇ϕε,
où
R(t, x) = λ+(x)− λ+(x+(t))−∇λ+(x+(t))(x− x+(t))
− 1
2
〈
Hess λ+(x+(t)) (x− x+(t)); (x− x+(t))〉 . (2.6)
Le but est de montrer que ce terme d’erreur est petit dans un certain espace, or, à l’aide de (2.2) et
(2.4), un rapide calcul nous permet de voir
dχ+ε∇ϕε = dχ+(iξ+(t)ϕε +O(√εeCt))
= O(1) +O(√εeCt) dans L2(Rd)
et nous empêche donc de prouver la petitesse de ce terme dans la limite semi-classique. Puisque la
“mauvaise” contribution est orthogonale au vecteur propre considéré, on introduit le terme correctif, noté
gε, solution de l’équation de Schrödinger suivante
iε∂tg
ε(t, x) +
ε2
2
Δgε(t, x)− λ−(x)gε(t, x) = r(t, x)ϕε(t, x) ; gε(0, x) = 0,
avec
r(t, x) = −i 〈dχ+(x)ξ+(t), χ−(x)〉
C2
,
qui est borné indépendamment du temps, tout comme ses dérivées en temps et espace, grâce au contrôle
des vecteurs propres (2.2) et des trajectoires (2.4).
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La suite des calculs sera eﬀectuée sur un reste corrigé θε(t, x) = wε(t, x) + εgε(t, x)χ−(x), solution de
iε∂tθ
ε(t, x) +
ε2
2
Δθε(t, x)− V (x)θε(t, x) = εNLε(t, x) + εLε(t, x), θε(0, x) = 0,
avec
NLε = Λεd/2
(|ϕεχ+ + θε − εgεχ−|2C2(ϕεχ+ + θε − εgεχ−)− |ϕε|2ϕεχ+)
Lε = O(√εeCt) + ε2dχ−∇gε + ε
2
2
gεΔχ−,
où la contribution est dans L2. La formule de Duhamel, suivie des estimations de Strichartz du Théorème
2.1.3 et de l’inégalité de Hölder nous donnent, pour θε, sur un intervalle I = [t, t+ τ ] :
‖θε‖Lp(I,Lq) + ε−1/p‖θε‖L∞(I,L2)  ε−1/p‖θε(t)‖L2 + ε−1/p‖Lε‖L∞(I,L2) + εαc−1−2/p‖NLε‖Lp′ (I,Lq′ )
 ε−1/p‖θε(t)‖L2 + ε−1/p‖Lε‖L1(I,L2) + εd/2−2/p
(
‖ϕε‖2Lσ(I,Lq)
+‖θε‖2Lσ(I,Lq) + ε2‖gε‖2Lσ(I,Lq)
) (‖θε‖Lp(I,Lq) + ε‖gε‖Lp(I,Lq))
où p =
8
d
; q = 4 ; σ =
8
4− d qui vériﬁent
1
p′
=
2
σ
+
1
p
;
1
q′
=
3
4
=
2
q
+
1
q
.
Pour prouver les théorèmes adiabatiques, il faut donc d’abord estimer le terme de correction et ses
dérivées : aﬁn de traiter la non-linéarité, nous avons besoin de contrôler les normes L2 et L4 de gε(t).
Pour ce faire, une étude précise des propagateurs Uε±(t) = ei
t
εp±(ε) associés à
p±(ε) := −ε
2
2
Δ + λ±(x)
est nécessaire. En eﬀet, si on note
fε = κεd/2|ϕε|2rϕε + i(∂tr)ϕε + ε
2
[Δ, r]ϕε − ε−1Rrϕε
où R est donné par (2.6), on a
gε(t) =
1
iε
∫ t
0
Uε−(t− s)Uε+(s)ϕ˜ε(0)ds−
∫ t
0
1
ε
Uε−(t− τ)
∫ t
τ
Uε−(τ − s)Uε+(s− τ)fε(τ)dsdτ,
où on a écrit Uε−(t− s) = Uε−(t− τ)Uε−(τ − s). Il est donc nécessaire de contrôler les termes de ce type.
Une borne exponentielle est prouvée :
∀t ∈ [0, T ], ∀p ∈ N,
∥∥∥∥ 1iε
∫ t
0
Uε+(−s)Uε−(s)ds
∥∥∥∥
L(Hp+1ε ,Hpε )
≤ CeCt.
(Lemme 3.3.1 du Chapitre 3), mais nécessite de contrôler un grand nombre de dérivées pour traiter la
non-linéarité (d’où le k ≤ 6).
La non-linéarité se traite ensuite en utilisant les estimations sur les fonctions connues (ϕε, obtenues
grâce à u, et gε), et l’hypothèse de bootstrap suivante qui en découle naturellement
‖θε(t)‖L4 ≤ ε−d/8.
Il faut ensuite soigneusement compter le nombre d’intervalles de cette taille, contenus dans l’intervalle
total.
Pour des temps ﬁnis, on arrive à montrer pour tout t ∈ [0, T ]
‖θε(t)‖L2 ≤ C1(T )ε1/2 et ‖ε∇θε(t)‖L2 ≤ C2(T )ε1/2.
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L’inégalité de Gagliardo-Nirenberg nous permet alors d’obtenir
‖θε(t)‖L4  ε−d/4‖θε(t)‖1−d/4L2 ‖ε∇θε(t)‖d/4L2 ,
 ε−d/4+1/2  ε−d/8ε1/2−d/8,
où 1/2− d/8 > 0 car d ≤ 3. On en déduit que l’hypothèse de bootstrap est valide pour des temps ﬁnis,
et donc, que le Théorème 2.1.4 est valide en utilisant θε = wε + εgεχ− et les estimations sur gε.
La preuve en temps longs s’eﬀectue de la même manière mais nécessite de traiter soigneusement toutes
les bornes exponentielles qui apparaissent à cause des normes du proﬁl et du terme de correction. On
cherche à montrer la validité de l’approximation sur un intervalle du type [0, T ε], où T ε est spéciﬁé à la
ﬁn de l’analyse. On émet l’hypothèse de bootstrap suivante, qui prend en compte le comportement en
temps longs des fonctions qui apparaissent
‖θε(t)‖L4(Rd) ≤ ε−d/8eCt.
On se restreint à des intervalles de taille d’ordre
(
c/ log(ε−1)
)C pour absorber la non-linéarité et il est
nécessaire de vériﬁer que le nombre d’intervalles de cette taille dans notre intervalle “total” ne pose pas
problème et est compensé. Une fois ces diﬃcultés réglées, on obtient des estimations sur le reste
‖θε(t)‖L2  ε1/2−δ0 et ‖ε∇θε(t)‖L2  ε1/2−3δ0 , pour un certain 0 < δ0 < 1/6,
qui nous permettent, via l’inégalité de Gagliardo-Nirenberg de vériﬁer la validité de l’hypothèse de boot-
strap pour des temps t ≤ c log log(ε−1).
Les détails des calculs sont donnés dans la Section 3.3.
Etats cohérents perturbés
Dans le cas où la donnée est de la forme
ψε(0, x) = rε(x) + ε−1/4a
(
x− x0√
ε
)
e
i
ε ξ0.(x−x0)χ+(t, x),
il est possible de la propager sous certaines conditions sur la taille du terme perturbatif rε. On suppose
‖rε‖L2(Rd) + ‖ε∇rε‖L2(Rd) ≤ Cεγ0 ,
où γ0 > 0. Les conditions plus restrictives sur γ0 sont données en imitant la preuve des Théorèmes 2.1.4
et 2.1.5 : on obtient pour des temps ﬁnis
‖θε‖L∞([0,t],L2) ≤ C(T )
(
ε1/2 + εγ0
)
et ‖ε∇θε(t)‖L2 ≤ C(T )
(
ε1/2 + εγ0
)
et l’inégalité de Gagliardo-Nirenberg donne
‖θε(t)‖Lq  ε−d/4‖θε(t)‖1−d/4L2 ‖ε∇θε(t)‖d/4L2
 ε−d/8ε1/2−d/8 + εγ0−d/8,
avec 1/2 − d/8 > 0 car d ≤ 3 et où γ0 > d/8 est nécessaire pour obtenir la validité de l’hypothèse de
bootstrap. La preuve pour des temps longs est similaire et détaillée dans la Section 3.3 du Chapitre 3.
2.1.4 Superposition non-linéaire en temps ﬁni
Tout comme dans le cas scalaire et le cas unidimensionnel, on s’intéresse à l’évolution de solutions asso-
ciées à des données qui sont une superposition de deux paquets d’onde. Deux cas de ﬁgures sont alors
possibles : soit les deux paquets d’ondes sont colinéaires au même vecteur propre, soit chacun vit dans
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un espace propre diﬀérent. La séparation de ces deux cas dans la présentation des résultats et l’analyse
est due à une diﬀérence technique dans les hypothèses. Nous ne verrons qu’une étude en temps ﬁni du
problème, l’argument pour des temps longs utilisé dans [26], [25] n’étant pas valable dans notre cas. Nous
ﬁxons donc un temps T > 0 pour la suite.
Dans le premier cas, on regarde une donnée de la forme
ψε0(x) = ϕ
ε
+(0, x)χ
+(x) + ϕε−(0, x)χ
−(x),
où les ϕε+ et ϕε− sont respectivement associées aux modes + et − et ont une forme similaire à (2.5),
et (x+0 , ξ
+
0 ), (x
−
0 , ξ
−
0 ) sont des points données dans l’espace des phases. On associe à ces derniers des
trajectoires et actions classiques construits avec les valeurs propres correspondantes. On émet l’hypothèse
suivante sur les quantités classiques
Γ = inf
s∈R
|E+ − E− −
(
λ+(x
+(s))− λ−(x−(s))
) | > 0.
Alors, si
wε(t, x) = ψε(t, x)− ϕε+(t, x)χ+(x)− ϕε−(t, x)χ−(x),
il est possible de prouver que
sup
t∈[0,T ]
‖wε(t)‖H1ε −→ε→0 0.
Ce résultat constitue le Théorème 3.1.13 du Chapitre 3.
Lorsque l’on choisit de superposer deux états cohérents sur le même mode, on regarde la propagation
de données du type
ψε0(x) = (ϕ
ε
1(0, x) + ϕ
ε
2(0, x))χj(x), j ∈ {±}
où ϕε1 et ϕε2 ont la forme (2.5), et (x
j
1(0), ξ
j
1(0)), (x
j
2(0), ξ
j
2(0)) sont des points donnés de l’espace des
phases tels que
(xj1(0), ξ
j
1(0)) = (xj2(0), ξj2(0)).
Si cette dernière hypothèse n’est pas vériﬁée, on se place en fait dans le cadre des Théorèmes 2.1.4, 2.1.5
ϕε(0, x) = ϕε1(0, x) + ϕ
ε
2(0, x).
On note (xj1(t), ξ
j
1(t)), (x
j
2(t), ξ
j
2(t)), et S
j
1(t), S
j
2(t), les quantités classiques associées à λj(x). Alors, si
wε(t, x) = ψε(t, x)− (ϕε1(t, x) + ϕε2(t, x))χj(x)
on a
sup
t∈[0,T ]
‖wε(t)‖H1ε −→ε→0 0;
c’est le Théorème 3.1.14 du Chapitre 3.
Pour montrer ces deux théorèmes, l’idée, issue de [26], est de décomposer le terme non-linéaire en
deux parties : une qui sera traitée comme dans la preuve des Théorèmes 2.1.4 et 2.1.5, qui sera notée NεS
et une autre qui représente l’interaction entre les deux paquets d’ondes, notée NεI . Les calculs usuels sur
le reste wε nous permettent d’obtenir
‖wε(t)‖L2  ‖wε(0)‖L2 +
∫ t
0
‖Lε(s)‖L2ds+
∫ t
0
‖NεI (s)‖L2ds+ ‖NεS‖Lp′ ([0,t],Lq′ ).
C’est l’estimation du terme NεI qui nécessite un travail supplémentaire, aﬁn d’obtenir le lemme suivant
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Lemme 2.1.6. Soient T > 0, 0 < γ < 1/2 et
Iε(T ) = {t ∈ [0, T ], |x+(t)− x−(t)| ≤ εγ}.
Alors, pour tout entier k qui vériﬁe k > d/2, il existe C = C(k) tel que
1
ε
∫ T
0
‖NεI (t)‖H1ε dt ≤ C(Mk+2(T ))3
(
Tεk(1/2−γ) + |Iε(T )|
)
,
où Mk(T ) = max
(
M+k (T ),M
−
k (T )
)
, avec
M±k (T ) = sup
{‖ 〈x〉α ∂βxu±‖(L∞[0,T ];L2(Rd)); |α|+ |β| ≤ k} .
Le traitement du terme |Iε(T )| nécessite des hypothèses sur les trajectoires et leurs énergies, pour
montrer que ce terme tend vers zéro dans la limite semi-classique; cette preuve est présentée dans le
Chapitre 3, Section 3.6.
2.1.5 Résultat annexe 1 : Amélioration du cas unidimensionnel pour des
potentiels de type longue portée
Dans le cas unidimensionnel étudié dans [25], les potentiels considérés sont plus généraux que ceux que
nous regardons et qui vériﬁent l’Hypothèse 2.1.1 : ils sont au plus quadratiques. Le fait que la non-linéarité
soit L2−sous-critique permet de se passer des estimations de Strichartz - qui ne sont pas disponibles pour
ce type de potentiels - et de traiter le problème avec des inégalités standard. L’approximation adiabatique
usuelle est alors valide jusqu’à des temps |t| ≤ c log log(ε−1) :
Théorème 2.1.7 (de [25]). Soient d = 1 et a ∈ S(R). On considère ψε la solution du problème au
Cauchy (2.1)-(2.3), avec V qui satisfait l’Hypothèse 1.2.1. On note wε la diﬀérence suivante :
wε(t, x) = ψε(t, x)− ϕε(t, x)χ+(x).
Alors, il existe C > 0 indépendant de ε tel que,
sup
|t|≤C log log( 1ε )
‖wε(t)‖L2 + ‖ε∂xwε(t)‖L2 + ‖xwε(t)‖L2 −→
ε→0
0.
Cependant, l’utilisation des potentiels longue portée, qui vériﬁent les Hypothèses 2.1.1, permet d’améliorer
le temps de validité de l’approximation pour d = 1, puisque celle-ci est alors valide pour |t| ≤ c log(ε−1) :
Théorème 2.1.8. Soient d = 1 et a ∈ S(R). On considère ψε la solution au problème de Cauchy
(2.1)-(2.3), avec V qui satisfait l’Hypothèse 2.1.1. On note wε la diﬀérence suivante :
wε(t, x) = ψε(t, x)− ϕε(t, x)χ+(x).
Alors, il existe C > 0 indépendant de ε tel que,
sup
|t|≤C log( 1ε )
‖wε(t)‖L2 + ‖ε∂xwε(t)‖L2 −→
ε→0
0.
2.1.6 Résultat annexe 2 : Décroissance de la Hessienne et bornes en temps
longs pour les dérivées et moments du proﬁl
Dans cette section, on rajoute un cas au Théorème 1.2.9, où le comportement du proﬁl en temps long est
démontré :
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Proposition 2.1.9. Soit d = 2 or 3. On suppose κ ≥ 0 et
∣∣Q+(t)∣∣+ (1 + |t|) ∣∣∣∣ ddtQ+(t)
∣∣∣∣ ≤ C(1 + |t|)κ0 , (2.7)
avec C > 0, κ0 > 2. On considère u, la solution au problème de Cauchy (3.7). Alors, pour tout k ∈ N,
la proposition suivante est vériﬁée : il existe C > 0 tel que pour toute paire admissible (p, q), on ait
∀α, β ∈ Nd, |α|+ |β| ≤ k, ‖xα∂βxu‖Lp([0,t],Lq) ≤ CeC|t|, ∀t ∈ R.
Notons d’abord que des potentiels Q qui vériﬁent l’hypothèse de décroissance énoncée existent. En
eﬀet, si on considère un potentiel V qui satisfait l’Hypothèse 2.1.1, et que l’on note E0 l’énergie associée
aux trajectoires sur le mode + que l’on étudie, on peut déﬁnir l’objet λ∞, comme étant
lim
|x|→∞
λ+(x) = λ∞.
Si E0 est choisi tel que E0 > λ∞, et que la trajectoire soit non-captée, c’est-à-dire :
lim
t→∞ |x
+(t)| = +∞,
alors Q+(t) satisfait la propriété de décroissance (2.7).
On remarque aussi que l’hypothèse de non-captance implique que E0 ≥ λ∞, de sorte que l’hypothèse
E0 > λ∞ requise n’est pas si forte en présence de trajectoires non-captées.
Ainsi, en reprenant le potentiel donné en exemple, à savoir
V (x) =
(
cos θ(x) sin θ(x)
sin θ(x) − cos θ(x)
)
,
on voit aisément que Q+(t) = 0, pour |t| assez grand et donc que la proposition précédente est satisfaite.
Pour prouver cette proposition, nous procédons par récurrence et nous supposons d’abord que
sup
t∈R
|Q+(t)| < +∞,
ainsi, les estimations de Strichartz pour potentiels au plus quadratiques, données par le Théorème 1.2.3
sont valides ici.
On peut alors travailler avec des arguments de type “énergie”. On déﬁnit l’Energie et le Viriel de façon
suivante
E(t) =
1
2
‖∇u(t)‖2L2 +
Λ
4
‖u(t)‖4L4 +
1
2
∫
Rd
〈
Q+(t)x, x
〉 |u(t, x)|2dx,
V (t) =
1
2
∫
Rd
|x|2|u(t, x)|2dx,
que l’on dérive aﬁn de montrer les estimations suivantes à l’aide d’inégalités diﬀérentielles sur ces quan-
tités :
‖∇u(t)‖L2 ≤ C1, ‖xu(t)‖L2 ≤ C2(1 + |t|)γ+1,
et donc
‖∇u‖Lp([0,t],Lq) + ‖xu‖Lp([0,t],Lq)  (1 + |t|)γ+2,
qui constituent la première étape de la preuve par récurrence. Le reste de la preuve est déduite en utilisant
les estimations de Strichartz et les inégalités usuelles pour traiter la non-linéarité sur des intervalles de
temps assez petits, dans l’esprit de [22].
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2.2 Partie II : Propagation d’états cohérents à travers un croise-
ment évité
Dans cette section, nous présentons des résultats prouvés dans [70], qui constitue la deuxième partie du
travail de thèse présenté dans ce manuscrit, et qui traite une version non-linéaire du cas étudié dans [61] :
il s’agit ici d’une situation où le potentiel présente un croisement évité en un point (dont la déﬁnition
est donnée par 1.1.1), et où l’on s’attend à ce que l’approximation adiabatique ne soit plus valide et
à voir apparaître des transitions entre les niveaux d’énergie. La non-linéarité choisie est critique d’un
point de vue semi-classique : on choisit α = αc qui est l’exposant pour lequel les eﬀets non-linéaires
se traduisent principalement sur l’équation d’enveloppe dans le cas sans croisement. La question est de
savoir si la non-linéarité choisie critique dans un régime adiabatique aura une incidence sur ces éventuelles
transitions.
Nous verrons d’abord que, loin du croisement, dans la région dite, adiabatique, la fonction d’onde
peut être approchée, à l’ordre dominant, par un état cohérent au proﬁl non-linéaire, comme dans le cas
sans croisement étudié dans [25],[69]. Ensuite, dans une zone proche du point de croisement, l’étude
nous montrera que des transitions non-adiabatiques ont lieu, et peuvent être données par la formule de
Landau-Zener linéaire. Ainsi, à l’ordre dominant, la non-linéarité qui est critique loin du croisement
devient négligeable lorsque l’on se rapproche suﬃsamment de celui-ci et n’inﬂuence pas le phénomène de
transition.
Les détails des preuves sont données dans le Chapitre 4.
2.2.1 Présentation du problème
Le système d’équations de Schrödinger couplées que l’on étudie est le suivant :⎧⎨⎩ iε∂tψε +
ε2
2
∂2xψ
ε −
(
x δ
δ −x
)
ψε = κε3/2|ψε|2ψε;
ψε(−T, .) ∈ S(R),
(2.8)
où κ ∈ R, et où l’exposant devant la non-linéarité est critique. Un croisement évité se produit en x = 0 :
en eﬀet, les valeurs propres λ±δ = ±
√
x2 + δ2 sont égales pour (x, δ) = (0, 0). Les vecteurs propres notés
χ±δ =
t
(
Θ±1 (x),Θ
±
2 (x)
)
sont donnés par⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Θ+1 (x) = −Θ−2 (x) =
δ(
2
√
x2 + δ2(
√
x2 + δ2 − x))1/2 ,
Θ+2 (x) = Θ
−
1 (x) =
√
x2 + δ2 − x(
2
√
x2 + δ2(
√
x2 + δ2 − x))1/2 .
Puisque δ > 0, les vecteurs propres sont C∞ et on déduit les estimations suivantes sur leurs dérivées∣∣∂αxχ±δ (x)∣∣  δ−α, ∀α ∈ N.
Il est cependant possible d’écrire les coordonnées sous forme trigonométrique et d’aﬃner ces estimations
pour les dérivées dont nous aurons besoin:
|∂xχ±δ (x)| 
1
δ
1(x
δ
)2
+ 1
; |∂2xχ±δ (x)| 
1
δ2
1((x
δ
)2
+ 1
)3/2 . (2.9)
On rappelle que les quantités classiques déﬁnies dans l’introduction sont données par :
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Trajectoires classiques.
Soient (x±(t), ξ±(t)) les solutions du système suivant :{
x˙±(t) = ξ±(t)
ξ˙±(t) = −∂xλ±δ (x±(t))
avec
{
x±(0) = x±0
ξ±(0) = ξ±0
Remarque 2.2.1. On remarque premièrement que ces solutions sont uniques, globales et régulières à δ > 0
ﬁxé, et donc dépendantes du paramètre adiabatique, mais un contrôle uniforme en δ utilisant [26] est
prouvé : pour tout T > 0,
∃C > 0, ∃δ0 > 0, ∀t ∈ [−T, 0], ∀δ ∈]0, δ0], |ξ±(t)|+ |x±(t)| ≤ C.
Par souci de simplicité d’écriture, nous n’indiquerons pas la dépendance en δ des trajectoires classiques.
Par ailleurs, ces trajectoires admettent une limite, bien déﬁnie (voir par exemple [46]) lorsque δ tend vers
zéro : ⎧⎨⎩
x˙±(t) = ξ±(t)
ξ˙±(t) =
∓x±(t)
|x±(t)| ,
celles-ci ne seront, cependant, pas utilisées dans l’étude du problème.
Action classique.
On rappelle que l’action classique usuelle est déﬁnie par
S±(t) =
∫ t
0
|ξ±(s)|2
2
− λ±δ (x±(s))ds.
Choix du temps de démarrage et choix de la donnée.
La donnée sera construite avec les quantités classiques associées à la valeur propre λ+δ (x), avec pour
valeurs initiales x0 = 0 et ξ0 > 0, au temps t = 0, choisi comme étant le temps pour lequel la distance
minimale entre les valeurs propres est atteinte au point x = 0.
On choisit un temps T ﬁxé indépendamment de ε et δ tel que pour t ∈ [−T, 0], x+(t) soit croissante
jusqu’à atteindre zéro au temps t = 0. Il est utile de faire cette restriction sur le temps de démarrage
de la propagation pour n’étudier qu’un seul passage du paquet d’onde par le croisement. En eﬀet, x+(t)
n’étant pas monotone, le paquet d’onde peut traverser plusieurs fois la zone de croisement sur un inter-
valle de temps assez grand.
On déﬁnit alors ψε(−T, x) comme étant un paquet d’onde localisé dans l’espace des phases autour du
point (x+(−T ), ξ+(−T )) et vivant dans l’espace propre “+”, de la façon suivante :
ψε(−T, x) = ε−1/4a
(
x− x+(−T )√
ε
)
e
iS+(−T )
ε +
iξ+(−T ).(x−x+(−T ))
ε χ+δ (x), (2.10)
où a est une fonction dans S(R).
2.2.2 Approximations et résultat principal
L’idée, inspirée par la démarche de [61], est la suivante :
Loin du point de croisement, on prétend que la fonction d’onde reste, à l’ordre dominant, de la même
forme - un état cohérent construit avec un proﬁl non-linéaire comme dans le cas adiabatique - et dans le
même espace propre. Le point important est de savoir jusqu’où on peut aller avec une approximation de
ce type, c’est-à-dire, jusqu’à quel temps, proche du temps auquel le croisement a lieu, on peut approcher
la solution exacte avec l’approximation adiabatique usuelle. On divise donc l’analyse de la propagation
selon trois “régions” d’étude avec des échelles diﬀérentes, échelles parfois qualiﬁées de “ ‘macroscopique”ou
“slow” (pour laquelle on utilisera la variable t) et “microscopique” ou “fast” (pour laquelle on utilisera s
avec s = t/
√
ε).
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1. La région que l’on appellera “région adiabatique”, où x+(t)  0, qui part de −T jusqu’à un temps
maximal de validité de cette approximation, temps noté −tε,
2. La zone de croisement de −tε à tε où la transition sera visible, transition qui, nous le verrons, sera
linéaire,
3. L’intervalle de temps après le croisement [tε, T ]. On ne discutera pas de cette région de temps dans
cette section, mais elle apparaîtra dans la Section 2.3.
Le but est de construire une approximation dans chaque région, de montrer qu’elles sont valides dans la
limite semi-classique, et, en les étudiant, d’en tirer des informations sur la fonction d’onde elle-même.
Approximation dans la région adiabatique
On considère la fonction uδ = uδ(t, y), solution de l’équation suivante
i∂tuδ +
1
2
∂2yuδ −
1
2
λ
+(2)
δ (x
+(t))y2uδ = κ|uδ|2uδ ; uδ(−T, y) = a(y), (2.11)
où a ∈ S(R), et λ+(2)δ (x) = δ2
(
x2 + δ2
)−3/2
.
Approximation dans la zone de croisement
On introduit la fonction à valeurs vectorielles solution de l’équation suivante, et que l’on note f
i∂sf −
(
y + sξ0 c
c −(y + sξ0)
)
f = 0; (2.12)
avec la donnée suivante
f(−c0ε−γ , y) = uδ(−c0ε1/2−γ , y)
(
0
1
)
e
i
εφ
ε(y) (2.13)
où s, y ∈ R, γ ∈]0, 1/6[, et φε(y) est une phase réelle qui ne sera pas explicitée dans l’immédiat.
On a alors le théorème suivant :
Théorème 2.2.2. Soit ψε(t, x) la solution exacte du problème de Cauchy (2.8)-(2.10), et δ = c
√
ε, où
c > 0. Alors, si c0 > 0 est indépendant du paramètre ε, et si γ ∈]0, 1/6[:
(1) Pour −T ≤ t ≤ −c0ε 12−γ , dans la limite ε → 0 on a
ψε(t, x) = ε−1/4uδ
(
t,
x− x+(t)√
ε
)
e
iS+(t)
ε +
iξ+(t).(x−x+(t))
ε χ+δ (x) +O(εγ), dans L2(R),
où uδ est le proﬁl solution de l’équation d’enveloppe (2.11).
(2) Pour −c0ε 12−γ ≤ t ≤ c0ε 12−γ , dans la limite ε → 0 on a
ψε(t, x) = ε−1/4f
(
t√
ε
,
x− tξ0√
ε
)
e
iξ20t
2ε +
iξ0.(x−tξ0)
ε +O(εγ/2), dans L2(R)
où f est la solution de (2.12) - (2.13).
Remarquons que pour chacune de ces approximations, la présence du terme non-linéaire à traiter nous
force en réalité à estimer le reste dans un espace fonctionnel de type Sobolev à poids H1ε (R).
Il est important de noter que la fonction f exhibe des transitions, c’est-à-dire qu’une fois “rescalée”,
et sous les bonnes variables, au temps de sortie de la zone de croisement, chacune de ses composantes sur
chaque mode est non-négligeable dans la limite semi-classique. Notons deux informations sur les eﬀets
de non-linéarité :
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1. Dans la région adiabatique, la non-linéarité se fait sentir de la même manière que dans le cas sans
croisement, c’est-à-dire, en aﬀectant l’équation du proﬁl uniquement (la question de validité pour
des temps longs n’a pas lieu d’être ici étant donné que nous travaillons sur des intervalles de temps
ﬁnis).
2. L’approximation f est linéaire et analogue à celle introduite dans [61]. Le phénomène de transition
n’est donc pas touché par la non-linéarité pour cet exposant critique αc. On s’attend donc à avoir
le même coeﬃcient de transition entre les modes.
On en déduit le résultat suivant
Corollaire 2.2.3 (Transition entre les modes). Soit
ψε(t, x) = ψε+(t, x)χ
+
δ (x) + ψ
ε
−(t, x)χ
−
δ (x)
la solution de (2.8) - (2.10), et δ = c
√
ε où c > 0. On considère c0 > 0, γ ∈]0, 1/6[, et tε = c0ε1/2−γ .
Lorsque ε → 0
∀t ∈ [−T,−tε], ‖ψε+(t)‖2L2 = ‖a‖2L2 + o(1)
‖ψε−(t)‖2L2 = o(1).
et pour p = e−
πc2
ξ0 , le coeﬃcient de transition de Landau-Zener
‖ψε+(tε)‖2L2 = (1− p)‖a‖2L2 + o(1)
‖ψε−(tε)‖2L2 = p‖a‖2L2 + o(1).
Notons que p est le même que dans le cas linéaire étudié dans [61].
Il faut dans un premier temps bien étudier chacun de ces proﬁls - existence, contrôle des dérivées
et/ou moments indépendant des paramètres adiabatiques et semi-classiques - et ensuite, prouver leurs
validités, sachant que la présence de la non-linéarité induit des diﬃcultés. Et, puisqu’il y a diﬀérentes
approximations, il est nécessaire de vériﬁer qu’au temps “frontière” −tε, celles-ci soient proches dans la
limite semi-classique.
2.2.3 Contrôle du proﬁl et validité de l’approximation dans la région adiaba-
tique
Le but de cette sous-section est de présenter les résultats liés à la région adiabatique et à l’approximation
donnée par le point (1) du Théorème 2.2.2. On écrit
wε(t, x) = ψε(t, x)− ε−1/4uδ
(
t,
x− x+(t)√
ε
)
e
iS+(t)
ε +
iξ+(t).(x−x+(t))
ε χ+δ (x), (2.14)
et on cherche à estimer ce terme dans L2(R). L’équation vériﬁée par wε laisse apparaître des termes de
nature linéaire, que l’on notera Lε (déjà présents dans le cas étudié par les auteurs de [61]) et des termes,
notés NLε issus de la non-linéarité, qui seront explicités plus tard.
On divise cette sous-section en deux étapes : d’abord l’étude du proﬁl uδ et notamment de ses dérivées
et moments, ensuite le traitement des termes linéaires, qui sont présents en estimant les pertes en δ, ε et
le terme non-linéaire.
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Etude du proﬁl
On s’attelle d’abord à l’étude du proﬁl uδ, pour lequel, l’existence globale à δ ﬁxé est donnée par le
Théorème 1.2.8, notamment par le point traitant le cas L2−sous-critique, issu de [22]. Comme on le voit
dans les travaux précédents, qui concernent le cas non-linéaire - à savoir [26], [25] et [69] - lorsque l’on
souhaite estimer le terme d’erreur entre ψε et l’approximation, les termes sources à traiter contiennent
des dérivées et moments du proﬁl. Il est donc nécessaire de connaître ces quantités. Lorsque le proﬁl ne
dépend pas des petits paramètres δ, ε, ce contrôle est connu, notamment dans le cas unidimensionnel où
nous nous plaçons, par le Théorème 1.2.9. Etant dans le cas d’un intervalle de temps ﬁni, il est facile
d’en déduire
Proposition 2.2.4 (Contrôle du proﬁl loin de t = 0). Pour tout T0 ∈]0, T [, il existe C > 0, tel que
∀t ∈ [−T,−T0], ∀α, β ∈ N, α+ β ≤ k, ‖yα∂βy uδ(t)‖L2(R) ≤ C.
Pour le prouver, il suﬃt de voir que∣∣∣λ+(2)(x(t))∣∣∣ = δ2
(x+(t)2 + δ2)
3/2
≤ Cδ
2∣∣inf [−T,−T0] x+(t)∣∣3 ≤ C˜δ2,
pour t ∈ [−T,−T0], car |x+(t)| est borné inférieurement par une constante positive qui est indépendante
d’ε lorsque l’on se place loin de t = 0 (on rappelle que T est choisi pour que la trajectoire, de signe
négatif, soit croissante sur [−T, 0]). Il suﬃt alors d’utiliser le deuxième point du Théorème 1.2.9 donné
par [22] pour obtenir une borne indépendante de δ et ε.
Etant donné que l’on souhaite se rapprocher du point de croisement, il est en fait nécessaire de
connaître le comportement du proﬁl sur l’intervalle [−T, 0], pour lequel l’argument précédent n’est plus
valable. La diﬃculté réside dans le fait que le proﬁl est dépendant de δ et donc l’obtention d’une
borne indépendante de ce paramètre n’est pas une tâche aisée. En eﬀet, cela nécessiterait, par exemple,
l’utilisation d’estimations de Strichartz que nous n’avons pas pour notre potentiel δ2
(
x(t)2 + δ2
)−3/2
y2
et qui dépend du paramètre semi-classique à cause de δ.
Pour ce faire, la stratégie est d’éliminer celui-ci en utilisant la Transformée de lentille, présentée
dans [22], qui permet de passer de uδ à une fonction v solution d’une équation de Schrödinger libre sur
un intervalle de temps donné. Pour donner une idée simple mais non rigoureuse dans un premier temps,
il s’agit de passer d’une fonction v solution d’une équation du type
i∂sv +
1
2
∂2xv = Hδ(s)|v|2v ; v(0, x) = uδ(−T0, x),
pour un certain T0, à uδ, solution de
i∂tu+
1
2
∂2xu−
1
2
λ
(2)
δ (x(t))x
2u = κ|u|2u ; u(−T, x) = a(x), t ∈ [0, T0]
où uδ est construite de la façon suivante
uδ(t− T0, x) = 1√
νδu(t)
v
(
μδ(t)
νδ(t)
,
x
νδ(t)
)
e
iν˙δ(t)
νδ(t)
. x
2
2 , ∀t ∈ [−T, 0],
et où Hδ est une nouvelle non-linéarité construite à partir de celle présente dans (2.11) et où les quantités
μδ, νδ, Hδ dépendent du potentiel δ2
(
x(t)2 + δ2
)−3/2
y2.
Le lien entre les dérivées et moments d’ordre k de uδ et v est donné par
‖xkuδ(t− T0)‖2L2 = ν(t)2k
∥∥∥∥ykv(μ(t)ν(t)
)∥∥∥∥2
L2
≤ C
‖∂kxuδ(t− T0)‖2L2 ≤
∫
1
ν(t)
∑
α≤k
∣∣∣∣ν(t)−α∂αy v(μ(t)ν(t)
)∣∣∣∣2 × (∂k−αy e iν˙(t)ν(t) . x22 )2 dx
Deux problèmes se posent alors :
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• Puisque μδ, νδ et ν˙δ vont entrer en jeu dans le contrôle de v et donc de uδ, il est nécessaire de
bien les connaître. Or une dépendance en δ, due au potentiel, est présente et donc, une perte est
possible quand on estime les dérivées et moments.
• Il faudra trouver un contrôle de v solution d’une équation sans proﬁl, mais, toujours non-linéaire,
cette non-linéarité pouvant dépendre de δ.
On introduit d’abord les fonctions μδ et νδ, solutions de{
μ¨δ + λ
+(2)
δ (x(t))μδ = 0; μδ(0) = 0; μ˙δ(0) = 1,
ν¨δ + λ
+(2)
δ (x(t))νδ = 0; νδ(0) = 1; ν˙δ(0) = 0.
(2.15)
A δ > 0 ﬁxé, il existe un unique couple de solutions (μδ, νδ) qui satisfait (2.15) sur un certain intervalle
[0, Tδ[ qui est le temps maximal d’existence.
Aﬁn de contrôler les quantités μδ, νδ et ν˙δ, on écrit grâce à (2.15) pour un certain T0 > 0(
νδ(t)
ν˙δ(t)
)
=
(
1
0
)
+
∫ t
0
(
ν˙δ(s)
−λ+(2)δ (x(s))νδ(s)
)
ds,
et donc ∣∣∣∣∫ t
0
ν˙δ(s)ds
∣∣∣∣ ≤ |ν˙δ|∞|t|,∣∣∣∣∫ t
0
−λ+(2)δ (x(s))νδ(s)ds
∣∣∣∣ ≤ |νδ|∞ ∫ T0
0
|λ+(2)δ (x(s))|ds,
où |A|∞ = sups∈[0,T0] |A(s)|. On voit donc aisément que pour trouver un contrôle des μδ, νδ, il est
nécessaire de majorer ∫ T0
0
|λ+(2)δ (x(s))|ds,
quantité explicite qui est facile à manipuler et qui donne le lemme suivant, issu de [61] :
Lemme 2.2.5 (Proposition 2.2 de [61]). Soit T > 0. Alors il existe σ > 0, tel que
∃δ0 > 0, ∀δ ∈]0, δ0],
∫ t
0
∣∣∣λ(2)δ (x(s))∣∣∣ ds ≤ σ(1 + T ), ∀ 0 < t ≤ T.
On montre alors un contrôle uniforme en δ des termes μδ, νδ et ν˙δ :
Proposition 2.2.6. Soient μδ, νδ les solutions de (2.15). Il existe T0 > 0 tel que T0 < Tδ, indépendam-
ment de δ, et C > 0 tels que
∀δ ∈]0, δ0], ∀t ∈ [0, T0], |μδ(t)|+ |νδ(t)|+ |ν˙δ(t)|+
∣∣∣∣ 1νδ(t)
∣∣∣∣ ≤ C.
De plus, t → μδ(t)
νδ(t)
est une fonction croissante sur [0, T0].
Ceci nous permet d’introduire proprement la Transformée de lentille, et donc, la fonction “libre” v :
Proposition 2.2.7 (De [22]). Soient a ∈ S(R) and T0 > 0, μδ, νδ donnés par (2.15) tels que la Propo-
sition 2.2.6 soit vériﬁée. On déﬁnit
s =
μδ(t)
νδ(t)
, t ∈ [0, T0],
et
Hδ(s) = ν
((
μδ
νδ
)−1
(s)
)
κ, s ∈
[
0,
μδ(T0)
νδ(T0)
]
.
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Soient v la solution de :
i∂sv +
1
2
∂2xv = Hδ(s)|v|2v ; v(0, x) = uδ(−T0, x), (2.16)
et
uδ(t− T0, x) = 1√
νδ(t)
v
(
μδ(t)
νδ(t)
,
x
νδ(t)
)
e
iν˙δ(t)
νδ(t)
. x
2
2 , ∀t ∈ [0, T0].
Alors uδ est la solution de (2.11) :
i∂tu+
1
2
∂2xu−
1
2
λ
(2)
δ (x(t))x
2u = κ|u|2u ; u(−T, x) = a(x).
Remarque 2.2.8. Plusieurs remarques sont à faire :
• L’énoncé original de [22] est donné dans un cadre plus général : Il n’y a pas de restriction sur la
dimension, du moment que l’exposant σ de la non-linéarité vériﬁe σ < 2/(d − 2) si d ≥ 3. Notons
aussi que des non-linéarités plus générales, avec un coeﬃcient qui dépend du temps pour u dans
la proposition précédente, sont permises, sous certaines conditions qui ne seront pas détaillées ici
(voir [22] pour plus de détails).
Par ailleurs, la transformée est valable pour des potentiels de la forme 〈Ω(t)x|x〉, avec Ω ∈ C(R,R)
et isotrope. Notre potentiel ne vériﬁe cette hypothèse qu’en dimension 1, d’où une première justi-
ﬁcation de cette restriction au cas unidimensionnel.
• La Proposition 2.2.6 nous permet aisément de déduire que μ(T0)
ν(T0)
est borné indépendamment de δ.
De la même manière, Hδ(s) est borné sur
[
0,
μ(T0)
ν(T0)
]
, et ce, indépendamment de δ.
• L’existence de la solution v pour t ∈
[
0,
μ(T0)
ν(T0)
]
, à δ ﬁxé est facile à déduire de la conservation de
la norme L2 de uδ et de la Proposition (2.2.6).
Pour étudier les dérivées et moments de v, on utilise des estimations de Strichartz libres, de [55], [95]
and [97], qui donnent les mêmes estimations (1.8) et (1.9), que celles du Théorème 1.2.3, ce qui nous
permet de montrer que ces quantités sont bornées par des constantes indépendantes de δ. On déduit alors
le Théorème suivant, qui, avec la Proposition 2.2.4 nous donne le contrôle uniforme en δ des dérivées et
moments du proﬁl sur l’intervalle [−T, 0] :
Théorème 2.2.9 (Contrôle du proﬁl jusqu’à t = 0). Soit κ ∈ R, et a ∈ S(R). On considère uδ la
solution de (2.11), et δ = c
√
ε où c > 0. Alors, il existe T0 > 0 tel que pour tout k ∈ N, la proposition
suivante soit vériﬁée
Il existe C > 0, tel que
∀α, β ∈ N, α+ β ≤ k, ‖yα∂βy uδ(t)‖L2(R) ≤ C, ∀t ∈ [−T0, 0]
Validité de l’approximation
On écrit
ϕε(t, x) = ε−1/4uδ
(
t,
x− x+(t)√
ε
)
e
iS+(t)
ε +
iξ+(t).(x−x+(t))
ε .
Le théorème qui donne la validité de l’approximation ϕεχ+δ s’énonce de manière suivante
Théorème 2.2.10 (Validité de l’approximation dans la région adiabatique). Soient T > 0, γ ∈ [0, 1/6],
c0 > 0 et a ∈ S(R). On considère ψε, la solution exacte au problème de Cauchy (2.8) - (2.10), et ϕε,
l’approximation déﬁnie ci-dessus. Alors, la diﬀérence
wε(t, x) = ψε(t, x)− ϕε(t, x)χ+δ (x),
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satisfait : ∃C > 0, ∃ε0 > 0, ∀ε ∈]0, ε0]
sup
t∈[−T,−tε]
‖wε(t)‖L2(R) + ‖ε∂xwε(t)‖L2(R) ≤ Cεγ ,
où tε = c0ε1/2−γ .
Dans cette sous-section, nous donnerons un rapide aperçu des idées de preuve de ce théorème.
Notons d’abord que ϕε vériﬁe l’équation suivante⎧⎪⎨⎪⎩
iε∂tϕ
ε +
ε2
2
∂2xϕ
ε − λδ(x)ϕε = κε3/2|ϕε|2ϕε −Rεδ(t, x)ϕε;
ϕε(−T, x) = ε−1/4a
(
t,
x− x+(−T )√
ε
)
e
iS+(−T )
ε +
iξ+(−T ).(x−x+(−T ))
ε
où
Rεδ(t, x) =
λ(3)(g(t, x))
6
(x− x+(t))3, avec g(t, x) = τx+ (1− τ)x+(t), τ ∈]0, 1[.
Le terme d’erreur wε entre la fonction d’onde ψε et l’approximation ϕεχ+δ vériﬁe⎧⎨⎩ iε∂twε + ε
2
2
∂2xw
ε − Vδ(x)wε = εNLε + εLε;
wε(−T, x) = 0
où
NLε = κε1/2
(|ψε|2ψε − |ϕε|2ϕεχ+δ )
Lε = ε−1Rεδ(t, x)ϕεχ+δ + ε∂xϕε.dχ+δ +
ε
2
ϕεd2χ+δ .
En utilisant la formule de Duhamel et les estimations L2 usuelles, on obtient
‖wε(t)‖L2 ≤ ‖wε(−T )‖L2 +
∫ t
−T
‖NLε(s)‖L2ds+
∫ t
−T
‖Lε(s)‖L2ds.
On se heurte à deux diﬃcultés lorsque l’on veut grossièrement majorer certains termes de Lε:
• Des termes présentent des contributions trop importantes de l’ordre de ε−β , β ≥ 0, qui ne sont
pas compensées : par exemple, le dernier terme de Lε peut être grossièrement majoré de la façon
suivante :∥∥∥ε
2
ϕε.d2χδ(t)
∥∥∥
L2
 ε|d2χδ|∞‖ϕε(t)‖L2  ε
δ2
 1,
ce qui ne permet pas de montrer que le reste est petit dans la limite semi-classique.
• Tout comme dans le cas sans croisement, le terme ε∂xϕε.dχ+δ présente une contribution non-
négligeable, en O(1) dans L2(R). La stratégie utilisée consistait à introduire des termes de correc-
tion pour éliminer ce terme. Ici, ces termes vont dépendre de ε et éventuellement induire des pertes
trop importantes.
Pour passer outre ces diﬃcultés, on écrit les coordonnées des vecteurs propres de façon trigonométrique,
ce qui permet de trouver des bornes plus ﬁnes, données par (2.9). Ensuite, il est possible de “gagner” des
puissances de ε en intégrant en temps. En prenant comme exemple le terme ci-dessus, on peut déduire
‖ε ϕε.d2χδ(s)‖L1([−T ;t],L2) 
∫ t
−T
[∫
|x|≥θ|s|
. . .+
∫
|x|≤θ|s|
. . .
]1/2
ds 
∫ t
−T
[
ε2δ2
|s|6
]1/2
+
[
ε2
√
ε
2M
δ4|s|2M
]1/2
ds,
où on a utilisé le contrôle du proﬁl ainsi que
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• Pour la première intégrale : |x| ≥ θ|s|, et donc
∣∣∣x
δ
∣∣∣−1 ≤ δ
θ|s| ,
• Pour la deuxième, on a utilisé le fait que tous les moments du proﬁl sont bornés, (Théorème 2.2.9)
en multipliant et divisant par
√
ε
2M
|x− x(s)|2M pour M arbitrairement grand.
On en déduit alors
‖ε ϕε.d2χδ(s)‖L1([−T ;t],L2)  ε
√
ε
t2
De même, on obtient des bornes pour tous les autres termes, ce qui donne l’estimation suivante sur le
terme linéaire :
Lemme 2.2.11. Soient a ∈ S(R) et Λ > 0 une constante ﬁxée. Alors il existe CL > 0 indépendant de
ε, tel que pour tout t ∈ [−T,−Λ√ε], on a
‖Lε(t)‖L2 + ‖ε∂xLε(t)‖L2 ≤ CL
√
ε
|t| .
Il reste à regarder le terme non-linéaire sans les estimations de Strichartz qui ne sont pas connues
pour notre système. On peut écrire
‖NLε‖L2(R)  κ
√
ε
(‖wε‖2L∞ + ‖ϕε‖2L∞) ‖wε‖L2 ,
et donc, en utilisant le Lemme 2.2.11
‖wε(t)‖L2 ≤ CL
√
ε
|t| + C(κ)
√
ε
∫ t
−T
(‖wε‖2L∞ + ‖ϕε‖2L∞) ‖wε‖L2ds.
Aﬁn de traiter la norme L∞ de wε, un argument de type bootstrap est nécessaire, ainsi qu’une estimation
de la dérivée de wε pour vériﬁer cette hypothèse :
‖wε(t)‖L∞ ≤ M|t| , M > 0.
Ceci permet de déduire, pour t ∈ [−T,−Λ√ε] des majorations de type
‖wε(t)‖L2 + ‖ε∂xwε(t)‖L2 ≤
√
ε
C1 CL
|t|
[
1 + eC2
M2
Λ
M2
Λ
]
, (2.17)
où les constantes C1, C2 dépendent uniquement de κ, T . Notons qu’en prenant −T ≤ t ≤ c0ε1/2−γ pour
0 < γ < 1/2 et c0 > 0, le terme d’erreur tend vers zéro dans la limite semi-classique.
Il reste à vériﬁer l’hypothèse de bootstrap, en utilisant l’inégalité de Gagliardo-Nirenberg suivante pour
wε:
‖wε(t)‖L∞ ≤ CGN ε−1/2‖wε(t)‖1/2L2 ‖ε∂xwε(t)‖1/2L2
≤ CGN C1 CL|t|
[
1 + eC2
M2
Λ
M2
Λ
]
,
et en vériﬁant si l’inégalité suivante est valide
CGN
C1 CL
|t|
[
1 + eC2
M2
Λ
M2
Λ
]
≤ M|t| .
En choisissant proprement Λ et M , c’est le cas et on en déduit donc la validité de l’hypothèse de bootstrap
utilisée.
Remarquons que l’utilisation de “simples” estimations L2, possibles car nous sommes dans un cas
L2−sous-critique, ainsi que l’inégalité de Gagliardo-Nirenberg donnant la norme L∞ par rapport aux
normes L2 et H1 nous restreint, techniquement, au cas unidimensionnel.
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2.2.4 Approximation dans la zone de croisement
Lorsque l’on se rapproche du croisement, les quantités classiques associées au mode + ne sont plus
adaptées pour construire une approximation, puisque, tout comme dans le cas linéaire de [61], à l’ordre
dominant, la solution ne va pas rester localisée autour de (x+(t), ξ+(t)) dans l’espace des phases. Les
trajectoires vériﬁent
x±(t) = ξ0t+O(t2) ; ξ±(t) = ξ0 +O(t),
On utilise donc de nouvelles trajectoires libres qui sont une approximation des précédentes et sont proches
des deux trajectoires + et − pour des temps t petits :
x˜(t) = ξ0t ; ξ˜(t) = ξ0 > 0.
Par ailleurs, pour étudier la fonction d’onde dans cette petite zone, on eﬀectue un changement d’échelle
en temps : t = s
√
ε, et on va regarder le problème dans la variable de temps s, qui représente une échelle
“rapide” où les mouvements des particules seront visibles sur le petit intervalle de temps [−tε, tε].
On introduit les variables suivantes : {
y = (x− tξ0) /
√
ε
s = t/
√
ε,
et la version rescalée de ψε, que l’on note vε :
ψε(t, x) = ε−1/4vε
(
t√
ε
,
x− tξ0√
ε
)
e
iξ20t
2ε +
iξ0.(x−tξ0)
ε (2.18)
avec vε(s, y) ∈ C2, solution de l’équation suivante⎧⎨⎩ i∂svε +
√
ε
2
∂2xv
ε − Vδ/√ε (y + sξ0) vε = κ
√
ε|vε|2vε,
vε(−c0ε−γ , y) = vεinit.(y)
(2.19)
où
Vδ/
√
ε (y + sξ0) =
(
(y + sξ0) δ/
√
ε
δ/
√
ε −(y + sξ0)
)
.
La donnée vεinit.(y) est choisie de sorte que (2.18) soit vériﬁée au temps d’arrivée dans la zone de croise-
ment t = −c0ε1/2−γ .
L’approximation que l’on souhaite utiliser est analogue à celle introduite dans le cas linéaire. En eﬀet,
on souhaite décomposer une éventuelle fonction approchée de la façon suivante :
vεapp(s, y) 
∞∑
j=0
cjε
j/2fj(s, y),
où cj et fj sont à valeurs vectorielles. Il est facile de voir que les termes de plus petit degré, pour j = 0,
satisfont l’EDO
i∂sf0 −
(
y + sξ0 c
c −(y + sξ0)
)
f0 = 0,
c’est-à-dire l’équation de f , (2.12), tandis que la solution exacte satisfait
i∂sv
ε −
(
(y + sξ0) δ/
√
ε
δ/
√
ε −(y + sξ0)
)
vε =
√
ε
(
−1
2
∂2x + κ|vε|2
)
vε.
Comme la non-linéarité est précédée de
√
ε, qui a donc un poids semi-classique plus petit que ces termes,
on prétend que l’évolution, à l’ordre dominant, ne sera pas aﬀectée par des eﬀets non-linéaires, entraînant
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une propagation similaire à [61] dans la région considérée.
On note rε(s, y) = vε(s, y)− f(s, y) le terme d’erreur que l’on souhaite contrôler et qui vériﬁe⎧⎪⎪⎨⎪⎪⎩
i∂sr
ε +
√
ε
2
∂2yr
ε −
(
y + sξ0 c
c −(y + sξ0)
)
rε =
√
ε
2
∂2yf + κ
√
ε|rε + f |2(rε + f),
rε(−c0ε−γ , y) = vεiniti.(y)− uδ(−c0ε1/2−γ , y)
(
0
1
)
e
i
εφ
ε(y).
Il est donc primordial d’estimer le terme au temps initial, et de connaître des bornes sur les dérivées de
f avant de traiter le terme non-linéaire.
Dans la suite, nous eﬀectuerons d’abord une analyse des fonctions au temps d’arrivée dans la zone de
croisement. Celle-ci nécessite un “recollement” et donc, un calcul assez fastidieux, utilisant des développe-
ments asymptotiques des quantités classiques, dont nous ne donnerons pas les détails. Nous introduirons
ensuite l’approximation (2.12) et discuterons de ses propriétés plus en détails; enﬁn, nous terminerons
cette sous-section par l’énoncé et une idée de preuve du théorème qui donne la validité de cette approxi-
mation et l’information que l’on en tire sur la transition entre les modes.
Recollement des données
On sait qu’au temps −tε = −c0ε1/2−γ , la fonction d’onde peut être écrite sous deux formes :
ψε(−tε, x) = ε−1/4uδ
(
−tε, x− x
+(−tε)√
ε
)
e
i
ε (S
+(−tε)+ξ+(−tε).(x−x+(−tε))χδ(x) + wε(−tε, x),
issue de l’approximation adiabatique, et, après le changement de fonction inconnue :
ψε(−tε, x) = ε−1/4vε
(−tε√
ε
,
x+ tεξ0√
ε
)
e
i
ε ξ
2
0(−tε)/2+ξ0(x+tεξ0).
On souhaite donc recoller ces deux expressions en s = −sε = −c0ε−γ , en exprimant la donnée de façon
suivante :
vεinit. (y) = uδ
(
−c0ε1/2−γ , y
)
e
iφε(y)
ε
(
0
1
)
+W ε(y),
où la phase est donnée par
i
ε
φε(y) =
i
ε
(
S(−√εsε) +
√
ε
2
ξ20s
ε
)
+
i
ε
[
ξ(−√εsε).(√εy −√εsεξ0 − x(−sε
√
ε))− ξ0
√
εy
]
,
et où W ε est assez petit dans L2(R), pour que la diﬀérence au temps initial s = −c0ε−γ entre vε et f ,
dont la donnée est (2.13), puisse tendre vers zéro dans la limite semi-classique. Ce terme W ε est constitué
de :
W ε(y) = ωε(−c0ε−γ , y)
+ θ(ε)
(∫ 1
0
∂yuδ(−c0ε1/2−γ , ζθ(ε) + y) dζ
)
e
i
εφ
ε(y) χ+δ (
√
ε(y − c0ξ0ε−γ))
+ uδ(−c0ε1/2−γ , y)e iεφε(y)
[
χ+δ (
√
ε(y − c0ε−γ))−
(
0
1
)]
,
où θ(ε) = −sεξ0 − x(−s
ε
√
ε)√
ε
= O(ε 12−2γ), que l’on déduit grâce à des asymptotiques pour des temps
s
√
ε petits. En procédant de même pour trouver des estimations asymptotiques sur les vecteurs propres,
et en utilisant l’information sur le terme d’erreur wε, on en déduit que
‖W ε‖L2 + ‖
√
ε∂yW
ε‖L2  εγ .
44 Chapitre 2. Présentation des travaux de thèse
Etude de la fonction f
L’étape suivante consiste à bien étudier l’approximation f , et notamment comment elle se répartit sur
chacun des modes. Il est possible de résoudre l’EDO et de trouver une expression explicite faisant
usage de fonctions spéciales : les Fonctions Paraboliques Cylindriques, dont il est possible de calculer les
asymptotiques pour des temps |s| grands. C’est la méthode choisie dans [61] (voir [57] pour les formules
concernant les Fonctions Paraboliques Cylindriques).
Dans les travaux présentés dans ce manuscrit, c’est plutôt un théorème de type scattering qui est
utilisé pour déduire le comportement asymptotique de f . En eﬀet, le système dont f est solution est de
type Landau-Zener. Il est donc possible d’appliquer le théorème qui suit, issu de [44] modulo de bons
changements de variables pour se ramener au système de l’énoncé :
Théorème 2.2.12 (Résultat de scattering, Appendice 9, [44]). On considère le système suivant
−i∂su =
(
s η
η −s
)
u.
Alors, il existe
(
gs−1 , g
s−
2
)
et
(
gs+1 , g
s+
2
)
deux bases de solutions orthonormales, telles que, localement et
uniformément en η, les asymptotiques suivantes soient vériﬁées :
pour s → −∞,
⎧⎪⎪⎨⎪⎪⎩
gs−1 (s, η) = e
iΛ(s,η)
(
1
0
)
+ o(1)
gs−2 (s, η) = e
−iΛ(s,η)
(
0
1
)
+ o(1)
pour s → +∞,
⎧⎪⎪⎨⎪⎪⎩
gs+1 (s, η) = e
iΛ(s,η)
(
1
0
)
+ o(1)
gs+2 (s, η) = e
−iΛ(s,η)
(
0
1
)
+ o(1)
où
Λ(s, η) =
s2
2
+
η2
2
log |s|,
et où le passage entre les coordonnées (α1, α2) dans la base
(
gs−1 , g
s−
2
)
à (β1, β2) dans
(
gs+1 , g
s+
2
)
se fait
de la façon suivante : (
β1(η)
β2(η)
)
=
(
A(η) −B(η)
B(η) A(η)
)(
α1(η)
α2(η)
)
où
A(η) = e−πη
2/2, B(η) =
2i√
πη
2−iη
2/2e−πη
2/4Γ
(
1 +
iη2
2
)
sinh
(
πη2
2
)
,
et |A(η)|2 + |B(η)|2 = 1.
Pour appliquer ce théorème, il faut passer de l’équation
i∂sf −
(
y + sξ0 c
c −(y + sξ0)
)
f = 0;
à
−i∂s˜u−
(
s˜ η
η −s˜
)
u = 0,
ce qui est possible en eﬀectuant le changement suivant : s˜ = (sξ0 + y)/
√
ξ0 et f˜(s˜, y) = f(s, y) puis{
f˜1 = u2
f˜2 = u1
, avec η = −c/√ξ0.
Notons que dans notre cas, la phase Λ va dépendre de s et de y mais qu’en terme de norme L2, nous
ne verrons pas son eﬀet.
On en déduit alors le comportement suivant de f :
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Corollaire 2.2.13. Soit γ ∈]0, 1/6[. On considère f = (f1, f2) la solution du problème (2.12)-(2.13) sur
l’intervalle de temps [−c0ε−γ , c0ε−γ ]. Alors,
‖f1(−c0ε−γ)‖2L2 = 0 et ‖f2(−c0ε−γ)‖2L2 = ‖a‖2L2 + o(1),
et
‖f1(c0ε−γ)‖2L2 = (1− e−
πc2
ξ0 )‖a‖2L2 + o(1)
‖f2(c0ε−γ)‖2L2 = e−
πc2
ξ0 ‖a‖2L2 + o(1).
Comme la fonction f dépend du paramètre ε par sa donnée - et notamment la phase qui peut, à chaque
dérivée, faire apparaître une puissance négative de ε - il est nécessaire d’estimer ces pertes éventuelles
dans L2(R). Pour cela, on procède par récurrence sur l’ordre des dérivées pour montrer
Lemme 2.2.14. Soient γ ∈]0, 1/6[ et f solution de (2.12)-(2.13). Alors, si s ∈ [−c0ε−γ , c0ε−γ ], on a :
∀k ∈ N, ∃Ck > 0, ‖∂kyf(s)‖L2 ≤ Ck ε−kγ .
Validité de l’approximation et transition entre les modes
Pour montrer la validité de l’approximation, on rappelle que le terme d’erreur vériﬁe
i∂sr
ε +
√
ε
2
∂2yr
ε −
(
y + sξ0 c
c −(y + sξ0)
)
rε =
√
ε
2
∂2yf + κ
√
ε|rε + f |2(rε + f),
ce qui nous permet d’écrire
d
ds
‖rε(s)‖2L2 = 2 Im
〈
rε
∣∣∣∣−√ε2 ∂2yrε + Vδ(sξ0 + y)rε
+
√
ε
2
∂2yf + κ
√
ε|rε + f |2(rε + f)
〉
≤ C [√ε‖rε(s)‖L2 ‖∂2yf‖L2 + |κ|√ε (‖rε‖2L∞ + ‖f‖2L∞) ‖f‖L2‖rε‖L2] .
L’inégalité de Gagliardo-Nirenberg appliquée à f donne
‖f‖L∞  ‖f‖1/2L2 ‖∂yf‖1/2L2  ε−γ/2,
et pour traiter ‖rε‖L∞ on utilise un argument de type bootstrap comme dans la région adiabatique :
‖rε‖2L∞ ≤ ε−α,
avec α = (1− 3γ)/2. En utilisant ces majorations pour rε et pour √ε∂yrε, dont la norme L2 vériﬁe une
inégalité similaire à celle de rε, on obtient
‖rε(s)‖L2 ≤ C1|κ|εγ/2, ‖
√
ε∂yr
ε(s)‖L2 ≤ C2εγ ,
Pour vériﬁer l’hypothèse de bootstrap, on écrit, grâce à l’inégalité de Gagliardo Nirenberg
‖rε‖2L∞ ≤ C2GN‖rε(s)‖L2 ‖∂yrε(s)‖L2
≤ C˜|κ|εγ/2εγ−1/2 ≤ C˜|κ|ε 3γ−12 ,
et tant que
C˜|κ|ε 3γ−12 ≤ ε 3γ−12 ⇔ C˜|κ| ≤ 1,
c’est-à-dire, tant que |κ| < 1/C˜, les inégalités sur rε sont vraies; ce qui montre la validité de l’approximation
f pour de petits κ.
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Il reste à déduire le Corollaire 2.2.3 pour ψε en repassant aux bonnes variables et en calculant la
masse répartie sur chaque mode, c’est-à-dire, la norme L2 des quantités suivantes :
ψε+(t
ε, x) = ψε1(t
ε, x) cos
(
Φ
(x
δ
))
+ ψε2(t
ε, x) sin
(
Φ
(x
δ
))
ψε−(t
ε, x) = ψε1(t
ε, x) sin
(
Φ
(x
δ
))
− ψε2(tε, x) cos
(
Φ
(x
δ
))
,
où (
ψε1(t
ε, x)
ψε2(t
ε, x)
)
= ε−1/4
⎛⎜⎜⎝ f1
(
tε√
ε
,
x− tεξ0√
ε
)
f2
(
tε√
ε
,
x− tεξ0√
ε
)
⎞⎟⎟⎠ ei ξ20tε2ε +i ξ0(x−tεξ0)ε +O(εγ/2).
Le calcul des intégrales se fait assez aisément, en prenant soin de traiter les coordonnées des vecteurs
propres, exprimées sous forme trigonométrique avec des asymptotiques, comme au temps −tε.
2.3 Propagation au-delà du croisement et perspectives
Propagation jusqu’à des temps d’ordre 1 : aspects numériques.
Les auteurs de [61] propagent leur donnée jusqu’à des temps d’ordre 1. Dans le cas non-linéaire,
l’approximation construite n’est valable que jusqu’à des temps d’ordre ε1/2−γ , où 0 < γ < 1/6. La
question de la propagation jusqu’à des temps d’ordre 1 n’est pas démontrée d’un point de vue théorique.
Nous avons donc étudié numériquement la propagation dans la région au delà du croisement pour voir
si la solution exacte pouvait être approchée, comme dans le cas linéaire [61], par une somme d’états
cohérents, chacun étant dans un espace propre diﬀérent et chacun se propageant suivant les trajectoires
classiques associées.
Cette approche numérique du problème, pour tester la conjecture, a été initiée dans un travail en
collaboration avec Johannes Keller du Technische Universität München.
On rappelle que les trajectoires vériﬁent (1.3), c’est-à-dire{
x˙±(t) = ξ±(t)
ξ˙±(t) = −∂xλ±(x±(t)) avec
⎧⎨⎩ x
±(0) = 0
ξ+(0) = ξ0, ξ
−(0) = ξ0 +
2
ξ0
δ,
où la trajectoire associée au mode − a une vitesse initiale légèrement modiﬁée - drift - (et donc une énergie
cinétique modiﬁée) aﬁn de préserver, asymptotiquement jusqu’à ordre O(ε), l’énergie des particules qui
subissent une transition entre les modes. En eﬀet, si on note δω ce drift, on souhaite avoir au temps t = 0
(ξ0 + δω)
2
2
− δ = ξ
2
0
2
+ δ +O(ε).
En développant et identiﬁant les termes on trouve aisément qu’il faut avoir ω =
2
ξ0
. Ce drift est déjà
introduit et justiﬁé dans [61].
Du point de vue théorique, deux questions se posent lorsque l’on souhaite étudier la propagation
jusqu’à des temps d’ordre 1. La première concerne les deux états cohérents qui vivent sur chacun des
modes après la transition et qu’il faut superposer de façon non-linéaire.
L’hypothèse suivante, introduite dans [26], [25] et [69] sur les trajectoires est nécessaire pour utiliser
les techniques qui permettent de traiter les interactions dues à la non-linéarité :
|ξ+(t)− ξ−(t)| > 0, ∀t ∈ [tε, T ].
En un sens, on suppose que les trajectoires ont des vitesses assez diﬀérentes pour ne pas se “voir” trop
longtemps. Or, un calcul rapide permet de voir que cette quantité est minorée par un terme qui dépend
de δ et qui devient donc très petit.
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La deuxième diﬃculté survient à cause de la diﬀérence entre la solution exacte et l’approximation.
En eﬀet, ce terme perturbatif est trop gros, de l’ordre de εγ/2, or, dans le cas d = 1, on sait propager des
états cohérents perturbés si le terme de perturbation est de l’ordre de εα avec α > 1/4. On ne peut donc
espérer utiliser les résultats connus sur la stabilité des états cohérents qui sont perturbés.
La méthode que l’on a en tête pour calculer la solution de référence et les approximations de type
paquets d’onde est celle de Strang splitting. On calcule ensuite la diﬀérence entre ces deux fonctions
pour estimer le terme d’erreur. La convergence de cette méthode est démontrée dans certains cas mais
pas encore dans le notre, nous l’avons néanmoins utilisée car elle est connue pour donner de très bonnes
approximations et avons reporté à un travail ultérieur la preuve de la convergence.
La méthode de Strang splitting consiste à procéder de manière suivante sur un intervalle de type [0, T ]
avec un pas de temps noté τ et un demi pas de temps τ/2 :
1. Dans un premier temps, on résout sur un intervalle de taille τ/2, [0, τ/2]
iε∂tψ
ε
1 +
ε2
2
Δψε1 = 0,
de manière explicite à l’aide de la transformée de Fourier. On note pour t ≥ 0
φε1,t : ψ
ε
1(0, .) −→ ψε1(t, .).
2. La solution obtenue à l’étape précédente est ensuite utilisée comme donnée pour résoudre sur un
intervalle de taille τ : [τ/2, 3τ/2]
iε∂tψ
ε
2 = V (x)ψ
ε
2 + κε
3/2|ψε2|2ψε2,
où on remarque que dans la deuxième étape, |ψε2(t)|2 est conservé, de sorte que la quantité issue de
la non-linéarité dans l’exponentielle ne dépend pas du temps et donc
ψε2(3τ/2) = exp
(−iτ
ε
(
V (x) + κε3/2|ψε1(τ/2)|2
))
ψε1(τ/2).
On note ici pour t ≥ 0
φε2,t : ψ
ε
2(0, .) −→ ψε2(t, .).
3. puis on reproduit l’étape 1. sur un intervalle de taille τ/2 de type [3τ/2, 2τ ].
4. Les étapes 1., 2. et 3. sont répétées respectivement sur des intervalles de tailles τ/2, τ et τ/2, de
type
[jτ, jτ + τ/2], [jτ + τ/2, jτ + 3τ/2] et [jτ + 2τ ] avec j ∈
{
0, . . . ,
⌊
T
τ
⌋
+ 1
}
jusqu’à couvrir l’intervalle [0, T ].
Si on note
φεt : ψ
ε(0, .) −→ ψε(t, .),
on a
φεt = φ
ε
1,t/2 ◦ φε2,t ◦ φε1,t/2.
Un essai préliminaire, sans régler les questions sur la validité de l’approche numérique, nous permet
d’avoir une idée sur la propagation au delà-du croisement, et de tester la conjecture sur la superposition
des états cohérents au-delà de la zone du croisement.
La Figure 2.1 donne à penser que la décomposition de la solution en deux paquets d’onde est vraie :
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Figure 2.1: Solution de référence [ε = 10−2 = δ2, κ = −1, x(tinitial) = −4 , ξ(tinitial) = 0]
(a) Dans la région adiabatique, avant le
croisement.
(b) Après le passage à travers le croise-
ment.
L’étape suivante consiste à comparer la solution de référence avec les approximations de type états
cohérents se propageant le long des trajectoires classiques. Pour calculer ces approximations ϕε±χ
±
δ ,
solutions de
iε∂tϕ
ε
± +
ε2
2
∂2xϕ
ε
± − λ±δ (x)ϕε± = κε3/2|ϕε±|2ϕε±
−
(
λ±δ (x)− λ±δ (x±(t))−∇λ±δ (x±(t))(x− x±(t))−
1
2
λ
±(2)
δ (x
±(t))(x− x±(t))2
)
ϕε±,
avec des données issues de l’étude de la zone de croisement, on procède de la même manière que pour la
solution de référence.
Ensuite, si on calcule ψε et sa projection ψε+ sur le mode + ainsi que l’approximation sur ce mode,
données par ϕεχ+δ jusqu’au croisement, et pondérée par le coeﬃcient de transition de Landau-Zener e
−πc2ξ0
au-delà, il est possible de modéliser la taille de l’erreur dans L2, donnée par la Figure 2.2.
On voit alors que l’approximation n’est pas bonne dans une région proche du croisement, mais qu’au-
delà, elle semble valide jusqu’à des temps d’ordre 1. On peut par ailleurs espérer que, dans la région
adiabatique avant le croisement, le terme d’erreur soit en réalité plus petit que ce que la théorie nous
permet d’obtenir.
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Figure 2.2: Taille de l’erreur dans L2(R).
Rappelons qu’il y a des diﬃcultés d’un point de vue numérique : la convergence de cette méthode
pour notre cadre de travail n’est pas démontrée. En eﬀet, il s’agit ici d’un système d’équations non-
linéaires, avec un potentiel - qui présente, de surcroît, un croisement évité et donc une dépendance en
ε - et l’équation de ϕε± contient un potentiel non-autonome (voir [40] et [24] pour des résultats sur des
équations scalaires non-linéaires avec des potentiels indépendants du temps et sous certaines hypothèses
d’une part, et des non-linéarités plus générales d’autre part).
D’autres diﬃcultés d’ordre technique apparaissent, mais ne sont pas spéciﬁquement liées au cadre
non-linéaire : il faut implémenter les vecteurs propres et donc gérer le changement de coordonnées lors
du passage par le croisement lorsque l’on souhaite étudier la validité de l’approximation sur chaque mode.
Ces deux diﬃcultés, déjà présentes dans le cas linéaire ont été traitées par Hagedorn-Joye dans [61] et
Fermanian Kammerer - Lasser pour les aspects numériques, dans [49] et des travaux plus récents des
mêmes auteurs.
Il est important de mentionner que, suite aux observations sur la Figure 2.2, on peut imaginer que
c’est probablement à cause de restrictions techniques que le reste au temps d’arrivée dans la zone de
croisement, estimé dans le Théorème 2.2.10, est si gros :
sup
t∈[−T,−tε]
‖wε(t)‖L2(R) + ‖ε∂xwε(t)‖L2(R) ≤ Cεγ , où tε = c0ε1/2−γ .
Or c’est ce terme qui entraîne que le reste rε entre la solution exacte et l’approximation f donnée
par (2.12) est d’ordre O(εγ/2) dans L2, avec 0 < γ < 1/6. Un rapide calcul permet de voir que si le reste
au temps −tε était très petit (“presque” d’ordre √ε), alors le terme d’erreur au temps tε serait assez petit
pour que l’on puisse utiliser les résultats sur la propagation d’états cohérents perturbés.
Dans l’hypothèse où ce terme perturbatif serait assez petit, il resterait à prouver que la superposition
d’états cohérents pour notre situation est possible. Dans le cas sans croisement, cette analyse est pratiquée
en supposant que les trajectoires ξ+ et ξ− sont séparées par une distance ﬁxe, ce qui permet de déduire
que
|Iε(T )| = ∣∣{t ∈ [0, T ], |x+(t)− x−(t)|  εα}∣∣ = o(1), 0 < α < 1/2.
Ici, on peut espérer que
• lorsque |x+(t) − x−(t)| ≥ εα, la localisation des paquets d’onde près de x+(t) pour l’un, et x−(t)
pour l’autre, permettra de montrer que l’interaction entre les deux est négligeable.
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• lorsque ces deux trajectoires sont proches, la diﬀérence entre les moments pourra être estimée à
l’aide des asymptotiques et grâce au drift, pour donner |ξ+(t)−ξ−(t)| = O(δ). Avec ces estimations,
on pourra tout de même obtenir que |Iε(T )| = o(1).
Autres directions de recherche.
Une autre direction de recherche serait de regarder des non-linéarités diﬀérentes, de type Hartree :
iε∂tψ
ε +
ε2
2
Δψε − V (x)ψε = κεβ (K(x) ∗ |ψε|2CN )ψε,
où la fonction d’onde ψε est à valeurs vectorielles.
L’idée qui la motive est que, si le noyau K est une masse de Dirac, donc un noyau très singulier, cela
revient à étudier notre problème précédent de type Schrödinger non-linéaire cubique. Si le noyau est plus
régulier, l’étape du passage à travers le croisement, ainsi que la validité de l’approximation jusqu’à des
temps d’ordre 1 sont peut-être plus faciles à traiter. On imagine deux types de noyaux à étudier :
• K(x) = C|x|γ , un noyau “moins” singulier, et qui contient le cas de l’équation de Schrödinger-Poisson
(dans l’esprit de [19] pour le cas scalaire).
• Le cas où K est très régulier (K ∈ C∞ avec, éventuellement, d’autres hypothèses de régularité sur
les dérivées et les valeurs en certains points), comme cela a été étudié dans [4] et [19] pour des
situations scalaires.
Dans cette situation, on peut, en plus de la question de superposition sur des temps d’ordre 1,
regarder le cas sur-critique β = 0, (la superposition dans le cas scalaire est analysée dans [23]).
Notons que ces problèmes se rapprochent de celui du graphène, qui présente des liens avec les questions
de croisements de valeurs propres.
Un modèle pour le transport des électrons dans ces “strates” de graphènes a été étudié dans [88], où
l’existence de solutions est montrée pour le problème suivant :
i∂tΨj = −i(σ1∂x1 + σ2∂x2)Ψj + 1
4π
(
K(x) ∗
∑
k∈N
λk|Ψk|2
)
Ψj , ; Ψj |t=0 ∈ L2, ‖Ψj‖L2 = 1, (2.20)
où le noyau K(x) = |x|−1 et j ∈ N, ∑k |λk| < +∞, σ1 = (0 11 0
)
, σ2 =
(
0 −i
i 0
)
.
Dans (2.20), les constantes de la Physique ont été prises égales à 1. Après adimensionnement, on peut
se ramener à une équation de la forme
−iε∂tψεj =
(
εD1 εD2
εD2 −εD1
)
ψεj +
1
4π
(
K(x) ∗
∑
k∈N
λk|ψεk|2
)
ψεj ; ψ
ε
j |t=0 ∈ L2, ‖ψεj‖L2 = 1,
où (t, x) ∈ R×R2, j ∈ N, ∑k |λk| < +∞ et où ε  1.
Une question naturelle concerne la propagation dans le cas où les données sont des états cohérents.
Dans un premier temps, on pourra regarder des états purs : λ1 = 1 et λj = 0, pour tout j = 1, et
ψεj |t=0 = 0, pour tout j = 1. Puis on pourra considérer la propagation d’une collection de ces états,
couplés par la non-linéarité donnée ci-dessus.
Le problème se rapproche de ceux présentés dans ce manuscrit car le symbole de la partie linéaire du
modèle (2.20) présente un croisement exact en ξ = 0. Cependant, l’opérateur d’évolution n’est plus un
Laplacien mais un opérateur de Dirac, et la non-linéarité est de type Hartree. Des diﬃcultés nouvelles
peuvent par ailleurs survenir du fait que nous sommes en dimension 2 pour la variable d’espace.
Chapitre 3
Coherent States for Systems of
L2−Supercritical Nonlinear Schrödinger
Equations
Ce chapitre a fait l’objet d’une publication dans la revue “Communications in Partial Diﬀer-
ential Equations” en 2013 ([69]).
We consider the propagation of wave packets for a nonlinear Schrödinger equation, with a matrix-
valued potential, in the semi-classical limit. For a matrix-valued potential, Strichartz estimates are
available under long range assumptions. Under these assumptions, for an initial coherent state polarized
along an eigenvector, we prove that the wave function remains in the same eigenspace, in a scaling such
that nonlinear eﬀects cannot be neglected. We also prove a nonlinear superposition principle for these
nonlinear wave packets.
Keywords : Matrix-valued Schrödinger operator, Nonlinear propagation, Semiclassical limit
Mathematics Subject Classiﬁcation : 35Q40, 35Q55, 81Q05, 81Q20
3.1 Introduction
We consider the semi-classical limit ε → 0 for the nonlinear Schrödinger equation
iε∂tψ
ε − P (ε)ψε = Λεβ |ψε|2C2ψε ; ψε|t=0 = ψε0, (3.1)
where Λ ≥ 0, d ∈ {2, 3}. The data ψε0 and the solution ψε(t) are vectors of C2. The quantity |ψε|2C2
denotes the square of the Hermitian norm in C2 of the vector ψε, P (ε) is a matrix-valued Schrödinger
operator acting on L2(Rd,C2),
P (ε) = −ε
2
2
Δ Id + V (x),
where V is a self-adjoint smooth 2× 2 matrix depending on the parameter x ∈ Rd and the semiclassical
parameter ε > 0 is small.
The data ψε0 is a wave packet (or can be a perturbation or a sum of two wave packets) :
ψε0(x) = ε
−d/4eiξ
+
0 .(x−x+0 )/εa
(
x− x+0√
ε
)
χ+(x). (3.2)
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The proﬁle a belongs to the Schwartz class, a ∈ S(Rd), and the initial datum is polarized along the
eigenvector associated with λ+(x), χ+(x) ∈ C∞(Rd,C2):
V (x)χ+(x) = λ+(x)χ
+(x), with |χ+(x)|C2 = 1.
We consider two exponents, playing two diﬀerent roles. The ﬁrst one is β, and we choose the critical
exponent β = βc := 1 + d/2 : in the scalar case, the approximation of ψε is a wave packet whose
envelope satisﬁes a nonlinear equation, nonlinear eﬀects can not be neglected (see [26]). The other one,
momentarily denoted as in [26] by 2σ, is the exponent of the nonlinearity |ψε|2σψε (here, σ = 1). We
recall that :
• The nonlinearity is L2−subcritical if σ < 2/d, L2−supercritical otherwise.
• For d ≥ 3, the nonlinearity is H1−subcritical if σ < 2/(d− 2).
Let us notice that, in our situation, contrary to the case d = 1, studied in [25], the nonlinearity is not
L2-subcritical, it is only H1-subcritical. So the condition Λ ≥ 0 is crucial here to avoid ﬁnite time blow-up
(see [22] and [56]).
The aim of the paper is to prove that the solutions of (3.1) with initial data which are of the form (3.2)
keep the same form and remain in the same eigenspace, at leading order, when the potential satisﬁes
assumptions that we are now going to explain. Note that the scalar case is studied in [26] and that matrix
case, with d = 1 is analysed by the authors of [25].
We write V as
V (x) = ρ0(x) Id +
(
ρ(x) ω(x)
ω(x) −ρ(x)
)
where the functions ρ0, ρ and ω are smooth, and we make the following assumptions on V :
Hypothèse 3.1.1. (i) V is long range : there exist a matrix V∞ and p ∈ R+ \ {0} such that for x ∈ Rd,
∃C > 0, ‖V (x)− V∞‖ ≤ C 〈x〉−p ,
∀α ∈ Nd, |α| ≥ 1, ∃Cα > 0, ‖∂αxV (x)‖ ≤ Cα 〈x〉−p−|α| ,
where 〈x〉 = (1 + |x|2)1/2 and the norm ‖.‖ denotes the operator norm on C2,2.
The eigenvalues of V are given by :
λ±(x) = ρ0(x)±
√
ρ2(x) + ω2(x). (3.3)
We assume :
(ii) ∃ δ0 > 0, ω2(x) + ρ2(x) > δ0, ∀x ∈ Rd.
This point guarantees that there exist smooth and normalized eigenvectors, χ±(x) associated to λ±(x).
(iii) ∃K ⊂ Rd, K a compact subset of Rd such that
V (x) =
(
λ+(x) 0
0 λ−(x)
)
,
for all x /∈ K.
Assumption (i) contains V ∈ L∞(Rd) : this is enough to prove global existence of the solution, which
holds for at most quadratic potentials (see Appendix 3.8 for details).
We ﬁrst give an example of such a potential then we comment on points (i), (ii) and (iii) of Assumption
3.1.1.
Exemple 3.1.2. Potential satisfying Assumption 3.1.1 can easily be found. For example, if we consider
θ ∈ C∞0 (Rd) and the potential
V (x) =
(
cos θ(x) sin θ(x)
sin θ(x) − cos θ(x)
)
.
Then V satisﬁes all points of Assumption 3.1.1.
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It is important to notice that (i) and (ii) of Assumption 3.1.1 ensure that ρ0, ρ and ω are bounded
with bounded derivatives and that the eigenvalues λ+(x) and λ−(x) do not cross each other, which allows
us to guarantee global smooth eigenvalues and eigenvectors, satisfying
∀α, β ∈ Nd, ∃C > 0, ∀x ∈ Rd, |∂αxλ±(x)|+ |∂βxχ±(x)| ≤ C. (3.4)
This point is essential to obtain the main theorem of the paper, which is an adiabatic result. In fact,
it is known that in the linear regime, without this gap assumption, there can be exchanges of energies
between diﬀerent modes and the solution does not remain in the same eigenspace as the datum (See the
work of [60], [62], and [45], [47] on crossing phenomena).
Assumptions (i) and (iii) are here for technical purposes: they are useful to obtain Strichartz estimates,
which will be crucial tools in the analysis. The eigenprojectors (or spectral projectors) associated with
V (x) :
Π±(x) =
1
2
Id± 1
2
√
ρ2(x) + ω2(x)
(
ρ(x) ω(x)
ω(x) −ρ(x)
)
,
are constant outside a compact susbet of Rd. This point and the long range assumption (i) are required
in [50], to obtain Strichartz estimates without any localization (for a deeper discussion about them, we
refer to Section 3.2.1).
Besides, let us notice that there are many results concerning global pseudodiﬀerential diagonalisation of
systems, with constant multiplicity (See the earlier work of [41] for WKB states, [18], and [96], [99] and
[87]). We have decided to make Assumption 3.1.1, point (iii), to avoid diﬃculties brought by modiﬁed
projectors, since they destroy the nice form of the nonlinearity. This will allow us to introduce other
tools, presented in Section 3.2.1.
We introduce the following notation :
For two positive numbers aε and bε, the notation aε  bε means that there exists a constant C > 0,
independent of ε, such that for all ε ∈]0, 1], aε ≤ Cbε.
3.1.1 Classical trajectories
We consider the classical trajectories (x±(t), ξ±(t)) solutions to
x˙±(t) = ξ±(t), ξ˙±(t) = −∇λ±(x±(t)), x±(0) = x±0 , ξ±(0) = ξ±0 . (3.5)
We have the following result :
Lemme 3.1.3. Let
(
x±0 , ξ
±
0
) ∈ Rd ×Rd.
Under point (i) of Assumption 3.1.1, for each + and − trajectory, (3.5) has a unique global, smooth
solution (x±, ξ±) ∈ C∞(R,Rd)2.
Moreover, the following estimate is satisﬁed :
∃C0, C1 > 0, |x±(t)| ≤ C0 〈t〉 , |ξ±(t)| ≤ C1, ∀t ∈ R. (3.6)
The proof of this lemma is based on easy diﬀerential inequality arguments and is left to the reader.
We denote by S± the action associated with (x±(t), ξ±(t))
S±(t) =
∫ t
0
(
1
2
|ξ±(s)|2 − λ±(x±(s))
)
ds.
The corresponding energies E±(t) are given by :
E±(t) =
|ξ±(t)|2
2
+ λ±(x±(t)).
These energies are constant along the trajectories :
E±(t) = E±(0) =
|ξ±0 |2
2
+ λ±(x±0 ), ∀t ∈ R.
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3.1.2 The ansatz
We consider the classical trajectories and the action associated with λ+(x) and denote by
Q+(t) = Hess λ+(x
+(t)).
We consider the function u = u(t, y) solution to
i∂tu+
1
2
Δu =
1
2
〈
Q+(t)y; y
〉
u+ Λ|u|2u ; u(0, y) = a(y), (3.7)
and we denote by ϕε the function associated with u, x+, ξ+, S+ by:
ϕε(t, x) = ε−d/4u
(
t,
x− x+(t)√
ε
)
ei(S
+(t)+ξ+(t)(x−x+(t)))/ε. (3.8)
Global existence, conservation of the L2−norm of u, and control of its derivatives are proved in [22]. By
Corollary 1.11 of [22], we actually have
Proposition 3.1.4. Let T > 0, and a ∈ S(Rd). Then, for all k ∈ N, there exists C = C(T, k) such that
∀α, β ∈ Nd, |α|+ |β| ≤ k, ‖xα∂βxu(t)‖L2 ≤ C, ∀t ∈ [0, T ].
We will use the following notations:
For p ∈ N, we deﬁne the functional spaces Hpε by
Hpε =
⎧⎨⎩f ∈ L2(Rd), ∑|α|≤p ‖ε|α|∂αx f‖2L2 < +∞
⎫⎬⎭
For all f ∈ Hpε , we write the associated norm :
‖f‖Hpε =
⎛⎝∑
|α|≤p
‖ε|α|∂αx f‖2L2
⎞⎠1/2
We now state the main result of the paper. Of course, if we consider initial data polarized along the other
eigenvector, a similar result is available, with a corresponding ansatz.
Théorème 3.1.5. Let T > 0 and a ∈ S(Rd). Under assumption 3.1.1, consider ψε, the exact solution
to the Cauchy problem (3.1) - (3.2), and ϕε, the approximation given by (3.8). If we denote by wε the
diﬀerence
wε(t, x) = ψε(t, x)− ϕε(t, x)χ+(x),
then wε satisﬁes
sup
t∈[0,T ]
‖wε(t)‖H1ε −→ε→0 0.
Remarque 3.1.6. If we consider initial data which are perturbations of wave packets :
ψε0(x) = ε
−d/4eiξ
+
0 .(x−x+0 )/εa
(
x− x+0√
ε
)
χ+(x) + ηε(x),
where ηε satisﬁes
‖ηε‖L2(Rd) + ‖ε∇ηε‖L2(Rd) ≤ Cεγ0 ,
with γ0 > d/8, then the approximation of Theorem 3.1.5 is still valid (See Remark 3.3.2 for details).
Let us ﬁnally notice that we choose to study a 2 × 2 system to simplify notations, but this result
can be generalized for a N ×N system, without any crossing point. In this case, it is necessary to take
time-dependent eigenvectors, to deal with high multiplicities, as it is done in [25], for the case d = 1 (see
[25] and [60] for details about the procedure).
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3.1.3 Long time behaviour
By adding some conditions on the proﬁle, it is possible to obtain the same result up to a nonlinear
analogue of the Ehrenfest time, of order log log(ε−1).
We recall that u is the solution to (3.7) :
i∂tu+
1
2
Δu =
1
2
〈
Q+(t)y; y
〉
u+ Λ|u|2u ; u(0, y) = a(y),
and we assume that for all k ≤ 6, we have
∃C > 0, sup
|α|+|β|≤k
‖xα∂βxu(t)‖L2 ≤ CeC|t|, ∀t ∈ R, (3.9)
then the following result holds
Théorème 3.1.7. Let a ∈ S(Rd). If for all k ≤ 6, the estimate (3.9) is satisﬁed, then
sup
t≤C log log( 1ε )
‖wε(t)‖H1ε −→ε→0 0.
Besides, a similar result can be proven for initial data given by Remark 3.1.6, These points will be
discussed after the proof of Theorem 3.1.5.
The behaviour of u(t) for large time is an open question in general. However, there are situations where
an exponential control of these momenta and derivatives, as in (3.9) is proved :
• when d = 1.
• when d ≥ 1 and Q+(t) is isotropic with negative eigenvalues (See Proposition 1.12 of [22]).
We give here another situation where (3.9) is satisﬁed.
Let us ﬁrst deﬁne Strichartz admissible pairs :
Déﬁnition 3.1.8. A pair (p, q) is admissible if 2 ≤ q ≤ 2dd−2 (2 ≤ q < ∞ if d = 2) and
2
p
= δ(q) := d
(
1
2
− 1
q
)
.
We have the following proposition :
Proposition 3.1.9. Let d = 2 or 3. Assume Λ ≥ 0 and :∣∣Q+(t)∣∣+ (1 + |t|)| ∣∣∣∣ ddtQ+(t)
∣∣∣∣ ≤ C(1 + |t|)−κ0 (3.10)
with C > 0 and κ0 > 2. We consider u, the solution to the Cauchy problem (3.7). Then, for all k ∈ N,
the following property is satisﬁed : there exists C > 0 such that for all admissible pair (p, q), we have
∀α, β ∈ Nd, |α|+ |β| ≤ k, ‖xα∂βxu‖Lp([0,t],Lq) ≤ CeC|t|, ∀t ∈ R.
Note that with p = ∞ and q = 2, we obtain the property (3.9).
Remarque 3.1.10. Let V satisfy Assumption 3.1.1. We denote by E0 the energy associated with the
trajectories and we introduce λ∞ as the following limit (which exists, thanks to Assumption 3.1.1) :
lim
|x|→∞
λ+(x) = λ∞.
If E0 is such that E0 > λ∞, and the trajectory is nontrapping, i.e. :
lim
t→∞ |x
+(t)| = +∞, (3.11)
then Q+(t) satisﬁes (3.10). The proof of this statement will be sketched in Section 3.4.
Note that (3.11) implies that E0 ≥ λ∞, so that the assumption E0 > λ∞ is not a very strong one if
(3.11) is satisﬁed.
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Exemple 3.1.11. If we consider the potential V introduced in Example 3.1.2 and if we build trajectories
associated with an eigenvalue of V , then it is easy to check that the Hessian Q+ satisﬁes : Q+(t) = 0,
for |t| large enough, and so that the above proposition is veriﬁed in that case. Actually, one can obtain a
better control of the proﬁle, than an exponential one : all Strichartz norms of its derivatives are bounded
and one obtains a polynomial bound for the momenta (see the Appendix of [22] for details).
We momentarily consider the case d = 1. This case is considered in [25] with weaker assumptions on the
potential and a similar approximation in large time is proved (at least for |t| ≤ C log log(ε−1), with a
suitable C > 0).
However, with a matrix-valued potential under Assumption 3.1.1, one can obtain it up to a better
time tε = C log(ε−1), at same order as the Ehrenfest time. Note that in the linear case, this kind of
approximation is also valid up to Ehrenfest time (See [17] for details).
Théorème 3.1.12. Let d = 1 and a ∈ S(R). We denote by wε the following quantity:
wε(t, x) = ψε(t, x)− ϕε(t, x)χ+(x).
Then, there exists C > 0 independent of ε such that,
sup
t≤C log( 1ε )
‖wε(t)‖H1ε −→ε→0 0.
3.1.4 Nonlinear superposition
In this part, we will study the evolution of solutions associated with initial data corresponding to the
superposition of two wave packets. There are several cases to analyse, depending on whether we choose
wave packets polarized along same or diﬀerent eigenvectors (there is actually a technical diﬀerence between
these cases).
First, we consider two diﬀerent modes. Let us introduce
ψε0(x) = ϕ
ε
+(0, x)χ
+(x) + ϕε−(0, x)χ
−(x),
where ϕε+ and ϕε− are respectively associated with the modes + and − and have the form (3.8), and
(x+0 , ξ
+
0 ), (x
−
0 , ξ
−
0 ) are phase space points. We associate with the phase space points (x
±
0 , ξ
±
0 ), the classical
trajectories (x±(t), ξ±(t)), and the action S±(t) associated with λ±(x) such that
V (x)χ±(x) = λ±(x)χ±(x).
For ﬁnite time, we have:
Théorème 3.1.13. Let a± ∈ S(Rd) and ϕε±(0, x) as above. We assume
Γ = inf
s∈R
|E+ − E− −
(
λ+(x
+(s))− λ−(x−(s))
) | > 0.
For all T > 0 (independent of ε), the function
wε(t, x) = ψε(t, x)− ϕε+(t, x)χ+(x)− ϕε−(t, x)χ−(x)
satisﬁes
sup
t∈[0,T ]
‖wε(t)‖H1ε −→ε→0 0.
We now choose to superpose two wave packets polarized along the same eigenvector, χ+(x): Let
ψε0(x) = (ϕ
ε
1(0, x) + ϕ
ε
2(0, x))χ
+(x),
where ϕε1 and ϕε2 have the form (3.8), and (x
+
1 (0), ξ
+
1 (0)), (x
+
2 (0), ξ
+
2 (0)) are phase space points. We
assume
(x+1 (0), ξ
+
1 (0)) = (x+2 (0), ξ+2 (0)).
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Note that without this assumption, we are in the setting of Theorem 3.1.5, with
ϕε(0, x) = ϕε1(0, x) + ϕ
ε
2(0, x).
We associate with the phase space points, the classical trajectories
(x+1 (t), ξ
+
1 (t)), (x
+
2 (t), ξ
+
2 (t)),
and the actions S+1 (t), S
+
2 (t), associated with λ+(x).
For ﬁnite time, we have
Théorème 3.1.14. Let aj ∈ S(Rd) and ϕεj(0, x) as above, for j = 1, 2, and T > 0, independent of ε.
Then, the function
wε(t, x) = ψε(t, x)− (ϕε1(t, x) + ϕε2(t, x))χ+(x)
satisﬁes
sup
t∈[0,T ]
‖wε(t)‖H1ε −→ε→0 0.
For both cases, inﬁnite time poses a problem that will be discussed in Section 3.6. Note that super-
position for d = 1 in large time case is proved in [25], but the arguments are not valid for d = 2 or 3 (see
Remark 3.6.5).
We ﬁrst present the ideas of the proofs of main results, with preliminary discussions. Then, the proofs
of main results are given in Section 3.3. Afterwards, the behaviour of the proﬁle u, important for large
time case, is discussed in Section 3.4 and the analysis of the one dimensional case is done in Section 3.5.
Finally, Section 3.6 is devoted to the proof of superposition results (Theorems 3.1.13 and 3.1.14).
3.2 Preliminaries
3.2.1 About Strichartz estimates
Before beginning the proof, it is crucial to comment the main tool of the proof, the Strichartz estimates.
There are two diﬃculties :
First, because of the presence of two modes, it is impossible to apply the method of the scalar case, used
in [26].
Besides, since d = 2 or 3, we cannot use energy methods, as it is done in [25], for the one dimensional
case.
Thus, we use Strichartz estimates. In the case of a scalar Schrödinger equation, the estimates are available
for a scalar external potential, with less restrictive conditions (the potential can be at most quadratic,
see [51] and [52] and the discussion in [22]).
In the matrix case, for a potential which is at most quadratic, there is no demonstrated Strichartz estimate
for this kind of matrix-valued Schrödinger operator. We choose a weaker potential, satisfying point (i)
of Assumption 3.1.1, and for which Strichartz estimates are available.
Notation. For 1 ≤ p ≤ +∞, we denote by p′, the dual exponent :
1
p
+
1
p′
= 1.
We infer the following result from [50]:
Théorème 3.2.1. Let (p, q), (p1, q1), (p2, q2) be admissible pairs, such that
q, q1, q2 = 2d/(d− 2), (q, q1, q2 < ∞ if d = 2).
Let I be a ﬁnite time interval. Let us introduce
uε(t) = ei
t
εP (ε)u0 and vε(t) =
∫
I∩{s≤t}
ei
t−τ
ε P (ε)fε(τ)dτ.
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− There exists C = C(q, |I|), independent of ε such that for all u0 ∈ L2(Rd), we have for all s ∈ I
‖uε‖Lp(I,Lq(Rd)) ≤ Cε−1/p‖uε(s)‖L2(Rd). (3.12)
− There exists C = C(q1, q2, |I|), independent of ε such that for all
fε ∈ Lp′2(I, Lq′2(Rd)) we have
‖vε‖Lp1 (I,Lq1 (Rd)) ≤ Cε−1/p1−1/p2‖fε‖Lp′2 (I,Lq′2 (Rd)). (3.13)
Remarque 3.2.2. Let us ﬁrst remark that the endpoint (2, 2d/(d − 2)) ((2,∞) if d = 2) is excluded, as
Strichartz estimates in [50] are not demonstrated for this pair. Besides, in [50], the authors actually
obtain the estimates with a localization. In view of point (iii), the eigenprojectors are constant for x
large enough, and for this reason, we can drop the localization. This point is more explicitly discussed
in Remarks 4 and 6 of [50]. Finally, let us emphasize that, thanks to the absence of crossing points, we
obtain the same Strichartz estimates as in the scalar case, without any further loss. The estimates in the
general case of [50], where the eigenvalues might cross, are weaker. The procedure to obtain (3.12) and
(3.13) is sketched in the Appendix 3.7.
3.2.2 Strategy of the proofs of main results
The proofs of Theorems 3.1.5, 3.1.7, 3.1.12, 3.1.13 and 3.1.14 follow the same strategy, that we explain
here for Theorem 3.1.5 and Theorem 3.1.7. We will adapt ideas of [25] to our situation.
We study the problem for large time, assuming (3.9).
We ﬁrst observe that the function ϕε satisﬁes the following equation :
iε∂tϕ
ε +
ε2
2
Δϕε − λ+(x)ϕε = Λε1+d/2|ϕε|2ϕε −R(t, x)ϕε, (3.14)
with ϕε0(x) = ε−d/4eiξ
+
0 .(x−x+0 )/εa
(
x− x+0√
ε
)
, for all x ∈ Rd, and where
R(t, x) = λ+(x)− λ+(x+(t))−∇λ+(x+(t))(x− x+(t))− 1
2
〈
Q+(t)(x− x+(t)); (x− x+(t))〉 .
We denote by wε the diﬀerence between the exact solution and the approximation,
wε(t, x) = ψε(t, x)− ϕε(t, x)χ+(x),
which satisﬁes wε|t=0 = 0 (or w
ε
|t=0 = O(εγ0) in the framework of Remark 3.1.6) and
iε∂tw
ε(t, x) +
ε2
2
Δwε(t, x)− V (x)wε(t, x) = εN˜Lε(t, x) + εL˜ε(t, x),
where
N˜L
ε
= Λεd/2
(|ψε|2C2ψε − |ϕε|2ϕεχ+) ,
L˜ε = ε−1R(t, x)ϕεχ+(x)− ε
2
ϕεΔχ+ − dχ+ε∇ϕε.
The aim is to prove that wε is small (when ε tends to zero) in H1ε . The source term L˜ε presents a
diﬃculty as it brings a non-negligible contribution to wε. Using (3.9) and (3.4), we can treat the ﬁrst
and the second terms of L˜ε which give:
ε−1Rϕε = O (√εeCt) , in L2(Rd)
and
εϕεΔχ+ = O(εeCt), in L2(Rd).
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Observing that the last term satisﬁes the following equality:
ε∇ϕε = iξ+(t)ϕε +O (√εeCt) , in L2(Rd).
and using (3.6), we infer that the last term of L˜ε a priori presents an O(1) contribution. This is an
obstruction to prove that wε is small when ε tends to zero. Therefore, in order to get rid of this diﬃculty,
we introduce a correction term which will compensate for it.
We denote by gε, the function solving the Schrödinger equation
iε∂tg
ε(t, x) +
ε2
2
Δgε(t, x)− λ−(x)gε(t, x) = r(t, x)ϕε(t, x) ; gε(0, x) = 0,
where
r(t, x) = −i 〈dχ+(x)ξ+(t), χ−(x)〉
C2
. (3.15)
Let us remark that the above-mentionned quantity is bounded with bounded derivatives, thanks to (3.4)
and (3.6):
∀p ∈ N, ∀α ∈ Nd, ∃C > 0, ∀t ∈ R, ∀x ∈ Rd, |∂pt ∂αx r(t, x)| ≤ C. (3.16)
We now set the corrected remainder :
θε(t, x) = wε(t, x) + εgε(t, x)χ−(x).
This function then solves
iε∂tθ
ε(t, x) +
ε2
2
Δθε(t, x)− V (x)θε(t, x) = εNLε(t, x) + εLε(t, x), θε(0, x) = 0, (3.17)
with
NLε = Λεd/2
(|ϕεχ+ + θε − εgεχ−|2C2(ϕεχ+ + θε − εgεχ−)− |ϕε|2ϕεχ+) (3.18)
Lε = L˜ε +
(
iε∂tg
ε +
ε2
2
Δgε − λ−(x)gε
)
χ− + ε2dχ−∇gε + ε
2
2
gεΔχ−,
= O(√εeCt) + ε2dχ−∇gε + ε
2
2
gεΔχ−, (3.19)
where the O(√εeCt) holds in L2.
We now have to study the behaviour of the correction term and its derivatives, since they appear in NLε
and Lε. To deal with the nonlinearity, we need to control the L2−norm and L4−norm of gε(t) and its
derivatives; we have the following proposition, which holds for large time; it will be proved in Section
3.3.1.
Proposition 3.2.3. Assuming (3.9), for p ∈ N, there exists C = C(p) such that
‖gε(t)‖Hpε  eCt, ∀t ≥ 0.
Moreover, for all α ∈ Nd, there exists C = C(α) such that
‖ε|α|∂αx gε(t)‖L4  ε−d/4eCt, ∀t ≥ 0.
Then, using the control of the eigenvectors (3.4) and the control of gε, given by Proposition 3.2.3, we
infer
‖Lε(t)‖L2 = O(
√
εeCt),
where C is independent of ε.
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Remarque 3.2.4. In view of Proposition 3.1.4, and Proposition 3.2.3, for all T > 0, there exists a constant
C > 0 independent of ε, such that
‖Lε(t)‖L2 ≤ Cε1/2, ∀t ∈ [0, T ].
Besides, we can write Proposition 3.2.3 for ﬁnite time intervals, which gives :
Set T > 0, then for p ∈ N, there exists C = C(T, p) such that
‖gε(t)‖Hpε ≤ C, ∀t ∈ [0, T ];
and for α ∈ Nd, there exists C = C(α, T ) such that
‖ε|α|∂αx gε(t)‖L4 ≤ Cε−d/4, ∀t ∈ [0, T ].
These estimates will be useful to deal with ﬁnite time intervals.
We give a short summary of the next steps, needed to complete the proofs of Theorems 3.1.5 and
3.1.7, that will be detailed respectively in Section 3.3.2 and Section 3.3.3 :
1. The crucial tool of the proofs are Strichartz estimates : they allow us to deal with the nonlinearity,
therefore, we ﬁrst analyse a Strichartz norm of ϕε, given by (3.8). This will lead to introduce a
bootstrap argument on a Strichartz norm of the remainder θε.
2. Using the bootstrap assumption, Strichartz estimates and inequalities
(Hölder, Sobolev injections, Gagliardo-Nirenberg...), we obtain a bound for ‖θε(t)‖L2 , depending
on a power of ε, and t for the large time case.
3. It remains to check the validity of the bootstrap argument, by using the same method as the
previous point, to analyse ‖θε(t)‖H1ε which will give the Ehrenfest time in the large time case.
3.3 Proof of the main results
In this section, the proof of Proposition 3.2.3, about gε, is presented in the following subsection. Then,
the ﬁnal step of the main proof, analysing the behaviour of θε as ε goes to zero is studied in Section 3.3.2
for ﬁnite time case, and in Section 3.3.3 for inﬁnite times.
3.3.1 Estimate of the correction term
In this section, we prove Proposition 3.2.3, assuming that we have the exponential control (3.9). The
proof of Remark 3.2.4 follows the same lines, in view of Proposition 3.1.4.
In view of the control of the classical trajectories and of the proﬁle u, for all p ∈ N, there exists C = C(p),
such that
‖ϕε(t)‖Hpε  eCt, ∀t ≥ 0. (3.20)
Besides, if we have the exponential control of u and of its derivatives, stated in (3.9), we note that ∂αy u(t, .)
is in L∞ for all α ∈ Nd. From this estimate, we infer
∀α ∈ Nd, ∃C = C(α), ‖ε|α|∂αxϕε(t)‖L∞  ε−d/4eCt. (3.21)
Write Uε±(t) = ei
t
εp±(ε), the semi-group associated with the operator
p±(ε) := −ε
2
2
Δ + λ±(x).
We observe that for p ∈ N, there exists a constant K = K(p) such that
‖Uε±(t)‖L(Hpε )  eK|t|. (3.22)
For λ+ and λ− as in Assumption 3.1.1, we have the following lemma, which will be needed to estimate
the correction term gε. Note that the crucial point is that the eigenvalues satisfy Point (ii) of Assumption
3.1.1.
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Lemme 3.3.1. For T > 0, there exists a constant C such that
∀t ∈ [0, T ], ∀p ∈ N,
∥∥∥∥ 1iε
∫ t
0
Uε+(−s)Uε−(s)ds
∥∥∥∥
L(Hp+1ε ,Hpε )
≤ CeCt.
The same estimate remains valid if we permute Uε+ and Uε−.
Proof. This proof follows [25], Lemma 2.2. We ﬁrst notice that
Uε+(−t)Uε−(t) = iεUε+(−t) (λ+ − λ−)−1 Uε+(t)∂t
(
Uε+(−t)Uε−(t)
)
.
Then, by integration by parts
1
iε
∫ t
0
Uε+(−s)Uε−(s)ds =
[
Uε+(−s) (λ+ − λ−)−1 Uε−(s)
]t
0
−
∫ t
0
∂s
(
Uε+(−s) (λ+ − λ−)−1 Uε+(s)
)
Uε+(−s)Uε−(s)ds.
Write γ = (λ+ − λ−)−1. Using (3.4), and point (ii) of Assumption 3.1.1, we infer that γ is bounded with
bounded derivatives:
∀α ∈ Nd, ∃C > 0, |∂αx γ(x)| ≤ C.
Since the propagators map continuously Hpε into itself, uniformly with respect to ε, we infer
∀p ∈ N, ∃C = C(p), ‖ [Uε+(−s)γUε−(s)]t0 ‖L(Hpε ,Hpε ) ≤ C(p)eC(p)t.
Besides, we have
∂s
(
Uε+(−s) (λ+ − λ−)−1 Uε+(s)
)
=
1
iε
Uε+(−s)
[
−ε
2
2
Δ, γ
]
Uε+(s),
= Uε+(−s)
(
i∂xγ(x)ε∂x + iε∂
2
xγ(x)
)
Uε+(s).
Combining :
‖Uε+(−s)∂xγ(x)ε∂xUε+(s)‖L(Hp+1ε ,Hpε )  eCs,
and ‖Uε+(−s)∂2xγ(x)Uε+(s)‖L(Hpε ,Hpε )  eCs,
we complete the proof.
We now prove Proposition 3.2.3:
Proof of Proposition 3.2.3. We follow the steps of [25], Proposition 2.1.
Let us write ϕ˜ε(t, x) = r(t, x)ϕε(t, x), with r given by (3.15). Then we have(
iε∂t +
ε2
2
Δ− λ+(x)
)
ϕ˜ε = Λε1+d/2|ϕε|2rϕε −Rrϕε + iε∂trϕε + ε
2
2
[Δ, r]ϕε,
= εfε,
with fε = Λεd/2|ϕε|2rϕε + i(∂tr)ϕε + ε
2
[Δ, r]ϕε − ε−1Rrϕε. By Duhamel’s formula, we obtain
ϕ˜ε(t) = Uε+(t)ϕ˜
ε(0)− i
∫ t
0
Uε+(t− s)fε(s)ds.
We deduce
gε(t) =
1
iε
∫ t
0
Uε−(t− s)ϕ˜ε(s)ds,
=
1
iε
∫ t
0
Uε−(t− s)Uε+(s)ϕ˜ε(0)ds−
∫ t
0
1
ε
∫ s
0
Uε−(t− s)Uε+(s− τ)fε(τ)dτds.
62 Chapitre 3. Coherent States for Systems of L2−Supercritical Nonlinear Schrödinger Equations
We write Uε−(t− s) = Uε−(t− τ)Uε−(τ − s) and applying Fubini’s theorem, we obtain
gε(t) =
1
iε
∫ t
0
Uε−(t− s)Uε+(s)ϕ˜ε(0)ds−
∫ t
0
1
ε
Uε−(t− τ)
∫ t
τ
Uε−(τ − s)Uε+(s− τ)fε(τ)dsdτ.
Using Lemma 3.3.1, we have
‖gε‖Hpε  eCt +
∫ t
0
eC(t−τ)‖fε(τ)‖Hp+1ε dτ.
It remains to study fε. We write fε = fε1 + fε2 , with
fε1 = i(∂tr)ϕ
ε +
ε
2
[Δ, r]ϕε − ε−1Rrϕε, and fε2 = Λεd/2|ϕε|2rϕε.
By (3.16) and (3.20), it is straightforward that
‖fε1 (t)‖Hp+1ε  eCt,
provided that (3.9) is satisﬁed, for k ≤ p+ 1 + 3, to deal with the term ε−1Rrϕε.
Besides
‖fε2 (t)‖Hp+1ε = εd/2‖r|ϕε|2ϕε‖Hp+1ε ,
 εd/2‖ϕε‖Hp+1ε sup
0≤|α|≤p+1
‖ε|α|∂αxϕε‖2L∞
 εd/2(ε−d/4)2eCt  eCt,
where we have used the control of ϕε, (3.20) and (3.21), and the proof is complete.
The proof of the other estimate is based on a Sobolev embedding and on Hölder inequality.
Let p ∈ N and α ∈ Nd, such that |α| ≤ p. We ﬁrst notice that Hd/4(Rd) ↪→ L4(Rd), and infer
‖ε|α|∂αx gε(t)‖L4 ≤ c‖ε|α|∂αx gε(t)‖Hd/4 .
Using the interpolation inequality,
‖ε|α|∂αx gε(t)‖Hd/4 ≤ c‖ε|α|∂αx gε(t)‖1−d/4L2 ‖ε|α|∂αx gε(t)‖d/4H1 ,
we write
‖ε|α|∂αx gε(t)‖H1 = ‖ε|α|∂αx gε(t)‖L2 + ‖∂x
(
ε|α|∂αx g
ε(t)
)
‖L2 ,
 ‖gε(t)‖Hpε + ε−1‖gε(t)‖Hp+1ε ,
and, using the ﬁrst estimate of Proposition 3.2.3, the proof is complete.
3.3.2 End of the proof of Theorem 3.1.5.
We now prove Theorem 3.1.5. In this section, we consider ﬁnite time intervals, we will use the estimates
of Proposition 3.1.4, which imply Remark 3.2.4. We divide the proof into three steps : ﬁrst, we will
analyse a Strichartz norm of ϕε, which will lead to introduce a bootstrap argument. Then, using the
bootstrap assumption, we will prove the theorem, before checking the validity of the bootstrap in the
ﬁnal step.
Step one :
We recall the equation (3.17) satisﬁed by the remainder θε :
iε∂tθ
ε(t, x) +
ε2
2
Δθε(t, x)− V (x)θε(t, x) = εNLε + εLε ; θε(0, x) = 0,
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where NLε and Lε are deﬁned in (3.18) and (3.19), respectively. The Duhamel formula gives
θε(t+ τ) = ei
τ
εP (ε)θε(t)− i
∫ t+τ
t
e
i
ε (t+τ−s)P (ε)NLε(s)ds
− i
∫ t+τ
t
e
i
ε (t+τ−s)P (ε)Lε(s)ds.
We introduce the following Lebesgue exponents:
p =
8
d
; q = 4 ; σ =
8
4− d .
Then, (p, q) is admissible, and
1
p′
=
2
σ
+
1
p
;
1
q′
=
3
4
=
2
q
+
1
q
.
Let t ≥ 0, 0 < τ ≤ 1 and I = [t, t+ τ ]. Strichartz estimates of Theorem 3.2.1 yield
ε−1/p‖θε‖L∞(I,L2) + ‖θε‖Lp(I,Lq)  ε−1/p‖θε(t)‖L2 + ε−1/p‖Lε‖L1(I,L2)
+ ε−2/p‖NLε‖Lp′ (I,Lq′ ).
In view of the pointwise estimate∣∣∣|ϕεχ++θε−εgεχ−|2C2(ϕεχ++θε−εgεχ−)−|ϕε|2ϕεχ+∣∣∣  (|ϕε|2 + |θε|2 + ε2|gε|2) (|θε|+ |εgε|) , (3.23)
and using Hölder inequality, we infer
ε−1/p‖θε‖L∞(I,L2) + ‖θε‖Lp(I,Lq) 
ε−1/p‖θε(t)‖L2 + ε−1/p‖Lε‖L1(I,L2) + εd/2−2/p
(
‖ϕε‖2Lσ(I,Lq)
+‖θε‖2Lσ(I,Lq) + ε2‖gε‖2Lσ(I,Lq)
) (‖θε‖Lp(I,Lq) + ε‖gε‖Lp(I,Lq)) .
We have
‖ϕε(t)‖L4x = ε−d/8‖u(t)‖L4y ≤ C(T )ε−d/8, (3.24)
with y =
x− x+(t)√
ε
. Besides, using Proposition 3.2.3 again, we obtain the estimate
ε2‖gε(t)‖2L4 ≤ C(T )ε2−d/2, (3.25)
with 2− d/2 ≥ 1/2.
Therefore, it is natural to perform a bootstrap argument assuming, say
‖θε(t)‖L4 ≤ ε−d/8. (3.26)
In the rest of the proof, we will not always mention dependence in T of the constants.
In the following steps, we assume that (3.26) holds on [0, T ] and show :
‖θε(t)‖L2 ≤ C1(T )ε1/2, (3.27)
‖θε‖Lp([0,t],Lq)  ε1/2−d/8. (3.28)
and
‖ε∇θε(t)‖L2 ≤ C2(T )ε1/2, (3.29)
Before proving the previous estimates, we ﬁrst check that it implies the result: assume (3.27), (3.28)
and (3.29), and let
t0 = inf
{
t ≥ 0, ‖θε(t)‖L4(Rd) ≥ ε−d/8
}
.
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Since θε(0) = 0, t0 > 0. It is easy to see that t0 ≥ T : in fact, we argue by contradiction, assuming t0 < T ,
and using (3.27) and (3.29) in the weighted Gagliardo-Nirenberg inequality, one obtains :
‖θε(t)‖L4  ε−d/4‖θε(t)‖1−d/4L2 ‖ε∇θε(t)‖d/4L2  ε−d/4ε1/2.
Since d = 2, 3, 1/2− d/4 > −d/8 and so
‖θε(t0)‖L4  ε−d/8+δ, δ > 0,
which is a contradiction with
‖θε(t0)‖L4 = ε−d/8, for small ε.
Step two :
In this step, we assume that (3.26) holds on [0, T ] and show (3.27), (3.28).
As long as (3.26) holds, we have
ε−1/p‖θε‖L∞(I,L2) + ‖θε‖Lp(I,Lq)  ε−1/p‖θε(s)‖L2 + ε−1/p‖Lε‖L1(I,L2)
+ τ2/σ
(‖θε‖Lp(I,Lq) + ε‖gε‖Lp(I,Lq)) .
where s ∈ [t, t + τ ], can be diﬀerent from t, thanks to the mass-conservation and where we have used
(3.24), (3.25) and (3.26), with
d
2
− 2
p
− 2d
8
= 0.
Integrating in s, between t and t+ τ , we get
ε−1/p‖θε‖L∞(I,L2) + ‖θε‖Lp(I,Lq)  ε−1/pτ−1‖θε‖L1(I,L2) + ε−1/p‖Lε‖L1(I,L2)
+ τ2/σ
(‖θε‖Lp(I,Lq) + ε‖gε‖Lp(I,Lq)) .
We choose τ  1 and from now, τ > 0 is ﬁxed, so that τ−1 is a constant. We recover the interval [0, t]
for some t ≤ T , with a ﬁnite number of intervals of the form [jτ, (j + 1)τ ] and obtain
ε−1/p‖θε‖L∞([0,t],L2) + ‖θε‖Lp([0,t],Lq)  ε−1/p‖θε‖L1([0,t],L2)
+ ε−1/p‖Lε‖L1([0,t],L2) + ε‖gε‖Lp([0,t],Lq). (3.30)
Thanks to (3.25) and under (3.26), we obtain
‖θε‖L∞([0,t],L2)  ‖Lε‖L1([0,t],L2) + ε1−d/8 + ‖θε‖L1([0,t],L2). (3.31)
We use the following estimate, given in Remark 3.2.4, for t ∈ [0, T ] :
‖Lε‖L1([0,t],L2)  ε1/2.
We notice that 1/2 ≤ 1− d/8, for d = 2, 3, and we infer
‖θε‖L∞([0,t],L2)  ε1/2 + ‖θε‖L1([0,t],L2). (3.32)
By Gronwall Lemma, we obtain the estimate (3.27). Combining (3.30) and (3.32), we obtain the
announced estimate (3.28), under (3.26), which concludes this step.
Step three:
It remains to check how long the bootstrap assumption (3.26) holds. For this, we look for a control of
θε(t) in H1ε . We diﬀerentiate the system (3.17) with respect to x, and we ﬁnd⎧⎨⎩ iε∂t(ε∇θε) + ε
2
2
Δ(ε∇θε)− V (x)ε∇θε = ε∇V (x)θε + ε2∇NLε + ε2∇Lε,
ε∇θε(0, x) = 0.
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Using Strichartz estimates again, we ﬁnd
ε−1/p‖ε∇θε‖L∞(I,L2) + ‖ε∇θε‖Lp(I,Lq)  ε−1/p
(‖ε∇θε(s)‖L2 + ‖∇V θε‖L1(I,L2))
+ ε−1/p‖ε∇Lε‖L1(I,L2) + ε−2/p‖ε∇NLε‖Lp′ (I,Lq′ ).
We observe that, thanks to Assumption 3.1.1, |∇V (x)| ≤ C. Besides, by Remark 3.2.4, we have
‖ε∇Lε(t)‖L2 
√
ε, for 0 ≤ t ≤ T. (3.33)
The only remaining point concerns the term ε∇NLε. We have
|ε∇NLε|  εd/2 (|ϕε|2 + |θε|2 + ε2|gε|2) (|ε∇θε|+ ε2|∇(gεχ−)|)+ εd/2|ε∇ϕε||ϕε| (|θε|+ ε|gε|) .
We notice that
‖ε∇ϕε(t)‖L4  ε1/2−d/8‖∇u(t)‖L4 + ε−d/8‖u(t)‖L4  C(T )ε−d/8,
using Proposition 3.1.4, with 1/2− d/8 > 0, we infer by (3.24)
‖ϕε × ε∇ϕε(t)‖L2  ε−d/4. (3.34)
Then, we can write, thanks to Hölder inequality :
ε−2/p‖ε∇NLε‖Lp′ (I,Lq′ )  εd/2−2/p
(
‖ϕε‖2Lσ(I,Lq) + ‖θε‖2Lσ(I,Lq) + ε2‖gε‖2Lσ(I,Lq)
)
(‖ε∇θε‖Lp(I,Lq) + ε2‖∇(gεχ−)‖Lp(I,Lq))
+εd/2−2/p‖ϕε ε∇ϕε‖Lσ/2(I,L2)
(‖θε‖Lp(I,Lq) + ε‖gε‖Lp(I,Lq))
The ﬁrst part is handled as before, using estimates (3.24), (3.25) and (3.26). For the second part, using
(3.28) instead of (3.26), we ﬁnd
ε−2/p‖ε∇NLε‖Lp′ (I,Lq′ )  τ2/σ‖ε∇θε‖Lp(I,Lq) + τ2/σε1/2−d/8,
where we have used that d/2− 2/p− d/4 = 0. We infer for s ∈ I :
ε−1/p‖ε∇θε‖L∞(I,L2) + ‖ε∇θε‖Lp(I,Lq)  ε−1/p‖ε∇θε(s)‖L2 + ε−1/p‖θε‖L1(I,L2)
+ ε−1/p‖ε∇Lε‖L1(I,L2) + τ2/σε1/2−d/8 + τ2/σ‖ε∇θε‖Lp(I,Lq).
By integration on I, we obtain :
ε−1/p‖ε∇θε‖L∞(I,L2) + ‖ε∇θε‖Lp(I,Lq)  ε−1/pτ−1‖ε∇θε‖L1(I,L2) + ε−1/p‖θε‖L1(I,L2)
+ ε−1/p‖ε∇Lε‖L1(I,L2) + τ2/σε1/2−d/8 + τ2/σ‖ε∇θε‖Lp(I,Lq).
We choose τ suﬃciently small to absorb the last term, and repeating this procedure a ﬁnite number of
times, to recover [0, T ], we obtain
ε−1/p‖ε∇θε‖L∞([0,T ],L2) + ‖ε∇θε‖Lp([0,T ],Lq)  ε−1/p‖ε∇θε‖L1([0,T ]L2) + ε1/2−d/8, (3.35)
where we have used (3.27), (3.33) and that
‖θε‖L1([0,T ],L2) + ‖ε∇Lε‖L1([0,T ],L2)  ε1/2.
Using (3.27), (3.33) and (3.35), we now have
‖ε∇θε‖L∞([0,t],L2)  ‖ε∇θε‖L1([0,t],L2) + ε1/2, ∀t ∈ [0, T ]. (3.36)
Then, using Gronwall lemma, we obtain (3.29):
‖ε∇θε(t)‖L2  ε1/2, ∀t ∈ [0, T ].
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Gagliardo-Nirenberg inequality then implies
‖θε(t)‖L4  ε−d/4‖θε(t)‖1−d/4L2 ‖ε∇θε(t)‖d/4L2 ,
 ε−d/4+1/2  ε−d/8ε1/2−d/8,
with 1/2−d/8 > 0 because d ≤ 3. We infer that (3.26) holds for ﬁnite time. This concludes the bootstrap
argument and we infer
sup
0≤t≤T
(‖θε(t)‖L2 + ‖ε∇θε(t)‖L2)−→
ε→0
0.
Theorem 3.1.5 then follows using Proposition 3.2.3 and the relation θε = wε + εgεχ−.
Remarque 3.3.2. If the initial datum is such that :
ψε0(x) = ε
−d/4eiξ
+
0 .(x−x+0 )/εa
(
x− x+0√
ε
)
χ+(x) + ηε(x),
with ηε(x) + ε∇ηε(x) = O(εγ0) in L2, the initial terms θε(0, x) presents a O(εγ0) contribution in H1ε .
Performing the same bootstrap argument (3.26), we obtain for t ∈ [0, T ] :
‖θε‖Lp([0,t],Lq)  ε1/2−d/8 + ε−d/8+γ0 ,
and this gives
‖θε‖L∞([0,t],L2) ≤ C(T )
(
ε1/2 + εγ0
)
.
The estimate for the derivative writes :
‖ε∇θε‖Lp([0,t],Lq)  ε1/2−d/8 + ε−d/8+γ0 + ε−d/8‖ε∇θε‖L1([0,t],L2),
and ﬁnally, by Gronwall Lemma, for t ∈ [0, T ] :
‖ε∇θε(t)‖L2 ≤ C(T )
(
ε1/2 + εγ0
)
.
Gagliardo-Nirenberg inequality then gives
‖θε(t)‖Lq  ε−d/4‖θε(t)‖1−d/4L2 ‖ε∇θε(t)‖d/4L2
 ε−d/8ε1/2−d/8 + εγ0−d/8,
with 1/2 − d/8 > 0 for d ≤ 3 and γ0 > d/8. This implies that the bootstrap argument (3.26) holds for
ﬁnite time, whence the result of Remark 3.1.6.
Let us notice that the proof of Theorem 3.1.5 crucially relies on the result of Proposition 3.1.4, for
k ≤ 6. Therefore, in order to deal with large times, we need to have the exponential control (3.9).
3.3.3 Large time case
Our aim is now to prove Theorem 3.1.7 and to ﬁnd that the approximation holds until T ε = C log log(ε−1),
for some suitable C > 0.
We assume that we have the exponential control (3.9) for k ≤ 6, which gives us the following estimate
on ϕε(t):
‖ϕε(t)‖L4(Rd)  ε−d/8eCt.
Therefore, we make the following bootstrap assumption on θε(t):
‖θε(t)‖L4(Rd) ≤ ε−d/8eCt, t ∈ [0, T ε]. (3.37)
We have the following lemma :
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Lemme 3.3.3. Let δ0 > 0 a small constant. Then, there exist c > 0 and ε0 > 0 such that, if T ε ≤
c log log(ε−1) and (3.37) holds, uniformly for ε ∈]0, ε0], then we have the following estimates :
∀ε ∈]0, ε0] and ∀t ∈ [0, T ε],
‖θε(t)‖L2  ε1/2−δ0 , (3.38)
‖θε‖L8/d([0,t],L4)  ε1/2−d/8−2δ0 , (3.39)
‖ε∇θε(t)‖L2  ε1/2−3δ0 . (3.40)
Before writing the proof of this lemma, we ﬁrst check that it implies the result by a bootstrap
argument: assume Lemma 3.3.3 and let
tε = inf
{
t ≥ 0; ‖θε(t)‖L4(Rd) ≥ ε−d/8eCt
}
,
where C > 0 is independent of ε and comes from the exponential control of ϕε and the bootstrap
assumption (3.37). Note that since θε(0) = 0, we have tε > 0. We show that tε ≥ T ε, which will yield
the desired result; we argue by contradiction :
Assume tε < T ε, then, using (3.38) and (3.40) from Lemma 3.3.3, the weighted Gagliardo-Nirenberg
inequality gives :
‖θε(t)‖L4  ε−d/4‖θε(t)‖1−d/4L2 ‖ε∇θε(t)‖d/4L2 ,
 ε−d/4ε1/2ε−δ0−dδ0/2.
Choosing δ0 such that
1
2
− d
4
− δ0 − dδ0
2
>
−d
8
,
that is to say δ0 < (4− d)/(4d+ 8), which is possible since d = 2 or 3, we have
‖θε(tε)‖L4  ε−d/8+δ1 ,
for some δ1 > 0. This is a contradiction with the fact that, for small ε, whe have
‖θε(tε)‖L4 = ε−d/8eCt
ε
.
It remains to prove Lemma 3.3.3.
Proof of (3.38) and (3.39)
Let I = [t, t+ τ ] ⊂ [0, T ε], where τ = τ(ε) ≤ 1 will be speciﬁed later. For s ∈ I, Strichartz estimates for
(8/d, 4) and (∞, 2), and Hölder inequality yield :
‖θε‖L8/d(I,L4) + ε−d/8‖θε‖L∞(I,L2)
 ε−d/8‖θε(s)‖L2 + ε−d/8‖Lε‖L1(I,L2) + εd/4‖NLε‖Lp′ (I,Lq′ ),
 ε−d/8‖θε(s)‖L2 + ε−d/8‖Lε‖L1(I,L2) + εd/4
(
‖ϕε‖2Lσ(I,L4)
+‖θε‖2Lσ(I,L4) + ε2‖gε‖2Lσ(I,L4)
) (‖θε‖L8/d(I,L4) + ε‖gε‖L8/d(I,L4)) .
Then we use the estimate on ϕε, and choosing a larger C if necessary, we get by integration in s :
‖θε‖L8/d(I,L4) + ε−d/8‖θε‖L∞(I,L2) ≤ K
[
τ−1ε−d/8‖θε‖L1(I,L2) + ε−d/8‖Lε‖L1(I,L2)
+τ2/σe2Ct‖θε‖L8/d(I,L4) + τ2/σ+d/8eCtε1−d/4
]
,
with K independent of ε, and where we have used Proposition 3.2.3 to estimate the norms of gε.
We want to have the term Kτ2/σe2Ct‖θε‖L8/d(I,L4) be absorbed by the left hand side. We ﬁrst notice
that for t ≤ c log log(ε−1), we have
Kτ2/σe2Ct ≤ Kτ2/σ (log(ε−1))2Cc .
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We choose τ such that
Kτ2/σ
(
log(ε−1)
)2Cc
=
1
2
, which gives τ =
[
1
2K (log(ε−1))2Cc
]σ/2
.
We then obtain
‖θε‖L8/d(I,L4) + ε−d/8‖θε‖L∞(I,L2)  τ−1ε−d/8‖θε‖L1(I,L2) + ε−d/8‖Lε‖L1(I,L2)
+ τ2/σ+d/8eCtε1−d/4.
For t′ ≤ T ε, we recover [0, t′] with at most Jε intervals of size τ , with
Jε =
2T ε
τ
,
and choosing c suﬃciently small, we have :
Jε 
(
log(ε−1)
)1/2
.
We notice that τ−1 is controlled by
(
log(ε−1)
)1/2.
We now write
‖θε‖L8/d([0,t′],L4) + ε−d/8‖θε‖L∞([0,t′],L2) 
(
log(ε−1)
)1/2 [
ε−d/8‖θε‖L1([0,t′],L2) (3.41)
+ε−d/8‖Lε‖L1([0,t′],L2) + ε1−d/4eCt
′]
and for the admissible pair (∞, 2), we get
‖θε‖L∞([0,t′],L2) 
(
log(ε−1)
)1/2 [‖θε‖L1([0,t′],L2) + ‖Lε‖L1([0,t′],L2) + ε1−d/8eCt′] .
We recall that
‖Lε(t)‖L2 
√
εeCt, ∀t ≥ 0,
and since 1− d/8 > 1/2, we can neglect the last term :
‖θε‖L∞([0,t′],L2) 
(
log(ε−1)
)1/2 [‖θε‖L1([0,t′],L2) + ‖Lε‖L1([0,t′],L2)] .
Then Gronwall lemma yields
‖θε(t)‖L2 ≤ C1ε1/2eCt(log(ε−1))1/2 eC2t(log(ε
−1))1/2 , for t ≤ T ε,
where C1 and C2 are constants independent of ε. Note that for c and ε0 suﬃciently small, and when
ε ∈]0, ε0[, we have
eC2t(log(ε
−1))1/2 ≤ eC2 log(ε−1)1/2c log log(ε−1)
≤ eδ0 log(ε−1)/10
≤ ε−δ0/10.
Using similar arguments for the other factors, we obtain (3.38).
Going back to (3.41), we get (3.39) using (3.38).
Proof of (3.40)
Strichartz estimates with admissible pairs (8/d, 4) and (∞, 2) yield :
‖ε∇θε‖L8/d(I,L4)+ε−d/8‖ε∇θε‖L∞(I,L2)  ε−d/8
(‖ε∇θε(s)‖L2 + ‖ε∇Lε‖L1(I,L2))
+ ε−d/8‖ε(∇V )θε‖L1(I,L2) + ε−d/4‖ε∇NLε‖Lp′ (I,Lq′ ).
3.3. Proof of the main results 69
Thanks to Hölder inequality, the nonlinear term writes :
ε−d/4‖ε∇NLε‖Lp′ (I,Lq′ )  εd/4
(
‖ϕε‖2Lσ(I,L4) + ‖θε‖2Lσ(I,L4) + ε2‖gε‖2Lσ(I,L4)
)
(‖ε∇θε‖L8/d(I,L4) + ε2‖∇(gεχ−)‖L8/d(I,L4))
+εd/4‖ϕε ε∇ϕε‖Lσ/2(I,L2)
(‖θε‖L8/d(I,L4) + ε‖gε‖L8/d(I,L4)) .
We ﬁrst notice that, thanks to Proposition 3.2.3, and the control of χ−, given by (3.4), we have :
ε2‖∇(gεχ−)‖L8/d(I,L4)  ε2−d/4eCtτd/8, and ε‖gε‖L8/d(I,L4)  ε1−d/4eCtτd/8.
Besides, we recall that (3.34) in large time gives :
‖ϕε.ε∇ϕε‖Lσ/2(I,L2)  ε−d/4eCtτ2/σ.
Then, by (3.39) and Proposition 3.2.3 again, we have
ε−d/4‖ε∇NLε‖Lp′ (I,Lq′ )  τ2/σe2Ct
(
‖ε∇θε‖L8/d(I,L4) + ε2−d/4eCtτd/8
)
+ τ2/σeCt
(
ε1/2−d/8−2δ0 + ε1−d/4eCtτd/8
)
.
We neglect the terms brought by the correction term gε since their contributions are smaller than the
other terms. Then, by integration in s, this gives the following estimate
‖ε∇θε‖L8/d(I,L4) + ε−d/8‖ε∇θε‖L∞(I,L2) 
K˜
[
ε−d/8τ−1‖ε∇θε‖L1(I,L2) + ε−d/8‖ε(∇V )θε‖L1(I,L2) + ε−d/8‖ε∇Lε‖L1(I,L2)
+τ2/σe2Ct‖ε∇θε‖L8/d(I,L4) + τ2/σeCtε1/2−d/8−2δ0
]
With t ≤ c′ log log(ε−1), we choose τ such that :
K˜τ2/σ
(
log(ε−1)
)2Cc′
=
1
2
, which gives τ =
[
1
2K˜ (log(ε−1))2Cc
′
]σ/2
.
The term with ‖ε∇θε‖L8/d(I,L4) is now absorbed by the left hand side, then we get
‖ε∇θε‖L8/d(I,L4) + ε−d/8‖ε∇θε‖L∞(I,L2)  ε−d/8‖ε∇θε‖L1(I,L2) + ε−d/8‖ε(∇V )θε‖L1(I,L2)
+ ε−d/8‖ε∇Lε‖L1(I,L2) + τ2/σeCtε1/2−d/8−2δ0
For t′ ≤ T ε, we recover [0, t′] with at most J˜ε intervals of size τ , where J˜ε = 2T ε τ−1. Choosing c′
suﬃciently small, we have
J˜ε 
(
log(ε−1)
)1/2
.
We notice that since τ−1 ≤ J˜ε, we have τ−1 ≤ (log(ε−1))1/2.
Using |∇V (x)|  1 because of Assumption 3.1.1, (3.38) and
‖ε∇Lε(t)‖L2 
√
εeCt,
we now write
‖ε∇θε‖L8/d([0,t′],L4) + ε−d/8‖ε∇θε‖L∞([0,t′],L2) (
log(ε−1)
)1/2 [
ε−d/8‖ε∇θε‖L1([0,t′],L2) + ε1/2−d/8eCt
′
+ ε1/2−d/8−2δ0(1 + eCt
′
)
]
.
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For (∞, 2) only, we get
‖ε∇θε‖L∞([0,t′],L2) 
(
log(ε−1)
)1/2 [‖ε∇θε‖L1([0,t′],L2) + ε1/2−2δ0(1 + eCt′)] .
Then, Gronwall lemma yields :
‖ε∇θε(t)‖L2  ε1/2−2δ0(1 + eCt)
(
log(ε−1)
)1/2
e(log(ε
−1))
1/2
t, for t ≤ T ε.
We notice that for c > 0 small enough, and for t ≤ c log log(ε−1), the following estimate holds :
eCt
(
log(ε−1)
)1/2  log(ε−1),
and the last term has been studied before; then
‖ε∇θε(t)‖L2  ε1/2−δ0ε−δ0/10 log(ε−1),
and we get (3.40). The proof of Theorem 3.1.7 is now complete.
Remarque 3.3.4. In order to deal with initial data which are perturbation of wave packets, as in Remark
3.1.6, but in large time case, we have to check how long the bootstrap argument holds with new terms
appearing from ηε. We have to show :
Let δ1 > 0 a small constant. Then, there exist c > 0 and ε0 > 0 such that, if T ε ≤ c log log(ε−1) and
(3.37) holds, uniformely for ε ∈]0, ε0], then we have the following estimates :
∀ε ∈]0, ε0] and ∀t ∈ [0, T ε],
‖θε(t)‖L2  ε1/2−δ1 + εγ0−δ1 ,
‖θε‖L8/d([0,t],L4)  ε1/2−d/8−δ1 + εγ0−d/8−δ1 ,
‖ε∇θε(t)‖L2  ε1/2−δ1 + εγ0−δ1 .
• If these estimates are true, then : let
tε = inf
{
t ≥ 0; ‖θε(t)‖L4(Rd) ≥ ε−d/8eCt
}
.
Note that because of
θε(0) = O(εγ0), in H1ε
and εγ0 < ε−d/8 since ε ≤ 1, we have tε > 0. We show that tε ≥ T ε; we argue by contradiction:
Assume tε < T ε, then, using the estimates on θε, the weighted Gagliardo-Nirenberg inequality
gives:
‖θε(t)‖L4  ε−d/4‖θε(t)‖1−d/4L2 ‖ε∇θε(t)‖d/4L2 ,
 ε−d/4
(
ε1/2−δ1 + εγ0−δ1
)
.
Choosing δ1 such that
1
2
− d
4
− δ1 > −d
8
, and γ0 − d
4
− δ1 > −d
8
which is possible since d = 2 or 3 and γ0 > d/8, we have
‖θε(tε)‖L4  ε−d/8+δ,
for some δ > 0. This is a contradiction with the fact that, for small ε, whe have
‖θε(tε)‖L4 = ε−d/8eCt
ε
.
3.4. Growth of Sobolev norms and momenta of the proﬁle 71
Let us now prove the estimates on the remainder. We recall that
‖θε‖L8/d([0,t′],L4) 
(
log(ε−1)
)1/2 [
ε−d/8‖θε‖L1([0,t′],L2) + ε−d/8‖Lε‖L1([0,t′],L2) +ε1−d/4eCt
′]
,
for t′ ≤ T ε. Thanks to Strichartz estimates, Hölder inequality, we obtain
‖θε‖L∞([0,t′],L2)  ‖θε(0)‖L2 + ‖Lε‖L1([0,t′],L2) + ε−d/8‖NLε‖Lp′ ([0,t′],Lq′ )
 ‖θε(0)‖L2 + ‖Lε‖L1([0,t′],L2) + εd/8eCt
′ (
log(ε−1)
)1/2
×
[
ε−d/8‖θε‖L1([0,t′],L2) + ε−d/8‖Lε‖L1([0,t′],L2) + ε1−d/4eCt
′]
.
But, t′ ≤ T ε, so
eCt
′ (
log(ε−1)
)1/2 ≤ eCc log log(ε−1) (log(ε−1))1/2
≤ log(ε−1),
for c small enough. We obtain :
‖θε‖L∞([0,t′],L2)  ‖θε(0)‖L2 + εd/8 log(ε−1)
[
ε−d/8‖θε‖L1([0,t′],L2)
+ε−d/8‖Lε‖L1([0,t′],L2) + ε1−d/4eCt
′]
+ ‖Lε‖L1([0,t′],L2)
 εγ0 + log(ε−1)
[
‖θε‖L1([0,t′],L2) +
√
ε
(
log(ε−1)
)1/2]
+
√
ε
(
log(ε−1)
)1/2
.
Finally, Gronwall lemma yields
‖θε(t)‖L2 ≤ C0
(
εγ0 +
√
ε
(
log(ε−1)
)1/2
(1 + log(ε−1)
)
eC1 log(ε
−1)t
 ε1/2−δ1 + εγ0−δ1 ,
for δ1 > 0 choosen small, to apply similar arguments as in the previous proof. Then, using this estimate
with δ1/2, we obtain the second estimate we wanted to prove.
Using the same method for ε∇θε, should it change δ1, we have
‖ε∇θε(t)‖L2  ε1/2−δ1 + εγ0−δ1 .
3.4 Growth of Sobolev norms and momenta of the proﬁle
We will focus on the behaviour of u(t) for large time and prove Proposition 3.1.9, which gives an additional
case where Theorem 3.1.7 holds.
We ﬁrst recall some results that follow from [52] (see Theorem 2.2 and Corollary 2.7 of this paper) and
[77].
We consider Q+ satisfying
sup
t∈R
|Q+(t)| < +∞,
then, the following (local in time) Strichartz estimates hold.
Proposition 3.4.1 (Strichartz estimates for quadratic potentials). Let (p, q), (p1, q1) be admissible pairs,
deﬁned in Deﬁnition 3.1.8. Let I be a ﬁnite time interval. We consider u, the solution to
i∂tu+
1
2
Δu− 1
2
〈
Q+(t)x;x
〉
u = f ; u(0, x) = u0(x).
where u0 ∈ L2(Rd) and f ∈ Lp′1(I, Lq′1). Then, there exists C = C(q, q1, |I|), such that for all s ∈ I
‖u‖Lp(I,Lq) ≤ C‖u0‖L2 + ‖f‖Lp′1 (I,Lq′1 ) = C‖u(s)‖L2 + ‖f‖Lp′1 (I,Lq′1 ).
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Remarque 3.4.2. Note that these results are given in [52] for at most quadratic potentials and not only
quadratic potentials, as it is done in the previous Proposition.
Besides related works are presented in [103] and [104], for Schrödinger equations, with (time independent)
superquadratic potentials. For the criticality of quadratic potentials, see [102].
We prove the following lemma, since it is the ﬁrst step of the proof of Proposition 3.1.9.
Lemme 3.4.3. Let d = 2 or 3. Assume Λ ≥ 0 and :∣∣Q+(t)∣∣+ (1 + |t|)| ∣∣∣∣ ddtQ+(t)
∣∣∣∣ ≤ C(1 + |t|)−κ0
with C > 0 and κ0 > 2. We consider u, the solution to the Cauchy problem (3.7). Then, there exist
C1, C2 > 0 and γ > 0 such that
‖∇u(t)‖L2 ≤ C1, ‖xu(t)‖L2 ≤ C2(1 + |t|)γ+1.
Moreover
‖∇u‖Lp([0,t],Lq) + ‖xu‖Lp([0,t],Lq)  (1 + |t|)γ+2.
Proof. We use an energy argument and set
E(t) =
1
2
‖∇u(t)‖2L2 +
Λ
4
‖u(t)‖4L4 +
1
2
∫
Rd
〈
Q+(t)x, x
〉 |u(t, x)|2dx,
and
V (t) =
1
2
∫
Rd
|x|2|u(t, x)|2dx.
We have :
E′(t) =
1
2
∫
Rd
〈
d
dt
Q+(t)x;x
〉
|u(t, x)|2dx,
V ′(t) = 2 Im
∫
Rd
(x.∇u(t, x))u(t, x)dx.
We introduce the following quantity :
A(t) = E(t) +
C˜
(1 + |t|)2+δ V (t),
with δ > 0. For C˜ large enough and choosing δ  1 such that 2 < 2 + δ < κ0, we obtain
A(t) ≥ 1
2
‖∇u(t)‖2L2 +
1
4
‖u(t)‖4L4 +
1
(1 + |t|)2+δ V (t).
Then, using all these estimates, we have :
E′(t)  1
(1 + |t|)κ0+1V (t) ; V (t) ≤ (1 + |t|)
2+δ
A(t);
we then recall that
|V ′(t)|  V (t)1/2A(t)1/2,
and combining these estimates, we obtain
A′(t) = E′(t) +
C˜
(1 + |t|)2+δ V
′(t)− C˜(2 + δ)
(1 + |t|)3+δ V (t),
≤ E′(t) + C˜
(1 + |t|)2+δ V
′(t),
≤
(
C
(1 + |t|)κ0−1−δ +
C
(1 + |t|)1+δ/2
)
A(t),
≤ C
(1 + |t|)1+δ˜
A(t),
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for some δ˜ > 0. By Gronwall Lemma, we ﬁnd |A(t)| ≤ C, whence
‖∇u(t)‖L2 ≤ C, ‖xu(t)‖L2 ≤ C(1 + |t|)1+γ , (3.42)
where γ > 0. And since ‖u(t)‖4L4 ≤ A(t), we deduce
‖u(t)‖L4 ≤ C.
Besides, the derivative and the ﬁrst momentum of u satisfy the following equations:
i∂t(∇u) + 1
2
Δ(∇u)− 1
2
〈
Q+(t)x;x
〉
(∇u) = Q+(t)x u+ Λ∇ (|u|2u) ,
and
i∂t(xu) +
1
2
Δ(xu)− 1
2
〈
Q+(t)x;x
〉
(xu) = ∇u+ Λ|u|2 (xu) .
We set I = [t, t + τ ], with t ≥ 0, τ > 0, and (p, q) any admissible pair. We recall that (8/d, 4) is
the admissible pair introduced in the previous proofs, and σ = 8/(4 − d), which will be useful for the
absorbtion argument. We have, thanks to Strichartz estimates given in Proposition 3.4.1 :
‖∇u‖(Lp(I,Lq))∩(L8/d(I,L4))
 ‖∇u(t)‖L2 + ‖Q+(t)xu‖L1(I,L2) + ‖∇
(|u|2u) ‖L8/(8−d)(I,L4/3)
 ‖∇u(t)‖L2 + ‖xu‖L1(I,L2) + ‖u‖2Lσ(I,L4)‖∇u‖L8/d(I,L4)
 ‖∇u(t)‖L2 + ‖xu‖L1(I,L2) + τ2/σ‖u‖2L∞(I,H1)‖∇u‖L8/d(I,L4),
where we have used Hölder inequality and the Sobolev embedding (with d ≤ 4). Then we have by (3.42)
‖∇u‖(Lp(I,Lq))∩(L8/d(I,L4))  ‖∇u(t)‖L2 + ‖xu‖L1(I,L2) + τ2/σ‖∇u‖L8/d(I,L4). (3.43)
Similarly, we have :
‖xu‖(Lp(I,Lq))∩(L8/d(I,L4)) ‖xu(t)‖L2 + ‖∇u‖L1(I,L2) + ‖|u|2 (xu) ‖L8/(8−d)(I,L4/3)
 ‖xu(t)‖L2 + ‖∇u‖L1(I,L2) + τ2/σ‖u‖2L∞(I,H1)‖xu‖L8/d(I,L4). (3.44)
Combining (3.43) and (3.44), and choosing τ suﬃciently small, we obtain
‖∇u‖(Lp(I,Lq))∩(L8/d(I,L4)) + ‖xu‖(Lp(I,Lq))∩(L8/d(I,L4))
 ‖∇u(t)‖L2 + ‖xu(t)‖L2 + ‖∇u‖L1(I,L2) + ‖xu‖L1(I,L2)
 (1 + (t+ τ)γ+1),
with γ > 0, where we have used (3.42).
Using the above estimate for t = 0, τ, 2τ, · · · , jτ for j ∈ N, and we recover [0, t] with a ﬁnite number of
intervals, to ﬁnally obtain the following estimate, for all t ≥ 0 :
‖∇u‖(Lp([0,t],Lq))∩(L8/d([0,t],L4)) + ‖xu‖(Lp([0,t],Lq))∩(L8/d([0,t],L4))  (1 + t)γ+2, (3.45)
for any admissible pair; and the proof of the lemma is complete.
We now prove Proposition 3.1.9.
Proof of Proposition 3.1.9. We argue by induction. The case k = 1 is given by Lemma 3.4.3. Assume
now that the result holds for k − 1; we will prove it for k. The ﬁrst important point is to notice that it
suﬃces to analyse the derivatives and momenta of order k. In fact, the following inequality holds :
∑
|α|+|β|≤k
‖xα∂βxu‖Lq ≤ C
⎡⎣‖(1 + |x|)ku‖Lq + ∑
|α|≤k
‖∂αx u‖Lq
⎤⎦ .
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It is an easy consequence of Theorem 5 of [100].
For all α ∈ Nd such that |α| = k, u satisﬁes the following equations :
i∂t(∂
α
x u) +
1
2
Δ(∂αx u)−
1
2
〈
Q+(t)x;x
〉
(∂αx u) =
1
2
[
∂αx ,
〈
Q+(t)x;x
〉]
u+ Λ∂αx
(|u|2u) ,
and
i∂t(x
αu) +
1
2
Δ(xαu)− 1
2
〈
Q+(t)x;x
〉
(xαu) =
1
2
[Δ, xα]u+ Λ|u|2 (xαu) .
For convenience, we distinguish cases d = 2 and d = 3.
Case d = 2 : Here, the usual admissible pair, used to deal with the nonlinearity, is (8/d, 4) = (4, 4),
and σ = 8/(4− d) = 4. Strichartz estimates on I = [t, t+ τ ], for t ≥ 0 and τ > 0 then yield :
‖∂αx u‖(L∞(I,L2))∩(L4(I,L4))  ‖∂αx u(t)‖L2 + ‖∂αx (|u|2u)‖L4/3(I,L4/3)
+ ‖ [∂αx , 〈Q+(t)x;x〉]u‖L1(I,L2),
‖xαu‖(L∞(I,L2))∩(L4(I,L4)) ‖xαu(t)‖L2 + ‖|u|2(xαu)‖L4/3(I,L4/3)
+ ‖ [Δ, xα]u‖L1(I,L2).
We write [
∂αx ,
〈
Q+(t)x;x
〉]
u =
∑
|β|=|α|−1
(cβ(t)x) ∂
β
xu+
∑
|γ|=|α|−2
dγ(t)∂
γ
xu,
where cβ and dγ are bounded for all t ∈ R. We ﬁrst notice that the derivative of the nonlinearity satisfy:∣∣∂αx (|u|2u)∣∣  |u|2|∂αx u|+∑
j≤J
|wj1| |wj2| |wj3| ,
where J ∈ N, wjl are derivatives of u or u of order lower than k − 1, rearranged such that wj1 is of
order lower than wj2, which is of order lower than wj3. Then, thanks to Hölder inequality, and Sobolev
embedding, we have
‖∂αx u‖(L∞(I,L2))∩(L4(I,L4))  ‖∂αx u(t)‖L2 + τ2/σ‖u‖2L∞(I,H1)‖∂αx u‖L4(I,L4)
+
∑
j≤J
‖wj1‖L4(I,L4)‖wj2‖L4(I,L4)‖wj3‖L4(I,L4)
+
∑
|β|=|α|−1
‖x∂βxu‖L1(I,L2) + τFk−1,
‖xαu‖(L∞(I,L2))∩(L4(I,L4))  ‖xαu(t)‖L2 + τ2/σ‖u‖2L∞(I,H1)‖xαu‖L4(I,L4) + τFk−1,
where Fk−1 is the sum of L∞(I, L2)−norm of terms of order lower than k − 1 (it contains terms from∑
|γ|=|α|−2 dγ(t) ∂
γ
xu and [Δ, xα]u ). We have, thanks to the induction hypothesis∑
j≤J
‖wj1‖L4(I,L4)‖wj2‖L4(I,L4)‖wj3‖L4(I,L4)  eCt.
Choosing τ  1, suﬃciently small, the nonlinear term can be absorbed by the left handside term, and
using (3.42) and the induction hypothesis :
‖∂αx u‖(L∞(I,L2))∩(L4(I,L4))  ‖∂αx u(t)‖L2 +
∑
|β|=|α|−1
‖x∂βxu‖L1(I,L2) + eC(t+τ), (3.46)
‖xαu‖(L∞(I,L2))∩(L4(I,L4))  ‖xαu(t)‖L2 + eC(t+τ).
Writing
Ak(t) = max
0≤s≤t
∑
|α|+|β|≤k
‖xα∂βxu(t)‖L2 ,
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we obtain the following inequality :
Ak(t+ τ) ≤ C Ak(t) + CeC(t+τ),
with τ  1. Set un = Ak(nτ), for n ∈ N. Then : un+1 ≤ Cun + CeC(n+1)τ . With vn = e−Knτun, this
inequality allows us to ﬁnd, by induction on n, that vn is bounded for all n ∈ N. We deduce that un
grows exponentially, and that Ak grows in the same way.
To prove the property for any admissible pair (p, q), we go back to (3.46) and use the previous estimate,
found for (∞, 2):
‖∂αx u‖(Lp(I,Lq))∩(L4(I,L4))  sup
s∈I
‖∂αx u(s)‖L2 +
∑
|β|=|α|−1
‖x∂βxu‖L1(I,L2) + eC(t+τ),
 eC(t+τ)
‖xαu‖(Lp(I,Lq))∩(L4(I,L4))  sup
s∈I
|xαu(s)‖L2 + eC(t+τ)
 eC(t+τ),
and we recover [0, t] to obtain the property for the case d = 2.
Case d = 3 : The main diﬀerence comes from the products of derivatives of u. Since d = 3, we have
σ > p and the Hölder inequality used above fails in this case. Therefore, to deal with these terms, we
choose a diﬀerent admissible pair: (2, 6). It is important to notice that Strichartz estimates are available
for this endpoint (see [77] for details). The notations will be the same as for case d = 2.
Strichartz estimates on I = [t, t+ τ ], for t ≥ 0 and τ > 0 yield :
‖∂αx u‖(L∞(I,L2))∩(L8/3(I,L4))  ‖∂αx u(t)‖L2 + ‖|u|2∂αx u‖L8/5(I,L4/3)
+ ‖ [∂αx , 〈Q+(t)x;x〉]u‖L1(I,L2) +∑
j≤J
‖wj1 wj2 wj3‖L2(I,L6/5) ,
‖xαu‖(L∞(I,L2))∩(L8/3(I,L4))  ‖xαu(t)‖L2 + ‖|u|2(xαu)‖L8/5(I,L4/3) + ‖ [Δ, xα]u‖L1(I,L2).
We recall that [
∂αx ,
〈
Q+(t)x;x
〉]
u =
∑
|β|=|α|−1
(cβ(t).x) ∂
β
xu+
∑
|γ|=|α|−2
dγ(t)∂
γ
xu,
where cβ and dγ are bounded for all t ∈ R. Then, we can write, thanks to Hölder inequality :
‖wj1 wj2 wj3‖L2(I,L6/5)  ‖wj1‖L∞(I,L6) ‖wj2‖L∞(I,L2) ‖wj3‖L2(I,L6)
 ‖wj1‖L∞(I,H1) ‖wj2‖L∞(I,L2) ‖wj3‖L2(I,L6)
 eC(t+τ),
where we have used the Sobolev embedding
(
H1 ↪→ L6), and the induction hypothesis. We now infer,
with the same arguments, assuming τ ≤ 1 :
‖∂αx u‖(L∞(I,L2))∩(L8/3(I,L4))  ‖∂αx u(t)‖L2 + ‖u‖2L8(I,L4)‖∂αx u‖L8/3(I,L4)
+
∑
|β|=|α|−1
‖x∂βxu‖L1(I,L2) + τFk−1 + eC(t+τ),
‖∂αx u(t)‖L2 + τ2/σ‖∂αx u‖L8/3(I,L4) + eC(t+τ),
‖xαu‖(L∞(I,L2))∩(L8/3(I,L4)) ‖xαu(t)‖L2 + ‖u‖2L8(I,L4)‖xαu‖L8/3(I,L4) + τFk−1,
‖xαu(t)‖L2 + τ2/σ‖xαu‖L8/3(I,L4) + eC(t+τ).
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We choose τ suﬃciently small to absorb the nonlinear term and ﬁnally obtain
‖∂αx u‖(L∞(I,L2))∩(L8/3(I,L4)) ‖∂αx u(t)‖L2 + eC(t+τ),
‖xαu‖(L∞(I,L2))∩(L8/3(I,L4)) ‖xαu(t)‖L2 + eC(t+τ).
Then, we use the same procedure as in the case d = 2 and the proof is complete for d = 3.
Let us now sketch the proof of the property enunciated in Remark 3.1.10. We ﬁrst assume that
E0 > λ∞ and that |x+(t)| −→
t→∞∞.
Note that the eigenvalue has the same decreasing rate as the potential V , given by the long range property.
On one hand, we have
d2
dt2
|x+(t)|2 = 2 (|x˙+(t)|2 − 2x+(t).∇λ+(x+(t))) ,
which gives
lim
t→∞
d2
dt2
|x+(t)|2 = 4(E0 − λ∞) > 0,
thanks to the assumptions. We infer that for t suﬃciently large, x+(t) satisﬁes :
d
dt
|x+(t)|2 ≥ ct, for a small positive constant c.
We ﬁnally obtain
|x+(t)|2 ≥ ct2.
On the other hand, the derivative of Q+ is given by
d
dt
Q+(t) = x˙+(t).∇ (Hess λ+(x+(t))) .
We deduce from the conservation of the energy (and (3.6)) that |x˙+(t)| is bounded. Besides, we have
∇ (Hess λ+(x+(t))) ≤ c′ 〈x+(t)〉−p−3 .
Combining both previous estimates, we ﬁnally obtain the property (3.10).
Let us remark that the assumption
lim
t→∞ |x
+(t)| = +∞,
is not suﬃcient to prove that Q+ satisﬁes (3.10), the assumption on the energy is essential. But if E0 is
such that
E0 > λ∞ +
1
2
sup
x∈Rd
(x.∇λ+(x)),
then lim
t→∞ |x
+(t)| = +∞ and Q+ satisﬁes (3.10).
3.5 About the one dimensional case
In this section, we assume d = 1; we will prove Theorem 3.1.12.
We ﬁrst notice that we are in the L2−subcritical case. We consider a 2 × 2 system. The authors of
[25] consider a matrix-valued potential which is at most quadratic : ρ and ρ0 are at most quadratic and
ω is bounded as well as its derivatives. With these assumptions on the potential, the approximation is
veriﬁed, up to a time tε = C log log(ε−1). Under our assumptions on the potential V , it is possible to
improve on this time tε. Let us ﬁrst notice that, because of the absence of crossing points, thanks to the
resolvent estimates of [71], [72], we obtain Strichartz estimates, similar to the one in Theorem 3.2.1 in
the case d = 1, following the same steps as in [50]. In fact, in [50], the authors consider a matrix-valued
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potential with crossing points, and they assume d = 2, 3 to avoid diﬃculties brought by these crossing
points.
To obtain the approximation for large time, we follow the same steps as in the proof of Theorem 3.1.7, in
Section 3.3.3. The diﬀerence comes from the estimate on ϕε and the bootstrap argument. We consider
some t ≥ 0 and τ > 0, we recall the estimate on u, proved in [22] on I = [t, t + τ ], for the Lebesgue
exponents p = 8, q = 4 and σ = 8/3:
‖u‖L8(I,L4) ≤ K‖u0‖L2  1.
This gives for ϕε, where t ∈ I :
‖ϕε(t)‖L4 = ε−1/8‖u(t)‖L4 ,
and then, thanks to p > σ, we have
‖ϕε‖L8/3(I,L4)  τ3/8‖ϕε‖L∞(I,L4)
 ε−1/8τ3/8‖u‖L∞(I,L4)  ε−1/8.
Consider t ≤ tε, with tε = A log(ε−1) where A will be adjusted later. We perform a bootstrap argument.
Assume :
‖θε(t)‖L4  ε−1/8. (3.47)
Then,
‖θε‖L8(I,L4) + ε−1/8‖θε‖L∞(I,L2) ≤ K
(
ε−1/8τ−1‖θε‖L1(I,L2) + ε−1/8‖Lε‖L1(I,L2)
+ ε1/4τ3/4
(
ε−1/4 + ε3/2eCt
)(
‖θε‖L8(I,L4) + ε3/4eCt
))
.
We choose A such that ε7/4eCt < 1 for t ≤ A log(ε−1), (which gives A < 7/(4C)), and then, τ > 0 such
that
2Kτ3/4 =
1
2
;
τ and τ−1 are both bounded by a constant independent of t and ε, which gives
‖θε‖L8(I,L4) + ε−1/8‖θε‖L∞(I,L2)  ε−1/8‖θε‖L1(I,L2) + ε−1/8‖Lε‖L1(I,L2) + ε3/4eCt.
For t ≥ 0, we notice that, on one hand, since τ is a constant independent of ε and t, the number of
intervals, of size τ in [0, t], of order t, is bounded by Jε = C log(ε−1), and on the other hand, all terms
with L1−norms add up without any factor in front of them. Then, we obtain :
‖θε‖L8([0,t],L4) + ε−1/8‖θε‖L∞([0,t],L2)  ε−1/8‖θε‖L1([0,t],L2) + ε−1/8‖Lε‖L1([0,t],L2) + Jεε3/4eCt. (3.48)
We recall that
‖Lε(t)‖L2 
√
εeCt, ∀t ≥ 0,
and we neglect the last term, we then get for the admissible pair (∞, 2)
‖θε‖L∞([0,t],L2)  ‖θε‖L1([0,t],L2) +
√
εeCt,
and ﬁnally, by Gronwall lemma, we obtain
∀t ∈ [0, tε], ‖θε(t)‖L2 ≤ C0
√
εeC1t, (3.49)
where the constants are independent of ε. Besides, combining (3.48) and (3.49), we have
∀t ∈ [0, tε], ‖θε‖L8([0,t],L4)  ε3/8eCt. (3.50)
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The proof is then completed by checking how long the bootstrap assumption (3.47) holds. We diﬀerentiate
the equation satisﬁed by θε and arguing as before, with Strichartz estimates we obtain :
‖ε∇θε‖L8(I,L4) + ε−1/8‖ε∇θε‖L∞(I,L2) ≤ K ′
(
ε−1/8‖ε∇θε(t)‖L2 + ε−1/8‖∇V θε‖L1(I,L2)
+ε−1/8‖ε∇Lε‖L1(I,L2) + ε−1/4‖ε∇NLε‖L8/7(I,L4/3)
)
.
We recall the following estimate on the nonlinearity, obtained thanks to Hölder inequality :
ε−1/4‖ε∇NLε‖L8/7(I,L4/3)  ε1/4
(
‖ϕε‖2L8/3(I,L4) + ‖θε‖2L8/3(I,L4) + ε2‖gε‖2L8/3(I,L4)
)
(‖ε∇θε‖L8(I,L4) + ε2‖∇(gεχ−)‖L8(I,L4))
+ ε1/4‖ϕε ε∇ϕε‖L8/6(I,L2)
(‖θε‖L8(I,L4) + ε‖gε‖L8(I,L4))
 τ3/4(1 + ε7/4eCt)‖ε∇θε‖L8(I,L4) + τ3/4ε3/8eCt,
where we have used the exponential control (3.9), which is true in the case d = 1, and (3.50). For
t ≤ A′ log(ε−1), such that ε7/4eCt < 1 we argue as before, by choosing A′ satisfying A′ < 7/4C and ﬁxing
τ such that
τ =
(
1
4K ′
)4/3
,
to absorb the nonlinearity. We obtain that τ and τ−1 are constants independent of ε and t, and we get
‖ε∇θε‖L8(I,L4) + ε−1/8‖ε∇θε‖L∞(I,L2) 
ε−1/8‖ε∇θε‖L1(I,L2) + ε−1/8‖θε‖L1(I,L2) + ε−1/8‖ε∇Lε‖L1(I,L2) + eCtε3/8,
where we have used that V is long range, so |∇V (x)|  1.
For t ≥ 0, the number of intervals of size τ is equivalent to t, and by using (3.49) and that
‖ε∇Lε‖L2 
√
εeCt, ∀t ≥ 0,
we get
‖ε∇θε‖L∞([0,t],L2)  ε1/2eCt + ‖ε∇θε‖L1(I,L2)
where we have neglected the contributions of the correction term, since they are not worse than the other
terms.
Applying Gronwall lemma, we ﬁnally ﬁnd :
∀t ∈ [0, tε], ‖ε∇θε‖L2 ≤ C ′0
√
εeC
′
1t. (3.51)
Thanks to Gagliardo-Nirenberg inequality, we now write
‖θε(t)‖L4  ε−1/4‖θε(t)‖3/4L2 ‖ε∇θε(t)‖1/4L2
 ε−1/4
√
εeCt,
where we have used (3.49) and (3.51). We infer that the bootstrap argument (3.47) holds, at least, when
t ≤ ctε since we have
∀t ∈ [0, tε], ε−1/4√εeCt  ε−1/8,
with tε ≤ c log(ε−1) for a suitable c, and this concludes the proof.
3.6 Nonlinear superposition
3.6.1 General considerations
Theorems 3.1.13 and 3.1.14 follow by the same methods as in Theorem 3.1.5. The main diﬀerence comes
from the nonlinearity: nonlinear interaction terms appear. In this section, we will give the method for
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a nonlinear superposition of two data polarized along diﬀerent modes. The procedure applied in this
subsection is exactly the same if we consider same eigenspaces. We set
wε = ψε − ϕε+χ+ − ϕε−χ− + εgε,
where gε is the sum of two correction terms, similar to the one deﬁned in Section 3.2.2:
gε = gε+χ
+ + gε−χ
−,
where the function gε+ solves the scalar Schrödinger equation
iε∂tg
ε
+ +
ε2
2
Δgε+ − λ+(x)gε+ = ϕε−r+ ; gε+(0, x) = 0;
and the function gε− solves
iε∂tg
ε
− +
ε2
2
Δgε− − λ−(x)gε− = ϕε+r− ; gε−(0, x) = 0,
where
r+(t, x) = −i
〈
dχ+(x)ξ+(t), χ−(x)
〉
; r−(t, x) = −i
〈
dχ−(x)ξ−(t), χ+(x)
〉
.
The function wε(t) then solves
iε∂tw
ε +
ε2
2
Δwε − V (x)wε = εNLε + εLε ; wε(0, x) = 0,
with
NLε = εd/2
(|wε + ϕε+χ+ + ϕε−χ− + εgε|2 (wε + ϕε+χ+ + ϕε−χ− + εgε)− |ϕε+|2ϕε+χ+ − |ϕε−|2ϕε−χ−) .
and
Lε = O (√εeCt)+ [ε2
2
Δ, χ+
]
gε+ +
[
ε2
2
Δ, χ−
]
gε− = O
(√
εeCt
)
,
where the estimate holds in H1ε , using Proposition 3.2.3. To deal with the nonlinearity, we add and
subtract the term
εd/2|ϕε+χ+ + ϕε−χ−|2
(
ϕε+χ
+ + ϕε−χ
−) ,
and obtain
NLε = NεI +N
ε
S ,
where we have the following pointwise estimates
|NεI |  εd/2
(|ϕε+|2|ϕε−|+ |ϕε−|2|ϕε+|) ,
|NεS |  εd/2
(|ϕε+|2 + |ϕε−|2 + |wε|2 + ε2|gε|2) (|wε|+ ε|gε|) .
The procedure to estimate the term NεS is exactly the same used to deal with the nonlinearity in Section
3.3.2. The only point remaining concerns the analysis of
∫ t
0
‖NεI (s)‖H1ε ds. We have
εd/2‖(ϕε+)2ϕε−‖L2(Rd) =
∥∥∥∥∥
(
u+
(
t, y − x
+(t)− x−(t)√
ε
))2
u−(t, y)
∥∥∥∥∥
L2(Rdy)
and the term |ϕε−|2|ϕε+| is handled in the same way, as their contribution play the same role. We leave
out the other terms which are needed in view of a H1ε estimate, since they create no trouble.
The estimation of NεI is given by the following lemma
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Lemme 3.6.1. Let T > 0, 0 < γ < 1/2 and
Iε(T ) = {t ∈ [0, T ], |x+(t)− x−(t)|  εγ}. (3.52)
Then, for all integer k, such that k > d/2, there exists a constant C = C(k) such that
1
ε
∫ T
0
‖NεI (t)‖H1ε dt ≤ C(Mk+2(T ))3
(
Tεk(1/2−γ) + |Iε(T )|
)
,
where Mk(T ) = max
(
M+k (T ),M
−
k (T )
)
, with
M±k (T ) = sup
{‖ 〈x〉α ∂βxu±‖(L∞[0,T ];L2(Rd)); |α|+ |β| ≤ k} .
The proof is extracted from [26] (See Lemma 6.1 in [26] and its proof).
Our next objective is to evaluate the quantity |Iε(T )|, for T > 0.
It has to be noticed that the arguments of [26] and [25] which allow us to deal with large times in some
cases cannot be generalized to higher dimension : they are speciﬁc to the one-dimensional case.
3.6.2 Nonlinear superposition for data belonging to diﬀerent modes
Lemme 3.6.2. Let T > 0 and
Γ = inf
s∈R
|E+ − E− − (λ+(x+(s))− λ−(x−(s)))|,
and suppose Γ > 0. Then, for 0 < γ < 1/2, for T > 0, independent of ε, we have :
|Iε(T )|  ε
γ
Γ2
,
where Iε(T ) is deﬁned in (3.52)
Proof. We consider Jε(T ) a maximal interval, included in Iε(T ) and Nε(T ) the number of such intervals.
We have the following estimate :
|Iε(T )| ≤ |Jε(T )| ×Nε(T ), (3.53)
where |Jε(T )| denotes the maximal length of the maximal intervals.
Let z be deﬁned by z(t) = |x+(t)− x−(t)|2. We ﬁrst prove that
∃ε0 > 0, ∀ε ∈]0, ε0], ∀t ∈ Iε(T ), we have z¨(t) ≥ Γ2 > 0. (3.54)
Step zero : Proof of (3.54).
We have for t ∈ Jε(T ) :
z¨(t) = 2|ξ+(t)− ξ−(t)|2 − 2(x+(t)− x−(t)). (∇λ+(x+(t))−∇λ−(x−(t))) ,
z¨(t) ≥ 2|ξ+(t)− ξ−(t)|2 − Cε2γ . (3.55)
Besides, by deﬁnition of Γ, we have :
|E+ − E− − (λ+(x+(t))− λ−(x−(t)))| ≥ Γ. (3.56)
Then we write, by the deﬁnitions of the energies :
|E+ − E− − (λ+(x+(t))− λ−(x−(t)))| = 1
2
∣∣(ξ+(t)− ξ−(t)).(ξ+(t) + ξ−(t))∣∣ ,
whence by (3.6):
Γ ≤ |E+ − E− − (λ+(x+(t))− λ−(x−(t)))|  |ξ+(t)− ξ−(t)|,
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which gives
Γ  |ξ+(t)− ξ−(t)|, (3.57)
and we obtain by (3.55), (3.56) and, (3.57) for Cεγ such that C ′Γ2 − Cε2γ ≥ C ′Γ2/2 :
C ′Γ2 ≤ 2C ′Γ2 − 2Cε2γ ≤ z¨(t).
Step one : Size of Jε(T ).
Let us now consider τ, τ ′ ∈ Jε(T ) and ﬁnd a lower bound of |τ − τ ′|.
There exists t∗ ∈ ]τ, τ ′[ such that
|z˙(τ ′)− z˙(τ)| = |τ ′ − τ | z¨(t∗). (3.58)
On one hand, we have by (3.6)
|z˙(τ ′)− z˙(τ)| ≤ 2|x+(τ ′)− x−(τ ′)| |ξ+(τ ′)− ξ−(τ ′)|
+ 2|x+(τ)− x−(τ)| |ξ+(τ)− ξ−(τ)|,
 εγ . (3.59)
On the other hand, we recall that the derivatives of z are given by :
z˙(t) = 2(x+(t)− x−(t)).(ξ+(t)− ξ−(t)),
z¨(t) = 2|ξ+(t)− ξ−(t)|2 − 2(x+(t)− x−(t)). (∇λ+(x+(t))−∇λ−(x−(t)))
We have (3.54) for t∗ ∈ Jε(T ). Therefore, in view of (3.58),(3.59) and (3.54) we infer
Γ2|τ ′ − τ |  |τ ′ − τ |z¨(t∗) = |z˙(τ ′)− z˙(τ)|  εγ ,
whence
|τ − τ ′|  ε
γ
Γ2
, and |Jε(T )|  ε
γ
Γ2
.
Step two : Estimation of Nε(T ).
The diﬃculty is to prove that the number of interval Jε(T ) contained in Iε(T ) is independent of ε. For
this reason, we ﬁrst consider a ﬁxed ε.
Set ε0 > 0 a ﬁxed constant, small enough to have :
C ′Γ2 − Cε2γ0 ≥ Γ2/2.
We consider Iε0(T ), let us prove that there is a ﬁnite number of intervals in this ﬁxed set. We argue by
contradiction, assuming that there is an inﬁnite number of intervals such that z(t) ≤ ε2γ0 .
We consider a sequence (sn)n∈N, included in [0, T ] and such that each term is in a connected interval
of Iε0(T ), which does not contain an other term of the sequence. We can assume that the sequence is
monotonic (let us say strictly increasing to ﬁx ideas). By compactness of [0, T ], a subsequence of (sn)n
converges to some s ∈ [0, T ], with
z(s) ≤ ε2γ0 .
Besides, there exists (tn)n∈N, such that for all
n ∈ N, tn ∈]sn, sn+1[ with z(tn) > ε2γ0
and
d
dt
z(t)|t=tn = 0,
for all integer n. Using the same argument of compactness, we infer that this sequence (tn) converges to
s, with z(s) ≥ ε2γ0 , we deduce that
z(s) = ε2γ0 , and
d
dt
z(t)|t=s = 0.
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We have
d
dt
z(t)|t=tn =
d
dt
z(t)|t=tn+1 = 0,
for all n ∈ N; thanks to Rolle’s theorem, there exists en sequence (rn)n∈N such that for all n ∈ N,
rn ∈]tn, tn+1[ and
d2
dt2
z(t)|t=rn = 0.
Arguing as before, we infer that (rn) converges to s, with
d2
dt2
z(t)|t=s = 0. But (3.54) for s give z¨(s) > 0.
Hence a contradiction with (3.54).
For ε suﬃciently small, such that ε ≤ ε0, Jε(T ) is included in Iε0(T ). Besides z(t) ≥ 0 and z¨(t) ≥ Γ2 > 0,
which implies that z is a positive and strictly convex function. We infer that in each interval of Iε0(T ),
there is exactly one interval where z is very small, such that z(t) ≤ ε2γ . This implies that the number of
such intervals of Jε(T ) is the same as in Iε0(T ); Nε(T ) is bounded by a constant independent of ε, and
this concludes the proof.
3.6.3 Nonlinear superposition of data belonging to same modes
Let us ﬁrst notice that Iε(T ) has to be rewritten : Let T > 0, 0 < γ < 1/2. We set :
Iε(T ) = {t ∈ [0, T ], |x1(t)− x2(t)|  εγ}.
Then, to estimate the size of Iε(T ), we have :
Lemme 3.6.3. Let T > 0, independent of ε. Then, there exists C > 0, such that
|Iε(T )| ≤ Cεγ .
Sketch of the proof. The proof is based on Lemma 6.2 of [26]. In this case, we consider classical trajec-
tories built with the same eigenvalue, which is similar to the scalar case, with a scalar potential. It has
to be noticed that for
(x1(0), ξ1(0)) = (x2(0), ξ2(0)),
we have
(x1(t), ξ1(t)) = (x2(t), ξ2(t))
for all times t, since the trajectories solve the same ODE system. Therefore, on [0, T ], the curves x1(t) and
x2(t) cross on a ﬁnite number of isolated points, where ξ1(t) = ξ2(t). Then, the control of the quantity
|ξ1(t)− ξ2(t)| in (3.57) follows without any assumption (See [26] for details).
Remarque 3.6.4. To complete the proof of Propositions 3.1.13 and 3.1.14, it remains to perform a boot-
strap argument, similar to the one in the proof of Theorem 3.1.5, (see [26] for details) which gives a ﬁner
condition on γ:
εγ−d/4  ε−d/8,
and it is equivalent to γ > d/8 which is compatible with γ < 1/2.
In both situations, for large time case, we cannot use the same method as in [26] for a scalar potential,
or in [25], in the one-dimensional case, to ﬁnd the number of maximal intervals. However, we have the
following result :
Proposition 3.6.5. Assume that (3.9) is satisﬁed; and
Nε(t)  eCt,
where Nε(t) is deﬁned in (3.53). Then there exists C > 0 independent of ε such that
sup
t≤C log log(ε−1)
‖wε(t)‖H1ε −→ε→0 0.
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Sketch of the proof. We recall that
1
ε
∫ t
0
‖NεI (s)‖H1ε ds  (Mk+2(t))3
(
tεk(1/2−γ) + |Iε(t)|
)
,
with Mk deﬁned in Lemma 3.6.1. We ﬁrst notice that assuming (3.9) for k ∈ N, we can estimate Mk(t)
with
Mk(t)  eCt, ∀t ≥ 0.
Then,
1
ε
∫ t
0
‖NεI (s)‖H1ε ds  eCt
(
tε(k−2)(1/2−γ) + |Iε(t)|
)
.
In order to evaluate |Iε(t)| for t ≥ 0, we argue as in the proof of Lemma 3.6.2 : we still have
|Iε(t)| ≤ Nε(t)×max |Jε(t)|,
where Jε(t) is a maximal interval included in Iε(t). On one hand, we assume that Nε(t)  eCt, and on
the other hand, we use the same method as in the proof of Lemma 3.6.2 and the estimate (3.6) to obtain
the following estimate :
|Jε(t)|  εγ
and so
|Iε(t)|  εγeCt.
We infer
1
ε
∫ t
0
‖NεI (s)‖H1ε ds  eCt
(
tε(k−2)(1/2−γ) + εγ
)
.
We require γ = (k − 2)(1/2 − γ) so γ = (k − 2)/(2k − 2) > d/8 (we need k ≥ 6). Then, the result is
obtained, after the ﬁnal step, the bootstrap argument, as in the proof of Theorem 3.1.5.
Remarque 3.6.6. Let us notice that if the approximation of Theorem 3.1.5 is valid up to a time
t = C log(ε−1), then, Theorems 3.1.13 and 3.1.14 will be also valid up to an analoguous time.
3.7 Appendix 1: Strichartz estimates
In view of Remark 4 of [50], Proposition 3 of [50] writes:
Proposition 3.7.1. Consider T > 0 and (p, q) an admissible pair. Then, there exists a constant C =
C(q) such that ∥∥∥ei tεP (ε)uε0∥∥∥
Lp([0,T ],Lq(Rd))
≤ Cε−1/p‖uε0‖L2(Rd),
and Corollary 1 writes:
Corollaire 3.7.2. Consider T > 0 and (p, q) an admissible pair. Then, there exists a constant C = C(q)
such that ∥∥∥∥∫ t
0
ei
t−s
ε P (ε)fε(s)ds
∥∥∥∥
Lp([0,T ],Lq(Rd))
≤ Cε−1/p‖fε‖L1([0,T ],L2(Rd)).
Note that these results of [50] crucially use the long range property of V , which allows to prove
resolvent estimates. Proposition 3.7.1 gives the ﬁrst Strichartz estimate (3.12). Let us prove that we also
have (3.13), namely:∥∥∥∥∫ t
0
ei
t−s
ε P (ε)fε(s)ds
∥∥∥∥
Lp1 ([0,T ],Lq1 (Rd))
≤ Cε−1/p1−1/p2‖fε‖
Lp
′
2 ([0,T ],Lq
′
2 (Rd))
,
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where (p1, q1) and (p2, q2) are admissible pairs, and C independent of ε.
By Christ-Kiselev’s theorem, it is suﬃcient to estimate the Lp1([0, T ], Lq1)−norm of
hε(t) :=
∫ T
0
ei
t−τ
ε P (ε)fε(τ)dτ.
Using (3.12), we obtain
‖hε‖Lp1 ([0,T ],Lq1 ) ≤ C(q1)ε−1/p1‖hε(0)‖L2 ,
≤ C(q1)ε−1/p1
∥∥∥∥∥
∫ T
0
e−i
s
εP (ε)fε(s)ds
∥∥∥∥∥
L2
.
The dual inequality of (3.12) for (p2, q2) admissible pair gives∥∥∥∥∥
∫ T
0
e−i
τ
εP (ε)fε(τ)dτ
∥∥∥∥∥
L2
≤ C(q2)ε−1/p2‖fε‖Lp′2 ([0,T ],Lq′2 ).
Combining these estimates, we ﬁnally obtain (3.13).
3.8 Appendix 2: Global existence of the exact solution
In view of [22] Section 3.7 allows us to prove global existence and uniqueness of the solution of (3.1)-(3.2),
for ﬁxed ε > 0:
Proposition 3.8.1. If V satisﬁes Assumption 3.1.1, and ψε0 ∈ L2(Rd), there exists a unique, global,
solution to (3.1)-(3.2)
ψε ∈ C (R, L2(Rd)) ∩ L8/dloc (R, L4(Rd)) .
Moreover, the L2−norm of ψε does not depend on time
‖ψε(t)‖L2(Rd) = ‖ψε0‖L2(Rd), ∀t ∈ R.
We denote by E(t) the energy, given by :
E(t) =
1
2
‖∇u(t)‖2L2 +
Λ
4
‖u(t)‖4L4 +
1
2
∫
Rd
〈
Q+(t)x;x
〉 |u(t, x)|2dx.
Sketch of the proof. From the above-mentionned results, it follows that local in time Strichartz estimates
are available. Therefore, using a ﬁxed point argument, one can prove local existence of the solution.
Then, using the conservation of the L2−norm and computations with the energy and virial identity, one
can infer that the solution is global. See [50, Remark 5] and [56] for the details.
For ﬁxed ε, it is actually possible to prove global existence of the solution under weaker assumptions : V
has to be at most quadratic : assuming ρ and ρ0 are at most quadratic and ω is bounded with bounded
derivatives, the author of [22] obtains global existence of the solution.
Chapitre 4
Propagation of Coherent States
through an Avoided Crossing
Ce chapitre est disponible en version preprint: (http://arxiv.org/abs/1401.7859) et a été ac-
cepté dans la revue “Journal de l’Institut de Mathématiques de Jussieu” en 2014.
We study the propagation of wave packets for a one-dimensional system of two coupled Schrödinger
equations with a cubic nonlinearity, in the semi-classical limit. Couplings are induced by the nonlinearity
and by the potential whose eigenvalues present an “avoided crossing”: at one given point, the gap between
them reduces as the semi-classical parameter becomes smaller. For data which are coherent states polar-
ized along an eigenvector of the potential, we prove that when the wave function propagates through the
avoided crossing point, there are transitions between the eigenspaces at leading order. We analyze the
nonlinear eﬀects, which are noticeable away from the crossing point, but see that in a small time interval
around this point, the nonlinearity’s role is negligible at leading order, and the transition probabilities
can be computed with the linear Landau-Zener formula.
Keywords : Nonlinear Schrödinger equations, Semiclassical limit, Quantum propagation of coherent
states, Avoided crossing.
Mathematics Subject Classiﬁcation : 35Q40, 35Q55, 81Q05, 81R20, 81R30
4.1 Introduction
In the framework of the Born-Oppenheimer approximation, systems of linear time-dependent Schrödinger
equations have been studied throughout years in order to understand molecular dynamics. The notion of
adiabaticity and questions about energy level crossing arose. In fact, when one considers systems where
the electronic energy levels are assumed to be well isolated from each other, one can prove that there is
an adiabatic decoupling. The validity of such appoximations has been analyzed, in various settings (see
for instance [87] and [96] and the references given there); however the approximation breaks down in the
presence of eigenvalue crossing, leading to numerous questions about those situations.
Thus several types of eigenvalue crossing phenomena have been analyzed, since they can imply transitions
between electronic energy levels. One of these situations, where the adiabatic approximation breaks down
is when one has an Avoided crossing, as studied in [61], [62], [65], and [92].
Déﬁnition 4.1.1. Let d, n ∈ N∗, and Ω ⊂ Rd an open subset of Rd. We suppose that Vδ(x) is a family
of n× n symmetric and smooth matrices on Ω and δ ∈ [0, δ0), for a ﬁxed δ0 > 0. We suppose that Vδ(x)
has two eigenvalues λAδ (x), λ
B
δ (x) such that for all x ∈ Ω, λAδ (x) = λBδ (x), for δ > 0. We consider Γ given
by
Γ =
{
x | λA0 (x) = λB0 (x)
}
,
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and assume that Γ is a single point or a non-empty connected proper submanifold of Ω.
Then, we say that Vδ(x) has an Avoided crossing on Γ.
In this case, two energy levels come close to one another, without crossing and a solution with a data
polarized along one given mode is not polarized along this mode anymore, when it has propagated through
the avoided crossing point. In the linear case, it is possible to compute the transition probabilities, thanks
to the well known Landau-Zener formula ([81], [105]), which was mathematically proved in [59], and in
[75] with less restrictions. Propagation of speciﬁc coherent states through avoided crossing has been
studied in [61] (see also [65] for a classiﬁcation) and in [60] for “exact” crossing, where some issues about
regularity are added in the study. For more general data and crossing, the transition is also noticeable
when one looks at the Wigner transform of the wave function, whose description is performed studying
semi-classical measures and is useful to understand how the Wigner transform concentrates on trajectories
passing through the crossing region (see for instance [44] for semi-classical measures describing the Wigner
transform in an explicit case and [46] for more general data). The crossing phenomena have been analyzed
in the linear case and the reader can ﬁnd various results on diﬀerent aspects, including [34], [35] for a
classiﬁcation of results for more general equations. For some numerical simulations, that are used in
other ﬁelds such as Quantum Chemistry, we refer the reader to see for instance [48] and [83].
The aim of this paper is to analyze the nonlinear twin of the situation presented in [61] in a simple
and explicit case, in order to understand the nonlinear eﬀects combined with the crossing phenomenon:
we will study an avoided crossing phenomenon, which occurs at one point, for a system of two nonlinear
time-dependent Schödinger equations with an initial coherent state, in dimension one, with a cubic
nonlinearity.
This problem arises from the description of nonadiabatic transitions when one studies properties of binary
mixtures of Bose-Einstein Condensates (see [66], [67], [68]). The nonlinearity induces a coupling between
each mode and if the systems do present crossing phenomena, we want to understand how eﬀects from
both couplings can interact. Some cases with a potential without eigenvalue crossing have been studied,
in order to analyze the nonlinear eﬀects: in [25] and [69], for initial coherent states, adiabatic theorems
and validity of approximations of the wave function at leading order are proved for cubic nonlinearities,
provided there is a gap assumption. Note also that other point of views, such as stationnary problems, are
also discussed, for instance in [1], using Ginzburg-Landau Energies in the context of Binary mixtures of
Bose-Einstein Condensates. Some results in diﬀerent frameworks, such as quantum systems with periodic
potentials and studies about the adiabaticity in that case can be found in [31] (whereas the linear version
of the previous resulats is presented in [32]). Transitions phenomena in the periodic setting - transitions
between Bloch bands - are analyzed, for instance in [73],[74]. The result presented here extends to
more general nonlinearities, of the form (a|ψε1|2 + b|ψε2|2)ψε such as whose studied in [66], [67], [68] and
references there.
4.1.1 Framework
We consider the semi-classical limit ε → 0 for the nonlinear Schrödinger equation⎧⎨⎩ iε∂tψε + ε
2
2
∂2xψ
ε − Vδ(x)ψε = κε3/2|ψε|2ψε;
ψε(−T, .) ∈ S(R),
(4.1)
where ψε(t, x) = (ψε1(t, x);ψε2(t, x)), (t, x) ∈ R ×R, κ ∈ R is a small coeﬃcient, and the quantity |ψε|2
denotes the square of the Hermitian norm in C2 of the vector ψε. The initial data ψε(−T, .) is a coherent
state or wave packet, which concentrates at some given point in the phase space. We consider the following
potential
Vδ(x) =
(
x δ
δ −x
)
, where δ > 0,
for δ = c
√
ε for a nonnegative constant c. The eigenvalues are given by
λ±δ (x) = ±
√
x2 + δ2, and λ+0 (0) = λ
−
0 (0) = 0.
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One can see that the gap size between the two eigenvalues is at least δ > 0, and that it is minimal when
x = 0 and so that an avoided crossing phenomenon occurs at x = 0.
The eigenvectors associated with the eigenvalues of Vδ are
χ±δ (x) =
(
Θ±1 (x)
Θ±2 (x)
)
,
with ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Θ+1 (x) = −Θ−2 (x) =
δ(
2
√
x2 + δ2(
√
x2 + δ2 − x))1/2 ,
Θ+2 (x) = Θ
−
1 (x) =
√
x2 + δ2 − x(
2
√
x2 + δ2(
√
x2 + δ2 − x))1/2 .
(4.2)
One can see that since δ > 0, the eigenvectors are C∞. In the following, we will use estimates on their
derivatives: writing Θ±j as Θ
±
j (x) = f
±
j (x, δ), where f
±
j are homogeneous of degree 0 and we obtain∣∣∂αxχ±δ (x)∣∣  δ−α, ∀α ∈ N. (4.3)
It is also possible to obtain ﬁner bounds in some cases, see Section 4.4.2 for a deeper discussion about
these eigenvectors.
Let us ﬁrst comment on the value of the parameter δ. In the linear case, studied in [61], the authors work
with a gap size of the order
√
ε since there can be important transitions between each mode for δ of this
size. The same critical value appears in the study of Dirac type equations, studied in [43]. For higher
power of ε, one can prove that the adiabatic decoupling is still valid. We choose to study the nonlinear
propagation in this setting too. For asymptotics in linear cases, with other values of δ, which can be
independent of ε we refer the reader to [92].
Another notion of criticality appears for the exponent of the nonlinearity: criticality for the Cauchy
problem; this notion does not depend on the asymptotical one, that will be detailed after. We recall that
if we write the nonlinearity κεα|ψε|2σψε and denote by d the space dimension, we say that:
• the nonlinearity is L2−subcritical if σ < 2/d, L2−supercritical otherwise.
• for d ≥ 3, the nonlinearity is H1−subcritical if σ < 2/(d− 2).
Here, the nonlinearity is L2−subcritical which is a good point to prove global existence of the solution
for ﬁxed ε more easily, and to deal with other technical issues that will be developped later.
The coeﬃcient κ can be either negative or nonnegative, but has to be small: ∃C > 0 independent of ε, δ,
such that |κ| ≤ 1/C. For convenience, we will use |κ| ≤ 1 and will then make a restriction and take it
smaller in the analysis, when it is be needed.
It is also worth pointing out that the nonlinearity is critical, concerning the semiclassical limit ε → 0
for semi-classical wave packets, in the case without crossing: if we write the nonlinearity κεα|ψε|2ψ, and
introduce αc = 1 + dσ/2 = 3/2, for data which are wave packets, we have
• if α > αc, one can linearize the equation at leading order, since the nonlinearity’s weight (or in
an other point of view, the size of the initial data) is not big enough to have an eﬀect. One can
build an approximation which is a linear coherent state (at leading order), in the case of adiabatic
regimes.
• if α = αc, for this critical situation, the eﬀects of the nonlinearity cannot be neglected: in the
absence of crossing points, the wave function is still approximated by a coherent state at leading
order, but the propagation gets some nonlinear eﬀects.
We refer the reader to [26] for a deeper discussion about this critical exponent, in a scalar case, and [25],
[69] for matrix-valued cases. Similar discussions are made for Hartree equations in [4], [19].
For ﬁxed ε, and for δ > 0, since the potential is at most quadratic, in view of [22], one can prove global
existence and uniqueness of the solution ψε to (4.1), for any data in S(R) and for any κ ∈ R.
Since our aim is to understand the competition between couplings induced by the nonlinearity and those
induced by the potential, if there is some, we choose a critical power of ε in front of the nonlinearity.
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4.1.2 Classical trajectories and actions
We introduce the following quantities.
Classical trajectories. Let (x±(t), ξ±(t)) be the solution of the following system:{
x˙±(t) = ξ±(t)
ξ˙±(t) = −∂xλ±δ (x±(t))
with
{
x±(0) = x±0
ξ±(0) = ξ±0
(4.4)
Remarque 4.1.2. These trajectories admit a limit when δ tends to zero:⎧⎨⎩ x˙
±(t) = ξ±(t)
ξ˙±(t) =
∓x(t)
|x(t)| ,
Note that these limit trajectories are well-deﬁned (see for instance [46]).
Remarque 4.1.3. Since δ > 0, the eigenvalues are smooth and so (4.4) has a unique, global, δ−dependent
and smooth solution. Besides, for any T > 0, using [26] one can write
∃C > 0, ∃δ0 > 0, ∀t ∈ [−T, 0], ∀δ ∈ [0, δ0], |ξ±(t)|+ |x±(t)| ≤ C.
Classical action.
S±(t) =
∫ t
0
( |ξ±(s)|2
2
− λ±δ (x±(s))
)
ds.
4.1.3 Initial time and Data
We consider the “+” classical trajectories introduced by (4.4), deﬁned by choosing
x0 = 0 ; ξ0 > 0,
as initial data for them. The point of minimal gap is reached at time t = 0 for x = 0.
We chose an initial data ψε(−T, x) which is a localized wave packet, polarized along the eigenvector χ+δ :
ψε(−T, x) = ε−1/4a
(
x− x+(−T )√
ε
)
e
iS+(−T )
ε +
iξ+(−T ).(x−x+(−T ))
ε χ+δ (x), (4.5)
where the terms x+(−T ), ξ+(−T ), S+(−T ) are the values of the quantities, introduced by (4.4), at time
t = −T , and a ∈ S(R).
Moreover, we restrain to T such that for t ∈ [−T, 0], the classical trajectory x+(t) grows to zero.
4.1.4 Main result
We will split the analysis of the propagation of the coherent state into three parts, depending on the
closeness of the crossing region; we will have to consider diﬀerent time intervals. The last one will not
be analyzed in the paper and the author will explain the technical obstructions. Each one will lead to a
diﬀerent regime, and the approximations will have to be matched at the border of the time intervals.
It is necessary to consider diﬀerent regimes because of nonadiabatic transitions: in fact, the wave function
cannot remain localized in the mode “+” at leading order beyond a speciﬁc time, which is a small power
of ε. Thus, in order to deal with energy level transitions, we have to build diﬀerent approximations.
We ﬁrst introduce some functions.
In the adiabatic region, where x+(t)  −1, we consider the function uδ = uδ(t, y), solution to
i∂tuδ +
1
2
∂2yuδ −
1
2
λ
+(2)
δ (x
+(t))y2uδ = κ|uδ|2uδ ; uδ(−T, y) = a(y), (4.6)
where a ∈ S(R), and where the second derivative of the eigenvalue is given by λ+(2)δ (x) = δ2
(
x2 + δ2
)−3/2
.
Existence and properties of uδ are discussed in Section 4.3.
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In the crossing region, we introduce f , a vector-valued function, solution to
i∂sf −
(
y + sξ0 c
c −(y + sξ0)
)
f = 0; (4.7)
with data
f(−c0ε−γ , y) = uδ(−c0ε1/2−γ , y)
(
0
1
)
e
i
εφ
ε(y) (4.8)
where s, y ∈ R, γ ∈]0, 1/6[, and φε(y) is a real-valued phase function (see (4.32) for an explicit formula).
Note that the system (4.7) presents transitions between each mode.
We can now state the main theorem of the paper, which gives a valid approximation of the exact solution
ψε at leading order, in the limit ε → 0:
Théorème 4.1.4 (Main Theorem). We consider ψε(t, x) the exact solution to the Cauchy problem (4.1)
with data (4.5), and δ = c
√
ε for some c > 0. Then, if c0 > 0 is independent of ε, and if γ ∈]0, 1/6[:
(1) For −T ≤ t ≤ −c0ε 12−γ , in the limit ε → 0 we have
ψε(t, x) = ε−1/4uδ
(
t,
x− x+(t)√
ε
)
e
iS+(t)
ε +
iξ+(t).(x−x+(t))
ε χ+δ (x) +O(εγ), in L2,
where uδ is the proﬁle, solution to (4.6).
(2) For −c0ε 12−γ ≤ t ≤ c0ε 12−γ , in the limit ε → 0 we have
ψε(t, x) = ε−1/4f
(
t√
ε
,
x− tξ0√
ε
)
e
iξ20t
2ε +
iξ0.(x−tξ0)
ε +O(εγ/2), in L2
where f is the solution to (4.7) and with data (4.8).
Remarque 4.1.5. For both approximations given by points (1) and (2) from the previous theorem, to deal
with the nonlinearity, we also need estimates in some weighted Sobolev spaces of type H1 (see Theorems
4.2.5 and 4.2.9).
For time t ∈ [−T,−c0ε1/2−γ ], the exact solution ψε can be approached, at leading order, by a coherent
state polarized along the same eigenvector as the initial data. The nonlinear eﬀect is noticeable thanks
to the proﬁle uδ, whose equation is a nonlinear Schrödinger equation (4.6).
The transition between energy levels occurs on the time interval
[−tε, tε] = [−c0ε1/2−γ , c0ε1/2−γ ]
but the nonlinearity, does not aﬀect the phenomenon.
Corollaire 4.1.6 (Transition between the modes). We consider
ψε(t, x) = ψε+(t, x)χ
+
δ (x) + ψ
ε
−(t, x)χ
−
δ (x)
the exact solution to the Cauchy problem (4.1) with data (4.5), and δ = c
√
ε for some c > 0. Consider
c0 > 0, γ ∈]0, 1/6[, and tε = c0ε1/2−γ , when ε → 0
∀t ∈ [−T,−tε], ‖ψε+(t)‖2L2 = ‖a‖2L2 + o(1)
‖ψε−(t)‖2L2 = o(1).
and for p = e−
πc2
ξ0
‖ψε+(tε)‖2L2 = (1− p)‖a‖2L2 + o(1)
‖ψε−(tε)‖2L2 = p‖a‖2L2 + o(1).
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Note that p is the same transition coeﬃcient as in [61] (the Landau-Zener coeﬃcient).
We are not able to describe the wave function for nonnegative times of order O(1) because the approx-
imation given by Theorem 4.1.4 is not good enough to be propagated. In fact, in simplest situations,
as in [25] and [69], one can treat initial data which are a wave packet up to a term of size O(εl), in
L2(Rd) ∩H1ε (Rd) where l = 1/4 in the case d = 1, l > d/8 if d = 2, 3, and can prove the validity of the
approximation.
In our case, the fact that 0 < γ < 1/6 yields a technical obstruction if we keep the same approach for
t ∈ [tε, T ] as we did for t ∈ [−T,−tε].
4.1.5 Organization of the paper
In Section 2, we give a brief exposition without proofs of all results we need in order to prove the main
theorem of the paper. We then look more closely at the proﬁle uδ in Section 3 before proceeding with
the study of the approximation far from the crossing region in Section 4. The ﬁfth section is devoted to
the analysis of the crossing region and gives the proof of the validity of the second approximation. In the
last section, we restrict our attention to the transition phenomenon.
4.2 Sketch of proof of the main theorem
4.2.1 Approximation away from the crossing point
Our aim is to approach the exact solution ψε by a function polarized along the eigenvector χ+δ (x), that
we are going to build using the proﬁle uδ, up to a time −tε of order ε1/2−γ , for some γ ∈]0, 1/6[. near
the crossing point.
We consider the classical trajectories and action associated with λ+δ (x). In order to prove the validity of
the approximation of point (1) in Theorem (3.1.5), we ﬁrst need to control uδ, solution to (4.6). By [25],
we have global existence of uδ for any δ > 0.
Théorème 4.2.1 (Global existence from [22]). Let δ > 0 and κ ∈ R. For all a ∈ S(R), (4.6) has a
unique solution
uδ ∈ C(R, L2(R)) ∩ L8loc(R, L4(R)).
Moreover, its L2−norm is conserved:
‖uδ(t)‖L2(R) = ‖a‖L2(R), ∀t ∈ R.
Sketch of the proof. This result is proved in [22]: for a ﬁxed δ > 0, the potential is at most quadratic.
Thus, one can use local in time Strichartz estimates (which are available thanks to [51] and [52]) and
prove local existence of the solution. And since we are in the L2−subcritical case, the mass conservation
implies global existence of the proﬁle for any κ, in the suitable space.
Proposition 4.2.2 (Control of derivatives and momenta far from t = 0). For any T0 ∈]0, T [, there exists
C > 0, such that
∀t ∈ [−T,−T0], ∀α, β ∈ N, α+ β ≤ k, ‖yα∂βy uδ(t)‖L2(R) ≤ C.
Sketch of the proof. The only thing we need to observe is that∣∣∣λ+(2)(x(t))∣∣∣ = δ2
(x+(t)2 + δ2)
3/2
≤ Cδ
2(
inf [−T,−T0] x+(t)
)3 ≤ C˜δ2,
for t ∈ [−T,−T0], since |x+(t)| is bounded from below by a positive constant independent of ε far from
t = 0. The control of the derivatives and momenta is then a consequence of [22].
We actually need the proﬁle on a bounded time interval of the form [−T, 0], and it requires additionnal
work to prove the uniformity of the bound since this interval contains zero. The following result will be
proved in Section 4.3:
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Théorème 4.2.3 (Behaviour of derivatives and momenta until t = 0). Let κ ∈ R, and a ∈ S(R). We
consider uδ the solution to the Cauchy problem (4.6), and δ = c
√
ε for some c > 0. Then, there exists
T0 > 0 such that for all k ∈ N, the following property is satisﬁed:
There exists C > 0, such that
∀α, β ∈ N, α+ β ≤ k, ‖yα∂βy uδ(t)‖L2(R) ≤ C, ∀t ∈ [−T0, 0]
As a consequence, we have a control on the whole interval [−T, 0].
We denote by ϕε, the following function associated with uδ, x+, ξ+, S+:
ϕε(t, x) = ε−1/4uδ
(
t,
x− x+(t)√
ε
)
e
iS+(t)
ε +
iξ+(t).(x−x+(t))
ε . (4.9)
Using |ξ+(t)| ≤ C, for t ∈ [−T, 0], we deduce the following corollary.
Corollaire 4.2.4. Let T > 0. Let us consider a ∈ S(R), and uδ solution to (4.6). We have for ϕε
deﬁned by (4.9)
∀β ∈ N, ‖εβ∂βxϕε(t)‖L∞(R)  ε−1/4, ∀t ∈ [−T, 0].
The ﬁrst point of Theorem 4.1.4 is a consequence of the following theorem, that will be proved in Section
4.4.
Théorème 4.2.5. Let T > 0, γ ∈ [0, 1/6], c0 > 0 and a ∈ S(R). We consider ψε, the exact solution to
the Cauchy problem (4.1) - (4.5), and ϕε, the function given by (4.9). Then the diﬀerence
wε(t, x) = ψε(t, x)− ϕε(t, x)χ+δ (x),
satisﬁes: ∃C > 0, ∃ε0 > 0, ∀ε ∈]0, ε0]
sup
t∈[−T,−tε]
‖wε(t)‖L2(R) + ‖ε∂xwε(t)‖L2(R) ≤ Cεγ ,
where tε = c0ε1/2−γ .
4.2.2 Through the crossing point: comparison with the linear model
As in the linear case, studied by the authors of [61], the classical trajectories and action x+, ξ+ and S+
are not relevant to build an approximation when one approaches the avoided crossing point: the aim is
to show that the exact solution does not remain in the energy level “+” and so, that after time t = 0, the
wave function is not utterly localized around (x+(t), ξ+(t)) in the phase space, at leading order. We are
going to prove that it has two components on each mode at time tε = c0ε1/2−γ . Thus, on this small time
interval, we localize the approximation around an “averaged” trajectory which is close to both trajectories
“+” and “−” near zero. Indeed both ± trajectories satisfy
x±(t) = ξ0t+O(t2) ; ξ±(t) = ξ0 +O(t),
so we introduce the free trajectory, which is an approximation of the previous ones:
x˜(t) = ξ0t ; ξ˜(t) = ξ0 > 0.
In the nonlinear case, the main diﬃculty that could arise is the presence of the nonlinear contribution at
leading order on this time interval. We will see that with a critical nonlinearity, at leading order, there
won’t be any eﬀect and the mechanism of transition is guided by the system (4.7), as in the linear case
(see Equation (3.91) in [61]). We introduce the following rescaled variables:{
y = (x− tξ0) /
√
ε
s = t/
√
ε,
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and the rescaled solution vε is given by
ψε(t, x) = ε−1/4vε
(
t√
ε
,
x− tξ0√
ε
)
e
iξ20t
2ε +
iξ0.(x−tξ0)
ε (4.10)
with vε(s, y) ∈ C2, satisfying the following Schrödinger equation⎧⎨⎩ i∂svε +
√
ε
2
∂2xv
ε − Vδ/√ε (y + sξ0) vε = κ
√
ε|vε|2vε,
vε(−c0ε−γ , y) = vεinit.(y)
(4.11)
where
Vδ/
√
ε (y + sξ0) =
(
(y + sξ0) δ/
√
ε
δ/
√
ε −(y + sξ0)
)
.
The function vεinit.(y) is choosen so that (4.10) holds at t = −c0ε1/2−γ and will be given in details in
Section 4.5.1. There exist nonlinear Landau-Zener formulae adapted to nonlinear transition systems; see
for instance the following system from [27] and [14].
i∂tu = H(γ)u, u = (u1, u2),
with
H(γ) =
(
γ(t) + κ(|u2|2 − |u1|2) δ
δ −(γ(t) + κ(|u2|2 − |u1|2))
)
,
where δ is the coupling constant between the energy levels, κ is a parameter for the nonlinear interaction,
and γ(t) is the level separation. The reader can also refer to [78] or [93] for other discussions about the
nonlinear versions of the Landau-Zener formula. However, we will not use these tools in this paper since
the nonlinear eﬀects will not be visible in our transition system.
In fact, vε can be approached at leading order by the linear function f solution to (4.7)-(4.8), on the
time interval [−c0ε1/2−γ , c0ε1/2−γ ]. Let us ﬁrst notice that an explicit form of the solution f is computed
in [61], using parabolic cylinder functions, whose asymptotics are well known (see [57] for details). We
need some results on f , how it is “carried” on each eigenspace, in order to deduce some information on
vε. Writing f1,2(s, y) = u2,1(s
√
ξ0 + y/
√
ξ0, y), we have the following theorem from [44], which contains
the only results we need on the asymptotics:
Théorème 4.2.6 (Scattering result from Appendix 9 in [44]). We consider the following system
− i∂su =
(
s η
η −s
)
u. (4.12)
Then there exist
(
gs−1 , g
s−
2
)
and
(
gs+1 , g
s+
2
)
two orthonormal bases of solutions to (4.12) such that locally
uniformly in η, the following asymptotics hold:
for s → −∞,
⎧⎪⎪⎨⎪⎪⎩
gs−1 (s, η) = e
iΛ(s,η)
(
1
0
)
+ o(1)
gs−2 (s, η) = e
−iΛ(s,η)
(
0
1
)
+ o(1)
for s → +∞,
⎧⎪⎪⎨⎪⎪⎩
gs+1 (s, η) = e
iΛ(s,η)
(
1
0
)
+ o(1)
gs+2 (s, η) = e
−iΛ(s,η)
(
0
1
)
+ o(1)
where
Λ(s, η) =
s2
2
+
η2
2
log |s|,
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and with the following transition rule from components (α1, α2) in
(
gs−1 , g
s−
2
)
to (β1, β2) in
(
gs+1 , g
s+
2
)
:(
β1(η)
β2(η)
)
=
(
A(η) −B(η)
B(η) A(η)
)(
α1(η)
α2(η)
)
where
A(η) = e−πη
2/2, B(η) =
2i√
πη
2−iη
2/2e−πη
2/4Γ
(
1 +
iη2
2
)
sinh
(
πη2
2
)
,
and |A(η)|2 + |B(η)|2 = 1.
As a consequence, for f we obtain
Corollaire 4.2.7. Let γ ∈]0, 1/6[. We consider f = (f1, f2) the solution to (4.7)-(4.8) on [−c0ε−γ , c0ε−γ ].
Then,
‖f1(−c0ε−γ)‖2L2 = 0 and ‖f2(−c0ε−γ)‖2L2 = ‖a‖2L2 + o(1),
and
‖f1(c0ε−γ)‖2L2 = (1− e−
πc2
ξ0 )‖a‖2L2 + o(1)
‖f2(c0ε−γ)‖2L2 = e−
πc2
ξ0 ‖a‖2L2 + o(1).
Here again, the behaviour of f and its derivatives is important.
Lemme 4.2.8. Let γ ∈]0, 1/6[ and f be the solution to (4.7) with an initial data given by (4.8). Then if
s ∈ [−c0ε−γ , c0ε−γ ], we have:
∀k ∈ N, ∃Ck > 0, ‖∂kyf(s)‖L2 ≤ Ck ε−kγ .
Then, we state the following theorem which implies the second point of Theorem 4.1.4 and is proved in
Section 4.5.
Théorème 4.2.9. Let a ∈ S(R), γ ∈]0, 1/6[ and c0 > 0. We consider vε the solution to (4.11), on the
time interval Iε = [−c0ε−γ , c0ε−γ ], and f the solution to the linear ODE (4.7)-(4.8) on the same time
interval. Then, the function
rε(s, y) = vε(s, y)− f(s, y)
satisﬁes: ∃C1, C2 > 0, ∃κ0 > 0, ∀κ ∈]0, κ0], ∃ε0 > 0, ∀ε ∈]0, ε0],
sup
s∈Iε
‖rε(s)‖L2 ≤ C1εγ/2 ; sup
s∈Iε
∥∥√ε∂yrε(s)∥∥L2 = C2εγ .
Let us mention that Corollary 4.1.6 is a consequence of Corollary 4.2.7 and Theorem 4.2.9 as we shall
see in Section 4.6.
4.3 Properties of the proﬁle uδ in the adiabatic region
In this section, we prove Theorem 4.2.3 and study the proﬁle, solution to the Cauchy problem (4.6) when
t = 0. There are two diﬃculties. The ﬁrst one is linked with the small size of the gap δ since the function
λ
(2)
δ (x(t)) = O(δ−1) when t tends to zero. The second one is that we have no Strichartz estimates for the
operator
−1
2
∂2y +
1
2
λ
(2)
δ (x(t))y
2.
In order to avoid dealing with the δ−dependent potential, we use a Lens transform that allows to drop
the potential and to use “free Strichartz estimates”.
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4.3.1 Preliminary results
We introduce the tools and some results that we need in our proofs.
In many computations in this paper, the function λ+(2)δ (x(t)) has to be controlled. We will use the
following lemma.
Lemme 4.3.1 (From Proposition 2.2 of [61]). Let T > 0. Then, there exists σ > 0, such that
∃δ0 > 0, ∀δ ∈]0, δ0],
∫ T
0
∣∣∣λ(2)δ (x(s))∣∣∣ ds ≤ σ(1 + T ).
From now on, we shall take δ ∈]0, δ0].
Proof from [61]. Asymptotic estimates when t → 0 and δ → 0:
We write x(t) = x(0)+ t.x˙(0)+O(t2) = t.ξ0+O(t2). Then x(t)2 = t2ξ20 +O(t3). This gives for λ(2)δ (x(t)):
λ
(2)
δ (x(t)) =
δ2
(x(t)2 + δ2)
3/2
=
δ2
(ξ20t
2 + δ2)
3/2
(
1 +O
(
t3
t2ξ20 + δ
2
))
=
δ2
(ξ20t
2 + δ2)
3/2
+O(1). (4.13)
Then we use (4.13) to write∫ t
0
∣∣∣λ(2)δ (x(s))∣∣∣ ds ≤ σ ∫ t
0
δ2
(s2 + δ2)3/2
+ 1 ds
≤ σ
∫ T
0
δ2
(s2 + δ2)3/2
+ 1 ds
≤ σ
[
s
(s2 + δ2)1/2
+ s
]T
0
≤ σ(1 + T ).
We now introduce μδ, νδ, solutions to{
μ¨δ + λ
(2)
δ (x(t))μδ = 0; μδ(0) = 0; μ˙δ(0) = 1,
ν¨δ + λ
(2)
δ (x(t))νδ = 0; νδ(0) = 1; ν˙δ(0) = 0.
(4.14)
Let us notice that for ﬁxed δ > 0, there exists a unique couple of solutions (μδ, νδ) satisfying (4.14) on
some maximal interval of existence [0, Tδ].
Proposition 4.3.2. We consider μδ, νδ solutions to (4.14). There exist T0 > 0 such that T0 ≤ Tδ,
independently of δ, and C > 0 such that
∀δ ∈]0, δ0], ∀t ∈ [0, T0], |μδ(t)|+ |νδ(t)|+ |ν˙δ(t)|+
∣∣∣∣ 1νδ(t)
∣∣∣∣ ≤ C.
Moreover, t → μδ(t)
νδ(t)
is an increasing function on [0, T0].
In the rest of this paper, in order to simplify the notations, we will not write the dependence on δ of
these functions. Lemma 4.3.1 is a crucial tool to obtain the preceding proposition.
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Proof. Let us ﬁrst study ν and ν˙.
For 0 ≤ t ≤ Tδ, we write:
d
dt
(
ν
ν˙
)
=
(
0 1
−λ(2)δ (x(t)) 0
)(
ν
ν˙
)
;
(
ν(0)
ν˙(0)
)
=
(
1
0
)
.
We deduce (
ν(t)
ν˙(t)
)
=
(
1
0
)
+
∫ t
0
(
ν˙(s)
−λ(2)δ (x(s))ν(s)
)
ds.
We introduce the following notation:
|A|∞ = sup
s∈[0,T0]
|A(s)|.
We have ∣∣∣∣∫ t
0
ν˙(s)ds
∣∣∣∣ ≤ |ν˙|∞|t|,∣∣∣∣∫ t
0
−λ(2)δ (x(s))ν(s)ds
∣∣∣∣ ≤ |ν|∞ ∫ T0
0
|λ(2)δ (x(s))|ds ≤ σ(1 + T0)|ν|∞.
It gives
|ν|∞ ≤ 1 + |t| |ν˙|∞
|ν˙|∞ ≤ σ(1 + T0)|ν|∞,
and then
|ν|∞ ≤ 1 + σ(1 + T0) |t| |ν|∞
|ν˙|∞ ≤ σ(1 + T0)|ν|∞.
We choose T0 small enough at the beginning, such that for all 0 ≤ t ≤ T0, we have
σ(1 + T0) |t| ≤ 1
2
, where T0 ≤
√
1 + 2/σ − 1
2
,
then
|ν|∞ ≤ C1 ; |ν˙|∞ ≤ C2,
where C1, C2 are independent of δ.
We now study (ν(t))−1. Since ν(0) = 1 we have
|ν(t)− 1|∞ ≤ |t| |ν˙(t)|∞ .
We deduce 1 − C2|t| ≤ |ν(t)|∞, which gives for t small enough |ν(t)|∞ ≥
1
2
and so (ν(t))−1 ≤ 2. Using
the same arguments, we ﬁnally compute for μ:
|μ|∞ ≤ |t|+ σ|t|(1 + T0)|μ|∞
|μ˙|∞ ≤ 1 + σ(1 + T0)|μ|∞.
And so, choosing T0 small enough, as we have already done, we ﬁnd
|μ|∞ ≤ 2|t| ≤ 2T0 ≤ C4,
and taking C = max {C1, C2, C3, C4}, the desired estimates are proved.
96 Chapitre 4. Propagation of Coherent States through an Avoided Crossing
It is then easy to see that t → μ(t)
ν(t)
is an increasing function on our time interval: in fact
d
dt
(μ˙ν − ν˙μ) = μ¨ν − ν¨μ = 0,
and so μ˙ν − ν˙μ = 1 for all t ∈ [0, T0]. We deduce that(μ
ν
)′
=
μ˙ν − ν˙μ
ν2
=
1
ν2
,
is nonnegative on [0, T0].
4.3.2 Lens transform and Free Strichartz estimates
In order to remove the potential, we now introduce the Lens transform, from [22], which relies upon the
functions μ, ν:
Proposition 4.3.3. Let a ∈ S(R) and T0 > 0, μ, ν as in Proposition 4.3.2. We set
s =
μ(t)
ν(t)
, t ∈ [0, T0],
and
H(s) = Hδ(s) = ν
((μ
ν
)−1
(s)
)
κ, s ∈
[
0,
μ(T0)
ν(T0)
]
.
We consider v the solution to:
i∂sv +
1
2
∂2xv = H(s)|v|2v ; v(0, x) = uδ(−T0, x). (4.15)
Set
uδ(t− T0, x) = 1√
ν(t)
v
(
μ(t)
ν(t)
,
x
ν(t)
)
e
iν˙(t)
ν(t)
. x
2
2 , ∀t ∈ [0, T0],
then uδ is the solution to (4.6):
i∂tu+
1
2
∂2xu−
1
2
λ
(2)
δ (x(t))x
2u = κ|u|2u ; u(−T, x) = a(x).
Remarque 4.3.4. In [22], the statement is given in a more general case, for higher dimensions, with
potentials of the form 〈Ω(t)x|x〉, with Ω ∈ C(R,R) and isotropic. More general nonlinearities, with
time-dependent coeﬃcients, are also allowed under speciﬁc conditions.
Remarque 4.3.5. Using Proposition 4.3.2, it is easy to see that
μ(T0)
ν(T0)
is bounded independently of δ and
so is H(s) on
[
0,
μ(T0)
ν(T0)
]
.
The conservation of mass of the proﬁle u and Proposition 4.3.2 allow us to infer existence of the
solution v for ﬁxed δ, on the bounded time interval
[
0,
μ(T0)
ν(T0)
]
. The next step is to study the derivatives
and momenta of v, solution to (4.15). We introduce free Strichartz estimates, from [55], [95] and [97].
Déﬁnition 4.3.6 (Admissible pairs). A pair (p, q) is admissible if 2 ≤ q ≤ ∞ and
2
p
=
1
2
− 1
q
.
We now introduce the following notation to state Strichartz estimates.
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Notation. For 1 ≤ p ≤ +∞, we denote by p′, the dual exponent:
1
p
+
1
p′
= 1.
Théorème 4.3.7. Let (p, q), (p1, q1), (p2, q2) be admissible pairs.Let us introduce
u(t) = e−i
t
2∂
2
xu0 and v(t) =
∫
{s≤t}
ei
t−τ
2 ∂
2
xf(τ)dτ.
− There exists C = C(q) such that for all u0 ∈ L2(R), we have for all s ∈ R
‖u‖Lp(R,Lq(R)) ≤ C‖u(s)‖L2(R) = C‖u0‖L2(R). (4.16)
− There exists C = C(q1, q2) such that for all
f ∈ Lp′2(R, Lq′2(R)) we have
‖v‖Lp1 (R,Lq1 (R)) ≤ C‖f‖Lp′2 (R,Lq′2 (R)). (4.17)
4.3.3 Control of v
Using the previous results, we can study the derivatives and momenta of v, given by (4.15).
Proposition 4.3.8. Let a ∈ S(R) and T0 > 0 the ﬁxed time given by Proposition 4.3.2. Let v be the
solution to the Cauchy problem (4.15), with
H(s) = ν
((μ
ν
)−1
(s)
)
κ.
Then, for all k ∈ N, there exists Ck > 0 such that for all admissible pairs (p, q) and for all δ ∈]0, δ0]
∀α, β ∈ N, α+ β = k, ‖xα∂βxv‖Lp([0,μ(T0)
ν(T0)
]
,Lq
) ≤ Ck. (4.18)
Proof. We proceed by induction on k.
Case k = 0: Thanks to the conservation of the L2−norm of u, and Proposition 4.3.2 we deduce that
(4.18) is true for the pair (∞, 2). We know prove (4.18) for an other admissible pair. We consider an
interval I = [s, s + τ ], where s ∈
[
0,
μ(T0)
ν(T0)
[
and τ > 0. Using Strichartz estimates given by Theorem
4.3.7, we write
||v||L8(I,L4) ≤ C˜
[
||v(s)||L2 +
∣∣∣∣H(s)|v|2v∣∣∣∣
L8/7(I,L4/3)
]
≤ C
[
||a||L2 + ||v||2L8/3(I,L4)||v||L8(I,L4)
]
≤ C
[
||a||L2 +
√
τ ||v||2L8(I,L4)||v||L8(I,L4)
]
≤ C
[
||a||L2 +
√
τ ||v||3L8(I,L4)
]
,
where we have used Remark 4.3.5, Hölder inequalities and that ||v(s)||L2 is bounded independently of δ.
We use the following Bootstrap argument to prove that ||v||L8(I,L4) is bounded:
We suppose ||v||L8(I,L4) ≤ M , for M > 0. Choosing M and τ such that
C‖a‖L2 ≤ M
4
and C
√
τ‖v‖3L8(I,L4) ≤
M
4
C‖a‖L2 ≤ M
4
and τ ≤
(
1
4CM2
)2
,
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so, choosing
M = 4C‖a‖L2 + 1 ; τ0 = 1
(4CM2)2
,
the previous estimate gives
||v||L8(I,L4) ≤ M
2
,
and so the assumption on |v||L8(I,L4) holds on any time interval of size smaller than τ0. Finally, we have
for I = [s, s+ τ ], with τ ≤ τ0
||v||L8(I,L4) ≤ C (‖a‖L2 +M) .
Since we only have a ﬁnite number of intervals of size τ0 in the whole considered interval, we can deduce
||v||
L8
([
0,
μ(T0)
ν(T0)
]
,L4
) ≤ C,
where C is independent of δ. The other pairs are easily obtained, using Strichartz estimates and the
previous bound.
Case k ≥ 1: We now consider some k; and assume that
∀α, β ∈ N, α+ β = k − 1, ‖xα∂βxv‖Lp([0,μ(T0)
ν(T0)
]
,Lq
) ≤ Ck−1
The equations for the k−derivative and momentum are:
i∂s(∂
k
xv) +
1
2
∂2x(∂
k
xv) = H(s)∂kx(|v|2v)
i∂s(x
kv) +
1
2
∂2x(x
kv) = H(s)|v|2(xkv) + 1
2
[
∂2x, x
k
]
v.
We recall the following result, which is a consequence of [100], and that will be useful to drop all “mixed”
norms of derivatives and momenta:
∑
|α|+|β|≤k
‖xα∂βxv‖Lq ≤ C
⎡⎣‖(1 + |x|)kv‖Lq + ∑
|α|≤k
‖∂αx v‖Lq
⎤⎦ .
We consider I = [s, s+ τ ], τ > 0 and thanks to Strichartz estimates and Remark 4.3.5:
‖∂kxv‖L∞(I,L2) + ‖∂kxv‖L8(I,L4)  ‖∂kxv(s)‖L2 + ‖∂kx(|v|2v)‖L8/7(I,L4/3)
‖xkv‖L∞(I,L2) + ‖xkv‖L8(I,L4)  ‖xkv(s)‖L2 + ‖|v|2(xkv)‖L8/7(I,L4/3) + ‖
[
∂2x, x
k
]
v‖L1(I,L2).
We write ∣∣∂kx(|v|2v)∣∣  |v|2|∂kxv|+∑
j∈J
|wj1 ||wj2 ||wj3 |, J ⊂ N,[
∂2x, x
k
]
v = C1x
k−1∂xv + C2xk−2v,
where wjl is a derivative of u or u¯ of order at most k − 1. So
‖∂kxv‖L∞(I,L2) + ‖∂kxv‖L8(I,L4)  ‖∂kxv(s)‖L2 + ||v||2L8/3(I,L4)‖∂kxv‖L8(I,L4)
+
∑
j∈J
‖wj1‖L8(I,L4)‖wj2‖L8(I,L4)‖wj3‖L8(I,L4)
 K
[
‖∂kxv(s)‖L2 + τ1/2‖∂kxv‖L8(I,L4) + τ1/2Ck−1
]
,
where we have used Hölder, the fact that we are in the one-dimensional case, the estimate obtained for
k = 0 and the induction hypothesis. Then, we choose τ such that Kτ1/2 ≤ 1/2 and we obtain
‖∂kxv‖L∞(I,L2) + ‖∂kxv‖L8(I,L4)  ‖∂kxv(s)‖L2 + C.
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Then, we analyze the other term, with the same tools:
‖xkv‖L∞(I,L2) + ‖xkv‖L8(I,L4)  ‖xkv(s)‖L2 + ||v||2L8/3(I,L4)‖xkv‖L8(I,L4)
+ τ‖xk−1∂xv‖L∞(I,L2) + τ‖xk−2v‖L∞(I,L2)
 ‖xkv(s)‖L2 + τ1/2‖xkv‖L8(I,L4) + Ck−2
+ τ
[‖xkv‖L∞(I,L2) + ‖∂kxv‖L∞(I,L2) + C≤k−1]
≤ K
[
‖xkv(s)‖L2 + τ1/2‖xkv‖L8(I,L4)
+τ‖xkv‖L∞(I,L2) + τ‖∂kxv‖L∞(I,L2) + C
]
.
We choose τ small: Kτ1/2 ≤ 1/2 and Kτ ≤ 1/2.
For τ such that τ ≤ inf (1/(2K); 1/(4K2)), we have
‖xkv‖L∞(I,L2) + ‖xkv‖L8(I,L4)  ‖xkv(s)‖L2 + ‖∂kxv(s)‖L2 + C.
Since we work on a ﬁnite time interval, and τ is bounded by a constant independent of s, δ, we have a
ﬁnite number of intervals of size τ in it:
‖xkv(s)‖L2 + ‖∂kxv(s)‖L2  1, ∀s ∈
[
0,
μ(T0)
ν(T0)
]
.
Bounds for other admissible pairs are easily obtained using Strichartz estimates and the previous estimate.
4.3.4 Control of the proﬁle
We will now prove Theorem 4.2.3. We recall:
uδ(t− T0, x) = 1√
ν(t)
v
(
μ(t)
ν(t)
,
x
ν(t)
)
e
iν˙(t)
ν(t)
. x
2
2 .
The mass-conservation of the proﬁle gives the result for k = 0. For k ≥ 1, we still analyze full derivatives
and momenta of order k only, and not all “mixed” norms, thanks to [100]. Using the previous formula,
we can compute for all t ∈ [0, T0]:
‖xkuδ(t− T0)‖2L2 = ν(t)2k
∥∥∥∥ykv(μ(t)ν(t)
)∥∥∥∥2
L2
≤ C
‖∂kxuδ(t− T0)‖2L2 ≤
∫
1
ν(t)
∑
α≤k
∣∣∣∣ν(t)−α∂αy v(μ(t)ν(t)
)∣∣∣∣2 × (∂k−αy e iν˙(t)ν(t) . x22 )2 dx
We use Faa di Bruno’s formula (see for instance [90] and references given there) to deal with the derivative
of the exponential and notice that we obtain a sum of terms of the form ν−2γ∂γxv×
ν˙γ1
νγ2
yγ3v, with exponents
smaller than 2k. Using Propositions 4.3.2 and 4.3.8 we deduce that all these terms are bounded by
constants independent of δ and t; we ﬁnally obtain for t instead of t− T0:
‖xku(t)‖L2 + ‖∂kxu(t)‖L2 ≤ C, ∀t ∈ [−T0, 0].
From this study of the proﬁle, we easily deduce the result on ϕε stated in Corollary 4.2.4.
The task is now to prove the validity of the approximation given by (4.9).
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4.4 Convergence of the approximation in the adiabatic region.
In this section, we prove Theorem 4.2.5. To simplify notation, we will drop the sign “+” when no confusion
can arise.
4.4.1 Strategy of the proof
We recall the equation satisﬁed by ψε:⎧⎨⎩ iε∂tψε + ε
2
2
∂2xψ
ε − Vδ(x)ψε = κε3/2|ψε|2ψε;
ψε(−T, x) given by (4.5),
and the deﬁnition (4.9) of ϕε,
ϕε(t, x) = ε−1/4uδ
(
t,
x− x+(t)√
ε
)
e
iS+(t)
ε +
iξ+(t).(x−x+(t))
ε .
We ﬁrst notice that ϕε satisﬁes:⎧⎪⎨⎪⎩
iε∂tϕ
ε +
ε2
2
∂2xϕ
ε − λδ(x)ϕε = κε3/2|ϕε|2ϕε −Rεδ(t, x)ϕε;
ϕε(−T, x) = ε−1/4a
(
t,
x− x(−T )√
ε
)
e
iS(−T )
ε +
iξ(−T ).(x−x(−T ))
ε
where
Rεδ(t, x) =
λ(3)(g(t, x))
6
(x− x(t))3, with g(t, x) = τx+ (1− τ)x(t), τ= τ(t, x), τ ∈]0, 1[. (4.19)
We want to study the term wε given by wε = ψε − ϕεχδ; its equation is⎧⎨⎩ iε∂twε + ε
2
2
∂2xw
ε − Vδ(x)wε = εNLε + εLε;
wε(−T, x) = 0
(4.20)
where
NLε = κε1/2
(|ψε|2ψε − |ϕε|2ϕεχδ)
Lε = ε−1Rεδ(t, x)ϕεχδ + ε∂xϕε.dχδ +
ε
2
ϕεd2χδ.
Using (4.3), it is easy to see that some terms are too big (in L2) and will present an obstacle to prove
that the remainder is small. Thus, we need a ﬁner analysis of the eigenvectors.
Besides, a rough estimate suggests that the second term in Lε presents an O(1) contribution. Nevertheless
after a careful analysis of the eigenvectors to ﬁnd ﬁner estimates, presented in the next subsection, and
using the minimal gap size δ, as it is done in [61] we will be able to study all linear terms and their
derivatives in L2. The last subsection will be devoted to the nonlinear terms, which will be handled by
a bootstrap argument, and this will complete the proof of Theorem 4.2.5.
4.4.2 About the eigenvectors
We need more reﬁned estimates than (4.3). We recall that the eigenvectors of the potential are of the
form:
χ±δ (x) =
(
Θ±1 (x)
Θ±2 (x)
)
,
with
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Θ+1 (x) =
δ(
2
√
x2 + δ2(
√
x2 + δ2 − x))1/2 = −Θ−2 (x);
Θ+2 (x) =
√
x2 + δ2 − x(
2
√
x2 + δ2(
√
x2 + δ2 − x))1/2 = Θ−1 (x),
We can rewrite the coordinates:
Θ+1 (x) = F
(x
δ
)
= −Θ−2 (x) ; Θ−1 (x) = G
(x
δ
)
= Θ+2 (x),
with
F (y) = cos
(
1
2
arctan
(
1
y
))
; G(y) = sin
(
1
2
arctan
(
1
y
))
, for x ≥ 0
F (y) = − sin
(
1
2
arctan
(
1
y
))
; G(y) = cos
(
1
2
arctan
(
1
y
))
, for x ≤ 0.
We ﬁnd for y = 0:[
cos
(
1
2
arctan
(
1
y
))]′
=
−1
2
1
1 + y2
sin
(
1
2
arctan
(
1
y
))
[
sin
(
1
2
arctan
(
1
y
))]′
=
1
2
1
1 + y2
cos
(
1
2
arctan
(
1
y
))
[
cos
(
1
2
arctan
(
1
y
))]′′
=
−y
(1 + y2)2
sin
(
1
2
arctan
(
1
y
))
− 1
4
1
(1 + y2)2
cos
(
1
2
arctan
(
1
y
))
[
sin
(
1
2
arctan
(
1
y
))]′′
=
y
(1 + y2)2
cos
(
1
2
arctan
(
1
y
))
− 1
4
1
(1 + y2)2
sin
(
1
2
arctan
(
1
y
))
So we deduce
|dχ±δ (x)| 
δ
x2 + δ2
 1
δ
1(x
δ
)2
+ 1
(4.21)
|d2χ±δ (x)| 
δ
(x2 + δ2)
3/2
 1
δ2
1((x
δ
)2
+ 1
)3/2 . (4.22)
4.4.3 Analysis of the linear terms
We recall the form of Lε which stands for the linear term of (4.20):
Lε = ε−1Rεδϕεχδ + ε∂xϕε.dχδ +
ε
2
ϕεd2χδ.
In this subsection, we will prove the following lemma:
Lemme 4.4.1. Let a ∈ S(R) and Λ > 0 be a ﬁxed constant. Then, there exists a constant CL > 0
independent of ε, such that for all t ∈ [−T,−Λ√ε], we have
‖Lε‖L1([−T,t],L2) + ‖ε∂xLε‖L1([−T,t],L2) ≤ CL
√
ε
|t|
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In order to prove this lemma, we will analyze each term and its derivative in L2.
• Analysis of ε
2
ϕεd2χδ:
We see that
∥∥∥ε
2
ϕε.d2χδ(t)
∥∥∥
L2
 ε|d2χδ|∞‖ϕε(t)‖L2  ε
δ2
,
where we have used (4.3). This rough estimate is not good enough: it presents an O(1) contribution for
δ = c
√
ε. So, using (4.22), we ﬁnd for −T ≤ t ≤ −Λ√ε:
‖ε ϕε.d2χδ(s)‖L1([−T ;t],L2) 
∫ t
−T
[∫
x∈R
ε2ε−1/2|d2χδ(x)|2|u(s, ...)|2dx
]1/2
ds

∫ t
−T
[∫
|x|≥θ|s|
. . .+
∫
|x|≤θ|s|
. . .
]1/2
ds

∫ t
−T
[
I1/2 + II1/2
]
ds.
For I, since |x| ≥ θ|s|, we write
∣∣∣x
δ
∣∣∣−1 ≤ δ
θ|s| , and obtain
I 
∫
|x|≥θ|s|
ε2ε−1/2
1
δ4
× δ
6
|s|6 |u(s, ...)|
2dx  ε
2δ2
|s|6 ,
where we have used mass-conservation of the proﬁle. For II, we write
II 
∫
|x|≤θ|s|
ε2ε−1/2
1
δ4
1(
1 +
∣∣∣x
δ
∣∣∣2)3 ×
√
ε
2M
|x− x(s)|2M
|x− x(s)|2M
√
ε
2M
|u(s, ...)|2dx
where M is an integer, M > 1.
We notice that since |x| ≤ θ|s|, we have |x − x(s)| ≥ ξ0|s| − θ|s|. For θ small enough, we can write
|x− x(s)| ≥ ξ0|s|/2, and so
II 
∫
y∈R
ε2
1
δ4
√
ε
2M
|s|2M × y
2M |u(s, y)|2dy  ε
2
√
ε
2M
δ4|s|2M ,
where we have used that all momenta of the proﬁle are bounded by constants independent of ε and t.
Finally, we compute
‖ε ϕε.d2χδ(s)‖L1([−T ;t],L2) 
∫ t
−∞
εδ
|s|3 +
ε
√
ε
M
δ2|s|M ds
 εδ
t2
+
ε
√
ε
M
δ2
1
tM−1
 ε
√
ε
t2
(4.23)
with δ = c
√
ε, and where we have only kept the worst contribution. In fact, thanks to Theorem 4.2.3, all
momenta of the proﬁle are bounded on the time interval we consider. So we can choose M as big as we
want.
We estimate the derivative in the same fashion:
ε∂x
(
ε ϕε.d2χδ
)
= ε2ϕε.d3χδ + ε
−1/4e
iS(t)
ε +
iξ(t).(x−x(t))
ε
(
iεξ(t)u(. . .) + ε
√
εu(. . .)
)
d2χδ.
It is suﬃcient to use (4.3) to deal with the following terms:
‖ε2ϕε.d3χδ‖L1([−T ;t],L2)  ε
2
δ3
 ε1/2
‖ε−1/4ε√εu(. . .)d2χδ‖L1([−T ;t],L2)  ε
√
ε
δ2
 ε1/2,
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and we notice that since |ξ(t)| is bounded (Remark 4.1.3), we have thanks to (4.23)
‖ε−1/4iεξ(s)u(s, x− x(s)√
ε
)d2χδ‖L1([−T ;t],L2)  ‖ε ϕε.d2χδ(s)‖L1([−T ;t],L2)
 ε
√
ε
t2
.
So, we obtain
‖ε∂x
(
ε ϕε.d2χδ
) ‖L1([−T ;t],L2)  √ε+ ε√ε
t2
. (4.24)
• Analysis of ε∂xϕε.dχδ
We have ε∂xϕε.dχδ = ε−1/4e... [
√
ε∂xu+ iξ(t)u] dχδ, and we study successively each part. We use (4.21)
and compute
‖ε−1/4√ε∂xu.dχδ(s)‖L1([−T,t];L2)

∫ t
−T
⎡⎢⎢⎢⎣
∫
x∈R
εε−1/2|∂xu(...)|2 1
δ2
1(
1 +
∣∣∣x
δ
∣∣∣2)2 dx
⎤⎥⎥⎥⎦
1/2
ds

∫ t
−T
(∫
|x|≥θ|s|
. . .+
∫
|x|≤θ|s|
. . .
)1/2
ds

∫ t
−T
I1/2 + II1/2.
For I, since |x| ≥ θ|s|, we have
I 
∫
|x|≥θ|s|
εε−1/2|∂xu(...)|2 1
δ2
δ4
|s|4 dx 
εδ2
|s|4 ,
where we have used that the H1−norm of the proﬁle is bounded. Integrating in time, we obtain∫ t
−T
I1/2ds  ε|t|
We then write:
II 
∫
|x|≤θ|s|
εε−1/2
1
δ2
1(
1 +
∣∣∣x
δ
∣∣∣2)2 ×
√
ε
2M
|x− x(s)|2M
|x− x(s)|2M
√
ε
2M
|∂xu(s, ...)|2dx,
and arguing as in the previous analysis, using the control of all momenta of the proﬁle, and integrating
in time, we ﬁnd ∫ t
−T
II1/2dt 
√
ε
M
|t|M−1 ,
where M > 1 can be choosen as big as we want. So, keeping only the worst contribution, we obtain:
‖ε−1/4√ε∂xu.dχδ‖L1([−T,t];L2)  ε|t| .
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We now need to estimate the second contribution of ε∂xϕε.dχδ, we write
∣∣∣iε−1/4ξ(t)u(. . .).dχδ∣∣∣  ∣∣∣∣ δδ2 + x2u(. . .)
∣∣∣∣ .
So
‖iε−1/4ξ(t)u(. . .).dχδ‖L1([−T,t];L2) 
∫ t
−T
[∫
x∈R
ε−1/2
δ2
(x2 + δ2)
2 |u(s, . . .)|2dx
]1/2
ds

∫ t
−T
⎡⎢⎣∫
y∈R
δ2(
(x(s) +
√
εy)
2
+ δ2
)2 |u(s, y)|2dy
⎤⎥⎦
1/2
ds

∫ t
−T
(∫
|y|≥θ |s|√
ε
. . .
)1/2
+
(∫
|y|≤θ |s|√
ε
. . .
)1/2
ds

∫ t
−T
A1/2 +B1/2,
with c > 0. For A, we write |y| ≥ θ |s|√
ε
and so |y|−1 ≤
√
ε
θ|s| and then, for an integer M > 1, we have
A 
∫
|y|≥θ |s|√
ε
δ2(
(x(s) +
√
εy)
2
+ δ2
)2 1y2M × y2M |u(s, y)|2dy
 1
δ2
√
ε
2M
|s|2M ‖y
Mu(s)‖2L2 ,
and so
A1/2 
√
ε
M−1
|s|M ,
where M > 1 is an integer. This gives
∫ t
−T
A1/2ds 
√
ε
M−1
|t|M−1 .
For the other part, B, we ﬁrst need to ﬁnd a lower bound for the term (x(s) +
√
εy)2. We write∣∣x(s) +√εy∣∣ ≥ |x(s)| − √ε|y|
≥ |x(s)|
2
+
|x(s)|
2
−√ε|y|
≥ |x(s)|
2
+
ξ0|s|
4
− θ|s|,
since |y| ≤ θ|s|/√ε. For a small θ > 0, we have
∣∣x(s) +√εy∣∣ ≥ |x(s)|
2
,
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and so ∫ t
−T
B1/2ds 
∫ t
−T
δ
x(s)2
4
+ δ2
dt

∫ t
−T
δ
ξ20s
2
16
+ δ2
dt

∫ t
−∞
1
δ
1
ξ20s
2
16δ2
+ 1
dt
 4
ξ0
∫ t˜
−∞
1
r2 + 1
dr,
with t˜ = ξ0t/(4δ). We ﬁnally ﬁnd∫ t
−T
B1/2  4
ξ0
[
arctan
(
ξ0t
4δ
)
+
π
2
]
 − arctan
(
4δ
ξ0t
)

√
ε
|t| + o(1).
So, choosing M big enough, we can write
‖ε∂xϕε.dχδ‖L1([−T,t];L2) 
√
ε
|t| . (4.25)
In order to estimate the derivative of this term, we write
|ε∂x (ε∂xϕε.dχδ)|  ε−1/4
(|ε∂2xu.dχδ|+ |√ε∂xu.dχδ|+ |u.dχδ|+ |ε√ε∂xu.d2χδ|+ |εu.δ2χδ|) .
Using (4.3), and (4.25), we argue as in the previous computations, keeping only “worst” terms and ﬁnd
‖ε∂x (ε∂xϕε.dχδ) ‖L1([−T,t];L2) 
√
ε
|t| . (4.26)
• Analysis of ε−1Rεδϕεχδ
|Rεδ(t, x)| =
∣∣∣∣λ(3)(g(t, x))6 (x− x(t))3
∣∣∣∣
 δ
2(x− x(t))4 + δ2|x(t)(x− x(t))|3[
(τ(x− x(t)) + x(t))2 + δ2
]5/2 .
We notice that
1(
[τ(x− x(t)) + x(t)]2 + δ2
)5/2  1
(x(t)2 + δ2)
5/2
, since
x(t) = t.ξ0 +O(t2), for T suﬃciently small, ∃C1, C2 independent of δ (they depend on T ) such that
C1|t| ≤ |x(t)| ≤ C2|t|.
Then
|Rεδ(t, x)| 
δ2(x− x(t))4
(t2 + δ2)
5/2
+
δ2t(x− x(t))3
(t2 + δ2)
5/2
.
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We can write
‖ε−1Rεδϕεχδ‖L1([−T,t],L2)
 ε−1
∫ t
−T
[∫
x∈R
ε−1/2|u(s, ...)|2
(
δ4(x− x(s))8
(s2 + δ2)
5 +
δ4s2(x− x(s))6
(s2 + δ2)
5
)
dx
]1/2
ds
 ε−1
∫ t
−T
δ2ε2
(s2 + δ2)5/2
ds× ‖y4u‖L∞(L2) + ε−1
∫ t
−T
sδ2ε3/2
(s2 + δ2)5/2
ds× ‖y3u‖L∞(L2)
 C(u) (I + II) .
I 
∫ t
−T
δ2ε
(s2 + δ2)5/2
ds  εδ−3
∫ t
−T
1((s
δ
)2
+ 1
)5/2 ds
 εδ−2
∫ t/δ
−T/δ
1
(r2 + 1)
5/2
dr
 εδ−2
∫ t/δ
−∞
1
r5
dr
 ε
2
t4
,
and
II 
∫ t
−T
sδ2ε1/2
(s2 + δ2)5/2
ds  ε1/2δ−3
∫ t
−T
s((s
δ
)2
+ 1
)5/2 ds
 ε1/2δ−1
∫ t/δ
−T/δ
r
(r2 + 1)
5/2
dr
 ε1/2δ−1
∫ t/δ
−∞
r
(r2 + 1)
5/2
dr
 ε
3/2
|t|3 ,
which ﬁnally gives
‖ε−1Rεδϕεχδ‖L1([−T,t],L2) 
ε3/2
|t|3 . (4.27)
For its derivative, we write
ε∂x
(
ε−1Rεδϕεχδ
)
= (∂xRεδ)ϕεχδ + ε−1Rεδε∂x(ϕε)χδ +Rεδϕεdχδ
= (1) + (2) + (3).
Study of (1): |∂xRεδ| ≤
∣∣∣∣λ(3)(g(t, x))2 (x− x(t))2
∣∣∣∣+ τ6 |λ(4)(g(t, x))(x− x(t))2|.
We write g(t, x) = τx+ (1− τ)x(t), τ = τ(t, x), τ ∈]0, 1[, and since x(t) = t.ξ0 +O(t2), for T suﬃciently
small, ∃C1, C2 independent of δ (they depend on T ) such that
C1|t| ≤ |x(t)| ≤ C2|t|,
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we can write
|∂xRεδ| 
δ2|x− x(t)|5 + δ2x(t)2|x− x(t)|3 + δ4|x− x(t)|3[
(τ(x− x(t)) + x(t))2 + δ2
]7/2
 δ
2|x− x(t)|5 + δ2t2|x− x(t)|3 + δ4|x− x(t)|3
[t2 + δ2]
7/2
.
Arguing as before, we ﬁnd
‖(∂xRεδ)ϕεχδ‖L1([−T,t],L2)
 C
(∫ t
−T
δ2ε5/2
(s2 + δ2)
7/2
ds+
∫ t
−T
δ2s2ε3/2
(s2 + δ2)
7/2
ds+
∫ t
−T
δ4ε3/2
(s2 + δ2)
7/2
ds
)
 C (I + II + III) ,
where C is a constant depending on L2−norms of momenta of the proﬁle. We write:
I 
∫ t
−T
δ2ε5/2
(s2 + δ2)
7/2
ds

∫ t/δ
−T/δ
δ−4ε5/2
(r2 + 1)
7/2
dr
 δ−4ε5/2
∫ t/δ
−∞
1
r7
dr  ε
7/2
t6
;
and
II 
∫ t
−T
δ2s2ε3/2
(s2 + δ2)
7/2
ds

∫ t/δ
−T/δ
δ−2r2ε3/2
(r2 + 1)
7/2
dr
 δ−2ε3/2
∫ t/δ
−∞
r2
r2 + 1
× 1
(r2 + 1)
5/2
dr
 δ−2ε3/2
∫ t/δ
−∞
1
r5
dr  ε
5/2
t4
.
Using same computations as for I, we ﬁnd for III
III 
∫ t
−T
δ4ε3/2
(s2 + δ2)
7/2
ds  ε
7/2
t6
So, we only keep the worst term and ﬁnd:
‖(∂xRεδ)ϕεχδ‖L1([−T,t],L2) 
ε5/2
t4
.
Study of (2): We then write∣∣ε−1Rεδε∂x(ϕε)∣∣ = ∣∣∣ε−1Rεδε−1/4 (√ε∂xu(t, . . .) + iξ(t)u(t, . . .))∣∣∣

∣∣∣ε−1Rεδε−1/4√ε∂xu(t, . . .)∣∣∣+ ∣∣ε−1Rεδϕε∣∣ .
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Using (4.27), and since ‖yα∂βxu(t)‖L2 are bounded for all α, β, we can easily ﬁnd
‖ε−1Rεδε∂xϕεχδ‖L1([−T,t],L2) 
√
ε‖ε−1Rεδε−1/4∂xu‖L1([−T,t],L2)
+ ‖ε−1Rεδε∂xϕε‖L1([−T,t],L2)
 ε
3/2
|t|3 .
Study of (3): We ﬁnally use (4.3) and see
|Rεδϕεdχδ|  εδ−1
∣∣ε−1Rεδϕε∣∣ .
Using (4.27), we can write:
‖Rεδϕεdχδ‖L1([−T,t],L2)  εδ−1‖ε−1Rεδϕε‖L1([−T,t],L2)
 ε
2
|t|3 .
So we obtain
‖ε∂x
(
ε−1Rεδϕεχδ
) ‖L1([−T,t],L2)  ε3/2|t|3 . (4.28)
Conclusion: Combining (4.23),(4.25) and (4.27), and dropping better contributions, we obtain
‖Lε‖L1([−T,t],L2) 
√
ε
|t| ,
and thanks to (4.24), (4.26) and (4.28):
‖ε∂xLε‖L1([−T,t],L2) 
√
ε
|t| ,
and taking CL as the largest constant in front of these terms, we obtain Lemma 4.4.1.
4.4.4 Nonlinear terms and end of the proof
We recall the equation (4.20) satisﬁed by the remainder wε:⎧⎨⎩ iε∂twε + ε
2
2
∂2xw
ε − Vδ(x)wε = εNLε + εLε;
wε(−T, x) = 0
,
where
NLε = κε1/2
(|ψε|2ψε − |ϕε|2ϕεχδ)
Lε = ε−1Rεδ(t, x)ϕεχδ + ε∂xϕε.dχδ + ε/2ϕεd2χδ.
Thanks to the Duhamel formula, we use a standard L2−estimate and ﬁnd
‖wε(t)‖L2 ≤ ‖wε(−T )‖L2 +
∫ t
−T
‖NLε(s)‖L2ds+
∫ t
−T
‖Lε(s)‖L2ds.
We now focus on the nonlinear terms; we have the following pointwise estimate:∣∣|ψε|2ψε − |ϕε|2ϕεχδ∣∣  (|wε|2 + |ϕε|2) |wε|.
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Since κ is a small ﬁxed constant and since its size will not aﬀect the propagation in the adiabatic region,
it will not appear in the following computations. We then have
‖NLε‖L2 
√
ε
∥∥(|wε|2 + |ϕε|2) |wε|∥∥
L2

√
ε
(‖wε‖2L∞ + ‖ϕε‖2L∞) ‖wε‖L2 .
We recall that thanks to Corollary 4.2.4, we have
‖ϕε(t)‖L∞  ε−1/4,
and we perform the following bootstrap argument:
‖wε(t)‖L∞ ≤ M|t| , M > 0. (4.29)
Note that in (4.29), we assume that the L∞−norm is not worse than the linear term, which seems to be
the leading one; the comparison is not made with ‖ϕε(t)‖L∞ as it is usually done.
We prove that, as long as (4.29) holds, we have:
‖wε(t)‖L2 ≤ CL
√
ε
|t| +KCL CT e
KM2
Λ
M2
2Λ
√
ε
|t| , (4.30)
‖ε∂xwε(t)‖L2 ≤ CL
√
ε
|t| + K˜C˜TCLe
K˜M2
Λ
M2
2Λ
√
ε
|t| , (4.31)
for some Λ > 0,K, K˜, CT , C˜T independent of ε and t. Before writing the computations, we check that it
implies the result. We assume that (4.30) and (4.31) are satisﬁed and let
τ ε = inf
{
−T ≤ t ≤ −Λ√ε, ‖wε(t)‖L∞ ≥ M|t|
}
.
Since wε(−T ) = 0, we have τ ε > −T . If τ ε < −Λ√ε, using (4.30) and (4.31) in a Gagliardo-Nirenberg
inequality, we obtain
‖wε(tε)‖L∞ ≤ CL|τ ε|
(
C1 + C1e
C2
M2
Λ
M2
Λ
)
,
and choosing an appropriate M > 0 and taking Λ big enough, both independent of ε, τ ε, we have
‖wε(τ ε)‖L∞ ≤ 3M
4|τ ε| .
This last statement is a contradiction with
‖wε(τ ε)‖L∞ = M|τ ε| ,
then we deduce that τ ε ≤ −Λ√ε.
So as long as (4.29) holds, we have
‖NLε(s)‖L2 ≤ K
(
M2
√
ε
s2
+ 1
)
‖wε(s)‖L2 ,
and we infer by Lemma 4.4.1
‖wε(t)‖L2 ≤
∫ t
−T
‖Lε(s)‖L2ds+K
∫ t
−T
(
M2
√
ε
s2
+ 1
)
‖wε(s)‖L2ds.
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Using Gronwall lemma we obtain
‖wε(t)‖L2 ≤ CL
√
ε
|t| +KCL
∫ t
−T
(
εM2
|s|3 +
√
ε
|s|
)
exp
(
K
∫ s
−T
(
1 +
√
εM2
r2
)
dr
)
ds
We notice that for −T ≤ t ≤ −Λ√ε
exp
(
K
∫ s
−T
(
1 +
√
εM2
r2
)
dr
)
= e
K
(
T−
√
εM2
T
)
e
K
(
s−
√
εM2
s
)
≤ CT eK
(
M2
Λ −Λ
√
ε
)
≤ CT eKM
2
Λ ,
and this bound is independent of ε, t and s. We then write
‖wε(t)‖L2 ≤ CL
√
ε
|t| − CT e
KM2
Λ KCL
∫ t
−T
(
εM2
s3
+
√
ε
s
)
≤ CL
√
ε
|t| + CT e
KM2
Λ KCL
[√
ε log(|t|) + εM
2
2t2
]
,
where we have dropped all terms in T since they present a O(√ε) contribution. Since |t| ≥ Λ√ε we
ﬁnally ﬁnd (4.30)
‖wε(t)‖L2 ≤ CL
√
ε
|t| +KCL CT e
KM2
Λ
M2
2Λ
√
ε
|t| .
It remains to check the validity of the bootstrap assumption (4.29). We study the ε−derivative of wε:⎧⎨⎩ iε∂t(ε∂xwε) + ε
2
2
∂2x(ε∂xw
ε)− Vδ(x)(ε∂xwε) = (ε∂xVδ)wε + ε2∂x(NLε + Lε);
ε∂xw
ε(−T, x) = 0,
A standard L2− estimate allows us to ﬁnd
‖ε∂xwε(t)‖L2  ‖ε∂xwε(−T )‖L2 +
∫ t
−T
‖ε∂xNLε(s)‖L2ds+
∫ t
−T
‖ε∂xLε(s)‖L2ds
+
∫ t
−T
‖(ε∂xVδ)wε(s)‖L2ds.
We ﬁrst notice that since |∂xVδ(x)| ≤ C for all x ∈ R, where C is independent of δ and x; we have, using
(4.30) and keeping only the worst contributions:
‖(ε∂xVδ)wε‖L1([−T,t],L2)  ε
√
ε
[
CL +KCLCT e
KM2
Λ
M2
2Λ
]
log |t|,
Then, we write
|ε∂xNLε| 
√
ε
∣∣|wε + ϕεχδ|2(ε∂xwε + ε∂xϕεχδ + ϕεεdχδ)
−|ϕε|2 (ε∂xϕεχδ + ϕεεdχδ)
∣∣

√
ε |wε + ϕεχδ|2 |ε∂xwε|
+
√
ε
(|wε + ϕεχδ|2 − |ϕε|2) |ε∂xϕεχδ + ϕεεdχδ| .
The ﬁrst part will be handled as before. For the second part of this term, we write∣∣|wε + ϕεχδ|2 − |ϕε|2∣∣× |ε∂xϕεχδ + ϕεεdχδ|
 (|wε|+ |ϕε|) |wε| |ε∂xϕε|+ (|wε|+ |ϕε|) |wε| |ϕεεdχδ|
 (|wε|+ |ϕε|) |wε| |ε∂xϕε|+ (|wε|+ |ϕε|) |wε|
∣∣∣ϕε ε
δ
∣∣∣ ,
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where we have used (4.3). So
‖ε∂xNLε(s)‖L2 
√
ε
(‖wε‖2L∞ + ‖ϕε‖2L∞) ‖ε∂xwε‖L2
+
√
ε (‖wε‖L∞ + ‖ϕε‖L∞) ‖ε∂xϕε‖L∞‖wε‖L2
+
√
ε (‖wε‖L∞ + ‖ϕε‖L∞)
∥∥∥ε
δ
ϕε
∥∥∥
L∞
‖wε‖L2

[
M2
√
ε
s2
+ 1
]
‖ε∂xwε(s)‖L2
+
(
ε3/4M
s2
+
√
ε
|s|
)
CL
(
1 +K CT e
KM2
Λ
M2
2Λ
)
,
where we have used Corollary 4.2.4, (4.29), and (4.30). We recall that by Lemma 4.4.1, we have
‖ε∂xLε‖L1([−T,t],L2) ≤ CL
√
ε
|t| ,
and it is easily seen that this contribution is the most important. So we ﬁnd, dropping better terms
‖ε∂xwε(t)‖L2 ≤ CL
√
ε
|t| + K˜
∫ t
−T
(
1 +
√
εM2
s2
)
ds.
Applying Gronwall lemma again, and arguing as before, as long as (4.29) holds, we ﬁnally get (4.31)
‖ε∂xwε(t)‖L2 ≤ CL
√
ε
|t| + K˜C˜TCLe
K˜M2
Λ
M2
2Λ
√
ε
|t| .
Note that t has to satisfy ε1/2−γ  |t|, for 0 < γ < 1/2, if we want wε to become smaller in H1ε (R), as ε
tends to zero.
We can now use Gagliardo-Nirenberg inequality, and obtain thanks to (4.30) and (4.31)
‖wε(t)‖L∞ ≤ CGN ε−1/2‖wε(t)‖1/2L2 ‖ε∂xwε(t)‖1/2L2
≤ CL|t|
[
C1 + C1 e
C2
M2
Λ
M2
Λ
]
,
where C1 and C2 are both nonnegative constants, depending on K, K˜, CT , C˜T , CGN only. Taking
M = 2C1 CL,
and choosing Λ large enough to have
eC2
M2
Λ
M2
Λ
≤ 1
2
,
we have
‖wε(t)‖L∞ ≤ CL|t|
3
2
C1 ≤ 3
4
M
|t| ,
so the remainder wε is small in the appropriate spaces and the bootstrap assumption (4.29) holds for
−T ≤ t ≤ −c0ε1/2−γ , for any c0 > 0 and 0 < γ < 1/2. And the proof is complete.
Conclusion: Since this approximation is valid until a time −tε = −c0ε1/2−γ , where c0 is a ﬁxed constant,
for any γ ∈]0, 1/2[, we can choose the exponent γ as small as we wish. In order to study the propagation
through the crossing point, we can now work on a time interval of the form [−c0ε1/2−γ , c0ε1/2−γ ] without
restriction, as it is done in the linear case, in [61].
4.5 Approximation in the crossing region.
This section is devoted to the proof of Theorem 4.2.9.
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4.5.1 Introduction of a new regime
We recall the free trajectories, introduced in Section 4.2.2
ξ˜(t) = ξ0 > 0 ; x˜(t) = ξ0t,
and the following rescaled variables: {
y = (x− tξ0) /
√
ε
s = t/
√
ε.
We then recall that for t ∈ [−c0ε1/2−γ , c0ε1/2−γ ], where 0 < γ < 1/6, vε is deﬁned by
ψε(t, x) = ε−1/4vε
(
t√
ε
,
x− tξ0√
ε
)
e
iξ20t
2ε +
iξ0.(x−tξ0)
ε ,
and the associated Schrödinger equation (4.11) is⎧⎨⎩ i∂svε − Vδ/√ε (y + sξ0) vε = −
√
ε
2
∂2yv
ε + κ
√
ε|vε|2vε,
vε (−sε, y) = vεinit.(y),
where sε = c0ε−γ , the function vεinit.(y) is chosen such that (2.18) holds at time t = −c0ε1/2−γ and
Vδ/
√
ε (y + sξ0) =
(
y + sξ0 c
c −(y + sξ0)
)
.
Our aim is to construct an approximation of vε on [−sε, sε]. In the linear case, the solution is approxi-
mated by f , solution to (4.7)-(4.8):⎧⎪⎪⎨⎪⎪⎩
i∂sf −
(
y + sξ0 c
c −(y + sξ0)
)
f = 0
f(−sε, y) = uδ(−
√
εsε, y)
(
0
1
)
e
i
εφ
ε(y).
In fact, assuming the approximation has an expansion of the form
vεapp(s, y) =
∞∑
j=0
cjε
j/2fj(s, y),
where cj are constants and fj are vector-valued functions, we can easily see that the lowest order term
satisﬁes (4.7). Since our power of ε in front of the nonlinearity is 1/2, whereas there are smaller powers
of ε, we claim that the nonlinearity does not aﬀect the evolution at leading order. So we introduce rε the
diﬀerence
rε(s, y) = vε(s, y)− f(s, y),
which satisﬁes⎧⎪⎪⎨⎪⎪⎩
i∂sr
ε +
√
ε
2
∂2yr
ε −
(
y + sξ0 c
c −(y + sξ0)
)
rε =
−√ε
2
∂2yf +
√
ε|rε + f |2(rε + f)
rε(−sε, y) = vεinit.(y)− f(−sε, y).
The aim is to prove that this term is small in L2 in the semiclassical limit. We ﬁrst need to study vεinit.
in order to match it with the approximation ϕε at the initial time with the new rescaled variables. Then
we need some results on the behaviour of f , and to prove the validity of it as an approximation at leading
order of vε, which will allow us to deduce the behaviour of the exact solution on the time interval that
we consider.
This section is divided into three parts:
1. Analysis of the initial data
2. Analysis of f
3. Proof of Theorem 4.2.9
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4.5.2 Initial data and matching
The aim of this section is to prove the following proposition:
Proposition 4.5.1. Let vε satisfying (4.10). Then vε solves (4.11) with
vεinit. (y) = uδ
(
−c0ε1/2−γ , y
)
e
iφε(y)
ε
(
0
1
)
+W ε(y),
where uδ is the proﬁle, solution to (4.6), the phase is the diﬀerence between both phases
i
ε
φε(y) =
i
ε
(
S(−√εsε) +
√
ε
2
ξ20s
ε
)
+
i
ε
[
ξ(−√εsε).(√εy −√εsεξ0 − x(−sε
√
ε))− ξ0
√
εy
]
, (4.32)
and where W ε satisﬁes
‖W ε‖L2 + ‖
√
ε∂yW
ε‖L2  εγ .
Proof. We ﬁrst notice that thanks to Theorem 4.2.5, we have for γ ∈]0, 1/6[,
ψε(−tε, x) = ε−1/4uδ
(
−tε, x− x(−t
ε)√
ε
)
e
i
εΦ
ε(−tε,x)χδ(x) + wε(−tε, x),
where tε = c0ε1/2−γ , and Φε(−tε, x) = S+(−tε) + ξ+(−tε).(x− x+(−tε)). But, since
ψε(−tε, x) = ε−1/4vε
(−tε√
ε
,
x+ tεξ0√
ε
)
e
i
ε Φ˜
ε(−tε,x),
with Φ˜ε(t, x) = ξ20t/2 + ξ0(x− tξ0), we have to match these two expressions of the same term.
In the rescaled variables (s, y), we have for −sε = −c0ε−γ :
vε(−sε, y) = uδ
(−√εsε, y + θ(ε))χδ(√ε(y − sεξ0))e iεφε(y) + ωε (−sε, y) ,
where
• θ(ε) = −sεξ0 − x(−s
ε
√
ε)√
ε
,
• the phase is given by (4.32):
i
ε
φε(y) =
i
ε
(Φε − Φ˜ε) (−√εsε,√ε(y − sεξ0))
=
i
ε
(
S(−√εsε) +
√
ε
2
ξ20s
ε
)
+
i
ε
[
ξ(−√εsε).(√εy −√εsεξ0 − x(−sε
√
ε))− ξ0
√
εy
]
• ωε is obtained writing
wε(t, x) = ε−1/4ωε
(
t√
ε
,
x− tξ0√
ε
)
e
i
ε Φ˜(t,x),
where wε, the diﬀerence between the exact solution and the approximation is introduced in Section
4.3.4, by (4.20).
Thus we can write
vε(−c0ε−γ , y) = uδ(−c0ε1/2−γ , y)e iεφε(y)
(
0
1
)
+W ε(y), (4.33)
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where
W ε(y) = ωε(−c0ε−γ , y)
+ θ(ε)
(∫ 1
0
∂yuδ(−c0ε1/2−γ , ζθ(ε) + y) dζ
)
e
i
εφ
ε(y) χ+δ (
√
ε(y − c0ξ0ε−γ))
+ uδ(−c0ε1/2−γ , y)e iεφε(y)
[
χ+δ (
√
ε(y − c0ε−γ))−
(
0
1
)]
.
Our next steps are
Step (1) To check that θ(ε) is small.
Step (2) To prove that φε, the diﬀerence between both phases is not troublesome.
Step (3) To prove that the last three terms of (4.33) are small in the semi-classical limit, and in the
appropriate space.
Step (1): Analysis of θ(ε). Using (4.4), we compute higher derivatives of the classical trajectories and
the action, and ﬁnd those we will need:
x˙ = ξ; x¨ = ξ˙ =
−x√
x2 + δ2
= O(1)
x(3) = ξ¨ =
−x˙δ2
(x2 + δ2)3/2
= O
(
1
δ
)
S˙ =
|ξ|2
2
−
√
x2 + δ2; S¨ = 2ξξ˙ = O(1)
S(3) = 2ξ˙2 + 2ξξ¨ = O
(
1
δ
)
,
and so
x(0) = 0 ξ(0) = ξ0 S(0) = 0
x˙(0) = ξ0 ξ˙(0) = 0 ∂tS(0) =
ξ20
2
− δ
x(2)(0) = 0 ξ
(2)
0 =
−ξ0
δ
∂2t S(0) = 0
x(3)(0) =
−ξ0
δ
ξ(3)(0) = x(4)(0) = 0 ∂3t S(0) =
−2ξ20
δ
.
. (4.34)
An easy computation, using Taylor expansions of the classical trajectories around −√εsε, which is small,
allows us to write for τ = τ(ε) ∈]0, 1[:
θ(ε) = −sεξ0 − 1√
ε
[
−ξ0sε
√
ε+ ξ˙(−τ√εsε). ε
2
(sε)2
]
= O(ε 12−2γ), (4.35)
where we choose γ small enough to have 1/2− 2γ > 0.
Step (2): Analysis of the phase φε(y). We prove the following Lemma:
Lemme 4.5.2. We consider φε the diﬀerence between both phases, given by (4.32). Then
i
ε
φε(y) = −ic0ε−γ ξ˙(−c0ε1/2−γτ ′).y +O(ε−3γ) = O(ε−γ).y +O(ε−3γ), (4.36)
where the last term does not depend on y, and where ξ˙(−c0ε1/2−γτ ′) = O(1) for a τ ′ = τ ′(ε) ∈]0, 1[.
We deduce that √
ε
d
dy
(
i
ε
φε(y)
)
= O(ε 12−γ). (4.37)
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Proof. We need to estimate the diﬀerence of both phases φε at time s = −sε. This term will depend on
ε and y and will induce a loss of ε at each derivative for the initial data. In fact, we compute:
i
ε
φε(y) =
i
ε
(
S(−√εsε)− ξ20(−sε)
√
ε/2
)
+
i
ε
[
ξ(−√εsε).(√εy −√εsεξ0 − x(−sε
√
ε))− ξ0
√
εy
]
= (i) + (ii).
We write, using Taylor expansion of the classical action, and (4.34)
(i) =
i
ε
(
S(−√εsε)− ξ20(−sε)
√
ε/2
)
=
iδsε
√
ε
ε
+
igε(−sε)
ε
= ic c0ε
−γ +
igε(−sε)
ε
,
where
gε(s) =
S(3)(ζ)
6
.(s
√
ε)3, ζ = τs
√
ε; τ = τ(ε) ∈]0, 1[, and
∣∣∣S(3)(ζ)∣∣∣  1
δ
.
We deduce
(i) = O(ε−3γ). (4.38)
We then study the second term:
(ii) =
i
ε
[
ξ(−√εsε).(√εy −√εsεξ0 − x(−sε
√
ε))− ξ0
√
εy
]
=
i√
ε
(
ξ(−sε√ε)− ξ0
)
.y +
i
ε
ξ(−sε√ε). (−sε√εξ0 − x(−sε√ε))
=
i√
ε
(−sε√ε).ξ˙(−sε√ετ ′).y + i
ε
[
ξ0 + ξ˙(−sε
√
ετ ′)
]
.ξ˙(−sε√ετ ′′). (s
ε)2.ε
2
= −ic0ε−γ ξ˙(−sε
√
ετ ′).y +O(ε−2γ) = O(ε−γ).y +O(ε−2γ), (4.39)
where 0 < τ ′, τ ′′ < 1 depend on ε and where we have used the estimates on the classical trajectories.
Using (4.38) and (4.39), we can write (4.36).
For (4.37), we notice that only one part of the phase depends on y, and so the
√
ε−derivative of the phase
gives
−√ε ic0 ε−γ ξ˙(−sε
√
ετ ′) = O(ε 12−γ).
Step (3): Analysis of W ε.
(i) We ﬁrst study ωε(−c0ε−γ , y): it will allow us to see in which weighted space we need to estimate the
derivative.
We recall
ωε(s, y) = ε1/4wε
(
s
√
ε,
√
ε(y + sξ0)
)
e−i(ξ
2
0s+ξ0.y)/
√
ε
where wε is deﬁned in Section 4.3.4, by (4.20), for s
√
ε ∈ [−T,−c0ε1/2−γ ]. Thanks to Theorem 4.2.5, we
deduce
• ‖ωε(−sε)‖L2 = ‖wε(−tε)‖L2  εγ ,
• Since √ε∂yωε = ε1/4 [ε∂xwε + iξ0wε] e−i(ξ20s+ξ0.y)/
√
ε we infer
‖√ε∂yωε(−sε)‖L2  ‖ε∂xwε(−tε)‖L2 + ‖wε(−tε)‖L2  εγ .
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(ii) We then study the second term:
• We ﬁrst notice that for the L2−norm of this term, we have(∫
R
|θ(ε)|2
∣∣∣∣∫ 1
0
∂yuδ(−tε, y + ζθ(ε)) dζ
∣∣∣∣2 dy
)
≤ |θ(ε)|2
(∫
R
∫ 1
0
|∂yuδ(−tε, y + ζθ(ε))|2dζ dy
)
≤ |θ(ε)|2‖∂yuδ(−tε)‖2L2
and using (4.35) and Theorem 4.2.3, we deduce that the second term of W ε is an O(ε1/2−2γ) in L2.
• Then for the derivative, we need to study the following terms
θ(ε)
√
ε∂y
(∫ 1
0
∂yuδ(−c0ε1/2−γ , ζθ(ε) + y) dζ
)
e
i
εφ
ε(y) χδ(
√
ε(y − c0ε−γ))
+ θ(ε)
(∫ 1
0
∂yuδ(−c0ε1/2−γ , ζθ(ε) + y) dζ
)
e
i
εφ
ε(y)ε dχδ(. . .)
+ θ(ε)
(∫ 1
0
∂yuδ(−c0ε1/2−γ , ζθ(ε) + y) dζ
)
e
i
εφ
ε(y) i√
ε
∂yφ
ε(y)χδ(. . .).
Using similar arguments as before, we ﬁnd that the ﬁrst term presents a O(ε1−2γ) contribution in
L2.
We then use (4.3) for the second term and obtain that it is a O(ε1−2γ) contribution too.
We ﬁnally use (4.37) for the third term and deduce that the
√
ε−derivative of the second term of
W ε presents a O(ε1−3γ) contribution in L2.
(iii) For the last term, we write∥∥∥∥uδ(−c0ε1/2−γ , y)e iεφε(y) [χδ(√ε(y − ξ0c0ε−γ))− ( 01
)]∥∥∥∥2
L2
=∫
|y|≤θc0ξ0ε−γ
. . . +
∫
|y|≥θc0ξ0ε−γ
. . . ,
where θ < 1 is independent of ε. For the ﬁrst integral, we ﬁrst recall that in the new variables the
eigenvector χδ(x), associated with λδ(x) =
√
x2 + δ2 is given by (Section 4.4.2):
χδ(
√
ε(y + sξ0)) =
⎛⎜⎜⎝ − sin
(
1
2
arctan
(
c
y + sξ0
))
cos
(
1
2
arctan
(
c
y + sξ0
))
⎞⎟⎟⎠ ,
for s ∈ [−T/√ε,−c0ε−γ ]. For s = −c0ε−γ , we compute
χδ(
√
ε(y − c0ξ0ε−γ))−
(
0
1
)
=
⎛⎜⎜⎝ − sin
(
1
2
arctan
(
c
y − c0ξ0ε−γ
))
cos
(
1
2
arctan
(
c
y − c0ξ0ε−γ
))
− 1
⎞⎟⎟⎠ ,
and since |y| ≤ θc0ξ0ε−γ , θ < 1, we have
|y − c0ξ0ε−γ | ≥ c0ξ0ε−γ − |y| ≥ (1− θ)c0ξ0ε−γ ,
so
c
y − c0ξ0ε−γ ≤
c
(1− θ)c0ξ0 ε
γ  εγ .
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Then, using Taylor expansions, we have
arctan
(
c
y − c0ξ0ε−γ
)
=
c
y − c0ξ0ε−γ +O
((
c
y − c0ξ0ε−γ
)3)
,
which gives
sin
(
1
2
arctan
(
c
y − c0ξ0ε−γ
))
=
c
y − c0ξ0ε−γ +O
((
c
y − c0ξ0ε−γ
)3)
= O(εγ),
and
cos
(
1
2
arctan
(
c
y − c0ξ0ε−γ
))
= 1 +O
((
c
y − c0ξ0ε−γ
)2)
= 1 +O(ε2γ).
Finally, for |y| ≤ θc0ξ0ε−γ , we can write∣∣∣∣χδ(√ε(y − c0ξ0ε−γ))− ( 01
)∣∣∣∣ = O(εγ),
and so, thanks to Theorem 4.2.3
(∫
|y|≤θc0ξ0ε−γ
∣∣∣uδ(−c0ε1/2−γ , y)∣∣∣2 ∣∣∣∣(χδ(√ε(y − c0ε−γ))− ( 01
))∣∣∣∣2
)1/2
 εγ
For the second integral, we notice that, since |y| ≥ θc0ξ0ε−γ , we have∣∣∣∣ yc0ξ0ε−γ
∣∣∣∣ ≥ θ,
and so (∫
|y|≥θc0ξ0ε−γ
∣∣∣uδ(−c0ε1/2−γ , y)∣∣∣2 × ∣∣∣∣ yc0ξ0ε−γ
∣∣∣∣2 × ∣∣∣∣c0ξ0ε−γy
∣∣∣∣2
)1/2
≤ 1
θ
(∫
|y|≥θc0ξ0ε−γ
∣∣∣uδ(−c0ε1/2−γ , y)∣∣∣2 × ∣∣∣∣ yc0ξ0ε−γ
∣∣∣∣2
)1/2
 εγ‖yuδ(−c0ε1/2−γ)‖L2  εγ .
We then deduce
uδ(−c0ε1/2−γ , y)e iεφε(y)
[
χδ(
√
ε(y − c0ε−γ))−
(
0
1
)]
= O(εγ), in L2
and arguing as before, using (4.37) we can also deduce
√
ε∂y
[
uδ(−c0ε1/2−γ , y)e iεφε(y)
[
χδ(
√
ε(y − c0ε−γ))−
(
0
1
)]]
= O(ε 12−γ), in L2,
and the proof is complete.
118 Chapitre 4. Propagation of Coherent States through an Avoided Crossing
4.5.3 Study of the linear approximation f
In this subsection, we prove Corollary 4.2.7 and Lemma 4.2.8 concerning f solution to (4.7)
i∂sf −
(
y + sξ0 c
c −(y + sξ0)
)
f = 0;
with data (4.8)
f(−c0ε−γ , y) = uδ(−c0ε1/2−γ , y)
(
0
1
)
e
i
εφ
ε(y)
where s, y ∈ R, γ ∈]0, 1/6[, and φε is given in (4.32). We ﬁrst prove Corollary 4.2.7.
Proof of Corollary 4.2.7. We ﬁrst make a change of variables and switch the coordinates to obtain a
similar system: s˜ = (sξ0 + y)/
√
ξ0 and f˜(s˜, y) = f(s, y). The system in the new variables is
−i∂s˜f˜ −
⎛⎜⎝ −s˜
−c√
ξ0−c√
ξ0
s˜
⎞⎟⎠ f˜ = 0;
and taking
{
f˜1 = u2
f˜2 = u1
, we obtain
−i∂s˜u−
⎛⎜⎝ s˜
−c√
ξ0−c√
ξ0
−s˜
⎞⎟⎠u = 0, with u = (u1, u2).
We can apply Theorem 4.2.6 to u, with η = −c/√ξ0 and write
u(s˜, y) = α1(y)g
s−
1 (s˜, y) + α2(y)g
s−
2 (s˜, y)
= β1(y)g
s+
1 (s˜, y) + β2(y)g
s+
2 (s˜, y),
where the αj and βj are respectively the coordinates in (gs−1 (s˜, y), g
s−
2 (s˜, y)) and (g
s+
1 (s˜, y), g
s+
2 (s˜, y)).
Using asymptotics of the bases from [44], and since
f1,2(s, y) = f˜1,2(s˜, y) = u2,1(s˜, y),
we can deduce
f(s, y) = α2(y)e
−iΛ
(
sξ0+y√
ξ0
,y
)(
1
0
)
+ α1(y)e
iΛ
(
sξ0+y√
ξ0
,y
)(
0
1
)
+ α1(y)ρ
s−
2
(
ξ0s+ y√
ξ0
)
+ α2(y)ρ
s−
1
(
ξ0s+ y√
ξ0
)
= β2(y)e
−iΛ
(
sξ0+y√
ξ0
,y
)(
1
0
)
+ β1(y)e
iΛ
(
sξ0+y√
ξ0
,y
)(
0
1
)
+ β1(y)ρ
s+
2
(
ξ0s+ y√
ξ0
)
+ β2(y)ρ
s+
1
(
ξ0s+ y√
ξ0
)
,
where
Λ
(
sξ0 + y√
ξ0
, y
)
=
(
sξ0+y√
ξ0
)2
2
+
η2
2
log
∣∣∣∣sξ0 + y√ξ0
∣∣∣∣ , ρs±1,2(s) = O(1s
)
in L2.
Expanding Λ
(
−sεξ0+y√
ξ0
, y
)
, and comparing with (4.8), we infer
α2 ≡ 0, and α1(y) = uδ(−c0ε1/2−γ , y)eiθε(y)
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iθε(y) = ic c0ε
−γ +
ic20ε
−2γ
2
(
−ξ0 + ξ˙(−c0ε1/2−γτε)(ξ0 + ξ˙(−c0ε1/2−γτε))
)
− ic
3
0S
(3)(−c0ε1/2−γτ ′ε)
6
ε1/2−3γ − ic0ε−γ
(
ξ˙(−c0ε1/2−γτε)− 1
)
y
− iy
2
ξ0
+
ic2
2ξ0
log
∣∣∣∣−c0ε−γξ0 + y√ξ0
∣∣∣∣
Then, using the relation between the coordinates in each basis, we ﬁnd
β1(y) = A(η)α1(y)−B(η)α2(y) = A(η)uδ(−c0ε1/2−γ , y)eiθε(y)
β2(y) = B(η)α1(y) +A(η)α2(y) = B(η)uδ(−c0ε1/2−γ , y)eiθε(y).
Besides, using
ρs−2
(
ξ0s+ y√
ξ0
)
= gs−2
(
ξ0s+ y√
ξ0
)
− e
−iΛ
⎛
⎝ξ0s+ y√
ξ0
,y
⎞
⎠(
0
1
)
,
and the fact that (gs−1 , g
s−
2 ) is an orthonormal basis, we have |ρs−|C2 ≤ 2. Moreover, for all y ∈ R,
ρs− tends to zero when ε tends to zero. Then, thanks to mass-conservation of uδ and using Lebesgue’s
Dominated Convergence Theorem, one can deduce that
uδ(−c0ε1/2−γξ0, y) ρs−
(
ξ0s+ y√
ξ0
)
= o(1) in L2.
The same argument holds for other terms containg ρs±. So, the L2-norms for each coordinates, at time
−sε and sε can be computed, using that ‖α2‖L2 = ‖a‖L2 :
‖f1(−c0ε−γ)‖2L2 = 0, ‖f2(−c0ε−γ)‖2L2 = ‖a‖2L2 + o(1),
‖f1(c0ε−γ)‖2L2 = |B(η)|2‖a‖2L2 + o(1), ‖f2(c0ε−γ)‖2L2 = |A(η)|2‖a‖2L2 + o(1),
and the proof is complete.
Since the function f depends on ε because of its data, we have to study its derivatives in order to
understand if it implies a loss of power of ε.
Proof of Lemma 4.2.8. We proceed by induction. Using (4.7), it is easily seen that
d
ds
‖f‖2L2 = 2 Im 〈f |i∂sf〉 = 0.
So for all s ∈ [−c0ε−γ , c0ε−γ ] we have
‖f(s)‖L2 = ‖f(−c0ε−γ)‖L2 = ‖uδ(−c0ε1/2−γ)‖L2 = C0.
The following step poses no problem, since ∂yf satisﬁes:
i∂s(∂yf)−
(
y + sξ0 c
c −(y + sξ0)
)
∂yf =
(
1 0
0 −1
)
f,
and
d
ds
‖∂yf‖2L2 = 2 Im 〈∂yf |i∂s∂yf〉
≤ C‖∂yf‖L2 ,
and so
‖∂yf(s)‖L2 ≤ C|s|+ ‖∂yf(−c0ε−γ)‖L2 ,
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for |s| ≤ c0ε−γ and where
∂yf(−c0ε−γ) = ∂y
(
uδ(s, y)e
i
εφ
ε(y)
)
=
(
∂yuδ(s, y) +
d
dy
(
i
ε
φε(y)
)
uδ(s, y)
)
e
i
εφ
ε(y).
Using (4.37) we deduce
‖∂yf(s)‖L2 ≤ C1ε−γ .
Now for k ≥ 1, an easy computation shows that ∂kyf satisﬁes
i∂s(∂
k
yf)−
(
y + sξ0 c
c −(y + sξ0)
)
∂kyf = k
(
1 0
0 −1
)
∂k−1y f,
and that
d
ds
‖∂kyf‖2L2 = 2 Im
〈
∂kyf |i∂s∂kyf
〉
≤ C˜k‖∂kyf‖L2‖∂k−1y f‖L2
≤ C˜k‖∂kyf‖L2ε−(k−1)γ ,
where we have used the induction hypothesis. Then, since φε(y) is linear in y (see (4.32)) we then easily
notice that for all k ∈ N
∂ky
(
uδ(s, y)e
i
εφ
ε(s,y)
)
=
k∑
j=0
Cj∂
j
yuδ(s, y) e
i
εφ
ε
(
d
dy
i
ε
φε(y)
)k−j
.
So using (4.37), we deduce for |s|  ε−γ
‖∂kyf(s)‖L2 ≤ ‖∂kyf(−c0ε−γ)‖L2 + C˜k|s|ε−(k−1)γ ≤ Ckε−kγ ,
which completes the proof.
The last step is to check the validity of the approximation on the interval we consider.
4.5.4 Validity of the inner approximation and conclusion
We now prove Theorem 4.2.9. To shorten notations, we will only write the computations for nonnegative
κ, but the proof for the other case is easily performed, considering |κ|.
We use
i∂sr
ε +
√
ε
2
∂2yr
ε −
(
y + sξ0 c
c −(y + sξ0)
)
rε =
√
ε
2
∂2yf + κ
√
ε|rε + f |2(rε + f)
to compute
d
ds
‖rε(s)‖2L2 = 2 Im
〈
rε
∣∣∣∣−√ε2 ∂2yrε + Vδ(sξ0 + y)rε
+
√
ε
2
∂2yf + κ
√
ε|rε + f |2(rε + f)
〉
.
We check that the ﬁrst and second terms give no contribution since they are real-valued when one
computes the scalar products with rε. For the remaining terms, we observe
2 Im
〈
rε|
√
ε
2
∂2yf
〉
≤ √ε‖rε(s)‖L2 ‖∂2yf‖L2
2 Im
〈
rε|√ε|rε + f |2(rε + f)〉  κ√ε (‖rε‖2L∞ + ‖f‖2L∞) ‖f‖L2‖rε‖L2 .
4.5. Approximation in the crossing region. 121
We perform a bootstrap argument with the following assumption
‖rε‖2L∞ ≤ ε−α, (4.40)
with α = (1− 3γ)/2. Besides, we use Gagliardo-Nirenberg inequality and Lemma 4.2.8 to write
‖f‖L∞  ‖f‖1/2L2 ‖∂yf‖1/2L2  ε−γ/2.
These points allow us to write
d
ds
‖rε(s)‖L2 
√
ε‖∂2yf‖L2 + κ
√
ε
(‖rε‖2L∞ + ‖f‖2L∞) ‖f‖L2
≤ C
[
ε1/2−2γ + κε1/2−α + κε1/2−γ
]
≤ C
[
ε1/2−2γ + κε3γ/2
]
.
Integrating these terms, we obtain for s ∈ [−c0ε−γ , c0ε−γ ]
‖rε(s)‖L2 ≤ ‖rε(−c0ε−γ)‖L2 + C˜
[
ε1/2−3γ + κεγ/2
]
≤ C1εγ + Cε1/2−3γ + Cκεγ/2
≤ Cκεγ/2, (4.41)
where C1 is given by (4.30),κ does not depend on ε, C is uniform in κ and where we only keep the worst
contributions since other powers of ε are at larger than γ/2.
We now wish to prove the validity of the bootstrap assumption (4.40). Thus, we look for the weighted
derivative of rε, which satisﬁes
i∂s(
√
ε∂yr
ε) +
√
ε
2
∂2y(
√
ε∂yr
ε)−
(
y + sξ0 c
c −(y + sξ0)
)
(
√
ε∂yr
ε) =(
1 0
0 −1
)√
εrε +
ε
2
∂3yf + κ ε∂y
(|rε + f |2(rε + f)) .
We ﬁrst notice that
∂y
(|rε + f |2(rε + f)) = (rε + f)2 (∂yrε + ∂yf)+ 2|rε + f |2 (∂yrε + ∂yf) .
Proceeding in the same way as before, and thanks to (4.40), (4.41) and Lemma 4.2.8, we see that
d
ds
‖√ε∂yrε‖L2 
√
ε‖rε‖L2 + ε‖∂3yf‖L2 + κ
√
ε
[‖rε‖2L∞ + ‖f‖2L∞] [‖√ε∂yrε‖L2 + ‖√ε∂yf‖L2]
 κε1/2+γ/2 + ε1−3γ + κε1−α−γ + κε1−2γ +
(
κε1/2−α + κε1/2−γ
)
‖√ε∂yrε‖L2
 κε1/2+γ/2 + ε1−3γ +
(
κε3γ/2 + κε1/2−γ
)
‖√ε∂yrε‖L2 .
We then ﬁnd by integration, for |s| ≤ c0ε−γ
‖√ε∂yrε(s)‖L2 ≤ ‖
√
ε∂yr
ε(−c0ε−γ)‖L2 + C
[
ε1−4γ + κε1/2−γ/2
+
∫ s
−c0ε−γ
(
κε3γ/2 + ε1/2−γ
)
‖√ε∂yrε(z)‖L2dz
]
,
and using Gronwall Lemma, we deduce for 0 < γ < 1/6
‖√ε∂yrε(s)‖L2 ≤
(
C2ε
γ + C
[
ε1−4γ + κε1/2−γ/2
])
eC(ε
1/2−2γ+κεγ/2)
≤ C2εγ , (4.42)
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where C2 is given by (4.31), where we have only kept the worst term and since Cε1/2−γ +κε3γ/2 ≤ 1, for
ε suﬃciently small, the exponential term is bounded independently of ε on the time interval we consider.
Then, Gagliardo Nirenberg inequality gives us
‖rε‖2L∞ ≤ 2‖rε(s)‖L2 ‖∂yrε(s)‖L2
≤ C˜κεγ/2εγ−1/2 ≤ C˜κε 3γ−12 ,
where C˜ is independent of ε and the bootstrap assumption (4.40) holds as long as
C˜κε
3γ−1
2 ≤ ε 3γ−12 ⇔ C˜κ ≤ 1,
and for a small coeﬃcient κ < 1/C˜, the inequality is true and the proof of Theorem 4.2.9 is complete.
4.6 Transition between the modes
In this section, we prove Corollary 4.1.6 to conclude.
By deﬁnition of vε, we have
ψε(tε, x) = ε−1/4vε
(
tε√
ε
,
x− tεξ0√
ε
)
ei
ξ20t
ε
2ε +i
ξ0(x−tεξ0)
ε
and from Theorem 4.2.9 we infer the following estimate in L2:
(
ψε1(t
ε, x)
ψε2(t
ε, x)
)
= ε−1/4
⎛⎜⎜⎝ f1
(
tε√
ε
,
x− tεξ0√
ε
)
f2
(
tε√
ε
,
x− tεξ0√
ε
)
⎞⎟⎟⎠ ei ξ20tε2ε +i ξ0(x−tεξ0)ε +O(εγ/2),
where the last term contains the L2− norm of rε. We then write
ψε±(t
ε, x) =
〈
ψε(tε, x)|χ±δ (x)
〉
,
and using Section 4.4.2:
ψε+(t
ε, x) = ψε1(t
ε, x) cos
(
Φ
(x
δ
))
+ ψε2(t
ε, x) sin
(
Φ
(x
δ
))
ψε−(t
ε, x) = ψε1(t
ε, x) sin
(
Φ
(x
δ
))
− ψε2(tε, x) cos
(
Φ
(x
δ
))
,
where Φ is given by Φ
(x
δ
)
=
1
2
arctan
(
δ
x
)
.
For ψε+, we have
‖ψε+(tε)‖2L2 =
∫
y∈R
∣∣∣∣∣f1
(
tε√
ε
, y
)
cos
(
1
2
arctan
(
c
y + t
ε√
ε
ξ0
))
+f2
(
tε√
ε
, y
)
sin
(
1
2
arctan
(
c
y + t
ε√
ε
ξ0
))∣∣∣∣∣
2
dy +O(εγ/2)
‖ψε−(tε)‖2L2 =
∫
y∈R
∣∣∣∣∣f2
(
tε√
ε
, y
)
cos
(
1
2
arctan
(
c
y + t
ε√
ε
ξ0
))
−f1
(
tε√
ε
, y
)
sin
(
1
2
arctan
(
c
y + t
ε√
ε
ξ0
))∣∣∣∣∣
2
dy +O(εγ/2).
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We split up the integrals into:∫
y∈R
. . . dy =
∫
|y|≥τξ0√ε/tε
. . .+
∫
|y|≤τξ0√ε/tε
. . .
for 0 < τ < 1 and we use the same arguments as in Section 4.5.1.
• For |y| ≥ τξ0
√
ε/tε, we have |y|√ε/(ξ0tε) ≥ τ and with Corollary 4.2.7 we have∫
|y|≥τξ0√ε/tε
. . . 
∫
|y|≥τξ0√ε/tε
|f1|2 + |f2|2 dy

∫
|y|≥τξ0√ε/tε
|uδ(−tε, y)|2 × ε|y|
2
ξ20(t
ε)2
× ξ
2
0(t
ε)2
ε|y|2 dy
= O
((
tε√
ε
)2)
= O(ε2γ)
• For |y| ≤ τξ0
√
ε/tε, we have∣∣∣∣y + τtεξ0√ε
∣∣∣∣ ≥ τtεξ0√ε − |y| ≥ (1− τ)ξ0tε√ε , where τ ∈]0, 1[.
We deduce
∣∣∣∣y + τtεξ0√ε
∣∣∣∣−1 ≤ O(εγ) and so we can use the same asymptotics as in Section 4.5.1 and
write
arctan
(
c
y + c0ξ0ε−γ
)
=
c
y + c0ξ0ε−γ
+O
((
c
y + c0ξ0ε−γ
)3)
,
which gives
sin
(
1
2
arctan
(
c
y + c0ξ0ε−γ
))
= O(εγ),
and
cos
(
1
2
arctan
(
c
y + c0ξ0ε−γ
))
= 1 +O(ε2γ).
We then compute for ψε+:∫
|y|≤τξ0√ε/tε
. . . =
∫
|y|≤τξ0√ε/tε
|b(c/
√
ξ0)|2|uδ(−tε, y)|2
(
1 +O(ε3γ)) dy
=
(
1 +O(ε3γ)) |b(c/√ξ0)|2‖a‖2L2 ,
and since ‖ψε−(tε)‖2L2 = ‖a‖2L2 − ‖ψε+(tε)‖2L2 =
(
e−
πc2
ξ0 +O(ε3γ)
)
‖a‖2L2
and Corollary 4.1.6 is proved. We can then infer that the propagation through an avoided crossing point
of this type generates transition of energy between both levels.
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