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APPROACH
The SandyDuck data include a wide variety of data types stored by the individual investigators in many different formats on a network of widely distributed computers and media. Because of this and to make the data widely available, we adopted and adapted a UNIX/web based data management system originally developed for the Joint Global Ocean Flux Study (JGOFS). It has several features that made it desirable for this application.
Even though the JGOFS server was designed for serving distributed data sets it was decided for practical purposes, to use a single server for the data. This alleviated requiring multiple investigators to maintain web servers for access to their data, and insured that the data remain online, even as interest by the collecting investigators wanes. The original data were translated into a common format, columnar ASCII files which are MATLAB and spreadsheet compatible, making them easy to use by all users. Times were adjusted to Eastern Standard Time and units were converted to MKS. Identical formats have been used for similar data types collected by different investigators (mean current statistics, wave height measurements, etc.). Several data sets are also provided in MATLAB "mat" files for direct loading onto any platform running MATLAB.
Some data were not compatible with the data server and are handled by other web tools such as FTP and HTML pages. In particular the "raw" binary time series sampled from single-channel sensors (current component, pressure, optical backscatterance, sonic altimetry, temperature, wind speed, wind direction, etc.), could not be efficiently delivered with a columnar ASCII format but are available with FTP in organized directory structures with associated metadata. Digital image data (camera snapshots, time-averaged images, movie loops of various processes) are delivered with static web pages and FTP
WORK COMPLETED
The SandyDuck '97 data can be found at http://dksrv.usace.army.mil/jg/sd97dir (Figure 3) . This is the web page for the data server, and has links to the other Duck data sets as well as to the experiment home pages that contain summaries and documentation on each experiment. Data from the DELILAH 1990 and DUCK94 nearshore experiments were added to the data server in FY01, complete with a data report (PDF and HTML formats), statistics, binary time series, and extensive documentation on data quality and analysis methods (metadata). There are presently 74 GB of experiment data on the server with about 120 GB of raw binary timeseries which will be added when a larger server is put online in November 2004. The entire archive was also duplicated on CD and DVD for offsite storage.
The SandyDuck Archive includes the most important and generally useful data sets, those that monitored surf zone dynamics, circulation, and beach response. However, delays in receiving data from some SandyDuck PI's resulted in their data not being included (see table) . Although ONR funding for this activity ends in FY04 the US Army Corps of Engineer's Field Research Facility will continue to maintain the server and add data sets should they ever be received.
RESULTS
The data server has proven to be an efficient means to deliver SandyDuck '97 processed data, raw data, and metadata. Over 45 GB of data has been transferred in the past two years. Monthly web statistics are now available online (see http://dksrv.usace.army.mil/cgi-bin/webstats.pl). Feedback on the server=s data accessibility and presentation are requested and will be used in future refinements.
IMPACT/APPLICATIONS
By making SandyDuck data available to researchers worldwide it will hopefully achieve maximum utilization and permanence. In addition to making these data sets available to other researchers, the archive also provides high quality data for students working on Masters or PhD degrees. Based on the amount and success of research accomplished following earlier FRF experiments, the more comprehensive SandyDuck data will have wide use and great potential for advancing nearshore science.
RELATED PROJECTS
We plan to continue this effort with support of the FRF Measurements Program with the objectives of adopting common formates (NetCDF) and linking this archive to the potentially more powerful Distributed Ocean Data System (DODS) for improved availability and distribution. 
