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ABSTRACT Recordings of the membrane potential from a bursting neuron were used to reconstruct the phase curve for that
neuron for a limited set of perturbations. These perturbations were inhibitory synaptic conductance pulses able to shift the
membrane potential below the most hyperpolarized level attained in the free running mode. The extraction of the phase
resetting curve from such a one-dimensional time series requires reconstruction of the periodic activity in the form of a limit cycle
attractor. Resetting was found to have two components. In the ﬁrst component, if the pulse was applied during a burst, the burst
was truncated, and the time until the next burst was shortened in a manner predicted by movement normal to the limit cycle. By
movement normal to the limit cycle, we mean a switch between two well-deﬁned solution branches of a relaxation-like oscillator
in a hysteretic manner enabled by the existence of a singular dominant slow process (variable). In the second component, the
onset of the burst was delayed until the end of the hyperpolarizing pulse. Thus, for the pulse amplitudes we studied, resetting
was independent of amplitude but increased linearly with pulse duration. The predicted and the experimental phase resetting
curves for a pyloric dilator neuron show satisfactory agreement. The method was applied to only one pulse per cycle, but our
results suggest it could easily be generalized to accommodate multiple inputs.
INTRODUCTION
Central pattern generators (CPGs) are networks of neurons
that are capable of producing rhythmic output (Beer et al.,
1999; Chiel et al., 1999; Golubitsky et al., 1998; Kopell and
Ermentrout, 1988; Marder and Calabrese, 1996) in the
absence of both input from higher centers and sensory
feedback. CPGs are believed to mediate certain rhythmic,
stereotyped behaviors, such as walking, ﬂying (Robertson
and Pearson, 1985), swimming (Arshavsky et al., 1985;
Satterlie, 1989), chewing, feeding, and scratching (Pearson,
1993). The pyloric network of the stomatogastric ganglion is
an example of a well-studied CPG that produces a three-
phase rhythm driving muscles in the stomach of lobsters and
crabs (Selverston and Moulins, 1987). This CPG develops
a stable rhythmic pattern over a frequency range from 0.3 to 3
Hz. The pacemaker unit is formed by the anterior burster
(AB) neuron electrically coupled with two pyloric dilator
(PD) neurons. The isolated AB neuron oscillates at
a frequency in the normal range of AB/PD network (Bal
et al., 1988; Hooper andMarder, 1987; Marder andMeyrand,
1989; Miller and Selverston, 1982) whereas the isolated PD
neuron has irregular oscillations with a much longer period
than that of the normal network (Abbott et al., 1991).
Bursting activity is characterized by slow oscillations in
membrane potential that alternate between a silent hyper-
polarized interburst and a burst characterized by the ﬁring of
a succession of action potentials (Baxter et al., 2000; Butera
et al., 1995; Canavier et al., 1991; Chay and Keizer, 1983;
Ermentrout, 1986, 1996; Liu et al., 1998). The dynamics are
comprised of at least two distinct time scales, often including
a slow one associated with the underlying subthreshold
oscillations in the membrane potential, as well as a fast one
associated with the generation of action potentials. Analyt-
ical techniques take advantage of the separation in the time
scales, although the separation is not complete because an
action potential may perturb the slow state variables that in
turn control the ﬁring of action potentials. Bursting neurons
can be modeled as nonlinear oscillators, and some of the
behavior of coupled nonlinear oscillators is independent of at
least some details of the properties of the individual neurons
and of coupling, but rather is characteristic of the general
architecture of the network (Canavier et al., 1997, 1999;
Collins and Stewart, 1993; Collins and Richmond, 1994;
Kopell and Ermentrout, 1988). As a component of a network,
nonlinear oscillators can be characterized by their phase
resetting curve (PRC; see Abramovich-Sivan and Akselrod,
1998a,b; Dror at al., 1999; Ermentrout, 1996; Perkel et al.,
1964; Pinsker, 1977). A PRC tabulates the effects on the
period of the current cycle as a result of brief perturbations
applied to an uncoupled oscillator at various phases in the
burst (Canavier et al., 1997, 1999; Ermentrout, 1985;
Ermentrout and Kopell, 1991; Kopell and Ermentrout,
1988; Murray, 1993; Pavlides, 1973). To predict the
behavior of the circuit from the response of the uncoupled
oscillator, the perturbation used to generate the PRC must
resemble as closely as possible the input that the oscillator
would receive in the circuit. A powerful computational tool
based on the PRC method was developed by Canavier and
co-workers (Canavier et al., 1997, 1999) to investigate stable
pattern emergence in ring circuit dynamics. According to
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Winfree (1980), there are two types of PRCs—type 1 and
type 0. Ermentrout (1996) subdivided Winfree’s type 1
PRCs into Type I and Type II, which he then correlated with
different excitability characteristics.
The characteristics of a type 1 PRC are relatively small
phase shifts and a continuous transition between delay and
advance. Type 0 PRC displays larger phase shifts and dis-
continuities between delays and advances, and there exist
phases that will never result from a perturbation. Type 0 PRC
results from a hard perturbation, which requires a stronger
resetting stimulus (intensity and/or duration). Our previous
work (Oprisan and Canavier, 2001, 2002) and that of others
focused on type 1 resetting, whereas in the experimental data
presented in this article we encountered type 0 resetting.
As a ﬁrst step toward understanding the oscillatory patterns
produced by such circuits, we study how inputs from other
neurons in the circuit affect the frequency of bursting
neurons. As an example, we have chosen to examine the
effects of simulated synaptic perturbations on the PD neuron,
which is electrically coupled to the AB neuron. Although the
AB neuron sets the rhythm for the pyloric circuit in the
stomatogastric ganglion of the lobster Homarus americanus,
the PD neuron is experimentally more accessible. We have
assumed that the electrically coupled pair can be considered
as a functional unit and a single nonlinear oscillator for the
purpose of our analysis. The theoretically predicted phase
resetting for a perturbation that takes the form of a pulse in
synaptic conductance was compared with the experimental
results obtained using conductance pulses of various
amplitudes and durations. The present study addresses the
PRC prediction in the case of hard inhibitory perturbations.
The preliminary results regarding the applicability of the
method to excitatory perturbations are encouraging but we
need further experimental data for a quantitative comparison
with the theoretical predictions. We considered only in-
hibitory perturbations in this study because they predominate
in the pyloric circuit. In practice, only perturbations strong
enough to hyperpolarize the membrane below its most
hyperpolarized level in a free running experiment were
considered. Thus we were guaranteed hard perturbations
during the depolarized phase, and the hard nature of the
perturbation was conﬁrmed because the old phase mapped
only to a subset of the possible new phases. Such hard
perturbations are physiologically realistic in the context of
this circuit. The resulting theoretical predictions were within
the limits of the variability in the experimental data.
Previously, PRCs have been utilized to analyze certain
simple circuits, speciﬁcally unidirectional rings comprised
entirely of bursting neurons (Canavier et al., 1997, 1999).
The unidirectional ring architecture arises from the assump-
tion that each neuron receives input from exactly one other
neuron during each cycle. The methods developed by
Canavier et al. (1997, 1999) enable the design of circuits
capable of generating multiple patterns of periodic behavior
and offer efﬁcient mechanisms for the control of multi-
stability. Pattern prediction based on the PRC assumes
that the complete structure of the solution space of the
unidirectional ring can be predicted from the PRC. The two
basic hypotheses on which this method is built are: 1), the
input received in the circuit by each component oscillator
from its presynaptic oscillator has the same effect in the
closed loop circuit condition as an identical input delivered
in an open loop condition such as that used for generating
PRC curves, and 2), the effect of such an input effectively
dies out by the time the next input is received. Although the
ring geometry has been utilized extensively in biophysical
modeling studies (Collins and Stewart, 1993; Collins and
Richmond, 1994), we would like to extend these methods to
include bidirectional coupling and arbitrary geometries that
allow for more than one input per neuron per cycle, and for
the inclusion of neurons that do not burst endogenously
when isolated from the circuit. A ﬁrst step in generalizing
circuit analysis is to understand the phenomenology of phase
resetting so that we can predict the effect of the multiple and/
or overlapping inputs within a single cycle.
We model the PD/AB complex as a limit cycle oscillator,
a simple periodic oscillator in which all variables (such as
membrane potentials) repeat themselves exactly during each
periodic cycle. A convenient way to study periodic behavior
is by using a phase representation. The term phase has been
utilized in the literature in several different ways. Here we
use the deﬁnition of phase given by Winfree (1980): the
elapsed time measured from an arbitrary reference divided
by the intrinsic period. A limit cycle oscillation requires
a minimum of two variables (Guckenheimer and Holmes,
1983; Hoppensteadt and Izhikevich, 1997; Murray, 1993;
Winfree, 1980). The limit cycle oscillator can exhibit a range
of dynamic activity that depends upon the characteristic time
scales of the two variables (Rinzel and Lee, 1986; Rinzel and
Ermentrout, 1998). If they are comparable in magnitude, the
qualitative dynamics of a phase oscillator arise, and the two
variables tend to vary smoothly in unison. If, however, one
variable varies much more slowly than the other, a relaxation
oscillator can be produced, in which alternating rapid in-
creases and decreases in the fast variable (jumps) are fol-
lowed by slow relaxation in the slow variable. We found that
the PD/AB complex is best modeled as a relaxation oscil-
lator with two solution branches, one depolarized (the burst)
and one hyperpolarized, with hysteresis with respect to the
slow variable. Previous studies (Oprisan and Canavier, 2001,
2002) conjectured that the PRC could be retrieved from
a time series record of membrane potential. We have devel-
oped a mapping method that allows us to determine the PRC
from a membrane potential time series, based on the assumed
phase model described above.
In the present study, we use a consistent mathematical
deﬁnition of phase resetting (Canavier et al., 1997, 1999).
We choose the instant at which the neuron reaches the
spiking threshold as the reference point. A synaptic
conductance perturbation applied at time t changes the
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intrinsic period Pi of the current cycle to P1. In other words,
a stimulus applied at (temporal) phase u ¼ t=Pi changes the
duration of the current cycle to P1(u). The normalized ﬁrst-
order PRC is FðuÞ ¼ ðP1ðuÞ=PiÞ  1; so that a positive
value represents a phase delay and a negative value a phase
advance (Fig. 1).
The terms phase advance and delay are based on
a conceptual framework developed for soft perturbations that
reset the phase tangentially along the limit cycle: advances
move the trajectory in the direction of its natural motion,
speeding up the limit cycle, whereas delays move the tra-
jectory in the opposite direction, slowing down the limit
cycle. Previous theoretical work by ourselves (Oprisan and
Canavier, 2002) and others (Ermentrout, 1996; Izhikevich,
2000) focused on such tangential perturbations. The hard
perturbations in this study caused the trajectory to move in
a direction that was normal to the limit cycle. Thus the concept
of advance or delay does not apply in the original sense of
tangential motion, but the deﬁnition that we use preserves the
idea that an advance causes the next burst to occur sooner,
whereas a delay causes the next burst to occur later.
METHODS
Experimental methods
Adult Homarus americanus were obtained from Commercial Lobsters,
Boston, MA and maintained in artiﬁcial sea water tanks at 118C. Lobsters
were anesthetized on ice for 15 min and then the complete stomatogastric
nervous system consisting of the paired commissural ganglia, esophageal
ganglion, and the stomatogastric ganglion and their connecting and motor
nerves was dissected and pinned out in a transparent Sylgard coated dish
(Dow Corning, Midland, MI) containing chilled (9–138C) saline. Saline
composition (in mM): 479.12 NaCl; 12.74 KCl; 13.67 CaCl2; 10 MgSO4;
3.91 Na2SO4; 5 HEPES; pH 7.45 (Richards et al., 1999). The stomatogastric
ganglion was desheathed and Vaseline wells were made on the motor nerves
for extracellular nerve recordings. The preparation was continuously
superfused with chilled saline. The lateral pyloric and the pyloric dilator
(PD) neurons were identiﬁed using standard procedures (Selverston and
Moulins, 1987).
The lateral pyloric neuron was ﬁlled with Lucifer Yellow (Molecular
Probes, Eugene, OR) with20 nA for 45 min and then illuminated with blue
light from a 100 watt mercury lamp through the MZFLIII Leica binocular
microscope to photoinactivate the neuron (Miller and Selverston, 1979). A
PD neuron was impaled with two microelectrodes ﬁlled with 0.6 M K2SO4
plus 20 mM KCl (20-30 MV resistance). The dynamic clamp (Pinto et al.,
2001; Sharp et al., 1993, 1996) was used to create an artiﬁcial inhibitory
synaptic conductance in the PD neuron during different phases of its burst
using software written in LabWindows (National Instruments, Austin, TX).
Square pulses in gsyn of various amplitudes and durations were applied to
generate phase response curves. The maximal synaptic conductance gsyn
used varied from 100 nS to 1000 nS. The current injected was calculated
from the conductance using the relationship
Isyn ¼ gsynðVpost  ErevÞ;
where Erev ¼ 90 mV. Data were acquired using a Digidata 1200 data
acquisition board (Axon Instruments, Foster City, CA) and analyzed using
programs written by Dr. Bill Miller (Vegasci, http://www.vegasci.com) in
MATLAB (The MathWorks, Natick, MA). Phase resets were calculated
ofﬂine and plotted using Microsoft Excel. A phase of zero was assigned to
the spiking threshold (;47 mV).
Theoretical methods
Previous theoretical work on phase resetting (Oprisan and Canavier, 2001,
2002) focused on mathematical models of oscillators, for which the system
equations are known. This type of approach is not particularly useful in the
analysis of neural oscillators, for which the system equations are not known
precisely. On the other hand, it is well known that the geometry of the solution
structure of physical oscillators can be recovered from a time series via delay
embedding reconstruction of the attractor (Casdagli et al., 1991; Eckmann
and Ruelle, 1985; Fraser and Swinney, 1986; Guckenheimer and Holmes,
1983; Hegger at al., 1999; Packard et al., 1980; Schouten et al., 1994; Takens,
1981; Wolf et al., 1985). We found that such a reconstruction provides
insights regarding the phenomenology of phase resetting in neural oscillators.
We plan to characterize the AB/PD complex as a limit cycle oscillator,
and a limit cycle oscillator requires at least two variables. Because we have
access to only a single variable, the time series recording of the membrane
potential, we need a second variable, preferably a slow one to capture the
relaxation oscillator dynamics that characterize the AB/PD complex. We
used both a low-pass ﬁltered version of the membrane potential, and a spline
ﬁt to the minima during the burst to produce an envelope. Both methods
gave similar results, so we used the envelope of the membrane potential to
give us a second, slower, variable-to-plot against the membrane potential
(Fig. 2). We justify the use of only two variables in the Appendix. Brieﬂy,
we used the package TISEAN (http://www.mpipks-dresden.mpg.de) that
utilized time-delayed versions of the voltage system to reconstruct a limit
cycle attractor corresponding to bursting. The embedding dimension was
revealed to be three, and the spikes caused a displacement in each one of the
time-shifted versions of voltage (see Appendix). The underlying envelope
was two-dimensional, however, so we reduced the system to two variables,
enabling us to assume that the perturbations only affected one variable
(membrane voltage), which greatly simpliﬁes the analysis. To better capture
the relaxation oscillator characteristics of bursting in the AB/PD complex,
we used a version of the membrane potential envelope shifted by the time lag
suggested by the TISEAN software as the slow variable, and the membrane
voltage as the fast variable (Fig. 2).
RESULTS
Predictions for short pulses
We were able to predict the PRC for short pulses using the
reconstructed limit cycle attractor by making the following
FIGURE 1 The membrane potential record from a free running PD
neuron with an intrinsic period of oscillation, P0 (continuous line), is
perturbed at time t by applying an inhibitory synaptic conductance pulse. As
a result, the next burst is advanced and occurs after P1\ P0 (dashed line,
only ﬁrst spike shown). The perturbation lasts for 250 ms (horizontal bar)
and its strength is 100 nS.
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assumption, that a strong inhibitory perturbation instanta-
neously switches the trajectory from the depolarized
(spiking) branch on the right to the hyperpolarized (silent)
branch on the left. Thus in Fig. 3 A we have plotted the
reconstructed limit cycle, and the dotted line indicates the
effect of applying a sufﬁcient perturbation at point 1 (phase
 0.21), which is to shift the phase to 0.67 (point 2) on the
hyperpolarized branch of the limit cycle. The neuron will be
able to spike again after 0.33 instead of 0.79 of its intrinsic
period. This gives the 0.46 phase advance plotted in Fig. 3
C for a phase of 0.21. Fig. 3 B shows a mapping between the
phase on the depolarized (uD) and hyperpolarized (uH)
branches of the limit cycle at a constant value of the slow
envelope Ve(t). Thus only V(t) and not Ve(t), the assumed
slow variable, is assumed to be perturbed by a hyperpolar-
ization. The normal component of phase resetting (DuN) is
given by DuN¼ uH uD on the depolarized branch, and by
DuN ¼ 0 on the hyperpolarized branch. This assumes the
trajectory quickly relaxes to the nearest branch (in this case
the hyperpolarized branch) after a perturbation.
There is good agreement between the predicted and
experimental phase resetting curves for short pulses (Fig. 4).
Fig. 4, A and B are for 100 and 250 ms pulses in the same
neuron. Fig. 4 C is for a 200 ms pulse in a second neuron.
Note that the PRC is ﬂat (zero phase resetting) in the region
that corresponds to the hyperpolarized branch u 2 (0.6, 0.9).
Presumably, additional hyperpolarization that does not delay
the jump to the depolarized branch (see next section) does
not appreciably affect the time course of the assumed slow
variable. One candidate for a slow process during hyperpo-
larization is the calcium dynamics. We can infer that if
calcium is indeed the slow variable, then the additional hy-
perpolarization does not signiﬁcantly change the rate of the
removal of calcium accumulated during a burst. The limit
cycles shown in Figs. 2 and 4 are for the ﬁrst neuron, and
analogous ﬁgures apply to the second neuron. The PRCs
resulting from the application of a synaptic pulse of 100 ms
duration with a pulse strength in the range from 100 nS to
1000 nS displays a good agreement with our predicted PRC
(Fig. 4 A). It is striking that the amplitude of the pulse does
FIGURE 2 The time delayed envelope of the membrane
potential Ve(t) provides the slow (envelope) variable
(dashed line) for the reduced two-dimensional attractor
reconstruction (A). The two-dimensional attractor retains
the spikes of the fast variable (membrane potential, V(t))
and is smooth in respect with the slow variable (B). The
optimum time lag for the slow variable was found using the
package TISEAN and is set, in this case, to Dt ¼ 340 ms.
FIGURE 3 The instantaneous PRC. The superthreshold perturbation of the limit cycle dynamics (the horizontal heavy dotted line that connects the points
marked 1 and 2 on A) shifts the ﬁgurative point 1 from the depolarized branch to the hyperpolarized branch of the unperturbed limit cycle, point 2 on A. The
vertical dotted line on A separates the depolarized and hyperpolarized branches of the limit cycle. The mapping between the phases on the depolarized (uD) and
hyperpolarized (uH) branches of the limit cycle (B) contains two distinct regions: a), between the onset of the burst and the end of maximum value of slow
variable, which corresponds to a phase advance; and b), between the minimum of the slow variable and the onset of the burst, which corresponds to a phase
delay. The dotted line on B is plotted along zero phase resetting region. The phase resetting due to normal displacement (uN) is a large phase advance for points
(phases) on the depolarized branch and nearly zero phase resetting for most of the hyperpolarized branch (C).
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not seem to affect the amount of phase resetting produced.
This threshold effect, in that a pulse is either sufﬁcient to
cause a jump between branches or it is not, suggests a rule for
predicting the effect of simultaneous pulses. If they are both
subthreshold, then neither will have an appreciable effect,
but if their sum is above threshold, a large phase resetting
will be produced. If they are both above threshold then the
combined pulse will have the same effect as a single pulse.
The stimulus strength must be sufﬁcient to switch branches,
but otherwise does not affect the PRC. If the membrane
potential perturbation is strong enough to escape from the
depolarized branch to the hyperpolarized branch, then the
PRC can be predicted using a mapping between points on the
limit cycle that have the same value of the slow variable (Fig.
3 B).
Predictions for long pulses
The physiologically realistic synaptic perturbations are far
from inﬁnitesimal. For pulses longer than 250 ms the ﬁt was
poor using only DuN (not shown). As a result, we corrected
the above relationship of phase resetting DuT to take into
account the effect of the duration of the perturbation t. The
ﬁnite duration of the perturbation induces additional delay
to the total phase resetting. Since the hyperpolarizing pulse
is strong, it will not allow the neuron to jump from the
hyperpolarized to depolarized branch until the perturbation
terminates. Thus if the recovery time (time after the normal
resetting until the next burst is expected 1  (us 1 DuN),
where us is the phase at which the stimulus was applied and
Pi is the intrinsic period) is shorter than the normalized pulse
duration t/Pi, then an additional component of phase
resetting Duw must be added for the time spent waiting for
the perturbation to end. Therefore, Duw¼ t/Pi (1 (us1
DuN)) if the recovery time is shorter than the pulse duration,
and Duw ¼ 0 if it does not. The total phase resetting is then
given by DuT ¼ DuN 1 Duw. The above equations
produced a very good agreement of the predicted PRCs with
the experimental results even for very long pulses (Fig. 5).
Fig. 5, A–D are from the ﬁrst neuron, Fig. 5 E is from the
second, and a similar procedure was applied with similar
results to data from three other neurons (not shown) for a total
of ﬁve neurons (n¼ 5). Note that Fig. 5 B uses the same data
as Fig. 4 B but produces a better ﬁt due to the Duw
correction, and the same applies to Fig. 5 C and Fig. 4 C. The
main effect of an inhibitory pulse longer than the recovery
time consists in shrinking the region of zero phase resetting
on the hyperpolarized branch. This happens because such
pulses will always induce a burst as the neuron is released
from inhibition upon pulse termination. For an inhibitory
perturbation with a pulse duration equal to the silent regime
(interburst) duration, no matter what the phase when the
perturbation is applied, the phase after perturbation is zero
(burst initiation), resulting in a constant cophase (new versus
old phase) plot and a linear PRC (Demir at al., 1997). For
pulse durations equal or longer than the interburst interval
the PRC is a continuous, linear curve (the horizontal region
of zero phase resetting progressively shrinks until it
completely disappears). Moreover, if the pulse duration
exceeds the duration of the interburst interval, the PRC is
linear and vertically shifted with a phase resetting equal to
the difference between the normalized pulse duration and the
normalized interburst interval. We can now formulate a rule
for adding pulses whose durations overlap or are sequential,
regardless of amplitude, providing that the combined
amplitude is always suprathreshold. The total duration of
the summed pulses is the effective duration, and the total
resetting can be calculated by using DuT ¼ DuN 1 Duw,
with DuN due only to the ﬁrst pulse but Duw due to the
combined duration.
DISCUSSION AND CONCLUSIONS
The present study is a computational approach to PRC
reconstruction based entirely on the membrane potential
record. We showed that, for the case of hard inhibitory
FIGURE 4 Experimental and predicted PRCs for the instantaneous normal component only. For short synaptic conductance pulses and a wide range of
synaptic strengths the agreement between experimental and predicted phase resetting is satisfactory. A and B refer to the data from the ﬁrst neuron. C is the
common plot of the experimental and predicted PRCs for the second neuron. The pulse duration t ranged from 100 ms to 250 ms with the synaptic strength gsyn
between 100 and 1000 nS. As the pulse duration increases, the instantaneous PRC fails to give an accurate prediction of the phase resetting. Data from ﬁve
experiments were analyzed but here only the results from two of them are presented. The other experiments gave similar results.
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perturbations, we can successfully reconstruct the PRC using
the experimentally recorded membrane potential from a PD
neuron. These PRCs suggest that the effective control
parameter that determines the shape of the PRC is not pulse
amplitude but pulse duration. Demir and co-workers (Demir
et al., 1997), based on a model study, also observed that
‘‘stimulus amplitude has a minimal effect on the shape of the
PRC, whereas stimulus duration evokes signiﬁcant changes
in the PRC.’’ Demir and co-workers (Demir et al., 1997) also
used a phase plane representation of the limit cycle, but their
analysis was more complicated because their model had not
just one slow variable, as we assumed, but two. If the
membrane potential perturbation DV is weak (subthreshold)
then the PRC might be obtained using tangential displace-
ment along the limit cycle (Ermentrout, 1996; Kopell and
Ermentrout, 1988; Oprisan and Canavier, 2001, 2002), but
here we have not examined this possibility. There is an
additional situation to consider. A subthreshold pulse may
move the trajectory near threshold for a switch to the
hyperpolarized branch without actually crossing the thresh-
old. In this case, the trajectory may travel slowly back to the
depolarized branch causing a signiﬁcant delay. This type of
slow relaxation is difﬁcult to deal with analytically (Oprisan
and Canavier, 2001) and may limit the applicability of the
method presented in this article.
Consistent with the description in our results of how the
ﬂat region in the PRC shrinks with increasing pulse duration,
Demir and co-workers (Demir et al., 1997) showed, using
a model neuron, that for pulses of sufﬁcient amplitude and
duration, the limit cycle trajectory actually converges to a rest
state, or hyperpolarized ﬁxed point, from which it recovers
quickly when released from inhibition. Prinz and co-workers
(Prinz et al., 2003) have also reported that in conductance-
based models of bursting and spiking oscillators, PRCs
saturate as synaptic input conductance is increased. This
saturation occurs even before synaptic reversal is reached.
This would result in a linear PRC for very long pulses, i.e.,
Fig. 5 C and D. Currently, our method predicts a linear PRC
for pulses that arrive on the hyperpolarized branch and are
longer than the recovery time on that branch: DuT¼ us1 t/
Pi  1. The fact that pulses longer than the duration of the
silent period do tend to produce linear PRCs (equivalent to
a ﬂat phase plot) could be an indication of the existence of
a rest state and the only invariant set in the phase space. The
waiting time concept Duw is an intuitive way to take into
account the phase space dynamics toward the invariant sets
(ﬁx point, limit cycle, etc.) without assuming a priori
knowledge about their topological nature. The computa-
tional results of Demir and co-workers (Demir et al., 1997)
and experimental results of Prinz and co-workers (Prinz et al.,
2003) offer strong evidence for such an invariant set when
the pulse duration exceeds a given threshold, which is,
according to our ﬁndings, the duration of the interburst
interval.
FIGURE 5 Experimental and predicted PRCs using both components of resetting. The total phase resetting uT is given by the sum of the normal resetting
uN (as for instantaneous PRCs) and the additional delay induced by ﬁnite duration of the perturbations uw. The agreement between experimental and
predicted phase resetting is good. Resetting is insensitive to the value of gsyn but quite sensitive to duration of the perturbation t. A–D are the PRCs for the ﬁrst
neuron. E is the PRC for the second neuron. The pulse duration t ranged from 100 ms to 750 ms with the synaptic strength gsyn between 100 and 1000 nS. Data
from ﬁve neurons were analyzed but here only the results from two neurons are presented. Analysis of the data from the other neurons gave similar
results.
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Sources of errors
The major source of errors in predicting phase resetting from
a time series is the trial-to-trial variability inherent in the
experimental determination of the PRC. In the experimental
setup described in this article, the AB/PD complex still
receives many modulatory inputs, since only the lateral
pyloric was killed. For example, gastric mill events cause
a transient change in the period of the AB/PD complex
(Mulloney, 1977; Bartos and Nusbaum, 1997; Marder et al,
1998; Nadim et al, 1998, 1999; Bartos et al, 1999; Thuma
and Hooper, 2002). Other sources of noise besides activity in
other neurons are fundamentally random, such as channel
noise, shot noise, and noisy release of transmitter. Another
potential source of error is in the reconstruction of the limit
cycle. Although we are not guaranteed a correct mapping
between the points on the limit cycle with respect to the
assumed second variable, the results are robust whether the
slow variable is a low-pass ﬁltered version of the membrane
potential or the envelope, and for somewhat different values
of the time lag used for delay embedding. Finally, we have
assumed instantaneous normal resetting to the other side
of the limit cycle. In reality, activation and inactivation
processes associated with voltage-gated channels all have
kinetics associated with them, so the actual path may be
curved and/or multidimensional. We expect that this will
cause more problems with subthreshold pulses, which were
not examined in this study. In this vein, it is somewhat
surprising that the very long pulses in this study did not
require corrections for their effect on the assumed slow
variable.
Novelty of the approach
The method we propose is novel in two salient ways. We
have predicted the PRC, not from model equations, but from
a time series record of membrane potential. Second, we have
examined perturbations in a normal rather than a tangential
direction along the limit cycle. Previous methods, both
analytic (Ermentrout, 1986; Izhikevich, 2000; Kopell and
Ermentrout, 1988) and geometric (Oprisan and Canavier,
2002) tried to predict phase resetting from model equations.
Both assumed that the coupling is in the form of a current
perturbation, and that this perturbation in current can be
converted to a perturbation in membrane voltage. The
displacement in voltage is then projected back onto the limit
cycle (which is assumed to have a constant slope for the
duration of the perturbation), to determine the phase
resetting. We refer to this type of resetting as tangential to
the limit cycle. In addition to Winfree’s classiﬁcation of the
phase resetting in the type 0 and type 1 (Winfree, 1980),
there is another classiﬁcation in terms of Type I and Type
II that is correlated to the oscillatory mechanism that
determines the excitability of the neuron. The tangential
resetting approach works well (Oprisan and Canavier, 2001)
for Type I oscillators, which have an onset of oscillation at
arbitrarily low period due to an underlying saddle-node
bifurcation, because they function as integrators (Izhikevich,
2000), so the effect of a perturbation is converted to a change
in the velocity around the limit cycle. On the other hand,
the tangential approach does not work well (Oprisan and
Canavier, 2001) for Type II oscillators, which have an onset
of oscillation at a ﬁnite period due to an underlying Hopf
bifurcation, because they function as resonators, so the effect
of a perturbation in current is to change the shape of the limit
cycle with minimal effect on velocity.
Impact on circuit analysis
The method in this article suggests a simple rule for adding
hard inhibitory perturbations of the type encountered in this
article. The amplitude of the synaptic conductance was
not a determinant of the phase resetting, because all pulses
received during a burst were above the threshold required to
terminate the burst and move the trajectory to the other side
of the limit cycle. Thus the effect of an overlapping second
perturbation with same timing and duration, of arbitrary
amplitude, would be the same as a single pulse alone (Prinz
et al., 2003). If the pulses are of different durations, then
the longer duration alone would determine the phase re-
setting of the combined pulse. The effect of two pulses
whose durations did not overlap would be a simple sum of
the effects of the two single pulses. A neuromodulatory sub-
stance could affect phase resetting by changing the shape
of the limit cycle, most effectively by changing the duty
cycle which would change the mapping from the depolarized
branch (bursting) to the hyperpolarizing branch (interburst).
The understanding of phase resetting gained in this study
will help us analyze more complex circuits than was pre-
viously possible.
APPENDIX
Phase space reconstruction using
delay embedding
There are two equivalent methods that allow phase space reconstruction
based on a time series: delay embedding and derivative embedding method
(Abarbanel et al., 1993; Takens, 1981). To examine a single-valued time
series in its true multidimensional form, we use a process called delay
coordinate embedding to create a trajectory in the n-dimensional space. We
can generate n-dimensional points as follows:
PðiÞ ¼ x½i; x½i t; x½i 2t; . . . ; x½i ðD 1Þt;
where t is called the embedding lag, and D is the embedding dimension
(Packard et al., 1980). Takens’ theorem states that such a reconstruction
exists, and the theorem applies for almost all delays, as long as an inﬁnitely
long series of noiseless observations is used.
To estimate the time delay, t, we used the following methods (Abarbanel
et al., 1993; Broomhead and King, 1986; Eckmann and Ruelle, 1985;
Grassberger and Procaccia, 1983; Schouten et al., 1994; Wolf et al., 1985):
1. Autocorrelation function, which measures the linear dependence of the
time series values at one time on the values at another time. The
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autocorrelation function may be used to detect deterministic components
masked in a random background because autocorrelation functions of
deterministic data persist over all time displacements, while autocorre-
lation functions of stochastic processes tend to zero for large time
displacement.
2. Average mutual information function, which is deﬁned as the average
information about x[i] gained when observing x[i 1 t]. The mutual
information can be interpreted as the difference between the uncertainty
of x[i] and the remaining uncertainty of x[i] after observing x[i 1 t]. In
other words, it is the reduction in uncertainty of x[i] gained by observing
x[i 1 t]. The time delay must be a large enough that independent
information about the system is contained in each component of the
reconstructed vector. However, it must not be so large that the com-
ponents of the reconstructed vector are independent with respect to each
other. Conversely, if the time delay is too short, the vector compo-
nents will not be independent enough and will not contain any new
information (Fraser and Swinney, 1986).
To estimate the embedded dimension,D, we used the following methods:
1. False nearest neighbors. Suppose that in an m-dimensional delay space
the reconstructed attractor is a one-to-one image of the attractor in the
original phase space. In this reconstructed space, the topological pro-
perties are preserved. Thus, the neighbors of a given point are mapped
onto neighbors in the delay space. Due to the assumed smoothness of the
dynamics, neighborhoods of the points are mapped onto neighborhoods
again. Suppose an embedding in a k-dimensional space with k\m. Due
to this projection, the topological structure is no longer preserved. Points
are projected into neighborhoods of other points to which they would
not belong in higher dimensions. These points are called false neighbors.
The dimension should be increased until no further reduction in false
nearest neighbors can be achieved.
2. The spectrum of the fractal dimensions, which describes the number
of variables necessary to deﬁne the system, as does the nonfractal di-
mension of a simple object. From the spectrum of fractal dimensions we
evaluated only: a) The capacity dimension, which lacks information on
frequency of orbit visits to each square or box and is only a geometric
measure of complexity. b) The information dimension, which quantiﬁes
the non-uniformity of points distribution on an attractor by weighing the
boxes proportional to the number of data points contained in each. If all
data points were distributed uniformly among boxes, the information
and capacity dimensions would be equal. c) The correlation dimension,
which is based on pairwise distances. One implementation calculates
distances between every pair of data points to determine the number of
pairs less than a distance r. A second implementation constructs spheres
of radius r at each point and counts the number of points in each sphere.
The global embedding dimension, D, is the minimum number of time-
delay coordinates needed so that the trajectories x(t) do not intersect in
a D-dimensional space. In dimensions less than D, trajectories can
intersect because their projected down into too few dimensions. Sub-
sequent calculations, such as predictions, may then be corrupted. If it
is too large, noise and other contamination may corrupt other calcula-
tions because noise ﬁlls any dimension (Casdagli et al., 1991; Sauer
et al., 1991; Wolf at al., 1985).
We used the data from the experiments on the ﬁrst and second neurons
discussed in the Results section. In both cases, the sampling time for the
experimental data was 0.5 ms and average period is ;1500 ms. Using the
TISEAN package (Hegger et al., 1999) we obtained, for the ﬁrst set of
experimental data, the time lag Dt1¼ 680 ( 340 ms) and for the second set,
Dt2 ¼ 600 time steps. For both cases the estimated embedding dimension
was D ¼ 3. A reconstructed phase space (Fig. 6 A) displays unrealistically
fast oscillations of all state variables (shown only for the ﬁrst data set). This
is an artifact of the delay embedding method that the rapid changes
corresponding to an action potential are reﬂected in every state variable, and
every state variable has the same time scale. This leads to a major drawback
of the delay embedding method which is its inability to capture the dynamics
of phase space. For example, a relaxation oscillator, that frequently char-
acterizes bursts, will always map into a phase oscillator after recon-
struction. This fact is particularly important when we are interested not
only in capturing the geometry but also the dynamics of the phase space.
One possible way to recover a slow variable is to use the envelope of the
membrane potential record (Fig. 2 A) or a low-pass ﬁlter (Fig. 6 B). The
average topology of the reconstructed attractor from the PD/AB oscillator
does not change (Fig. 6 B) and reveals the fact that the attractor is relatively
ﬂat with only the excursions caused by action potentials resulting in
movement of the plane of the envelope of the membrane potential. This
means that, despite the fact that the dynamics is described by three
independent variables, we can use only two normal coordinates in the plane
of the limit cycle and the third variable normal to the limit cycle.
For this purpose, our fast variable is the membrane potential record
(Fig. 6 A) and the slow variable is its envelope (Fig. 2 A). The phase space
reconstruction based on a delay embedding maps the limit cycle attractor
into a phase oscillator.
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