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Social unrest activities are the tools for people to show dissatisfaction, and often people
are motivated by similar unrest activities in another region. This causes a spread of unrest
activities across space and time. In this thesis, we model the spread of social unrest across
time and space. The underlying novel methodology is to model the regions as agents that
transition from one state to another based on changes in their environment. The
methodology involves (1) creating a region vector for each agent based on sociodemographic, cultural, economic, infrastructural, geographic, and environmental
(SCEIGE) factors, (2) formulating neighborhood distance function to identify the
neighbors of the agents based on geospatial distance and SCEIGE proximity, (3)
designing transition probability equations based on infectious disease spread models, and
(4) building groundtruth for evaluating the simulations. We implement two different
social unrest spread models based on two infectious disease models, SIR and SIS. Here
we use the concept of contact networks and find the individualized probabilities of each
agent to transition from one state to another, which is often used in the infectious disease
spread model to establish contact leading to disease in the individual. In our case, we use
the contact networks to establish contact leading to social unrest in an agent. The models
are tested on India, particularly in the three states, Tamil Nadu, Andhra Pradesh, and

Himachal Pradesh, for 2016-2020 on a monthly scale. For the SCEIGE factors, we use
labor wages, road density, gross domestic product, number of hospitals, and standard
precipitation index sourced from national and international institutes and agencies. For
groundtruth, we use the ACLED dataset on political violence and protest. Our findings
include (1) the transition probability equations are viable, (2) the agent-based modeling
of the spread of social unrest is feasible while treating each region as an agent, which is
the novelty of our approach, and (3) the SIS model performs comparatively better than
the SIR model.
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Chapter 1
Introduction
1.1

Problem

Social unrest can be defined as the public expression of dissatisfaction or aggression
displayed in public by significant number of people (Ortwin & Regina, 2012). Social
unrests are dynamic event and driven by complex drivers. The fundamental components
of these drivers are derived from various factors such as social, cultural, economic,
infrastructural, geographic, and environmental (SCEIGE) factors of the region. These
factors play important roles in the evolution of social unrest that makes the analysis of the
causes that fuel and trigger social unrest events challenging, with high uncertainty and
complexity.

Often social unrest events are the catalysts that bring about significant changes in a
society ranging from policy level changes to regime change. Fueling grievances or
dissatisfactions may be due to various factors such as environmental degradation (e.g., air
pollution, inappropriate waste management, etc.) or due to social injustice, unavailability
of basic infrastructures, religious tensions among different religions, cultural differences
among communities, economic disparities among population, and so on. Through the
identification of such underlying factors using a model-based approach and using a datadriven approach to approximate such factors and their interactions, we might be able to
evaluate how event spread, evolve or dissipate and ultimately simulate the evolution of
unrest events over space and time.
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Social unrest is a phenomenon which spreads across regions and each region adds their
own characteristics into such a movement. To illustrate, social unrest events often start
from a small group in a region showing their dissatisfaction towards the authority and
eventually might turn into larger street protests involving regions beyond the originating
region, sometimes even leading to violent confrontations. For instance, the Gezi Park
protests (Taştan, 2013) in Turkey were sparked by an outrage at the violent eviction of a
relatively much smaller sit-in at the park. Subsequently, supporting protests and strikes
took place across Turkey, on issues of freedom of expression, assembly, and the press.
This Gezi Park instance clearly shows that there is a region-region (spatial) interaction
which causes the spread of social unrest.

We have two driving research problems: (1) How do social unrest events, evolve and
interact in a dynamic environment? and (2) How does space interact with fuels and
triggers of social unrest and how the interactions impact the spread of social unrest over
time? To help facilitate our investigations into these two research problems, there are
other sub-problems that we consider: (1) How to represent a social unrest event or a
region in this simulation? (2) How to compute the similarity between two regions or
between two events? (3) How to define a region’s neighborhood? (4) How does a region
impact another region? (5) How to generate pseudo-ground-truth from social unrest
datasets? (6) How to calculate the state transition probabilities? (7) How do we evaluate
the performance of such a simulation?
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1.2

Motivation

Social unrest events often intended as an expression of dissatisfaction in some form of
demonstration, at times escalate into violent activities (Qiao et al., 2017). Once social
unrest escalates to violent activities it causes loss of life and economic value. In some
cases, it also presents a new challenge of health risk especially during pandemic (Dave et
al., 2020). The main motivation behind studying social unrest is to provide intelligence to
responsible authorities so that they could take necessary measures. Another main
motivation behind this thesis is to examine the dynamics between various factors and
social unrest events. The power to anticipate social unrests would be beneficial for
prioritizing citizen grievance during policy making, to ultimately help address citizen
concerns and improve their welfare.
1.3

Existing Approaches and Shortcomings

Study of social unrest is an ongoing topic. There are various models which are used to
study and predict social unrest (Zammit-Mangion et al., 2012b), (Qiao et al., 2017),
(Korolov et al., 2016). The statistical models used to predict social unrest only use the
geospatial coordinates and time stamps of the events, ignoring factors such as the
socioeconomic, environmental, and so forth. According to social science studies, these
factors are crucial in predicting social unrest (Chenoweth & Ulfelder, 2017). Ignoring
these factors in prediction is a major shortcoming of these models.

On the other hand, the current state-of-art ABM models for various social unrest are
based on Epstein model (Epstein, 2002) which focuses on generative explanation of
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social unrest. These models consider an individual as an agent and simulate the behavior
of an agent in order to study how unrest spreads at the individual level and how a social
unrest event would occur. More specifically, the current ABM models for social unrest
activities are individualistic in the sense that they simulate the individual behavior that
led to specific type of unrest activity. The behavior of the system is driven social science
theory such as grievance theory (Epstein, 2002), and rational choice theory (Rai & Henry,
2016) but not for predicting unrest activities. Meanwhile, the social science approach to
predicting social unrest is more regional as the focus is on identifying the indicators that
predict the unrest events. For example, they examine how an unrest event in one region
impacts another region (Dias et al., 2021). Indeed, the current ABM in social unrest
rarely use the knowledge from social science as they do not simulate social unrest at the
regional level.

Furthermore, most of these models have not been empirically validated with real world
datasets, such as the workers protest model by Kim & Hanneman, (2011), the civil
violence model by Goh et al., (2006), and others (Doran, 2005; Fonoberova et al., 2012).
On the other hand, Davies et al., (2013) model the London riot and their policing which is
empirically validated on the crime data provided by the Metropolitan Police. Using such
real data over simulated data adds validity to the model if it can replicate the behaviors as
seen in the real world.
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1.4

Proposed Solution

The main objective of our work is to show that by combining the Infectious disease
spread model with data driven approach and ABM, it is possible to analyze the spread of
social unrest activities across region over time. In our approach, we combine the
knowledge from social science approach with ABM and model the regions as agent to
predict unrest events at monthly scale. Likewise, we also use the real-world unrest data at
regional level. To the best of our knowledge, agent-based simulation of social unrest
spread models have not been implemented or tested even though numerous agent-based
simulation of disease spread (Perez & Dragicevic, 2009), (Teweldemedhin et al., 2004)
etc., have been reported.

In our purposed solution, we define a vector of SCEIGE factors to characterize each
region called region vector, based on available data and proxies guided by models and
theories (Chenoweth & Ulfelder, 2017), a distance metric, and an event dataset compiled
form ACLED (Raleigh et al., 2010). The distance metric is for computing the conceptual
distance between the regions to establish each region’s neighborhood. Finally, we present
our ABM which adopts SIR disease spread model (Aleman et al., 2011). Note that
statistical models (Zammit-Mangion et al., 2012a) often only consider the spatiotemporal
factors. Similarly, most other conventional modeling is limited to spatial or temporal
factors (Qiao et al., 2017).
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Solution 1. To address the first research problem, presently we use the SIR model
of disease spread (Side & Noorani, 2013). We use the concept of contact networks, and
find the individualized probabilities of each individual (i.e. region in our case) to
transition from one state to another (Aleman et al., 2011). In the disease model, contact
networks are used to establish contact leading to disease transmission between
individuals. Similarly, we use contact networks to establish contact leading to social
unrest transmission between regions. These contacts are established based on how similar
or dissimilar two regions are based on SCEIGE. Since, the environment is dynamic and
stochastic, we use an agent-based simulation approach to modeling the spread of social
unrest across space over time.
Solution 2. To address the second research problem, we use a distance metric
which combines geo-spatial distance with region vectors that allows us to form a
conceptual distance between each region to identify the interaction between those
regions. We take motivation from spatial interaction (Hayes & Wilson, 1971) models but
rather than only using the spatial distance we use the conceptual distance. This allows us
to group the regions based on their level of interactions.
1.5

Contributions

Our contribution are as follows:
1. First, we propose a novel agent-based framework for modeling and
anticipating the spread of social unrest activities by using a disease spread
model, where we model regions as agents. As part of the framework, we
devise the mathematical formulations to calculate the probability of
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transitioning from one state to another based on the SIR and SIS disease
spread model.
2. Second, we construct a process for modeling each region of interest using
multi-dimensional real-world data in the form of a region vector, allowing us
to capture different factors underlying social unrest. This allows us to
consider and propose several techniques to fill in missing data, compute
confidence in the projected data values, and formulate distance metrics for
generating a region’s neighborhood
3. Third, we successfully build a multiagent simulation system and an evaluation
protocol (i.e., using Brier’s score) to help investigate its performance. The
simulation system can be used for analyzing the spread of social events in
general.
4. Finally, we carry out investigations to address key research questions in using
a disease spread model, namely, the SIR and the SIS model for agent-based
modeling of social unrest. We successfully evaluated the transition probability
equations and showed the feasibility of those equations. Likewise, we
evaluated the simulated next state of a region and showed that the SIS model
performs better in predicting the state of the region than the SIR model. We
learned valuable lessons that would guide the future directions of this research
approach.
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1.6

Overview

In Chapter 2, we discuss existing works related to our research. Here we first talk about
various modeling approaches for social unrest. In Section 2.2 of Chapter 2, we introduce
ABM and its application in social science and other disciplines. In Section 2.3 of Chapter
2, we introduce the infectious disease spread model and how ABM is used in disease
spread models. In Chapter 3, we describe the methodology used for dataset preparation
and the transition probability equations for the SIR and SIS model. In Chapter 4, we
discuss the implementation of the model, and evaluation metrics. Likewise, we present
the investigation and experiments conducted with results in Chapter 5. Finally, we
conclude the thesis and discuss future work in Chapter 6.
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Chapter 2
2
2.1

Background and Related Work
Social Unrest

Social Unrest is a broad topic. It includes forms of unrest such as protests, strikes, riots,
and various peaceful as well as violent activities. Most of the research on predicting
social unrest is based on statistical methods. Zammit-Mangion et al., (2012) propose a
spatiotemporal model which allows a statistical forward prediction of armed opposition
group activity. Likewise, Qiao et al., (2017) present a Hidden Markov model which uses
the GDELT (Leetaru & Schrodt, 2013) dataset to predict social unrest events. Similarly,
Epstein, (1999) provides the agent-based model for modeling civil violence.

2.2

Agent-Based Modeling (ABM)

ABM is an approach in which an agent-based system is modeled as a collection of
autonomous decision-making entities called agents (Bonabeau, 2002). Each agent
assesses its environment and makes decisions based on a set of rules and carries out
actions guided by those rules. Thus, agents are capable of perceiving, deciding, and
performing actions in an autonomous way.
Russell & Norvig, (1995) consider four types of agents; (1) simple reflex (reactive),
which respond immediately to percepts; (2) agents with internal state, which respond on
percepts and on tracking of their internal state; (3) goal-based agents, which try to
achieve goals (by searching and planning): and (4) utility-based agents, which try to
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maximize a utility function. Agents in ABM do not have any central control, where each
agent is autonomous, and the aggregation of such autonomous actions leads to the global
behavior of the system. The global behavior cannot be predicted from the properties of
the agents and it is discovered only by running simulation (Gilbert & Conte, 1995). Such
global behavior is said to emerge from the agents and their interaction and thus called
emergent behaviors and the process is called emergence. These emergent behaviors
provide mechanistic and generative explanations. Agents in generative ABM are mainly
based on the first two types since agents only perform very simple actions and do not
need to be endowed with sophisticated reasoning capability.

ABM has seen wide adoption in social science (Schelling, 1971; Doran & Gilbert, 1994).
When discussing the history of ABM, Von Neumann machine (Burks, 1969) is regarded
as the starting point. It is a theoretical machine capable of self-reproduction. One of the
earliest implementations of the agent-based simulation was the famous checkerboard
simulation of racial segregation known as the Schelling model of segregation (Schelling,
1971). Later, In the 1990’s due to the increase in computational power and availability of
computer modeling techniques, agent-based simulation was widely used in social
simulation. Simulation of the Mayan collapse (Doran & Gilbert, 1994), developing
varieties Schelling model (Gilbert, 2002), modeling civil violence (Epstein, 2002) are
some of the important works done in agent-based modeling of social science.
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2.3

Infectious Disease Spread Model

There are various Infectious Disease Spread models. In this thesis, we focus on the SIR
(Susceptible, Infective, Recovered) and the SIS (Susceptible, Infective, Susceptible)
model of disease spread. SIR is one of the most prominent mathematical models of
disease spread developed by Ronald Ross, William Harmer, and others (Kermack &
McKendrick, 1927). It is widely used in epidemics due to its simplicity and soundness for
e.g., seasonal influenza forecasting in the U.S. (Osthus et al., 2017), the spread of dengue
fever (Side & Noorani, 2013), modeling super-spreading events for infectious disease
(Mkhatshwa & Mummert, 2010). It is the simplest epidemiological model composed of
mutually exclusive compartments, each containing individuals that are identical. The
three compartments are (1) Susceptible (S) includes individuals who are susceptible to the
infection, (2) Infected (I) includes individuals who are infected, and (3) Recovered (R)
includes individual who have recovered from the disease are not susceptible to the
disease.

Likewise, we will also explore the SIS disease spread model. SIR and SIS share a similar
approach, but SIS is used for the infectious disease that do not confer any long-lasting
immunity. Therefore, such infections do not have immunity. Thus the individual becomes
susceptible again. Abouelkheir et al., (2017) presents an SIS model for Influenza
pandemic.
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2.4

ABM in Disease Spread

Models in epidemiology are built from the bottom-up approach, which makes agentbased modeling one of the promising approaches in this field. Agent-based models
provide an additional tool to assess the impacts of exposures on outcomes. It gives
epidemiologists a way to experiment to estimate different parameters such as
reproductive rate, probability of infection, etc. Eidelson & Lustick, (2004) propose a
stochastic agent-based model called VIR_POX to explore the viability of available
containment measures as defenses against the spread of smallpox. Likewise, (Perez &
Dragicevic, 2009) develop an agent-based model that integrates GIS to simulate the
spread of communicable disease in an urban environment. Similarly, Laskowski et al.
(2011) develop an ABM framework in order to simulate the spread of influenza virus
infection on a layout based on representative hospital emergency departments in
Winnipeg, Canada. Aleman et al. (2011) provide a non-homogeneous agent-based
simulation approach to model the spread of disease in a pandemic outbreak to effectively
prepare for a pandemic disease outbreak for which the knowledge about how the disease
will spread is most important. Our approach is similar to Aleman et al. (2011). The major
concern of the Aleman’s Model is to devise a framework that can test any mitigation
strategies therefore, individuals are considered as agents rather than groups. In our model,
we consider each region as an agent as our primary concern is to anticipate the spread of
unrest over regions. Each region is assigned an amount of contact with other regions,
given by the similarity between those regions. Similarly, a rate of unrest transmission is
assigned according to the unrest intensity in the region. Additionally, we also consider
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the historical contact between two regions based on the trend of the similarity of the state
change.
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Chapter 3
3
3.1

Methodology
Overview

In this section, we present the (1) techniques used in data preparation, and (2) equations
to calculate state transition probabilities. First, we have the SCEIGE data which needs to
resolve for the required time and space due to the unavailability of data. Second, we have
the social unrest dataset compiled from the ACLED dataset. Finally, we present the
equations to calculate the transition probability of regions from one state to another. Our
approach is unique as regions are the agents rather than individuals. The focus is on
modeling the region and the behavior of the region based on the SCEIGE factors rather
than modeling the behavior of an individual. The attributes of the agent i.e., district in our
case, is given by the region vector. Thus, agents can make a conceptual decision of
transitioning from one state to another.
3.2

Data Preparation

Data used in this research include two types of data (1) data for modeling each region i.e.,
SCEIGE factors of each region, and (2) unrest event data. The unrest event data is used to
identify the actual state of the region at month. To prepare a prototype dataset for our
simulation, an unrest event dataset that records the number of occurrences of social unrest
in the world is required. We use an ACLED (Raleigh et al., 2010) event dataset.
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3.2.1

SCEIGE Dataset Resolution and Confidence

Each region is regarded as an agent in the simulation and each region is described using a
vector that consists of the SCEIGE categories. For example, in our simulation, we use
five variables, as shown in Table 3.1, to represent an element of each SCEIGE category.
The temporal and spatial resolution of each proxy is given in the Table 3.2. Recall that
we use socio-demographic, cultural, economic, infrastructural, geographic, and
environmental (SCEIGE) factors to create a vector representation of the region.
However, data incompleteness is prevalent and serves as one of the major challenges
faced in creating the SCEIGE region vector as it leads to the need of using different
techniques and proxies to approximate the data. Here we define data incompleteness as
(1) where data collection complexities and other constraints limit collection and analysis
of data, (2) failure to report the collected data due to various causes, (3) lack of data at the
desired level of temporal or spatial resolution, or (4) no established data sharing
techniques even though the data is present. In doing so, we need to synthetically generate
data for the SCEIGE factors which are not readily available.
Table 3.1 Factors and proxies used to model an element of each of the SCEIGE categories
Proxies

Factor

SPI3

Environmental

Labor Wage

Economic, Socio-Demographic, Cultural

Road Density

Infrastructural, Geographic

GDP

Economic

# of Hospitals

Socio-Demographic, Economic
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Table 3.2 SCEIGE proxies with spatial and temporal scale and resolution
SCEIGE (Sociodemographic, Cultural, Economic, Infrastructure, Geographic, Environmental)

Proxies

Spatial

Temporal

Spatial

Temporal

Data

Scale

Scale

Resolution

Resolution

Source

SCEIGE

SPI

En

India

2016-2019

District

Monthly

NOAA

Road Density

I

India

1990-2015

District

Yearly

ICRISAT

Labor Wage

Ec, S

India

1990-2015

District

Yearly

ICRISAT

GDP

Ec

India

2007-2013

District

Yearly

ICRISAT

I

India

1990-2015

District

Yearly

ICRISAT

Number of
Hospitals

We have identified six proxies that are used in our region vector for modeling each
district. One of the proxies is the standard precipitation index which is obtained from the
National Oceanic and Atmospheric Administration (NOAA) (Young et al., 2018).
Likewise the other proxies are obtained from International Crops Research Institute for
the Semi-Arid Tropics (ICRISAT) (Swamikannu et al., 2021). The required temporal
scale is 2016-2020, and the required temporal resolution is monthly. Likewise, the
required spatial scale is of India, and the required spatial resolution is district level. Since
the data is not complete, it brings various challenges. Incomplete data poses a specific
challenge for our investigation. Feeding the estimated or predicted data into the ABM
model may lead to differing results as these estimations could be very different from real
values. Therefore, it is important to come up with the confidence measure for the
estimated value as this will help in evaluating the model results. As alluded to earlier, the
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proxies for SCEIGE factors might not be in the desired spatial and temporal resolution. In
addition, the temporal and spatial coverage of the data is could also be inconsistent over
various datasets. To address the issue of spatial and temporal resolution uniformity, we
use various statistical techniques to help compute the confidence values on the estimated
data. Similarly, we use various time series prediction techniques for extending the
temporal coverage and spatial interpolations for extending the spatial coverage.

3.2.1.1 Design Principles
Here, we formulate a set of design principles to resolve the issue of data incompleteness.
Since there is a lack of knowledge about the distribution of the data and domain
knowledge, we use simple techniques preserving generality. The assumptions made are
stated and described in brief. Since our research focus is not geared toward resolving the
issue of data unavailability, we use general techniques which may not lead to the optimal
values. Thus, we also formulate design principles to calculate the confidence in the data.

We define four sets of design principles to cover four areas of incompleteness: (1) Lack
of desired spatial resolution of the data, (2) lack of desired temporal resolution of the
data, (3) lack of desired spatial coverage of the data (4) and lack of desired temporal
coverage of the data.

Before we begin, we also define two types of data: aggregated data and non-aggregated
data. Aggregated data are the numerical data points that are count based and are
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aggregated across the region over time for e.g., # of accidents. Non-aggregated data are
those data points that are rate based and are not aggregated for e.g., literacy rate.

Set 1: Spatial resolution of the data
Principle S1P1: The higher-resolution aggregated data is estimated by distributing the
lower-resolution data based on the population of the higher-resolution regions. For
example, to estimate the district-level data for the number of accidents, we use the statelevel data and distribute it to each district based on the population of that district.

Principle S1P2: The higher-resolution non-aggregated data is estimated by using the
same value as the lower-resolution data. For example, to estimate the district-level data
for literacy rate data, we use the same value as the state-level data.

Principle S1C1: The confidence in the estimated value in Principle S1P1 and S1P2 is
based on the population of the higher-resolution region. Here we assume that (a) the
region with the population closest to the overall population (state-level, for example)
should have the highest confidence in the generated values and vice versa. And (b) outlier
regions do not share similar or general properties as regions around the mean. As such,
confidence in values generated for outlier regions is lower than values generated for
regions around the mean.
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Principle S1P3: The lower-resolution aggregated data is estimated by summing all the
higher-resolution data. For example, to estimate the state level data for the number of
accidents, sum all the district-level data for that state.

Principle S1P4: The lower-resolution non-aggregated data is estimated through the
weighted (by population) mean of the higher-resolution data. For example, to estimate
the state-level data for literacy rate, calculate the weighted mean of the district-level data
for that state using the normalized population numbers of the districts as weights.

Principle S1C2: The confidence in the lower-resolution estimated data in Principle S1P3
and S1P4 depends only on the confidence of the available higher-resolution data used in
the estimation.

Set 2: Temporal resolution of the data
Principle S2P1: The higher resolution aggregated data is estimated by dividing the lower
resolution data by the time period. Here we assume that the data is uniformly distributed.
For e.g., # of accidents in each month is obtained by dividing yearly data by 12.

Principle S2P2: The higher resolution non-aggregated data is estimated by using the
same value as the lower resolution data. For e.g., literacy for each month is assumed to
be same as yearly data.
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Principle S2C1: The confidence in the estimated data based on Principle S2P1 and S2P2
is calculated by dividing the confidence value of the lower resolution data by time period.

Principle S2P3: The lower resolution aggregated data is estimated by adding all the
values of the higher resolution data. For e.g., the yearly # of accidents are calculated by
adding the monthly # of accidents data.

Principle S2P4: The lower resolution non-aggregated data is estimated by using the
value of the last available higher resolution data. For e.g., the yearly literacy rate is given
by the literacy rate of December for that year.

Principle S2C2: The confidence in the estimated data based on Principle S2P3 and S2P4
depends only on the confidence of higher resolution data. For Principle S2P3 confidence
is limited by the minimum confidence of any of the months whereas for Principle S2P4
confidence is equal to the confidence value of the last month data.

Set 3: Spatial Coverage
Principle S3C1: With everything else being equal, when the location 𝑙 is further away
from the location where data is available, then confidence value of the prediction for that
location 𝑙 is smaller.
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Set 4: Temporal Coverage
Principle S4C1: The further away the time 𝑡 is from the time of available data, then
confidence value of the prediction for time 𝑡 is smaller.

3.2.1.2 Method of resolving data
We would be dealing with two types of variables (1) aggregate variable and (2) nonaggregate variable
From lower spatial resolution to higher spatial resolution
•

In case of aggregate variable (# of accidents for the state):
# of accidents (𝑑𝑖𝑠𝑡𝑟𝑖𝑐𝑡) = # of accidents (𝑠𝑡𝑎𝑡𝑒) ∗
(Principle S1P1)
c-measure =

district population
state population

(Principle S1C1)
•

In case of non-aggregate variable (Literacy rate, Lr):
Lr(𝑑𝑖𝑠𝑡𝑟𝑖𝑐𝑡) = Lr (𝑠𝑡𝑎𝑡𝑒)
(Principle S1P2)
c-measure =

district population
state population

(Principle S1C1)

𝑝opdensity (𝑑𝑖𝑠𝑡𝑟𝑖𝑐𝑡)
popdenstiy (𝑠𝑡𝑎𝑡𝑒)
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From higher spatial resolution to lower spatial resolution
•

In case of aggregate variable (# of accidents for the districts):
𝑛

# of accidents (𝑠𝑡𝑎𝑡𝑒) = ∑ # of accidents in district 𝑖
𝑖=0

(Principle S1P3)
𝑛

1
c-measure = ∑ c-measure of district 𝑖
𝑛
𝑖=0

(Principle S1C2)
•

In case of non-aggregate variable (Literacy rate, Lr):
𝑛

1
Lr(𝑠𝑡𝑎𝑡𝑒) =
∑ Lr of district 𝑖 ∗ population of district 𝑖
state population
𝑖=0

(Principle S1P4)

𝑛

1
c-measure = ∑ c-measure of district 𝑖
𝑛
𝑖=0

(Principle S1C2)
From lower temporal resolution to higher temporal resolution
•

In case of aggregate variable (# of accidents yearly):
# of accidents (𝑚𝑜𝑛𝑡ℎ𝑙𝑦) =

# 𝑜𝑓 𝑎𝑐𝑐𝑖𝑑𝑒𝑛𝑡𝑠 (𝑦𝑒𝑎𝑟𝑙𝑦)
12

(Principle S2P1)
c-measure(𝑚𝑜𝑛𝑡ℎ𝑙𝑦) =

c-measure(𝑦𝑒𝑎𝑟𝑙𝑦)
12
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(Principle S2C1)
•

In case of non-aggregate variable (Literacy rate, Lr):
Lr (𝑚𝑜𝑛𝑡ℎ𝑙𝑦) = Lr (𝑦𝑒𝑎𝑟𝑙𝑦)
(Principle S2P2)
c-measure(𝑚𝑜𝑛𝑡ℎ𝑙𝑦) =

c-measure(𝑦𝑒𝑎𝑟𝑙𝑦)
12

(Principle S2C1)
From higher temporal resolution to lower temporal resolution
•

In case of aggregate variable (# of accidents for the districts):
12

# of accidents (𝑦𝑒𝑎𝑟𝑙𝑦) = ∑ # of accidents in month 𝑖
𝑖=0

(Principle S2P3)
𝑛

1
c-measure = ∑ c-measure of month 𝑖
𝑛
𝑖=0

(Principle S2C2)
•

In case of non-aggregate variable (Literacy rate, Lr):
Lr(𝑦𝑒𝑎𝑟𝑙𝑦) = Lr (𝑙𝑎𝑠𝑡 𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑢𝑛𝑖𝑡 (𝑚𝑜𝑛𝑡ℎ))
(Principle S2P4)
c-measure(𝑦𝑒𝑎𝑟𝑙𝑦) = c-measure(𝑙𝑎𝑠𝑡 𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑢𝑛𝑖𝑡 (𝑚𝑜𝑛𝑡ℎ))
(Principle S2C2)
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For complete temporal coverage
There are often cases where there is no complete temporal coverage of the data
available in such cases, we use time series models e.g., Holt’s model and ARIMA
model for prediction.
The confidence in the predicted data is given by c-measure. We define c-measure
as the measure of confidence. It is the ratio of the coefficient of confidence to the
range of confidence interval around the mean point estimate.
𝑐-𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 𝑚𝑖𝑛 (1,

𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒
)
𝑟𝑎𝑛𝑔𝑒 𝑜𝑓 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙

(Principle S4C1)
If the value of the range of confidence interval is zero or less than one, then cmeasure turns out to be infinity or greater than one. Therefore, we bound the
value of between 0 to 1 by using a minimum function.
For complete spatial coverage
There are also cases where there is no complete spatial coverage of the data
available in such cases, we use spatial interpolation techniques such as nearest
neighbor interpolation.

The confidence in the predicted data is based on the first law of geography which
states that “things near are more related than distant things”. The confidence value
is thus weighted by the inverse of the average distance of the regions used to
interpolate the data.
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𝑘

𝑑𝑎𝑣𝑔 = ∑ 𝑑𝑖,𝑟
𝑖=0

𝑤𝑒𝑖𝑔ℎ𝑡𝑠,𝑟 =

𝑑𝑚𝑖𝑛
𝑑𝑎𝑣𝑔

𝑐 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 𝑤𝑒𝑖𝑔ℎ𝑡𝑠,𝑟 ∗ 𝑝𝑟𝑒𝑣 c-measure
(Principle S3C1)

Table 3.3 and 3.4 summarizes the equations used to resolve temporal and spatial
resolution respectively. Likewise, Table 3.5 summarizes the equations used to resolve
temporal and spatial coverage.

compute

c-

Literacy

rate (Lr)
measure

How to

estimate

How to

measure

e.g.,

Aggregates

Non-

compute

accidents)
c-

How to

estimate

How to

Methods

(e.g., # of

Aggregates

Variable

Type of

= Lr (𝑦𝑒𝑎𝑟𝑙𝑦) (S2P2)

Lr (𝑚𝑜𝑛𝑡ℎ𝑙𝑦)

c-measure(𝑦𝑒𝑎𝑟𝑙𝑦)
(S2C1)
12

c-measure(𝑦𝑒𝑎𝑟𝑙𝑦)
=
(S2C1)
12

c-measure(𝑚𝑜𝑛𝑡ℎ𝑙𝑦)

=

c-measure(𝑚𝑜𝑛𝑡ℎ𝑙𝑦)

# 𝑜𝑓 𝑎𝑐𝑐𝑖𝑑𝑒𝑛𝑡𝑠 (𝑦𝑒𝑎𝑟𝑙𝑦)
=
(S2P1)
12

# of accidents (𝑚𝑜𝑛𝑡ℎ𝑙𝑦)

(e.g., yearly to monthly)

Higher Temporal Resolution

Lower Temporal Resolution →

𝑛

= c-measure(𝑙𝑎𝑠𝑡 𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑢𝑛𝑖𝑡 (𝑚𝑜𝑛𝑡ℎ)) (S2C2)

c-measure(𝑦𝑒𝑎𝑟𝑙𝑦)

= Lr (𝑙𝑎𝑠𝑡 𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑢𝑛𝑖𝑡 (𝑚𝑜𝑛𝑡ℎ)) (S2P4)

Lr (𝑦𝑒𝑎𝑟𝑙𝑦)

𝑖=0

1
c-measure = ∑ c-measure of month 𝑖 (S2C2)
𝑛

𝑖=0

= ∑ # of accident in month 𝑖 (S2P3)

12

# of accidents (𝑦𝑒𝑎𝑟𝑙𝑦)

(e.g., monthly to yearly)

Lower Temporal Resolution

Higher Temporal Resolution →

Table 3.3 Equations used to resolve temporal resolution of data
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Table 3.4 Equations used to resolve Spatial resolution of data
Lower Spatial Resolution
Type of

Higher Spatial

Higher Spatial

Resolution

Resolution

Lower Spatial

(e.g., state to districts)

Resolution (e.g., districts to state)

Methods
Variable

# of accidents (𝑑𝑖𝑠𝑡𝑟𝑖𝑐𝑡)
How to
Aggregates

= # of accidents (𝑠𝑡𝑎𝑡𝑒)

estimate
∗

(e.g., total #
of accidents)

How to

district population
(S1P1)
state population

c-measure

compute c=
measure

# of accidents (𝑠𝑡𝑎𝑡𝑒)

district population
(S1C1)
state population

𝑛

= ∑ # of accidents in district 𝑖 (S1P3)
𝑖=0

c-measure
𝑛

=

1
∑ c-measure of district 𝑖 (S1C2)
𝑛
𝑖=0

Lr(𝑠𝑡𝑎𝑡𝑒)
Non-

How to

Lr(𝑑𝑖𝑠𝑡𝑟𝑖𝑐𝑡)

Aggregates

estimate

= Lr (𝑠𝑡𝑎𝑡𝑒)(S1P2)

𝑛

1
=
∑ Lr of district 𝑖
state population
𝑖=0

∗ population of district 𝑖 (S1P4)

(e.g.,
employment

How to

rate)

compute cmeasure

c-measure

c-measure

district population
=
(S1C1)
state population

1
= ∑ c-measure of district 𝑖 (S1C2)
𝑛

𝑛

𝑖=0
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Table 3.5 Methodology(equations) used to resolve the temporal and spatial coverage
Methods
How to estimate

Temporal Coverage
Using ARIMA and Holt’s model

Spatial Coverage
Spatial Interpolation
𝑤𝑒𝑖𝑔ℎ𝑡𝑠,𝑟 =

How to compute
c-measure

c-measure
𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒
= min(1,
) (S4C1)
𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 𝑜𝑓 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒

𝑑𝑚𝑖𝑛
𝑑𝑎𝑣𝑔

c-measure (new)
= 𝑤𝑒𝑖𝑔ℎ𝑡𝑠,𝑟
∗ c-measure (S3C1)

3.2.2

Social Unrest Dataset

For real-world unrest events, we use ACLED (The Armed Conflict Location and Event
Data Project) (Raleigh et al., 2010) as the primary data source. It provides data on reported
political violence and protest events across various regions of the world. The ACLED
database has the following categorization of events and definitions (Raleigh et al., 2010).
a. Protests: a public demonstration in which the participants do not engage in
violence, though violence may be used against them.
b. Riots: violent events where demonstrators or mobs engage in disruptive acts.
c. Strategic development: is contextually important information regarding the
activities of violent groups that is not itself recorded as political violence yet may
trigger future events or contribute to political dynamics within and across states. It
maybe something positive or negative also. Example it may be agreements
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between actors and negative such as looting/property destruction by organized
armed groups.
d. Violence against civilians: violent events where an organized armed group
deliberately inflicts violence upon unarmed non-combatants.
e. Explosions/Remote violence: one-sided violent events in which the tool for
engaging in conflict creates asymmetry.
f. Battles: a violent interaction between two politically organized armed groups at a
particular time and location.
Presently in our study, we focus only on the Protests (a) and Riots (b) events.

Furthermore, for our simulation, we look through ACLED for events that happened in the
Indian states of Tamil Nadu, Andhra Pradesh, and Himachal Pradesh from 2016 to 2019
on a monthly scale. The choice of these three states is guided by the availability of data at
the district level. Another reason to consider these states is that two of the states Tamil
Nadu and Andhra Pradesh are neighboring states while the third state Himachal Pradesh
is spatially far from other two. This would help analyze the effect of being spatially close
or far. Likewise, the timeframe of 2016 to 2019 is considered because the ACLED
dataset for India is only available from 2016. We count the number of events occurring in
each district during each month and identify the state of each district: susceptible,
infected, or recovered in case of SIR and susceptible and infected in case of the SIS
model. That is, if a district has any number of events reported in a particular month, then
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it is considered to be in an infected state for that month. If the district has no events for a
particular month, then it can be considered to be in susceptible in case of the SIS model
and in one of two different states in case of the SIR based on the following condition. If
the district is in the infected state in the month prior to that month, then the district is
considered to be in the recovered state. If the district is in the infected state in the month
after that month, then the district is considered to be in the susceptible state. In addition,
if a district is event-free for a long period of months, bookended by two infected months,
then the first half of the period is considered to be recovered and the second half of the
period is considered to be susceptible.

Moreover, since ACLED does not provide the intensity of the events, we assume that the
intensity of events is in the increasing order of the categorization shown earlier. We only
use the Protests and Riots events and assume that the intensity of the events increases
based on the sub-categorization provided by ACLED: (1) Peaceful protest, (2) Protest
with intervention, (3) Excessive force against protesters, (4) Violent demonstration, and
(5) Mob violence. We respectively give the intensity values of 1, 2, 3, 4, and 5 and
calculate the average of all the events occurring in a region to find the intensity of social
unrest in that region. Table 3 shows the region intensity of the given district in the given
month. Note that we acknowledge that the number of people involved in each category
could also affect the intensity of the events. For example, a peaceful protest with 10,000
people might be deemed to have a higher intensity than a violent demonstration by 10
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people. However, since ACLED does not provide the number of people involved in each
event, we do not use that in our model.

3.2.3

Neighborhood

Our model is based on the concept of contact networks (Aleman et al., 2011). More
specifically, we identify neighbors and thus the neighborhood of each region, with the
assumption that each region is connected to all its neighbors, creating a local network that
is unique to that region. A region i’s neighbors are regions with which the region i has
some contact. In order to find the neighbors of a region, we define a distance function. In
the following, we will use “neighborhood” to denote the local network of a region.

The distance function combines (1) the geospatial distance between two regions and (2)
the vector distance between two regions. The geospatial distance is calculated by using
the haversine function between the regions. For each region, we consider the centroid of
the region. The vector distance is the Euclidean distance between the SCEIGE vector of
the regions.
For example, the distance between region 𝑖 and region 𝑗 is given as:

𝑛
𝐷𝑖𝑗𝑛 = 𝑤𝑔 ∗ 𝑑𝑖𝑗
+ 𝑤𝑣 ∗ 𝑉𝑖𝑗𝑛

(3.1)

𝑛
where 𝑑𝑖𝑗
is the geospatial distance between regions 𝑖 and 𝑗 at time 𝑛, 𝑉𝑖𝑗𝑛 is the vector

distance between regions 𝑖 and 𝑗 at time n, 𝑤𝑔 is the weight given to the geospatial
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𝑛
distance, and 𝑤𝑣 is the weight given to the vector distance. Note that 𝑑𝑖𝑗
does not vary

with time as the latitude and longitude of a region do not change over time. But 𝑉𝑖𝑗𝑛 does
vary with time as the SCEIGE vectors vary over time. Thus, using the distance function,
we will be able to identify the neighbors of a region. A region 𝑗 is considered to be a
neighbor of a region 𝑖 if it falls within the neighborhood of region 𝑖. The neighborhood is
the area covered by a circle with the radius given as neighborhood size.

There are other considerations that could be added to the current implementation of
neighbor is to consider the influence vector for each neighbor. Here, we consider that a
region can be influenced by its neighbors in varying degrees. We create an influence
vector for neighbors based on (1) shared boundary, i.e., how much boundary do the
neighbors share, and (2) population density.

3.3
3.3.1

Adopting Infectious Disease Spread Model
The SIR Model

According to the susceptible, infectious and removed (SIR) model (Aleman et al., 2011),
each individual is classified either susceptible (S), infectious (I), or removed (R). In the
model, each individual can transition from its existing state to another state in each period
or remain in the same state. Figure 3.1 shows the state transition diagram. Applying that
model to our simulation of social unrest events, each region corresponds to an
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individual, and whether a region is infected is determined by whether a social unrest
event has occurred in that region.

Figure 3.1 State Transition Diagram of a Region, adapted from (Aleman et al., 2011)
In this section, we formulate the equations and provide the rationales behind those
designs of the probability of the state transitions. Note that we also adopt several
assumptions from the SIR model (Side & Noorani, 2013):
1. All regions are equally susceptible at the start of the simulation.
2. The probability of a region transitioning from a susceptible state to a recovered
state is zero.
3. The probability of a region transitioning from an infected state to a susceptible
state is zero. This is based on the rationale that once a region is infected, it will
either recover from it or remain infected.
4. The probability of a region transitioning from a recovered state to an infected
state is zero. That is, once recovered, the region cannot be re-infected with the
same “disease”.

34

The state transition likelihood from a state to another state is given in Table 3.6. Here, 𝑆
is a susceptible state, 𝐼 is an infected state and 𝑅 is a recovered state. 𝐿𝑟𝑖𝑛 (𝑠1 , 𝑠2 ) denotes
the likelihood for the region 𝑖 to transition from 𝑠1 to 𝑠2 in period 𝑛 + 1 calculated at the
end of period 𝑛. For example, 𝐿𝑟𝑖𝑛 (𝑆, 𝐼) denotes the likelihood for the region 𝑖 to
change its state form susceptible to infected in period 𝑛 + 1 calculated in period 𝑛.

Table 3.6 State transition likelihood formulations for SIR model
Next period
Current

(n+1)

S

I

R

S

𝐿𝑟𝑖𝑛+1 (𝑆, 𝑆)

𝐿𝑟𝑖𝑛+1 (𝑆, 𝐼)

0

I

0

𝐿𝑟𝑖𝑛+1 (𝐼, 𝐼)

𝐿𝑟𝑖𝑛+1 (𝐼, 𝑅)

R

𝐿𝑟𝑖𝑛+1 (𝑅, 𝑆)

0

𝐿𝑟𝑖𝑛+1 (𝑅, 𝑅)

period (n)

The state transition probabilities are then calculated from the state transition likelihoods
as follows:
𝐿𝑟𝑛+1 (𝑆,𝐼)

𝑖
𝑃𝑟𝑖𝑛+1 (𝑆, 𝐼 ) = 𝐿𝑟𝑛+1(𝑆,𝐼)+𝐿𝑟
𝑛+1 (𝑆,𝑆)
𝑖

𝐿𝑟𝑛+1 (𝑆,𝑆)

𝑖
𝑃𝑟𝑖𝑛+1 (𝑆, 𝑆) = 𝐿𝑟𝑛+1(𝑆,𝐼)+𝐿𝑟
𝑛+1 (𝑆,𝑆)
𝑖

(3.3)

𝑖

𝐿𝑟𝑛+1 (𝐼,𝑅)

𝑖
𝑃𝑟𝑖𝑛+1 (𝐼, 𝑅) = 𝐿𝑟𝑛+1(𝐼,𝑅)+𝐿𝑟
𝑛+1 (𝐼,𝐼)
𝑖

(3.4)

𝑖

𝐿𝑟𝑛+1 (𝐼,𝐼)

𝑖
𝑃𝑟𝑖𝑛+1 (𝐼, 𝐼) = 𝐿𝑟𝑛+1(𝐼,𝑅)+𝐿𝑟
𝑛+1 (𝐼,𝐼)
𝑖

3.2)

𝑖

𝑖

(3.5)
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𝐿𝑟𝑛+1 (𝑅,𝑅)

𝑖
𝑃𝑟𝑖𝑛+1 (𝑅, 𝑅) = 𝐿𝑟𝑛+1(𝑅,𝑆)+𝐿𝑟
𝑛+1 (𝑅,𝑅)
𝑖

(3.6)

𝑖

𝐿𝑟𝑛+1 (𝑅,𝑆)

𝑖
𝑃𝑟𝑖𝑛+1 (𝑅, 𝑆) = 𝐿𝑟𝑛+1(𝑅,𝑆)+𝐿𝑟
𝑛+1 (𝑅,𝑅)
𝑖

(3.7)

𝑖

Now, we are ready to formulate each of the non-zero state transition likelihoods.

3.3.1.1 State Transition from Susceptible to Infected (𝑺 → 𝑰)
Here we formulate an individualized likelihood for each region 𝑖 transitioning from a
susceptible state (S) to an infected state (I) in period n+1. If region 𝑖 is similar to the
regions which are already in infected states, the likelihood that region 𝑖 would be infected
is higher and the converse is also true. The similarity between region 𝑖 and region 𝑗 is
captured by 𝑡𝑖𝑗 . Values for 𝑡𝑖𝑗 also contain how similar regions 𝑖 and 𝑗 were in the
previous period n. Equation 3.8 below is the original likelihood for the state transition
from S to I, as proposed in (Aleman et al., 2011).

𝑛
𝐿𝑟𝑖𝑛+1 (𝑆, 𝐼) = ∑𝑗 ∈ 𝐾𝑛,𝐼(𝑖) 𝑡𝑖𝑗𝑛 𝑏𝑖𝑗
+ 𝑐𝑖𝑗𝑛

(3.8)

where 𝐾𝑛,𝐼 (𝑖) is the set of neighbors of individual (i.e., regions in our case) 𝑖 where each
member is in the infected state

When applied to individuals in simulating disease spread, as described in (Aleman
et al., 2011), (1) 𝑡𝑖𝑗𝑛 is used to capture the time of contact between individual 𝑖 and
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𝑛
individual 𝑗 in period 𝑛, (2) 𝑏𝑖𝑗
represents the probability of disease being transmitted to

individual 𝑖 from individual 𝑗 per unit time in period 𝑛, and (3) 𝑐𝑖𝑗𝑛 accounts for potential
transmission to individual 𝑖 from individual 𝑗 via indirect contact such as visiting the
same places or using the same transportation routes. In our domain of simulating social
unrest spread, we propose the following corresponding formulations.
First, on 𝑡𝑖𝑗𝑛 , we propose Equation 3.9:
𝑡𝑖𝑗𝑛 = α𝑡𝑖𝑗𝑛−1 + (1 − α) ∗ 𝑠𝑖𝑚(𝑣⃑𝑖𝑛 , 𝑣⃑𝑗𝑛 )

(3.9)

where 𝑣⃑𝑖𝑛 is the region vector of region 𝑖 at time 𝑛 as 𝑣⃑𝑖𝑛 = < 𝑎𝑘 >, 𝑘 is the number of
SCEIGE factors used and α is given as:
α ∝ 𝑠𝑖𝑚(𝑣⃑𝑖𝑛 , 𝑣⃑𝑖𝑛−1 )

(3.10)

In Equation 3.9, we consider the discounted value of 𝑡𝑖𝑗𝑛−1 by α and factor in the
similarity between region 𝑖 ′ 𝑠 vector and region 𝑗 ′ 𝑠 vector discounted by 1 − α. If the
similarity of the two regions is high, then 𝑡𝑖𝑗𝑛 is also high and vice versa. Note also with
Equation 3.10, we factor in the similarity between a region’s current vector and its
previous vector. If the similarity is high, then the weight α is high and thus the new 𝑡𝑖𝑗𝑛
takes up more of its previous value, 𝑡𝑖𝑗𝑛−1 , and vice versa. The assumption here is that the
similarity between two regions terms of their present characteristics corresponds to the
time of contact between two individuals.
𝑛
Now, on 𝑏𝑖𝑗
, we propose Equation 3.11:
𝑛
𝑏𝑖𝑗
=𝐻 (𝑑𝑖𝑓𝑓(𝑣⃑𝑗𝑛 , 𝑣⃑𝑖𝑛 )) ∗ 𝑔(𝑒⃑𝑗𝑛 )

(3.11)

𝐻(𝑧) = 1/(1 + 𝑒 −𝑧 )

(3.12)
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In Equation 3.11, we factor in the differences between the two regions’ current vectors
based on the indicators we defined earlier. It has two elements. First, if region 𝑗 has
higher values than region 𝑖, we assume that it is more likely for region 𝑖 to be infected
and vice versa. Thus, the 𝑑𝑖𝑓𝑓(𝑣⃑𝑗𝑛 , 𝑣⃑𝑖𝑛 ) is directional. Second, the value of 𝑏𝑖𝑗 is also
directly proportional to the intensity of events that are in the infected region (𝑒⃑𝑗𝑛 ) in the
time period of n. That is, if the intensity is high, then the region is considered to be more
infectious. A logistic sigmoid function (3.12) is used to scale the value of 𝑑𝑖𝑓𝑓(𝑣⃑𝑗𝑛 , 𝑣⃑𝑖𝑛 )
between 0 to 1. If the 𝑑𝑖𝑓𝑓(𝑣⃑𝑗𝑛 , 𝑣⃑𝑖𝑛 ) gives negative value, Equation 3.11 gives a value
closer to 0 which means it is less likely for region 𝑖 to be infected by region 𝑗. If the
𝑑𝑖𝑓𝑓(𝑣⃑𝑗𝑛 , 𝑣⃑𝑖𝑛 ) is positive, the equation gives a value closer to 1 which means it is more
likely for the region 𝑖 to be infected by region 𝑗. The function 𝑔 also returns a value
between 0 to 1 which ensures that the value of 𝑏𝑖𝑗 is between 0 to 1 since it is defined as
a probability of social unrest transmission from region 𝑖 to region 𝑗. The assumptions
here are that (1) the intensity of a social unrest event corresponds to the infectious rate of
a disease, and (2) that if a region’s neighbor with a set of higher vector values yet is still
infected, then it is more likely for that region to be infected. Note that as part of our ongoing work, we are revisiting Equation 3.11 to incorporate a spatial interaction model
based on population flow.
For 𝑐𝑖𝑗𝑛 , we propose Equation 3.13:
𝑐𝑖𝑗𝑛 = ℎ𝑘=0−𝑤 (𝐿𝑟𝑖𝑛−𝑘 (𝑆, 𝐼) − 𝐿𝑟𝑖𝑛−𝑘−1 (𝑆, 𝐼), 𝐿𝑟𝑗𝑛−𝑘−𝑙 (𝑆, 𝐼) −
𝐿𝑟𝑗𝑛−𝑘−𝑙−1 (𝑆, 𝐼))

(3.13)
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where 𝑤 is the historical window size and 𝑘 ranges from 0 to 𝑤, and 𝑙 is the offset value
which is used to find the same transition for the region 𝑗 as for the region 𝑖. In (Aleman
et al., 2011), 𝑐𝑖𝑗 accounts for the transmission of disease to individual 𝑖 from individual 𝑗
via indirect contact. In our case, regions do not move spatially. As a result, we look at
how regions change over time. In a way, we want to model how the health of a region
changes over time. We capture a region’s health in the form of how likely they are to get
infected, e.g., 𝑃𝑟𝑖𝑛+1 (𝑆, 𝐼). Each region goes through a change in its health over a period,
creating a history or a path that a region traverses in time. Then, when we compare two
regions’ histories, we base the comparisons on how similar the changes behave, instead
of looking at the actual health values. We assume that if the distribution of changes over
𝑘 periods for region 𝑖 is similar to region 𝑗, it is more likely for region 𝑖 to be infected.
One candidate for the ℎ function is the 𝑃𝑒𝑎𝑟𝑠𝑜𝑛 − 𝑟 correlation (Sarwar et al., 2001).
Since we are comparing the difference of successive values of 𝐿𝑟𝑖 with difference of
successive values of 𝐿𝑟𝑗 up to when region 𝑗 transitioned into the infected state. We are
essentially looking at how the gradients of 𝐿𝑟𝑗 values move towards the infected state
which we compare with region 𝑖 ′ 𝑠 gradients of 𝐿𝑟𝑖 to have an estimate for how likely
region 𝑖 will be infected by region 𝑗. The value of 𝑘 should be determined empirically as
it depends on how far back, we should look at the history to correctly predict the
temporal contact between region 𝑖 and region 𝑗. Also, another concern is that a larger
value of 𝑘 brings higher computational complexity. Finally, since region 𝑗 in Equation
3.8 is assumed to already be in the infected state in period 𝑛, we need to offset the
region’s observation period by some value 𝑙 to get to the time period right before which
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region 𝑗 changed its state to being infected. Note also that the assumption here is that the
similarity of historical changes between two regions corresponds to the indirect contacts
between two individuals.

3.3.1.2 State Transition from Susceptible to Susceptible (𝑺 → 𝑺), Infected to
Recovered (𝑰 → 𝑹), Recovered to Recovered (𝑹 → 𝑹), Recovered to
Susceptible (𝑹 → 𝑺)
In this section, we formulate the likelihood equation for each region 𝑖 (1) to remain in the
susceptible state (S), (2) to transit from infected (I) to recovered state (R), (3) to remain
in recovered state (R), and (4) to transit from recovered (R) to susceptible state (S) in
time period 𝑛 + 1. The similarity between region 𝑖 and region 𝑗 is captured by 𝑡𝑖𝑗 .
Values for 𝑡𝑖𝑗 also contain how similar regions 𝑖 and 𝑗 were in the previous period n.
Equations 3.14, 3.15, 3.16, and 3.17 below gives the likelihood of transition for a region 𝑖
in time period 𝑛 + 1.
𝑛
𝐿𝑟𝑖𝑛+1 (𝑆, 𝑆) = ∑𝑗 ∈ 𝐾𝑛,𝑆(𝑖) 𝑡𝑖𝑗𝑛 𝑏𝑖𝑗
+ 𝑐𝑖𝑗𝑛

𝑖 ≠ 𝑗

𝑛
𝐿𝑟𝑖𝑛+1 (𝐼, 𝑅) = ∑𝑗 ∈ 𝐾𝑛,𝑅(𝑖) 𝑡𝑖𝑗𝑛 𝑏𝑖𝑗
+ 𝑐𝑖𝑗𝑛
𝑛
𝐿𝑟𝑖𝑛+1 (𝑅, 𝑅) = ∑𝑗 ∈ 𝐾𝑛,𝑅(𝑖) 𝑡𝑖𝑗𝑛 𝑏𝑖𝑗
+ 𝑐𝑖𝑗𝑛
𝑛
𝐿𝑟𝑖𝑛+1 (𝑅, 𝑆) = ∑𝑗 ∈ 𝐾𝑛,𝑆 (𝑖) 𝑡𝑖𝑗𝑛 𝑏𝑖𝑗
+ 𝑐𝑖𝑗𝑛

(3.14)
(3.15)

𝑖 ≠ 𝑗

(3.16)
(3.17)

where 𝐾𝑛,𝑆 (𝑖), and 𝐾𝑛,𝑅 (𝑖), is the set of neighbors of individual (i.e., regions in our case)
𝑖 where each member is in the susceptible state and recovered state respectively, In
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Equations 3.14, 3.15, 3.16, and 3.17 we propose the following corresponding
𝑛
formulations. First, we use Equation 3.9 for 𝑡𝑖𝑗𝑛 . Second, 𝑏𝑖𝑗
= 0.
𝑛
𝑛
Since, 𝑏𝑖𝑗
is defined as the probability of unrest transmission, 𝑏𝑖𝑗
is equal to zero

for the susceptible and recovered regions as those regions do not have any unrest to
transmit. Thus, the region unrest intensity in those regions is zero and, according to the
𝑛
Equation 3.11, 𝑏𝑖𝑗
= 0. Equations 3.14, 3.15, 3.16, and 3.17 reduce to:

𝐿𝑟𝑖𝑛+1 (𝑆, 𝑆) = ∑𝑗 ∈ 𝐾𝑛,𝑆 (𝑖) 𝑐𝑖𝑗𝑛

𝑖 ≠ 𝑗

𝐿𝑟𝑖𝑛+1 (𝐼, 𝑅) = ∑𝑗 ∈ 𝐾𝑛,𝑅 (𝑖) 𝑐𝑖𝑗𝑛
𝐿𝑟𝑖𝑛+1 (𝑅, 𝑅) = ∑𝑗 ∈ 𝐾𝑛,𝑅(𝑖) 𝑐𝑖𝑗𝑛

(3.18)
(3.19)

𝑖 ≠ 𝑗

𝐿𝑟𝑖𝑛+1 (𝑅, 𝑆) = ∑𝑗 ∈ 𝐾𝑛,𝑆 (𝑖) 𝑐𝑖𝑗𝑛

(3.20)
(3.21)

where 𝑐𝑖𝑗𝑛 is the indirect contact between region 𝑖 and region 𝑗 which has the form to
Equation 3.13.

3.3.1.3 State Transition from Infected to Infected (𝑰 → 𝑰)
In this section, we formulate the likelihood equation for each region 𝑖 to remain in the
Infected state (I) in period 𝑛 + 1. If region 𝑖 is similar to the regions which are also
infected but have not changed their state to recovered, the likelihood that region 𝑖 would
remain infected is higher and the converse is also true. The similarity between region 𝑖
and region 𝑗 is captured by 𝑡𝑖𝑗 . Values for 𝑡𝑖𝑗 also contain how similar regions 𝑖 and 𝑗
were in the previous period n. Equation 3.22 below gives the likelihood for a region 𝑖 to
remain in the infected state.
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𝑛
𝐿𝑟𝑖𝑛+1 (𝐼, 𝐼) = ∑𝑗 ∈ 𝐾𝑛,𝐼 (𝑖) 𝑡𝑖𝑗𝑛 𝑏𝑖𝑗
+ 𝑐𝑖𝑗𝑛

𝑖 ≠ 𝑗

(3.22)

𝑛
In Equation 3.22, we use Equation 3.9 for 𝑡𝑖𝑗𝑛 and Equation 3.11 for 𝑏𝑖𝑗
and Equation 3.13

for 𝑐𝑖𝑗𝑛 .
𝑛
Finally, Table 3.7 summarizes all the 𝑡𝑖𝑗𝑛 , 𝑏𝑖𝑗
, and 𝑐𝑖𝑗𝑛 of state transition likelihood used in

the likelihood functions.

𝑛
Table 3.7 𝑡𝑖𝑗𝑛 , 𝑏𝑖𝑗
, and 𝑐𝑖𝑗𝑛 of state transition likelihood

Similarity

Transmission

between

probability is

Historical contact is

regions is

based on event

based on similarity in

based on

intensity and

likelihoods for the past

SCEIGE

difference between

w time steps

factors

regions

Likelihood
of
Basic Concept
transition
𝑳𝒓𝒏+𝟏
𝒊

𝒕𝒏𝒊𝒋

𝒄𝒏𝒊𝒋
𝒃𝒏𝒊𝒋

Likelihood of
region 𝒊 to

𝐿𝑟𝑖𝑛+1 (𝑆, 𝑆)

0

remain
susceptible
Likelihood of
region 𝒊 to
change the
state from

𝑛−1
α𝑡𝑖𝑗

h𝑘=0−𝑤 (𝐿𝑟𝑖𝑛−𝑘

+ (1 − α)

− 𝐿𝑟𝑖𝑛−𝑘−1 , 𝐿𝑟𝑗𝑛−𝑘−𝑙 )

∗ 𝑠𝑖𝑚(𝑣⃑𝑖𝑛 , 𝑣⃑𝑗𝑛 )
𝐿𝑟𝑖𝑛+1 (𝑆, 𝐼)

𝐻 (𝑑𝑖𝑓𝑓(𝑣⃑𝑗𝑛 , 𝑣⃑𝑖𝑛 ))
∗ 𝑔(𝑒⃑𝑗𝑛 )

− 𝐿𝑟𝑗𝑛−𝑘−𝑙−1 )
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susceptible to
infected
Likelihood of
region 𝒊 to

𝐿𝑟𝑖𝑛+1 (𝐼, 𝐼)

remain infected
Likelihood of
region 𝒊 to
change the

𝐿𝑟𝑖𝑛+1 (𝐼, 𝑅)

state from
infected to
recovered
Likelihood of
0
region 𝒊 to

𝐿𝑟𝑖𝑛+1 (𝑅, 𝑆)

remain
recovered
Likelihood of
region 𝒊 to

𝐿𝑟𝑖𝑛+1 (𝑅, 𝑅)

remain
recovered

3.3.2

The SIS Model

According to the susceptible, infectious and susceptible (SIS) model (Abouelkheir et al.,
2017), each individual is classified either susceptible (S), or infectious (I). In the model,

43

each individual can transition from its existing state to another state in each period or
remain in the same state. Figure 3.2 shows the state transition diagram. Applying that
model to our simulation of social unrest events, each region corresponds to an individual,
and whether a region is infected is determined by whether a social unrest event has
occurred in that region.

Figure 3.2 State Transition Diagram of a Region for SIS model

In this section, we on formulating the equations and providing the rationales behind those
designs of the probability of the state transitions. Note that we also adopt several
assumptions from the SIS model (Allen, 1994):
1. All regions are equally susceptible at the start of the simulation.
2. All regions can transition from any state to another state i.e., there is no any
assumption of zero transition probability.
The state transition likelihood from a state to another state is given in Table 3.8. Here, 𝑆
is a susceptible state and 𝐼 is an infected state 𝐿𝑟𝑖𝑛 (𝑠1 , 𝑠2 ) denotes the likelihood for the
region 𝑖 to transition from 𝑠1 to 𝑠2 in period 𝑛 + 1 calculated at the end of period 𝑛. For
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example, 𝐿𝑟𝑖𝑛 (𝑆, 𝐼) denotes the likelihood for the region 𝑖 to change its state form
susceptible to infected in period 𝑛 + 1 calculated in period 𝑛.

Table 3.8 State transition likelihood formulations for SIS model
Next period
Current

(n+1)

S

I

S

𝐿𝑟𝑖𝑛+1 (𝑆, 𝑆)

𝐿𝑟𝑖𝑛+1 (𝑆, 𝐼)

I

0

𝐿𝑟𝑖𝑛+1 (𝐼, 𝐼)

R

𝐿𝑟𝑖𝑛+1 (𝑅, 𝑆)

0

period (n)

The state transition probabilities are then calculated from the state transition likelihoods
as follows:
𝐿𝑟𝑛+1 (𝑆,𝐼)

𝑖
𝑃𝑟𝑖𝑛+1 (𝑆, 𝐼) = 𝐿𝑟𝑛+1(𝑆,𝐼)+𝐿𝑟
𝑛+1 (𝑆,𝑆)
𝑖

𝐿𝑟𝑛+1 (𝑆,𝑆)

𝑖
𝑃𝑟𝑖𝑛+1 (𝑆, 𝑆) = 𝐿𝑟𝑛+1(𝑆,𝐼)+𝐿𝑟
𝑛+1 (𝑆,𝑆)
𝑖

𝐿𝑟𝑛+1 (𝐼,𝑆)

(3.25)

𝑖

𝐿𝑟𝑛+1 (𝐼,𝐼)

𝑖
𝑃𝑟𝑖𝑛+1 (𝐼, 𝐼) = 𝐿𝑟𝑛+1(𝐼,𝑆)+𝐿𝑟
𝑛+1 (𝐼,𝐼)
𝑖

(3.24)

𝑖

𝑖
𝑃𝑟𝑖𝑛+1 (𝐼, 𝑆) = 𝐿𝑟𝑛+1(𝐼,𝑆)+𝐿𝑟
𝑛+1 (𝐼,𝐼)
𝑖

(3.23)

𝑖

𝑖

Now, we are ready to formulate each of the state transition likelihoods.

(3.26)
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3.3.2.1 State Transition from Susceptible to Infected (𝑺 → 𝑰), Susceptible to
Susceptible (𝑺 → 𝑺), Infected to Infected (𝑰 → 𝑰),
The transition from Susceptible to Infected (𝑆 → 𝐼) for the SIS model discussed in
Section 3.3.1.1. Likewise, the transition from Susceptible to Susceptible (𝑆 → 𝑆) is
discussed in Section 3.3.1.2. Similarly, the transition from Infected to Infected (𝐼 → 𝐼) is
discussed in Section 3.3.1.3.

3.3.2.2 State Transition from Infected to Susceptible (𝑰 → 𝑺)
The transition from Infected to Susceptible state is only present in the SIS model, but the
equations are very similar to the transition from Susceptible to Infected (𝑆 → 𝐼). The only
difference is that the to and from is reversed. Therefore, the equation discussed in Section
3.3.1.1 is used.
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Chapter 4
4

Implementation

In our framework, each region acts as an agent that can communicate with agents within
its neighborhood. The neighborhood is the area within a radius determined based on the
neighborhood size. An agent j is a neighbor of agent i if j falls within the neighborhood of
i. The distance between two agents is calculated based on the combined spatial distance
and the vector distance between two regions (Equation 3.1). The simulation model is
implemented in Repast Symphony (North et al., 2013), developed by Jonathan Ozik. It is
a widely used free and open-source agent-based modeling and simulation platform
written in Java.

4.1

Agent Design

The region of interest for our simulation is India and we consider three different states.
The districts of these states are the agents in our simulation. We consider a distric- level
administrative unit in any of the following three states, (1) Tamil Nadu, (2) Andhra
Pradesh, and (3) Himachal Pradesh of India, as an agent. The reason to consider these
three districts is based on the data availability. Likewise, these states allow us to compare
the result of simulation between similar and dissimilar states on various aspects such as
culture, geography, etc. Tamil Nadu is one of the southern states of India, which has 32
districts. Likewise, Andhra Pradesh is a southern state with 13 districts and shares a
border with Tamil Nadu. In contrast, Himachal Pradesh is a northern state with 12
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districts and does not share border with Tamil Nadu and Andhra Pradesh. Thus, we have
32, 13, and 12 agents for Tamil Nadu, Andhra Pradesh, and Himachal Pradesh,
respectively, for simulation. Each agent is provided with the geospatial coordinates of its
geospatial centroid and is represented by a square point in the simulation tied to that
location. We will have only one kind of agent, but each agent can be in any state out of
three possible states: susceptible, infected, and recovered state. These states are mutually
exclusive. Each agent has a vector associated with it called the region vector. The region
vector consists of all the attributes of the agent in the vector form Table 4.1 summarizes
the statistics of the three states, including their number of districts, geographical position
in India, and access to the Ocean.
Table 4.1 Statistics of Tamil Nadu, Andhra Pradesh, and Himachal Pradesh
Name

Tamil Nadu

Andhra Pradesh

Himachal Pradesh

# Of districts

32

13

12

Access to Ocean

Yes

Yes

No

Geographical Position

Southern

Southern

Northern

Note that these “district” agents would not be intelligent agents and would only have the
“conceptual” action of changing their state based on the probability of state transition.
The probability of state transition from one state to another is given by Equations 3.2 to
3.7 and explained in detail in Section 3.
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a

b

c
Figure 4.1 Map of (a) Tamil Nadu, (b) Andhra Pradesh, and (c) Himachal Pradesh
showing all the districts
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Figure 4.2 Map of India with states not in simulation with shaded fill and states in
simulation with solid fill as Tamil Nadu in red, Andhra Pradesh in pink and Himachal
Pradesh in purple

4.2

Environment Design

The environment is modeled based on the three states of India: (1) Tamil Nadu, (2)
Andhra Pradesh, and (3) Himachal Pradesh. Each state has 32, 13, and 12 number of
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districts respectively, each district is an agent that is denoted by the latitude and longitude
of the center point of that district. The environment consists of the geospatial location of
all the agents. Our agent is fixed at that point and cannot move around the environment.
Each district or agent also has the number of events occurring, events intensity, and its
region vector. The environment consists of the regions’ vectors of each region at any
interval of time and the likelihood and probability calculated for the previous time step.
Every agent can get information about other agents who are neighbors. An agent does not
care about the information of the non-neighbor agents. An agent 𝑗 is the neighbor of an
agent 𝑖 if the distance between those two is within the configured neighborhood size.
Neighborhood size is the parameter used for simulation which varies between 0 to 1,
where 1 represents the maximum possible distance between any agent which implies that
all the other agents of the environment are considered as an agent. The neighborhood of
an agent consists of other agents in the environment.

At any period, an agent can be in one of the state S, I, R in the SIR model and state S and
I in the SIS model. We define state S as being susceptible to unrest, state I as having at
least one unrest event, and state R as recovered from an unrest. Classification of the
region into different states is discussed in detail in section 3.2.2 for the ground truth
dataset. At any given time, an agent calculates its similarity with other agents, the unrest
transmission probability, and the historical contact between the states, as discussed in
Section 3.3 of Chapter 3. After calculating the transition probability, the agent transitions
into the next state based on a pseudo-generated random number. If the random number is
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smaller than the calculated probability, then the agent stays in the same state; otherwise,
the agent transitions into the next state.

4.3
4.3.1

Evaluation Metrics
Brier Score

The Brier score (Brier, 1950) is a commonly used measure for the assessment of the
probability forecasts. It is a score function that measures the gap between the forecast
probabilities and the observed outcomes and gives the accuracy of the probabilistic
predictions. Often applied to the tasks which consist of prediction of mutually exclusive
discrete outcomes which can be either binary or categorical in nature with some assigned
probabilities, and the probabilities assigned to the set of possible outcomes add to one. It
is the mean squared difference between the forecast probability and the observed
outcome. Therefore, the lower the Brier score, the better the predictions. 𝐵𝑆 can take on
values in the range [0, 1], a perfect forecast having a value of 0, and the worst forecast
having a value of 1.
Equation 6.1 gives the Brier score 𝐵𝑆
𝐵𝑆 =

1
𝑁

2
∑𝑁
𝑡=1(𝑓𝑡 − 𝑜𝑡 )

(4.1)

where 𝑁 is the number of samples, 𝑓𝑡 is the probability and 𝑜𝑡 is the observation of the
event in the real world, and it is given the value of either 0 or 1.
𝑜𝑡 = {

1 𝑖𝑓 𝑒𝑣𝑒𝑛𝑡 𝑜𝑐𝑐𝑢𝑟𝑠
}
0 𝑖𝑓 𝑒𝑣𝑒𝑛𝑡 𝑑𝑜𝑒𝑠𝑛𝑜𝑡 𝑜𝑐𝑐𝑢𝑟
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In our model, at each time step of simulation, we would have the transition probability of
each of the agents and the next state of the agent. We compare the agent’s next state with
the actual state given in the ground truth dataset. If the agent’s prediction matches, then
𝑜𝑡 = 1 else 𝑜𝑡 = 0. We calculate the Brier score for all the observation of the possible six
transitions.

4.3.2

Quality Metric

To evaluate the output of the simulation, we use two metrics. First, we define Quality 𝑄𝑘
as the ratio of 𝐴𝑘 to 𝑀𝑘 , where 𝑀𝑘 is the number of the regions whose transition
probability falls in the interval (𝑘, 𝑘 + 0.1), 𝐴𝑘 is the number of the regions whose
predicted state matches to the actual ground-truth state. The ideal value for each interval
would be the midpoint of the interval. Finally, we calculate the root mean square error for
the Quality metric which will let us know Quality of the simulation.
𝑔

𝑄(𝐼𝑙𝑜,𝐼ℎ𝑖 ) =

∑𝑛𝑡=0 ∑𝑖∈𝑅

𝑝

𝑓(𝑆𝑖,𝑡+1 =𝑆𝑖,𝑡+1)

(4.2)

𝑝

𝑓(𝐼𝑙𝑜 ≤𝑃𝑖 (𝑆𝑖,𝑡+1 )<𝐼ℎ𝑖)
𝑔

Where 𝐼𝑙𝑜 and 𝐼ℎ𝑖 is the lower and the higher limit of the interval, 𝑆𝑖,𝑡+1 is the actual state
𝑝
of agent 𝑖 at time 𝑡 + 1 as seen in the ground truth data 𝑆𝑖,𝑡+1
is the predicted state of the

agent 𝑖 for time 𝑡 + 1. The function 𝑓 gives the count of the values. Thus, the Q-value
obtained gives the probability-based accuracy based on the probability interval.

Likewise, the error is calculated based on the deviation from the expected/ideal Q-value,
which is given by the Equation 4.3
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𝐸(𝐼𝑙𝑜,

𝐼ℎ𝑖 )

= |𝑄(𝐼𝑙𝑜−𝐼ℎ𝑖 ) −

(𝐼𝑙𝑜 + 𝐼ℎ𝑖)
2

|

(4.3)

Similarly, the RMSE Q-value is the root mean square of the summation of the errors over
all the probability intervals given by the Equation 4.4

RMSE Q-value = √

4.3.3

2
∑0.9
𝐼𝑙𝑜 =0.0 𝐸(𝐼 ,𝐼 + 0.1)
𝑙𝑜 𝑙𝑜

# 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠

(4.4)

ROC and AUROC

ROC (Receiver Operating Characteristics) is a probability curve that provides the
performance of classification at various thresholds (ref). The ROC is created by plotting
the true positive rate (TPR) against the false positive rate (FPR) at various thresholds.
The true positive rate (also known as recall) is the ratio of number of true positives
divided by the sum of the true positives and the false negatives. It is also known as
sensitivity. Likewise, the false positive rate is the of number of false positives divided by
the sum of the true positives and the false negative. It is also the probability of false
alarm. ROC analysis provides us the tool to analyze the models and helps us choose the
optimal models. It gives us the trade-offs between true positives and false positives.

The AUROC is the area under the ROC curve (ref). It is a value between 0 and 1 that
gives us a sense of how powerful the model is in correct classifications. The value
between 0.9 – 1 show indicates a strong classifier, the value between 0.8 – 0.9 a good
classifier, the value between 0.7-0.8 a fair classifier, the value between 0.6-0.7 a poor
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classifier, and the value between 0.5 – 0.6 shows that the classifier is has very minimal
classification power.
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Chapter 5
5
5.1

Results
Investigating the viability of the equations

In this section, we investigate the equations provided in Section 3.3. The equations are
based on Aleman et. al. and translated to the disease spread model. For Investigating the
equations, we convert the problem to a problem of classification. That is, can the model
classify the regions into their correct states? We examine the result for three states using
the ROC curve and the AUROC curve, as shown in Figures 5.1, 5.2 and 5.3.

Figure 5.1 ROC curve results from the model for monthly classification from 2016 – 2020
for Tamil Nadu
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Figure 5.2 ROC curve results from the model for monthly classification from 2016 – 2020
for Andhra Pradesh

Figure 5.3 ROC curve results from the model for monthly classification from 2016 – 2020
for Himachal Pradesh
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According to the AUROC value in Table 5.1 the equations are feasible for Tamil Nadu
and Andhra Pradesh but not so for Himachal Pradesh. One of the reasons that the
equations fail for the Himachal Pradesh could be because of the use of geo-spatial
distance in the neighborhood distance function. To clarify, the neighborhood distance
function (refer to Equation 3.1) is also based on geo-spatial distance with the assumption
that the actual distance people must travel is nearly equal to the spatial distance which
may not be true for hilly states such as Himachal Pradesh because of the presence of
geographic barriers like mountains, forest, wetlands, rivers etc. This increases the actual
distance that needs to be traveled between two districts of Himachal Pradesh which is not
accounted by the geo-spatial distance. This could be solved by some modification on the
model which we suggest in the future work.

Table 5.1 AUROC value of the model
State

AUROC

Tamil Nadu

0.76

Andhra Pradesh

0.79

Himachal Pradesh

0.56

5.2

Investigating the SIR Model

In this section, we investigate the simulation results of the SIR model for three states:
Tamil Nadu, Andhra Pradesh and Himachal Pradesh. The implementation of the model is
discussed in detail in Chapter 4. Specifically, in Sections 4.1 and 4.2 of Chapter 4, we
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discuss the agent design and environment design, respectively. The parameter of the
simulation is the neighborhood size which is set to the value of 0.5 for the baseline
model. The neighborhood size parameter and the method to find neighbors along with the
distance function have been discussed in detail in Section 3.2.3 of Chapter 3. The model
outputs a file which contains the transition probability and the current state and the next
state of each district in respective time. We use the transition probabilities, current state
and next state from the simulated result along with the actual state from the ground truth
data to compute the Q-value at each interval of probability from 0 to 1 with step size of
0.1, and the Brier score for each transition from one state to another. The SIR model has
six possible transitions: 1) Susceptible to Susceptible (S -> S), 2) Susceptible to Infected
(S -> I), 3) Infected to Infected (I -> I), 4) Infected to Recovered (I -> R), 5) Recovered
to Recovered (R -> R), and 6) Recovered to Susceptible (R -> S). Table 5.2 presents the
Q-value for each interval for states Tamil Nadu, Andhra Pradesh, and Himachal Pradesh.
The midpoint is given as it is the ideal Q-value for each interval and would be used to
calculate the deviation from the simulated Q-value and finally the RMSE of the Q-value.
Likewise, Table 5.3 provides the Brier Score for each kind of possible transition

Table 5.2 Average Q-value of 30 simulation for each probability interval of the simulation
result with neighborhood size 0.5 for all three states with SIR model (𝜎 < 7.8 ∗ 10−3)
Probability

Ideal Q-value

Q-value
Andhra

Interval

Midpoint

Tamil Nadu

Himachal Pradesh
Pradesh
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0-0.1

0.05

0.10

0.20

0.75

0.1-0.2

0.15

0.32

0.43

0.62

0.2-0.3

0.25

0.44

0.45

0.57

0.3-0.4

0.35

0.53

0.50

0.70

0.4-0.5

0.45

0.53

0.48

0.43

0.5-0.6

0.55

0.59

0.64

0.31

0.6-0.7

0.65

0.63

0.59

0.53

0.7-0.8

0.75

0.69

0.50

0.50

0.8-0.9

0.85

0.74

0.62

0.50

0.9-1

0.95

0.81

0.72

0.57

0.12

0.19

0.37

RMSE – Q value

Table 5.3 Average Brier Score of 30 simulations for each transition of the simulation
result with neighborhood size 0.5 for all three states (𝜎 < 1.9 ∗ 10−5)
Unrest State

Brier Score
Andhra

Transition

Tamil Nadu

Himachal Pradesh
Pradesh

S -> S

0.38

0.28

0.36

S -> I

0.20

0.45

0.49

I -> I

0.12

0.13

0.21

I -> R

0.29

0.33

0.50

R -> R

0.38

0.33

0.37

R -> S

0.21

0.39

0.42
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Total

0.21

0.27

0.36

First, consider Table 5.2 regarding the Q-value as the evaluation metric, we observe the
following.

•

The Q-values of the lower (0-0.1, 0-0.2, 0-0.3) and higher (0.7-0.8, 0.8-0.9, 0.9-1)
probability intervals are closer to the ideal Q-values for Tamil Nadu compared to
the other two states (i.e., Andhra Pradesh and Himachal Pradesh).

•

The Q-values of the lower and higher probability intervals for Andhra Pradesh are
not close to the ideal Q-values.

This suggests that the model's predictions are closer to what is observed in the ground
truth data for Tamil Nadu compared to Andhra Pradesh and Himachal Pradesh.

•

Overall, we can observe that Tamil Nadu and Andhra Pradesh have a similar
pattern of increase in Q-values with an increase in the probability interval.

The above pattern is more prominent in the case of Tamil Nadu as Andhra Pradesh shows
some decreasing trends where, for example, the Q-value decreases from 0.64 (at interval
0.5-0.6) to 0.59 (at interval 0.6-0.7). The prominent increasing pattern in Tamil Nadu
suggests that the model is more consistent across all probability intervals for Tamil Nadu
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while Andhra Pradesh has some inconsistency across its probability intervals in terms of
Q-values.

The reason for such inconsistency is that the number of agents in the case of Andhra
Pradesh is 13, which is lower than that in Tamil Nadu, 32, and the tapered shape of the
state of Andhra Pradesh compared to Tamil Nadu (refer to Figure 4.1). That causes the
far end located agents to have only few neighbors influencing them (boundary issue),
which affects the quality of the simulation due to randomness and brings inconsistency to
the quality over the probability intervals.

•

On the other hand, our modeling of Himachal Pradesh over-predicts for the lower
probability intervals and shows some decreasing trend at probability intervals
increase, which is completely different from what we observed for the other two
states, Tamil Nadu and Andhra Pradesh. The Q-values for Himachal Pradesh are
inconsistent with respect to probability intervals.

The reason for such results was discussed in Chapter 5, Section 5.1 where we evaluated
the feasibility of the equations. Briefly, we have pointed out that in the case of Himachal
Pradesh, the spatial distance could be different from the actual distance that needs to be
traveled due to the hilly geographical terrain and presence of other geographical barriers
in the state.
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Second, consider Table 5.3, regarding the Brier score as the evaluation metric whose
value lies between 0 to 1 and with the acceptable value lower than 0.25, we observe the
following:

•

All the three states have higher than acceptable Brier sore for the transition from
Susceptible to Susceptible (S -> S) (with the lowest Brier score of 0.28 for
Andhra Pradesh), higher than acceptable Brier score for the transition from
Infected to Recovered (I -> R) (with the lowest Brier score of 0.29 for Tamil
Nadu), and higher than acceptable Brier score for the transition from Recovered
to Recovered (R -> R) (with the lowest Brier score of 0.36 for Himachal Pradesh).

This suggests that the performance of the model regarding Brier score is relatively weak
for the transition from Susceptible (S -> S), Infected to Recovered (I -> R), and
Recovered to Recovered (R -> R) for all three states. The reason for this is due to the
ambiguity around considering an agent in Susceptible or Recovered state while preparing
the ground truth which is discussed in Chapter 3, section 3.2.2. And another reason is the
lower data quality for the SCEIGE factors. Mostly, due to lack of proper spatial and
temporal resolution of the data which has significantly reduced the performance of the
model.

We also observe the following:
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•

All the three states have lower than acceptable Brier Score for the transition from
Infected to Infected (I -> I) with Brier score of 0.12, 0.13, and 0.21 for Tamil
Nadu, Andhra Pradesh, and Himachal Pradesh respectively.

This suggests that the performance of the model regarding Brier score is relatively better
for the transition from Infected to Infected is (I -> I) for all the three states. The reason is
that the number of agents in the infected state is comparatively higher than in other states.
Due to which the probability of the neighboring agent being in infected state is higher
thus its easier for the agent to stay in the infected state and harder for them to change the
state from Infected to Recovered. Therefore, the model is biased towards the transition
from Infected to Infected (I -> I) state.

We also observe the following:

•

Tamil Nadu has a lower than acceptable Brier score for the transition from
Susceptible to Infected (S -> I) (with a Brier score of 0.2) and a lower than
acceptable Brier score for the transition from Recovered to Susceptible (R -> S)
(with a Brier score of 0.21).

•

Only Tamil Nadu has the acceptable total Brier score of 0.21, whereas the Andhra
Pradesh and Himachal Pradesh have the total Brier scores of 0.27 and 0.36,
respectively
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This suggests that for Tamil Nadu, the performance of the model regarding the Brier
score is relatively better for the transition from Susceptible to Infected (S -> I),
Recovered to Susceptible (R -> S). However, it is not as good as for the transition from
Infected to Infected (I -> I). Therefore, overall, the model performs well for Tamil Nadu.

All the above observations imply that social unrest has some complex characteristics.
Therefore, it may not be best to consider an agent in a recovered state at any time, as in
the case of infectious disease. That is because there is no specific immunity developed
against social unrest once it disappears, i.e., similar unrest could arise and decay
numerous times without ever being resolved or considered by the authorities. One of the
other things we can learn is that maybe there should be a distinction between the resolved
social unrest and that disappears by itself. Then, we could introduce positive events for
the resolved social unrest and lead to better results with the SIR model.

5.3

Investigating the SIS Model

In this section, we investigate the simulation results of the SIS model for three states:
Tamil Nadu, Andhra Pradesh, and Himachal Pradesh. The implementation of the model
is discussed in detail in Chapter 4. Specifically, in Sections 4.1 and 4.2 of Chapter 4, we
discuss the agent design and environment design, respectively. The simulation parameter
is the neighborhood size which is set to the value of 0.5 for the baseline model. The
neighborhood size parameter and the method to find neighbors and the distance function
have been discussed in detail in Section 3.2.3 of Chapter 3. The model outputs a file that

65

contains the transition probability and the current state and the next state of each district
at the respective time. We use the transition probabilities, current state, and next state
from the simulated result along with the actual state from the ground truth data to
compute the Q-value at each interval of probability from 0 to 1 with a step size of 0.1,
and the Brier score for each transition from one state to another. The SIR model has four
possible transitions: 1) Susceptible to Susceptible (S -> S), 2) Susceptible to Infected (S > I), 3) Infected to Infected (I -> I), 4) Infected to Susceptible (I -> S), Table 5.4 presents
the Q-value for each interval for states Tamil Nadu, Andhra Pradesh, and Himachal
Pradesh. The midpoint is given as it is the ideal Q-value for each interval and would be
used to calculate the deviation from the simulated Q-value and, finally, the RMSE of the
Q-value. Likewise, Table 5.5 provides the Brier Score for each kind of possible
transition.

Table 5.4 Average Q-value of 30 simulations for each probability interval of the
simulation result with neighborhood size 0.5 for all three states with SIS model (𝜎 < 3.5 ∗
10−3 )
Probability

Ideal Q-value

Interval

Midpoint

Q-value
Andhra
Tamil Nadu

Himachal Pradesh
Pradesh

0-0.1

0.05

0.00

0.00

0.12

0.1-0.2

0.15

0.12

0.25

0.14

0.2-0.3

0.25

0.33

0.26

0.33
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0.3-0.4

0.35

0.46

0.29

0.39

0.4-0.5

0.45

0.49

0.45

0.50

0.5-0.6

0.55

0.51

0.53

0.42

0.6-0.7

0.65

0.58

0.66

0.59

0.7-0.8

0.75

0.62

0.61

0.50

0.8-0.9

0.85

0.71

0.74

0.59

0.9-1

0.95

0.85

0.78

0.65

0.08

0.09

0.16

RMSE – Q value

Table 5.5 Average Brier Score of 30 simulations for each transition of the simulation
result with neighborhood size 0.5 for all three states (𝜎 < 2.4 ∗ 10−5 )
Unrest State

Brier Score
Andhra

Transition

Tamil Nadu

Himachal Pradesh
Pradesh

S -> S

0.21

0.23

0.28

S -> I

0.19

0.20

0.29

I -> I

0.17

0.19

0.29

I -> S

0.24

0.23

0.27

Total

0.20

0.22

0.28

First, consider Table 5.5 regarding the Q-value as the evaluation metric, we observe the
following.
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•

The Q-values of all the probability intervals are closer to the ideal Q-values for
Tamil Nadu and Andhra Pradesh than Himachal Pradesh.

•

Overall, we can observe that Tamil Nadu and Andhra Pradesh have a similar
pattern of increase in Q-values with an increase in the probability interval.

The above pattern is more prominent in the case of Tamil Nadu as Andhra Pradesh shows
some decreasing trends where, for example, the Q-value decreases from 0.66 (at interval
0.6-0.7) to 0.61 (at interval 0.7-0.8). The prominent increasing pattern in Tamil Nadu
suggests that the model is more consistent across all probability intervals for Tamil Nadu.
At the same time, Andhra Pradesh has some inconsistency across its probability intervals
regarding Q-values, similar to what we observed for the SIR model in Section 5.2. The
reason for such inconsistency is discussed in Section 5.2

We also observe the following:

•

Overall, we can observe that the Q-values for the Himachal Pradesh also show the
hint of increasing trend although it has high RMSE -Q value of 0.16 compared to
other two states

In the above observation, the Q-value of Himachal Pradesh is closer to the ideal Q-value
with some increasing trend and slightly different from what we observed in the SIR
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model in Section 5.2. This could be because the SIS model is not biased towards the
transition from Infected-to-Infected state, unlike the SIR model.

Finally, consider Table 5.3, regarding the Brier score as the evaluation metric whose
value lies between 0 to 1 and with the acceptable value lower than 0.25, we observe the
following:
•

Tamil Nadu and Andhra Pradesh have lower than acceptable Brier scores for all
four transitions:
o Susceptible to Susceptible (S -> S) with Brier scores of 0.21 and 0.23,
respectively
o Susceptible to Infected (S -> I) with Brier scores of 0.19 and 0.20,
respectively
o Infected to Infected (I -> I) with Brier scores of 0.17 and 0.19, respectively
o Infected to Susceptible (I -> S) with Brier scores of 0.20 and 0.22,
respectively

•

The overall Brier score of Tamil Nadu and that of Andhra Pradesh are also lower
than the acceptable Brier score with 0.20 and 0.22, respectively

This suggests that the performance of the model regarding the Brier score is relatively
good for all four transitions and overall, for Tamil Nadu and Andhra Pradesh. The main
reason for this is that there is no ambiguity around an agent being in a susceptible or
recovered state, as there is no recovered state in this case.
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However, the model still does not perform well for Himachal Pradesh as we also observe
the following:

•

Himachal Pradesh has a higher than acceptable Brier score for all four transitions:
o Susceptible to Susceptible (S -> S) with a Brier score of 0.28
o Susceptible to Infected (S -> I) with a Brier score of 0.29
o Infected to Infected (I -> I) with a Brier score of 0.29
o Infected to Susceptible (I -> S) with a Brier score of 0.27

•

The overall Brier score of Himachal Pradesh is also higher than the acceptable
Brier score with a Brier score of 0.28

This suggests that the performance of the model regarding the Brier score is relatively
weak for all four transitions and overall, for Himachal Pradesh. The reason for this has
been discussed in Chapter 5, Section 5., where we evaluated the feasibility of the
equations. Briefly, we have pointed out that in the case of Himachal Pradesh, the spatial
distance could be different from the actual distance that needs to be traveled due to the
hilly geographical terrain and the presence of other geographical barriers in the state.

The above observations imply that the agents could be better modeled by classifying
them into only two states, i.e., susceptible and infected states. In doing so, we do not have
to deal with the ambiguity of classifying an agent into the susceptible or recovered state
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in the ground truth. This implies that the SIS model might be better suited for modeling
social unrest and has potential for further exploration. Further, we will compare the SIR
and SIS models in detail in Section 5.4.

5.4

Comparing the SIR and SIS Models

In this section, we will compare the results of the SIR and SIS models, which we
presented in the previous Section 5.2 and 5.3. The primary difference between the SIR
and SIS Model is that the SIR model assumes that the patients develop immunity against
the disease once they recover. In contrast, there is no immunity even once recovered in
the SIS model. Hence the SIS model does not have the recovered state. When applying
the models to our domain of analyzing social unrest, it means the agents (regions) also
are only considered to be in susceptible and infected state but not in recovered state.

First, in comparing the SIR and SIS models regarding Q-value (refer to Tables 5.2 and
5.4), we observe the following:
•

Tamil Nadu shows a prominent increasing pattern for both the SIR and SIS
models. But the SIS model performs better than the SIR with RMSE Q-value of
0.08 and 0.12, respectively.

•

Andhra Pradesh also shows an increasing pattern but with some inconsistency for
both the SIR and SIS models. But the SIS model performs better than the SIR
with RMSE Q-value of 0.09 and 0.19, respectively.
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This suggests that the SIS model performs better than the SIR model for Tamil Nadu and
Himachal Pradesh. The possible reason for this could be because the SIR model is biased
towards the transition from Infected-to-Infected state, as discussed in Section 5.2.
Briefly, the reason is that the number of agents in the infected state is comparatively
higher than in other states which causes the model to be biased towards the infected state.

We also observe the following:

•

For Himachal Pradesh, an increasing pattern is apparent for the SIS model, but no
such pattern is observed for the SIR model with RMSE Q-value of 0.16 and 0.36,
respectively.

This suggests that the SIS model performs better than the SIR model for Himachal
Pradesh. The improvement is particularly significant as the SIR model performed poorly
for Himachal Pradesh.

Finally, in comparing the SIR and SIS models regarding Brier score (refer to Tables 5.3
and 5.5), we observe the following:

•

The SIR model has a lower Brier score for the transition from Infected to Infected
(I -> I) in comparison to the SIS model for all three states:
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o Tamil Nadu has a Brier score of 0.12 and 0.17 for the SIR and SIS models,
respectively.
o Andhra Pradesh a has Brier score of 0.13 and 0.19 or the SIR and SIS
models, respectively.
o Himachal Pradesh a has Brier score of 0.21 and 0.29 or the SIR and SIS
models, respectively.

This suggests that the SIR model performs better in predicting the transition from
infected to infected (I -> I) in comparison to the SIS model. This is because the SIR
model is biased towards the transition from infected to infected, as discussed in Section 5.

We also observe the following:

•

The SIS model has a lower overall Brier score in comparison to the SIS model for
all three states
o Tamil Nadu has a Brier score of 0.21 and 0.20 for the SIR and SIS models,
respectively.
o Andhra Pradesh has a Brier score of 0.27 and 0.22 for the SIR and SIS
models, respectively.
o Himachal Pradesh has a Brier score of 0.36 and 0.28 for the SIR and SIS
models, respectively.
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This suggests that the SIS model performs better in predicting overall transition in
comparison to the SIS model.

From the above observation, we conclude that the SIS model performs better than the
SIR model and is more robust. It also implies that the social unrest is better modeled
without the recovered state. In the next section, we will further analyze the SIS.

5.5

Further Analysis of the SIS Model

In this section, we explore the ways to increase the quality and predictive power of the
SIS model. The quality of the data used in modeling the agent's attributes known as the
region vector—as shown Equation 3.9 in Section3.3.1.1 of Chapter 3—affects the
model's performance. The lower quality data causes the model to underperform. This
lower quality of data is because of the unavailability of data for the SCEIGE factors and
proxies to measure the variable used to model each region (i.e., agent). The data quality is
poor mainly because the resolution and scale of the data are not appropriate. For example,
most SCEIGE factors only have yearly temporal resolution, but different temporal scales
are needed for our model (refer to Table 3.2). Thus, we resorted to using statistical
techniques to resolve the data to the proper scale as discussed in Chapter 3 Section 3.2.
The statistical techniques used are not sophisticated enough to produce higher confidence
data as resolving data was not the main research focus on this thesis. Therefore, we used
the available techniques and weighed the data with the confidence level. Hence there is
minimal variation among the resolved monthly values. Because of this inherent weakness
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in the data used for our modeling, here we explore a technique to enhance the
performance of the SIS model.

Here we explored the constant  value given in Equation 3.10. Briefly,  gives us the
proportion by which we consider the likelihood at the previous time value and the
influence of the neighbor in the current time step; that is, the higher the , the lower
weight is given to the influence by the neighbors, and vice-versa. We speculated that
fine-tuning this  value for each region would further improve the performance of the
SIS model. This is because the value of alpha is inversely proportional on the variation
among current region vector and previous region vector. Due to minimal variation in
region vector alpha seemed to be constant with very high value. Thus, in the following,
we investigated the performance of the SIS model using three  values: 0.25, 0.50, and
0.75.

Here we choose three different  value of 0.25, 0.5, and 0.75. The reason for considering
only three values of  is because of the exponential time complexity involved in
considering all possible values. Likewise, the neighborhood size of 0.5 is chosen for all
three  values for ease of comparing.

Tables 5.6, 5.8, and 5.10 present the Q-value for each interval for different values of 
for states Tamil Nadu, Andhra Pradesh, and Himachal Pradesh respectively. The
midpoint is given as it is the ideal Q-value for each interval and would be used to
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calculate the deviation from the simulated Q-value and, finally, the RMSE of the Qvalue. Likewise, Tables 5.7, 5.9, and 5.11 provide the Brier Score for each kind of
possible transition for different values of  for states Tamil Nadu, Andhra Pradesh, and
Himachal Pradesh respectively.

Table 5.6 Average Q-value of 30 simulations for each probability interval of the
simulation result with alpha values of 0.25, 0.5 and 0.75 and neighborhood size 0.5 for
Tamil Nadu (𝜎 < 7.3 ∗ 10−3 )
Q-value – Tamil Nadu

Probability

Ideal Q-value

Interval

Midpoint

 = 0.25

 = 0.5

 = 0.75

0-0.1

0.05

0.00

0.08

0.00

0.1-0.2

0.15

0.12

0.16

0.13

0.2-0.3

0.25

0.32

0.35

0.31

0.3-0.4

0.35

0.45

0.42

0.45

0.4-0.5

0.45

0.49

0.44

0.49

0.5-0.6

0.55

0.51

0.60

0.51

0.6-0.7

0.65

0.58

0.64

0.58

0.7-0.8

0.75

0.62

0.71

0.62

0.8-0.9

0.85

0.69

0.77

0.71

0.9-1

0.95

0.84

0.92

0.87

0.09

0.05

0.08

RMSE – Q value
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Table 5.7 Average Brier Score of 30 simulations for each transition of the simulation
result with alpha values of 0.25, 0.5, and 0.75 and neighborhood size 0.5 for Tamil Nadu
(𝜎 < 2.4 ∗ 10−5 )
Brier Score – Tamil Nadu

Unrest State
Transition

 = 0.25

 = 0.5

 = 0.75

S -> S

0.23

0.21

0.21

S -> I

0.19

0.18

0.19

I -> I

0.18

0.16

0.16

I -> S

0.24

0.22

0.23

Total

0.21

0.19

0.20

Table 5.8 Average Q-value of 30 simulations for each probability interval of the
simulation result with alpha values of 0.25, 0.5, and 0.75 and neighborhood size 0.5 for
Andhra Pradesh (𝜎 < 5.4 ∗ 10−3 )
Probability

Ideal Q-value

Q-value Andhra Pradesh

Interval

Midpoint

 = 0.25

 = 0.5

 = 0.75

0-0.1

0.05

0.00

0.00

0.00

0.1-0.2

0.15

0.15

0.17

0.21

0.2-0.3

0.25

0.26

0.27

0.27

0.3-0.4

0.35

0.38

0.32

0.29

0.4-0.5

0.45

0.49

0.47

0.47

0.5-0.6

0.55

0.53

0.53

0.53
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0.6-0.7

0.65

0.66

0.62

0.65

0.7-0.8

0.75

0.70

0.66

0.63

0.8-0.9

0.85

0.77

0.74

0.74

0.9-1

0.95

0.80

0.81

0.81

0.06

0.07

0.08

RMSE – Q value

Table 5.9 Brier Score for each transition of the simulation result with alpha values of 0.25,
0.5, and 0.75 and neighborhood size 0.5 for Andhra Pradesh (𝜎 < 2.4 ∗ 10−5 )
Brier Score – Andhra Pradesh

Unrest State
Transition

 = 0.25

 = 0.5

 = 0.75

S -> S

0.20

0.21

0.21

S -> I

0.22

0.23

0.24

I -> I

0.14

0.15

0.16

I -> S

0.22

0.23

0.23

Total

0.19

0.20

0.21

Table 5.10 Average Q-value of 30 simulations for each probability interval of the
simulation result with alpha values of 0.25, 0.5, and 0.75 and neighborhood size 0.5 for
Himachal Pradesh (𝜎 < 3.5 ∗ 10−3 )
Probability

Ideal Q-value

Q-value Himachal Pradesh

Interval

Midpoint

 = 0.25

 = 0.5

 = 0.75

0-0.1

0.05

0.12

0.12

0.12
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0.1-0.2

0.15

0.14

0.14

0.14

0.2-0.3

0.25

0.33

0.33

0.33

0.3-0.4

0.35

0.39

0.39

0.39

0.4-0.5

0.45

0.50

0.50

0.50

0.5-0.6

0.55

0.42

0.42

0.42

0.6-0.7

0.65

0.59

0.59

0.59

0.7-0.8

0.75

0.50

0.50

0.50

0.8-0.9

0.85

0.59

0.59

0.61

0.9-1

0.95

0.65

0.68

0.65

0.16

0.15

0.16

RMSE – Q value

Table 5.11 Average Brier Score of 30 simulations for each transition of the simulation
result with alpha values of 0.25, 0.5, and 0.75 and neighborhood size 0.5 for Himachal
Pradesh (𝜎 < 2.4 ∗ 10−5 )
Unrest State

Brier Score – Himachal Pradesh

Transition

 = 0.25

 = 0.5

 = 0.75

S -> S

0.28

0.28

0.28

S -> I

0.29

0.29

0.29

I -> I

0.29

0.29

0.29

I -> S

0.26

0.26

0.26

Total

0.28

0.28

0.28
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First, consider Tables 5.6 and 5.7 regarding for Tamil Nadu, we observe the following.

•

The Q-values of the probability intervals show the increasing pattern for  of
0.25, 0.5, and 0.75 with the RMSE-Q value of 0.09, 0.05, and 0.08, respectively.

•

The Brier scores for  of 0.25, 0.5, and 0.75 are 0.21, 0.19, and 0.20, respectively.

•

The least RMSE-Q value of 0.05 and the best brier score are obtained with the 
of 0.5.

This suggests that for Tamil Nadu with the current data, the model performs best (for
both RMSE-Q and Total Brier Score) with  = 0.5, i.e., equal weightage to both the
likelihood at the previous time value and the influence of the neighbor in the current time
step.

The Brier score for the Infected-to-Infected transition has the lowest Brier score across all
alpha values whereas the Infected-to-Susceptible transition has the highest Brier score
across all three alpha values which was also the case in Section 5.3. This means value
does not adverse

Second, consider Tables 5.8 and 5.9 for Andhra Pradesh, we observe the following.

•

The Q-values of the probability intervals show increasing pattern for  of 0.25,
0.5, and 0.75 with the RMSE-Q values of 0.06, 0.07, and 0.08, respectively.
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•

The Brier scores for  of 0.25, 0.5, and 0.75 are 0.19, 0.20, and 0.21, respectively.

•

The least RMSE-Q value of 0.05 and the best Brier score are obtained when  is
0.25.

This suggests that for Andhra Pradesh, with the current data, the model performs best (for
both RMSE-Q and Total Brier Score) with  = 0.25, i.e., 0.25 weightage is given to the
likelihood at the previous time value, and 0.75 weightage is given to the influence of the
neighbor in the current time step. The likely reason that the model performs better with
higher weightage to the influence of the neighbors is because agents in Andhra Pradesh
have very low number of neighboring agents (e.g., the average number of neighbors for
each district in Andhra Pradesh is 5.3 as opposed to 23.7 found for each district in Tamil
Nadu) due to its geographical structure and low numbers of districts in the state.

The Brier score for the Infected-to-Infected transition has the lowest score across all
alpha values whereas the Infected-to-Susceptible transition has the highest score across
all alpha values, which was also the case in Section 5.3. This means that the model
performs best on predicting the transition from Infected-to-Infected state whereas
performs worst for predicting Infected-to-Susceptible state. Since this is consistent over
all the alpha values it implies that the variation in alpha does impact all the transition in
similar ways; i.e., with change in , the Brier score value either increases or decreases for
all four transitions.
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Finally, consider Tables 5.10 and 5.11 regarding for Himachal Pradesh, we observe the
following.

•

The Q-values of the higher probability intervals of 0.8-0.9 and 0.9-1 show
changes for  of 0.25, 0.5, and 0.75 with RMSE Q-value of 0.16, 0.15, and 0.16
respectively.

•

Likewise, the Brier score for the different  values are the same, i.e., 0.28.

•

The least RMSE-Q value of 0.15 is obtained when  is 0.5 and the Brier score of
0.28 is same for all three  values of 0.25, 0.05 and 0.75

This suggests that for Himachal Pradesh, with the current data, the model performs
minimally better for RMSE-Q value with  = 0.5, i.e., equal weightage to both the
likelihood at the previous time value and the influence of the neighbor in the current time
step. The minimal change in RMSE-Q value is due to the change in Q-values of the
higher probability intervals as observed above. But the model performs exactly same for
Brier score of 0.28 with all three  values which is above the acceptable Brier score of
0.25 which implies that the model does not perform well for Himachal Pradesh.

Overall, the above observation shows that the  value can differ for different states and
should be tuned based on the state. We recommend that with the resolved data (i.e.,
SCEIGE data resolved using statistical techniques) the optimal value of  should be
determined by empirical analysis of the simulation results based on Brier Score. We also
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speculate that this is only the case when we do not have the monthly data and need to
resolve it ourselves. In case of availability of the data with monthly resolution for the
SCEIGE data of any state, we still advise using Equation 3.10 to calculate the value of 
iteratively. The reason for this is that in doing so, there is no need to find the optimal
value of  which is constant for all the agents at every time rather the agent calculates the
 dynamically at each time.
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Chapter 6
6
6.1

Conclusions and Future Work
Summary

In this thesis, we introduced a multiagent simulation framework to model social unrest.
We first introduced the SCEIGE factors that are used as the attributes of the agent in the
form of a region vector to help us model a region as an agent. We presented variables
such as labor wages, road density, gross domestic product, number of hospitals, and
standard precipitation index as the SCEIGE factors and proxies. We then provided a
statistical method to resolve the available data to proper spatial and temporal resolution
and scale. We used the SCEIGE data to create a region vector which is used to compute
the similarity between two agents, i.e., districts of the states in our case. We presented a
neighborhood distance function to help us determine the conceptual distance between any
pairs of agents based on their geo-spatial distance and region vector, which includes all
the SCEIGE factors. Likewise, we have provided a method to create a ground truth
dataset from the ACLED by aggregating the protest and riot events on a monthly scale
and a method to calculate the intensity of the unrest in a region. Similarly, we have
presented a method to classify each agent (district) into one of the states of Susceptible,
Infected, and Recovered in the SIR model and the Susceptible and Infected states in the
case of the SIS model. We then provided the equations to calculate the transition
probability of an agent to transition into any state of Susceptible, Infected, and Recovered
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in the SIR model and Susceptible and Infected state in the case of the SIS model. We
applied these equations and presented the SIR and SIS versions of agent-based models,
which allowed us to simulate and predict the next state of a region. We also have
presented an evaluation metric Q-value that gives the Quality of simulation at each
probability interval and the Brier score that gives the predictive power of the model.

We performed the experiments based on the three administrative states of India;(1) Tamil
Nadu, (2) Andhra Pradesh, and (3) Himachal Pradesh, with SCEIGE data from 2016 to
2020. First, we observed in Section 5.1 of Chapter 5, that the transition probability
equations are viable for Tamil Nadu and Andhra Pradesh based on the AUROC value of
0.76 and 0.79 respectively. However, the transition probability equations are not viable
for Himachal Pradesh based on AUROC value of 0.56. While it is possible that there are
problems in the equations, we pointed out that since our neighborhood distance function
(refer to Equation 5.1) also uses the geo-spatial distance to determine how far two regions
are, which could be limiting in the case of Himachal Pradesh as it is a hilly region with
several geographical barriers like mountains, forest, rivers etc. The geographical barriers
cause the actual distance to be higher than the geo-spatial distance which impacts the
neighborhood function. Therefore, the neighborhood function does not work in such
cases. Further, we analyzed the result of the simulated next state of agents as predicted by
the SIR and SIS model based on the Q-value and the Brier score as discussed in Sections
5.2 and 5.3 of Chapter 5 and presented the comparison of the two in Section 5.4. of 5. We
also presented the further analysis on the SIS model by tuning the  value for the three
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states. The results imply that the SIS model performs better than the SIR model for all
three states.
Finally, the main contribution of our work is that we successfully showed the feasibility
of the agent-based modeling approach for the spread of social unrest while treating
regions as an agent, which is a novel approach that we presented. Likewise, we presented
transition probability equations and showed their viability. Similarly, we presented
various SCEIGE factors to create region vectors, ways to resolve the issue with data
resolution, a multi-factorial neighborhood distance function to calculate conceptual
distance between agents, and an approach to creating a monthly aggregated ground truth
data.

6.2

Future Work

In this section, we will discuss the future works and modifications that could be explored
to make the model more robust.

In our model, we treat regions as agents whose attributes are given by the SCEIGE data
in the form of a region vector, as discussed in Section 3.2.1 of Chapter 3. Since most of
the factors are not available for the required temporal and spatial resolution levels as
presented in Table 3.2, we resolve the data resolution issue using available statistical
techniques as discussed in Section 3.2.1.1 of Chapter 3. Thus, one of the future works
could be to improve the quality of the data by either using paid data sources or working
on sophisticated statistical techniques customized for each SCEIGE factor.
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Likewise, currently, we use the same set of SCEIGE factors for all three states (refer to
Table 3.2). However, different states have different features (refer to Table 4.1). Thus,
the same set of SCEIGE factors may not be the best fit for all three states. One of the
future updates could be to use different sets of SCEIGE factors for different sets. i.e.,
using spatially aware SCEIGE factors. Such factors could be determined by empirically
analyzing the result of the model obtained by using different sets of SCEIGE factors and
choosing the set with the best result.

Similarly, we could modify the technique for calculating ground truth for unrest data as
discussed in Section 3.2.2. Currently, we classify a district into an infected state based on
the presence of any social unrest. One of the future works could be using a threshold
value i.e., the number of events must be at least above the threshold for a region to be
considered into the infected state. Such a threshold could be obtained by analyzing the
number of events occurring in each district and considering mean, median, or quantile
values. In doing so, we could devise a technique to have a consistent way of generating
ground truth for unrest data.

As discussed in Section 5.5 of Chapter 5, we know that Andhra Pradesh suffers from
having a low number of neighbors. Since the impact of the neighbors is not weighted
based on the number of agents rather summed together, the higher the number of
neighbors, the higher the cumulative impact of the neighbors to the agent. This could be
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resolved by giving the weightage to each neighbor with total weightage of 1. Thus, it
would significantly reduce the effect of having low numbers of neighbors. One of the
future works could be to implement an influence vector that would contain the weightage
of all the neighbors based on the shared boundary and population density of the agents
which we have discussed in brief in Section 3.2.3 of Chapter 3. Such an influence vector
might be derived by comparing the population density among the neighbors. Assuming
that the neighbor with the higher population density would have the higher influence and
vice versa. We could come up with an influence vector by weighting the population
density of all the neighbors. Likewise, we could also calculate the percentage of the
boundary the neighbors share to the district if they do any and weight based on the
boundary percentage.

As presented in Section 3.2.3 of Chapter 3, we also used geo-spatial distance in the
neighborhood distance function (refer to Equation 3.1) to calculate the conceptual
distance between two districts. However, the use of geo-spatial distance to calculate
distance between two pairs of agents is limiting when dealing with hilly states with
various geographical barriers such as those found in Himachal Pradesh, as discussed in
Section 5.1 of Chapter 5. We speculate that it could be one of the reasons for the SIR and
SIS models to fail for Himachal Pradesh. Thus, one of the future works could be to,
instead, use the traveling time as a proxy of the actual physical distance traveled between
two pairs of agents (districts) rather than the geo-spatial distance. The traveling time will
account for any geographical barriers and the availability of transportation infrastructure
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between the two states. To approximate the traveling time, we first need information
about all modes of transportation networks available between the districts of the state.
Google Maps API could be helpful to collect transportation network information. On the
other hand, since we use the centroid of each district, those points may not be
connected to the transportation network, bringing a new challenge. The potential
solution could be to use the coordinates of district headquarters rather than the
centroid of the district.

One of the main reasons the SIR model fails is because of the ambiguity in considering a
region recovered or susceptible, as discussed in Section 5.2 of Chapter 5. Introducing the
positive events carried out by the concerned authority of the region (district) could help
us identify the recovered states. The positive events could be introduced in the transition
probability equation for transitioning into the recovered state. Which could be one of the
future works for improving the SIR model. For example, the count of the positive events
could be recorded for each district and be used in the likelihood equation to reduce the
intensity of the events increasing the likelihood of transitioning to a recovered state or
remaining in the recovered state in case of the SIR model.

Another Further improvement could be to perform the simulation over other hilly states
to verify our speculation, stemming from our findings about Himachal Pradesh, about
the issues with neighborhood function in case of the hilly states.
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Likewise, currently, we are treating each state in isolation. Therefore, the districts at the
boundary of the states with tapered shapes suffer from having low numbers of neighbors
(boundary issue) as discussed in Section 5.2 of Chapter 5. One of the future works could
be to simulate over all states in India and extending to neighboring states while
determining the neighbors of an agent in the simulation. In doing so, the agents of the
states with tapered/asymmetrical shapes could explore neighbors beyond their own state.
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1.

Setup Instructions

This model was built as part of the research on anticipating the spread of social unrest
events at the University of Nebraska-Lincoln and Citadel University. This research is
funded by the National Geospatial-Intelligence Agency.

In our framework, each region acts as an agent that can communicate with other agents
within its predefined neighborhood. The software is built upon the Repast Symphony
(RS) 2.6 framework. Repast is an interactive Java-based modeling system designed for
use on workstations and small computing clusters. It is an open-source agent-based
modeling and simulation platform. A getting started guide can be found at. It is
recommended that the user goes through this guide before starting a new project or
modifying existing ones. However, some of the necessary details are covered in this
document.

2.

Brief introduction to Repast Symphony

In the Repast Symphony framework, the environment is initialized to extend the Repast
class ContextBuilder. In our project, we named this initializing class UnrestBuilder.
Thus, we can define our main agents as normal classes. Inside the UnrestBuilder, we
create an environment (Context). We then add the agents to this context and return it. In
our case, we defined an Event class to define the event-type agents and the Observer class
to create an observer agent.
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For Installing the Repast Symphony, please make sure you have Java 8 or later. The
installer can be found on the following link. It includes the required files according to the
system. You don’t need to install eclipse beforehand. It comes with the Repast
Framework. If you already have installed eclipse, I would suggest uninstalling eclipse
before installing Repast.

3.

Repast Features and Classes

3.1

Scheduling

We can create a method inside the agent class definition and add a scheduler to it. These
methods will be executed for each object of that agent class during simulation.

There is a context.xml file in the./.rs directory. We need to provide the projection types in
this file and give them unique ids. In our project, we are using the "geography" type
context, so we add that to the context.xml file. It is possible to add multiple projection
types.

We will be working with spatial data, and this means the data has geospatial components
(longitude, latitude) among other variables. The spatial distances will be calculated using
the Haversine formula.
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3.2

Unrest Builder Class

As introduced earlier, the Unrest Builder implements the Repast Symphony class Context
Builder. It must contain a build method that returns a Context object. Variables such as
NEIGHBORHOOD_SIZE and RUN_INDEX are all assigned values through the Repast
GUI. The descriptions of these parameters are written in the parameters.xml file in the
SocialUnrest.rs folder. For example, the "Death Intensity" and "Recovery Rate" are
written as:

After giving the input, the parameters are pulled into the context.

In our project we have different number of agents for different states. This is also done in
the Unrest Builder using the allRegion method. The method creates the given number of
agents and adds them to the context as agents.
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3.3

Region Class

Each region (administrative district) is an agent, an object of the Region class. Each
event, in general, has the following information. It has the location parameter, which is
the longitude and latitude. This is provided by the latlong.csv file. Likewise, we also
provide the region name, which is the name of the district. Similarly, we have region
index and SCEIGE variables. The start parameter indicates which tick should the method
start executing at, the interval parameter should be self-explanatory and, higher priority
means it gets executed first.

3.4

Neighbor Class

In this class, we define the neighborhood distance function. It uses both geospatial and
region vector distance. The region vector distance is the distance between the two region
vectors, which considers all the SCEIGE factors. Currently, we use the default weight of
0.5 for geospatial distance and 0.5for the region vector distance, which could be later
changed. The class has a constructor where we load the latitude and longitude data. In
addition, it contains methods to find neighbors. Details about the other helper methods
are provided with the help of the comments in the class.

3.5

Helper Classes

There are several helper classes defined in the model. These are well defined and
commented in the class itself. Following is the list of the helper classes and what they
actually do.
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a. CsvParser – could be used to read any csv file (reads the SCEIGE factors file by
default)
b. Bindex – used to calculate the 𝑏𝑖𝑗
c. Cindex – used to calculate the 𝑐𝑖𝑗
d. Tsim – used to calculate the 𝑡𝑖𝑗
e. Likelihood – used to calculate the likelihood
f. Probability – used to calculate the probability
g. Determinsestate – used to calculate the state of the region

4.

Instructions to run a simple simulation
a. Install the Repast Symphony software for Eclipse IDE. Installation Docs Here.
b. Open project SocialUnrest with Eclipse IDE.
c. Press the drop-down menu in the run button and choose "SocialUnrest Model",
this will open the RepastMain display.
d. The project includes the xml files for the simulation setup. If not found, setup
your own as follows:
•

Right-click Data Loaders, click on Set Data Loader.

•

Choose Custom ContextBuilder Implementation, press Next and select the
UnrestBuilder class (or your own class that you might have built).

e. Click the initialize button, this will load the data from the file Path, given in the
UnrestBuilder.
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f. Change different simulation parameters and click Play. The change in the
intensities is shown as change in the color of the events. If the color styling is not
working, create the display:
•

Right-click Displays, click Add Display.

•

Choose the projection type. In our case, it is GIS. You can add multiple
projection types. Click Next.

•

In the Agent Selection panel, Choose the agent classes you want to
display. (In our case, it's the Event class only). Click Next.

•

In the Agent Style panel, you can assign color themes and shapes to the
agents. Click on the Edit... button, this will further open the styling control
panel.

•

Click on the drop-down menu next to the Mark Size option and select
markSize. Then click on the Range Style tab, set Attribute to intensity,
change Classes to 8.

You can add GIS layers from the display panel. Again, reading the getting-started
document is recommended.

5.

Instruction to run this model in batch mode on HCC server

Batch running this model on local or even on a remote machine is straightforward, and
you can refer to the online guide to do so. But I struggled for a while to get this running
on HCC servers because of duo authentication and the fact that it was still my computer
sending instructions to the remote server. I wanted to just run everything on the HCC and
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not use my pc at all. I considered converting the project to C++ and using another version
of Repast specially designed for high-performance computing. But I discovered that
several packages required were missing or there were version conflicts with the HCC. So,
we will continue to use the Java version and do the following.
a. Set up the batch parameters.
b. Click on the Create Model Archive for Batch Runs button on the top (shown in
figure below). This will create a complete_model.jar file.
c. Create a file local_batch_run.properties and put the info below. The information
should mostly be self-explanatory, you can change the instance count and other
directories. I put this file in the same folder as the archive jar far that I got from
the 2nd step.

now you can create and run a SLURM file such as repastJob.slurm
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6.

Navigate through the project

6.1

Input Files

There are three folders in the data folder for each state for input files. Each folder
contains the following file:
a. Weighted.csv -> It contains weighted SCEIGE factors + number of events +
intensity of events
b. Nonweighted.csv -> It contains non weighted SCEIGE factors + number of events
+ intensity of events
c. Latlong.csv -> It contains the latitude and longitude of the centroid of each district
d. Boundary.csv -> It contains the percentage of boundary shared with another
district (mentioned in future update)
e. Pop_density.csv -> It contains the population density of each district of the state
f. Random_num.csv -> contains the random numbers generated using the python
random function (used to make the decision for the next state of the agent)
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6.2

Output File

An output file is generated by using the file sink feature of the Repast simulation
window. It contains the following things:
a. District Name – Name of the district
b. Current State – State at the present time
c. Next State – Simulated/Predicted state for the next time
d. Change State – Calculated probability to change the state
e. Same State – Calculated probability to remain in the same state
f. Timestep – Time step of the simulation
g. RunIndex – Used to tack the batch of the random numbers

6.3

Instructions to change parameters for different States

Simulations can be done for three different admin-states of India. The process of
changing from one to another admin-state is not automated therefore following things
should be considered while changing.
a. Change default path in the CsvParser.java
b. Change number of regions in UnrestBuilder.java
c. Change number of regions in Determinestate.java
d. Change districts name string and latlong.csv path in Region.java
e. Change latlong.csv path and max distance values in Neighbor.java
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7.

Program Architecture

Below is the figure which shows which helper function is used in each of the classes and
the main flow of the program:

The arrow in the above figure means that the pointed class uses the helper class. All the
methods in the helper class are public so that any other class can access them. One of the
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upgrades could be to make some of the helper class methods private so that you won’t
accidentally modify the data from any other class.

8.

Time Estimation

The execution time depends on the number of agents in the simulation. Therefore, the
time of simulation of a single run for Tamil Nadu is around 25 minutes. Likewise, for
Andhra Pradesh and Himachal Pradesh, it only takes 10 and 8 minutes per simulation.
These numbers may vary per the local machine used for the simulation. I used the local
machine with a 2.6 GHz 6-Core Intel Core i7 processor used in the MacBook Pro.

Execution time on HCC depends on the priority order and waiting time, but usually, it
scales similar to my local machine. You can also set the time parameter in the Slurm job
file. Note: HCC also has online presentations and seminar classes ongoing each
semester. Therefore, I suggest going through those is a good way to start learning about
HCC. Recently we shared the code with the HCC to analyze our needs and help us
accordingly. You may also contact the HCC for further updates on those things.

9.

Things to consider

There are various things to consider while running the model. Following are a few
challenges that I had to go through.
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a. Problem with the GIS display - one solution that worked is to reload the model
from the start by clearing all the previous versions in the workspace. Also, please
check the Java version.
b. Problem while running the model in the HCC – Often, the model fails to compile
on HCC if you have used the versions not available in HCC. So, while compiling
the batch model, choose the correct version of JRE. Note: You can have multiple
versions loaded in eclipse and switch them as per the need.
c. The output is aggregated in the batch model – since the output of the batch model
is aggregated (Note: I couldn’t figure out how to segregate the outputs per
simulation). Therefore, I added the run parameter to the output so that I could
segregate the results afterward.
d. To improve the time, you may explore the iterative coding approach for some of
the helper classes. Currently, I have used the recursive approach, which is more
intuitive. However, the recursive approach uses a lot of memory to hold the
intermediate results in the stack, due to which the program may crash. One of the
alternative solutions could be to pre-calculate the indices and load them instead of
calculating them recursively. I also tried saving the values in a static variable and
using those values if they were calculated in the previous iterations (dynamic
programming approach). But maintaining a list and accessing it afterward was
equally space/time expensive. Maybe using the hash Map data structure rather
than a list of lists is better as the hash Map could be accessed in constant time.
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10.

Some useful links

Following are some of the useful links:
a. HCC guide: here
b. SLURM guide: here
c. How to change Java version in an Eclipse Project: here
d. Git Hub link to the project: here

