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CHAPTER I 
INTRODUCTION 
The original decision to build commercial nuclear power 
plants was based upon the economic potential of fission 
produced power. In the mid 1950's, it became apparent that 
nuclear fission could be an economically attractive alter-
native to fossil fueled electrical generating stations. It 
was at this time that construction of the first commercial 
demonstration plants utilizing the nuclear fission process 
as a heat source for electric power generation was begun. 
The first commercial nuclear power plants were one-of-
a-kind installations. Yankee Rcwe, the pioneer commercial 
pressurized water reactor, was designed by Westinghouse. 
The reactor core consisted of 76 stainless steel clad fuel 
assemblies containing slightly enriched uranium. Each fuel 
assembly was enclosed in a stainless steel channel to control 
the reactor core coolant flow distribution, to provide 
assembly structural strength, and to provide a bearing 
surface for the cruciform control rods used for short-term 
power control and reactor shutdown. 
The first core of Yankee Rowe was designed for a 
life of 8,000 MWD/MTU. At the end of the first cycle of 
operation, the entire first core was discharged, and a new 
2 
slightly-enriched uranium fueled core was inserted. The 
second core was designed for multi-cycle irradiation with a 
three-region out-in, fuel shuffling scheme; the centermost 
fuel region was discharged from the reactor at the end of 
each cycle of operation. 
The first Babcock and Wilcox nuclear power reactor 
2 
was Indian Point 1, a 270 MWe plant utilizing fossil-fired 
superheaters. The first core of Indian Point 1 was radically 
different from any other fuel loading in a commercial light 
water reactor in that it was designed to breed uranium-233 
from thorium. The first core fuel consisted of 120 fuel 
assemblies utilizing highly enriched uranium and thorium as 
fuel. The original plan was to convert fertile thorium-2 32 
to uranium-233 and recycle the bred uranium in the reactor 
to take advantage of its superior neutronic value as compared 
to the plutonium produced in slightly enriched uranium fuel. 
However, problems arose with reactor operations, and 
commercial facilities capable of reprocessing and refabri-
cating the irradiated uranium-thorium fuel mixture were not 
developed. At the end of the first cycle of operation, 
Indian Point 1 discharged the entire uranium-thorium fuel 
loading and inserted a fresh core consisting of slightly 
enriched uranium fuel assemblies. 
Combustion Engineering's first commercial power reactor 
3 
was Palisades. The fuel design for Palisades was also 
significantly different from that used in other pressurized 
3 
water reactors. This unique fuel design was the result of 
the use of cruciform control rods for supplemental reactivity 
control and reactor shutdown. 
The first Boiling Water Reactors designed by General 
Electric reflected rapidly evolving design variations. 
4 . 
Dresden 1, the first commercial Boiling Water Reactor, 
utilized 464 fuel assemblies. Each assembly contained 
thirty-six slightly enriched uranium fuel rods in a 6x6 array. 
The Big Rock Point and Humboldt Bay reactors came on line 
shortly after Dresden 1. Although these reactors employed 
different fuel designs, they did make use of a standardized 
fuel shuffling scheme. At a typical refueling, approximately 
one-fourth of the fuel would be replaced. Fresh fuel would 
be loaded on the core periphery, and previously irradiated 
fuel would be scatter-loaded in the core interior. 
As these first reactors began to produce electricity 
in the early 1960's, it became apparent that future United 
States nuclear generating capacity would consist of Light 
Water Reactors. Studies were conducted and various experi-
mental reactors utilizing a wide variety of coolants 
and moderators, various fissionable materials as fuels, and 
several fertile materials were constructed, but further 
development was not pursued. By the mid-to-late 1960fs four 
Light Water Reactor vendors had developed Nuclear Steam 
Supply Systems. Fuel designs while still evolving, were 
becoming standardized for each reactor vendor. The basic 
4 
techniques utilized to design, fabricate, and reprocess 
fuel for these Light Water Reactors were known and being 
established in commercial practice. The technology associ-
ated with the Light Water Reactor and its fuel cycle was 
moving from a first-of-a-kind to a mature status. 
During the evolution of the nuclear industry in the 
1950's and 1960's, economic studies performed in support of 
21-23 nuclear power plants were quite simple. The main factor 
prohibiting detailed analyses of nuclear fuel costs was the 
lack of a firm commitment to nuclear power and the resulting 
uncertainties in the requirements for and the cost of design 
and fabrication of reactor fuel. In addition, there was 
comparatively little in-reactor operating experience with 
nuclear fuels, and hence only limited experience to draw 
upon in evaluating the potential mechanical and nuclear life 
of fuel under reactor operating conditions. 
The first nuclear fuel cost studies involved back-of-
the-envelope calculations which provided rough estimates of 
nuclear power costs. The methods used in these first cost 
calculations grew out of methods used to calculate fossil 
fuel costs. The first estimates of nuclear power cost were 
based primarily on the cost of the U-2 35 consumed in the 
fission process, a readily available cost item as the AEC was 
the sole owner and supplier of uranium. The lack of additional 
cost information was due to major uncertainties in the 
technologies which would be utilized to fabricate and 
5 
reprocess commercial reactor fuel when large scale production 
was achieved. As the nuclear industry grew, the uncertainties 
relating to nuclear components and fuel design as well as 
fuel fabrication were slowly resolved until, as the commercial 
light water reactor industry matured, the information 
required for detailed nuclear power cost evaluations was at 
hand. 
As the technology associated with nuclear power 
matured, competition developed within the industry. By the 
late 1960's, the four major reactor vendors were actively 
marketing light water reactors and associated nuclear fuel. 
In addition, by 1970 there were three independent companies 
offering to provide fuel fabrication and associated services 
24 for commercial light water reactors. As the number of 
nuclear fuel fabricators increased, the market became quite 
competitive. Competition resulted in major differences in 
scope as well as terms and conditions of proposed contracts 
for fuel fabrication and related services. 
Fuel fabricators would offer bids for fuel fabrication 
often containing options for supply of uranium ore and 
conversion to UFg prior to enrichment with a combined price 
for both components of the fuel cycle. Escalation clauses 
varied from fuel fabricator to fuel fabricator as did payment 
schedules. In addition to the varying contract terms, the 
cost of capital for individual utilities varied greatly. 
For each fabrication contract, a given utility would be faced 
6 
with evaluating a broad spectrum of component costs and 
payment terms. In addition, vendors would offer different 
reloading schemes for the same or different cycle energy 
productions. These reloading schemes would involve variations 
in fuel assembly reload enrichment or reload batch size, or 
both, adding still more variations to contract proposals. 
In order to compare the energy costs associated with the 
various offerings, detailed nuclear fuel cost analyses were 
necessary. 
The need for these fuel cost studies led to the 
development of two types of computer models. The first 
29-37 
type was the coupled core depletion and economics model 
which was used to predict fuel cycle energy production with 
sufficient accuracy to be used in long-range economic studies. 
38 The second type of model involved a detailed fuel 
cycle cost calculation where the cycle energy production, 
batch-wise energy production, the cost of various fuel 
components, and interest costs, were input quantities deter-
mined in other calculations. 
Core depletion codes developed for use in the first 
type of fuel cycle cost studies were typically one or two 
dimensional, few-group neutron diffusion theory models or 
39-44 non-dimensional few-group depletion models. Generally, 
these depletion models resulted from simplification of computer 
codes used in design work. 
The second type of cost analyses generally were 
7 
applied to determine the fuel cycle cost of the final design 
and required data from a separate core depletion model to 
simulate core energy production. The energy production data 
was transmitted to fuel cycle cost codes as part of the total 
input data required to calculate the nuclear fuel cost. 
Since these nuclear fuel cycle cost codes were one of 
the bases for selecting fuel fabricators for multi-million 
dollar fuel fabrication contracts, there was tremendous 
incentive to employ the second type of model to optimize fuel 
cycle costs. However, it was readily apparent that running 
complex nuclear depletion codes for the large variety of 
enrichments and fuel loading patterns was too expensive and 
time consuming for such optimizations. Because of this, much 
of the recent work in the area of fuel cycle economics and 
optimization has been in the area of development of core 
43-54 depletion models that are simple and fast-running. 
Very little effort has been exerted toward improving the 
accuracy of the first type of fuel cycle cost calculation, 
resulting in a "one-sided" approach to the problem. 
At the present time, fuel cycle simulators of the 
first type are used by all fuel fabricators for the prepara-
tion of proposals that reflect optimum feasible fuel reloading 
schemes. Similar methods are also utilized by several 
utilities for determining optimum system loading strategies 
and additionally as long-range planning tools for system 
growth. However, the final design is governed by the second 
8 
type of fuel cycle cost model. 
The computational methods currently used with core 
simulators vary from simplified multi-dimensional, multi-
group diffusion theory calculations to point reactor calcu-
lations. The diffusion theory core simulator models are 
fairly complex and rely upon basic data (i.e. neutron cross-
43-45 
r 
sections, fuel core shuffling schemes, etc.). Past works 
52-54 
have shown that for the degree of accuracy required 
for many fuel cycle cost studies, the amount of detail 
generated by these codes is not required. Because of this, 
point depletion algorithms and pseudo-point depletion 
algorithms have been developed for fuel cycle cost analyses. 
These models vary in both their computational speed and in 
their ability consistently and accurately to predict fuel 
cycle energy production and costs. 
Although several of the core simulators which have 
been developed do permit quite reliable predictions of core 
energy production, their only applications have involved 
either fuel cycle optimization, long-range system loading 
studies, or related works. The core simulator models which 
have been developed to date are not suitable as short-range 
planning tools or for evaluating pertubations to normal fuel 
management schemes. Experience with operating nuclear power 
plants has shown that short-term reactor operations will vary 
55—56 significantly from long-range plans of operation. 
These variations in reactor operations will often result in 
9 
variations in fuel management plans. In the past there 
have been many major perturbations to fuel management plans, 
including: partial refuelings to prolong fuel cycle length; 
refueling before the nuclear end-of-cycle to utilize refuel-
ing windows; and the premature discharge of fuel assemblies 
due to cladding failure, design deficiencies, and faulty 
fabrication techniques. The only methods currently available 
for evaluating this spectrum of problems require the use of 
few-group neutron diffusion theory. If it is desired to 
perform parametric analyses for any of these problems, the 
number of man-weeks and computer-hours required would be 
significant. 
In order effectively to produce this type of parametric 
analysis cost data with a minimum expenditure of manpower and 
computer cost, use of a simplified core simulator model is 
desirable to predict core energy production. This work deals 
with the requirements for a simplified simulator model, and 
the methods used in the development of such a model beginning 
with a history of the methods currently available for fuel 
management studies in Chapter II. Here, the emphasis is placed 
on the evolution of assumptions which have significantly 
simplified fuel management studies. In Chapter III, the 
algorithms for a core simulator model are developed based 
upon a stated set of assumptions. Chapter IV contains the 
results of a parametric study of a perturbation of reactor 
operation and notes pertinent conclusions. 
10 
CHAPTER II 
EVOLUTION OF CURRENT METHODS 
Core Depletion Analysis 
Core depletion models, presently used for fuel cycle 
cost analysis differ greatly in the calculational methods 
they employ and in their predictive capabilities. Existing 
models typically fall into one of two general categories. 
57—64 
The first category includes few-group two and three-
dimensional neutron diffusion theory depletion models which 
are used throughout the nuclear industry as tools for reactor 
core design. These models give fairly accurate results for 
a broad range of problems, but require considerable computa-
tional time and effort. In addition, current design codes 
provide a degree of detail which is not necessary in most 
fuel management studies. To meet the requirements of fuel 
management studies, a second group of computer codes has been 
developed. Fuel management codes presently in use 
include simpler one and two dimensional few-group diffusion 
theory depletion models, pseudo-dimensional models, and 
point depletion models. Core simulators based on these 
models may require extensive input and are often limited to 
specific problem types. 
The first generation of depletion codes was typified 
11 
by the CANDLE, TURBO, and DRACO computer codes developed 
at Westinghouse for the naval reactor program. Each of these 
codes could be conveniently divided into two separate sec-
tions. The first section solved the few-group neutron 
diffusion equation with spatially dependent coefficients and 
the second section performed the time dependent depletion of 
the heavy isotopes. A numerical solution to the diffusion 
equation was used to determine the neutron flux at each 
point of the reactor core under consideration. Spatially 
dependent coefficients in the diffusion equation were based 
on fitted few-group parameters and spatially-dependent 
material densities which could be altered to account for 
depletion caused by neutron absorption at each point or to 
include the effects of the radioactive decay of the material 
during each interval of time. The second section of these 
depletion codes contained the coupled, first-order, 
linear differential depletion equations describing the growth 
and decay of the densities of various isotopes at each point 
in the reactor core. Values of the neutron flux at each 
point were obtained from the solution of the diffusion 
equations and were assumed to remain constant within the 
time interval during which the material isotopic densities 
were calculated by the solution of the depletion equations in 
the second section of the code. The initial isotopic 
densities were obtained from the material density input data 
and the solution of the depletion equations provided the 
12 
material densities for the next calculation of the spatial 
fluxes from the diffusion equations in the first section of 
the code. 
The CANDLE code utilizes a two or four energy-group 
one-dimensional diffusion theory technique for the prediction 
of the spatially dependent neutron flux. 
The depletion algorithm used in CANDLE has served as 
a forerunner for subsequent Westinghouse depletion codes. 
The method is based upon the solution of liner differential 
equations representing heavy metal, Xenon, Samarium, and 
lumped fission product concentrations. 
TURBO and DRACO are two and three-dimensional codes 
respectively. TURBO has been used extensively in the nuclear 
industry for fuel management studies. The current version 
of TURBO treats either the R-Z or X-Y geometry using a 
coarse-mesh finite difference method for the calculation of 
the spatially dependent neutron flux. The depletion 
calculation is similar to that used in CANDLE. DRACO is 
essentially a three-dimensional version of TURBO. 
Early studies at Westinghouse using these codes 
showed that although the use of three-dimensional depletion 
codes was desirable to obtain accurate estimates of lifetime 
and information about power distributions as a function of 
time, their use was generally too costly to be justified on 
71-72 
an ongoing basis. An alternative approach to the 
solution of the three-dimensional problem was the use of a 
13 
two-dimensional (X-Y) code in conjunction with an axial flux 
synthesis code. To accomplish this, Westinghouse developed 
73 
ZIP, which utilized TURBO to predict the spatial flux 
distribution in the X-Y plane and CANDLE for axial flux 
synthesis. The techniques used for flux synthesis are 
73-75 described in detail in the literature. Briefly, the 
Westinghouse ZIP synthesis of the axial flux involved 
generating an effective fuel concentration at each axial 
point and depleting the core axially, independent of the 
previous X-Y depletion calculation. The radial buckling 
2 
(B ) from the two-dimensional calculation computed by the 
TURBO X-Y planar solution was used in developing a radial 
leakage term for the CANDLE axial synthesis calculation. 
2 
The axial buckling (B„) calculated by CANDLE was then compared 
with that used in the previous ZIP X-Y planar calculation. 
74-75 Complex, iterative techniques were developed to produce 
agreement between the different eigenvalues (XR and X ) 
predicted by the TURBO and CANDLE calculations. Studies with 
ZIP showed that the separation of the axial and radial modes 
did not produce significantly different numerical results 
from those predicted by three-dimensional codes. This showed 
that the axial exposure distribution and the radial exposure 
distribution are essentially separable as is commonly assumed 
for the analytic solution of partial differential equations. 
Although there are variations in the numerical methods used 
for the solutions of both the diffusion equations and depletion 
14 
equations, one and two-dimensional diffusion theory 
depletion calculations similar to those used in these codes 
constitute the basis for most current fuel management 
studies. 
For core analyses of a BWR, the axial variation of 
neutron flux is influenced by the water density (void 
distribution) and burnable poison distribution in a given 
fuel assembly. The effects of thermal-hydraulic feedback 
on BWR core physics require a two or three-dimensional 
nuclear calculation with coupled thermal-hydraulic feedback. 
Early analyses of BWR cores showed that here also multi-
group codes with thermal-hydraulic feedback required 
excessive computer time to perform meaningful analyses. To 
reduce the magnitude of the calculational problem, a 1.5-
76 
group absorption probability model, FLARE, was developed 
by General Electric. The technique used in FLARE was to 
solve the neutron balance equation assuming no thermal 
neutron diffusion. This assumption reduced the two group 
equations to a single equation which could be solved quickly. 
In order to further simplify the simulation of BWR 
cores, the end-of-cycle Haling power distribution has been 
developed to reduce the dimensionality of the depletion 
problem and to simplify the depletion procedure in fuel 
43 48-50 77 
management studies. ' The Haling principle postulates 
that for any given set of end-of-cycle conditions, the power 
peaking factor is maintained at a minimum when the global 
15 
power shape does not change during the cycle. End-of-cycle 
conditions may be considered to consist of such parameters 
as the exposure of the fuel, the presence or absence of 
residual burnable poison, or control rods remaining in core 
at the end of any operating cycle. The optimum power shape 
is thus determined by the end-of-cycle conditions and the 
consistent power and exposure distributions. One method of 
computing this power shape is to iterate between power distri-
bution and the effect of exposure on nodal k-infinity. By 
first assuming a power shape, the value of the nodal k-
infinity at the end of a given cycle can be determined. This 
k-infinity distribution can then be used in a diffusion 
theory calculation to determine the end-of-cycle power shape. 
Repetition of this procedure will eventually yield a power 
distribution and end-of-cycle reactivity (k-infinity) which 
are consistent. This converged solution represents the optimal 
Haling power shape. 
Actual design to the Haling distribution in a BWR 
would require the use of distributed burnable poisons which 
would exactly offset the effects of fuel burnup and result 
in operation at a given power distribution (i.e. the Haling 
power distribution) throughout a given cycle. In a PWR, the 
radial power distribution is essentially constant throughout 
a given cycle because of the absence of control rods from the 
core during normal operations. Hence the Haling power 
distribution is a good approximation for PWR depletion analyses. 
16 
The Haling principle has been utilized both to reduce 
the dimensionality of the BWR simulation problem and to 
allow one-step depletion of a reactor core for fuel management 
48 studies. Soodak and Nakache at Gulf United Nuclear Fuels 
43 Corporation, Forker and Specker at TVA, and Snyder and 
50 
Lewis have all developed absorption probability models 
using the Haling principle to simplify the depletion 
calculations. In each of these instances, the neutron balance 
equation was solved using 1.5-group theory. Depletion of 
core excess reactivity during the cycle was accomplished in 
one step by using the Haling principle. 
At those installations where 1.5-group absorption 
probability theory or few group diffusion theory have been 
used extensively for fuel management studies, tabulations of 
pertinent lattice physics data have been utilized to speed 
43 48-50 calculations. ' In these cases either correlations or 
tabular interpolation of cell code calculation results 
served as basic information. 
78—81 Cell codes were developed to generate the 
necessary physics data for core depletion calculations. 
These codes were originally designed as microscopic burnup 
physics calculations concerned with the accurate calculation 
of reaction rates and fuel compositions as a function of 
burnup at a point or in a cell representative of a given 
portion of a core. In current practice this information is 
used to generate the group average cross-sections required 
17 
for multi-group diffusion theory calculations. Because cell 
codes involved elements of small physical size and are either 
non-dimensional or one-dimensional, very detailed and 
accurate calculations can be performed without extensive use 
of computational time. 
One of the more widely used non-spatially dependent 
80 
neutron spectrum calculation codes is LEOPARD. This code 
generates physics parameters for a homogeneous unit cell 
and performs a nuclear calculation using the slowing down 
82 
program MUFT, a B-l approximation to the transport 
equation and a 172 thermal energy group point calculation with 
83 
SUFOCATE. In order to yield more meaningful analyses, 
heterogeneity correction factors are used by the code. The 
code has a fuel depletion option which permits the use of 
plutonium, uranium or thorium fuels. Xenon and samarium 
effects are treated using a methodology similar to that of 
CANDLE. Other fission products are lumped into one pseudo-
element. By using a non-dimensional calculation, LEOPARD 
permits a fast calculation of the neutron spectrum and 
desired reactor physics parameters. 
Problems arise with LEOPARD calculations when spatially 
o / _oc 
dependent effects become important, notably during 
depletion problems. The inability to deal with the spatial 
dependence of uranium consumption, or the effects of self 
shielding on plutonium production and consumption will give 
errors in both cross-sections and reactivity values calculated 
18 
by any point code. At higher exposures, where these effects 
are more pronounced, the errors which are introduced will 
become larger. 
In order to accurately account for spatial effects in 
81 cell calculations, the unit cell code LASER was developed. 
This cell code relies on the code MUFT for the neutron slowing 
down calculation and the one-dimensional integral transport 
86 theory code THERMOS for calculation of the thermal neutron 
flux distribution. The epithermal and fast energy ranges 
utilize 50 energy groups and the thermal range includes 35 
groups. Fission products are separated into Xe-135, Sm-149, 
and one lumped pseudo-fission product. The one-dimensional 
theory approach to the thermal flux in LASER provides an 
extremely good approximation to the physical problem under 
study. LASER benchmark calculations have been performed for 
85 hot cell examination results of Yankee Rowe fuel. These 
calculations showed that the heavy metal isotopic spatial 
distribution predicted by LASER agreed quite well with hot 
cell examination results giving added support to the code's 
predictive capabilities. 
Methods of reducing the dimensionality of the 
Pressurized Water Reactor core simulation problem have been 
40 examined by Naft and Sesonske at Purdue University. For 
the analysis of a two-dimensional (X-Y plane) problem, a 
two-dimensional analytical solution and a local augmentation 
factor. The local augmentation factor was chosen to 
19 
represent the material properties of a given fuel assembly 
plus its nearest neighbors. In their study, Naft and Sesonske 
found that a linear combination of the material buckling 
9 k -1 
(B = °°̂  ) of a given fuel assembly and the material 
MZ 
bucklings of adjacent fuel assemblies would provide an 
adequate augmentation factor. Utilizing this correction 
factor with a one-dimensional treatment of the power distri-
bution provided excellent agreement with two-dimensional 
diffusion theory power distribution calculations. 
Earlier, more general fuel management studies at 
Battelle Northwest Labs had utilized core average (or point) 
models to provide rapid depletion analyses codes. One of 
39 
the more widely used point codes was ALTHAEA, a few-group 
code which could simulate one of two refueling strategies— 
batch or graded. The simulation of batch refueling was 
based on two assumptions. The first was that the fuel is 
shuffled during the irradiation so that each fuel element 
would see the same neutron flux over the same period. The 
second assumption was that neutrons produced in excess of 
those needed to maintain the chain reaction were absorbed by 
an idealized control system which did not change the neutron 
spectrum. In this instance, the reactivity-limited lifetime 
was reached when the excess reactivity calculated by the 
code just compensated for neutron leakage. The excess 
reactivity during irradiation was assumed to be absorbed in 
the control system so that k-effective was equal to unity 
20 
during the irradiation. 
In the graded mode, the reactor fueling was arranged 
so that the excess neutrons were absorbed in fuel elements 
deficient in neutron production. Since the excess reactivity 
generally varies approximately linearly with exposure, the 
average k-infinity of all fuel in the reactor would remain 
above the minimum k-infinity condition for essentially twice 
as long as in a batch mode analysis. For the analysis of a 
graded cycle, it was assumed that excess neutrons would flow 
to the depleted fuel regions and that the neutron energy 
spectrum was the same for all fuel in the reactor. This 
spectrum was the average spectrum for the entire fuel element 
composition. This was equivalent to irradiating fuel at a 
constant flux level in a constant neutron spectrum throughout 
the burnup. The reactivity-limited lifetime of a fuel 
element was reached when the total number of neutrons 
produced since startup was equal to the number of neutrons 
absorbed in the fuel plus the number lost by leakage or 
otherwise not accounted for during burnup. 
The use of a point depletion code for fuel management 
studies introduces basic assumptions related to core average 
quantities, which limit the applicability of results. In 
order to eliminate some of these inadequacies, the code 
87 
PROTEUS was developed to extend the results from a point 
depletion code to make them more compatible with the results 
of diffusion theory calculations. The primary purpose of this 
21 
code was to represent more accurately the time-dependent 
burnup of the fuel by adjusting the irradiation time scale. 
The code adjusted the time scale by first determining the 
flux level that would give the same average specific power 
with a constant flux for some specific terminal value of 
k-infinity. The code would then construct a graded irradi-
ation time scale based on the principle that the product of 
the time and graded flux was constant. Although the addition 
of an extension to a point code did help to improve the 
prediction of the time-varying effects of irradiation, the 
spatially-dependent effects of neutron flux and neutron 
spectrum could not be represented in the detail afforded by 
one and two-dimensional depletion codes. Because of this 
lack of detail, the calculations of the PROTEUS/ALTHAEA code 
system were only utilized for generalized fuel cycle cost 
studies. 
While point codes based on few-group depletion theory 
generally did not yield power production information of 
sufficient accuracy for fuel management simulation, the heavy 
metal isotopic data which they predicted was often quite 
accurate. In early studies, few-group depletion codes were 
used to develop correlations of heavy metal isotopic data. 
These isotopic correlations have been used to provide 
consistency checks for more detailed reactor physics 
calculations and for post-irradiation reprocessing results. 
Similar correlations have been obtained empirically from 
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spent fuel reprocessing operations and have in many instances 
provided more accurate predictions than detailed design code 
results. 
The development of pseudo-dimensional point depletion 
codes began with the requirement for fast-running depletion 
algorithms for fuel cycle optimization studies. The first 
45 of these optimization studies was done by Wall and Fenech 
at MIT. Depletion calculations were first performed using 
FEVER, a one-dimensional, few-group diffusion theory 
depletion code. For their studies, it was assumed that the 
fuel composition could be expressed solely by the burnup for 
a given fuel batch.. To compute fuel cycle costs, the masses 
of the fuel inserted and removed at each refueling were 
necessary. These masses were calculated from the burnups of 
individual fuel regions. The only information required for 
the optimization was the transformation of the fuel in the 
course of one core lifetime as a function of the initial 
fuel composition and core arrangement. The interim behavior 
of the reactor as a whole during this lifetime was of no 
consequence providing constraints on power peaking were not 
violated. For the purposes of the Wall-Fenech optimization 
study, the system behavior was predicted by polynomial curves 
fitted to the results of many FEVER calculations. The end 
result was a set of expressions for the resultant end-of-
life fuel composition, distribution and maximum power peaking 
during life as functions of the initial fuel composition and 
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core fuel arrangement. The expressions which were developed 
were valid over a range of fuel exposures from 0 to 20,000 
MWD/MTU. Each reloading pattern was considered separately 
and the FEVER results were fitted to polynomial functions 
over the limited regions corresponding to a given situation. 
However, several reloading patterns gave absurd power 
distributions, which were totally unacceptable for a realistic 
reactor, and eventually, only four refueling patterns 
merited consideration. 
51 Similar techniques have been used by Rhodes at 
52 53 
VEPCO, Kearney and Mason at MIT, Stover and Sesonske at 
54 Purdue, and Fagan and Sesonske at Purdue in optimization 
studies. In each of these instances, the polynomial curves 
describing the reactor state functions only provided adequate 
representation for a limited set of operating conditions and 
generally only one type of reactor. Each of these investi-
gations utilized correlations to predict heavy metal 
isotopic compositions which, although varying somewhat in 
form, gave results which were not dependent on the individual 
situations being analyzed as were the other reactor state 
functions such as fuel exposure, peaking factors, and cycle 
lengths. This finding has been confirmed in other similar 
. .. 88-90 studies. 
At Westinghouse, Henderson and Bauhs utilized a 
wealth of operating experience from Westinghouse plants to 
develop a more generalized core simulator model which was 
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not restricted by the correlations utilized in its algorithms 
as previous efforts had been. Their computer model was 
comprised of five modules, two of which were utilized in 
core depletion analyses. The first depletion module 
determined cycle-by-cycle batch burnups for the batch sizes 
and enrichments selected. Input to this module consisted of 
initial feed enrichments, initial fuel region loadings, and 
a description of the fuel cycling scheme. The module 
calculated the weighted average reactivity of the core as a 
function of the burnup and when the value of the reactivity 
was equal to the end-of-life value for an equilibrium 
cycle, the cycle end point was reached. 
The effect of power distribution on burnup was 
accounted for by the concept of burnup sharing. The burnup-
sharing of each batch in each cycle was calculated using a 
mathematical model based on a correlation of data from 
operating Westinghouse plants and detailed data from nuclear 
design calculations. This concept was justified on the 
basis of the consistent out-in refueling strategy used at 
each refueling for Westinghouse plants. 
Batchwise exposures calculated by the first module 
were passed to a second module which predicted heavy metal 
isotopics as a function of fuel design parameters, batch 
size, initial enrichment, and fuel assembly exposure. This 
module utilized a library of isotopic compositions of fuel 
at various burnups, enrichments, and a combination of fuel 
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design parameters. Linear interpolation or extrapolation 
was used in these physics data banks. 
While the predictive capabilities and accuracy of this 
integrated computer package made it desirable, the large 
amount of information required for the physics data library 
would make development of a similar model a monumental 
undertaking. 
Fuel Cycle Cost Analyses 
There are currently two types of fuel cycle cost codes 
available; codes for calculating the actual cost of generating 
38 
power from nuclear fuel at operating nuclear reactors, 
and codes for predicting the cost of generating power for 
29-37 
proposed fuel cycles for nuclear power plants. The 
basic accounting methods which utilities use to calculate 
91 nuclear fuel costs are set forth by the FPC (Federal Power 
Commission). Regulation by the FPC leaves little leeway in 
the basic calculational methods which utilities may use for 
fuel cost calculations for operating nuclear power plants. 
In evaluating the cost of power at operating facilities, 
procurement prices, payment schedules, time varying cost of 
capital, and time varying rates of energy production must 
be accurately represented. For the purposes of evaluating 
fuel costs from proposed fuel cycle plans, this degree of 
92 
detail is neither available nor necessary. 
The first set of industry guidelines for calculational 
methods to be used for projecting nuclear power costs were 
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developed by Kaiser Engineering for the Atomic Energy 
Commission in 1960. These guidelines were based on the 
government leasing special nuclear material to utilities at 
a lease rate of 4.75% of the value of the contained material. 
The utility had no concern with materials procurement. The 
only contracting obligation was to arrange for fuel fabri-
cation. During irradiation, the utility would pay for the 
fissile material consumed in the production of energy. When 
fuel was discharged, the utility would arrange for shipment 
of the fuel to a government facility where it would be 
reprocessed. After reprocessing, the government retained 
the special nuclear material. These material and cash flows 
served as the basis for the calculational methods used in 
early fuel cycle economics calculations. 
VJith the advent of private ownership of nuclear fuel 
materials in 1972, and the development of nuclear power as 
an increasingly widely accepted economic alternative for 
electric utility system capacity additions, there arose a 
need for consistent, accurate methods for calculating nuclear 
fuel costs. At that time, the computer programs which were 
available either had serious limitations with regard to 
their flexibility to represent accurately fuel offerings 
(i.e. private ownership of fuel) or the basic algorithms 
which they employed had too many approximations. The short-
comings of previously developed computer codes led to the 
development of a number of fuel cycle economics codes for 
27 
fuel cycle cost predictions. The methodology used in these 
computer codes was generally based on guidelines presented 
92 
in a study by NUS Corporation for the Atomic Energy 
Commission. 
Since the fuel cycle cost information predicted by 
these methods was utilized primarily for bid evaluation, the 
principal concern was with the fuel cost magnitudes, 
differences, and working capital requirements. The primary 
purpose of these fuel cycle cost codes was to utilize a 
consistent costing methodology so that fuel cost differences 
would only be a function of basic design and inherent 
material, process, or service cost differences. 
The current generation of fuel cycle cost codes uses 
fairly standardized accounting methodologies for calculating 
cash flows. Approximations are generally involved in 
developing working capital requirements, present-worthing 
cash flows, and allocating expense and inventory costs. If 
an evaluation deals with the magnitude of fuel cost variations, 
most currently accepted fuel cycle codes will prove adequate. 
One of the more flexible cost codes in terms of 
required input, calculational methods, and output edits is 
37 CINCAS. Although the use of CINCAS is. restricted to Light 
Water Reactors operating with either slightly enriched 
uranium or mixed oxide fuel, it has seen considerable use in 
financial, industrial, and university environments; and is 
considered as one of the "standard" fuel cost codes in the 
28 
industry. 
CINCAS calculates the fuel contribution to total 
electrical generating cost. The expense calculations 
within CINCAS are performed on a fuel batch basis where a 
fuel batch is comprised of a group of one or more fuel 
assemblies. Each fuel batch experiences the same burnup, 
has the same initial and final isotopic compositions, and 
undergoes fuel cycle steps at the same times. For each 
batch of fuel evaluated, the following items are input: 
1. Unit prices of each process in the fuel cycle; 
including: U.Og purchase, conversion to UFfi, UFg enrichment, 
fabrication of UFfi into finished fuel assemblies, storage 
and shipping of spent fuel, reprocessing and reconversion. 
2. Types, times, and amounts of progress payments. 
3. Time intervals associated with the movement of 
the batch through the fuel cycle, 
4. Interest rates for inventory calculations. 
5. Batch fuel weights as a function of burnup. 
6. Projected energy production schedule. 
The philosophy in CINCAS is to allocate total cost 
incurred by a batch from start to finish of the fuel cycle 
to that time during which the batch produced saleable 
electricity. All costs are assigned to one or more cost 
categories. There are five direct, or expense, cost 
categories, and four inventory cost categories: uranium 
expense, fabrication expense, shipping expense, reprocessing 
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expense, reconversion expense, uranium inventory, plutonium 
inventory, fabrication inventory, and post-irradiation 
inventory. 
Direct cost items are allocated based on heat 
production during a given month. Inventory costs are obtained 
by applying an appropriate interest rate to the average 
monthly inventory value. Preirradiation costs incurred as 
uranium and fabrication progress payments for the batch are 
treated as interest during construction and are assigned to 
beginning inventory values. Features of CINCAS include: 
1. Monthly calculation of dollar costs and mass 
inventory on a batch and case basis for each month of a period. 
2. Variable monthly batch energy production and 
plant efficiencies, and allocation of costs by heat production. 
3. Provision for reinserted batches. 
4. Input of batch fuel weights of uranium and plutonium 
on a burnup-dependent basis. 
5. A general formula for the unit price of enriched 
uranium which allows for variable feed and tails enrichments, 
costs of feed, chemical conversion, separative work, and 
losses in conversion and fabrication. 
6. Calculation of costs in units of dollars, cents 
per million BTU's, or mills/kilowatt-hour. 
7. Present worthing and levelizing calculations. 
8. Provision for escalation of fabrication progress 
payments due to labor and material price increases. 
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Many of the major weaknesses of CINCAS arise from the 
assumptions which permit accounting on a batch-by-batch 
basis. For example: utility purchases of raw materials are 
made to cover system requirements, not individual fuel 
batches, therefor utilities will often procure materials 
without a particular end use need in mind. Interest rates 
for inventory calculations will vary on a temporal basis, 
not a fuel batch basis. The calculational methods used within 
CINCAS assume that nuclear material is expensed as it is 
consumed, and that the revenue from the power which is 
produced is received as the nuclear material is consumed. 
These assumptions prevent an exact representation of fuel 
costs. However, CINCAS is useful as a tool for engineering 
economic studies in which the primary concern is determining 
relative cost variations due to changes in various 
components of fuel cycle cost or changes due to differences 
in fuel batch energy production. 
Summary 
Current core depletion analysis methods range from 
pseudo-point models to point models to one, two, and three-
dimensional diffusion theory models. Those models which rely 
on basic physics calculations (the data for which is 
generated by cell codes), are capable of analyzing a broad 
spectrum of fuel management alternatives at the expense of 
computational time. Those models which utilize nondimensional 
calculations either fail to take into account in-reactor 
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spatial affects or in taking those affects into account 
limit their problem-solving capability. 
Fuel cycle economics codes have developed into two 
well-defined groups: codes for predicting actual generating 
costs, and codes for forecasting future generating costs that 
make use of simplifying assumptions to permit quicker 
calculation. When relative differences in fuel cost are the 
primary concern of an analysis, most of the current fuel 




DEVELOPMENT OF CORE SIMULATOR MODEL 
There is a large class of fuel management problems 
which current computer codes do not address. These problems 
typically involve the parametric analysis of the effect of 
many perturbations to a reactor's fuel management plan 
resulting in energy and/or fuel cost fluctuations. These 
perturbations result from changes in fuel cycle length, 
unscheduled fuel discharges, and changes in reload fuel 
enrichment. For current standardized reactor fuel manage-
ment plans, analysis of these problems requires a simplified 
core simulator model and a coupled fuel cycle economics 
code. In order to analyze many different problems, the core 
simulator should be quick, accurate, and easy to use. The 
model should be flexible to provide the ability to represent 
a broad variety of fuel management alternatives. In addition, 
the model should utilize a simple, easy-to-prepare set of 
input data to facilitate the rapid preparation of input 
information to permit the rapid study of crucial problems. 
And of course if it is to come into wide use, the fuel cycle 
economics code must be well accepted by the industry. 
Algorithms 
The core simulator developed in this work was based on 
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the application of the Haling principle to the radial power 
distribution in a pressurized water reactor. In order to 
permit the application of the Haling principle to predict 
the exposure distribution and to allow flexibility in 
analyses without compromising calculation speed or precision, 
the following assumptions were made: 
1. Cycle length can be predicted by knowing the full-
power excess reactivity at end-of-cycle. This permits a 
unique definition of cycle end state and allows flexibility 
in choosing the end-of-cycle condition. 
2. The radial power shape will remain constant 
throughout a given cycle of operation. This allows a one-
step depletion of the reactor core by the Haling principle. 
3. The radial power shape can be adequately predicted 
by fuel assembly location and beginning-of-cycle reactivity. 
This assumption forms the basis for a fuel batch energy 
allocation algorithm. 
4. K-infinity and heavy metal nuclide concentrations 
can be adequately represented as functions of fuel batch 
average initial enrichment and exposure, giving a quick but 
accurate method of calculating these critical parameters. 
The algorithm used to predict energy production in 
the reactor core consists of a cycle length predictor and a 
method of allocating energy production to individual fuel 
batches. The cycle length predictor relies upon a relatively 
simple technique which utilizes a weighted average value of 
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core k-infinity to determine cycle length. First an estimate 
of the cycle length is made using data derived from vendor 
bid specifications contained in Nuclear Assurance Corporation's 
94 fuel-trac data base. Available information has shown that 
to a first approximation, fuel cycle length is linearly 
proportional to reactivity depletion during a given cycle. 
Thus, 
B = C- (k1 - kf) (4-1) 
where B is the core average exposure in MWD/kgU, C is an 
empirically determined constant, k is the core average 
k-infinity at the beginning of life, and k is the core 
average k-infinity at the end of life. By a trial and error 
methodology, the value of 80 was chosen for C. This value 
of C typically permitted the calculation of B to within +5% 
of the desired value as a first guess. After an initial 
guess of B was made, the core was depleted to end-of-cycle 
conditions and the end-of-cycle value of k-infinity was 
recalculated for the depleted core utilizing a weighted 
average of fuel batch k-infinities. This value of k-infinity 
was compared with the desired end-of-cycle k-infinity and if 
the difference between the two was greater than a specified 
tolerance, the cycle length was reestimated using a fixed 
95 point iteration technique. It was found that using this 
technique, convergence to within .0001% Ak could be obtained 
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within a maximum of six iterations. 
By utilizing the Haling principle for the power 
distribution of a reactor core, the core can be depleted 
using a single time step, once the core power distribution 
is known. For the core simulator, the power distribution 
was approximated by fuel assembly k-infinity. For a modified 
"out-in" fuel shuffling technique, this approximation will 
reasonably well represent the power-sharing in the core 
central region. In the core periphery, leakage effects are 
dominant in determining the power distribution. Because of 
this, the power density of a region being burned for the 
first time was assumed to be constant. These assumptions 
agree well with observations from operating reactors, 
The algorithm to determine the batch burnup increment 
during operation was based on allocation of the cycle energy 
production on the basis of the assumed power distribution. 
After the calculation of cycle energy production in MWD/MTU, 
a constant proportion of the cycle energy was allocated to 
the fuel assemblies in the region defined by the core 
periphery. For the problems under study, the energy produc-
tion was found to be adequately represented by the following 
expression 
Bp = .7454-Bc (4-2) 
for first cores and 
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B^ = .9047-B„ (4-3) 
p c y 
for subsequent cycles. Where B is the burnup in MWD/kgU of 
the core periphery region, for the current cycle, and B is 
the core average exposure in MWD/kgU for the current cycle 
of operation. These expressions are based upon analyses of 
periphery region fuel exposures contained in fuel cycle 
plans in Nuclear Assurance Corporation's fuel-trac data base. 
First core loadings for the reactors in the analysis 
utilized burnable poison rods in selected peripheral region 
fuel assemblies at the beginning of the first fuel cycle. 
These burnable poison rods reduce the power production in 
those assemblies containing them. During the first cycle, 
the burnable poison material is depleted, and at the end of 
the first core, the burnable poison rods are discharged. 
Therefore, the peripheral fuel region in the first cycle 
should contain a "burnup penalty" to allow for burnable 
poison depletion during the first cycle of operation. This 
burnup penalty appears as the difference in leading coeffi-
cients in equations 4-2 and 4-3. After the determination of 
the peripheral region fuel exposure, the average burnup of 
all fuel in the core central region is calculated from the 
following expression derived from an energy balance for the 
reactor core: 
B. = (B •(N + N.) 
I ^ c L p 1/ - B N )/N. PJ' l (4-4) 
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where B. is the average burnup of the core inner region, B 
is the core average burnup, B is the outer fuel region 
exposure, N is the number of fuel assemblies in the core 
periphery, and N. is the number of fuel assemblies in the 
core inner region. The average exposure of the core inner 
region was then divided among the inner region fuel assem-
blies based on a Haling power/burnup distribution based on 
beginning-of-cycle k-infinity: 
k b 
Bb = B. £ (4-5) 
k 
00 
where B, is the burnup of the fuel in batch b, B. is the 
burnup of the core inner region, k^ is the value of k-infinity 
for fuel batch b, and k1 is the average value of k-infinity 
in the core central region. 
To check the validity of the cycle length predictor, 
the core simulator was utilized to predict cycle lengths 
for a proposed refueling for a current reactor vendor 
standard fuel cycle offering. The example chosen was a 
Standardized Nuclear Utility Power Plant Syndicate (SNUPPS) 
Reactor. For the purposes of this calculation, the end-of-
cycle reactivity was assumed to correspond to the inverse 
of the leakage correction term to the four-factor formula 
. . 96 for reactor critically, 
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kf = 1 + M2B2 (4-6) 
where k is the end-of-life reactivity, M2 is the migration 
area, and B2 is the critical buckling of the reactor system. 
Previous LASER calculations had shown that M2 was essentially 
constant for the range of fuel exposures and initial enrich-
ments utilized in Pressurized Water Reactors. The value 
predicted by LASER was 61.0 cm2. The critical buckling for 
a right cylinder is given by: 
B* = (14°i)2 + <!)* (4-7) 
where B is the critical buckling, R is the equivalent core 
radius, and H is the equivalent core height. 
Utilizing the dimensions of the SNUPPS reactor core, 
the critical buckling for the reactor was found to be 2.774 
-4 -2 
x 10 cm . This value of critical buckling yields an end-
of-cycle k-infinity of 1.017. It was necessary to account 
for the non-uniformity of fuel-loading and its effect on 
reactor core end-of-cycle reactivity. For the SNUPPS reactor 
fuel loading plan, this effect was assumed to be .01% Ak 
giving an end-of-cycle k-infinity value of 1.027. Using 
this end-of-cycle k-infinity value, cycle lengths were 
calculated for the Westinghouse SNUPPS reactor. The maximum 
deviation from the Westinghouse predicted value of cycle-
length was 1.8% as is shown in Figure 1. 
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Figure 1. Core Simulator Predicted Cycle Lengths 
and SNUPPS Cycle Lengths 
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The method of calculating batch exposures also gave 
excellent agreement with the fuel cycle offering for the 
SNUPPS reactor. As seen in Figures 2 and 3, the cycle-by-
cycle batchwise burnups agreed to within 5.4% of the 
Westinghouse proposal values, and the batch discharge 
exposures agreed to within 1.4%. These differences are well 
97 within the current IAEA objectives for computational 
techniques of +_2-5% for cycle length predictions and +2% for 
batch discharge exposures. 
Development of Correlations 
In order to predict k-infinity and heavy metal 
isotopic data, as a function of exposure, core cell depletion 
analyses were run using LASER. The core cell simulated by 
LASER was a representative core cell of a Westinghouse 15 x 
15 rod array fuel assembly. Cell depletion analyses were 
run for initial U-235 enrichments ranging from 1.5 w/o to 3.5 
w/o with cell exposures ranging from 0 to 35 MWD/kgU. The 
depletion analyses were performed for a core cell having a 
constant boron concentration of 500 ppm operating at the 
core average linear heat rate. Constant boron concentrations 
and heat rates were utilized to permit a relatively quick 
depletion of the core cell. It would be expected that these 
approximations to actual core operating conditions would 
produce heavy metal isotopic data and k-infinity data which 
would vary from those predicted by more precise cell 
calculations in which boron concentrations and heat rates 
41 
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Figure 3. Core Simulator Predicted Discharge 
Exposures and SNUPPS Discharge 
Exposures 
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were varied reflecting actual reactor operations. The 
parameters most severely affected by this variation should 
be those which are most sensitive to changes in the thermal 
neutron spectrum. The LASER output for constant boron 
concentration and constant heat rate was compared with 
previous calculations in which the boron concentration was 
98 allowed to vary with exposure. The previous calculations 
had utilized a boron concentration sawtooth which approxi-
mated the varying boron concentration which would exist in a 
power reactor. It was found that the plutonium concentration 
was the parameter most sensitive to the variations in neutron 
spectrum caused by varying boron concentrations. The fissile 
plutonium content for the uniform boron content depletion 
case was found to be consistently lower than that calculated 
using the boron sawtooth by a factor of 1.06. 
The LASER heavy metal data output consisted of atom 
densities as functions of initial enrichment and exposure. 
These were converted to weight percent of initial metal, 
and in this form the data was utilized as input to a multiple 
99 regression analysis computer program. Heavy metal isotopics 
were fitted to a function of the general form. 
F(Ei, B) = F(E±, 0) + 
(a + a • E. + a *E. 2) »B -f-
11 12 1 1 3 1 
(a + a • E. + a • E*)*B2 
21 22 1 23 ! 
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where E. is the initial fuel U-235 w/o, B is the fuel 
exposure in MWD/kgU, and f(E.,B) represents the heavy metal 
concentration for the fuel of a given initial enrichment E. 
at a given exposure B, and the a.., are constants determined 
by a regression analysis routine. The heavy metal isotopic 
concentrations predicted by the correlations were within 5% 
of the values produced by the LASER calculation. 
Results of the LASER calculations were also used to 
generate a correlation to represent the infinite multipli-
cation factor, k-infinity, as a function of initial enrichment 
and exposure. In order to obtain a high degree of accuracy 
in the k-infinity correlation, the regression analysis 
program was used to generate a correlation of the form 
f(E.,B) = a + a -E. + a »E.2 + a «E.3 
1 00 01 1 0 2 1 0 3 1 
+ (a + a -E. + a •E.2) »B 
10 11 1 X 2 l 
+ (a + a »E. + a »E. 2) «B2 
20 21 1 22 ! 
+ (a + a »E. + a «E.2) »B3 
3 0 3 1 1 3 2 1 
+ (a + a «E. + a «E.2) *Bh. 
«f 0 ifl 1 «• 2. 1 
This functional form permitted the correlation of k-infinity 
to within .0025% dk/k over the range of exposures and initial 
enrichments contained in the LASER calculation. Figures 4 
through 7 compare LASER predicted values with the curves 
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Figure 4. U-235 Enrichment as a Function of Initial 
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Figure 5. Uranium Weight as a Function 
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Figure 6. Fissile Plutonium Content as a Function 
of Initial Enrichment and Fuel Exposure 
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Figure 7. Fuel K-infinity as a Function of Initial 
Enrichment and Fuel Exposure 
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generated by the correlations. 
Model 
In this work, the foregoing assumptions and algorithms 
were developed into a computerized core simulator model. 
The basic flow of the computer program is shown in Figure 8. 
The main program, XPLOAD, reads run options and calls the 
five major subroutines. For cases without a coupled CINCAS 
calculation, the subroutine BATIN will read the following 
batch-related information: 
1. Batch number, 
2. Initial batch average enrichment, 
3. Initial batch loading cycle, 
4. Final batch discharge cycle, 
5. First removal cycle for a reinserted fuel 
batch (optional), 
6. Reinsertion cycle for a reinserted fuel batch 
(optional), 
7. Core periphery fuel loading indicator, and 
8. Equilibrium batch indicator. 
This information is sufficient for the calculation of fuel 
exposures on a cycle-by-cycle, batch-by-batch basis. For 
cases in which fuel costs as calculated by CINCAS are 
desired the following additional information is also 
required for each fuel batch: 
1. Fuel assembly initial weight in kilograms of 
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Figure 8. XPLOAD Flow Chart 
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2. Standard CINCAS input information excluding 
items calculated by XPLOAD. 
The subroutine CYCIN reads the following cycle-related 
information for a case in which fuel costs will not be analyzed 
by CINCAS: 
1. Cycle number, 
2. End-of-cycle k-infinity, and 
3. Equilibrium cycle indicator. 
For cases which are to be analyzed using CINCAS, the following 
additional information is required for each cycle: 
1. Thermal to electrical conversion efficiency, 
2. Cycle startup date, 
3. Cycle shutdown date, and 
4. Equilibrium cycle length in months. 
Based upon the input information, the subroutine FUSE 
depletes the reactor for each cycle. Utilizing the depletion 
algorithm, flow-charted in Figure 9, FUSE generates three 
arrays: BBURN, a two-dimensional array containing fuel 
assembly exposures for each batch on a cycle-by-cycle 
basis, BRNUP, a one-dimensional array containing batch fuel 
exposures at fuel discharge, and CORBU, a one-dimensional 
array containing core average exposures for each cycle in 
the study. These arrays are utilized in the subroutines 
BATOUT and CYCOUT to generate summary information regarding 
the fuel. BATOUT gives a fuel batch exposure summary based 
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Tables 1 and 2 are the batch-related results of a sample 
problem. The heavy metal isotopic data represented in 
Table 1 was calculated from correlations developed using 
the results of LASER calculations. The output of CYCOUT for 
the same sample case is shown in Table 3. 
For cases in which the analysis of fuel costs by 
CINCAS is desired, the subroutine CINGEN is called. This 
subroutine will read a standard set of CINCAS data cards and 
calculate batch fuel revenue requirements. These calculations 
require standard CINCAS input information with the exception 
of the following items which are calculated by XPLOAD: 
1. Date card—withdrawal date, second insertion date, 
second withdrawal date, 
2. Card type 4—all information (monthly energy 
production), 
3. Card type 5—variable method of energy production, 
4. Card type 7—all information (initial fuel enrich-
ment and weight), and 
5. Card type 8—all information (burnup-dependent 
data). 
Table 1. XPLOAD Core Depletion Results 
Batch No. U-235 Loading Disch Burnup U-235 URAN PU-FISS PU-TOT 
No. ASBL w/o UI Cycle Cycle MWD/MTU w/o UF w/o MI w/o MI w/o MI 
1 70 1.75 1 1 13651. .760 97.937 .394 .539 
2 70 2.45 1 2 25378. .685 96.302 .546 .772 
3 53 3.15 1 3 32810. .820 95.266 .597 .862 
4 17 2.70 2 3 24721. .863 96.394 .548 .755 
5 53 3.40 2 4 34186. .921 95.075 .608 .875 
6 17 2.70 3 4 25715. .820 96.255 .555 .772 
7 53 3.40 3 5 34823. .900 94.986 .607 .881 
8 17 2.70 4 5 25528. .828 96.281 .554 .769 
9 53 3.40 4 6 34716. .903 95.001 .607 .880 
10 17 2.70 5 6 25471. .830 96.289 .553 .768 
11 53 3.40 5 7 34661. .905 95,008 .607 .879 
12 17 2.70 6 7 25535. .828 96.280 .554 .769 
13 53 3.40 6 8 34708. .903 95.002 .607 .880 
14 17 2.70 7 8 25511. .829 96.284 .554 .769 
15 53 3.40 7 8 23336. 1.428 96.587 .551 .719 
16 17 2.70 8 8 13841. 1.487 97.911 .394 .503 
17 53 3.40 8 8 10647. 2.351 98.356 .325 .393 
en 







1 1 13651. 0. 0. 13651. 1 
1 2 14936. 10442. 0. 25378. 2 
1 3 9718. 11650. 11442. 32810. 3 
2 4 12809. 11912. 0. 24721. 3 
2 c: 9765. 12934. 11487. 34186. 4 
3 6 13992. 11723. 0. 25715. 4 
3 7 10801. 12747. 11275. 34823. 5 
4 8 13927. 11600. 0. 25528. 5 
4 9 10727. 12615. 11373. 34716. 6 
5 10 13773, 11697. 0. 25471. 6 
5 11 10585. 12719. 11358. 34661. 7 
6 12 13868. 11667. 0. 25535. 7 
6 13 10671. 12687. 11349. 34708. 8 
7 14 13844. 11666. 0. 25511. 8 
7 15 10650. 12686, 0. 23336. 8 
8 16 13841. 0. 0. 13841. 8 
8 17 10647, 0. 0. 10647. 8 
56 
Table 3. XPLOAD Cycle Length Predictions 












FUEL FAILURES-FUEL COSTS—A PARAMETRIC ANALYSIS 
The premature replacement of fuel is an alternative 
available to operating nuclear power plants to extend cycle 
lengths, utilize excess material being carried in inventory, 
or to replace fuel assemblies which have experienced cladding 
failure. To date, mainly due to poor fuel performance, over 
half of the operating nuclear power plants have been forced 
to replace fuel prematurely. Early fuel replacement results 
in a perturbation to long-range refueling plans. To deter-
mine the effects of early fuel discharges on fuel cycle 
energy production and fuel cycle costs, a parametric analysis 
was performed using the core simulator model coupled with 
CINCAS to calculate fuel cycle costs. 
The fuel cycle plan for the SNUPPS reactor utilized 
in this analysis had a fuel loading comprised of 193 fuel 
assemblies. The first core consisted of 70 fuel assemblies 
with an average enrichment of 1.75% U-235, 70 fuel assem-
blies with an enrichment of 2.45%, and 53 assemblies with 
an enrichment of 3.15%. 
Fuel for each of the reloads was separated into two 
batches: a high enrichment batch consisting of 53 assem-
blies with an enrichment of 3.4% and a low enrichment batch 
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consisting of 17 fuel assemblies with an enrichment of 2.7%. 
The 3.4% enriched fuel had a design nuclear life of three 
cycles at full power, and the 2.7% enriched fuel had a 
design life of two cycles. This resulted in the basic 
refueling scheme shown in Table 4. 
For analysis by the core simulator, an equilibrium 
cycle refueling was perturbed by prematurely discharging 
fuel assemblies and replacing them with fresh fuel. This 
replacement of prematurely discharged fuel was based on the 
following rules: 
1. Only fuel of 3.4% and 2.7% enrichments were 
available for replacement of the prematurely discharged 
fuel. 
2. The fresh fuel which was inserted in place of 
the premature discharge would remain in core for its 
"design nuclear life." Thus 3.4% fuel would remain in 
core for three full cycles and 2.7% enriched fuel would 
remain in core for two cycles. 
3. The refueling scheme should be devised consistent 
with rules one and two such that a minimum perturbation of 
future reloading plans would occur. 
Rule 1 is plausible from several aspects. First, 
the detailed nuclear analysis of the reload core will be 
much simpler if cross-sections are not required for another 
initial enrichment fuel assembly. Second, keeping the 
number of reload fuel assembly enrichment to a minimum will 
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Table 4. SNUPPS Reactor Fuel Cycle Plan 
Batch Number of Initial Loading Discharge 
Number Assemblies Enrichment Cycle Cycle 
70 1.75 1 1 
70 2.45 1 2 
53 3.15 1 3 
17 2.70 2 3 
53 3.40 2 4 
17 2.70 3 4 
53 3.40 3 5 
17 2.70 4 5 
53 3.40 4 6 
17 2.70 5 6 
53 2.70 5 7 





Cycle Batch Base Case 
* ** 





8A 2.7 17 5̂  17 17 4 5 
8B 2.7 0 ±1 0 0 4 4 
9A 3.4 53 53 41 •41 4 6 
9B 3.4 0 0 ±2. 0 4 4 
9C 3.4 0 0 0 12̂  4 5 
10 2.7 17 17 29̂  17 5 6 
11 3.4 53 '§1 53 53 5 7 
12 2.7 17 17 17 17 6 7 
13 3.4 53 53 53 _65 6 8 
14 2.7 17 17 17 S_ 7 8 
15 3.4 53 53 53 53 7 9 
16 2.7 17 17 17 17 8 9 
17 3.4 53 53 53 53 8 10 
12—2.7% ASBL (Batch 8B) are replaced by 12—3.4% ASBL (added to Batch 11) 
12—3.4% ASBL (Batch 9B) are replaced by 12—2.7% ASBL (added to Batch 10) 
** * 12—3.4% ASBL (Batch 9C) are replaced by 12—3.4% ASBL (added to Batch 13). 
This results in 12 less 2.7% ASBL loaded in Batch 14. 
o 
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ease the problems associated with the actual fuel loading 
procedure at the reactor site. Third, utilizing the same 
enrichment as existing reload fuel is also practical from 
a procurement aspect. If it were necessary to locate 
licensable fuel on short notice, the best source of reload 
fuel would be another SNUPPS reactor utilizing a similar 
refueling plan. 
Rule 2 is based upon the economical utilization of 
the reload fuel. Once the fuel is inserted into the reactor, 
minimum overall energy costs require extracting near the 
equilibrium cycle energy from the fuel. 
Rule 3 is brought about by long-term procurement 
practices. Current trends in the nuclear industry call 
for the letting of contracts eight to ten years in advance 
of the start of energy production from a nuclear power 
plant. Since this material is scheduled for delivery based 
on an unperturbed schedule of operation, a quick return to 
equilibrium refueling conditions will minimize inventories 
of material. 
Using these three rules, perturbations to reactor 
refueling following the attainment of an equilibrium cycle 
condition were considered. The perturbations considered 
consisted of the discharge of from one to twelve low 
enrichment fuel assemblies after one cycle of operation; 
the discharge of from one to sixteen high enrichment assem-
blies after one cycle of operation; and the discharge of 
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from one to sixteen high enrichment assemblies after two 
cycles of operation. 
For the cases in which the 2.7% enriched fuel 
assembly was replaced with a 3.4% assembly after one cycle 
of operation major fluctuations in cycle energy production 
were apparent for the first two cycles as shown in Figure 
10. The increase in the first perturbed cycle's energy 
production was due to the higher initial core reactivity 
because of the reactivity difference between the once-burned 
2.7% fuel and the fresh 3.4% fuel. The increase in cycle 
energy production brought about a corresponding increase in 
fuel batch end-of-cycle exposures which resulted in a 
decrease in reactivity for the fuel which remained in core 
for the next cycle of operation. In addition to this effect, 
the fresh 2.7% fuel which was originally scheduled for 
loading at the beginning of the second cycle following the 
perturbed discharge was displaced by the less reactive 
once-burned 3.4% enriched fuel. The net result is a core 
loading for the second cycle which had significantly less 
initial reactivity than that contained in the equilibrium 
cycle core. After variations in the first two perturbed 
cycles' energy production, the fuel cycle length returned 
to within 4% of the equilibrium fuel cycle value for up to 
twelve assemblies prematurely discharged. 
The variation of cycle energy with the number of 
low enrichment fuel assemblies which were discharged 
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6 7 8 
Cycle Number 
10 
Figure 10. The Effect of the Early Discharge of Twelve 
Low Enrichment One-Cycle Fuel Assemblies 
on Cycle Energy Production 
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prematurely is shown in Figure 11. It is interesting to 
note the linear relationship between the number of assemblies 
in the discharge batch and cycle energy production. This 
linearity was the result of the linear relationships used 
for cycle length predictions in the core simulator model, 
the linear model which is used to allocate fuel batch burnups, 
and the linear nature of the correlated values of k-infinity 
over the range of discharge exposures under examination. 
In spite of major fluctuations in cycle-by-cycle 
energy production in the five cycles immediately following 
the abnormal refueling, the total energy produced in the 
perturbed case varied from the energy produced in the 
unperturbed case by only 323 MWD/MTU or .5% of the energy 
produced in the five cycles following the early fuel discharge 
when 12 fuel assemblies were replaced after one cycle of 
operation. 
For the cases in which the 3.4% enriched fuel assem-
blies were replaced with 2.7% enriched fuel, the fuel cycle 
energy fluctuations resulted from a mechanism similar to 
that which caused the fluctuations in the previous case. 
However, in these instances, the reactivity difference 
between the once-burned 3.4% fuel assemblies and the fresh 
2.7% fuel was much less, and hence the fluctuations in cycle 
energy production were much less than those which were 
observed under the previous discharge conditions. Another 
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Number of Assemblies Discharged 
Figure 11. The Effect of Early Discharge Batch Size 
on Subsequent Fuel Cycle Lengths for the 
Early Replaceraent of One-Cycle Low Enrichment 
Fuel Assemblies 
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fuel and the discharged fuel was a quick return to equilib-
rium cycle as shown in Figure 12. Figure 13 shows the effect 
of the size of the perturbed batch on future cycle energy 
production. It is apparent that major fluctuation in cycle 
energy production occurs in the initially perturbed cycle. 
As in the previous case, the total variation in cycle energy 
production following the perturbation was relatively small. 
In this case, the total variation in cycle energy over the 
five year period following the refueling perturbation was 
only 0.4% of the total energy production in this period for 
the early discharge of twelve fuel assemblies. 
Cycle energy fluctuations were greatest for the 
replacement of high enrichment fuel assemblies after two 
cycles of irradiation. This effect is explained by the large 
reactivity difference in the discharged assemblies and the 
fresh fuel which serves as its replacement. With the 
exception of the larger reactivity difference, the replacement 
of the twice-burned high enrichment fuel was similar to the 
previously analyzed replacement of the low enrichment fuel. 
Figures 14 and 15 show the effects of early fuel replacement 
on cycle energy production and the size of the prematurely 
discharged fuel batch on the magnitude of the cycle energy 
fluctuations. The cause of the energy fluctuations was the 
same as in the case of the early replacement of the low 
enrichment fuel. The cycle immediately following the reload 
perturbation had excess reactivity which resulted in a longer 
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6 7 8 
Cycle Number 
10 
Figure 12. The Effect of the Early Discharge of 
Twelve High Enrichment One-Cycle 




4 8 12 16 20 24 
Number of Fuel Assembl ies Discharged 
Figure 13. The Effect of Early Discharge Batch Size 
on Subsequent Fuel Cycle Lengths for the 
Early Replacement of One-Cycle High 
Enrichment Fuel Assemblies 
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Figure 14. The Effect of the Early Discharge of Twelve 
High Enrichment Two-Cycle Fuel Assemblies 




4 8 12 16 
Number of Assemblies Discharged 
Figure 15. The Effect of Early Discharge Batch Size 
on Subsequent Fuel Cycle Lnegths for the 
Early Replacement of High Enrichment Fuel 
After Two Cycles of Irradiation 
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cycle. The subsequent cycle utilized once-burned 3.4% fuel 
assemblies in lieu of the scheduled 2.7% fuel. This, 
coupled with the higher exposure of the fuel remaining in 
the core resulted in a drop in the beginning-of-cycle 
reactivity. The effect of the non-equilibrium reload had 
disappeared for all practical purposes after the second fuel 
cycle following the perturbed reload. The net effect on 
cycle energy production for the five cycles immediately 
following the premature discharge was a net increase of less 
than .7% in total energy production for up to twelve fuel 
assemblies discharged prematurely. 
The fluctuations in cycle energy production produced 
corresponding changes in batchwise energy production. 
Because of the oscillating nature of the cycle energies after 
the reload perturbation, the overall effect on fuel batch 
discharge burnup was relatively small. The largest changes 
in batch discharge exposures occurred for fuel which was 
discharged at the end of the first perturbed cycle. In 
these instances, the fuel assemblies were driven to higher 
exposures because of the increased fuel cycle lengths. 
Increased core energy production resulted in increases in 
fuel discharge exposures of 5.4% and 5.0% for the cases 
involving the replacement of twelve high enrichment fuel 
assemblies after two cycles and twelve low enrichment 
assemblies after one cycle of irradiation respectively. The 
early replacement of twelve high enrichment assemblies after 
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one cycle of irradiation resulted in a maximum increase of 
2.7% in the batch discharge exposure. The forecasted batch 
discharge exposures for fuel in subsequent cycles was also 
sensitive to cycle energy fluctuations. In the cases of 
replacement of high enrichment fuel after two cycles and low 
enrichment fuel after one cycle, these cycle energy fluctu-
ations resulted in variations in batch discharge exposures. 
This effect was most pronounced for fuel which was in core 
for shorter periods of time (i.e. the low initial enrichment 
fuel). 
Analyses of batch fuel costs using projected 1980 
cost data and CINCAS showed that the early replacement of 
fuel resulted in significant increases in fuel costs over a 
ten year time period. This cost can be thought of as result-
ing from two components; the first being the cost of the 
fuel which was discharged prematurely, and the second the 
cost of the makeup fuel. Previous analyses with CINCAS had 
shown an increase in batch fuel costs with increasing fuel 
assembly exposure. This variation is depicted in Figure 16. 
Since the variation from the base case for fuel discharge 
exposures was relatively small, the variation in individual 
batch energy costs was also small. The early fuel discharge 
batches will have slightly lower net fuel costs because of 
lower exposures at discharge. This lowering of batch fuel 
costs is offset by an increase in fuel costs caused by the 
fuel which is required to replace the fuel that is discharged 
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Table 6. Projected Cost Data Used in CINCAS Analyses 
Component Costs 
Ore Cost—$/lb U30g $ 20.00 
Conversion Cost—$/lbU as UFg 1.80 
Unit separative work costs—$/kgSWU 100.00 
Fabrication costs—$/kgU 120.00 
Spent fuel storage and shipping costs—$/kgU 10.00 
Reprocessing cost—including reconversion—-$/kgU 120.00 
Plutonium value—$/g fissile 16.00 
Overages 
U_08 to UF6 conversion loss—% 1.0 
Fabrication overage—% 1.5 
Uranium reprocessing loss—% 1.5 
Plutonium reprocessing loss—% 1.5 
Enrichment plant tails—% .3 
Lead Times 
U,Og Payment lead time—months 18 
UFg Payment lead time—months 14 
Enrichment payment lead time—months 12 
Fabrication payment lead time—months 0 
Reprocessing—months after shutdown 5 
Sale of plutonium—months after reprocessing 7 
Annual Income Tax Rate, % 50 
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Fuel Exposure MWD/kgU 
35 
Figure 16. The Effect of Fuel Exposure on Net Fuel 
Assembly Cost 
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prematurely. In all cases under study, the net result of 
early fuel discharge was an increase in overall case fuel 
costs. 
The predicted effect of the size of the prematurely 
discharged fuel batch on case fuel costs is shown in Figure 
17. The effect of early discharges on total fuel costs is 
greatest when the smallest percentage of the fuel design 
life is achieved, while the achievement of a higher percentage 
of the fuel design life results in substantially lower overall 
fuel costs. This effect is tied to the energy-independent 
quantities of fuel cost such as fabrication, fuel shipping, 
and reprocessing. These costs are computed on a dollars per 
unit mass basis and therefore the cost of the service is not 
dependent upon energy extraction. By extracting the greatest 
amount of energy from a given fuel assembly, the contribution 
of the energy-independent quantities to the total cost is 
minimized. 
Fuel cycle energy costs calculated by CINCAS showed 
large variations in cycle energy costs for the perturbed 
fuel loadings. The results of these calculations are shown 
in Figure 18. For Case 4, the energy cost fluctuation is 
primarily due to increased fabrication and reprocessing 
costs on a per kwhr basis for the discharged fuel. These 
costs are partially offset by a 12% increase in cycle energy 
output for the cycle where the peak fuel costs occur. The 
subsequent drop in fuel costs below the base case fuel costs 
4 8 12 16 20 24 
Number of Preir.aturely Discharged Fuel Assemblies 
Figure 17. The Effect of Premature Fuel Discharge 
Batch Size on Case Fuel Costs 
(A) High enrichment fuel discharged 
after one cycle; (B) Low enrichment fuel 
discharged after one cycle; (C) High 




Figure 18. The Effect of Premature Fuel Discharge on 
Cycle Energy Costs 
Case 4—Discharge of 12 one-cycle low 
enrichment fuel assemblies 
Case 8—Discharge of 12 one-cycle high 
enrichment fuel assemblies 
Case 12—Discharge of 12 two-cycle high 
enrichment fuel assemblies 
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is the result of decreased fuel fabrication and reprocessing 
requirements when the three-cycle high enrichment fuel 
displaces two-cycle low enrichment fuel. The net effect 
over the five cycle period of perturbed operation is a 3.4% 
increase in energy costs. For Case 12, the predicted 
variations in fuel energy costs are identical to that of 
Case 4 with the exception of a slightly lower cycle energy 
cost for cycle 5 because of a smaller penalty for the 
discharge of the high enrichment fuel which has been 
irradiated for two cycles vs. the low enrichment fuel with 
one cycle of exposure. After the premature discharge of 
the fuel assemblies the subsequent core loadings are quite 
similar, and therefore energy production costs should also 
be approximately equal. The net energy cost variation for 
Case 12 is 1.2% greater than the base case energy cost over 
the five year period following the perturbed refueling. 
Case 8 resulted in the highest total fuel cost and 
the perturbed refueling resulted in only a slight increase 
in fuel cycle length. Because of this, the cycle energy costs 
increased dramatically for the two cycles during which the 
replacement fuel for the early discharge was in core, but 
cost returned to the base case once the reactor core's 
contents reflected the equilibrium cycle fuel loading. The 
net increase in fuel costs for this case was 8%. 
Analysis of the modified core simulator results to the 
problem under study lead to the following conclusions: 
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1. The early discharge of fuel can bring about large 
changes in cycle energy production because of variations in 
reactivity of reloaded cores. This effect is most severe 
in the cycle where the perturbation from the normal refueling 
scheme is first made and disappears quite rapidly once a 
return to the equilibrium cycle refueling plan is made. 
2. Although the early discharge of fuel results in 
oscillations in energy production for subsequent cycles, 
the total energy production during the period of perturbed 
operation will remain very close to that produced during 
unperturbed operation. Even in the case of the worst 
variations in cycle energy, the total energy production for 
the perturbed cycles is negligible when compared to that of 
an equilibrium refueling scheme. 
3. Although cycle energy production fluctuated as 
much as 15% for the cases under study, batch discharge 
exposure remained within 8% of the equilibrium discharge 
exposure values for all fuel except the batch which was 
discharged prematurely. Fluctuations in batch discharge 
exposure stabilize more quickly than cycle energy production. 
Because cf this there is very little fluctuation in individual 
batch fuel costs except for the fuel batches which were 
prematurely discharged. 
4. In terms of total batch fuel cost, the effect of 
increasing the number of fuel assemblies which were 
discharged early was a corresponding linear increase in 
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total fuel costs for the case. Early discharge high-
enrichment assemblies after two cycles of operation is the 
least costly course of action, discharge of low enrichment 
assemblies after one cycle results in the next lower total 
cost, and the replacement of high enrichment assemblies after 
one cycle of irradiation results in the highest total batch 
fuel costs. 
5. In terms of energy costs in mills/kwhr, none of 
the perturbations in reload patterns makes more than 8% 
difference in average fuel cycle cost over the period of 
perturbed operation for the discharge of up to twelve 
assemblies prematurely. 
This application of the core simulator model showed 
its usefulness in analyzing "what-if" fuel management 
problems. Once the problem was stated, the necessary input 
information for a depletion analysis could be prepared in 
less than ten minutes. Reactor core depletion analyses were 
very inexpensive, requiring less than one second of CPU 
time on the Univac 1108. In short, this application shows 
that the core simulator model developed in this work is 
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