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Abstract
Let q be a prime power and n and r be positive integers. It is well known
that the linearized binomial Lr(x) = x
qr + ax ∈ Fqn [x] is a permutation
polynomial if and only if (−1)n/da(q
n−1)/(qd−1) 6= 1 where d = (n, r). In this
paper, the compositional inverse of Lr(x) is explicitly determined when this
condition holds.
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1. Introduction
Let Fq be the finite field with q elements where q is a prime or a prime
power. A polynomial over Fq is called a permutation polynomial if it can
induce a bijective map from Fq to itself. For a given permutation polynomial
f(x) over Fq, the polynomial f
−1(x) that can induce the inverse map of the
map induced by f(x) is called the compositional inverse of f(x). That is to
say, f−1(x) satisfies the relation
f(f−1(x)) ≡ f−1(f(x)) ≡ x mod (xq − x).
Generally speaking, it is far form a simple matter to explicitly represent com-
positional inverses of known classes of permutation polynomials over finite
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fields. Up to present, there are only a few classes of permutation polynomials
whose compositional inverses can be determined. We refer to [4, 2, 7], for
example, for some results on this topic.
Linearized polynomials are of special interest in studying permutation
polynomials over finite fields. A linearized polynomial over the finite field
Fqn is a polynomial of the form
L(x) =
n−1∑
i=0
aix
qi.
A well-known criterion of Dickson says that L(x) is a permutation polynomial
over Fqn if and only if detDL 6= 0 [3], where
DL =


a0 a1 . . . an−1
aqn−1 a
q
0 . . . a
q
n−2
...
...
...
aq
n−1
1 a
qn−1
2 . . . a
qn−1
0


is called the associate Dickson matrix of L(x) [6]. As a supplement of this
result, in [6] the author and Liu found a relation between the compositional
inverse of a linearized permutation polynomial and the inverse of its associate
Dickson matrix, obtaining the following result.
Theorem 1.1 (See [6]). Let L(x) ∈ Fqn [x] be a linearized permutation poly-
nomial. Then DL−1 = D
−1
L . More precisely, if L(x) =
∑n−1
i=0 aix
qi and a˜i is
the (i, 0)-th cofactor of DL, 0 ≤ i ≤ n− 1, then
L−1(x) =
1
detL
n−1∑
i=0
a˜ix
qi ,
where detL =
∑n−1
i=0 a
qi
n−ia˜i ∈ Fq (subscripts reduced modulo n).
Though Dickson’s criterion is simple, it is not convenient enough to use
to characterize linearized permutation polynomials sometimes. This is be-
cause singularity of certain matrices over finite fields cannot be easily char-
acterized, especially when some entries of them contain parameters. Also,
Theorem 1.1 only presents a general method to determine compositional in-
verses of linearized permutation polynomials and in some cases it cannot be
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conveniently utilized. The main difficulty lies in computing determinants
of certain matrices over finite fields. Therefore, compositional inverses of
linearized permutation polynomials is not easy to obtain in general. For ex-
ample, in [8] the author explicitly determined the compositional inverses of
a class of linearized permutation polynomials of simple forms over F2n for an
odd n, but the computations were rather complicated.
The simplest examples of linearized polynomials over Fqn are linearized
monomials, which are always permutation ones unless it is zero. Moreover,
the compositional inverse of a nonzero linearized monomial can be trivially
determined. Non-trivial examples of linearized polynomials that should be
considered firstly are linearized binomials of the form
Lr,s(x) = ax
qr + bxq
s
, a, b ∈ Fqn, 1 ≤ s < r ≤ n− 1.
However, when studying permutation behavior of such linearized polynomi-
als, it is easy to see that the problem can be reduced to studying linearized
binomials of the form
Lr(x) = x
qr + ax, a ∈ Fqn, 1 ≤ r ≤ n− 1. (1)
It is well known that the condition under which Lr(x) in (1) is a linearized
permutation polynomial over Fqn is
(−1)n/da(q
n−1)/(qd−1) 6= 1 (2)
where d = (n, r). Actually, Lr(x) can permute Fqn if and only if 0 is the only
solution of Lr(x) = 0 in Fqn, or equivalently, x
qr−1 = −a has no solution in
Fqn. This is further equivalent to
−a 6∈ (F∗qn)
qr−1 = C qn−1
(qn−1,qr−1)
= C qn−1
qd−1
,
i.e.
(−a)
qn−1
qd−1 = (−1)
n
d a
qn−1
qd−1 6= 1,
where Cl denotes the subgroup of F
∗
qn of order l for any l with l | (q
n − 1).
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However, noticing that the associate Dickson matrix of Lr(x) is
DLr =


a 1
aq 1
. . .
. . .
aq
n−1−r
1
1 aq
n−r
1 aq
n−r+1
1 aq
n−r+2
. . .
. . .
1 aq
n−1


,
whose shape is flexible since r is not fixed, we find it difficult to compute
detDLr to derive condition (2) for Lr(x) to be a permutation polynomial by
Dickson’s criterion. Furthermore, it is more difficult to compute cofactors of
elements in the first column of DLr to obtain L
−1
r (x) by Theorem 1.1 when
condition (2) holds.
In the sequel we will always assume condition (2) holds and devote to
getting explicit representation of the compositional inverse of Lr(x) for any
1 ≤ r ≤ n − 1. Our main obversion is that the problem can be reduced
to getting compositional inverse of L1(x), which can be easily solved from a
direct utilization of Theorem 1.1. The idea of the reduction process may be
applied in other similar problems, which will be generally discussed in the
end.
2. Compositional inverses of linearized permutation binomials
Denote by “Nn:l” the norm map from Fqn to Fql for some l | n, i.e.
Nn:l(x) = x
(qn−1)/(ql−1) for any x ∈ Fqn , and when l = 1, denote by “N” the
absolute norm map for simplicity. Then condition (2) can be rewritten as
(−1)n/dNn:d(a) 6= 1. The following theorem gives explicit representation of
L−1r (x).
Theorem 2.1.
L−1r (x) =
Nn:d(a)
Nn:d(a) + (−1)
n
d
−1
n
d
−1∑
i=0
(−1)ia−
q(i+1)r−1
qr−1 xq
ir
.
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Proof. It is obvious that Nn:d(a)
qr = Nn:d(a) as d | r. Besides, since
(n/d, r/d) = 1, we have
1 + qd + . . .+ q(
n
d
−1)d ≡ 1 + qr + . . .+ q(
n
d
−1)r mod (qn − 1),
and thus
a−
q
n
d
r
−1
qr−1 = Nn:d
(
1
a
)
.
For any x ∈ Fqn, we have
Lr(L
−1
r (x))
=
Nn:d(a)
Nn:d(a) + (−1)
n
d
−1


n
d
−1∑
i=0
(−1)ia−
q(i+1)r−1
qr−1
qrxq
(i+1)r
+
n
d
−1∑
i=0
(−1)ia−
q(i+1)r−1
qr−1
+1xq
ir


=
Nn:d(a)
Nn:d(a) + (−1)
n
d
−1


n
d
−1∑
i=0
(−1)ia−
q(i+2)r−qr
qr−1 xq
(i+1)r
+
n
d
−1∑
i=0
(−1)ia−
q(i+1)r−qr
qr−1 xq
ir


=
Nn:d(a)
Nn:d(a) + (−1)
n
d
−1

(−1)nd−1Nn:d
(
1
a
)qr
x
n
d
r +
n
d
−1∑
i=1
(−1)i−1a−
q(i+1)r−qr
qr−1 xq
ir
+(−1)0x+
n
d
−1∑
i=1
(−1)ia−
q(i+1)r−qr
qr−1 xq
ir


=
Nn:d(a)
Nn:d(a) + (−1)
n
d
−1
[
(−1)
n
d
−1
Nn:d(a)
+ 1
]
x
= x.

For some special cases of r, we can directly get the following corollaries.
Corollary 2.2. L1(x) is a linearized permutation polynomial over Fqn if and
only if (−1)nN(a) 6= 1, and under this condition, we have
L−11 (x) =
N(a)
N(a) + (−1)n−1
n−1∑
i=0
(−1)ia−
qi+1−1
q−1 xq
i
.
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Corollary 2.3. Assume (r, n) = 1. Then Lr(x) is a linearized permutation
polynomial over Fqn if and only if (−1)
nN(a) 6= 1, and under this condition,
we have
L−1r (x) =
N(a)
N(a) + (−1)n−1
n−1∑
i=0
(−1)ia−
q(i+1)r−1
qr−1 xq
ir
.
Corollary 2.4. Assume n is even. Then Ln/2(x) is a linearized permutation
polynomial over Fqn if and only if a
qn/2+1 6= 1, and under this condition, we
have
L−1n
2
(x) =
1
aq
n
2 +1 − 1
(
aq
n
2 x− xq
n
2
)
.
3. The method to obtain Theorem 2.1
In this section, we explain the detail of our method to derive L−1r (x). As
mentioned in Section 1, we cannot use Theorem 1.1 directly since the shape
of DLr is flexible. Now, by some trikes, we reduce the problem to one that
can be easily handled.
Firstly, we let q1 = q
d and then Lr(x) = x
q
r/d
1 +ax, which can be viewed as
a linearized polynomial over F
q
n/d
1
= Fqn. Since (r/d, n/d) = 1, this implies
that we need only to consider the initial problem in the case (r, n) = 1;
Secondly, when (r, n) = 1, we let q2 = q
r. Consider the composite field
of Fqn and Fq2, which is just Fqnr = Fqn2 , and view Lr(x) = x
q2 + ax as a
linearized polynomial over Fqn2 . Since (r, n) = 1, we have
1 + q2 + . . .+ q
n−1
2 ≡ 1 + q + . . .+ q
n−1 mod (qn − 1),
hence when (−1)na(q
n−1)/(q−1) 6= 1, we know that
(−a)
qn2 −1
q2−1 = (−a)1+q
r+...+q(n−1)r = (−1)na1+q+...+q
n−1
= (−1)na
qn−1
q−1 6= 1,
i.e.
a 6∈ C qn
2
−1
q2−1
=
(
F
∗
qn2
)q2−1
.
This implies that Lr(x) can induce a permutation of Fqn2 . Furthermore, since
Lr(Fqn) ⊆ Fqn and Lr(x) can induce a permutation of Fqn, which is a subset
of Fqn2 , the compositional inverse of Lr(x) viewed as a linearized permutation
polynomial over Fqn2 must be the the compositional inverse of Lr(x) viewed
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as a linearized permutation polynomial over Fqn, after reduction modulo
(xq
n
− x). To this end, we need only to consider the initial problem in the
case r = 1.
To summarize, if we can determine L−11 (x), i.e. if we can obtain the result
of Corollary 2.2 at first, then we can determine L−1r (x) for (r, n) = 1 via
replacing q by q2 = q
r in the representation of L−11 (x), obtaining the result
of Corollary 2.3 (note that the relation Nnr:r(a) = N(a) should be used).
Afterwards, for a general 1 ≤ r ≤ n− 1 with (r, n) = d, we can replace q, r
and n by q1 = q
d, r/d and n/d, respectively, in the representation of L−1r (x)
in Corollary 2.3, to obtain the representation of L−1r (x) in Theorem 2.1.
The only rest problem is to derive L−11 (x). This can be done via directly
using Theorem 1.1 since in this case DL1 has a fixed shape, namely,
DL1 =


a 1
aq 1
. . .
. . .
aq
n−2
1
1 aq
n−1


.
Note that the (0, 0)-th cofactor of it is
a˜0 = (−1)
1+1 det


aq 1
. . .
. . .
aq
n−2
1
aq
n−1

 =
N(a)
a
,
the (i, 0)-th cofactor of it is
a˜i = (−1)
i+1+1 det


1
aq 1
. . .
. . .
aq
i−1
1
aq
i+1
1
. . .
. . .
aq
n−2
1
aq
n−1


= (−1)i
N(a)
a1+q+...+qi
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= (−1)iN(a)a−
qi+1−1
q−1
for any 1 ≤ i ≤ n− 2, and the (n− 1, 0)-th cofactor of it is
a˜n−1 = (−1)
n+1 det


1
aq 1
. . .
. . .
aq
n−2
1

 = (−1)n−1.
Finally we have
detL1 = aa˜0 + a˜n−1 = N(a) + (−1)
n−1.
Then Corollary 2.2 follows.
4. A general discussion
In fact, the technique we introduc in Section 3 to reduce the problem
to one that is simple enough to deal with is enlightening. Other problems
related to linearized polynomials over Fqn , especially those whose terms are
all of the form xq
it
, can be similarly handled. Note that the main observation
we make in the second step of the problem reduction process is that, Lr(x)
can induce a permutation of Fqrn if it can induce a permutation of Fqn . This
fact can be affirmatively generalized.
Theorem 4.1. Let t and n be positive integers with (t, n) = 1, and q¯ = qt
for a prime power q. Assume the linearized polynomial L(x) =
∑n−1
i=0 aix
qi ∈
Fqn[x] can induce a permutation of Fqn. Then the linearized polynomial
L¯(x) =
∑n−1
i=0 atix
q¯i (subscripts reduced modulo n) can induce a permutation
of Fq¯n.
Remark 4.2. From (t, n) = 1 we know that the composite field of Fqn and
Fq¯ is Fqnt = Fq¯n. Besides, it is obvious that L¯(Fqn) ⊆ Fqn, and
L¯(x) =
n−1∑
i=0
atix
qti ≡ L(x) mod (xq
n
− x),
thus L¯(x) can permute Fqn as well. Therefore, Theorem 4.1 actually presents
a method to extend a linearized permutation polynomial over a “small” field
to be a linearized permutation polynomial over a “big” field. See the graph of
field extensions below.
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Fqn
Fqt
Fqnt
L(x)
L¯(x)
To prove Theorem 4.1, the following lemmas are needed.
Lemma 4.3 (See [5]). Let t and n be positive integers with (t, n) = 1, and
{βi}
n−1
i=0 be a basis of Fqn over Fq. Then {βi}
n−1
i=0 is a basis of Fqnt over Fqt.
Lemma 4.4 (See [6]). Let L(x) =
∑n−1
i=0 aix
qi be a linearized permutation
polynomial over Fqn. Then there exist two bases {αi}
n−1
i=0 and {βi}
n−1
i=0 of Fqn
over Fq such that
(a0, a1, . . . , an−1) = (α0, α2, . . . , αn−1)
(
βq
j
i
)
0≤i,j≤n−1
.
Proof of Theorem 4.1. Since L(x) is a linearized permutation polynomial
over Fqn , there exist two bases {αi}
n−1
i=0 and {βi}
n−1
i=0 of Fqn over Fq such that
(a0, a1, . . . , an−1) = (α0, α2, . . . , αn−1)
(
βq
j
i
)
0≤i,j≤n−1
according to Lemma 4.4. As (t, n) = 1, we have
(a0, at, . . . , a(n−1)t) = (α0, α2, . . . , αn−1)
(
βq
j
i
)
0≤i,j≤n−1
P,
where P is a permutation matrix with entries 1 in the (it, i)-th place for
0 ≤ i ≤ n− 1 and 0 in other places. Note that
(
βq
j
i
)
0≤i,j≤n−1
P =
(
β q¯
j
i
)
0≤i,j≤n−1
.
From Lemma 4.3 we know {αi}
n−1
i=0 and {βi}
n−1
i=0 are two bases of Fq¯n over Fq¯,
thus we finally get that L¯(x) is a linearized permutation polynomial over Fq¯n
applying Lemma 4.4 again. 
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5. Concluding remarks
In this paper, the explicit representation of a linearized permutation bi-
nomial of the form Lr(x) = x
qr + ax over the finite fields Fqn is derived. Our
main tool is Theorem 1.1, but it can only be used after we find by some
trikes that talking about the initial problem for L1(x) is enough. We should
point out that, though it cannot be conveniently utilized sometimes, The-
orem 1.1 is quite useful in studying linearized permutation polynomials of
special types and their compositional inverses. In fact, we have also used
it to compute compositional inverses of certain linearized permutation tri-
nomials over finite fields, the results of which will be proposed in a further
paper.
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