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Abstract Distinguishing aesthetically pleasing food
photos from others is an important visual analysis
task for social media and ranking systems related
to food. Nevertheless, aesthetic assessment of food
images remains a challenging and relatively unexplored
task, largely due to the lack of related food image
datasets and practical knowledge. Thus, we present the
Gourmet Photography Dataset (GPD), the ﬁrst largescale dataset for aesthetic assessment of food photos.
It contains 24,000 images with corresponding binary
aesthetic labels, covering a large variety of foods and
scenes. We also provide a non-stationary regularization
method to combat over-ﬁtting and enhance the ability
of tuned models to generalize. Quantitative results
from extensive experiments, including a generalization
ability test, verify that neural networks trained on
the GPD achieve comparable performance to human
experts on the task of aesthetic assessment. We reveal
several valuable ﬁndings to support further research
and applications related to visual aesthetic analysis of
food images. To encourage further research, we have
made the GPD publicly available at https://github.
com/Openning07/GPA.

1

Introduction

Food is one of the most fundamental entities in
our daily life. A great food photograph can convey
feelings of warmth, awaken fond memories, conjure
up fantasies, or just simply make you hungry [1]. It
can also draw crowds ﬂocking to a new restaurant
or boost the sales of a food magazine. Thus, the
ability to assess the aesthetic quality of food images
plays an important role in various applications, such
as food photo recommendation (see Fig. 1(a)), food
photography assistance, and enhancement (Fig. 1(b)).
Human beings can easily gauge the visual aesthetics
of food photos. However, it remains challenging
for artiﬁcial intelligent agents to do so. During the
past two decades, many researchers have considered
various related ﬁelds, such as image aesthetic
assessment [2–4] and food image analysis [5–7]. Some
have already explored aesthetic assessment of food
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Fig. 1 (a) When you browse photos of strawberry cake, it would
be nice if photos are sorted by visual aesthetics, e.g., aesthetically
negative (top) and positive ones (bottom). (b) Responses from 247
users on two questions: (Left) How often do you take food photos?
(Right) Do you want better food photos?
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images [8], but they resorted to hand-crafted visual
features and did not perform quantitative studies on
a large-scale dataset.
To endow intelligent agents with the ability to
assess food image aesthetics, there are two major
challenges to solve. Firstly, while there are some
aesthetic image datasets [2, 9] and food categorization
benchmarks [5, 6, 10], no dataset is available
for learning or evaluation of food image aesthetic
assessment. Without a reliable dataset, we cannot
investigate the topic quantitatively and provide
scientiﬁc observations or insights. Secondly, prior
knowledge is lacking in how to perform the task
eﬀectively. Any model needs to be regularized so
that it generalizes well to unseen food images, from
other sources than any training data.
To address the above two challenges, in this paper,
we present the Gourmet Photography Dataset (GPD),
containing 24,000 food images with corresponding
binary aesthetic annotations. We have conducted
a series of experiments with popular learning
mechanisms for visual analysis tasks to verify the
annotation quality of the GPD. We have also devised
a non-statistical, eﬀective regularization method,
adaptive smoothing regularization (ASR), to combat
over-ﬁtting, to provide better generalization and
better performance. We have quantitatively assessed
the generalization abilities of optimized models
on unseen food images. Extensive experiments
in Section 5 demonstrate that the GPD provides
practical help in tuning CNN models to predict
important visual patterns allowing assessment of food
aesthetics and to realize eﬀective food photo aesthetic
assessment. The proposed regularization strategy
outperforms several common counterparts in the task
of image aesthetic assessment. All these ﬁndings
encourage further development in related applications
of food image aesthetic assessment.
In summary, our contributions are as follows:
• the GPD, the ﬁrst large-scale dataset to support
research into aesthetic visual assessment of food
images;
• a simple yet eﬀective approach to properly
regularize neural networks for enhanced
generalization ability and better performance;
• a system with promising performance for the
task of food image aesthetic assessment, which
demonstrates good generalization ability.
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We also provide practical knowledge for further
research.
A preliminary extended abstract of this work
appeared at SIGGRAPH Asia 2018 [11]. The
code and dataset can be downloaded from https:
//github.com/Openning07/GPA.

2

Related work

2.1

Image aesthetic assessment

The goal of image aesthetic assessment is to gauge
the aesthetics of input images; it has been extensively
studied over the past decade. Early works on
image aesthetic assessment resort to hand-crafted
features [2, 12, 13]. Recently, thanks to large-scale
datasets [2, 9, 14], convolutional neural networks
(CNN) with eﬀective learning mechanisms have been
able to outperform their hand-crafted counterparts.
Advanced methods have been developed, such as
order-less multi-patch aggregation [15], aesthetic
attribute graphs with adaptive patch selection [3], an
Earth mover’s distance based loss function [16], an
attention-based learning scheme [17], visual feature
aggregation [18], a semi-supervised deep active
learning-based model [19], and multi-level pooling [4].
Progress in this topic has encouraged many aestheticaware applications (e.g., see Table 1). In this paper,
we investigate the aesthetic assessment of food photos,
which is an under-developed speciﬁc image domain
with huge practical commercial value.
2.2

Food image analysis

There is an increasing amount of research into food
images, because of its high value in commercial visual
marketing. Many advanced methods and benchmarks
Table 1 Brief information about several datasets related to aesthetic
visual analysis
Dataset

Amount

Domain

CUHK-PQ [9]

∼17k

general image

AVA [2]

∼250k

general image

AesCHN [20]

1k

Chinese handwriting

AutoTriage [21]

∼16k

general image

AADB [14]

10k

general image

PCCD [22]

∼4k

photo captioning

BlendPhotos [23]

1305

image blending

AesClothing [24]

—

clothing recommendation

GPD (ours)

24k

food aesthetics
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have been proposed, e.g., for food categorization
[6, 10, 25]), recipe retrieval [7], and calorie estimation
[26]. In this paper, unlike previous literature, we
attempt to investigate the possibility of aesthetic
visual analysis of food images, with great potential
value in visual commercial marketing.
2.3

Regularization method

In machine learning, regularization is intended to
diminish generalization error, instead of training
error. Developing eﬀective regularization methods
has always been a major research topic. Eﬀective
approaches include: softmax with temperature [27],
label smoothing regularization (LSR) [28], dropout
[29], data augmentation [30], etc. In this work, we
propose an eﬀective regularization strategy for image
aesthetic assessment.

3

Our dataset

There were three steps to establishing the Gourmet
Photography Dataset: food image collection, aesthetic
label annotation, and inter-human agreement.
3.1

Food image collection

To learn how to assess food images as aesthetically
positive or negative, we should aim for high
variety during image collection, with respect to
categories, viewpoint, lighting conditions, and layout.
We collected food photos from the Internet and
existing food categorization benchmarks. Firstly, we
downloaded food images from four popular online
communities: Flickr, Pinterest, 500px, and Pexels,
using various food keywords (e.g., cakes, drinks,
seafood) and regional cuisine indicators (e.g., Chinese,
French, Mexican). We also retrieved images from
various food categorization datasets [5, 10] in a classbalanced manner to enrich data complexity. In this
way, we collected a rich variety of images with varying
complexity. After collection, we removed irrelevant
instances, such as duplicated images, collages, and
photos with observable artiﬁcial additions. We also
conducted additional pre-processing operations to
provide a meaningful training signal, such as removing
unnecessary image borders and rotation calibration.
3.2

Aesthetic label annotation

Following existing literature [2–4, 15], we treat visual
aesthetic assessment of food photos as a binary image
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classiﬁcation problem. Given N pairs {Ii , ŷi }N
i=1 , ŷi
is the aesthetic label for image Ii , where ŷi ∈ {0, 1}
denotes negative or positive.
Figure 3 illustrates the annotation procedure
used to provide binary aesthetic labels for
images; Amazon’s Mechanical Turk (AMT) was
used. Workers were asked to judge whether a
displayed image looked aesthetically pleasing. Some
food images are aesthetically ambiguous, leading
annotators to spend much time to provide an
answer with low conﬁdence. To mitigate this
issue and ease their anxiety over such images,
workers were allowed to skip images for which they
could not conﬁdently provide answers. Ensuring
high conﬁdence answers is crucial to limiting time
consumption and guaranteeing that labels contain
meaningful cues, such as personal or cultural
preferences, with high recall ratio. Images that
were skipped three times or labeled validly are not
reissued to further workers. Moreover, each worker
was allowed to annotate 3000 images at most, to
avoid allowing a few annotators to dominate the
aesthetic perception of the dataset. Overall, 57
workers participated in the annotation procedure.
We obtained 29,042 valid image-aesthetic label pairs,
with 2647 photos skipped.
3.3

Inter-human agreement

To ensure high-quality aesthetic labels, we removed
controversial labels where possible. Eight additional
expert photographers with good aesthetic taste were
invited to re-check the collected labels. For each
image-label pair, they could agree or disagree with
the label, based on the tips (e.g., lighting, colour,
quality) in Fig. 2. If more than four experts
agreed, the annotation was kept; otherwise, the label
was regarded as ambiguous and discarded. During
this process, 5042 instances were eliminated due to
potential controversy. Most of those annotations
come from a few AMT workers, who were perhaps
unqualiﬁed for the task.
The results form the GPD: 24,000 food images
with corresponding aesthetic labels, 13,088 positive
and 10,912 negative. We show some instances in
Fig. 2. For simplicity, in the following experiments,
we randomly divided the GPD into two partitions:
21,600 (11,779 positive/9821 negative) images for
training and the remainder for testing.
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class and the negative one, where
exp(zi /τ )
σ(z)i = C
j=1 exp(zj /τ )

Fig. 2 (Left) Instances in the proposed GPD. (Right) Some tips of
good-looking food photos, indicating the important factors in assessing
aesthetic quality of food images.

Fig. 3 Our annotation process to collect aesthetic annotations, which
allows workers to skip assessing photos of ambiguous visual aesthetics
for high conﬁdence answers.

4
4.1

Methodology
Preliminary

Given a training set {Ii , ŷi }N
i=1 of N image-aesthetic
label pairs, we cast the aesthetic assessment as a
binary classiﬁcation problem and apply the crossentropy loss:
θ∗ = arg min −
θ

= arg min −
θE , θ C

N

i=1
N


(2)

z is a C-dimensional input vector (C = 2 in our case),
and τ is the temperature parameter [27] to control
the shape of the output probability distribution over
diﬀerent classes from the softmax (usually set to 1).
When τ > 1, the margin between the maximum logit
and the others for each zi will be diminished. Thus,
the maximum conﬁdence of aesthetic assessment
reduce, relatively.
4.2

Motivation

As noted, we treat image aesthetic assessment as a
binary classiﬁcation problem. Arguably, the imagelevel aesthetic label cannot indicate diﬀerences in
visual aesthetics for diﬀerent local patches cropped
from a single image. Without a proper strategy, we
might overly penalize the negative class on patches
from aesthetically positive images (see Fig. 4(right)).
In other words, if we train the model naively, the
model may assign full probability to the target
aesthetic class for each input instance, leading to overconﬁdence. Given the distribution of aesthetic scores
of images in the AVA benchmark [2] (Fig. 4(left)), it is
improper to require the model to output a prediction
with 100% conﬁdence for every input image. It is also
revealed in Ref. [31] that CNNs with ReLU activation
function always yield high-conﬁdence predictions
far away from the training data. To ensure the
generalization ability of optimized models, we need
to handle the over-conﬁdence issue properly.
Inspired by Laplace smoothing [32], which favors
highlighting more certain examples while avoiding
overly penalizing the others, we mitigate the over-

log Pr(ỹ = ŷ | Ii , θ)
log g(f (Ii , θE ), ŷ, θC )

(1)

i=1

where ỹi is the label predicted by the model given an
input image patch Ii , and θ is the trainable parameter
of the model Pr(· | ·, θ), which contains the feature
extractor f (·, θE ) and the classiﬁer g(·, θC ). We
C
apply the softmax function σ(zi ) : RC → (0, 1) , to
calculate the conﬁdence for the aesthetically positive

Fig. 4 (Left) The histogram of aesthetic score. (Right) Image
level label cannot indicate the aesthetic diﬀerence between each local
patches. Images come from the AVA dataset.
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conﬁdence issue by adaptively smoothing the shape
of output probability. The intuitive motivation is
that we diminish the output values of target classes
by introducing K smoothing vectors in the last fully
connected layer.
4.3

Every Freqcomp training epochs (5 in our
experiments), we pick the representation vectors
of patches whose target class prediction
conﬁdence is relatively low (< 0.5), and use their
mean vectors to update the K classes.
We update θA incrementally (λ = 0.3 in this
paper).

θA = λθA + (1 − λ)θA

•

Adaptive smoothing regularization

We introduce K vectors in the last fully connected
layer to implement ASR, i.e., θA . Figure 5 exhibits
the core idea of ASR. Because exp(dj ) is positive (j ∈
{1, · · · , K}), δASR (z)i (i ∈ {1, 2}), the conﬁdence
of binary visual aesthetics will reduce. In this
way, we mitigate the over-conﬁdence and promote
generalization ability. Put these ideas together, the
ASR method may be stated as
⎧
exp(zi )
⎪σ
⎪
K
ASR (z)i = C
⎪
⎪
⎪
⎨
j=1 exp(zj ) +
j=1 exp(dj )
(3)
i
⎪
)
exp(zi ) = exp(f T (I, θE ) · θC
⎪
⎪
⎪
⎪
⎩

j
exp(dj ) = exp(f T (I, θE ) · θA
)
The corresponding derivatives are
∂σASR (zi )
2
= σASR (z)i − σASR
(z)i
∂zi

•

(4)

∂σASR (zi )
σ 2 (z)i
(5)
= − ASR
∂dj
exp(zi )
We further note that the K introduced vectors can
also help maintain the pace of optimization, as lower
target conﬁdence always means higher error and
strengthens the training signal for back-propagation,
according to Eq. (4).
We ﬁnd that introducing K vectors is not enough,
because their softmax output values decrease quickly
as optimization progresses.
To maintain the
smoothing eﬀect, we propose three procedures:
• Randomly select K vectors from the model pretrained on ImageNet [33];

We give the main algorithm in Algorithm 1.
Algorithm 1 Adaptive smoothing regularization
Input:
Epmax : maximum number of training epochs;
Fqcomp : frequency to maintain the K vectors;
τth : threshold to select features;
1: Initialize network θA and θC ; Let Epidx = 1;
2: while Epidx  Epmax do
3:
Optimize θC and θA using Eq.(1);
4:
if mod (Epidx , Fqcomp ) = 0 then
5:
Evaluate the target class conﬁdences and extract
visual features on the validation partition;
6:
Select the feature vector whose target class
conﬁdences are around τth ;
// useful features
7:
Conduct DBSCAN clustering on the features to

remove outliers and get K centroids, θA
;
8:
Use the centroids to update θA to strengthen the
regularization eﬀect;
9:
end if
10:
Epidx + = 1;
11: end while
12: Return θC .

Discussion. Compared to existing regularization
methods, such as LSR [28], conﬁdence penalty,
or data augmentation [30, 34], the proposed
method does not make the transformation-invariant
assumption or assign some pre-deﬁned values to
curtail output conﬁdences. Instead, we apply K
introduced vectors to smooth the output space in
a non-statistical manner. Moreover, the introduced
vectors change ﬂexibly during the training process.
Thus, the proposed ASR is more ﬂexible and
reasonable.
4.4

Fig. 5

The schematic illustration of the proposed ASR method.

Implementation details

We apply the SGD algorithm using a batch size of 32,
with Nesterov momentum of 0.9 and weight decay
of 5e−4 . We begin with a learning rate of 1e−3 ,
drop it by a factor of 0.1 after every 10 epochs, and
keep it at 1e−5 after 20 epochs. We set K = 2 in
Eq. (3) during the experiments, as we believe that
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one introduced vector per aesthetic class suﬃces to
make the regularization eﬀect work, as we will see
in Section 5. Using a single NVIDIA Titan X GPU,
the learning process takes about 17 hours to ﬁnish
all 40 epochs. We implemented the method with
Tensorﬂow.
Without loss of generality, we adopted the 18layer ResNet [35] (ResNet-18) model as the backbone
network, using which we compared the results of
diﬀerent regularization strategies (see the last several
rows of Tables 2–4).

5

Experiments

5.1

Baseline comparison

To ensure reliable results and a systematic evaluation,
we applied several typical vision learning algorithms
to the GPD. Their performance, in terms of
percentage assessment accuracy, helps us explore the
possibility of visual aesthetic assessment on the food
images and assess the quality of aesthetic labels in
the GPD.
5.1.1

SVM with color

Color information proves to be important in image
We encoded color
aesthetic assessment [12].
information for images as color histogram features,
with 128 bins for RGB color channels. Zero-meanunit-variance normalization was conducted before
optimization.
5.1.2

SVM with GIST

GIST features [36] are another typical approach used
to capture the global content of images. We extracted
512-dimensional gray-scale GIST features with an
image size of 256 × 256. Zero-mean-unit-variance
normalization was also performed as a preprocessing
step to facilitate the following optimization process.

InceptionV2 [34], and 18-layer ResNet (ResNet-18)
[35]. To facilitate optimization, all the neural
networks are initialized on ImageNet dataset [33].
As usual, we adopt the cross-entropy loss to optimize
these neural networks.
5.1.5

Implementation details

For training, photos were re-scaled with respect to
the shortest edge (259 for AlexNet and 256 for the
others), and then patches (227 × 227 for AlexNet
and 224 × 224 for the others) were randomly cropped.
Random horizontal mirroring (0.5) was conducted for
data augmentation. To maximize the performance
of each model, we applied diﬀerent training hyperparameters, such as batch-size or learning rate
for CNNs and cost coeﬃcient for SVM, via crossvalidation experiments. For inference, we report and
compare the average on 10 patches randomly cropped
from input photos.
5.2

Evaluation on GPD

The results of the aforementioned methods on
the GPD are listed in Table 2. Several typical
aesthetically negative and positive instances are
shown in Fig. 6. Figure 7 shows the histogram of
conﬁdences predicted by ResNet-18 on the training
portion of the GPD. We also experimented with
M Pada [17], a state-of-the-art approach for image
Table 2 Training and test accuracy (%) of diﬀerent machine learning
algorithms and visual features on GPD
Solution

Training

Test

SVM classiﬁer
SVM + Color

72.4

SVM + GIST

78.1

64.4

SVM + VGG-object

90.8

74.7

SVM + VGG-scenes

86.8

72.4

SVM + VGG-foods

90.4

74.1

We extracted 4096-dimensional features from the
penultimate layer of a 16-layer VGG (VGG-16)
model [37]. For a full comparison, we experimented
with VGG models with three typical semantics:
VGG-object, VGG-scene, and VGG-food, trained on
ImageNet [33], Places [38], and a food categorization
dataset combining [5, 10], respectively.

AlexNet

89.1

88.6

VGG-16

90.6

87.2

InceptionV2

94.0

90.1

ResNet-18

93.3

89.7

ResNet-18 + aug

93.6

89.9

5.1.4

ResNet-18 + LSR [28]

95.6

90.2

ResNet-18 + σT [27]

94.1

89.4

ResNet-18 + ASR (ours)

95.0

90.7

5.1.3

Vanilla CNNs

SVM with VGG features

GPD-supervised CNNs

We experiment with several typical CNNs for image
classiﬁcation task: AlexNet [30], VGG-16 [37],

63.3

CNNs for aesthetic assessment
M Pada [17]

94.6

90.4

ResNet-18 with regularization

Learning to assess visual aesthetics of food images

145

Fig. 6 Typical negative (left) and positive (right) photos found by our method. These images cover a wide variety of patterns and can be
used in some food photography teaching class or online food photography assistance.

aesthetic assessment, using the authors’ code from
https://github.com/Openning07/MPADA.
From
the results, we obtained the following ﬁndings:
• The scale of the GPD seems to be suﬃcient to
support training learning algorithms. The gaps
between training performance and testing results
are generally less than 10% in each row of Table 2.
It should be noted that we do not adopt any data
augmentation or complex training tricks. We also
conducted the same experiments with diﬀerent
partitions of data, i.e., 10-fold cross-validation
on the whole GPD, and obtained results close
to those in Table 2. We may conclude that the

•

•

Fig. 7 The distribution of aesthetic scores on unseen food images
from the ResNet-18 model trained on the proposed GDP.

results demonstrate the eﬀectiveness of the GPD
for assessing visual aesthetics of food photos.
Our regularization module outperforms other
approaches. Comparing the results for ResNet
models with diﬀerent regularization strategies,
our proposed ASR works better than other
regularization strategies. We further observe
that during the inference stage, the conﬁdence
values for positive/negative visual aesthetics are
always larger than those for the introduced K
vectors. This shows that that our regularization
method works for the task of binary aesthetic
visual assessment.
GPD-supervised CNNs achieve the best testing
results amongst the tested learning mechanisms.
Further, SVM with VGG features generally
outperforms SVM with hand-crafted features.
These ﬁndings of the eﬀectiveness of CNNs are
not new and are consistent with mainstream
conclusions from the computer vision community
[39]; they make eﬀective image aesthetic
assessment of food photos possible. Another
interesting observation is that the visual features
from VGG-scenes do not work as well as
those from VGG-foods or VGG-objects. This
demonstrates the importance of object semantics
and food semantics in assessing visual aesthetics
of food photos.
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Generalization ability test

To test the generalization ability of tuned models, we
collected 825 unseen food photos from WeChat, one
of the largest online communities. We then invited
50 qualiﬁed candidates to give their opinions as to
whether the photos looked aesthetically pleasing or
not. Based on the 41,250 responses, we measured
consistency of the aesthetic assessments from the
models with human perception via the following
equation:
100  votecI
V (Sc ) =
,
c ∈ {pos, neg}
|Sc | I∈S U
c

where Spos , Sneg denote which images are positive or
neg
negative as predicted by the model, votepos
I , voteI
indicate the number of votes from reviewers who
believe the image I to be positive or negative, 100
is the normalization factor for percentage, and U
indicates the number of candidates (U = 50 in our
experiments). The results are listed in Table 3;
we calculate the best / worse results in a greedy
manner. To better visualize the comparisons, we
show some images together with aesthetic assessment
results from diﬀerent methods in Fig. 8. Based on
these results, we draw some empirical conclusions
Table 3
The results of generalization ability test on several
approaches via food photos collected from WeChat, which is diﬀerent
from the sources where the images of GPD come from.
V (Spos )

Solution

V (Sneg )

Bounds
Best

75.5

Worst

16.1

24.5

Random

37.3

62.5

72.1

81.0

Human Expert

83.9

SVM classiﬁer
SVM + Color

38.8

65.9

SVM + GIST

42.0

67.7

SVM + VGG-object

66.5

68.9

SVM + VGG-scene

65.5

69.2

SVM + VGG-food

65.2

71.0

Vanilla CNNs
AlexNet

63.5

VGG-16

65.4

71.9

InceptionV2

67.7

72.3

61.1

72.5

ResNet-18

71.6

ResNet-18 with regularization
ResNet-18 + AVA

38.5

65.7

ResNet-18 + aug

71.0

71.5

ResNet-18 + LSR [28]

61.3

72.4

ResNet-18 + σT [27]

61.1

72.5

ResNet-18 + ASR (ours)

73.5

72.1

as follows:
• Human experts achieve results close to the
theoretical best (75.5, 83.9), and signiﬁcantly
better than random. These observations indicate
that a good model for image aesthetic assessment
on food photos should be able to generalize well,
like human experts. They also indicate that the
825 food images with collected responses from
reviewers can be used to test model generalization
ability.
• GPD-supervised CNNs possess good generalization ability in assessing visual aesthetics of food
photos. The aesthetic assessments of food photos
from GPD-supervised CNNs are consistent with
those of human experts. For positive aesthetics,
ResNet-18 with ASR even outperforms human
experts in the experiment. This shows that neural
networks tuned on the proposed GPD dataset
possess good generalization ability in assessing
visual aesthetics of food photos. Consequently,
these results demonstrate the validity and utility
of the GPD and the proposed regularization
method in the task of aesthetic visual assessment
on food photos (e.g., food image triage or
recommendation).
• Negative food visual aesthetics seem to be easier
to assess than positive ones. We have more
food images with positive aesthetics than ones
with negative aesthetics in the GPD, whereas the
tuned models consistently achieve better results
for negative cases than positive ones. Supportive
cues arise from the observations that V (Sneg ) is
generally higher than V (Spos ) across each row of
Table 3. These results indicate that, on assessing
the visual aesthetics of food photos, people
achieve consensus on negative visual aesthetics
more often than on positive ones, if they are
forced to make a judgment. This insight provide
some useful guidelines for further developments.
For example, we need more training instances of
positive visual aesthetics, and we should take
personal preferences into consideration when
oﬀering certain services related to positive visual
aesthetics.
5.4

Further investigation into K

To further investigate how the hyper-parameter
K in Eq. (3) inﬂuences regularization and the
ﬁnal aesthetic assessment accuracy, we conducted
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Fig. 8 Predictions from humans, SVM with hand-crafted / VGG-based features, and deep convolutional neural networks trained on the AVA
benchmark [2] (AVA-Networks) and on the proposed GPD dataset (GPD-Networks).

additional experiments with diﬀerent values of K
on the GPD. To compute accurate statistics, we
conducted 10-fold cross-validation; the results are
exhibited in Fig. 9. It can be seen that K = 2
is generally a good choice, in comparison to other
options. On the other hand, we note that improperly
introducing K smoothing vectors can hurt the
assessment accuracy.
It is also interesting to note that, when we
shift the backbone from ResNet-18 to InceptionV2
or AlexNet, sometimes the K smoothing vectors
output conﬁdences larger than the two main classes.
Further work is needed to investigate the underlying
mechanism to exploit ASR better.
5.5

Additional experiments on AVA

To make the proposed ASR more convincing, we
conducted additional comparative experiments on
the large-scale AVA benchmark [2], which is widely

used [3, 15, 16, 40]. Without loss of generality,
we experimented with ResNet-18 [35] models using
common regularization strategies, followed by the
common pipeline on the AVA dataset [3, 15, 16, 40]:
e.g., we used 5.0 as the threshold value for binary
aesthetic assessment labels, 230k images for training
and the remaining 20k for testing.
The accuracy comparison is shown in Table 4. Our
regularization strategy achieves comparable results
to the state-of-the-art method [17] and outperforms
other regularization methods. We do not claim
superior results, but simply verify the eﬀectiveness of
our proposed ASR method, which works diﬀerently
to existing methods [3, 4, 15–17]. Consequently,
we further verify the eﬀectiveness of the proposed
regularized softmax in the task of image aesthetic
assessment.
Table 4 The classiﬁcation accuracy (%) of ResNet-18 models with
various regularization strategies and other typical approaches on the
AVA dataset
Solution
Handcrafted features [2]

68.0

DMA-Net-IF [15]

74.5

MNA-CNN-Scene [40]

77.1

Reg+Rank+Att+Cont [14]

77.3

NIMA [16]

81.5

Pool-3FC [4]

81.7

GPF-CNN [41]

81.81

CombFeatures [18]

81.95

A-Lamp [3]

Fig. 9 The image aesthetic assessment accuracy goes with K in
Eq. (3) on the test partition of the GPD dataset.

Accuracy

82.5

M Pada [17]

83.0

ResNet-18

81.8

ResNet-18 + aug

80.9

ResNet-18 + LSR [28]

82.5

ResNet-18 + σT [27]

82.3

ResNet-18 + ASR (ours)

83.3
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Assistance in food image generation
Motivation

Another practical use for the ability to assess visual
aesthetics of food image is to diminish bad instances
(e.g., with observable artifacts) generated by CNN
models. Currently, many researchers are working
on image generation or enhancement [23, 42, 43].
However, the lack of eﬀective methods to distinguish
low-quality outputs impedes practical application of
such methods.
5.6.2

Approach

With an aesthetic assessment model with good
generalization ability, we gauged the aesthetic scores
of original images and output ones, and then selected
outputs with relatively high aesthetic scores or with
moderate degraded score. This process is inspired by
a reﬁnement-based-on-evaluation procedure instead
of manual annotation, and is akin to web-supervised
learning [44] and evaluation without ground truth [45].
Intuitively, the generator model and the assessment
model beneﬁt each other in the long-term trend.
5.6.3

Results

We conducted an experiment to assist food image
generation with pizzaGAN [46], a generative
adversarial network (GAN) based model to generate
pizza images conditioned by a pizza photo and a
cooking instruction (e.g., add corn, or remove ham).
All the original images and the manipulated results
can be found at http://pizzagan.csail.mit.edu/#.

The results of aesthetic assessment on the original
food images and the manipulated ones are shown in
Fig. 10. With the procedure described above, we
can distinguish good results from low-quality ones
without the need for a time-consuming user study.
In this way, we can discard improper output from
generative models, making related applications on
food images more practical.

6

Conclusions

To support research into food image aesthetic
assessment, this work presents the GPD, the
ﬁrst related complex, large-scale dataset with
corresponding binary aesthetic labels. To combat
over-conﬁdence, we have given a simple yet eﬀective
regularization strategy, ASR, which can improve
the generalization ability of optimized CNN models.
Extensive experiments with several typical machine
learning approaches demonstrate that the proposed
GPD can provide valuable help, enabling computer
vision models to predict visual aesthetic of food
photos. Furthermore, the proposed regularization
strategy is better than alternatives in helping CNN
models to achieve generalization, on the GPD and
the AVA. Even on unseen food photos, CNN models
trained on the GPD and armed with the proposed
ASR perform comparably with human experts in
assessing visual aesthetics of food photos. All these
empirical ﬁndings should encourage further research
and practical applications related to aesthetic visual

Fig. 10 With the help of GPD-ResNet, we pick good cases (top column) generated from pizzaGAN model and avoid the outputs with
observable improper artifacts (bottom column). Original means the input image to pizzaGAN, and Add/Remove xxx mean conduct one certain
cooking operation with speciﬁc ingredient xxx (e.g., pepperoin, arugula) on the original image.

Learning to assess visual aesthetics of food images

analysis of food images.
For future work, we hope to expand the scale of
the GPD and enrich its attributes such as viewing
angle, layout, and scenes. We also hope to exploit
the proposed dataset to further facilitate related
applications in the speciﬁc domain of food images.

149

[9] Luo, W.; Wang, X.; Tang, X. Content-based photo
quality assessment. In: Proceedings of the IEEE
International Conference on Computer Vision, 2206–
2213, 2011.

Acknowledgements

[10] Chen, X.; Zhu, Y.; Zhou, H.; Diao, L.;
Wang, D. ChineseFoodNet: A large-scale image
dataset for chinese food recognition. arXiv preprint
arXiv:1705.02743, 2017.

This work was supported by the National Natural
Science Foundation of China under Grant Nos.
61832016 and 61672520, and by a CASIA–Tencent
Youtu joint research project.

[11] Sheng, K. K.; Dong, W. M.; Huang, H. B.; Ma, C. Y.;
Hu, B. G. Gourmet photography dataset for aesthetic
assessment of food images. In: Proceedings of the
SIGGRAPH Asia 2018 Technical Briefs, Article No.
20, 2018.

References
[1] Manna, L. Digital food photography. Cengage
Learning PTR, 2015.
[2] Murray, N.; Marchesotti, L.; Perronnin, F. Ava: A
large-scale database for aesthetic visual analysis. In:
Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, 2408–2415, 2012.
[3] Ma, S.; Liu, J.; Chen, C. W. A-lamp: Adaptive layoutaware multi-patch deep convolutional neural network
for photo aesthetic assessment. In: Proceedings of the
IEEE Conference on Computer Vision and Pattern
Recognition, 722–731, 2017.
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