We consider an elliptic equation with unbounded drift in an exterior domain, and obtain quantitative uniqueness estimates at infinity, i.e. the non-trivial solution of −△u + W · ∇u = 0 decays in the form of exp(−C|x| log 2 |x|) at infinity provided W L ∞ (R 2 \B1) 1, which is sharp with the help of some counterexamples. These results also generalize the decay theorem by in the whole space. As an application, the asymptotic behavior of an incompressible fluid around a bounded obstacle is also considered. Specially for the two-dimensional case, we can improve the decay rate in [16] to exp(−C|x| log 2 |x|), where the minimal decaying rate of exp(−C|x| 3 2 + ) is obtained by Kow-Lin in a recent paper [16] by using appropriate Carleman estimates. 1 2 |x|) and |Dv| ≤ o(|x| − 3 4 (log |x|) 9 8 ) provided that Date:
Introduction
In this note, we consider the steady Navier-Stokes equations in an exterior domain Ω:
−µ∆v + v · ∇v + ∇π = 0, in Ω, div v = 0, in Ω.
(1.1)
Without loss of generality, we assume that B 1 = {x; |x| < 1} and Ω = R n \ B 1 . A classical result of Finn ([8] ), established in 1965, stated that if n = 3, v| ∂Ω = 0 and v = o(1/|x|), then v = 0. A few years later, in 1969, Dyer-Edmunds ( [7] ) showed that, if v has bounded second derivatives and if v(x) = O(exp(− exp(α|x| 3 ))), for all α > 0, (1.2) then v = 0. Note that Dyer-Edmunds' assumption (1.2) is stronger than Finn's assumption v = o(1/|x|), but Dyer-Edmunds' result depends only on the local behavior of v as |x| → ∞. In [16] , Kow-Lin show that the minimal decaying rate of any nontrivial solution v is a bit greater than exp(−C|x| 3/2+ ) at infinity in dimension n ≥ 2. Note that the decay is far from the prior estimates. For example, Gilbarg-Weinberger [12] showed the velocity v(x) = o(log the Dirichlet energy is bounded in an exterior domain For more references on this topic, we refer to [5, 10, 18] and the references therein. Next we focused on the two-dimensional case. Using the revised technique as in [14] and suitable Caccioppoli-type inequality, we can improve the bound to exp(−C|x| log 2 |x|). Our first result is as follows. Theorem 1.1. Suppose that v is a smooth solution of (1.1) with v L p (Ω) 1 with 2 < p ≤ ∞. Then there exists a constant C 0 > 0 such that
provided that M(10) = 0.
Remark 1.1. The above result improves the decay estimate in [16] , where they proved the expotential decay as exp(−C|x| 3/2+ ).
For the exterior domain, we consider the second order elliptic equation with drift term
For 2D case, it's the vorticity of Navier-stokes equation if we denote u = curl v. Here we are interested in the lower bound of the decay rate for any nontrivial solution u.
When p = ∞, the problem is related to Landis' conjecture [15] . That is, let u be a solution of −∆u + V u = 0 with u L ∞ (R n ) ≤ C 0 satisfying |u(x)| ≤ C exp(−C|x| 1+ ), then u ≡ 0. Landis' conjecture was disproved by Meshkov [19] , who constructed such V and nontrivial u satisfying |u(x)| ≤ C exp(−C|x| [1] , the best exponent one can get is 2, namely, under the same conditions stated above except |u(x)| ≤ exp(−C|x| 2+ ), then u is trivial (see [2] for quantitative forms of this result). Moreover, in [2] the author constructed a Meshkov type example showing that the exponent 2 is in fact optimal for complex-valued W and u .
In a recent paper [14] , Kenig-Silvestre-Wang studied Landis' conjecture for second order elliptic equations in the plane in the real setting, including (1.3) with real-valued W and u. It was proved in [14] that if u is a real-valued solution of −∆u + V u = 0 with V ≥ 0 satisfying |u(x)| ≤ C exp(−C|x| 1+ ), then u ≡ 0. In fact, they prove the lower bound estimate for the nontrivial solution. For the equation (1.3) with L p drift term in entire plane, they prove the lower bound estimate depend on p. More references, we refer to [3, 4] and the references therein.
In this paper, we prove the following decay rate in an exterior domain.
Moreover, assume that ∇u L ∞ (B c 1 ) ≤ 1 and there exists C 0 > 0 such that
Then there holds
where C 2 and C 1 are constants depending on p and C 0 .
Remark 1.2. Actually, the decay rates above are sharp when p = ∞. For example,
). As in [13] , one can also replace the condition of (1.6) by the lower bound at every point. Corollary 1.1. Let u be a real solution of (1.4), where W satisfies (1.5). Moreover, assume that ∇u L ∞ (B c 1 ) ≤ 1 and there exists C 0 > 0 such that inf
where C ′ 2 and C ′ 1 are constants depending on p and C ′ 0 . Throughout the remaining section, we denote by C a general positive constant which depends only on known constant coefficients and may be different from line to line.
Proof of Theorem 1.1
In this section, we complete the proof of Theorem 1.1 with the help of Theorem 1.2. One main step is to obtain the higher regularity of the equation (1.1) via the condition v L p (Ω) < ∞. We follow the same route as the proof of Liouville type theorems, for example see [20, 21] , where the divergence equation, Poincaré-Sobolev inequality and iteration lemma are used.
Next we begin to prove Theorem 1.1.
Proof.
Step I. Regularity estimates.
where |x 0 | ≥ 2, and µ = 1 without loss of generality. Choose a cut-off function φ(x) ∈ C ∞ 0 (B R (x 0 )) with 0 ≤ φ ≤ 1 satisfying the following two properties: i). φ is radially decreasing and satisfies [9] , there exists a constant C(s) and a vector-valued functionw :
Making the inner products (φv −w) on both sides of the equation
For the term I 1 , it follows from Hölder inequality that
For the term I 2 , Hölder inequality and (2.1) imply that
By integration by parts and (2.1), we find that
Combining the estimates of I 1 − I 4 ,
Recall that the following Poincaré-Sobolev inequality holds(see, for example, Theorem 8.11 and 8.12 [17] )
which implies that
Choose ρ = R/2 and τ = R, and assume that R = 1 without loss of generality. Since v L p (Ω) 1 with 2 < p ≤ ∞,
for any |x 0 | ≥ 2. Note that the vorticity ω = ∂ 2 v 1 − ∂ 1 v 2 is as follows:
Making the inner products φω on both sides of the equation (2.4), we have
For the term I ′ 1 , by Hölder inequality we have
where we used (2.3). By integration by parts, we find that
where 1 p ′ + 1 p = 1. Note that when p = ∞, we have p ′ = 1 and ω 2 L 2p ′ (Bτ (x 0 )) ≤ C due to (2.3). Next, assume that 2 < p < ∞. Using Poincaré-Sobolev inequality again
Applying Giaquinta's iteration lemma again, we have
for any |x 0 | ≥ 3. In fact, (2.5) implies that 
by Gagliardo-Nirenberg inequality. Furthermore, using the equation (2.4) we get
where we used (2.7) and (2.6). It follows that 
where we used (2.7), (2.8), (2.5), (2.9), and Gagliardo-Nirenberg inequality. It follows that
which and (2.6) yield that
Step II. Decay estimates of the vorticity. Note that the vorticity satisfies the maximum principle, then there exist constants
since M(10) = 0. Applying Theorem 1.2 due to (2.10) and scaling property, by (1.7) we have
Step III. Decay estimates of the velocity. By the energy inequality (2.2) and (2.7), we have
which and (2.11) imply that
Then the proof is complete.
Proof of Theorem 1.2
Proof. We follow the same route as in [14] . The difference is, we choose a different cut-off function due to the exterior domain and deal with the L p drift. 4) is invariant under rotation, we can assume that z ′ 0 = |z ′ 0 |e 1 , where e 1 = (1, 0) . Translating the origin to −3e 1 , (1.4) becomes ∆u − W (x, y) · ∇u = 0 in B c 1 (−3e 1 ).
For simplicity, we still write u and W in the equation in the new coordinates. Now we denote z 0 = (|z ′ 0 | − 3)e 1 and set R = |z 0 |. Define the scaled solution u R (z) = u(ARz + z 0 ), where A > 0, to be decided. Therefore, u R solves
and W R (z) = (AR)W (ARz + z 0 ). Thus, for any 2 < p ≤ ∞ there holds
where we used (1.5). And the origin (ARz + z 0 = 0) moves tô
Choose a large A so that
It follows from (3.2) that u R satisfies
where we define
(3.5)
We now writeẑ as a point in the complex plane, i.e.,ẑ = − 1 A + i0. Let w(z) be defined by 
In view of [22] (for example, see (6.4)-(6.7),(6.9a)), we have the following estimate of w(z). For 2 < p < ∞, there holds
7)
Let h = e w g, then it follows from (3.5) that Note that ϕ τ is decreasing in |z| for τ > 8 and |z| ≤ 2. We introduce another cutoff function 0 ≤ ζ ≤ 1 satisfying
1, when 1 2AR
< |z| < 1, 0, when |z| > 6/5.
Hence the following estimates holds
} and Y = {1 < |z| < 6/5}.
We also denote
Note that (3.8), and applying the Carleman estimate (3.9) to ζh we have Z |h| 2 e ϕτ ≤ 2 (|∂ζh| 2 + |ζ∂h| 2 )e ϕτ ≤ C(AR) 2
where
First, for the left one of (3.10), for A and R large enough we have
Next let us estimate the terms in the integral inequality of (3.10) in two cases.
Step I. Case I of 2 < p < ∞. On one hand, it follows from (3.6) that
i.e.,
And using that for z ∈ B 1
. Multiplying exp(−ϕ τ ( 1 A + 1 AR )) on both sides of (3.10), using (3.11), (3.13) and the bound of ∂u, we obtain
Re-scaling back to the original variables, by (1.6) we observe that
Finally, choosing τ = C(AR) log(AR) and taking R sufficiently large, it is not hard to see that
≤ exp(C(AR) log 2 (AR)),
Therefore, if R is large enough, then the last two term on the right hand side of (3.14) can be absorbed by the term on the left. Hence we get
Note that the energy estimate implies
Then the case of 2 < p < ∞ is complete. At last, we deal with the case of p = ∞.
Step II. Case II. p = ∞. On the other hand, (3.7) implies
Similarly as (3.11), we have Z |h| 2 e ϕτ ≥ e ϕτ ( 1 Multiplying C(AR) C exp(−ϕ τ ( 1 A + 1 AR )) on both sides of (3.10), using (3.17), (3.18) and the bound of ∂u, we obtain
Re-scaling back to the original variables again as in (3.15) , there hold
Finally, choosing τ = C(AR) log(AR) and taking R sufficiently large, we have                    C(AR) C exp(C(AR)) exp(ϕ τ ( 1 4AR )) exp(ϕ τ ( 1 A + 1 AR )) ≤ exp(CAR(log 2 (AR))), C(AR) C exp(C(AR)) exp(ϕ τ (1)) exp(ϕ τ ( 1 A + 1 AR ))
→ 0,
Therefore, if R is large enough, then the last two term on the right hand side of (3.19) can be absorbed by the term on the left. Consequently,
|∂u| 2 ≥ C exp(−CAR(log 2 (AR))). (3.20) Hence the proof is complete by the interior estimate as in Step I.
Proof of Corollary 1.1
Proof. Since W ∈ L p with p > 2 and ∇u ∞ ≤ 1, we have u ∈ W 2,p loc (R 2 \ B 1 ), which implies that u ∈ C 1 (R 2 \ B 1 ). Furthermore, by (1.8) there exists a positive constant δ such that
With the help of Theorem 1.2, the proof is complete.
