Let W (n) be the n-letter word obtained by repeating a fixed word W , and let R n be a random n-letter word over the same alphabet. We show several results about the length of the longest common subsequence (LCS) between W (n) and R n ; in particular, we show that its expectation is γ W n − O( √ n) for an efficiently-computable constant γ W . This is done by relating the problem to a new interacting particle system, which we dub "frog dynamics". In this system, the particles ('frogs') hop over one another in the order given by their labels. Stripped of the labeling, the frog dynamics reduces to a variant of the PushASEP.
Introduction
The longest common subsequence problem. A word is a finite sequence of symbols from some alphabet. We denote by len W the length of the word W . A subsequence of a word W is a word obtained from W by deleting some symbols from W ; the symbols in a subsequence are not required to appear contiguously in W . A common subsequence between words W and W is a subsequence of both W and W . We denote by LCS(W, W ) the length of the longest common subsequence between W and W . We write W i for the i'th symbol of W , with indexing starting from 0.
Throughout the paper, we use Σ to denote the alphabet, and we write R ∼ Σ n to indicate that R is a word chosen uniformly at random from Σ n . A long-standing problem is to understand LCS(R, R ) for a pair of independently chosen words R, R ∼ Σ n . Whereas it is known that 1. The rate of convergence in (1) is unknown. The original proof of (1) by Chvátal and Sankoff [7] did not supply any bound on the o(n) term. Alexander [2] showed that E LCS(R, R ) = γn + O( √ n log n).
2. The value of γ, which is often called the Chvátal-Sankoff constant, is unknown. The best rigorous bounds for the binary alphabet are due to Lueker [15] , whereas Kiwi, Loebl and Matoušek [12] gave an asymptotic for γ as |Σ| → ∞.
3. It is believed that LCS(R, R ) is approximately normal, and that its variance is linear in n. Yet it is not even known that Var LCS(R, R ) tends to infinity with n.
We performed extensive computer simulations using a new heuristic algorithm in order to compute LCS(R, R ) for large n. These simulations suggest that E LCS(R, R ) = γn + Θ(n 1/3 ) and that γ ≈ 0.8122 for the binary alphabet. We shall discuss both the algorithm and the computer simulations in Section 5.
Periodic words. A word W is k-periodic if W i+k = W i holds for all values of i, for which both sides are defined (that is for i = 0, 1, . . . , len W − k − 1). For a word W of length k, write W (n) for the k-periodic word of length n which is obtained by repeating W the appropriate number of times (which might be fractional if k does not divide n). For example, if W = aba, then W (8) = abaabaab. Additionally, write W (∞) to denote the k-periodic word obtained by repeating W ad infinitum.
In attempt to solve the problems enumerated above, in this paper we tackle a simpler random variable LCS(R, W (n) ) where W is a fixed word. We give answers to the analogues of all three problems. These answers are summarized in the following theorem; more precise results are below in Theorem 2. For a visualization of the following theorem, see Figure 1 . (ii) The slope of γ W (ρ) is a non-increasing function of ρ.
(iii) τ W = τ W (ρ) is nonzero only at the points where the slope of γ W (ρ) changes, and τ W is strictly positive at those points. (v) There exists an algorithm that computes γ W and τ W from W . and τ W (ρ) = 0 otherwise.
From part (iii), it is clear that τ W = 0 happens rarely. However, it does happen for infinitely many W even in the case ρ = 1; see Theorem 3 for examples.
Part (iv) extends a result of Matzinger-Lember-Durringer [16] , who showed that Var LCS(R, W (n) ) is linear in n when |Σ| = 2.
Frog dynamics. The key to Theorem 1 is the analysis of the following dynamical system. Let W be a fixed word, and set k = len W . Imagine a circle of k lily pads, each of which is occupied by a frog. The k frogs vary from a large nasty frog to a little harmless froggie. They all face in the same (circular) direction. At each time step t = 0, 1, . . . , the following happens:
1. The monster living below pokes some of the frogs with its tentacles. Each poked frog gets agitated, and wants to jump away.
2. In the order of descending nastiness, starting from the nastiest frog, each of the agitated frogs will leap to the next 'available' lily pad, that is either empty or occupied by a less menacing frog. Doing so causes the current occupant become agitated, and the frog that just hopped calms down.
This process repeats until all frogs are content once more.
Below, in Figure 2 , is an example of one round of this process, where here and thereafter we denote the frogs 1 , 2 , . . . , k in the order of nastiness, with 1 being the nastiest. We denote the lily pads 0 , . . . , k−1 in the circular order. The lily pads correspond to symbols of W , and so we label i with W i .
We record the frogs' positions in a frog arrangement, which formally is just a bijection from { 1 , . . . , k } to { 0 , . . . , k−1 }. We denote by F the collection of all frog arrangements. For a frog arrangement F ∈ F and a symbol a ∈ Σ, we let F a be the frog arrangement resulting from poking Figure 2 : The sequence of frog hops resulting from poking frogs 2 , 3 and 5 . Here, frogs move in the anti-clockwise direction, and a * indicates that the frog is agitated.
all lily pads labeled a, and waiting from the ensuing frenzy to settle. For a word R = R 0 · · · R −1 , we write F R def = F R 0 · · · R −1 . Note that this notation respects concatenation, i.e., (F R)R = F (RR ) for any two words R, R . Denote by D m (F, R) the total displacement of m as the word R is applied to the frog arrangement F .
Example. The frog arrangement shown in the left-most image in Figure 2 has F ( 1 ) = 0 , F ( 2 ) = 2 , F ( 3 ) = 4 , F ( 4 ) = 3 and F ( 5 ) = 1 . If W = abbab, then the right-most image in Figure 2 is precisely the arrangement F b and D 1 (F, b) = 0, D 2 (F, b) = D 4 (F, b) = D 5 (F, b) = 1 and D 3 (F, b) = 2.
Example. Suppose that F is a frog arrangement wherein the label of F ( k ) is a and the symbol a appears only once in W . By poking lily pads labeled a, only k becomes agitated and it will hop all the way around the circle of lily pads back to its original pad. Therefore, F a = F with D 1 (F, a) = · · · = D k−1 (F, a) = 0 and D k (F, a) = k.
Starting with a frog arrangement F 0 , set F i = F 0 R 0 · · · R i−1 , where the symbols R 0 , R 1 , . . . are chosen independently at random from Σ. Since F i+1 = F i R i , the sequence F 0 , F 1 , . . . forms a Markov chain. We call this Markov chain the frog dynamics associated with W .
Observe that if W can be written as, say, W = U U for some other word U , then W (n) = U (n) . Hence in this case we may as well use the shorter word U in lieu of W . To this end, we say that a word W ∈ Σ k is reducible if there is some other word U ∈ Σ with W = U (k) where < k and | k. Otherwise, we say that W is irreducible. Theorem 2. Let F 0 , F 1 , . . . be the frog dynamics associated with an irreducible word W ∈ Σ k . Then (i) the chain has a unique stationary distribution, and (ii) the average speed of m , which is defined as the limit
exists and is independent of the initial state F 0 , and (iii) for every ρ ≥ 0, the constant γ W = γ W (ρ) from Theorem 1 can be expressed as
and the constant τ W = τ W (ρ) is nonzero if and only if ρ = s m for some m.
Special case. An interesting special case is when W contains every letter of the alphabet precisely once. Since the nature of the alphabet is unimportant for us, we may assume that Σ = [k] and W = 12 · · · k. This case admits an elegant closed-form solution.
Theorem 3. Let Σ = [k], W = 12 · · · k and consider the associated frog dynamics. Then the frogs' speeds satisfy s m = (k + 1)/(k + 2 − m)(k + 1 − m). In particular, for ρ = 1, we have γ W = min t∈Z + k+t 2 k(t+1) , and τ W is nonzero precisely when k is of the form r 2 + r − 1 for some r ∈ Z + .
Interestingly, the proof of Theorem 3 does not require computing the stationary distribution of the frog dynamics. It turns out that m≤M s m can be computed from the simpler chain that is obtained from the frog dynamics by ignoring M +1 , . . . , k , and suppressing the distinction among 1 , . . . , M . The details and the proof of Theorem 3 are in Section 4.1.
However, the stationary distribution of this chain can be described explicitly. We shall do this by giving the distribution of m+1 conditional on the known positions of 1 , . . . , m . Recall that a frog arrangement formally is a bijection F :
Theorem 4. Let F be a frog arrangement sampled according to the stationary distribution of the frog dynamics associated with W = 12 · · · k. Let m+1 < m < m−1 < · · · < 1 < m+1 + k, and set
The paper is organized as follows. In Section 2, we establish the connection between the frog dynamics and the LCS with a periodic word. We then prove Theorems 1 and 2 in Section 3. Section 4 is devoted to analyzing the case when W = 12 · · · k: Section 4.1 contains the proof of Theorem 3, and Section 4.2 contains the proof of Theorem 4. Finally, Section 5 discusses both the new heuristic algorithm for computing the LCS of a pair of random words and the new conjectures which were suggested by our computer simulations. We conclude the paper with general remarks in Section 6.
Heights

Basic definitions and properties
Let U be any (finite or infinite) word. For a non-negative integer x, we denote the x-letter prefix by U <x def = U 0 U 1 · · · U x−1 . We adopt the convention that U <x = U whenever x > len U .
If U is some fixed word, then for each other word R, define h R by
It is clear that h R is a height whenever R is a finite-length word. For a finite word R, we will analyze the sequence of heights
Heights for periodic words. It can be shown that every height is of the form h R for suitable (possibly infinite) words R and U over some alphabet. However, if U is periodic, then this is reflected in h R for any word R.
Definition 6. We say that a height h is a k-height if δ k h is a monotone non-increasing function.
We rewrite this equivalently as 
Proof. We prove the claim by induction on x with the case of x ≤ 0 being immediate since ∆(x) = 0 for these values.
Suppose that ∆(x) = 1; we need to show that ∆(x + k) = 1 as well. From (2) , observe that ∆(x) = 1 if and only if either
If (4) holds, then since U is k-periodic and x ≤ len U −k, we have U x+k−1 = a as well. Furthermore, from (3), it follows that h R (x + k) = h R (x + k − 1) and so ∆(x + k) = 1.
If (5) holds, then also U x+k−1 = a. Beyond this, h Ra (x − 1) = h R (x) + 1 ≥ h R (x − 1) + 1 and so ∆(x − 1) = 1. By the induction hypothesis, this implies that ∆(x + k − 1) = 1 as well. Furthermore,
Suppose now that we wish to establish (3) for h Ra in place of h R . The only way the inequality can be violated is if
h Ra (x) = h Ra (x − 1); (7) assume that these hold. If ∆(x + k − 1) = 1, then because of (2) we must have h Ra (x + k − 1) = h R (x + k − 1) + 1 ≥ h Ra (x + k), contradicting (6) . Thus, ∆(x + k − 1) = 0 and so Claim 8 implies that ∆(x − 1) = 0 as well. From here, (7) implies that
and so h R (x) = h R (x − 1) and ∆(x) = 0. With the aid of the induction hypothesis, (3) and
. We deduce that the only way for (6) 
implies that ∆(x) = 1; a contradiction.
Ledges and frogs
For a k-height h, a ledge is an integer x such that δ k h(x + 1) = δ k h(x) − 1. Since δ k h is a nonincreasing integer function which varies between k (for x ≤ 0) and 0 (for all sufficiently large x), there are precisely k ledges: call them x 1 < x 2 < · · · < x k . In particular, x m is the largest integer for which δ k h(x) = k − m + 1.
Lemma 9.
1. If h is a k-height with ledges x 1 < · · · < x k , then x 1 , . . . , x k are non-negative and distinct modulo k.
For any
Then
for all x. Since ∆ varies from 1 (for x ≤ 0) to 0 (for large enough x), in every infinite progression with step k there is a unique x ≥ 0 such that ∆(x − k) − ∆(x) = 1. This shows that x 1 , . . . , x k are non-negative and distinct modulo k.
Part 2:
We compute (8) , we see also that h(x) = x for x ≤ 0 and that h(x) is constant for x > x k . Therefore, h is a height. Now,
so δ k h is non-increasing and has ledges x 1 < · · · < x k . The uniqueness of h follows from the fact that a k-height is determined uniquely by its ledges.
For a k-height h with ledges x 1 < · · · < x k , define the function F h :
For example, the height of the empty word, h ∅ , has ledges x m = m − 1, and so F h∅ ( m ) = m−1 . Thanks to Lemma 9, if h is a k-height, then F h is a bijection and is thus a frog arrangement. For a word R, we write
Evolution of k-heights
Throughout the preceding discussions of k-heights, U was assumed to be an arbitrary k-periodic word of some length. From now on, we will fix U = W (∞) where W is some fixed word of length k. Observe that LCS(R, W (x) ) = LCS(R, U <x ) = h R (x) for any finite word R and positive integer x.
We have seen that a k-height is uniquely described by its ledges and that the positions of its ledges induce a frog arrangement. We next describe how the k-height h R changes as we append symbols to R.
Consider the frog dynamics associated with W . Recall that, for a frog arrangement F and a letter a ∈ Σ, the notation F a denotes the frog arrangement resulting from poking lily pads labeled a, and then waiting for all of the frogs to come to a rest. More generally, if R = R 0 · · · R −1 , then F R denotes the frog arrangement obtained by first poking lily pads labeled R 0 , then those labeled R 1 , etc. Recall also that D m (F, R) denotes the total displacement of m during this process.
Theorem 10. Let R and T be any finite words. Suppose that h R has ledges x 1 < · · · < x k and h RT has ledges y 1 < · · · < y k . Then
The proof of this theorem will occupy the rest of the section, and is broken into several steps. Observe that it suffices to prove Theorem 10 only when T = a for some a ∈ Σ since the full claim then follows by induction on len T .
For a k-tuple X = (
Thanks to Lemma 9, if x 1 < · · · < x k are non-negative and distinct modulo k, then h[x 1 , . . . , x k ] is a k-height with ledges x 1 < · · · < x k . We will, however, require this definition even when this condition does not hold. In any case, observe that
For any function h : Z → Z and a set S ⊆ Z/kZ, define
Recalling that U = W (∞) , a comparison with (2) shows that if S = {i :
Definition 11. Given X = (x 1 , . . . , x k ) ∈ Z k and S ⊆ Z/kZ, we say that the pair (X, S) is valid if it satisfies the following conditions:
(V2) Every infinite arithmetic progression of the form x+kZ contains at most 2 elements from among x 1 , . . . , x k . We say x is of type t if x + kZ contains exactly t elements from among x 1 , . . . , x k .
(V3) For every z of type 2, there is x of type 0 with x < z such that whenever x < y < z, then y / ∈ S (mod k) and y is of type 1.
(V4) If x ∈ S (mod k), then x is of type 1.
In what follows, for x ∈ Z, we will abuse notation and simply write x ∈ S to mean x ∈ S (mod k). Similarly, for x ∈ Z, we will write S \ {x} to denote the set {y ∈ S : y ≡ x (mod k)}.
Call a valid pair (X, S) terminal if S = ∅ and every x ∈ Z is of type 1. Note that if (X, S) is terminal, then h[X] is a k-height and h[X] S = h[X]. Given a non-terminal pair (X, S), let be the least index such that either x ∈ S or x ≡ x i (mod k) for some i < . Let x be the least integer exceeding x such that x ≡ x i (mod k) for all i < ; observe that x − x ≤ k. Let X be obtained from X by replacing x with x , and let S = S \ {x , x }. Note that the pair (X, S) is still valid. If we start with any valid pair (X, S) and iterate the map (X, S) → (X, S), we eventually end with a terminal pair. Indeed, each application of the map either decreases |S| (if x ∈ S) or keeps |S| the same and decreases the number of mod-k residue classes that are of type 2 (otherwise).
To each valid pair (X, S) we may associate a function F : { 1 , . . . , k } → { 0 , . . . , k−1 } defined by F ( m ) = xm mod k , and interpret S as the set of those lily pads that contain a single frog, which is agitated. In this way, the map (X, S) → (X, S) corresponds to a single, intermediate step in the frog dynamics. In particular, is the nastiest frog which is currently agitated, either from being poked (in the case that x ∈ S) or being scared off by a nastier frog (in the case that x ≡ x i (mod k) for some i < ).
will then leap from x mod k to x mod k , which is the first available lily pad. Lemma 12 will then imply that F Ra = F R a for any word R and symbol a, establishing (9) . Furthermore, D (F R , a) = x − x by definition, which will establish (10).
Before we begin the proof Lemma 12, we establish a few relations between h[X] and h[X] S . 
Proof. Let T t be the number of elements in the interval [x, z) that are of type t. From (11) we deduce
(V3) implies that the elements of type 0 and of type 2 alternate, and so
We next prove (13) . The proof is by induction on x. Since h S (x) = x for x ≤ 0, the basis of induction is clear. If x − 1 / ∈ S, then from the induction hypothesis and (12) it follows that h S (x) = max{h(x), h S (x − 1)} ≤ h(z) + 1. If x − 1 ∈ S, then (V3) implies that in the interval [x − 1, z) there are at least as many integers of type 0 as of type 2. Hence h(x − 1) ≤ h(z) and so h S (x) = h(x − 1) + 1 ≤ h(z) + 1 in this case as well.
To prove (14) it is enough to show that h S (x) ≤ h S (x + 1) holds for all x. If x / ∈ S, then
. If x ∈ S, then h S (x) (13) ≤ h(x) + 1 = h S (x + 1).
Turning to (15) , because of (14) it suffices to establish that
Lemma 14.
Let h and h be as above. Then
Furthermore, we have
Proof. For (16), we observe that
We next tackle (17a) and (17b). Suppose x > x and x ∈ (x , x ) + kZ. By the minimality of x , the set {x, x−k, x−2k, . . . } contains one of x 1 , . . . , x −1 , for otherwise we could have chosen a smaller x which is congruent to x modulo k. Furthermore, because of (V3), the set {x, x − k, x − 2k, . . . } contains precisely one element of {x 1 , . . . , x −1 }, and so h(x+1) = h(x) by (11) . Similarly we conclude h(x + 1) = h(x).
Since h S (x) ≤ h(x) + 1 by (13), to establish (18) it suffices to prove that h S (x) ≥ h(x) + 1 for the relevant values of x. We do that by induction on x. Suppose first that
For the induction step, assume that h S (x) = h(x) + 1 has already been established and that x, x + 1 ∈ (x , x ] + kZ. From the minimality of , and the fact that {x,
Proof of Lemma 12. We will prove that h S (x + 1) = h S (x + 1) by induction on x, with the base case of x < 0 being clear.
Case x ∈ S: In this case, x ∈ S holds as well because S ⊆ S, so we have h S (x + 1) = h(x) + 1 and
The only way that can fail is if x > x and x ∈ (x , x ] + kZ by (16) . We cannot have x ∈ (x , x ) + kZ because that would contradict the minimality in the choice of x . We also cannot have x ≡ x (mod k) because that would contradict x ∈ S. So, either way h S (x + 1) = h S (x + 1) in this case. (11) and (15) . (15) and (13) . Since (16) 
. Hence x S (x + 1) = h(x) + 1 = h(x + 1) + 1 (16) = h(x + 1). In particular,
On the other hand, from the induction hypothesis h S (x) = h S (x) (14) ≤ h S (x + 1), and therefore
≤ h S (x + 1).
We end this section with the key consequence of Lemma 9 and Theorem 10.
Theorem 15. For any finite word R, we have
The formula for h R then follows immediately from Lemma 9.
Frog dynamics
This section is devoted to proving Theorems 1 and 2. 3 Throughout the remainder of the paper, W will be a fixed, irreducible word of length k and we will consider the frog dynamics associated with W .
The frog dynamics associated with a word W over an alphabet Σ can be described through a random walk on a directed graph. Using F to again denote the set of all frog arrangements, define the directed graph G = G(W, Σ) on vertex set F which has a directed edge F 1 → F 2 whenever there is some a ∈ Σ with F 2 = F 1 a. Note that G may have multi-edges and loops, and that each vertex of G has out-degree |Σ|. Now, the frog dynamics associated with W corresponds precisely to the random walk on G where each edge is traversed with equal probability.
Preliminaries
We begin with an observation about the frogs' movement.
Proposition 16. Fix F ∈ F and a ∈ Σ. If m hopped in the transition from F to F a, then no frog hopped over m in this transition.
Proof. We will prove that if hopped over m in the transition from F to F a, then m never hopped.
For
Observe that F 0 = F and F k = F a, but that, in general, F i is not a frog arrangement since multiple frogs may occupy the same lily pad. We think of F i as the intermediate positions of the frogs after i has had the chance to jump. Fix any ∈ [k] such that hopped in the transition from F to F a; suppose that F ( ) = x and (F a)( ) = x+y for some x ∈ {0, . . . , k − 1} and y ∈ [k]. By definition, in F −1 , each of x+1 , . . . , x+y−1 was occupied by a frog nastier than . This implies that for any m for which
Suppose for the sake of contradiction that one of these frogs did hop; let t ∈ {1, . . . , y − 1} be the smallest integer for which (F a)( m ) = x+t and m hopped in the transition from F to F a. By the definition of t, for all t ∈ {1, . . . , t − 1}, the frog at x+t in F never hopped; therefore m must have hopped over x+1 , . . . , x+t−1 . Furthermore, since m < , we have F m−1 ( ) = F ( ) = x , and so m must have hopped over as well; a contradiction since m is nastier than .
The following proposition will not be used until later; however, due to its similarities with the proposition above, it is convenient to include it and its proof here.
Proof. Define F 0 , F 1 , . . . , F k as in (19) . If m did not hop in the transition, set L m = ∅. Otherwise, m hopped from x to x+y for some x ∈ {0, . . . , k − 1} and some y ∈ [k]; in this case, set
We claim the following:
Suppose not and let m < be such that L m ∩ L = ∅. Suppose that L m = {x + 1, . . . , x + s} and L = {y + 1, . . . , y + t}. Since these are two cyclic intervals, we have L m ∩ L = ∅ if and only if either x + 1 ∈ L or y + 1 ∈ L m . Since m < , we cannot have y + 1 ∈ L m or else m hopped over , which is not possible. Thus, x + 1 ∈ L . Since x = y, this implies also that x ∈ L and so hopped over x . As such, there was some r < with F −1 ( r ) = x ; since r = m, r must have hopped to this lily pad. We conclude that thus hopped over a frog who had previously hopped, contradicting Proposition 16.
• k m=1 L m = Z/kZ. Fix any x ∈ Z/kZ and let y ∈ [k] be the smallest integer for which the frog sitting on x−y in F hopped in the transition. Such a y must exist since there is some lily pad labeled a. If m ∈ [k] is such that F ( m ) = x−y , we claim that x ∈ L m . Indeed, suppose that F a( m ) = x−y+j so that L m = {x − y + 1, . . . , x − y + j}. In F m−1 , x−y+j was either empty or contained a frog less nasty than m . In either case, the frog sitting on x−y+j in F must have hopped at some point and so j ≥ y by definition.
Moving forward, we will abuse notation slightly and
; that is, F ∅ is the frog arrangement associated with the height of the empty word h ∅ . Due to Theorem 15, F ∅ plays a special role in our analysis.
Lemma 18. Let W ∈ Σ k be irreducible and fix any F 0 ∈ F. Recursively define R t to be the label of lily pad F t ( 1 ) and F t+1 = F t R t . Then, there is an integer for which F = F ∅ . Furthermore, if F 0 ( 1 ) = 0 , then k | .
Proof. By definition, F t+1 ( 1 ) = F t ( 1 ) + 1 for every t ≥ 0. In particular, once we show that F = F ∅ for some , it will follow that k | if F 0 ( 1 ) = 0 .
We claim first that there is some
Since 1 always hops, 2 can never jump over 1 (Proposition 16), so ∆ t ( 1 , 2 ) is monotonically decreasing. Therefore, there is some
Proceeding by induction on r, for some
Since every frog nastier than r+1 hops one lily pad per beat, r+1 cannot jump over any one of them (Proposition 16). Therefore ∆ t ( r , r+1 ) is eventually constant and so there is some
. By potentially increasing T by at most k, we may suppose that F T ( 1 ) = 0 . We claim that F T = F ∅ , which will establish the claim.
If not, pick the smallest r ∈ {2, . . . , k} for which F T ( r ) = F T ( i ) + 1 for some i > r. Since each frog hops by one lily pad for all times t ≥ T , and r is nastier than the frog preceding it, this means that r must have been agitated by the monster at each of these times and not by another frog. In other words, for each t ≥ 0, the label of lily pad F T +t ( 1 ) = t must be the same as the label of lily pad F T +t ( r ) = t+r−1 . Since r = 1, this would imply that W is reducible; a contradiction.
Denote by F * the set of frog arrangements in F ∈ F for which there is a word R with F = F ∅ R and define the corresponding induced subgraph G * def = G[F * ]. Lemma 18 above shows that G * is strongly connected and that every vertex of G has a path to some vertex of G * . In other words, F * consists of the recurrent states of the frog dynamics.
This implies that G * has a closed walk of length rk + 1, which is coprime with k.
These two preceding lemmas tell us that the frog dynamics associated with an irreducible word does indeed have a unique stationary distribution, thus establishing part (i) of Theorem 2.
Theorem 20. If W is irreducible, then the frog dynamics associated with W has a unique stationary distribution which has support F * .
The frog dynamics induces an auxiliary Markov chain on the edges of G, which we refer to as the auxiliary frog dynamics. The chain has state-space
It is routine to check that if W is irreducible and π is the unique stationary distribution of the frog dynamics associated with W , then π(F, a) def = 1 |Σ| π(F ) is the unique stationary distribution of the auxiliary frog dynamics, which has support E * def = F * × Σ. We now prove part (ii) of Theorem 2 in addition to other preliminary results which will be necessary going forward. Recall that D m (F 0 , R) is the total displacement of m as the word R is applied to F 0 and that the speed of m was defined as
The following lemma records standard facts about the convergence of an observable of a Markov chain to its mean, as applied to D m and s m .
Since the auxiliary frog dynamics admits a unique stationary distribution and E is finite, the strong law of large numbers for Markov chains from [17, Theorem 1.10.2] implies 1 n
almost surely, which establishes part (i) in a stronger form.
Let π t denote the distribution of (F t , R t ). Since π is the unique stationary distribution of the auxiliary frog dynamics, the inequality | π t (F, a) − π(F, a)| ≤ e −Ω(t) for any (F, a) ∈ E follows from [1, Corollary 2.8]. Therefore, part (ii) follows by the triangle inequality.
Finally, part (iii) follows directly from the Chernoff-type bound in [6, Theorem 3.1].
Proof. Observe that 1 hops if and only if its lily pad is poked, which happens with probability 1 |Σ| independently at each time step; thus, s 1 = 1 |Σ| . We show now that s m < s m+1 . Intuitively, s m < s m+1 if and only if m+1 hops over m a positive fraction of time steps in the frog dynamics. To make this intuition precise, define J m (F 0 , R) to be the number of times that m jumps over m−1 while applying R to F 0 , where J 1 (F 0 , R) is defined by imagining a frog 0 who sits permanently between k−1 and 0 .
Claim 23. For any R ∈ Σ n and an initial state F 0 ∈ F,
Proof. For any F ∈ F and a ∈ Σ, we observe that
Summing this over the trajectory of F 0 as we apply symbols of R one-by-one, we obtain
From Claim 23 and the strong law of large numbers for Markov chains, we have
and so s m < s m+1 if and only if E (F,a)∼ π J m+1 (F, a) > 0. Because the support of π is precisely E * = F * × Σ and J m+1 is a non-negative function, it suffices to find some F * ∈ F * and a * ∈ Σ for which J m+1 (F * , a * ) = 1.
Starting with F 0 = F ∅ , recursively define R t to be the label of lily pad F t ( m+1 ) and F t+1 = F t R t . Let T be the smallest integer for which m+1 hops over 1 when applying R 0 · · · R T −1 to F 0 (a priori, T could be ∞). Since 1 moves by at most one lily pad on each step and m+1 always hops, we observe that ∆ Ft ( m+1 , 1 ) is weakly decreasing for all t < T .
If T = ∞, then there would be some T 0 for which ∆ Ft ( m+1 , 1 ) is constant for all t ≥ T 0 , implying that 1 must also hop one lily pad at each time t ≥ T 0 . Since 1 hops only when its lily pad is poked, this implies that the labels of lily pads F t+T 0 ( m+1 ) = F T 0 ( m+1 ) + t and F t+T 0 ( 1 ) = F T 0 ( 1 ) + t must be the same for all t ≥ 0, contradicting the assumption that W is irreducible.
Therefore, T is finite, so set F 0 = F T . If m+1 hopped over m in the transition from F T −1 to F T , then we are done; thus, suppose otherwise. Since m can never hop over m+1 , we observe that, in F 0 , m+1 now resides between 1 and m . From here, repeatedly poke the lily pad of 1 . Eventually, thanks to Lemma 18, we will arrive back at the arrangement F ∅ wherein m resides between 1 and m+1 . Since 1 always hopped when moving from F 0 to F ∅ , m could not have hopped over 1 (Proposition 16); hence m+1 must have hopped over m as needed.
In any case, we have located some F * ∈ F and a * ∈ Σ for which J m+1 (F * , a * ) = 1. By construction, F * ∈ F * and so we have established the claim.
Limiting distribution of the LCS
In this section, we compute the mean of LCS(R, W (ρn) ) for a random R and determine its limiting distribution. To achieve that, we need to prove a result of independent interest: we show that the displacement D m of m , once properly shifted and scaled, is distributed asymptotically normally.
For random variables Y, X 1 , X 2 , . . . , write X n d → Y if the sequence X 1 , X 2 , . . . converges to Y in distribution. That is, Pr[X n ≤ t] → Pr[Y ≤ t] for all t ∈ R for which Pr[Y = t] = 0. We denote by N (µ, σ 2 ) the Gaussian distribution with mean µ and variance σ 2 .
For reasons that will be apparent from Theorem 28 below, in addition to normality of D m , we will need to know normality also of D 1 + · · · + D b . We prove normality of both D m and D 1 + · · · + D b together.
Lemma 24. Let W ∈ Σ k be irreducible, R ∼ Σ n be chosen uniformly at random, F 0 ∈ F be any initial state and a, b ∈ Then there is a σ > 0 for which
as n → ∞.
The novelty of the above lemma is not that b m=a D m (F 0 , R) is asymptotically normal; this follows immediately from the central limit theorem for Markov chains. The novelty stems from the fact that the limiting Gaussian has nonzero variance. In contrast, if every letter of Σ is present in W , then for any R ∈ Σ n and F 0 ∈ F, we have k m=1 D m (F 0 , R) = kn due to Proposition 17. Thus, in this situation, we have √ n k m=1 Dm(F 0 ,R) n − k m=1 s m ≡ 0, which is a degenerate Gaussian.
Proof. For any F ∈ F and any word S, put D(F, S) def = b m=a D m (F, S). Our aim is to show that D(F 0 , R) is asymptotically normal with nonzero variance. A general result about Markov chains, which we discuss in Appendix A, shows that this would follow once we show that there are F 0 , F 1 ∈ F * and words R, S such that F 0 R = F 0 , F 1 S = F 1 , and 1 len R D(F 0 , R) = 1 len S D(F 1 , S). We begin by observing that F ∅ W = F ∅ and that 1 len W D m (F ∅ , W ) = k k = 1 for every m ∈ [k]. Hence, 1 len W D(F ∅ , W ) = b − a + 1. We next exhibit an arrangement F 0 ∈ F * and a word R such that 1 len R D(F 0 , R) = b − a + 1. We will need to use a different F 0 and R depending on which of the three cases above holds.
Cases 1 and 2: Here we have either a = b or a = 1 and b < k; we will use the idea from the proof of Lemma 18. Call all lily pads labeled W 0 safe. Starting with F ∅ , consider repeatedly poking the lily pad containing the nastiest frog that occupies an unsafe lily pad. If symbol W 0 appears r times in W , then, by the argument in the proof of Lemma 18, eventually frogs 1 , . . . , r occupy all safe lily pads and r+1 , . . . , k each jump to the very next unsafe lily pad whenever r+1 is poked. Thus, if F 0 denotes this arrangement and R t denotes the label of F t ( r+1 ) with F t+1 = F t R t , then setting R = R 0 R 1 · · · R k−r−1 , we have If a = b, then D m = D, and so 1 k−r D(F 0 , R) is either 0 or k k−r ; in particular 1 k−r D(F 0 , R) = 1. If a = 1 and b < k, then
In either case, 1 k−r D(F 0 , R) = b − a + 1 since a = 1 and b < k. By construction, F 0 ∈ F * . Case 3: Here we have a = 1, b = k and there is some letter y ∈ Σ which is absent from W . Thus, F ∅ y = F ∅ and D m (F ∅ , y) = 0 for all m ∈ [k], and so 1 1 D(F ∅ , y) = 0 = b − a + 1.
Lemma 25. If W ∈ Σ k is irreducible, ρ is a positive real number and R ∈ Σ n , then
Proof. A direct application of Theorem 15 implies that
As a next step, we approximate λ ρ (R) by a better-behaved random variable. Recall that that 1 |Σ| = s 1 < · · · < s k (Proposition 22), so let M be the smallest index for which s M ≥ ρ and define
Lemma 26. We have E R∼Σ n λ ρ (R) − λ ρ (R) ≤ e −Ω(n) as n → ∞.
Proof. Using part (iii) of Lemma 21, we bound
Next, D m (F ∅ , R) ≤ kn holds for any m ∈ [k] and R ∈ Σ n , which implies the crude inequality
Furthermore, if ρ ∈ {s 1 , . . . , s k }, then σ > 0.
Proof. Combining Lemma 26 with part (ii) of Lemma 21, and letting M be the smallest index with s M ≥ ρ, we find that
If ρ / ∈ {s 1 , . . . , s k }, then we are done.
Otherwise, suppose that s M = ρ. Here, Lemma 24 tells us that
Let Φ(t) denote the cumulative distribution function of N (0, σ 2 ). We can apply Berry-Esseen-type inequality from [13, Theorem C] to bound
From here, it is clear that
which concludes the proof.
The following theorem pins down the asymptotic distribution of the random variable
where R ∼ Σ n .
Theorem 28. Let W ∈ Σ k be irreducible, ρ be a positive real number and R ∼ Σ n . As n → ∞, we have the following:
(ii) If ρ > s k and there is some symbol of Σ which is absent from W , then Λ ρ (R) d → N (0, σ 2 ) for some σ > 0.
(iii) If either ρ > s k and every symbol of Σ appears in W or if ρ < 1/|Σ|, then E |Λ ρ (R)| → 0.
(iv) If ρ ∈ {s 1 , . . . , s k }, then Λ ρ (R) does not converge to a Gaussian distribution.
Lemma 26 tells us that
Thus, if Λ ρ (R) d → X for some random variable X, then also Λ ρ (R) d → X. As such, throughout the proof, we will work instead with Λ ρ (R).
Part (i):
Since s 1 < ρ < s k and ρ / ∈ {s 1 , . . . , s k }, we have
for some M ∈ [k − 1]. Since M and ρ are fixed, Lemma 24 implies that Λ ρ (R) d → N (0, σ 2 ) for some σ > 0, and so the same is true of Λ ρ (R).
Part (ii): Here we have
Since k and ρ are fixed, Lemma 24 implies that Λ ρ (R) d → N (0, σ 2 )for some σ > 0; thus the same is true of Λ ρ (R).
Part (iii):
If ρ < 1/|Σ| = s 1 , then λ ρ (R) ≡ 0. If ρ > s k and every symbol of Σ appears in W , then Proposition 17 tells us that λ ρ (R) = kρ − k for any R ∈ Σ n . Since k and ρ are fixed, in either case we have Λ ρ (R) ≡ 0, and so E |Λ ρ (R)| ≤ e −Ω(n) → 0 thanks to Lemma 26.
Part (iv):
Suppose that ρ = s M and set
By appealing to the multivariate central limit theorem for Markov chains (c.f. [9, Section 1.8.1]), we find that
Observe that if M = 1, then σ X = 0 since X n ≡ 0 for all n. However, σ Y = 0 in any situation thanks to Lemma 24.
Since the map (x, y) → max{x, x + y} is continuous, we thus have
and so it suffices to show that max{X, X + Y } is not a Gaussian random variable. Suppose first that M = k and every symbol of Σ is present in W ; then X n + Y n = ks k − k for all n due to Proposition 17. This implies that X + Y ≡ 0, which is a degenerate Gaussian random variable. On the other hand, if M = k and some symbol of Σ is absent from W or M < k, then X + Y ∼ N (0, σ 2 ) for some σ = 0 thanks to Lemma 24.
In any case, X, X +Y are centered (possibly degenerate) Gaussian random variables. Furthermore, since σ Y = 0, we have Pr[Y = 0] = 0 =⇒ Pr[X = X + Y ] = 0. This implies that max{X, X + Y } is not a Gaussian random variable; the proof of this fact is left to Proposition 41 in Appendix B.
Proof of Theorems 1 and 2
It remains to put all the pieces together. We begin by proving Theorem 2. Part (i) of Theorem 2 is a consequence of Theorem 20, and part (ii) is contained in Lemma 21. Part (iii) is a consequence of Lemma 25 and Theorem 27.
We next consider Finally, we need to show that there is indeed an algorithm to γ W (ρ) and τ W (ρ) in order to establish part (v) of Theorem 1.
Firstly, thanks to Lemma 21, we know that s m = E (F,a)∼ π D m (F, a) where π is the stationary distribution of the auxiliary frog dynamics. This stationary distribution can be found by solving a system of linear equations. In particular, letting P ∈ R E×E denote the transition matrix of the auxiliary frog dynamics, then π ∈ R E is the solution to the linear system π T (P − I) = 0 and π T 1 = 1 where I ∈ R E×E is the identity matrix and 1 ∈ R E is the all-ones vector. Hence, there is an algorithm to compute each s m , and thus an algorithm to compute γ W .
Turning to τ W , we know that τ W (ρ) = 0 unless ρ ∈ {s 1 , . . . , s k }, so suppose that s m = ρ. Then, according to Theorem 27, τ W is defined in terms of σ m def = lim n→∞ 1 n Var D m (F ∅ , R), so we need to show that there is an algorithm to compute σ m from W . From P and π, we can compute the fundamental matrix of the chain: Z = (I − P + 1 π T ) −1 . Next, let T ∈ R E×E be the diagonal matrix with entries π and compute the matrix Γ = TZ + (TZ) T + π π T − T. Finally, [1, Theorem 2.7] states that σ 2 m = (D m − s m 1) T Γ(D m − s m 1). We conclude that there is indeed an algorithm to compute τ W from W .
Words with distinct symbols
In this section, we give an explicit expression for the linear term of E LCS(R, W (ρn) ) in the case where W consists of distinct symbols. We shall also prove an explicit formula for the stationary distribution in this case. We achieve both of these tasks using the same idea: We focus only on ≤m def = { 1 , . . . , m } suppressing the distinction between 1 through m . For the simpler task of computing the linear term, this idea suffices; for more involved task of computing the stationary distribution, we will also separately track the position of m+1 . In either case, we ignore all remaining frogs.
Informally, we may imagine the frog dynamics through the eyes of m+1 , to whom all stronger frogs look equally threatening, and who, at the same time, is oblivious even to the existence of the weaker frogs. From this frog's point of view, the current state of the frog dynamics can be described by a pair F ( m+1 ), F ( ≤m ) , where F ( ≤m ) is the F -image of the set ≤m .
Explicit linear term
The key observation is that the total speed of the m nastiest frogs can be computed by keeping track of only F ( ≤m ). While this observation holds for a general word W , we give a proof only in the simpler case when W consists of distinct symbols.
Instead of tracking the full frog arrangement, we shall track the positions of only the first m frogs.
As we are not interested in the position of any individual frog, we record the state of the system into a set S ∈ { 0 ,..., k−1 } m . We call such a set S an m-arrangement, and continue to refer to elements of S as 'frogs' despite not knowing their relative nastiness.
For an m-arrangement S and a ∈ Σ, let Sa be the m-arrangement obtained by poking the lily pad labeled a (of which there is at most one in this situation). If this lily pad is occupied, then the resident frog hops one lily pad in the positive direction (anti-clockwise), agitating any frog currently occupying that lily pad. This continues until all frogs are content once more.
For an m-arrangement S and a ∈ Σ, define H(S, a) to be the total number of frogs that hopped in the transition from S to Sa.
Lemma 29. If W consists of distinct symbols, then for any F ∈ F, m ∈ [k] and a ∈ Σ, we have
The lemma implies that if F 0 , F 1 , . . . is the frog dynamics, then F 0 ( ≤m ), F 1 ( ≤m ), . . . is a Markov chain on m-arrangements. In addition, the total displacement of frogs in the original dynamics can be read off from the behavior of the new, simpler chain. The m-arrangement chain is similar to the PushASEP, which was introduced by Borodin and Ferrari [4] . The main difference from the PushASEP is that the state-space of our chain is Z/kZ, and not Z.
Proof. We first observe that the movement of 1 , . . . , m is unaffected by the floundering of the less nasty frogs m+1 , . . . , k . So, since we track only the nastiest m frogs, we may pretend as if m+1 , . . . , k do not exist. Now, consider a slight variation on the frog dynamics where, when i is agitated, instead of i hopping over any nastier frog, it instead hops onto the very next lily pad. If that lily pad is empty, then the frog stops, otherwise there is another frog occupying the lily pad. If the current resident is less nasty than i , then the current resident becomes agitated and will hop on the next step. Otherwise, i remains agitated and will continue to hop. This alternative viewpoint is readily observed to be equivalent to the original frog dynamics. If we suppress the distinction among 1 , . . . , m , then with this alternative viewpoint, when a frog arrives at a currently occupied lily pad, one of the two frogs will hop away at the next step. Since this is true regardless of their relative nastiness, we have found that (F a)( ≤m ) = F ( ≤m ) a for any F ∈ F and a ∈ Σ. Furthermore, since with the alternative viewpoint, m i=1 D i (F, a) is simply the total number of hops that took place, the second claim is clear as well.
We can therefore couple the frog dynamics and the m-arrangement chain by simply poking the same lily pad in each chain.
Theorem 30. If W consists of distinct symbols, then for any i ∈ [k], s i = k(k + 1)
Proof. We prove this in two steps. We first show that the m-arrangement chain admits a unique stationary distribution, and that distribution is uniform on { 0 ,..., k−1 } m . We then use that to compute individual frogs' speeds. Let G be the digraph with vertex set { 0 ,...,
G is weakly connected. Let S ∅ = { 0 , . . . , m−1 }. Starting with any S ∈ { 0 ,..., k−1 } m , we may first reach { k−m , . . . , k−1 } by repeatedly poking the frog that is on the lowest-numbered lily pad. From there we may then reach S ∅ by poking the leftmost frog m times.
G is aperiodic. When m < k, there are always k − m unoccupied lily pads. Hence, at every step there is always a positive probability of remaining in the current state, should we poke one of those lily pads. If m = k, there is only one state, and so G is trivially aperiodic.
The stationary distribution of the m-arrangement chain is uniform. If m = k then the claim is obvious since there is only one state; thus suppose that m < k. Observe that for each state S, deg out (S) = |Σ|; we argue that deg in (S) = |Σ| as well. Firstly, pick any s ∈ S and let j ∈ {0, . . . , k − 1} be the largest integer such that { s−j , s−j+1 , . . . , s } ⊆ S; in particular,
if a is the label of s−j−1 , then S a = S. Observe that these in-edges to S are distinct, so we have found m different in-edges to S. Furthermore, consider any a ∈ Σ which is not a label of a lily pad in S; then Sa = S, and so we have located an additional |Σ| − m in-edges to S. Thus, deg in (S) ≥ |Σ| for every state S, and we conclude that deg in (S) = |Σ| by the hand-shaking lemma.
Since G is a regular weakly connected digraph, it is strongly connected. Indeed, if G were not strongly connected, then there would exist a strongly connected component whose total in-degree exceeds the total out-degree, contradicting regularity. Since G is strongly connected, aperiodic and regular, we conclude that the m-arrangement chain admits a unique stationary distribution which is
Computation of individual speeds. Let π denote the stationary distribution of the frog dynamics associated with W . From the coupling in Lemma 29, and the uniformity of the m-arrangement chain, we deduce that
Fix a ∈ Σ and S ∈ { 0 ,..., k−1 } m . If no lily pad has label a, then certainly H(S, a) = 0. Otherwise, suppose that, without loss of generality, 0 has label a. In this case, for any x ∈ [k], H(S, a) ≥ x if and only if 0 , 1 , . . . , x−1 ∈ S. Invoking cyclic symmetry, we thus have
from which we compute 
From (20) and (21) we deduce that
Corollary 31. Let W ∈ Σ k consist of distinct symbols and let R ∼ Σ n . For a fixed ρ > 0, if t denotes the unique positive solution to (t + 1)(t + 2)|Σ|ρ = k(k + 1), then
where τ = τ (ρ) is non-negative with τ > 0 if and only if t ∈ Z. 
Stationary distribution
Here we prove Theorem 4 which describes the distribution of m+1 conditional on the known positions of ≤m . We observe that the cases m + 1 = k and m + 1 = 1 are trivial, so throughout we fix
Similarly to what we did to compute the frogs' speeds, our proof will rely on a coupling of the frog dynamics associated with W = 12 · · · k with another easier-to-analyze chain. That chain, which we denote by P (m + 1, m), is significantly more complicated than the m-arrangement chain which was used previously. Furthermore, to analyze P (m + 1, m), we will have to consider a related chain P (m, m + 1). We introduce them together. , the first set S + denotes the position of a many positive frogs, whereas S − denotes the positions of b many negative frogs. Note that these two sets might intersect, and so some lily pads might be occupied by both a positive and a negative frog.
In the coupling that we will construct, all of the negative frogs will correspond to frogs in the frog dynamics. However, only one of the positive frogs will correspond a frog's location.
The chain P (a, b) evolves as follows: Starting with some arrangement S ∈ Z/kZ a × Z/kZ b , uniformly at random poke one of the a + b signed frogs. 5 The poked frog becomes agitated and wants to hop away.
1. If the poked frog is positive and occupies the same lily pad as a negative frog, no frogs hop, the poked frog calms down and no other frog becomes agitated. (Note that this is a special rule for the poked frog, which does not apply to other agitated frogs.)
2. Otherwise, letting x denote the position of the currently agitated frog, the agitated frog hops from x to x + 1 and:
(a) If there is a frog at x + 1 with the same sign as the current frog, that frog also becomes agitated and will hop on next step.
(b) Else, if the current frog is negative and x + 1 contains only a positive frog, that positive frog also becomes agitated and will hop on next step.
(c) Otherwise no new frog becomes agitated.
After one of (a), (b), (c) happen, the agitated frog that hopped from x to x + 1 calms down.
This process continues until all frogs are content once more.
Observe that with the above rules, if the currently agitated frog is positive and hops onto a lily pad occupied only by a negative frog, then this negative frog will not become agitated. In particular, the rules are not symmetric under the sign change. Figure 3 displays an example of one step of this process. In order to analyze P (a, b), we will need to work explicitly with the intermediate steps.
. We think of Y + as the positive frogs and Y − as the negative frogs. Let Γ : Y (a, b) → Z/kZ be any function, which is thought of as an arrangement of signed frogs. We say that Γ is a valid arrangement if each lily pad is occupied by at most one frog of each sign. For a function Γ : Y (a, b) → Z/kZ and a frog y ∈ Y (a, b), we say that the pair (Γ, y) is a valid pair if Γ| Y (a,b)\{y} is a valid arrangement.
We define three sets:
• Ω begin (a, b) is the set consisting of triples (Γ, y, begin) where Γ : Y (a, b) → Z/kZ is a valid arrangement and y ∈ Y (a, b).
• Ω end (a, b) is the set consisting of triples (Γ, y, end) where Γ : Y (a, b) → Z/kZ is a valid arrangement and y ∈ Y (a, b).
• Ω trans (a, b) is the set consisting of triples (Γ, y, trans) where Γ : Y (a, b) → Z/kZ and y ∈ Y (a, b) with either:
-Γ is not a valid arrangement, but (Γ, y) is a valid pair; or -Γ is a valid arrangement, y ∈ Y + (a) and there is some z ∈ Y − (b) with Γ(z) = Γ(y).
Finally set Ω(a, b) def = Ω begin (a, b)∪Ω end (a, b)∪Ω trans (a, b). Intuitively, for (Γ, y, t) ∈ Ω(a, b)\Ω end (a, b), the map Γ records the current positions of the signed frogs and y denotes the currently agitated frog.
We turn now to defining a map
which describes the intermediate steps in P (a, b) . Fix (Γ, y, t) ∈ Ω(a, b) \ Ω end (a, b).
1. If t = begin, y ∈ Y + (a) and there is some z ∈ Y − (b) with Γ(z) = Γ(y), then set T (Γ, y, begin) = (Γ, z, end). (c) Otherwise, T (Γ, y, t) = (Γ , y, end).
Otherwise
Observe that for any (Γ, y, begin) ∈ Ω(a, b), there is an integer for which T (Γ, y, begin) ∈ Ω end . The map T exactly describes the movement of the signed frogs. Furthermore, it is easy to check that Coupling P (m + 1, m) with the frog dynamics. We consider a variant on P (m + 1, m) which is slowed down just enough in order to couple it with the frog dynamics. The chain P (m + 1, m) has the same state-space as P (m + 1, m) but evolves according to:
1. With probability max 0, 1 − 2m+1 k , do nothing.
2. Otherwise, follow the same process as P (m + 1, m).
Since P (m + 1, m) is simply a (potentially) lazy version of P (m + 1, m), any stationary distribution of P (m + 1, m) is also a stationary distribution of P (m + 1, m).
Consider any state S = (S + , S − ) ∈ Z/kZ m+1 × Z/kZ m . For x ∈ Z/kZ, consider the partial sums
It is a well-known fact in the study of Dyck paths (which according to [10, p. 373 ] is originally due to Raney [18] ), that for any such S there is a unique x ∈ Z/kZ for which (22) is strictly positive for all j. Note that such an x must satisfy x ∈ S + \ S − . We call the positive frog sitting at position x the optimistic frog. For a state S = (S + ,
x is the position of the optimistic frog. Define also f (S) def = f + (S), f − (S) . We say that a state S ∈ Z/kZ m+1 × Z/kZ m and a frog arrangement F ∈ F are compatible if f (S) = F ( m+1 ), F ( ≤m ) . Note that many frog arrangements are compatible with a given S ∈ Z/kZ m+1 × Z/kZ m , and that a given frog arrangement is compatible with many states in P (m+1, m). Fix a state S ∈ Z/kZ m+1 × Z/kZ m and let F ∈ F be any frog arrangement compatible with S. Taking one step in the chain P (m + 1, m) results in a new state S . We couple this action with the frog dynamics in the following way:
1. If a negative frog or the optimistic frog was poked in S, poke the corresponding lily pad in the frog arrangement.
2. If a non-optimistic positive frog was poked in S or no frog was poked, uniformly at random select a letter a ∈ Σ which is not a label of a lily pad in F ( ≤m+1 ) and poke any lily pad labeled a.
This will result in a new frog arrangement F . We observe first that the above coupling preserves the transition probabilities in the frog dynamics associated with W = 12 · · · k and either Σ = [k] if 2m + 1 ≤ k, or Σ = [2m + 1] otherwise. 6 Indeed, if 2m + 1 ≤ k, then each lily pad in the frog dynamics is poked with probability 1/k, and if 2m + 1 > k, then each lily pad in the frog dynamics is poked with probability 1/(2m + 1).
We now verify that the above is indeed a indeed a coupling.
Theorem 32. If S and F are compatible, then so are S and F , i.e., f (S ) = F ( m+1 ), F ( ≤m ) .
Proof. If none of the 2m + 1 frogs in S were poked, then S = S. In the coupling, this corresponds to either poking no lily pad or poking a lily pad containing a frog less nasty than m+1 ; thus F ( i ) = F ( i ) for all i ∈ [m + 1], as needed.
Next suppose that some frog in S was poked. Since negative frogs move unabated by positive frogs, the movement of the set of negative frogs is identical to the movement of { 1 , . . . , m } in the m-arrangement chain from the previous section. Since one of 1 , . . . , m moves if and only if one of the negative frogs in S is poked, thanks to Lemma 29, we know that f − (S ) = F ( ≤m ).
This being the case, it remains to verify only that f + (S ) = F ( m+1 ). Let Γ 0 : Y (m+1, m) → Z/kZ be any valid arrangement associated with S and let y 0 ∈ Y (m+1, m) be the frog associated with the poked frog under Γ 0 . Let (Γ 0 , y 0 , begin), (Γ 1 , y 1 , trans), . . . , (Γ −1 , y −1 , trans), (Γ , y , end) 6 Observe that if |Σ| > k, then the only difference with the frog dynamics where Σ = [k] is that at each step, the probability that no lily pad is poked is 1 − k |Σ| . As such, the stationary distribution of the frog dynamics over the larger alphabet is the same as for Σ = [k].
be the trajectory of (Γ 0 , y 0 , begin) under the map T , so that Γ is associated with S . Analogously to (22), for i ∈ {0, . . . , } and x, x ∈ Z/kZ, define
x ] counts the number of frogs in the interval [x, x ] weighted by their signs. Observe that, even though Γ i may not be a valid arrangement, there is still a unique x i ∈ Z/kZ for which L i [x i , x i + j] > 0 for all j ∈ {0, . . . , k − 1}. Of course, x 0 is the position of the optimistic frog in S and x is the position of the optimistic frog in S .
We verify that F ( m+1 ) = x through the following sequence of claims.
Claim 33.
Suppose next that y i−1 ∈ Y + (m + 1); here we have three cases.
1. i = 1 and there is some z ∈ Y − (m) with Γ 0 (z) = Γ 0 (y 0 ): In this case, no frogs hop, implying that Γ 1 = Γ 0 , so x 1 = x 0 .
2. i = 1 and there is no z ∈ Y − (m) with Γ 0 (z) = Γ 0 (y 0 ): Since the only difference between Γ 0 and Γ 1 is that y 0 has hopped forward from Γ 0 (y 0 ), we have L 1 [x 0 , x ] = L 0 [x 0 , x ] unless x =x. Furthermore, since lily padx contains no negative frogs, we have
3. i ≥ 2: Again, y i−1 hops to the very next lily pad, so Γ i (y i−1 ) =x + 1 = Γ i (y i ) and otherwise Γ i and Γ i−1 agree.
Here we must break into cases depending on the sign of y i−2 .
(a) If y i−2 ∈ Y − (m), then we must have had
contradicting the definition of x i−1 .
(b) Otherwise, y i−2 ∈ Y + (m + 1), which implies that L i [x,x] ≥ 0 and so
Claim 34. Let i be the smallest index for which Γ i (y i ) = x 0 . If i ≥ 1, then y i−1 ∈ Y − (m).
Proof. Suppose not, so y i−1 ∈ Y + (m + 1) and let r be the smallest index for which y r ∈ Y + (m + 1). Since positive frogs cannot agitate negative frogs, we observe that y r , y r+1 , . . . , y i−1 ∈ Y + (m + 1). Note that frogs y r , y r+1 , . . . , y i−1 , y i occupy consecutive positions under Γ r , and so, lettingx = Γ r (y r ), we have
We proceed with three cases.
1. r = 0 and there is some z ∈ Y − (m) with Γ 0 (z) = Γ 0 (y 0 ): Here, no frogs hop, implying that having Γ i (y i ) = x 0 is impossible since i ≥ 1.
2. r = 0 and there was no z ∈ Y − (m) with Γ 0 (z) = Γ 0 (y 0 ): In particular, L 0 [x, x ] > 0 for x ≤ x < x 0 . In view of (23), this implies that L 0 [x, x ] > 0 for all x , contradicting the definition of i.
3. r ≥ 1: Here, by the definition of r, y r must have been agitated by a negative frog. Therefore, there was no negative frog occupying the same lily pad as y r in Γ r−1 . Similarly to the previous case, this implies that
Hence, x r−1 =x. However, thanks to Claim 33, we know that x r−1 = x 0 ; again contradicting the definition of i.
With the help of the above claims, we can now deduce that F ( m+1 ) = x . Indeed, suppose first that a non-optimistic positive frog was poked, so no negative frogs hopped. Thanks to Claim 33 and Claim 34, we have x = x 0 . Furthermore, F ( m+1 ) = F ( m+1 ) and we are done.
Thus, suppose that either the optimistic frog or a negative frog was poked. If at no time was the optimistic frog agitated, then no other frog at its lily pad was agitated either. Indeed, in a valid arrangement, the optimistic frog does not share its lily pad with anyone. Hence, in this case, by Claim 33 and Claim 34 again we have F ( m+1 ) = F ( m+1 ) = x .
Consider next the case where the optimistic frog was agitated at some point. Let i be the least index for which Γ i (y i ) = x 0 and consider the largest j for which {x 0 + 1, . . . , x 0 + j − 1} ⊆ Γ i (Y − (m)). Through Claim 33, we observe that additionally {x 0 + 1, . . . , x 0 + j − 1} ⊆ Γ i (Y + (m + 1)). Therefore, x = x 0 + j, which agrees with the movement of m+1 ; thus again F ( m+1 ) = x .
A stationary distribution of P (a, b). We show now that for any 1 ≤ a, b ≤ k, the chain P (a, b) admits a stationary distribution which is uniform on Z/kZ a × Z/kZ b . Note that we claim only that a stationary distribution of this form exists, not that it is unique. 7 Let G be the digraph whose vertices are the states of P (a, b) where S → S if poking some frog in S results in S . In other words, P (a, b) is the random walk on G where each edge is traversed with equal probability.
Decompose G into its weakly connected components G = G 1 ∪ · · · ∪ G .
Lemma 35. Each G i is aperiodic. 7 In the special case of P (m + 1, m) that we care about, one can show that the stationary distribution is indeed unique, but this fact is unnecessary for our arguments.
Proof. We claim that there is some S ∈ V (G i ) with S + ∩S − = ∅. Indeed, pick some S 0 ∈ V (G i ) with S + 0 ∩ S − 0 = ∅. By starting from S 0 and repeatedly poking a fixed positive frog, we will eventually drive that frog to a lily pad occupied by a negative frog. The resulting state S satisfies S + ∩ S − = ∅ and S ∈ V (G i ).
Thus, pick a state S ∈ V (G i ) and a lily pad x such that x ∈ S + ∩ S − . Poking the positive frog in position x leaves the state unchanged, so G i contains a closed walk of length 1. Proof. We already know that deg out (S) = a + b. In order to show that deg in (S) = a + b, we establish a much stronger property of P (a, b).
We define a "reversal map" R : Ω(a, b) → Ω(b, a). Intuitively, the map R will switch the signs of the frogs and reverse the direction of the ring of lily pads.
Fix (Γ, y, t) ∈ Ω(a, b); we will define R(Γ, y, t). First, define the function Γ :
• Otherwise, t = trans and so there is some z = y with Γ(z) = Γ(y) where either z and y have the same sign or y ∈ Y + (a) and z ∈ Y − (b).
-If y = i ± and z = j ± , then R(Γ, i ± , trans) = (Γ , j ∓ , trans).
-If y = i + and z = j − , then R(Γ, i + , trans) = (Γ , j + , trans).
Observe that R is an involution. We prove now the key "time-reversal" property of P (a, b).
Claim 37. The map RT RT : Ω(a, b) \ Ω end (a, b) → Ω(a, b) \ Ω end (a, b) is the identity map.
Proof. We observe that R maps Ω trans (a, b) to Ω trans (b, a) and swaps Ω begin (a, b) and Ω end (b, a), so the map RT RT is well-defined. For (Γ, y, t) ∈ Ω(a, b) \ Ω end (a, b), observe that if Γ(y) = x, then T affects only frogs on lily pads x and x + 1; hence, we need only keep track of these two lily pads. This means that we may prove the claim by checking every possible arrangement of positive and negative frogs on two consecutive lily pads. That amounts to straightforward, but slightly tedious case-checking, which we defer to Appendix C.
A corollary of the above claim is that for any ≥ 1, RT RT = id as well. Indeed, using the fact that R is an involution and proceeding by induction on we have for some integer and frog y. Thanks to the fact that R is an involution and Claim 37, we observe that RT R(Γ, y, end) = RT RT (Γ , y , begin) = (Γ , y , begin).
Hence, we may recover (Γ , y ) from (Γ, y). Thus, the map sending (Γ , y ) to (Γ, y) is injective. This is an injection from the in-edges of S to the frogs in S, so deg in ( Proof. Let G 1 , . . . , G be the weakly connected components of G. Lemma 36 shows that G is a regular digraph; hence each G i is strongly connected. Since each G i is aperiodic (Lemma 35), the random walk on any G i admits a unique stationary distribution π i . Because G i is regular (Lemma 36), the distribution is uniform on G i , i.e., π i (S) = 1/|V (G i )| for each S ∈ V (G i ) and π i (S) = 0 for each S / ∈ V (G i ). The stationary distributions on P (a, b) are precisely the convex combinations of π 1 , . . . , π . In particular, the convex combination 1 |V (G)| |V (G 1 )|π 1 + · · · + |V (G )|π is a stationary distribution of P (a, b) which is uniform.
Using our knowledge of the stationary distributions of P (m + 1, m) and the coupling of this chain with the frog dynamics, we can finally prove Theorem 4.
Proof of Theorem 4. Let π be the stationary distribution of the frog dynamics associated with W = 12 · · · k and let F ∼ π. Due to Theorem 30, we know that Pr[F ( ≤m ) = T ] = k m −1 for any m ∈ [k]
and T ∈ { 0 ,..., k−1 } m . Therefore, by coupling P (m + 1, m) and the frog dynamics, we compute
where S is uniformly distributed on Z/kZ m+1 × Z/kZ m since P (m + 1, m), and thus P (m + 1, m), admits a uniform stationary distribution. Since S is uniformly distributed, the conditional probability above is equal to
In other words, with S − = { 1 , . . . , m } fixed, we need to count the number of ways to select S + ∈ Z/kZ m+1 such that the optimistic frog occupies lily pad m+1 . In order for the optimistic frog to occupy lily pad m+1 , it must be the case that m+1 +j i= m+1 
5 Computer simulations 5.1 LCS between two random words New algorithm. Because of how easy it is to compute the LCS between a pair of words by using standard dynamic programming techniques, many researchers have computed the LCS between random words (c.f. [3, 7, 14] ). They all used a fast O(n 2 ) time deterministic algorithm to compute the LCS between words of length about n; this allowed them to perform extensive simulations. In contrast, we used a faster O(n 3/2 ) time probabilistic algorithm, which we discuss below. This new algorithm is not meant to compute the LCS between two arbitrary words; it is designed to operate correctly only if its input is a pair of random words. Unfortunately, unlike the slower algorithms used in the past, we have no rigorous guarantees that our algorithm actually produces the correct output. Instead, we have only Monte Carlo simulations that compare this algorithm against a known correct algorithm on the same set of inputs. The design basis for the algorithm is a conjecture [11] that an LCS between two random words of equal length one should not match faraway symbols. More precisely, suppose V, W ∼ Σ n are two random words. Suppose LCS(V, W ) = , and let (V i 1 V i 2 · · · V i , W i 1 W i 2 · · · W i ) be a common subsequence of length . It is then conjectured that |i r − j r | can never be too large. Geometrically, the conjecture says that the points (i 1 , j 1 ), . . . , (i , j ) should be close to the diagonal line y = x. The only rigorous result that we are aware of is that the points are asymptotically confined, with high probability, to the wedge between the lines y = c 1 x and y = c 2 x, for constants c 1 , c 2 depending on the alphabet size [11] .
It is widely believe that the variance of LCS(V, W ) is linear 8 ; it is thus reasonable to conjecture that most pairs (i r , j r ) satisfy |i r − j r | ≤ C √ n if C is large. This suggests trying to find a long common subsequence between V and W by restricting to only subsequences satisfying |i r − j r | ≤ T for suitable T . Using dynamic programming, this can done in time O(nT ).
In our implementation, we let T 0 = √ 2n , and T i = 5 2 T i−1 , and then used the method above for values of T equal to T 0 , T 1 , T 2 , . . . in order until two consecutive computations produced identical answers; that common value is the output value of our algorithm. The constant 5 2 was chosen by accident; we did not try to optimize it. The actual code used is available at http://www.borisbukh. org/code/lcsfrogs19.html and also as an ancillary file in the arXiv version of this paper.
To verify the algorithm's correctness, we ran a number of simulations in which we used both the new algorithm and the usual dynamic programming algorithm on many pairs of random words V, W ∈ Σ n . For the binary alphabet, we ran the experiment with n = 2500 (300,000 times), n = 5000 (300,000 times), n = 10000 (100,000 times), n = 20000 (30,000 times), n = 50000 (18,350 times), n = 250000 (2,670 times), n = 500000 (1,080 times), and n = 1200000 (120 times). In all these experiments, the new probabilistic algorithm produced the same answer as the usual dynamic programming algorithm.
These experiments gave us enough statistical evidence to trust the results of further computations using this algorithm.
Computational results and new conjectures. Since the faster algorithm has allowed us to perform more extensive (and thus more accurate) computations than before, these computations suggested new conjectures about the LCS of random words.
To introduce the most interesting conjecture, consider a random word V of length 2n as a concatenation of two random words V 1 , V 2 , each of length n. Similarly, consider a random word W of length 2n as a concatenation of W 1 and W 2 . It is then clear that LCS(V, W ) ≥ LCS(V 1 , W 1 ) + LCS(V 2 , W 2 ). From [2] one may deduce that
where V, W are independent, random words of length 2n. Computing ∆(n) experimentally suggests the following.
Conjecture 39. There are constants c 1 , c 2 such that E ∆(n) ∼ c 1 n 1/3 and Var ∆(n) ∼ c 2 n 1/3 .
The computational data behind the conjecture for the binary alphabet is summarized below. . Because LCS(V 1 , W 1 ) and LCS(V 2 , W 2 ) are independent, the variance of LCS(V 1 , W 1 ) + LCS(V 2 , W 2 ) is 2f (n), suggesting that f (2n) ≥ 2f (n) − 2c 2 n 1/3 2f (n). This lends additional support to the conjecture that f (n) grows linearly with n.
Assuming Conjecture 39, one can thus make a more refined guess for the Chvátal-Sankoff constant γ from (1) using simulations for several values of n. We obtained γ ≈ 0.8122 for the binary alphabet. This is higher than the previous guess of 0.8118 from [3, Table 2 ] and is inside the interval (0.8120, 0.8125) suggested in [8, Section 2.4] .
Periodic words. We implemented the algorithm to compute the leading-term constant γ W = γ W (1) in the formula for E LCS(R, W (n) ) in Theorem 1. The code is available at http://www.borisbukh. org/code/lcsfrogs19.html and also as an ancillary file in the arXiv version.
Interestingly, there appears to exist a periodic word that is more similar to the random word than the random word is! More precisely, we found periodic binary words for which the leading constant γ W (1) exceeds 0.8122, which is our conjectured value of γ. The binary word with the largest γ W (1) that we found is W = 0110111010010110010001011010 for which γ W (1) ≥ 0.82118. Alas, we cannot prove that γ W (1) > γ since the best rigorous upper bound on γ for the binary alphabet is γ ≤ 0.826280 [15] .
Remarks
• We are mystified by the coupling used to prove the stationary distribution of the frog dynamics associated with W = 12 · · · k. We found it by first guessing the formula in Theorem 4, noticing its combinatorial interpretation as a count of certain Dyck paths, and then looking for a suitable coupling. However, we do not have any high-level explanation for the appearance of Dyck paths nor for the time-reversal property in Claim 37.
• There is a fast algorithm to compute the LCS between a periodic word and any other word. Indeed, Proposition 17 implies that for any F ∈ F and a ∈ Σ, we can compute F a and D 1 (F, a) An O(kn)-time algorithm of a similar flavor was given by Tiskin [19] .
• We gave an algorithm to compute γ W from W which relies on computing s 1 , . . . , s k from the stationary distribution of the auxiliary frog dynamics. The set of all frog arrangements has size k! and thus the auxiliary frog dynamics has |Σ| · k! states.
However, using the ideas in Section 4.1, we can actually compute s 1 , . . . , s k from the stationary distributions of much smaller chains. Indeed, the m-arrangement chain associated with the word W has only k m states and thus, through an extension of Lemma 29 to arbitrary words, m i=1 s i can be computed from the stationary distribution of a chain on |Σ| · k m states. This observation allows us to compute γ W by instead finding the stationary distributions of a chain with only |Σ| · 2 k states.
