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Abstract: The fundamental requirements for the sequence of numbers produced by a random number generator in a 
computer program are that (1) the sequence be indistinguishable from that produced by an iid sequence of standard 
uniformly distributed random variables; (2) the sequence be identically reproduced on a subsequent execution of the 
same computer program. For computers with multiple processors it is sensible to add the additional requirement that 
(3) the sequences used by each of the several processors be indistinguishable from independent sequences. If one uses 
a standard random number generator developed for a uniprocessor in an environment with multiple processors, then 
each one of these requirements may be violated. This paper contains a review of previous attempts to satisfy the three 
requirements for a multiprocessor and concludes that none are really successful. 
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1. Introduction and summary 
At the same time that Von Neumann codified the stored-program computer he also conceived 
of using it for Monte Carlo experiments. In [9] he wrote: 
It [the computer] will certainly open up a new approach to mathematical statistics; the 
approach by computed experiments.. . 
The techniques used at that time to generate random numbers are rather primitive by today’s 
standards; e.g., no one would seriously consider using the middle square technique today. There 
are now three important classes of random number generator (RNG): 
(1) linear congruential, 
(2) feedback shift-register, 
(3) lagged Fibonacci. 
These classes of RNGs are important because for each 
(1) the theory is well-developed; 
(2) implementations have been extensively tested; 
(3) the generator is more or less widely used. 
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Marsaglia [6] gives a short review of the current state of. RNGs; implicitly, his review only 
considers RNGs for uniprocessors. Now, some forty-odd years after its original development, the 
Von Neumann model of the computer is being stretched and changed by the introduction of 
various parallel architectures. I believe that we must also stretch and change our view of RNGs 
to match the new architectures. 
While there is a wide variety of different parallel computers in existence today, for our 
purposes here it is not really necessary to ful& understand the differences among them. One 
crucial characteristic for understanding parallel processors is the ratio between the time to 
communicate a piece of data between two processors and the time required to operate on it 
within a single processor. This is called the communication-computation ratio (CCR). Another 
characteristic needed for understanding parallel processors is the “natural” granularity of the 
parallelism; that is, we need to understand the size of the smallest unit of computation that can 
be sensibly assigned to a particular processor. It also seems necessary to make some distinction 
between shared-memory multiprocessors and message-passing systems. Ultimately, from a pro- 
gramming point of view this distinction may be obscured. However, currently the additional 
overhead imposed on sharing data between processors in a message-passing system needs to be 
accounted for in a choice of RNG. 
Section 2 presents a discussion of the various kinds of parallel processors. It includes some 
discussion of the differences between shared-memory and distributed processors as they relate to 
the issues of generating and using random numbers. Section 3 briefly describes the three most 
widely-used classes of generators. Section 4 contains a review of previous methods that have been 
proposed or used for generating random numbers in a parallel processing environment and 
provides some examples of how the three conditions given in the Abstract can be violated. 
2. Parallel processors 
There are three broad classes of parallel computing hardware today. The three classes can be 
distinguished by their respective architectures, or, roughly equivalently, by the size of the 
“natural” granularity of computation. I consider these classes in order of decreasing grain size. 
The first class consists of multiple general-purpose processors operating independently and 
transferring information by passing messages. Within this class of machines there are several 
subgroups characterized by different values of the CCR. Groups of workstations (or faster 
processors) having local memory communicating over Ethernet typically have values of the CCR 
near 104. Multicomputers such as a hypercube typically have values of the CCR near 102. And 
shared-memory multiprocessors such as the CRAY X-MP typically have values of the CCR near 
10. A shared-memory multiprocessor consists of a number of independent CPUs sharing a single 
common memory. The CRAY X-MP actually falls into two of the three classes depending on the 
software strategy used for multiprocessing. If one uses the message-passing software for inter- 
processor communication, then the CRAY X-MP should be thought of as a message-passing 
multiprocessor. 
The second general class of parallel processors operates by multitasking a single process over 
several processors using common shared memory. Computers in this class include the CRAY 
X-MP, various of the “minisupercomputers”, and the VAX multiprocessors which are in fairly 
wide use. For these sorts of machines the CCR tends to vary inversely with the number of 
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processors but is typically between 1 and 10. The essential distinction between this class and the 
previous one is that here interprocessor communication is handled directly by the use of shared 
memory and special hardware instructions rather than by the use of communication software. 
The third general class consists of very large numbers of processors controlled by a single 
instruction stream. Such machines are usually characterized as “massively parallel”. Examples of 
such machines are the Connection Machine (which has 64K processors) and systolic arrays. For 
these machines the CCR is typically less than 1. 
Because machines in the third class are not widely available and are very rarely used for 
scientific computing, in the remainder of this paper I will concentrate on the first two classes 
which I will refer to as either “message passing” or “shared memory”. To narrow the focus a bit 
more I will generally think of a network of workstations or a hypercube when I speak of a 
message-passing system. And I will generally think of a CRAY using “microtasking” when I 
speak of a shared-memory system. The essential distinction for us here is that for a message-pass- 
ing system the overhead imposed by the communication between processors is so great as to 
effectively preclude generating random numbers on one processor and consuming them on 
another. On the other hand, in the shared-memory system it might make perfect sense to 
dedicate the task of generating random numbers to a single processor. 
Because, for a shared-memory multiprocessor, the communication times to memory from an 
individual processor are typically measured in tens or hundreds of nanoseconds, it is reasonable 
to consider methods which produce a single stream of numbers on one processor to be shared 
among the processors. On the other hand, message-passing systems typically require many 
milliseconds to transfer a single data item from one processor to another. Such systems seem to 
explicitly require that each processor generate a separate stream of random numbers. 
3. Uniprocessor RNGs 
3. I. Congruential generators 
Congruential generators use the integer recursion 
Xi=aXi_,+b mod m, 0) 
where the integers a, b and m are predetermined constants to generate a sequence X1, X,, . . . of 
random integers between 0 and m - 1 (or in the case b = 0, between 1 and m - 1). 
Since this generator was introduced by Lehmer [4], there has been a great deal of research 
concerning its properties. Attention has been focussed, first, on conditions which guarantee that 
the sequence has maximal period and, second, on tests which weed out choices for the constants 
which yield apparently dependent sequences. While this work has done a great deal to identify 
bad combinations of the constants no consensus has yet evolved on a unique standard set of 
values for a, b and m. However, Park and Miller [7] suggest that a consensus is emerging. They 
argue that “experts” agree with the choice b = 0 and for 32-bit machines the choice m = 23’ - 1. 
They further argue that for this choice of m the choices for a are limited and they suggest, after 
extensive testing, a = 16807 with a = 48271 or a = 69621 as alternatives. 
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3.2. Shift-register generators 
Let b=(b,, b2,..., bP)T be a binary p-vector. Let T be a p X p binary matrix. A shift-register 
generator uses the binary recursion 
bi = Tbi_l. (2) 
All arithmetic is done modulo 2. The binary matrix T is usually chosen so that simple computer 
operations will produce the product Tb. The most common choice for T has the form 
T=(I+L*)~(I+R”)=I+L”+R’+L”R’, 
where p, s <p and t <p are integers, I is the p X p identity matrix and 
L= 
0 1 0 . . . 0 0 
0 0 1 . . . 0 0 
0 0 0 . . . 0 0 
0 0 0 . . . 0 1 
0 0 0 . . . 0 0 
and R = 
0 0 0 .., 0 0 
1 0 0 . . . 0 0 
0 1 0 . . . 0 0 
0 0 0 0 0 
0 0 0 ::: 1 0 
If s + t is not less than p (and p is the number of bits in a word), then this choice of T allows 
the recursion to be computed with a right-shift by s bits, an exclusive-or, a left-shift by t bits, 
and a final exclusive-or since L”R* = 0. 
3.3. Lagged-Fibonacci generators 
A lagged-Fibonacci generator begins with an initial set of elements Xi, X,, . . . , X, and uses the 
integer recursion 
X, = Xi-, ’ xi_,) (3) 
where r and s are two integer “lags” satisfying r > s and l is some binary operation. Typically, 
the initial elements are chosen as integers and the binary operation is addition modulo 2”. 
3.4. Combination generators and compound generators 
MacLaren and Marsaglia [5] were apparently the first to suggest the idea of combining two 
generators together to produce a single stream of random numbers. Their thought was that 
combining the generators should improve the properties of the output. The essential idea is that 
if Xi, X,, . . . and Yi, Y,, . . . are two random number sequences, then the sequence Z,, Z,, . . . 
defined by Zi = Xi l x will be not only more uniform than either the X-sequence or the 
Y-sequence but will also be more independent. 
Recently, Collings [2] has proposed an alternative class of compound generators. His thought 
is that using the output of one generator to randomly select a particular generator to produce the 
next element in the stream should be at least as good as the combination generators proposed by 
MacLaren and Marsaglia. 
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4. Multiprocessor RNGs 
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There is a very short history for RNGs for multiprocessors. Nearly every suggestion that has 
been made suffers from a fatal flaw because the authors did not understand RNGs or did not 
understand multiprocessors. This section provides a quick overview of previous suggestions (and 
some obvious variations). All previous work on multiprocessor RNGs has, to my knowledge, 
been focussed exclusively on congruential generators, simply because they are the best known 
and have the best developed theory. 
4. I. Common generator 
4.1.1. Single starting point 
The simplest and most obvious way to provide random numbers to several processes in 
parallel is to use a single generator and provide numbers from that single stream to each process 
as needed. There are two drawbacks. First, unless the separate processes are synchronized with 
the generation of the random numbers (in addition to any other synchronization requirements) 
the results are not exactly reproducible. That is, on subsequent runs, without special program- 
ming, it is not possible to guarantee that a particular process will always receive the exact same 
sequence of numbers. Thus condition (2) of the Abstract would be violated. Second, for 
message-passing systems there is considerable overhead involved in transmitting the generated 
numbers from the process where they are generated to the process where they are used. In fact, 
this overhead can be several orders of magnitude greater than the cost of actually generating the 
numbers. 
4.1.2. Predetermined starting points 
One of the simplest ways to create separate generators for each of the several processes in a 
multiprocessing environment is to have a single common generator and to use a set of preselected 
starting points or “seeds”, one for each process. The advantage of this procedure is that the 
computer program, the “code”, can be the same for each of the several processes and yet the 
sequences generated and used by each process will be distinct. An obvious difficulty is that the 
sequences will be distinct but only because they are shifted with respect to each other. As a 
particularly trivial example, suppose that one were to use a congruential generator (Section 3.1) 
and were to use X,, as the seed for one generator and 
Xi = ax,, + b mod m 
as the shift for another. Then, obviously, the two sequences would be identical except for the 
shift of one lag between them. Consequently, in this trivial case we would expect the correlation 
between the two sequences to be quite small but the lag-one cross-correlation between them 
would be 1. An alternative way to think of this overlap would be that the maximum length of 
disjoint sequences would be the period length of the generator divided by the number of 
processors. For example, with a ten-dimensional hypercube and the generator recommended by 
Park and Miller we would get 
231 - 1 
2 10 = 4 l 106. 
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Furthermore, though it would be natural to have the preselected starting points quite far apart in 
the sequence, there is, to my knowledge, no evidence to suggest that this would guarantee nearly 
orthogonal sequences. 
4.1.3. Random starting points 
Using a single generator in all the processes but starting at random points is an idea 
apparently first suggested by Schruben and Margolin [8] in a different context. This method 
apparently suffers from the same problem as with predetermined starting points. It is fairly easy 
to see that the expected length of the shortest disjoint stream under this method is the period 
length of the generator divided by the square of the number of processors. Considering the same 
example as above we would get 
231 - 1 
l 210 = 2 103. .
210 
4.1.4. The leapfrog method 
Deterministic leaps. Consider the n-step linear congruential generator given by 
xi+n =A,X,+B,, mod m, 
where a, b and m are the parameters of Eq. (1) and 
(4 
A -1 
A,, = a” mod m and B, = bk mod m. 
This method provides n separate sequences derived from a single congruential generator. Each of 
the derived generators produces a subsequence consisting of every nth element of the original 
sequence with each of the n derived generators starting at a different point in the original 
sequence. This method was apparently first suggested by Bowman and Robinson [l]. They chose 
a = 515, b = 0 and m = 248. They studied the correlations between each of the n sequences 
produced by this generator for each n = 8,. . . , 512. The choice of the modulus is somewhat 
surprising because in the very same paper these authors draw attention to its bad properties. The 
use of a composite modulus in a congruential generator provides high-frequency periodicities in 
the low-order digits of the generated sequence. Using a modulus that is a power of two is the 
worst-possible case: the lowest-order bit has a period of length two; the second-lowest-order bit 
has a period of length four; etc. 
Random leaps. An interesting possible generalization of this method which has not yet been 
explored would be to randomly select the step-size n. Precisely, one would precalculate the A,, 
and B,, for, say, n = l,..., 128. Then for each generated number, one would use a secondary 
generator to generate a number between 1 and 128 to decide which step-size to use. Until a 
careful analysis has been performed I do not recommend this because if two different processors 
used the same basic generator but different secondary generators, it appears that there might be 
noticeable correlation between the two generated sequences. 
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4.2. Separate generators 
A simple way to overcome the drawbacks of having a common stream is to provide a separate 
generator for each process. The difficulty is that there may be very strong intercorrelations 
between the streams produced by the various RNGs. 
4.3. Lehmer trees 
Frederickson et al. [3] introduced a structured family of RNGs which they call a Lehmer tree. 
The tree is generated by the two congruential generators 
L(X)=a,X+b, mod m and R(X)=a,X+b, mod m, 
where aL, aR, b,, b, and m determine the tree. They argue that this generator is to be preferred 
because 
(1) it is easy to implement; 
(2) a theoretical foundation can be developed; 
(3) there is “no good reason to believe that any other family of pseudorandom trees offers any 
advantages.” 
This generator is certainly intriguing for exactly the reasons they give. Unfortunately, the one 
theoretical result they produce is a set of conditions under which the right sequences produced 
by this generator are disjoint from the left sequences for m = 2f. This choice of m cannot be 
recommended. As noted above it is well known that generators with composite moduli have 
periodic components. For m a power of two, the low-order bits of the generated sequence are 
periodic. In particular, the lowest-order bit has a period of two; the second-lowest-order bit has a 
period of 22; the third-lowest-order bit has a period of 23; etc. This disastrous result for the 
generator of Frederickson et al. [3] was first noted by Bowman and Robinson [l]. It should not 
be taken as evidence against the concept but rather evidence against this particular choice of 
modulus. 
4.4. Combination generators 
One common proposal for combining the output of two RNGs to produce a single stream is to 
use one generator to permute the output of the other. This is often implemented by means of an 
intermediate storage array. If RAND1 and RAND2 are the two random number generators, then 
the following code fragment would produce the stream RANDOM if ARRAY were first filled 
with LENGTH numbers from the stream RAND2. 
SUBSCRIPT = LENGTH * RANDl(SEED1) + 1 
RANDOM = ARRAY(SUBSCRIPT) 
ARRAY(SUBSCRIPT) = RAND2(SEED2) 
A natural generalization of this to a multiprocessing environment would be to use a different 
RAND1 in each processor. We cannot recommend this. An elementary Markov chain calculation 
shows that the correlation between any two generators (started at the same seed and using the 
same RAND2 and different RANDl) is (2 * LENGTH - 1))‘. 
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5. Conclusion 
It seems clear that many previous authors have believed that by having a distinct generator in 
each process, in a multiprocessing environment one could guarantee independence of the 
sequences generated (condition (3) of the Abstract). Also, some previous authors have presumed 
that by having generators which produced disjoint sequences condition (3) could be satisfied. A 
slight variation on this idea is the presumption that using a common generator but choosing 
subsequences which are disjoint would satisfy condition (3). This notion seems naive simply 
because of the relationship between fixed-point and floating-point numbers. 
To be precise, consider a congruential sequence generated according to Eq. (1). It has period 
m and each value depends only on the previous value; thus no value is repeated until the 
generator has produced m values. This property refers, of course, to the integer sequence 
produced by the generator and not to the sequence actually used which is scaled into the interval 
[0, 11. Consider for example, the congruential generator with m = 23’ - 1. There are, roughly, 230 
values generated which are greater than irn. On the other hand, there are only 223 floating-point 
numbers between 4 and 1 (at least for floating-point numbers represented in the IEEE standard 
format). Consequently, each floating-point number between : and 1 appears roughly 27 times in 
one cycle of the generated sequence. Similarly, each floating-point number between 2-2 = $ and : 
appears approximately 26 times in one cycle. Only those floating-point numbers smaller than 22’ 
appear once (or less) in the generated sequence. 
As multiprocessors become more widespread there will be an ever increasing need for random 
number generation “systems” which consist of a large number of generators each with a very 
long period generating very “independent” sequences. By a large number of generators, I mean 
something on the order of 220 generators; there are already commercial multiprocessors with 2i6 
processors. By a very long period I mean something on the order of 250; I have run simulations of 
length 230 and presume that others have already run simulations of length 236. By very 
independent, I mean, streams for which the interstream correlation is less than 2-20. 
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