The Multiplicative MIDAS Realized DCC (MMReDCC) model of Bauwens et al. (2016) simultaneously accounts for short and long-term dynamics in the conditional (co)volatilities of asset returns, in line with the empirical evidence suggesting that their level is changing over time as a function of economic conditions. This paper aims at improving the applicability of the model in two directions. First, by proposing an algorithm that relies on the maximization of an iteratively re-computed moment-based profile likelihood function, which mitigates the incidental parameter problem arising in large dimensions and keeps estimation feasible. Second, by illustrating a conditional bootstrap procedure to generate multi-step ahead predictions from the model. In an empirical application on a dataset of forty-six equities, the MMReDCC model is found to statistically outperform the selected benchmarks in terms of in-sample fit as well as in terms of out-of-sample covariance predictions. The latter are mostly significant in periods of high market volatility.
a simple resampling algorithm that makes use of residual bootstrap to compute multi-step forecasts from DCC models. The bootstrap procedure which is implemented in this paper builds on the work of Fresoli and Ruiz (2015) but the algorithm is adapted to the dynamic modeling of realized covariance matrices.
Finally, the results of two different applications to real data are presented and discussed. In the first one, we focus on a low dimensional setting (ten assets), in which both the IMP and one-step QML estimation procedures are feasible, and compare the estimates obtained by means of both algorithms. We find that the IMP-based estimates are sufficiently close to the QML ones, so that using the IMP method in large dimensions is a sensible approach. We further consider the case in which the IMP estimated parameters are used as starting values for the one-step QMLE: despite an increase in the maximized likelihood value, the improvement can be considered rather marginal, thus suggesting that the implementation of the IMP algorithm alone may be sufficient in practical applications.
In the second application the MMReDCC model estimated for forty-six assets by the IMP method is used to generate forecasts of the realized covariance matrix up to twenty days ahead, and compared to existing benchmarks not accounting for short and long term (co)volatility dynamics. It emerges that over calm periods, simpler model specifications tend to be preferred especially at the shortest horizons, while during the 2007-2008 financial crisis accounting for time-varying long term dynamics in the conditional covariance process generates superior forecasts. The latter are particularly significant at the longest horizons.
The remainder of the paper is organized as follows. Section 2 briefly recalls the structure of the MMReDCC model and explains the curse of dimensionality issue. Section 3 introduces the IMP algorithm and Section 4 presents the results of a Monte Carlo experiment aimed at assessing the finite sample statistical properties of the proposed estimation algorithm. The bootstrap procedure for computing multi-step ahead forecasts is explained in Section 5, along with a simulation study to assess its final sample behavior. Section 6 contains the empirical results for the in-sample estimation comparison and the out-of-sample forecasting exercise. Section 7 concludes with some final remarks.
The MMReDCC model
Let C t be a n×n positive definite and symmetric (PDS) realized estimator of the latent integrated covariance matrix of daily returns. In the following, unless otherwise stated, we will refer to C t as the realized covariance (RC), although any other consistent PDS estimator could be used. Conditionally on the set consisting of all relevant information up to and including day t − 1, C t is assumed to follow a n-dimensional central Wishart distribution:
C t |I t−1 ∼ W n (ν, S t /ν), ∀t = 1, . . . , T,
where ν (> n − 1) is the degrees of freedom parameter and S t is the PDS conditional mean matrix of order n. Under the assumption of absence of microstructure noise and other biases (see Barndorff-Nielsen and Shephard (2001) ), S t represents the conditional covariance matrix of returns, which is our object of interest. In the MMReDCC model, S t is designed to take into account the long run movements in the levels around which realized (co)variances (and by extension, correlations) fluctuate from day to day. To this extent, the model features a multiplicative decomposition of the conditional covariance matrix S t into a smoothly varying or secular component M t =L t L t and a short-lived component S t * , such that S t can be rewritten as S t =L t S t * L t , where the matrix square root L t can be obtained by a Cholesky factorization of M t . These components can then be modeled separately.
First, the secular component is specified parametrically and extracted by means of a MIDAS filter assumed to be a weighted sum of K lagged realized covariance matrices over a long horizon, where the number of lags spanned in the MIDAS specification is usually chosen to minimize the trade-off between the highest in-sample likelihood value and the number of observations lost to initialize the filter. It is expressed as
In the right hand side of Eq.(2), the first term Λ is a n × n symmetric and semi-positive definite matrix of constant pa- Note: Entries report the number of parameters as a function of the dimension n; n Λ denotes the number of unique parameters contained in the Λ matrix, ψ denotes the full vector of model parameters andψ the vector of parameters excluding n Λ . n = 5 n = 10 n = 20 n = 50 n = 100 n Λ  15  55  210  1275  5050  ψ  29  79  254  1379  5254  ψ  14  24  44  104  204 rameters, θ is a positive scalar and φ k (·) is a weight function parametrized according to the restricted Beta polynomial
The scalar parameter ω determines the shape of the function and in order to achieve a time-decaying pattern of the weights, it is constrained to be larger than 1. For identification, the constraint K k=1 φ k (ω) = 1 is imposed. Second, the dynamics of the short term component S * t is specified according to a scalar DCC parametrization that enables a separate treatment of conditional volatilities and correlations, thus allowing for a high degree of flexibility. Letting X be any square matrix of arbitrary size n, in the remainder the notation diag{X} is used to denote a n × n diagonal matrix with main diagonal elements equal to the corresponding diagonal elements of X. Therefore, assuming that S * t = D * t R * t D * t , where D * t = diag{S * t } 1/2 , their scalar specifications correspond to the following equations:
where
t C t (L t ) −1 and P * t = (diag{C * t }) −1/2 C * t (diag{C * t }) −1/2 . The matrix C * t is the realized covariance matrix purged of its long term component and the matrix P * t is the corresponding short term realized correlation matrix. Mean reversion to unity in Eq.(4) and to an identity matrix in Eq.(4) is needed for identification of the different components. Let γ = {γ 1 , ..., γ n }, δ = {δ 1 , ..., δ n } for further use.
The parameters can be estimated by maximizing the following Wishart (quasi) log-likelihood function in one step:
The finite-dimensional parameter vector 4 ψ = {vech(Λ), θ, ω, γ, δ, α, β}, has length {n Λ + 2n + 4} where n Λ = n(n + 1)/2 ∼ O(n 2 ) denotes the number of unique parameters included in the intercept matrix Λ of Eq.(2). It is obvious that, as n increases, the curse of dimensionality problem quickly arises, leading to the number of parameters listed in the first two rows of Table 1. Observe that estimation becomes already cumbersome after n = 20 and almost impossible for n ≥ 50.
On the other hand, the last row of Table 1 shows that an obvious way to keep the model tractable is to avoid estimating the parameters of the matrix Λ. This would be sufficient to reduce the order to 2n + 4 ∼ O(n), thus making the model estimable also for large n.
In the following section we put forward a feasible estimation procedure that aims at overcoming the direct estimation of the long term component intercept matrix, thus crucially mitigating the computational complexity of the model.
An Iterative Moment based Profiling (IMP) algorithm
In this section we discuss an iterative procedure for fitting the MMReDCC model to large dimensional datasets. The basic idea underlying the proposed algorithm is to eliminate from the likelihood maximization the parameters of the intercept matrix Λ using a technique that builds upon the covariance targeting discussed in Pedersen and Rahbek (2014) for BEKK and Engle et al. (2008) for DCC models. First of all, notice that from Eq.(2) and the following relation
a moment based estimator of the Λ intercept matrix is given bŷ
Obviously, given the latent nature of M t , the estimator in Eq.(6) cannot be computed in practice and hence the covariance targeting approach cannot be applied in the usual way. It is worth noticing that, if L t and S * t were assumed to be independent, given E(S * t ) = I n , it would hold that E(C t ) = E(M t ), implying that an asymptotically equivalent version of Eq.(6) could be explicitly computed by replacing M t by C t . However, this is not the approach we pursue, since the assumption of independence of the short and long term sources is difficult to justify and would result in a rather counterintuitive and arbitrary constraint. Hence, we adopt a different method.
It can be seen from Eq.(6) that no estimate of Λ makes sense regardless of the value of (θ, ω), so that by making this dependence explicit, it is possible to obtain an estimate of Λ as a function of (θ, ω), i.e.Λ(θ, ω). In this way, a different estimate of Λ is required for each different value of the other two parameters. Therefore, by substitutinĝ Λ(θ, ω) for Λ in the Wishart QML function stated in Eq.(5), the following moment based QML approximation is obtained:˜
withψ = (ω, θ, ψ S * ) , ψ S * = (γ, δ, α, β) and
The method we propose consists in estimating the parameters inψ by a block-wise maximization of the momentbased QML function given in Eq.(7). First, conditional on some reasonable initial guess of (θ, ω),˜ T (ψ) is maximized with respect to the short term parameters ψ S * and then, conditional onψ S * , the same function is maximized with respect to (θ, ω). The procedure is iterated for j = 0, . . . , J until some convergence criterion on the likelihood is met.
To initialize the algorithm at j = 0, one can reasonably use as starting values the parameter estimates obtained by fitting the model to low dimensional subsets of data; also, an initial guess for the long term component M t,0 could be either provided in a naive way, i.e. using the series of observed realized covariance matrices directly, or in a more sophisticated manner, by fitting to the data a nonparametric kernel smoother with an optimized bandwidth parameter. Note that in order to guarantee the positive definiteness ofM t (θ, ω) in Eq.(8), it suffices to initialize M t,0 from a PDS matrix and to impose θ > 0. Given that the observed series of C t , for every t, is PDS by definition,Λ(θ, ω) is assured to be at least semi-positive definite at each iteration j > 0.
Once Λ j (θ j , ω j ) has been computed at the initial iteration j = 0, for every j > 0 the steps conducted in the algorithm are as follows:
Step 1 Plug Λ j−1 (θ j−1 , ω j−1 ) into the dynamic equation forM t, j andL t, j = chol(M t, j ) for all t;
Step 2 For each asset i = 1, . . . , n, obtain the short term GARCH(1,1) parameters as follows: In Panel A, for every i = 1, ..., n it holds {γ i + δ i } < 1. Entries of Panel B are scalar parameters chosen to initialize the algorithm in both sets of simulation exercises. Step 3 Conditional on the estimated vectorsγ j = (γ 1, j , . . . ,γ n, j ) andδ j = (δ 1, j , . . . ,δ n, j ) , maximize the same loglikelihood function with respect to the short term DCC correlation parameters:
Step 4 Conditionally on the vector of short term parameter estimatesψ S * = {γ j ,δ j ,α j ,β j }, maximize˜ T with respect to {θ j , ω j }; these estimates are used to compute an updated version ofΛ j (θ j , ω j );
Step 5 Check for convergence, i.e. if
if convergence is achieved, the algorithm stops; otherwise update all parameter estimates and go back to Step 1.
It is worth to stress that although˜ T (ψ) looks like a profile likelihood, it is not sinceΛ(θ, ω) is not a QML estimator but a feasible moment estimator. This motivates our choice to refer to Steps 1 − 5 as the Iterative Moment based Profiling algorithm, or IMP for short. This implies thatψ is typically less efficient than the standard QML estimator that maximizes Eq.(5) in one step. We come back to this issue in Section 6.1.
Simulation study
A Monte Carlo study is conducted to analyze the finite sample properties of the IMP estimator. We assume the MMReDCC to be the DGP and we generate 500 time series of lengths T = 1000 and 2000 for n = 10, 20, 40 and 50, with true parameter values inspired by the estimates given in Bauwens et al. (2016) , as summarized in Table 2 .
It is important to stress that, in order to initialize the algorithm, parameter values have to be carefully chosen. This is a standard requirement in every optimization procedure where the initial amount of information on the model parameters is limited. In our situation we are mainly concerned with the impact that different choices of M t,0 , more than the remaining set of parameters, may have on the convergence of the IMP algorithm. We evaluate this by performing a robustness check based on the two possible initializations of M t,0 mentioned in Section 3. In the first set of repetitions M t,0 is computed by fitting to the series of simulated realized covariance matrices a Nadaraya-Watson kernel estimator with a single bandwidth parameter for the whole covariance matrix. As in Bauwens et al. (2016) and Bauwens et al. (2013) , the optimal bandwidth is selected by a least squares cross-validation criterion, where the six-month rolling covariance is used as the reference for the computation of least squares. In the second (equivalent) simulation study, M t,0 is obtained by substituting in Eq. (6) the observed C t for the latent matrix M t at each t. In both cases, the initial scalar model parameters are set equal to the values listed in Panel B of Table 3 reports results from the first simulation exercise. As expected, the relative biases decrease as n or T increases. The biases for the parameters of the short term volatility and correlation components are very small, being smaller than five per cent in most of the cases, with one exception recorded forγ at T = 1000 for n = 10. As for the scalar parameters in the MIDAS specification, the bias for θ is negative in seven out of eight cases (the exception occurs for n = 10 at T = 2000) and ranging from the maximum of 5.8% (in absolute value) for n = 10 and T = 1000 to the lowest value of 1.1% for n = 50 and T = 2000. The bias on the ω parameter, also generally negative, tends to decrease with n but is usually of higher order (from 1.1 to 12% in absolute value). A similar behavior is observed for the IQR measure, which decreases across n and T but remains on higher values for the parameter ω. However, this does not represent a major concern as the Beta weight function is not very sensitive to small variations of this parameter and therefore we do not expect the likelihood function to be either. Table 4 gives an idea of the robustness of the results to the other initialization of the long term component. Entries can be directly compared to those in Table 3 . As hoped for, the initial choice has a minor impact on the overall accuracy of the estimator, as the parameter biases are in the same range of magnitude and the comments made earlier are still valid under this alternative scenario. Figure 1 contains plots of the Monte Carlo standard deviations of the estimated θ, ω, α and β parameters against the cross-section size. In all cases, standard deviations tend to decline as the cross-section dimension grows, with a faster decline when T = 2000. The two approaches produce similar parameter standard deviations, with slightly bigger values recorded for θ and ω under the second simulation experiment in correspondence with the higher cross-section sizes.
If we move to analyzing the bias results for the scale MIDAS intercept matrix, Table 5 shows that under both sets of simulation exercises the estimatorΛ(θ, ω) well approximates the true Λ matrix at all cross-section dimensions, with the parameter bias (averaged across diagonal and off-diagonal elements) clearly improving with increasing n and T . Again, the direct comparison of Panels A and B confirms that the algorithm initialized from the series of realized covariance matrices overall performs no worse than the one initialized from a nonparametric smoother. Finally, as the final interest is in the overall accuracy of the model in fitting conditional (co)variances and correlations (as a referee pointed out to us), we complement this section with an additional table that extends the Monte Carlo study to analyze the properties of the estimated in-sample series. Specifically, for each of the two exercises performed, we compare simulated and estimated variances, covariances and correlations in terms of mean, standard deviation, lower and upper quartiles. Moreover, we compare the performance, in terms of variability, of the equally weighted portfolios constructed employing the true and the estimated conditional covariance matrix. Table 6 illustrates the strong similarity between the true series and the series obtained using the estimated model parameters, which supports the set of results discussed previously. Once again, no substantial difference can be detected between the two panels indexing the chosen initialization approach.
To summarize, the simulation study carried out in this section suggests that the proposed algorithm works accurately in finite samples and converges irrespective of the initialization choice made for the M t matrices. Overall, the moment-based estimator used for iteratively targeting the constant intercept matrix in the secular component does not create a severe bias problem in the estimation of the other parameters, thus representing a feasible solution to alleviate the curse of dimensionality issue that would otherwise prevent the use of the MMReDCC model in high dimensional applications. Both initialization methods for M t,0 can be used in practice. In the empirical section, we have opted for the nonparametric smoother. 
Multi-step Forecasting
Models featuring short and long-run dynamics are particularly relevant for computing multi-step-ahead predictions, as their dynamic component structure is conceivably expected to be beneficial for long-term forecasts. Unfortunately, the complex nonlinear structure of the MMReDCC model prevents the analytical derivation of closed-form solutions. In order to overcome this limit, we compute multi-step predictions by means of a procedure based on bootstrap resampling. Subsection 5.1 formally introduces the procedure while the next one investigates its properties in finite samples.
A conditional bootstrap (CB) procedure
At the outset, notice that Eq.(1) implies that E(C t | t−1 ) = S t , so that C t can be represented as where U t is an element of a sequence of iid random matrices with E(U t ) = I n , and S 1/2 t is any PDS matrix such that S 1/2 t (S 1/2 t ) = S t . If U t ∼ W n (ν, I n /ν), the Wishart assumption of Eq.(1) is recovered, but this is not needed to justify the bootstrap procedure used for generating multi-step-ahead forecasts of the realized covariance matrix C t . The procedure is described in the following six steps.
Step 1 Estimate the model on {C t , t = 1, . . . , T } and obtain the parameter vectorψ = {vech(Λ),θ,ω,γ,δ,α,β} to compute the estimated conditional covarianceŜ t .
Step 2 Compute the estimated residualsÛ
and rescale them to enforce their sample mean to be equal to I n :
,
The rescaledŨ t can then be used to generate bootstrap replicates of C T + j , for j = 1, . . . , h, where h denotes the chosen forecast horizon.
Step 3 Draw with replacement a bootstrap sample {Ũ T +1|T , . . . ,Ũ T +h|T } of length h from the empirical CDF of {Ũ t , t = 1, . . . , T }.
Step 4 Initialize the procedure at C T ,R * T ,P * T ,Ŝ * T andL T . For j = 1 . . . , h, recursively generate a sequence of bootstrap replicates of C T + j as follows:
Step 5 Repeat steps 3-4 B times, where B is set sufficiently large (e.g. B=5000). As a result, the procedure generates an array of h × B bootstrap replicates (C
Step 6 Finally, the h-steps-ahead forecast is obtained aŝ
It is worth to mention that the proposed procedure is applied by conditioning on the estimated model parameters, namely by keeping fixed the parameter estimates in all bootstrap forecasts of C T + j , for j = 1, . . . , h, such that the achieved bootstrap h-steps ahead prediction depends only on the resampled residuals. Clearly, this could be relaxed in order to account for the variability associated to parameter estimation by re-estimating ψ on each bootstrap replicate, but it would come at the not negligible cost of increasing computational complexity and time. Overall, the results presented in Section 5.2 provide sufficient evidence that our approach works fine in finite samples.
Finally, even if our primary interest is in forecasting from MMReDCC models, the proposed forecasting procedure is very general and can be readily adapted to any model that admits the representation in Eq.(9), where S t is modeled as a function of past information t−1 . For example, in the empirical application which is presented in Section 6.2, we also use it to generate multi-step ahead forecasts of C t from the cRDCC model of Bauwens et al. (2012) . To this purpose, the dynamic equations in step 4 must be replaced by those pertaining to the specific model of interest.
Finite sample properties
In order to analyze the finite sample behavior of the proposed bootstrap procedure, we devise a simple Monte Carlo experiment. Namely, we generate 1000 series with the MMReDCC model using the same simulation design used in Section 4, with the nonparametric smoother chosen as the initialization method for M t,0 5 . The sample sizes considered are T = 1000 and 2000 and the cross-sectional dimensions are n = 5, 10, 20 and 50. In each case, we generate j = 1, . . . , h future values of the simulated series, where h = 2, 10 and 20, that are considered as the reference forecasting sample.
For each obtained set of B bootstrap replicates (C Table 7 as averages across univariate variance (left panel) and covariance (right panel) series. First of all, we can notice that results are qualitatively similar across the two panels. It emerges that the intervals for future volatilities and covolatilities at multiple-steps ahead have average coverages close to the nominal values, and that their performance improves as the sample size increases from 1000 to 2000 observations. The table also shows that the coverage rates depend on the forecast horizon, and that they have a tendency to decrease as horizons increase. This comes as a consequence of the parameter estimation variability that is not accounted for, as well as from the addition of error uncertainty. However, even if for h > 2 there is a slight undercoverage, coverage values are never below their nominal levels by more than 2.7%, and this happens irrespective of the forecast horizon or the considered sample size.
Overall, Monte Carlo results show that the proposed bootstrap procedure is capable of generating accurate point and interval forecasts from the MMReDCC model.
Empirical Applications
This section contains two empirical applications. The first application provides the estimation results for the IMP estimator in comparison with the standard QML estimator in the ideal case where both can be computed. The second one is performed in a large dimensional system and aims at evaluating both the full-sample fit of the model and its forecasting performance. Specifically, we evaluate the ability of the MMReDCC model to provide accurate multisteps-ahead covariance predictions against existing competitors not accounting for time-varying long term dynamics.
Small sample accuracy comparison
In small dimensional applications, according to Table 1 , the QMLE is applicable and represents the most efficient estimator, at least asymptotically. Hence, a simple way to evaluate the in-sample performance of the proposed approach, is to compare the estimates provided by the IMP method to those obtained by maximizing the quasi-likelihood (QL) with respect to the full parameter vector. To this purpose, we fix the cross-sectional dimension equal to ten assets and fit the MMReDCC model to three different datasets. An overview of the data being used is given in the first table in the Appendix. The first dataset comprises the assets used in Bauwens et al. (2016) and includes series of daily realized covariance matrices estimated using five minute intraday returns over the period February 2001 until December 2009 (2242 observations); the second set is made up of some of the most liquid equities of the S&P 500 traded from October 1997 to July 2008 (2524 observations), while the last one consists of an arbitrarily selected subsample of assets from the dataset used in the work of Boudt et al. (2014) . The latter contains series of daily realized covariance matrices obtained with the CholCov estimator over the period January 2007-December 2012 (1499 trading days) 6 . As already mentioned, the choice of the realized estimator is not an issue as the model can be fitted to any series of realized variance-covariance matrices as long as they are PDS.
As suggested by a referee, the IMP estimator could also be used to provide accurate initial values for direct QML estimation leading to a reduction of the number of iterations needed to reach convergence and, hence, to substantial computational savings. In this spirit we also consider the additional estimator, denoted as IMP(+), obtained by performing one iteration of the one-step QL optimization, taking the IMP estimate as starting point.
Estimation results for the MMReDCC model parameters by the QML, IMP and IMP(+) estimators are collected in Panel A of Table 8. In the three datasets considered, all methods appear to deliver similar estimates. Short term GARCH coefficients tend to be quite homogeneous across assets and generally significant; the same applies to the short term correlation estimates. As for the parameters driving the long term component, it can be noticed that the estimated θ and ω coefficients are regularly lower for the IMP than for the QML method. This is in line with the prevailing negative bias found in the simulation study. Coming to the analysis of the maximized quasi log-likelihood values, it can be seen that, as expected, the QMLE returns the highest QL value for all the datasets, but those obtained by the IMP estimator are very close, and the gap never exceeds 0.04% in relative terms. The IMP(+) further reduces the discrepancy but its contribution is as small as 0.014% on average, thus far from impressive. The bottom line of Panel A reports test statistics and corresponding p-values of a score test (ST) performed to assess convergence of the IMP and IMP(+) estimators. In practice we test the null hypothesis that ψ * = 0 in the unrestricted model parameterized by ψ =ψ M + ψ * whereψ M denotes the estimate of ψ obtained by estimation method M. In practice ψ * can be interpreted as the bias potentially affecting the estimated ψ in case of lack of convergence of the IMP and IMP(+) algorithms. In order to double check our results the test is repeated for the QML estimator. The null is accepted in all cases. This result is confirmed by figure 2 that compares the values of the QL function recorded for the IMP estimator in each iteration (continuous thin line) with the maximum obtained by direct maximization of the QL function (continuous thick line) and by the IMP(+) estimator (dotted line). The plot shows that the IMP algorithm increases the value of the QL function at each step monotonically converging to a value which is very close to the maximum yielded by the direct QML estimator.
Finally, Panel B of Table 8 provides further information on the performance of the estimators measured in terms of mean, standard deviation, first (Q1) and third (Q3) quantiles of the estimated conditional variance, covariance and correlation series. Furthermore, to gain deeper insight on the practical impact that the choice of the estimation algorithm can have on risk management applications, the comparison is extended to the estimated conditional variances of the equally weighted portfolio returns. In general, the distribution of the estimated series do not appear to be very sensitive to the estimation method adopted. The most sizeable differences are observable between QML and IMP(+) estimated conditional variances and covariances of Dataset 3. Nevertheless, the discrepancy becomes negligible if we focus on conditional correlations and, in particular, on portfolio volatility which is the main quantity of interest for risk management applications. 
Forecasting performance
In this subsection we push the analysis to higher dimensions, with the aim of assessing the usefulness of the MMReDCC model in a forecasting exercise. As benchmarks we consider the consistent RDCC (cRDCC) model of Bauwens et al. (2012) as the closest competitor and a simple Exponentially Weighted Moving Average (EWMA) model. The EWMA predictor appears a natural candidate due to its widespread diffusion among practitioners and in risk management systems like RiskMetrics. If applied to series of daily realized covariance matrices, it is defined by
where the λ parameter is set equal to the value 0.94 (see also Golosnoy et al. (2012) ).
On the other hand, the choice of the cRDCC as a benchmark is supported by two main reasons. First, it assumes that conditional volatilities and correlations mean revert to constant quantities, thus it can be considered as a simplified version of the MMReDCC model despite not being formally nested in it. Second, the findings of Boudt et al. (2014) show that the cRDCC model favorably compares with some widely used competitors, such as the HEAVY (Noureldin et al. (2012) ) and the cDCC (Aielli (2013) ) model, in forecasting Value-at-Risk. In order to estimate the cRDCC in high dimension, we apply a three stage QML estimation procedure as suggested by Bauwens et al. (2012) , where the constant long term covariance matrix is consistently targeted by the unconditional covariance. This drastically reduces the number of parameters to be estimated to 2n + 2. The dataset, also used by Laurent et al. (2012) , contains realized covariance matrices based on intraday returns computed from 6-minute intervals last mid-quotes of 46 assets traded in the NYSE and NASDAQ over the period January 5, 1999 to November 14, 2008, for a total of 2483 observations. Table 9 reports parameter estimates obtained by fitting the MMReDCC and cRDCC models over the full sample period. As emerges from Panel A, the MMReDCC outperforms the cRDCC in terms of the AIC and BIC criteria, which are both minimized for the MMReDCC. The univariate GARCH(1,1) parametersγ andδ, reported in averaged values across series, largely agree with each other, while the correlation estimates are slightly different across the two models, with the cRDCC showing a higher level of persistence.
To closely examine the difference in the fit of the models, consider the estimated conditional correlations between two representative pairs of stocks. The first, presented in the upper panel of Figure 3 , includes two financial assets: American Express (AXP) and Bank of America (BAC), while the second pair, in the lower panel, includes stocks from different sectors, i.e. McDonald's (MCD) and Wells & Fargo (WFC). In general the correlations returned by the MMReDCC model appear to be characterized by more pronounced fluctuations. At the beginning of the sample the correlation paths from the two models evolve around the same mean level while at the burst of the dot-com bubble in 2002 the MMReDCC correlations appear to be characterized by a positive level shift which is not present in the cRDCC series. For the reminder of the sample the cRDCC correlations are on average lower than those obtained from the MMReDCC. Given the close similarity between the models, this can be reasonably explained by the fact that the parameters θ and ω driving the long term (co)volatilities dynamics of the MMReDCC allow for a higher flexibility of the model and consequently for a better responsiveness of correlations in periods of pronounced market volatility. Panel A reports full sample estimates from the MMReDCC and cRDCC model, whereγ andδ are averaged across the n series. AIC and BIC criteria have been rescaled by the number of observations. Panel B contains the loss functions chosen to evaluate the models forecasting ability. S t denotes the predicted conditional covariance matrix while C t is the 6-minute realized measure chosen as proxy for the latent covariance matrix. 
To determine whether the MMReDCC model can lead to gains in forecasting accuracy we compute predictions of the conditional covariance matrix of daily returns at 1, 5, 10 and 20 steps-ahead making use of the bootstrap procedure explained in Section 5. 7 A similar approach is also applied to the cRDCC model, while predictions from the EWMA are obtained analytically, since this model implies that E(C t+h | t ) = E(C t+h−1 | t ). To shorten computational time, estimation is performed using a fixed-rolling window scheme with window length equal to 1483 observations that shifts forward every twenty days, over which parameter estimates are kept fixed. The number of re-estimations of each model is equal to fifty, and the out-of-sample evaluation is performed on 1000 trading days.
The forecasting period is characterized by drastic changes in volatility dynamics, as emerges from the summary statistics given in the second table in the Appendix. To better analyze to what extent this impacts on the performance of the models, we break the evaluation sample into two sub-samples. Their differences can be visualized by looking at Figure 4 , which shows the realized variance of the equally weighted portfolio made of the 46 assets used in the application. The upper panel spans the period from November, 2004 until end of June, 2007, where the market experiences a situation of stability after the turmoil of the 2000-2003 dot-com bubble. On the other hand, the period from July, 2007 to November, 2008 , highlighting a widespread turbulence on the market, coincides with the burst of the subprime financial crisis which reaches its peak with the collapse of Lehman Brothers in September 2008. During the last four months of the latter sub-sample, the unconditional volatility of the portfolio is roughly ten times higher than over the first sub-period.
The comparison of the models forecasting ability is performed using the consistent 8 loss functions defined in Panel B of Table 9 , for which we report averaged values over the two out-of-sample periods considered. The test of Giacomini and White (2006) (GW) is used to examine the relative performance of the MMReDCC model with respect to the cRDCC and the EWMA. Namely, for each loss function L, the loss differential at time t is denoted as
), where C t is the the 6-minute realized covariance chosen as proxy for the true matrix. This difference is expected to be zero if neither of the models is superior, otherwise, negative (positive) values correspond to a superior forecasting performance of the MMReDCC (benchmark). In addition, consistently with the in-sample analysis performed in Section 6.1, we also assess, using the univariate version of the QLIK loss function 9 , the ability of the different models to accurately predict the volatility of an equally weighted 7 We performed the same exercise using a number of bootstrap replicates equal to 1000, 2000 and 5000, without achieving qualitatively different results. Those we report are for B = 5000. 8 The term consistent is used according to Laurent et al. (2013) . 9 As given by Patton (2011) , the formula is QLIK t = log(S ii,t ) +
portfolio including all the 46 assets. The null of equal predictive accuracy is implemented as the following t-statistic
and the Newey-West estimator is used to consistently estimate the long-run variance of T t=τ+h δ t . Table 10 shows the resulting average loss differences summarized by horizon. The value achieved by either the EWMA or the cRDCC is in italic if the model is favored by the GW test, in bold if the test favors the MMReDCC or underlined if the test is indecisive. According to Panel A, the MMReDCC model is not leading to particularly impressive gains in forecasting accuracy compared to the two benchmarks. When focusing on direct evaluation of forecasts of the whole RC matrix, the cRDCC is prevailing at the shortest horizon according to all loss functions, while for h > 1 they fail to point towards a unique winner as the overall performance of the models is pretty similar and the test is often inconclusive. Despite being the simplest model, the EWMA is found to perform no worse than the other two and to be preferred twice by the vND over the MMReDCC. Considering that the period covered by Panel A is characterized by a relatively small and slow-moving market volatility, these results are probably not surprising for two reasons. First, it is known that in such circumstances highly parameterized sophisticated models suffer from additional parameter uncertainty, thus being more heavily penalized than model featuring simple parameterizations. Second, when the underlying process exhibits smooth dynamics, it is more complicated for the MMReDCC model to disentangle the different volatility components, thus suggesting that accurate predictions can be obtained by employing models that do not necessarily account for time-varying long run levels.
As we move to analyze the results in Panel B, the situation is quickly reversed. The cRDCC is still minimizing two out of three loss functions at the one-step horizon, but in all other cases it is evident that, whenever the models predictive abilities can be distinguished, the GW test decides in favor of the MMReDCC. The over-performance of the MMReDCC is particularly strong at the 20-day horizon, when it delivers the optimal covariance forecasts according to the whole set of losses.
A slightly different situation arises when we move to the analysis of portfolio volatility forecasts. In this case the forecasting performance of the MMReDCC model appears to be more stable over time. In period A, at the 1-day horizon the MMReDCC is outperforming the EWMA and doing not significantly worse than the cRDCC. At longer horizons, it is always prevailing over its competitors, the only exception being represented by the CRDCC, for which at horizon 20 we cannot reject the null of equal predictive ability. In period B, again the worst performance is recorded for the 1-day horizon but, for longer horizons, the MMReDCC is performing significantly better than its competitors in all cases except for the 10-day horizon when the comparison with the EWMA result is indecisive. Table 11 offers a closer inspection of the models relative performance by reporting GW test results across univariate (co)volatilities and correlations. For sake of space, only the QLIK case is considered. Each panel of the table records the number of series (out of 1081 (co)volatilities and 1035 correlations) for which the test favors the MMReDCC, one of the benchmarks or gives no decision. Results are mostly in accordance with those achieved for the whole covariance matrix and stress the evidence that in periods of calm (Panel A) there is almost no benefit from employing the MMReDCC model for (co)volatility prediction. The gain in terms of correlations is marginal and only achieved with respect to the EWMA. On the other hand, sensibly better results are obtained over the final period (Panel B), both in terms of (co)volatility and correlation dynamics. Noticeably, the number of cases favoring the MMReDCC increases with h and becomes striking already at h = 10.
Overall, the main message we can get from these empirical results is that while constant long-term models may be preferred in moderately volatile time periods, the benefits from the MMReDCC model can be fully appreciated in periods of market instability. In those cases, the flexibility of the model assures a higher responsiveness and more reliable out-of-sample forecasts. Table 9 . Results are reported across the out-of-sample period divided into a more calm period (Panel A, November 2004 to July 2007) and a more turbulent period (Panel B, July 2007 to November 2008 . In the last row of each panel we also report the averaged QLIK of the out-of-sample variance of the equally weighted portfolio obtained using the predicted covariance matrices of the models. For each horizon, we perform pairwise Giacomini-White (GW) tests for the significance at 5% level of the loss difference between the MMReDCC and each benchmark: the competitor is in italic if it is favored by the test, in bold if the MMReDCC is favored and underlined if the test is indecisive. 
Conclusions
The estimation procedure proposed in the paper allows to extend the range of applicability of the MMReDCC model to large dimensional portfolios such as those encountered in risk management practice. In order to reach this objective, we face two well-known challenges in multivariate time series modeling, namely high-dimensional estimation and multi-step ahead forecasting. To face the former challenge, we implement a feasible estimation procedure, the Iterative Moment based Profiling (IMP) algorithm. It profiles out the parameters of the scale MIDAS intercept matrix and iteratively maximizes the likelihood in terms of the other parameters of interest. Whilst not providing an asymptotic inference theory for this method, we investigate the finite sample properties of the estimator via a simulation study, which demonstrates that the IMP estimator delivers accurate estimates irrespective of the initialization method employed. We also compare the one-step QML and IMP estimators on real data sets of small dimension (ten) and find that not only the two estimators deliver very similar in-sample estimates, but also that the loss of the IMP in terms of likelihood values can be considered as negligible. Another application illustrates the usefulness of the IMP algorithm when the model has to be fitted to high dimensional realized covariance matrices. In this respect, the IMP algorithm is reliable from the computational point of view and easy to implement despite the large number of parameters involved in the MMReDCC model. Given its flexibility, we fairly believe that it could be applied to datasets of larger dimensions.
As regards the second challenge, we develop a bootstrap approach to the generation of multi-step-ahead predictions. In an application to a portfolio of forty-six stocks, we provide compelling evidence that the MMReDCC model is useful for out-of-sample forecasting purposes in periods of pronounced market volatility. If compared with existing multivariate competitors not accounting for time-varying long-term dynamics, the MMReDCC is found to deliver the most accurate predictions especially at long-term horizons, thus indicating the importance of allowing for a more flexible long-run component. 
