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APPLICATIONS OF MACHINE LEARNING AND COMPUTER VISION FOR SMART 
INFRASTRUCTURE MANAGEMENT IN CIVIL ENGINEERING 
BY 
SHOUNAK MITRA 
Master’s Degree (Civil and Environmental Engineering),  
University of New Hampshire, September 2017 
Machine Learning and Computer Vision are the two technologies that have innovative applications 
in diverse fields, including engineering, medicines, agriculture, astronomy, sports, education etc. 
The idea of enabling machines to make human like decisions is not a recent one. It dates to the 
early 1900s when analogies were drawn out between neurons in a human brain and capability of a 
machine to function like humans. However, major advances in the specifics of this theory were 
not until 1950s when the first experiments were conducted to determine if machines can support 
artificial intelligence. As computation powers increased, in the form of parallel computing and 
GPU computing, the time required for training the algorithms decreased significantly. Machine 
Learning is now used in almost every day to day activities. This research demonstrates the use of 
machine learning and computer vision for smart infrastructure management. This research’s 
contribution includes two case studies – a) Occupancy detection using vibration sensors and 
machine learning and b) Traffic detection, tracking, classification and counting on Memorial 
Bridge in Portsmouth, NH using computer vision and machine learning.  Each case study, includes 
controlled experiments with a verification data set. Both the studies yielded results that validated 
the approach of using machine learning and computer vision. Both case studies present a scenario 
xii 
 
where in machine learning is applied to a civil engineering challenge to create a more objective 
basis for decision-making. This work also includes a summary of the current state-of-the -practice 
of machine learning in Civil Engineering and the suggested steps to advance its application in civil 
engineering based on this research in order to use the technology more effectively.  
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Chapter 1: Background and Literature review 
1.1 Influx of Machine Learning 
The Wikipedia definition of Machine learning is one of the most apt definitions and it goes as 
follows: Machine learning is the subfield of computer science that, according to (Samuel, Jan 
2000.), machine learning gives computers the ability to learn without being explicitly programmed. 
Samuel, an American pioneer in the field of computer gaming and artificial intelligence, coined 
the term "machine learning" in 1959 while at IBM. Evolved from the study of pattern 
recognition and computational learning theory in artificial intelligence. 
Machine learning applications typically solve with prediction and classification problems. It can 
work with both labeled and unlabeled data. Machine Learning, essentially, has three attributes 
associated with it: Supervised, Unsupervised and Reinforcement Learning (Sutton & Barto, 1999). 
Supervised learning deals with having knowledge about the data or experiment and labelling the 
corresponding outcomes. Unsupervised learning encapsulates the randomness in the information 
in that the knowledge about the labels corresponding to a dataset is not known. The patterns 
forming the data is mostly judged by plotting cluster maps and categorizing the clusters in groups. 
Most of the real-world problems fall under the unsupervised learning category. Reinforcement 
learning is something that deals with enabling an agent to interact with the environment and gain 
knowledge about taking a particular action at a step. In reinforcement learning an agent can 
formulate policies and take measures that would maximize the rewards that it gets from the 
environment.  
Whereas, computer vision focuses primarily on interpreting and extracting information from 
images or videos. It can incorporate the image processing techniques and can work independently 
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without the use of machine learning. However, the use of machine learning in computer vision is 
widespread in the current state-of-the-art applications (Fei-Fei L. K., 2014), (Belongie, 2014). 
Various applications of computer vision include gesture recognition (Pentland, 1998), autonomous 
cars (Liden, 2013), face recognition (White, Dunn, Schmid, & Kemp, 2015), machine vision 
(Steger & Wiedemann, 2008) etc. 
Over the past two to three decades, machine learning has become more powerful and one of the 
mainstays of information technology (Bengio, Courville, & Pascal, 2012). With the ever-
increasing amounts of data available related to all aspects of daily life from buying patterns to 
article preferences, smart data analysis, employing machine learning and computer vision will 
become even more pervasive as a necessary ingredient for societal and technological progress 
(Rudin & Wagstaf, 2017). 
Most of the algorithms that we are currently using like Long short-term memory networks 
(Hochreiter & Schmidhuber, 1997) and other deep learning and computer vision applications 
(Bengio, Courville, & Pascal, 2012) have been developed in 1980s or 1990s. However, they 
required enormous volume of data to make any sense. With the advent of big storage systems and 
sensors being present everywhere, big data is helping these algorithms gain validation and 
commercial (Milani & Navimipour, 2017). 
Impressive as such accomplishments are, machine learning is nothing like learning in the human 
sense (yet). But what it already does extraordinarily well—and will get better at—is relentlessly 
digesting any amount of data and every combination of variables. Because machine learning’s 
emergence as a mainstream management tool is relatively recent, it often raises questions.  
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Based on the enormous capabilities of machine learning algorithms to develop mathematical 
models that can explain patterns and trends in data and its application to diverse areas, the idea of 
exploring this approach to solve problems with regards to energy monitoring and smart 
infrastructure management was conceived. It was specifically found to be well suited for the 
problems since an obvious mathematical model could not be developed using conventional 
approaches. Since machine learning enables the capability to train an algorithm and then to test it 
using the datasets at hand, it required the knowledge of the working of certain models and basic 
statistics. Although, civil engineering has never seen a fully deployed application in machine 
learning, it is worth exploring the probable solutions that the learning algorithms could potentially 
present us with.  
Recent advances in machine learning has led to making computers make human-like decisions 
with enormous precision. However, these calculations have been computationally very expensive. 
This is the reason why even though the field of machine learning and neural networks came into 
existence in the early 1950s, it couldn’t get a good hold owing to the constrains on computational 
power. In the last 20 years, computation power has increased many folds. With the introduction of 
NVIDIAs GPUs, billions of calculations can be done in a matter of hours. A few of the machine 
learning applications are recognizing handwritten digits (Dash & Nayak, 2012), Advanced Driver 
Assistance Systems (ADAS) (Huval, et al., 2015), playing video game better than humans 
(Volodymyr Mnih, 2015), applications in medicines (Chan, 2012), behavioral studies (Garg, 
Singh, & Sarje, 2013) etc. Based on these studies it is quite evident that machine learning can be 
applied and used across disciplines. There have been some recent studies on infrastructure and 
resource management using machine learning (Mao, Alizadeh, Ishai, & Kandula, 2016), (Roy, 
Moitra, Malhotra, Srinivasan, & Das, 2015). These studies used hybrid machine learning and 
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natural language processing (Hirschberg & Manning, 2015) approaches to find the optimum 
parameters that result in the most effective approach for resource management.  
Taking a note from the above-mentioned studies, the idea of using machine learning to solve a 
couple of problems in infrastructure and asset management was conceived. The two studies 
presented in this thesis deal with using machine learning and computer vision to provide solutions 
for effective energy monitoring and traffic management, respectively. 
1.2 Application of machine learning in Civil Engineering: 
With the ever-increasing influx of data streaming from sensors, the effectiveness of using machine 
learning and artificial intelligence that depend on huge amount of data has increased drastically. 
Although the field of machine learning is very new in itself, there have been quite a few instances 
where it has been used. For example, predicting the compressive strength of concrete based on its 
mix design (Chou, Tsai, Anh-Duc , & Lu, 2014). In this study, a concrete compressive strength 
dataset available at the University of California, Irvine, Machine Learning repository was used to 
help better understand how to manipulate machine learning algorithms to get good predictive 
results.  Another application area was to predict pay item bid prices on highway construction 
contracts to help improve cost estimation (Singla & Kakkar, 2015). Here, the task was to determine 
the unit price for a specific item, like guardrail, that contractors are likely to bid given a contract's 
location, time of year, total value, relevant cost indices, etc. Machine learning and deep learning 
is currently been used on a large scale to determine account for vehicle positions in a congestion 
(Devi & Neetha, 2017), route optimization, traffic prediction (Hongsuk, Yi, Jung, & Sanghoon, 
2017), and also other ADAS applications (Hooval, Wang, & Tandon, 2015). The field of 
operations and research is where machine learning is currently used heavily to minimize the cost 
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of manufacturing and production and increase profitability. Along with profits, there are several 
other factors like emission control and other environment factors can be optimized.  
1.3 Developing Civil Engineering Applications Using Machine Learning: Case Studies in 
this Work 
The possibilities for civil engineering application of machine learning are limitless.  Taking 
advantage of knowledge in statistics, machine learning and the needs for objective data related to 
civil engineering structures, two challenges are addressed using computer vision and machine 
learning.  Both case studies require the measurement of level and type of usage to make 
maintenance and management decision.  In both case studies, a more objective measure of usage 
is presented one in a building and the other on a bridge.  The first case study, a protocol for real-
time occupancy detection in building spaces will provide objective information for a proactive 
climate control algorithm.  In the second case study, a traffic categorization protocol is applied to 
a vertical lift bridge with pedestrian and bicycle access using the installed traffic monitoring 
system, computer vision and machine learning.    
1.3.1 Occupancy Detection using Vibration Sensor and Machine Learning. 
Occupancy detection is important in buildings because it can improve energy efficiency and 
security. Common detection methods involve motion sensors, heat sensors and cameras that 
require a dedicated sensing system or have privacy concerns. This research aims to study vibrations 
created by occupants’ footsteps and leverage the use of vibration sensors installed for structural 
health monitoring. In such a system, building vibrations will be analyzed for the dual proposes of 
detecting occupancy and structural issues. The study proposes to analyze vibration data using 
machine learning methods in determining occupancy and localization in buildings.  
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More specifically, experiments were conducted in two settings: classrooms and hallways. The 
proposed sensing methods could detect the number of people walking in the hallways as well as 
tell whether a classroom is being occupied. Various machine learning algorithms such as Neural 
Networks, Generalized Linear Modeling, K-means clustering, and Support Vector Machine 
approaches were compared for this study. The accuracy of detecting whether a classroom is 
occupied or not is almost 100%, every time, and the average accuracy of detection of 1 to 6 persons 
walking, individually as well as in groups is about 80%. It is estimated that with the increase in 
number of datasets, the accuracy of the predictive classification of the system would improve 
further. Figure 1 showcases the high-level workflow of the developed occupancy detection system. 
The figure was developed by the author of this thesis. 
 
        









Figure 1: Workflow of occupancy detection using vibration sensors and machine learning 
 





Residential) Mathematical Models 
like Neural Networks 
and SVMs to classify 
number of people 
walking from 1-6 
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1.3.2 Vehicle detection, tracking, classification and counting 
 
Computer vision when combined with machine learning gives us the ability to extract information 
from pictures and videos to make decisions. Estimation of traffic flow on a road along with the 
category of traffic, viz., cars, bicycles, pedestrians, is important from the perspective of planning 
a maintenance work or helps in collecting data for route optimization in case of congestion. This 
thesis contains a study done on the Memorial Bridge in Portsmouth, NH, to estimate the volume 
of traffic and categorize in the classes mentioned above. 12 traffic camera angles were provided 
by the New Hampshire Department of Transport (NHDOT) off which 2 were used for the study. 
Geographically, the bridge is situated in the city of Portsmouth in the northeastern state of New 
Hampshire, USA.  
 
Figure 2 A frame from the video feed provided by New Hampshire Department of Transport. Showing a car being detected. 
8 
 
The above figure, provided by New Hampshire Department of Transport (NHDOT) demarcates 
the view from the south barrier camera angle. Vehicles were tracked and counted based on the 
direction where they were heading to. The results were compared with the ones provided by an 
external agency who performed the traffic counting manually. Our system consisted of image 
segmentation, foreground detection, tracking, classification and counting. We used a Gaussian 
Mixture Model to do the image segmentation and detected the blobs using morphological 
elements. Tracking was done using Kalman Filter (Kalman, 1960). The classification of the 
vehicles into car, bicycles and pedestrians was done by locating their centroids and mapping them 
to the segment of the road. The overall average accuracy of the system was found to be around 
85%.  
1.3.3 Unique contribution of the work. 
The study was motivated from the contribution of machine learning and computer vision in diverse 
applications. In both the studies, a typical machine learning workflow was followed. From 
designing the experiments to data preprocessing to feature extraction and model fitting. System 
architecture were developed for both occupancy detection and traffic monitoring studies. The 
system architecture would stand valid for designing a similar application.  
With respect to the occupancy detection study, the data is obtained from multiple channels as a 
sequence. This data is then preprocessed and the missing values and outliers are determined and 
dealt with. Next, a step of feature extraction is implemented where statistical features as shown in 
Table 1 are extracted and the input for the model or the classifier is prepared with help of these 
features. Finally, a model is selected. In this case, a Neural Network was selected for the 
classification purpose. This flow adheres with a typical machine learning workflow and can be 
generalized to work for similar applications. 
9 
 
For the traffic monitoring project, an integration of computer vision and machine learning was 
used. The workflow consisted of steps like background separation, object detection, filtration. 
There were various issues like the random noise and shadow problem that were dealt with in this 








Chapter 2: Occupancy Detection using Vibration Sensor and Machine 
Learning. 
 
Occupancy detection is important in buildings because it can improve energy efficiency and 
security. It has been studied and implemented in buildings from a wide variety of perspectives 
using a number of sensor methods. However, the use of many of these sensor types and 
configurations either have substantial privacy concerns associated with them or require long 
training periods. This paper proposes the use of vibration sensors and machine learning methods 
in order to determine occupancy and localization in buildings while minimizing training time and 
maximizing individual privacy. Three experimental cases are presented as the primary components 
of the proposed occupancy detection system. The case of individuals walking in hallways, 
determining classroom occupancy, and localization of individuals, were reviewed. Together they 
demonstrate the accuracy and effectiveness of the machine learning methods to real time 
occupancy detection. 
2.1 Background 
In this section, the literature encompassing occupancy detection in buildings is reviewed, with 
specific attention paid to the area of vibration monitoring for occupancy detection. While not a 
significant amount of work is done in the area of machine learning applied to occupancy detection, 
the area of machine learning applied to activity classification (e.g., walking, running, and sitting) 
is reviewed. For the purpose of this thesis the activity classification will be for scenarios of 
occupied versus unoccupied.  
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2.1.1 Occupancy Detection 
There remains a number of drawbacks in commonly available detection systems (Labeoden, 
Zeiler, Boxem, & Zhao, 2015) such as for Co2 sensors. Varying and slow gas mixture rate is an 
issue, for Passive Infrared Sensor, if the occupant is sitting still or the line of sight is impended by 
objects, system registers a false off state. The issue with ultrasonic detection systems is it being a 
binary system, it’s ineffective when it comes to occupancy count. Also, the system is susceptible 
to false on often triggered by vibrations such as the air turbulence from Heating Ventilation and 
Air Conditioning (HVAC) systems, or even moving paper coming from a printer. As far as the 
image detection systems are concerned, the main issue that of privacy and line of sight for the 
cameras. For the purpose of improving current commercially available systems, a lot of research 
has been performed in the area of accurate occupancy monitoring. A very simple brute force 
approach was studied (Hoffman, 2014), where occupants of a building were required to manually 
log into the building’s system upon entry and exit so that conditioning systems account for their 
presence. Another simple occupancy dependent system involved pre-set occupancy schedules 
derived from past occupancy data (Kleiminger, Friedemann , & Santini, 2014), i.e., time series 
models. 
Radio frequency identification device (RFID) technology has also been used to localize occupants 
who wear tags in an indoor environment to inform lighting and HVAC systems. It was found to 
be accurate and cost efficient, but researchers experienced issues with multipath effects (Zhen, 
Qing-Shan, Chen, & Xiaohong , 2008) such as  systematic malfunctioning of the tags, and loss of 
accuracy as occupancy density increased due to radio signal collision (Li, Gulben, & Burcin , 
2012). (Erickson & CERPA, 2013) developed a power-efficient occupancy-based energy 
management system to determine the most accurate current occupancy in each zone using a closed 
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loop system involving Optical Turnstile Network (OPT NET) and wireless network of PIR sensors 
called as Binary Occupancy Network (BONet). This sensed occupancy data from both systems are 
then fused with an occupancy prediction model using a particle filter in order to determine the 
most accurate current occupancy in each zone in the building. Other studies improved upon the 
performance of RFID based occupancy detection by developing a data fusion Bayesian framework 
that incorporated video camera data along with RFID (Wang, Qing-Shan, Song, Ruixi , & Guan, 
2014). Scott (Scott, Krumm, Hodges, & Villar, 2011) developed a prediction based conditioning 
strategy for residential buildings using K Nearest Neighbor (KNN) to predict occupancy and 
deployment using passive infrared sensor (PIR) and RFID. Another study reviewed the use of PIR 
with Bayesian probability to determine occupancy in private offices (Dodier, Henze, , Tiller, , & 
Guo, 2006). Regarding image based methods, it was found that the improvements gained from the 
video data were affected by lighting, density of occupants and the angle of view. Some researchers 
adopted a video surveillance system for occupancy determination (Dixin, Xiaohong , Du, & Zhao, 
2013). Current video tracking algorithms were found to be insufficient in speed due to high 
communication bandwidth and accuracy because the data was susceptible to line-of-sight 
occlusion. (Kamthe, Jiang, Dudys, & Cerpa, 2009) developed a 16 sensor node camera deployment 
within the hallways of an office building; the transition error was the greatest issue this method 
faced. Other studies used an image based depth sensor for detection and tracking of occupants 
(Shih & Huang-Chia, 2014). While, (Lymberopoulus, Bamis, & Savvides, 2009) used Imote2 
motes with Enalab camera to track occupants using a motion histogram, a large assumption made 




In spite of their accuracy, video and RFID tracking are undesirable for occupancy detection as they 
infringe on occupant privacy. In an attempt to address these concerns, researchers have used time-
of-flight cameras embedded in smart ceiling panels and degraded the input data such that the 
occupants could not be identified (Li & Radke, 2014). Their results reflected a natural trade-off 
between the competing goals of high accuracy and privacy preservation. Agarwal et al. (Agarwal, 
Balaji, Dutta, Gupta, & Weng, 2011) developed and tested a conditioning system using PIR and 
door sensors to determine occupancy and condition the rooms reactively. Similarly, (Lu, et al., 
2010) used this sensor combination alongside a Hidden Markov Model to determine the probability 
of occupancy differentiation between occupants sleeping versus unoccupied. Other research has 
involved data fusion from many different types of sensors such as, temperature, humidity, CO2, 
door status, light, motion and infrared, air velocity, reed switches, and acoustic sensors for 
occupancy estimation  (Lam, et al., 2009) (Bing, Fan, & X.Gao, 2014). Other multi sensor fusion 
models are described including those based on Adaptive Network Fuzzy Inference System 
(ANFIS) algorithm, monitoring indoor climatic variables, indoor events and energy data obtained 
from non-domestic building (Dodier, Henze, , Tiller, , & Guo, 2006). (Balaji, Xu, Nwokafor, 
Gupta, & Agarwal, 2012) presented a system using existing Wi-Fi infrastructure alongside 
smartphones with Wi-Fi connectivity carried by occupants to provide fine grained based HVAC 
actuation; specifically, they discuss an occupancy inference algorithm. It is safe to conclude that 
this field has produced a rich array of sensor types and approaches that could potentially be 





2.1.2 Occupancy Detection via Vibration Sensors 
Footstep motion results in two characteristic vibration spectral bands; a footstep normal (striking) 
force produces low-frequency signals and a tangential friction (sliding) force produces high-
frequency signals  (Ekimov & Sabatier, 2006); (Lee, Jung, & Helal, 2009); (Zubair & Hartmann, 
2010). Sensors that detect the low-frequency signals (seismic vibration) and high frequency signals 
(ultrasonic vibration) have been used for a number of human motion centered purposes and 
analyses. Ultrasonic sensors have been used for simple human presence on-off indoor lighting 
schemes that outperformed infrared sensors (Caicedo & Pandharipande, 2012), security 
applications in both indoor and outdoor settings (Zubair & Hartmann, 2010), and have generally 
been proven to detect human steps at distances up to 20 meters depending on the noise in the 
environment (Ekimov & Sabatier, 2006). Seismic vibrations have been monitored using geophones 
and accelerometers for applications ranging from security and surveillance (Pakhomov, Sicignano, 
Sandy, & Goldburt, 2003); (Subramanian, Mehrotra, Chilukuri , Varshney, & Damarla, 2010), 
general step, gait and trace classification (Pan, Mishakeri, Zhang, & Noh, 2016) and activity 
characterization (Lee, Jung, & Helal, 2009). Seismic vibrations have also been used for localizing 
seismic events in smart home environments for gait analysis with errors ranging from 0.19 m to 
1.46 m for a 6.9 by 5.57 m room (Dobbler, Moritz, Fellner, & Rettenbacher, 2006). (Pan, 
Mishakeri, Zhang, & Noh, 2016) used sparse ambient vibration monitoring in order to identify 
step events, localization and tracking. While a number of vibration based occupancy detection 
methods have been researched and implemented, work specific to using vibration sensors along 
with machine learning approach to determine the occupancy status or count the number of 
occupants was uncovered during the literature review. This study deals with analyzing the 
vibration data using machine learning algorithms to cover multiple settings like classrooms and 
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hallways.  When used with machine learning tools, vibration based localization and detection can 
prove to be robust and could potentially adapt to changes in the system quickly, making it an ideal 
methodology for this application. 
2.1.3 Use of Machine Learning Algorithms 
Rather than a direct application of machine learning to occupancy detection, many machine-
learning methods have been used for activity classification  (Kaghyan, Sarukhanyan, & Akopian, 
2013); (Nishlam, Dandekar, Mysore, & Littman, 2005) and adopted for occupancy estimation 
research; especially in sensing networks that fuse data from many different types of sensors. Some 
of the most common classification methods include decision tree (Hailemariam, Golstein, Attar, 
& Khan, 2011), artificial neural network (Viani, et al., 2014), K-nearest neighbors (Shih & Huang-
Chia, 2014) were explored to address the classification problem in a building.  
Given that Support Vector Machines (SVM) (Vapnik, 2000) has proven to be particularly robust, 
it was selected as a method of classification in this study. Expectation maximization (EM) methods 
were also implemented in addition to SVM for occupancy detection in classroom. In order to 
determine the number of occupants in a hallway, five models were tested, namely, K-means 
Clustering, Partition Models, Generalized linear models, Stepwise Models and Neural Network. 
Off which, Neural Network produced the best results. The remainder of this paper presents an 
encompassing approach to occupancy detection in buildings in which vibration monitoring is used 
to detect test subjects in hallways, identify once they have entered classrooms, i.e. left the hall 
way, and determine occupancy in classrooms. Thereby tracking individuals once they have entered 
a building without infringing on their concerns for privacy, as the tracking is nondescript; you are 
simply tracking an entity and not identifying the person.  
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Although the use of vibration sensors for occupant tracking and localization has been dealt with in 
the past (Pan et.al), analyzing the feed from the vibration sensors using machine learning tools is 
the focus of this study. The main contributions of the paper are: 
• Identifying step events for people walking in a hallway 
• Analyzing the step events using principal component analysis and machine learning tools 
like Neural Network 














2.2 System Description and Methodology 
 
The overall application of the described occupancy detection algorithm to buildings (or university 
buildings in the test case this thesis used) was broken into sections of the building, i.e. hallways  
 
and classrooms. These two specific cases were chosen as they are the two primary components of 
a building. For the case of classroom occupancy detection, the objective was to determine whether 
the room is occupied or not on a binary level. While in the case of the hallways detection, the 
Figure 3: Flowchart representing the working methodology of the system. The figure was 
developed by the author of this thesis 
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objective was to determine not only the presence of individuals, but determine the number of 
people present. Both MATLABR 2014a and statistical software Jump Computing or JMP Pro 11 
were used to analyze the signal and machine learning computing. 
The main goal of the system is a three-fold: identification of step events for people walking in a 
hallway, counting the number of people walking in a hallway and identifying if a classroom is 
occupied or not. The vibration records from the sensors considers 3 axes: two lateral, X and Y, 
and one vertical Z. Although, there are structural responses recorded in all the 3 directions, the 
response in the Z direction is considered in the study owing to the fact that it’s significantly larger 
than the other two lateral directions. Also, when one vibrates a flexible structure in any direction, 
the response is maximum in the direction where the strain energy is minimum (Suhir, Vujosevic, 
& Reinikainen, 2009). This means that the structural response would be more in a direction that 
has the lowest natural frequency. Hence, for the analysis, only the vertical acceleration of the 
vibration recordings was considered.  
The acceleration data recorded in the vertical direction is first tested for missing values and 
validations are done in order to maintain the homogeneity and consistency in the dataset. Upon the 
successful identification of the event, one more threshold is introduced – the ‘delta T’ or difference 
in time step threshold. If the threshold falls in the predefined range, we can say with 100% 
confidence that 1 person is walking or else we go ahead and extract the features in an event and 





Statistical Feature Extraction.  
Typical features for vibration data were reviewed from literature. Thirteen features listed in Table 
1 were reviewed, however only seven statistical parameters were selected to represent each data 
point considered above the detrended mean. The selected parameters were: maximum (MX), 
minimum (MN), mean (ME), standard deviation (SD), root mean square (RM), skewness (SK), 
crest factor (CF), pulse factor (PF), kurtosis (KT), normalized sixth moment (NS), amplitude 
square (AS), root amplitude(RA) and margin factor (MF).  
 
 
Table 1:  Relevant Statistical Features (Pantula, 2014) 
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A principal component analysis was done to determine the main components dominating the 
pattern and correlations in the data, this is done to facilitate computation and data visualization 
while maintaining the variance of the data. Three principal components were used during the 
application of the reviewed machine learning techniques in order to identify the number of people 
walking. In order to accomplish this, the pattern of different group of people walking must be 
identified. Upon using principal component analysis, the thirteen features shown in Table 1 were 
reduced to two features. These two features contained 98% of the information (98% of the variance 
explained) portrayed by the original thirteen features.   
Principal Component Analysis (PCA) 
The Principal Component Analysis algorithm utilizes the maximum eigenvalues of the covariance 
matrix and therefore can deal with noise very well and accurately represent the variation in the 
data while minimizing computational cost. In the case of vibration data, the data is represented as 
a selected number of features, k, extracted from a chosen time interval. 
For the implementation of this algorithm, the data sets are represented as an N by k matrix in which 
each column represents a different feature layer, and N represents the number of time intervals. 
The mean of each column is then subtracted from each value of its respective column. The adjusted 
values can be calculated for each feature𝑙 = 1, … , 𝑘, at each point 𝑖 = 1, … , 𝑁 with Equation 1. 
𝑋𝑎𝑑𝑗𝑖,𝑙 = 𝑋𝑖,𝑙 − 𝜇𝑖,𝑙                                                                                                                  (1) 
The new matrix is then sub-divided into k by k windows and the principal eigenvector is calculated 
for each (this can be easily done using the [U S V]  =  svd(X) function in MATLAB). The 
maximum eigenvalue is then taken to represent its respective window, giving a k by 1 vector to 
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represent each k by k window. As we are looking to reduce the dimensionality of the data points 
from k to m, the first m points are taken to represent each time interval.  
2.3 Hallway Occupancy Detection and Estimation 
2.3.1. Experimental Setup 
Instrumentation  
For people walking in a hallway, two wireless 16-bit accelerometers were used. These 
accelerometers were mounted on the floors and were covered with sandbags, each weighing 
around 9 kg. The data was collected for mainly three axes- X, Y and Z. It was analyzed that the 
acceleration in the Z axis was the one that should be used to process the data further as it had more 
variations, in terms of magnitude and energy, as compared to the lateral, X and Y, axes. The data 
was aggregated using a wireless data aggregator with an Ethernet interface with a 2.4 GHz antenna 
and 9VDC power supply. 
Layout and Dataset Collection 
The data collection with people walking in a hallway was collected using six participants. The test 
was conducted on the 2nd floor of the Kingsbury Hall at the University of New Hampshire, 
Durham. Based on the building plan, Figure 4 and Figure 5, the location of the beams are able to 





Figure 4: Second floor plan of Kingsbury. The encompassed area represents the hallway (image obtained from drawings of 





Figure 5: Plan view of the experimental set up for tracking number of people walking (image obtained from drawings of 
Kingsbury Hall at University of New Hampshire, NH, USA) 
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Table 2: Development of labelled training set using foot step vibrations recorded at the sensors for 
determining occupancy in hallways. 
No. of Persons walking No of samples per 
combination 
No of events captured 
1 6 36 
2 4 40 
3 4 40 
4 4 40 
5 8 40 
6 10 10 
 
The inventory dataset seen in Table 2 was developed by using a combination of all the six 
participants, from one to six people. The dataset was generated by recording the walking vibration 
data of 4 males and 2 females.  Samples were collected based on the walking combinations that 
were developed. Table 2 demarcates the separation of the datasets into training and test sets. Based 
on Table 1 a modified dataset was developed based on 7 statistical parameters: maximum, 
minimum, mean, standard deviation, skewness, pulse factor and crest factor. As can be seen in 
section 2.3.3 that the signal was detrended and hence the authors did not take into account the root 
mean square value as it would be the same as the standard deviation when the mean is zero.  
While two sensors can be noted in Figure 5, for the portion of the analysis in which detection of 
people walking in a hallway is done, only the data from Sensor 2 was used for analysis for brevity 
purpose and also since the main objective of our study is to detect the number of people walking 
and not footstep localization. The results obtained using Sensor 2 data was found to be in unison 
with the ones found when Sensor 1 data was analyzed, in Figure 6.  
25 
 
2.3.2 Event Detection:  
While a simple root mean square of the vibration data with moving window and energy approach 
(Pan, Mishakeri, Zhang, & Noh, 2016) is sufficient to separate a footstep event from noise, the 
algorithm for determining the number of people walking in a hallway is fairly complex.  
The raw vibration signal consists of ambient and walking events. First, the signal was detrended 
and it was seen that any portion of the signal below 1.5 times the standard deviation (σ) fell under 
the noise modelled using Gaussian distribution. Also, it is worthwhile to mention that the threshold 
of mean (µ) + 1.5σ reduced the false positive to less than 2%. In order to further reduce the false 
positive values, a moving RMS window, with a window length of 5 seconds, approach was 
implemented. With the combination of Gaussian noise modelling and the moving RMS window 
approach the false positive value is reduced to 0.5%. A typical threshold in terms of RMS values 
was found to be 0.002, above which all the data points represented events, and the points below 







Figure 6: Events detected using the threshold value of µ+1.5σ from the walking signal. 
2.3.3. Counting number of people walking in a hallway 
In their separate studies, (Pachi & Ji, 2005) have found that the typical walking frequency of a 
person in shopping malls is 2 Hz and that in footbridges is 1.8 Hz. Based on their results and a 
number of implemented test cases, a delta T threshold was selected as a range from 0.4 to 0.6 
seconds in cases with one person walking. Therefore, any sequence of footsteps falls within the 
selected delta T range is categorized as one person walking. In cases with more than one person 
walking, the difference in the time step decreases and it becomes very difficult to demarcate the 
number of persons walking. The signals in Figure 7 are the samples taken from the various 
measurements, corresponding to one person and more than one person walking, taken during the 
experiment. In Figure 7, the peaks of the signal taken above the mean are displayed for one person 
and more than one person walking. In the case of one person walking, the peaks can be seen to be 
at a definite interval that lies within the delta T threshold. Whereas, the peaks in the case of more 
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than one person walking, do not follow a specific pattern with respect to the difference in the time 
step. This is where the application of machine learning methods is utilized. 
 
 
Figure 7: Case 1 Data Set - Peaks above the mean 
Neural Networks 
When the signal consists of observations for only one person walking, a simple function is deemed 
sufficient to demarcate the event as one person walking as the time difference between two steps 
is uniform. However, when the vibration signal contains observations for more than one person 
walking, the time difference is not consistent anymore. It also becomes difficult to analyze the 
signal in the frequency domain. Hence, a need of adopting a machine learning approach was felt 
by the authors and they selected Neural Network based on its merits for pattern recognition 
In principle, neural networks can compute any function, i.e. they can do everything a normal 






function approximation problems which are tolerant of some imprecision, which have a large 
volume of training data available, but to which hard and fast rules (such as laws of nature) cannot 
easily be applied. 
The performance of a neural network is characterized by its structure, transfer function, and 
learning algorithm (Lippmann, 1987). The architecture of a neural network depends on various 
parameters such as the depth of the hidden layers, the number of neurons on each layer, and the 
initial weights and biases of the neurons. There is no thumb rule for selecting the number of hidden 
layers or neurons in each layer but recommendations in literature mention initializing the weights 
and biases of the neurons randomly. This results in different model accuracies each time the 
network is trained but prevents the network from memorizing a dataset that can ultimately lead to 
overfitting and poor generalization. Generally, the more complex the relationship between the 
input data and the desired output, the more complex the structure of the neural network used in 
classification (Fan & Fan, 2008). Hence, many trials may be required in order to ascertain the 
correct number of hidden layers and neurons that may lead to the best results.  
A Feed-Forward Neural Network was applied for model training, testing and validation. A feed 
forward neural network is an artificial network where the flow of information in the network do 
not cycle. Back-propagation algorithm was implemented as the learning algorithm, where the 
network error is back-propagated from the output to input layer and the errors are dealt with by 
adjusting the weights and biases of the neurons affecting the ultimate output. The flow of data in 
the neural network is from the input layer to the output layer. Once the error in prediction is 
estimated in the output layer, the network backpropagates and reassigns weights and biases to the 
neurons in order to increase the accuracy and performance of the model. The weights of each 
neuron are adjusted in order to minimize the mean squared error between the input and the target 
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data. Random-Holdback was used to separate out the training and test sets in the ratio of 7:3. In 
random holdback approach, the dataset is divided into training and test set. A model is fit on the 
training set and is tested using the test set. The parameters of the model are tuned using the 
validation and accuracy obtained from the test set.  
A neural network of 1 hidden layer with 3 neurons was implemented, in which the Log Sigmoid 
transfer function was used in the hidden layer. The learning rate was kept at 0.1. Once the network 
was trained with the input data, it was used to predict the test data. Since neural network is a slow 
learner, the training phase was repeated 10 times to increase the probability to reach a global 
solution.  
2.4 Classroom Occupancy Detection: 
Localization Test Case 1: In order to differentiate between the three event classes first EM is used 
to classify the times in which people are walking from the times in which the room is either ambient 
or occupied. Once these events have been detected and classified, the remaining data is then used 
once more to classify between ambient and occupied, as discussed in Steps 5 and 6. For this both 
a number of classification algorithms were reviewed including SVM and EM.  
2.4.1 Experimental Setup 
Instrumentation  
In order to achieve adequate bandwidth (especially in the low-frequency region), sensitivity, and 
accuracy, two wired PCB MEMS DC accelerometers were selected with a sensitivity of 1000 
mV/g. These accelerometers were wax-mounted to the floors as this type of mounting is simple 
and does not degrade the quality of signals in the low-frequency region. Battery operated signal 
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conditioning units were used, one for each accelerometer. The data acquisition was undertaken 
using the portable Siemens-LMS Scadas XS system. 
Layout and Dataset Collection 
A sensor was placed both at the front and the rear ends of a classroom being monitored, while the 
test subjects sat randomly in the seats between these sensors. Initially the EM algorithm was 
attempted to classify the data into its three main classes: (1) empty, (2) people walking, (3) people 
sitting. However case (1) and (3) are so different from case (2) that the algorithm had difficulties 
recognizing there were three classes and not simply two. For this reason SVM was used to segment 
case (1) from the data set, leaving only cases (2) and (3) for the EM algorithm to classify.  
The test setup involved placing a sensor at the front (the right of the Figure 8) and back (the left 
of figure 8) of the classroom as seen in Figure 8, while students sat along rows 1 and 2. 
The primary sample data set used to validate the methodology represents an abbreviated day. The 
data sets were collected by first recording the vibrations in an empty classroom (for 30 minutes), 
then having students enter, sit for three minutes, and exit. This pattern was repeated six times, once 
Figure : Case 2 Experimental Setup Figure 8: Case 2 Experimental Setup. This figure was 
sketched in AutoCAD by the author of this thesis 
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with a group of 6 students and once with a group of 13 students. Ambient measurements were 
again recorded at the end of the day.  
Unlike localization, occupancy detection does not need such high sampling rates, thus in order to 
limit the data size, a lower sampling frequency was used. However, this is not required if high data 
rates are accompanied by data compression methods prior to processing. A sampling frequency of 
512 Hz was used. The data points were segmented in eight second intervals, this value was selected 
as it contained long enough information but was also easily divisible by the time intervals noted. 
This means 4096 data point segments were used in the classification process from which features 
were extracted and processed. 
2.4.2 Localization Test Cases:  
To validate the localization capability of the proposed framework, twelve sampling frequencies 
were tested with sensors placed 52 feet apart, at sampling frequencies ranging from 1 kHz- 10 
kHz. A pulse was induced at a distance of one foot from one sensor and 51 feet from the other, as 
seen in Figure 9. 
 
Figure 9: Case 2 Experimental Setup 
The choice of testing configuration was determined through space constraints; the longest 
uninterrupted floor length with minimal pedestrian traffic. The dataset presented in Table 3 was 





Various sampling frequencies were selected, as the wave propagation velocities were not known 
a priori. By repeating the same test over a range of sampling frequencies, it will be possible to 
estimate where the velocity estimates stabilize, thereby indicating the approximate floor velocities. 
There are three specific objectives in occupancy detection: occupied or not, spatial location in case 
of sparse occupancy (localization) and estimating the number of occupants. This study focused on 
the first two objectives, while reserving the third to future scope. Furthermore, as explained later, 
the sampling frequency required for localization was quite large (order of a few kHz); hence, the 
first and second objectives were determined through a separate set of tests. Table 3 shows the 
resulting velocities calculated at the different sampling frequencies. 
  
Table 3: Case 2 Data Set collected by researchers at University of Waterloo, Canada for the collaborative study 
on occupancy detection 
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Machine Learning Techniques Used 
Support Vector Machine (SVM) 
Support Vector Machine is a more complex, robust form of thresholding. SVM requires training 
and testing data sets, the larger the training set the more accurate the threshold which will in turn 
increase the accuracy of classification of the testing data set. The algorithm searches for the closest 
points between the two sets. Once these points, or ‘support vectors’, has been determined a line is 
drawn minimizing the distance between the points allocated to the support vector and the line 
drawn. The line can be drawn with any order polynomial. The algorithm was applied in order to 
segment the ambient data from the occupied or walking data. It was implemented with 100% 
accuracy with the exception of when a classroom is full but the professor is not talking or walking 
around to write things on the board. If a room is full and everyone is sitting in silence it will 
consistently be classified as an ambient classroom. The use of a time series model, Hidden Markov 
model or even a decision tree to overlay the classification using the described methods would 
effectively stop this misclassification from occurring.  
Estimation Maximization (EM) 
The Expectation Maximization algorithm was applied in order to classify the data points of people 
entering and leaving a classroom versus an occupied classroom (Fu & Wang, 2012). Based on the 
data sets with the ambient data removed, the data set will then be segmented into two clusters. 
When the classroom is full with few students and significant noise is made in the classroom, their 
walking wouldn’t be much louder and thus misclassification would likely occur. The more 
traditional the classroom – i.e. the teacher at the front teaching and the student listening, as opposed 
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to the students walking around an interacting with the teacher – and the larger the number of 
students entering and exiting the room, the more accurate the resulting classifications.  
In order to implement this algorithm, the two feature layers are used. An arbitrarily assigned initial 
probability, π, mean, µ, and covariance, C, in which the covariance is a diagonal matrix, i.e. there 
is no relation between the layers. The posterior probability can then be calculated, based on Bayes 






                                                                                                                   (2) 
The posterior probability can then be used to update the probability, mean and covariance in 



















(𝑡+1) ∑ (𝑥𝑖 − 𝜇𝑙
(𝑡+1))2𝛾(𝑍𝑖𝑙)
𝑁
𝑖=1                                                                                     (5) 
This process should iterate until the probabilities at each data point converge. The weight (posterior 
probability), or class, with the highest probability can then be defined as the class to which the 
data point corresponds. These classes can then be assigned a value. With two classes, the value of 
0 is assigned to one class and the value of 1 to the other class in order to binarize the output.  
Localization Classroom Case 
The lag time between the arrivals of the signals at the two sensor locations was calculated using 
cross-correlation of the two sensor data sets. Using the simple d=vt relationship, in which distance 
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and time of arrival at the two fixed points are known, the wave velocity was calculated. The 
calculated wave velocity stabilized after 3 kHz, which is the sampling rate set for the ensuing 
experiments. The calculated average wave velocity allows us to localize the source of vibrations. 
This method was tested on a sets of data taken from two to three students walking at roughly the 
midpoint of a classroom. Knowing the velocity and sampling frequency, the location for the source 
was found to be on average 47 inches further from one sensor than the other, representing the 
approximate midpoint of the room, thus validating this approach. The results could be sensitive to 
other factors such as imperfections in the floor, groups of students and layout; however, such issues 
were not investigated in this study. In addition to this a detailed study on footstep localization has 
been done by (Pan, Mishakeri, Zhang, & Noh, 2016) and similar test were implemented confirming 
their findings.  
2.5. Results and Discussion 
Real-time occupancy detection allows for continuous detection and prediction of occupancy 
based on current and historic data. The benefit of applying machine learning to the detection 
process lies in its short training period, as opposed to more commonly implemented time series 
models which include a significant training period. The three cases reviewed are the primary 
components of a smart building system with the overall ability to adapt and track individuals as 
they move through buildings while maintaining privacy.  
Neural Networks 
The first column in Table 4 denotes the actual number of people walking and the first row, or the 
header, denotes the prediction of the number of the people walking. Ideally, each diagonal element 
should be equal to 1. This means that the prediction of one person walking is 100% accurate. If we 
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look at Cell (2, 2), the number 0.818 signifies that the accuracy of detecting two persons walking 
is 81.8%. The last column is the expected number of people walking, which represents the 
prediction of number of people walking. The best case scenario is the one in which the expected 
number of people and the corresponding actual number of people walking are the same. 
Table 4: Results: Predicted Number of People Walking using Neural Networks 
         Predicted number of people walking (probabilities)   
  1 2 3 4 5 6 Expected no 
people 
Actual               
1 1 0 0 0 0 0 1 
2 0 0.818 0.182 0 0 0 2.182 
3 0 0.162 0.727 0.11 0 0 2.94 
4 0 0 0.083 0.75 0.083 0.083 4.16 
5 0 0 0 0.091 0.727 0.182 5.091 
6 0 0 0 0 0.25 0.75 5.75 
 
The results obtained in Table 4 can be directly compared to the work done by the researchers at Carnegie 
Mellon University (Pan, Mishakeri, Zhang, & Noh, 2016). The accuracy of detection of the people walking 
in a hallway in this study is higher for all the cases except for the detection of four persons walking.  
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Table 5: Error Table representing the error, in percentages, as achieved using different algorithms 








1 0.00 0.00 0.00 
2 9.10 16.00 15.00 
3 -2.00 8.67 12.33 
4 4.00 17.00 16.50 
5 1.82 10.00 15.00 
6 -4.17 13.83 14.50 
 
Table 5 denotes the error percentage corresponding to the three prediction approaches. It is clear 
that Neural Network (NN) yields the least error corresponding any number of persons walking, 
followed by K-means clustering and then Partition Modeling (PM). The main reason for the better 
prediction estimates for NN can be attributed to the back-propagation algorithm of the NN in which 
the network first calculates the residual error and then goes back to individual nodes, assigns them 
different weights and then predicts the estimates again. The k-means approach rendered results 
that were in the accuracy range of 65-70%. The main reason for this can be attributed to the fact 
that the method is most effective for datasets with size greater than 200 (reference) and for the case 
reviewed the size was exactly 200. It is estimated that with increase in the number of samples, the 
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accuracy would also increase. The ‘Decision Tree’ method was implemented for partitioning the 
data. The data was split until the optimal partition was attained.  
 Support Vector Machines 
When SVM is implemented with test sets consisting of vibration data taken during actual 
undergraduate classes, the accuracy was consistently 99.99%. However test data sets were taken 
in which subjects sat in complete silence in which case  severe discrepancies occurred in the 
classification of ambient versus occupied with accuracies ranging from 60%-78%. The likelihood 
of this case occurring is minimal as there are few scenarios in which a class would be full but 
sitting in silence. Furthermore if this process is coupled with a time series model or if the number 
of students entering and exiting a room is verified with the hallway monitoring portion of the 
algorithm the occupancy status of the room is be able to be verified minimizing the likelihood of 
misclassification.  
Estimation Maximization 
The EM algorithm implemented to differentiate between when people are walking in or out of 
the room versus when people are sitting during a class. As previously mentioned the primary 
issue with the implementation of the EM algorithm is its tendency to get caught at local 
maxima’s in which case the test must be rerun. The method was found to be most effective in 
cases of students walking out all at once versus the class emptying slowly with students lingering 
and filing out one at a time. Another thing that affected the accuracy of this method was the 
number of students and how loud the students were. Thus accuracies of 99.99% were achieved 
when large groups were leaving all at once after a fairly quiet class. As these parameters change 
the accuracy will then decrease. As the class becomes more noisy and with increased movement 
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the ability to differentiate between the movement staying in the class and people leaving 
decreases, since the class itself starts to be classified as people leaving – or the noisiest class. 
Similarly the fewer students making the noise the less obvious the noise is to detect, with classes 
of small groups leaving slowly after sitting quietly the algorithm will not classify them as leaving 
at all. Thus the accuracy of this method varies significantly based on the parameters of the class 
taking place. The use of a time series model to verify the classifications made by this algorithm 
or the use of the hallway classification of people entering or leaving the hallway are useful tools 
to ensure misclassification is avoided in this case. 
2.6 Conclusion 
This thesis presents a review of machine learning methods applied to occupancy detection in the 
case of smart building systems while maintaining privacy and minimizing training time needed 
before functional implementation. The overall implementation of a smart building occupancy 
detection system involves monitoring in varying areas of a building. While the three cases were 
reviewed separately, the benefit of the system lies in their ability to ensure misclassification does 
not occur based on reading from other areas. The overall accuracy of the system is quite high, 
although misclassification may occur given certain parameter changes, the benefit of a multi-tiered 
system such as the one discussed in this paper is that the other areas can help minimize this 
occurrence. The ability to detect movement in a hallway, following it into a classroom, determining 
the classrooms occupancy while minimizing the existence of privacy infringing discomforting 
sensors is of great benefit to many institutions. This all while accurately determining if an 
individual, and to a certain degree how many individuals have left and continued back into the 
hallways, followed closely by the ability to determine location within the room and/or hallways is 
extremely desirable.  
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2.7 Future Work 
Future work of the authors involve overlaying a hidden Markov model in order to adequately 
correct misclassifications based on the readings of the other sensor systems; implementing the 
system as a whole as opposed to looking at it in a segregated case system.  
One of the approaches that can be taken in the future is to develop a deep learning model for 
the dataset. Unlike in machine learning, deep learning does not need the step of feature 
extraction. Since this study involves signal detection and analysis for non-fixed sequences, a 
Recurrent Neural Network (RNN) (Fan & Fan, 2008) approach can be adopted to develop a 
model. However, a RNN has shown problems with regards to vanishing or overshooting 
gradients. Hence, a Long Short Term Memory network (LSTM) (Hochreiter & Schmidhuber, 
1997) can be used which deals with the shortcomings of a RNN.  
Below is a pictorial representation of how an LSTM network unfolds and each input could be 
seen being added to the networks at different time instances. The advantage of using LSTMs 
over RNNs is that if there is any information in a time history that is important and needs to be 
accessed, no computation or derivatives is needed as the information is passed along the 
network to the present time in the form of memory cells. These memory cells are passed along 









Figure 11: Demarcating the information at step ht+1 being dependent on information from inputs back in time history. Image 
Courtesy – http://colah.github.io/posts/2015-08-Understanding-LSTMs/ 
There is more than one type of classification or regression problem that can be solved using 





Figure 12: The different ways of using an LSTM network for classification and regression problems. Image Courtesy – 
http://colah.github.io/posts/2015-08-Understanding-LSTMs/ 
2.7.1 How do we use LSTMs in the current research 
LSTMs fit perfectly into our scope of study in that we can divide the dataset into sequences of 
different lengths. Each sequence can be added to the network. The number of hidden layers in the 
network can be selected based on expert judgement. The detailed network architecture is 

















Figure 13. Network architecture of LSTMs 
 
Figure 13. Network Architecture of a LSTM network 
Presumably, this architecture should work or the current occupancy detection dataset. The steps of 
data preprocessing can be skipped if a deep learning approach is followed. A good study can be a 





% Dimension parameters 
inputChannels = 6; % The data is coming from 2 sensors and each sensor 
has 3 channels X, Y and Z. 
 
hiddenSize = 100; % By choice or expert judgement 
numClasses = 6; % These are the number of people we would want to 
classify as walking 
% Define layer architecture 
layers = [ ... 
    sequenceInputLayer(inputChannels) 
    lstmLayer(hiddenSize) 
    lstmLayer(hiddenSize, ‘ReturnSequence’, false) 
    fullyConnectedLayer(numClasses) % This layer can be understood as 
the one that takes the information from the previous layers and clubs 
it together.  
    softmaxLayer() % This layer assigns the probability of a 
particular class 
    classificationLayer() % This is the final classification layer 




Chapter 3: Vehicle detection, tracking, classification and counting 
3.1 Introduction 
Computer vision is the science that aims to give a similar, if not better, capability to a machine or 
computer. Computer vision is concerned with the automatic extraction, analysis and understanding 
of useful information from a single image or a sequence of images. It has a dual goal. From the 
biological science point of view, computer vision aims to come up with computational models of 
the human visual system. From the engineering point of view, computer vision aims to build 
autonomous systems which could perform some of the tasks which the human visual system can 
perform (and even surpass it in many cases). For example, in medical field, many vision tasks are 
related to the extraction of 3D and temporal information from time-varying 2D data such as 
obtained by one or more television cameras, and more generally the understanding of such 
dynamic scenes. Of course, the two goals are intimately related. The properties and characteristics 
of the human visual system often give inspiration to engineers who are designing computer vision 
systems. Conversely, computer vision algorithms can offer insights into how the human visual 
system works.  
3.2 Background 
In the past, the applications of using computer vision approaches to analyze video feeds was 
limited due to computation barriers. Consequently, the developed systems performed nicely in 
either a controlled environment or were too slow to be of real world application (Coifman, Beymer, 
McLauchlan, & Malik, 1998). Recently, faster computers (Khoirudin & Shun-Liang, 2015 ) have 
enabled researchers to exploit the use of GPUs and multi-core CPUs and analyze more complex, 
robust models for real-time video analysis. These new methods developed by (Iftikhar, 
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Dissanayake, & Vial, 2014) allow researchers to train, test and build models that have real world 
applications. They also enable the inclusion of processing under varying conditions. 
There are several software available commercially that using computer vision for object tracking 
and counting (kitware, 2015), (Neuro Technology, 2016), (Hardesty, 2015) etc. One common 
aspect that most of these recent technologies have incorporated is the use of adaptive thresholding 
of the background. Having a defined number of models for the background does not result in 
proper foreground-background masking. This further results in inaccurate object detection.  
In the case of video surveillance and monitoring, a fully functioning and robust system should be 
independent of the camera location (Fletcher, Nicholas, Jason, & Zelinsky, 2001). The robustness 
in the system should also factor the change in lighting and scenes. The background in a visual field 
might not remain consistent over a period of time. This is also one of the main factors that the 
system should be able to address. The traditional systems in place are not capable of handling such 
changes in the background and, hence, the need for a better adaptive model of the background is 
felt.  
3.3 Case Study 
A study was conducted using the traffic cameras provided by then New Hampshire Department of 
Transport (NHDOT) to provide the counts of the number of vehicles plying on the Memorial 




Figure 14. The 12 traffic camera angles on the memorial bridge as provided by NHDOT 
The study was mainly aimed to achieve two objectives: 
1. Count the number of vehicles and pedestrians on the Memorial Bridge. 
2. Synchronize the acceleration and strains recorded by the accelerometers and strain 
gauges with the position of the vehicle on the bridge. 
While the study for finding the number of vehicles and pedestrians on the bridge is complete, the 
study for synchronizing the vibration data with the location of the vehicle on the bridge is still 
undergoing. The thesis deals with the study done for vehicle detection and counting using the 









Figure 15. Flowchart demarcating the algorithm used for vehicle and pedestrian classification and counting on the Memorial 
Bridge 
3.3.1.1 Background Subtraction 
One of the many ways of enabling a background to be adaptive is to average the images over time 
and, simultaneously, preparing an estimate of the background which appears to be similar to the 
image in the current frame. This approach fails when the objects in the background move very 
slowly and works well when the motion of the objects is continuous.  It is also unable to handle 
backgrounds that have bimodal characteristics and have a single pre-defined threshold for an entire 
scene. Many background methods in the past have suffered in case of changes in scene lighting. 
There have been studies that involved modeled each pixel with a Kalman Filter that have proved 
to the system to be very flexible towards lighting changes (Ridder, Munkelt, & Kirchner, 1995). 
The issue with modeling each pixel with a Kalman Filter is that it handles the bimodal variations 
in the background very poorly. However, the approach has been successfully implemented in an 
automatic traﬃc monitoring application (Koller, et al., 1994). Studies have also been reported 
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where each pixel in a background scene was modeled as a Gaussian. One such model is the Pﬁnder 
(Wren, Ali, Darrell, & Pentland, 1997) . The system produces decent results, for occupants in a 
room, only after sufficient time has elapsed post initialization. However, the results for this 
approach on outdoor scenes hasn’t been reported well. (Friedman & Russel, Aug. 1-3, 1997), have 
implemented a pixel-wise EM framework for detection of vehicles that bears the most similarity 
to the approach taken in this thesis. Based on their approach, a Gaussian pixel is modeled on three 
aspects- the road color, the color of the shadow and the colors associated with the vehicles.  Their 
system functions very well when the three parameters are well defined and the scope of the scene 
lies within the modeling approach taken. However, it fails to interpret the behavior of the system 
in the scenarios where the pixel might not contain the three distributions. 
3.3.1.2 Background Modeling 
As the lighting in the scene changes, it is imperative to track all the changes in the distributions 
with which the pixels were modeled at the first place. The essential thing to determine as to what 
are the Gaussians that are produced by changes in the background processes. The main idea is to 
choose a Gaussian distribution which has the least variance and most evidence to be a part of the 
background model. This will eventually help in creating a mask between the background and the 
foreground. One way to take a measure of this is to monitor the changes in the background in a 
static scene where an object is present in the scene for over a certain number of frames.  This 
enables the system to understand and calculate the creation of new distributions if a current object 
is blocking the background scene. One of the possibilities is that the variance of the existing 
distribution of the background model has increased. It is certain that the variance of the moving 
object is higher the variance of the background pixels in consideration. This is true until the moving 
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object is in motion. Then the variance of the object becomes almost equal to the variance of the 
background, if not lesser.  
One of the ways to monitor this is to understand the proportion of the model that best mirrors the 
background processes. First, the Gaussians are ordered by the value of ω/σ, where ω is the variance 
of the object and σ is the variance of the background. The value of the ratio increases as more 
evidence is collected for a distribution. In the estimation stage, once the re-estimating of the 
mixture parameters is done, the matched distributions are set to the most probable backgrounds.  
3.3.1.3 Foreground Filtration and Blob Analysis 
The Gaussian Mixture Model (GMMs) is trained on the first few frames of the video. This enables 
the algorithm to prepare and estimate a background model on which masking would occur. This 
masking would separate the foreground from the background. About 50 frames were fed to the 
GMM to prepare a background estimate for the scene. It should be remembered that though the 
scene lighting changes are automatically taken care of by the mixture model but still running the 
video for a few frames once the scene lighting changes proved to produce much better results. 
Once the training is done, the foreground detector yields much better segmentation results.  
However, there are still some disturbances observed in the form of undesirable noise. The study 
uses morphological opening to remove the noise and to fill gaps in the detected objects. Once the 
noises are removed from the system, a group of pixels are bounded by a bounding box using the 
vision.BlobAnalysis object of the foreground detectors in MATLAB’s Computer Vision Toolbox. 





Figure 16. Process of object detection. 
3.3.1.4 The Noise Problem 
The issue with noise gives rise to false alarms with respect to object detection. For example, when 
the video frame moves due to inherent vibrations in the structure, the cameras lose the background 
model they had developed over frames and this gives rise to false detection of objects. There are 
various ways to deal with this in literature. 
Preprocessing video frame before analyzing is a strong and intuitive option. The processing step 
involves removing boxes from the locations where boxes shouldn’t be there. However, this takes 
a lot of time and it’s not always full proof. Hence, a better and more sophisticated system needs to 
be implemented.  
3.3.1.4.1 Kalman Filter 
One such system is Kalman filter. The Kalman Filter (KF) works on the context of predictor 
corrector equation. A Kalman filter is an optimal recursive data processing algorithm. It 
incorporates all information that can be provided to it. It processes all available measurements, 
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regardless of their precision, to estimate the current value of the variables of interest. The filter is 
computationally efficient due to its recursive structure. The KF assumes that variables being 
estimated are time dependent. It follows a multi-step process in a recursive loop: Predictor: predicts 
parameter values ahead of current measurements; Noise Reduction: reduces noise introduced by 
inaccurate detections; Tracking: Facilitates the process of association of multiple objects to their 
tracks. 
Over the years, Kalman filter has found applications in finance (Mathew, 2015), real time image 
processing (Quadri & Sidek, 2013), navigation of automated vehicles (Smieszek & Magdalena, 
2015), human motion tracking (Welch, 2009), sports (Xiao, Fan, & Li, 2013) etc. In this study, in 
order to make sure that the car being tracked has a unique ID associated with it, Kalman filter was 
used to track a vehicle once it was detected by the system. It also helped to deal with the noise 
issues in the system. 
Kalman also presented a prescription of the optimal MSE filter (Weiner, February 1942).  
 




Figure 18. Plot of actual v/s predicted locations of the objects using Kalman Filter 
3.3.1.5 Accuracy for Shadows 
Detecting a moving object is an important aspect in almost all the computer vision applications. 
The ultimate goal is to understand and interpret the object behavior like motion, trajectory, etc., 
by detecting, tracking and classifying them. Although studying the object behavior is sometimes 
not the ultimate goal of the computer vision algorithm but detecting and tracking the object is 
certain an intrinsic aspect of the whole process. One of the major issues in correctly detecting and 
bounding an object is due to the problem of shadow. In general, since the common techniques for 
object detection include masking of foreground and background, the common issue is that both 
the objects and shadows are often modeled as a part of the foreground. This happens in spite of 
the adaptive GMM approach followed. This issue leads to the shadows being a part of the object 
detected in the foreground. This leads to misclassification of objects. The shadow region in our 




Figure 19. The shadow problem 
 
3.1.1.5.1 Relevant Work 
Shadows are categorized as self-shadow and cast shadow (Alsaqre & Yuan, 2004). Self-shadow is 
cast due the object itself which is independent of the light source presence, location or direction. 
Cast shadow can be further split as umbra and penumbra. The umbra corresponds to the area where 
the direct light is totally blocked by the object, whereas in the penumbra area it is partially blocked 
(Louis, Bellot, Rubio, Mathew, & Venkatakrishnan, 2011).There are a lot of research available 
that have primarily focused on detection and elimination of shadows. In contrast with the normal 
image processing techniques, shadow detection is done by improving the image or the video 
quality rather than extracting features from the image. In the algorithm applied in (Alsaqre & Yuan, 
2004), a block-wise mean of the monochromatic image is computed and stored. Its median value 
is calculated as well. If the mean value is less than the median, the pixel value is assigned to the 
block and is locked as a potential shadow point. However, one of the drawbacks of the method is 
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that it works nicely only when the images are in gray scale and are taken from a stationary and 
stable camera. The first step in this approach is to create a foreground-background separator. Next, 
the intensity ratio between the current frame and the store or modeled background image is 
calculated. If the ratio is less than a unity, a shadow region is detected.  
3.1.1.5.2 The Detector 
Humans have absolutely no problem in separating shadow regions from non-shadow ones. 
However, solving this using a computer vision approach is very challenging. There are a lot of 
parameters that play a part into determining a shadow region. Parameters like the source of light, 
mostly the Sun, its location, intensity, geometry of the background etc. have a significant 
contribution in making the problem more challenging.  There are three information sources that 
we specifically focus on to deal with the shadow problem. First, an obstruction object accompanies 
the moving shadow in each frame. Second, and the most important point, the current image will 
appear darker if the region is a shadow region. Finally, once a shadow region is detected, the ratio 
between current and background pixels is estimated as being constant as long the shadow region 









The proposed algorithm for shadow detection is heavily motivated from the algorithm developed 
by (Alsaqre & Yuan, 2004), which is depicted in Figure 20 and 21, contains 3 important steps.  
 
Figure 20. Shadow Detection Algorithm 
 
Figure 21. The implementation of shadow detection algorithm in the study 
The current frame Fn is taken as an input in gray-level and the background frame B, modeled using 
the mixture of Gaussians, is supposed to contain stationary objects in the scene. Once the frames 
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are read, a 3x3 Gaussian filter is applied to smooth them out. FFn and FB are the terminologies 
assigned to the current and the background frames, respectively, once the smoothening is done. 
The ratio of the background and current image, denoted by Dn, marks the region as a shadow or a 
non-shadow region. If D is less than unity, it signifies that the current frame is lighter in intensity 
than the background. This further indicates towards a shadow region being present. The opposite 
is true if the ratio is greater than unity. Following this logic, the ratio D is given by:  
𝐷𝑛 =  
𝐹𝐵
𝐹𝐹𝑛
 …                   (6) 
Once the ratio is obtained, it is further passed through another 3x3 Gaussian filter. This step can 
also be avoided but it leads to smoother image and, hence, was incorporated. The outcome image 
Dn is denoted by FDn.  After this step, it was observed that the intensity values for the smoothened 
ratio was very small, a single digit number. This value is insignificant if thresholding is to be done 
to detect the shadow region. Hence, this value was multiplied by a factor and the modified ratio 
was termed as RDn. A critical value of 98 was selected by trial and error approach that was able to 
segregate the shadow region from the non-shadow one.  
3.4 Results and Conclusion 
The results for this study was compared with the ground truth survey done by an external agency 
between August 23rd to Aug 25th, 2017. The data collection by the agency was done for 48 hours 
and our study analyzed the video corresponding to those 48 hours. The results obtained by our 
system is as shown in Table 6.  
The algorithm was run on the video set two times so as to get the average accuracy. Generally, an 
algorithm might give different answers each time as it starts with a different prior and the process 
57 
 
is random. It is also felt that if the algorithm is more than 10 times, the estimate of the average 
accuracy would be closer to the true mean.  
Table 6. Average accuracy of the detected vehicles on Memorial Bridge when compared to the data 
collected by the external agency 
Entity Average Accuracy (as compared to the traffic 
counts made by the external agency) 
Pedestrian Left Lane 88.6 
Cyclist Left Lane 82.1 
Car Left Lane 89.3 
Car Right Lane 93.7 
Cyclist Right Lane 83.2 
Pedestrian Right Lane 87.6 
 
3.5 Future Work 
Convolutional Neural Networks (CNN) have been proposed for visual tasks for many years yet 
have not been popular in the engineering community. This can be mainly attributed to the 
complexity of implementing the convolutional neural networks. Using the recently available 
pretrained models such as AlexNet (Krizhevsky, Sutskever, & Hinton, 2012), VGG-16 and VGG-
19 (Russakovsky, Deng, & Su, 2015), etc., the task of labelling the vehicles on the bridge can be 
made easy.  (Krizhevsky, Sutskever, & Hinton, 2012) created a “large, deep convolutional neural 
network” that was used to win the 2012 ILSVRC (ImageNet Large-Scale Visual Recognition 
Challenge) while (Russakovsky, Deng, & Su, 2015) of the University of Oxford created a 19 layer 
CNN and obtained an error rate of 7.3% at ILSVRC, 2014. Using the pretrained model is also 
called as transfer learning. Transfer learning or inductive transfer is a research problem in machine 
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learning that focuses on storing knowledge gained while solving one problem and applying it to a 
different but related problem. For example, knowledge gained while learning to recognize cars 
could apply when trying to recognize trucks. This area of research bears some relation to the long 
history of psychological literature on transfer of learning, although formal ties between the two 
fields are limited. One simple example how a deep learning approach can be much better, efficient 























Figure 22. Flow of object recognition using a pretrained Model - AlexNet 
We believe that with the integration of CNN and AlexNet, our algorithm can be better utilized for 
the classifying different vehicles on the memorial bridge.  
% Access the trained model 
net = alexnet 
% See details of the architecture 
net.Layers 
% Read the image to classify 
I = imread('peppers.png'); 
% Adjust size of the image 
sz = net.Layers(1).InputSize 
I = I(1:sz(1),1:sz(2),1:sz(3)); 
% Classify the image using AlexNet 
label = classify(net, I) 









4.1. Conclusion related to using machine learning applications in Civil Engineering 
The application of machine learning in civil engineering varies significantly. Previous research 
work was mostly on extracting domain knowledge feasibility of wind bracing (Arciszewski, 
Mustafa, & Ziarko, 1987). Studies on exploring the use of machine learning to study environmental 
impacts of industrialization has also been recorded. A significant research has also been directed 
towards understanding the role of learning, for example., in  cable-stayed bridge design (Reich, 
Medina, Shieh, & Jacobs, 1996), monitoring water treatment plants (Krovvidy & Wee, 1993), 
along with the research related to  steel bridge design (Reich, Medina, Shieh, & Jacobs, 1996), 
highway truck load monitoring (Gagarin, Flood, & Albrecht, 1994), transmission line towers 
design (Murlidharan, Aravind, Suryakumar, & and Raman, 1991), and architectural design 
(Borner, 1995). 
Estimation models for understanding material stress-strain relations (Ghaboussi, Garrett, & Wu, 
1991) and properties of composite materials (Brown, Murthy, & and Berke, 1991), have also been 
done. Apart from this, studies aimed at understanding the decision processes (Reich, Medina, 
Shieh, & Jacobs, 1996) and material corrosion behavior (Reich & Travitzky, 1995) is also currently 
recorded. The latter studies employed multiple machine learning techniques. 
Machine Learning, essentially, has three attributes associated with it: Supervised (Caruana & 
Niculescu-Mizil, 2006), Unsupervised (Ghahramani, 2004), and Reinforcement Learning (Sutton 
& Barto, 1999). Supervised learning deals with having knowledge about the data or experiment 
and labelling the corresponding outcomes. Unsupervised learning encapsulates the randomness in 
the information in that the knowledge about the labels corresponding to a dataset is not known. 
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The patterns forming the data is mostly judged by plotting cluster maps and categorizing the 
clusters in groups. Most of the real world problems fall under the unsupervised learning category. 
Reinforcement learning is something that deals with enabling an agent to interact with the 
environment and gain knowledge about taking a particular action at a step. In reinforcement 
learning an agent can formulate policies and take measures that would maximize the rewards that 
it gets from the environment.  
There are two important issues that are worth discussing on the application of machine learning in 
Civil engineering. Most of the applications in civil engineering confer to supervised learning and 
very few conform with unsupervised learning. It can be argued that the research and application 
of machine learning and deep learning in civil engineering is still in its very early stages. 
Data collection is one of the most important issues in any model building or exploratory study. 
There are many factors that influence the data and knowledge collection process. (Reich, Medina, 
Shieh, & Jacobs, 1996).  
This thesis would limit to explaining and illustrating those related to learning classification. One 
of the main factors that lead to accurate and better predictive models is the availability of large 
datasets. However, in classification, the distribution of dataset in different classes is as important 
as the size of the dataset. If there is a class distribution imbalance or if the data available is too 
small, the results might contain large errors (Quinlan, 1992). The extracted or experimentally 
collected dataset should be able to accurately describe and represent the domain and should contain 
sufficient information about the classification activity to be performed.  
One of the challenges is to integrate the information coming from multiple channels or sensor, to 
process them and to handle the ambiguities in the dataset. Selecting a proper terminology for the 
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different sources is an important and one of the most critical activities that is an integral part of the 
machine learning process. For a particular dataset to be used for machine learning classification or 
regression problem, all the underlying cases must be meaningfully defined with respect to the 
current problem and the already available knowledge associated with it. There would be some 
information loss or a few ambiguities imbibed in the collected dataset that leads to a partial 
understanding of the overall problem even with the utmost care and efforts taken during 
experimental data collection. This is where ‘design of experiments’ might prove to be very useful 
which may require an expert assistance in both making arrangements for the experiment and data 
pre-processing. There are a few studies that have recognized the issue with the varying 
terminologies and have developed approaches to handle the variability by  Few studies have 
recognized the terminology problem and designed the learning approach to handle such diversity 
by creating sub-terminologies (Krawczyk, 2016) by creating high level terms (Stone & Blockely, 
1989), or by planning to use natural language processing (NLP) to create terminological structures 
for data pre-processing (Dhamdhere, McCurley, Sundararajan, Yan, & Nahmias, 2017). 
4.2 Matching machine learning algorithm to the appropriate problem  
After accumulating information from the available sensors, a specific approach must be created 
for representing the same. The approach can be termed as creating a schema. The schema 
determines what are the biases and trends incorporated in the system that might affect the 
performance of the machine learning algorithm. The biases significantly affect the accuracy of the 
model. Recent studies have shown and explored the various ways in which biases can be addressed 
in a machine learning problem (Gordon & Desjardins, 1995) 
Another important aspect of developing a mathematical model using machine learning is the 
dimensionality of the data. The dimensionality mostly deals with the number of variables and 
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observations associated with the dataset.  More the dimensionality, more is computation required 
for processing the dataset. There are, however, various ways in which the problem of 
dimensionality can be dealt with. One of the most popular approaches is using a Principal 
Component Analysis (Kellow, 2007). In this approach, the number of variables is reduced to a set 
of 2-10 components, depending on the size of the dataset and the multicollinearity between the 
variables. These components contain the information that was present in all the variables but now, 
the processing would be done on a smaller matrix.  
Another approach to reduce the dimensionality is pre-processing the data. Fixing the upper and 
lower bounds of the data, also called as normalization, plays an important role in making the 
dataset more homogeneous and improve the ability to learn from it (Gagarin, Flood, & Albrecht, 
1994). Often, studying the interaction between variables in a dataset can lead to improved models 
that can explain the complexity of underlying problem  (Wu, Ghaboussi, & Garrett, 1992). When 
the number of variables or attributes associated with a dataset is sufficiently large, a technique 
called as feature extraction can prove to be quite useful. This technique is a result of the enormous 
research carried out in the field computer vision (Zarka, 1989). It is often seen that the right choice 
of the parameters play an important role for enabling the model to learning better.  
4.3 Model selection and background knowledge 
One of the prominent approaches to selecting the right model is cross-validation (CV) testing of 
different techniques (Weiss, 1990). The potential for Artificial Neural Networks (ANN) to learn 
slowly but effectively although this has not been used in civil engineering applications. However, 
it has tremendous potential of learning to solve complex problems and with the recent 
advancement in deep learning, the use of deep neural networks isn’t limited to only applications 
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in computer science. Various disciplines are starting to use deep networks for developing solutions 
to their problems. Be it the field of medical sciences, predictive maintenance, aircraft design, 
missile range estimation, posting letters etc.  
An appropriate model can be selected after doing some hyper parameter tuning on the training set. 
The results from the training set can be validated and improved in the validation set. There is a lot 
of theory behind selecting the right set of parameters to arrive at a decent model. Often issue related 
to underfitting or overfitting is reported for a model. Underfitting happens when the predicted 
values are way too off than the actual value in the training set. Overfitting takes place when the 
predictions almost match the training dataset but fail to generalize on the validation set. This is 
often termed as mimicking or memorizing of the dataset by the algorithm. There are various 
methods that can be used to deal with these issues such as L1 or L2 regression, increasing or 
decreasing features etc. 
4.4 Application challenges  
4.4.1 Model Complexity  
Complexity of a model is directly associated with the model dimension. For smaller datasets, 
complexity is a bigger issue.  For most of the machine learning systems currently being 
incorporated in Civil Engineering research, it is difficult to ascertain the complexity. It is very 
important in machine learning to understand the interaction between the user and the program. In 
most applications, using a machine learning algorithm is selected not because of it might be the 
best solution but because of availability. This might lead to problems of overfitting and underfitting 
as discussed in the above sections. The main cause behind this behavior of the model is that 
different parameters in the model are responsible for handling different aspects of the issues in the 
dataset. There has been a significant research investment in the past to understand the parameters 
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that have an overall effect on the behavior of the system. Some studies like the ones done by 
(Mingers, 1989) on the use of decision trees explored the selection between attribute splitting rules 
and tree pruning strategies.  
The selection of appropriate parameters for model development and tuning is an important aspect 
of the machine learning workflow. It is hoped that gradually, experience in using machine learning 
tools in practice would give rise to the setting of formal guidelines for a priori selection and 
operational parameters (Sleeman, 1995). There is no doubt that selection of optimum parameters 
to develop a decent model is of primary importance in machine learning. If automated knowledge 
generation is the prime goal, then this step is very important. However, if the aim is just to explore 
the use of the various models that can give a considerable accuracy, being a bit lenient on this front 
is not a bad idea as hyper-parameter optimization takes a lot of time.  
4.4.2 Missing values, noises, different data types 
The variables in a dataset can be categorical, numeric, continuous, discrete, ordered etc. The 
approach to handle each variable is different for different problems. There is not one single 
approach that might work for all the variables of a particular type. Still, there are some 
predefined or fixed approaches to deal with datasets with missing values and noisy samples. One 
common technique of handling missing value is by using the method of mean imputation. 
Another method is to do a regression with the available data, fit a model and then try 
interpolating the missing data points on the regression curve or line. There are examples where 
the attributes are non-numeric and, hence, cannot be directly discretized (e.g., (Zarka, 1989)). 
However, there are techniques like on-hot encoding to handle issues like this (e.g., (Kibler, 
1989)). In one-hot encoding, the categorical data is converted to a numeric dataset which can 
then be used for the purposes of mathematical calculations.  
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4.5 Evaluation and testing of machine learning models 
Evaluating the performance of a machine learning model is something that is not completely 
understood and followed by the research community. To dwell more on this, a recent study that 
outlined minimum requirements for evaluating neural networks (Flexer, 1995) is a good example. 
One of the interesting parts in this study was a detailed examination of publications in two leading 
neural networks journals discovering the poor evaluation and testing practice that they had 
exercised.  
However, when it comes to testing, the status of doing that is very poor. There are studies where 
the process of testing the machine learning applications isn’t mentioned altogether. Some studies 
do mention instances of doing testing but even then, there are several deficiencies in the testing 
strategy. Some of the reasons for that can be attributed to ignorance of the current and the best 
practices, wrongful implementation of an existing methodology. This goes to suggest that testing 
is a very technical aspect of the machine learning workflow and that various types of continuous 
assessments should be done to ensure proper quality in the developed models. The assessment 
includes both qualitative and quantitative aspects of the prediction capabilities of the model. 
Another good idea is to compare the accuracies of different machine learning algorithms towards 






4.6 Parameters to evaluate the performance of machine learning models. 
There are several methods prescribed in literature that have been used to estimate the performance 
of machine learning techniques. The most common methods to assess the model performance are:   
4.6.1 Resubstitution: 
Resubstition, perhaps, is not the best way of evaluating the performance of a model but it is still 
one of the more popular and dependable approaches still followed. Here, the entire dataset is used 
for training and testing purpose and also to evaluate model accuracy. This leads to the formulation 
of a very optimistic estimation which is mostly upper bound in terms of accuracy and overall 
performance. The variability in the results increase when sampling has been done from a large 
population 
4.6.2 Hold-out:  
This is one of the most used and preferred methods in estimating or preparing the model for the 
problem. Here, a dataset randomly divided into a training (about 70-80% of the examples) and a 
testing set (with the remaining 20-30%). It is mostly seen that the training set should contain 
sufficient samples so as to yield good accuracy However, this method can still be used even if the 
dataset is very small. The method can be repeated many times. However, the variability associated 
with such a repetition tends to be more and it depends on the random data division. There is also 
variability associated with random sampling from the population. These variabilities can be 
addressed using standardization approaches The hold-out method is currently losing its popularity 
owing to the fact that the parameters of the algorithm are tuned for the same section of the training 
dataset. When the model encounters a new dataset, it does not generalize very well. This happens 
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mostly due to the fact that the model has overfitted for the training set. Hence, an approach like k-
fold cross validation is slowly gaining the upper hand in the race.  
4.6.3 k-fold cross-validation (CV) or LOOCV: 
In order to address the issues in the hold-out method, another approach can be used to train and 
test the dataset. Figure 23 outlines the working of a k-fold CV method. It has been common in 
general machine learning studies to use a 5-fold or 10-fold CV (Henry, 1994). There has been 
literary evidence of many civil engineering researches using a k-fold cross validation approach. 
There are also issues related to class imbalance, discussed in previous sections, where the 
distribution of classes are not consistent over the entirety of the dataset. In such scenarios, a 
stratified CV method should be used when each subset in the total dataset contains samples with 
the same class distribution as the complete data set. Similar practice can be used in the hold-out 




Figure 23 Working of a cross validation approach 
There are several steps to do this. The first step is to divide the dataset into training and testing 
sets. The second step deals with model selection and hyperparameter optimization.. On completing 
the second step, we would have a model ready that yields decent accuracy with optimized 
parameters. After hyper-parameter optimization, the model is tested on a testing dataset. The final 
step is to measure the validation accuracy using a hold out estimation. In order to determine the 
best model, a benchmarking could be done that would compare the performance of the models 
with each other. The workflow can be described as follows: 
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1. After, data collection, separate the dataset into training and testing subsets (6:4 or 7:3 or 8:2 or 
9:1). 
2. Select the best hyper-parameters to work with. 
 a. Test several models against each other with a k-fold cross validation test. 
 b. Select the combination of parameters that maximizes the validation accuracy  
3. Choose the best predictive model. 
a. Create a classification or a regression model from the available training data using the 
optimized learners and parameters. 
b. Feed the model with a previously unseen dataset to check the actual accuracy of the 
system. 
4.7 Solution deployment  
There is perhaps no instance of a practical machine learning solution being deployed and currently 
under use for a real civil engineering application. There are instances where simple and robust 
models are used instead of a complex algorithm. The final model can be either manually deployed 
(e.g., (Evans, 1994) or embedded in a workflow of an existing application (e.g., SKICAT) 
(Langley, 1995). There are many technical challenges in deploying an application into an existing 
system. One of the main challenges is code integration. For e.g., the existing software might be 
deployed in C and the model developed in MATLAB. There has to be a systematic integration of 
the model in the software’s workflow in order to ensure that the system works fine in production. 
The failure of an application can be attributed to many factors that may or may not leave a trace. 
Hence, the software deployment stage is an important part of the entire workflow.  
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4. 8 Discussion 
 
Figure 24. Summary of the standard machine learning workflow 
The entire workflow of machine learning consists of many stages. All the stages have been 
described and demonstrated in the sections above. As mentioned above, the major issue in using 
machine learning is not the algorithm development but the deployment of the application in the 
existing system in place. System Integration is a very crucial stage in the machine learning 
workflow and describing the same is beyond the scope of this thesis. However, this step can be 
explored more in the future scope of the work. 
Developing models using machine learning requires a very high technical competency, 
understanding of the existing system in place, proper knowledge about the domain and many other 
factors. The key points can be summarized as below:  
• A deep knowledge of the different machine learning algorithms is important. Sometimes, 
application of an algorithm can be specific to a specific kind of a problem. Thus, before 
even beginning to model the data, a study of the available algorithms in place should be 
done so as to choose the best one.  
• Dividing complex tasks into smaller modules is an interesting and efficient approach to 
reduce the workload on the system in terms of computation. There can be instances where 
different machine learning algorithms are applied to different chunks of the datasets. 
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Hence, fitting an algorithm should be done only after sufficient knowledge about the data 
and the algorithm to be used is acquired.  
• In order to select the best model, more than two machine learning algorithms should be 
taken into consideration for model validation. This type of approach is very common and 
is often used when the model development stage is not time consuming. For example, the 
models present in the classification learner app in MATLAB. 
• Lastly, creating the best model is only second to understanding the problem in hand 
completely. If the domain knowledge regarding the problem to be addressed is chalked out, 
selection of algorithm is not a difficult step after that.  
The two case studies presented with this thesis build up on the idea of developing models that help 
in classification and regression problems. The first case study deals with using machine learning 
to classify a stream of signals from two separate channels into the number of people walking in 
the hallway.  The second study deals with integrating computer vision and machine learning 
approaches to develop a system that can intelligently detect, track, classify and count the vehicles 
plying on the road. Both the systems gear towards making smarter decisions and leveraging the 
huge amount of data that is at our disposal. Various methods of preprocessing, analyzing, and 
modeling the humongous amount of available data are presented in chapter 4 that can be practically 
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