Abstract. Let M be a 2 × 2 matrix of Laurent polynomials with real coefficients and symmetry. In this paper, we obtain a necessary and sufficient condition for the existence of four Laurent polynomials (or FIR filters) u 1 , u 2 , v 1 , v 2 with real coefficients and symmetry such that
1. Introduction and Motivation. Matrix theory plays an important role in wavelet analysis [4] and filter banks [17, 18] . In this paper, we are interested in splitting a 2 × 2 matrix of Laurent polynomials with real coefficients and symmetry into the form U (z)U (1/z)
T for some 2×2 matrix U whose entries are Laurent polynomials with real coefficients and symmetry. Our investigation on this matrix splitting problem is greatly motivated by the recent development of symmetric tight wavelet frames and framelet filter banks which have been found to be useful and interesting in many applications [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . In the following, let us review some necessary background and explain our motivation to study this problem.
Since Daubechies constructed her famous family of compactly supported orthonormal wavelet bases in 1988, wavelets have been extensively studied and successfully applied to many areas. Though orthonormal wavelet bases have many desired properties in applications, as Daubechies pointed out in [4] , except the Haar wavelet which is discontinuous, there is no compactly supported real-valued continuous orthonormal wavelet basis that can have symmetry. However, in many applications, for various purposes, symmetry is a much desired property. In order to achieve symmetry in a wavelet system or a wavelet filter bank, many generalizations of orthonormal wavelet bases have been proposed and investigated in the literature [4, 18] . In this paper, we are particularly interested in tight wavelet frames and framelet filter banks which currently stimulate a lot of interest in both theory and application due to their particular interesting features [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . As a generalization of an orthonormal wavelet basis, a tight wavelet frame is an overcomplete wavelet system that preserves many desirable properties of an orthonormal wavelet basis. See Selesnick [15] for discussion on applications and interesting features of tight wavelet frames and framelet filter banks.
Before proceeding further, let us review some definitions and notation. We say that a set {ψ 1 , . . . , ψ r } of functions in L 2 (R) generates a (normalized) tight wavelet frame in L 2 (R) if where f, g := R f (x)g(x) dx and f 2 := f, f . The set {ψ 1 , . . . , ψ r } is called a set of generators for the corresponding tight wavelet frame. Let δ denote the Dirac sequence such that δ 0 = 1 and δ k = 0 for all k ∈ Z\{0}. In particular, if {ψ 1 , . . . , ψ r } generates a tight wavelet frame and ψ ℓ j,k , ψ ℓ ′ j ′ ,k ′ = δ ℓ−ℓ ′ δ j−j ′ δ k−k ′ for all ℓ, ℓ ′ = 1, . . . , r and j, j ′ , k, k ′ ∈ Z, then {ψ 1 , . . . , ψ r } generates an orthonormal wavelet basis in L 2 (R). It follows directly from (1.1) that any function f ∈ L 2 (R) has the wavelet expansion: f = r ℓ=1 j∈Z k∈Z f, ψ ℓ j,k ψ ℓ j,k . In order to have a fast algorithm, one is interested in tight wavelet frames which are derived from refinable functions via the multiresolution analysis (MRA). We say that a function φ is refinable ifφ(2ξ) = a(e −iξ )φ(ξ) for a Laurent polynomial a with a(1) = 1 (a is called the mask for the refinable function φ and is also called a low-pass filter in engineering), where the Fourier transform is defined to bef (ξ) = R f (x)e −iξx dx for f ∈ L 1 (R) and can be naturally extended to tempered distributions. We usually normalize a refinable function φ byφ(0) = 1.
Throughout this paper, we assume that all Laurent polynomials have real coefficients. In other words, all the filters discussed in this paper are of finite-impulseresponse (FIR) and have real coefficients.
As an important family of refinable functions, B-spline functions are useful in applications. The B-spline function of order n (n ∈ N), denoted by B n throughout this paper, can be obtained via the recursive formula: B 1 := χ [0, 1] , the characteristic function of the interval [0, 1], and B n (x) := 1 0 B n−1 (x − t) dt for n 2. The Bspline function B n ∈ C n−2 (R) is a symmetric refinable function satisfying B n (2ξ) = 2 −n (1 + e −iξ ) n B n (ξ) for ξ ∈ R. In order to obtain an orthonormal wavelet basis from a refinable function φ via the multiresolution analysis, the refinable function φ must satisfy the following condition ( [4, 18] ):
By a simple argument, (1.2) implies that its mask a must satisfy the condition ( [4, 18] ):
If (1.2) holds, one can define a wavelet function byψ(2ξ) = e −iξ a(−e iξ )φ(ξ). Then {ψ} generates an orthonormal wavelet basis in L 2 (R) (see [4] ). Note that the Haar wavelet is derived from the B-spline function B 1 which is discontinuous.
The conditions in (1.2) and (1.3) impose a very restrict constraint on a refinable function and its low-pass filter. Many refinable functions such as the B-spline functions B n (n > 1) do not satisfy (1.2) . In fact, up to an integer shift, B 1 is the only example of real-valued compactly supported refinable function that can have symmetry and satisfy (1.2) (see [4] ).
As discussed above, an orthonormal wavelet basis has only one generator. By increasing the number of generators in a tight wavelet frame, recently it was found that one has a lot of freedom in the construction of tight wavelet frames derived from refinable functions which may not satisfy the condition in (1.2). For example, it was demonstrated in Ron and Shen [14] that from any B-spline function of order n, one can construct a symmetric tight wavelet frame with n generators. More recently, Chui and He [1] (also see Petukhov [12] ) showed that if the mask a for a symmetric refinable function satisfies 4) then one can derive a symmetric tight wavelet frame with three generators. Recently, Daubechies et al. [6] and Chui et al. [2] obtained the following interesting procedure that yields all possible MRA tight wavelet frames derived from a refinable function. Theorem 1.1. Let φ be a refinable function in L 2 (R) such thatφ(2ξ) = a(e −iξ )φ(ξ) for a Laurent polynomial a with a(1) = 1. Suppose that there exist Laurent polynomials Θ, a 1 , . . . , a r such that Θ(1) = 1 and
where
(1.6)
Define the wavelet functions ψ 1 , . . . , ψ r by ψ ℓ (2ξ) = a ℓ (e −iξ )φ(ξ), ℓ = 1, . . . , r. Then {ψ 1 , . . . , ψ r } generates a tight wavelet frame in L 2 (R). According to Theorem 1.1, a framelet filter bank consists of a low-pass filter a and r high-pass filters a 1 , . . . , a r . In order to design a framelet filter bank, one has to split the matrix M Θ in (1.6) into the form of (1.5).
Using Theorem 1.1, it was demonstrated in [2] (also c.f. [6] ) that for any refinable function φ ∈ L 2 (R) whose integer shifts are stable, one can obtain an MRA tight wavelet frame with two generators. Unfortunately, when φ is symmetric, the construction in [2, 6] cannot guarantee the symmetry of the two constructed generators which do not have symmetry in most cases.
Though by increasing the number of generators in a tight wavelet frame one has a great deal of freedom to construct them from refinable functions, in many applications, for various purposes such as computational cost and storage concern, one prefers a symmetric tight wavelet frame with as small as possible number of generators (or equivalently, high-pass filters). Ideally, a tight wavelet frame with a single symmetric generator is desirable. However, as shown in [2, 6] , it is impossible to have an MRA symmetric tight wavelet frame with one continuous generator. All the above discussions naturally motivate us to consider construction of symmetric MRA tight wavelet frames with two generators (that is, symmetric framelet filter banks with two high-pass filters) for the following possible advantages.
1. Such framelet filter banks have symmetry which is a much desired property in applications. 2. By using two high-pass filters, one still has much freedom to construct symmetric framelet filter banks from many low-pass filters without imposing strict conditions on them. 3. By limiting to two high-pass filters, the associated framelet transform for decomposition and reconstruction is efficient in terms of computational and storage costs. 4. Such symmetric framelet filter banks can have good vanishing moments, short support and many other desired properties. In order to construct a symmetric framelet filter bank with two high-pass filters, according to Theorem 1.1, the core problem is to find two symmetric high-pass filters a 1 and a 2 such that (1.5) holds with r = 2. In other words, we have to split the 2 × 2 matrix M Θ of Laurent polynomials into the desirable form in (1.5) . This motivates us to investigate the problem of splitting a matrix of Laurent polynomials with symmetry which may be of interest in other applications such as construction of symmetric orthonormal multiwavelets and dual framelet filter banks [2, 5, 6] .
The following is an outline of this paper. In Section 2, we shall present a general result on splitting a matrix of Laurent polynomials with symmetry. As an application of this result to symmetric framelet filter banks, we shall present a necessary and sufficient condition for the construction of a symmetric tight wavelet frame with two generators derived from a given symmetric refinable function through Theorem 1.1. Once the necessary and sufficient condition is satisfied, we shall present a step-by-step algorithm (see Algorithm 2.5 in Section 2) to derive the two symmetric high-pass filters from a given low-pass filter. In Section 3, we shall present some examples of symmetric framelet filter banks with two high-pass filters which are derived from various low-pass filters including some B-spline filters. Our work in this paper was also motivated by [11, 13, 15] where symmetric tight wavelet frames with two generators were considered but using the unitary extension principle in [14] , which is a special case of Theorem 1.1 by taking Θ = 1. In this paper, we shall generalize [13] by considering the general fundamental function Θ instead of the special case Θ = 1. As discussed in [2, 6] , a nonconstant Θ is very important in order to have a tight wavelet frame with good vanishing moments. Also, in order to use the unitary extension principle, the mask must satisfy (1.4) which excludes some interesting low-pass filters ( [1, 2, 6, 11, 12] ). We shall see that by using the general construction in Theorem 1.1 the investigation of symmetric tight wavelet frames and symmetric framelet filter banks becomes much more complicated. This paper is also motivated by [9] , which proves that one can derive from any B-spline function of order m (m ∈ N) an MRA tight wavelet frame in L 2 (R) which is generated by the dyadic dilates and integer shifts of three compactly supported real-valued symmetric wavelet functions with vanishing moments of the highest possible order m. For multivariate tight wavelet frames, see Han [7] and references therein.
In Section 3, by using Algorithm 2.5 and Theorem 1.1 we shall give examples to show that symmetric framelet filter banks with two high-pass filters having good vanishing moments can be constructed. For applications of framelet filter banks, see [15] . In order to prove the main results in this paper, in Section 4, we shall provide some auxiliary results. In Section 5, we shall prove our main result on splitting a matrix of Laurent polynomials with symmetry. Though the whole proof of the main result is somewhat technical, we shall present a step-by-step algorithm (see Algorithm 5.1 in Section 5) to implement the main result on splitting a matrix of Laurent polynomials with symmetry which may be of interest in other applications.
2. Main Results. In this section, we shall present the main results of this paper. We shall obtain a general result on splitting a matrix of Laurent polynomials with symmetry. As an application of such a result, we shall give a necessary and sufficient condition for the construction of symmetric MRA tight wavelet frames with two compactly supported generators. A step-by-step algorithm (Algorithm 2.5) will be given for construction of symmetric framelet filter banks.
In order to state the results in this section, let us introduce some notation first. We remind the reader that all of the Laurent polynomials discussed in this paper have real coefficients and we say that a Laurent polynomial p with real coefficients is symmetric (or antisymmetric) about k/2 for some k
. Throughout this paper, we say that a Laurent polynomial p is (anti)symmetric if p is either symmetric or antisymmetric. For a nonzero Laurent polynomial p, we define an operator S to be
When p ≡ 0, by convention Sp is undefined and can be anything.
The following result can be easily verified. Proposition 2.1. Let p and q be two Laurent polynomials with real coefficients.
4) If p and q are (anti)symmetric such that Sp = Sq, then p ± q is (anti)symmetric and S(p ± q) = Sp = Sq. For a nonzero Laurent polynomial p(z) = h k=ℓ p k z k such that p ℓ = 0 and p h = 0, we denote the degree of p by deg(p) = h−ℓ. In other words, deg(p) measures the length of the filter p. By convention, deg(0) = −∞. For any two Laurent polynomials p and q, we say that p | q if there is another Laurent polynomial h such that q(z) = p(z)h(z) for all z ∈ C\{0}. We define gcd(p, q) to be a nonzero Laurent polynomial h with maximum degree such that h | p and h | q. By convention, gcd(0, 0) = 0. We say that a Laurent polynomial p is trivial if p(z) = cz k for some c ∈ R\{0} and k ∈ Z. Up to a factor of a trivial Laurent polynomial, gcd(p, q) is unique.
In the terminology of digital signal processing, the symmetries of filters are classified into Type I to Type IV filters according to whether the filter is symmetric or antisymmetric with an even or odd degree. The operator S defined in (2.1) is very useful in this paper to distinguish these four types of symmetries of filters. See Table 1 for more more detail. Table 1 Type I to Type IV symmetries of a filter p described in terms of the operator S defined in (2.1). In this table, k is an integer and even (or odd) means the filter p has an even (or odd) degree.
Type I
Type II Type III Type IV symmetric/odd symmetric/even antisymmetric/odd antisymmetric/even
where c 0 , . . . , c n are uniquely determined by the following recursive formula: c n := |A N | and
Therefore, the symmetry type of the filter d is completely determined by the degree of A and the sign of the leading term of A.
Proof. If a Laurent polynomial d is (anti)symmetric and satisfies
, all the claims can be easily verified.
A similar algorithm for Proposition 2.2 also appeared in [16] . For a matrix M , we denote by M j,k the (j, k)-entry of the matrix M . For a Laurent polynomial p, we denote by Z(p, z 0 ) the multiplicity of zeros of p at z = z 0 , that is,
Now we are ready to state the main results in this paper. Theorem 2.3. Let A, B and C be (anti)symmetric Laurent polynomials with real coefficients. Denote a 2 × 2 matrix M by
Then there exist (anti)symmetric Laurent polynomials u 1 , u 2 , v 1 , v 2 with real coefficients such that
if and only if all the following conditions are satisfied:
If both B and d are not identically zero, then the matrix M satisfies the following "gcd" condition, that is, one of the following conditions must be true:
is an even number for every
is an even number for every x ∈ (0, 1).
2n for some n ∈ Z, then there is no condition on g.
is an even number for every x ∈ (−1, 0). We shall prove Theorem 2.3 in Section 5 in a constructive way and a step-by-step algorithm (see Algorithm 5.1) will be given to construct the desired filters u 1 , u 2 , v 1 , v 2 from the matrix M . We shall also show that the "gcd" condition in Theorem 2.3 cannot be removed. Note that by Proposition 2.1 and (2.5), it is easy to see that when B ≡ 0, (2.6) is equivalent to
As an application of Theorem 2.3 to symmetric framelet filter banks, we have the following result for constructing symmetric MRA tight wavelet frames with two generators.
Theorem 2.4. Let φ ∈ L 2 (R) be a refinable function satisfyingφ(2ξ) = a(e −iξ )φ(ξ) for a symmetric Laurent polynomial a with real coefficients such that a(1) = 1. Let Θ be a Laurent polynomial with real coefficients such that Θ(z) = Θ(1/z) and Θ(1) = 1. Let M Θ be defined in (1.6). Then there exist two (anti)symmetric Laurent polynomials a 1 and a 2 with real coefficients such that (1.5) in Theorem 1.1 holds with r = 2 if and only if the following conditions are satisfied:
The matrix M Θ satisfies the following "gcd" condition, that is, one of the following conditions must be true:
is an even number for every x ∈ (−1, 0). Proof. Let us make some connections to Theorem 2.3 first. With r = 2, (1.5) becomes
Since the mask a is symmetric, we have [Sa](z) = z k for some k ∈ Z. Inspired by the idea of polyphase decomposition, we define
Then P (z)P (1/z) T = I 2 and P (−z) = P (z)J 2 , where
Now (2.8) can be rewritten as
When k is even, by computation we havẽ
It is easy to see thatW (−z) =W (z) and
So, U and M are well-defined. Moreover, It is easy to see that M 1,2 ≡ 0 and
It is clear thatW (−z) =W (z) andM (−z) =M (z). So, U and M are well-defined. Moreover, It is easy to see that M 1,2 ≡ 0 and
By the definition of P and the definition (2.11), we have
By the discussion above, we can clearly see the relation between conditions (a), (b) and (c) in Theorem 2.3 and conditions (a), (b) and (c) in this theorem, respectively. Based on the relation, we will prove the necessity and sufficiency respectively. Necessity. Suppose that there exist two (anti)symmetric Laurent polynomials a 1 and a 2 with real coefficients such that (1.5) holds, by (2.8) we have M Θ (z) 0 for all z ∈ T and therefore condition (a) holds. Note that detW (−z) = −detW (z). Thus we can define a Laurent polynomial d by d(z 2 ) = zdetW (z). Clearly,
We now show that d is (anti)symmetric. Since a 1 and a 2 are (anti)symmetric, we
for some ε 1 , ε 2 ∈ {−1, 1} and k 1 , k 2 ∈ Z. By (2.8) and (1.6), we have
Note that
by a simple argument, it follows from (2.14) that
(Note that there are at least two even (or odd) numbers among k 1 , k 2 and k. Say, k 1 and k 2 are even. Then by item (4) in Proposition 2.1, we conclude that (−1)
by Proposition 2.1, we conclude that
When k is even, By Proposition 2.1 and the fact that (−1)
Thus, when k is even, (2.5) and (2.6) are satisfied. Since P (z)P (1/z)
and k is an even integer. Therefore, by Theorem 2.3, condition (c) must be true. When k is odd, by Proposition 2.1 and the fact that (−1)
Thus, when k is odd, (2.5) and (2.6) are satisfied. Note that
and k is an odd integer. Therefore, by Theorem 2.3, condition (c) must be true. Sufficiency. Suppose that conditions (a), (b) and (c) in this theorem are satisfied. From the discussion before the necessity part, applying Theorem 2.3 on M (z), we know that there exist (anti)symmetric Laurent polynomials u 1 , u 2 , v 1 , v 2 with real coefficients such that (2.5) and (2.7) hold. Define
We show that a 1 and a 2 must be (anti)symmetric. Since [Sa](z) = z k , when k is even, we have
. Since u 1 and v 1 are (anti)symmetric, so are the Laurent polynomials a 1 and a 2 . When k is odd, we have
and
. Since both u 1 and v 1 are (anti)symmetric, so are the Laurent polynomials a 1 and a 2 . Now it is straightforward to verify that (2.8) holds.
In order to construct symmetric framelet filter banks with two high-pass filters, by the proof of Theorem 2.4, we present the following algorithm.
Algorithm 2.5. Let a be a symmetric Laurent polynomial with real coefficients such that a(1) = 1 (that is, a is a low-pass filter). Suppose that we have a Laurent polynomial Θ such that all the conditions in Theorem 2.4 are satisfied.
1)
3) Using Algorithm 5.1 in Section 5 to split the matrix M into the desired form:
In most cases g(
Then (2.8) holds and we have a symmetric framelet filter bank consisting of a low-pass filter a and two high-pass filters a 1 and a 2 . In order to design a desired filter Θ such that all the conditions in Theorem 2.4 are satisfied, quite often one constructs a Θ such that Θ(1) = 1, Θ(z) 0 for all z ∈ T and
where d is determined in Proposition 2.2. In most cases the "gcd" condition in Theorem 2.4 is automatically satisfied. More explicitly, we usually set Θ(z) = 1+c 1 w+· · ·+ c n w n , w = (2−z −1/z)/4 with some unknown parameters c 1 , . . . , c n . So, we automatically have Θ(1) = 1. Then we obtain some equations for the unknowns c 1 , . . . , c n from the condition detM (z
2. Solving such equations for the unknowns c 1 , . . . , c n , we see that the desired condition detM (z 2 ) = d(z 2 )d(z −2 ) holds. Finally, we check the two conditions Θ(z) 0 and the "gcd" condition which quite often turn out to be satisfied automatically.
Suppose that the low-pass filter a is given. Theorem 2.4 gives us a necessary and sufficient condition on Θ to construct a symmetric framelet with two high-pass FIR filters. If we have found a desired Θ such that conditions (a), (b) and (c) in Theorem 2.4 hold, then we can use Algorithm 2.5 to construct two symmetric highpass filters a 1 and a 2 . Since we have some freedom in constructing a 1 and a 2 from a and Θ, it is of interest to know what are all the possible symmetry types for these two high-pass filters a 1 and a 2 . We shall see in the following result that the symmetry types of the high-pass filters a 1 and a 2 are completely determined by a and Θ. Theorem 2.6. Let φ ∈ L 2 (R) be a refinable function satisfyingφ(2ξ) = a(e −iξ )φ(ξ) for a symmetric Laurent polynomial a with real coefficients such that a(1) = 1. Let Θ be a Laurent polynomial with real coefficients such that Θ(z) = Θ(1/z) and Θ(1) = 1. 
for some ε 1 , ε 2 ∈ {−1, 1} and for some integers k, k 1 and k 2 . Then k, k 1 and k 2 have the same parity (that is, k 1 − k and k 2 − k are even integers) and one of the following two cases must be true:
n , where n = Z(h, 1)/2 and h(z) := Θ(z) − Θ(z 2 )a(z)a(1/z). In conclusion, up to a trivial switch of the two high-pass filters a 1 and a 2 , the symmetry types of the filters a 1 and a 2 are completely determined by the low-pass filter a and the filter Θ.
Proof. We use the the proof of the necessity part of Theorem 2.4 . As in the proof of Theorem 2.4, we must have
Therefore, both a 1 and a 2 have even degrees if a has an even degree, or, both a 1 and a 2 have odd degrees if a has an odd degree. Thus, we only need to prove that up to a trivial switch of the two high-pass filters a 1 and a 2 , the numbers ε 1 and ε 2 are completely determined by the low-pass filter a and the filter Θ. In the proof of the necessity part of Theorem 2.4, we proved that (2.16) must be true. By Proposition 2.2 and detM
(1) depends only on a and Θ. Consequently, we can assume that d(z 2 ) = zdetW (z). Hence, it follows from (2.16) that we must have Then we have ε 1 = ε 2 = (−1) n and
Define h(z) := Θ(z) − Θ(z 2 )a(z)a(1/z). By (2.8) and (1.6), we have
Thus, we have 2n = Z(h, 1), that is, n = Z(h, 1)/2. Hence, n depends only on a and Θ. Therefore, ε 1 and ε 2 depend only on a and Θ.
3. Some Examples of Symmetric Framelet Filter Banks. First, we illustrate that the "gcd" condition in Theorem 2.4 cannot be removed. Then by Algorithm 2.5 we provide several examples of symmetric framelet filter banks with two high-pass filters. In Theorem 2.4, the "gcd" condition seems unnatural. One may conjecture that the "gcd" condition will be automatically satisfied if M Θ (z) 0 for all z ∈ T and detM Θ (z) = d(z 2 )d(z −2 ) holds for some (anti)symmetric Laurent polynomial d. The following example shows that this conjecture is not true.
Example 3.1. Let the low-pass filter a be given by
where c 1 ≈ 0.07391 is a root of x 8 + 8x 7 + 35x 6 + 58x 5 − 10x 4 − 72x 3 − x 2 + 14x− 1 = 0. By a simple calculation, it is easy to verify that the refinable function φ with the mask a lies in L 2 (R) and in fact is a continuous function. Define b := c 
, the "gcd" condition fails while conditions (a) and (b) in Theorem 2.4 are satisfied. Therefore, the "gcd" condition in Theorem 2.4 cannot be removed.
In the following, let us apply Algorithm 2.5 to obtain several examples of symmetric framelet filter banks with two high-pass filters. In order to satisfy the condition detM
for some (anti)symmetric Laurent polynomial d, we find that c 2 must be one of the 6 real roots of a polynomial of degree 16 and c 1 can be expressed as a rational polynomial with variable c 2 . For simplicity, we present them in decimal notation: c 1 ≈ −0.9515104959378669 and c 2 ≈ 3.803127158568155. It is easy to check that g = 1 and all the conditions in Theorem 2.4 are satisfied. By Algorithms 2.5 and 5.1, solving a system of linear equations, we have the high-pass filters a 1 and a 2 as follows:
Therefore, {ψ 1 , ψ 2 }, which is defined in Theorem 1.1, generates a symmetric tight wavelet frame and has 3 vanishing moments. See Figure 1 for their graphs. Therefore, {ψ 1 , ψ 2 }, which is defined in Theorem 1.1, generates a symmetric tight wavelet frame and has 3 vanishing moments. See Figure 2 for their graphs.
Example 3.4. The low-pass filter a is given by It is easy to check that g = 1 and all the conditions in Theorem 2.4 hold. By Algorithms 2.5 and 5.1, solving a system of linear equations, we have the high-pass filters a 1 and a 2 as follows: Therefore, {ψ 1 , ψ 2 }, which is defined in Theorem 1.1, generates a symmetric tight wavelet frame and has 4 vanishing moments. See Figure 3 for their graphs. 
4). Suppose that A(z)
0 for all z ∈ T and detM (z) = d(z)d(1/z) for some (anti)symmetric Laurent polynomial d with real coefficients. If A and B have no common zeros in C\{0}, then there exist four (anti)symmetric Laurent polynomials u 1 , u 2 , v 1 , v 2 with real coefficients such that (2.5) and (2.7) are satisfied with the degrees of u 1 and v 1 being at most N . In fact, if u 1 , u 2 , v 1 , v 2 are (anti)symmetric Laurent polynomials with real coefficients such that the degrees of u 1 and v 1 are at most N , (2.7) holds, and {u 1 , u 2 , v 1 , v 2 } is a solution to the following system of linear equations
with the following normalization condition A must be a positive constant. All the claims hold by taking u 1 = √ A, u 2 = B(1/z)/ √ A, v 1 = 0 and v 2 = 0. So, we can assume that d is not identically zero. In the first part of our proof, let us recall the proof of [2, Theorem 4] . Under the assumption that (2.7) and the degrees of u 1 and v 1 are at most N , we first show that (2.5) is equivalent to the system of linear equations in (4.1) with the condition in (4.2).
Since M (z) 0 for all z ∈ T and gcd(A, B) = 1, if we have A(z 0 ) = 0 for some z 0 ∈ T, then by condition M (z 0 ) 0, we have
Hence, B(z 0 ) = 0. Therefore, (z − z 0 ) | A(z) and (z − z 0 ) | B(z). So, (z − z 0 ) | gcd(A, B) which is a contradiction to the assumption gcd(A, B) = 1. So, A(z) = 0 for all z ∈ T. Since A(z) 0 for all z ∈ T, we must have A(z) > 0 for all z ∈ T. By Proposition 2.2, without loss of generality, we can assume that d(z) = detU (z).
.
Comparing the (1, 1) and (2, 1)-entries of the above matrices, we see that (4.1) holds. Conversely, let u 1 , u 2 , v 1 , v 2 be (anti)symmetric Laurent polynomials with real coefficients such that (2.7) holds and the degrees of u 1 and v 1 are at most N . If {u 1 , u 2 , v 1 , v 2 } is a solution to the system of linear equations in (4.1) and satisfies the normalization condition in (4.2), then we show that (2.5) must be true.
Multiplying u 1 (1/z) with the first equation and multiplying v 1 (1/z) with the second equation in (4.1), by adding them together we have
Since A and B have no common zeros in C\{0}, we must have
Since the degrees of u 1 and v 1 are at most N and A(z)
we conclude that p must be a constant. By (4.2) and A(1) > 0, we must further have p ≡ 1. Therefore,
Multiplying v 2 (z) with the first equation and multiplying u 2 (z) with the second equation in (4.1), by subtracting the second one from the first one, we have
In the second part of the proof, let us show the existence of a desirable solution {u 1 , u 2 , v 1 , v 2 } to the system of linear equations in (4.1) with the normalization condition in (4.2) .
First, we demonstrate that there are desirable Laurent polynomials u 1 and v 1 satisfying
Let u 0 and v 0 be two symmetric Laurent polynomials in the following parametric forms:
where h b , h c are nonnegative integers and b j , c k , j = 0, . . . , h b , k = 0, . . . , h c are real numbers which are to be determined later. Let us consider the following four cases.
It is easy to see that both u 1 and v 1 are (anti)symmetric and (4.5) holds. Moreover, the degrees of u 1 and v 1 are at most N and it is easy to verify that h b +h c +2 > N . Since A(z) > 0 for all z ∈ T, by Fejér-Riesz Lemma, we have A(z) =Ã(z)Ã(1/z) for some Laurent polynomialÃ with real coefficients such that all of the roots ofÃ are contained in {z ∈ C : |z| < 1}. Therefore,Ã(z) andÃ(1/z) have no common zeros in C\{0}.
. Now we have the following system of homogeneous linear equations:
Since the number of free parameters in {c j , d k : j = 0, . . . , h b , k = 0, . . . , h c } is h b + h c + 2 > N and we have N homogeneous linear equations, there must be a nonzero solution {c j , d k : j = 0, . . . , h b , k = 0, . . . , h c } to the system of homogeneous linear equations in (4.6). So there exist u 1 and v 1 satisfying (4.6) with at least one of them nonzero. In other words, we deduce from (4.6) that
Since z 1 , . . . , z N ′ are complex numbers, a solution {c j , d k : j = 0, . . . , h b , k = 0, . . . , h c } may be complex numbers too. However, sinceÃ, B and C are Laurent polynomials with real coefficients, we can simply replace the numbers c j , d k by either their real parts or their imaginary part so that (4.7) is still true and at least one of u 1 and v 1 is nonzero.
On the other hand, by (4.5) and Proposition 2.1, we deduce that
for some nonzero trivial Laurent polynomial p. Consequently, it follows from (4.7) and (4.8) thatÃ
SinceÃ(z) andÃ(1/z) have no common zeros in C\{0} and A(z) =Ã(z)Ã(1/z), we conclude that (4.4) holds. Later on we shall show that u 1 (1) Since A(z) ≡ 0, we can define
(4.9) By (4.4) we see that u 2 is an (anti)symmetric Laurent polynomial with real coefficients. Now we show that v 2 is also an (anti)symmetric Laurent polynomial. By definition of u 2 and the fact that
From the above identity, we have
Since A(z) = A(1/z) and gcd(A, B) = 1, we conclude that
So v 2 is a Laurent polynomial with real coefficients. By (4.5) and Proposition 2.1, we see that v 2 is (anti)symmetric.
By (4.9) and Proposition 2.1, we see that (2.7) and the system of linear equations in (4.1) must hold. In the following, let us show that u 1 (1)
2 + v 1 (1) 2 = 0. Since both (2.7) and (4.1) are satisfied, as we demonstrated in the first part of the proof, we must have 
(that is, p 0 = cz k for some c ∈ R\{0} and k ∈ Z). Now we have a stronger version of Theorem 4.1. Next, we show that for a nontrivial irreducible p ∈ R[z,
Since p is irreducible, we must have p n | B and consequently
On the other hand, by p | h and h = gcd(A(z), B(z)B(1/z)), we have
By gcd(h, C) = 1 and p | h, we must have gcd(p, C) = 1 since p is nontrivial irreducible. Hence, we must have p 2n | A. So, p 2n | h. As a consequence of the fact that
where p 0 is a trivial Laurent polynomial and p 1 , . . . , p m are essentially different nontrivial irreducible Laurent polynomials in R[z,
Clearly,Ã,B and C are (anti)symmetric Laurent polynomials and gcd(Ã,B) = 1. By Theorem 4.1, there exist four (anti)symmetric Laurent polynomialsũ 1 ,ũ 2 ,ṽ 1 ,ṽ 2 with real coefficients such that
Then it follows directly from (4.10) and (4.11) that (2.5) and (2.7) are satisfied. Lemma 4.3. Let p be a nonzero (anti)symmetric Laurent polynomial with real coefficients. Then there exist c ∈ {−1, 1} and k ∈ Z such that cz k p(z) 0 for all z ∈ T if and only if Z(p, z 0 ) is an even integer for every z 0 ∈ T.
Proof. If cz k p(z) 0 for all z ∈ T, then by Fejér-Riesz Lemma, cz k p(z) = q(z)q(1/z) for some Laurent polynomial q with real coefficients. Hence for all z 0 ∈ T, we have
where we used the fact that Z(q(1/z), z 0 ) = Z(q(z), z 0 ) = Z(q, z 0 ) for all z 0 ∈ T since q is a Laurent polynomial with real coefficients. So Z(p, z 0 ) must be an even integer for every z 0 ∈ T. Conversely, write p(z) = q(z)h(z) such that q(z) = 0 for all z ∈ T and all of the zeros of h lie on T. Since p is (anti)symmetric and Z(p, z 0 ) = Z(h, z 0 ) is an even integer for all z 0 ∈ T, there exist c 1 ∈ {−1, 1} and
, q must be symmetric. Since q(z) = 0 for all z ∈ T, we must have [Sq](z) = z 2k2 for some k 2 ∈ Z. So z −k2 q(z) = 0 and is realvalued for all z ∈ T. Consequently, there exists c 2 ∈ {−1, 1} such that c 2 z −k2 q(z) > 0 for all z ∈ T. So, c 1 c 2 z k1−k2 p(z) = c 1 z k1 h(z)c 2 z −k2 q(z) 0 for all z ∈ T. When p is antisymmetric, it is evident that the condition in Lemma 4.3 cannot be satisfied.
Lemma 4.4. Let g be a nonzero Laurent polynomial with real coefficients. Then there exist two (anti)symmetric Laurent polynomials q 1 and q 2 with real coefficients such that
for some integer k if and only if g(z) 0 for all z ∈ T and Z(g, x) is an even integer for every x ∈ (−1, 0) ∪ (0, 1), x ∈ ∅, x ∈ (0, 1), or x ∈ (−1, 0), respectively.
Proof. Necessity. If (4.12) holds, then it is evident that g(z) 0 for all z ∈ T.
, we can rewrite (4.12) as follows:
for all x ∈ R\{0} and consequently, it is easy to see that for every x ∈ (−1, 0) ∪ (0, 1), we have
Similarly, it is easy to prove that Z(g, x) = 2 min(Z(q 1 , x), Z(q 2 , x)) must be an even integer for every x ∈ (0, 1).
If
Similarly, it is easy to prove that Z(g, x) = 2 min(Z(q 1 , x), Z(q 2 , x)) must be an even integer for every x ∈ (−1, 0).
Sufficiency. Since g(z) 0 for all z ∈ T, by Fejér-Riesz lemma, we can write g(z) = h(z)h(1/z) for some Laurent polynomial h with real coefficients such that all of the roots of h are contained in {z : |z| and g(z) = q 1 (z)q 1 (1/z) + q 2 (z)q 2 (1/z). Define
Now by (5.2) and Proposition 2.1, it is easy to check that all u 1 , u 2 , v 1 , v 2 are (anti)symmetric Laurent polynomials. By a direct computation, it is easy to see that (2.5) and (2.7) are satisfied. Necessity. Obviously, (a) and (b) must be true. We shall prove that (c) must be true. We can assume that d ≡ 0. As we proved before the part of sufficiency, we can assume that g(z) 0 for all z ∈ T. LetM be defined in (5.1). We have g(z)
2 detM (z) = detM (z) = d (In most cases, g = 1 and we can simply choose q 1 = 1 and q 2 = 0.) 7) Obtain the (anti)symmetric Laurent polynomials (or symmetric FIR filters) u 1 , u 2 , v 1 , v 2 by. 
