Considering independent test statistics, Simes' critical values are modified and newer sets of critical values, each providing an exact control of the type I error rate, are obtained. These modifications, as simulations show, quite often yield more powerful tests than the original Simes' test.
Introduction
Consider testing n null hypotheses H1, . . . , Hn using right-tailed tests based on some continuous test statistics X 1 , . . . X n respectively. Assume that the X i 's are identically distributed under the null hypotheses with a common cdf F (·). Let X 1:n ≤ · · · ≤ X n:n denote the ordered components of the test statistics. For testing the overall null hypothesis H0 = n i=1 Hi in terms of these Xi's, Simes (1986) proposed a modification of Bonferroni procedure, which can be expressed as follows:
Reject H 0 at level α if X i:n ≥ c i for any i = 1, . . . , n,
with ci's satisfyingF (ci) = (n − i + 1)α/n, whereF (·) = 1 − F (·). As Simes (1986) proved, it controls the type I error rate exactly at α.
Simes' test has received considerable attention by researchers in multiple hypotheses testing.
Considering independent test statistics, Hochberg & Liberman (1994) have extended Simes' test allowing allotment of different weights to the different component hypotheses. SamuelCahn (1999) considered a generalized form of Simes' test. Krummenauer & Hommel (1999) investigated the behavior of Simes' test for discrete test statistics. Hommel (1988) employed the closure principle to extend Simes' test and developed a stepwise multiple testing procedure controlling familywise error rate (FWER). Hochberg (1988) proposed a step-up multiple testing procedure whose FWER controlling property follows from the fact that Simes' test controls its type I error rate. Hochberg & Rom (1995) discussed modifications of stepwise procedures derived from Simes' test for logically related hypotheses, leading to more powerful procedures than modified Holm's procedure in Shaffer (1986) . With positively dependent test statistics, SamuelCahn (1996) , Sarkar & Chang (1997) and Sarkar (1998) analytically verified the conservativeness of Simes' test conjectured in Simes (1986) . Perhaps, the most important application of Simes's test in multiple testing is the usage of its critical values in the step-up procedure of Benjamini & Hochberg (1995) that controls false discovery rate (FDR); see also Benjamini & Yekutieli (2001) and Sarkar (2002) . 
Modified Simes' Critical Values
For some fixed set of constants c 1 ≤ · · · ≤ c n , let us define A n (i), i = 1, . . . , n, n + 1, as follows:
with the probabilities evaluated under H 0 .
Note that
and, Simes' critical values are obtained by solving the equation
First, we have the following lemma that will be used to develop one of our main theorems, Theorem 1. For a similar result, one may see Bernhard, Klein & Hommel (2004) and Finner & Roters (1994) .
Proof. Since
and the X i 's are iid, A n (n) can be expressed as
where X (−n) i:n−1 is the i th ordered component of the set obtained by removing Xn from X1, . . . , Xn.
Similarly, we have
for i = 1, . . . , n − 1. When i = n in (6), we get (5). This completes the proof.
Lemma 1 provides an alternative proof of Simes' result. From this lemma and eqn. (3) we see that
Since n i=1 A n−1 (i) = 1, it is now clear why Simes' test controls the type I error rate exactly at α. Sen (1999) gave another proof and made some remarks on Simes' test. We will obtain a more general set of c i 's satisfying (4) by deriving a more explicit expression for A n (n + 1) using Lemma 1.
This provides a more explicit formula for A n (n + 1).
We now solve (4) using the above expression for A n (n + 1). Toward that end, we first let
so that (8) reduces to
because of (3). We first choose c n subject toF (c n ) ≤ α/n, find β from (10), and put β back into (9) to solve for c i , i = 1, . . . , n − 1.
Thus we have the following: 
The following theorem gives other useful monotonicity property of these critical values.
Theorem 2 For each
Proof. Consider any fixed i = 1, . . . , n − 1, and for convenience denoteF (c i ) as Y andF (c n ) as X. Also, let
Then (11) can be expressed as
where
Taking derivative with respective to X, we have
Therefore, Y will be a decreasing function of X provided we have
The inequality (17) simplifies to
that is,
This completes the proof.
Note that the right hand side of (12) 
Power Comparison
In this section, we carry out simulations to investigate how does a test using modified Simes' critical values compare with the original Simes' test in terms of power. We consider n = 10
and α = 0.05. We first obtain the critical values using eqn. (11) for eleven different choices of F (c n ), from 0 to 0.05/10 = 0.005, where F is the standard normal cdf. If we defineF (c * n ) to be the bestF (cn) giving the largest power, then, as our simulation indicate,F (c * n ) is an increasing function of both the number of true null hypotheses (n0) and the true mean for alternative hypotheses (δ).
Conclusion
In this article, we propose modifications to Simes' critical Note: Each of these values is based on 50000 simulations involving normal test statistics. The bold font indicates the maximum power in that particular row. n 0 is the number of true null hypotheses and δ is the common mean for the alternative hypotheses. The entries in each column are the simulated powers of the the Simes' type test using the modified critical values obtained from (11) by settingF (c 10 ) to the value given at the top of that column. The column withF (c 10 ) = 0.0050 gives the powers of the original Simes' test.
