Abstract Sampling-based path planning methods for autonomous agents are one of the well-known classes of robotic navigation approaches with significant advantages including ease of implementation and efficiency in problems with high degrees of freedom. However, there are some serious drawbacks like inability to plan in unknown environments, failure in complex workspaces, instability of results in different runs, and generating non-optimal solutions; which make sampling-based planners less efficient in practice. In this paper, a fuzzy controller is proposed which utilizes the heuristic rules of Tabu search to improve the quality of generated samples. The main contribution of this work is the ability of the proposed sampling-based planner to work effectively in unknown environments and to plan efficiently in complex workspaces by letting the fuzzy-Tabu controller check the quality of the generated samples before any further processing. The efficiency of the proposed planner is tested in several workspaces and the comparison studies show significant improvement in runtime and failure rate. Furthermore, the decision variables of the proposed controller are discussed in detail to determine their effect on the performance of the algorithm.
Introduction
Path planning is regarded as one of the primary challenges encountered within applied robotics which has been studied by many researchers over the past few decades resulting in various algorithms with different specifications. Path planning for a mobile robot is the process of finding a path from an initial position to a final one, while avoiding any collision with obstacles. In the simplest form of path planning problem, i.e. the piano mover's problem, the running time of any algorithm is exponentially the degrees of freedom, which makes the path planning problem NP-Complete. It is also shown that the path planner requires memory exponential in the degrees of freedom which indicate that the problem is PSPACE-Complete [1] .
When the environment is completely known for the robot, the path planning problem becomes a geometric programming problem, where there are a variety of techniques proposed to solve this problem [2] [3] [4] [5] [6] [7] [8] . A detailed review on these techniques can be found in [9] . When the planner has no prior information about the environment, the path planning is called online, local, or sensor-based path planning. In an unknown environment, the robot obtains local information by means of a sensory system. A basic difference between these two types of path planning problems is that a path can be preplanned in a known environment, but in an online path planning, the path should be progressively computed as the robot explores the environment and obtains new knowledge about its surrounding area [10, 11] . The problem is even more complex in case of dynamic obstacles [12] .
Sampling-based methods [13] [14] [15] are a well-known class of path planning algorithms which have been developed in the last two decades and present their efficiency for solving difficult problems. The basic idea behind these approaches is to find random collision-free positions according to a sampling strategy and capture their connectivity in order to incrementally form a path from start to the goal configuration. There are two main types of sampling-based algorithms namely roadmap-based or multi-query, and tree-based or single-query planners. In roadmaps-based algorithms, after generating the samples, the planner connects the samples in a manner to form a graph structure. Later, the start and goal configurations will be added to the graph to solve any given query. The first and most important multi-query planner is probabilistic roadmap (PRM) [13] . In single-query planners, the structure is a tree which normally grows from the start configuration and the algorithm terminates when the tree is close enough to the goal configuration. The single query algorithms were initiated by proposing the rapidly exploring random tree (RRT) algorithm [14] . These algorithms have the drawback that they result in weaker guarantees than the problem to be solved [16] . An algorithm is called complete if for any problem, in a finite amount of time, it returns a solution or report that there is no possible one. The sampling-based approaches are not complete, but instead, they are probabilistically complete, which means with enough inputs, the probability of finding a solution converges to one [17] . Probabilistic completeness is a weaker but still interesting form of completeness. Yet, sampling-based algorithms have the advantage of relying only on procedures that can determine whether a configuration of the robot is in the collision-free space or not and hence, they require very limited access to the topological information [17] . Also, these algorithms are substantially easier to implement. Figure 1 illustrates the performance of the PRM algorithm in a simple convex environment.
In recent years, some specific types of environments have been introduced in which the classic sampling-based algorithms fail to find a feasible solution in a reasonable amount of time. Complex environments like narrow passages, mazes and bug traps are few instances of failure of sampling-based algorithms. Several attempts have been made for improving the sampling-based algorithms in complex environments. For solving maze and narrow passage problems, there are a variety of planners [18] [19] [20] [21] [22] which are mostly based on considering the importance of different regions of workspace. For solving bug trap problems there are few algorithms [23, 24] and basically, they consider voronoi domains and visibility domains of the environments. Nonetheless, all of these algorithms have been designed for offline planning where the environment is completely known for the planner.
On the other hand, one of the important and most practical applications of motion planning is navigation in unknown environments. In this context, trapping in local minima at the concave fields of obstacles is an important issue. A few researches have been conducted for using sampling-based algorithms in sensor-based planning tasks. In a real life scenario, it is frequently the case that a robot needs to move in an only partially known environment. In those cases, as new sensory information is obtained, the robot needs to be able to revise its plan or to re-plan [25] . Moreover, in environments that are changing in time, the robot is expected to react to these changes and re-plan in real-time while moving. The ERRT algorithm [26] incorporates two novel techniques for improving the re-planning efficiency of the planner including the waypoint cache and adaptive cost penalty search. A tree-based planner has been introduced for planning in unknown environments which incrementally updates a tree data structure by retaining information from previous steps and biasing the search with an exploration strategy [27] .
Despite the fact that there are some extensions of sampling-based planners for local navigation, these extensions fail to solve complex problems. In other words, improving the performance of a sampling-based planner in complex workspaces has been provided only where the environment is known. On the other hand, upgrading a sampling-based algorithm for sensor-based planning has been proposed without considering the behavior of the planner in complex environments.
In this paper a new sampling-based navigation algorithm is proposed which is able to plan navigation in complex environments and also is capable of handling sensor-based planning tasks. A fuzzy-Tabu controller is applied to make the sampling procedure more intelligent. This controller evaluates the generated samples within the visible region and selects the best samples according to some criteria in order to solve sensor-based planning problems in complex environments. These criteria are designed by the rules of Tabu search and are being converted to fuzzy variables to form the fuzzy reasoning system. The fuzzy-Tabu controller considers three criteria to evaluate the samples, including the difference between robot's current distance to the goal and its next distance to the goal (D NG ), the distance between current and next positions of the robot (D NP ) and the difference between robot's current distance to the start point and its next distance to the start point (D NS ). Also the controller forbids the robot to revisit its last m configurations. Note that as much as we aim to improve the resulted samples by limiting the sampling area, we try to keep the sampling-based nature of our algorithm to take advantage of the simplicity and low memory and computational requirements of the sampling-based methods.
In the following sections, details of the proposed planner are provided. Later, this planner is simulated in complex environments to evaluate its performance. Furthermore, the comparison results are discussed to support the claim of superiority of the proposed planner.
System specifications
In the framework of this research, a robot explores an environment with a finite number of obstacles. The environment is a connected subset of R 2 , filled with arbitrary shaped obstacles. The environment ( ) is formed by the union of two subset namely free space ( F ree ) which is the part of the environment that is not occupied by obstacles, and obstacle space( Obs ) that locates the regions filled by obstacles.
For simplicity, we assume the robot is a disk which always knows its current and the goal positions. During the simulation studies, the robot is considered as a point. For making this consideration, we need to expand the environment with the size equal to the radius of the robot, as represents in Fig. 2 . Based on the performance of the robot sensory system, the robot's vision can be formulated as follows. At each repetition of the algorithm, the robot can perform a complete 360 • scan of its surrounding area to determine the free space. Consider the robot is placed at C∈R 2 , with rays radially emanating from it. For each θ j ∈ , the value ψ(Cθ j ) is the distance to the closest obstacle along the ray from C at the angle θ j . If there is no visible obstacle in the direction of θ j , then ψ(Cθ j ) is equal to the Range of the sensors.
where, = [0, 2π) and < ψ (C,θ) ≤Range
Such that: 0 < λ ≤ Range and C + ψ C,θ j ∈ Free (5) Figure 3 illustrates the performance of the sensory system. During the planning process, the robot moves from its current position to the next position with the step size (Step). In Fig. 3a , the robot scans its surrounding environment completely. The value of ψ (C,θ) is plotted for all possible amounts of θ in Fig. 3b while in Fig. 3c , a difference function is used to point out the visible vertices of the obstacles.
Tabu search
Tabu Search (TS) [28, 29] is an optimization method designed to help a search in handling difficult regions (i.e. to escape from local minima or to cross infeasible regions of the search space) by applying restrictions. It was originally developed as a method for solving combinatorial optimization problems but variants to solve continuous and integer optimization problems have also been developed. Tabu search is one of the most effective heuristics for locating high-quality solutions to a diverse array of NP-hard combinatorial optimization problems [30] . The power of TS derives from its use of flexible memory cycles. These memory cycles control the local search pattern and intensify and diversify the search in the quest for a suitable solution. In order to improve the efficiency of the exploration process, one needs to keep track not only of local information (like the current position of the robot) but also of some information related to the exploration process. Tabu search has three phases: local search, intensification, and diversification. In the following sections, each phase is discussed briefly.
Local search
In the local search phase, similar to some other search approaches, Tabu search starts by searching in neighbors of the current position and finding the best neighbor by means of a cost function. Simultaneously, Tabu search creates a list by recording the last N location successfully visited. This list is updated every time a new location is visited. Locations within this list are Tabu and may not be visited again.
Intensification
Search Intensification in Tabu search is a process associated with the medium term memory. The medium term memory records the best M solutions located thus far, i.e. the M solutions with the lowest objective function values. The medium term memory is exploited as follows. If there has been no improvement in the best solution found for a specified number of local search iterations, then the search is intensified. Search Intensification is performed in order to focus the search in neighborhood of the best solutions found without visiting any of them again.
Diversification
If search intensification does not succeed in finding an improved best solution, i.e. further local search iterations pass without a new best solution being located, then the search is diversified. Search diversification is associated with the long term memory. The long term memory records the areas of the search space which have been searched reasonably thoroughly, perhaps by dividing the search space into sectors and tallying the number of locations successfully visited in each sector. When search diversification takes place, the current search location is moved to a randomly selected part of the search space which has not been thoroughly searched. Search diversification is performed in order to investigate previously unexplored parts of the search space, if no further progress is being made in areas already well explored.
There are two important elements associated with diversification in Tabu search; Aspiration level and Desperation level. The aspiration level is a level of cost that we exclude a Tabu point from the Tabu list if the cost of that point is less than this level. This is an established concept in Tabu search, proposed in [26] . The desperation level is a level of cost which we include a non-Tabu point in the Tabu list if it's cost is more than that level. It is somehow a supplementary concept for the aspiration level. Desperation level was not included in the original Tabu search. It was introduced in [31] in order to make the Tabu search procedure more proper for path planning purposes. The relation of these levels with regard to the Tabu or non-Tabu moves is illustrated in Fig. 4 . The red sections of the diagram represent unacceptable moves, since they are either Tabu with costs not better than the aspiration level, or non-Tabu, but with costs higher than the desperation level. The pseudo code of a simple Tabu search is presented in the following algorithm (Algorithm 1).
During the past few years, Tabu search has been one of the most powerful applied techniques for a variety of combinatorial optimization problems in different areas of science. For instance, a Tabu search algorithm based on variable partitioning has been proposed for solving high dimensional combinatorial optimization problems [32] . This algorithm explores the neighborhood gradually through smaller number of variables by mean s of a variable partitioning mechanism. Recently, a Tabu search algorithm has been introduced for solving the assignment problem in hybrid nanodevices architectures [33] . In this proposal, Tabu search is engineered to provide sub-optimal solutions by efficient exploration of search space.
Besides numerous applications of Tabu search in solving different problems, it has been shown that a combination of Tabu search with other heuristic and intelligent techniques is an effective way to solve complex problems. One of the most useful types of these hybrid systems is the fusion of Tabu search with fuzzy logic. For instance, a hybrid system of Tabu search and fuzzy logic has been proposed for solving the job scheduling problem in high-dimensional environments [34] . A Tabu search algorithm has been introduced for approximately solving fuzzy optimization problem through elementary fuzzy optimization problem [35] . Furthermore, Tabu search has been applied to the traveling salesman problem with fuzzy edge weights by performing a three-stage search [36] . A hybrid Tabu search and particle swarm optimization has been introduced for fuzzy controller optimization [37] . This algorithm dynamically adjusts the membership functions and fuzzy rules according to different environments. Recently, a combined fuzzy-Tabu algorithm has been designed for solving multi-objective vehicle routing problem [38] . In general, combining the powerful search ability of Tabu search with remarkable ability of fuzzy logic in handling uncertainty provides a robust and strong technique for solving very complex problems.
Algorithm 1
The pseudo code for a simple Tabu search algorithm 4 The proposed algorithm
Fuzzy-tabu controller
As mentioned before, the main goal of the proposed approach is to guide the sampling procedure to choose better samples among the collision free positions. A fuzzy-Tabu controller was designed to check the generated samples and choose better ones in terms of running time and failure rate. This controller takes place after the sampler found a collision-free sample. As stated before, the sampling area is those parts of the robot's vision circle which belong to the free space ( F ree ). We refer this part of the vision circle as (V C F ree ) and it represents the collision-free positions on the vision circle. Conventional sampling-based approaches would consider this set as the sampling area, but here a controller process is used to filter the elements of this set, based on Tabu search rules, by executing three fuzzy logic procedures. At each iteration, the controller calculates the value of three fuzzy variables including D NG ,D NP , and D NS .
The first fuzzy variable (D NG ) is the difference between the robot's current distance to the goal and its next distance to the goal. This part of the controller forces the robot to move closer to the goal continuously. The controller measures the distance of the robot to the goal and also the distance of the generated sample to the goal. By subtracting these values, we have D NG which will be used in fuzzy evaluations. This variable can be formulized as follows. Note that DA,B is the Euclidean distance between points A and B.
As represented in Fig. 5 
As presented in Fig. 5a , the minimum of D NG occurs when the new sample is placed at N (min) and its maximum happens at N (max). All other values of D NG lie between these maximum and minimum levels. Three linguistic variables are defined for D + NG including Negative (N), Zero (Z), and Positive (P). A negative value for D + NG indicates that the sample is farther from the goal than the current position of the robot and a positive value shows that the position is closer to the goal. The membership functions are designed as shown in Fig. 5b .
Next fuzzy operator tries to keep the robot far enough from its previous position and therefore, avoid from getting trapped in local minima. At each repetition of the algorithm, the fuzzy controller measures the distance between previous (P ) and next position (N ) of the robot. We formulate this variable as follows.
(D NP ) is the Robot's next position distance to the previous position. As presented in Fig. 6 , this variable always placed between zero and 2×Step. Again the normalized value for D NP is calculated and used as follows.
The maximum value for D NP happens at N1 and its minimum is when the robot's next position is same as its previous position (N=P), as presented in Fig. 6a . indicates that the robot is moving back to its previous configuration which can be a result of trapping in a local minimum.
Next element of the controller guides the robot to move farther from the start position continuously. According to this restriction, the distance between the current position and the start point should be smaller than the next position's distance to the start. A fuzzy variable was designed for this criterion as follows.
D NS is the deference of the distance between next and start positions and current and start positions. This value is calculated during all iterations and we use it to guide the robot to move farther from the start position continuously. Figure 7 represents this value. The normalized D NS is produced by dividing it by the size of the robot's movement(Step).
Three linguistic values are considered for this variable including Far (F), Normal (N), and Close (C). Membership functions are presented in Fig. 7(b) . At N(max), D NS is equal to
Step and at N(min), it is equal to -Step. The last restriction forbids the robot to revisit the last (m) successfully visited positions. During the path planning, the algorithm records the last (m) position of the robot and updates this list (L) continuously.
where, P j is the j st previous configuration of the robot. This criterion is checked after the algorithm considered other criteria and if the resulted sample does not belong to (L), then it will be selected as the next position of the robot. We found m= 2 more suitable.
The output fuzzy variable of this procedure is the risk of the new sample which a reasoning system was designed with five linguistic values for this output including Very High (VH), High (H), Normal (N), Low (L), and Very Low (VL). The membership functions and decision surfaces are presented in Fig. 8 . The output variable of the proposed fuzzy controller can be defined as follows: Table 1 .
So far, short and long Tabu lists were created for evaluating the candidate samples. The planner runs the sampling procedure for several iterations. Choosing the number of iteration in Tabu-fuzzy controller is an important factor that represents the accuracy of the algorithm. If it's not possible to find a sample based on these restrictions, then the search is intensified. In this stage, based on the intensification rules of Tabu search, the controller discards the criteria of the fuzzy system incrementally in order to find a suitable sample. When the search is intensified, the algorithm By discarding the elements of Tabu list we aim to find a destination for the robot even though it doesn't seem like an efficient move. In most of the planning cases, by the end of intensification, the algorithm will find a solution; otherwise, the search is diversified. In this case, the planner considers the aspiration level to refresh the Tabu and non-Tabu lists. If the search is diversified, then are collision-free positions (V C F ree ) are considered for sampling and the algorithm discards the Tabu-fuzzy controller. If the planner fined a sample, it will be the next position of the robot. Otherwise, there is no feasible solution for this path planning problem and the algorithm returns failure. 
Summary of the algorithm
In this research, a fuzzy-Tabu controller was designed for evaluating the generated samples. Fig. 9 shows the flowchart of the algorithm. As the sampler generated a collision-free sample, this controller takes place and evaluates the risk of the sample by means of short and long Tabu which their values will be determined at each repetition. The output of the controller is the risk of the generated sample. The fuzzy-Tabu controller operation mainly includes fuzzification, inference, aggregation and defuzzification. The fuzzification converts the input variables into input grades using the membership functions. The inference and aggregation generate a resultant output membership function with respect to fuzzy rules and finally the defuzzification finds the center of gravity of the output membership function as the generated sample's risk. If the risk of the new sample does not exceed the maximum allowed risk,(R max ) then the sample will be selected as the next position of the robot and the robot moves directly to this new configuration. Otherwise, the search is intensified and the intensification component of the algorithm modifies the fuzzy-Tabu controller by discarding its elements one by one. First, D + NS is ignored and the sampler generates a new sample. If the modified controller failed to find a sample with the risk bellow the (R max ), then D + NG is also discarded from the controller. Finally, D + NP will be ignored and the new generated sample will be selected if it never be visited during the last m iteration of the algorithm. Usually, at this stage of the algorithm, the planner succeeds to find a sample, else, the search is diversified and all limitations on the sampling area needed to be ignored. Now, the algorithm performs like conventional sampling-based methods. If the planner was not able to generate a collision-free sample then a feasible solution does not exist, which means either the robot is completely surrounded by obstacles, or the goal is completely bounded. According to Fig. 9 , the fuzzy-Tabu controller checks the generated samples and determines the risk of choosing them as the robot's next position based on aforementioned fuzzy variables. The algorithm keeps Fig. 9 The flowchart of the proposed algorithm the simplicity and other advantages of the sampling-based methods while improves the performance of the generated samples. This important part of the algorithm aimed to avoid the shortcomings of the conventional samplingbased methods by controlling the results of the sampling procedure and choosing better samples.
Simulation studies
A simulation framework was designed for the proposed algorithm to analyze its performance and also to compare it with some related algorithms in the field of path planning using MatLab R2012b on a 3.17 GHz Intel Core i5 Processor. Five environments were included in the simulation including convex, concave, maze, narrow and bug trap. As mentioned before, based on the sampling procedure, the algorithm results in different paths each time it runs and hence, the algorithm was executed for each class of environments 1000 times to calculate the average values for performance variables, i.e. path length, runtime and failure rate. Fig. 10 shows an instance of the simulation results in test environments. In Fig. 10 , start and goal configurations are shown by yellow and green squares respectively. In addition, obstacles, robot's positions and the generated trajectory are illustrated by red objects, green points and blue lines respectively.
In convex environments, the algorithm easily guides the robot among convex obstacles from start to the goal configurations. Because of the absence of concave fields, narrow passages and bug traps, the planner effectively performs the path planning by incrementally moving the robot farther from the start position and closer to the goal without getting close to or revisiting previous positions.
In concave workspaces, although concave fields of the environment affect the generated path (second and eighteenth iterations in Fig. 10b ), but the planner successfully guides the robot to escape from local minima and reach the goal.
The performance of the fuzzy-Tabu controller in maze and narrow environments is surprisingly efficient as the robot successfully finds the correct entrances and continues to move inside narrow corridors until it reaches the goal configuration.
Finally, in the bug trap where moving out from the trap is a bothersome task for classic sampling-based algorithms, the proposed planner successfully guides the robot to find the exit of the trap. However, based on the shape of the trap, it may take some time for the robot to find the exit as it should first move toward the goal until it get close to the trap's inner boundary. The average values of the performance parameters are given in Table 2 over 1000 executions of the planner.
Results of the simulation studies indicate that the proposed fuzzy-Tabu planner effectively solves the navigation problems in complex environments as can be observed from zero failure rates in Table 2 . Furthermore, resulted runtimes show the success of the planner to navigate the robot in unknown environments. For supporting the claim of superiority of the algorithm, a set of 8 different navigation algorithms was selected for comparison studies as presented in Table 3 . Each of these algorithms was selected carefully considering different aspects of the proposed planner. For testing the ability of the proposed algorithm in handling sensor-based navigation, it is being compared with two of the most famous and powerful sensor-based motion planning algorithms, Bug I and Bug II [5] . To evaluate the sampling-based behavior of the proposed planner, two basic sampling-based algorithms were selected namely, PRM [13] and RRT [14] . These algorithms are the core of all subsequent sampling-based algorithms and other available planners are just altered versions of PRM or RRT. In order to appraise the power of the proposed planner in solving narrow passage problems, the Gaussian [18] and RBB [22] algorithms were included in the comparison studies. These algorithms were specifically designed for dealing with narrow passages and they are two of the most powerful approaches for solving this class of navigation problems. Finally, to investigate the ability of the fuzzy-Tabu controller in solving bug trap problems, DDRRT [23] and ADRRT [24] planners were selected for comparison. These two algorithms are the most powerful approaches in bug trap problems. According to Table 3 , except for Bug I and Bug II algorithms, other studied planners failed to solve the problems in some iterations and the average failure rates in convex, concave, maze, narrow and bug trap environments are 9.5 %, 9.7%, 17.5%, 43.12 % and 55.83 % respectively while the fuzzy-Tabu controller successfully solved the navigation queries in all 1000 executions. Last column of Table 3 shows the improvement in runtime achieving by the proposed planner considering the best runtime among other algorithms. . In this section we analyze these variables in detail. Fig. 11 presents a path planning case solved by the proposed algorithm along with four diagrams that presents the changes of each variable during different iterations of the algorithm from start position to the goal.
The first variable is D + NG , which is calculated as the normalized difference between robot's next position distance to the goal, and the robot's current position distance to the goal. A positive value for this variable indicates that the robot is getting closer to the goal in its new configuration while, a negative value for D + NG shows that the algorithm failed to move the robot closer to the goal in the corresponding iteration. Higher values for this variable show a goal following behavior like second and third iterations in Fig. 11 .
In Fig. 11 , negative values indicate that the robot is not moving toward the goal. A possible reason for robot not heading to the goal position directly is that it is close to an obstacle and needs to change its direction to pass it. (Fig. 14) . Another important variable is D min which shows the robot's distance to the closest obstacle. This variable is formulated as follows.
At each repetition of the algorithm, the robot performs a complete 360 0 scan of its surrounding environment and determines its distance to the closest obstacle inside the vision range, therefore, if there is no visible obstacle around the robot then the value of D min is equal to the robot's vision range. This variable shows how close the robot is getting to an obstacle. Moving close to the obstacles may result in short paths because the optimal path is obtained from the visibility graph method which always visits the obstacles vertexes. But in some cases, near-obstacle paths are not safe and may cause trapping in local minima. As presented in Fig. 11 , at the third iteration of the algorithm the robot gets close to the boundary of an obstacle which is a dead end region so, the algorithm guide the robot to move out from that position. The values of D min for each iteration is illustrated by red circles around the robot in Figs. 10 and 11. Next variable is the risk of the generated sample and will be used to decide whether to choose the sample as the next destination or not. This variable can be used to monitor the performance of the algorithm. According to Fig. 11(f) , the risks of the robot's positions are below the minimum accepted risk (R min ) except for the fourth iteration where the risk is around 79%. At this point, the robot is close to its previous position and also to the start position while it's distance to the goal is not decreasing which indicates that the primary fuzzy-Tabu controller failed to find a sample and the intensification component discards D Fig. 15 , at all iterations, the total risk of the selected sample is below the value of R max except for the third iteration where the risk is around 80 % and the search is intensified. As we mentioned before, the values of the variable Risk are calculated by the fuzzy-Tabu controller and we may use these values to monitor the performance of the algorithm and detect those iterations of the algorithm where the search has to be intensified or diversified.
The last two important variables are I ter max and R max their effect on the path length and running time of the algorithm is presented in Fig. 16 .
I ter max is the maximum allowed iteration before the algorithm concludes that the goal is not reachable and returns failure. Increasing this variable may decrease the error of the planner and improve the completeness of the algorithm but at the same time increases the running time. All four graphs of Fig. 16 are obtained from a path planning problem in a concave environment with three obstacles. Increasing the value of I ter max to 10000 makes the path length very close to the optimum while, it increases the running time of the planner up to 20 seconds which is very high since the running time of the algorithm with I ter max = 1000 is around one second. Increasing the maximum accepted risk (R max ) increases the path length but it reduces the running time. According to Fig. 16 , with R max = 99 %, the path length is around 100 while the running time is less than a second. Choosing the values of Iter max and R max is very important and should be decided carefully.
In practice, when the problem of sensor-based motion planning is the case, it is not possible to set the value of decision parameters based on the type and topology of the environment. During the simulation studies, different values were used for I ter max and R max and the results indicated that choosing the value of these parameters solely depends on the objective of the navigation. If quickly solving a problem is of interest, then a small value for I ter max and a large value for R max is suitable. If the optimality of the generated path is important, then a large value for I ter max and a small value for R max is more appropriate. However, if the length of the path and the runtime of the planner are both sightly, then the average value for these parameters is adequate. The comparison studies were based on the following values for decision parameters (Table 4) .
Conclusion
A new sampling-based algorithm was proposed for robot path planning in unknown environments. A Fuzzy-Tabu controller was used to evaluate the generated samples by the planner and choose better samples which reduce the overall runtime and failure rate of the algorithm and also keep the robot away from potential local minimums. This controller employs the rules of Tabu search to develop three fuzzy control variables. These fuzzy variables will be calculated each time the sampler generates a new collision-free configuration and will be served as the inputs of the fuzzy reasoning system to determine the total risk of the generated sample. According to the rules of Tabu search, another restriction supervises the sampling procedure by forbidding the robot to revisit the last m successfully visited configurations. If the abovementioned procedure fails to find a new position for the robot, the intensification and diversification rules of Tabu search are evoked and the criteria of the controller will be discarded one by one to enlarge the search area. Finally, all criteria will be ignored and the sampling procedure takes place without any restriction. This algorithm has the simplicity and ease of implement of the sampling-based methods whereas; it utilizes the advantages of Tabu search and fuzzy logic which make the sampling procedure intelligent and efficient. Besides low runtime and zero failure rate of the proposed algorithm, we should mention another advantage of this approach which is low memory and computation requirements. Based on the randomized nature of the planner, the computation and memorization was decreased by taking random samples. Also, the planner does not need to build a map of the environment or store the explored area completely. It only needs to know its current and the goal position. As presented in previous section, the performance of the algorithm was compared with some of the well-known path planning approaches to determine its efficiency. The algorithm produces smooth, safe and relatively short paths while avoiding any local minima. Using this algorithm, there is at least 44.61 % improvement in running time without any failure.
