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Resumo. Máquinas viril/ais têm sido empregadas no compartill1amento de re-
cursos de hardware em sen1idores e estações de desenvolvimento. Suas carac-
terísticas incluem alto desempenho. suporte a múltiplos sistemas operacionais 
virtualizados, estabilidade. segurança e possibilidade de injeção de fa lhas. Vi-
sando acelerar o ciclo de desenvolvimento de aplicações tolerantes a fa lhas. 
analisa-se as características das máquinas. UML. fAUmachine e XEN. e sua 
adequação quanto a desempenlw. transparência. portabilidade. intrusividade. 
instrumentabilidade. monitorabilidade e transportabilidade. 
1. Introdução 
O conceito e as primeiras implementações de máquinas virtuais (MV) são conhecidos 
desde meados da década de 60, primeiro como cenário de desenvolvimento, e poste-
riormente levados à indústria através dos conhecidos IBM System 370 (S/370) e IBM 
System 390 (S/390) [Kohlbrenner et ai. , 2004]. Atualmente, são utilizadas como servido-
res e estações de desenvolvimento, tendo impulso tanto na indústria (VMware Inc ., 2004] 
quanto na academia ([Dike, 2004). [FAUmachine, 2004). [XEN, 2004). [Plex86, 2004]. 
[Liang et a\. , 2003) e [Thain and Livny, 2003). por exemplo) . Como servidores , as MVs 
destinam-se a compartilhar recursos de hardware entre diversos sistemas operacionais 
(SO), ou cópias destes, e cada instância executa um serviço específi co. Entretanto, mui-
tas máquinas podem e são usadas como ferramentas de suporte ao desenvolvimento e 
depuração, tanto de SOs quanto de aplicações. 
O objeti vo deste arti go é identifi car as ca racterísticas de algumas máquinas virtuais 
e sua adequação ao desenvolvimento de aplicações tolerantes a fa lhas para Grids. No 
âmbito do projeto DependableGrid (UFRGS/ HP Brasil P&D), uma das metas é salvar 
e restaurar o estado de aplicações, seja no próprio computador após crash seguido de 
recuperação, ou em outro computador do Grid . Neste contexto, as propriedades ava liadas 
foram escolhidas considerando todo o ciclo de desenvolvimento das aplicações e de seus 
mecanismos de tolerância a fa lhas e validação, o que abrange níveis di stintos, indo do 
kernel do SO a aplicações Java di stribuídas. 
Na seção 2, são descritas as propriedades mencionadas, em função do ambiente de 
desenvolvimento. Na seção 3, são apresentadas as caracterís ti cas gerais e de três máquinas 
virtuais: UML, FAUmachine e XEN. A seção 4 apresenta uma comparação entre as MVs 
de acordo com as propriedades , e as conclusões são apresentadas na seção 5. 
2. Ambientes de Desenvolvimento de Aplicações Tolerantes a Falhas 
O objetivo do uso de MVs para desenvolver de aplicações tolerantes a falhas é acelerar 
o ciclo de desenvolvimento. Isto se alcança, por exemplo, permitindo o estudo de vários 
·Este trabalho foi desenvolvido conju ntamente com a HP Brasi l P&D 
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cenários sem precisar reconfigurá-los a cada vez; util izando uma infraestrutura de hard-
ware comum e variando o SO; reaproveitando instalações de distribuições; confinando 
testes de rede e assim eliminando a interferência entre sistemas não-relacionados. 
Dentre as características que um ambien te de desenvolvimento de apli cações to-
lerantes a falhas apresenta, algumas recebem mais atenção quando da avaliação de MYs: 
desempenho, transparência, portab il idade, intrusividade, instrumentabilidade, monitora-
bilidade e transportabi lidade. Estas característi cas foram sendo anotadas ao longo de ex-
peri ências de desenvolvimento, acrescidas recentemente pela necessidade de distribuição 
de ap licações na plataforma Grid. 
O desempenho é necessá rio para não pena lizar a máquina hospedeira. As medidas 
principais são o tempo de carga da MY e o de execução das aplicações dentro desta, além 
do impacto sobre as demais instâncias em execução. 
A transparência di z respeito à percepção da MY pela ap licação em desenvol-
vimento. A inserção da MY não deve altera r o desenvolvimen to e/ou características da 
aplicação. Neste caso, por exemplo, injeta-se falhas na MV e estuda-se o comporta-
mento/resposta da aplicação, ev itando a injeção de fa lhas no sistema hospedeiro. Inje-
tar falhas na MY também permite que execuções concorrentes não só continuem, mas 
também sejam avaliadas em caso de falha daquela que foi abortada, particularmente útil 
em sistemas distribuídos sob teste em ambiente confinado. 
A portabilidade de uma MY é desejável , pois perm ite o desenvolvimento de 
aplicações portáve is desde os estágios iniciais, quando houver esta necessidade. A porta-
bilidade diz respeito à plataforma hospedeira em termos de hardware/50 nativo. 
A intrusividade refere-se ao custo de inserir a MY no desenvolvimento da 
aplicação. Idealmente, a MY não deve ser intrusiva, isto é, a aplicação deve ter seu 
desenvolvimento independente do nível in fe rior ser um sistema nativo ou uma MY. 
A instrumentabilidade e monitorabilidade da M V referem-se ao grau em que 
se pode injetar fa lhas e monitorar o estado do sistema. Estão entre as mais importantes, 
pois determinam em que ex tensão uma MV é uti liúvel em um ciclo de desenvolvimento. 
Por fim , a transportabilidade é um item a ser considerado em caso de desenvol-
vimento de sistemas d istribuídos, Grids e middleware. Espera-se que, se a MV não for 
transportável entre dois hospedeiros, que pelo menos no nível de aplicações (ou proces-
sos) isto seja possível. 
3. Máquinas Virtuais 
Máquinas virtuais podem ser classificadas em dois grupos: as que vi rtualizam o conjunto 
completo de instruções da arquitetura, denominadas ISA-YM (lnstruction Set Architec-
ture Virtual Maclline) , e as máqui nas que suportam uma in terface binária para aplicações, 
denominadas AB I-YM (Application f1inary Interface Virtual Machine), que virtuali zam 
chamadas de sistema [Figueiredo et a i. , 2003]. 
Máquinas que usam o mesmo ISA têm melhor desempenho do que as que têm 
diferentes ISA, pois não precisam traduzir código em tempo de execução ou modificar o 
código binári o da aplicação. As máq uinas virtuais clássicas são ISA-YMs que suportam a 
execução de sistemas operacionai s completos, como IBM S/390, YMware e Plex86. Estas 
máqu inas suportam a execução concorrente de vári os sistemas SOs sobre o mesmo hard-
ware. Assim, três máquinas fo ram escolh idas: a XEN, que embora faça paravirtua li zação, 
se aprox ima de uma ISA , e a FAUmachine e UML, do segundo grupo. Máq uinas comer-
ciais foram descartadas, pois procura-se uma solução em software livre. 
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3.1. UML- User-Mode Linux 
O UML é uma MV que executa sobre o SO hospedeiro permitindo que um usuário não-
privilegiado a instancie e que se torne privilegiado dentro desta. A virtualização ocorre 
através da interceptação das chamadas de sistema, e a máquina não tem acesso ao hard-
ware nativo, exceto se permitido. Do ponto de vi sta do usuári o, o UML é um sistema 
Linux completo, e do ponto de vista do hospedeiro, é uma aplicação de usuári o. Cor-
rentemente, o UML execut a apenas sobre Linu x, mas há planos de portá-lo para outras 
plataformas [Buchacker and Sieh, 200 1]. [Hõxer et a i. , 2002]. e [Dike, 2004]. 
O UML executa os binários do hospedeiro sem necessidade de recompilação ou 
religação. Tudo que a máquina cri a fi ca confinado a ela, não se propagando para outras 
instâncias ou hospedeiro. Seus parâmetros de memória e disco podem ser modificados 
dinamicamente, e possui escalonador e sistema de memória virtual próprios , usando o 
sistema hospedeiro somente para acessos ao hardware. O escalonador nati vo somente im-
plementa a decisão fe ita no correspondente do UM L. Os dispositi vos UML são mapeados 
para os correspondentes reais no sistema hospedeiro. Com UML, é possível virtualizar 
um rede imeira dentro de um hospedeiro, inclusive isolando-a da rede física, se desejado. 
A gerência da máquina pode ser feita localmente, remotamente ou via daemons. 
Cada instância UML utili za um espaço de endereçamento próprio, na fo rma de 
arquivos temporários no hospedeiro. Estes arquivos podem ser mapeados para memória 
via 1mp{s. A util ização de memória apresenta alguns problemas, j á que cada instância 
UML se comporta exatamente como um kem el , isto é, não libera memóri a a não ser que 
seja solicitado a fazê-lo, mantendo dados em cache. Já existe uma altern ati va que usa 
mmap e um di spositivo virtual, /dev/anon, reduzindo a uti li zação de memória física do 
hospedeiro, mas ainda não é totalmente estável. 
Uma máquina UML é vista como um arqui vo no sistema nati vo, e corresponde 
a uma imagem de um disco, contendo parti ções e arqui vos da MY. Se um hospedeiro 
precisa instanciar um número grande de máquinas , este esquema é oneroso em termos 
de armazenamento, j á que as imagens de discos são da ordem de gigabytes (3 a 4, para 
um sistema razoavelmente completo). A solução é utilizar copy-on-wrile (COW), com 
um sistema-base comum a todas as instâncias e mantendo as escritas individuais de cada 
uma em arquivos separados. Se necessário, pode-se incorporar estas cópias separadas 
ao sistema-base posteriormente. Como desvantagens, a instanciação de várias máquinas 
UML pode provocar instabi lidade no sistema nativo, e a queda do hospedeiro provoca a 
queda de todas as instâncias. Processos dentro da UML executam com desempenho le-
vemente in ferior se comparado à execução no hospedeiro. Dev ido à construção da UML, 
uma instância pode se apropriar dos ciclos de processador, degradando o desempenho das 
demais. 
O UML foi constru ído originalmente para trabalhar com 1racing lhreads (TI), 
sendo cada processo da MV mapeado para um processo no hospedeiro. A TI rastreia 
chamadas de sistema nos processos da UML, intercepta-as e desvia o flu xo de execução 
para o kemel UML. O problema com este esquema é a possibilidade dos processos po-
derem acessar o hospedeiro, uma vez que estão no seu espaço de endereçamento. Além 
di sso, este mecani smo é lento, pois há quatro chaveamentos de contexto, uma entrega e 
um retorno de sinal. Para resolver este problema, um novo mecani smo fo i implementado, 
o Separa/e Kem el Address Space (SKAS). Este mecani smo requer modificação no plrace 
do kernel hospedeiro, mas é pouco intrusivo, segundo a documentação. O SKAS utiliza 
dois chaveamentos de comexto e é mais rápido do que as Tis, e a abertura de lproclmm 
inicia um espaço de endereçamento novo e vazio para os processos UML [Dike, 2004]. 
Do ponto de vista da UML, o SKAS melhora o desempenho, mas não modifica sua funcio-
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nalidade, enquanto que do ponto de vista do hospedei ro, os processos UML desaparecem, 
restando apenas os quatro essenciais, e há redução na carga do processador. 
3.2. FAUmachine 
O projeto FAUmachine derivou do UML, e é semelhante ao VM ware ou VirtuaiPC. 
Esta máquina também executa como processo de usuário, e é restrita à arquitetura 
i386. Atualmente executa sobre o Linu x, mas portes para OpenBSD e Windows já 
estão em progresso. Esta máquina é utili zada como plataforma experimental no pro-
jeto europeu DBench, que pesquisa benchmark de dependabilidade [FAUmachine, 2004], 
[S ieh and Buchacker, 2002]. 
Esta MV é iniciada por um carregador adaptado e executa um kem el Linux li-
geiramente modificado. As característi cas de memória, discos, cdrom e rede são confi-
guráveis no momento da criação da máquina. Assim corno no UML, é possível instalar 
uma distribuição Linux sobre a MY. Existe suporte à rede e a conexão pode ser fe ita 
transparentemente. A compatibi lidade binária com respeito ao hospedeiro é mantida . A 
FAUmachine é acompanhada do Experimenr Conr roller Expecr (ECE), que pode executar 
experimentos completos a partir de um scripr e injetar falhas no hardware virtual. 
A injeção de falhas pode ocorrer no núcleo de processamento, periféricos ou rede. 
Para efeitos da MV, o nível de hardware é o kernel hospedeiro, e a injeção de fa lhas é 
feita via interface prrace. As possíveis fa lhas ocorrem: no núcleo de processamemo, nos 
periféricos, nos componentes de rede externos, na confi guração do sistema, no ambiente, 
na interação e na operação. Este conj unto permite avali ar a resposta do sistema sob carga 
pesada de processamento, e ev ita que se tenha que injetar falhas no SO nativo. O código 
do injetor e o da M V são separados. 
O acesso ao processador é direto, isto é, não simula uma CPU. A memória RAM 
é simulada via arq uivo mapeado em memória, e a unidade de gerência de memó ri a é 
simulada via mmap e mu11map. Os periféricos, incluso os de rede, também são simulados , 
e os drivers de dispos iti vos são construídos sobre chamadas de sistema ao SO nativo. O 
teclado e a console são implementados por um xrerm, enquanto que dispositi vos de rede 
são implementados por chamadas sockel. A rede o o roteamento são configurados à parte, 
permitindo interação transparente com a rede rea l. Traps (interrupções e exceções) são 
implementados por sinais, e o relógio de tempo real usa geuimeofday(). 
A injeção de fa lhas é disparada temporalmente, de forma pré-programada ou 
aleató ri a, e as fa lhas são configuradas em um arqui vo descritivo. Utili zando-se o ECE, 
não é necessário interação humana com o injetor, e uma instância do ECE é suficiente para 
todas as máquinas virtuais de um hospedeiro. A FAUmachine não implementa proteção 
de memória do kemel, e o processo Trace r é também o injetor. 
3.3. XEN 
O XEN é um monitor para máquinas virt uais (Virlual Machine Moniror - VMM), que 
suporta a arquitetura x86. Ele foi concebido para suportar múltiplos SOs virtuais, e atu-
almente suporta Linux, com portes para Windows XP e NetBSD parcialmente concluídos 
[XEN, 2004), [Barham et ai. , 2003] e [Fraser et ai. , 2003] . 
Di fe rente das duas MVs ante rio res , este VMM foi construído visando alto de-
sempenho e forte isolação entre Süs vi rtuais . Também neste caso um usuário instancia 
um VMM , que ex porta uma interface para binários. O XEN não uti liza virtuali zação to-
tal da máquina hospedei ra, mas um mecani smo denominado paravirtualização, no qua l a 
abstração de hardware oferecida aos SOs virtualizados é similar, mas não igual ao hard-
ware rea l. A virtuali zação total imporia penalidades maiores ao desempenho. Em vista 
di sto, os SOs virtuali zados precisam ter seu código-fonte portado para o XEN. 
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O mecanismo de funcionamento do XEN reti ra o kemel vi nual do Iúvel O (onde os 
SOs normalmente executam) e o transfere para o nível I , passando ele próprio a executar 
neste nível. As aplicações continuam a executar no nível 3 (menos privi legiado). Cada 
SO virtualizado está contido e executa em um domínio. O XEN, propriamente, é deno-
minado hypervisor e executa num domínio especial , DomínioO, criado na inicialização 
da máquina hospedeira. A vinuali zação oferecida pelo XEN divide-se em três áreas: 
gerência de memória, processador e periféricos. A gerência de memóri a é a pane mais 
complexa de tratar, ramo no hypervisor quanto no SO portado, em função de idiossincra-
sias da arquitetura x86. A virtual ização do processador requer que o SO portado execute 
num nível menos privilegiado, neste caso, o nível I . Instruções privi legiadas que o SO 
tenta executar são validadas pelo XEN, e fa lham caso o SO tente executá-las direrameme. 
Exceções, incluso fa lha de memória e traps de software, são virtuali zadas por tabelas de 
manipuladores. A maior penalidade imposta ao desempenho ocorre nas chamadas de sis-
tema e nas fa lhas de páginas de memória. Os di spositivos de entrada e saída (EIS) não 
são emulados, mas abstraídos. Esta interface melhora o isolamento entre osSOs virtuali-
zados, e é construída usando buj]"ers assíncronos em memória compartilhada. 
Assim como interrupções de hardware, o XEN suporta um mecanismo de entrega 
de interrupções desofiiVare, ou seja, notificações aos domínios, baseado em mapas de bits. 
O hypervisor permite apenas o controle básico de operações, e o com role e gerência do 
hypervisor e domínios são feitos por um sojiware de controle que executa no Domíni oO. 
Este software controla os outros domínios, inclusive sua criação e terminação, bem como 
interfaces vinuais de rede e di spositivos. 
4. Comparativo 
Quanto ao desempenho, dentre as MVs discutidas , o XEN é a que apresenta melhor 
resultado, haja visto sua construção. O UML e a FAUmachine apresemam desempenhos 
semelhantes , com leve vamagem do primeiro. Possivelmente, o que torna a FAUmachine 
mais lenta que o UML são suas extensões para injeção de falhas e monitoramento. 
A transparência é dependeme da aplicação em desenvolvimen to: se estiver no 
nível do usuário, todas as MV são elegíveis . Porém, se a apli cação precisar interagir 
com o SO, dependendo do nível a que se deve chegar, deve-se considerar características 
individuais das MVs. De modo geral, o UML é menos imrusivo, a não ser pelo SKAS. 
A FAUmachine se posiciona num meio-termo e o XEN é o mais intrusivo de todos. A 
portabilidade depende da continuidade do desenvolvimento das próprias máquinas. 
O UML é uma espécie de meta-arquitetura suportada no Linux, e deve ser possível 
executá- lo nas arq uiteturas de hardware suportadas pelo Linux. O XEN foi desenvolvido 
para a arquitetura x86. Quanto ao SO vi rtualizado, UML é restrito ao Linux, o mesmo 
acontecendo com a FAUmachine, enquanto que o XEN já está portando NetBSD e Win-
dows XP. Com relação ao SO hospedeiro , o UML prevê um futuro porte para outros SOs. 
Quanto ao XEN , ele é derivado de um kernel Linux, mas por ser um VMM esta carac-
terística não se aplica estritamente. 
Referente à intrusividade em termos de aplicações, nenhuma MV é intrusiva. 
Com respeito ao keme/, o XEN é o mais intrusivo de todos. 
Todas as MYs têm código-fonte aberto, e portanto a instrumentabilidade e mo-
nitorabilidade podem ser acrescidas às máquinas, se já não ex istirem. Em particular, a 
FAUmachine, por seus propósitos, já oferece um grau de instrumentabi lidade maior. 
Finalmente, na transportabilidade deve-se avaliar em que nível a operação deve 
ocorrer. Se for apenas a imagem da MV, a FAUmachine é transportável, assim como o 
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UML, ainda que o novo hospedeiro tenha que oferecer suporte a elas. O XEN não é facil -
mente transportlível, po is envolveri a o transpo rte do carregador e a pa rtição hospedeira . 
5. Conclusão 
Dadas às características das máquinas, pode-se afirma r que são utili z<íveis como ferra-
mentas de suporte ao desenvolvimento de aplicações tolerantes a falhas. A esco lha entre 
as máquinas apresentadas depende em parte da natureza da aplicação. Testes estão sendo 
conduzidos para aprofundar o conheci mento sobre as capacidades e limitações, bem como 
a adeq uação de cada máquina em função dos tipos de ap licações. A viabi lidade de outras 
máquinas virtuais também está sendo considerada, e será direcionada, caso necessário, 
pe las limitações encontradas nas MVs aqui apresentadas. 
Referências 
Barham, P., Dragov ic, B., Fraser, K., Hand , S., Harris, T. , Ho, A., Neugebauer, R., Prau, 
1. , and Warfie ld, A. (2003). Xen and Lhe art of virtuali zaLion . In Proceedings of the 
19th ACM symposiwn on Operating systems principies , pages 164- 177. 
Buchacker, K. and Sieh, V. (200 1 ). Framework fo r testing Lhe faull-lol erance of systems 
including os and network aspects. In The 6th IEEE lntem ational Symposi11m OI! High-
Assurance Sysrems Engineering, pages 95- 105 . 
Dike, J . (2004). The user-mode Iinu x kernel home page. URL: hllp ://user-mode-
linu x.sourceforge. net/. 
FAUmachine (2004). Faumachine projecl. URL: hllp://www3 .informalik.uni -
erl angen.de/Research/U MLinux. 
Figueiredo, R. J., Dinda, P. A. , and Fortes, J. A. 8. (2003). In Proceedings of the 23rd 
lntemarional Conference on Disrributed Compuring Systems , pages 550-559. 
Fraser, K. A. , Hand , S. M., Harri s, T. L. , Les lie, I. M., and Prall , I. A. (2003). The 
xenoserver computing infraestructure. Technical Report 552, Computer Laboratory, 
University of Cambridge, Cambridge, United Kingdom. 
Hóxer, H.-J., Buchacker, K., and Sieh, V. (2002). lmplemenling a user-mode Iinux with 
mini mal changes from original kernel. In 9th Inremational Lin11x System Technology 
Co'!(erence, pages 72- 82, Kóln, Germany. 
Kohlbrenner, E., Mor-ri s, D., and Morris, 8 . (2004). The history of vi rtual machines. 
URL: hup://cne.gmu.edu/itcore/v irtualmachine/hi story.htm. 
Liang, Z., Venkatakrishnan , V. N. , and Sekar, R. (2003). lsolated program execution: An 
application lransparenl approach for executing unlrusted programs. In Proceedings of 
tl1e 19th Ann11al Compute r Sec11rity App/icarions Conference, pages 182- 191 . 
Plex86 (2004) . The plex86 x86 virtual machine project. URL: hnp://www.plex86.org. 
Sieh, V. and Buchacker, K. (2002). Umlinux- a versali le swifi tool. In Proceedings ofthe 
4tll European Dependable Compllling Conference on Dependab/e Compwing, pages 
159- 171 . 
Thain , D. and Li vny, M. (2003). Parrot: Transparent user- level midd leware for data-
intensive compuling. In Workshop on. Adaptive Grid Middleware- AGridM 2003. 
VM ware Inc. (2004). Vmware. URL: http ://www.vmware.com. 
XEN (2004). Xen: The xen virtual machine monitor. URL: 
hup://www.cl .cam.ac.uk/Research/SRG/netos/xen/. 
