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I. INTRODUCTION
T HE first scientific studies of the problem of machine recognition of human speech were undertaken some twenty-five years ago. These were a direct consequence of the availability of the sound spectrograph which encouraged researchers to attempt to identify speech sounds and words visually from their spectrograms [1] . The history of the development of automatic speech iecognition (ASR) from this early stage has been well documented [2] , [3] A representative sample of the techniques used and results achieved in the early work is a machine of Davis, Biddulph, and Balashek [4] in 1952 which was designed to recognize the spoken forms of the digits 0 through 9. A zero-crossing analysis was performed in two frequency bands providing a twodimensional portrayal of the speech. Templates were first established for each of the digits, and a best match type comparison was made between these and further input words. The recognition rate was 97-99 percent for one speaker.
An eiample of a more modern word recognizer, using the same vocabulary, is that of De Mon [5] in 1973. Zero-crossings were again used, this time to enable the derivation of some parameters of the speech waveform. The time evolution of these parameters was analyzed, and algorithms provided a description of the evolutions. These descriptions were treated as the phrases of a language produced by a generative grammar, and recognition was achieved by the parsing of the descriptions. This technique resulted in a recognition rate of 98 percent overall for samples from four speakers.
If these two recognizers are compared it can be seen that, over the twenty-one year period, there have been great advances in digital techniques (including the advent of the small computer). Also there has been a sophistication of concepts. However, superficially it would appear that the actual performance of the recognizers has hardly improved at all (although to attain the same performance with four speakers as with one may itself be a substantial advance). This apparent lack of improvement (despite great technological progress) was heavily criticized in a letter to the Journal of the Acoustical Society of America in 1969 by Pierce [6] . In his letter, entitled "Whither Speech Recognition?", Pierce scathingly commented upon the unscientific behavior of researchers in the ASR field (he also questioned the need for ASR at all).
Replies have been made to Pierce's questions on the usefulness of ASR [7] , and recent studies have attempted to introduce an improved scientific methodology into ASR research [8] , but the problems of comparability remain. This inability to compare results in ASR is primarily due to the lack of bases of comparison and knowledge of expected performance, and the establishment of such standards is hampered by the lack of experimental data of the requisite quality in the literature. However, it is not just a case of setting up standard fonts (as in OCR [9] ) using voices; it is reasonable to assume that experimenters will be tackling different vocabularies and voices, and that the range will increase as the state-of-the-art advances. More realistically, analytical techniques are required for comparing results based on different situations.
Pierce's letter itself provides an example of the problems caused by the lack of scientific evaluations. He suggests that recognition around 95 percent correct could be achieved for clearly pronounced, isolated words, and this has been quoted by at least one experimenter in evaluating his machine [10] . The statement may be true for the ten digits, but what about other vocabularies? For example, a machine might use the word set 'pot', 'jam', and 'sid'; whereas another might use 'pot', 'cough', and 'cot'. One would not be surprised if the first machine achieved 90 percent and the second only 40 percent correct recognition, but which could be considered to be the best, and what happens when there are different numbers of speakers? The answer is that no techniques have been available for making such comparisons. Hence, experimenters who develop ad hoc systems find that on completion they have no methodology for evaluating what they have done either absolutely or relatively, and their work contributes little to the advancement of the state-of-the-art.
Intuitively it would appear that recognizers are trying to emulate a human process. Consequently, useful measures of performance might be ones which relate the artificial to the natural system, providing a normalization of the usual performance figures to more general "goodness" factors. Hence, a model of the human word perception process could be used as a target for the performance of a basic recognizer. Such a model would form a standard lacking in ASR research. Label-ing the human speech recognizer as the standard is almost inevitable; it is the original, and its performance has yet to be surpassed.
II. THE MODEL
The model (described in detail elsewhere [11] ) is based on two distance matrices and a response bias vector. Of the distance matrices, one represents the similarity between consonants, and the other represents the similarity between vowels.1 These were produced using multidimensional scaling; a statistical technique established in mathematical psychology as a process for finding a configuration of points whose interpoint distances correspond to dissimilarities [12] . This technique enabled the lack of experimental data relating to human recognition to be overcome by forming a model of phoneme recognition from various sources of phonetic data [13] - [15] .
This process was based on treating the confusion problem as one of interpoint distances in a phonemic space [16] . In practice there were two spaces: a consonant space and a vowel space (it was not possible to produce consonant/vowel distances).
The model is able to simulate the effects on the recognition of speech of different levels of injected noise (as used in confusabiity testing) by a contraction or expansion of the phonemic space. This was found to be linearly related to the signal-to-noise ratio in the following way. For consonant or vowel clusters with an unequal number of phonemes, the shorter cluster is made equal to the longer by duplicating elements. Where there is a choice, for example when matching two consonants against three, the solution resulting in the minimum distance between clusters should be used.
economic reasons these matrices (one of which is 25 X 25) are not reproduced here. They can be obtained from the author or from the Computer Society Repository.
From the distances obtained between initial consonants, final consonants and vowels, the distance between words is calculated as follows.
For words of unequal syllabic length, the rule is as for clusters, duplication of syllables in the shorter word. Thus a matrix of word distances D can be found. To demonstrate and clarify the techniques described, below are a few examples: 1) 'pit' and 'sun'
3) 'plus' and 'sat'
The response biases are averaged for each word giving a word response bias vector W. A confusion matrix F is calculated using the following formula,
By predicting real phonetic confusion data it was found that the numerical accuracy was reasonable and that the rank order accuracy (of confusions) was excellent. A prediction of word confusion data [18] was less accurate,but some of this decrease in accuracy can be attributed to the omission of all phoneme frequency and word bias effects. However, as nearly all current automatic word recognizers also ignore these effects, the model may prove realistic for them.
A similar model is proposed in Newell et al. [8, sec. A-10]. Based on distinctive features, it was able to include consonant/ vowel confusion. However, it did not account for noise, a central feature of the model described here.
III. USE OF THE MODEL IN EVALUATING ASR SYSTEMS
It is most likely that the majority of machines have to be evaluated on the basis of data available from the literature.
This means that a great deal depends on the nature and quality of the information provided. In any evaluation the task and the performance on that task must be known. Thus, the minimum amount of information required to be able to attempt to evaluate an ASR system is 1) the word set and 2) the recognition rate.
A typical example of a paper presenting this minimum information is that of Hill [191. A sixteen word vocabulary is listed and a recognition rate of 78 percent is given. To evaluate this machine in terms of an overall "goodness" factor, the performance is simulated with the model by varying the noise level until the same recognition rate is obtained for the same word set. When this has been achieved it can be appreciated that if high noise is required to make the model match the performance of the recognizer, then the recognizer cannot be performing well. On the other hand, if only a small amount of noise is necessary, then the recognizer must be good. The noise level is thus a measure of performance similar to the recognition rate.
A. The First "Goodness"Factor It is likely that a different recognition rate would be obtained if Hill's recognizer were to be tested on another word set. However, the noise required, when simulated on the model, would be the same as for the original word set. That is, at a fixed noise level, different word sets give differing recognition rates depending on their "complexity." This means that the simulated noise level is an overall "goodness" factor independent of the word set, and by simulation of the problem the normalization is effected. The factor of "goodness" is equivalent to stating that a certain recognizer produces a percentage recognition rate the same as a human operating under a specific signal-to-noise ratio. Thus, the measure is termed the human equivalent noise ratio (HENR) with units of dB H.
It was stated above that the performance of a recognizer would be at a constant HENR for different word sets. This is certainly true if the recognizer in question is working, that is, operating in a similar way to a human. However, if there is a fault in the recognizer it may be that the recognition of certain word sets would be enhanced and give misleading results. For example, if a machine was incapable of detecting fricatives, a word set containing none would give a high evaluation wrongly. Thus, associated with the HENR there has to be a significance factor to indicate the comprehensiveness of the set of words. This factor may be, for example, a statement of whether the word set contains all distinctive features [201.
The HENR, together with its significance, is a "goodness" factor which enables the comparison of any recognizers whose word set and recognition rate are known. An example of its use can be seen in the solution of the problem raised earlier relating to two recognizers, one of which gets 90 percent recognition rate on 'pot,' 'jam,' and 'sid,' and another which gets 40 percent on 'pot,' 'cough,' and 'cot.' These word sets were simulated with the model, arid the relationships between the recognition rate and the noise level can be seen in Fig. 1 . The graph shows the line for the first word set lying to the left of that for the second word set indicating its relative easiness. That is, the first word set maintains a higher recognition rate at higher noise levels.
From Fig. 1 , 90 percent on the first word set is evaluated at -16 dB H, whereas 40 percent on the second is -17 dB H. Thus, the machines are very nearly of equal "goodness," the first being slightly the better. However, the significance of the result for the first word set is probably higher than that for the second. This is because the first contains phonemes which cover all the distinctive features, whereas the second only accounts for half. This means that a prediction of performance on a third word set, based on the HENR, would be more likely to be accurate in the case of the first machine.
B. The Second "Goodness"Factor
The HENR does not give any indication whether the machine in question is operating in a humanlike fashion. To measure this, more information is required than just the recognition rate; a confusion matrix is necessary to show the structure of the mistakes. If such a matrix were available, then a measure of the "humanness" would be the difference between it and one predicted by the model. If the difference thus found is large, then the machine has behavior unlike that of the human. If it is small, then the recognizer can be said to be behaving in a human fashion (irrespective of the recognition rate). The measure used for this difference is that of "stress" as defined by Kruskal [21] . Stress is a "sum of squares of deviation" of the corresponding elements of two matrices. It is normalized and the square root is found, which is analogous to a standard deviation. It has a maximum value of 1 (100 percent) and a minumum of 0 @erfect fit). Thus, in the evaluation of recognizer results two basic "goodness" factors have been outlined.
1) The HENR which quotes the noise level at which a human would achieve the same percentage performance on the same test.
2) The stress between the experimental and the human confusion matrices which indicates the degree to which the system deviates from human behavior.
IV. USE OF THE MODEL TO IMPROVE THE PERFORMANCE
Following the evaluation of a recognizer and the use of that evaluation in comparison, an attempt can be made to suggest improvements. This entails trying to increase the recognition rate (hence, the HENR), or decrease the stress (preferably both).
One useful factor is an indication of the improvement in recognition, rate that is possible. This can be found roughly by assuming that the most the recognizer can achieve is the same percentage performance on each stimulus as a human. One means of doing this, by using the model, is to vary the noise level until all identification probabilities (diagonal elements in the confusion matrix) are just larger than those obtained by the recognizer. The resulting HENR and recognition rate can be said to be the best attainable by the recognizer if improvements were made such that it makes all its responses, at least as well as its best response, without improvement.
Having estimated the amount of improvement possible it is necessary to discoyer how to go about it. This can be done by distinguishing the types of errors present in an ASR experimental confusion matrix. Errors are identifiable by the presence of off-diagonal entries, thus it would appear logical to attempt to improve the response to the stimulus with the largest of these elements. However, it may be impossible to do this as the reason for the error may be a similarity on the part of the stimuli concerned, and not an error in the machine. This means that there are certain errors to be expected if the machine is to act in a human fashion (especially in noise). Consequently, to reduce stress and increase the recognition rate, the most "inhuman" responses have to be removed.
A. Finding "Inhuman "Responses
To deduce the responses not due to stimulus similarity, the confusion matrix can be subtracted from that predicted by the model such that these responses cancel. The remaining matrix will contain only the "inhuman" responses. A better way of doing this, which avoids the problem of noise, is to calculate the stress stimulus by stimulus (line by line). The order of stimuli on the basis of the highest line stress is the order in which improvements should be attempted., Little can be said about the actual method of improving a recognizer without reference to particular examples. This is because the nature of the improvement will depend on the machine. In general, it will involve the identification of some factor responsible for the "inhuman" errOrs, which can then be remedied.
V. EXAMPLES
The techniques described were applied to the comparison of various machines. However, not all recognizers could be evaluated due to limitations either on the part of the model or in the information available. For example,Herscher [22] gives incomplete details of his word set, and Clapper [23] omits the recognition rate. In both cases there is insufficient data.
The machines of Pols [2] and Velichko [241 used Dutch and Russian words, respectively, and the model was unable to simulate them without the appropriate phonemes. Another machine which could not be evaluated was that of Niederjohn [25] because it was a continuous speech recognizer, and the model does not allow for insertion or deletion type errors.
Examples of papers giving only the vocabulary and recognition rate are Hill [19] and Bezdel [26] . These two were evaluated in terms of HENR and it was found that Bezdel's machine performed better than Hill's (which is not surprising considering the simplicity of. Hill's machine). Unfortunately, only a few results are available in confusion matrix form of which Martin [10] 2 and Moore [28] are examples. These two machines in fact used the same word set and achieved about the same recognition rate (and hence HENR), but that of Martin was found to be better in terms of more humanlike behavior by the low stress obtained (again not surprising allowing for the sophistication of Martin's machine).
To demonstrate the usefulness of the improvement procedures, Forgie and Forgie's vowel recognizer [29] was evaluated. Analysis of the line stresses for their first experiment showed that the main contribution to the overall stress was confusion between long and short vowels. In fact, the recognizer was not being fed duration information. In their second experiment, with duration introduced as a decision parameter, it was found that the overall stress was almost halved, and there was an increase in the HENR.
As the HENR and stresses were designed as overall "goodness" factors, it is possible for all the machines mentioned above to be compared with each other. Table I shows a rank ordering of all these machines (plus a few others) in HENR terms with the best at the top. Similarly, for those with confusion matrices, a rank ordering for minimum stress is shown in Table II . Thus, it can be seen that, of the machines evaluated, Forgie and Forgie's has the best performance, but Martin's is the most humanlike.
VI, DIRECT TESTING
Machines available for direct testing are of special interest. They can be evaluated using exactly the same techniques, but the complexity of the task can be altered to suit the requirements of a particular test. As the complexity of the task has been shown to be a function of the word set, designing a test involves designing a suitable word set.
To do this there are several points to be considered. For example, from the graphs of recognition rate versus signal-tonoise ratio, it can be seen that some word sets are easier to recognize than others. Also, some graphs have smooth knees indicating a large range of applicability between minimum and maximum recognition. Another factor for designing a test word set is its comprehensiveness. The more comprehensive the word set, the more significant are the results. However, simpler tests involving word sets concentrating solely on the suspected areas can also be used.
2Mtjn's machine recognizes continuous speech, so the data was taken from the isolated word test, T3. 
VII. APPLICATION OF TECHNIQUES TO SYNTHESIS
In the same way that the model can be used as a standard to reveal "inhuman" errors in an automatic speech recognizer, so it can be used as a standard for the recognition of a speech synthesizer by a human.
Such an experiment was implemented using a PAT type synthesizer. The test word set consisted of all the initial consonants followed by /a/. The result of this test was a recognition rate of 36 percent which is -7dB .H. (It could be said that the synthesizer was being recognized better by humans than most of the machines quoted earlier were recognizing humans!) The stress was 80 percent mainly due to all the voiced-plosives being mistaken for glides.
VIII. AUDIOLOGY
Another area where the techniques described could have some application is in the field of audiology, where there is interest in errors in the human recognizer. Until recently, audiology has been mainly concerned with pure tone threshold measurements and the recognition of masked speech [33] . These tecimiques have been used because medically and diagnostically they have both been very useful and practical. The word tests usually require yes/no recognition responses, and interest is focused on the relationship between the recognition rate and the masking noise level. Such relationships are termed speech audiograms, and they are identical to the relationships which can be generated by the model Fig. 1 .
Interest in the structure of errors made in such tests has been relatively low, due mainly to the tedium of assimilating the data. This tediousness has led to automated testing systems [34] which enable the error behavior to be studied. Consequently, as more interest is shown in the analysis of confusion, and as more computer power becomes available, the use of a human model with the sort of evaluatory techniques described may be not only useful but necessary.
IX. CONCLUSIONS
It has been shown that, to date, there exists no suitable instrumentation for automatic word recognition systems.
Even the comparison of two machines using different word sets is impossible. To combat this, various techniques have been proposed as pointers to the way in which relative and absolute evaluations can be achieved. The basic premise has been the use of human performance (characterized by a limited model) as a standard with which performance normalization is possible. This has resulted in two general "goodness" factors, the noise level necessary to achieve comparable human performance (HENR), and the deviation of the pattern of confusions from human performance (stress).
As a demonstration of the effectiveness of these "goodness" factors, several machines using different word sets were compared. In addition, the same evaluatory techniques were shown to be applicable to situations other than ASR, speech synthesis and audiology.
In conclusion, it is apparent that more work is needed in the areas covered by this paper; the multispeaker problem has been ignored, and the continuous speech problem has been avoided. Instrumentation for ASR research is vital for progress through comparison and evaluation. Above all, to enable instrumentation systems to operate, the quality of the data presented in the literature must be of a high standard.
