I. INTRODUCTION
T HE National Physical Laboratory (NPL) in the U.K. and the National Institute of Standards and Technology (NIST) in the USA provide measurement services for pulse parameters of high-speed (transition duration 350-ps pulse generators [1], [2] ). Clients that use NIST's and the NPL's pulse measurement service include the aerospace, telecommunications, test equipment, and computer industries.
The purpose for the work presented herein is to provide a comparison of the pulse measurement services of the two national laboratories. The pulse parameters reported to the customer, and that are common to both NPL and NIST, are pulse amplitude and pulse transition duration (also known as rise time or fall time). Therefore, these two pulse parameters are used in the comparison. In addition, the pulse parameters of overshoot and undershoot (preshoot) are compared although neither NIST or NPL presently report these parameters routinely to their customers. NIST and NPL have recently completed an uncertainty analysis for overshoot and undershoot measurements and will be providing values for these parameters in their measurement service in 2002.
The comparison was done using the pulse parameter values computed for the raw waveforms and also for each waveform generated in the subsequent waveform processing procedure. Several comparisons were done with the reconstructed waveforms to identify if discrepancies occur either because of differences in the processing algorithms or because of errors in the estimates of the sampler impulse response. Also, to ensure that the pulse parameter extraction software did not introduce anomalies into results, the NPL and NIST pulse parameter extraction software was also tested. In this paper, we will first describe the pulse parameter measurement process, which includes acquiring a waveform, correcting the waveform, and reconstructing the waveform; and then present the results of the comparison.
II. BACKGROUND
The process of extracting pulse parameters starts with measuring the pulse (which yields the measured waveform), possibly correcting the waveform for any gain and timebase errors caused by the sampler, correcting for effects that the sampler impulse response and jitter have on the waveform (the waveform reconstruction process), and finally extracting the pulse parameters from the reconstructed waveform. The high-speed pulses were measured using digitizing equivalent-time sampling oscilloscopes (herein called samplers) having 3-dB attenuation bandwidths of approximately 20 GHz (presently, both NIST and NPL use 50-GHz samplers in their measurement service but at the time this comparison was being performed NIST was using 20-GHz samplers). Waveforms were acquired with the samplers and transferred to a computer for processing. Whether or not a correction is performed for gain errors and time-base errors is based on the ability to distinguish between the pulse parameter error and the published parameter uncertainty [1], [2] .
The last step in obtaining a waveform from which the pulse parameters are extracted is to perform a reconstruction. The reconstruction is necessary because the impulse response of the sampler distorts the pulse waveform features relative to that of the input pulse. However, because only an estimate for the sampler impulse response is available [3] - [5] , the reconstructed waveform is only an estimate of the input pulse. NIST and NPL used regularized reconstruction methods, using a method similar to that described in [3] , in this comparison to obtain waveforms that are estimates of the input pulses. Both national laboratories are presently working on methods to improve the accuracy of the sampler impulse response estimate that, in turn, would decrease the pulse parameter uncertainty contribution from the sampler impulse response [6] - [10] .
III. COMPARISON RESULTS
A pulse generator (nominal specifications: 15-ps transition duration, 0.25-V pulse amplitude, and 0.1% settling in 2 ns) and trigger system [11] were shipped between the two national laboratories to minimize any potential differences that may be caused by using distinct pulse generators or trigger systems. The room temperature of the laboratories were not the same during the measurements: NPL laboratory temperature was typically 21 C 2 C, whereas that of NIST was 23 C 1 C. Fig. 1 shows a flowchart depicting the NPL-NIST interlaboratory pulse parameter comparison.
A. Measured Waveforms and Pulse Parameter Extraction Software
The waveforms were measured using a specific manufacturer's 20-GHz sampling oscilloscopes because both national laboratories had these samplers in their inventory. The raw waveforms used in this comparison are shown in Fig. 2 . Both NIST's and NPL's pulse parameter extraction software are based on histogram methods [12] , [13] . The acquired waveforms are step-like waveforms and, therefore, have a bimodal amplitude distribution: one mode corresponds to state 2 ( , the top level in this case) and the other to state 1 ( , the bottom level in this case). and are the values of the nominally constant-valued regions on either side of the transition in a step-like (or two-state) waveform. The histogram size (number of histogram bins) is found using laboratory-specific criteria, such as a minimum number of elements counted in the smaller of the two mode bins (presently used by NIST), or a fixed number of histogram bins (typically , where n is an integer) (presently used by NPL), or by an optimal search (proposed NIST method) [14] . The difference between and is the pulse amplitude [13] , [15] . The transition duration is defined as the difference between the instants when the waveform crosses two different reference levels. The 10% and 90% reference levels are typically used to define the transition duration, the percentage referring to the pulse amplitude. Occasionally these levels are ill-defined for a particular waveform shape in which case the 20% and 80% reference levels may be used to determine the transition duration.
Figs. 3-6 show pulse parameter extraction results for the NIST and NPL algorithms and for different positions of the transition within the epoch of the waveforms shown in Fig. 2 . The horizontal-axis annotation, "Measurement Method," indicates the pulse parameter extraction algorithm and waveform length.
A Methods A to D were applied to all nine waveforms. Method E was applied to all four NIST waveforms and two NPL waveforms and Method F applied to one NIST waveform and one NPL waveform. Methods E and F were not applied to NPL-1 and -2 because these waveforms were used to examine the effect of position on the values of the pulse parameters, which was determined by Methods A to D.
The waveform length was truncated in Methods B and D so that all waveforms had approximately the same number of points on either side of the transition. The key in Figs. 3-6 represents the different waveforms (shown in Fig. 2 ). All waveforms contained 1024 elements (sampled data). The NIST-measured waveforms are the result of 1024 averages whereas the NPL data are the result of 128 averages; all averaging is done internally by the samplers. There was no observable drift in the waveforms for the time required to acquire the averaged waveforms. The waveforms used in this section represent as-measured data. Fig. 3 shows the effect of the pulse parameter extraction method, transition location, and waveform truncation on pulse amplitude. For this data, we observed a correlation between the extracted pulse amplitude and the position of the transition within the epoch. This correlation is a result of the fact that and are derived from the modes of the histogram and these modes may be affected by the length of the nominally constant-valued regions on either side of the transition. The histogram modes may be affected if the regions are not absolutely constant and are shortened or lengthened. The effect of transition position on can be observed by comparing Methods A and B and Methods C and D in Fig. 7 for the NIST waveforms. The effect of transition position is effectively the same as waveform truncation and its effect on pulse amplitude, through its effects on is also shown in Fig. 7 . The effect of transition location and truncation will manifest itself in all the other pulse parameters because they are all calculated from pulse amplitude. There also appears to be a slight difference between the pulse parameter values that were extracted using the NIST and NPL algorithms for certain nontruncated waveforms. For pulse amplitude, however, the difference between NIST and NPL reported values is less than 1% of pulse amplitude, which is less than the reported uncertainties of approximately 1.3% of pulse amplitude.
The difference in pulse amplitude shown in Fig. 3 may be also be the result of different measurement temperatures, different histogram sizes, or the fact that different samplers behave differently. In [16] , temperature coefficients for pulse amplitude of up to approximately 1.5 mV/ C are reported. The effect of different histogram sizes on pulse amplitude, which is about 0.15% of pulse amplitude or less, is exhibited by differences between the pulse amplitude values calculated using Methods E and F and Methods A and C.
For calculating percentage post-transition overshoot (hereafter referred to as overshoot) and pre-transition under- where and are the waveform extrema. For transition duration (see Fig. 4 ), NIST linearly interpolates between sampling instants to find the reference level instants corresponding to the selected reference levels [13] , [15] , such as the 10% and 90% reference levels. To find the transition duration, NPL fits a quadratic least squares to five data points (typical) around each reference level and then uses the coefficients of the curve fitted to the data to interpolate the reference level instants. This process reduces the effects of signal noise on the computation of the reference level instant.
The NIST-measured waveforms have longer transition durations than the NPL-measured waveforms (see Fig. 4 ). The differences shown in Fig. 4 are most likely a consequence of the NIST sampler having a slightly smaller bandwidth than the NPL sampler.
The post-transition overshoot in a waveform is affected by sampler bandwidth and since the NPL sampler exhibited a slightly greater bandwidth than did the NIST sampler used in this comparison, this bandwidth difference may have contributed to the larger observed overshoot in the NPL data compared to the NIST data (see Fig. 5 ). Noise may also affect the overshoot values since overshoot is defined as the local extremum.
The undershoot observed in the waveforms is more of a lowfrequency oscillatory artifact than a peaked artifact and, therefore, is less affected by sampler bandwidth than is the overshoot. Also, undershoot will be sensitive to the position of the transition in the epoch because of the small-amplitude oscillations prior to the transition. The effect of transition position can be Fig. 6 by comparing Methods A and B and Methods C and D (B and D are the truncated waveforms) for the NIST waveforms. Noise may also affect the undershoot values since undershoot is defined as the local extremum.
1) Recommendations: For reproducibility and accurate comparisons of pulse parameter values, it is important that waveforms having the same waveform epoch and transition position be used. For the work presented in this section, the same waveform epoch was used but not necessarily the same relative transition position (see Fig. 2 ). However, by truncating the waveforms, it was possible to simulate waveforms with the same transition position. Comparing the raw (or measured) data is a useful exercise because it will provide a clue as to the origin of differences, if they exist, between reported pulse parameter values.
B. Corrected Waveforms
NPL does not usually correct their measured waveforms for sampler gain or time-base errors because typically these errors are small and their effects are included with the uncertainty contributions. These errors are typically small compared to the overall parameter uncertainty. When these errors are significant, NPL does correct the waveforms. NIST does correct their waveforms, and an example of the effect of the correction is shown in Table I for NIST measured waveform NIST-1. The order of time and gain correction was exchanged to verify that corrections were linear to the desired precision for the amount of correction required (see columns 5 and 6 of Table I ).
The number of bins found in the optimal search routine [14] exceeds that expected by the effective number of bits because of waveform averaging: each acquired waveform was the result of at least 1024 internally-averaged (by the sampler) waveforms.
Recommendations. It is apparent from Table I that the effect of waveform correction is well below the uncertainty reported to the customer. Consequently, applying a correction algorithm may not always provide additional benefit to the customer in terms of reduced uncertainty. However, if a bias in a pulse parameter does exist because of a known error, then that parameter's uncertainty estimate is no longer symmetric. That is, the error introduces a bias in the uncertainty. Time-base errors can be large and nonlinear with time, resulting in a contraction/expansion of several picoseconds over an entire 2-ns epoch [17] - [19] . However, if the time-base errors are applied locally to the transition region of the waveform and the waveform is positioned within a region of the epoch that exhibits a nominally [20] , then the uncertainty in the transition duration will be symmetric.
C. Reconstruction Comparison Using Simulated Waveforms
The measured or acquired waveforms can be described as the convolution of the input pulse with the sampler impulse response and the jitter. To perform the comparison of reconstructed waveforms, the effect of reconstruction algorithm and sampler impulse response estimate has to be separated. NIST and NPL use different "blind" reconstruction algorithms, that is, reconstruction algorithms where no a priori information on the impulse response is used or required. The "measured" waveforms were simulated by convolving sampler impulse response estimates with already-measured waveforms (which are the target or simulated input waveforms). The effect of noise on the reconstruction process was also investigated by adding different levels of noise to the "measured" waveforms.
In Tables II-IV , the input waveform is the result of the convolution of an input signal with a filter after which noise is added. The input signals are g1 (3-dB attenuation bandwidth, 20 GHz) and g2 ( 16 GHz), which are the measured output of two different pulse generators, the filters are given by f1 to f5, and the added noise is represented by n0 to n2. Filters f1 and f2 are second-order filters with 3-dB attenuation bandwidths of approximately 16 GHz and 20 GHz. Filters f3 to f5 are Gaussian filters with decreasing bandwidths of approximately 50 GHz, 20 GHz, and 12 GHz. The noise that was added is 0 V rms for n0, 100 rms for n1, and 1 mV rms for n2. The target values for the pulse parameters are those of g1 and g2. The nominal pulse amplitude of g1 and g2 is 1 V. The impulse responses of the filters integrate to one and, consequently, do not cause the amplitude of the input waveform to differ from that of the target (or input) signal. Tables II-IV show that the differences between pulse parameters obtained using the NIST and NPL waveform reconstruction methods are small. Both reconstruction methods are affected by noise and filter type to about the same magnitude. In Tables II-IV , columns 2 and 3 represent the pulse parameter values of the NPL (column 2) and NIST (column 3) reconstructed waveforms using the NIST pulse parameter software for histogram bins. For comparison, column 4 represents the target values (parameters of the unfiltered signals, either g1 or g2) calculated using the NIST pulse parameter software. The reason one source of software is used in this part of the comparison is to avoid introducing any differences in the extracted pulse parameters of the reconstructed waveforms that may have been caused by the differences between the NIST and NPL pulse parameter algorithms. The average error, given by , represents the bias in the pulse parameter values caused by the waveform reconstruction process. The is the sample standard deviation.
Recommendations The data in Tables II-IV show that both reconstruction methods work well. The errors in the pulse parameter values show that the reconstruction method imposes a bias on those parameters. The only parameter for which both NIST and NPL have a published uncertainty [1], [2] is transition duration. For transition duration, the bias is less than one-tenth of the published uncertainty and standard deviation is less than one-fifth of the published uncertainty.
IV. CONCLUSION
A comparison of the pulse measurement services from NPL and NIST shows that the pulse parameter values for both national laboratories are within published uncertainties. For transition duration, the difference between NPL and NIST values are within the published uncertainties [1], [2] and these differences are dominated by the different impulse responses of the samplers used and, perhaps the uncertainty in the sampler impulse response estimate. For undershoot/preshoot, the primary differences between NPL and NIST are due to the different sampler impulse responses and their estimates. The differences observed between the overshoot values determined by NPL and NIST are equally affected by the reconstruction process and the different samplers used. For amplitude, the differences between the values reported by NPL and NIST are dominated by the different sampler responses; however, these differences are within the published uncertainties.
