Local image features are often used to efficiently represent image content. The limited number of types of features that a local feature extractor responds to might be insufficient to provide a robust image representation. To overcome this limitation, we propose a context-aware feature extraction formulated under an information theoretic framework. The algorithm does not respond to a specific type of features; the idea is to retrieve complementary features which are relevant within the image context. We empirically validate the method by investigating the repeatability, the completeness, and the complementarity of context-aware features on standard benchmarks. In a comparison with strictly local features, we show that our context-aware features produce more robust image representations. Furthermore, we study the complementarity between strictly local features and context-aware ones to produce an even more robust representation.
Introduction
Local feature detection (or extraction, if we want to use a more semantically correct term [1] ) is a central and extremely active research topic in the fields of computer vision and image analysis. Reliable solutions to prominent problems such as widebaseline stereo matching, content-based image retrieval, object (class) recognition, and symmetry detection, often make use of local image features (e.g., [2, 3, 4, 5, 6, 7] ). This paper extends our previously published work in [8] . The extended version contains a more detailed description of the method as well as a more comprehensive evaluation. We have added the salient region detector [9] to the comparative study and the complementarity evaluation has been performed on a large data set. Furthermore, we have included a qualitative evaluation of our contextaware features.
Related work
The information provided by the first and second order derivatives has been the basis of diverse algorithms. Local signal changes can be summarized by structures such as the structure tensor matrix or the Hessian matrix. Algorithms based on the former were initially suggested in [10] and [11] . The trace and the determinant of the structure tensor matrix are usually taken to define a saliency measure [12, 13, 14, 15] .
The seminal studies on linear scale-space representation [16, 17, 18] as well as the derived affine scale-space representation theory [19, 20] have been a motivation to define scale and affine covariant feature detectors under differential measures, such as the Difference of Gaussian (DoG) extractor [21] or the Harris-Laplace [22] , which is a scale (and rotation) covariant extractor that results from the combination of the Harris-Stephens scheme [11] with a Gaussian scale-space representation. Concisely, the method performs a multi-scale Harris-Stephens keypoint extraction followed by an automatic scale selection [23] defined by a normalized Laplacian operator. The authors also propose the HessianLaplace extractor, which is similar to the former, with the exception of using the determinant of the Hessian matrix to extract keypoints at multiple scales. The Harris-Affine scheme [24] , an extension of the Harris-Laplace, relies on the combination of the Harris-Stephens operator with an affine shape adaptation stage. Similarly, the Hessian -1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Affine algorithm [24] follows the affine shape adaptation; however, the initial estimate is taken from the determinant of the Hessian matrix. Another differential-based method is the Scale Invariant Feature Operator (SFOP) [25] , which was designed to respond to corners, junctions, and circular features.
The explicitly interpretable and complementary extraction results from a unified framework that extends the gradient-based extraction previously discussed in [26] and [27] to a scale-space representation.
The extraction of KAZE features [28] is a multiscale-based approach, which makes use of nonlinear scale-spaces. The idea is to make the inherent blurring of scale-space representations locally adaptive to reduce noise and preserve details. The scale-space is built using Additive Operator Splitting techniques and variable conductance diffusion.
The algorithms proposed by Gilles [29] and Kadir and Brady [9] are two well-known methods relying on information theory. Gilles defines keypoints as image locations at which the entropy of local intensity values attains a maximum. Motivated by the work of Gilles, Kadir and Brady introduced a scale covariant salient region extractor. This scheme estimates the entropy of the intensity values distribution inside a region over a certain range of scales.
Salient regions in the scale-space are taken from scales at which the entropy is peaked. There is also an affine covariant version of this method [30] .
Maximally Stable Extremal Regions (MSER) [2] are a type of affine covariant features that correspond to connected components defined under certain thresholds. These components are said to be extremal because the pixels in the connected components have either higher or lower values than the pixels on their outer boundaries. An extremal region is said to be maximally stable if the relative area change, as a result of modifying the threshold, is a local minimum. The MSER algorithm has been extended to volumetric [31] and color images [32] as well as been subject to efficiency enhancements [33, 34, 35] and a multiresolution version [36] .
Analysis and Motivation
Local feature extractors tend to rely on strong assumptions on the image content. For instance, Harris-Stephens and Laplacian-based detectors assume, respectively, the presence of corners and blobs. The MSER algorithm assumes the existence of image regions characterized by stable isophotes with respect to intensity perturbations. All of the above-mentioned structures are expected to be related to semantically meaningful parts of an image, such as the boundaries or the vertices of objects, or even the objects themselves. However, we cannot ensure that the detection of a particular feature will cover the most informative parts of the image. [13] can fail in the attempt of providing a robust image representation. In the first example ( Fig. 1 (a)-(d) ), the closed contour, which is a relevant object within the image context, is neglected by the strictly local extractor. On the other hand, the context-aware extraction retrieves a keypoint inside the closed contour as one of the most salient locations. The second example ( Fig. 1 (e) and (f)) depicts the "Needle in a Haystack" im-age and the overlaid maps (in red) representing the Shi-Tomasi saliency measure and our context-aware saliency measure. It is readily seen that our method provides a better coverage of the most relevant object. 
Context-Aware Keypoints
Our context-aware feature extraction adopts an information theoretic framework in which the key idea is to use information content to quantify (and express) feature saliency. In our case, a contextaware keypoint will correspond to a particular point within a structure with a low probability of occurrence.
Shannon's measure of information [37] forms the basis for our saliency measure. If we consider a symbol s, its information is given by
where P (·) denotes the probability of a symbol. For our purposes, using solely the content of a pixel x as a symbol is not applicable, whereas the content of a region around x will be more appropriate. Therefore, we will consider any local description w(x) ∈ R n that represents the neighborhood of x as a viable codeword. This codeword will be our symbol s, which allows us to rewrite Eq. (1):
However, in Shannon's perspective, a symbol should be a case of a discrete set of possibilities, whereas we have w(x) ∈ R n . As a result, to estimate the probability of a certain symbol, a frequentists approach might be used. In this case, one should be able to quantize codewords into symbols.
It is clear that the frequentists approach becomes inappropriate and the quantization becomes a dangerous process when applied to a codeword, since the quantization errors can induce strong artifacts in the I(x) map, generating spurious local maxima.
We abandon the frequentist approach in favor of a Parzen Density Estimation [38] , also known as Kernel Density Estimation (KDE). The Parzen estimation is suitable for our method as it is nonparametric, which will allow us to estimate any probability density function (PDF), as long as there is a reasonable number of samples. Using the KDE,
we estimate the probability of a codeword w(y) as follows:
where
h is a smoothing parameter called bandwidth and N = |Φ| is the cardinality of the image domain Φ.
The key idea behind the KDE method is to smooth out the contribution of each sample x by spreading it to a certain area in R n and with a certain shape as defined by the kernel K. There is a number of choices for the kernel. Nonetheless, the most commonly used and the most suitable is a multidimensional Gaussian function with zero mean and standard deviation σ k . Using a Gaussian kernel, (3) can be rewritten as
where h has been replaced by the standard deviation σ k and Γ is a proper constant such that the estimated probabilities are taken from an actual PDF. Summarizing, our saliency measure will be given by
and context-aware keypoints will correspond to local maxima of m that are above a given threshold T.
For a complete description of the proposed method, we have to define a distance measure d
and set a proper value to σ k . Due to relevance of these two parameters in the process of estimating the PDF, they will be discussed in two separate subsections (4.1 and 4.2). Nonetheless, the KDE has an inherent and significant drawback: the computational cost. To estimate the probability of a pixel, 
The distance d
To completely define a KDE-based approach, we have to define (i) the distance d, (ii) the kernel K, and (iii) the bandwidth h. These three parameters are interrelated since they will form the final "shape" of the kernel. As for the distance function d, we consider the Mahalanobis distance:
where W = x∈Φ w(x) and Σ W is the covariance matrix of W . Using this distance, any affine covariant codeword will provide an affine invariant behavior to the extractor. In other words, any affine transformation will preserve the order of P . This result is summarized in the following theorem:
, where T is an affine transformation. Let P (1) and P (2) be the probability maps of w (1) and w (2) , i.e.,
In this case,
Proof: (See Appendix A).
The smoothing parameter σ k
A Parzen estimation can be seen as an interpolation method, which provides an estimate of the continuous implicit PDF. It has been shown that , 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 for N → ∞, the KDE converges to the actual PDF [38] . However, when N is finite, the bandwidth h plays an important role in the approximation. In the case of a Gaussian kernel, σ k is the parameter that accounts for the smoothing strength.
The free parameter σ k can potentially vanish the ability of the proposed method to adapt to the image context. When σ k is too large, an oversmoothing of the estimated PDF occurs, canceling the inherent PDF structure due to the image content. If σ k is too small, the interpolated values between different samples could be low, such that there is no interpolation anymore. We propose a method, in the case of univariate distribution, to determine an optimal sigma σ k , aiming at sufficient blurring while having the highest sharpen PDF between samples. We use univariate distributions since we approximate the KDE computations of a D-dimensional multivariate PDF by estimating D separate univariate PDFs (see Appendix B).
From N samples w, we define the optimal σ k for the given distribution as
where w i and w i+1 is the farthest pair of consecutive samples in the distribution. It can be shown that, by solving (7), we have σ k = |w i − w i+1 |. It can be also demonstrated that for σ < |w i − w i+1 | /2, the estimated PDF between the two samples is concave, which provides insufficient smoothing. Using σ k as defined above, we assure that we have sufficient blurring between the two farthest samples, while, at the same time, providing the highest sharpen PDF.
CAKE Instances
Different CAKE instances are constructed by considering different codewords. As observed by
Gilles [29] and Kadir and Brady [9] , the notion of saliency is related to rarity. What is salient is rare.
However, the reciprocal is not necessarily valid. A highly discriminating codeword will contribute in turning every location into a rare structure; nothing will be seen as salient. On the other hand, with a less discriminating codeword, rarity will be harder to find. We will present a differential-based instance, which is provided by a sufficiently discriminating codeword. The strong link between image derivatives and the geometry of local structures is the main motivation to present an instance based on local differential information.
We propose the use of the Hessian matrix as a codeword to describe the local shape characteristics. We will consider components computed at multiple scales, which will allow us to provide an instance with a quasi-covariant response to scale changes. The codeword for the multiscale Hessianbased instance is
where L xx , L xy and L yy are the second order partial derivatives of L, a Gaussian smoothed version of the image, and t i , with i = 1, . . . , M, represents the scale. [22] , SFOP [25] , and the scale covariant version of the Salient Region detector (Salient) [9] . The MSER algorithm [2] , which has an affine covariant response, is also included in the evaluation. All the implementations correspond to the ones provided and maintained by the authors.
We follow the evaluation protocol proposed by Repeatability is also considered in our validation.
We measure it through the standard evaluation protocol proposed by Mikolajczyk et al. [40] . 
The characteristic scale for each keypoint corresponds to the one at which the operator attains an extremum. This scale defines the radius of a circular region centered about the keypoint. Note that the CAKE instance does not solely respond to blob- 
Completeness and complementarity evaluation
To measure the completeness of features, Dickscheid et al. [39] compute an entropy density p H (x) based on local image statistics and a feature coding density p c (x) derived from a given set of features. The measure of (in)completeness corresponds to the Hellinger distance between the two densities:
where Φ is the image domain. When p H and p c are very close, the distance d H will be small, which means the set of features with a coding density p c effectively covers the image content (the set of features has a high completeness). Such metric penalizes the use of large scales (a straightforward solution to achieve a full coverage) as well as the presence of features in pure homogeneous regions. On the other hand, it will reward the "fine capturing"
of local structures or superimposed features appearing at different scales (the entropy density takes into consideration several scales). The dataset contains six of the seven categories used in the original evaluation (Fig. 4) . It comprises four categories of natural scenes [41, 42] , the Brodatz texture collection [43] as well as a set of aerial images. The seventh category, which is comprised of different cartoon images, was not made publicly available. Figure 4 : Example images from the categories in the completeness and complementarity dataset.
well-define hierarchy among features), where n = min{
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Context-awareness evaluation
For a qualitative evaluation of the contextawareness of [HES]-CAKE regions, we use three images typically used in the validation of algorithms for visual saliency detection [44] . Each one of the test images shows a salient object over a background containing partially salient elements. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 ure 7 depicts the test images, the corresponding information maps given by the CAKE instance, as well as the coverage provided by the context-aware regions when 100 and 250 points are used. In all cases, our algorithm succeeds in covering distinctive elements of the salient objects. With 250 [HES]-CAKE regions, the coverage becomes a relatively robust image representation in all cases.
Repeatability Evaluation
The repeatability score between regions extracted in two image pairs is computed using 2D
homographies as a ground truth. Two features (regions) are deemed as corresponding and, therefore, repeated, with an overlap error of R × 100% if
where R µ denotes the set of image points in the elliptical region verifying x T µx ≤ 1 and H is the homography that relates the two input images. (Table 3 ). The repeatability of regions is computed within an overlap error of 40%, using the first image as a reference. Figure 8 reports the results in terms of average repeatability scores (top plot) and number of correspondences (bottom row) for each sequence.
Among scale covariant features, HESLAP regions exhibit a slightly better overall repeatability score, namely in well-structured scenes (e.g., Bikes) where blob-like features are more present and well-defined. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 As for the applicability of the method, we believe that most of the tasks requiring a robust image representation will benefit from the use of contextaware features. In this category, we include tasks such as scene classification, image retrieval, object (class) recognition, and image compression.
Appendix A. Proof of Theorem 1
Proof. Let us suppose that P (2) (x l ) ≤ P (2) (x m ) (the reasoning will be analogous if we consider the other inequality). From the definition of probability, we have
Let A be the matrix that represents the transformation T (we assume no translation). Since Σ W (2) = AΣ W (1) A T , the numerators from the exponents in the first and second members of the inequality can be rewritten as
and
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Thus,
From the hypothesis, we have P (1) (x l ) ≤ P (1) (x m ).
Appendix B. Reduced KDE
As shown by Theorem 1, applying an affine transformation to the codewords does not change the result of the extractor. We take advantage of this, and perform a principal component analysis (PCA) to obtain a new codeword distribution W P , where elements are denoted by w P (x). In this case, the inverse of the covariance matrix Σ −1 WP is a diagonal matrix, where the elements on the diagonal contain the inverse of the variance of every variable of W P . Consequently, we can rewrite the Gaussian KDE in (4), using the Mahalanobis distance d(·, ·), as another Gaussian KDE with Euclidean distance as
WP (i, i), i.e., the square root of the i th diagonal element of the inverse of covariance matrix. Equation (Appendix B.1) can be rewritten asp
By assuming that each dimension i provides a PDF that is independent of other dimensions, Equation (Appendix B.2) can be approximated as follows: clarity, in the next part of the section we will refer top i (w P,i (y)) as p(w(y)). We will also omit the constant 1/N Γ and the constants a i .
We can extend the concept of KDE, by giving a weight v(x) > 0 to each sample, so that the univariate KDE can be rewritten as a reduced KDE: 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 of samples N R , the algorithm progressively fuses pairs of samples that have a minimum distance: To further speed-up the approximation, we can use a reduced number of dimensionsD < D such that the firstD th dimensions of the multivariate distribution W P cover 95% of the total distribution variance. This is a classical strategy for dimensionality reduction that has provided, in our tests, an average of 3× further speed-up . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 
