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Abstract
We prove for a class of nonlinear Schro¨dinger systems (NLS) having two
nonlinear bound states that the (generic) large time behavior is character-
ized by decay of the excited state, asymptotic approach to the nonlinear
ground state and dispersive radiation. Our analysis elucidates the mecha-
nism through which initial conditions which are very near the excited state
branch evolve into a (nonlinear) ground state, a phenomenon known as
ground state selection. Key steps in the analysis are the introduction of a
particular linearization and the derivation of a normal form which reflects
the dynamics on all time scales and yields, in particular, nonlinear Master
equations. Then, a novel multiple time scale dynamic stability theory is
developed. Consequently, we give a detailed description of the asymptotic
behavior of the two bound state NLS for all small initial data. The methods
are general and can be extended to treat NLS with more than two bound
states and more general nonlinearities including those of Hartree-Fock type.
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1. Introduction and statement of main results
In this paper we study the detailed dynamics of the nonlinear Schro¨dinger equation
with a potential (NLS) 1:
i∂tφ = Hφ+ λ|φ|2φ. (1.1)
Here, H = −∆ + V (x) is a self-adjoint operator on L2(IR3) and λ is a coupling
parameter, assumed real and of order one. We assume that V (x) is a smooth
potential, which decays sufficiently rapidly as |x| tends to infinity (short range).
Finally, we assume that the operator H has no zero energy resonance [23, 30], a
condition which holds for generic V .
NLS is a Hamiltonian system with conserved Hamiltonian energy functional:
Hen[φ] =
∫
|∇φ(x)|2 + V (x)|φ(x)|2 + λ
2
|φ(x)|4 dx (1.2)
and additional conserved integral
N[φ] =
∫
|φ(x)|2 dx (1.3)
These conserved integrals are continuous in the H1(IR3) topology. An extensive
discussion of the well-posedness theory can be found in the [6, 21, 47]. In partic-
ular, NLS is well-posed globally in time in the space H1(IR3), for initial data, φ0,
which is sufficiently small in H1.
Throughout this paper we shall assume that φ0 has sufficiently small H
1 norm.
We shall use the notation:
E0 ≡ ‖φ0‖2H1 (1.4)
For V (x) which decays sufficiently rapidly as |x| tends to infinity (short range
potentials) the spectrum of H [34] consists of discrete spectrum, σd(H), consist-
ing of a finite number of negative point eigenvalues, and continuous spectrum,
σc(H) = [0,∞). The dynamics of solutions for λ = 0 (linear Schro¨dinger) is very
1In a similar way, one can treat nonlinearities λK[|φ|2] is a nonlinear term which can be local
or nonlocal. Typical examples are: K[|φ|2] = |φ|p and K[|φ|2] = K ⋆ |φ|2, for some convolution
kernel, K.
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well understood. Let ψj∗ and Ej∗ denote bound states and bound state energies
of the linear Schro¨dinger operator H :
Hψj∗ = Ej∗ψj∗, 〈ψj∗, ψk∗〉L2 = δjk. (1.5)
Arbitrary initial conditions in an appropriate Hilbert space, evolve as t tends
to infinity into a time-quasiperiodic part consisting of a superposition of time
periodic and spatially localized states with frequencies given by the eigenvalues
and a dispersive or radiative part, which decays to zero as t tends to infinity in
appropriate spaces, e.g. Lp, p > 2, L2(〈x〉−σ dx).
In order to be more precise, introduce Pc∗, the orthogonal projection onto the
continuous spectral subspace of H :
Pc∗f = f −
∑
j
〈ψj∗, f〉 ψj∗. (1.6)
The solution of the linear Schro¨dinger equation can be expressed as
e−iHtφ0 =
∑
j
〈ψj∗, φ0〉 ψj∗e−iEj∗t + e−iHtPc∗φ0. (1.7)
The time decay of the continuous spectral part of the solution can be expressed,
under suitable smoothness, decay and genericity assumptions on V (x), in terms
of local decay estimates [23, 30]:
‖ 〈x〉−σe−iHtPc∗φ0 ‖L2(R3) ≤ C〈t〉− 32 ‖ 〈x〉σφ0 ‖L2(R3), (1.8)
σ ≥ σ0 > 0, and L1 − L∞ decay estimates [24, 57]
‖ e−iHtPc∗φ0 ‖L∞(R3) ≤ C|t|− 32 ‖ φ0 ‖L1(R3). (1.9)
For λ 6= 0 the bound states of the linear problem persist, and bifurcate from
the linear states at zero amplitude into branches of nonlinear bound states [35].
Of interest to us is the detailed dynamics of the nonlinear problem on short,
intermediate and long time scales and, in particular, the manner in which the
nonlinear bound states participate in the dynamics. In [35] variational methods
were used to establish the existence and orbital Lyapunov stability of bound states
which are local minimizers of Hen subject to fixed N; see also [55, 15]. This result
says that initial data which is close, modulo a phase adjustment, in H1 to the
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ground state remains H1 close to a phase adjusted ground state for all time. The
H1 norm is closely related to the conserved Hamiltonian energy of the system and
is insensitive to dispersive phenomena. Therefore, the detailed dynamics is not
addressed by this result. For example, could the large time dynamics consist of a
nonlinear ground state plus a small nonlinear excited state part? The main result
of this paper implies that this cannot occur.
For the nonlinear problem, the simplest question to consider is the case where
H has only one simple eigenvalue and the norm of the solution is small. The
detailed dynamics was studied in [38, 39, 32, 53]. Small norm initial data are shown
to evolve into an asymptotic nonlinear ground state and a radiative decaying part.
In this paper we study the multibound state variant of this question. We
consider the specific case where H has two simple eigenvalues, E0∗ and E1∗. The
linear Schro¨dinger equation then has two time-periodic solutions ψ0∗e
−iE0∗t and
ψ1∗e
−iE1∗t, with Hψj∗ = Ej∗ψj∗, ψj∗ ∈ L2. Therefore [35], NLS has two branches
of nonlinear bound states bifurcating from the zero state at the eigenvalues of H ,
Ψα0e
−iE0t and Ψα1e
−iE1t, with Ψαj ∈ L2 satisfying
HΨαj + λ|Ψαj |2Ψαj = EjΨαj . (1.10)
Here, αj denotes a coordinate along the j
th nonlinear bound state branch and
Ej = Ej∗ +O(|αj|2). (1.11)
In contrast to the linear behavior (1.7) our main result is the following:
Theorem 1.1. Consider NLS with V (x) a short range potential supporting two
bound states as described above. Furthermore, assume that the linear Schro¨dinger
operator, H , has no zero energy resonance.
(1) Assume the initial data, φ(0), is small in the norm defined by:
[φ(0)]X ≡ ‖〈x〉σφ(0)‖Hk , (1.12)
where k > 2 and σ > 0 are sufficiently large. Let φ(t) solve the initial value
problem for NLS.
Assume the (generically satisfied) nonlinear Fermi golden rule resonance condition2
Γω∗ ≡ λ2π
〈
ψ0∗ψ
2
1∗, δ(H − ω∗)ψ0∗ψ21∗
〉
> 0 (1.13)
2The operator f 7→ δ(H − ω∗)f projects f onto the generalized eigenfunction of H with
generalized eigenvalue ω∗. The expression in (7.4) is finite by local decay estimates (1.8); see
e.g. [42].
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holds, where
ω∗ = 2E1∗ − E0∗ > 0. (1.14)
Then, as t→∞
φ(t) → e−iωj(t)Ψαj(∞) + ei∆tφ+, (1.15)
in L2, where either j = 0 or j = 1. The phase ωj satisfies
ωj(t) = ω
∞
j t+O(log t) (1.16)
Here, Ψαj(∞) is a nonlinear bound state (section 3), with frequency Ej(∞) near
Ej∗. When j = 0, the solution is asymptotic to a nonlinear ground state, while in
the case j = 1 the solution is asymptotic to a nonlinear excited state.
(2) More specifically, we have the following expansion of the solution φ(t):
φ(t) = e−iω˜0(t)Ψα0(t) + e
−iω˜1(t)Ψα1(t)
+ π1e
−iH0(∞)tPcφ˜+(t) +Rloc(t) +Rnloc(t),
where as t→∞
ω˜j(t)− ωj(t)→ 0, αj(t)− αj(∞)→ 0 (1.17)
and such that for each initial state, φ(0),
|α0(∞)| · |α1(∞)| = 0,
φ˜+(t) → φ+ in L2,
‖Rloc(·, t)‖2 = O(t− 12 )
‖Rnloc(·, t)‖∞ = O(t− 12 ).
Here, H0(∞) is a small spatially localized perturbation of the operator
σ3(−∆+ V (x))
and Pc = Pc(H0(∞)), the projection onto its continuous spectral part. Finally,
π1 maps the vector (z1, z2) to (z1, 0).
Remark 1.1. (A) Theorem 1.1 implies the absence of small norm time - quasiperi-
odic solutions for this class of nonlinear Schro¨dinger equations [36]. Intuitively,
one can explain why one expects only a pure state in the limit t→∞ and how the
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condition on ω∗ = 2E1∗−E0∗ arises. Our intuition is based on viewing the nonlin-
earity as linear time-dependent potential; see also [36, 37]. An approximate super-
position of a nonlinear ground state and excited state φ ∼ Ψα0e−iE0t + Ψα1e−iE1t
can be viewed as defining a self-consistent time-dependent potential:
W (x, t) = λ|Ψα0e−iE0t +Ψα1e−iE1t|2,
= λ|Ψα0 +Ψα1e−i(E1−E0)t|2
∼ λ|Ψα0 |2 + 2λ cos((E1 −E0)t+ γ)Ψ|α0|Ψ|α1| (1.18)
for |α1| << |α0|. As shown in [43], [27], [28] data with initial conditions given
by the unperturbed excited state decay exponentially on a time scale of order
τ ∼ O(|α0α1|−2) provided the forcing frequency, E1 −E0 ∼ E1∗ −E0∗ > −E1∗ or
ω∗ = 2E1∗ − E0∗ > 0.
(B) Theorem 1.1 implies asymptotic stability and selection of the ground state
for generic small data. Part 1 of Theorem 1.1 implies a form of asymptotic com-
pleteness.
(C) Since we control the decay of solutions in W k,∞, our results imply global
existence of small solutions in Hs for all s sufficiently large.
(D) The asymptotic state where |α1(∞)| 6= 0 (and therefore |α0(∞)| = 0) is non-
generic. This can be seen by linearization about the excited state. The linearized
operator, H1, is a localized perturbation of an operator having embedded eigen-
values in its continuous spectrum, under our hypothesis ω∗ ≡ 2E1∗−E0∗ > 0. The
connection between embedded eigenvalues in the continuous spectrum of an ap-
propriate linear operator and the non-persistence of localized time periodic states
and between embedded eigenvalues in the continuous spectrum of an appropriate
linear operator was explored first in [36, 37]. It is well known that embedded
eigenvalues in the continuous spectrum are unstable to generic perturbations; see,
for example, [7, 14, 42]. In this case, the embedded eigenvalues are perturbed to
complex eigenvalues, with corresponding eigenstates whose evolution is exponen-
tially growing with time, under the condition (7.4). The perturbation to the linear
operator with embedded eigenvalues is however both nongeneric (in that it comes
from linearization of a Hamiltonian nonlinear term about a critical point of the
energy) and breaks self-adjointness with respect to the standard L2 inner product.
A second order perturbation theory calculation shows that if ω∗ ≡ 2E1∗−E0∗ > 0
generically the embedded eigenvalue perturbs to an exponential instability [40].
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This suggests the existence of an unstable manifold of solutions for the nonlinear
equation. The existence of such non-generic solutions of NLS with E1(∞) 6= 0 for
the full nonlinear flow has recently been demonstrated [50].
(E) Theorem 1.1 is stated for the case of two nonlinear bound state branches.
The technique of proof, however, can be used to consider the more general case.
We expect results which are analogous to those of our main theorem, but more
complicated due to the presence of: direct bound state - bound state interactions,
bound state - continuum interactions and bound state - bound state interactions
mediated by the continuum. Multimode Hamiltonian systems have been consid-
ered in the context of linear time almost periodic perturbations have been studied
in [28].
Relation to other work
We now wish to further put our results in context. Research on nonlinear scat-
tering in the presence of bound states has followed two related lines.
A. Nonlinear dispersive waves in systems with defects, potentials,...
Our analysis centers around nonlinear bound states which bifurcate from linear
bound states of the operator, H , obtained by linearizing about the zero solution.
These bound states exist at all sufficiently small amplitudes (measured in any Hs
norm, s ≥ 0). The behavior of the “bifurcation diagram” for larger amplitudes
depends in a detailed way on the details of the nonlinearity, the spatial dimension
and the norm [35]. Such nonlinear bound states are also called nonlinear defect
modes, nonlinear localized modes or nonlinear pinned modes. They are localized
about or “pinned” to the support of the potential, V , and arise due to a local de-
viation from translation invariance or a “defect” in the homogeneous background
which acts as an attractive potential well. To get a more refined picture of the
dynamics than in the H1 theory, one must consider the linearized evolution about
the family of nonlinear ground states. This linearized operator has continuous and
discrete spectral parts inherited from the linear bound state spectral structure.
In particular, the discrete spectrum contains an eigenvalue at zero corresponding
to the ground state and a pair of eigenvalues (located symmetrically about zero)
corresponding to the excited state. Thus, at linear order a solution infinitesimally
close to the ground state formally appears to be quasiperiodic in time - a ground
state plus a small excited state oscillation. However, at higher order in perturba-
tion theory one finds nonlinear resonant coupling of the neutral oscillatory modes
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to the continuum and as a result these slowly damp to zero; generically, for very
large time energy splits between the ground state and dispersive parts of the so-
lution. This mechanism for relaxation to the ground state was earlier considered
for the nonlinear Klein-Gordon wave equation with a potential, where the decay
of “breather-like” solutions was studied [44]. In this work, small norm solutions
relax to the zero solution via resonant energy transfer out of the bound state to
radiation modes and dispersive radiation of energy to infinity; the zero solution
plays the role of the ground state. Results concerning special classes of initial
data are considered in work of S. Cuccagna [11] and T.-P. Tsai and H.-T. Yau
[48, 49]. Similar results to those of Theorem 1.1 are considered in [51].
B. Nonlinear dispersive translation invariant equations: A closely related
line of research focuses on the translation invariant nonlinear Schro¨dinger equa-
tion. Here the equation is (1.1) with V taken to be identically zero nonlinear
coupling parameter λ < 0. In this case, the equation has solitary wave solutions,
obtainable by minimization of Hen[φ] subject to N [φ] = N0. For NLS in dimen-
sion n with cubic nonlinearity replaced by the general power nonlinearity |φ|p−1φ,
we have that if p < 1 + 4
n
, the foregoing variational problem has a unique (up
to translation) radially symmetric ground state solution for any N0 > 0. In the
case when V (x) 6= 0 is a potential supporting bound states, the small N0 solu-
tions agree with the bifurcating bound states discussed above [35]. As pointed out
earlier, constrained energy minimizers are H1 orbitally Lyapunov stable [12, 55].
An interesting feature of solitary waves in the translation invariant case is the
presence spurious neutral oscillations. These are sometimes called internal modes
[22]. To explain this, consider the linearization about a ground state solitary wave
(p < 1 + 4
n
). Due to the underlying symmetric group of the equation (transla-
tion invariance, phase invariance, Galilean invariance,..) this linearization has a
(generalized) zero eigenvalue of multiplicity related to the dimension of equation’s
symmetry group. In the non-integrable cases (n = 1, p 6= 3 and n ≥ 2) the lin-
earization has additional neutral modes. These neutral modes approach zero as p
approaches 1 + 4
n
; the dimension of the zero subspace jumps by two at p = 1+ 4
n
,
the critical case, corresponding to the larger group of symmetries and the existence
of a pseudo-conformal invariant [54]. V.S. Buslaev and G. Perel’man [3] consid-
ered the problem in one space dimension and showed that nonlinear resonance
of these “internal modes” with the continuum is responsible for their damping
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on long time scales and the asymptotic stability of solitons. See also the recent
work of V.S. Buslaev and C. Sulem [4]. Their analysis was restricted to one space
dimension only in their use of explicit eigenfunction expansion methods to obtain
the required local energy decay estimates. S. Cuccagna [10, 11] extended their
results to more general nonlinearities and general space dimensions. In his anal-
ysis, the required dispersive estimates are obtained by adapting K. Yajima’s [57]
approach in which the wave operators, which conjugate the linearized operator on
its continuous spectral part to the constant coefficient “free” dispersive evolution,
are shown to be bounded on W k,p spaces. This method was also used in [44].
Another feature, common to problems of type A. and B. is the use of the
method of normal forms. In the context of nonlinear scattering, normal form
ideas were used to obtain the local behavior in a neighborhood of a soliton in [3]
and for the decaying breather-like state in [44]. In contrast to the normal form
for finite dimensional Hamiltonian systems, resonant interaction with the contin-
uous spectrum gives rise to a more general normal form which captures internal
damping, due to energy transfer out of certain discrete modes to the continuum
modes; see the discussion in the introduction to [44]. In the present work, we
derive a nonlinear master equation, coupled equations for the renormalized (up to
near identity transformations on the complex discrete mode amplitdues) discrete
mode square amplitudes (”mode powers”), which governs generic dynamics on
large intermediate and very long time scales. Normal forms of this type, expected
to be valid for very long times, were derived and studied in the local analysis
about the steady and “ wobbling ” kink-like solutions of discrete nonlinear wave
equations in [25]. A key feature of the normal form of the current work is our
analysis of its behavior on different time scales and the analysis of its transitional
behavior across time scales, for general initial data.
Finally, we point out that there are many important areas of application which
motivate the for study of the class of models we treated in this paper. We mention
two. At the most fundmanental level the nonlinear Schro¨dinger equation arises
as a mean field limit model governing the interaction of a very large number of
weakly interacting bosons [20], [46], [29], [9]. At a macroscopic level, it has been
shown that equations of this type arise as the equation governing the evolution
of the envelope of the electric field of a light pulse propagating in a medium with
defects. See, for example, [17, 18, 19].
10
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2. Structure of the proof
We now sketch our analysis. Certain notation is defined in the appendix of section
16. In analogy with the approach introduced in [38],[39] in the one bound state
case, we represent the solution in terms of the dynamics of the bound state part,
described through the evolution of the collective coordinates α0(t) and α1(t), and a
remainder φ2, whose dynamics is controlled by a dispersive equation. In particular
we have
φ(t, x) = e−i
∫ t
0
E0(s)ds−iΘ˜(t)
(
Ψα0(t) +Ψα1(t) + φ2(t, x)
)
(2.1)
We substitute (2.1) into NLS and use the nonlinear equations (1.10) for Ψαj
to simplify. Anticipating the decay of the excited state, we center the dynamics
about the ground state. We therefore obtain for Φ2 ≡ (φ2, φ2)T the equation:
i∂tΦ2 = H0(t)Φ2 + G(t, x,Φ2; ∂t~α(t), ∂t~α, ∂tΘ˜(t)) (2.2)
where, H0(t) denotes the matrix operator which is the linearization about the
time-dependent nonlinear ground state Ψα0(t). The idea is that in order for φ2(t, x)
to decay dispersively to zero we must choose α0(t) and α1(t) to evolve in such a
way as to remove all secular resonance terms from G. Thus we require,
Pc(H0(t))Φ2(t) = 0, (2.3)
where Pc(H0) denotes the continuous spectral projection of H0; see also condition
(5.13). Since the discrete subspace of H0(t) is four dimensional (consisting of
a generalized null space of dimension two plus two oscillating neutral modes)
(2.3) is equivalent to four orthogonality conditions implying to four differential
equations for α0, α1 and their complex conjugates. These equations are coupled
to the dispersive partial differential equation for Φ2. At this stage we have that
NLS is equivalent to a dynamical system consisting of a finite dimensional part
(6.23-6.24), governing ~αj = (αj , αj), j = 0, 1, coupled to an infinite dimensional
dispersive part governing Φ2:
i∂t~α = A(t)~α + ~Fα
i∂tΦ2 = H0(t)Φ2 + ~Fφ (2.4)
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We expect A(t) and H0(t) to have limits as t → ±∞. Our strategy is to fix
T > 0 arbitrarily large, and to study the dynamics on the interval [0, T ]. In this
we follow the strategy of [3, 11]. We shall rewrite (2.4) as:
i∂t~α = A(T )~α+ (A(t)−A(T ))~α+ ~Fα
i∂tΦ2 = H(T )Φ2 + (H0(t)−H0(T ))Φ2 + ~Fφ (2.5)
and implement a perturbative analysis about the time-independent reference lin-
ear, respectively, matrix and differential, operators A(T ) and H0(T ).
More specifically, we analyze the dynamics of (2.5) by using (1) the eigenvalues
of A(T ) to calculate the key resonant terms and (2) together with the dispersive
estimates of e−iH0(T )tPc(T ) [10].
Note also that Pc(T )Φ2(t) 6= Φ2(t) because Φ2(t) ∈ Range Pc(t) 6= Range Pc(T ).
We therefore decompose Φ2 as:
Φ2 = disc(t; T) + η, η = Pc(T )η (2.6)
where disc(t;T ) lies in the discrete spectral subspace of H0(T ) and show that
disc(t; T) can be controlled in terms of η.
The expected generic behavior of this system is that α1 and Φ2 decay with a
rate t−
1
2 . This slow rate actually leads to an equation for α1 with the character
∂tα1 ∼ (1tρ − ∂tΘ˜)α1+ integrable in t; see (6.12). Thus, Θ˜ is chosen to satisfy
∂tΘ˜ ∼ 1tρ ensuring that α1 has a limit. In this way a logarithmic correction to
the standard phase arises; see (1.16).
Next we explicitly factor out the rapid oscillations from α1 and show that,
after a near identity change of variables (α0, α1) 7→ (α˜0, β˜1), that the modified
ground and excited state amplitudes satisfy the system:
i∂tα˜0 = (c1022 + iΓω) |β˜1|4α˜0 + Fα[α˜0, β˜1, η, t]
i∂tβ˜1 = (c1121 − 2iΓω)|α˜0|2|β˜1|2β˜1 + Fβ[α˜0, β˜1, η, t]; (2.7)
see Proposition 7.1. It follows that a Nonlinear Master Equation governs Pj =
|α˜j|2, the power in the jth mode:
dP0
dt
= 2ΓP 21P0 +R0(t)
dP1
dt
= −4ΓP 21P0 +R1(t). (2.8)
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Coupling to the dispersive part, Φ2, is through the source terms R0 and R1. The
expression ”master equation” is used since the role played by (2.8) is analogous
to the role of master equations in the quantum theory of open systems [13].
A novel multiscale Lyapunov argument is implemented in section 8 charac-
terizing the behavior of the system (2.8) coupled to that of the dispersive part
on short, intermediate and long time scales. We consider the system (2.8) on
three time intervals: I0 = [0, t0] (initial phase) I1 = [t0, t1] (embryonic phase) and
I2 = [t1,∞) (selection of the ground state).
For t ≥ t0, the terms R0(t) and R1(t) are shown (Proposition 12.1) to have
the form
R0(t) ∼ b0(t0, E0)〈t〉2 + ρ0(E0, t)P0P
2
1 (2.9)
R1(t) ∼ b1(t0, E0)〈t〉2 + δm(t)
√
P0P
m
1 + ρ1(E0, t)P0P 21 , (2.10)
where
b0 = O(〈t0〉−1) , b1 = O(〈t0〉− 12 ) (2.11)
R0(t) and R1(t) have parts which are local in time and nonlocal in time. The
handling of nonlocal terms is explained in section 8.
We set (Proposition 9.2)
Q0 = P0 − b˜0〈t〉 , Q1 = P1 +
b˜1
〈t〉 (2.12)
where b˜0 and b˜1 are positive and satisfy (2.11) as well.
Discussion of time scales
Estimates (2.9-2.10) and the definitions (2.12) imply an effective finite-dimensional
reduction to a system of equations for the “effective mode powers”: Q0(t) and
Q1(t), whose character on different time scales dictates the full infinite dimen-
sional dynamics, in a manner analogous to role of a center manifold reduction of
a dissipative system [5].
Initial phase – t ∈ I0 = [0, t0]: Here, I0 is the maximal interval on which Q0(t) ≤ 0.
If t0 = ∞, then P0(t) = O(〈t〉−2) and the ground state decays to zero. In this
case, we show in section 15 that the excited state amplitude has a limit as well
(with may or may not be zero). This case is nongeneric.
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Embryonic phase – t ∈ I1 = [t0, t1]: If t0 <∞, then for t > t0:
dQ0
dt
≥ 2Γ′Q0Q21
dQ1
dt
≤ −4Γ′Q0Q21 + O(
√
Q0Q
m
1 ). m ≥ 4 (2.13)
Therefore, Q0 is montonically increasing; the ground state grows. Furthermore, if
Q0 is small relative to Q1, then
Q0
Q1
is montonically increasing, (2.14)
in fact exponentially increasing; the ground state grows rapidly relative to the
excited state.
Selection of the ground state t ∈ I2 = [t1,∞): There exists a time t = t1, t0 ≤
t1 < ∞ at which the O(
√
Q0Q
m
1 ) term in (2.13) is dominated by the leading
(”dissipative”) term. For t ≥ t1 we have
dQ0
dt
≥ 2Γ′Q0Q21
dQ1
dt
≤ −4Γ′Q0Q21. (2.15)
It follows that Q0(t)→ Q0(∞) > 0 and Q1(t)→ 0 as t→∞; the ground state is
selected.
3. Linear and nonlinear bound states
In this section we introduce bound states of the linear (λ = 0) and nonlinear
(λ 6= 0) Schro¨dinger equation (1.1).
Bound states of the unperturbed problem
Let H = −∆+ V (x). We assume that V (x) is smooth and sufficiently rapidly
decaying, so that H defines a self-adjoint operator in L2. Additionally, we assume
that the spectrum of H consists of continuous spectrum extending from 0 to
positive infinity and two discrete negative eigenvalues, each of multiplicity one.
σ(H) = {E0∗, E1∗} ∪ [0,∞) (3.1)
Therefore, there exist eigenstates, ψj∗ ∈ D(H), j = 0, 1 such that
Hψj∗ = Ej∗ψj∗. (3.2)
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We also introduce spectral projections onto the discrete eigenstates and con-
tinuous spectral part of H , respectively:
Pj∗f ≡ 〈ψj∗, f〉ψj∗, j = 0, 1
Pc∗ ≡ I − P0∗ − P1∗
Nonlinear bound states
We seek solutions of (1.1) of the form
φ = e−iEjtΨEj (3.3)
Substitution into (1.1) yields
HΨEj + λ|ΨEj |2ΨEj = EjψEj (3.4)
We introduce a bifurcation parameter, αj , for the j
th nonlinear bound state branch
and define
~αj = (αj , αj) (3.5)
Proposition 3.1. [35] For each j = 0, 1 we have a one parameter family, Ψαj =
Ψj , of bound states depending on the complex parameter αj = |αj|eiγj and defined
for |αj| sufficiently small:
Ψj(x) ≡ αjψj(x; |αj|2) = eiγj |αj|ψj(x; |αj|2)
= αj
(
ψj∗(x) + λ|αj |2ψ(1)j (x; |αj|2)
)
= αj
(
ψj∗(x) + λ|αj |2ψ(1)j (x; 0) +O(λ2|αj |4
)
. (3.6)
Here,
ψ
(1)
j (x; 0) = −(H − E0∗)−1(I − PEj∗)ψ3j∗ (3.7)
Ej ≡ Ej(~αj) ≡ Ej∗ + |αj|2E(1)j (|αj |2)
= Ej∗ + λ
∫
ψ40∗dx |αj|2 + O(|αj|4). (3.8)
The mapping ~αj 7→ (Ej(~αj),Ψj(·; ~αj)) is smooth.
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The proof uses standard bifurcation theory [31], which is based on the implicit
function theorem. The analysis extends to the case of nonlocal nonlinearities.
A variational approach can also be used to construct nonlinear bound states.
Variational approaches, though more global, do not directly yield the information
we require concerning smooth variation with respect to parameters.
Remark 3.1. Ψj depends on αj and αj . We shall compute derivatives of the
nonlinear bound states Ψα with respect to αj and αj and use the notation:
~∇j =
(
∂αj , ∂αj
)
≡ (∂j , ∂j). (3.9)
In what follows we shall “modulate” these bound states. That is, we shall
allow ~α to vary with time. For convenience, we shall use the notation:
Ψj(t, x) = Ψαj(t)(x),
Ej(t) = Ej(|αj(t)|2)
4. Linearization about the ground state
Let Ψ denote a nonlinear bound state (ground state or excited state) of (1.1); see
section 3. Then,
HΨ + λ|Ψ|2Ψ = E Ψ. (4.1)
We first derive the linear stability problem. Let
φ = (Ψ + p) e−iEt, (4.2)
where p denotes the perturbation about Ψ. Substituting (4.2) into (1.1) and
neglecting all terms which are nonlinear in p and p, we obtain the linearized
perturbation equation
i∂tp =
(
H − E + 2λ|Ψ|2
)
p+ λΨ2 p (4.3)
Since p appears explicitly in (4.3) it is natural to consider the system for
~p =
(
p
p
)
: (4.4)
i∂t~p = H~p, (4.5)
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where
H = σ3
(
H − E + 2λ|Ψ|2 λΨ2
λΨ
2
H −E + 2λ|Ψ|2
)
, (4.6)
where
σ3 =
(
1 0
0 −1
)
. (4.7)
Later in this paper we shall refer specifically to the linearization about a
“curve” of bound states (Ψj(t), Ej(t)) and will denote by Hj(t) the operator (4.6)
with E replaced by Ej(t) and Ψ replaced by Ψj(t). Our main focus will be on the
operator family
H0(t) = HE0(t),Ψ0(t). (4.8)
The nonlinear bound state Ψ is linearly spectrally stable if the spectrum of
H, σ(H), is a subset of the real line 3. Ψ is linearly dynamically stable if, in an
appropriate space, all solutions of the initial value problem for (4.5) are bounded
in time. That is, in some norm e−iH0t is a bounded operator. Linear dynamical
stability of the ground state Ψ0 follows from [54]. For this result and the necessary
stronger dispersive estimates on e−iH0t [10], we require information on the discrete
spectrum of H0 and the corresponding spectral subspaces.
Before stating these results we observe that the operator e−iH0t can be ex-
pressed in terms of the operator treated explicitly in [54], [10]. To see this, express
the ground state as Ψ0 = |Ψ0|eiγ (|Ψ0| > 0), where γ = argα is a constant. Set
p = eiγq. Then, by (4.3) we have:
i∂tq =
(
H −E0 + 2λ|Ψ0|2
)
q + λΨ20 q (4.9)
Now let q = u+ iv, where u and v are real. Then,
∂t
(
u
v
)
= JH˜0
(
u
v
)
, (4.10)
where
J =
(
0 −1
1 0
)
and H˜0 =
(
H0 − E0 − λ|Ψ0|2 0
0 H0 −E0 − 3λ|Ψ0|2
)
(4.11)
3The spectrum of H has the symmetries one expects for Hamiltonian systems. The mappings
λ 7→ −λ and λ 7→ λ send points in the spectrum to points in the spectrum. Note that if ξ is
an eigenvector of H with eigenvalue µ then σ1ξ is an eigenvector of H with eigenvalue −µ.
Therefore, ξ−µ = σ1ξµ.
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Note that
p(t) = π1~p(t) = π1e
−iH0t ~p0
= eiγ
(
π1e
JH˜0t ℜq0 + iπ2eJH˜0t ℑq0
)
, (4.12)
where π1(z1, z2) = (z1, 0) and π2(z1, z2) = (0, z2). Therefore, we have:
Proposition 4.1. Estimates on e−iH0t are equivalent to those for eJH˜0t and are
independent of γ.
We now turn to a detailed discussion of the spectral properties of H0.
Proposition 4.2. Consider H0, the linearization about the ground state. Let α0
be sufficiently small.
(1) σ(H0) is a subset of the real line.
(2) σdiscrete(H0) = {−µ, 0, µ}, where 0 < µ < |E0|.
(3) Zero is a generalized eigenvalue of H0. The generalized null space, Ng(H0), is
given by
Ng(H0) = span
{
σ3
(
Ψ0
Ψ0
)
,
(
∂E0Ψ0
∂E0Ψ0
)}
(4.13)
(4) ±µ are simple eigenvalues. We denote their corresponding eigenfunctions by
ξµ and ξ−µ. For |α0| small we have the expansion:
µ = E1 − E0 +O(|α0|2) (4.14)
ξµ =
(
1
0
)
ψ1∗ +
( |α0|2c1(|α0|2)
α0
2c2(|α0|2)
)
(4.15)
ξ−µ = σ1ξµ, (4.16)
where c1(a) and c2(a) are real analytic functions in a.
(5) σ(H0)− σdiscrete(H0) = (−∞, E0] ∪ [−E0,∞).
The proof of Proposition 4.2 is in the appendix of section 17.
Note that if ω is an eigenvalue of H:
σ3Lg ≡ Hg = ωg (4.17)
then ω is an eigenvalue of H∗ with corresponding eigenfunction σ3g:
Lσ3(σ3g) = H∗(σ3g) = ωσ3g. (4.18)
Therefore, we have
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Proposition 4.3. (1) σ(H∗0) = σ(H0)
(2)
Ng(H∗0) = span
{(
Ψ0
Ψ0
)
, σ3
(
∂E0Ψ0
∂E0Ψ0
)}
(4.19)
(3)
N(H∗0 ∓ µ) = span {σ3ξµ, σ3ξ−µ} ≡ {ζµ, ζ−µ} (4.20)
Here,
ζµ = σ3ξµ and ζ−µ = −σ3ξ−µ, (4.21)
where this choice of ζ−µ is taken so that 〈ζ−µ, ξ−µ〉 = 1 in the |α0| ↓ 0 limit.
Nondegenerate basis for the discrete subspaces of H0 and H∗0
For fixed E 6= E0, the basis of Ng(H∗0) displayed in (4.19) is a natural basis
due to its direct connection to the symmetries of NLS. However, this basis is
degenerate and singular in the limit E → E0∗, as we shall now see.
Consider the basis of Ng(H0) displayed in (4.13). Beginning with the first
element of this basis, explicitly we have:
σ3
(
Ψ0
Ψ0
)
= σ3
(
α0ψ0(·; |α0|2)
α0ψ0(·; |α0|2)
)
= α0σ3G0
(
1
1
)
F0, (4.22)
where
α0 = |α0|eiγ0 , G0 =
(
eiγ0 0
0 e−iγ0
)
, (4.23)
and
F0 ≡ ψ0(·; |α0|2) = ψ0∗ + |α0|2χ(·, |α0|2)
= ψ0∗ + |α0|2χ(·, 0) + χ(0)4 . (4.24)
Here and subsequently we use the notation χ(·, p) to denote a generic real-valued
localized function of x with smooth dependence on a parameter, p, and χ
(j)
k is
localized in x and O(|αj|k).
A nonsingular element of the Ng(H0) is obtained by dividing out ρ0. We
therefore define
ξ01 ≡ σ3G0
(
1
1
)
F0(ρ
2
0) (4.25)
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We now turn to the second element of the basis displayed in (4.13). First note
that
∂
∂|α0|Ψ0 = e
iγ0
∂
∂|α0|
(
|α0|ψ0(·; |α0|2)
)
= eiγ0
[
ψ0 + |α0|2χ(·; |α0|2)
]
Differentiation of (3.4) with respect to |α0| yields:
(H −E)∂|α0|Ψ0 + 2|Ψ0|2∂|α0|Ψ0 +Ψ20∂|α0|Ψ0 = (∂|α0|E)Ψ0 (4.26)
Taken together with the complex conjugate of (4.26), this yields, after multipli-
cation by σ3:
σ3HG0
(
1
1
)
F ′0 = (∂|α0|E) σ3G0
(
1
1
)
|α0|ψ0
= |α0|ξ01 (4.27)
We define
ξ02 ≡ G0
(
1
1
)
F ′0, (4.28)
where
F ′0 =
∂
∂|α0|
(
|α0|ψ0(·; |α0|2)
)
= ψ0∗ + |α0|2χ(x, |α0|2). (4.29)
By the above calculation ξ02 lies in the null space of (σ3H)2. Therefore, the pair of
vectors: ξ01 and ξ02 spans Ng(H0) and is nonsingular as E0 → E0∗. By a previous
remark:
ζ01 ≡ σ3ξ02 and ζ02 ≡ σ3ξ01 (4.30)
form a nonsingular basis for H∗0. This choice of basis will facilitate a uniform
description of the dynamics in a neighborhood of the origin.
The above construction and Proposition 4.2 imply the following basis for the
discrete subspaces of H0 and H∗0.
Proposition 4.4.
Ng(H0) = span{ξ01, ξ02} (4.31)
Ng(H∗0) = span{ζ01, ζ02} (4.32)
N(H0 ∓ µ) = span{ξµ, ξ−µ} (4.33)
N(H∗0 ∓ µ) = span{ζµ, ζ−µ} = {σ3ξµ,−σ3ξ−µ} (4.34)
〈ζa, ξb〉 = Cabδab +O(|α0|2), (4.35)
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where a and b vary over the set {(01), (02), µ,−µ}. For α0 small we have the
expansions
ξ01 = σ3G0
(
1
1
)
F0 = σ3G0
(
1
1
)(
ψ0∗ + |α0|2χ(0)0
)
ξ02 = G0
(
1
1
)
F ′0 = G0
(
1
1
) (
ψ0∗ + |α0|2χ(0)0
)
ξµ =
(
1
0
)(
ψ1∗ + |α0|2χ(0)0
)
+ α0
2
(
0
1
)
χ
(0)
0 (4.36)
and ξ−µ = σ1ξµ.
Finally, we shall find it useful to note that
ζ01 = σ3ξ02 = ξ01 + |α0|2χ(x; |α0|2). (4.37)
Estimates for the linearized evolution operator
Theorem 4.1. (Linear dynamical stability [54]) Let
M ≡ Ng(H∗0)⊥ ∩
(
H1 ×H1
)
. (4.38)
There exists C > 0 such that for any f ∈M
||e−iH0tf ||H1 ≤ C||f ||H1 (4.39)
Theorem 4.2. (Dispersive estimates) [10] Let
M1 ≡ [Ng(H∗0)⊕N(H∗ ∓ µ)]⊥ (4.40)
and Pc the associated continuous spectral projection. For any q ≥ 2 there exists
C1,q > 0 such that
||e−iH0tPcf ||Lq ≤ C1,q t−
n
2
+n
q ||f ||Lp, (4.41)
where p−1 + q−1 = 1.
Remark 4.1. We shall in later sections use the notation M(t) and M1(t) to
denote corresponding time-dependent subspaces relative to the time dependent
operator H∗0(t).
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Theorem 4.3. (Local decay estimate) Let σ be sufficiently large. Let ω ∈ { ν ∈
IR : |ν| > |E0| }, the interior of the continuous spectrum of H0. Then, for t > 0
||〈x〉−σe−iH0tPc (H0 − ω − i0)−l 〈x〉−σ||B(L2) ≤ C〈t〉− 32 , l = 0, 1 (4.42)
||〈x〉−σH˜k0e−iH0tPc〈x〉−σ||B(H2k,L2) ≤ C〈t〉−
3
2
−k, (4.43)
where H˜0 = H0 +E0σ3. For t < 0, the same estimates hold with −i0 replaced by
+i0 in (4.42).
Theorem 4.3 follows from the technique of [23] and results in [11]; see also [24].
In particular, for a Schro¨dinger operator H0 = −∆ + V , one has the local decay
estimate
||〈x〉−σe−iH0tPc(H0)〈x〉−σ||B(L2) ≤ C〈t〉− 32 , (4.44)
where σ is positive and sufficiently large. The key to the proof is an analysis of
the resolvent, (H0 − λ)−1 near λ = 0. One uses the spectral theorem
e−itH0Pc(H0) =
∫ ∞
0
e−itλE ′(λ)dλ (4.45)
and an explicit expansion of E ′(λ), which can be expressed in terms of the
imaginary part of the resolvent. The expansion of the resolvent is valid in the
space B(L2(〈x〉σdx), L2(〈x〉−σdx) for σ sufficiently large. Time decay is arbitrar-
ily fast for functions with spectral support away from λ = 0, while the t−
3
2 decay
results from the behavior near λ = 0. The analogue of (4.43) is an estimate for
e−itH0Hk0Pc(H0), which follows from the expansion of [23] applied to the formula:
e−itH0Hk0Pc(H0) =
∫ ∞
0
e−itλλk E ′(λ)dλ. (4.46)
Finally, this result can be obtained in the matrix case using the approach of [11].
5. Decomposition and Modulation Equations
Consider the nonlinear Schro¨dinger equation
i∂tφ = Hφ + λ|φ|2φ. (5.1)
In the regime of low energy we decompose the solution of NLS in the following
form:
φ(t) = e−iΘ(t) [Ψ0(t) + Ψ1(t) + φ2(t)] . (5.2)
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Here, Ψ0(t) and Ψ1(t) represent motion along the ground state and excited state
manifolds of equilibria and φ2 is a decaying correction term, lying in an appropriate
dispersive subspace. The phase, Θ is divided into two parts:
Θ(t) = Θ0(t) + Θ˜(t), (5.3)
where
Θ0(t) =
∫ t
0
E0(s) ds. (5.4)
Thus, ∂tΘ0(t) = E0(t) is the modulated ground state energy, and Θ˜(t) is a “long
range” logarithmic correction, which is to be derived below
We begin by setting
φ = e−iΘ(t) [Ψ0(t) + φ1] . (5.5)
Substitution of (5.5) into (5.1) yields the following equation for φ1:
i∂tφ1 = (H −E0(t))φ1 + 2λ|Ψ0(t)|2φ1 + λΨ20(t)φ1
+
(
−∂tΘ˜ + 2λ|φ1|2
)
Ψ0(t) + λΨ0(t)φ
2
1 + λ|φ1|2φ1 − ∂tΘ˜(t)φ1
− i∂tΨ0(t) (5.6)
Next, we decompose φ1 into a part along the excited state manifold and a
correction term:
φ1 ≡ Ψ1(t) + φ2. (5.7)
We have, using (5.6),
i∂tφ2 = (H −E0(t))φ2 + 2λ|Ψ0(t)|2φ2 + λΨ20(t)φ2 − ∂tΘ˜(t)φ2
−
(
E01(t) + ∂tΘ˜(t) + i∂t
)
Ψ1(t) + 2λ|Ψ0(t)|2Ψ1(t) + λΨ0(t)2Ψ1(t)
+
(
−∂tΘ˜(t) + 2λΨ0(t)|φ1|2
)
Ψ0(t) + λΨ0(t)φ
2
1
+ λ
(
|φ1|2φ1 − |Ψ1(t)|2Ψ1(t)
)
− i∂tΨ0(t) (5.8)
Since equation (5.8) involves φ2 it is natural to consider the system governing φ2
and φ2. Let
Φ2 =
(
φ2
φ2
)
(5.9)
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and introduce the matrix linear operator:
H0(t) ≡ σ3
(
H −E0(t) + 2λ|Ψ0(t)|2 λΨ20(t)
λΨ
2
0(t) H −E0(t) + 2λ|Ψ0(t)|2
)
. (5.10)
Then we have (recall that φ1 = Ψ1 + φ2)
i∂tΦ2 = H0(t)Φ2 + F− i∂t
(
Ψ0(t)
c.c.
)
−
(
(E01(1) + ∂tΘ˜(t))σ3 + i∂t
) ( Ψ1(t)
c.c.
)
,
(5.11)
where
F ≡ −∂tΘ˜(t)σ3
(
Ψ0
c.c.
)
− ∂tΘ˜(t)σ3
(
φ2
c.c.
)
+λσ3
(
2|Ψ0|2Ψ1 +Ψ20Ψ1
c.c.
)
+ λσ3
(
2Ψ0|φ1|2 +Ψ0φ21
c.c.
)
+ λσ3
( |φ1|2φ1 − |Ψ1|2Ψ1
c.c.
)
(5.12)
5.1. Modulation Equations
Motivated by the results of Theorem 4.2 on dispersive decay, we shall require that
Φ2(t) ∈M1(t), (5.13)
where M1 is defined in (4.40). Equivalently,
Pc(H0(t))Φ2(t) = Φ2(t), (5.14)
where Pc(H0(t)) denotes the continuous spectral projection of H0(t). By Propo-
sition 4.3 this imposes four orthogonality conditions on Φ2(t):
〈σ3ξa(t),Φ2(t)〉 = 0, (5.15)
where a ∈ {(01), (02), µ,−µ}. We impose (5.15) at t = 0 and now derive modu-
lation equations for the coordinates α0(t) and α1(t) ensuring that (5.15) persists
for all t 6= 0.
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To derive the modulations we first take the inner product of (5.11) with the
adjoint vectors σ3ξa to obtain the identity:〈
σ3ξa , i∂t
(
Ψ0
c.c.
)〉
+
〈
σ3ξa,
(
(E01 + ∂tΘ˜)σ3 + i∂t
)( Ψ1
c.c.
)〉
= 〈H∗0(t)σ3ξa,Φ2〉+ 〈σ3ξa,F〉 + i〈∂t(σ3ξa),Φ2〉 − i∂t〈σ3ξa,Φ2〉 (5.16)
The initial data for NLS is decomposed so that 〈σ3ξa(t),Φ2(t)〉 = 0 for t = 0.
In order for this condition to persist for all time it is necessary and sufficient that
the last term in (5.16) vanish, or equivalently:
Proposition 5.1. The condition that Pc(H0(t))Φ2(t) = Φ2(t) is equivalent to the
following modulation equations for the coordinates α0 and α1 which specify the
dynamics along the ground state and excited state manifolds of equilibria:
〈
σ3ξa , i∂t~Ψ0
〉
+
〈
σ3ξa ,
(
σ3(E01 + ∂tΘ˜) + i∂t
)
~Ψ1
〉
,
= −λ
〈
ξa,
(
2|Ψ0|2Ψ1 +Ψ20Ψ1
c.c.
)〉
+
〈
ξa,
(
−∂tΘ˜(t) + 2λ|φ1|2
)( Ψ0
c.c.
)〉
+λ
〈
ξa,
(
Ψ0φ
2
1
c.c.
)〉
+ λ
〈
ξa,
( |φ1|2φ1 − |Ψ1|2Ψ1
c.c.
)〉
−∂tΘ˜(t)〈ξa,Φ2〉+ i〈∂t(σ3ξa),Φ2〉. (5.17)
where a ∈ {(01), (02), µ,−µ} and ~Ψj ≡ (Ψj,Ψj), j = 0, 1.
Remark 5.1. (A) Note that the term 〈H∗0(t)σ3ξa,Φ2〉 in (5.16) vanishes by the
orthogonality constraint and because H∗0(t) maps the discrete subspace into itself.
It therefore does not appear in (5.17).
(B) The last term in (5.17) is present due to the time-dependence of the eigen-
vectors ξa(t). An important simplification of this “commutator term”, which we
require for a = (01), is carried out in the appendix of section 18.
Initial data for the system (5.17), (5.11), governing α0, α1 and Φ2 are obtained
as follows. Given data φ0 for NLS, we find α0 so as to minimize
‖φ0 −Ψα0‖2; (5.18)
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see [39]. This α0 is used to define the initial Hamiltonian H0(0). Now decompose
φ0 using the biorthogonal decomposition associated with H0(0). This specifies
α0(0), α1(0) and Φ2(0).
5.2. Conservation laws and ’a priori bounds
In this subsection we obtain bounds on α0, α1 and φ2 using the conservation laws
of NLS, noted in the introduction.
By the L2 conservation law: N[φ] = N[φ0] we have
h(t) ≡ |Ψ0(t)|2 + |Ψ1(t)|2 +
∫
|φ2(t, x)|2 dx
= N[φ0]− 2ℜ
∫
Ψ0Ψ1 − 2ℜ
∫
Ψ0φ2 −ℜ
∫
Ψ1φ2 (5.19)
Note that
∫
Ψ0Ψ1 = O(|α0| |α1|2) + O(|α0|2 |α1|). Furthermore, we have
the orthogonality relation (5.15) with a = (01), 〈σ3ξ01,Φ2〉 = 0 or equivalently
ℜ ∫ Ψ0φ2 = 0. Therefore (5.19) is equivalent to
( 1 + O(h(t)) ) h(t) = N[φ0] − ℜ
∫
Ψ1φ2 (5.20)
The orthogonality relation (5.15) with a = µ or 〈σ3ξµ,Φ2〉 = 0 implies ℜ ∫ Ψ1φ2 =
O (|α1|3 + |α1| |α0|2)) ‖φ0‖2 and therefore if N[φ0] is sufficiently small
|Ψ0(t)|2 + |Ψ1(t)|2 +
∫
|φ2(t, x)|2 dx ≤ CN[φ0] (5.21)
In a similar way, the conservation law Hen[φ(t)] = Hen[φ0] implies, if E0 is suffi-
ciently small, the bound:
∫
|∇φ2(t, x)|2 dx ≤ CE0 (5.22)
6. Toward a normal form - algebraic reductions and fre-
quency analysis
We now embark on a detailed calculation leading to a form of this system, which
though equivalent, is of a form to which normal form methods can be easily
applied.
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6.1. Modulation equations
Equations (5.17) are a coupled system for α0, α1 and their complex conjugates. It
is natural to write the system as one which is nearly diagonal. This can be done
by taking appropriate linear combinations of the equations in (5.17).
The equation which essentially determines α0 can be found by adding the two
equations obtained from (5.17) by setting a = (01) and a = (02). This gives:
〈σ3(ξ01 + ξ02) , i∂t~Ψ0〉 + 〈σ3(ξ01 + ξ02) ,
(
σ3(E01 + ∂tΘ˜) + i∂t
)
~Ψ1〉
= −λ
〈
ξ01 + ξ02,
(
2|Ψ0|2Ψ1 +Ψ20Ψ1
c.c.
)〉
+
〈
ξ01 + ξ02,
(
−∂tΘ˜(t) + 2λ|φ1|2
)( Ψ0
c.c.
)〉
+λ
〈
ξ01 + ξ02,
(
Ψ0φ
2
1
c.c.
)〉
+ λ
〈
ξ01 + ξ02,
( |φ1|2φ1 − |Ψ1|2Ψ1
c.c.
)〉
−∂tΘ˜(t)〈ξ01 + ξ02,Φ2〉+ i〈∂t(σ3(ξ01 + ξ02)),Φ2〉. (6.1)
The difference of the a = (01) and a = (02) equations is the complex conjugate of
the equation (6.1).
The equation which essentially determines α1 is equation (5.17) with a = µ:
〈σ3ξµ , i∂t~Ψ0〉 + 〈σ3ξµ ,
(
σ3(E01 + ∂tΘ˜) + i∂t
)
~Ψ1〉
= −λ
〈
ξµ,
(
2|Ψ0|2Ψ1 +Ψ20Ψ1
c.c.
)〉
+
〈
ξµ,
(
−∂tΘ˜(t) + 2λ|φ1|2
)( Ψ0
c.c.
)〉
+λ
〈
ξµ,
(
Ψ0φ
2
1
c.c.
)〉
+ λ
〈
ξµ,
( |φ1|2φ1 − |Ψ1|2Ψ1
c.c.
)〉
−∂tΘ˜(t)〈ξµ,Φ2〉+ i〈∂t(σ3ξµ),Φ2〉. (6.2)
The equation corresponding to a = −µ is the complex conjugate of this equation.
Since
∂t
(
Ψk
Ψk
)
=
(
∂kΨk
∂kΨk
)
∂tαk +
(
∂kΨk
∂kΨk
)
∂tαk, (6.3)
we see that the equations for ~αj = (α0, α0)
T , j = 0, 1 can be expressed in the
form:
iM00∂t
(
α0
α0
)
+ iM01∂t
(
α1
α1
)
+ (E01 + ∂tΘ˜)N01
(
α1
α1
)
= F0 (6.4)
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iM10∂t
(
α0
α0
)
+ iM11∂t
(
α1
α1
)
+ (E01 + ∂tΘ˜)N11
(
α1
α1
)
= F1 (6.5)
Here, for k = 0, 1:
M0k = G0


〈
σ3(ξ01 + ξ02),
(
∂kΨk
∂kΨk
)〉 〈
σ3(ξ01 + ξ02),
(
∂kΨk
∂kΨk
)〉
〈
σ3(ξ01 + ξ02),
(
∂kΨk
∂kΨk
)〉 〈
σ3(ξ01 + ξ02),
(
∂kΨk
∂kΨk
)〉

(6.6)
N01 = G0


〈
σ3(ξ01 + ξ02),
(
ψ1
0
)〉 〈
σ3(ξ01 + ξ02),
(
0
ψ1
)〉
〈
σ3(ξ01 + ξ02),
(
0
ψ1
)〉 〈
σ3(ξ01 + ξ02),
(
ψ1
0
)〉

 (6.7)
M1k = G0


〈
σ3ξµ,
(
∂kΨk
∂kΨk
)〉 〈
σ3ξµ,
(
∂kΨk
∂kΨk
)〉
〈
σ3ξµ,
(
∂kΨk
∂kΨk
)〉 〈
σ3ξµ,
(
∂kΨk
∂kΨk
)〉

 , (6.8)
N11 = G0


〈
σ3ξµ,
(
ψ1
0
)〉 〈
σ3ξµ,
(
0
ψ1
)〉
〈
σ3ξµ,
(
0
ψ1
)〉 〈
σ3ξµ,
(
ψ1
0
)〉

 (6.9)
6.2. Algebraic reductions and determination of Θ˜(t)
To express the modulation equations (5.17) in a tractable form we shall make use
of a number of notations and relations which now list for convenience; see also the
section 16.
χ
(j)
k denotes a spatially localized function of order |αj|k, as |αj| → 0.
O(j)k denotes a quantity which is of order |αj|k as |αj| → 0. Both χ(j)k and O(j)k are
invariant under the map αj 7→ αjeiγ.
O(0,1)k = O(0)k1 O(1)k2 , k = k1 + k2.
φ1 = Ψ1 + φ2
α0 = |α0|eiγ0 , α0e2iγ0 = α0(
∂kΨk, ∂kΨk
)
=
(
ψk∗ + |αk|2χ(k)0 , α2kχ(k)0
)
, k = 0, 1
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ξ01 + ξ02 = G0
(
F0 + F
′
0
F0 − F ′0
)
=
(
2eiγ0(ψ0∗ + χ
(0)
2 )
e−iγ0χ
(0)
2
)
ξµ =
(
ψ1∗ + χ
(0)
2
α0
2χ
(0)
0
)
F0 + F
′
0 = 2ψ0∗ + |α0|2χ(·; |α0|2) = 2(ψ0∗ + χ(0)2 )
F0 − F ′0 = |α0|2χ(·; |α0|2) = χ(0)2 .
〈ψ0∗, ψ(1)0 (·; 0)〉 = 0, (6.10)
Using (6.10) in (6.1) we get:
2i(1 +O(0)4 )∂tα0 + iα20O(0)0 ∂tα0 + 〈σ3(ξ01 + ξ02) ,
(
σ3(E01 + ∂tΘ˜) + i∂t
)
~Ψ1〉
= −2
(
∂tΘ˜〈F ′0,Ψ0〉 − 2λ〈F ′0, |φ1|2Ψ0〉
)
+〈F0 + F ′0, 2λ|Ψ0|2Ψ1 + λΨ20Ψ1 + λ|φ1|2φ1 − λ|Ψ1|2Ψ1〉 − e2iγ0〈F0 − F ′0, c.c.〉
+ie2iγ0〈∂t[σ3(ξ01 + ξ02)],Φ2〉 (6.11)
Determination of Θ˜(t)
We anticipate that generically |φ1| ∼ |α1| ∼ t− 12 for t very large. α0 will have
a limit as t→ ±∞ if ∂tα0 is integrable. We ensure this by choosing ∂tΘ˜ to cancel
the terms which are of order t−1 and nonoscillatory. Thus, we choose Θ˜ to satisfy
∂tΘ˜〈F ′0,Ψ0〉 − 2λ〈F ′0, |φ1|2Ψ0〉 = 0. (6.12)
To leading order this gives:
∂tΘ˜ ∼ 2λ〈ψ20∗, |φ1|2〉. (6.13)
In this way, a logarithmic correction to the standard phase,
∫ t
0 E0(s)ds arises.
Equations (6.11), (6.12) together with Proposition 18.1 imply
2i(1 +O(0)4 )∂tα0 + iα20O(0)0 ∂tα0 + (E01 + ∂tΘ˜)〈ξ01 + ξ02 , ~Ψ1〉+ 〈σ3(ξ01 + ξ02), i∂t~Ψ1〉
= −∂tΘ˜〈χ(0)0 , φ2〉+ ∂tΘ˜α20〈χ(0)0 , φ2〉
+λO(0)0 (|α0|2α1 + α20α1) + λ〈χ(0)0 , |φ1|2φ1 − |Ψ1|2Ψ1〉 − λα20〈χ(0)0 , |φ1|2φ1 − |Ψ1|2Ψ1〉
−∂t|α0|2
[
〈χ(0)0 , φ2〉+ e2iγ0〈χ(0)0 , φ2〉
]
+ i|α0|2∂tγ0
[
〈χ(0)0 , φ2〉+ e2iγ0〈χ(0)0 , φ2〉
]
(6.14)
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We now turn equation (6.2). Using (6.10) equation (6.2) can be written as:
(1 +O(0,1)2 ) i∂tα1 + (O(α20) +O(α21)) i∂tα1
+( (1 +O(0,1)2 )α1 + α20α1O(0,1)2 )(E01 + ∂tΘ˜) + 〈σ3ξµ, i∂t~Ψ0〉
= −∂tΘ˜( 〈χ, φ2〉+ α20〈χ, φ2〉 )− ∂tΘ˜O(0,1)0 α0
−λO(0,1)2 (|α0|2α1 + α20α1) + λO(0)0 α0〈χ, |φ1|2〉
+λα0〈χ, φ21〉+ λα30〈χ, φ12〉
+λ〈χ, |φ1|2φ1 − |Ψ1|2Ψ1〉+ λα20〈χ, |φ1|2φ1 − |Ψ1|2Ψ1〉
+i〈∂t(σ3ξµ),Φ2〉 (6.15)
We next write the systems for ~α0 and ~α1.
iM00∂t~α0 + iM01∂t~α1 + (E01 + ∂tΘ˜)σ3N01~α1
= λO(0)0 σ3
( |α0|2α1 + α20α1
c.c.
)
+λσ3
(
〈χ(0)0 , |φ1|2φ1 − |Ψ1|2Ψ1〉+ α20〈χ(0)0 , |φ1|2φ1 − |Ψ1|2Ψ1〉
c.c.
)
−∂tΘ˜
(
〈χ(0)0 , φ2〉+ α20〈χ(0)0 , φ2〉
c.c.
)
−∂t|α0|2σ3
(
〈χ(0)0 , φ2〉+ e2iγ0〈χ(0)0 , φ2〉
c.c.
)
+i|α0|2∂tγ0
(
〈χ(0)0 , φ2〉+ e2iγ0〈χ(0)0 , φ2〉
c.c.
)
(6.16)
iM11∂t~α1 + iM10∂t~α0 + (E01 + ∂tΘ˜)σ3N11~α1
= λO(0,1)0 σ3
( |α0|2α1 + α20α1
c.c.
)
+λσ3
( 〈χ, |φ1|2φ1 − |Ψ1|2Ψ1〉+ α20〈χ, |φ1|2φ1 − |Ψ1|2Ψ1〉
c.c.
)
+λσ3
(
α0〈χ, |φ1|2〉+ α0〈χ, φ21〉+ α30〈χ, φ12〉
c.c.
)
−∂tΘ˜ σ3
( 〈χ, φ2〉+ α20〈χ, φ2〉
c.c.
)
+ i
( 〈∂t(σ3ξµ),Φ2〉
c.c.
)
(6.17)
The matrices Mjk, Nj1, j, k = 0, 1 are displayed in equations (6.6-6.9). For
the (generic) case where we expect |α0| to approach a nonzero limit and α1 and
φ2 to decay to zero, we shall use the expansion:
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M00 =
(
2(1 +O(0)4 ) α20O(0)0
α0
2O(0)0 2(1 +O(0)4 )
)
M11 =
(
1 +O(0,1)2 O(α20) +O(α21)
O(α02) +O(α12) 1 +O(0)2
)
(6.18)
The matrices M10 and M10 are higher order in α0 and satisfy:
M10, M01 =
( O(0)2 α20O(0)0
α0
2O(0)0 O(0)2
)
(6.19)
The matrices N01 and N11 satisfy:
N01 =
( O(0)2 +O(1)2 α20(O(0)2 +O(1)2 )
α0
2(O(0)2 +O(1)2 ) O(0)2 +O(1)2
)
N11 =
(
1 +O(0)2 α20O(0,1)0
α0
2O(0,1)0 1 +O(0)2
)
Simplifications to equations (6.1-6.2)
(1) Since M10 and M01 are higher order in α0 we can eliminate ∂tα1 from (6.16)
and ∂tα0 from (6.17).
(2) Note also, that ”commutator terms” with factors like ∂t|α0|2 or ∂tα20 can be
eliminated via redefinition of the near identity matrixM00 through incorporation
of a higher order correction.
(3) We can eliminate the term proportional to |α0|2∂tγ0 as follows. Consider the
last two terms of (6.16). Since ∂t|α0|2 = α0∂tα0 + α0∂tα0 we can incorporate the
second to last term of (6.16) as a higher order correction to the near identity
matrix M00, M˜00. Our goal is now to eliminate the eliminate ∂tγ0 from the
equation. The system now be written as form:
i∂t~α0 = M˜00
−1 (
... + iO(|α0|2)∂tγ0
)
(6.20)
The first component has the form:
i∂tα0 = 1
st component of the vector :
M˜00
−1
(...) + iO(|α0|2)∂tγ0M˜00−1 (6.21)
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Since α0 = |α0|eiγ0 we have
i∂t|α0| − |α0|∂tγ0 = e−iγ0 × 1st component of the vector :
M˜00
−1
(...) + iO(|α0|) |α0|∂tγ0M˜00−1 (6.22)
By taking the real part of (6.22), for |α0| small, we can solve for |α0|∂tγ0. This
enables us to eliminate it from equation (6.16) as a higher order term.
Implementation of these simplifications leads to the following
Proposition 6.1.
i∂t~α0 = M
#
00
[
−(E01 + ∂tΘ˜)σ3N01~α1
+λO(0)0 σ3
( |α0|2α1 + α20α1
c.c.
)
+λσ3
(
〈χ(0)0 , |φ1|2φ1 − |Ψ1|2Ψ1〉+ α20〈χ(0)0 , |φ1|2φ1 − |Ψ1|2Ψ1〉
c.c.
)
−∂tΘ˜
(
〈χ(0)0 , φ2〉+ α20〈χ(0)0 , φ2〉
c.c.
) ]
(6.23)
i∂t~α1 = A(t)~α1
+M#11
[
λσ3
( 〈χ, |φ1|2φ1 − |Ψ1|2Ψ1〉+ α20〈χ, |φ1|2φ1 − |Ψ1|2Ψ1〉
c.c.
)
+λσ3
(
α0〈χ, |φ1|2〉+ α0〈χ, φ21〉+ α30〈χ, φ12〉
c.c.
)
−∂tΘ˜ σ3
( 〈χ, φ2〉+ α20〈χ, φ2〉
c.c.
) ]
(6.24)
Here,
A =
(
E10 +O(0,1)0 |α0|2 O(0,1)0 α20
−O(0,1)0 α02 −E10 −O(0,1)0 |α0|2
)
(6.25)
A22 = −A11, A21 = −A12, and
φ1 = Ψ1 + φ2
M#00 and M
#
11 are near-identity matrices, whose deviations from the identity give
rise to higher order terms which are subordinate to the leading order behavior
obtained in the analysis which follows.
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Finally, equations (6.23) and (6.24) are coupled to the equation for Φ2 given by
(5.11).
6.3. Peeling off the rapid oscillations of α1
Fix T > 0 and large. We rewrite (6.24) centered about the ground state at time
t = T :
i∂t~α1 = A(T )~α1 + (A(t)−A(T )) ~α1 + ~F , (6.26)
where
A(T ) =
(
E01(T ) +O(0,1)0 (T )|α0(T )|2 O(0,1)0 (T )α20(T )
−O(0,1)0 (T )α02(T ) −E01(T )−O(0,1)0 (T )|α0(T )|2
)
(6.27)
Since A(T ) is a constant coefficient matrix it is a simple matter to obtain the
fundamental matrix.
Proposition 6.2. The system
i∂t~α1 = A(T )~α1 (6.28)
has a fundamental solution matrix:
X(t) =
(
c+11 c
−
12
c+21 c
−
22
)(
e−iλ+t 0
0 e−iλ−t
)
=

 1 O(0,1)0 (T )α0(T )2E−110 (T )
O(0,1)0 (T )α0(T )
2
E−110 (T ) 1


(
e−iλ+t 0
0 e−iλ−t
)
(6.29)
The eigenfrequencies, λ±(T ) are given by λ+(T ) and λ−(T ) = −λ+(T ), where:
λ+(T ) = E10(T ) +O(0,1)0 |α0(T )|2, (6.30)
where E10 = E1 −E0, and provided |α0(T )|2/E10(T ) is sufficiently small.
We use the fundamental matrix, X(t), to define a change of variables:
~α1 ≡ X(t)~β = X(t)
(
β1
β1
)
(6.31)
Therefore,
α1 = e
−iλ+tβ1 +O(0,1)0 α20(T )E−110 (T )e−iλ−tβ1. (6.32)
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Then, ~β satisfies
i∂t~β = X
−1(t)~F (X(t)~β(t), t) (6.33)
Note that since the linear in α1 terms have been removed by the change of variables
(6.31), ∂t~β1 ∼ O(|β1|2).
Note that by (6.29)
X−1(t) =
(
eiλ+t 0
0 eiλ−t
) 1 +O(0,1)0 (T )|α0(T )|4E−210 (T ) −O(0,1)0 (T )α20(T )E−110 (T )
−O(0,1)0 (T )α0(T )
2
E−110 (T ) 1 +O(0,1)0 (T )|α0(T )|2E−210 (T )


(6.34)
Written out in detail, from (6.33) and the various definitions, we have
Proposition 6.3. The equation for β1 has the form
i∂tβ1 = λe
iλ+t〈χ0, |e−iλ+tβ1ψ1∗ + φ2|2〉α0
+ λeiλ+t〈χ0, (e−iλ+tβ1ψ1∗ + φ2)2〉α0
+ λeiλ+t〈χ0, (eiλ+tβ1ψ1∗ + φ2)2〉α30
+ λ〈χ0,
[
|e−iλ+tβ1ψ1∗ + φ2|2(e−iλ+tβ1ψ1∗ + φ2)− e−iλ+t|β1|2β1ψ31∗
]
〉
+ Rβ , where (6.35)
Rβ = X−1(t)
[
(A(t)−A(T ))X(t)~β1 +R1
]
(6.36)
Remark 6.1.
X−1(t)[A(t)−A(T )]X(t) = Real Symmetric Diagonal S(t)+e−2iλ+tB(t) (6.37)
Therefore, the nonoscillatory part involving S(t) does not effect the evolution of
|β1|2.
6.4. Expansion of φ2
The next step is to get an appropriate expansion of φ2, which upon substitution
into (6.35) can be used to isolate the key resonant terms in the β1 equation. The
analogous steps are then repeated for the α0 equation. Finally, a near-identity
change of variables is constructed which maps the system for α0 and β1 to a new
system (a normal form plus corrections) for which the dynamical behavior is more
transparent.
Φ2 solves equation (5.11). We shall require dispersive decay estimates for Φ2
and these are most naturally obtained relative to a time independent Hamiltonian.
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Since α0(t) is expected to tend to a limit as t→∞ and since we are fixing a time
interval [0, T ], it is natural to use as reference Hamiltonian, the operator H0(T ).
We now make use of the linear spectral theory of section 3 and decompose Φ2 into
a part lying in the “discrete subspace of H0(T )”:
Ng(H0(T ))⊕N(H0(T )− µ(T ))⊕N(H0(T ) + µ(T )) (6.38)
and a part lying in M1(T ), the “dispersive subspace of H0(T )”; see (4.40).
Let [3, 11]
Φ2 = k + n + η, (6.39)
where
k ≡ ∑
ξa∈Ng(H0(T ))
〈σ3ξa(T ),Φ2〉ξa (6.40)
n ≡ ∑
ξb∈N(H0(T )∓µ(T ))
〈σ3ξb(T ),Φ2〉ξb (6.41)
η ≡ Pc(T )Φ2 = Φ2 − k − n (6.42)
Since
〈σ3ξa(t),Φ2(t)〉 = 0, ξa ∈ Ng(H0(t))
〈σ3ξb(t),Φ2(t)〉 = 0, ξb ∈ Ng(H0(t)∓ µ(t)),
ξ(t) may be replaced by ξ(t) − ξ(T ) in the definitions of k and n. Inserting the
expansion (6.39) into (6.40) and (6.41) and defining
pnull(t, T ) =
∑
ξa∈Ng(H0(T ))
〈σ3(ξa(T )− ξa(t)), ·〉ξa (6.43)
pneut(t, T ) =
∑
ξb∈N(H0(T )∓µ(T ))
〈σ3(ξb(T )− ξb(t)), ·〉ξa (6.44)
we have that k and n may be expressed in terms of η as follows: Then,[
I −
(
pnull(t, T ) pnull(t, T )
pneut(t, T ) pneut(t, T )
) ](
k
n
)
=
(
pnull(t, T )η
pneut(t, T )η
)
. (6.45)
Therefore, we have
Proposition 6.4. There exists ε0 > 0 such that if |α0(t)− α0(T )| < ε0 then the
relation (6.45) can be inverted and we have
Φ2 = Φ2[η] = k[η] + n[η] + η, (6.46)
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where Φ2 is linear in η and continuous in the weighted (local decay) norm of
f 7→ ‖〈x〉−σf‖2.
The statement about continuity in the weighted norm follows from the spatial
localization of the generalized eigenfunctions.
Remark 6.2. Note that since |ξa(T )− ξa(t)| ≤ CE
1
2
0 |α0(T )− α0(t)|, we have the
simple estimate:
|k|, |n| ≤ C|α0(T )− α0(t)| ||〈x〉−ση(t)||2. (6.47)
Anticipating that for t very large, |α0(T )−α0(t)| ∼ t− 12 and ||〈x〉−σΦ2(t)||2 ∼ t− 12 ,
it follows that |k|, |n| ∼ t−1. Thus, |k| and |n|, are expected to decay faster than
η.
Finally, η satisfies the following evolution equation obtained from (5.11) by explic-
itly introducing the reference Hamiltonian, H0(T ), and applying the projection
Pc(T ) to the equation.
i∂tη = H0(T )η
+ (H0(t)−H0(T )) η + (E1(t)− E0(t))Pc(T )σ3
(
Ψ1(t)
c.c.
)
+ λPc(T )σ3
(
2|Ψ0|2Ψ1 +Ψ20Ψ1
c.c.
)
+ λPc(T )σ3
(
2Ψ0|Ψ1 + π1Φ2[η]|2 +Ψ0(Ψ1 + π1Φ2[η])2
c.c.
)
+ λPc(T )σ3
( |Ψ1 + π1Φ2[η]|2(Ψ1 + π1Φ2[η])− |Ψ1|2Ψ1
c.c.
)
− iPc(T )
(
~∇1Ψ1(t) · ∂t~α1(t) + ~∇0Ψ0(t) · ∂t~α0(t)
c.c.
)
(6.48)
7. Normal Form and Master Equations
In section 4 we decomposed the solution, φ, in terms of coordinates α0(t) and α1(t)
along manifolds of nonlinear bound states and φ2, a correction which lies in a time-
dependent subspace, M1(t), of continuum modes. φ2(t) was then decomposed
into its discrete (k and n) and continuous (η) components with respect to a time
independent Hamiltonian, H0(T ). We also observed that k and n are determined
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by and are expected to be more rapidly decaying than η (Proposition 6.4 and
Remark 6.2). Therefore, the evolution of φ is determined by α0, α1 and η. Finally,
the fast oscillations of α1 are removed by the introduction of β1 = [X(t)~α1]1 ∼
e−iλ+tα1.
We now seek a form of the system for α0 and β1 from which the large time
dynamics can be deduced. We obtain this “normal form” by first solving for η
(see (7.21),(6.48) ) as a functional of α0, β1 and the initial data η(0) and then
substituting an appropriate expansion (see sections 7 and 8) into the equations
for α0 and β1.
Proposition 7.1. The Normal Form There exists a near identity change of
variables (
α˜0
β˜1
)
≡
(
α0
β1
)
+
(
Jα[α0, β1, t]
Jβ[α0, β1, t]
)
(7.1)
where
Jk[α0, β1, t] = O(|α0|2 + |β1|2), k = α, β (7.2)
and bounded uniformly in t, and such that
i∂tα˜0 = (c1022 + iΓω) |β˜1|4α˜0 + Fα[α˜0, β˜1, η, t]
i∂tβ˜1 = (c1121 − 2iΓω)|α˜0|2|β˜1|2β˜1 + Fβ[α˜0, β˜1, η, t]. (7.3)
The properties of Fα and Fβ are briefly discussed in the remark 7.2 following
Corollary 7.1 below and described in detail in section 8.
Furthermore,
Γ = Γω∗ +O(|α0(T )|2) > 0, where,
Γω∗ ≡ λ2π〈ψ0∗ψ21∗, δ(H − ω∗)ψ0∗ψ21∗〉 > 0
ω∗ = 2E1∗ −E0∗ (7.4)
The coefficients cklmn = O(0,1)0 are real constants multiplying monomials of the
form αk0α
l
0β
m
1 β
n
1 .
Remark 7.1. Due to our choice of the phase correction, Θ˜(t) (see (6.12), a term
of the form c1011O(0,1)0 |β˜1|2α˜0, is absent from the differential equation for α˜0 in
(7.3).
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Now let
P0 ≡ |α˜0|2 and P1 ≡ |β˜1|2 (7.5)
denote the (renormalized) ground state and excited state powers. Then, by (7.3)
we have the Nonlinear Master Equation:
Corollary 7.1.
dP0
dt
= 2ΓP0P
2
1 + R0 (7.6)
dP1
dt
= −4ΓP0P 21 + R1. (7.7)
where
R0 = R0[α˜0, β˜1, η, t] = 2ℑ(α˜0Fα),
R1 = R1[α˜0, β˜1, η, t] = 2ℑ(β˜1Fβ) (7.8)
A more precise and revealing variant of Corollary 7.1 is Proposition 11.1, which
is stated and proved in section 8.
Remark 7.2. The terms Fα and Fβ are such that R0 and R1 are not small per-
turbations of the leading order terms in (7.6, 7.7) for all t ≥ 0. In fact there are
three time intervals defined in terms of transition times t0 and t1 (see section 8), in
which we consider the system (7.6-7.7): I0 = [0, t0], I1 = [t0, t1] and I2 = [t1,∞).
It is only for sufficiently large time, (t ∈ I2), where R0 and R1 are negligible. The
behavior on short (0 ≤ t ≤ t0) and intermediate (t0 ≤ t ≤ t1) time scales can be
very different. We go into the details of R0 and R1 in section 8 but wish to make
some remarks at this stage which indicate our approach.
If we drop the terms Rj then we have a flow, which evolves in the first quadrant
of the P0 − P1 plane according to:
dp0
dt
= 2Γp0p
2
1 (7.9)
dp1
dt
= −4Γp0p21, (7.10)
where solutions for typical data converge to the p0 axis with a rate 〈t〉−1. In order
for the corrections coming from R0 and R1 to be small, intuitively it is sufficient
that
Rj ∼ Eρ0
(
P0P
2
1 + 〈t〉−3
)
, (7.11)
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where E0 is small and ρ > 0. This is what we show for t ≥ t1. For the intermediate
time range, t0 ≤ t ≤ t1, we show that the behavior is controlled by the system:
dP0
dt
= 2ΓP0P
2
1 +O(〈t〉−3)
dP1
dt
= −4ΓP0P 21 +O
(√
P0P
m
1
)
+ O(〈t〉−3), (7.12)
where m ≥ 3. Therefore, for intermediate times we need to show:
R0 ∼ Eρ0
(
P0P
2
1 + 〈t〉−3
)
R1 ∼ Eρ0
(
P0P
2
1 +
√
P0P
m
1 + 〈t〉−3
)
. (7.13)
What makes the analysis subtle is the dependence of Rj on P0 and P1 in a manner
which is nonlocal in time. That is,
η ∼
∫ t
0
e−iH0(t−s)Pc(H0)χαm10 βm21 α0m3β1m4 ds (7.14)
Local in time terms are simple to dominate by the leading terms. However,
nonlocal terms require careful analysis. Note in particular, that due to the “history
dependence” of such terms, being expressed as time integrals from 0 up to t, an
analysis of the effect of such terms for t ≥ t1 requires use of estimates on other
time regimes t ≤ t0 and t0 ≤ t ≤ t1 as well. Furthermore, there are no decay
estimates on either P0 or P1 in the intermediate interval t0 ≤ t ≤ t1 or on the size
of this interval.
The normal form of Proposition 7.1 is essentially the Poincare´ - Dulac normal
form which can be constructed along the lines explictly implemented in [44]; see
also [1]. We now give a detailed outline of the procedure with explicit illustrative
detail of key points concerning the treatment of resonant and nonresonant terms.
Resonant terms and removal nonresonant terms: Here we illustrate, by
way of a simple example, how non-resonant terms can be removed by near identity
changes of variables. Consider the scalar ordinary differential equation
A′(t) = |A(t)|2eiΩt (7.15)
where A(t) is a complex valued function. We shall introduce a change of variables
A 7→ A˜ = A + q2(A,A, t), where q2(A,A, t) = O(|A|2) and q2(A,A, t + 2piΩ ) =
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q2(A,A, t), which is therefore approximately the identity for |A| small, and such
that
A˜′(t) =
i
Ω
|A˜(t)|2A˜(t) + i
Ω
e2iΩt|A˜(t)|2A˜(t) + E4(A˜(t), A˜(t), t), (7.16)
Here, E4 is 2π/Ω periodic in t and
E4(A(t), A˜(t), t) = O(|A˜(t)|4) (7.17)
The change of variables can be derived by elementary means. Integration of
(7.15) gives:
A(t)− A(0) =
∫ t
0
|A(s)|2eiΩsds
=
∫ t
0
|A(s)|2 1
iΩ
d
ds
eiΩsds
= |A(s)|2 1
iΩ
eiΩs |t0 −
∫ t
0
1
iΩ
eiΩs
d
ds
|A(s)|2 ds
= |A(s)|2 1
iΩ
eiΩs |t0 −
1
iΩ
∫ t
0
eiΩsA(s)|A(s)|2eiΩsds− 1
iΩ
∫ t
0
|A(s)|2A(s)ds
(7.18)
Define A˜(t) = A(t)−(iΩ)−1|A(t)|2eiΩt. Then, A˜ satisfies the renormalized ODE, in
which resonant quadratic terms have been removed. The process can be repeated;
by introducing further changes of variables A˜ 7→ A˜1 = A˜+ higher order in A˜ and
period in t, non-resonant (oscillatory) cubic terms can be removed to obtain:
A˜′1(t) =
i
Ω
|A˜1(t)|2A˜1(t) + ik|A˜1(t)|4A˜(1t) + . . . , (7.19)
where k is real. That the coefficients in the first to terms of this normal form are
purely imaginary implies that, to this order, the amplitude |A˜1(t)| is independent
in time. This is the typical situation of the norm form finite dimensional Hamil-
tonian systems, in which resonances occur between isolated discrete frequencies.
We next examine resonances between discrete and frequencies and the con-
tinuum of frequencies, associated with the continuous spectral (dispersive) part
of H0. These can introduce nonconservative terms into the normal from (via co-
efficients with real as well as imaginary parts), which are responsible for energy
transfer between discrete modes (bound states) and radiation.
Nonconservative resonant terms and energy transfer: We explain how to
find the key resonant energy transfer terms, the leading terms in (7.3). These
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are terms responsible for the exchange of energy among the nonlinear ground and
excited states mediated by interaction with continuums modes. We focus on the
β1 equation. Analogous considerations apply to the α0 equation.
Equation (6.35) can be written the following compact form:
i∂tβ1 =
∑
p,q,r
Cpqrβ
p
1β1
q
e−iωrt〈χpqr, η〉+O(η2) + ..., (7.20)
where Cpqr are of order 1, α0 or higher order in α0, ωr ∈ {±λ±,±2λ±, 0}, and χpqr
denote functions which are exponentially localized in space. The equation for α0
has a similar structure. The equation for η = η0+ η1+ η2, can be formally solved
giving:
η = O(η0) +O(η20) +O(η2)
+
∑
p1,q1,r1
Dp1q1r1G
(
βp11 β1
q1
e−iνr1s χ˜p1q1r1
)
(7.21)
Here, G denotes the operator
f 7→ Gf ≡ −i
∫ t
0
e−iH0(t−s) Pc f(s) ds. (7.22)
We insert the expansion for η, (7.21) into the terms involving inner products
〈χpqr, η〉 in (7.20) and in the corresponding equation for α0. This yields a coupled
system for α0 and β1 which is closed up to higher order. The terms in the resulting
equations are of the form
∑
p,q,r
∑
p1,q1,r1
CpqrDp1q1r1β
p
1β1
q
e−iωrt
〈
χpqr , Gβ
p1
1 β1
q1
e−iνr1s χ˜p1q1r1
〉
. (7.23)
We now use the integration by parts lemma:
Lemma 7.1.
∫ t
0
eiAsf(s)ds = lim
δ↓0
∫ t
0
ei(A±iδ)sf(s)ds
= −i(A± i0)−1eiAtf(t) + i(A± i0)−1f(0)
+ i(A± i0))−1
∫ t
0
eiAsf ′(s)ds (7.24)
Applying this lemma, we obtain
e−iωrt
〈
χpqr Gβ
p1
1 β1
q1
e−iνr1s χ˜p1q1r1
〉
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= −e−i(ωr+νr1)tβp11 β1q1
〈
χpqr , (H0(T )− νr1 ∓ i0)−1Pc(T )χ˜p1q1r1
〉
+ βp11 (0)β1
q1
(0)
〈
χpqr , (H0(T )− νr1 ∓ i0)−1e−iH0(T )tPc(T )χ˜p1q1r1
〉
+
∫ t
0
〈
χpqr , (H0(T )− νr1 ∓ i0)−1 e−iH0(T )(t−s)e−iνr1sPc(T )
d
ds
(
βp11 β1
q1
χ˜p1q1r1
)
ds
〉
(7.25)
We first focus on the first term in the expansion (7.25). This first contributes a
resonant term, which cannot be transformed by a near identity transformation to
higher order if
ωr + νr1 = 0. (7.26)
Now consider such a resonant term. We find that in the β1 equation they are of
the form:
−|α0|2a1 |β1|2b1β1
〈
~χ , (H0 − νr1 ∓ i0)−1Pc~χ
〉
(7.27)
where νr1 = −ωr ∈ {±λ±,±2λ±, 0}.
There are two cases to consider: (I) νr1 not in the continuous spectrum of H0
and (II) νr1 in the continuous spectrum of H0 4. If νr1 is not in the continuous
spectrum of H0 then the inner produce in (7.27) does not involve a singular limit
and we get the limit 〈
~χ , (H0 − νr1)−1Pc~χ
〉
. (7.28)
In this case, the coefficient of |α0|2a1 |β1|2b1β1 is real. Such a term results only in
a nonlinear distortion of the phase of β1 and does not effect the amplitude. If νr1
is in the interior of the continuous spectrum of H0 then the limit is singular. We
choose the plus sign (+i0) if we study the evolution for t > 0 and the negative
sign (−i0) for t < 0. This choice related to the condition of outgoing radiation
explained below; see also [44], for example. Evaluation of this singular limit gives:
〈
χ , (H0 − νr1 ∓ i0)−1Pcχ
〉
= Λ˜ + iΓ˜, where
Γ˜ = π 〈χ , δ(H0 − νr1)χ〉 , Λ˜ =
〈
χ , P.V. (H0 − νr1)−1χ
〉
Contributions to the imaginary part are therefore responsible for a change in
amplitude (here damping of β1).
Now, when does a frequency ν lie in the continuous spectrum of H0? By
Proposition 4.2, we must have ν > −E0 = |E0| or ν < E0. By (6.30), λ± ∼
4In case (II) we consider the generic case where if νr1 lies in the interior of the continuous
spectrum of H0.
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±(E1 − E0). Since ν varies over the frequencies 0,±λ±,±2λ± we find that νr1 =
±2λ± = −ωr resonances are in the continuous spectrum and therefore are those
giving rise to energy transfer, provided 2E1 − E0 > 0; see (7.4). We now embark
on the details.
7.1. Expansion of η
We expand η as follows:
η(t) = η0(t) + η1(t) + η2(t), (7.29)
where η0(t) corresponds to the linear homogeneous evolution with initial data
η(0) = Pc(T )Φ2(0) and η1 solves the inhomogeneous linear equation driven by α0,
α1 and η0(t).
Equation for η0(t):
i∂tη0 = H0(T )η0
η0(0) = Pc(T )Φ2(0) (7.30)
Thus,
η0(t) = e
−iH0(T )tPc(T )Φ2(0) (7.31)
Equation for η1(t):
i∂tη1 = H0(T )η1 + Pc(T ) [H0(t)−H0(T )] Φ2[η0] + E10(t)Pc(T )σ3
(
Ψ1
c.c.
)
+ λPc(T )σ3
(
2|Ψ0|2Ψ1 +Ψ20Ψ1
c.c.
)
+ λPc(T )σ3
(
2Ψ0|Ψ1 + π1Φ2[η0]|2 +Ψ0(Ψ1 + π1Φ2[η0])2
c.c.
)
+ λPc(T )σ3
( |Ψ1 + π1Φ2[η0]|2(Ψ1 + π1Φ2[η0])− |Ψ1|2Ψ1
c.c.
)
− iPc
(
~∇1Ψ1(t) · ∂t~α1(t) + ~∇0Ψ0(t) · ∂t~α0(t)
c.c.
)
(7.32)
The initial data for η1 is η1(0) = 0.
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Remark 7.3. A direct computation using the biorthogonal decomposition of the
discrete subspaces of H0 and H∗0 of section 4 yields that the second term in (6.48)
is of a higher order than is explicit:
E10(t)Pc(T )σ3
(
Ψ1
c.c.
)
= O
(
|α0|2|α1|+ |α1|3
) (
χ
(0)
0 + χ
(1)
0 + χ
(0,1)
0
)
(7.33)
for |α0| << 1 and |α1| ↓ 0.
Equation for η2(t):
i∂tη2 = H0(T )η2 + Pc(T ) [H0(t)−H0(T )] Φ2[η1 + η2]
+ λPc(T )σ3
(
2Ψ0
[
(Ψ1 + π1Φ2[η0])π1Φ2[η1 + η2] + c.c.
]
c.c.
)
+ λPc(T )σ3
(
2Ψ0|π1Φ2[η1 + η2]|2 + 2Ψ0(Ψ1 + π1Φ2[η0])π1Φ2[η1 + η2]
c.c.
)
+ λPc(T )σ3
(
Ψ0(π1Φ2[η1 + η2])
2
c.c.
)
+ λPc(T )σ3
(
2|Ψ1 + π1Φ2[η0]|2π2Φ[η1 + η2]
c.c.
)
+ λPc(T )σ3
(
(π1Φ2[η1 + η2])
2(Ψ1 + π1Φ2[η0]) + π1Φ2[η1 + η2](Ψ1 + π1Φ2[η0])
2
c.c.
)
+ λPc(T )σ3
(
2(Ψ1 + π1Φ2[η0])|π1Φ2[η1 + η2]|2 + |π1Φ2[η1 + η2]|2π1Φ2[η1 + η2]
c.c.
)
(7.34)
We expect that η2 = O(〈t〉−1). Let
η2 = η2a + η2b. (7.35)
By construction we will show that η2a = O(〈t〉−1) and η2b = O(〈t〉− 32 ).
i∂tη2a = H0(T )η2a + Pc(T )[H0(t)−H0(T )]Φ2[η1]
+ 2λPc(T )σ3
(
Ψ0(Ψ1π1Φ2[η1] + Ψ1π2Φ2[η1]) + Ψ0|π1Φ2[η1]|2
c.c.
)
+ λPc(T )σ3
(
2Ψ0π1Φ2[η1](Ψ1 + π1Φ2[η0]) + Ψ0(π1Φ2[η1])
2
c.c.
)
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+ λPc(T )σ3
(
2|Ψ1 + π1Φ2[η0]|2π1Φ2[η1] + (Ψ1 + π1Φ2[η0])2π1Φ2[η1]
c.c
)
+ λPc(T )σ3
(
2(Ψ1 + π1Φ2[η0]) |π1Φ2[η1]|2 + (Ψ1 + π1Φ2[η0]) (π1Φ2[η1])2
c.c
)
+ λPc(T )σ3
( |π1Φ2[η1]|2π1Φ2[η1]
c.c.
)
(7.36)
7.2. Normal form and master equations
Using (7.33) and explicitly inserting in (7.32) the representation
α1 = (X(t)β(t))1 = e
−iλ+(T )tβ1 +O(0,1)0 α20(T )E−110 (T )e−iλ−(T )tβ1 (7.37)
gives the following equation for η1:
i∂tη1 = H0(T )η1 + Pc(T ) (H0(t)−H0(T ))Φ2[η0]
+ E10(t)Pc(T )σ3( |α˜0|2χ(0)0 + |β˜1|2χ(1)1 )
×
(
e−iλ+(T )tβ1 +O(0,1)0 α20(T )E−110 (T )e−iλ−tβ1
c.c.
)
+ λPc(T )σ3ψ
2
0∗ψ1∗
(
2|α0|2β1e−iλ+(T )t + α20β1eiλ+(T )t
c.c.
)
+ λPc(T )σ3ψ
2
0∗ψ1∗
(
2α0|β1|2 + α0β21e−2iλ+(T )t
c.c.
)
+ ~Rη1 , (7.38)
with initial condition η1(0) = 0.
Substitution of η1 into the equations (6.23) and (6.35) for α0 and β1 gives rise
to terms which make explicit the resonant exchange of energy between the ground
state and excited state. We next isolate the key terms in the expansion of η1
relating to this energy exchange.
Let’s begin with the β1 equation, (6.35). Written out in greater detail we have:
i∂tβ1 = 2λ〈ψ0∗, ψ31∗〉|β1|2α0eiλ+(T )t + 2λ〈ψ0∗ψ21∗, π2Φ2〉β1α0
+ λ〈ψ0∗, ψ31∗〉β21α0e−iλ+(T )t + 2λ〈ψ0∗ψ21∗, π1Φ2〉(β1α0e2iλ+(T)t + β1α0)
+ 2λ〈ψ0∗ψ1∗, |π1Φ2|2〉α0eiλ+(T )t + λ〈ψ0∗ψ1∗, (π1Φ2)2〉α0eiλ+(T )t
+ λ〈ψ31∗, π1Φ2〉|β1|2eiλ+(T )t + λ〈ψ21∗, (π1Φ2)2〉β1e2iλ+(T )t
+ λ〈ψ31∗, π2Φ2〉β21e−iλ+(T )t + 2λ〈ψ21∗, |π1Φ2|2〉β1e−iλ+(T )t
+ λ〈ψ1∗, |π1Φ2|2π1Φ2〉eiλ+(T )t +Rβ , (7.39)
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where Rβ is defined in (6.36).
We claim that the key term in (7.39) responsible for energy transfer is the
term
2λ〈ψ0∗ψ21∗, π1Φ2〉β1α0e2iλ+(T)t (7.40)
on the second line of (7.39). To see this we decompose η1 into “resonant” and
“nonresonant” parts
η1 = η1R + η1NR (7.41)
The part η1NR gives rise to the key resonant energy transfer term in the equation
for β1 and is the solution to the initial value problem
i∂tη1R = H0(T )η1R + λPc(T )σ3ψ21∗ψ0∗α0β21e−2iλ+(T )t
(
1
0
)
η1R(0) = 0. (7.42)
Solving (7.42) using DuHamel’s principle we have
η1R(t) = −iλ
∫ t
0
e−iH0(T )(t−s)Pc(T )σ3ψ
2
1∗ψ0∗α0(s)β
2
1(s)e
−2iλ+(T )s
(
1
0
)
ds
= −iλe−iH0(T )t
∫ t
0
ei[H0(T )−2λ+(T )]sPc(T )σ3ψ
2
1∗ψ0∗α0(s)β
2
1(s)
(
1
0
)
ds
(7.43)
Recall that the continuous spectrum of H0(T ) is given by points ω such that
|ω| ≥ |E0|. By Proposition 6.2, for |α0|2/E10 sufficiently small
λ+(T ) = E10(T ) +O(0,1)0 |α0(T )|2. (7.44)
By the hypothesis (7.4), 2E1∗ − E0∗ > 0, if |α0| is sufficiently small then 2λ+(T )
lies in the continuous spectrum of H0(T ). Therefore, (7.42) is a resonantly forced
system. We expand the solution as follows. Let δ > 0 and set
ηδ1R(t) = −iλe−iH0(T )t
∫ t
0
ei[H0(T )−2λ+(T )−iδ]sPc(T )σ3ψ
2
1∗ψ0∗α0(s)β
2
1(s)
(
1
0
)
ds.
(7.45)
Then, η1R = limδ→0 η
δ
1R.
We now apply Lemma 7.1 to η1R with A = H0(T )− 2λ+(T ). The result is
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Proposition 7.2. The limit limδ→0 η
δ
1R = η1R exists in S ′ and
η1R(t) = −λe−iλ+(T )tα0(t)β21(t) (H0(T )− 2λ+(T )− i0)−1 Pc(T )
(
1
0
)
ψ21∗ψ0∗
+ λα0(0)β
2
1(0)e
−iH0(T )t (H0(T )− 2λ+(T )− i0)−1 Pc(T )
(
1
0
)
ψ21∗ψ0∗
+ λe−iH0(T )t (H0(T )− 2λ+(T )− i0)−1 ·∫ t
0
ei[H0(T )−2λ+(T )]sPc(T )
(
1
0
)
ψ21∗ψ0∗
d
ds
(
α0(s)β
2
1(s)
)
ds
= η1Ra + η1Rb + η1Rc (7.46)
We substitute (7.46) into the key term (7.40) in (7.39).
2λ〈ψ0∗ψ21∗, π1Φ2[η]〉β1α0e2iλ+(T )t = 2λ〈ψ0∗ψ21∗, π1η1Ra〉β1α0e2iλ+(T )t +R. (7.47)
Here, R denotes rapidly dispersively decaying terms plus higher order terms in
|α0β1|. By Proposition 7.2 and the Plemelj formula (16.3)
2λ〈ψ0∗ψ21∗, π1η1Ra〉β1α0e2iλ+(T )t
= −2λ2
〈
ψ0∗ψ
2
1∗, π1(H0(T )− 2λ+(T )− i0)−1Pc(T )
(
1
0
)
ψ0∗ψ
2
1∗
〉
|α0|2|β1|2β1
= −2(Λ + iΓ)|α0|2|β1|2β1, (7.48)
where (using that E0 − 2E10 = E0 − 2(E1 −E0) = ω∗ +O(|α0(T )|2)) we have
Λ = Λω∗ O(0)0
= λ2〈ψ0∗ψ21∗,P.V.(H − ω∗)−1ψ0∗ψ21∗〉 O(0)0 (7.49)
Γ = Γω∗ O(0)0
= λ2π〈ψ0∗ψ21∗, δ(H − ω∗)ψ0∗ψ21∗〉 O(0)0 (7.50)
Recall thatO(0)0 denotes a term of the form 1+O(|α0|2). Returning to the equation
for β1 we have:
i∂tβ1 = (Λω∗ − iΓω∗)|α0|2|β1|2β1 + .... (7.51)
We now seek the key terms in the α0 equation, (6.23). Using that φ1 = Ψ1+φ2
and the representation (7.37), we have
2i∂tα0 = λ〈ψ20∗, ψ21∗〉e−2iλ+(T )tβ21α0
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+ 2λ〈ψ20∗ψ1∗, φ2〉e−iλ+(T )tα0β1 + λ〈ψ20∗, φ22〉α0
+ +2λ〈ψ0∗ψ21∗, φ2〉|β1|2
+ λ〈ψ0∗ψ1∗, φ22〉β1eiλ+(T )t + λ〈ψ0∗ψ21∗, φ2〉β21e−2iλ+(T)t
+ 2λ〈ψ0∗ψ1∗, |φ2|2〉β1e−iλ+(T )t + λ〈ψ0∗, |φ2|2φ2〉
+ Rα0 (7.52)
We first focus on the key resonant term in (7.52) which is responsible for the
system settling onto the nonlinear ground state. We claim this term is:
λ〈ψ0∗ψ21∗, φ2〉β21e−2iλ+(T)t (7.53)
In analogy with the previous calculation, we have
λ〈ψ0∗ψ21∗, φ2〉β21e−2iλ+(T )t = λ〈ψ0∗ψ21∗, π2η1Ra〉β21e−2iλ+(T )t +R, (7.54)
where R is as above. Therefore, applying Proposition 7.2 we get
λ〈ψ0∗ψ21∗, π2Φ2〉β21e−2iλ+(T )t = (−Λω∗ + iΓω∗)|β1|4α0 +R (7.55)
The expression R denotes terms which are higher order, oscillatory type and
dispersively decaying. See also Remark 7.2.
In summary, we have the following system for α0 and β1:
Proposition 7.3.
i∂tα0 = (−Λω∗ + iΓω∗)|β1|4α0 +R
i∂tβ1 = 2(Λω∗ − iΓω∗)|α0|2|β1|2β1 +R (7.56)
The proof of Proposition 7.1 follows by constructing an appropriate near-
identity change of variables, transforming (7.56) to (7.3). This is implemented
as in [44].
8. Stability analysis on different time scales - overview
In Corollary 7.1 we obtained coupled power equations or nonlinear master equa-
tions governing the (renormalized) ground state and excited state square ampli-
tudes:
P0 = |α˜0|2 and P1 = |β˜1|2 (8.1)
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If we neglect the correction terms R0 and R1, in (7.6-7.7) we obtain the simpler
autonomous system of differential equations:
dp0
dt
= 2Γp0p
2
1 (8.2)
dp1
dt
= −4Γp0p21 (8.3)
Note that this system is exactly solvable. Addition of twice (8.2) to (8.3) yields
that along any solution trajectory:
2p0(t) + p1(t) = 2p0(0) + p1(0). (8.4)
This relation can be used to eliminate p1 from (8.2) or p0 from (8.3). p0(t) and
p1(t) are thus obtained by quadrature. The dynamics of this finite dimensional
reduced system anticipates that an initial state, arbitrarily close to but not exactly
on the excited state branch, with energy distributed among the ground state and
excited state, will evolve to a state with an increased ground state energy and no
energy in the excited state. While not strictly correct, since there are nongeneric
data giving rise to solutions which converge to the excited state [50], this captures
the generic very large time dynamics. The correction terms R0 and R1 in (7.6-
7.7) lead to different transient behavior which may be quite different from that
suggested by the system (8.2-8.3). However, we show that eventually (t ≥ t1), this
system dominates. Moreover, a large class of data, for which the system (8.2-8.3)
controls the behavior is that for which P0(0) > P1(0) and sufficiently small initial
dispersive part.
Before embarking on the details we give a brief overview of the strategy. Using
the change of variables (α, β) 7→ (α˜, β˜) of Proposition 7.1 we have transformed
away all local in time nonresonant terms. This introduces contributions to Fα and
Fβ, and therefore contributions to R0 and R1 in equations (7.6-7.7), which are of
two types:
(i) local in time terms depending on α˜0 and β˜1, which can be absorbed by the lead-
ing terms in (7.6-7.7), with a small correction to the coefficient to the coefficient
Γ and are of order b0〈t〉−2; see Proposition 9.1 below.
nonlocal in time functions of α˜0 and β˜1 defined in terms of η = η[η0, η1, η2] in Fα
and Fβ. These contribute terms to (7.3) with the same (anticipated) time-decay
rate as the leading order terms in (7.3). Correspondingly, there are nonlocal in
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time functions of α˜0 and β˜1 which contribute to Rj in equations (7.6-7.7) which
are of the same (anticipated) decay rate as the leading order terms in (7.6-7.7).
The goal is to control these nonlocal terms, to the extent possible, by the leading
order terms. However, due to the different behavior of α˜0 and β˜1 on different time
scales the argument is somewhat tricky and we now explain our strategy.
Let
t0 + 1 ≡ sup
τ≥0
{
τ : 0 ≤ τ ′ ≤ τ, P0(τ ′) ≤ 5
2
[η0]X + E0
〈τ − 1〉〈τ ′〉2
}
(8.5)
Propositions 11.2-12.1 and 13.1 will justify this choice, by implying the inequalities
(8.7). If t0 <∞, then we have the bound:
P0(t) ≤ 5
2
[η0]X + E0
〈t0〉〈t〉2 , 0 ≤ t ≤ t0. (8.6)
Consider the system for P0(t) and P1(t), (7.6-7.7). Decomposing Rj into local
and nonlocal in time parts we have:
Rj = R
l
j(P0, P1, η0, η) +
∫ t
0
K(t, s)rnlj (s)ds
= Rlj(P0, P1, η0, η) +
∫ t0
0
K(t, s)rnlj (s)ds
+
∫ t
t0
K(t, s)rnlj (s)ds
We have that
Rl0(P0, P1, η0, η) ≤ O(Eρ00 )
(
P0P
2
1 +
b0
〈t〉2
)
Rl1(P0, P1, η0, η) ≤ O(Eρ10 )
(
P0P
2
1 +
b1
〈t〉2 +O
(√
P0P
m
1
) )
, (8.7)
where E0 is the initial total energy and ρj > 0. Therefore, for E0 small
dP0
dt
≥ 2Γ′P0P 21 −
b0
〈t〉2 +
∫ t
t0
K0(t, s)r
nl
0 (s)ds
dP1
dt
≤ −4Γ′P0P 21 +
b1
〈t〉2 +
∫ t
t0
K1(t, s)r
nl
1 (s)ds+O
(√
P0P
m
1
)
,
with Γ′ ∼ Γ. The reverse inequalities hold with Γ′ replaced by Γ′′ = Γ + o(Γ).
Next (Proposition 9.2) we introduce the auxiliary quantities
Q0 = P0 − k0〈t〉−1 and Q1 = P1 + k1〈t〉−1, (8.8)
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where k0(b0, b1, E0) and k1(b0, b1, E0) are chosen appropriately and derive equations
of the form
dQ0
dt
≥ 2Γ′′Q0Q21 +
∫ t
t0
K0(t, s)r
nl
0 (s)ds
dQ1
dt
≤ −4Γ′′Q0Q21 +
∫ t
t0
K1(t, s)r
nl
1 (s)ds+O
(√
Q0Q
m
1
)
, (8.9)
where Γ′′ ∼ Γ′ ∼ Γ.
We then proceed with the following continuity argument. At t = t0,
dQ0(t0)
dt
≥ 2Γ′′Q0(t0)Q21(t0),
dQ1(t0)
dt
≤ −4Γ′′Q0(t0)Q21(t0)+O
(√
Q0(t0)Q
m
1 (t0)
)
.
(8.10)
Therefore, by continuity, the following inequalities hold for some time interval
t0 ≤ t ≤ t0,1, with Γ′′ replaced by Γ′′2 :
dQ0
dt
≥ Γ′′Q0Q21,
dQ1
dt
≤ −2Γ′′Q0Q21 +O
(√
Q0Q
m
1
)
. (8.11)
Let t∗ ≡ sup{t ≥ t0 : inequalities (8.11) hold }. We show that∫ t
t0
K1(t, s)r
nl
1 (s)ds ≤ O(Eρ0 )
(
Q0Q
2
1 +
bj
〈t〉2
)
(8.12)
and therefore, up to renormalization of Qj (adding higher order terms of order
Eρ0kj〈t〉−1 to the definition of Qj)). Use of this estimate in (8.9) implies (8.11), for
E0 sufficiently small. The argument can be repeated and therefore, t∗ = T .
9. Finite dimensional reduction and its analysis on different
time scales
We now begin our study of the generic case, where t0 < ∞ and the solution
converges to the nonlinear ground state family as t → ∞. The following three
propositions concern the various time-scales which enter the analysis. The first is
a basic result, a normal form, which is the point of departure for our analysis on
all time scales.
Proposition 9.1. Let m ≥ 4. Let
b0 = 〈t0〉−1
(
[η0]X + c∗E20
)
, (9.1)
b1 = 〈t0〉− 12
(
[η0]
2
3
X + d∗E20
)
, (9.2)
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for some order one constants c∗ and d∗.
If for some t0, positive and finite,
P0(t0) ≥ 3b0 (t0, [η0]X)〈t0〉 , (9.3)
then for t ≥ t0
dP0
dt
≥ 2(1− δ1)ΓP0P 21 −
b0
〈t〉2 + J0 (9.4)
dP1
dt
≤ −4(1− δ1)ΓP0P 21 + O(
√
P0P
m
1 ) +
b1
〈t〉2 + J1, (9.5)
where J0 and J1 are nonlocal in time terms, which have the form:
Jj =
∫ t
t0
K(t, s) rnlj (s) ds. (9.6)
The terms encompassed in Jj are derived and estimated in the coming sections.
Remark 9.1. The reverse inequalities of (9.4- 9.5) hold as well with a different
constant δ2 ∼ δ1.
The proof of Proposition 9.1 will be given following the estimates on the re-
mainder terms, Ri (Proposition 11.1).
Proposition 9.2. Assume that t0 is positive and finite as in Proposition 9.1.
Then, there exist k0 = k0(b0, b1, E0) and k1 = k1(b0, b1, E0), such that for t ≥ t0
the auxiliary functions
Q0(t) ≡ P0(t)− k0〈t〉 , Q1(t) ≡ P1(t) +
k1
〈t〉 (9.7)
satisfy
dQ0
dt
≥ 2Γ′Q0Q21 + J0 +
E20 c∗
〈t0〉 〈t〉2
dQ1
dt
≤ −4Γ′Q0Q21 +O(
√
Q0Q
m
1 ) + J1 −
E20d∗
〈t0〉 12 〈t〉2
, (9.8)
for some positive free constants c∗ and d∗. In particular, Q0(t) is monotonically
increasing for t ≥ t0.
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The next result shows that c∗ and d∗ can be chosen to control the terms Jj.
Proposition 9.3. (Monotonicity of Q0 for τ ≥ t0) There exist c∗ and d∗ of order
one, such that for t ≥ t0.
dQ0
dt
≥ 2Γ′Q0Q21
dQ1
dt
≤ −4Γ′Q0Q21 +O(
√
Q0Q
m
1 ) (9.9)
The above three propositions are established in the next two sections. We com-
plete the current section by working out the consequences of the finite dimensional
reduction (9.9).
The next proposition, shows that even if Q0 very small at some stage, it will
eventually become large relative to Q1 and the O(
√
Q0Q
m
1 ) term in (9.8) will
become negligible.
Proposition 9.4. Assume t ≥ t0 and suppose for some r > 0 that
Q0
Q1
≤ Er0 . (9.10)
Then,
Q0(t)
Q1(t)
is increasing for t ≥ t0 (9.11)
and there exists t1 such that
Q0(t1)
Q1(t1)
= Er0 . (9.12)
Furthermore, for t ≥ t1:
dQ0
dt
≥ 2Γ′Q0Q21
dQ1
dt
≤ −4Γ′Q0Q21 (9.13)
Finally, for t ≥ t1:
Q1(t) ≤ Q1(t1)
1 + 4Γ′′Q1(t1)(inf [t1,T ] |Q0|) · (t− t1)
(9.14)
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Proof of Proposition 9.2: Define
Q0 ≡ P0 − k0〈t〉−1, Q1 ≡ P1 + k1〈t〉−1, (9.15)
where k0, k1 > 0 are to be appropriately chosen. Note that
Q0(t) ≤ P0(t) and Q1(t) ≥ P1(t). (9.16)
Using (9.4-9.5) and some estimation we deduce a simplified system for Q0 and Q1.
We calculate, omitting the terms J0 and J1, which are carried along passively.
We begin with Q0.
dQ0
dt
=
dP0
dt
+
k0
〈t〉2
≥ 2ΓP0P 21 −
b0
〈t〉2 +
k0
〈t〉2
= 2Γ
(
Q0 +
k0
〈t〉
)(
Q1 − k1〈t〉
)2
− b0〈t〉2 +
k0
〈t〉2
≥ 2ΓQ0Q21 − 4Γ
k1
〈t〉Q0Q1 + 2Γ
k21
〈t〉2
+
k0 − b0
〈t〉2 . (9.17)
We estimate the second term on the right hand side as follows. For any s > 0,
−4Γ k1〈t〉Q0Q1 ≥ −2sΓQ0Q
2
1 − 2ΓQ0
k21
s〈t〉2 . (9.18)
Therefore,
dQ0
dt
≥ 2Γ(1− s)Q0Q21 +
(
2Γk21Q0
(
1− 1
s
)
+ k0 − b0
)
1
〈t〉2 (9.19)
Now set s = 1
10
and assume
k1 ≥ b1. (9.20)
Then, using that k1 = 10b1, we have
dQ0
dt
≥ 2 · 9
10
ΓQ0Q
2
1 +
(
k0 − b0 − 18Γb21Q0
) 1
〈t〉2 (9.21)
If
k0 ≡ b0 + 18Γb21 sup
t0≤t≤T
Q0 +
E20 c∗
〈t0〉 , (9.22)
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we have by (9.21) and (9.28)
dQ0
dt
≥ 2 · 9
10
ΓQ0Q
2
1 +
E20 c∗
〈t0〉 〈t〉2 (9.23)
In particular, Q0 is increasing for t ≥ t0.
We now turn to Q1, we have
dQ1
dt
=
dP1
dt
− k1〈t〉2
≤ −4ΓP0P 21 +
b1
〈t〉2 −
k1
〈t〉2 +O(
√
P0P
m
1 )
= −4Γ
(
Q0 +
k0
〈t〉
)(
Q1 − k1〈t〉
)2
+
b1 − k1
〈t〉2 +O(
√
P0P
m
1 )
≤ −4ΓQ0
(
Q1 − k1〈t〉
)2
+
b1 − k1
〈t〉2 +O(
√
P0P
m
1 )
= −4ΓQ0Q21 + 8Γ
k1
〈t〉Q0Q1 − 4ΓQ0
k21
〈t〉2 +
b1 − k1
〈t〉2 +O(
√
P0P
m
1 )
(9.24)
The second term on the right hand side is estimated as follows. For any r > 0 we
have, since 2ab ≤ ra2 + r−1b2, that
8Γ
k1
〈t〉Q0Q1 ≤
4Γk1rQ0
〈t〉2 +
4Γk1Q0Q
2
1
r
. (9.25)
Therefore,
dQ1
dt
≤ −4Γ(1− k1
r
)Q0Q
2
1 + 4Γk1Q0
r − k1
〈t〉2 +
b1 − k1
〈t〉2 +O(
√
P0P
m
1 ) (9.26)
Let
r ≡ 20k1 and b1 ≡ k1(1− 76Γk1Q0) − E
2
0d∗
〈t0〉 12
, (9.27)
which is consistent with the constraint (9.20). Then,
dQ1
dt
≤ −4 · 19
20
ΓQ0Q
2
1 −
E20d∗
〈t0〉 12 〈t〉2
+O(
√
P0P
m
1 ). (9.28)
By (9.8), Q0 is increasing for t ≥ t0. Therefore,
Q0(t0) ≥ 1
100
k0
〈t0〉 =⇒
P0(t) ≤ Q0(t) + k0〈t〉 = Q0(t) + 100
k0
100〈t〉
≤ Q0(t) + 100Q0(t0) ≤ 101Q0(t)
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Also, by definition P1 ≤ Q1 and so
dQ1
dt
≤ −4 · 19
20
ΓQ0Q
2
1 +O(
√
Q0Q
m
1 ) (9.29)
This completes the proof of Proposition 9.2.
Proof of Proposition 9.4:
d
dt
(
Q0
Q1
)
=
Q˙0Q1 − Q˙1Q0
Q21
≥ 1
Q21
{
ΓQ0Q
2
1Q1 + 4ΓQ
2
0Q
2
1 − CQ3/20 Qm1
}
≥ 1
Q21
{
2ΓQ0
[
Q31 − CQ1/20 Q−1/21 Qm+1/21
]
+ 4ΓQ20Q
2
1
}
Q0
Q1
≤ Er0 then implies that
d
dt
(
Q0
Q1
)
≥ 1
Q21
{
2ΓQ0
[
Q31 − Er/20 Qm+1/21
]
+ 4ΓQ20Q
2
1
}
≥ Γ
(
Q0
Q1
)
Q21 + 4ΓQ
2
1
(
Q0
Q1
)2
≥ Γ
(
Q0
Q1
)
Q21,
(9.30)
for m+ 1
2
> 3 and |Q1| ≤ E0 << 1. Hence
Q0
Q1
∣∣∣∣
t
≥ Q0
Q1
∣∣∣∣
t0
exp(Γ
∫ t
t0
Q21(s) ds).
Since Q1 > 0, either Q1 ↓ 0 or Q0Q1 grows exponentially with t ≥ t0. In either case,
there exists t1 ≥ t0, such that for t = t1, Q0Q1
∣∣∣∣
t1
= Er0 . Now whenever,
Q0
Q1
≥ Er0 , (9.31)
we have
dQ1
dt
≤ −4ΓQ0Q21 ++O(
√
Q0Q
m
1 )
≤ −4ΓQ0Q21 +Q0Qm−1/21 E−r/20
≤ −4ΓQ0
[
Q21 − CE−r/20 Em−5/20 Q21
]
≤ −4ΓQ0Q21 (9.32)
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for m > 5
2
+ r
2
. Therefore, by (9.31) we have dQ1
dt
∣∣∣∣
t1
< 0. Since Q0 is increasing for
t ≥ t1 ≥ t0, the inequality Q0Q1 ≥ Er0 persists and (9.32) holds for all t ≥ t1. Hence
dQ1
dt
≤ −4Γ′Q0Q21 and
dQ0
dt
≥ 2Γ′Q0Q21. (9.33)
Finally, for t ≥ t1
dQ1
dt
≤ −419
20
Γ( inf
[t0,T ]
Q0)Q
2
1. (9.34)
Solving this scalar inequality
Q1(t) ≤ Q1(t1)
1 + 4Γ′′Q1(t1)|Q0(t1)|(t− t1) (9.35)
Since P1 ≤ Q1, P1(t) decays to zero like 〈t − t1〉−1. This completes the proof of
Proposition 9.4.
10. Decomposition and estimation of the dispersion
In this section, we revisit the decomposition of the dispersive part, η, which satis-
fies equation (6.48). Here, we decompose η in a manner suitable for consideration
of the solution on the various time scales.
Proposition 10.1.
η(t) = η0(t) + e0(t) + ηb(t). (10.1)
The three terms can be described as follows:
(i) η0(t) is a dispersive wave generated by the data η(0) = ηin:
i∂t η0 = H0 η0, η(0) = ηin, (10.2)
(ii) e0(t) is driven principally by η0(t):
i∂t e0 = H0 e0 + PcS(0)[e0, ηb; η0], e0(0) = 0, (10.3)
and
(iii) ηb(t), which is driven by bound state dynamics:
i∂t ηb = H0 ηb + PcS(b)[e0, ηb; η0], ηb(0) = 0. (10.4)
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We display expressions for S(0) and S(b) with the detail required in our analysis.
We let χ denote a generic exponentially localized function of position, x.
S(0) ≡ S(0)0 + S(0)1 e0 + S(0)2 e20 + e30
∼
(
α20(t)− α20(T )
)
χη0 + η
3
0 + α0α1χη0 + α0χη
2
0
+
(
α0α1 + α
2
1
)
χe0 + (α0 + α1)χ(η0 + ηb)e0 + η0ηbe0
+
(
α20(t)− α20(T )
)
χe0 + (α0 + α1)χe
2
0 + (η0 + ηb)e
2
0
+ e30 (10.5)
S(b) ≡ S(b)0 + S(b)1 ηb + S(b)2 η2b + η3b
∼
(
α20(t)− α20(T )
)
χηb
+ iPc(T )
(
~∇1Ψ1(t) · ∂t~α1(t) + ~∇0Ψ0(t) · ∂t~α0(t)
c.c.
)
+ (E1(t)− E0(t))Pc(T )σ3
(
Ψ1(t)
c.c.
)
+
(
|α0|2 |α1| + |α0| |α1|2
)
χ
+ α0α1χηb + (α0 + α1)χη
2
b + (η0 + e0) η
2
b
+ |α0|χη0ηb +
(
η20 + e
2
0
)
ηb + η
3
b (10.6)
By (5.22) we have the following H1 bounds on e0 and ηb in terms of one
another:
‖e0(t)‖H1 ≤ E0 + ‖η0‖H1 + ‖ηb(t)‖H1 (10.7)
‖ηb(t)‖H1 ≤ E0 + ‖η0‖H1 + ‖e0(t)‖H1 . (10.8)
Using DuHamel’s formula, both the e0 and ηb equations can be written as
equivalent integral equations:
e0(t) = −i
∫ t
0
e−iH0(t−s) Pc S
(0)(s) ds (10.9)
ηb(t) = −i
∫ t
0
e−iH0(t−s) Pc S
(b)(s) ds (10.10)
Therefore, in both cases we must estimate an expression of the form:
w(t) =
∫ t
0
e−iH0(t−s) Pc S(s) ds. (10.11)
For estimation, we shall require the following class of dispersive estimates:
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Proposition 10.2. (1) Let 2 ≤ p <∞, p′, q ≥ 2, q′ and s be related by:
3
(
1
q
− 1
p
)
= s, p−1 + (p′)−1 = 1, q−1 + (q′)−1 = 1. (10.12)
Then,
‖e−iH0tPcf‖p ≤ |t|−3(
1
2
− 1
q
)〈t〉−3( 1q− 1p ) ( ‖f‖p′ + ‖∂sf‖q′ ) (10.13)
(2) Assume q ≥ 2 and s > 3/q. Then,
‖e−iH0tPcf‖∞ ≤ |t|−3(
1
2
− 1
q
)〈t〉− 3q ( ‖f‖1 + ‖∂sf‖q′ ) (10.14)
Proof of Proposition 10.2: We use the classical Sobolev inequality for functions
defined on IR3:
‖f‖p ≤ C ‖∂sf‖q, 3(q−1 − p−1) = s (10.15)
and the Lp – Lp
′
estimate (Theorem 4.2)
‖e−iH0tPcf‖p ≤ C1,p t−
3
2
+ 3
p‖f‖p′, p−1 + (p′)−1 = 1. (10.16)
For |t| ≥ 1, we use (10.16). For |t| ≤ 1, we have by (10.15) that
‖e−iH0tPcf‖p ≤ ‖∂se−iH0tPcf‖q
≤ C ‖H
s
2
0 e
−iH0tPcf‖q
≤ C |t|−3( 12− 1q ) ‖Dsf‖q′, (10.17)
q−1 + (q′)−1 = 1
From estimates (10.16) and (10.17) we obtain (10.13). Estimate (10.14) is ob-
tained similarly. This completes the proof of Proposition 10.2).
We now apply Proposition 10.2 with q = 4 and s = 1 > 3/4 to the integral
equation (10.11) and obtain the bound:
‖w(t)‖∞ ≤
∫ t
0
1
|t− s| 34
1
〈t− s〉 34
(
‖S(s)‖1 + ‖∂S(s)‖ 4
3
)
ds (10.18)
We shall use this bound as the first step in estimating ‖e0(t)‖∞ and ‖ηb(t)‖∞.
More specifically, our estimation strategy seeks a closed system of inequalities for
the following
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norms of e0: 1. [e0]∞, 3
2
, 2. [∂e0]L2
loc
; 3
2
, 3. [e0]H1;0
norms of ηb: 4. [ηb]∞;0, 5. [ηb]H1;0,
in terms of norms of the initial data [φ(0)]X .
1. Estimation of ‖e0‖∞
By (10.18), we have
‖e0(t)‖∞ ≤
∫ t
0
1
|t− s| 34
1
〈t− s〉 34
(
‖S(0)(s)‖1 + ‖∂S(0)(s)‖ 4
3
)
ds, (10.19)
so it sufficies to bound ‖S(0)‖1 and ‖∂S(0)‖ 4
3
.
‖S(0)‖1: For any t ≥ 0,
‖S(0)0 ‖1 ≤ C〈s〉−
3
2
(
E0[η0(0)]X +
√
E0[η0(0)]2X
)
≤ C(E0)D(η(0)) 〈s〉− 32
‖S(0)1 e0‖1 ≤ C〈s〉−
3
2 [e0]∞; 3
2
(
E0 + E
1
2
0 [ηb]∞;0 + E
1
2
0 [η0]∞;0 + [η0]
2
∞; 3
2
)
+ C〈s〉− 32 [e0]∞; 3
2
[η0]∞; 3
2
[ηb]∞;0 ≤ C〈s〉− 32
‖S(0)2 e20‖1 ≤ C〈s〉−3 [e0]2∞; 3
2
(
C
√
E0 + [η0]∞; 3
2
+ [ηb]∞;0
)
‖e30‖1 ≤ C 〈s〉−
3
2 [e0]∞; 3
2
[e0]
2
H1;0 (10.20)
‖∂S(0)‖ 4
3
: For any t ≥ 0,
‖∂S(0)0 ‖ 4
3
≤ C〈s〉− 32
(
E0[∂η0]∞; 3
2
+ E
1
2
0 [η0]∞; 3
2
[η0]H1;0 + E
1
4
0 [η0]
3
2
∞, 3
2
)
‖∂S(0)1 e0‖ 4
3
≤ C〈s〉− 32
(
E0[η0]∞; 3
2
+ E0[e0]L2
loc
; 3
2
)
+ C〈s〉− 32
(
E
1
2
0 [ηb]∞;0[η0]∞; 3
2
+ E
1
2
0 [e0]∞, 3
2
[ηb]H1;0 + E
1
2
0 [ηb]∞;0[∂e0]L2
loc
; 3
2
)
‖∂S(0)2 e20‖ 4
3
≤ C〈s〉− 32 [e0]∞; 3
2
(
E
1
2
0 [e0]∞; 3
2
+ E
1
2
0 [e0]H1;0
)
+ C〈s〉− 32 [e0]∞; 3
2
([η0]H1;0 + [ηb]H1;0) [e0]H1;0
+ [e0]
3
2
∞; 3
2
[e0]
1
2
L2;0 ([η0]H1;0 + [ηb]H1;0)
‖∂e30‖ 4
3
≤ C〈s〉− 32 [e0]∞; 3
2
[e0]
2
H1;0 (10.21)
Use of the bounds (10.20) and (10.21) in (10.19) implies
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Proposition 10.3.
‖e0(t)‖∞ ≤ 〈t〉− 32
(
C(E0, [η0(0)]X) + E
1
2
0 [ηb(t)]∞;0 + [η0(0)]X [ηb(t)]∞;0 [e0]∞; 3
2
)
+ 〈t〉− 32
(
E
1
2
0 + [η0(0)]X + [e0(t)]
2
H1;0 + [ηb(t)]∞; 3
2
) (
[e0]∞; 3
2
+ [e0]
2
∞; 3
2
)
+ 〈t〉− 32
(
[e0]∞; 3
2
[e0]
2
H1;0 + E0[e0]L2
loc
; 3
2
+ E
1
2
0 [e0]
2
∞; 3
2
)
(10.22)
2. Estimation of [∂e0(t)]L2
loc
; 3
2
‖∂e0(t)‖L2
loc
∼ ‖χ∂e0(t)‖2 ( χ localized )
∼ ‖χ〈H0〉 12 e0(t)‖2
(
∂ 〈H0〉− 12 ∈ B(L2)
)
≤
∫ t
0
‖χ〈H0〉 12 e−iH0(t−s)PcS(0)(s)‖2 ds ( by (10.9) )
(10.23)
For the purpose of continuing the estimation, we regard S(0) as consisting of terms
of two types: (i) terms having spatially localized (exponentially) functions of x
as a factor, coming from Ψj, j = 0, 1, and (ii) terms like e
3
0 or ηbη0e0 and others
which are not of this type. It is convenient to refer to such terms as S
(0)
LOC and
S
(0)
NLOC below. From (10.23) we have:
‖∂e0(t)‖L2
loc
≤
∫ t
0
‖χ〈H0〉 12 e−iH0(t−s)PcS(0)LOC(s)‖2 ds
+
(∫ t−1
0
+
∫ t
t−1
)
‖χ〈H0〉 12 e−iH0(t−s)PcS(0)NLOC(s)‖2 ds
≤
∫ t
0
C
〈t− s〉 32 ‖〈x〉
σS
(0)
LOC‖ ds
+
∫ t−1
0
‖e−iH0(t−s)Pc〈H0〉 12S(0)NLOC(s)‖∞ ds +
∫ t
t−1
‖〈H0〉 12 e−iH0(t−s)PcS(0)NLOC(s)‖2 ds
≤
∫ t
0
C
〈t− s〉 32 ‖〈x〉
σS
(0)
LOC‖ ds
+ C
∫ t−1
0
1
|t− s| 32 ‖ ∂ S
(0)
NLOC(s)‖∞ ds +
∫ t
t−1
‖∂S(0)NLOC(s)‖2 ds
= A + B + C (10.24)
We estimate the integrands of B and C; that of A is similar.
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| integrand of B | ≤ C 〈t〉− 32
(
[e0]∞; 3
2
+ [η0]∞; 3
2
) (
[e0]
2
H1;0 + [ηb]
2
H1;0 + [η0]
2
H1;0
)
(10.25)
| integrand of C | ≤ 〈t〉− 32
(
[e0]
2
∞; 3
2
( [e0]H1;0 + [ηb]H1;0 )
+ [e0]∞; 3
2
[η0]∞; 3
2
[ηb]H1;0
+ [η0]W 1,∞; 3
2
(
[ηb]∞;0[e0]H1;0 + [η0]∞; 3
2
[ηb]H1;0 + [e0]∞; 3
2
[e0]H1;0
)
+ [η0]
2
W 1,∞; 3
2
[e0]H1;0
)
Substitution of these bounds into (10.24), we have:
Proposition 10.4.
‖∂e0(t)‖L2
loc
; 3
2
≤ C〈t〉− 32
(
[e0]∞; 3
2
+ [η0(0)]X
) (
[e0]∞; 3
2
+ [e0]H1;0
)
(10.26)
3. Estimation of [e0(t)]H1;0
‖e0(t)‖H1 ∼ ‖H
1
2
0 e0(t)‖2 ≤
∫ t
0
‖∂S(0)(s)‖2 ds (10.27)
‖∂S(0)0 ‖2 ≤ C〈s〉−
3
2
(
E0[η0]W 1,∞; 3
2
+ E
1
2
0 [η0]
2
∞; 3
2
+ [η0]H1;0 [η0]
2
∞; 3
2
+ E0 [η0]W 1,∞; 3
2
)
‖∂S(1)0 e0‖2 ≤ C〈s〉−
3
2 . . .
‖∂S(2)0 e20‖2 ≤ C〈s〉−
3
2
(
E
1
2
0 [e0]
2
∞; 3
2
+ E
1
2
0 [e0]∞; 3
2
[η0]H1;0
)
+ C〈s〉− 32 [e0]2∞; 3
2
([η0]H1;0 + [ηb]H1;0)
+ C〈s〉− 32 [e0]∞; 3
2
[η0]W 1,∞; 3
2
([η0]2;0 + [ηb]2;0)
‖∂e30‖2 ≤ C〈s〉−3 [e0]2∞; 3
2
[e0]H1;0
Proposition 10.5. For t ≥ 0,
‖e0(t)‖H1 ≤ C(E0, [η0(0)]X) + [e0]∞; 3
2
( [η0(0)]X + [e0]H1;0 ) (10.28)
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We now turn to the estimation of ‖ηb(t)‖∞ and ‖ηb(t)‖H1 . By (10.18) we have
‖ηb(t)‖∞ ≤
∫ t
0
1
|t− s| 34
1
〈t− s〉 34
(
‖S(b)(s)‖1 + ‖∂S(b)(s)‖ 4
3
)
ds, (10.29)
where S(b) is given by (10.6).
Proposition 10.6. In terms of Qj , j = 0, 1 we have
S(b) = S
(b)
0 + S
(b)
1 ηb + S
(b)
2 η
2
b + η
3
b (10.30)
where
S
(b)
0 ∼ Q
1
2
0Q1χ + Q0Q
1
2
1 χ
S
(b)
1 ηb ∼ Q
1
2
0Q
1
2
1 χηb + (η
2
0 + e
2
0)ηb +Q
1
2
0 χη0ηb
S
(b)
2 η
2
b ∼
(
Q
1
2
0 +Q
1
2
1
)
χη2b + (η0 + e0) η
2
b
We now proceed with estimates of S(b) in L1 and in W 1,
4
3 .
Beginning with ‖S(b)‖1 we have:
‖S(b)‖1
≤ C
(
Q
1
2
0Q1 +Q0Q
1
2
1 + Q
1
2
0Q
1
2
1 ‖ηb‖∞ + ‖ηb‖∞
(
‖η0‖22 + ‖e0‖22
) )
+ C
(
Q
1
2
0 ‖η0‖∞‖ηb‖2 +
(
Q
1
2
0 +Q
1
2
1
)
‖ηb‖2∞ + ‖ηb‖∞ ( ‖η0‖ ‖ηb‖2 + ‖e0‖2 ‖ηb‖2 )
)
+ C‖ηb‖∞‖ηb‖22 (10.31)
We now turn to ‖∂S(b)‖ 4
3
.
‖∂S(b)‖ 4
3
≤ C
(
Q
1
2
0Q1 +Q0Q
1
2
1 +Q
1
2
0Q
1
2
1 ‖ηb‖H1
)
+ C
(
‖(η20 + e20)∂ηb‖ 4
3
+ ‖η0∂η0ηb‖ 4
3
+Q
1
2
0 ‖ηb‖2 (‖η0‖∞ + ‖∂η0‖∞)
)
+ C
(
Q
1
2
0 ‖η0‖∞‖∂ηb‖2 + ‖(η0 + e0)ηb∂ηb‖ 4
3
+ ‖(∂η0 + ∂e0)η2b‖ 4
3
+ ‖η2b∂ηb‖ 4
3
)
(10.32)
To further estimate ‖∂S(b)‖ 4
3
we use the following estimates of individual terms:
‖η20∂ηb‖ 4
3
≤ ‖η0‖∞ ‖η0‖
1
2
2 ‖ηb‖H1
63
‖e20∂ηb‖ 4
3
≤ ‖η0‖
3
2
∞ ‖e0‖
1
2
2 ‖ηb‖H1
‖η0∂η0ηb‖ 4
3
≤ ‖∂η0‖∞ ‖η0‖
1
2
∞ ‖η0‖
1
2
2 ‖ηb‖2
‖η0ηb∂ηb‖ 4
3
≤ ‖ηb‖∞ ‖η0‖
1
2
∞ ‖η0‖
1
2
2 ‖ηb‖H1
‖e0ηb∂ηb‖ 4
3
≤ ‖ηb‖∞ ‖e0‖
1
2
∞ ‖e0‖
1
2
2 ‖ηb‖H1
‖∂η0η2b‖ 4
3
≤ ‖ηb‖∞ ‖∂η0‖
1
2
∞ ‖∂η0‖4 ‖ηb‖2
‖∂e0η2b‖ 4
3
≤ ‖e0‖H1 ‖ηb‖
3
2
∞ ‖ηb‖
1
2
2
‖η2b∂ηb‖ 4
3
≤ ‖ηb‖∞ ‖∂ηb‖2 ‖ηb‖2 (10.33)
Recall that ‖ηb(t)‖H1 can be estimated in terms of ‖e0(t)‖H1 ; see (10.8).
Since ηb is driven by the bound state amplitudes (Q0 and Q1), which have dif-
ferent behavior on the intervals Ij, we now estimate ηb(t) separately on I0 = [0, t0], I1 = [t0, t1]
and I2 = [t1,∞).
We now introduce appropriate norms on different time scales. Define
MI0(t) ≡ sup
0≤t∧t0
〈t〉 32 ‖e0(t)‖∞ + sup
0≤t∧t0
〈t〉 ‖ηb(t)‖∞ + sup
0≤t∧t0
‖e0(t)‖H1
+ sup
0≤t∧t0
〈t〉 32 ‖∂e0(t)‖L2
loc
+ sup
0≤t∧t0
〈t〉2 |Q0(t)| + sup
0≤t∧t0
|Q1(t)| (10.34)
MI1(t) ≡ sup
t0≤t∧t1
〈t〉 32 ‖e0(t)‖∞ + sup
t0≤t∧t1
‖ηb(t)‖∞ + sup
t0≤t∧t1
‖e0(t)‖H1
+ sup
t0≤t∧t1
〈t〉 32 ‖∂e0(t)‖L2
loc
+ sup
t0≤t∧t1
|Q0(t)| + sup
t0≤t∧t1
|Q1(t)| (10.35)
MI2(t) ≡ sup
t1≤t∧T
〈t〉 32 ‖e0(t)‖∞ + sup
t1≤t∧T
〈t− t1〉 12 ‖ηb(t)‖∞ + sup
t1≤t∧T
‖e0(t)‖H1
+ sup
t1≤t∧T
〈t〉 32 ‖∂e0(t)‖L2
loc
+ sup
t1≤t∧T
|Q0(t)|
+ sup
t1≤t∧T
〈t− t1〉 Γ′|Q0(t1)| |Q1(t1)| |Q1(t)| (10.36)
Remark 10.1. By Propositions 10.3, 10.4 and 10.5, the e0 contributions to the
norms MIk are controlled in terms of the initial conditions. Therefore, to control
MIk , it suffices to bound Qj and ηb.
The above estimates can be used together with the bounds on Qj of section 9 to
obtain the following three propositions, which give bounds for ηb on the intervals
I0, I1 and I2.
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Proposition 10.7. (ηb(t) for t ∈ I0) Assume t ∈ I0 = [0, t0], i.e. Q0(t) ≤
C ([η0]X + E0) 〈t〉−2 for t ∈ [0, t0]. Then, for ‖φ(0)‖X sufficiently small
‖ηb(t)‖∞ ≤ C ( ‖φ(0)‖X,MI0(t0) ) 〈t〉−1 (10.37)
Proposition 10.8. (ηb(t) for t ∈ I1) Assume t ∈ I1 = [t0, t1]. Then, for ‖φ(0)‖X
sufficiently small
‖ηb(t)‖∞ ≤ C ( ‖φ(0)‖X,MI0(t0),MI1(t1) ) (10.38)
Proposition 10.9. (ηb(t) for t ∈ I2) Assume t ∈ I2 = [t1, T ]. Then, for ‖φ(0)‖X
sufficiently small
‖ηb(t)‖∞ ≤ C ( ‖φ(0)‖X,MI0(t0),MI1(t1),MI2(T ) ) 〈t− t1〉−
1
2 (10.39)
In our estimates of section 11, we shall use the following result to estimate
the size of correction terms in the system for Q0 and Q1 for t ≥ t0, where Q0 is
monotonically increasing.
Proposition 10.10. Let ζ = ζ(x, t), x ∈ IR3, t ≥ t0, with ζ(x, t0) = 0 satisfy
the following dispersive equation
i∂tζ = H0ζ + Pc
(
S1(t) + S2(t)ζ + χζ
2 + ζ3
)
, (10.40)
where for all k ≥ 0 and j = 1, 2:
‖S1(t)‖Hk = O
(
C([φ(0)]X Q
1
2
0 (t)
)
∂tQ0 ≥ 0 for t ≥ t0, and Q0 ≤ E0. (10.41)
Suppose ‖ζ(t)‖H1 ≤ C([φ(0)]X ,MI1(t1),MI2(T ) ) for all t0 ≤ t ≤ T , where
[φ(0)]X is sufficiently small. Then, ‖ζ(t)‖∞ ≤ C
(
[φ(0)]X ,MI1(t1),MI2(T )
)
Q0(t)
1/2.
Corollary 10.1. Let p > 6. Em0 = supt′≤t ǫ1(t′), then
‖ζ‖p ≤ cQ1/20 (t)
∫ t
0
ǫ1(s)
〈t− s〉3/2−3/p ds.
Corollary 10.2. Let p > 6.
|〈χ, ζ〉| ≤ cQ1/20 (t)
∫ t
0
ǫ1(s)
〈t− s〉3/2−3/p ds.
which follows by using
‖χe−iHtPcχg‖2 ≤ c〈t〉−3/2‖g‖2.
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Corollary 10.3.
‖∂kζ‖∞ ≤ CQ1/20 (t)
∫ t
0
ǫ1(s)
〈t− s〉3/2 ds.
Proof: This result follows from applying ∂k to the equation for ζ and estimating,
as above, in Lp for any α and p > 6. By the Sobolev inequality this implies control
derivatives in L∞.
Remark 10.2. In our applications of Proposition 10.10 and its corollaries, ǫ1(s)
will be given by the source terms depending on Q0 and Q
1
2
1 . For t > t1, Q1 =
O(〈t− t1〉−1). Therefore, since the lowest order term in Q1 contributing to ǫ1(s)
is O(Q1) ( see equation (7.32) ), it follows that for t > t1
‖ηb‖W k,∞ = O(〈t− t1〉−
1
2 ) +O(〈t− t1〉−1) +O(〈t− t1〉− 32 ). (10.42)
Since η = O(ηb)+O(η0), the conclusion of the main theorem for large t, t > t1,
follows. Namely, for
‖η‖W k,∞ = O(〈t− t1〉−
1
2 ) + e−iH0tPc[η(0) + E20 ], (10.43)
where the non-free wave part is coming from spatially localized source terms.
11. Beginning of proof of Proposition 9.1
The key to Proposition 9.1 is the following more detailed version of Corollary 7.1:
Proposition 11.1. Let t ≥ 0. The equations for P0, P1 can be written in the
following form
dP0
dt
= 2ΓP0P
2
1 +R
(0)
0 [η0] +R
(0)
1 [ηb] +R
(0)
2 [P0, P1]
dP1
dt
= −4ΓP0P 21 +R(1)0 [η0] +R(1)1 [ηb] +R(1)2 [P0, P1]. (11.1)
where
(i) R
(i)
0 [η0] are η0-dependent terms only both local and nonlocal in time, and may
also depend on α˜0, β˜1.
(ii) ηb is the bound state driven part of the dispersion; see section 5.
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(iii) R
(0)
2 depends only on P0, P1, t, but not on η; It is formally linear in P0, of high
order in P1, and contains both local and nonlocal in time terms.
(iv) R
(1)
2 depends only on P0, P1, t, but not on η. It is of high order in P1, local
and nonlocal terms included, but has terms which are linear in α˜0 ∼
√
P0.
The proof uses repeated application of near-identity transformations of the
variables α˜0, β˜1, derivable by integration by parts ( see the discussion of resonant
and nonresonant terms in section 7 ) and the decomposition of η: η = η0+e0+ηb;
see equation (10.1).
The proof is long so we break it up into three parts, which are presented in
three different sections. The following is an overview.
Part 1: The terms R
(0)
0 [η0] and R
(1)
0 [η0] are forcing terms in the ODE dynamics,
which are driven by the dispersive part of the initial conditions. They are studied
and estimated in this section; Proposition 11.2
Part 2: The terms R
(0)
1 [ηb] and R
(1)
1 [ηb] are studied and estimated in section 13;
Proposition 13.1.
Part 3: The terms R
(0)
2 [P0, P1] and R
(1)
2 (P0, P1) are studied and estimated in
section 12; Proposition 12.1
In Parts 1, 2 and 3, we require estimates for all t ≥ 0. On I0 = {t : 0 ≤ t ≤ t0}
we use the a´ priori bound on P0(t), implied by the definition of t0; see eqn. (8.5).
For t > t0, we use the
Monotonicity Property Q
Q0 and
Q0
Q1
are montonically increasing, (11.2)
where Q0 and Q1 are the modified bound state energies related to P0 and P1 ( see
(9.7), (9.1), (9.2) ). This monotonicity property shown to hold at t = t0 and is then
shown to continue for all time, t, by a continuity argument; see section 14. Since
there are many terms, we focus on those which are most problematic, namely,
those which are nonlocal in time and of slowest time-decay rate. This calculations
are very lengthy and before embarking on them we present a calculation, related
to the normal form discussion in section 7, and which is repeatedly in order to
exploit rapid oscillations in time.
Expansion of oscillatory integrals, resonances and improved time decay
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In deriving and estimating the terms R
(i)
j in (11.1), we must frequently expand
and/or estimate terms of the form:〈
χ1 ,
∫ t
0
e−iH0(t−s)Pc χ2(s) e
iΩ1s ds
〉
(11.3)
Here, χ1 and χ2(s) are localized functions of x, χ1 is independent of s and χ2(s)
depends on s through its dependence on α0(s), β1(s) or η0(s).
Recall that H0, define in (4.6) is of the form
H0 = H˜0 + E0σ3 (11.4)
and H˜0 = σ3(−∆) plus a matrix potential which decays to zero rapidly as |x|
tends to infinity. In (11.3) we would like to integrate by parts, exploiting the
oscillation of frequency E0. However, “peeling off” these oscillations is a little
tricky because σ3 does not commute with H˜0. We handle this as follows.
In [10, 11], it is shown that
ZH0W = σ3 (−∆− E0) ,
Ze−iH0tPcW = e−iσ3(−∆−E0)t (11.5)
where W denotes the wave operator
W = lim
t→∞
e−iH0te−iσ3(−∆−E0)t,
Z = W−1 (11.6)
By (11.5), we can rewrite (11.3) as〈
χ1 , e
−iH0t
∫ t
0
Weiσ3(−∆−E0)sZPc e
iΩ1s χ2(s) ds
〉
=
〈
χ1 , e
−iH0t
∫ t
0
We−iσ3(−∆−E0)sZPc e
iΩ1s χ2(s) ds
〉
=
〈
χ1 , e
−iH0t
∫ t
0
Weiσ3∆sZ · Weiσ3E0sZPc eiΩ1s χ2(s) ds
〉
=
〈
χ1 , e
−iH0t
∫ t
0
Weiσ3∆sZ · Wei(σ3E0+IΩ1)sZPc χ2(s) ds
〉
=
〈
χ1 , e
−iH0t
∫ t
0
Weiσ3∆sZ · (−i) d
ds
W (σ3E0 + IΩ1)
−1ei(σ3E0+IΩ1)sZPc χ2(s) ds
〉
∼ −
〈
χ1 , e
−iH0t
∫ t
0
Wσ3∆e
iσ3∆sZ · W (σ3E0 + IΩ1)−1ei(σ3E0+IΩ1)sZPc χ2(s) ds
〉
∼ −
〈
χ1 ,
∫ t
0
eiH0(t−s)H˜0(σ3E0 + IΩ1)−1eiΩ1sPc χ2(s) ds
〉
(11.7)
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In the previous string of equations we have used the notation f ∼ g to mean
equality up to terms which are local in time. Note that σ3E0 + IΩ1 is invertible
since its determinant is Ω21 + E
2
0 . We can therefore carry out this procedure any
finite number of times to arrange, up to local in time terms, an expression involves
an operator of the form χ exp(iH0(t−s))H˜k0χ, k ≥ 1, where χ is spatially localized.
Therefore, the enhanced local decay estimate (4.43) of Theorem 4.3 applies. We
shall use these observations, together with the detailed dependence of χ2(s) on on
α0, β1 etc. to control certain terms in R
(i)
j .
Part 1: Estimation of
∣∣∣R(0)0 [η0]∣∣∣ and ∣∣∣R(1)0 [η0]∣∣∣
Proposition 11.2. Assume either t ≤ t0 or Montonicity Property Q on
[t0, t0 + δ∗]. Then,∣∣∣R(0)0 [η0]∣∣∣ , ∣∣∣R(1)0 [η0]∣∣∣ ≤ bi (t0, [η0]X) 〈t〉−2 +O(E0)2ΓP0P 21 (11.8)
b0 (t0, [η0]X) = O(〈t0〉−1[η0]X)
b1 (t0, [η0]X) = O(〈t0〉− 12 [η0]2/3X )
Proof of Proposition 11.2:
Proof of esimate (11.8) for R
(0)
0 [η0]: The key terms are those in the P0 equation,
which are decaying most slowly with t. These are linear in η0, since ‖η0‖∞ =
O(t−3/2). We focus on the most difficult terms. These are nonlocal in η0(t). Recall
equation (7.52) for α0 and that the equation for P0, (7.6), is derived from the α˜0
equation (related to (7.52) by a near-identity change of variables) by multiplication
by α˜0 and taking the imaginary part of the ∂tα0 equation.
We consider the following representative “most problematic” terms in R
(0)
0 [η0],
whose estimation introduces the necessary methods for treating them all:
(T1) O(α˜0)
〈
χ,
∫ t
0
e−iH0(t−s)PcΨ0(s)Ψ1(s)η0(s)ds
〉
O
(
α˜0β˜1e
−iλ+t + |β˜1|2
)
,
(11.9)
( also with Ψ0Ψ1η0 replaced by Ψ0Ψ1η0, Ψ0Ψ1η0 )
(T2) O(α˜0)O(α˜0β˜1)
〈
χ,
∫ t
0
e−iH0(t−s)Pcη
2
bη0
〉
ds. (11.10)
Estimation of T1: Since the time-integral is bounded by O(E0)〈t〉−3/2 [η0]X , by
the Cauchy-Schwarz inequality the second term in (11.9) is bounded as follows:∣∣∣∣ O(α˜0)O(|β˜1|2)
〈
χ,
∫ t
0
· · ·
〉 ∣∣∣∣ ≤ O(E0)P0P 21 +O(E0)〈t〉−3‖η0‖2X . (11.11)
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We now control the first term in (11.9). O(α˜0β˜1)O(α˜0). We argue that the
key contribution from this term which must be bounded is of the form:
O(α˜0)α˜0β˜1e−iλ+t ∂
∂t
〈
χ,
∫ t
0
e−iH0(t−s)PcΨ0(s)Ψ1(s)η0(s)ds
〉
(11.12)
To see this, consider the term in the α˜0 equation which corresponds to the first
term in (11.9):
〈
χ,
∫ t
0
e−iH0(t−s)PcΨ0(s)Ψ1(s)η0(s)ds
〉
O
(
α˜0β˜1e
−iλ+t
)
, (11.13)
Next we integrate with respect to t, and integrate by parts, making using the
oscillatory exponential factor. The result is a boundary term, which can be sub-
sumed in the definition of α˜0, by a near identity transformation, followed by a
time-integral 0 to t. The latter contributes terms to the P0 equation (which has
been modified due to the slight redefinition of α˜0) of the following type:
O(α˜0)O(β˜1∂tα˜0 + α˜0∂tβ˜1)
〈
χ,
∫ t
0
e−iH0(t−s)PcΨ0Ψ1η0ds
〉
(11.14)
O(α˜0)O(α˜0β˜1) ∂
∂t
〈
χ,
∫ t
0
e−iH0(t−s)PcΨ0Ψ1η0ds
〉
(11.15)
Since ∂tα˜0 = O(|α˜0|2|β˜1|) and ∂tβ˜1 = O(|α˜0| |β˜1|2) (11.14) is bounded by
O(E0) O
(
α˜30β˜
2
1〈t〉−
3
2 [η0]X
)
, (11.16)
where we have used
‖η0‖∞ ≤ C[η0]X 〈t〉−3/2. (11.17)
By the Cauchy-Schwarz inequality this is bounded by O(E0)(2ΓP0P 21 +[η0]2X〈t〉−3).
Therefore, the contribution from this first term satisfies the estimate (11.8).
Obtaining a bound on (11.15) is more involved. We use the local decay estimate
of Theorem 4.3:
‖χe−iH0tPcH˜0f‖2 ≤ 〈t〉−5/2‖∂k〈x〉σf‖2. (11.18)
The expression (11.15) bounded by:
= O(α˜0)O(α˜0β˜1)
(
〈χ,Ψ0Ψ1η0〉 − i〈χ,
∫ t
0
e−iH0(t−s)PcH˜0Ψ0Ψ1η0ds〉
)
≤ O(E0)
(
ΓQ0Q
2
1 + 〈t〉−3
)
+ O(α˜20β˜1) [η0]X
∫ t
0
ds
〈t− s〉5/2
1
〈s〉 32 |α˜0||β˜1|. (11.19)
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The latter integral requires detailed estimation on different time scales.
To estimate the last integral, we split the range of integration into three re-
gions:
I0 ≡ {s : 0 ≤ s ≤ t0}
I1 ≡ {s : t0 < s ≤ t1}
I2 ≡ {s : t1 < s ≤ T} (11.20)
Estimate on I0: Assume t ≤ t0. Recall that by (8.5), |α˜0(s)| ≤ O(E0)〈s〉−1.
Using this we have
O(α˜20β˜1) [η0]X
∫ t
0
1
〈t− s〉5/2
1
〈s〉 32 |α˜0| |β˜1| ds
= O(|α˜0| 32 )
(
4Γα˜
1
2
0 β˜1
) (
[η0]X
4Γ
∫ t
0
1
〈t− s〉5/2
1
〈s〉 32 |α˜0|β˜1| ds
)
≤ O(E
3
4
0 )
[
2ΓP0P
2
1 + [η0]
4/3
X 〈t〉−
5
2
· 4
3
]
,
where we have used that ab ≤ a4/4 + 3b 43/4.
Estimate on I1: Let t be such that t0 ≤ t ≤ t1. We break the integral into an
integral over [0, t0] plus an integral over [t0, t]. Recall the definitions of Qj(t), j =
0, 1 in terms of |α˜j(t) displayed in (9.7). Using that
• for s ∈ I0, |α˜0(s)| ≤ O(E0)〈s〉−1 and for
• s ∈ I1, Q0 is increasing and Q0(s) ≤ Er0Q1(s),
we have
O(|α˜0(t)|2|β˜1(t)|)[η0]X
( ∫ t0
0
+
∫ t
t0
)
1
〈t− s〉5/2〈s〉3/2 |β˜1(s)| |α˜0(s)| ds
≤ I0 type bound + O(|α˜0|2 |β˜1|) [η0]X
∫ t
t0
|β˜1(s)| |α˜0(s)|
〈t− s〉5/2〈s〉3/2 ds
≤ I0 type bound + O(|α˜0|3 |β˜1| ‖β˜1‖∞) [η0]X
∫ t
t0
1
〈t− s〉5/2〈s〉3/2 ds
= I0 type bound + O
(
E
1
2
0 |α˜0| · |α˜0| · |α˜0||β˜1|
)
[η0]X 〈t〉− 32 ds
= I0 type bound + O
(
E0 ·Q
1
2
0 · E
r
2
0 Q1
)
[η0]X 〈t〉− 32
= I0 type bound + O
(
E
r+2
2
0
)
Q
1
2
0Q1 〈t〉−
3
2
= I0 type bound + O
(
E
r+2
2
0
)(
Q0Q
2
1 + 〈t〉−3
)
, (11.21)
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which is a bound of the type in (11.8).
Estimate on I2:
O(α˜20β˜1(t))[η0]X
∫ t
0
|α˜0||β˜1|
〈t− s〉5/2〈s〉3/2 ds
= O(α˜20β˜1(t)[η0]X)
(∫ t0
0
+
∫ t1
t0
+
∫ t
t1
) |α˜0||β˜1|
〈t− s〉5/2〈s〉3/2 ds
= I0 & I1 type bounds + O(α˜20β˜1(t))[η0]X
∫ t
t1
|α˜0||β˜1|
〈t− s〉5/2〈s〉3/2 ds
(11.22)
The latter integral must be treated differently from the previous terms. For
t ∈ I1, we used that Q0 monotonically increasing and bounded by a small constant
times Q1 to treat terms perturbatively. On I2, Q0 dominates Q1 (which decays)
and we must use a different argument. We return to expression from which the
last term in (11.22) is derived:
O(α˜0)O(α˜0β˜1)
(
〈χ,Ψ0Ψ1η0〉 − i〈χ,
∫ t
0
e−iH0(t−s)PcH˜0Ψ0Ψ1η0ds〉
)
. (11.23)
We need to expand and estimate time integral:
∫ t
t1
e−iH0(t−s)PcH˜0α˜0(s)β˜1(s)e−iλ+sη0(s)ds = e−iH0t
∫ t
t1
ei(H0−λ+)sPcH0α˜0(s)β˜1(s)η0(s)ds
(11.24)
which we do using integration by parts. We carry this out, then take the inner
product of the result with a localized function, χ, and then finally multiply by
O(|α˜0|2 |β˜1|). The result is of order
|α˜0|3 |β˜1|2 ‖η0(t)‖∞ + |α˜0|3 |β˜1|
∣∣∣〈χ, e−iH0tH˜0χ〉∣∣∣
+ O(|α˜0|2 |β˜1|)
∫ t
t1
e−iH0(t−s) Pc(H0 − λ+)−1H˜0χe−iλ+s d
ds
(
α˜0(s)β˜1(s)η0(s)
)
ds
(11.25)
The first two terms in (11.25) are bounded as follows:
|α˜0|3 |β˜1|2 ‖η0(t)‖∞ = O(E0) (|α˜0| |β˜1|2) ‖η0(t)‖∞
≤ O(E0)
(
Q0Q
2
1 + ‖η0(t)‖2∞
)
≤ O(E0)
(
Q0Q
2
1 + 〈t〉−3
)
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|α˜0|3 |β˜1|
∣∣∣〈χ, e−iH0tH˜0χ〉∣∣∣ ≤ C|α˜0|5/2 (|α˜0|1/2 |β˜1|) 〈t〉−5/2
≤ O(E5/20 )
(
Q0Q
2
1 + 〈t〉−
5
2
· 4
3
)
≤ O(E5/20 )
(
Q0Q
2
1 + 〈t〉−3
)
. (11.26)
We now turn to the nonlocal term, in (11.25), which we denote I1:
I1 ∼ O(|α˜0|2 |β˜1|)
∫ t
t1
e−iH0(t−s) Pc(H0 − λ+)−1H˜0χe−iλ+s(
∂sα˜0(s)β˜1(s)η0(s) + α˜0(s)∂sβ˜1(s)η0(s) + α˜0(s)β˜1(s)∂sη0(s)
)
.
(11.27)
Using that
∂tα˜0 ∼ O(β˜21 α˜0), ∂tβ˜1 ∼ O(α˜0β˜21), and ∂tη0 = −iH0η0, (11.28)
we have
I1 ∼ O(|α˜0|2 |β˜1|)
∫ t
t1
e−iH0(t−s) Pc(H0 − λ+)−1H˜0χe−iλ+s(
α˜0β˜
3
1η0 + α˜
2
0β˜
2
1η0(s) + α˜0(s)β˜1(s)H˜0η0(s)
)
= I1a + I1b + I1c (11.29)
Each of the three terms I1j , j = a, b, c satisfies a bound of the form:
|I1j | ≤ C E20 [η0(0)]X
1
〈t0〉
1
〈t− t1〉2 (11.30)
We illustrate this by estimating I1a; the other two terms are estimated simi-
larly.
Using that |α˜0|, |β˜1| = O(E
1
2
0 ) we have
|I1a| ≤ |α˜0|2 |β˜1|
∫ t
t1
1
〈t− s〉 52 |β˜1|
3 |α˜0| |η0| ds
≤ E20 [η0(0)]X
(
sup
t≥t1
〈t− t1〉 12 |β˜1(t)|
)3 ∫ t
t1
1
〈t− s〉 52
1
〈s− t1〉 32
1
〈s〉 32
Separate estimation of the contributions from the intervals [t1,
1
2
(t+t1)] and [
1
2
(t+
t1), t] yields the bound:
|I1a| ≤ C E20 [η0(0)]X
(
sup
t≥t1
〈t− t1〉 12 |β˜1(t)|
)3
1
〈t0〉
1
〈t− t1〉2 (11.31)
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Estimation of T2: Consider the term
T2 = O(α˜0(t))O(α˜0(t)β˜1(t))
〈
χ,
∫ t
0
e−iH0(t−s)Pcη
2
b (s)η0(s)
〉
ds. (11.32)
t ∈ I1 ≡ [t0, t1]: For t ∈ I1,
|α˜0|2 |β˜1| ≤ cE
r
2
0 |α˜0| |β˜1|2; Proposition 9.4. (11.33)
Therefore,
|T2| ≤ cE
r
2
0 |α˜0| |β˜1|2
∣∣∣∣
〈
χ,
∫ t
0
e−iH0(t−s)Pcη
2
bη0ds
〉∣∣∣∣
≤ cE
r
2
0 |α˜0| |β˜1|2〈t〉−3/2
(
sup
0≤s≤t
〈s〉 32‖η2b (s)η0(s)‖W k,2∩L1
)
≤ cE
r
2
0 |α˜0| |β˜1|2 〈t〉−3/2‖ηb‖2W k,2[η0]X
≤ cEρ0 [η0]X |α˜0| |β˜1|2 〈t〉−3/2
≤ cEρ0 [η0]X
(
P0P
2
1 + 〈t〉−3
)
t ∈ I2 ≡ [t1,∞):
To see the relevant terms for t > t1, we integrate by parts and obtain, besides
easily estimable local terms and terms with faster time decay,
O(α˜20β˜1)
〈
χ,
∫ t
0
e−iH0(t−s)H˜0Pcη2bη0 ds
〉
t > t1. (11.34)
Consider the contribution to the integral in (11.34) coming from s ∈ [0, t0]:
O
(
α˜20(t)β1(t)
)〈
χ,
∫ t0
0
e−iH0(t−s)H˜0Pcη2bη0 ds
〉
t > t1 > t0 (11.35)
Consider, the inner produce
R(t) =
〈
χ,
∫ t0
0
e−iH0(t−s)H˜0Pcη2bη0 ds
〉
(11.36)
We have
|(11.35)| ≤ C |α˜0(t)|2|β˜1(t)| |R(t)| ∼ CQ0(t)Q
1
2
1 (t)|R(t)| (11.37)
74
and therefore it suffices to prove that
|R(t)| ≤ CQ
3
2
1 (t) (11.38)
To prove (11.38), recall that for t ≥ t1 y
dQ0
dt
≍ ΓQ0Q21
dQ1
dt
≍ −2ΓQ0Q21, (11.39)
and
Er0Q1(t1) = Q0(t1). (11.40)
Therefore,
Q1(t) ≍ 2Q1(t1)
1 + Γ
∫ t
t1
Q0(s)ds
(11.41)
Therefore, to establish (11.38) we need:
|R(t)| ≤ C
(
2Q1(t1)
1 + Γ
∫ t
t1
Q0(s)ds
) 3
2
(11.42)
We consider two cases
Case 1: Γ sups∈[t1,t] |Q0(s)| |t− t1| ≤ 1, and
Case 2: Γ sups∈[t1,t] |Q0(s)| |t− t1| ≥ 1, where it suffices to prove
|R(t)| ≤
(
3Q1(t1)
Γ
∫ t
t1
Q0(s)ds
) 3
2
(11.43)
In case 2 we prove the bound on R(t), (11.38), while in case 1 we prove that the
expression (11.34) of order 〈t− t1〉− 32 〈t− t0〉− 32 . We first handle case 2, the bound
(11.43). From (11.39) we have
d
dt
( Q0 + 2Q1 ) ≍ 0, t ≥ t1
Q0(t) + 2Q1(t) ≍ Q0(t1) + 2Q1(t1)
= (2 + Er0 ) Q1(t1) (11.44)
Therefore, since
Q1(t) ≍ 2Q1(t1)
1 + Γ
∫ t
t1
Q0(s)ds
(11.45)
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we have, as t→∞
Q0(t) ≍ (2 + Er0 )Q1(t1) − 2Q1(t)
−→ (2 + Er0 )Q1(t1) (11.46)
Therefore, for t > t1 (t− t1 large enough)
(1 + Er0)Q1(t1) ≤ Q0(t) ≤ (2 + Er0)Q1(t1) (11.47)
and therefore
Q1(t1)
1 + Γ
∫ t
t1
Q0(s)ds
≥ Q1(t1)
1 + Γ(2 + Er0) |t− t1| Q1(t1)
≥ 1
3
1
Γ |t− t1| ≥
1
3
1
Γ |t− t0| (11.48)
On the other hand,
|R(t)| ≤ C
〈
χ,
∫ t0
0
1
〈t− s〉 32 ‖H˜0η
2
b (s)η0(s)‖L1 ds
〉
≤ C sup
τ∈[0,t0]
‖ηb(τ)‖2H2 [η0]X
∫ t0
0
1
〈t− s〉 32 〈s〉 32 ds
≤ C E20 [η0]X
1
〈t− t0〉 32
(11.49)
The bounds (11.49) and (11.48) imply (11.43).
We now turn to case 1. In this case, Γ sups∈[t1,t]Q0(s) |t− t1| ≤ 1,
Q0(t) ≤ 1
Γ
1
|t− t1| (11.50)
and therefore by (11.34) and (11.50)
|(11.34)| ≤ E20 [η0]X sup
s∈[t1,t]
(
〈s− t1〉 12Q1(s)
) 1
|t− t1|
1
〈t− t1〉 12
1
〈t− t0〉 32
(11.51)
We begin by noting that by Proposition 10.10 and its corollaries, for p > 6
‖ηb‖W k,p ≤ O(E0)〈t〉−1, t ≤ t0
‖ηb‖W k,p ≤ O(Eρ0 )Q0(t)1/2, t0 < t ≤ t1
‖ηb‖∞ = O(〈t− t1〉− 12 ), t ≥ t1 (11.52)
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For t < t1, the previous arguments with the known estimates on ηb, and the
facts that |α˜0(t)| ≤ O(E0)/〈t〉 on I0 and Q0(t) ≤ Er0Q1 on I1 imply the necessary
bounds. Collecting all these, we have
O(α˜20β˜1)
∣∣∣∣〈χ,
∫ t
0
eiH0(t−s)PcH˜0η2bη0ds〉
∣∣∣∣ ≤ O(E0) [2ΓQ0Q21 + 〈t0〉−1〈t〉−2] .
Proof of estimate (11.8) for R
(1)
0 : The key terms to consider in the P1 equation
are the slowest decaying nonlocal terms; see (7.39) and (7.32). Since b1 enters as
b21 in (9.22), we need to bound R
(1)
0 by O(E0)
[
〈t0〉−1/2〈t〉−2 + 2ΓP0P 21
]
for t > t0.
The slowest decaying nonlocal term in the β1 equation arises from the balance:
i∂tβ1 ∼ λ〈ψ31∗, π1Φ2〉|β1|2eiλ+(T )t (11.53)
Since the P1 equation is obtain by multiplying by β1 and taking the imaginary
part, we must estimate:
λ〈ψ31∗, π1Φ2〉 |β1|2β1 eiλ+(T )t, (11.54)
the leading order nonlocal part of which is
∼ |β˜1|2β˜1
〈
χ,
∫ t
0
e−iH0(t−s)PcΨ0Ψ1η0ds
〉
eiλ+t
∼ |β˜1|2β˜1
〈
χ,
∫ t
0
e−iH0(t−s)Pcα˜0β˜1e
−iλ+sχη0(s)ds
〉
eiλ+t
Integrating by parts (using the oscillatory factor eiλ+t) and removing nonresonant
local in terms by near identity transformations the key term is
|β˜1|2β1
〈
χ,
∫ t
0
e−iH0(t−s)H˜0Pcα˜0β˜1χeiλ+sη0(s)ds
〉
eiλ+t. (11.55)
Suppose t > t1. Since we have no factor of α˜0 outside the integral (local in
time α0(t) factor), the estimate for I0 = {0 < s < t0} is the critical part and
requires the O(〈t〉−1) bound on I0 and Theorem 4.3:∣∣∣∣
〈
χ,
∫ t
0
e−iH0(t−s)H˜0Pcα˜0β˜1χη0e−iλ+sds
〉∣∣∣∣
≤ C[η0]X
∫ t0
0
ds
〈t− s〉5/2〈s〉3/2 |α˜0(s)||β˜1(s)| +
( ∫ t1
t0
+
∫ t
t1
)
· · · ds
≤ O(E0)[η0]X
∫ t0
0
ds
〈t− s〉5/2〈s〉〈s〉3/2 + [η0]X
∫ t1
t0
ds
〈t− s〉5/2〈s〉3/2 |α˜0(t1)| |β˜1(s)|+
∫ t
t1
· · · ds
≤ O(E0)
[
〈t〉−5/2[η0]X +O(E0)[η0]X |α˜0(t)|〈t〉−3/2 + [η0]X |α˜0(t)| 〈t− t1〉− 12 〈t〉− 32
]
.
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Note that we can extract the factor |α˜(t)| from the integral for s ≥ t0 since in
this range Q0(t) is monotonically increasing and Q0(t) ∼ P0(t) ∼ |α˜0(t)| with
correction terms which are which are rapidly decaying in time and which are
therefore dominated by the first term. Multiplication by O(|β˜1|3) prefactor gives
the bound
C(E0, [η0]X)

 (sup
s≥t1
〈s− t1〉 12 |β˜1(s)|
)3
〈t〉−5/2〈t− t1〉−3/2 + Q0Q21

 (11.56)
This completes the proof of Proposition 11.2.
12. Local and nonlocal ODE terms: R
(j)
2 (P0, P1) of Proposi-
tion 11.1
In this section we prove estimates on the terms R
(0)
2 (P0, P1) and R
(1)
2 (P0, P1) of
Proposition 11.1.
Proposition 12.1. Assume either t ≤ t0 or Monotonicity Property Q on [t0, t0+
δ∗]. Then, For m ≥ 4,
(1) |R(0)2 (P0, P1)| ≤ O(Eρ0 )ΓP0P 21 +O(〈t〉−3) (P0, P1 << 1)
(2) |R(1)2 (P0, P1)| ≤ O(Eρ0 )ΓP0P 21 +O(α0)P 2m1 +O(〈t〉−3), |α0| ∼
√
P0.
12.1. Proof of part (1) of Proposition 12.1:
The most problematic terms are nonlocal, slowest decaying. The terms which are
linear in η in the α0 equation contribute the slowest terms; these are nonlocal in
time, t.
We have to consider terms arising in equation (7.52) of the type:
〈χ, η〉e−iλ+tα0β1, 〈χ, η〉|β1|2, 〈χ, η〉β21e−2iλ+t, (12.1)
where φ2 ∼ η and η(t) = η0(t) + e0(t) + ηb(t); see (10.1).
As calculated earlier, the last term is resonant and its contribution is +2ΓP0P
2
1
to the P0 equation; see (7.55).
The leading ODE terms in η are the source terms of the type in (7.32):
|Ψ0|2Ψ1,Ψ20Ψ1,Ψ0|Ψ1|2,Ψ0Ψ21; (12.2)
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Recall that the P0 equation is obtained from the α˜0 equation by multiplication by
α˜0 and taking the imaginary part.
Solving for ηb and plugging the source term contributions into the 〈χ, η〉 terms
in the P0 equation gives, apart from the resonant term, terms of the type
α0O(α0β1eiλ+t+|β1|2)〈χ,
∫ t
0
e−iH0(t−s)Pc
(
|Ψ0|2Ψ1 +Ψ20Ψ1 +Ψ0|Ψ1|2 +Ψ0Ψ21
)
ds
(12.3)
For t > t1 the slowest terms are O(|Ψ0|2Ψ1+Ψ20Ψ1) source terms. For t0 < t < t1
the problematic terms are O(Ψ0|Ψ1|2+Ψ0Ψ21) source terms, since on this interval
β1 does not necessarily decay. Since Ψ1 ∼ e−iλ+tβ1 + higher order terms, we can
integrate by parts the O(|Ψ0|2Ψ1 + Ψ20Ψ1) terms in (12.3) to get arbitrary order
βm1 terms, which are nonlocal. The remaining terms are local and its lowest order
term is of the order
α0O(α0eiλ+tβ1 + |β1|2)
〈
χ,O(|α0|2β1eiλ+t + α20β1e−iλ+t)
〉
. (12.4)
The nonresonant local terms can be transformed to higher order by a near identity
change of variables giving
O(|α0|3β2m1 eiΩt), Ω > 0 and m arbitrary large,
while resonant terms are of the type already derived but of higher order (bounded
by O(E0)Q0Q21)). We are therefore left to consider the following nonlocal terms
α0O
(
α0β1e
−iλ+t + |β1|2
)〈
χ,
∫ t
0
e−iH0(t−s)Pcα0β
2m
1 e
iΩms χ˜ds
〉
(12.5)
Consider the first term in (12.5). Due to the oscillatory factor e−iλ+t in the
O(α0β1e−iλ+t) term we can, by a near-identity transformation, in the α0 equation,
remove this term in exchange for one higher order
O(|α0|2β31)
〈
χ,
∫ t
0
· · ·
〉
+O(α20β1eiΩs)∂t
〈
χ,
∫ t
0
e−iH0(t−s)Pc · · ·
〉
+ higher order + local terms,
and by further near identity transformations, we are left with the following slowest
term
O(|α0|2β1)∂mt
〈
χ,
∫ t
0
e−iH0(t−s) Pc · · · ds
〉
. (12.6)
All other terms are of order o(E0)O(P0P 21 ), o(E0)〈t〉−3 or higher order, for E0 small.
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∂t〈χ,
∫ t
0
e−iH0(t−s)Pc α0β
2m
1 χ˜ds〉
=
〈
χ, α0(t)β
2m
1 (t)χ˜
〉
−
〈
χ, i
∫ t
0
e−iH0(t−s)H˜0Pcχ˜α0β2m1 eiΩsds
〉
.
The first term is local and will contribute o(1)O(P0P 21 ). It remains to estimate
the nonlocal term. Note that∫ t
0
e−iH0(t−s)eiωsχ˜α0β
2m
1 ds = e
−iωt
∫ t
0
e−i(H0−ω)(t−s)ei(ω+ω)sχ˜α0β
2m
1 ds
Consider now the second term in (12.5). Using the oscillatory factor e−iωt, one
can transform the O(α0|β1|2)〈χ, ∫ · · ·〉 to higher order.
We now turn to the second term in (12.5). First, let’s consider the case where
t ≥ t1.
O(α0|β1|2)∂mt
〈
χ,
∫ t
0
e−iH0(t−s)χ˜α0β
2m
1 ds
〉
(12.7)
We consider (12.7) for t ≥ t1. For this we require the following
Lemma 12.1. For t > t1,
Q1(t) ≥ Q1(t1) [1 + 4(Γ′ + δ)Q1(t1)Q0(t1)(t− t1)]−1 (12.8)
Proof of Lemma 12.1: For t ≥ t1
dQ1
dt
≥ −4(Γ′ + δ)Q0Q21 (12.9)
Therefore,
−dQ
−1
1
dt
≥ −4(Γ′+δ)Q0(t) ≥ −4(Γ′+δ)Q0(t1) or dQ
−1
1
dt
≤ 4(Γ′+δ)Q0(t1) (12.10)
since Q0(t1) ≤ Q0(t) (Q0 ↑ for t > t0). Integrating from t to t1, we get
Q1(t)
−1 −Q1(t1)−1 ≤ 4(Γ′ + δ)Q0(t1)(t− t1), (12.11)
which is equivalent (12.8). This completes the proof of Lemma 12.1.
Estimation of (12.7) for t ≥ t1 Carrying out the differentiation in (12.7) we
find that it suffices to bound terms of the type:
O
(
α0|β1|2
)
〈χ, Pcχ〉 α0β2m1 = O(E0)Q0Q21O
(
α0|β1|2
)〈
χ,
∫ t
0
e−iH0(t−s)PcH˜m0 χ˜α0β2m1 ds
〉
(12.12)
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We now consider (12.12), which we break into the sum of three integrals:
O(α0|β1|2)
〈
χ,
( ∫ t0
0
+
∫ t1
t0
+
∫ t
t1
)
e−iH0(t−s) Pc H˜k0χ˜α0β2m1 ds
〉
(12.13)
∫ t
t1
: By the local decay estimate for e−iH0tHk0Pc of Theorem 4.3, the integral in
(12.13) is bounded above by:
∫ t
t1
ds
〈t− s〉k |α0β
2m
1 | (12.14)
This in turn is bounded above by
Q0(t)
1/2
∫ t
t1
ds
〈t− s〉kQ
m
1 (s), (12.15)
since Q0 is increasing for t ≥ t0.
We now aim to further bound (12.15) by “extracting” powers of Q1(t) from
under the integral. Recall that for s ≥ t1
Q1(s) ≤ Q1(t1)
1 + 2ΓQ0(t1)Q1(t1)|s− t1|
=
1
2ΓQ0(t1)
[
Q1(t1)Q0(t1)2Γ
1 + 2ΓQ0(t1)Q1(t1)|s− t1|
]
≤ min
{
Q1(t1), 2Γ
−1Q−10 (t1)〈s− t1〉−1
}
(12.16)
and
Q−10 (t1) ≡ Q1(t1)−1E−r0 , and Q1 ≤ E0. (12.17)
We write
Qm1 (s) = Q
m−k
1 (s)Q
k
1(s) ≤ Qm−k1 (s)
1
〈s− t1〉k
1
(2ΓQ0(t1))k
= Qm−k1 (s)
1
〈s− t1〉k
E−rk0
(2ΓQ1(t1))k
≤ Qm−2k1 (s)E−rk0 〈s− t1〉−k, (12.18)
where we have used that Q1(t1) ≥ Q1(s).
We consider separately the cases t ≥ 2t1 and t1 ≤ t ≤ 2t1.
81
t ≥ 2t1: Take k = 2 and m > 2(r + 2). Then, the integral in (12.15) is bounded
by
Eρ0 Q0(t)
1
2 〈t〉−min(k,k), ρ > 0. (12.19)
This implies, for k sufficiently large,∣∣∣∣O(α0|β1|2)〈χ,
∫ t
0
· · ·〉
∣∣∣∣ ≤ O(Eρ0 ) ( Q0Q21 + 〈t〉−4 ) . ρ > 0 (12.20)
t1 ≤ t < 2t1: Let t = t1 + 2M,M = (t− t1)/2 and rewrite the integral as
∫ t
t1
ds
〈t− s〉k |α0β
2m
1 | =
(∫ t1+M
t1
+
∫ t1+2M
t1+M
)
)
ds
〈t− s〉k |α0β
2m
1 |. (12.21)
In a manner similar to the previous estimate, using that Q1 is decreasing we have,
by (12.18):
∫ t1+M
t1
ds
〈t− s〉kQ1(s)
m/2〈s− t1〉−k ≤ c〈t− (t1 +M)〉−kQ1(t1)m/2
≤ c〈t− t1〉−kQ1(t1)Q1(t1)m2 −1
≤ c〈t− t1〉−k [ 1 + 4(Γ′ + δ)Q1(t1)Q0(t1)|t− t1| ]Q1(t)Q1(t1)m/2−1
≤ O(E0)Q1(t)
for k ≥ 1. Hence
O(α0|β1|2)Q1/20
∫ t1+M
t1
· · · ≤ O(E0)Q0Q21. (12.22)
Furthermore, by (12.18) the integral over [t1 +M, t1 + 2M ] is bounded by
∫ t1+2M
t1+M
ds
〈t− s〉k〈s− t1〉k
Q1(s)
m/2 ≤ cQ1(t1)m/2〈M〉−k ≤ cQ1(t1)m/2〈t− t1〉−k
(12.23)
and, as above, using the upper bound (12.8) for Q1(t1) in terms of Q1(t) we have
∫ t1+2M
t1+M
· · · ≤ O(E0)Q1(t) (12.24)
for k ≥ 1. Therefore, for all t > t1 the nonlocal (and local) ODE terms in the Q0
equation are bounded by
O(E0)
[
Q0Q
2
1 + 〈t〉−3
]
, (12.25)
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provided we control the integral
∫ t1
0 · · · ds.
∫ t1
0 : Consider
I(t) ≡ Q1/20 Q1
∫ t1
0
ds
〈t− s〉kQ
1/2
0 Q
m−1
1 Q1ds. (12.26)
By the mean value theorem, Q1(s) = Q1(s)−Q1(t)+Q1(t) = Q˙1(s)|t−s|+Q1(t),
where s ≤ s ≤ t. Then,
I(t) ≤ Q
1
2
0 (t)Q
2
1(t)
∫ t1
0
ds
〈t− s〉kQ
1
2
0 (s)Q
m−1
1 (s) ds
+ I1(t), where (12.27)
I1(t) ≡ c Q
1
2
0 (t)Q1(t)
∫ t1
0
ds
〈t− s〉k−1Q
1
2
0 (s)Q
m−1
1 (s) Q
1
2
0 (s)Q1(s), (12.28)
where we have used
Q˙1 = O
(
Q
1
2
0Q1
)
+ h.o.t.. (12.29)
If s ≤ t0, then using that Q
1
2
0 (s) ≤ Eρ0 〈s〉−1 ≤ Eρ0 〈s〉−1, we have the bound
I1(t) ≤ O(Eρ0 )Q
1
2
0 (t)Q1(t)〈t〉−2 ≤ O(Eρ0 )
(
Q0(t)Q
2
1(t) + 〈t〉−4
)
(12.30)
If s > t0, then since Q0(s) is monotonically increasing for s ≥ t0, and we have
I1(t) ≤ Q0(t)Q1(t)〈t− t1〉
∫ t1
0
ds
〈t− s〉k−1Q
1
2
0 (s)Q
m−1
1 (s) Q1(s) (12.31)
We now expand the latter factor of Q1 in the integrand using the mean value
theorem. Specifically, there exists s′ with t0 < s ≤ s′ ≤ t1 such that:
Q1(s) = Q1(t1) + Q˙1(s
′)(s′ − t1)
= Q1(t1) +O
(
Q
1
2
0 (s
′)Q1(s
′)
)
|s′ − t1|
≤ Q1(t1) +O
(
Q
1
2
0 (t1)Q1(s
′)
)
|s− t1|, (12.32)
where the last inequality follows by monotonicity of Q0.
Substitution into integrand in (12.32) gives:
I1(t) ≤ cEρ0
Q0(t)Q1(t)
〈t− t1〉 Q
1
2
1 (t1)
∫ t1
0
ds
〈t− s〉k−3Q
1
2
0 (s)Q
m−1
1 (s), (12.33)
where we have used (12.17) to replace Q0(t1) by Q1(t1). A higher order term (one
proportional to Q1(t1)) is subsumed by the constant, c.
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From (12.8) we have
Q1(t1) ≤ (1 + 4(Γ′ + δ)Q1(t1)Q0(t1)(t− t1)) Q1(t) (12.34)
Case 1: 4(Γ′+δ)Q1(t1)Q0(t1)(t−t1) ≤ 100 Here, Q1(t1) ≤ 101Q(t), and therefore
I1(t) ≤ cEρ0
Q0(t)Q
3
2
1 (t)
〈t− t1〉
∫ t1
0
ds
〈t− s〉k−3Q
1
2
0 (s)Q
m−1
1 (s) (12.35)
We now split the integral in (12.35) as
∫ t1
0 =
∫ t0
0 +
∫ t1
t0
. Using the 〈s〉−1 decay of
Q
1
2
0 for s ≤ t0 we have ∣∣∣∣
∫ t0
0
·
∣∣∣∣ ≤ Eρ0 〈s〉−1, (12.36)
and using the monotonicity of Q0 for t1 ≥ s ≥ t0 and the relation Q0(t1) =
Er0Q1(t1) ≤ 101Er0Q1(t) we have∣∣∣∣
∫ t1
t0
· ds
∣∣∣∣ ≤ Eρ0Q 120 (t1) = √101Eρ− r20 Q 121 (t) (12.37)
Therefore, choosing m sufficiently large, we get
I1(t) ≤ c′
(
Eρ10 Q0(t)Q
3
2
1 (t)〈t〉−1 + Eρ20 Q0(t)Q21(t)
)
≤ c′′Eρ30
(
Q0Q
2
1 + 〈t〉−4
)
,
(12.38)
where ρ3 = min{ρ1, ρ2}.
Case 2: 4(Γ′+ δ)Q1(t1)Q0(t1)(t− t1) ≥ 100 Then, (12.8) and monotonicity of Q0
for t ≥ t0 implies
1
〈t− t1〉 ≤ 4(Γ
′ + δ)Q0(t)Q1(t). (12.39)
This gives
I1(t) ≤ CEρ0Q0(t)Q21(t) (12.40)
We now turn to (12.7) for t ∈ [t0, t1]. It suffices to estimate the nonlocal terms
O(α0|β1|2)
〈
χ,
∫ t
0
e−iH0(t−s)PcH˜m0 χ˜α0β2m1 ds
〉
(12.41)
for t0 ≤ t ≤ t1. In this region Q0 and (Q0/Q1) are increasing functions. Also
Q0(t) ≤ Er0Q1(t). The main difficulty is the need to pull a factor of Q1(t) out of
the nonlocal term. To this end we use the following proposition:
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Proposition 12.2. There exists a constant δ > 0 such that for t ≥ t0
2Γ
∫ t
t0
Q0Q
m
1 ds ≤ δQ
1
2
0 (t)Q1(t)
m−2 + Q0(t)Q
m−2
1 (t) + h.o.t. (12.42)
Corollary 12.1.
∫ t
t0
ds
〈t− s〉3/2Q
1/2
0 (s)Q
m−1
1 (s) ≤ C(1 + δ)Q
3
8
0Q
m− 1
2
1 . (12.43)
The corollary follows from Proposition 12.2 by the Ho¨lder’s inequality.
Proof of Proposition 12.2: Recall that
dQ0
dt
= 2ΓQ0Q
2
1 +R0,
dQ1
dt
≤ −4ΓQ0Q21 +O
(
Q
1
2
0Q
m
1
)
(12.44)
Claim:
1
Q
1
2
0
∫ t
t0
R0ds ≤ O(Eρ0 )
[
1 +
∫ t
t0
Q0(s)Q
2m
1 (s)ds
]
(12.45)
Proof of claim: The leading order term of R0, in the variable α0, which is nonlocal,
is a term of the form (12.5). From this term we have after integration by parts to
obtain e−iH0(t−s)H0 from (12.5),
∫ t
t0
R0 ≤ Q
1
2
0 (t)
∫ t
t0
Q1(t
′)
∫ t′
t0
ds
〈t− s〉5/2Q
1/2
0 Q
m
1 dsdt
′
≤ Q
1
2
0 (t)
∫ t
t0
Q1(t
′)dt′
[∫ t′
t0
ds
〈t− s〉4−δ +
1
〈t− t′〉1+δ′
∫ t′
t0
Q0Q
2m
1 ds
]
≤ cQ
1
2
0 (t)
∫ t′
t0
Q1(t
′)dt′
[
〈t− t′〉−3+δ′ + 〈t− t0〉−3+δ′ + 〈t− t′〉−1−δ′
∫ t′
t0
Q0Q
2m
1 ds
]
≤ cQ
1
2
0 (t)
[
O(E0)(1 +
∫ t
t0
Q0Q
2m
1 ds)
]
,
thus proving the claim.
We first rewrite the right hand side of (12.42) and use the differential equation
for Q0 and the above claim to integrate by parts:
2Γ
∫ t
t0
Q0Q
m
1 ds =
∫ t
t0
2ΓQ0Q
2
1Q
m−2
1 ds
=
∫ t
t0
Qm−21
d
ds
[
Q0 −
∫ s
t0
R0
]
ds
= Qm−21 (t
′)
[
Q0 −
∫ s
t0
R0
] ∣∣∣∣t
t0
−
∫ t
t0
d
ds
Qm−2(s)
[
Q0(s)−
∫ s
t0
R0
]
ds
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= Qm−21 (t)Q0(t)−Qm−21 (t0)Q0(t0)−Qm−21 (t)
∫ t
t0
R0(s)ds
+(m− 2)
∫ t
t0
dt′Qm−11 (t
′)Q0(t
′)
[
4ΓQ0(t
′) +O
(
Q
1
2
0 (t
′)Qm−21 (t
′)
) ]
+(m− 2)
∫ t
t0
dt′Qm−11 (t
′)
[
4ΓQ0(t
′) +O
(
Q
1
2
0 (t
′)Qm−21 (t
′)
)] (∫ t′
t0
R0(s)ds
)
The first term on the right hand side is of the form we want (the right hand side
of (12.42). The second term is negative so we can drop it. The third term is
bounded by O(E0)Qm−21 (t)Q
1
2
0 (t) by the claim above, plus O(
∫ t
t0
Q0Q
m
1 ds), which
is of the above form and can be absorbed by the left hand by smallness of E0,
where we used t0 < s < t1, Q0 ≤ Er0Q1. This completes the proof of Proposition
12.2.
Using the proposition and its corollary it is easy to bound, for t ≥ t0,
O(α0|β1|2 + |α0|2β1) ∂kt
〈
χ,
∫ t
0
e−iH0(t−s) Pcχ˜α0β
2m
1 ds
〉
(12.46)
by O(Eρ0 ) (Q0Q21 + 〈t〉−3) + h.o.t.
It remains to consider t ≤ t0. In this case we only know that |α˜0| ≤ k0〈t〉−1.
The first term of (12.5)
α0O
(
α0β1e
−iλ+t
)
〈χ,
∫ t
0
e−iH0(t−s)Pcα0β
2m
1 χ˜ds〉 (12.47)
is bounded above by O(〈t〉−3), due to dispersive estimates and the decay of the
decay of Q0 for t ≤ t0.
In the second term of (12.5),
O(α0|β1|2)∂kt 〈χ,
∫ t
0
· · ·〉
∼ O
(
Q
1
2
0 (t)Q1(t)
) 〈
χ,
∫ t
0
e−iH0(t−s)PcH˜k0χ˜α˜0β˜2m1 eiΩs ds
〉
, Ω 6= 0
(12.48)
we need to pull Q
1
2
0 (t)Q1(t) out of the nonlocal (integral) term.
By dispersive estimates, we have the bound
O
(
Q
1
2
0 (t)Q1(t)
) ∫ t
0
1
〈t− s〉 32+k |α˜0(s)|Q
m
1 (s) ds (12.49)
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To pull the Q1 term we proceed as earlier. By the mean value theorem, there
exists s, with s ≤ s ≤ t ≤ t0 such that
Q1(s) = Q1(t) +Q1(s)−Q1(t) = Q1(t)− Q˙1(s)(t− s)
= Q1(t) +O
(
Q
1
2
0 (s)Q1(s)
)
(t− s)
= Q1(t) +O
(
Eρ0 〈s〉−1〈t− s〉
)
,
where we have used that Q˙1 ∼ Q
1
2
0Q1 for t ≤ t0. Therefore, the expression in
(12.49) satisfies a bound of order
Q
1
2
0 (t)Q
2
1(t)
∫ t
0
1
〈t− s〉 32+k |α˜0(s)|Q
m−1
1 (s) ds
+Q
1
2
0 (t)Q1(t)
∫ t
0
1
〈t− s〉 12+kQ
1
2
0 (s)O
(
Q
1
2
0 (s)Q
m′
1 (s)
)
Qm−11 (s) ds
= Q
1
2
0 (t)Q
2
1(t)
∫ t
0
1
〈t− s〉 32+k Q
1
2
0 (s)Q
m−1
1 (s) ds
+ Eρ0 Q
1
2
0 (t)Q1(t)
1
〈t〉2 (12.50)
where the last term, which is bounded by Eρ0 (Q0Q21 + 〈t〉−4), is obtained using the
decay of Q0(s) for s ≤ t0.
It remains to estimate the second to last term in (12.50). Estimating the convo-
lution, using the 〈s〉−1 decay of Q0(s), we obtain the bound O
(
Q
1
2
0 (t)Q
2
1(t)
)
〈t〉−1
which is not bounded by the desired O ( Eρ0 (Q0Q21 + 〈t〉−3) ).
We will obtain the desired bound by turning to an earlier expression, derivable
from (12.48). The expression we must consider is
O
(
Q
1
2
0 (t)Q
2
1(t)
) 〈
χ,
∫ t
0
e−iH0(t−s)PcH˜k0χ˜α˜0(s)β˜2m−21 (s)eiΩs ds
〉
, Ω 6= 0 (12.51)
We will show that this term is of order EρQ0(t)Q21(t)〈t〉−3/2, which implies the
desired bound. We proceed as follows. First, by equation (7.3) of Proposition 7.1
the equation for α˜0 may be rewritten as:
i∂tα˜0(t) = (c+ iΓω)|β˜1(T )|4α˜0(t) + (c+ iΓω)
(
|β˜1(t)|4 − |β˜1(T )|4
)
α˜0(t) + Fα
(12.52)
Introducing α˜#0 (t) via the equation
α˜0(t) ≡ e−it(c+iΓω)|β˜1(T )|4tα˜#0 (t), (12.53)
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we have
i∂tα˜
#
0 (t) = (c+ iΓω)
(
|β˜1(t)|4 − |β˜1(T )|4
)
α˜#0 (t) + e
it(c+iΓω)|β˜1(T )|4Fα (12.54)
The integral in (12.51) can be written, keeping only leading order terms, as〈
χ,
∫ t
0
e−iH0(t−s)PcH˜k0χ˜α˜#0 (s)β˜2m−21 (s)eiΩ˜s ds
〉
=
〈
χ,
∫ t
0
e−iH0(t−s)PcH˜k0χ˜1 ˙˜α0
#
(s)β˜2m−21 (s)e
iΩ˜s ds + . . .
〉
=
〈
χ,
∫ t
0
e−iH0(t−s)PcH˜k0χ˜1
(
|β˜1(t)|4 − |β˜1(T )|4
)
α˜#0 (s)β˜
2m−2
1 (s)e
iΩ˜s ds
〉
≤ O(E20 )
∫ t
0
ds
〈t− s〉 32+k〈s〉
(
|β˜1(t)|4 − |β˜1(T )|4
)
+ . . . (12.55)
It suffices to show
Proposition 12.3.
|P1(t)− P1(s)| ≤ C〈s〉 12 , 0 ≤ s ≤ t (12.56)
For the proof we turn to the P1 equation (7.7):
dP1
dt
= −4ΓP0P 21 + R1
R1 = R1[α˜0, β˜1, η, t] = 2ℑ(β˜1Fβ). (12.57)
The key term in ℑ(β˜1Fβ) is the form β˜m1 α˜#0 eiΩt, Ω 6= 0. We have, after two
integrations by parts,
|P1(t)− P1(s)| ≤
∫ t
s
β˜m1 (s)α˜
#
0 (s
′)eiΩs
′
ds′ + . . .
= β˜m1 (s)α˜
#
0 (s
′)
1
iΩ
eiΩs
′ |ts −
∫ t
s
d
ds′
(
β˜m1 (s
′)α˜#0 (s
′)
) 1
iΩ
eiΩs
′
ds′ + dots
= O
(
1
〈s〉
)
+O
(
log s
〈s〉
)
+O(E0)
∫ t
s
∣∣∣(P1(t)− P1(s′))2 α˜#0 (s′)eiΩ˜s′ds′∣∣∣
≤ O
(
1
〈s〉
)
+O
(
log s
〈s〉
)
+O(E0) sup
s′′
〈s′′〉 12 |P (t)− P (s′′)|
∫ t
s
1
〈s′〉2ds
′
= O
(
1
〈s〉
)
+O
(
log s
〈s〉
)
+O
( E0
〈s〉
)
sup
s′′
〈s′′〉 12 |P (t)− P (s′′)|. (12.58)
Multiplication by 〈s〉 12 and taking the supremum over s ≤ t implies Proposition
12.3 and therewith the proof of part (a) of Proposition 12.1.
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12.2. Proof of part (2) of Proposition 12.1
The proof is similar to that of part (a) but simpler, since we can allow for the
nonlocal terms to be controlled, in addition, by terms of order Q
1
2
0Q
m
1 .
The leading contributions are again nonlocal, linear ηb contributions:
From (7.39) we read
i∂tβ1 ∼ · · ·+ 2λ〈χ,Ψ1ηb +Ψ1ηb〉eiλ+tα0
+ λeiλ+t2〈χ,Ψ1ηb〉α0
+λeiλ+t〈χ,Ψ21ηb + 2|Ψ1|2ηb〉+ h.o.t. (12.59)
+ X−1(t)(A(t)− A(T ))X(t)β1. (12.60)
The first two terms on the righ hand side of (12.60) are easily seen to be of order
O(α0)P
2m
1 or O(Eρ0 )P0P 21 , by integration by parts over the ODE source terms in
ηb, as before.
The third term contributes to the P1 equations, after normal form transfor-
mations and remaining resonant terms:
ℑβ1eiλ+t∂nt 〈χ, |β1|2
∫ t
0
e−iH0(t−s)Pcα0|β1|2χ˜ds〉
and higher order/similar terms.
The leading term, after integration by parts of the integral term (note that
H−1Pc is bounded):
∣∣∣∣ℑβ1eiλ+t|β1|2〈χ,
∫ t
0
e−iH0(t−s)PcHn0 α˜0β˜2m1 χ˜ds
∣∣∣∣
≤ c|β1|3
∫ t
0
ds
〈t− s〉kQ
1/2
0 (s)Q
m
1 .
To this end we repeat the argument of part (a) to estimate the above integral by
Q
1
2
0 (t)Q
m−1
1 (t) +O(t−3) + h.o.t.(ODE).
The main new type of term we need to control comes from the last term on the
term Rβ in (6.35-6.36), coming from the difference A(t)−A(T ).
This term contributes to the P1 equation terms like
ℑ
(
|β1|2
[
α20(t)− α20(T )
]
α20(t)
)
,ℑ
[
eiωtβ21 (P0(t)− P0(T ))O(α20(T ))
]
. (12.61)
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The term with phase eiωt can be integrated by parts, and gives higher order
terms;
The term without a phase requires the estimate of
α0(t)
2 − α0(T )2 = 2
∫ T
t
α0
dα0
ds
ds.
Using that
dα0
ds
= cα0β
2
1e
−2iλ+t + h.o.t.
we can repeatedly integrate by parts to get
α20(t)− α20(T ) = local terms +
∫ T
t
O(α20)β2m1 ds+ h.o.t.
where local terms = O(α0P1) and higher.
clearly, then
|β1|2α20(t) [ local terms + h.o.t.] ≤ O(E0)
[
P0P
2
1 + 〈t〉−3
]
.
So, we need to estimate
|β1|2α20(t)
∫ T
t
O(α20)β2m1 ds by O(Eρ0 )Q0Q21 + h.o.t. (12.62)
For t ≥ t1 |β1|2 ≤ Q1 is monotonic decreasing. Hence
|
∫ T
t
O(α20)β2m1 ds| ≤ |β1(t)|2
∫ T
t
Q0Q
m−1
1 ds.
For t > t1, Q1 ↓ is bounded by
Q1(t) ≤ Q1(t1)(1 + 2ΓQ0(t1)Q1(t1)(t− t1))−1 ≤ c〈t− t1〉−1Q0(t1)−1
= cQ1(t1)
−1E−r0 〈t− t1〉−1.
since Q0(t1) = Er0Q1(t1).
So, [
Q1(t)
1+rQ1(t)
]k ≤ O(E0)〈t− t1〉−k.
Hence, for k > 1, or for m > 2 + r + 1 = r + 3,
∫ T
t
Q0Q
m−1
1 ≤ O(E0)
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so
|
∫ T
t
O(α20)β2m1 | ≤ O(E0)Q0Q21.
If t > t0, t < t1, Q0(t) ≤ Er0Q1(t); therefore
∫ T
t
Q0Q
m−1
1 ds =
∫ T
t
Q0Q
2
1Q
m−3
1 ds =
(
1
2Γ
Q0(s) +R0(s)
)
Qm−31 (s)|Ts=t
−
∫ T
t
(
1
2Γ
Q0 +
∫ s
t0
R0(s)ds
)
Qm−41 (m− 3)
dQ1
ds
ds.
The first term on the right hand side is local and high order. The second term on
the right hand side is bounded by
c
∫ t1
t
Q20Q
m−2
1 ds+
∫ T
t1
(· · ·) + h.o.t. ≤ O(E0)Q21 +O(Eρ0 )〈t〉−3 + c
∫ t1
t
Q20Q
m−2
1 ds
≤ O(E0)
[
Q21 + 〈t〉−3
]
+ cEr0
∫ t1
t
Q0Q
m−1
1 ds.
Hence,
∫ T
t
Q0Q
m−1
1 ds ≤ O(E0)
[
Q21 + 〈t〉−3
]
+O(E0)
∫ T
t
Q0Q
m−1
1 ds (12.63)
which implies that
∫ T
t
Q0Q
m−1
1 ds ≤ O(E0)
[
Q21 + 〈t〉−3
]
(12.64)
for all t ≥ t0.
For 0 < t < t0, we need to estimate
|β1|2α20(t)
∫ t0
t
O(α20)β
2m
1 ds.
Using that for t < t0, |α0(t)|2 ≤ k0〈t〉−1 ≤ E0〈t0〉−1〈t〉−1 the above expression is
bounded by
O(E0)k0(t0)〈t〉−1(ln t0〈t〉)k0(t0) ≤ O(E0)k0(t0)〈t〉
−1
( 〈t〉
〈t0〉 ln
t0
〈t〉
)
〈t〉−1
≤ O(E0)k0(t0)〈t〉−2.
This completes the proof of Proposition 12.1.
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13. R
(j)
1 (ηb) terms of Proposition 11.1
Proposition 13.1. Assume either t ≤ t0 or Montonicity Property Q on [t0, t0 +
δ∗]. Then, the terms R
(i)
1 [ηb], i = 0, 1 in (11.1) satisfy the estimates:∣∣∣R(i)1 [ηb]∣∣∣ ≤ O(E0) [2ΓQ0Q21 + 〈t0〉−1〈t〉−2 (Poly [P0(0), P1(0), P0(T ), P1(T )])]
(13.1)
where Poly [· · ·] stands for polynomial in the bracketed variables.
Proof: The contributions to R
(i)
1 (ηb) comes form linear and nonlinear terms
in ηb in the Pi equations.
Consider first the nonlinear contributions:
In the P0 equations we have terms like (7.41)
α20〈χ, η2b 〉, α0β1eiλ+t〈χ, η2b 〉,
eiλ+tα0β1〈χ, |ηb|2〉, 〈χ, |ηb|2ηb〉α0. (13.2)
Since for t ∈ I0, I2 we have time decay of either α0 or β1 respectively, the main
contribution is when t ∈ I1 = [t0, t1].
For t ∈ I2 the bound on ηb we have is
‖ηb(t)‖Hk ≤ cQ1/20 (t)
∫ t
0
ds
〈t− s〉3/2Q
m
1 (s).
The second and third terms can be integrated by parts leaving terms of the type
O(β21) O(α0) ∂mt 〈χ, |ηb|2 + η2b 〉.
We also need to integrate by parts the two other terms. For this we need to pull
out a phase factor from the leading nonlocal.
Pulling a phase as in the proof of Proposition 12.1 we are left with estimating
term of the type
O(α20 + α0β1)〈χ, ηb∂kt ηb〉+ 〈χ, |ηb|2∂kt ηb〉O(α0).
As in the estimates of Proposition 10.3 , for t ∈ I1,
‖∂kt ηb‖Hs ≤ CQ1/20 (t)
∫ t
0
ds
〈t− s〉k′Q
m
1 (s).
with k′ large for k large.
To this end we use the following.
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Proposition 13.2. For t ∈ I1:
∫ t
t0
ds
〈t− s〉k′Q
m
1 (s) ≤ O(E0)Q21(t).
Proof of Proposition 13.2:
∫ t
t0
ds
〈t− s〉k′Q
m
1 (s) = Q1(t)
∫ t
t0
ds
〈t− s〉k′Q
m−1
1 +
∫ t
t0
ds
〈t− s〉k′ (Q1(s)−Q1(t))Q
m−1
1 .
The second term on the right hand side can be estimated, using that Q˙1 =
−ΓQ0Q21 +O(Q
1
2
0Q
m
1 ) and monotonicity of Q0, as follows: (s ≤ ξ ≤ t)
≤ C
∫ t
t0
ds
〈t− s〉k′−1 Q˙1(ξ)Q
m−1
1 (s) ≤ CQ0(t)
∫ t
t0
ds
〈t− s〉k′−1Q
2
1(ξ)Q
m−1
1 (s)
+ CQ
1/2
0 (t)
∫ t
t0
ds
〈t− s〉k′−1Q
m
1 (ξ)Q
m−1
1 (s)
≤ O(E0)Q1(t)
∫ t
t0
ds
〈t− s〉k′−1Q
2
1(ξ)Q
m−1
1
+ O(E0)Q1/21 (t)
∫ t
t0
ds
〈t− s〉k′−1Q
m−1
1 (ξ)Q
m−1
1 .
Repeating this argument, we have
∫ t
t0
ds
〈t− s〉k′Q
m
1 (s) ≤ O(E0)Qj0(t)
∫ t
t0
ds
〈t− s〉k′−2jQ
m−2j
1
≤ O(E0)Qj1(t).
for k′ − 2j > 1, which proves the Proposition 13.2.
This Proposition together with the estimate
‖ηb‖W k,∞ ≤ O(E0)Q1/20 (13.3)
implies that
R
(0)
1 ≤ O(E0)
[
Q0Q
2
1 + higher order terms
]
. (13.4)
The estimates of R
(1)
1 are similar.
It remains to estimate the linear ηb terms in the P0, P1 eqs.
The leading order source term of ηb was estimated in Proposition 12.1. It
remains to estimate the higher order corrections.
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To this end we need to estimate terms of the following type appearing in the
P0 equation, (11.1):
α0
(
|β1|2 + α0β1
) 〈
χ,
∫ t
0
e−iH0(t−s)Pcψ0η
2
bds
〉
and
(
|β1|2α0 + α0α0β1
)〈
χ,
∫ t
0
e−iH0(t−s) Pc|ηb|2ηbds
〉
,
and similar terms in the P1 equation.
Again we focus on t ∈ I1. Since for 0 ≤ s ≤ t0 α0 and ηb are of order O(E0)〈s〉 ,
clearly these contributions are of order
O(E0)
[
Q0Q
2
1 + 〈t0〉−3
]
,
so it remains to estimate the s-integrals above on I1.
But on I1, ‖ηb‖ ≤ O(E0)Q
1
2
0 (t) ≤ O(E0)Q
1
2
1 (t) and since Q0 is monotonic in-
creasing on I1, the above nonlocal term are bounded by
O(E0)Q
3
2
0 (t).
So,
O(|β1|2α0)O(E0)Q
3
2
0 (t) ≤ O(E0)Q21Q0
O(|α0|2β1)O(E0)Q
3
2
0 (t) ≤ O(E0)Q21Q0
since Q0 ≤ O(E0)Q1 on I1.
14. Bootstrapping it all
We assume that t0 <∞, where t0 is given by (8.5). Consider the equations for P0
and P1, (11.1) displayed in Proposition 11.1. Explicit in (11.1) are terms which
(1) are driven by the dispersive part of the initial data: R00[η0] and R
1
0[η0]
(2) encompass interactions of the two bound states and dispersive waves: R01[ηb]
and
(3) encompass interactions between bound states: R02[P0, P1].
By Proposition 11.2 the Rj0[η0], j = 0, 1 terms satisfy:
Rj0[η0] = O (bj(t0, [η0]X , E0) 〈t〉−2 + O(E0)2ΓP0P 21 (14.1)
94
Therefore, by Proposition 9.2 and its proof (see eqn. (9.22) ), it is natural to
introduce the functions:
Q0(t) = P0 − k0〈t〉 , Q1(t) = P1 +
k1
〈t〉 (14.2)
where
k0 = b0 + O(E0)b21 , k1 = 10b1 (14.3)
b0 = 〈t0〉−1
(
[η0]X + c∗E20
)
, (14.4)
b1 = 〈t0〉− 12
(
[η0]
2
3
X + d∗E20
)
, (14.5)
where the constants c∗ and d∗ are to be chosen. We find, for any m ≥ 4 and all
t ≥ 0:
dQ0
dt
≥ 2ΓQ0Q21 +R0,#1 [ηb] +R0,#2 [Q0, Q1] +
E20 c∗
〈t0〉 〈t〉2
dQ1
dt
≤ −4ΓQ0Q21 +R1,#1 [ηb] +R1,#2 [Q0, Q1] +O(E0;m)
√
Q0Q
m
1 −
E20d∗
〈t0〉 12 〈t〉2
.
(14.6)
The analogous reverse inequalities hold as well with slightly different constants.
By the definition of t0, Q0(t0) > 0. Furthermore, using the energy estimate on
the bound state amplitudes and (14.2) of section 5.2, we have
Q0(t) +Q1(t) ≤ CE0, t > 0. (14.7)
We now introduce a set of norms. The norm of q(t) ≡ ( Q0(t), Q1(t), ηb(t) ) is
defined as
‖q(t)‖Y = |Q0|y0(t) + |Q1|y1(t) + ‖ηb‖y2(t). (14.8)
The norm, ‖q(t)‖Y, encodes all the estimates for Q0, Q1 and ηb in the intervals
I0, I1 and I2 through the following:
|Q0|y0(t) ≡ sup
0≤s≤t
|Q0(s)| + sup
0≤s≤min{t,t0}
〈t0〉〈s〉|Q0(s)| (14.9)
|Q1|y1(t) ≡ sup
0≤s≤t
|Q1(s)| + sup
t1≤s≤t
|s− t1|Q1(s)Γ′Q0(t1)Q1(t1) (14.10)
‖ηb‖y2(t) ≡ sup
0≤s≤min{t,t0}
〈s〉‖ηb(s)‖W k,∞ + sup
t0≤s≤min{t,t1}
‖ηb(s)‖W k,∞
+ sup
t1≤s≤t
〈s− t1〉 12‖ηb(s)‖W k,∞ (14.11)
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In these definitions we use the convention that terms for which the s- range empty
are set to zero.
By the H1 a´ priori bounds
sup
0≤s≤t
|Q0(s)| ≤ E0
(
1 + E20‖ηb‖∞
)
(14.12)
and by definition of t0, (8.5), for t0 <∞,
sup
0≤s≤t0
〈t0〉〈s〉|Q0(s)| ≤ 1
2
( E0 + [η0]X ) . (14.13)
In terms of these norms, we have bounds on Rj,#i . By Proposition 13.1
|R0,#1 [ηb]|+ |R1,#1 [ηb]| ≤ O(Eρ0 )‖q(t)‖l1YQ0Q21 + C
Eρ0‖q(t)‖l2Y
〈t0〉〈t〉2 . (14.14)
By Proposition 12.1
|R0,#2 [Q0, Q1]| ≤ O(Eρ0 )Q0Q21 + C
Eρ0 + ‖q(t)‖lY
〈t0〉〈t〉2 (14.15)
|R1,#2 [Q0, Q1]| ≤ O(Eρ0 )Q0Q21 + C
Eρ0 + ‖q(t)‖lY
〈t0〉 12 〈t〉2
(14.16)
where l ≥ 2.
By the definition of I0, (0 ≤ t ≤ t0) and Propositions 11.2, 12.1 and 13.1, we
have estimates (14.14,14.15,14.16). Therefore, for an appropriate choice of c∗ and
d∗ we have for 0 ≤ t ≤ t0
dQ0
dt
≥ 2Γ′Q0Q21 +
c∗
2
E20
〈t0〉〈t〉2
dQ1
dt
≤ −4Γ′Q0Q21 + O(E0;m)
√
Q0Q
m
1 −
d∗
2
E20
〈t0〉 12 〈t〉2
, (14.17)
where m ≥ 4. Note that by definition of I0, Q0(t) < 0 for t ∈ I0.
By continuity, (14.17) holds for t0 ≤ t ≤ t0+δ, for some δ > 0. It follows, using
that Q0(t0) > 0 and Propositions and , that (11.2) (Monotonicity Property
Q) holds on t0 ≤ t ≤ t0 + δ. Therefore, by Propositions 11.2, 12.1 and 13.1 the
terms J0 and J1 in (9.8) both satisfy the bound
|Jk| ≤ O(E
2+ρ
0 )
〈t0〉〈t〉2 + E0Q0Q
2
1, ρ > 0, k = 0, 1. (14.18)
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Therefore, for E0 sufficiently small (14.17) holds with c∗, d∗ replaced by c∗/2, d∗/2.
Define
T∗ = sup{t ≥ t0 : (14.17) holds for some c∗ > 0 and d∗ > 0} (14.19)
For t ∈ [0, T∗), ‖q(t)‖Y is small. We claim that T∗ = ∞. Suppose t0 ≤ T∗ < ∞.
Then, for t ∈ [t0, T∗) we have, by Propositions 14 and 14, that the monotonicity
property (11.2) holds at t = T∗ and slightly beyond. Thus, the a´ priori bounds
on J0, J1 of Propositions 11.2, 12.1 and 13.1, the ηb - bounds of Propositions 10.7,
10.8 and 10.9, and the smallness of Q0 and Q1 imply persistence of the inequalities
(14.17), with perhaps a slightly smaller choice of positive constants c∗ and d∗. This
implies that T∗ =∞.
15. Nongeneric behavior
Recall that t0 is defined by (8.5). and consider the case where t0 =∞ . We would
like to show that
P0(t) → 0 as t→∞
P1(t) has a limit.
The following is a consequence of the definition of t0.
Proposition 15.1. Assume t0 = ∞. Then, P0(t) = O ([η0]X〈t〉−2) . Therefore,
α0 → 0 and the ground state decays.
Proposition 15.2. Let t0 =∞. Then, β1 has a limit as t→∞.
States with this (nongeneric) behavior were constructed in [50].
Proof of Proposition 15.2: The equation (7.7), together with the above esti-
mate
P0(t) = O(η0)〈t〉−2 (15.1)
implies
dP1
dt
= (−4ΓP0P 21 +O(η0)〈t〉−3/2)(1 +O(P0) +O(P1))
+ ℜ(ceiλ+t|β1|2β1α0) + h.o.t. (15.2)
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To show that P1 has a limit, we show that
∫ t
0 ∂sP2(s)ds has a limit. All terms
other than the O(α0) term, on the right hand side are absolutely integrable since
P0 = O(〈t〉−2).
It is left to integrate the O(|β1|2β1α0) term. For T given, let β2T ≡ β1(T )2.
Then, equation (7.52) reads
2i∂tα0 = λ〈ψ0∗,Ψ1(t)2〉α0 + integrable in t. (15.3)
Using the expression for Ψ1(t) = α1ψ1(·, |α1|2):
2i∂tα0 = λ〈ψ0∗, α1(t)2ψ21∗〉α0 + h.o.t.
= λ〈ψ0∗, ψ21∗〉e−2iλ+tβ1(t)2α0(t) +O(α20(T )β1) + h.o.t.
≡ λ˜e−2iλ+tβ2Tα0(t) + λ˜e−2iλ+t[β21(t)− β21(T )]α0(t) +O(
1
T 2
)
+ h.o.t. (15.4)
where λ˜ ≡ λ〈ψ0∗ψ21∗〉 and β2T ≡ β21(T ).
Solving the homogeneous part of (15.4):
2i∂tαˆ0 = λ˜e
−2iλ+tβ2T αˆ(t) (15.5)
we have, using the Ansatz
α0(t) = A(t)e
i(λ−a)t +B(t)ei(λ+a)t
with
A˙ ∼ λ˜e−2iλ+t[β21(t)− β21(T )]Aeiθ(t) + h.o.t..
and a similar equation for B(t).
We have
dP1
dt
= −4ΓP0P 21 + ℜ
(
ceiθAt|β1|2β1A+ eiθBt|β1|2β1B
)
+ h.o.t.,
θA, θB 6= 0. Integration of the above equation, integration by parts (twice) of the
A and B, implies
〈t〉 12 |P1(t)− P1(T )| ≤ C〈t〉 12
∫ T
t
|β1|2β1〈t′〉−1〈t′〉[β21(t′)− β21(T )]2A(t′)dt′ + h.o.t.〈t〉
1
2
≤ CEm0
(∫ T
t
〈t′〉− 12−1dt′
)(
sup
0≤t′≤T
〈t 12 〉|P1(t′)− P1(T )|
)2
+ sup
t
〈t〉 12 h.o.t.
⇒ |P1(t)− P1(T )| ≤ C〈t〉− 12
which implies integrability of A˙(t) and limit of P1(t).
98
16. Notation
ℜz and ℑz denote the real and imaginary parts of a complex number z
z denotes the complex conjugate of z
〈x〉 =
√
1 + |x|2, t ≥ 0
Pc∗ - projection onto the continous spectral part of the self-adjoint operator, H .
〈f, g〉 = ∫ f g
(
a
c.c.
)
=
(
a
a
)
(16.1)
For j = 1, 2, let πj : C
2 → C1 be defined by:
π1
(
z
w
)
= z, π2
(
z
w
)
= w
σ1 =
(
0 1
1 0
)
, σ3 =
(
1 0
0 −1
)
(16.2)
Plemelj identities
(x∓ i0)−1 = P.V. x−1 ± iπ δ(x) (16.3)
~∇j =
(
∂αj , ∂αj
)
χ(x, p) denotes are real-valued localized function of x which depends smoothly on
a parameter, p.
χ
(j)
k denotes a spatially localized function of order |αj|k, as |αj| → 0.
O(j)k denotes a quantity which is of order |αj|k as |αj| → 0. Both χ(j)k and O(j)k are
invariant under the map αj 7→ αjeiγ.
O(0,1)k = O(0)k1 O(1)k2 , k = k1 + k2.
17. Appendix B - Proof of Proposition 4.2
Parts (1), (3) and (5) of Proposition 4.2 follow from [54]. We now prove parts (2)
and (4) by a perturbation argument about the case α0 = 0.
Consider the eigenvalue problem H0 ~f = µ~f . Since α0 is assumed small it is
natural to make explicit the leading order and perturbation terms. Thus we have
H0 ~f = σ3
[
(H − E0∗)−E(1)0 |α0|2I + ψ20
(
2|α0|2 α20
α0
2 2|α0|2
) ]
~f = µ~f (17.1)
Recall that E
(1)
0 and ψ0 are defined in Proposition 3.1.
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The zeroth order problem (α0 = 0) is
σ3(H −E0∗)~f0 = µ0 ~f0, (17.2)
which has two linearly independent solutions:
µ0 = E∗1 −E0∗, ~f0 =
(
1
0
)
ψ1∗ (17.3)
µ0 = −(E∗1 − E0∗), σ1 ~f0. (17.4)
We develop the perturbation theory of (17.3). That of the second is completely
analogous.
For α0 and small we define the perturbations about the zeroth order eigenstates
via:
~f = ~f0 + ~f1 (17.5)
µ = E1∗ −E0∗ + µ1 (17.6)
Substitution into (17.1) yields:
[ σ3(H −E0∗)− (E1∗ − E0∗)I ] ~f1
= |α0|2E(1)0 σ3 ~f0 − λψ20σ3
(
2|α0|2 α20
α0
2 2|α0|2
)
~f0 + µ1 ~f0
+|α0|2E(1)0 σ3 ~f1 − λψ20σ3
(
2|α0|2 α20
α0
2 2|α0|2
)
~f1 + µ1 ~f1 (17.7)
We consider, individually, the first and second equations of the system (17.7),
governing f1j = πj ~f1, j = 1, 2. The first component of (17.7) is:
(H − E1∗) f11 = |α0|2
(
E
(1)
0 − 2λψ20
)
ψ1∗ + µ1ψ1∗
+ |α0|2
(
E
(1)
0 − 2λψ20
)
f11 − λα20ψ20f12 + µ1f11 (17.8)
Let ν∗ = 2E0∗ −E1∗. The second component of (17.7) is:
(H − ν∗)f12 = −λα02ψ20ψ1∗ + |α0|2E(1)0 f12
−λψ20
(
α0
2f11 + 2|α0|2f12
)
− µ1f12 (17.9)
We wish to make the dependence of ~f1 on α0 and α0 explicit. Define
µ1 = |α0|2µ˜1, f11 = |α0|2f˜11, f12 = α02f˜12 (17.10)
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Equations (17.8) and (17.9) reduce to the following system for f˜11 and f˜12:
(H − E1∗)f˜11 =
(
E
(1)
0 − 2λψ20
)
ψ1∗ + µ˜1ψ1∗
+ |α0|2
(
E
(1)
0 − 2λψ20
)
f˜11 − λ|α0|2ψ20 f˜12 + |α0|2µ˜1f˜11(17.11)
(H − ν∗)f˜12 = −λψ20ψ1∗ + |α0|2E(1)0 f˜12
−λ|α0|2ψ20
(
2f˜11 + 2f˜12
)
− |α0|2µ˜1f˜12 (17.12)
We seek a solution to the system (17.11), (17.12):
|α0|2 7→
(
f˜11(|α0|2), f˜12(|α0|2), µ˜(|α0|2)
)
∈ L2 × L2 × IR (17.13)
defined in a neighborhood of α0 = 0.
For α0 = 0 the system (17.11), (17.12) reduces to:
(H − E1∗)f˜ 011 =
(
E
(1)
0 (0)− 2λψ20∗
)
ψ1∗ + µ˜1ψ1∗ (17.14)
(H − ν∗)f˜ 012 = −λψ20∗ψ1∗ (17.15)
Note that ν∗ < 0 is not in the spectrum of H . Therefore, (17.15) is solvable for
f˜ 012 and we have:
f˜ 012 = −λ(H − ν∗)−1ψ20∗ψ1∗. (17.16)
Since (H − E1∗)ψ1∗ = 0, (17.14) is solvable if and only if its right hand side is
orthogonal to ψ1∗. This determines µ1(0):
µ˜1(0) = −E(1)0 (0) + 2λ〈ψ20∗, ψ21∗〉, (17.17)
and now (17.14) can be solved for f˜ 011.
To solve in a neighborhood of α0 = 0 we proceed as follows. Rewrite (17.12)
as
(H + |α0|2W12 − ν∗)f˜12 = −λψ20ψ1∗ − λ|α0|2ψ20 f˜11, (17.18)
where W12 is a multiplication operator defined by
W12(|α0|2, µ˜1) = −E(1)0 + 2λψ20 + µ˜1. (17.19)
For µ˜1 in a fixed compact set and α0 sufficiently small, the operatorH+|α0|2W12−
ν∗ has a bounded inverse, B(|α0|2). Thus,
f˜12 ≡ f˜12[f˜11, |α0|2]
= −λB(|α0|2)ψ20ψ1∗ − λ|α0|2B(|α0|2)ψ20 f˜11 (17.20)
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Substitution of (17.20) into (17.11) yields the following closed equation for f˜11:
(H − E1∗)f˜11 =
(
E
(1)
0 − 2λψ20
)
ψ1∗ + µ˜1ψ1∗ + |α0|2W11f˜11, (17.21)
where the operator W11 is defined by
W11(|α0|2, µ˜1) = (E(1)0 − 2λψ20) + µ˜1 + ψ20 f˜12[·, |α0|2]. (17.22)
Setting the inner product of the right hand side of (17.21) equal to zero, gives the
solvability condition for (17.21):
µ˜1 = 2λ〈ψ20, ψ21∗〉 − E(1)0 − |α0|2〈ψ1∗,W11f˜11〉 (17.23)
The system (17.21), (17.23) is of the form:
F (f˜11, µ˜1, s) = 0, (17.24)
with the solution f˜11 = f˜
0
11, µ˜1 = µ˜1(0), s = 0 defined by (17.17). Furthermore,
the Jacobian of F (f˜11, µ˜1, s) with respect to (f˜11, µ˜1) evaluated at (f˜
0
11, µ˜1(0), 0) is
given by: (
H −E1∗ −ψ1∗
0 I
)
(17.25)
which maps H2 × IR one to one and onto L2 × {〈g, ψ1∗〉 : g ∈ L2}. Therefore,
by the implicit function theorem [31], we have a real analytic curve of solutions
s 7→ (f˜11(s), µ˜1(s), s), defined in a neighborhood of s = 0 and coinciding with
(f˜ 011, µ˜1(0), 0) for s = 0. The family of solutions we seek is obtained by restriction
to s = |α0|2 ≥ 0. This completes the proof of Proposition 4.2.
18. Appendix C: A commutator term
In this section we record a calculation of a ”commutator term” appearing in the
modulation equations of section 5.
Proposition 18.1.
i〈∂t(σ3ξ01),Φ2〉 = i∂t(|α0|2)
〈
F ′0G0
(
1
1
)
, Φ2
〉
+ ∂tγ0 |α0|2
〈
χG0
(
1
1
)
, Φ2
〉
(18.1)
i〈∂t(σ3ξ02),Φ2〉 = i∂t(|α0|2)
〈
F ′′0 σ3G0
(
1
1
)
, Φ2
〉
+ (∂tγ0) |α0|2
〈
χσ3G0
(
1
1
)
, Φ2
〉
(18.2)
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proof: By direct computation from (4.23)
∂tG0(t) = i(∂tγ0) σ3G0(t). (18.3)
Note also that by (4.37)
σ3G0
(
1
1
)
F0 = ξ01 = 2ζ01 + |α0|2σ3G0
(
1
1
)
χ(x; |α0|2)
G0
(
1
1
)
F ′0 = ξ02 =
1
2
ζ02 + |α0|2G0
(
1
1
)
χ(x; |α0|2)
Using these relations we have for j = 1 that
∂t(σ3ξ01(t)) = ∂t(|α0|2)G0
(
1
1
)
F ′0(|α0|2)
+ i(∂tγ0)σ3G0
(
1
1
)
F0(|α0|2)
= ∂t(|α0|2)G0
(
1
1
)
F ′0(|α0|2) + 2i(∂tγ0)ζ01(t) + (∂tγ0) |α0|2χ(x; |α0|2)G0
(
1
1
)
.
Substitution into the inner product 〈∂t(σ3ξ01(t)),Φ2〉 and using the constraint
〈ζ01(t),Φ2〉 = 0 yields the result for j = 1.
For j = 2
∂t(σ3ξ02(t)) = ∂t(|α0|2)σ3G0
(
1
1
)
F ′′0 (|α0|2)
+ i(∂tγ0)G0
(
1
1
)
F ′0(|α0|2)
= ∂t(|α0|2)σ3G0
(
1
1
)
F ′0(|α0|2) +
i
2
(∂tγ0)ζ02(t) + ∂tγ0|α0|2χ(x; |α0|2)σ3G0
(
1
1
)
.
Substitution into the inner product 〈∂t(σ3ξ02(t)),Φ2〉 and using the constraint
〈ζ02(t),Φ2〉 = 0 yields the result for j = 2. This completes the proof of Proposition
18.1.
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