In this paper, energy efficiency of hybrid automatic repeat request (HARQ) schemes with statistical queuing constraints is studied for both constant-rate and random Markov arrivals by characterizing the minimum energy per bit and wideband slope. In particular, two queuing models are considered. Specifically, when outage occurs, the transmitter keeps the packet, lowers its priority, and attempts to retransmit it later in the first queue model, while the packet is discarded and removed from the buffer in the second queue model. For both models, energy efficiency is investigated when outage constraints, statistical queuing constraints, and deadline constraints are imposed. The deadline constraint provides a limitation on the number of retransmissions or equivalently the number of HARQ rounds. Under these assumptions, closed-form expressions are obtained for the minimum energy per bit and wideband slope for HARQ with chase combining, and comparisons among different arrival models are made. For instance, it is shown that stricter queuing constraints and more bursty sources degrade the energy efficiency by lowering the wideband slope. In the numerical results, analytical characterizations are verified through simulations. Moreover, the impact of source variations/burstiness, deadline constraints, outage probability, and queuing constraints on the energy efficiency is analyzed.
I. INTRODUCTION
I N WIRELESS communications, energy efficiency is a key consideration and has become a critical performance metric due to the exponential growth in mobile applications and smart devices, fueling unprecedented increase in both mobile data traffic and energy demand. More specifically, with this growth coupled with the availability of only limited battery power for mobile devices, rising energy costs and growing concerns on environmental impact, the analysis of the energy efficiency and green operation in wireless systems have become increasingly more important in recent years. At the same time, energy efficiency is not the only consideration. In a wireless propagation environment in which noise, fading, path loss, multipath propagation and Doppler frequency shift are being experienced, reliability is equally important with strong implications on energy efficiency.
Due to the challenges in wireless systems, many techniques have been developed to enhance the reliability, and automatic repeat request (ARQ) and forward error correction (FEC) are two types of widely used schemes applied in order to ensure reliable delivery of data in such challenging wireless channel conditions. While ARQ facilitates the retransmission of erroneously received data packets with feedback from the receiver to the transmitter, FEC schemes enable the correction of transmission errors without retransmission by adding redundancy to the data. In order to provide better error correction performance and lower implementation cost, ARQ and FEC schemes are combined to develop hybrid ARQ (HARQ) [1] . HARQ protocols have the ability to adapt the transmission rate to time-varying channel conditions with limited channel side information (CSI) at the transmitter. In HARQ with chase combining (HARQ-CC) and HARQ with incremental redundancy (HARQ-IR) schemes, the corrupted packets are not deleted but rather stored and combined in the next transmission period. A detailed study on the performance of HARQ-CC and HARQ-IR protocols was provided in [2] , in which the throughput was characterized following an outage probability analysis. Also, the throughput analysis of HARQ-CC and HARQ-IR schemes subject to an outage constraint has been conducted in [3] . The energy efficiency of HARQ protocols has been addressed recently. For instance, the energy efficiency of HARQ-CC and HARQ-IR schemes for delay insensitive systems was studied in [4] , and the energy efficiency achievable by HARQ schemes with optimized code rate is studied in [5] .
In addition, many wireless applications require certain quality-of-service (QoS) guarantees for acceptable performance levels at the end-user, especially in delay sensitive scenarios, such as live video transmission, interactive video (e.g., teleconferencing), and mobile online gaming. In such cases, effective capacity can be employed to characterize the system throughput under statistical queuing constraints [6] , which require the buffer overflow probabilities to decay exponentially fast asymptotically as the buffer threshold grows without bound. In the presence of such QoS constraints, it is critical to evaluate the performance of HARQ schemes since they involve retransmissions. With this motivation, 0090-6778 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the authors in [7] analyzed the impact of different power allocation schemes on energy per bit and effective transmission delay of HARQ-IR in a multiuser downlink channel. Moreover, the recent work in [8] mainly focused on the performance comparison between adaptive modulation and coding (AMC) and HARQ-IR in terms of energy efficiency under QoS constraints. The authors considered the notion of effective capacity and applied it to AMC. The performance of HARQ-IR was analyzed under a QoS constraint described in terms of packet loss probabilities. Recently, we in [9] employed the effective capacity formulation and provided a characterization of the effective capacity of HARQ under statistical queuing constraints. In effective capacity analysis, constant-rate arrivals are assumed at the transmitter. On the other hand, randomly timevarying arrivals are frequent in real applications. For instance, the data traffic can be regarded as an ON-OFF process in voice communications (e.g., in VoIP) and variable bit-rate video traffic is statistically characterized as autoregressive, Markovian, or Markov-modulated processes [10] . With this motivation, the authors in [11] studied the impact of source burstiness on the energy efficiency under statistical queuing constraints, and they further developed energy-efficient power control policies in [12] considering Markov arrivals.
In this paper, we consider two types of queue models/ policies, treating the packets, for which the deadline constraint has been violated, in different ways, and study the energy efficiency of HARQ under statistical queuing constraints in the low power and low QoS exponent regimes for both constant-rate and random arrival models. More specifically, our contributions are the following: 1) We characterize the throughput of HARQ-CC for both queue models, and then derive closed-form minimum energy per bit and wideband slope expressions in the presence of statistical QoS constraints while satisfying a target outage probability. 2) Our initial analysis addresses constant-rate arrivals. 1 Subsequently, we extend our analysis to random arrival models. More specifically, we consider ON-OFF discrete Markov and Markov fluid sources, and ON-OFF Markov modulated Poisson sources (MMPS). Analytical characterization are obtained for any type of channel fading (while numerical results consider Rayleigh and Nakagami fading.) 3) We identify the impact of random arrivals and source burstiness on the energy efficiency of HARQ systems under statistical QoS constraints. 4) Comparisons of the energy efficiency are made among different arrival models. From our results, we find that queuing constraints and source burstiness have negative influence on the energy efficiency. The remainder of the paper is organized as follows. In Section II, we first describe the system model, the operational characteristics of the HARQ schemes, and the two different queue models. Following these, preliminary concepts and formulations regarding statistical queuing constraints, throughput, and energy efficiency are introduced. For the two queue models, energy efficiency of HARQ-CC is studied in detail in Section III, where both constant-rate and random arrivals are considered. In Section IV, we provide comparisons among different arrival models. Finally, numerical results are given in Section V and the paper is concluded in Section VI. Proofs are relegated to the Appendix.
II. SYSTEM MODEL AND PRELIMINARIES
In this section, we introduce our system model and preliminaries on the HARQ-CC scheme, statistical queuing constraints, effective capacity analysis, and energy efficiency metrics in the low-SNR regime. First, we describe our system and channel model. In order to enhance the reliability, the system employs HARQ-CC scheme with fixed transmission rate. A brief introduction on HARQ-CC is provided following the subsection on the system model. In this paper, we assume that the transmitter is equipped with a buffer storing the packets requested by the receiver. A detailed discussion regarding our queuing models is given in Section II-C. In Section II-D, we introduce the statistical queuing constraints, and the throughput metric under queuing constraints. Finally, we introduce the two energy efficiency metrics, namely minimum energy per bit and wideband slope, in the low-SNR regime.
A. System Model
In this paper, as depicted in Figure 1 , we consider a point-to-point wireless communication system, in which data packets arriving from the source are initially stored in a buffer at the transmitter before being sent over a fading channel to a receiver. We assume a block flat-fading model in which the fading coefficients stay the same within one block, but change independently across blocks. Each fading block is assumed to have a duration of l symbols. Throughout the paper, we use subscript i as the discrete time index. Under these assumptions, the received signal in the i th block can be written as
Above, x i and y i are the transmitted and received signal vectors of length l, respectively, and h i denotes the channel fading coefficient in the i th block. Also, n i represents the noise vector with independent and identically distributed (i.i.d.) circularlysymmetric, zero-mean Gaussian components, each with variance N 0 . 2 Then, the instantaneous capacity (bits/symbol) in 2 Our model considers block fading with independent fading coefficients across different blocks and also a white noise process. In practical scenarios in which fading is correlated, our model assumptions will be applicable if frame-level interleaving and deinterleaving are performed at the transmitter and receiver, respectively, potentially introducing more delay compared with symbol-level interleaving. Also, if non-white noise is experienced, a whitening filter can be employed at the receiver. the i th block is given by
where z i = |h i | 2 is the magnitude-square of the fading coefficient, SNR = E N 0 denotes the signal-to-noise ratio, and E = 1 l E{ x i 2 } is the average energy per transmitted symbol.
B. HARQ-CC
To guarantee the reliability of the system, we assume that the system employs HARQ scheme with fixed transmission rate R (bits/symbol), and the size of each packet is fixed at l R bits, where l is the number of symbols in each fading block. If the receiver decodes the received packet correctly, it sends an acknowledgment (ACK) feedback to the transmitter through an error-free feedback link, and a new packet will be sent in the next time block. If the receiver cannot decode the packet, a retransmission request is sent through the feedback link, and another codeword block of the same packet will be sent in the next time block. For simplicity, we assume an ideal ARQ protocol in our analysis, in which the transmitter gets the feedback immediately at the end of each time block without any delay.
In this work, deadline constraint is incorporated to control the average packet delay. More specifically, the deadline constraint limits the the maximum number of successive retransmission attempts of a packet (or equivalently the number of HARQ rounds for a packet). We define the HARQ period as the duration of successive time blocks used to transmit a single packet. Then, the deadline constraint limits the maximum duration of HARQ periods. In this work, we assume that the deadline constraint is M time blocks, and the packets that cannot be received correctly by the receiver in the first HARQ period become outdated or their transmission priority is lowered. Therefore, the retransmission of a packet continues until the receiver gets the packet without error or if the limit on the number of retransmissions is reached, and then the transmitter starts with another packet in the next HARQ period. The receiver starts combining the received signal from the beginning in each HARQ period. Whether the previous packet (which has experienced deadline violation) is kept in the buffer for transmission later or is discarded from the buffer depends on the queue models described in the next subsection.
In the HARQ-CC scheme, the same coded data is transmitted in each retransmission. The receiver employs maximumratio combining and decodes the data packet error-free after the N th round only if R satisfies [2] R ≤ log 2 
Outage happens when a packet cannot be received correctly within one HARQ period, and we denote the value of outage probability by ε. More specifically, the outage probability is expressed as
Although the transmitter always sends information at a fixed rate, HARQ-CC has the ability to adapt the average transmission rate to the channel conditions without requiring perfect channel side information (CSI) at the transmitter. 3 For instance, when the channel conditions are favorable, the transmission of a single packet can be completed within a few blocks, resulting in a relatively large average transmission rate, and vice versa if the channel conditions are poor. In [2] , a detailed discussion about the throughput of different types of HARQ is provided.
C. Queue Models
As we have mentioned in Section II-A, the transmitter is equipped with a buffer that is used to store the packets before transmission to the receiver. In this work, we consider two typical queue models.
1) Queue Model I: Packets are removed from the buffer only when they are received by the receiver correctly. If a packet is not received by the receiver correctly within M successive time blocks, the transmitter reduces its priority, and starts transmitting the packet with the highest priority in the next time block. 2) Queue Model II: Packets are removed from the buffer when they are received by the receiver correctly or if the duration of its HARQ period reaches the upper limit M. In queue model I, there is no limitation on the overall number of time blocks used for a packet, and no packet is discarded. Instead, the packets are sorted according to their priorities, 4 and the transmitter transmits the packet with the highest priority in each HARQ period. The priority can be determined by the urgency of the data packet, and the priority level of a packet is reduced every time the deadline constraint is violated during its transmission. Once the priority of a packet is reduced, it can be transmitted again when it has the highest priority in the queue. In other words, a packet can occupy multiple HARQ periods in this model. In this case, the meaning of the deadline constraint is to control the average packet delay. 5 By reducing the priority of an outdated packet, the packets waiting behind this outdated packet can have smaller packet delay.
We define the packet transmission period as the duration of successive time blocks until one packet is removed from the buffer (either due to successful transmission, or for instance, in queue model II, due to deadline violation), and denote the packet transmission period by T .
When a successful transmission of the packet occurs, we define V as the number of time blocks used to successfully transmit the packet within the last HARQ period. In queue model I, if there are multiple HARQ periods, transmission in the last HARQ period of a packet transmission period is 3 According to (3), if the data packet is successfully decoded in the N th round, the average transmission rate is bounded 4 The packets with the same priority level are sorted according to their arrival order. 5 In this work, packet delay is defined as the duration a packet waits starting from its entrance to the buffer until its successful transmission. successful, and all other HARQ periods in the same packet period have ended up with outages. Therefore, the duration of the final HARQ period in a packet transmission period can be represented by V , and we can have the relationship T = k M + V , where k represents the number of failed HARQ periods or equivalently the number of outage events within the packet transmission period. Fig. 2 shows an example of a packet transmission period with T = 8, k = 2, M = 3, and V = 2 in queue model I. A detailed discussion about the distributions of T and V is provided in Section III.
Queue model I is suitable for applications, in which the receiver insists on getting every data packet it requests from the transmitter. For instance, in a cache-aided system, the receiver updates its cached data using the outdated data packets for future use [14] .
In the second queue model, a packet transmission period only contains one HARQ period, and we have T ≤ M. Hence, there is always a departure from the buffer within one HARQ period due to either successful transmission or packet drop because of deadline violation. Queue model II is suitable for applications, in which outdated data is useless, such as live video transmission.
D. Statistical Queuing Constraints and System Throughput
Throughout this paper, we assume that the transmitter is operating under a queuing constraint, which requires the buffer overflow probability to decay exponentially fast, i.e., [6] Pr{Q
for sufficiently large q, where Q is the stationary queue length, q is the overflow threshold, ς = Pr{Q > 0} is the probability of non-empty buffer, and the non-negative scalar θ is called the QoS exponent. More rigorously, QoS exponent θ is defined as [15] 
Note that θ is a factor that controls the exponential decay rate of the buffer overflow probability. From (5), we notice that higher values of θ indicate stricter limitations on the buffer overflow probability, leading to more stringent QoS constraints whereas lower values of θ represent looser QoS requirements. Conversely, for a given buffer threshold q and overflow probability limit Pr{Q ≥ q} = δ, the desired value of θ can be determined as
As q → ∞, the term 1 q log ς in (7) vanishes, which leads to (6) .
In this work, the arrival rates a i (bits/symbol) and the departure rates c i (bits/symbol) form the arrival and departure processes, respectively. According to the effective bandwidth and effective capacity formulations provided in [6] and [15] , respectively, in the presence of queuing constraints with QoS exponent θ , the arrival process and departure process at the buffer should satisfy 8) is the key to determine the throughput in this work. For different departure and arrival models, we formulate a (θ ) and c (−θ), insert them into (8) and determine the average arrival rates.
The instantaneous departure rate takes only two values. The departure rate is c i = R (bits/symbol) when a packet is removed from the queue in the i th time block, otherwise c i = 0. More specifically, in queue model I, c i = R when a packet is received by the receiver correctly; in queue model II, c i = R when a packet is received by the receiver correctly or a packet is discarded because of the deadline constraint.
For the queue model I, the throughput is characterized by the maximum average arrival rate r avg that can be supported under queuing constraints, described by (5) . For the queue model II, the throughput is given by the maximum average arrival rate r avg multiplied by (1 − ε), because only (1 − ε) of the packets are received by the receiver, and ε of the packets are discarded on average due to deadline violations.
When the arrival rate is constant i.e., a i = a for all i , it can be easily seen that
Then, from (8), we have
Indeed, the right-hand side of (10) is defined as the effective capacity of the wireless link [6] 
characterizing the maximum constant arrival rate that can be supported by the time-varying wireless transmission rates while satisfying the statistical queueing constraint in (5) . Therefore, under the constant-rate arrival assumption, the maximum average arrival rate is given by the effective capacity:
In [9] , the effective capacity of HARQ-CC and HARQ-IR with fixed transmission rate is studied, and the following closedform approximate expression is determined for small θ :
where R denotes fixed transmission rate, μ and σ 2 are the mean and variance of T . When the arrival rate is not constant, the computation of the system throughput is more complicated. In general, we need to formulate the LMGF of the arrival process as a function of the average arrival rate, and obtain the throughput by solving (8) .
E. Energy Efficiency Metrics
As mentioned in the previous subsection, the system throughput is characterized by the average arrival rate r avg and (1 − ε)r avg in the queue models I and II, respectively. Moreover, we choose energy per bit, 7 defined as SNR over the throughput r T H , i.e.,
as the metric for energy efficiency under statistical QoS constraints. For a given throughput requirement, the system with smaller energy per bit has better energy efficiency.
In this work, we focus on the low-SNR regime, in which the throughput r T H can be approximated as a linear function of the bit energy in dB scale [16] :
where E b N 0 dB = 10 log 10
is the minimum energy per bit in dB scale, which is achieved as SNR and throughput approach 0 in our system setting, and S 0 10 log 10 2 is the slope of the throughput curve at E b N 0 min . Because of the linear behavior of the throughput curve in the low-SNR regime, energy efficiency can be described by the minimum energy per bit and wideband slope, and we have the following characterizations:
1) The system with smaller E b N 0 min has better energy efficiency for sufficiently small SNR. 2) Among the systems with the same E b N 0 min , the system with higher S 0 value has better energy efficiency in the low-SNR regime, because higher slope provides higher throughput increment as E b N 0 increases, or equivalently the same throughput is achieved at a smaller value of E b N 0 . Therefore, the minimum energy per bit E b N 0 min and wideband slope S 0 are the key metrics of energy efficiency in the low-SNR regime.
In queue model I, the minimum energy per bit is obtained from [16] 7 In the literature,
is also referred to as the signal-to-noise ratio per bit. In this work, we denote signal-to-noise ratio per symbol as SNR, and throughput is in bits/symbol. Therefore, SNR divided by the throughput provides the SNR per bit. In (14), we also assume that the circuit power consumption is negligible and the transmission power is the dominant factor. whereṙ avg (θ, 0) denotes the first derivative of the system throughput r avg (θ, SNR) with respect to SNR at zero SNR. The wideband slope S 0 is given by
Above,r avg (θ, 0) denotes the second derivative of r avg (θ, SNR) 8 with respect to SNR at zero SNR. Correspondingly, the minimum energy per bit and wideband slope in queue model II are given by
and
respectively.
III. ENERGY EFFICIENCY OF HARQ-CC SCHEME WITH FIXED OUTAGE PROBABILITY
In this section, we study the energy efficiency of HARQ-CC scheme with fixed outage probability. Initially, we consider constant-rate arrivals, characterize throughput by employing the effective capacity formulation, and derive the minimum energy per bit and wideband slope. Subsequently, we incorporate random arrival models by considering discrete-time Markov, Markov fluid, and Markov modulated Poisson sources and determine the system throughput and analyze the energy efficiency again by determining the minimum energy per bit and wideband slope. Based on these results, a comparison of the energy efficiency with different arrival models is given in the next section.
A. Statistical Distribution of T
Before obtaining the minimum energy per bit and wideband slope expressions for HARQ-CC, we first characterize the system throughput of HARQ-CC scheme subject to an outage constraint. Recall that an outage event happens if the receiver does not correctly decode the message within an HARQ period with a maximum duration of M time blocks. The formulation of the outage probability is given in (4) . Correspondingly, the transmission rate that guarantees an outage probability of can be expressed as [3] Hence, using the above rate expression and the formulation in (13), we can express, for small θ , the throughput of the HARQ-CC scheme subject to an outage constraint as
for both queue model I and II. The only difference between the average arrival rates in these two queue models lies in the expressions of μ and σ 2 . In order to obtain the expressions of μ and σ 2 , we first find the probability mass function (pmf) of T , which represents the duration of a packet period. Recall that in Section II-C, we denote the duration of the last HARQ period in a packet transmission period by V , and we have characterized the relationship T = k M + V in queue model I.
We denote the values of the random variables T and V by t and v, respectively. In the rest of the paper, we use subscript Q1 and Q2 to distinguish the notations (T , μ, σ , C E , E b N 0 min and S 0 ) for queue models I and II, respectively. Queue Model I: The probability that the transmission of the first k packets have ended in failure due to the the deadline constraint M, and the (k + 1) th packet is successfully transmitted after v ≤ M time blocks is given as follows:
where ε is the outage probability. According to the condition given in (3), Pr{V = v} for v ≤ M can be expressed as
Queue Model II: Recall that the value of T Q2 cannot exceed M in queue model II. T Q2 < M corresponds to successful transmission, and T Q2 = M corresponds to either successful transmission using M time blocks or an outage event due to deadline violation, which leads to packet being removed from the buffer and discarded. Therefore, we can express the pmf of T Q2 as
where V has the same pmf as in queue model I. Recall that V is defined only for successful transmission, and thus V = M in (28) represents that the packet is received successfully using M time blocks. Theorem 1: For queue model I, the expected value and variance of T are given by
respectively. And for queue model II, the expected value and variance of T are given by
respectively. In the above expressions, the pmf of random variable V is given by (26) for both queue models I and II.
Proof: See Appendix A.
B. Energy Efficiency of HARQ-CC With Constant-Rate Arrivals
Note that the expressions of μ and σ 2 do not depend on SNR in both queue models I and II. In the following result, we characterize the energy efficiency in the low SNR regime for small θ .
Theorem 2: For small QoS exponent θ , the minimum energy per bit and wideband slope of the HARQ-CC scheme with the outage constraint are given, respectively, by
for queue model I, where μ Q1 and σ 2 Q1 are given by (29) and (30), respectively. For queue model II, the minimum energy per bit and wideband slope are given, respectively, by
respectively, where μ Q2 and σ 2 Q2 are given by (31) and (32).
Proof: See Appendix B. We immediately notice that for both queue models I and II, the minimum energy per bit E b N 0 min does not depend on the QoS exponent θ , and hence is not affected by the presence of QoS constraints. On the other hand, via μ and F −1
is a function of the deadline constraint M and the outage limit . This dependence will be explored in the numerical results. We further notice that the wideband slope S 0 diminishes with increasing θ . Hence, stricter QoS constraints lead to smaller slopes, increasing the energy per bit requirements at the same throughput level.
Proposition 1: For the same SNR, θ and channel fading, queue models I and II lead to the same minimum energy per bit. On the other hand, the system operating with queue model II achieves a higher wideband slope.
Proof: See Appendix C.
A detailed discussion of the characterization in Proposition 1 is provided in the numerical results.
C. Energy Efficiency of HARQ-CC With ON-OFF Discrete-Time Markov Source
When the arrival rate a i is not constant, the computation of the throughput is more involved. Generally, we need to express the LMGFs of the random arrival processes and random departure processes (or equivalently random wireless transmissions), and then solve (8) in order to determine the maximum average arrival rate r avg that can be supported by the wireless transmissions under statistical queuing constraints. In these cases, derivation of the minimum bit energy and wideband slope only involves the first and second order derivatives of r avg evaluated at SNR = 0, which can be obtained easily by taking the derivatives of both sides of (8) and letting SNR → 0. In this subsection, we analyze the energy efficiency of HARQ-CC with fixed outage probability when we have ON-OFF discrete-time Markov sources.
In this case, the Markov source only has two states, namely, ON and OFF states. We define state 1 as the OFF state, in which the source keeps silent. When the source is in ON state, or equivalently state 2, the arrival rate is a i = r (bits/symbol). The state transition probability matrix of this Markov source can be written as
where p 11 and p 22 denote the probabilities that the source remains in the same state (OFF and ON states, respectively) in the next time block, and p 12 and p 21 are the probabilities that source will transition to a different state in the next time block. Using the properties of Markov processes, we can express the probability of the ON state as
Then, the average arrival rate of this ON-OFF Markov source is
Since the departure and arrival processes at the transmitter are independent, for both queue models I and II, the expressions of μ and σ 2 in (29), (30), (31) and (32) are still valid.
Theorem 3: For small QoS exponent θ and ON-OFF discrete-time Markov source, the minimum energy per bit and wideband slope of the HARQ-CC scheme with the outage constraint are given, respectively, by
for queue model I, where μ Q1 and σ 2 Q1 are given by (29) and (30), respectively, and ζ is defined as
For queue model II, the minimum energy per bit and wideband slope are given by
respectively, where μ Q2 and σ 2 Q2 are given by (31) and (32). Proof: See Appendix D.
D. Energy Efficiency of HARQ-CC With ON-OFF Fluid Markov Source
In this section, we consider the ON-OFF fluid Markov sources. Different from the discrete-time Markov source whose state does not change in a given time block and state transitions occur in discrete time steps, fluid Markov source may stay in a state over a continuous duration of time. In other words, the source can change its state at any time. Here, the definitions of ON and OFF states are the same as for the ON-OFF discretetime source. The generating matrix of this continuous-time Markov process is given by
and the ON state probability is P O N = α α+β . In this case, the average arrival rate is
Using a similar approach as for the discrete-time Markov source, we can find the minimum energy per bit and wideband slope for the ON-OFF fluid Markov source as in the following result. Theorem 4: For small QoS exponent θ and ON-OFF fluid Markov source, the minimum energy per bit and wideband slope of the HARQ-CC scheme with the outage constraint are given, respectively, by
respectively, where μ Q2 and σ 2 Q2 are given by (31) and (32). Proof: See Appendix E.
E. Energy Efficiency of HARQ-CC With ON-OFF Markov Modulated Poisson Sources (MMPS)
In this subsection, we investigate the energy efficiency of ON-OFF MMPS models whose arrival rates are described as a Poisson process with intensity ν in the ON state while there is no arrival in the OFF state. State transitions are governed by a continuous-time Markov chain as in the Markov fluid model. However, compared to the ON-OFF Markov fluid source analyzed in Section III-D, MMPS can be seen to have a higher degree of burstiness since its arrival rate, rather than being a constant, is random in the ON state. Here, the expressions of the generating matrix and ON state probability are the same as in Section III-D. In this case, the average arrival rate is
where ν is the Poisson intensity in the ON state. The following result identifies the the minimum energy per bit and wideband slope for the ON-OFF MMPS models. Theorem 5: For small QoS exponent θ and ON-OFF MMPS, the minimum energy per bit and wideband slope of the HARQ-CC scheme with the outage constraint are given, respectively, by
for queue model I, where μ and σ 2 are given by (29) and (67), respectively. For queue model II, the minimum energy per bit and wideband slope are given, respectively, by
Proof: See Appendix F. A comparison of the results in Theorems 2-5 is provided in the following section.
IV. COMPARISON OF THE ENERGY EFFICIENCY FOR DIFFERENT ARRIVAL MODELS
In this section, we compare the results obtained in the previous section for constant-rate arrivals, ON-OFF discretetime and fluid Markov sources, and ON-OFF MMPS. In the first subsection below, we compare the results between constant-rate arrivals and ON-OFF discrete-time Markov sources. In the second subsection, we provide a comparison among constant-rate arrivals, ON-OFF fluid Markov sources and MMPS. Our analysis shows that source burstiness makes it difficult to satisfy the queuing constraint, which leads to degraded energy efficiency. The key parameters that have significant impact on the energy efficiency of these random arrival models are the QoS exponent θ , ON state probability P O N and the state transition parameters p 21 and β.
A. Comparison Between Constant Arrival and ON-OFF Discrete-Time Markov Source
The results on the minimum energy per bit and wideband slope for constant-rate arrivals and ON-OFF discrete-time Markov sources are given in Theorems 2 and 3, respectively. Since the results for queue model II are very similar to the results for queue model I with the only difference being the additional factor (1 − ε), the discussion in this section is applicable to both queue models.
We first observe that source randomness does not have any influence on the minimum energy per bit, and the results of minimum energy per bit shown in Theorem 3 are the same as in the case of constant-rate arrivals. On the other hand, source burstiness has an impact on the wideband slope. Compared with the case of constant-rate arrivals, there is an additional term θζ in the denominator, and this additional term is only related to the arrival process. Since both of p 11 and p 22 are between 0 and 1, it is easy to verify that θζ ≥ 0, which means that random arrivals always degrade the wideband slope and make the system less energy-efficient compared with constantrate arrivals.
For the ON-OFF discrete-time Markov source, source burstiness is described by P O N and p 21 . P O N represents the probability that the source is in ON state, and p 21 denotes the probability that the source transitions from ON state to the OFF state. When P O N = 1, ON-OFF discrete-time Markov source becomes a constant-rate source, and p 11 = 0, p 22 = 1. Under this situation, we have ζ = 0, and the results in Theorem 3 specialize to those obtained in the case of the constant-rate arrivals. For any P O N in the open interval (0, 1), we can rewrite the expression of ζ as
by applying the facts p 22 = 1 − p 21 , p 12 = p 21 P O N 1−P O N and (42) . It can be easily verified that ζ is an decreasing function of both P O N and p 21 , which means that higher P O N and p 21 values improve the energy efficiency by increasing the wideband slope.
Also, we notice that when θ = 0, the additional term is zero, and the parameters of the arrival process do not have any influence on the energy efficiency. When θ becomes larger, the influence of source burstiness becomes more significant. An intuitive description for this is provided in the numerical results section.
B. Comparison Among Constant Arrivals, ON-OFF Fluid Markov Source and MMPS
The results on the minimum energy per bit and wideband slope for constant-rate arrivals, ON-OFF fluid Markov sources and MMPS are given in Theorems 2, 4 and 5, respectively. Similarly as in the previous subsection, our following remarks are applicable to both queue models.
From the comparison between Theorems 2 and 4, we notice that burstiness/randomness of the ON-OFF fluid Markov sources does not affect the minimum energy per bit, and it only results in the addition of the positive term 2θβ α (α+β) in the denominator of the wideband slope expressions in (48) 
by applying α = P O N β 1−P O N . It can be easily verified that this additional term is an decreasing function of both P O N and β, which means that higher P O N and β values improve the energy efficiency by increasing the wideband slope.
As in the case of ON-OFF discrete-time Markov sources, we notice that as θ increases, the effect of source burstiness becomes more pronounced, while the parameters of the arrival process do not have any influence on the energy efficiency when θ = 0.
When comparing the results of Theorems 4 and 5, we assume that these two kinds of Markovian sources share the same α and β values. From the comparison, we notice that Poisson arrival model only leads to an additional factor of θ e θ −1 in the expressions of the minimum energy per bit and wideband slope. Therefore, β has the same impact as in the case of ON-OFF fluid Markov sources. For θ ≥ 0, we have θ e θ −1 ≤ 1, resulting in a larger minimum energy per bit and smaller wideband slope for the ON-OFF MMPS compared to those for the ON-OFF Markov fluid source. Since the factor θ e θ −1 is a decreasing function of θ , the performance gap grows further as the queuing constraint gets stricter. Moreover, as a stark contrast to the observations in Sections III-C and III-D, the minimum energy per bit depends on θ when ON-OFF MMPS arrival model is considered.
Therefore, we can conclude that among these three arrival models, highest energy efficiency is achieved in the case of constant-rate arrivals while ON-OFF MMPS leads to the worst levels of energy efficiency.
V. NUMERICAL RESULTS
In this section, we present numerical results to illustrate the energy efficiency of HARQ-CC in the presence of QoS constraints. In the first subsection, numerical results for the constant-rate arrival model are provided to demonstrate the influence of the deadline constraint M and outage probability ε. In the second subsection, we concentrate on the impact of random arrivals and source burstiness. Via Monte Carlo simulation, we verify the analytical results provided in our theorems. A comparison between queue models I and II is also provided in the first subsection, verifying Proposition 1.
A. Constant-Rate Arrival Models
In this subsection, we analyze the energy efficiency of the HARQ-CC scheme with fixed transmission rate and constant arrival rate, and we assume Rayleigh fading channel with exponentially distributed fading power having a mean value of E{z} = 1 within this subsection.
First, we have performed Monte Carlo simulations to verify that the constant arrival rate, or equivalently the effective capacity, given by (21) satisfies the statistical queuing constraint in both queue models I and II. 9 In Fig. 3 , we set the queuing constraint as θ = 0.1, choose the outage probability as ε = 0.1, and we plot the logarithmic buffer overflow probabilities log Pr{Q ≥ q} as functions of the buffer overflow threshold q for both queue models I and II. For each queue model, we have repeated the simulations 100 times, in each of which the simulation is conducted over 1 × 10 7 time blocks. In the simulation, the values of μ Q1 and σ 2 Q1 are computed using (29) and (30), respectively, and μ Q2 and σ 2 Q2 are computed using (31) and (32), respectively. From Fig. 3 , we observe that the logarithmic buffer overflow probabilities decrease linearly even starting from relatively small q values, agreeing with the characterizations in (5) and (6). 10 We have estimated the slopes via linear regression, and the estimated slopes for queue models I and II are −0.096 and −0.103 respectively, which are indeed very close to the desired value −0.1. In Fig. 4 , we plot the throughput, which is C E (θ, SNR) for queue model I, and (1−ε)C E (θ, SNR) for queue model II, as a function of the energy per bit E b N 0 , under two different outage constraints and deadline constraints M. The results in Fig. 4 are also validated via Monte Carlo simulations using (12) .
To determine the LMGF of the departure process, we have conducted simulations over 1 × 10 4 time blocks and repeated this for 1×10 4 times. We notice that analytical and simulation results agree perfectly for both queue models I and II. Note that the throughput for both queue models cannot exceed E{log 2 (1 + SNRz)}, which is the Shannon capacity achieved in the absence of queuing constraints. Since this throughput upper bound is an increasing concave function of SNR, the minimum energy per bit is achieved as SNR approaches 0, i.e., lim SNR→0 SNR
E{z} . Since we set E{z} = 1, the minimum energy per bit cannot be smaller than log e 2, which is equal to −1.59 dB.
Comparing the curves of these two queue models, we find that queue model II has better energy efficiency. According to our results in Proposition 1, queue model I and II should achieve the same minimum energy per bit, while queue model II achieves a higher wideband slope in the constantrate arrival model. In order to verify Proposition 1, we have computed the E b N 0 min and S 0 for both queue models I and II in Figs. 5 and 6.
All in the low-SNR regime (SNR ≤ −33 dB) from simulations, and estimated E b N 0 min and S 0 via linear regression according to (15) . The maximum errors of E b N 0 min and S 0 are 0.0007% and 0.3%, respectively. From Figs. 5 and 6, we observe that queue model I and II have the same minimum energy per bit, and the wideband slopes of queue model II are slightly greater than the wideband slopes of queue model I. This observation agrees with Proposition 1, and an intuitive explanation is given as follows for the minimum energy per bit.
The throughput of queue model I and II are given by r T H Q1 = R/μ Q1 and r T H Q2 = (1 − ε)R/μ Q2 , respectively, when θ = 0. From (76) in Appendix C, we have r T H Q1 = r T H Q2 , which means that the throughput curves of these two queue models are exactly the same. This implies that is valid for any θ value.
In Fig. 5 , we display the minimum energy per bit E b N 0 min and wideband slope S 0 as functions of the outage probability constraint for two different values of the deadline constraint M. It is observed from the figure that the minimum energy per bit first decreases with increasing and then starts increasing after a certain threshold point. When the outage probability is small, the fixed transmission rate R is small, which leads to small departure rates for both queue models I and II. On the other hand, when the outage probability is large, the average transmission rate is small for both queue models I and II, because the transmitter wastes a whole HARQ period when an outage happens. Also, we observe that the wideband slope always decreases with increasing .
In Fig. 6 , the minimum energy per bit and wideband slope are plotted as functions of the deadline constraint M for both queue models I and II. It is seen that both the minimum energy per bit and wideband slope decrease with increasing M. Hence, by reducing the minimum energy per bit, relaxed deadline constraints lead to improvements in energy efficiency in the vicinity of E b N 0 min .
B. Random Arrival Models
In this section, we investigate the impact of source randomness/burstiness on the energy efficiency. Within this subsection, we assume a Nakagami-m fading channel with m = 2, and E{z} = 1. Unless mentioned explicitly, QoS exponent is set to θ = 0.1. For all fixed outage probability results, we fix ε = 0.1. In Fig. 7 , we provide the results of buffer simulations for the ON-OFF discrete-time Markov source, similarly as depicted in Fig. 3 . The arrival rates in the ON state are given by (86) in Appendix D for both queue models. We set p 11 = 0.4, p 22 = 0.7, and θ = 0.1 for both queue models. All other parameters are the same as in Fig. 3 . The estimated slopes of queue models I and II are −0.096 and −0.102, respectively, which are again very close to the desired value −0.1. As we have mentioned in Section IV, since source burstiness has similar impacts on queue models I and II, we only consider queue model I in the following discussion on the impacts of source burstiness. Figs. 8 and 9 demonstrate the influence of source burstiness considering both ON-OFF discrete-time Markov and Markov fluid sources for queue model I. For the ON-OFF discretetime Markov source, the source burstiness is described by P O N and p 21 , and the source burstiness is described by P O N and β for the ON-OFF Markov fluid source. As discussed in Section IV, larger P O N , p 21 and β values improve the energy efficiency for both queue models I and II. In Fig. 8 , when fix p 21 = 0.3, the slopes of the throughput curves increase as P O N increases from 0.1 to 0.75. Also, when P O N = 0.3 is fixed, the wideband slope increases as p 21 increases from 0.1 to 0.9. Since source burstiness does not affect the minimum energy per bit for both ON-OFF discrete-time Markov and Markov fluid sources, we observe that the throughput curves in Fig. 8 converge to the same minimum energy per bit. Similarly in Fig. 9 , for the ON-OFF Markov fluid source, we can observe that larger P O N and β values increase the slope of the throughput curve, and all throughput curves in Fig. 9 again approach the same minimum energy per bit.
When the average arrival rate is fixed, the arrival rate in the ON state increases as P O N decreases because r avg = r P O N , and large arrival rates make it difficult to satisfy the queuing constraint. Hence, larger P O N improves the energy efficiency for both ON-OFF discrete-time Markov and Markov fluid sources. When P O N is fixed, higher p 21 and β values make the source transition between two states more frequently. For the same P O N , more frequent state transitions make the queuing constraints to be satisfied more easily, because the change from ON state to OFF state gives the source the chance to clear its buffer. As we have mentioned in Section IV that as θ increases, the influence of source burstiness becomes more significant, and the parameters of the arrival process do not have any influence on the energy efficiency when θ = 0, for both ON-OFF discrete-time Markov and Markov fluid sources. Therefore, larger P O N , p 21 and β values improve the energy efficiency by helping the system to satisfy queueing constraints more effectively, and this impact becomes more striking when the queuing constraints become stricter. If the system is not restricted by the queuing constraint, then the source burstiness does not affect the energy efficiency for the ON-OFF discrete-time Markov and Markov fluid sources.
Finally, in Fig. 10 , we compare the performances of ON-OFF Markov fluid source and MMPS for queue model I. As mentioned in Section IV, compared to the the minimum energy per bit and wideband slope of the ON-OFF Markov fluid source, the corresponding results for MMPS are scaled by the factor e θ −1 θ and its reciprocal, respectively. When θ is close to 0, both e θ −1 θ and its reciprocal approach 1. For this reason, the throughput curves of ON-OFF Markov fluid source and MMPS stay very close to each other in both figures when θ = 0.001. As θ increases, the factor e θ −1 θ grows, which leads to larger gap between the throughput curves of these two types of Markov sources. For instance, we can easily observe from Fig. 10 that there is a 0.44 dB difference between the corresponding minimum energy per bit values when θ = 0.2.
VI. CONCLUSION
In this paper, we have analyzed the energy efficiency of the HARQ-CC scheme under outage, deadline, and statistical queuing constraints in the low-power and low-θ regimes by employing the notions of effective capacity and effective bandwidth from the stochastic network calculus while considering both constant-rate and random data arrivals to the buffer. Two queue models are considered. When outage happens, the transmitter discards the packet in the second queue model, while it transmits the same packet later in the first queue model.
First, we have determined the minimum energy per bit and wideband slope achieved with HARQ-CC for fixed outage probability and both constant-rate and Markov source models. For the constant-rate arrival model, we have compared the energy efficiencies in the two queue models. Since system operating with queue model II achieves a higher wideband slope, while both queue models lead to the same minimum energy per bit, the second queue model results in better energy efficiency in the constant-rate arrival model. Also, we have provided comparisons among different random arrival models. Analyzing the results, we have concluded that source burstiness does not affect the minimum energy per bit when ON-OFF discrete time and Markov fluid sources are considered. On the other hand, due to the Poisson arrivals and the resulting higher level of burstiness, MMPS is shown to have worse energy efficiency compared to the ON-OFF Markov fluid source. Moreover, among the considered arrival models, MMPS is the only source for which the minimum energy per bit depends on the QoS exponent θ and grows with stricter QoS constraints. In contrast to the characterizations regarding the minimum energy per bit, we have shown that wideband slope in all cases varies with the QoS exponent θ and source statistics. For instance, stricter queuing constraints (i.e., larger values of θ ) and increased source burstiness tend to lower the wideband slope, incurring loss in the energy efficiency. The impact of source burstiness is clearly identified with additional terms introduced in the denominators of the wideband slope expressions. In the numerical analysis, we have also investigated the interactions between deadline constraints, target outage probability, QoS constraints, source burstiness, and energy efficiency.
APPENDIX A PROOF OF THEOREM 1
Proof: For queue model I, the distribution of T Q1 is given by (22) . Then, the expected value E{T Q1 } = μ Q1 can be found as 
Above, in (59), we replace t by k M + v and sum over both k and v in order to more explicitly address possible violations of the maximum retransmission limit before successful packet transmission. Noting that ∞ k=0 ε k = 1 1−ε and ∞ k=0 kε k = ε (1−ε) 2 , (61) can be simplified to (62). Notice that M v=1 Pr{V = v} = Pr{V M} represents the probability that the transmission has been completed before violating the deadline constraint M, and hence is equal to 1 − ε. Applying this fact to (62), we obtain (29).
Similarly, the variance of T Q1 is given by
From (80) to (81), we use v 2 ≤ v M, because we only consider the summation of v from 1 to M. Using the above results, we get
Q2
(84) from (79). Applying (76) and (84) to (34) and (36), we conclude that S 0 Q2 ≥ S 0 Q1 .
APPENDIX D PROOF OF THEOREM 3
Proof: From [9] and [17] , the LMGF of the arrival process and the effective capacity of the departure process are given, respectively, by ⎧ ⎪ ⎨ ⎪ ⎩ a (θ ) = log e p 11 + p 22 e rθ + √ ( p 11 + p 22 e rθ ) 2 −4( p 11 + p 22 −1)e rθ 2
Note that C E = − 1 θ c (−θ) is a linear function of the LMGF of the departure process. Plugging the characterizations in (85) into (8), we obtain
Then, by taking the derivative of both sides with respect to SNR and evaluating as SNR → 0, we havė 
In determining (87), we have used the fact that lim SNR→0 r (SNR) = 0 and lim SNR→0 C E (SNR) = 0. Note that when the transmit power approaches 0, the departure rate should also go to 0, which in turn makes the effective capacity approach 0. To satisfy the queuing constraints, the arrival rate r in the ON state should also diminish to 0. In the proof of Theorem 2, we have shown thatĊ E (0) =
μ log e 2 . Therefore, we can have the first order derivative of the throughput evaluated as SNR goes to 0 aṡ
Similarly, by taking the second order derivatives of both sides of (86) with respect to SNR and evaluating as SNR → 0, we obtain
where ζ is defined in (42). In the proof of Theorem 2, we
show thatC E (0) = − Inserting the results in (89) and (91) into (16) and (17), and replacing μ and σ 2 by μ Q1 and σ 2 Q1 respectively, we get the desired results for queue model I in Theorem 3. Similarly, inserting the results in (89) and (91) into (18) and (19), and replacing μ and σ 2 by μ Q2 and σ 2 Q2 respectively, we obtain the desired results for queue model II.
APPENDIX E PROOF OF THEOREM 4
Proof: The proof is similar to the proof of Theorem 3. From [18] , the LMGF of the arrival process of the ON-OFF Markov fluid source is given by
Plugging (92) into (8), taking the first and second order derivatives and evaluating as SNR → 0, we geṫ
Fromṙ (0), we getṙ avg (0) aṡ
Furthermore, we havë
= − F −1 M (ε) μ log e 2 2 θσ 2 + μ 2 log e 2 μ + 2θβ α(α + β) .
(97)
Inserting the results in (94) and (97) into (16) and (17), and replacing μ and σ 2 by μ Q1 and σ 2 Q1 respectively, we obtain the desired results for queue model I in Theorem 4. Similarly, inserting the results in (94) and (97) into (18) and (19), and replacing μ and σ 2 by μ Q2 and σ 2 Q2 respectively, we get the desired results for queue model II.
APPENDIX F PROOF OF THEOREM 5
Proof: From [18] , the LMGF of the arrival process of the ON-OFF MMPS is given by a (θ ) = Taking the first and second order derivatives and evaluating as SNR → 0, we geṫ
