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MINIMIZING THE EXPECTED VALUE OF THE ASYMMETRIC LOSS
AND AN INEQUALITY OF THE VARIANCE OF THE LOSS
NAOYA YAMAGUCHI, YUKA YAMAGUCHI, AND RYUEI NISHII
Abstract. For some estimations and predictions, we solve minimization problems with
asymmetric loss functions. Usually, we estimate the coefficient of regression for these
problems. In this paper, we do not make such the estimation, but rather give a solution
by correcting any predictions so that the prediction error follows a general normal distri-
bution. In our method, we can not only minimize the expected value of the asymmetric
loss, but also lower the variance of the loss.
1. Introduction
For some estimations and predictions, we solve minimization problems with loss func-
tions, as follows: Let {(xi, yi) | 1 ≤ i ≤ n} be a data set, where xi are 1× p vectors and
yi ∈ R. We assume that the data relate to a linear model,
y = Xβ + ε,
where y = t(y1, . . . , yn), ε =
t(ε1, . . . , εn), and X is the n× p matrix having xi as the ith
row. Let L be a loss function and let ri(β) := yi − xiβ. Then we estimate the value:
βˆ := arg min
β
{
n∑
i=1
L(ri(β))
}
.
The case of L(ri(β)) = ri(β)
2 is well-known (see, e.g., Refs. [1], [8], and [10]). In the case
of an asymmetric loss function, we refer the reader to, e.g., Refs. [3], [5], [7], and [14].
These studies estimate the parameter βˆ. In this paper, however, we do not make such
the estimation, but instead give a solution to the minimization problems by correcting
any predictions so that the prediction error follows a general normal distribution. In our
method, we can not only minimize the expected value of the asymmetric loss, but also
lower the variance of the loss.
Let y be an observation value, and let yˆ be a predicted value of y. We derive the
optimized predicted value y∗ = yˆ+C minimizing the expected value of the loss under the
assumption:
(1) The prediction error z := yˆ−y is the realized value of a random variable Z, whose
density function is a generalized Gaussian distribution function (see, e.g., Refs. [4],
[9], and [11]) with mean zero
fZ(z) :=
1
2abΓ(a)
exp
(
−
∣∣∣z
b
∣∣∣ 1a),
where Γ(a) is the gamma function and a, b ∈ R>0.
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2(2) Let k1, k2 ∈ R>0. If there is a mismatch between y and yˆ, then we suffer a loss,
L(z) :=
{
k1z, z ≥ 0,
−k2z, z < 0.
That is, the solution to the minimization problem is
C = arg min
c
{E [L(Z + c)]} .
The motivation of our research is as follows: (1) Predictions usually cause prediction
errors. Therefore, it is necessary to use predictions in consideration of predictions errors.
Actually, in some cases, it is best not to act as predicted because of prediction errors.
For example, the paper [13] formulates a method for minimizing the expected value of
the procurement cost of electricity in two popular spot markets: day-ahead and intra-day,
under the assumption that the expected value of the unit prices and the distributions of
the prediction errors for the electricity demand traded in two markets are known. The
paper showed that if the procurement is increased or decreased from the prediction, in
some cases, the expected value of the procurement cost is reduced. (2) In recent years,
prediction methods have been black boxed by the big data and machine learning (see,
e.g., Ref. [6]). The day will soon come, when we must minimize the objective function by
using predictions obtained by such black boxed methods. In our method, even if we do
not know the prediction yˆ, we can determine the parameter C if we know the prediction
error distribution f and asymmetric loss function L.
To obtain y∗, we derive E[L(Z + c)] for any c ∈ R. Let Γ(a, x) and γ(a, x) be the
upper and the lower incomplete gamma functions, respectively (see, e.g., Ref. [12]). The
expected value and the variance of L(Z + c) are as follows:
Lemma 1. For any c ∈ R, we have
(1) E[L(Z + c)] =
(k1 − k2)c
2
+
(k1 + k2)|c|
2Γ(a)
γ
(
a,
∣∣∣c
b
∣∣∣ 1a)+ (k1 + k2)b
2Γ(a)
Γ
(
2a,
∣∣∣c
b
∣∣∣ 1a) ,
(2) V[L(Z + c)] =
(k1 + k2)
2c2
4
+
(k21 − k22)bc
2Γ(a)
Γ
(
2a,
∣∣∣c
b
∣∣∣ 1a)
− (k1 + k2)
2b|c|
2Γ(a)2
γ
(
a,
∣∣∣c
b
∣∣∣ 1a)Γ(2a, ∣∣∣c
b
∣∣∣ 1a)
− (k1 + k2)
2c2
4Γ(a)2
γ
(
a,
∣∣∣c
b
∣∣∣ 1a)2 − (k1 + k2)2b2
4Γ(a)2
Γ
(
2a,
∣∣∣c
b
∣∣∣ 1a)2
+
(k21 + k
2
2)b
2Γ(3a)
2Γ(a)
+ sgn(c)
(k21 − k22)b2
2Γ(a)
γ
(
3a,
∣∣∣c
b
∣∣∣ 1a) .
We write the value of c satisfying d
dc
E[L(Z+c)] = 0 as C. Then, we find that E[L(Z+c)]
has a minimum value at c = C. Also, it follows from
γ
(
a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
= sgn(C)
k2 − k1
k1 + k2
Γ(a)(1)
that sgn(C) = sgn(k2 − k1), where sgn(c) := 1 (c ≥ 0);−1 (c < 0), and C = 0 only
when k1 = k2. This equation implies that the ratio of Γ(a) and γ
(
a,
∣∣C
b
∣∣ 1a) is 1 : |k2−k1|
k1+k2
.
That is, the vertical axis t =
∣∣C
b
∣∣ 1a divides the area between ta−1e−t and the t-axis into
|k2−k1|
k1+k2
: 1− |k2−k1|
k1+k2
.
3Substituting c = C in the equation (1) of Lemma 1, from the equation (3), we have
E[L(Z + C)] =
(k1 + k2)b
2Γ(a)
Γ
(
2a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
.
This is the minimum value of E[L(Z + c)]. From this and the c = 0 case of the equation
(1) of Lemma 1, we have the following corollary:
Corollary 2. We have
E[L(Z)]− E[L(Z + C)] = (k1 + k2)b
2Γ(a)
γ
(
2a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
,
E[L(Z + C)]
E[L(Z)]
=
1
Γ(2a)
Γ
(
2a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
.
This corollary asserts that the expected value of the loss is reduced by correcting a
predicted value y to the optimized predicted value y∗. Moreover, the following holds:
Theorem 3. We have
V[L(Z + C)] ≤ V[L(Z)],
where equality sign holds only when C = 0; that is, when k1 = k2.
This theorem asserts that the variance of the loss is reduced by correcting the predicted
value y to the optimized predicted value y∗. To prove this theorem, we use the following
lemma:
Lemma 4. For a > 0 and x > 0, we have
xaγ(a, x)2 − xaΓ(a)2 + 2γ(a, x)Γ(2a, x) > 0.
To prove Lemma 4, we use the following lemmas:
Lemma 5. For a > 0, we have
2Γ(2a)− aΓ(a)2 > 0.
Lemma 6. For a > 0, we have
4aΓ
(
a+
1
2
)
>
√
piΓ(a+ 1).
The remainder of this paper is organized as follows. In Section 2, we set up the problem.
In Section 3, we introduce the expected value and the variance of L(Z + c), and we
determine the value of c = C that gives the minimum value of E[L(Z + c)]. In addition,
we give a geometrical interpretation of the parameter C, and give the minimized expected
value E[L(Z + C)]. In Section 4, we prove Theorem 3. In Section 5, we give some
inequalities for the gamma and the incomplete gamma functions, which used to derive
the inequality for the variance of the loss in Theorem 3. In Section 6, we write the
calculation of the expected value and the variance of the loss L(Z + c) for c ∈ R.
2. Problem statement
In this section, we set a problem. Let y be an observation value, let yˆ be a predicted
value of y, and let Γ(a) be the gamma function (see, e.g., Ref. [12, p. 93]) defined by
Γ(a) :=
∫ +∞
0
ta−1e−tdt, Re(a) > 0.
We assume the following:
4(1) The prediction error z := yˆ−y is the realized value of a random variable Z, whose
density function is a generalized Gaussian distribution function (see, e.g., Refs. [4],
[9], and [11]) with mean zero
fZ(z) :=
1
2abΓ(a)
exp
(
−
∣∣∣z
b
∣∣∣ 1a),
where a, b ∈ R>0.
(2) Let k1, k2 ∈ R>0. If there is a mismatch between y and yˆ, then we suffer a loss,
L(z) :=
{
k1z, z ≥ 0,
−k2z, z < 0.
We derive the optimized predicted value y∗ = yˆ + C minimizing E[L(Z + c)]. For this
purpose, we derive E[L(Z + c)] for any c ∈ R in the next section.
3. Expected value and variance of the loss
Here, we introduce the expected value and the variance of L(Z + c), and determine
the value of c = C that gives the minimum value of E[L(Z + c)]. In addition, we give
a geometrical interpretation of the parameter C and give the minimized expected value
E[L(Z + C)].
3.1. Expected value and variance of the loss. Let Γ(a, x) and γ(a, x) be the upper
and the lower incomplete gamma functions, respectively, defined by
Γ(a, x) :=
∫ +∞
x
ta−1e−tdt, γ(a, x) :=
∫ x
0
ta−1e−tdt,
where Re(a) > 0 and x ≥ 0. These functions have the following properties:
Lemma 7. For Re(a) > 0 and x ≥ 0,
(1) γ(a, x) + Γ(a, x) = Γ(a);
(2) lim
x→∞
γ(a, x) = Γ(a);
(3) Γ(a, 0) = Γ(a);
(4)
d
dx
γ(a, x) = xa−1e−x;
(5)
d
dx
Γ(a, x) = −xa−1e−x.
Also, for c ∈ R, let sgn(c) := 1 (c ≥ 0);−1 (c < 0). Then, the expected value and the
variance of L(Z + c) are as follows:
5Lemma 8 (Section 1, Lemma 1). For any c ∈ R, we have
(1) E[L(Z + c)] =
(k1 − k2)c
2
+
(k1 + k2)|c|
2Γ(a)
γ
(
a,
∣∣∣c
b
∣∣∣ 1a)+ (k1 + k2)b
2Γ(a)
Γ
(
2a,
∣∣∣c
b
∣∣∣ 1a) ,
(2) V[L(Z + c)] =
(k1 + k2)
2c2
4
+
(k21 − k22)bc
2Γ(a)
Γ
(
2a,
∣∣∣c
b
∣∣∣ 1a)
− (k1 + k2)
2b|c|
2Γ(a)2
γ
(
a,
∣∣∣c
b
∣∣∣ 1a)Γ(2a, ∣∣∣c
b
∣∣∣ 1a)
− (k1 + k2)
2c2
4Γ(a)2
γ
(
a,
∣∣∣c
b
∣∣∣ 1a)2 − (k1 + k2)2b2
4Γ(a)2
Γ
(
2a,
∣∣∣c
b
∣∣∣ 1a)2
+
(k21 + k
2
2)b
2Γ(3a)
2Γ(a)
+ sgn(c)
(k21 − k22)b2
2Γ(a)
γ
(
3a,
∣∣∣c
b
∣∣∣ 1a) .
See the last two sections for the proof of Lemma 8.
From Lemma 8, we have the following:
E[L(Z)] =
(k1 + k2)b
2Γ(a)
Γ (2a) ,(2)
V[L(Z)] =
(k21 + k
2
2)b
2Γ(3a)
2Γ(a)
− (k1 + k2)
2b2Γ(2a)2
4Γ(a)2
.(3)
Let erf(x) be the error function defined by
erf(x) :=
2√
pi
∫ x
0
exp
(−t2)dt
for any x ∈ R. We give two examples of E[L(Z + c)] and V[L(Z + c)].
Example 9. In the case of Laplace(0, b), since a = 1, we have
E[L(Z + c)] = L(c) +
(k1 + k2)b
2
exp
(
−
∣∣∣c
b
∣∣∣),
V[L(Z + c)] =
{
k21 + k
2
2 + sgn(c)(k
2
1 − k22)
}
b2
− sgn(c)(k1 + k2) {L(c) + b(k1 − k2)} b exp
(
−
∣∣∣c
b
∣∣∣)
− (k1 + k2)
2b2
4
exp
(
−2
∣∣∣c
b
∣∣∣).
In the case of N (0, 1
2
b2), since a = 1
2
, we have
E[L(Z + c)] =
(k1 − k2)c
2
+
(k1 + k2)c
2
erf
(c
b
)
+
(k1 + k2)b
2
√
pi
exp
(
−c
2
b2
)
,
V[L(Z + c)] =
(k21 + k
2
2)b
2
4
+
(k1 + k2)
2c2
4
+
(k21 − k22)b2
4
erf
(c
b
)
− (k1 + k2)
2c2
4
erf2
(c
b
)
− (k1 + k2)
2bc
2
√
pi
erf
(c
b
)
exp
(
−c
2
b2
)
− (k1 + k2)
2b2
4pi
exp
(
−2c
2
b2
)
.
With the conditions fixed as k1 = 50 and b = 1, we can plot E[L(Z)] and V[L(Z)] for the
Laplace and the Gauss distributions as follows:
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(a) E[L(Z)]
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(b) V[L(Z)]
Figure 1. Plots for the Laplace distribution
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Figure 2. Plots for the Gauss distribution
3.2. Parameter value minimizing the expected value. Here, we determine the
value of c = C that gives the minimum value of E[L(Z + c)]. Since
d
dc
Γ
(
2a,
∣∣∣c
b
∣∣∣ 1a) = − c
ab
exp
(
−
∣∣∣c
b
∣∣∣ 1a);
d
dc
γ
(
a,
∣∣∣c
b
∣∣∣ 1a) = sgn(c) 1
ab
exp
(
−
∣∣∣c
b
∣∣∣ 1a),
we have
d
dc
E[L(Z + c)] =
k1 − k2
2
+ sgn(c)
k1 + k2
2Γ(a)
γ
(
a,
∣∣∣c
b
∣∣∣ 1a) .
We will denote the value of c satisfying d
dc
E[L(Z + c)] = 0 as C. Then, from the first
derivative test, we find that E[L(Z + c)] has a minimum value at c = C.
c Less than C C More than C
d
dc
E[L(Z + c)] Negative 0 Positive
E[L(Z + c)] Strongly decreasing Strongly increasing
Also, it follows from
γ
(
a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
= sgn(C)
k2 − k1
k1 + k2
Γ(a)(4)
that sgn(C) = sgn(k2 − k1) and C = 0 only when k1 = k2.
7Moreover, equation (4) implies that the ratio of Γ(a) and γ
(
a,
∣∣C
b
∣∣ 1a) is 1 : |k2−k1|
k1+k2
.
That is, the vertical axis t =
∣∣C
b
∣∣ 1a divides the area between ta−1e−t, and the t-axis into
|k2−k1|
k1+k2
: 1− |k2−k1|
k1+k2
.
t
ta-1 exp (-t)
0
C1a
b
0
C1a
b
Figure 3. Plot of area ratio
Let erf−1(x) be the inverse error function. We give two examples of C.
Example 10. In the case of Laplace(0, b), since a = 1, we have
C = − sgn(k2 − k1)b log
(
1−
∣∣∣∣k2 − k1k1 + k2
∣∣∣∣).
In the case of N (0, 1
2
b2), since a = 1
2
, we have
C = sgn(k2 − k1)b erf−1
(∣∣∣∣k2 − k1k1 + k2
∣∣∣∣) .
Fixing the conditions as k1 = 50 and b = 1, we can plot C for the Laplace and the Gauss
distributions as follows:
50 100 150 200
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(a) When Z ∼ Laplace(0, 1)
50 100 150 200
k2
-1.0
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0.5
(b) When Z ∼ N (0, 12)
Figure 4. Plots of C for the Laplace and the Gauss distributions
3.3. Minimized expected value of the loss. We give the minimum value of E[L(Z+
c)]. Substituting c = C in equation (1) of Lemma 8, from equation (4), we have
E[L(Z + C)] =
(k1 + k2)b
2Γ(a)
Γ
(
2a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
.
8This is the minimum value of E[L(Z + c)]. From this and equation (2), we have the
following corollary:
Corollary 11 (Section 1, Corollary 2). We have
E[L(Z)]− E[L(Z + C)] = (k1 + k2)b
2Γ(a)
γ
(
2a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
,
E[L(Z + C)]
E[L(Z)]
=
1
Γ(2a)
Γ
(
2a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
.
Fixing the conditions as k1 = 50 and b = 1, we can plot the plots of E[L(Z)]−E[L(Z+
C)] for the Laplace and the Gauss distributions as follows:
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(a) When Z ∼ Laplace(0, 1)
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(b) When Z ∼ N (0, 12)
Figure 5. Plots of E[L(Z)]−E[L(Z +C)] for the Laplace and the Gauss distri-
butions
4. An inequality for the variance of the loss
In this section, we derive an inequality for the variance of L(Z+ c). Let C be the value
of c giving the minimum value of E[L(Z + c)]. Then, the following holds:
Theorem 12 (Section 1, Theorem 3). We have
V[L(Z + C)] ≤ V[L(Z)],
where equality holds only when C = 0; that is, when k1 = k2.
Fixing the conditions as k1 = 50 and b = 1, we can plot V[L(Z)]−V[L(Z +C)] for the
Laplace and the Gauss distributions as follows:
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(a) When Z ∼ Laplace(0, 1)
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2000
3000
4000
(b) When Z ∼ N (0, 12)
Figure 6. Plots of V[L(Z)] − V[L(Z + C)] for the Laplace and the Gauss dis-
tributions
To prove Theorem 12, we use the following lemma:
9Lemma 13 (Section 1, Lemma 4). For a > 0 and x > 0, we have
xaγ(a, x)2 − xaΓ(a)2 + 2γ(a, x)Γ(2a, x) > 0.
The proof of Lemma 13 is presented in Section 5.2. Now we can prove Theorem 12.
Proof of Theorem 12. It follows from the equation (4) that
(k21 − k22)bC
2Γ(a)
Γ
(
2a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
= − sgn(C)k2 − k1
k1 + k2
(k1 + k2)
2b|C|
2Γ(a)
Γ
(
2a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
= −(k1 + k2)
2b|C|
2Γ(a)2
γ
(
a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
Γ
(
2a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
,
sgn(C)
(k21 − k22)b2
2Γ(a)
γ
(
3a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
= − sgn(C)k2 − k1
k1 + k2
(k1 + k2)
2b2
2Γ(a)
γ
(
3a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
= −(k1 + k2)
2b2
2Γ(a)2
γ
(
a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
γ
(
3a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
.
Hence, substituting c = C in equation (2) of Lemma 8, we have
V[L(Z + C)] =
(k1 + k2)
2C2
4
− (k1 + k2)
2b|C|
Γ(a)2
γ
(
a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
Γ
(
2a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
− (k1 + k2)
2C2
4Γ(a)2
γ
(
a,
∣∣∣∣Cb
∣∣∣∣ 1a
)2
− (k1 + k2)
2b2
4Γ(a)2
Γ
(
2a,
∣∣∣∣Cb
∣∣∣∣ 1a
)2
+
(k21 + k
2
2)b
2Γ(3a)
2Γ(a)
− (k1 + k2)
2b2
2Γ(a)2
γ
(
a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
γ
(
3a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
.
From this and equation (3), we obtain
V[L(Z)]− V[L(Z + C)]
= −(k1 + k2)
2C2
4
+
(k1 + k2)
2b|C|
Γ(a)2
γ
(
a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
Γ
(
2a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
+
(k1 + k2)
2C2
4Γ(a)2
γ
(
a,
∣∣∣∣Cb
∣∣∣∣ 1a
)2
+
(k1 + k2)
2b2
4Γ(a)2
Γ
(
2a,
∣∣∣∣Cb
∣∣∣∣ 1a
)2
− (k1 + k2)
2b2Γ(2a)2
4Γ(a)2
+
(k1 + k2)
2b2
2Γ(a)2
γ
(
a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
γ
(
3a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
=
(k1 + k2)
2b2
4Γ(a)2
f
(
a,
∣∣∣∣Cb
∣∣∣∣ 1a
)
,
where, for a > 0 and x ≥ 0, f(a, x) is defined as
f(a, x) := x2aγ(a, x)2 − x2aΓ(a)2 + 4xaγ(a, x)Γ(2a, x)
+ Γ(2a, x)2 − Γ(2a)2 + 2γ(a, x)γ(3a, x).
10
Here, since
d
dx
f(a, x) = 2axa−1
{
xaγ(a, x)2 − xaΓ(a)2 + 2γ(a, x)Γ(2a, x)}
+ 2xa−1e−xγ(3a, x) + 2x2a−1e−xΓ(2a, x),
from Lemma 13, we have d
dx
f(a, x) > 0 (a > 0, x > 0). Also, f(a, 0) = 0 holds for a > 0.
Therefore, we obtain
V[L(Z)]− V[L(Z + C)] ≥ 0,
where equality holds only when C = 0. Moreover, from equation (4), we find that C = 0
holds only when k1 = k2. 
5. Inequalities for the gamma and the incomplete gamma functions
In this section, we give some inequalities for the gamma and the incomplete gamma
functions, which we used to derive the inequality for the variance of the loss in Theorem 12.
5.1. Inequalities for the gamma function. To prove Lemma 13, we use the following:
Lemma 14 (Section 1, Lemma 5). For a > 0, we have
2Γ(2a)− aΓ(a)2 > 0.
Next, to prove Lemma 14, we use the following:
Lemma 15 (Section 1, Lemma 6). For a > 0, we have
4aΓ
(
a+
1
2
)
>
√
piΓ(a+ 1).
Furthermore, to prove Lemma 15, we need another lemma:
Lemma 16. We have
∞∑
n=1
1
n(2n− 1) = 2 log 2.
Proof. Let Sn :=
∑n
k=1
1
k(2k−1) . Accordingly, we have
Sn =
n∑
k=1
(
2
2k − 1 −
1
k
)
= 2
n∑
k=1
1
2k − 1 −
n∑
k=1
1
k
= 2
n∑
k=1
1
2k − 1 +
(
2
n∑
k=1
1
2k
− 2
n∑
k=1
1
2k
)
−
n∑
k=1
1
k
= 2
(
n∑
k=1
1
2k − 1 +
n∑
k=1
1
2k
)
− 2
n∑
k=1
1
k
= 2
2n∑
k=1
1
k
− 2
n∑
k=1
1
k
= 2
2n∑
k=n+1
1
k
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= 2
n∑
k=1
1
k + n
.
Therefore, we find
lim
n→∞
Sn = 2 lim
n→∞
n∑
k=1
1
k + n
= 2 lim
n→∞
1
n
n∑
k=1
1
1 + k
n
=
∫ 1
0
1
1 + x
dx
= 2 log 2.
The lemma is thus proved. 
Now we can prove Lemma 15.
Proof of Lemma 15. Let
g(a) :=
4aΓ
(
a+ 1
2
)
√
piΓ(a+ 1)
.
To prove g(a) > 1 for a > 0, we use the following formula [2, p.13, Theorem 1.2.5]:
d
dx
log Γ(x) =
Γ
′
(x)
Γ(x)
= −γ0 +
∞∑
n=1
(
1
n
− 1
x+ n− 1
)
,
where γ0 is Euler’s constant given by
γ0 := lim
n→∞
(
n∑
k=1
1
k
− log n
)
.
Taking the logarithmic derivative of g(a), from the above formula, we have
d
da
log g(a) = 2 log 2 +
d
da
log Γ
(
a+
1
2
)
− d
da
log Γ(a+ 1)
= 2 log 2 +
∞∑
n=1
(
1
n
− 1
a− 1
2
+ n
)
−
∞∑
n=1
(
1
n
− 1
a+ n
)
= 2 log 2− 1
2
∞∑
n=1
1
(a+ n)
(
a− 1
2
+ n
)
> 2 log 2− 1
2
∞∑
n=1
1
n
(
n− 1
2
)
= 2 log 2−
∞∑
n=1
1
n(2n− 1)
for a > 0. Moreover, using Lemma 16, we obtain d
da
log g(a) > 0 for a > 0. This leads to
d
da
g(a) > 0 for a > 0. The lemma follows from this and g(0) = 1. 
Now, we can prove Lemma 14.
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Proof of Lemma 14. We use the following formula [2, p.22, Theorem 6.5.1]:
Γ(2a) =
22a−1√
pi
Γ(a)Γ
(
a+
1
2
)
.
From this and Lemma 15, we have
2Γ(2a)− aΓ(a)2 = 2
2a
√
pi
Γ(a)Γ
(
a+
1
2
)
− Γ(a)Γ(a+ 1)
=
1√
pi
Γ(a)
{
4aΓ
(
a+
1
2
)
−√piΓ(a+ 1)
}
> 0.
The lemma is thus proved. 
5.2. Inequalities for the incomplete gamma functions. We will prove the following
lemma:
Lemma 17 (Section 4, Lemma 13). For a > 0 and x > 0, we have
xaγ(a, x)2 − xaΓ(a)2 + 2γ(a, x)Γ(2a, x) > 0.
To prove Lemma 17, we need to prove two other lemmas:
Lemma 18. For a > 0 and x ≥ 0, we have
aγ(a, x) ≥ xae−x.
Proof. For a > 0 and x ≥ 0, we define
u(a, x) := aγ(a, x)− xae−x.
Then, we have
d
dx
u(a, x) = xae−x ≥ 0.
The lemma follows from this and u(a, 0) = 0. 
Lemma 19. For a > 0 and b ∈ R, we have
lim
x→+∞
xbΓ(a, x) = 0.
Proof. When b ≤ 0, it is easily obtained from the definition of Γ(a, x). When b > 0, using
the L’Hoˆpital’s rule, we obtain
lim
x→+∞
Γ(a, x)
x−b
= lim
x→+∞
xa−1e−x
bx−b−1
= lim
x→+∞
xa+be−x
b
= 0.

Now, we can prove Lemma 17.
Proof of Lemma 17. For a > 0 and x ≥ 0, we define
y1(a, x) := x
aγ(a, x)2 − xaΓ(a)2 + 2γ(a, x)Γ(2a, x).
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Let us prove y1(a, x) > 0 (a > 0, x > 0). For a > 0 and x ≥ 0, we define
y2(a, x) := aγ(a, x)
2 − aΓ(a)2 + 2e−xΓ(2a, x);
y3(a, x) := ax
a−1γ(a, x)− Γ(2a, x)− x2a−1e−x;
y4(a, x) := a(a− 1)γ(a, x) + xae−x(2x+ 1− a).
Then, we have
d
dx
y1(a, x) = x
a−1y2(a, x);
d
dx
y2(a, x) = 2e
−xy3(a, x);
d
dx
y3(a, x) = x
a−2y4(a, x);
d
dx
y4(a, x) = x
ae−x(3a+ 1− 2x).
From these relations, we find that the (positive or negative) signs of d
dx
yi(a, x) and
yi+1(a, x) (i = 1, 2, 3) are equal to each other for a > 0 and x > 0. Let pi(a) (i = 2, 3, 4)
be the value of x satisfying yi(a, x) = 0. It is easily verified that limx→0+ ddxy4(a, x) =
limx→+∞ ddxy4(a, x) = limx→0+ y4(a, x) = 0 and limx→+∞ y4(a, x) = a(a−1)Γ(a) for a > 0.
Therefore, from the first derivative test, we obtain Tables 1 and 2. Moreover, using
Lemmas 18, 19, and L’Hoˆpital’s rule, we obtain
lim
x→0+
d
dx
y3(a, x) =
{
∞ (0 < a < 1),
0 (a ≥ 1), limx→+∞
d
dx
y3(a, x) =

0 (0 < a < 2),
2 (a = 2),
∞ (a > 2),
lim
x→0+
y3(a, x) = −Γ(2a) (a > 0), lim
x→+∞
y3(a, x) =

0 (0 < a < 1),
1 (a = 1),
∞ (a > 1),
lim
x→0+
d
dx
y2(a, x) = −2Γ(2a) (a > 0), lim
x→+∞
d
dx
y2(a, x) = 0 (a > 0),
lim
x→0+
y2(a, x) = 2Γ(2a)− aΓ(a)2 (a > 0), lim
x→+∞
y2(a, x) = 0 (a > 0),
lim
x→0+
d
dx
y1(a, x) =

∞ (0 < a < 1),
1 (a = 1),
0 (a > 1),
lim
x→+∞
d
dx
y1(a, x) = 0 (a > 0),
lim
x→0+
y1(a, x) = 0 (a > 0), lim
x→+∞
y1(a, x) = 0 (a > 0).
From these results, Lemma 14, and the fact that the signs of d
dx
yi(a, x) and yi+1(a, x)
(i = 1, 2, 3) are equal to each other for a > 0 and x > 0, we obtain Tables 3 and 4. From
Tables 3 and 4, we can verify that y1(a, x) > 0 holds for a > 0 and x > 0. This completes
the proof of the lemma. 
6. Calculation of the expected value and the variance of the loss
Here, we calculate the expected value and the variance of the loss L(Z + c) for c ∈ R.
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Table 1. Case of 0 < a < 1
x 0 · · · 3a+1
2
· · · p4(a) · · · +∞
d
dx
y4(a, x) 0 + 0 − − − 0
y4(a, x) 0 + + + 0 − −
Table 2. Case of a ≥ 1
x 0 · · · 3a+1
2
· · · +∞
d
dx
y4(a, x) 0 + 0 − 0
y4(a, x) 0 + + +
0 (a = 1)
+ (a > 1)
Table 3. Case of 0 < a < 1
x 0 · · · p2(a) · · · p3(a) · · · p4(a) · · · +∞
d
dx
y3(a, x) +∞ + + + + + 0 − 0
y3(a, x) − − − − 0 + + + 0
d
dx
y2(a, x) − − − − 0 + + + 0
y2(a, x) + + 0 − − − − − 0
d
dx
y1(a, x) + + 0 − − − − − 0
y1(a, x) 0 + + + + + + + 0
Table 4. Case of a ≥ 1
x 0 · · · p2(a) · · · p3(a) · · · +∞
d
dx
y3(a, x) 0 + + + + +
0 (a < 2)
+ (a = 2)
+∞ (a > 2)
y3(a, x) − − − − 0 + 0
d
dx
y2(a, x) − − − − 0 + 0
y2(a, x) + + 0 − − − 0
d
dx
y1(a, x) + + 0 − − − 0
y1(a, x) 0 + + + + + 0
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6.1. Expected value of the loss. Here, let us put β := (2abΓ(a))−1; then, we have
E[L(Z + c)] =
∫ +∞
−∞
L(z + c)fZ(z)dz
= k2β
∫ −c
−∞
(−z − c) exp
(
−
∣∣∣z
b
∣∣∣ 1a)dz + k1β ∫ +∞
−c
(z + c) exp
(
−
∣∣∣z
b
∣∣∣ 1a)dz.
Replace z with bz to get
E[L(Z + c)] = k2bβ
∫ −c/b
−∞
(−bz − c) exp
(
−|z| 1a
)
dz + k1bβ
∫ +∞
−c/b
(bz + c) exp
(
−|z| 1a
)
dz.
When c ≥ 0, we have
E[L(Z + c)] = k2bβ
∫ −c/b
−∞
(−bz − c) exp
(
−(−z) 1a
)
dz
+ k1bβ
∫ 0
−c/b
(bz + c) exp
(
−(−z) 1a
)
dz + k1bβ
∫ +∞
0
(bz + c) exp
(
−z 1a
)
dz
= k2bβ
∫ +∞
c/b
(bz − c) exp
(
−z 1a
)
dz
+ k1bβ
∫ c/b
0
(−bz + c) exp
(
−z 1a
)
dz + k1bβ
∫ +∞
0
(bz + c) exp
(
−z 1a
)
dz
= (k1 + k2)b
2β
∫ +∞
c/b
z exp
(
−z 1a
)
dz
+ (k1 − k2)bcβ
∫ +∞
0
exp
(
−z 1a
)
dz + (k1 + k2)bcβ
∫ c/b
0
exp
(
−z 1a
)
dz.
When c < 0, we have
E[L(Z + c)] = k2bβ
∫ 0
−∞
(−bz − c) exp
(
−(−z) 1a
)
dz + k2bβ
∫ −c/b
0
(−bz − c) exp
(
−z 1a
)
dz
+ k1bβ
∫ +∞
−c/b
(bz + c) exp
(
−z 1a
)
dz
= k2bβ
∫ +∞
0
(bz − c) exp
(
−z 1a
)
dz + k2bβ
∫ −c/b
0
(−bz − c) exp
(
−z 1a
)
dz
+ k1bβ
∫ +∞
−c/b
(bz + c) exp
(
−z 1a
)
dz
= (k1 + k2)b
2β
∫ +∞
−c/b
z exp
(
−z 1a
)
dz
+ (k1 − k2)bcβ
∫ +∞
0
exp
(
−z 1a
)
dz − (k1 + k2)bcβ
∫ −c/b
0
exp
(
−z 1a
)
dz.
From the above, for any c ∈ R, we have
E[L(Z + c)] = (k1 + k2)b
2β
∫ +∞
|c/b|
z exp
(
−z 1a
)
dz
+ (k1 − k2)bcβ
∫ +∞
0
exp
(
−z 1a
)
dz + (k1 + k2)b|c|β
∫ |c/b|
0
exp
(
−z 1a
)
dz.
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Now set t := z
1
a to get
E[L(Z + c)] = (k1 + k2)ab
2β
∫ +∞
c′
t2a−1e−tdt
+ (k1 − k2)abcβ
∫ +∞
0
ta−1e−tdt+ (k1 + k2)ab|c|β
∫ c′
0
ta−1e−tdt
= (k1 + k2)ab
2βΓ(2a, c′) + (k1 − k2)abcβΓ(a) + (k1 + k2)ab|c|βγ(a, c′),
where c′ := |c/b| 1a . Therefore, for any c ∈ R, we have
E[L(Z + c)] =
(k1 − k2)c
2
+
(k1 + k2)|c|
2Γ(a)
γ
(
a,
∣∣∣c
b
∣∣∣ 1a)+ (k1 + k2)b
2Γ(a)
Γ
(
2a,
∣∣∣c
b
∣∣∣ 1a) .(5)
6.2. Variance of the loss. Now let us calculate the variance of the loss L(Z + c) for
c ∈ R. Put β := (2abΓ(a))−1; then, we have
E[L(Z + c)2] =
∫ +∞
−∞
L(z + c)2fZ(z)dz
= k22β
∫ −c
−∞
(z + c)2 exp
(
−
∣∣∣z
b
∣∣∣ 1a)dz + k21β ∫ +∞
−c
(z + c)2 exp
(
−
∣∣∣z
b
∣∣∣ 1a)dz.
Replace z with bz to get
E[L(Z + c)2] = k22bβ
∫ −c/b
−∞
(bz + c)2 exp
(
−|z| 1a
)
dz + k21bβ
∫ +∞
−c/b
(bz + c)2 exp
(
−|z| 1a
)
dz.
When c ≥ 0, we have
E[L(Z + c)2] = k22bβ
∫ −c/b
−∞
(bz + c)2 exp
(
−(−z) 1a
)
dz
+ k21bβ
∫ 0
−c/b
(bz + c)2 exp
(
−(−z) 1a
)
dz + k21bβ
∫ +∞
0
(bz + c)2 exp
(
−z 1a
)
dz
= k22bβ
∫ +∞
c/b
(−bz + c)2 exp
(
−z 1a
)
dz
+ k21bβ
∫ c/b
0
(−bz + c)2 exp
(
−z 1a
)
dz + k21bβ
∫ +∞
0
(bz + c)2 exp
(
−z 1a
)
dz
= (k21 + k
2
2)b
3β
∫ +∞
0
z2 exp
(
−z 1a
)
dz + (k21 − k22)b3β
∫ c/b
0
z2 exp
(
−z 1a
)
dz
+ 2(k21 − k22)b2cβ
∫ +∞
c/b
z exp
(
−z 1a
)
dz
+ (k21 + k
2
2)bc
2β
∫ +∞
0
exp
(
−z 1a
)
dz + (k21 − k22)bc2β
∫ c/b
0
exp
(
−z 1a
)
dz.
When c < 0, we have
E[L(Z + c)2] = k22bβ
∫ 0
−∞
(bz + c)2 exp
(
−(−z) 1a
)
dz + k22bβ
∫ −c/b
0
(bz + c)2 exp
(
−z 1a
)
dz
+ k21bβ
∫ +∞
−c/b
(bz + c)2 exp
(
−z 1a
)
dz
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= k22bβ
∫ +∞
0
(−bz + c)2 exp
(
−z 1a
)
dz + k22bβ
∫ −c/b
0
(bz + c)2 exp
(
−z 1a
)
dz
+ k21bβ
∫ +∞
−c/b
(bz + c)2 exp
(
−z 1a
)
dz
= (k21 + k
2
2)b
3β
∫ +∞
0
z2 exp
(
−z 1a
)
dz − (k21 − k22)b3β
∫ −c/b
0
z2 exp
(
−z 1a
)
dz
+ 2(k21 − k22)b2cβ
∫ +∞
−c/b
z exp
(
−z 1a
)
dz
+ (k21 + k
2
2)bc
2β
∫ +∞
0
exp
(
−z 1a
)
dz − (k21 − k22)bc2β
∫ −c/b
0
exp
(
−z 1a
)
dz.
From the above, for any c ∈ R, we have
E[L(Z + c)2] = (k21 + k
2
2)b
3β
∫ +∞
0
z2 exp
(
−z 1a
)
dz
+ sgn(c)(k21 − k22)b3β
∫ |c/b|
0
z2 exp
(
−z 1a
)
dz
+ 2(k21 − k22)b2cβ
∫ +∞
|c/b|
z exp
(
−z 1a
)
dz
+ (k21 + k
2
2)bc
2β
∫ +∞
0
exp
(
−z 1a
)
dz
+ sgn(c)(k21 − k22)bc2β
∫ |c/b|
0
exp
(
−z 1a
)
dz.
Now set t := z
1
a to get
E[L(Z + c)2] = (k21 + k
2
2)ab
3β
∫ +∞
0
t3a−1e−tdt+ sgn(c)(k21 − k22)ab3β
∫ c′
0
t3a−1e−tdt
+ 2(k21 − k22)ab2cβ
∫ +∞
c′
t2a−1e−tdt
+ (k21 + k
2
2)abc
2β
∫ +∞
0
ta−1e−tdt+ sgn(c)(k21 − k22)abc2β
∫ c′
0
ta−1e−tdt
= (k21 + k
2
2)ab
3βΓ(3a) + sgn(c)(k21 − k22)ab3βγ(3a, c′)
+ 2(k21 − k22)ab2cβΓ(2a, c′)
+ (k21 + k
2
2)abc
2βΓ(a) + sgn(c)(k21 − k22)abc2βγ(a, c′),
where c′ := |c/b| 1a . Therefore, for any c ∈ R, we have
E[L(Z + c)2] =
(k21 + k
2
2)c
2
2
+ sgn(c)
(k21 − k22)c2
2Γ(a)
γ
(
a,
∣∣∣c
b
∣∣∣ 1a)+ (k21 − k22)bc
Γ(a)
Γ
(
2a,
∣∣∣c
b
∣∣∣ 1a)
+
(k21 + k
2
2)b
2Γ(3a)
2Γ(a)
+ sgn(c)
(k21 − k22)b2
2Γ(a)
γ
(
3a,
∣∣∣c
b
∣∣∣ 1a) .
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Also, from (5), we have
E[L(Z + c)]2 =
(k1 − k2)2c2
4
+
(k21 − k22)c|c|
2Γ(a)
γ
(
a,
∣∣∣c
b
∣∣∣ 1a)+ (k21 − k22)bc
2Γ(a)
Γ
(
2a,
∣∣∣c
b
∣∣∣ 1a)
+
(k1 + k2)
2b|c|
2Γ(a)2
γ
(
a,
∣∣∣c
b
∣∣∣ 1a)Γ(2a, ∣∣∣c
b
∣∣∣ 1a)
+
(k1 + k2)
2c2
4Γ(a)2
γ
(
a,
∣∣∣c
b
∣∣∣ 1a)2 + (k1 + k2)2b2
4Γ(a)2
Γ
(
2a,
∣∣∣c
b
∣∣∣ 1a)2 .
Therefore, for any c ∈ R, we have
V[L(Z + c)] = E[L(Z + c)2]− E[L(Z + c)]2
=
(k1 + k2)
2c2
4
+
(k21 − k22)bc
2Γ(a)
Γ
(
2a,
∣∣∣c
b
∣∣∣ 1a)
− (k1 + k2)
2b|c|
2Γ(a)2
γ
(
a,
∣∣∣c
b
∣∣∣ 1a)Γ(2a, ∣∣∣c
b
∣∣∣ 1a)
− (k1 + k2)
2c2
4Γ(a)2
γ
(
a,
∣∣∣c
b
∣∣∣ 1a)2 − (k1 + k2)2b2
4Γ(a)2
Γ
(
2a,
∣∣∣c
b
∣∣∣ 1a)2
+
(k21 + k
2
2)b
2Γ(3a)
2Γ(a)
+ sgn(c)
(k21 − k22)b2
2Γ(a)
γ
(
3a,
∣∣∣c
b
∣∣∣ 1a) .
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