Abstract. When mapping is formulated in a Bayesian framework, the need of specifying a prior for the environment arises naturally. However, so far, the use of a particular structure prior has been coupled to working with a particular representation. We describe a system that supports inference with multiple priors while keeping the same dense representation. The priors are rigorously described by the user in a domain-specific language. Even though we work very close to the measurement space, we are able to represent structure constraints with the same expressivity as methods based on geometric primitives. This approach allows the intrinsic degrees of freedom of the environment's shape to be recovered. Experiments with simulated and real data sets will be presented.
Introduction
The Simultaneous Localization and Mapping (SLAM) problem is usually formulated in a Bayesian framework [16] . This paper concerns the use of prior distributions for the map: how to rigorously specify them and how to create an inference engine that works with multiple user-defined priors. To see what role the prior plays in the problem, let us introduce some notation. Let q be the robot pose, let m be a variable representing the map, and let z be the measurements (including odometry and exteroceptive sensors), which follow the known sensor model p(z|q, m). SLAM can be formulated as the problem of estimating p(q, m|z), the joint distribution of pose and map conditioned to the measurements. We focus on the case of mapping with dense sensors and maps; if the map consists of landmarks, then most of the following remarks are not relevant. More specifically, we describe the formulation that uses the Raoblackwellization technique [4] , where one approximates the target distribution as p(q, m|z) p(q|z)p(m|q, z), thereby factorizing SLAM in two subproblems: estimating the pose of the robot given the measurements (p(q|z)), and mapping with known poses (p(m|q, z)). Let us focus on the latter. Given the sensor model, we can compute the posterior using Bayes' theorem:
Therefore, if we want to compute the posterior distribution of the map m given the observations, we need to know the prior p(m). We remark that, had we formulated SLAM as a maximum-likelihood problem (find m that maximizes p(z|q, m)), the knowledge of p(m) would not be strictly necessary. That, however, would only work for finite-dimensional problems. In fact, if the underlying map is an arbitrary surface, the maximum-likelihood problem is ill posed, because the solution is any curve that perfectly interpolates the readings. To obtain a more reasonable solution, we always need some kind of regularization, which is the prior. Therefore, we conclude that, to make the SLAM problem with dense sensors and maps well posed, we have to specify a prior p(m).
Other than to make the mathematical formulation correct, the knowledge of the prior helps in reducing the uncertainty of the estimate. For example, constraints such as collinearity are very powerful in reducing the map uncertainty. In general, any assumption about the environment that the user can provide helps in making the filter more efficient. Yet, to our knowledge, incorporating generic prior information in filters has never been done before, and that can be attributed to the representation used, which generally presents some limitations.
For instance, let us consider SLAM methods that represent maps using occupancy/evidence grids. Firstly, the grid resolution introduces some kind of spatial regularization, and makes it impossible to represent precise geometric primitives such as line segments. The other limitation is that each cell is assumed to be independent: this makes it impossible to effectively use the prior information because geometric constraints between different parts of the environment result in long-range correlation of cells occupancy.
A popular alternative to occupancy grids is using a map composed of geometric primitives (segments, circles, splines, etc.). In that case, the prior is implicit in the representation: representing a map by segments automatically gives non-segments map a zero prior. Using geometric primitives presents two major advantages: they provide explicit information about the geometrical nature of the environment, and the resulting maps are much more compact. With proper bookkeeping, the correlation between different parts of the environment can be precisely represented. However, they lack in flexibility. For example, in most realistic environments -except perhaps completely engineered factory floorsthere will be parts of the environment that cannot be described by the prior. Moreover, often one wishes to impose "soft constraints": for example, rather than imposing that all walls are exact line segments, probably a better prior is that they are likely to be straight, or that they are of a bounded variation from straight; all these details should be figured out by the user. This flexibility cannot be accommodated by existing feature-based methods.
Contribution
We began this work by asking the question of whether it is possible to decouple the concept of prior from a particular representation. Instead of the prior being
