Broadcast encryption (BE) deals with the problem of establishing a secret, shared by g = G − r privileged nodes, among a set G nodes. Specifically, a set of r revoked nodes are denied access to the secret. Many schemes to address this problem, based on key pre-distribution schemes (KPS), have been proposed in the literature. Most state-ofthe-art methods employ tree-based techniques. However, random key pre-distribution schemes (RKPS), which have received a lot of attention in the recent past (especially in the context of ad hoc and sensor network security), also cater for BE. In this paper we analyze the performance of BE using RKPSs. While in most tree-based methods the source of the broadcast is assumed to be the root of the tree (unless asymmetric cryptographic primitives can be used), BE using RKPSs caters for BE by peers -without the need for asymmetric cryptography. Furthermore, unlike most BE schemes where the identities of the revoked nodes have to be explicitly specified, BE using RKPSs allow for protecting the identities of the revoked nodes, which could be a useful property in application scenarios where privacy is a crucial issue.
Introduction
Broadcast encryption (BE) [1] provides a means of establishing shared secret between g privileged nodes, among of a set of G nodes, where g +r = G, and the r nodes which are not provided with the secret are usually referred to a revoked nodes. For situations where g << G it may be more efficient to set-up a shared secret between g nodes using g unicast transmissions. However, for scenarios where r << G (or g ≈ G) such an approach is very inefficient. BE schemes provide a very satisfactory solution for cases where r << G.
In many application scenarios [2] , BE may assume a slightly different form. The universe, or the set U, consists of all nodes in the system. Out of | U |= N nodes, there may exist a subset G 0 ∈ U of G nodes. Typically, the G nodes share a secret (a priori), privy only to the nodes in the set G 0 . The problem that BE needs to address in this case, is the efficient dissemination of a secret to all nodes in G 0 -except a subset G R ∈ G 0 of r nodes. At the end, this results in a new subset G 1 = G 0 \ G R of g = G − r nodes, which now share a secret (not available to nodes not in G 1 ).
Typically, BE is realized using some form of key predistribution, where a set of k secrets are distributed to each node in the universe of N nodes (before the system is deployed). The source of the broadcast then 1. chooses a broadcast secret K b (intended for the set G 0 ), 2. encrypts K b using n keys K e1 · · · K en , and 3. transmits n values E Kei (K b ), 1 ≤ i ≤ n.
The keys K e1 · · · K en are chosen in such a way that none of the r nodes in G R can (using their preloaded secrets) "discover" any of the keys K e1 · · · K en , while the remaining G − r nodes in G 1 = G 0 \ G R may be able to discover at least one of the secrets K e1 · · · K en , and thereby gain access to the secret K b . Typically, the source of the broadcast does not care if the nodes in U \ G 0 gain access to K b . For example, if the G nodes shared a secret K N0 before the broadcast, the shared secret between the nodes in G 1 after the broadcast may be K b ⊕ K N0 -which neither the explicitly revoked nodes in G R or the other nodes U \ G 0 can gain access to -the former do not have access to K b and the latter do not have access to K N0 .
The efficiency of BE schemes is usually measured in terms of:
1. The bandwidth needed for the broadcast. More specifically, the number of encryptions needed to securely convey the broadcast secret, and overheads, if any. 2. Resilience of the scheme to collusion of revoked nodes. 3 . Storage complexity at the receivers of the broadcast. 4 . Computational complexity for recovering the broadcast secret for each receiver. 5. Computational complexity involved in choosing the keys K e1 · · · K en by the source of the broadcast.
Efficient solutions to the problem of broadcast encryption has received a lot of attention since the problem was defined by Fiat and Noar in Ref. [1] . Most current state of the art solutions [3] - [8] are tree-based, where the source of the broadcast is assumed to be the trusted authority (TA) at the root of the tree, who distributes the secrets in the first place. However, such schemes can generally be extended to permit broadcast by parties other than the TA -if asymmetric cryptographic primitives are employed.
In this paper we consider BE using random key pre-distribution schemes (RKPS). Though RKPSs can also be deployed in a treelike hierarchy, we restrict ourselves to a "flat" deployment. We argue that BE using RKPS schemes offers many advantages over the better known tree-based BE schemes for many application scenarios. Specifically, the two primary advantages offered by RKPSs (over tree-based schemes) are:
1. they permit any node to perform BE, without the use of asymmetric cryptographic primitives 2. they permit revocation of nodes without explicitly specifying the identities of revoked nodes -which is potentially very useful when privacy is a concern.
The rest of this paper is organized as follows. In Section 2 we briefly review KPSs, with an emphasis on RKPSs. In Section 3 we provide a quantitative analysis of the efficiency of BE using RKPSs. Discussions, interpretations and comparisons with other BE schemes, and some potential applications is the topic of Section 4. Conclusions are offered in Section 5.
Key Pre-distribution
A KPS consists of a trusted authority (TA), and N nodes with unique IDs. The TA chooses P secrets R and two operators f () and g(). The operator f (), is used to determine the secrets A that are preloaded in node A. Two nodes with IDs A and B, with preloaded secrets A and B can discover a unique shared secret K AB using a public operator g() without further involvement of the TA. The restrictions on the operators f () and g() in order to satisfy these requirements can be mathematically stated as follows:
As g() is public, it possible for two nodes, just by exchanging their IDs, to execute g() and discover a unique shared secret.
As the shared secret is a function of their IDs, their ability to arrive at the shared secret provides mutual assurances to A and B that the other node possesses the necessary secrets B and A, respectively. The secrets preloaded in each node is referred to as the node's key-ring. We shall represent by k, the size of the key ring.
The primary advantage of KPSs is their ability to cater for ad hoc authentication without active involvement of a trusted authority, and without employing asymmetric cryptography. However, this advantage comes at a price. Note that in KPSs, the keys assigned to different nodes are not independent -they are all derived from the same set (TA's) keys R. Thus an attacker who has exposed keys from a finite number of nodes could compromise the entire system. For conventional key distribution schemes (KDS) (like Kerberos [10] , [11] or PKI [12] ) however, as the keys assigned to different nodes are independent, this is not the case.
However, for evolving [13] application scenarios (like MANETS [14] ) where extensive mutual co-operation of resource constrained (battery operated) nodes is necessary for their very functioning, compromise of a few nodes could affect the entire deployment. Thus there is a need to take proactive steps to control sizes of attacker coalitions (perhaps by improved technology for tamper resistance / read-proofing of devices [15] ). For securing such deployments, conventional KDSes may be an "overkill" (if the entire deployment is affected if a finite number of nodes are compromised, the fact that the KDS is not compromised does not help much). Thus KPSs, due to their inherent advantages of low resource consumption (which is also necessary as deployments of wireless devices forming MANETS are expected to include resource constrained devices), may be sufficient for securing such networks. This is perhaps the reason for renewed interest in KPSs in the recent past.
Random Key Pre-distribution Schemes
KPSs based on the concept of pre-loading subsets (say of cardinality k) of keys in each node, from a pool of P keys, has been employed by various researchers, for very different cryptographic primitives. Perhaps the earliest example is the matrix [16] key pre-distribution scheme by Gong et. al. The applications employing preloaded subsets range from discovery of shared secrets for pairwise communications [16] - [23] , and more general group communications [22] , [24] , and broadcast authentication [26] , [27] , [28] . While the earlier methods based on preloaded subsets favored deterministic allocation of keys to nodes [29] (most of them perhaps motivated by Erdos et. al's seminal work on intersections of finite sets [25] ), Dyer et al [27] was perhaps the first to point out the advantages of random allocation of subsets. A very elegant framework for analysis of the security of random preloaded subsets was also presented in [27] . Recent attempts in this direction too, [17] - [22] favor random [17] , [18] , [23] or pseudorandom [19] , [22] , allocation of keys (in this paper we shall collectively refer to them as RPS or random preloaded subsets). While all RPS based methods are essentially similar, the primary advantage of the methods which employ pseudo-random allocation of subsets, is that they provide a simple and elegant way for nodes to determine shared secrets (methods based on purely random allocation on the other hand need a bandwidth intensive shared key discovery process).
Formally, a (P, k) RPS employs a TA who chooses an indexed set of P keys K 1 · · · K P . Each node has a unique ID. The TA chooses public random function F RP S (), which when "seeded" by a node ID, yields the allocation of keys for the node. Thus for a node A (node with unique ID A)
where
The k-length sequence {A 1 , A 2 , . . . , A k } is the index of the keys preloaded in node A (or node with ID A). A is the set of secrets preloaded in A. Note that the indexes are public (as the node ID and F RP S () are public). While KPSs employing random preloaded subsets fall under the category of random KPSs, the first RKPS, LM [30] , proposed by Leighton and Micali, employs a very different idea. In the (k, L) LM scheme, the TA chooses an indexed set of k secrets K 1 · · · K k , a cryptographic hash function h(), and a public random function F LM (). For a node A,
In other words F LM () generates a k-sequence of uniformly distributed random integer values between 1 and L. The node A is preloaded with k keys. The i th preloaded key is node A is derived by repeatedly hashing i th TAs key a i times. The parameter L is the maximum hash depth. The notation i K j represents the result of repeatedly hashing of K j , i times, using a (public) cryptographic hash function h().
In HARPS [24] , Ramkumar and Memon proposed a RKPS which is a generalization of LM and RPS. In (P, k, L) HARPS, the TA chooses P keys K 1 · · · K P , and each node is loaded with a hashed subset of k keys. The TA has an indexed set of P secrets, a cryptographic hash function h() and a public random function F HARP S (). For a node A,
The first coordinate {A 1 , A 2 , . . . , A k } represents the index of the keys chosen to be preloaded in node A, and the second coordinate {a 1 , a 2 , . . . , a k }, the number of times each chosen key is hashed (using cryptographic hash function h()) before they are preloaded in the node A.
Note that LM and RPS are actually special cases of HARPS. LM is HARPS with P = k, and RPS is HARPS with L = 0 (or keys are not hashed before pre-loading).
Broadcast Encryption Using Random KPSs
As HARPS is a generalization of LM and RPS we shall only consider broadcast encryption using HARPS (the special cases easily follow). For BE using HARPS, the sender employs a subset of all secrets not covered by the union of the r revoked nodes. If we represent by R the entire set of secrets that the source has access to, and by S r the secrets covered by the union of r nodes, each of the independent secrets in R \ S r can be used to encrypt the broadcast secret K B .
Indexes 1 2 3 4 5 6 7 8
Consider the illustrative example above. The TA chooses P = 8 keys K 1 · · · K 8 , and k = 4, L = 4. In other words, each node is provided with a subset of k = 4 keys and each key has a "hash depth" between 1 and 4 (random and uniformly distributed). In the example, node A has keys with indexes i = 1, 2, 4, 6 at hash depths 4, 2, 1 and 3 respectively (or keys 4 K 1 , 2 K 2 , 1 K 4 and 3 K 6 ). The row d i is the hash depths the TA can employ for each 1 ≤ i ≤ P for encrypting K b which revokes A and B. TA can use keys On the other hand, if C is the source of the broadcast (revoking A and B) C could choose 4 K 8 for encrypting K b .
Analysis of Efficiency of Broadcast Encryption
Let us first consider the case of BE by the TA. The TA has access to all secrets K 1 · · · K P (at hash depth 0). Each of the r (to-berevoked) nodes have k < P keys each. The hash depths of the keys are uniformly distributed between 1 and L. The union of indexes of keys in all r nodes may still not contain some of the P indexes. Obviously such keys can be used by the TA for encrypting the broadcast secret (as none of the r nodes can decrypt them). For example if the key index i is not present in the union of r nodes, the broadcast secret can be encrypted safely with
Now consider a key indexed i, which however, u of the r nodes have. Let us assume that the hash depths of those u keys are
The TA could still use key dmin−1 K i to encrypt the broadcast secret. Proceeding in this fashion, the TA could now use on an average, some n j keys at each hash depth 1 ≤ j ≤ L, for encrypting the broadcast secret.
With these n = L j=1 n j keys the TA hopes to "reach" every privileged node. Some of the transmitted keys may be useful to many nodes. Most may not be useful for a particular node. Once again, while the TA can encrypt the broadcast secret with keys K 1 · · · K P (at hash depth 0), they are not useful for the purpose of reaching the nodes -none of the nodes can decipher them. Thus key indexes, where the corresponding d min = 1 in the union of the r nodes, cannot be used by the TA for encrypting the broadcast secret.
However, while it is guaranteed that none of the r nodes (even if they pool all their secrets together) can decipher the broadcast secret, there is a possibility that some of the g = G−r privileged nodes too may not be able to decrypt any of the n encryptions. We shall represent by p o , the probability that an arbitrary node among the group of g previliged nodes cannot use any of the n keys. In such an event, on an average, gp o privileged nodes may not be able to decrypt the broadcast secret. As long as p o << 1 g this may not be a serious issue.
Note that it is also possible to trade-off p o for bandwidth (n, the number of encryptions needed). For instance, the TA may decide to send only a subset of the encrypted secrets in order to meet a target p o . For the gp o nodes (on an average) that may be missed, the TA could send the broadcast secret using the secret the TA shares with every node (the secret shared between the TA and any node can be a function of all k keys in the node -as the TA has access to all secrets).
The question now is, how many secrets (on an average) does the TA need to transmit? But prior to that, we need an estimate the number of keys n j , 1 ≤ j ≤ L that the TA can use. It is easy to see that for j = L, the n j keys correspond to the keys that none of the r nodes have (at any hash depth). The probability that any node has a key indexed i is ξ = k P . Thus the probability that none of the r nodes have key i is (1 − ξ) r . In other words
Now let us evaluate the expression for n j for a general j. Let us assume that u out of r nodes have some key index i (the probability that exactly u > 0 out of r nodes have the i th key is
Under this condition, the TA can employ hash depth j for the key
Thus the probability π j that the TA employs hash depth j for key i is
and
In order to decrypt a secret encrypted with key index i at depth j, the node should have the secret i (probability ξ) at depth d ≤ j (probability j L ). Encryption keys that use higher hash depths are thus "more useful." Thus for a particular encryption key at hash depth j (or any one of the n j keys) the probability of outage is
The TA does not have to use all n = L j=1 n j keys. The TA may instead only use a subset m = L j=q n j keys. In the case the probability of outage for any node (or the probability that it cannot decipher any of the
The total number of encryption needed to convey the secret to all g = G − r nodes is therefore
The source (TA in this case) would first try to use all keys at depth j = L. If that does not yield a satisfactory p o the TA would then try adding the keys at depth j = L − 1, and so on. Thus if the broadcast uses a minimum depth of q it implies all possible encryption keys above depth q will be chosen. However, it is not generally necessary that all possible Keys at depth q are chosen. Out of the n q possible keys only n * q keys may be chosen.
If the probability of outage is p o after all possible keys
, then the choice of n * q ≤ n q would result in an overall bandwidth of
The optimal choice of n * q is therefore
resulting in an overall minimum bandwidth (number of encryptions of the broadcast secret needed for the broadcast) requirement of
As HARPS is a generalization of RPS [22] and LM [30] , extension of the results above to LM and RPS are trivial. For LM, ξ = 1. Which implies n L = 0 and
For RPS, all KPS keys (the P TA's secrets and the k secrets in each node) have the same hash depth. so only keys that none of the r nodes have (which occurs with probability (1 − ξ) r can be used -or n = P (1 − ξ) r . The probability of outage in this case is p o = (1 − ξ) n . Once again, not all n keys may be needed. Only q < n keys may be chosen in order to minimize
Or q = min
Extension of the analysis above to broadcast encryption by peers is also trivial. Note that if the source is a peer, it may not be able to use all possible n j keys at depth j that the TA can. It can use a key at depth j only if the source node has the key (probability ξ) and even if has a key for that index, the hash depth of the key should be less than or at least equal to j. Thus all we need to do is to replace n j in all the equations above by
4 Performance Evaluation Table 1 shows the performance of HARPS, RPS and LM for broadcast encryption (both by TA and by peers) for 3 different values of the group sizes (roughly a thousand, million and billion) for k = 500. For LM and HARPS, L = 64 (the largest hash depth permissible). For HARPS and RPS we assume that an optimal value of ξ = k P is chosen for each case ((for a given r and G) -the optimal value of ξ is also indicated within parenthesis for the case of G = 1024.
Some of the points worth noting are the following: 1. For small group sizes the efficiency of BE using RKPSs is significantly better than tree-based methods (the most efficient of which requires about 1.25 encryptions per revoked node. 2. The same keys can be used for various group sizes with increasing efficiency as group size reduces. For tree-based schemes the number of secrets provided to each node would depend on the maximum possible group size. Even though the same secrets can be used for smaller group sizes, they cannot be used with greater efficiency. In the example above we have used the same k = 500 for all group sizes.
However, the efficiency of BE with RKPSs depends on the size of r. For HARPS and RPS, for each r we have chosen the optimal value of ξ (the optimal value of ξ also depends on the group size G, but to a much smaller extent). For LM (by definition), ξ is always one. As it is not practical to change the value of ξ after deployment, for any deployment of RPS / HARPS (with some k, ξ), there would be an optimal choice of r.
For instance, consider a HARPS deployment optimized for r = 64 with k = 500, P = 6080, L = 64, for a group size of 1 million. While the number of revocations per node is only about 2.721 encryptions per node if r = 64, in practice smaller sizes of r need to be catered for. In general, HARPS or RPS designed for large r would perform very poorly for small r. Table  2 lists the number of encryptions needed for revoking r nodes for r = 1, 2, 4, 8, 16, 32, 64 and 128 (in terms of total number of encryptions -not number of encryptions per revoked node). Note that the same number of encryptions are needed for revoking 1 to 32 nodes! This is due to the fact that a minimum number of encryptions (145 for HARPS and 197 for RPS in this case) have to be transmitted to achieve the desired probability of outage -irrespective of the number of revoked nodes. The loss in efficiency is very high especially for small r. However, HARPS designed for some r degrades much more gracefully for larger r when compared to RPS.
While the LM scheme does not have this problem, it does not perform very well for large r (especially for large group sizes). It might appear at first sight that revocation can always be performed in smaller batches using LM (where a subset of nodes is revoked in each batch) with small batch sizes, without any loss of efficiency 1 . However, this is not desirable. While the treebased schemes by Noar et al [3] and Halevy et al [4] , are resistant to collusion of all revoked nodes even if they were revoked in different "batches", for broadcast encryption using random KPSs, the system is resistant only to collusion of all nodes in a batch.
Thus a solution to this problem may be to use many systems in parallel with different values of ξ (in practice 2 systems with xi = 1 and ξ = 0.1 may be sufficient) could be used. For example, we could use k 1 = k 2 = k 3 = k 4 = k 5 = 200, and P 1 = 200, P 2 = 400, P 3 = 800, P 4 = 1600, P 5 = 3200), or effectively k = 400 × 5 = 2000 and P = 400 + 800 + 1600 + 3200 + 6400 = 12400). Alternately a system could have P keys K 1 · · · K P , and the probability that key i is assigned to any node could be ξ i = µf (i) where µ is appropriately chosen such that 0 < µf (i) ≤ 1 and f (i) is a monotonic function of i. Figure 1 (left) plots the bandwidth required vs r (from 1 to 200) for such a hybrid HARPS deployment with k = 200 × 5 = 1000, and P = 200 + 250 + 800 + 1600 + 3200 = 6050, and L = 512, for group sizes of roughly a thousand, million and a billion. There is however a soft upper bound on the size of r (which also depends on the group size G). As r increases, it may not be possible for the TA to find enough keys to use for encrypting the broadcast, and thus will not be able to attain a low enough p o to ensure that all intended nodes can be reached. Figure 1 (right) is the plots for broadcast encryption by peers, for group sizes of a thousand and a million Broadcast encryption by peers is impractical for large group sizes and r -the number of keys a source can employ is substantially less than the number of keys the TA can.
Overheads
Apart from the encryptions of the secrets, for BE schemes the source should also indicate the identities of the revoked nodes. For revocation using random KPSs (while this can also be done), it is more efficient (both in terms of bandwidth needed and computational complexity at the receiver) to instead provide the indexes of the keys used for encryption (and additionally, their corresponding hash depths in case of HARPS and LM).
The expression for the overheads can be obtained easily by considering the entropies of the indexes and the hash depths. Let o I be the entropy of overheads for transmitting indexes of the subset of P keys that are used for encrypting the broadcast secret (n e out of P keys are used). If we define H(x) = −x log 2 (x), we have
Let O d be the entropy of the hash depths for the n e encryption keys used. Or
Typically, the overheads range between 10 to 40 bits per revoked node. However, more important than the reduced overhead (compared to tree-based schemes) is the fact that this caters for privacy -by protecting the identities of the revoked nodes.
Broadcast Authentication
In practice, broadcasts meant for revoking nodes need to be authenticated. This calls for the ability to cater for broadcast authentication. Various techniques for broadcast authentication (without employing asymmetric cryptography 2 ) have been considered in the literature. Such techniques can be divided into two main classes:
1. Instantaneous authentication techniques 2. Authentication using delayed disclosure With the first class of methods (based on key pre-distribution), broadcast authentication can be achieved by appending many key based message authentication codes (MAC) [27] , [26] - [28] , -one corresponding to each of the k keys the source node it has in its key ring (all random KPSs cater for broadcast authentication). Any verifier may be able to verify a subset of the MACs. However, such approaches have the disadvantage of large bandwidth requirements (the number of appended authentication codes, k may be high).
The second class of methods, based on one-way hash chains [31] have been investigated by various researchers [32] - [34] . With this approach, the source creates a one-way hash chain and uses a value from the hash chain to calculate the message authentication code for a message to be authenticated. Later the pre-image of the value used is made public. At this point the verifiers are assured that the source that transmitted the first message was the one who released the pre-image (as no one else can, in practice compute the pre-image of a disclosed value). However, such methods typically need to be bootstrapped from a pre-authenticated value 3 .
Thus a satisfactory solution may be to use RKPSs for bootstrapping hash-chain based techniques. In other words, the more bandwidth expensive authentication using RKPSs could be used for the first broadcast to authenticate the "commitment" key in the hash chain, and subsequent broadcasts can be authenticated by releasing pre-images of the commitment.
Pros and Cons
A summary of advantages and disadvantages of broadcast encryption using RKPSs (as opposed to state-of-the-art tree-based schemes in [3] and [4] ) are as follows 1. Advantages: (a) broadcast by peers without the use of asymmetric cryptography (b) higher efficiency for smaller group sizes (c) flexible group / universe size -no hard limit on the maximum size of groups or the total number of nodes. (d) ability to protect identity of revoked nodes. (e) lower bandwidth for overheads (f) the secrets used for broadcast encryption can also be used for mutual authentication and broadcast authentication.
Disadvantages:
(a) Limit (though soft) on the size of total number of nodes that can be revoked while still catering for resistance against collusion of all revoked nodes. (b) For very large group sizes (say a billion or above) it may be impractical for the source of the broadcast to verify if all privileged nodes can decipher the broadcast. Thus i. the source may have to sacrifice the bandwidth efficiency (by using more keys for encrypting the broadcast secret) and target a value of outage probability p o that is considerably lower than the inverse of the group size (p o << 1 G ), in order to render the probability of such an event very low, or ii. the system should cater for such "accidentally" missed nodes to approach the source and receive the secret through alternate channels (the second approach is perhaps more practical for large group sizes).
Potential Applications

Wireless Ad Hoc Network Security
Security solutions for (wireless) mobile ad hoc networks could benefit greatly if nodes in a vicinity could establish shared secrets while selectively excluding some nodes. As an example, it could be very useful in many ad hoc routing protocols if nodes could establish a shared secret with all their 2-hop neighborswhich are not provided to 1-hop neighbors [35] , [36] . This could for instance, help nodes authenticate their messages to their 2-hop neighbors and ensure that one-hop neighbors do not modify the contents of the packet they forward. This could be easily realized by a broadcast which "revokes" all one hop neighbors. In such scenarios, it is more important that the explicitly revoked nodes are denied access to the secret, than ensuring that all other nodes actually receive the secret. Obviously, the set of excluded nodes need not be based just on hop counts -there may be other reasons to choose the set of revoked nodes. For instance, in scenarios where nodes maintain a "neighborhood watch" [37] and rate the trust-worthiness of each node, nodes may need to exchange information, while shielding it from the node (or nodes) with "questionable morals".
Publish-Subscribe Systems
In publish-subscribe (pub-sub) [38] systems broadcast encryption will be very useful for distributing secrets to a set of subscribers (or more specifically revoking a set of current subscribers by providing continuing subscribers with a new secret). With the possibility of broadcast encryption by peers, any node has the ability to become a publisher, and distribute secrets to other nodes. In pub-sub systems one very important issue is protection of the privacy of publisher-subscriber relationships. Thus tree-based broadcast encryption schemes (even when they are used with asymmetric cryptographic primitives to facilitate broadcasts by peers) which need to explicitly specify the identities of the revoked nodes may not be very suitable for this purpose.
