Volatilities, in high-dimensional panels of economic time series with a dynamic factor structure on the levels or returns, typically also admit a dynamic factor decomposition. A two-stage dynamic factor model method recovering common and idiosyncratic volatility shocks therefore was proposed in Barigozzi and Hallin (2016) . By exploiting this two-stage factor approach, we build one-step-ahead conditional prediction intervals for large n×T panels of returns. We provide consistency and consistency rates results for the proposed estimators as both n and T tend to infinity. Finally, we apply our methodology to a panel of asset returns belonging to the S&P100 index in order to compute one-step-ahead conditional prediction intervals for the period 2006-2013. A comparison with the componentwise GARCH (1,1) benchmark (which does not take advantage of cross-sectional information) demonstrates the superiority of our approach, which is genuinely multivariate (and high-dimensional), nonparametric, and model-free.
Introduction
Data in high dimension unquestionably constitute one of the main challenges of contemporary statistics, and have become pervasive in most domains related with data sciences. Time series have not escaped that evolution, and the analysis of high-dimensional time series-equivalently, large crosssections of univariate time series-today ranks among the most active topics in theoretical and applied econometrics.
The most successful methods so far in the analysis and prediction of high-dimensional time series are based on the so-called factor model approach. That approach, under its various forms, is based on a (non-observed) decomposition of the observation (a large cross-section of time series with complex interrelations) into the sum of two mutually orthogonal (all leads, all lags) components: the common We thank Christian Brownlees and Haeran Cho for helpful comments.
The paper is organised as follows. In Section 2, we present the GDFM model for the stochastic processes of returns (levels) and log-volatilities, and give sufficient conditions for its existence and identification. Section 3.1 describes the estimation of the model, and Section 3.2 establishes the consistency properties (with rates) of the proposed estimators. In Section 4, we define the one-stepahead conditional prediction confidence limits and intervals. Section 5 applies our methodology to a panel of daily returns of stocks listed in the S&P100 index and investigates the resulting coverage performance. In Section 6, we conclude. Proofs are postponed to an Appendix.
Notation
For a symmetric n × n matrix A with generic (i, j) entry a ij and largest (in modulus) eigenvalue µ A 1 , let A 1 := max j=1,...,n n i=1 |a ij | and A := µ A 1 . The sub-exponential norm of a scalar random variable X is defined as X ψ 1 := sup p≥1 p −1 E[|X| p ] 1/p (see e.g. Definition 5.13 in Vershynin, 2012) . The transposed complex conjugate of a complex vector p is denoted as p † . As usual, L stands for the lag operator, such that, given a stochastic vector process {Y t |t ∈ Z}, L k Y t := Y t−k for any integer k and any t ∈ Z. Last, we denote by I(A) the indicator function of an event A.
A General Dynamic Factor Model for levels and volatilities
We throughout assume that all stochastic variables in this paper belong to the Hilbert space L 2 (Ω, F, P), where (Ω, F, P) is some common probability space. We study double-indexed stochastic processes of the form Y := {Y it |i ∈ N, t ∈ Z}, with n-dimensional sub-processes Y n := {Y it |i = 1, . . . , n, t ∈ Z}, n ∈ N. In practice, we deal with the observed finite n × T realisation
In the empirical application of Section 5, the Y it 's are observed values of daily stock returns, and we therefore call Y the "levels" process. The assumptions in Section 2.1 are mainly taken from Forni et al. (2017) , with some modifications, mostly concerning the idiosyncratic components. On the other hand, the assumptions in Section 2.2 are new and are related to the log-volatility proxies originally introduced in Hallin (2016, 2017a) .
Model and assumptions for levels
The Generalized Dynamic Factor Model (GDFM) for the levels process Y is a decomposition of Y it into
2)
where E[Y it ] stands for Y it 's expected value, and the processes u := {u jt |j = 1, . . . , q, t ∈ Z} and v n := {v it |i = 1, . . . , n, t ∈ Z} are mutually orthogonal (at all leads and lags) q-and ndimensional white noises, respectively. Call u the process of common factors or common shocks and v n the process of idiosyncratic shocks; X it and Z it are Y it 's common and idiosyncratic components, respectively. Letting X n := {X it |i = 1, . . . , n, t ∈ Z} and Z n := {Z it |i = 1, . . . , n, t ∈ Z}, equations (2.2) in vector notation takes the form
with B n (L) := (b 1 (L) . . . b n (L)) ′ , and D n (L) := diag(d 1 (L) . . . d n (L)).
More precisely, we assume that (2.1)-(2.2) hold and satisfy the following assumptions: ASSUMPTION (L1).
(i) the dimension q of u t does not depend on n; the process u := {u t |t ∈ Z} is second-order white noise, with mean 0 q and diagonal positive definite covariance Γ u ; (ii) writing b ik := (b i1k . . . b iqk ) ′ for the q × 1 coefficient of L k in b i (L), there exists a constant M 1 > 0 such that ∞ k=0 b ik k 1/2 ≤ M 1 for all i ∈ N; (iii) the process v := {v nt |t ∈ Z} is second-order white noise, with mean 0 n and positive definite covariance Γ v n ; moreover, E[v it |v is ] = 0 for all i ∈ N and t, s ∈ Z such that t > s; (iv) there exists a constant C v > 0 such that Γ v n 1 ≤ C v for all n ∈ N; (v) there exists a constant M 2 > 0 such that ∞ k=0 |d ik | k 1/2 ≤ M 2 for all i ∈ N; (vi) Cov(u jt , v is ) = 0 for all i ∈ N, j = 1, . . . , q, and t, s ∈ Z; (vii) there exists a constant M 3 > 0 such that k 1 ,k 2 ,k 3 ∈Z E[u j 1 t u j 2 ,t−k 1 u j 3 ,t−k 2 u j 4 ,t−k 3 ] ≤ M 3 for all j 1 , j 2 , j 3 , j 4 ; (viii) there exists a constant M 4 > 0 such that
for all i 1 , i 2 , i 3 , i 4 .
These assumptions are standard in the literature with the exception of part (iv) which imposes a mild form of sparsity on the covariance matrix of the idiosyncratic innovations. A similar condition can be found in Fan et al. (2013) and is empirically verified by Boivin and Ng (2006) and Bai and Ng (2008) for US macroeconomic data, and by Barigozzi and Hallin (2017b) for stock returns. As a consequence of parts (iv) and (v), the idiosyncratic components are allowed to be serially autocorrelated and mildly cross-correlated (see also Lemma 1 below). Moreover, it is easy to check that such assumption is nesting other typical conditions on the cross-sectional dependence of idiosyncratic components (see e.g. Ng, 2002, and Stock and Watson, 2002, in the static factor model case). Parts (ii) and (v) imply absolute summability of the autocovariances and therefore the existence of a purely continuous spectral density. Moreover these assumptions and existence of fourth-order moments in parts (vii) and (viii) are classical requirements for consistent estimation of the autocovariances and the spectral density (see e.g. Chapter IV, Theorem 6, in Hannan, 1970 , for the autocovariances, and the results in Section 6.2 in Priestley, 2001, and Theorem 5A in Parzen, 1957 , for the spectral density). Last, in part (iii) we also make the typical assumption of martingale difference innovations used in the GARCH literature (see e.g. Definition 2.1 in Francq and Zakoian, 2011) .
It should be insisted, however, that the GDFM is not a statistical model in the usual sense, inasmuch as, beyond the requirement of second-order stationarity, the existence of a finite (but unspecified) q, and the existence of a spectrum, it does not really impose any restrictions on the datagenerating process: as argued by Forni and Lippi (2001) and Hallin and Lippi (2013) , (2.1)-(2.2) indeed constitute a representation result rather than a model equation.
On the filters b i (L) and d i (L) we furthermore impose the following assumptions:
where φ ij (z) and θ ij (z), for all i ∈ N and j = 1, . . . , q, are finite-order polynomials;
(ii) there exists a constantφ > 1 such that φ ij (z) = 0 for all i ∈ N, all j = 1, . . . , q, and all z ∈ C such that |z| ≤φ; (iii) the coefficients θ ijk of θ ij (L) are such that |θ ijk | ≤ B X for some positive constant B X , all k ∈ N ∪ {0}, all i ∈ N, and j = 1, . . . , q;
This latter assumption is not strictly needed and could be easily relaxed to allow for infinite order autoregressive dynamics-at the expense, however, of heavier notation and longer proofs; see also Section 3.2 for a short discussion. This assumption implies that both the common and idiosyncratic components have a rational spectral density. Rational filters for the common component are also assumed in Forni et al. (2017) , while here we also assume that the idiosyncratic component admits a finite autoregressive representation. In particular, using part (iv), we can rewrite the second equation
, be the n×n spectral density matrices of the observed panel, the common, and the idiosyncratic components, respectively; the existence of those spectral densities is guaranteed by Assumption (L1). Denote by λ Y nj (θ), λ X nj (θ), and λ Z nj (θ) their respective jth largest eigenvalues-the panel, common, and idiosyncratic dynamic eigenvalues, on which we assume the following. Hereafter, "for all θ ∈ [−π, π]" or "θ − a.e." is to be understood as "for all θ but over a subset of values included in a set with Lebesgue measure zero." Similarly, sup θ∈ [−π,π] in the sequel is an essential sup, etc. ASSUMPTION (L3). There exist a positive integern and continuous functions α j and β j−1 from [−π, π] to R , j = 1, . . . , q, independent of n, and such that π] , all j = 1, . . . , q, and all n >n.
Under this assumption, the first q common dynamic eigenvalues, irrespective of the frequency θ (except possibly over a set of measure zero), are diverging linearly as n → ∞. The following results then hold for the idiosyncratic dynamic eigenvalues and those of the panel.
LEMMA 1. Under Assumptions (L1) and (L3), (i) there exists a constant C Z > 0 such that sup θ∈[−π,π] λ Z n1 (θ) ≤ C Z for all n ∈ N; (ii) there exist a positive integern and continuous functions α Y j and β Y j−1 from [−π, π] to R , j = 1, . . . , q, independent of n and such that 0 π] , all j = 1, . . . , q, and all n >n;
As a consequence of Lemma 1, identification of the model, i.e., consistently disentangling the unobserved common and idiosyncratic components, is possible, under the assumptions made in the limit, as n → ∞, thanks to the behaviour of the dynamic eigenvalues.
Based on results by Anderson and Deistler (2008) for singular vector processes with a rational spectrum, Lippi (2011) and Forni et al. (2015) prove that, for generic values of the coefficients of the filters b i (L) as defined in Assumption (L2), the space spanned by u j,t−k for j = 1, . . . , q and k ≥ 0 is the same as the space spanned by any (q + 1)-dimensional subvector of X t and its lags; moreover, those subvectors admit an autoregressive representation driven by the common shocks u t .
More precisely, any (q + 1)-dimensional subvector X ‡ t of X nt admits an autoregressive representation of the form
where A ‡ (L) is a finite-order VAR operator such that A ‡ (0) = I q+1 , u t is the vector of common shocks in (2.3), and H ‡ an appropriate (q + 1) × q matrix. On that representation, we make the following assumptions.
ASSUMPTION (L4). Let X ‡ t be an arbitrary (q + 1)-dimensional subvector of X nt : the autoregressive representation (2.5) is such that
is uniformly bounded, that is, S ‡ ≤ S for some integer S > 0 independent of n and the choice of the subvector
This assumption allows us to derive an alternative representation of the GDFM (2.2) which is particularly useful for estimation and for the construction, in Section 2.2 below, of a further GDFM for log-volatilities. Without loss of generality, let n factorise into n = m(q + 1) for some positive integer m, so that we can partition X n into m subprocesses, each of dimension (q + 1), of the form X (k) t := (X (k−1)(q+1),t . . . X k(q+1)−1,t ) ′ , k = 1, . . . , m, with superscript (k) substituted for ‡ . Each X (k) satisfies (2.5) and Assumption (L4). Defining the n × q matrix H n := (H (k) ′ · · · H (m) ′ ) ′ , we thus have the VAR representation Forni et al., 2017) . Then, we have the alternative and equivalent representation of the GDFM:
We call such representation "static" in the sense that the common shocks u now are loaded only contemporaneously and not via filters as in (2.3).
To conclude with, note that the Yule-Walker equations
characterising the S matrix coefficients of A ‡ (L) in (2.14) are well defined in view of part (v) of Assumption (L4); the same conclusion holds, blockwise, for the n -dimensional VAR (2.6).
For ease of notation, define the filtered processes
} , X * n := A n (L)X n , and Z * n := A n (L)Z n with traditional (static) covariance eigenvalues µ Y * nj , µ X * nj , and µ Z * nj , respectively. Since (2.7) is a static factor model, it is natural to make the following assumption on the eigenvalues of the covariance of X * n (see Assumption 4 in Forni et al., 2009 or Assumption 6 in Forni et al., 2017) . Unless q = 1, indeed, it does not even follow from Assumption (L3) that E(X * n X * ′ n ) has rank q. ASSUMPTION (L5). There exist a positive integern and constants a j > b j−1 , j = 1, . . . , q, independent of n such that 0 < a j ≤ µ X * nj /n ≤ b j < ∞ for all j = 1, . . . , q and all n >n.
The following results then hold for the eigenvalues µ Z * nj and µ Y * nj of the covariance matrices of Z * n and Y * n , respectively. LEMMA 2. Under Assumptions (L1), (L3), (L4), and (L5),
. , q and all n >n;
Model and assumptions for volatilities
We define the vector of common innovations (at time t) as the n-dimensional vector e nt := (e 1t , . . . , e nt ) ′ := H n u t ;
for n > q, the processes e n := {e nt |t ∈ Z}, n ∈ N clearly are singular. Then, letting s it := e it + v it , our log-volatility proxy is h it := log s 2 it = log(e it + v it ) 2 , (2.9) yielding the double-indexed stochastic process h := {h it |i ∈ N, t ∈ Z}, with n-dimensional subprocesses h n := {h it |i = 1, . . . , n, t ∈ Z}. We call h the "log-volatilities" process. Similar definitions are used in Engle and Marcucci (2006) and our previous work (Barigozzi and Hallin, 2016 , 2017a ,b, and Barigozzi et al., 2018 . In order for such processes to be well defined we make the following assumption.
ASSUMPTION (V0). For all i ∈ N and t ∈ Z, |s it | > 0 almost surely.
This assumption makes sure that no cancellation can happen between common and idiosyncratic innovations; it is required, since e i and v i , although mutually orthogonal by Assumption (L1.vi), need not be mutually independent (assuming, for instance, that e i and v i are absolutely continuous is not sufficient).
Assuming a GDFM with Q factors for the log-volatilities, we obtain
where E[h it ] is h it 's expected value, χ it and ξ it are h it 's common and idiosyncratic components, and the processes ε := {ε jt |j = 1, . . . , Q, t ∈ Z} and ν n := {ν it |i = 1, . . . , n, t ∈ Z}, n ∈ N are mutually orthogonal (at all leads and lags) Q-and n-dimensional white noise, respectively. Note that a GDFM for log-volatilities implies a multiplicative GDFM representation
for the volatilities themselves. Letting χ n := {χ it |i = 1, . . . , n, t ∈ Z} and ξ n := {ξ it |i = 1, . . . , n, t ∈ Z}, equations (2.11) in vector notation take the form
. . . f n (L)) ′ and G n (L) := diag(g 1 (L) . . . g n (L)).
The following assumptions then are the analogues, for log-volatilities and (2.10)-(2.11) , of Assumption (L1).
ASSUMPTION (V1).
(i) The dimension Q of ε t does not depend on n; the process ε := {ε t |t ∈ Z} is second-order white noise, with mean 0 Q and diagonal positive definite covariance Γ ε ;
iii) the process {ν nt |t ∈ Z} is second-order white noise, with mean 0 n and positive definite covariance Γ ν n ; moreover, E[ν it |ν is ] = 0 for all i ∈ N and and t, s ∈ Z such that t > s; (iv) there exists a constant C ν > 0 such that Γ ν n 1 ≤ C ν for all n ∈ N; (v) there exists a constant M 6 > 0 such that ∞ k=0 |g ik | k 1/2 ≤ M 6 for all i ∈ N; (vi) Cov(ε jt , ν is ) = 0 for all i ∈ N, j = 1, . . . , q, and t, s ∈ Z;
The same comments made for Assumption (L1) apply here. Moreover, note that all moments of log-transforms of heavy-tailed variables exist and are finite, even for stable distributions (see e.g. Theorem 5.8.1 in Uchaikin and Zolotarev, 2011) . Pursuing with assumptions, the following one is the log-volatility counterpart of (L2).
ASSUMPTION (V2).
(
, for all i ∈ N and j = 1, . . . , Q, are finite-order polynomials; (ii) there exists a constant φ > 1 such thatφ ij (z) = 0 for all i ∈ N, all j = 1, . . . , Q, and all z ∈ C such that |z| ≤ φ; (iii) the coefficientsθ ijk ofθ ij (L) are such that |θ ijk | ≤ B χ for some constant B χ > 0 and all i ∈ N, j = 1, . . . , Q, and k ∈ N ∪ {0}; (iv) g i (L) is of the form p −1 i (L) where p i (z), for all i ∈ N, is a finite-order polynomial, p i (0) = 1 and p i (z) = 0 for all z ∈ C such that |z| ≤ 1.
Assumptions (V2.iv) implies that we can rewrite (2.11) also as
(2.13)
As in the case of levels, this assumption could be relaxed to allow for an infinite autoregressive order. Let Σ h n (θ), Σ χ n (θ), and Σ ξ n (θ), θ ∈ [−π, π] denote the n × n spectral density matrices of h n , its common and its idiosyncratic components, with j-th largest eigenvalues λ h nj (θ), λ χ nj (θ) and λ ξ nj (θ), respectively. As in (L3), we assume the following. ASSUMPTION (V3). There exist a positive integern and continuous functionsα j (θ) andβ j−1 (θ) from [−π, π] to R , j = 1, . . . , Q, such that 0 <β j−1 (θ) <α j (θ) ≤ λ χ nj (θ)/n ≤β j (θ) < ∞, θ-a.e. in [−π, π], all j = 1, . . . , Q, and all n >n.
Finally, the analogue (V4) of (L4) again is based on the representation results in Forni et al. (2015) : any (Q + 1)-dimensional subvector χ ‡ t of χ nt admits an autoregressive representation of the form
where M ‡ (L) is a finite-order VAR operator such that M ‡ (0) = I Q+1 , ε t is the vector of common shocks in (2.12), and R ‡ an appropriate (Q + 1) × Q matrix. On that representation, we make the following assumptions:
is uniformly bounded, that is,S ‡ ≤S for some integerS > 0 independent of n and the choice of the subvector χ ‡ t ; (iii) det[M ‡ (z)] = 0 for all z ∈ C such that |z| ≤ 1; (iv) the (Q + 1) × Q matrix R ‡ has full rank Q; (v) denoting by Γ χ ‡ h the lag-h autocovariances of χ ‡ := {χ ‡ t , t ∈ Z} and defining V ‡ analogously to C ‡ in (L4), det(V ‡ ) >d > 0, whered is independent of the choice of the subvector χ ‡ t . Now, Assumption (V4) implies [M n (L)] −1 R n = F n (L), so that, assuming without loss of generality n =m(Q + 1) (withm = m if Q = q) and defining a block-diagonal autoregressive operator M n (L) the way we defined A n (L) in the previous section, we can rewrite the GDFM for log-volatilities under the static form
(2.15) After defining, with obvious notation, the filtered processes h * n :
, χ * n := M n (L)χ n , and ξ * n := M n (L)ξ n , with (static) spectral eigenvalues µ h * nj , µ χ * nj , and µ ξ * nj , we conclude with the analogues of (L5) and Lemmas 1 and 2 for the log-volatility panels. ASSUMPTION (V5). There exist a positive integern and constantsã j >b j−1 > 0, j = 1, . . . , Q, independent of n such that 0 <ã j ≤ µ χ * nj /n ≤b j < ∞ for all j = 1, . . . , Q and all n >n. We the have the following.
LEMMA 3. Under Assumptions (V0), (V1), (V3), (V4), and (V5), (i) there exists a constant C ξ > 0 such that sup θ∈[−π,π] λ ξ n1 (θ) ≤ C ξ for all n ∈ N;
(ii) there exist a positive integern and continuous functions α h j (θ) and β h j−1 (θ) from [−π, π] to R , j = 1, . . . , Q, independent of n and such that 0 π] , all j = 1, . . . , Q, and all n >n;
3 Estimation, consistency, and rates
Hereafter, the terminology "estimation", "estimator", etc. is used, in an orthodox way, for data-driven quantities attempting at evaluating parameters (covariances, spectra, loadings, . . . ) but also, with a slight abuse, for data-driven quantities attempting at reconstructing unobserved variables (such as common factors, common and idiosyncratic components, . . . ). All those "estimators", which are Y n,T -measurable random variables (hence depend both on n and T ) are carrying "hats".
Summary of estimation
Estimation proceeds in two parts. The first part deals with the observed n × T panel Y n,T of levels, and follows along similar lines as in Forni et al. (2017) , yielding estimated log-volatility proxies; the second part consists in repeating the same estimation steps, now based on those estimated logvolatility quantities. Global consistency of the procedure is discussed in the next section, along with further necessary conditions. To start with, we assume that q and Q are known-an assumption we are relaxing later on. For simplicity of notation, we also assume Y n and h n to be centred, i.e., to have zero mean; in practice, sample means are to be subtracted in order to obtain centred variables-which has no impact on consistency nor consistency rates.
Here is a detailed list of the steps required for estimation.
(L.i) To start with, compute the lag-window estimator
is the usual lag-k sample autocovariance matrix of levels and K is a suitable kernel with bandwidth B T (see Assumption K below and Section 5 for details). We here adopt the common choice of a Bartlett kernel
but other classical kernels are also possible.
(L.ii) Collect the q normalised column eigenvectors associated with Σ Y n (θ h )'s q largest eigenvalues into the n × q matrix P Y n (θ h ), and collect the corresponding eigenvalues into the
as an estimate of the spectral density matrix of the level-common component process X n .
(L.iii) By inverse Fourier transform of Σ X n (θ h ), estimate the autocovariance matrices of X n :
(L.iv) Assuming, for simplicity 1 , that n = m(q + 1), consider the m diagonal (q + 1) × (q + 1) blocks of the Γ X nk 's. For each block, estimate, via Yule-Walker methods, the coefficients of a (q + 1)-dimensional VAR model (order determined via AIC or BIC). In other words, compute the sample analogue of (2.8). This yields, for the ℓ-th diagonal block, an estimator A (ℓ) (L) of the autoregressive filter A (ℓ) (L) appearing in Assumption (L4), hence an estimator A n (L) of the VAR filter A n (L). The resulting estimated filtered process and its estimated covariance
Projecting Y * nt onto the space spanned by the columns of Q Y * n provides an estimate e n of the innovation process e n . Taking into account the set of identifying restrictions described in Assumption (I) below, we obtain the estimators
Our estimator of the dynamic loadings then is B n (L) := A −1 n (L) H n , where we truncate the filter A −1 n (L) at some finite lagk 1 . From this we obtain an estimator X nt := B n (L) u t of the common component.
(L.vi) The resulting estimator of the idiosyncratic component is Z nt := Y nt − X nt . Fitting a univariate AR model (order determined via AIC or BIC), either by least squares or via Yule-Walker methods, to each of the n components of Z nt yields estimators v n of the residuals and C n (L) of the diagonal matrix of coefficients from which we also obtain D n (L) := C −1 n (L) with C −1 n (L) truncated at some finite lagk 2 .
(R) For all i = 1, . . . , n and t = 1, . . . , T , let s it := e it + v it and define the estimated log-volatility proxies as capped values of log( s 2 it ):
where κ T > 0 is a sequence of constants to be chosen in order to make our proxy robust to the log-transform. Note that consistency of our estimation procedure requires an adaptive choice of κ T , depending on the sample size as explained in Assumption (R) below. In particular, κ T must be strictly positive for consistency to hold; however, in Section 5 we show that, when analysing real data, that capping step seems to have little impact.
. . , T the n-dimensional vector of log-volatility proxies and compute the lag-window estimator
Here again we adopt the Bartlett kernel, with bandwidth M T , which could be different from B T in step (L.i) (see Assumption (K) below and Section 5 for details).
and R n , from which we compute
while from (V.vi) we obtain ν n and P n (L), hence G n (L) := P −1 n (L). As before, M −1 n (L) and P −1 n (L) are truncated at finite lagsk * 1 andk * 2 . An important remark needs to be made here. The cross-sectional ordering of the panel has an impact on the selection of the diagonal blocks in steps (L.iv) and (V.iv) and the possible dropping of n − ⌊n/(q + 1)⌋(q + 1) (respectively, n − ⌊n/(Q + 1)⌋(Q + 1)) series at the end of the panel; see the footnote remark in (L.vi). Each cross-sectional permutation of the panel, thus, would lead to distinct estimators-all sharing the same asymptotic properties. A Rao-Blackwell argument (see Forni et al., 2017 for details) suggests aggregating these estimators into a unique one by simple averaging (after obvious reordering of the cross-section) of the resulting estimated shocks. Although averaging over all n! permutations is clearly unfeasible, as stressed by Forni et al. (2017) and verified empirically also in Forni et al. (2018) , a few of them are enough, in practice, to deliver stable averages (which therefore are matching the infeasible average over all n! permutations).
Finally, prior to the estimation procedure just described, we need a preliminary step determining the numbers q and Q of common shocks. This can be done by means of the information criteria proposed by Hallin and Liška (2007) and applied on the panels Y n and h n , respectively. The resulting data-driven estimators q and Q converge in probability to q and Q, respectively. Since q and Q are integers, this means that, for any ǫ > 0, there exist n(ǫ) and T (ǫ) such that, for all n > n(ǫ) and T > T (ǫ), q = q and Q = Q with probability larger than 1 − ǫ. Hence, in Section 3.2 below, we safely can assume that q and Q are known.
Consistency and rates
Consistency of the estimators of the GDFM model for levels is proved in Forni et al. (2017) . Some differences exist, though, between their approach and ours. First, Forni et al. (2017) make slightly weaker assumptions on idiosyncratic serial dependence and, by exploiting results in Wu and Zaffaroni (2018) on spectral density estimation, they derive their consistency results under the constraint that B T log B T /T → 0 as T → ∞. A more classical approach is adopted here, based on Assumptions (L1) and (V1), which as a consequence requires mildly stronger constraints on the range of admissible values for the bandwidths B T and M T . Specifically, we require the following.
Note that for T ≃ 1000 as in our empirical study, the range of admissible bandwidths is still such that most of the serial dependence in the data is captured when estimating the spectral density (see Section 5 for more details on the choice of the bandwidths).
Second, the results in Forni et al. (2017) hold pointwise in t, which is not sufficient for our needs when it comes to prove consistency in the second part of the estimation procedure. Indeed, we need uniform (over all t ∈ {1, . . . , T }) consistency of the estimators of the common and idiosyncratic components. For this reason, we make additional assumptions on the distribution of common and idiosyncratic components.
This assumption is equivalent to an assumption of sub-exponential tails of the common factors and the normed linear combinations of idiosyncratic components. Examples of sub-exponential distributions are the Pareto, α-stable, and Weibull distributions, which all are heavy-tailed. Clearly, all sub-Gaussian distributions are also sub-exponential.
Two remarks on (T.iii) and (T.iv) are in order here (see Sections 5.2.4 and 5.2.5 in Vershynin, 2012 for details). First, note that by letting w n = (0 . . . w i . . . 0) ′ , with w i = 1 for a given i, those assumptions imply that each idiosyncratic component has marginal sub-exponential distribution. Second, an implication of Lemmas 2 and 3 is that vectors of the form w ′ n Z n and w ′ n ξ n have finite variance for all n, a necessary condition for pointwise consistency. However, (T.iii) and (T.iv) are stricter on idiosyncratic cross-sectional dependence, since they control all moments of normed linear combinations of idiosyncratic components. Indeed, since the common components X n and χ n are recovered by aggregation across the n elements of Y n and h n , respectively, uniform consistency requires limiting the contribution of the tails of the distribution of cross-sectional averages of idiosyncratic components.
Finally, since factors and factor loadings are not separately identified, we can, without loss of generality, impose the following assumptions, which are just identification constraints (see Forni et al., 2009 for similar conditions). ASSUMPTION (I). (i) Denoting by P X * n the n × q matrix of normalized column eigenvectors corresponding to the q largest eigenvalues of the covariance matrix of X * n , put H n := √ nP X * n and u t := P X * n ′ X * n / √ n;
(ii) denoting by P χ * n the n × Q matrix of normalized eigenvectors corresponding to the Q largest eigenvalues of the covariance matrix of χ * n , put R n := √ nP χ * n and ε t :
In other words, Assumption (I) requires the common factors u t (ε t ) to be the (non-normalised) principal components of X * n (χ * n ). Note that, under Assumption (I), both the factors and their loadings depend on n; their product, however, does not, which is particularly convenient and simplifies the proofs. Other identification constraints are commonly used in principal component analysis (see e.g. Fan et al., 2013) ; they do not affect the results below, but lead to much heavier notation.
The consistency properties of the estimated GDFM for the levels as described in steps (L.i)-(L.vi) are as follows.
, and (I), and if n = O(T ζ ) for some finite ζ > 0 as n and T → ∞, there exists a q × q diagonal matrix J with entries ±1, such that
In particular, notice that parts (c) and (d) of Proposition 1 are proved under Assumption (V2.iv) of a finite-order autoregressive representation for the idiosyncratic component. If, however, we allowed for infinite-order autoregressions, the proofs of parts (c) and (d) should address the truncation error due to fitting a finite-order AR model. For simplicity, we do not consider this case here; consistency still could be proved, but with rates depending on the rate of decay of the autocovariances of idiosyncratic components, as shown for example in den Haan and Levin (1997) .
As for the global consistency properties (after the second estimation step), we need a final condition on the choice of the sequence κ T in step (R).
Moreover, there exist a positive integerT and constants 1 < ϕ and 0 < c ≤ c, independent of n, such that c ≤ κ T log ϕ T ≤ c for all T >T .
The intuition beyond this assumption is as follows. As shown in Appendix A.4, an immediate consequence of Proposition 1 is that the volatility proxies are consistently estimated, namely,
Now, setting κ T = 0 in step (R), then, due to the log-transform, uniform consistency of h it becomes problematic when s it gets "close to zero". For this reason, we need κ T > 0. The set T i;nT is that of all time points {1, . . . , T } at which s it is close to zero, and uniform consistency of h it for t ∈ T c i;nT straightforwardly follows from uniform consistency of s it . On the other hand, the sets T i;nT should not contain too many time points, and have cardinality going to zero at appropriate rate-whence Assumption (R). In particular, we suggest to choose κ T of the order of log −ϕ T for all i. Although we do not have theoretical results justifying this choice of κ T in practice, simulation-based results (see Appendix B) indicate that, the condition on the cardinality of the sets T i;nT is indeed satisfied for κ T decreasing logarithmically in T .
Consistency of the estimated GDFM for log-volatilities as described in steps (R) and (V.i)-(V.vi) then follows. 
The same comments as for part (c) and (d) of Proposition 1 also apply here to parts (c) and (d).
Conditional prediction intervals
Before describing our prediction intervals, let us summarise here the main notation developed in the previous sections. Given an observed dataset of size n × T , we have, for the levels,
where d i0 = 1 because of (2.4), and, for the log-volatilities,
where g i0 = 1 because of (2.13).
The optimal one-step-ahead linear predictors of level Y it and log-volatility h it are thus
with innovations s it and ω it , respectively. As a consequence, the level innovations are s it = exp h it /2 sign(s it ) = exp h it|t−1 /2 exp ω it /2 sign(s it ).
We therefore define a one-step-ahead predictor of the volatilities as s it|t−1 := exp h it|t−1 /2 , with associated "multiplicative innovations"
w it := exp ω it /2 sign(s it ).
Note, however, that, due to the nonlinear nature of the exponential transformation from h i to s i , this multiplicative decomposition of volatilities into a predictor and an "innovation" does not enjoy (in the space of volatilities) the traditional L 2 optimality properties; those properties hold for their logarithms, though. Next, denoting by q(α; w i ) the α-quantile of w i := {w it |i = 1, . . . , n, t = 1, . . . , T } (which, by stationarity, does not depend on t), theoretical lower and upper confidence bounds with confidence level (1 − α) ∈ (0, 1) are
respectively. Note that, Y it|t−1 lies above L it|t−1 (α) for α < P[w it ≤ 0], and lies below U it|t−1 (α) for α < 1 − P[w it ≤ 0]. Confidence intervals with coverage probability (1 − α) similarly can be constructed as
Clearly, the lower bound L it|t−1 (α) provides a measure of the Value-at-Risk of level α at time t, which we denote as VaR t (α) := −L it|t−1 (α) (see Section 12.3.1 in Francq and Zakoian, 2011 for a review). 2 When the model is estimated from a n × T observed panel, the empirical counterparts of Y i,T +1|T and h i,T +1|T for i = 1, . . . , n are
and we accordingly define s i,T +1|T := exp h i,T +1|T /2 ; based on the estimates s it and ω it of s it and ω it , let w it := exp ω it /2 sign( s it ).
For any i, denote by w i(1) , . . . , w i(T ) the order statistic of w i1 , . . . , w iT ; the empirical quantile w i(⌈T α⌉) then can be used as an estimator of q(α; w i ). Empirical versions of the confidence limits and intervals (4.2) and (4.3) are
with α ± < 1/2 and α − + α + = α ∈ (0, 1). Once confidence regions have been constructed, it is important to evaluate their actual coverage performance. For this, it is useful to define the conditional coverage indicators-for confidence intervals,
For a given i, we say that I i,T +1|T (α) provides the correct coverage if
which is equivalent (see e.g. Lemma 1 in Christoffersen, 1998) to the hypothesis that
That hypothesis can be tested against alternatives of insufficient coverage probability values, against non-sharp confidence limits, or against alternatives of serial dependence. We refer to Section 5.3 for details and implementation.
Interval prediction for S&P100 returns
In this section, we apply our methodology to a panel of n = 90 daily returns of stocks from the Standard & Poor's 100 Index. Data are observed from January 4, 2000 to September 30, 2013, for a total of T = 3456 observations. We run a pseudo-out-of-sample forecasting exercise by estimating the model using data over the period t = 1, . . . , τ , with τ = (T − M ), . . . , (T − 1) and M = 1948, corresponding to an evaluation period running from January 3, 2006 through September 27, 2013. For each value of τ , we estimate the n = 90 one-step-ahead prediction intervals as defined in (4.4). The data cover the following sectors (in parenthesis the number of series in each sector): Consumer Discretionary (11), Consumer Staples (10), Energy (12), Financials (13), Health Care (11), Industrials (14), Information Technology (12), Materials (3), Telecommunications Services (2), Utilities (2) (see Appendix C for the names of individual stocks). Although we should, in principle, fully re-estimate the whole model at each of the M iterations, some quantities were kept fixed throughout the exercise. In particular, when applied to the full n × T panel, the Hallin and Liška (2007) criterion returns q = 3 common factors for the level panel and Q = 2 common factors for log-volatility panel: those values are used in all subsequent analyses. We also choose the bandwidths by minimising, over a grid of possible bandwidth values, the mean-squared-errors The estimation of the GDFM is based on 10 cross-sectional permutations, as explained at the end of Section 3.1. Finally, regarding the choice of the capping constant κ T , we choose κ T ∈ {0, 0.1, 0.25, 0.5} irrespective of i; note that, with reference to Assumption (R), we have log −1 T = 0.12. Also note that, on the average across the M iterations, 6% (out of the total nτ observations) are capped when κ T = 0.1, 14% when κ T = 0.25, and 27% when κ T = 0.5.
For any given sample size τ , we compute quantiles of w i using ( w i,τ −ℓ+1 , . . . , w i,τ ), where we set ℓ ∈ {126, 252, 504, τ }, hence using either the past six months, one year, or two years of available data, or using all available past observations. We denote the vector made of just the most recent ℓ observations as w (ℓ) i so that w (τ ) i coincides with w i . Then, for levels α ∈ {0.32, 0.2, 0.1, 0.05, 0.01} and window sizes ℓ, and for τ = (T − M ), . . . , (T − 1), we obtain the estimates
Coverage performance: qualitative analysis
For each of the n = 90 series considered we compute the proportions
of coverage violations in the upper and lower tails, the coverage frequency
and the average interval length
. Table 1 reports, for α + = α − = α/2 with α ∈ {0.32, 0.2, 0.1, 0.05, 0.01} (corresponding to coverage levels 68%, 80%, 90%, 95% and 99%) and κ T ∈ {0, 0.1, 0.25, 0.5}, the cross-sectional averages V 
, which is a qualitative confirmation of the validity of our methodology (see Section 5.3 for more formal validation). Three remarks emerge from these results. First, regarding the sensitivity of our procedure to capping, lower values of κ T , in general, provide better results when α is higher, while larger values of κ T provide better results for lower values of α; in all cases, κ T = 0.5 yields a mostly conservative coverage frequency higher than (1 − α). In particular, note that the choice of κ T = 0 (no capping at all), although ruled out by Assumption (R), still provides very good results. Second, setting ℓ = τ , that is, considering the entire past history to compute quantiles apparently is not the best strategy, and shorter horizons ℓ seem preferable. This finding is possibly related to some time variation in the distribution of the innovations of log-volatilities at horizons longer than one year. Third, for any given α, shorter intervals are obtained when setting ℓ = 252 or 504 regardless of the choice of κ T . Overall, choosing κ T = 0.1 and ℓ = 252 or 504 works best for α = 0.32 and 0.2, while κ T = 0.25 and ℓ = 126 or 252 works best for α = 0.1, 0.05, and 0.01.
In Figures 1 and 2 , we set κ T = 0.25 and ℓ = 252 and we show (in grey) Y i,τ +1 for some selected individual stocks, together with (in red) the estimated upper and lower bounds of the 90% one-stepahead prediction interval, i.e. U 
Coverage: comparison with GARCH
The novelty of our prediction intervals is that they are exploiting the information contained in the available cross-section of n = 90 stocks. This is in sharp contrast with the usual GARCH approach, which is strongly univariate, and disregards cross-sectional information by analysing the n series one by one. Moreover, estimating 90 univariate GARCH models requires much more computing time than estimating our model. GARCH nevertheless constitute the more common practice in this context, and serves as a natural benchmark. We therefore compare our prediction intervals with those obtained by fitting, via quasi-maximum likelihood, univariate GARCH(1,1) models to all series in our panel. Specifically, for each series i, we estimate the model (T − 1) , we obtain estimated parameters ω i , γ i and β i , from which we compute the estimated volatilities σ 2 it and the innovation values ǫ it = Y it / σ it , t = 1, . . . , τ . Innovation quantiles are computed from ( ǫ i,τ −ℓ+1 , . . . , ǫ i,τ ), where as before we set ℓ ∈ {126, 252, 504, τ }. Then, for any given level α and window size ℓ, and for τ = (T − M ), . . . , (T − 1), given the onestep-ahead volatility predictor σ 2 i,τ +1|τ = ω i + γ i Y 2 i,τ + β i σ 2 i,τ , we compute the the upper and lower confidence bounds i,τ +1|τ (α)). Based on these quantities, we then compute, for α ∈ {0.32, 0.2, 0.1, 0.05, 0.01}, the proportions of coverage violations in the upper and lower tail, denoted as V (ℓ)GARCH i,+ (α/2) and V (ℓ)GARCH i,− (α/2), respectively, the empirical coverage frequency, denoted as C (ℓ)GARCH i (α), and the average interval length, denoted as L (ℓ)GARCH i (α). Averages of these quantities over the n series under study are shown in Table 2 . Inspection of this table reveals that the GDFM performances are slightly better than the GARCH ones in terms of coverage frequencies, based on similar interval lengths. This, however, is mainly a descriptive and, due to cross-sectional dependence, somewhat misleading assessment, which ideally should be reinforced into a more formal testing analysis. A formal comparison between the GDFM and GARCH(1,1) coverage performances should take into account the fact that the coverage results of the two methods, for given i and τ , are not independent. The situation is quite similar to that of comparing paired proportions, where tests are to be carried out on the basis of the traditional McNemar (1947) test. For given α and ℓ, consider, for all i, the events (discordant GDFM and GARCH coverage results)
Consider the null hypothesis under which the indicators of a successful interval prediction in both methods are i.i.d. Bernoulli, with identical (but otherwise unspecified) coverage probabilities. The McNemar test of that hypothesis is conditioning on the sum n Table 3 reports the McNemar empirical rejection frequencies (over the n = 90 series)-in favour of a better GDFM coverage in the left-hand panel, in favour of a better GARCH coverage in the righthand one. We consider the cases in which α = 0.1 or 0.05, ℓ = 126 or 252, κ T = 0.25 (for the GDFM), and when testing at significance levels δ = 0.1, 0.05, and 0.01. Irrespective of ℓ and α, the GDFM approach appears to very consistently and significantly outperform the GARCH one.
Coverage: backtesting
As explained in Section 4, a formal assessment of the validity of our approach can be based on the backtesting procedure proposed by Christoffersen (1998) . The idea consists in testing the null hypothesis (4.6) under which the H i,τ +1|τ (α)'s (the indicators of a successful interval prediction) are i.i.d. Bernoulli(1−α). Depending on the objectives, several alternatives can be considered. One can be interested (Section 5.3.1) in the validity of interval prediction or we are interested in the sharpness of the nominal coverage level. Else, one may consider (Section 5.3.2) alternatives of serial dependence. Or, those two issues can be combined (Section 5.3.3) by merging those alternatives.
Irrespective of the alternative, however, it should be insisted that all those tests-one for each cross-sectional item-are intrinsically univariate. When simultaneously performing several or all of them, one should be extremely cautious with the interpretation of the results. The tables we are providing below are reporting empirical rejection frequencies (over the n = 90 series). Those n tests, however, are not deterministically interrelated (as they would be if the prediction intervals were based on the quantiles of common shocks only); hence, they are not about testing the validity of joint prediction intervals with global asymptotic coverage level (1 − α). Neither are they mildly interrelated (as they would be if the prediction intervals were exclusively based on idiosyncratic quantiles), providing joint prediction intervals with global asymptotic coverage level of the order of (1 − α) n . High rejection frequencies across the n series thus do not imply bad forecasting properties, but can result from complex cross-sectional dependencies. A standard attitude would consist in adopting a Bonferroni or a Šidák correction; for n = 90, and for a global testing level of 1%, this would lead to implementing the n = 90 individual tests at an overly conservative level δ ≈ 0.0001 = 10 −4 -a level at which none of the null hypotheses under study is rejected.
All tests below are performed for κ T = 0.25, α = 0.1 or 0.05, ℓ = 126 or 252; testing significance levels are δ = 0.1, 0.05, and 0.01.
Testing for valid or sharp conditional coverage probabilities
If we are interested in the validity of interval prediction, the relevant testing problems are (one-sided)
(5.1) 
Both testing problems (5.1) and (5.2), admit a level-δ uniformly most powerful solution, rejecting H 0i whenever the test statistic
falls below the binomial Bin(M, 1 − α) quantile of order δ when testing (5.1), or above the Bin(M, 1 − α) quantile of order (1 − δ) when testing (5.2). Since M is large, the same tests are well approximated by rejecting H 0i whenever the proportion n with asymptotic χ 2 (1) null distribution (as M → ∞). 3 Table 4 reports the empirical rejection frequencies (over n = 90 series) when testing (5.1) (lefthand panel) and (5.2) (right-hand panel), respectively and using the normal approximation of the binomial. The general comments above apply when interpreting those tables: the only valid global conclusions are those resulting from Bonferroni or Šidák corrections, which do not lead to any rejections.
Testing against serial dependence
If the alternative of interest is serial dependence among coverage indicators, we propose considering, for each individual stock i, alternatives of binary first-order Markov dependence. More precisely, defining the transition probabilities
we consider the testing problem (with unspecified unconditional probability p i (α) of correct coverage) H 0i : p 01,i (α) = p 11,i (α) =: p i (α) versus H 1i : p 01,i (α) = p 11,i (α); (5.4) note that p 01,i (α) = p 11,i (α) automatically implies p 00,i (α) = p 10,i (α). Defining
the statistics π 
are estimating the transition probabilities p hk,i (α) under the alternative. Log-likelihoods under the null and the alternative are
respectively. For any given i, α and ℓ, thus, we can construct a likelihood-ratio test for (5.4), based on the asymptotically χ 2
(1) null distribution (as M → ∞) of LR 1i (α) − L 0i (α) (see also Section 3.2 in Christoffersen, 1998) . More general alternatives, involving higher-order serial dependencies, could be considered as well, based on the tests proposed by Dufour et al. (1998) .
In Table 5 (left-hand panel), we report the proportions of rejections (over the n series) when testing (5.4). The same remarks apply as in the interpretation of Table 4 .
Combined test
Combining the above tests, a likelihood ratio test (given i, α, and ℓ) for H 0i : p 01,i (α) = p 11,i (α) = (1−α) versus H 1i : p 01,i (α) = p 11,i (α) or p 01,i (α) = p 11,i (α) = (1−α) (5.5) can be based on the asymptotically χ 2
(2) (as M → ∞) null distribution of
ind,i (α) (see also Section 3.3 in Christoffersen, 1998) . The fraction of rejections (over n series) when testing (5.5) is reported in Table 5 (right-hand panel). The same remarks as in Table 4 still apply. 
Discussion
In Table 6 , we report (four panels, according to the values of α and ℓ) the ten individual series for which the four tests above return the most significant rejections. Rejecting in (5.1) the null hypothesis of a valid coverage ("small" values of n (ℓ) 1i /M ) means that the approximations we are making in the construction of the intervals lead to a loss of prediction accuracy for that specific series: the intervals for that series are not wide enough-equivalently, their actual coverage probability is less than the nominal (1 − α) level. The series listed in the first column of each panel thus are "hardest to predict". Among them are stocks belonging to the Financial sector, as America International Group (AIG), Bank of America (BAC), and Citigroup (C). These series, in particular, were among those mostly affected by the great financial crisis. Rejecting in (5.2) the null hypothesis of a sharp coverage("large" values of n (ℓ) 1i /M ) also means that the approximations we are making in the construction of the intervals lead to a loss of prediction accuracy for that specific series, now in the sense that we could do better: the intervals for that series are too wide-their actual coverage probability is more than the nominal (1 − α) level. The series listed in the second column of each panel thus are "easiest to predict". Among them, stocks belonging to the Energy and Consumers sectors, as Exxon Mobil (XOM), Cisco Systems (CSCO), and McDonalds (MCD).
When testing against serial dependence, rejection ("large" values of LR (ℓ)
ind,i (α)) indicates that the predictive information available in past observations has not been fully exploited in the construction of the prediction intervals. This could be the case, for example, if some informative idiosyncratic crosscorrelation is available: idiosyncratic cross-correlations indeed are not captured by our univariate autoregressive modelling of idiosyncratic components. Alternative multivariate models for idiosyncratic components, such as sparse VAR, are likely to improve on this (see e.g. the approach proposed in Barigozzi and Hallin, 2017b) , and could be incorporated into our two-step GDFM approach. We do not explore this any further in this paper, though. Such dependencies could be related to sectoral co-movements which, being specific to some restricted sector, are not captured by the market-wide factors. This seems to be the case especially for Financial and Energy stocks. A symptom of that phenomenon is the fact that the explained variance of the common component of the Financial stock returns is about 30% less than the variance explained by the common component of all other stock returns. The importance of this idiosyncratic variation, which is not accounted for by our approach, may explain why combined tests of correct coverage and independence exhibit, for Financial stock returns, high rejection frequencies.
Conclusions
In this paper, we consider a two-step GDFM approach for jointly modelling stock returns and their volatilities in order to build conditional prediction intervals. A careful study of the consistency prop-erties (as the cross-sectional dimension n and the sample size T both tend to infinity) of the resulting estimators is conducted. Those results are the theoretical foundation of our previous work (Barigozzi and Hallin, 2016 , 2017a ,b, and Barigozzi et al., 2018 , and are used in the construction of one-stepahead prediction intervals.
We then apply our methodology to a panel of 90 daily returns of stocks listed in the S&P100. Through a recursive exercise, we show that we are able to obtain one-step-ahead prediction intervals which are in general more accurate than univariate GARCH methods.
Many extensions of this work are possible, which are left for future research. First, our empirical results indicate that, by exploiting also the cross-sectional lagged dependencies among idiosyncratic components, we could achieve better coverage especially for those series belonging to the Financial sector which is strongly interconnected even after controlling for common factors. This could be achieved by computing predictions of idiosyncratic components by fitting multivariate models such as sparse VARs. Second, our methodology immediately allows us to consider bivariate or multivariate prediction intervals. Third, asymmetric prediction intervals can also be considered. In particular, Value-at-Risk indicators are readily computable; moreover, by considering many values of the coverage, we can approximate the whole conditional distribution of the returns. Last, another possible application consists in considering prediction intervals for macroeconomic variables as GDP or inflation, in order to assess the uncertainty in the business cycle in a way similar to Jurado et al. (2015) . 
Let σ Z ij (θ) stand for entry (i, j) of Σ Z n (θ). From Assumption L1(iv), for all n >n, we have
where we used the fact that λ Z n1 (θ) = Σ Z n (θ) ≤ Σ Z n (θ) 1 = max i=1,...,n n j=1 |σ Z ij (θ)|. This proves part (i). Parts (ii) and (iii) are consequences of Assumption L3, part (i) above, and Weyl's inequality (Weyl, 1912) . PROOF OF LEMMA 2. Part (i) follows from Proposition 4 in Forni et al. (2017) . Parts (ii) and (iii) are consequences of Assumption L5, part (i) above, and Weyl's inequality. PROOF OF LEMMA 3. Parts (i)-(iii) follow as in Lemma 1, parts (iv)-(vi) as in Lemma 2.
A.2 Estimation of spectral densities
PROOF OF LEMMA A1. For any i, j = 1, . . . , n, we have
Considering the first term I, for any ǫ > 0 we have, by Bonferroni inequality,
Then, under Assumption (L1) (ii), (v), (vii), and (viii) (finite fourth-order innovation moments and summability of common and idiosyncratic coefficients), we have that the variance of the lag-window estimator is such that, for any given θ h ,
for some C 1 > 0 finite and independent of i and j. This is a classical result which is proved, for example, in Theorem 5A of Parzen (1957) . Therefore, using Chebychev's inequality in (A2), from (A3) we have that I is O P (B T / √ T ), uniformly over i and j (see also Chapter 6 by Priestley, 2001) .
For term II, we have (see also Proposition 6 in Forni et al., 2017) 2π
where we used the fact that E[ γ Y ijk ] = γ Y ijk 1 − |k| T . In order to bound each term of (A4), note that, because of Assumption (L2), there exists a finite constant D > 0 and a constant φ ∈ (0, 1), both independent of i and j, such that |γ Y ijk | ≤ |γ X ijk | + |γ Z ijk | ≤ Dφ |k| .
For term III in (A4), using (A5) and the Bartlett kernel, K (k/B T ) = (1 − |k|/B T ), we have where we used the identification constraints in Assumption (I). Then, max t=1,...,T u t − Ju t ≤ max t=1,...,T 1 n H ′ n A n (L) − JH ′ n A n (L) Y nt + max t=1,...,T 1 n JH ′ n A n (L)Z nt = A + B, say.
Term A in (A17) is such that max t=1,...,T 
In Assumption (T) we can set K u = 1 and K Z = 1 by replacing u jt and Z it with u jt / u jt ψ1 and Z it / Z it ψ1 , respectively; since the sub-exponential norms are assumed to be finite, there is no loss of generality in this choice. Now, using Assumption T(i), and since, by Assumption (L1), E[u jt ] = 0 for all j, we have, for all λ such that |λ| ≤ 1/e (see also |λ| p e p = 1 + e 2 λ 2 ≤ exp(λ 2 e 2 ),
where we used the fact that p! ≥ (p/e) p . Then, for any ǫ > 0 and |λ| ≤ 1/e, we have from (A21) that P(u jt > ǫ) = P (exp (u jt λ) > exp (ǫλ)) ≤ E [exp (u jt λ)] exp (−ǫλ) ≤ exp λ 2 e 2 − ǫλ .
Similarly, we have P(u jt < −ǫ) ≤ exp λ 2 e 2 − ǫλ . Without loss of generality, we may set λ = 1/3, which yields P(|u jt | > ǫ) ≤ K * u exp (−ǫ/3) for some finite K * u > 0. By Bonferroni inequality, we then obtain P max t=1,...,T max j=1,...,q |u jt | > ǫ ≤ T K * u exp (−ǫ/3) .
Therefore, term AI on the right-hand side of (A20) is O P (log T ). In the same way, starting from Assumption T(iii) and considering w n = (0, . . . , w i , . . . , 0) ′ , with w i = 1, we can show that there exists a finite K * Z > 0 such that P max t=1,...,T max i=1,...,n |Z it | > ǫ ≤ T nK * Z exp (−ǫ/3) .
Hence, since n = O(T ζ ) for some finite ζ > 0, we have that also AII on the right-hand side of (A20) is O P (log T ). By substituting (A20) into (A18), we conclude that term A in (A17) is O P (ρ nT log T ).
For simplicity of notation and (as far as this proof is concerned) without loss of generality, let us assume that [d i (L)] −1 =: c i (L) = (1 − c i1 L) and c i (L) = (1 − c i1 L). Then, for any given i = 1, . . . , n, we define the estimator
For the numerator of (A31), we have uniformly integrable (see Proposition 7.7 in Hamilton, 1994) . Therefore, by Theorem 19.8 in Davidson (1994) , we have ergodicity and therefore, for all i,
This, joint with weak stationarity, implies that all conditions for the central limit theorem for martingale differences, as stated, for instance, in Theorem 24.3 of Davidson (1994) , hold, yielding, for all i, 
