The advent of advanced molecular modeling software, big data analytics, and high-speed processing units has led to the exponential evolution of modern drug discovery and better insights into complex biological processes and disease networks. This has progressively steered current research interests to understanding protein-protein interaction (PPI) systems that are related to a number of relevant diseases, such as cancer, neurological illnesses, metabolic disorders, etc. However, targeting PPIs are challenging due to their "undruggable" binding interfaces. In this review, we focus on the current obstacles that impede PPI drug discovery, and how recent discoveries and advances in in silico approaches can alleviate these barriers to expedite the search for potential leads, as shown in several exemplary studies. We will also discuss about currently available information on PPI compounds and systems, along with their usefulness in molecular modeling. Finally, we conclude by presenting the limits of in silico application in drug discovery and offer a perspective in the field of computer-aided PPI drug discovery.
Introduction
Rational drug discovery and design has progressed at a precipitous pace with the aid of in silico strategies and innovations in hardware and computational power. While still in its infancy as compared to traditional drug discovery techniques, computer-aided drug discovery (CADD) has helped deliver several success stories [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] that inspired confidence in its continuous application in the pharmaceutical industry. CADD lends cost-and labor-efficiency in the identification of potential hits for a therapeutic target before delving into extensive experimental assays. The use of computational tools requires the availability of vast amounts of information on protein and ligand structure, protein function, and an expert grasp of intermolecular forces and energies necessary for the interaction between binding partners. Its benefits encompass the different stages of drug discovery and development, including target and hit identification, structure-activity relationship studies, compound optimization, and analysis and prediction of lead pharmacokinetic properties. Nevertheless, like any other approaches, in silico methods are not infallible and are more valuable when they are employed in combination with other drug discovery tools.
In the last couple of decades, protein-protein interactions (PPIs) have become popular therapeutic targets. Proteins interact with other biologically important molecules such as peptides, proteins (homo or hetero), DNA, and RNA to carry out their functions. In general, PPIs are involved in effecting regulatory changes in response to external stimuli. Different PPI targets have been implicated in cancer, metabolic diseases, neurological disorders, and many other diseases [12, 13] . The data generated through experimental techniques for these targets are often hindered in terms of manpower, cost, time, accuracy, and interactome coverage [14] . In light of this, relying only on experimental techniques may be detrimental to research efforts, as massive amounts of resources are required to fully explore the human protein interactome. Moreover, PPIs continue to be difficult targets for drug discovery efforts, due to the differences in PPI binding site properties and ligand chemical space when compared to traditional protein targets. As a solution, computational tools have been utilized to fill in the gaps, and to supplement experimental methods in the investigation of these complex targets.
In this review, we will initially discuss the significance of PPIs as therapeutic targets in the drug discovery paradigm, and how this has been dealt with so far in the research field. Next, we will expound on how various in silico methods and recent advances in this field can facilitate PPI drug discovery, as exemplified in several case studies. Lastly, the benefits and pitfalls of CADD techniques in relation to PPI drug discovery will be reviewed. Due to the breadth of PPI drug discovery, we limit the scope of this review to the computer-aided rational discovery and the development of small molecules, peptides, and peptidomimetics for PPI.
Relevance of PPIs in the Drug Discovery Paradigm
With an estimated 650,000 PPIs as part of the human interactome [15] , it is evident that these interactions play crucial roles in various cellular processes and pathways. Dysregulation in PPIs are often found to be the primary cause of several disease pathologies, making them attractive drug targets. However, the development of PPI inhibitors and stabilizers have been hindered because of the seemingly low druggability of PPI interfaces. Extensive studies for PPI targets and modulators have been performed to understand these complex targets and identify distinct properties in its network, conformational structure, and ligand chemical space. PPI druggability continues to be poorly understood because these targets show substantial diversity as compared to protein families that have traditionally been targeted until now. Despite this, its relevance to multiple diseases and relative novelty in the drug discovery field encourage researchers to pursue these difficult targets. Moreover, the discovery of PPI inhibitors and therapeutics (Table 1) in the last few decades have ascertained that these targets are tractable and can be modulated by small molecule compounds.
Structural Features of PPIs
PPI interfaces are shallow and highly hydrophobic with large contact surfaces (>1000 Å 2 ) [16, 17] that were thought to be involved in their entirety for the formation of protein complexes. Due to this, PPI targets were portrayed as "intractable." Later, alanine scanning experiments revealed the existence of "hot spots," which are crucial residues in the protein-protein binding interface that act as chief contributors to the binding free energy. Hot spots correspond to structurally conserved regions primarily composed of tryptophan, isoleucine, arginine, and tyrosine, and often form clusters where compounds can potentially bind [18, 19] . Though hot spots are frequently bundled closely together in a PPI interface, there are cases where regions are separated but still work together to allow tight attachment [20] . Aside from the presence of hot spots, other parameters, including contact surface area, polarity, flatness, and buriedness, have been employed to characterize PPI interfaces [21] [22] [23] [24] [25] [26] . Generally, a PPI interface is split into a core and a rim region. The core region is buried, and consists of residues with higher hydrophobicity and conservation, whereas the rim region is in the adjacent solvent-accessible area with more polar and flexible residues [27] [28] [29] [30] . Because the core regions are more buried and can form interfacial grooves, PPI inhibitors often target these areas and are therefore usually hydrophobic. 
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High-throughput screening (HTS) and fragment-based design Phase 1/2 for various cancer types [32] [33] [34] [35] AMG232 p53/MDM2 inhibitor Fragment-based design Phase 1 for cancer [36] p53/MDM2 inhibitor Fragment-based design Phase 1 for cancer [36] Different types of PPI complexes are found in biological systems. Obligate complexes are PPIs that require permanent interaction between protein partners or subunits to establish function, such as in the cases of the P22 Arc repressor [74] and V-ATPase [75] . In contrast, non-obligate PPIs have both stable functioning complexes and protomers in vivo [76] , like the GroEL-GroES chaperonine system [77] . Obligate complex interfaces are usually more hydrophobic than non-obligate complex interfaces, which show higher polarities in order to exist as independent protomers in solution [17, 78] . Protein partners can also bind to each other in a transient fashion, such as with key interactions involved in cell signaling and regulatory pathways. Weak transient PPIs are commonly formed by disordered proteins or oligomers that have several states in vivo, leading to interactions that are easily formed or broken based on the conformation of each protein partner. On the other hand, strong transient complexes require a molecular trigger, such as ligand binding or post-translational modification (PTM), to instigate a change in complex structure [79] . Weak transient complexes are usually mediated by changes in pH or temperature, and have small and planar surfaces, while those influenced by strong molecular triggers are often larger and more hydrophobic [80] . PPI interfaces with a surface area larger than 1000 Å 2 are noted to be more flexible and prone to induced-fit conformational changes [17, 80] .
PPI complexes display a wide range of affinity and stability. However, high specificity is still observed, even with proteins that have multiple partners or "protein hubs" [81] . When dealing with binding specificity of protein hubs, key aspects include molecular recognition and binding affinity. Orientation and electrostatic complementarity between protein partners are found to be crucial for identifying the correct protein partner and forming a pre-complex. Subsequently, short range interactions between partner hot spot regions establish the binding affinity for the stabilization of the complex [82] . PPI binding interfaces exhibit various means of mediating specificity of interaction, including changes in conformation, binding site properties, and the presence of specificity-determining sites.
While hot spots are considered to be the main contributors for binding affinity and stability, not all hot spots participate in specificity, as a portion are often shared among several partners that bind to the same site of a protein hub. Separate specificity-determining hot spots that can distinguish between cognate and non-cognate partners are present in PPI binding interfaces [81, 83] . The presence of anchor residues and anchoring grooves have been remarked upon as critical factors for molecular recognition between protein partners [84] . This was observed in a study done by Kimura et al. [85] wherein mutation of Lys15 of the bovine pancreatic trypsin inhibitor led to a vast decrease in association rate with trypsin. On the other hand, mutating Arg17 allowed association with trypsin but resulted in a large increase in the off rate. These indicate that although both can be classified as hot spots, each residue contributes distinctive functions in the PPI complex-Lys15 is required for recognition and initial binding, while Arg17 is critical for the stabilization of the complex [85] . For facilitated recognition and complex formation, Rajamani and colleagues [84] stated that anchor residues are usually in their bound-like conformations, while the rest of the hot regions are more flexible and buried in the unbound state. Aligned with this, molecular dynamics (MD) simulations of the receptor binding site did not exhibit any significant changes in pocket conformation or backbone rearrangements, suggesting that the grooves to which the anchor residues bind are pre-defined [84] . Interaction with several different partners can also constitute the presence of multiple binding sites, corresponding to distinct protein subunits, where various ligand proteins interact to elicit specific responses or functions [86] . Recognition of a specific protein subunit is influenced by the differences in amino acid (AA) compositions in the binding interface and the inherent diversity of PPI structural features, even among members of the same protein family [14, 86] .
PTM is an alternative process where proteins recognize different protein partners to carry out their specific functions. A protein can be modified using different PTMs in one or different residues at the same time, or in a sequential manner, to increase its complexity and functional scope. Data statistics from dbPTM show that over 60% of PTM sites are situated in protein functional domains involved in PPIs, implying that PTMs play a crucial role in the modulation of PPI function [87] . Phosphorylation is one of the most common type of PTMs found in cell signaling mechanisms and is frequently found on heterooligomeric and transient interfaces. It can regulate protein function by influencing specific recognition, allosteric regulation, protein modularity, and binding [88] . This is in agreement with a study conducted by Duan and Walther [89] , where they noted that proteins subject to PTMs, most especially phosphorylation, are observed to have central roles and a wide interaction range in the human protein interactome [90] .
Structural flexibility can also greatly affect binding affinity and specificity in PPIs. The dynamic nature of proteins allows them to alter conformations based on the required interactions for binding with a partner and inducing a corresponding function. Some proteins can subtly influence both specificity and affinity by altering the orientation of only one or a few conserved residues in the binding interface, such as MDM2 [91] and proteins with the Src homology 3 (SH3) domain [92, 93] . In other cases, large global or local conformational differences are observed between different functional states. Conformational adjustment upon protein partner binding can be explained via two possible mechanisms: induced-fit [94] , wherein conformational change occurs upon interaction of the partners, or population-shift [95] , where it is postulated that there exists a dynamic equilibrium consisting of an ensemble of conformations from which a certain portion exhibit the conformation a particular partner preferentially binds with [95, 96] . This paradigm is exhibited by intrinsically disordered proteins (IDPs) or regions (IDRs), which have high structural flexibility and diverse conformations in their native functional state. As opposed to the conventional theory, where a unique sequence defines a unique three-dimensional (3D) structure and function [97] [98] [99] , IDPs and IDRs cover a wide range of conformational space, and have distinct structural arrangements at a given time point [97, 100] , enabling promiscuous and transient interactions with different protein partners. The high modularity of these structures is linked to crucial roles in cellular processes, and requires tight regulation via changes in subcellular concentration, diverse conformations, and PTMs [100, 101] .
For the design of efficient PPI modulators, a great level of understanding of the target is needed: the type of complex formed, elucidation of binding epitopes and hot spots, determination of binding site flexibility, etc. While more information is progressively coming to light regarding PPI binding requirements, further characterization of features that synchronize molecular recognition, affinity, and specificity within the target protein interface is vital in designing therapeutics for a specific PPI and function to improve selectivity and off-target toxicity.
Characteristics of PPI Modulators
Increased understanding of druggability and molecular recognition in PPIs has undoubtedly stimulated drug discovery efforts for these previously intractable targets, offering hope in identifying small molecule candidates for PPI-regulated pathways. However, the development of PPI modulators is still at a relatively slow pace in comparison to conventional small molecule drugs, due to the challenges conferred by the structural optimization required to improve the affinity and pharmacokinetic properties of the PPI ligands. The complexity of a PPI inhibitor primarily depends on the interface structure, and this is usually equivalent to that of its targets. Analysis of known PPI modulators showed that these compounds are larger, more hydrophobic, and contain more multiple bonds and aromatic rings [102] [103] [104] . Interestingly, PPI ligands have a higher topological polar surface area (TPSA), even with its high hydrophobicity, as compared to traditional drugs, resulting in their tendency to form more hydrogen bonds in the PPI surface. This can be attributed to their larger sizes that allow for the attachment of more polar atoms [103] . More success is acquired for PPIs with grooves or small pockets, compared to globular interfaces. However, those with hot spot pockets that are spread out across a large interface are naturally more challenging. Because of this, PPI inhibitors also tend to have a more 3D conformation than the average inhibitor [105, 106] , especially for extended surfaces and disjointed pockets, due to its propensity to mimic the binding epitope of the partner protein and anchor into small pockets present in PPI interfaces [104, [106] [107] [108] . Based on these, it is evident that PPI inhibitors occupy a different chemical space as compared to typical small molecule inhibitors, and hence, should be carefully evaluated in a different manner [103, 108] . Whereas the primarily hydrophobic interacting features of PPI inhibitors can be buried in hot spot regions, the rest of their structures are often solvent-exposed due to their binding location on the protein interface. These elements can be exploited to tailor pharmacokinetic properties without negatively influencing binding affinity [14] .
Studies suggest that 15-40% of the human interactome is comprised of protein-peptide interactions [109] . Natural peptides have been used as leads for PPI inhibition [110] [111] [112] due to their biocompatibility, low toxicity, and high modularity, which can aid in both potency and selectivity [113] . However, these ligands tend to have low bioavailability because of their high propensity for proteolysis, making them poor drug candidates. Several other approaches are utilized for the discovery, design, and optimization of PPI inhibitors: (a) using unnatural AAs and other synthetic modifications to the peptide backbone for the design of peptide mimics (i.e., peptidomimetics) to improve bioactivity and pharmacokinetic properties of peptide leads; (b) exploiting natural cyclic and macrocyclic peptides that are large enough to bind to a PPI interface while still possessing favorable properties that can overcome proteolysis and difficulties in cell permeability; (c) designing and engineering miniproteins via phage display methods to target large PPI interfaces with high specificity [114, 115] ; (d) fragment-based drug design (FBDD) to identify low molecular weight (MW) fragments that targets hot spot clusters [116, 117] .
Traditionally, potency was the chief facet used for the early evaluation of lead candidates. However, it has been established that potency alone does not completely explain bioactivity against a target, and other physicochemical properties should also be considered [118] . Advances in organic and combinatorial chemistry, as well as changes in therapeutic target profiles, resulted in the growth of both chemical and drug-like spaces over the years [119, 120] . Consequently, the rubrics that were often used to evaluate drug candidates before, have significantly evolved. Since PPI inhibitors are generally bigger and more hydrophobic than conventional small molecule drugs, and it is difficult to accurately assess its drug-likeness using typical metrics like Lipinski [121] and Veber rules [122] . Recent assessment of current drugs gave rise to beyond-rule of 5 (bRO5) characterization of orally bioavailable compounds [123, 124] . Physicochemical properties that were noted by this novel classification, correlate well with typical PPI modulator features. Moreover, ligand efficiency (LE) and lipophilic ligand efficiency (LLE) are now more commonly used to determine drug-likeness. LE quantifies the contribution of a molecule's structure to binding affinity, whereas LLE estimates a compound drug-likeness by correlating its potency and lipophilicity. Both measures are used to normalize potency and physicochemical properties to better assess a series of compounds [125] . The average LE for the PPI inhibitors was found to be 0.23 kcal/mol per heavy atom, while average LLE was 1.32 kcal/mol, both of which are lower compared to the preferred values of more than 0.3 [126] and 5 [127] , respectively. In comparison, the average LE and LLE of a typical drug is approximately 0.45 and 4.43, respectively [118] . Aside from these, the correlation of potency with ADMET properties [118] and physicochemical properties with promiscuity or selectivity [118, [127] [128] [129] are also currently being tackled to further expound our understanding of drug-likeness in relation to compound activity.
Emerging In Silico Approaches for PPI Drug Discovery
Experimental methods are widely accepted as the standard for any analysis as they illustrate biological scenarios in either in vitro or in vivo systems. However, the immensity of the human interactome requires considerable cost, effort, and time to study. Moreover, PPI studies are highly dependent on dynamics, PTMs, and physiological conditions, causing difficulties in distinguishing true interactions from experimental artifacts and inconsistencies in findings, especially in cases involving transient interactions and IDPs. In silico methods have emerged as alternative methods or as complements to experimental techniques, to fill in the gaps regarding vital PPI information, and to provide a foundation for further analyses (Figure 1 ).
Figure 1.
In silico strategies for PPI drug discovery. Diverse computational tools encompass various stages of PPI drug discovery, including the interpretation of protein network topology, the characterization of interface and hot spots, the exploration of PPI chemical spaces for lead discovery and optimization, and the elucidation of complex interactions and dynamics.
Discerning the PPI Network Topology
PPI targets have become a class of their own throughout the years. In contrast to well-known protein families, like GPCRs and kinases, this class of targets encompasses exceedingly diverse structures and interactions. Efforts have been made to compile information about experimentallydetermined PPIs into databases or platforms. Table 2 lists these repositories, which can provide invaluable information regarding functional characterization of proteins to ascertain and weigh their roles in diseases. Primary databases report only experimentally verified protein interactions from individually published studies that were manually curated to provide researchers with accessible information. Naturally, curating PPI information is no easy task; errors and noise are often found in these repositories. To ensure the robustness of study models, careful data selection must be observed by establishing replication with different methods, interaction type, subcellular location, and other physiological aspects [130, 131] . Access to such extensive datasets are provided by meta-databases, which report experimentally validated PPIs collected from multiple primary databases and integrate them into one large data model. In silico strategies for PPI drug discovery. Diverse computational tools encompass various stages of PPI drug discovery, including the interpretation of protein network topology, the characterization of interface and hot spots, the exploration of PPI chemical spaces for lead discovery and optimization, and the elucidation of complex interactions and dynamics.
PPI targets have become a class of their own throughout the years. In contrast to well-known protein families, like GPCRs and kinases, this class of targets encompasses exceedingly diverse structures and interactions. Efforts have been made to compile information about experimentally-determined PPIs into databases or platforms. Table 2 lists these repositories, which can provide invaluable information regarding functional characterization of proteins to ascertain and weigh their roles in diseases. Primary databases report only experimentally verified protein interactions from individually published studies that were manually curated to provide researchers with accessible information. Naturally, curating PPI information is no easy task; errors and noise are often found in these repositories. To ensure the robustness of study models, careful data selection must be observed by establishing replication with different methods, interaction type, subcellular location, and other physiological aspects [130, 131] . Access to such extensive datasets are provided by meta-databases, which report experimentally validated PPIs collected from multiple primary databases and integrate them into one large data model. [163, 164] Network analysis and sequence-based methods are valuable strategies that have widespread application in various stages of drug discovery, including target identification, binding site prediction, and polypharmacological studies [165] . Due to the impact of PPIs as therapeutic targets for diseases of interest, it is beneficial to understand the protein interactome and its correlation with disease onset and development via comprehensive mapping of the PPI network (PPIN) topology. Studying network topologies allows for the identification of novel biomarkers and relevant disease targets that would have taken a long time to discover and validate using conventional means. Subsequently, sequence and conservation information should be studied at length to determine their importance to protein dynamics and binding, further aiding in the rational design of drug candidates. The cornucopia of experimental data that is available due to advances in structural biology and biophysical methods can be expended for PPIN analysis.
PPINs exhibit typical web-like structures, wherein most proteins (nodes) display interactions (edge) with only one or a few partners, while some proteins exhibit contact with multiple partners, and are hence called hubs [166] . The correlation between topology and protein function is often measured through node degree and betweenness centrality [167] [168] [169] . Protein hubs exhibit a high node degree, i.e., the number of edges linked to a node, through multiple associations, rendering them as prominent elements that can affect the network function [170] . Indeed, studies have suggested that protein hubs are highly essential for cellular function, and can greatly affect the whole network when dysfunctional, making them prime drug targets [171] [172] [173] [174] . On the other hand, proteins that display high betweenness centrality are considered as bottlenecks, and they work by regulating focal points of communication within the network [170] . Targeting bottlenecks, as compared to hubs can allow careful control of the interaction network due to their apparent impact on the strength and integrity of the whole network [175, 176] . Discovery of these network components have already been established as a strategic source of novel protein targets [177] [178] [179] .
In a recent study done by Vinayagam and colleagues [179] , they performed network controllability analysis using 6339 proteins involved in 64,814 PPIs to sort proteins (nodes) as indispensable, neutral, or dispensable for the directed protein interaction network. Aside from classifying proteins, they observed that indispensable proteins are often conserved among species and enriched in signaling proteins such as kinases, while neutral proteins are often found as membrane and transcription factor proteins. Indispensable proteins were also implicated in genetic and human viral diseases, along with cancer genes. More specifically, they identified 56 genes that are most often deleted or over-expressed in nine types of cancer, with 10 genes already under investigation and 46 being proposed as new potential cancer targets. Remarkably, while indispensable nodes greatly populate current Food and Drug Administration (FDA)-approved drug targets, they found that these proteins are inadequately represented in the annotated druggable genome. They postulated that network controllability analysis would be able to aid in validating the druggable genome, as well as identify novel therapeutic targets [179] . Control theory and network analysis have been applied in other similar studies to identify essential nodes for cancer [180] and viral infection [181] .
PPI prediction is essential for functional annotation. Constraints in experimental approaches necessitated the application of in silico methods, such as binding site prediction (Section 3.3) and protein-protein docking (Section 3.4). However, both these methods require prior knowledge of PPI partners and the availability of 3D structural data. In cases concerning unknown PPI partners and/or structures, sequence-and coevolution-based methods can be utilized to predict the probability of interaction and residues pertinent to binding. Multiple sequence alignment (MSA) of homologs offer knowledge about residue coevolution, which can predict protein partners based on the premise that partners usually coevolve to maintain their function [170, 182] . Information obtained from these types of analyses can also facilitate the 3D structure prediction of applicable PPI complexes [183] . Another approach takes advantage of orthologous associations by predicting PPIs based on interologs, wherein proteins that are observed to interact in one species, are predicted to also interact in other species if they are found to be conserved [184] . Several machine learning (ML) models are also based on sequence information, and these have been highlighted in Section 3.2.
Harnessing the Power of Machine Learning Algorithms for PPIs
To extend the concept of in silico models, intelligent and contemporary ML algorithms have been implemented in the identification of PPIs. ML is a data-driven or knowledge-based approach which requires an adequate number of training sets and features. Statistical and ML methods have been applied at varied stages: assimilation of diverse heterogenous datasets, assessment of predictions, prediction of prospective PPIs, and investigation of extrapolated PPI networks [185] [186] [187] [188] .
During the past, several ML algorithms (i.e., κ-nearest neighbor (κNN), naïve Bayesian [188, 189] , neural networks (NN) [190] , random forest (RF), support vector machines (SVM), decision trees, logistic regression, etc.) have been applied to predict PPIs. ML methods utilize a dataset of experimentally validated PPI surfaces to train interface predictors and further employ the trained model for prediction of protein-protein interfacial residues of query proteins [191] . Prevailing ML predictors apply binary classification, where a target residue is classified as either interfacial or non-interfacial by utilizing the target features or adjacent residues to formulate predictions [191] . Moreover, the accuracy of the prediction model is dependent on the input features used for training. Hence, it is crucial to identify the various protein features that are essential for training a ML algorithm. Several protein features are utilized in the development of models for PPI predictions, either individually or in combination. However, a single feature does not support sufficient data in the prediction of PPIs. Therefore, a combination of features is essential to enhance the performance of ML methods in PPI prediction. Some of the protein features utilized in model development include AA types, co-essentiality data, evolutionary information, GO-driven frequency-based similarity and semantic similarity, MIPS functional catalogue (FunCat), physicochemical properties of AAs, position-specific scoring matrices (PSSMs), protein expression data, residue interface propensity, secondary and tertiary structural information, sequence entropy, surface shape, and solvent accessible surface area [192, 193] . Once the model is properly trained with the input features, its performance is assessed with an external or test dataset. The five main steps involved in PPI predictions are depicted in Figure 2 . In PPI-based ML approaches, the input of prediction models is in the form of sequence or structural features or both. However, most of the existing ML interface predictors are structure-based [191] . The merits and demerits of structure-and sequence-based methods have been well reviewed in [191] . Additionally, there are a few meta-based approaches, where raw scores from several prediction servers are integrated and re-computed to improve the prediction performance. Representative structure-, sequence-, and meta-based ML predictors for identification of PPIs are summarized in Table 3 . Jones and Thornton developed a method for the prediction of PPI interaction sites by analyzing a group of residue spots on the protein interface. Each residue patch was examined using six parameters, including the accessible surface area, hydrophobicity, planarity, protrusion, residue interface propensity, and the solvation potential. The relative combined score was calculated to predict the probability of surface patch formation in the PPIs [194] . Furthermore, the distribution of the observed patch rankings relative to all other surface patches were evaluated for each dataset [195] . Likewise, Bradford et al. developed SVM- [196] and Bayesian-based [197] classifiers using surface patches. Another group developed a PPI predictor, known as SPPIDER [198] , using SVM and NN in combination with relative solvent accessibility (RSA). The authors showed that the implemented RSA-based features demonstrated superior performance to other PPI-based features. Ofran and Rost developed a NN-based method, known as ISIS [190] , for the prediction of protein interacting residues from sequence. This ML approach combines AA composition of protein-protein interfaces, along with evolutionary profiles, solvent accessibility, and protein secondary structural features. A naïve Bayes classifier, PSIVER, was developed by Murakami and Mizuguchi for the prediction of PPIs using sequence-based features, such as PSSM and predicted accessibility. The conditional probabilities of each AA feature were estimated using a kernel density estimation (KDE) method [199] . Two sequence-based PPI predictors, namely LORIS [200] and SPRINGS [201] , were developed by applying L1-regularized logistic regression and artificial neural network (ANN) methods based on several sequential features.
Besides supervised ML algorithms, unsupervised ML approaches were also implemented in PPI prediction. Deep learning has become a new dimension of ML field, which attempts to learn multiple layered models of inputs, known as NNs. A deep learning algorithm is capable of handling extensive raw and complex data where it operates by mimicking deep neural networks (DNNs) and learning processes of the human brain. The central idea of deep learning has been detailed in [202] . It has potent applications in decision making, natural language understanding, and image and speech recognition. This algorithm has also been applied in the field of bioinformatics and biopharma industry. Recently, Sun et al. implemented deep learning for sequence-based prediction of human PPIs [203] . They applied a stacked autoencoder (SAE) to study PPIs in humans and other species (E. coli, Drosophila, and C. elegans). The models developed using an autocovariance (AC) coding method showed the top results on 10-fold cross validation and varied external datasets ranging from 87.99% to 99.21% (prediction accuracy). Another group developed a method known as DeepPPI, which applies DNNs to obtain high-level discriminative characteristics from common protein descriptors [204] . This method showed better performance on the external data set, demonstrating an accuracy of 92.50% and a Matthews Correlation Coefficient (MCC) of 85.08%. ML tools can also be applied in the preparation of PPI libraries or in the analysis of initial PPI hits through different filtering routes to evaluate drug-likeness or ADME/Tox properties. Information regarding PPI modulators is available in 2P2Idb [105, 228] , TIMBAL [229, 230] , and iPPI-DB [106, 231] , and can be used in the development of pertinent ML-based models. A decision tree strategy, known as PPI-HitProfiler [232] , was built by Reynès and colleagues based on PPI inhibitors identified in literature, and it is implemented in the FAF (Free ADME-Tox Filtering tool)-Drugs webserver [233] [234] [235] [236] . In their method, a global physicochemical depiction of PPI inhibitors was established, along with important descriptors that relate to the molecular shape (Radial Distribution Function) and the number of multiple bonds (unsaturation index), that can be used in the classification of compounds occupying the PPI chemical space. Using different PPI complexes with ligand and bioassay information, their model was able to correctly identify 70% of the validated actives and 52% of the inactives [232] . On the other hand, Hamon et al. built an SVM tool, the 2P2I Hunter [237] , based on PPI modulator information taken from 2P2Idb. For the model development, they distinguished molecular descriptors pertaining to an octanol-water partition coefficient, hydrophilicity, MW, unsaturation, the number of rings, H-bond donors and acceptors, TPSA, and rotatable bonds, as being essential for categorizing the potential PPI modulators from screening libraries. Their SVM model showed a high accuracy (96%) and specificity (96%), but very low sensitivity. However, it boasted a high enrichment factor of 8, making it an efficient method for filtering out non-PPI molecules from screening libraries. Thus, the application of ML algorithm in PPI predictions provides a promising approach for the deeper understanding of the vast network of protein interactions and their modulators. However, even with the success of ML-based predictors, prediction accuracy and computational efficiency of developed models can still be improved further [238] .
Elucidation of Interface Characteristics and Hot Spot Contribution in PPIs
The breakthrough of hot spot residue contribution to PPI binding, in conjunction with innovations in protein structure determination in the last several years, has greatly helped in characterizing protein interfaces. Even with current efforts to fully characterize the complete human interactome using well-known genetic and biochemical techniques, numerous targets are still without structures, and the sheer number of partner interactions involved leads to difficulties in fully elucidating all of them. PPIs mainly transpire in conserved regions of protein interfaces, where hotspots are usually identified, and they can cause conformational changes in the overall protein structure [239] . However, it is unwise to generalize interface topographies due to the diversity of interface features between different PPI types. Transient interactions are often found to be pharmacologically relevant, and they have garnered a great deal of interest, especially in the development of various prediction methods. However, the dynamic capability and short duration of transient complex formation makes it more challenging to experimentally characterize than permanent complexes, resulting in fewer data available for model training and development [240, 241] . Transient interfaces also tend to be less conserved and exhibit different properties compared to their permanent counterparts, suggesting the need for separate predictive strategies. Protein hubs are also difficult to assess, since their binding interfaces are shared by multiple partners [242] .
Alanine scanning mutagenesis (ASM) has been an indispensable tool for the identification of hot spot residues of different relevant protein targets, but this method has only been applied in a limited number of PPIs. More to the point, experimental alanine scanning entails the mutation of several residues in the interface, along with biophysical evaluation of changes in the binding energy for each mutation, making it a costly approach [243] . Computational alanine scanning is a suitable and quick substitute for hot spot detection. The PPI complex structure of interest is required to be able to estimate the change in binding energy (∆∆G), based on the bound and unbound state of the wild type and mutated proteins [244] . This method can be combined with MD simulations, as shown first by Massova and Kollman [245] . Modifications were added in the last several years, such as the use of distance-dependent pair potentials (e.g., DrugScorePPI [246] ) and interaction entropy [247] for the computation of residue-specific free binding energies, to increase the accuracy of calculation and prediction of hot spots.
Docking methods, like Optimal Docking Area (ODA) [248] and pyDockNIP module of pyDOCK [249, 250] , have also been used to determine interface hot spots. ODA evaluates changes in interface energies based on the residue buriedness upon the binding of protein partners, and can be applicable in characterizing both obligate and non-obligate interactions [248] . It has been used to characterize PPI complexes, including those of metallocarboxypeptidases in complex with proteinaceous inhibitors [251] , and UNC-45 chaperone protein in complex with myosin [252] , providing beneficial information for drug discovery efforts. Alternatively, residue normalized-interface propensity (NIP) calculated from protein-protein docking results can be employed to identify hot spot residues on the protein surface, as is applied in pyDockNIP [249] .
The current rise of the big data era has aided the return and further innovation of knowledge-based techniques, especially in the context of drug discovery. The availability of sequence and structural information has allowed the exploration and identification of distinguishing features for the analysis and prediction of hot spots. Sequence-, structural-, and physicochemical-based features have been used in the development of different data-driven models and in the characterization of relevant PPIs [253] . Protein sequences can offer preliminary description and prediction of potential binding sites for relatively unstudied proteins, especially in the absence of structural information, because of the noted high conservation of interface residues [239, 254] . In combination with interaction prediction mentioned in Section 3.1, coevolution-based analysis can also predict residues that are critical for binding or, when combined with statistical physics, residues that have an allosteric or indirect effect on the complex [255] . Structural homology has also been proposed as a useful metric for interface characterization, since structures evolve at a much slower pace than sequences [256] and interface structural space is well-conserved [257] . More commonly, physicochemical and 3D structural characteristics have been applied in the characterization of PPI hot spots. Previous analyses have remarked upon the opposing characteristics of the interface, wherein both high hydrophobicity and high solvent accessibility have been observed. This conflicting observation has been resolved by the identification of core and rim regions, as mentioned in Section 2.1. These physicochemical features also correlate well with distinct geometric aspects of PPI binding sites, such as residue buriedness, side chain protrusion, and surface curvature [258] . Due to the diversity exhibited by PPIs, it is difficult to rely on any individual feature for binding site and hot spot prediction, and it has repeatedly been shown that the combination of several attributes has more success in providing adequate information for PPI surfaces [259] . Knowledge-based PPI binding site and hot spot prediction algorithms are exemplified in tools like ANCHOR [260] , HomPPI [261] , KFC2 (Knowledge-based FADE and Contacts) [262] [263] [264] , HotPoint [265] , FTMAP [266] , MINERVA [267] , and PredHS [268] . These tools and more are discussed in extensive detail in other articles [244, 253] .
MD simulations have also been employed in the identification of druggable PPI pockets, particularly for flexible and transient systems [269] . A typical case is shown in the BCL-X L protein, which exhibits drastic conformational differences between its unbound and peptide-bound structures. While BCL-X L is known to be experimentally druggable [270] , its apo-structure appeared to have a shallow pocket and very low druggability [271] . Analysis of its MD trajectory revealed that the BCL-X L structure considerably fluctuates, resulting in the formation of a highly druggable binding region and implication that much of its druggability can be attributed to its flexible structure [271] .
Exploring the PPI Interface through Macromolecular Docking and Virtual Screening
It has been estimated that the amount of interactions in the human interactome range from 130,000-650,000 [15, [272] [273] [274] . However, there is a huge gap between the estimated PPIs and experimentally available structural data. Even though individual protein components are known, the determination of molecular complexes through experimental techniques is challenging, due to their transient nature. In the RCSB PDB, only limited structural data is available for protein-protein or -peptide complexes. Determination of 3D structures of protein-protein or -peptide complexes is necessary to understand their associated biological functions, to predict mutation effects, and to aid in the rational design of novel PPI-based drugs. However, due to its associated experimental difficulties along with incurred high costs and the time in determining complexes, fast and reliable computational approaches, such as macromolecular docking, is necessitated. Computational docking is one of the potent in silico tools in structure-based approaches, which has been broadly utilized for PPI-based drug discovery. This method aims to yield bound structures with low interaction modes (favorable ones) by sampling a very large number of possible binding modes and evaluating each conformation using scoring functions [191] .
Elucidation of protein-protein or -peptide structural complexes through computational docking has evolved significantly due to the accumulating data on protein structures and interactions, improved energy functions, and powerful techniques to accelerate the sampling process [275] . Protein-protein or -peptide docking consists of two major stages: sampling and scoring/ranking. In the docking (sampling) stage, several conformations will be generated and, among those, only the potential ones are sampled. Sampling potential orientations for protein-protein binding using global or local searches is the first stage in a docking protocol. In a global search, the protein acting as the receptor is fixed and the other acting as the ligand is moved around the receptor, where all potential orientations between protein partners in the 3D space are explored. Though this search is computationally expensive, several docking algorithms such as Fast-Fourier transform (FFT) have been implemented to reduce docking complexity. Whereas, in a local search, the local protein features are matched to acquire a suitable complementarity. Additionally, if experimental data is available, then that information will be integrated in the sampling stage to improve the prediction accuracy of the docking results.
The docking phase can either be rigid or flexible. In rigid-body docking, there are no changes in the structural features. However, in flexible docking, conformational changes in the structures are considered [170] . The docking stage typically generates thousands of putative complexes. Hence, it is necessary to sort them and acquire the best docking solutions. In the ranking stage, conformations sampled from the first stage are rescored and ranked using several scoring functions. The fundamental principles of protein-protein docking have been well reviewed in [275] . The docking predictions can be evaluated by calculating the RMSD between the predicted and original complexes, and by measuring the ratio of the predicted interface residues to native ones. Due to the increasing number of docking algorithms developed to predict protein-protein or -peptide complexes, the Critical Assessment of Predicted Interactions (CAPRI) challenge was initiated to appraise the performance of different docking protocols [276] . Currently available protein-protein and -peptide docking tools are listed in Tables 4  and 5 , respectively. Several studies have shown the applicability of protein-protein docking in PPI research [326] [327] [328] . Here, we discuss a recent study where protein-protein docking has been applied for the prediction of molecular associations between proteins. Variations in protein S-glutathionylation has been linked to several human diseases. It has been reported that glyoxalase II (GlxII), an antioxidant glutathione-dependent enzyme, plays a role in the S-glutathionylation mechanism. However, its mechanistic underpinnings remain unrevealed. In a recent study by Galeazzi et al. [329] , PPIs of GlxII propensity with other cellular proteins, such as malate dehydrogenase, actin, and glyceraldehyde 3-phosphate dehydrogenase, were explored using a computational protocol involving protein-protein docking and atomistic MD simulations. The suitability of the docking programs, including ClusPro, GRAMM-X, HADDOCK, HEX, PatchDock, SymmDock, and ZDOCK was tested using a set of globular protein oligomers. A reliable protein-protein docking approach that strongly agrees with the experimental findings was developed. The docking method was applied to GlxII-protein complexes for determination of their association stabilities. Subsequently, the predicted docked complexes were subjected to MD simulations and Molecular Mechanics Poisson Boltzmann Surface Area (MM/PBSA) analysis. In silico results showed that GlxII highly interacted with actin and MDH. Therefore, this study highlighted the application of protein-protein docking approaches in the elucidation of the molecular mechanisms and thermodynamics of GlxII protein binding affinity.
Similarly, once druggability and potential binding sites in the protein interface have been established, virtual screening (VS) experiments can be performed to find potential binders that can disrupt or stabilize the target PPI. VS can be categorized as structure-based (SBVS) or ligand-based (LBVS), but the former is more useful for PPIs, since ligand information for these targets is sparse when compared to other drug targets. SB pharmacophore VS can be employed for a given target, wherein interface features are explored to generate a 3D pharmacophore model used to identify ligands with diverse scaffolds that complement the binding site and have the potential to exhibit a desired bioactivity (inhibition or stabilization) [330] . Some programs that employ the pharmacophore strategy include Catalyst [331] , FLAP (Fingerprints for Ligands And Proteins) [332] , HS-Pharm (Hot-Spots-guided receptor-based Pharmacophores) [333] , LigandScout [334] , PHASE [335] , and AnchorQuery [336] . Alternatively, docking is a well-established method for SBVS, wherein ligand binding is energetically evaluated by scoring functions based on its conformation and complementarity with the binding pocket [337] . Scoring functions can be categorized as force field-, knowledge-, or empirical-based [337] . Each scoring function, in combination with docking programs, has their own strengths and weaknesses, and selecting a docking program, they should be considered carefully based on the purpose of the study, i.e., ligand binding prediction (scoring) or VS (ranking). Examples of popular protein-ligand docking programs include AutoDock [280] , AutoDock Vina [338] , GOLD [339] , ICM [340] , and Glide [341, 342] .
Here, we present a few case studies where VS and ligand docking protocols have been incorporated to identify small molecule PPI inhibitors or stabilizers. HIV-1 Nef is involved in infection, pathogenicity, and disease development by interacting with its own SH3 binding surface [16] . Betzi et al. [343] combined VS and high-throughput docking to identify small compounds that can bind to the HIV-1 Nef SH3 surface and prevent HIV-1 Nef/SH3 PPIs. Initially, the National Cancer Institute (NCI) diversity library was pre-filtered using 14 drug-like filters, and the identified 1420 compounds were subjected to FlexX docking protocol. The docked complexes were rescored using GFscore. The top 335 lowest energy compounds were subsequently subjected to a SH3-based pharmacophoric filter and the resulting 33 potential hits were clustered. Ten of the molecules were finally selected based on the chemical and geometrical properties for further experimental validation. Another example focuses on the Bcl-2 protein family, which are well-established targets for anticancer therapeutics due to their key roles as apoptotic regulators. Zhou et al. studied the BCL-X L structure in complex with BCL-2-associated death promoter (BAD) BH3 peptide, identifying three key hydrophobic features which were used to create a pharmacophore model. To identify scaffolds with suitable pharmacological and safety profiles, they screened an in-house database of FDA-approved drugs using the generated pharmacophore model, identifying three classes of compounds with different cores. From this, they performed molecular docking on the BCL-X L protein to predict and study the binding modes of Lipitor and Celexocib, both of which consist of bis-aryl substituted five-membered heterocyclic scaffold. Both compounds mimicked two out of three hydrophobic features required for interaction in the BCL-X L binding pocket, leading to the design of BM-501, which showed suitable affinity to both BCL-2 and BCL-X L and can function as an excellent scaffold in the design of inhibitors for the Bcl-2 protein family [344] . In a different case, Myc oncoprotein promotes cancer when it heterodimerizes with Myc-associated factor X (Max), whereas Myc homodimers suppress cancer [345] . Jian et al. utilized the available crystal structure of Max-Max homodimer to identify small compound stabilizers through VS using AutoDock. The compounds (1668) which were screened from the NCI diversity dataset were subjected to blind docking using both Max-Max homodimer and Myc-Max heterodimer structures. Subsequently, the binding sites were analyzed, and potential compounds which were specific to Max-Max homodimers were identified. These case studies are clear indications that structure-based computational approaches can be used for the discovery of small molecule modulators of PPIs.
Exploiting Hot Spot Regions for Fragment-Based Design
FBDD has been widely employed for different disease targets in the last several years to acquire new chemical entities, while efficiently scouring a much larger chemical space than traditional high-throughput screening (HTS) can cover. Compared to extensive compound libraries commonly used for VS, which comprise of millions of complex structures, fragment libraries often contain only hundreds to a few thousand low-MW structures [346] . Despite this, fragment screening reportedly displays higher hit rates and better LE than HTS efforts [346, 347] . However, most of the current fragment libraries consist of mostly flat, aromatic structures, which can still limit the exploration of chemical space. Renewed interest for natural products due to their structural diversity and relatively safe pharmacological profiles steered the efforts to use them as a source of highly 3D fragment structures. The presence of sp3-character and stereogenicity in natural product-derived fragments can increase the chemical space explored for an FBDD study [348] [349] [350] [351] .
During optimization, fragment hits can undergo linking or growing strategies. For those found to bind in adjacent pockets in the protein interface, appropriate linkers can be selected to connect the two fragments together. On the other hand, fragments can also be grown synthetically to the neighboring pocket based on binding site analysis and rational design. Between the two, linking is found to be more difficult, since the best linkers must be identified to avoid detrimental effects on lead potency and pharmacokinetic properties. While fragment binders initially show weaker affinity in screens, their smaller size and low complexity make it easier to manage physicochemical properties during the optimization than a high-affinity HTS lead. Nevertheless, these weak binding fragments are discovered to form excellent interactions in the binding site, and thus, they contribute more than half of the favorable binding energy if the interactions are preserved during fragment-to-lead optimization [346] .
While the expansive interface of PPIs is not very conducive for small molecule inhibitor discovery, the presence of multiple hot spot regions spread across the surface suggests the applicability of fragment-based methods. Distinct fragments can be identified for each hot spot, and can be later linked or grown into whole molecules with novel structures that are specifically designed for a particular PPI target [352] . FBDD has been successful in providing potential lead candidates for PPIs. As a continuation of the same study by Zhou et al. mentioned in the above section, they used the crystal structure of BCL-X L in complex with ABT-737 and previous assay results to identify a fragment that could be linked to BM-501. Using part of ABT-737 as a linker, they were able to rationally design low nanomolar affinity leads for BCL-2 and BCL-X L . They further employed structure-activity relationship and modeling studies to improve potency and cellular activities of their compounds [344] .
It is important to note that hot spot identification and analysis of the receptor protein are important elements of fragment-based design of PPI inhibitors. Pertinent fragments must be screened and bound to essential hot spot clusters, and not to negligible areas in the PPI interface. Otherwise, while tight binding compounds can be designed from suitable fragments, it may not produce the desired outcome (i.e., disruption or stabilization of PPIs). An excellent example for this is shown by Geppert and colleagues [353] , where they analyzed the nuclear magnetic resonance (NMR) structures of both the apo and holo structures of IFN-α. Potential binding cavities were identified using PocketPicker [354] , and interface hot spots were predicted using iPred [355] . Remarkably, hot spot prediction was in good agreement with previous mutation studies and was able to identify the major interaction groove in the protein interface. Pharmacophore generation and VS of commercially available fragment-sized compounds was performed, resulting in the identification of six binders. From these, the highest-ranking compound displayed good affinity, despite its low molecular weight (279 Da) . Probing the ligand protein hot spots can also facilitate the design of PPI inhibitors. The peptide backbone appropriately positions hot spot residues to surface pockets, which are primarily composed of hydrophobic groups, while forming a number of hydrogen bonds in other parts of the interface, such as in the cases of p53-MDM2 and XIAP-caspase 9 complexes. In this event, it is beneficial both to find fragments that can bind to the surface hot spot regions, and to find linkers that can fulfill the hydrogen bond requirements for interaction with the receptor protein [356] .
Unraveling the Structural and Functional Aspects of PPIs Using MD Simulations
Despite steady progress in the growth of PPI data, comprehensive understanding of such complexes and their dynamics remains inadequate. The scarcity of 3D structural data for protein-protein or -peptide interacting complexes delays PPI research. Moreover, crystallography cannot detect the presence of druggable hot spots and transient pockets on protein-protein interfaces, due to their active motions. MD simulations surpass these limitations by facilitating in-depth analysis of structural, functional, and dynamic aspects of PPI models. They also provide valuable insights into PPI mechanisms which could be utilized in the design of PPI modulators.
MD simulation is a commonly applied in silico approach for calculating the time-dependent motion of biological molecules. The initial step in MD simulation of a PPI is the acquisition of a starting complex structure, which could be obtained through experiments (X-ray, NMR, or cryo-electron microscopy (EM)), modeling approaches (homology modeling or protein-protein docking), or PPI databases. Once the structural template is available, the next step is to prepare the system and subject it to atomistic simulations in line with software-dependent simulation procedures. Firstly, the system's initial positions and velocities are fixed. Subsequently, the forces among all atoms are defined by using a preconfined interaction potential, where time-dependent motions of a system could be traced by solving classical equations of motions [357] . Key utilities of MD simulations in PPI exploration include structural investigations of PPIs (e.g., identification of hot spots, functional mechanisms of complexes, possible binding partners, key interacting features of complexes, and oligomerization mechanistic insights), design of PPI modulators, elucidation of macromolecular mechanisms, and refinement of low-resolution structural data (Figure 3 ). In the case studies below, we highlight the benefits of MD to PPI investigations. MD simulations can also assist in PPI hot spot prediction to provide clues for the design of potential PPI inhibitors. Survivin protein is found to be over-expressed in several solid tumors; hence disruption of its interaction with substrate proteins is indispensable for the treatment of cancer. Sarvagalla et al. [360] provided an exhaustive atomistic detail of the dimer interface of survivinchromosomal passenger complex (CPC) protein by applying a knowledge-based model for identification of hot spot residues. Subsequently, extensive MD simulations were utilized to produce an ensemble of conformations which were further utilized for the estimation of binding free energies of identified hot spots using MM/PBSA and per-residue energy decomposition. Survivin and CPC interface hot spots were identified from these analyses. Finally, a pharmacophore model based on the hot spots was generated and virtually screened against compound databases for the identification of a potential inhibitor targeting survivin-CPC interaction. Besides hot spot predictions and functional characterization of PPIs, MD simulations could be utilized for identification of plausible binding partners. It is hypothesized that Psalmopeotoxin I (PcFK1) targets subtilisin-like serine protease, PfSUB1. To investigate this hypothesis, Bastianelli et al. [361] applied bioinformatics analysis, protein-protein docking, MD simulations, and free energy calculations on these two proteins. MD simulations was utilized for refining the docked protein-protein complexes and free energy calculations. Their computational results were confirmed via experimental testing on PfSUB1 purified and active recombinant enzyme, leading to the validation that PcFK1 indeed targets PfSUB1 enzymatic activity.
It has been widely accepted that most proteins function as oligomers. However, the oligomerization process often remains unclear. In such scenarios, MD simulations can assist experimentalists in unraveling the oligomerization processes. Zhang et al. investigated the formation of small oligomers in the amyloid fibril-formation process of the peptide GNNQQNY from the yeast prion-like protein Sup35, using explicit solvent MD simulations. Their results demonstrated that primarily antiparallel dimer forms, and subsequently novel peptides may complement the assemblies in parallel arrangement, which is in line with the experimental microcrystal structure of the amyloid fibril [362] . In another recent study, interactions between Aβ1-42 oligomers with each of the four models of the full-length Amylin1-37 oligomers were explored using extensive MD simulations, resulting in the elucidation of the link between type 2 diabetes and Alzheimer's disease Dixit et al. investigated the functional mechanism of heat-shock protein (Hsp) 90 using atomistic MD simulations, along with the modeling of principal correlated motions and energy landscape analysis [358] . Through this analysis, several key areas in the structure-functional depiction of controlled interactions and the center of the communication networks were identified. In another study, Ozdemir et al. unraveled the atomistic interactions of the Rho GTPases, Cdc42 and Rac1, with the scaffolding protein IQ motif-containing GTPase-activating protein 2 (IQGAP2) using all-atom MD simulations, site-directed mutagenesis, and Western blotting [359] . They were able to decipher the underlying mechanism of the different stoichiometries involved in the binding of Rac1 and Cdc42 to GRD, and IQGAP2 dimerization. It also provided insights on how Cdc42 and Rac1 mediate actin polymerization in metastasis. The outcomes of these studies assist in the design of inhibitors and additionally provide structural, stoichiometric, and working insights into the allosteric control of the complex and protein machinery dynamics.
MD simulations can also assist in PPI hot spot prediction to provide clues for the design of potential PPI inhibitors. Survivin protein is found to be over-expressed in several solid tumors; hence disruption of its interaction with substrate proteins is indispensable for the treatment of cancer. Sarvagalla et al. [360] provided an exhaustive atomistic detail of the dimer interface of survivin-chromosomal passenger complex (CPC) protein by applying a knowledge-based model for identification of hot spot residues. Subsequently, extensive MD simulations were utilized to produce an ensemble of conformations which were further utilized for the estimation of binding free energies of identified hot spots using MM/PBSA and per-residue energy decomposition. Survivin and CPC interface hot spots were identified from these analyses. Finally, a pharmacophore model based on the hot spots was generated and virtually screened against compound databases for the identification of a potential inhibitor targeting survivin-CPC interaction. Besides hot spot predictions and functional characterization of PPIs, MD simulations could be utilized for identification of plausible binding partners. It is hypothesized that Psalmopeotoxin I (PcFK1) targets subtilisin-like serine protease, PfSUB1. To investigate this hypothesis, Bastianelli et al. [361] applied bioinformatics analysis, protein-protein docking, MD simulations, and free energy calculations on these two proteins. MD simulations was utilized for refining the docked protein-protein complexes and free energy calculations.
Their computational results were confirmed via experimental testing on PfSUB1 purified and active recombinant enzyme, leading to the validation that PcFK1 indeed targets PfSUB1 enzymatic activity.
It has been widely accepted that most proteins function as oligomers. However, the oligomerization process often remains unclear. In such scenarios, MD simulations can assist experimentalists in unraveling the oligomerization processes. Zhang et al. investigated the formation of small oligomers in the amyloid fibril-formation process of the peptide GNNQQNY from the yeast prion-like protein Sup35, using explicit solvent MD simulations. Their results demonstrated that primarily antiparallel dimer forms, and subsequently novel peptides may complement the assemblies in parallel arrangement, which is in line with the experimental microcrystal structure of the amyloid fibril [362] . In another recent study, interactions between Aβ 1-42 oligomers with each of the four models of the full-length Amylin 1-37 oligomers were explored using extensive MD simulations, resulting in the elucidation of the link between type 2 diabetes and Alzheimer's disease [363] . Thus, MD simulation stands as an indispensable tool to complement experimental screening techniques in PPI research that dissect PPIs at an atomistic level, with its high accuracy, vigorous validation of force fields, and the extensive availability of computational resources for performing large-scale simulations of complex protein systems.
Pitfalls of CADD in the Discovery of PPI Inhibitors
There is no doubt that computational methods have become one of the cornerstones of drug discovery, especially with the advances in technology and the increase in experimental data in the last several years. However, as with any other drug discovery and design methods, CADD has its own strengths and weaknesses when dealing with a variety of drug targets, including PPIs.
Prediction and filtering tools are rapid and dependable strategies, particularly for targets with insufficient information at the start of a drug discovery effort. In the absence of 3D information, sequence-based methods can provide quick and useful insights about conservation and evolution information, which may also be critical for ligand design. However, information that is taken from these techniques might not translate well into 3D systems [253] . In fact, Keskin et al. remarked that conservation-based analysis is not applicable to transient interactions due to its poor conservation across species [170] . Most computational tools are dependent on the availability of structural information, such as in the case of energy-and knowledge-based techniques. Energy-based methods are built on the understanding of energy terms in complex systems. Due to the intricacy of protein structures, dynamics, and interactions, several approximations are frequently included in the development of these methods to create a balance between speed and accuracy; thus, they are more useful as estimates for prioritization rather than data that is convertible to real scenarios [364] . On the other hand, knowledge-based methods make use of currently available protein and ligand information, and models created from this technique are only as good as the data used to create it. For example, certain descriptors are more predictive for specific PPI types [253] . Furthermore, if a model is based on a particular protein family or ligand class, it cannot be reliably employed to characterize other protein families or ligand classes. This becomes a hindrance with respect to the intrinsic flexibility and diversity of PPIs.
FBDD is notably more efficient than conventional HTS, both in experimental and virtual form. However, several things are needed before pursuing this strategy. First, structural information is required for fragment screening, making it an unsuitable method for relatively unknown targets. Furthermore, information about hot spot regions is crucial, as these are the focus for any type of screening efforts. Second, binding affinity and orientation of fragments may differ from that of the complete molecule. Linker groups and attachment points must be considered conscientiously, as their addition to identified fragment hits can greatly affect both the potency and pharmacokinetic properties of the lead. Third, and the same as other computational strategies, virtual fragment hits must be validated. However, validation for these low affinity structures often requires more sensitive and sophisticated methods and expertise, as compared to conventional HTS [346] .
Perhaps the most notable challenge for many computational methods is the dynamic nature of proteins, as the inclusion of flexibility is extremely computationally expensive, leading to the use of rigid protein structures by the majority of CADD modules. This drawback becomes more prominent in PPIs, whose conspicuously flat interfaces are postulated to be highly flexible. MD simulations assuages these concerns as it can approximate protein movements in a carefully monitored system. Improvements in hardware computational power have also aided increased interest and utilization of MD for the analysis of PPIs [271, 365, 366] .
The listed shortcomings for each method should not be taken as a dissuasion of their use. In fact, this is a reinforcement that more studies are needed to further improve current computational tools. Moreover, the strengths of each method can be used to make up for the weaknesses of the others. The combination of two or more CADD tools, along with the incorporation of experimental techniques, can result in better insights and success in drug discovery endeavors.5. Conclusion and Prospects of PPI Drug Discovery.
PPIs have become prime drug targets due to their integral roles in cell signaling and regulatory pathways. While increased interest for these targets encouraged comprehensive studies about PPINs, interface conformations and interactions, and PPI modulators, much is still needed to completely characterize this vast system and to overcome hindrances associated with PPI drug discovery. Current experimental techniques have facilitated our growing understanding of PPIs, resulting in the construction of informative databases containing valuable information involving the human proteome and interactome. Unfortunately, the immensity of the human interactome renders experimental methods insufficient, necessitating the use of their computational counterparts. CADD impacts various stages of PPI drug discovery by assisting in the characterization of PPIs and its unique chemical space, thereby providing better insights into the design of PPI modulators. Innovations in computational power and algorithms, along with the growing knowledge and better parameterization of macromolecular dynamics and energetics relating to PPIs, have led to notable contributions of in silico methods in various PPI drug discovery efforts.
Overall, we can expect a remarkable future for PPI drug discovery as both in silico and experimental methods continue to evolve. While each approach has their own significance in the field of drug discovery and development, it is important to remember that one is not designed to outshine the other, but to complement it. The integration of different tools, especially in the study of diverse drug targets such as PPIs, can enhance our understanding of these targets and aid in the design of potent and effective PPI modulators.
