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1. INTRODUCTION 
S. M. Lozinskii [l] defines the logarithmic norm p of a square matrix A by 
p[A] = limh,+a(] I + hA 1 - 1)/h. W. A. Coppel 12, 581 shows that p can 
be used to bound solutions of the linear differential equation y’ = A(t) *y. 
This paper extends the definition of ,u to functions which satisfy a Lipschitz 
condition on bounded subsets of a Banach space E and uses these extensions 
to bound solutions of the corresponding differential equations. Two extensions 
of p are given, one corresponds to estimating the growth of the solution by 
using the norm on E as a Lyapunov function, and, in the differentiable case, 
the other corresponds to estimating the growth of the solutions by using the 
Jacobian of the system. The corollaries and examples are given to illustrate 
some of the cases in which these techniques can prove useful. 
2. THE SPACE LIP(E) 
Let K be either the field of real or complex numbers and let E be a Banach 
space over K with norm denoted by [ * I. The class LIP(E) will consist of all 
functions f from E into E such that 
1. f(0) = 0 and 
2. for each positive number Y, 
sup I f(x) - f(Y)1 
I IS-Y1 
:/xl <r,lrI Gr,x#Y 
I 
is finite. 
DEFINITION 2.1. Let V denote the class of all bounded subsets of E 
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which contain at least two points and for each C in V and f in LIP(E), detine 
0) N[C,fl = w4f(~)l/l~ I : 22 Ec, x f 01 
(ii) N’[C,f] = SuP0fw -f(Y>l/l* -Y I :%YEC,X+Yl 
With addition and scalar multiplication defined in the natural manner, 
LIP(E) is a vector space over K. Also, if C is in V, then N[C, .] and N’[C, *] 
are seminorms on LIP(E). If I is the identity function on E, then I is in 
LIP(E) and N[C, r] = N’[C, I] = 1. Furthermore, if f is in LIP(E), ii is a 
positive number and 0 < 0 < 1, then 
N[C, I + Shf] = N[C, l9(I + hf) + (1 - 6)Jj < BN[C, I + hf] + 1 - 8. 
This shows that (N[C, I + hf] - 1)/h is a nondecreasing function of h. As it 
is bounded by &N[C, f], it has a finite limit as h -+ +O. Similarly, 
(N’[C, I + hfl - 1)/h has a finite limit as h -+ $0. 
DEFINITION 2.2. For each C in ‘%’ and f in LIP(E) define 
(0 
and 
(ii) 
M[C, f] = $yo (N[C, I + hf] - 1)/h 
M’[C, fl = >lz (N’[C, I + hf ] - 1)/h. 
THEOREM 2.1. Suppose that C is in V, f and g are in LIP(E) a@d r is a 
positive number. Then 
6) Jw, VI = ~Jw,f II 
(ii) Jw, f + gl < M[C, f 1 + MC, SIP 
(iii) I J4?ifll < N[Cfl, ad 
(3 I ~Kfl - WGgll d N[Gf -&?I. 
Furthermore, each of the above properties hold if M is replaced by M’ and N is 
replaced by N’. 
Indication of Proof. Since 
(N[C, I + hf] - 1)/h = r(N[C, I + hrf] - l)@r) 
and hr --+ $0 as bt --+ +O, (i) holds. (ii) follows from the inequality 
WC, I + h(f + g)] - 1 < (NC, I + 2hf 1 - I>/2 + PVC, I+ %‘I --1)/Z 
(iii) is immediate and (iv) follows from (ii) and (iii) 1 
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Let L(E) be the Banach space of all continuous linear functions U from 
E into E where j U 1 = sup{] Ux ] : 1 x j = 1). The space L(E) is a subspace 
of LIP(E) and if C is a bounded neighborhood of 0, then 1 7J 1 = N[C, v] = 
N’[C, UJ. Thus, if p[U] = M[C, v], then p[q = M’[C, v] and p[ UJ = 
lim,,+,(l I + hU I - 1)/h. In particular, ,U satisfies each of the properties of 
M in Theorem 2.1. 
For each U in L(E) let exp( U) = 2: U”/(n!) = limn+(l + U/n)“; The 
following proposition is due to Lozinskii [l]. 
PROPOSITION 2.1. If U is in L(E) then 
(i> I exd VI < v&WI) and 
(4 ~+~~Cvl~I~+~~I~~+~~[~+2(~~p(~l~I)-~-~h~l) 
for each h > 0. In particular, if 2h I U I < 1, then 
II + hU I < 1 + &WI + a2 I U 12. 
Indication of Proof. If E is a positive number there is an integer n, such 
that if n 3 n,, , then 
I exp(U)l < I I + u/n In + E = [l + n(i I+ U/n I - 1)/n]” + e 
< [l + (E” [U] + e)/n]" + E -+ exp(d v] + e) + E 
and (i) follows. If h > 0 then p[hU] = hp[U] < h I U I so 
II + hU I d I exp(hU)l + C h” I U I”/@> 
2 
< exp(p[hUI) + (exp(h IU I) - 1 - h I U I) 
< 1+ WYI + Fhn I dvll”/(4 + (exp(h I u I> - 1 - h I UI) 
2 
and (ii) follows 1 
Now suppose that H is a complete inner product space and let (x, y) denote 
the inner product of x and y in H. If U is in L(H) then its adjoint-denoted 
U*- is in L(H) and I U I = 1 U* I. 
PROPOSITION 2.2. If H is a complete inner product space and U is in L(H), 
then 
(i) I U I2 = / U*lJ I = sup(r : r is in the spectrum of lJ*U> and 
(ii) &TJ] = sup(r/2 : Y is in the spectrum of U + U*). 
NONLINEAR DIFFERENTIAL EQUATIONS 419 
Indication of Proof. For a proof of (i) see Taylor [3,250 and 3311. Using 
(i), if h > 0 then 
II+hUl”= II+h(U+ U*)+h?7*UI 
= 1 + h sup@ : Y is the spectrum of U + U* + hU*U]. 
Hence, 
(I I + hU I - 1)/h 
= (l-r+hUl + 1)-l p( su r:risinthespectrumofU+ U*fhU*U) 
and (ii) follows 1 
Let P be a positive definite self-adjoint member ofL(N) and let S be the 
positive definite self adjoint square root of P. For each x and y in N define 
(X,Y)S = 6% 8~). Th is is an inner product on H and if / * 1s is the norm 
on H induced by this inner product, then / * 1,s is equivalent to 1 * j. Further- 
more, if U is in L(H) and j U IS = sup{1 Ux IS : 1 x j S = 11, then ] U Is = 
j sus-1 I. 
PROPOSITION 2.3. Suppose that P and S are as above and U is in L(H). If 
ps[U] = limh,+&/ I + hU Is - 1)/h and P = sup(r : r lis in the spectrum of 
PU + VP) then 
0) ps[Uj = p[SUS-l] and 
(ii) I r/(2 I P I) /-d”l d 1 P-1 1 r/2 ;f r s 0 ;f r 2 0. 
Indication of Proof. If h > 0 then j I + AU Is = j I + hSUS-1 j so (i) is 
immediate. By Proposition 2.2 we have 
&#?I = SUPW2 : r is in the spectrum of SUS-1 + WU*S). 
IfxisinHand 1x1 =l, then 
([SUS-1 + s-lU”S]x, x) 
= (P-lx, x) . ([PU + u*P]s-%II S-lx I, S-%/j S-lx I). 
But if y is in H and 1 y 1 = 1, then ([Pi7 + U*P]y, y) < I’. Hence, if r is a 
member of the spectrum of SUSul -/- S-lU*S, then r < I’/] P j if I’ < 0 
and r < I’ 1 P-1 I if P 2 0 and the proposition follows fl 
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3. THE DIFFERENTIABLE CASE 
A functionffrom E into E is said to be (Frechet) differentiable at the point 
x in E if there is a U inL(E) such that 
;+: I f(Y) - f(x) - YY - WI Y - x I = 0. 
U is called the derivative off at x and will be denoted Df (x). 
LEMMA 3.1. If f is a continuous function from E into E, x and y are in E, 
and f is differentiable at each point on the open line segment from x to y, then 
If(x) -f (Y)l G I 32 - Y I * SUP{1 Df (x + T(Y - x))l : 0 < r < 11. 
For a proof of this lemma, see Dieudonne’ [4, 1551. 
THEOREM 3.1. Suppose that f is a dz@wntiable function from E into E, 
f (0) = 0, and Df maps bounded subsets of E into bounded subsets of L(E). 
Then f is in LIP(E) and if C is an open, bounded convex subset of E, then 
(9 N’[C, f] = sup{1 Df (x)1 : x E C> and 
(ii) M’[C, f] = sup{p[Df (x)] : x E C>. 
Indication of Proof. It is immediate from Lemma 3.1 that f is in LIP(E) 
and since C is convex, iV’[C, f] < sup{1 Df (x)1 : x E C}. Suppose that E is a 
positive number and x,, is in C. There is a S > 0 such that if / x - x,, ] < 6, 
then x is in C and if x # x0, then 
I Df (x0) *(Lx - %1/l x - x0 II d If(x) -fhJl/l x - x0 I + E 
G N’[C,fl + 6. 
Part (i) now follows. 
Let I’ = sup&[Df(x)] : x E C}. If h > 0 then I + hf is differentiable and 
D(I + hf) = I + hDf. Thus, for each x0 in C, N’[C, I + hf] > I I + Dhf (x0)1 
and it follows that M’[C, f] > r. By part (i), for each h > 0 there is an x, 
in C such that N’[C, I + hf] < 1 I + hDf(x,)j + h2. If 2hN’[C, f] < 1, 
part (ii) of Proposition 2.1 shows that 
N’IGI + hf] d 1 + hj.@f&Jl + a2 I Df(+J12 + h2 
< 1 + W + h2(4iV’[C, f]” + 1). 
Thus, (N’[C, I + hf] - 1)/h < r + h(4N’[C, f]” + 1) for all sufficiently 
small h > 0 and part (ii) follows 1 
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THEOREM 3.2. Suppose that f is in LIP(E), C is an open bounded convex 
subset of E, and f is dz$wntiable in C. Then Df is bounded on C and 
(9 N’[C, f] = sup{1 Of (x)1 :x E c> 
(ii) af’[C, f] = sup&L[Df ($1 : x E c>. 
The proof of this theorem is similar to that of Theorem 3.8 and is omitted. 
Let j . I,, be a norm on E which is equivalent to the norm j * I. E equipped 
with the norm I . j0 generates the same classes $? and LIP(E) as does E 
equipped with the norm j . j. If for each C in %? and f in LIP(E), N,[C, f] = 
SUPilf mJ/l x I ,, : x E C, x # 0}, then N, is said to be induced by the norm 
/ . Ia. If J&EC, f] = lim h++,,(N,JC, 1+ hf] - 1)/h, then M,, is also said to 
be induced by j * /s . Analogous definitions apply to N,’ and 84s’ and also 
to p,, and the norm 1 . I,, onL(E). 
EXAMPLE 3.1. Suppose that Q is in invertible member of L(E) and for 
eachxinE,/x/o=IQxI.Thenj*jo is a norm on E which is equivalent 
to the norm 1 . I. Furthermore, if U is inL(E) and 
I U/Q = SUPi1 CJx IQ : I x IQ = I), 
then / U /o = j QUQ-r /. Hence, if pa is induced by this norm then 
pe[U] = p[QUQ-11. Consequently, under the hypothesis of Theorem 3.2, if 
No’ and Mo’ are induce by the norm j . jo , then 
N,‘[C, f] = sup{1 Q * Df (x) . Q-” I : x E C} and 
M,‘[C, f 1 = supb[QDf (4 Q-7 : x E CJ 
However, it should be noted that No’[C, f ] and Mo’[C, f ] are not necessarily 
the same as N’[C, Q . f. Q-l] and M’[C, Q *f * Q-l]. 
If E = Kn, Lozinskii [l] derives formulas for computing p[./I:A] where 
A = (aij) is an n x n matrix. He has the following: 
and &A] is induced by / * II , then 
if 
ReI[a,,] + C I aik I : 1 < i d n ; 
k#i I 
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and ps[A] is induced by / * Is, then 
if 
&%)I3 = (iyl I % 12ye 
and ,1.&4] is induced by I * 1s) then 
h[A] = max{r/2 : r is an eigenvalue of A + A*}. 
Using Theorem 3.2 we have that iff = ( fk) is in LIP(J?), f is differentiable 
on an open bounded convex subset C of K*, and M,‘[C, f] is induced by the 
norm I * II , then 
Analogous formulas hold for the norms 1 . I2 and I * 1s. 
EXAMPLE 3.2. Suppose that Irp is a complete inner product space, P and 
S are self-adjoint positive definite members of L(H) such that S2 = P, and 
f is in LIP(H). Suppose further that R is a positive number, C(R) = 
{X : x E H, 1 x I < R}, f is differentiable in C(R), and there is a positive 
number T(R) such that if x is in C(R) and Y is in spectrum of 
p . Of (4 + Of &)*p, 
then Y < --T(R). If MS’ and ps are induced by the norm 1 * Is (where 
I x js = I 5’~ / for each x in H), then by Proposition 2.3, 
t#f WI G - J’Wl(2 I P I) 
for each x in C(R). Hence, by Theorem 3.2, M,[C(R), f] < -T(R)/(21 P I). 
4. BOUNDS FOR SOLUTIONS OF DIFFERENTIAL EQUATIONS 
Suppose that F is a continuous function from [0, co)xE into E such that 
1. for each t in [0, co) the function x -+ F(t, x) of E into E-denoted 
F(t, .)-is inLIP and (4a) 
2. for each C in %‘, N’[C, F(t, e)] * b 1s ounded on bounded subsets of [0, co). 
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We wil1 consider the initial value problem 
Y’ = W, Y) 
Y(O) = x 
/4b) 
where x is in E. The conditions of (4a) guarantee local existence, uniqueness, 
and extension of solutions so long as they remain bounded. 
THEOREM 4.1. Suppose that F is as above and C is in 22. Let 7 and y be 
continuous functions from [O, 00) into the real numbers uch that 
1. T(t) 3 M[C, F(t, *)I for each t in [0, a> and 
2. y(t) < -M[C, -F(t, -)]fw each t in [0, 00). 
If 4 is a solution to (4b) and b is a positive number smzh that 4(t) is in Cfor 
each t in [0, b), then. 
(i) t -+ 1 b(t)/ exp( -Ji T(S) ds) is nonincreasing on [0, b), 
(ii) t -+ 1 (b(t)1 exp(-fi y(s) ds) is nondecreasing on [O, b), and 
(iii) I s6@)l exp .fi ~(4 4 G I WI < I d4Ol exr4.f~ -dd ds) for each t ia 
LO, b). 
Remark This is an extension to the nonlinear case of Theorem 3, page 58, 
of Coppel [2]. 
Indication of Proof. For each t in [0, b) let #(t) = j +(t)l. Then zj has a 
right derivative on [0, b) and 
It follows that t -+ t)(t) exp( -Ji q(s) ds) is continuous and has a nonpositive 
right derivative on [0, b) so (i) holds. Similarly, if t is in (0, b), then 
and (ii) holds. (iii) is immediate from (i) and (ii) m 
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COROLLARY 4.1. Suppose that R is a positive number, 
C(R) =(xEE:IxI <R> 
and F(t, .) is d@erentiabZe in C(R) f or each t in [O, w). Let D$(t, x) denote the 
derivative of F(t, *) at x and suppose that ol(R, .) is a continuous function from 
[0, a) into the real numbers such that 
1. p[D$(t, x)] < a(R, t) for each (t, x) in [O, co)xC(R) and 
2. there is a constant r(R) such that $ a(R, s) ds < r(R) for each t in [O,&). 
Then each solution 4 to (4b) such that 1 $(O)j exp(r(R)) < R exists on [0, a) 
and satisfies 
I WI G I C(O)1 exp (I:44 4 ds) 
for each t in [0, co). Furthermore, if the hypothesis holds for each positive number 
R and there is a constant I’, such that r(R) < I’,, for each R > 0, then each 
solution + to (4b) exists on [0, a) and the above bound on + holds whenever 
R > I +(O)l exp(rd. 
Indication of Proof. It follows from Theorem 3.2 that M’[C(R), F(t, *)I < 
ar(R, t) for each t in [O, co). Since M[C(R), F(t, m)] < M’[C(R), F(t, e)] we 
have that as long $(t) remains in C(R), 
I WI d I N9l exp (/ic& 4 ds). 
Consequently, if j $(O)/ exp(r(R)) < R, then 4(t) must remain in C(R) and 
hence, $ can be extended to [0, co). The assertion of the corollary follows 1 
EXAMPLE 4.1. Suppose that in Corollary 4.1 E is a complete inner product 
space and that P and S are positive definite self-adjoint members of L(E) 
such that S2 = P. Assume that for each R > 0 there is a positive constant 
I’(R) such that if x is in C(R) and r is in the spectrum of 
P&W, 4 + W(t, x)*P, 
then r < --r(R). By Example 3.2, if Ms’ is induced by the norm I * Is 
(where 1 x Is = / Sx 1 for each x in E), then M,‘[C(R), F(t, .)] < r(R)42 I PI). 
SinceIxI~jS-lI[xIsandIxIs~ISl.ixI foreachxinE,wehaveby 
Corollary 4.1 (using the norm I . Is) that if 4 is a solution to (4b) and 
R > I S-r j * I S 1 * I 4(O)/, then 4 exists on [0, co) and satisfies 
I +@>I < I S-l I . I 4l(th < IS-l I * I S I * I WI exp(--tVWl P I)) 
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for each t in [0, 00). Consequently, Corollary 4.1 contains Theorem 21.1, 
page 91 of Krasovskii [Sj. H ere Krasovskii requires that -r(R) < -r,, < 0 
for each R > 0. 
Compare also with the corollary following Theorem 1 of Markus and 
Yamabe [6]. Here, they require that j’r exp(--E $, I’(R) dR) ds < co for each 
positive number E. 
EXAMPLE 4.2. Let K be the real field, E = K2, and consider the system 
x’ = -2x + cos( y) 
y’ = sin”(x) - y. 
By using the Euclidean norm on K2 Markus and Yamabe [6, 3101 show that 
each solution tends to the unique critical point as t-+ 00. Here we take 
Q : (x, y) --f (x, 2y/3) and use the norm / . j o defined by 
l(x, Y>I~ = m&l x I,2 I Y l/3). 
LettingF(x, y) = (-2x + cos( y), sins(x) -y), we have that Q * DF(x, y) * Q-l 
is associated with the matrix 
c 
-2 -3 sin(y/2 
2 sin(2x)/3 -1 1 
Thus, P&W, y>l = max{-2 + / -3 sin( y)/2 j, - 1 + j 2 sin(&)/3 I> < 
--l/3 for each (x, y) in K2. If (x,, ,yO) is the critical point of the system and 
f&y) =F(x + x0, y + ys), then H is in LIP(G) and DW(x, y) = 
DF(x + x0 , y + yO). Hence, if R is a positive number and 
C(R) = I@, Y> : I& YIIQ < RI, 
then M,‘[C(R), H] < -l/3 and by Corollary 4.1 each solution (A(t), #,(t)) 
of (x, y)’ = H(x, y) satisfies the inequality 
maxii W>l, 2 I IG2@)l/31 G max{l MN 2 I 11r2FWI exp(--t/3) 
for all t in [O,c.o). Consequently, each solution (+r(t), +2(t)) to the above 
system satisfies the inequality 
m=4lMt) - x0 I, 2 I 42(4 - Y. l/31 
< n-41 MO) - x0 I,2 I +dO> - YO l/31 exP(- t/3) 
COROLLARY 4.2. Let F be as in Theorem 4.1 and let S be a nonempty set. 
Suppose that {I . iK : h E S> is a family of norms on E each of which is ep&aEent 
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to the norm 1 . / on E. Let (ale : k E S} and (b, : k E S> be families of positive 
numbers such that ak / x lIc < 1 x 1 < b,j x Ile for each k in S and x in E. 
Furthermore, let C be in g and for each k in S suppose that 
1. M,[C, -1 is induced by / * jic , 
2. Q is a continuous real valued fun&m on [0,03) such that 
r/,%(t) 2 ~7c[C, m *)I 
fw each t in [0, 03), and 
3. yk is a continuous real valued function on [0, 03) such that 
nc(t) ,< --M,K --F(t, -11 
for each t in [O,OO). 
If + is a solution to (46) and b is a positive number such that q5(t) is in C for all t 
in [0, b), then for each t in [0, b), 
(i) I+(t)\ < #(O)l inf{(b,/u,) exp(fi q,(s) ds) : k E S> inasmuch as 
for all k in S; and 
(ii) I W>l 2 I MOI supW4 exp(.f~ Y&) 4 : k E 3 inasmuch as 
I 4l(Olk 2 I 4&9ll, exp (s:, r&) ds) 
for each k in S. 
EXAMPLE 4.3. Suppose that K is the real field, E = Kn and the norm on 
Kn is given by 1(q)] = max{l xk 1 : 1 < k < n>. Let F be a continuous 
function from [0, co) xK* into Kn such that F(t, *) is differentiable for each t 
in [O,o,). For each (t, x) in [0, co)xK” let F(t, X) = (F*(t, x)) and let Jis(t, x) 
denote a/ax, F,(t, x). Suppose that 
1. Fi(t, 0) = 0 for all t in [0, W) and 1 < i < n; 
2. J&t, x) = 0 whenever (t, x) is in [0, co) xKn and 1 < j < i < n; 
3. for each R > 0 there is a positive constant al(R) such that 
M, 4 < --a(R) 
whenever t is in [0, co), x is in KS, ] x I < R, and 1 < i < n; and 
NONLINEAR DIFFERENTIAL EQUATIONS 427 
4. there is a nonnegative integer P such that for each R > 0 there is a 
A(R) > 0 such that 1 Jij(t, x)1 < A(R)(t + 1)’ whenever f is in [0, co), x is 
in&?, 1x1 <R, and 1 <;<j<.n. 
If 41 is a solution to the system y’ = F(t, y), then $ exists on [O,co) and there 
are positive numbers r and /3 (which depend on $) sutih that / d(t)1 < .Fe+ 
for each t in [O,co). 
We will use induction on n. If a = 1, R > 0, and 
C(R) =(x~K?:Ixj <R), 
then 
&l’[C(R),F(t, .)I = sup @(t, x) : / x 1 < RI < --u(R). 
Thus, the assertion in the case n = 1 follows from Corollary 4.1. 
Now suppose n > 1 and the assertion holds for n - 1. Let 
be a solution and let B(t) = [0, $s(t),..., q&(t)]. It follows fram the 
induction hypothesis that there are positive constants r and /! such that 
1 s(t)1 ‘& re-pt. Let $(t) = j A(t Then 
It follows from 3. that the number in the braces is nonpositive and it follows 
from 4. that j F,(t, 6(t))l < (PZ - 1) a A(r) . (t + l)p * J’ * exp(-$t). Thus, 
z/~,‘(t) < (n - 1) * /l(r) * (t + l)P * J’e-@ and it follows that q$ remains 
bounded and hence, 4 remains bounded and can be extended to all of [0, 00). 
Let R > 0 be such that / (p(t)\ < R for all t in [O,co). For each 0 < E < 1, 
let QG be the diagonal matrix diag(E+l, P-2,..., E, 1). Then 
and 
&;I = diag(&-N, ~a-+ ,..., 6-1, 1) 
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where the argument (t, X) is suppressed. If M,’ is induced by the norm 
I . IE where I x lE = I Sex I f or each x in Kn and 0 < E < 1, we have by 
Example 3.1 that Ml[C(R), F(t, .)] = sup{,u[QJF(t, x) . Q;‘] : x E C(R)}. 
Using the formulas following Example 3.1 we see that 
~,[C(R),F(t, *)I < --al(R) + e(n - 1) W)(t + 1)’ 
for each t in [Q, co) and 0 < E < 1. Since 6% 1 x IE < I x I < I x IE, we have 
by Corollary 4.2 that 
] 4(t)] < I $(O)l inf(e-” exp([-c@) + e(n - 1) JR)(t +l)P] . t) : 0 < E < l}. 
Thus, if t1 is in [0, co) and we take c1 = [ol(R)(t, + 1)-P]/[2(n - 1) JR)], 
then I WI < C% - 1) W)b(WI * PI + 1) P e([-~(R)/zlVtl). As this is true for 
each tr in [0, co), it follows that 4 tends to 0 exponentially as t + 00. The 
assertion now follows. Markus and Yarnabe [6, Theorem 41 prove this 
result in the case that F does not depend on t. 
The next two corollaries give some answers to the behavior of solutions 
in the “singular” case. 
COROLLARY 4.3. Suppose that F is as in Theorem 4.1, R is a positive number 
and .for each Y in (0, R), C(r, R) = {x E E : r < I x / < R). Furthermore, for 
each r in (0, R) let a(~, R, .) b e a continuous functionfiom [O,co) into the real 
numbers such that M[C(r, R), F(t, a)] < a(r, R, t) for each t in [0, w). Then 
(i) if a(~, R, t) < 0 for each (Y, t) in (0, R)x[O, oo), each solution 4 to 
(4b) such that I+(O)] < R exists on [0, a) and is nonincreasing in norm; and 
(ii) if, in addition to (i), sr c+, R, s) ds = --oo fm each r in (0, R), then 
lim,,, 4(t) = 0. 
Indication of Proof. Let # = I $ I. If t is in [0, co) and $(t) is in C(Y, R), 
then, as in Theorem 4.1, t)+‘(t) < ol(r, R, t) gL(t) < 0 and (i) follows. Suppose 
that the hypothesis of (ii) hold and, for contradiction, assume that $ is a 
solution to (4b) such that / C(O)] < R and $ does not tend to 0 as t ---f 03. 
By (i) there is an r,, in (0, R) such that 4(t) is in C(r, , R) for each t in [0, co). 
Thus, by Theorem 4.1, 
I C(t>l < I NO exp (s: drO y RF 4 ds) 
for each t in [0, CD). This is impossible since sr a(rO , R, s) ds = --CO. This 
shows the assertion of (ii) 1 
COROLLARY 4.4. Suppose that F is as in Theorem 4.1, R is a positive number 
and C(r, R) = (s E E : r < I x I < R> for each r in (0, R). Furthermore, 
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suppose that F(t, -9 is d;ff erentiable in C(0, R) for each t in [0, a) and that 
fl(r, R, .) is a continuous function from [O,m) into the real numbers such that 
p[D$(t, x)] < P(r, R, t) for each (t, x) in [0, CCJ)XC(Y, R) and r in (0, R). Then 
(i) if ,B(Y, R, t) < 0 for each (Y, t) in (0, R)x[O, a) then each solution 4 to 
(4b) such that / $(O)j < R exists on [0, co) and is nonincreasing in nom; and 
(ii) if, in addition to (i), fz B(Y, R, s) ds = --M) fm each r in (0, R), then 
lim,,,+(t) = 0. 
Remark This corollary can be used to show that solutions to differential 
equations such as y’ = -/ y 1 3/Z and y’ = -y3 tend to the origin as t --f 00 
whereas Corollary 4.1 does not apply. 
Indication of Proof. Let Y’ be in (0, R), Y = r’/2 and let x be in C’(Y,’ R). 
If 62 is a positive number we have that 
I x + hF(t, ~91 < I x + h-W, x) - TX/I x I - hF(t, 41 x l)l 
+ 14 x I + @‘(t, WI 3 01. 
Ify is on the open line segment from x to YX/~ x I, theny is in C(Y, R) and ify 
is on the open line segment from rx/i x 1 to 0, then y is in C(0, A). It follows 
from Lemma 3.1 that 
I x + hF(t, 41 < I x - 4 x I l * sup{1 I + hD$(t, y)l : y E C(r, R)) 
+ I dl x I I . sup{/ 1 + hD,F(t,y)l :y E C(0, R)). 
If h > 0 is sufficiently small so that 2N’[C(O, R), F(t, *)I < 1, by part (2) of 
Proposition 2.1 we have that 
I 3 + hJ’(t, 41 
< (I 2 I - ~9 sup{1 + hdW(t, ~91 +a2 I Wtf, ~91~ : Y E: ‘+-, RI> 
+ y sup{1 + hp[W’(t, ~91 + 4h2 IWC& ~91~ : Y E CC-J WI. 
Since p[D.$(t, y)] < 0 for each y in C(0, R), it follows that 
I x + @It, 41 - I x I < h wW.W(~, y)] :y E C(r, @)(I x I - r) + O(h2) 
where there is a constant I’ > 0 such that O(h2) < IF. Since r/I x j < l/2 
we have that 
I x + hF(t, 4lll x I - 1 d W(r, R, t)/2 + O(h‘W. 
5&3/3-3 
430 MARTIN 
Thus, 
Ml%‘, R),F(t, *)I = ;i$, (N[C(+, R), I+ hF(t, *)I - 1)/h < p(r’, R, t)/2 
and the assertion of this corollary follows from Corollary 4.3 with ol(r, R, t) = 
/3(~/2, R, t)/2 for all (r, t) in (0, R)x[O, a). 
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