Abstract This study assessed the accuracy of telephone and Internet surveys of probability samples and Internet surveys of non-probability samples of American adults by comparing aggregate survey results against benchmarks. The probability sample surveys were consistently more accurate than the non-probability sample surveys, even after post-stratification with demographics. The non-probability sample survey measurements were much more variable in their accuracy, both across measures within a single survey and across surveys with a single measure. Post-stratification improved the overall accuracy of some of the nonprobability sample surveys but decreased the overall accuracy of others.
Higher completion and response rates of the surveys were associated with less accuracy. Accuracy did not appear to change from 2004/2005 to 2009 for any of the methods, and these conclusions are reinforced by data collected in 2008 as well. These results are consistent with the conclusion that non-probability samples yield data that are neither as accurate as nor more accurate than data obtained from probability samples.
Since the 1940s, the gold standard for survey research has been to conduct primarily face-to-face interviews with a random sample of American adults. Surveys such as the Centers for Disease Control and PreventionÕs National Health Interview Survey (NHIS) and National Health and Nutrition Examination Survey (NHANES) have involved interviews with tens of thousands of randomly selected Americans with high response rates. As a result, such surveys are among AmericaÕs most trusted sources of information about its population.
Outside of government, face-to-face interviewing of probability samples is unusual in survey research today, though it is still done regularly (e.g., by the American National Election Studies and the General Social Survey, and in developing nations). In the 1970s, random digit dialing (RDD) telephone surveys became very popular. And in recent years, Internet surveys have been conducted at increasing rates.
An accumulating body of evidence suggests that this latter shift may have some advantages. In a number of experiments, participants have been randomly assigned to complete a questionnaire either on a computer or via oral administration by an interviewer (e.g., Chang and Krosnick 2010; Link and Mokdad 2004, 2005; Rogers et al. 2005) , or the same people have completed a questionnaire in both modes (e.g., Cooley et al. 2000; Ghanem et al. 2005; Metzger et al. 2000 ; see also Chatt et al. 2003) . In general, these studies have found that computer data collection yielded higher concurrent validity, less survey satisficing, less random measurement error, and more reports of socially undesirable attitudes and behaviors than did data collected by interviewers (cf. Bender et al. 2007 ). Thus, computer administration appears to offer significant measurement advantages.
Many Internet surveys are being done these days with probability samples of the population of interest (e.g., Carbone 2005; Kapteyn, Smith, and van Soest 2007; Lerner et al. 2003; Malhotra and Kuo 2008; Moskalenko and McCauley 2009; Skitka and Bauman 2008) . But most commercial companies that collect survey data in the United States via the Internet do not interview probability samples drawn from the population of interest with known probabilities of selection. Instead, most of these companies offer non-probability samples of people who were not systematically selected from a population using conventional sampling methods. For some such surveys, banner ads were placed on websites inviting people to sign up to do surveys regularly. In other instances, e-mail invitations were sent to large numbers of people whose e-mail addresses were sold by commercial vendors or maintained by online organizations because of past purchases of goods or services from them. Some of the people who read these invitations then signed up to join an Internet survey ''panel'' and were later invited to complete questionnaires. For any given survey, a potential respondentÕs probability of selection from the panel is usually known, but his or her probability of selection from the general population of interest is not known.
In theory, non-probability samples may sometimes yield results that are just as accurate as probability samples. If the factors that determine a population memberÕs presence or absence in the sample are all uncorrelated with the variables of interest in a study, or if they can be fully accounted for by making adjustments before or after data collection (with methods such as quotas, stratified random sampling from the panel, matching [Diamond and Sekhon 2005; Vavreck and Rivers 2008] , post-stratification weighting [see, e.g., Dever, Rafferty, and Valliant 2008 ; see also Battaglia et al. 2009; Gelman 2007; Kish 1992] , or propensity score weighting [Lee 2006; Lee and Valliant 2009; Schonlau et al. 2009; Taylor et al. 2001; Terhanian et al. 2001] ), then the observed distributions of those variables in a non-probability sample should be identical to the distributions in the population. However, if these conditions do not hold, then survey results from non-probability samples may not be comparable to those that would be obtained from probability samples.
To date, numerous studies have compared probability samples interviewed via telephone to non-probability samples interviewed via the Internet. No studies have uncovered consistently equivalent findings across the two types of surveys, and many have found significant differences in the distributions of answers to demographic and substantive questions (e.g., Baker, Zahs, and Popa 2004; Berrens et al. 2003; Bethell et al. 2004; Braunsberger, Wybenga, and Gates 2007; Krosnick 2002, 2009; Crete and Stephenson 2008; ElmoreYalch, Busby, and Britton 2008; Klein, Thomas, and Sutter 2007; Loosveldt and Sonck 2008; Niemi, Portney, and King 2008; Roster et al. 2004; van Ryzin 2008; Schillewaert and Meulemeester 2005; Schonlau et al. 2004; Sparrow 2006; Spijkerman et al. 2009; Taylor, Krane, and Thomas 2005) .
In comparisons with RDD telephone surveys and face-to-face probability sample surveys, a few studies have found non-probability sample Internet surveys to yield less accurate measurements in terms of voter registration (Niemi et al. 2008; cf. Berrens et al. 2003) , turnout (Chang and Krosnick 2009; Malhotra and Krosnick 2007; Sanders et al. 2007 ), candidate choice (Malhotra and Krosnick 2007 ; cf. Sanders et al. 2007 ), health (Bethell et al. 2004) , and demographics (Chang and Krosnick 2009; Crete and Stephenson 2008; Malhotra and Krosnick 2007) . 1 1. Braunsberger et al. (2007) reported the opposite finding: greater accuracy in a non-probability sample Internet survey than in a telephone survey documenting health insurance. However, they did not state whether the telephone survey involved pure random digit dialing; they said it involved ''a random sampling procedure'' from a list ''purchased from a major provider of such lists'' (p. 761). And Braunsberger et al. (2007) did not describe the source of their validation data in detail.
To supplement that literature, the present article assesses the accuracy of measurements on a variety of topics collected during 2004 and 2005 in an RDD telephone survey of American adults, an Internet survey of a national probability sample, and Internet surveys from seven non-probability samples. Accuracy was assessed by comparing the surveysÕ estimates to benchmarks from official government records or high-quality federal surveys with high response rates.
Three categories of variables were examined: primary demographics, secondary demographics, and non-demographics. Primary demographics are those that were used by some of the survey firms to create weights or to define strata used in the process of selecting people to invite to complete the Internet surveys. Thus, explicit steps were taken by the survey firms to enhance the accuracy of these specific measures in the Internet surveys. Secondary demographics were not used to compute weights or to define sampling strata, so no procedures were implemented explicitly to assure their accuracy. Non-demographics included (1) factual matters on which we could obtain accurate benchmarks from official government records; and (2) behaviors that were measured in federal surveys with high response rates.
Estimates from each survey were first compared to benchmarks when no post-stratification weights were applied to the data. Next, post-stratification weights were applied, which allowed assessment of the extent to which these weights altered conclusions about the relative accuracy of the probability and non-probability samplesÕ data. We also explored whether any of the nonprobability sample surveys was consistently more accurate than the others.
To permit comparison of the variability of accuracy within and across the three types of surveys, the surveys commissioned for this article were compared with additional RDD telephone surveys and probability sample Internet surveys commissioned by other organizations at about the same time as the surveys commissioned for this study. We explored whether higher response rates were associated with greater accuracy. Surveys commissioned for this article were compared with surveys conducted in 2009 by some of the same firms, to assess whether accuracy has improved or declined over time. We also analyzed data collected in 2008 by the Advertising Research Foundation (ARF), using a similar design to that employed by our commissioned studies.
Data

SURVEYS COMMISSIONED IN 2004/2005
Nine well-established survey data collection firms each administered the same questionnaire to a sample of American adults in 2004 or 2005. Identical written instructions given to all firms asked them to provide ''1,000 completed surveys with a census-representative sample of American adults 18 years and older, residing in the 50 United States.'' The telephone survey involved conventional RDD methods to recruit and interview a probability sample. The probability sample Internet survey was conducted with members of a panel (of about 40,000 American adults) that was recruited via RDD methods. Individuals who wished to join the panel but did not have computers or Internet access at home were given them at no cost. A subset of the panel was selected via stratified random sampling to be invited to complete this survey.
For six of the seven non-probability sample Internet surveys, invited individuals were selected via stratified random sampling from panels of millions of volunteers who were not probability samples of any population. The remaining company used ''river'' sampling, whereby pop-up invitations appeared on the computer screens of users of a popular Internet service provider. In three of the seven non-probability sample surveys, quotas were used to restrict the participating sample so that it would match the population in terms of some demographics. For six of the non-probability sample surveys, potential participants were not invited to complete the questionnaire if they had completed more than a certain number of surveys already that month or if they had recently completed a survey on the same topic. A summary of the data collection methods appears in table 1.
ARCHIVAL SURVEYS
To select six additional RDD telephone surveys, the iPoll database (maintained by the Roper Center at the University of Connecticut) was searched to identify all such surveys of national samples of American adults in that archive conducted during June, July, and early August of 2004 (the period when most of the commissioned surveys were in the field). Surveys that asked respondents to report the number of telephone lines and the number of adults in the household were eligible for selection, so that weights to correct for unequal probability of selection could be calculated. Of the seven eligible surveys, six were randomly selected.
2 These surveys were in the field for an average of 3.8 days (Range: 3-8), and all had a lower AAPOR RR3 than the commissioned telephone survey.
The firm that conducted the commissioned probability sample Internet survey provided a list of all surveys they conducted of the general American adult public during the same period in 2004. From that list of seven surveys, six surveys were randomly selected, and demographic data for those surveys were obtained. These surveys were in the field for an average of 12.7 days (Range: 8-23), and their cumulative response rates were similar to that of the commissioned survey. Identical questions measuring primary demographics, secondary demographics, and non-demographics were asked in the same long questionnaire that was administered by each survey firm (see appendix 1 for questions and response options). 4 Primary demographics included sex, age, race/ethnicity, education, and region of residence. Secondary demographics included marital status, total number of people living in the household, employment status, number of bedrooms in the home, number of vehicles owned, homeownership, and household income.
5 Non-demographics included frequency of smoking cigarettes, consumption of at least 12 drinks of alcohol during their lifetimes, the average number of drinks of alcohol consumed on days when people drank, ratings of quality of health, and possession of a U.S. passport and a driverÕs license.
The archival surveys were evaluated using data on nine demographics: sex, age, race, ethnicity, education, region, marital status, number of adults, and income. The six telephone surveys obtained from iPoll measured demographics differently than was done in the commissioned surveys, so the response categories used to compute error for age, number of adults in the household, and income in these analyses were slightly different from those used for the commissioned surveys.
ARF SURVEYS
The questions used to generate publicly available results for the full sample of over 100,000 respondents were homeownership, smoking 100 cigarettes in oneÕs lifetime, current cigarette-smoking status, having a residential telephone, and owning a cell phone. The only benchmark question reported publicly with separate results for each of the 17 non-probability Internet firms (and thus the only question for which a standard deviation across firms could be calculated) assessed current cigarette-smoking status. 
Weights for Commissioned Surveys
To adjust the telephone survey sample for unequal probabilities of selection, a weight was constructed using the number of non-business landlines that could reach the household and the number of adults living in the household. Next, because some survey companies did not provide post-stratification weights or did not explain how their post-stratification weights were computed, we constructed a set of weights using the same method for all nine surveys.
9 These weights maximized the match of the survey sample with the 2004 CPS ASEC supplement via raking using the following variables: race (3 groups), ethnicity (2 groups), census region (4 groups), a cross-tabulation of sex by age (12 groups), and a cross-tabulation of sex by education (10 groups).
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Analysis Method
Survey accuracy was assessed by computing the difference between the proportion of respondents selecting the modal response for each variable in the benchmark data and the proportion of survey respondents giving that answer 8. Because data from one of the non-probability samples were collected in early 2005, we tested whether that sampleÕs accuracy appeared to be better when compared to benchmarks collected in 2005, and it did not. We therefore compared all surveys to benchmarks collected in 2004. 9. These weights were constructed following recommendations from the Report from the American National Election StudyÕs (ANES) Committee on Optimal Weighting (DeBell and Krosnick 2009) and other sources (e.g., Battaglia et al. 2009 ). The ANES procedure suggests inspecting the marginal distributions for secondary demographics, such as marital status and number of people in the household, after weighting on primary demographics. If a discrepancy larger than 5 percentage points appears for a variable, weighting can then be done using that variable as well. We did not implement this part of the procedure, because we used the secondary demographics as benchmarks to assess accuracy. 10. In an initial contact letter, all firms were asked for survey weights, but only three firms provided post-stratification weights to eliminate demographic discrepancies between the U.S. population and the samples of respondents: the probability sample telephone survey, the probability sample Internet survey, and one of the non-probability sample Internet surveys. The probability sample Internet surveyÕs weights adjusted for unequal probability of invitation. The firm that conducted non-probability sample Internet survey 1 provided weights that included a propensity score adjustment in addition to a post-stratification adjustment. In the analyses reported here, we chose to use the weights that yielded the most accurate survey results, which were the weights we constructed, and so no results are reported using the weights provided by the firms.
(the response categories are listed in column 1 of table 3). 11 We assessed the statistical significance of the difference between the benchmark dataÕs measurement of the modal category and each surveyÕs estimate of that category using standard errors from the benchmark surveys and the target surveys. Because the driverÕs license and passport benchmarks were not obtained from surveys, they were treated as measured without error. For each survey, the average absolute error was computed across all three categories (primary demographics, secondary demographics, and non-demographics), and we tested the statistical significance of the differences between pairs of surveys by bootstrapping standard errors for each surveyÕs average absolute error and computing t-tests to compare these averages.
All of the above analyses were first conducted with no weights on the Internet survey data and weights to adjust for unequal probability of selection on the telephone survey data. The analyses were then repeated using post-stratification weights and examining only the secondary demographics and non-demographics. Finally, t-tests were computed to assess whether the change in accuracy due to weighting was statistically significant using bootstrapped standard errors. For more details on methods and analyses, see the supplementary data online at http://poq.oxfordjournals.org/.
12 For more information on past findings generated with the present studyÕs commissioned surveys, see appendix 2.
Results
ACCURACY OF THE 2004/2005 COMMISSIONED SURVEYS
Primary Demographics Without post-stratification. Without post-stratification, the probability samples provided the most accurate estimates of the primary demographics. The telephone survey and the probability sample Internet survey had average absolute errors of 3.29 and 1.96 percentage points, respectively, which were significantly different 11. When we computed the average absolute error across all response categories for each variable, we reached the same conclusions about relative survey accuracy as are reported in the text. 12. The online supplement provides descriptions of the firmsÕ methods for collecting data; descriptions of the archival surveys; other questions included in the questionnaire that could not be used to assess accuracy; benchmark sources and calculations; missing data management techniques; descriptions of the data used and analyses conducted to assess the accuracy of surveys from 2009; a description of the weighting algorithm and the program that implemented it; a description and copy of the bootstrapping procedure used for statistical testing; t-tests comparing the firmsÕ average errors; t-tests assessing whether post-stratification improved accuracy for each survey; the variability of accuracy across the telephone surveys, probability sample Internet surveys, and non-probability sample Internet surveys; results obtained when using weights provided by the firms, when capping weights, and when dropping health status as a benchmark; targets used to build post-stratification weights; and confidence intervals for the commissioned telephone surveyÕs weighted measurement of benchmarked variables not used to create weights.
(i.e., p < .05) from each other (see row 1 of table 2). All of the non-probability sample Internet surveys were significantly less accurate than the probability sample Internet survey in terms of primary demographics, and all but one of the non-probability sample Internet surveys were significantly less accurate than the telephone survey (see row 1 of table 2).
With post-stratification. After post-stratification, all of the samples closely matched the primary demographic benchmarks (see rows 5, 10, 15, 20, 25 , and 30 of table 3). This suggests that the weighting procedure had the intended effect on the variables used to create the weights.
Accuracy Across All Benchmarks Without post-stratification. Without post-stratification, the telephone survey and the probability sample Internet survey were not significantly different from each other in terms of average accuracy for all 19 benchmarks (average absolute errors of 3.53 and 3.33 percentage points, respectively) and were both significantly more accurate than all of the non-probability sample Internet surveys (which ranged from 4.88 to 9.96 percentage points; see row 2 of table 2).
With post-stratification. After post-stratification, accuracy for the secondary demographics and non-demographics was best for the telephone survey (2.90 percentage points), and slightly (but not significantly) less accurate for the probability sample Internet survey (average absolute error 3.40 percentage points). The telephone and probability sample Internet surveys were significantly or marginally significantly (i.e., p < .05, or, in one comparison, p < .10) more accurate than all of the non-probability sample Internet surveys (see row 4 of table 2; see also figure 1).
As expected, post-stratification significantly increased the average accuracy of both probability sample surveys (compare rows 3 and 4 of table 2). Poststratification significantly increased accuracy for only two of the seven nonprobability sample surveys, increased accuracy marginally significantly for a third, and decreased accuracy marginally significantly for a fourth. Post-stratification had no significant or marginally significant impact on accuracy for the remaining three non-probability sample surveys (compare rows 3 and 4 of table 2). Comparing Probability and Non-Probability Samples 
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Comparing Probability and Non-Probability Samples telephone and 9.59 for the Internet; see row 9 of table 2), and the non-probability sample Internet surveys all had larger ''largest absolute errors,'' ranging from 13.23 to 35.54 percentage points. With post-stratification, the same was true-the probability samples had smaller ''largest absolute errors'', of 9.00 and 8.42 percentage points, in contrast to the non-probability sample Internet surveysÕ ''largest absolute errors,'' which ranged from 9.98 to 17.83 percentage points.
Number of significant differences from benchmarks. The same conclusion was supported by the percent of benchmarks from which each surveyÕs estimates were significantly different (p < .05; see rows 12 and 14 of table 2). Without post-stratification, the telephone survey's estimates were significantly different from the fewest benchmarks (47 percent). The probability sample Internet surveyÕs estimates were significantly different from somewhat more benchmarks (63 percent), and the non-probability sample Internet surveys were significantly different from about the same percent or more of the benchmarks (range: 58 to 89 percent). With post-stratification, however, the probability samples were more obviously superior: their estimates were significantly different from 31 and 46 percent of the benchmarks, respectively, whereas the non-probability sample Internet surveys were significantly different from between 62 and 77 percent of the benchmarks.
Superiority of Some Non-Probability Samples?
The average accuracies examined thus far may seem to suggest that some nonprobability samples were more accurate than others, but these differences were almost never statistically significant. 14 Furthermore, it is essentially impossible to predict a non-probability sample surveyÕs accuracy on one benchmark using its overall accuracy on all of the benchmarks. Without post-stratification, the correlation between overall rank order of the surveys in terms of absolute error and the absolute error for each of the 19 benchmarks ranged from À.65 to .70 and averaged .27. Similarly, the correlation between average absolute error for each survey and absolute error for each of the 19 benchmarks ranged from À.94 to .92 and averaged .37. These two average correlations were similar when post-stratification was done (.23 and .27, respectively). Thus, these results challenge the conclusion that some of the non-probability sample Internet surveys were consistently more accurate than the rest.
COMPARISONS WITH 2004/2005 ARCHIVAL SURVEYS
Because the RDD telephone survey and probability sample Internet survey commissioned for this article were overseen closely by university researchers, and the telephone survey involved a very long field period and extensive efforts to maximize the response rate, one might imagine that these surveys overstate the accuracy of most surveys done with these methods at that time. In fact, however, the surveys commissioned for this article were almost always less accurate than the archival surveys we examined (commissioned telephone survey: average absolute error 3.74 percentage points vs. archival telephone surveys: 3.40, 3.18, 3.55, 3.40, 3.46, 3.79 percentage points; commissioned probability sample Internet survey: 2.67 percentage points vs. archival probability sample Internet surveys: 1.71; 2.10; 1.43; 1.94; 1.62; 1.45 percentage points).
Consistency of Absolute Errors in the 2004/2005 Surveys.
Consistency of absolute error rates across surveys. In addition to the probability sample surveys being more accurate than the non-probability sample surveys, the former were also more consistent in their accuracy. Without post-stratification, the average absolute error for the seven probability sample telephone surveys (i.e., the commissioned survey plus the six archival surveys) was 3.51 percentage points (for the primary demographics and some secondary demographics), with a standard deviation of 0.23 percentage points. The corresponding average absolute error and standard deviation were 1.84 and 0.44 percentage points for the seven probability sample Internet surveys, respectively. In contrast, for the seven non-probability sample Internet surveys, these figures were 5.60 and 2.20 percentage points, respectively. Thus, the standard deviation for the non-probability sample surveysÕ average error was nearly ten 14. Of 21 possible t-tests comparing pairs of non-probability sample Internet surveysÕ average absolute errors to one another (after post-stratification), only 3 were statistically significant (p < .05)-slightly more than would be expected by chance alone. All three of those significant t-statistics indicated that non-probability sample Internet survey 7 was significantly less accurate than others of the non-probability sample Internet surveys. times larger than the telephone surveysÕ standard deviation and five times larger than the probability sample Internet surveysÕ standard deviation.
Consistency of absolute error rates within surveys. Not only were the probability sample surveys more consistent in their average errors across surveys than were the non-probability sample surveys, but the former were also more consistently accurate across benchmarks within a survey. Without post-stratification, the average standard deviation (across nine demographics) of the absolute error averaged 2.76 percentage points for the seven probability sample telephone surveys, 1.31 percentage points for the seven probability sample Internet surveys, and 5.19 percentage points for the seven non-probability sample surveys. Thus, it is easier to predict a probability sample surveyÕs accuracy on one benchmark knowing its accuracy on another benchmark than to predict a non-probability sample surveyÕs accuracy on one benchmark knowing its accuracy on another benchmark.
The consistency of the accuracy of the probability sample surveys is illustrated in figure 2. In terms of nine demographic variables, the range of absolute errors was much narrower for the seven RDD telephone surveys (shown on the left of figure 2) and the seven probability sample Internet surveys (shown in the middle) than for the seven non-probability sample Internet surveys (shown on the right). Thus, it is difficult to anticipate whether a non-probability sample Internet survey will be somewhat different from a population benchmark or substantially different from it, whereas the probability sample surveys were consistently only minimally different.
RELATION OF COMPLETION RATES TO ACCURACY
Remarkably, higher response rates were associated with lower accuracy of the surveys. Among the seven RDD telephone surveys, response rates were positively correlated with the size of each surveyÕs average absolute error without post-stratification (r ¼ .47). Completion rates were also positively correlated with the size of average absolute error among the seven probability sample Internet surveys (r ¼ .47) and among the non-probability sample Internet surveys (r ¼ .61). Thus, higher completion rates and response rates were coincident with less accuracy, not more.
COMPARISON WITH THE 2008 ARF SURVEYS
In the ARFÕs study, the post-stratification weighted average absolute error across the benchmark questions not used for weighting was nearly identical to that found in the present studyÕs commissioned 
Discussion
This investigation supports the following conclusions:
(1) The probability sample telephone and Internet surveys commissioned for this study were more accurate across a set of demographics and non-demographics, especially after post-stratification with primary demographics (average absolute errors of secondary demographics and nondemographics ¼ 2.90 and 3.40 percentage points, respectively, for the telephone and probability sample Internet surveys).
Comparing Probability and Non-Probability Samples
(2) The non-probability sample Internet surveys were always less accurate, on average, than the probability sample surveys (average absolute errors for secondary demographics and non-demographics ¼ 5.23 percentage points) and were less consistent in their accuracy. Thus, the accuracy of any one measure in a non-probability sample survey was of limited value for inferring the accuracy of other measures in such surveys. (3) Post-stratification with demographics sometimes improved the accuracy of non-probability sample surveys and sometimes reduced their accuracy, so this method cannot be relied upon to repair deficiencies in such samples. (4) Although one of the non-probability sample surveys was strikingly and unusually inaccurate, the rest were roughly equivalently inaccurate, on average, challenging the hypothesis that optimizing methods of conducting non-probability sample Internet surveys can maximize their accuracy. (5) Completion rates and response rates of the surveys were negatively correlated with their accuracy, challenging the notion that higher completion rates and response rates are indications of higher accuracy. Conclusion (1) is useful because probability sample surveys routinely come under attack, being accused of inaccuracy due to low response rates and a shrinking landline telephone sampling frame (e.g., Crampton 2007; Kellner 2004 Kellner , 2007 Zogby 2007 Zogby , 2009 ; see also Ferrell and Peterson 2010) . It is rarely possible to evaluate the credibility of such assertions, because benchmarks to assess accuracy are rarely available. Therefore, this investigationÕs administration of measures suitable for comparison to benchmarks made this sort of evaluation possible and yielded reassuring conclusions about probability sample surveys.
Conclusion (2) should come as no surprise, because no theory provides a rationale whereby samples generated by non-probability methods would necessarily yield accurate results. Because we saw substantial and unpredictable accuracy in a few of the many assessments made with such surveys, it is possible to cherry-pick such results to claim that non-probability sampling can yield veridical measurements. But a systematic look at a wide array of benchmarks documented that such results are the exception rather than the rule.
RESONANCE WITH PREVIOUS RESEARCH
The evidence reported here complements past studies, such as that done by Roster et al. (2004) , who compared an RDD telephone survey to an Internet survey of a non-probability sample from the same geographic region. Those investigators found numerous statistically significant and sizable differences between the surveys in terms of demographics and non-demographics. Schonlau, Asch, and Du (2004, who collected data in California) and Sparrow (2006, who collected data in the United Kingdom) reported similar comparisons that yielded substantial differences between probability and non-probability sample surveys. However, because these studies did not compare the estimates to trusted benchmarks, it is impossible to tell which data collection method yielded more accurate results. The present study suggests that in general, RDD telephone surveys are likely to be more accurate than non-probability sample Internet surveys. This conclusion is supported by similar studies that compared estimates from an RDD telephone survey and a non-probability sample Internet survey to benchmarks and found greater error in the latter (e.g., Bethell et al. 2004; Chang and Krosnick 2009; Crete and Stephenson 2008; Niemi et al. 2008; van Ryzin 2008) . 15 The present studyÕs finding of substantial variability in results across nonprobability sample surveys (in 2004/2005 and in 2008) resonates with other studies documenting the same result (e.g., Baim et al. 2009; Elmore-Yalch et al. 2008; Vonk, Ossenbruggen, and Willems 2006) . All of this reinforces confidence in the conclusions supported by the present research.
EFFECTS OF SURVEY WEIGHTS ON ACCURACY
Advocates of non-probability sample surveys sometimes assert that inadequacies in panel recruitment and survey participation can be corrected by suitable adjustments implemented when inviting panelists to complete the survey or after data collection. And some firms that sell such data sometimes say that they have developed effective, proprietary methods to do so. The evidence reported here challenges those assertions in various ways: (1) the nonprobability sample surveys differed in how they used quotas, adjusted the probability of invitation from the panel, and provided incentives, yet none emerged as superior to the others; (2) the sizes of errors observed within and across such surveys were not consistent; (3) the weights that included a propensity score adjustment did not reduce the errors in that non-probability sample Internet survey; and (4) post-stratification of non-probability samples did not consistently improve accuracy, whereas post-stratification did increase the accuracy of probability sample surveys. This suggests that weights may not always be effective for removing the biases in non-probability sample surveys, although they are effective at reducing error in probability sample surveys.
The logic of such weighting hinges on the assumption that the members of underrepresented groups from whom a researcher has collected data will provide answers mirroring the answers that would have been obtained if more individuals in such groups had been interviewed. So, perhaps with non-probability sampling, interviewed members of underrepresented subgroups do not resemble non-interviewed members of such groups as closely as occurs with probability sampling. For example, if young, African-American, highly educated males were underrepresented in a non-probability sample Internet survey, the young, African-American, highly educated males who did participate may not have closely resembled those who did not. This may be the reason why weighting up the participating members of this group increased error rather than decreasing it.
Resonating with this logic, many researchers (Couper et al. 2007; Dever et al. 2008; Duffey et al. 2005, Lensvelt-Mulders, Lugtig, and Hubregtse 2009; Loosveldt and Sonck 2008; Schonlau et al. 2009 ) have shown that although weighting and propensity score adjustments can sometimes significantly reduce error in non-probability sample surveys, large discrepancies from the population of interest often remain even when the data are weighted. We look forward to seeing the results of future research seeking to refine and improve these methods.
THE SPECIAL CASE OF PRE-ELECTION POLLS
Pre-election polls are perhaps the most visible context in which probability sample and non-probability sample surveys compete and can be evaluated. A number of publications document excellent accuracy of non-probability sample Internet surveys (with some notable exceptions), some instances of better accuracy than probability sample surveys, and some instances of lower accuracy (Harris Interactive 2004 Stirton and Robertson 2005; Taylor et al. 2001; Twyman 2008; Vavreck and Rivers 2008) . However, to produce these numbers, analysts must make numerous decisions about how to identify likely voters, how to handle respondents who decline to answer vote choice questions, how to weight data, how to order candidate names on questionnaires, and more. And these decisions can be shaped partly by the results of numerous surveys measuring the same preferences that were publicized previously during a campaign. So differences or similarities between polls in terms of accuracy may reflect differences in analystsÕ procedures rather than differences in the inherent accuracy of the data collection methods. Thus, it is difficult to know how to relate the present findings to the evidence on candidate preferences during campaigns.
COMPLETION RATES AND RESPONSE RATES
The evidence reported here that higher completion rates and response rates were not associated with more accuracy is consistent with the growing body of work supporting the same conclusion (e.g., Curtin, Presser and Singer 2000; Holbrook, Krosnick, and Pfent 2007; Keeter et al. 2000; Keeter et al. 2006; Merkle and Edelman 2002) . The evidence of negative relations of completion rates and response rates with accuracy challenges the claims that probability sampling is undermined by low response rates and that efforts devoted to maximizing completion rates and response rates necessarily maximize the accuracy of surveys.
LIMITATIONS
The present study has significant limitations, some involving no small dose of irony. First, this study examined only a limited set of benchmarks, including demographics and non-demographics addressing cigarette smoking, alcohol consumption, health quality, and passport and driverÕs license possession. This list goes beyond the variables that have been examined in past studies of survey accuracy, but it is not a random sample of measures from a universe of all possible measures. Just as the evidence reported here shows that random sampling of respondents yields more generalizable results, random sampling of measures would permit an increase in confidence when generalizing research conclusions. Therefore, it would be useful to conduct investigations in the future with an expanded list of criteria to assess the generalizability of the present studyÕs findings. Perhaps it would be possible to define a population of eligible measures and randomly sample from it. But it may not be possible for the community of scholars to agree on what constitutes the population of measures, in which case more investigations such as the present one can be conducted with convenience samples of measures to provide a basis for further confidence in general conclusions.
Second, the present study focused on commissioned non-probability sample Internet surveys conducted by a set of seven firms, and these firms were not chosen randomly from the population of such firms. Rather, they were selected because of their high visibility in the industry, and some highly visible firms were not included. Although the results from the seven data collection firms in 2004 closely mirrored those obtained from 17 data collection firms in the 2008 ARF study, in the absence of random sampling of companies, we must be cautious about generalizing from these results to all such companies. Ideally, future studies of this sort will involve sufficiently substantial budgets to allow random sampling of data collection firms for participation.
HOW ACCURATE WERE THE BENCHMARKS?
All of the analyses reported here presume that the benchmarks used to assess survey accuracy were themselves accurate. Yet most of those benchmarks were obtained from surveys, which no doubt contain some error. Because those surveys had extremely high response rates (so non-response bias was extremely Comparing Probability and Non-Probability Samplessmall) and involved very large samples of respondents, there is reason to have confidence in them.
Nevertheless, the use of human interviewers in the benchmark surveys and in the telephone surveys we examined might have created an illusion of similarity between their results. Human interviewers sometimes induce a bias toward giving socially desirable answers, especially in telephone interviews, and this bias is less present in answers to self-administered questionnaires (Chang and Krosnick 2009; Harmon et al. 2009; Holbrook, Green, and Krosnick 2003; Holbrook and Krosnick 2010; Turner et al. 2005; Turner et al. 2009; Villarroel et al. 2006) . Therefore, for measures tinged with social desirability implications, the benchmark comparisons might overstate the accuracy of the telephone survey data.
Such bias seems unlikely to have contaminated the CPS or ACSÕs measures of demographics such as sex or number of bedrooms in the household or, of course, the governmentÕs statistics on passports or driverÕs licenses. But one might imagine that reports of cigarette smoking, alcohol consumption, and health quality could be distorted by social desirability pressures.
In fact, however, such pressures do not appear to bias adultsÕ reports of smoking and drinking. Numerous studies have used the ''bogus pipeline technique'' to test for social desirability bias in such reports, and meta-analyses of these studies concluded that the bogus pipeline technique did not increase adultsÕ reports of these behaviors (Aguinis, Pierce, and Quigley 1993, 1995) . An additional study analyzed eight years of data from the NHANES, a large, federal face-to-face survey, and found remarkable correspondence between self-reports of nicotine consumption and blood test results (Yeager and Krosnick 2010). 16 In that study, less than 1 percent of adults said they did not recently consume nicotine yet had blood tests that suggested otherwise.
Furthermore, if social desirability pressures distorted self-reports of smoking and drinking, and if these pressures operated more in interviewer-administered surveys than in self-administered surveys, we should have seen reports of less smoking and drinking in the RDD telephone survey commissioned for this article than in the probability sample Internet survey we commissioned. Yet no significant differences between the two were found in reports of smoking or drinking.
Some investigators have speculated that reports of health quality may be subject to social desirability response bias (e.g., Adams et al. 2005; McHorney, Kosinski, and Ware 1994; Siemiatycki 1979) , and several studies have found reports of higher health quality in interviewer-administered surveys than in selfadministered surveys (e.g., Baker et al. 2004; Bethell et al. 2004; Hochstim 1967; McHorney et al. 1994; Schonlau et al. 2004; Siemiatycki 1979) . Likewise, the present study found that telephone survey respondents reported significantly higher health quality than did the probability sample Internet survey respondents.
Nonetheless, when the data from the present study were reanalyzed dropping the health quality benchmark, the same conclusions were reached about the relative accuracy of the nine commissioned surveys. So, the conclusions of this research do not seem likely to have been distorted by social desirability response bias in the benchmark surveys.
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Conclusion
The present investigation suggests that the foundations of statistical sampling theory are sustained by actual data in practice. Probability samples, even ones without especially high response rates, yielded quite accurate results. In contrast, non-probability samples were not as accurate and were sometimes strikingly inaccurate, regardless of their completion rates. Because it is difficult to predict when such inaccuracy will occur, and because probability samples manifested consistently high accuracy, researchers interested in making accurate measurements can continue to rely on probability sampling with confidence. This is not to say that non-probability samples have no value. They clearly do have value. Indeed, a huge amount of tremendously useful social science has been conducted during the last five decades with what are obviously highly unrepresentative samples of participants: college students who are required to participate in studies in order to fulfill course requirements (e.g., Henry 2008; Sears 1986 ). However, researchers conducting such studies have usually not set out to document the distributions of variables or the magnitudes of associations between variables in the population (see, e.g., Petty and Cacioppo 1996) . Rather, these studies were intended mostly to assess whether two variables were related to each other along the lines that theory anticipated. The continued use of non-probability samples seems quite reasonable if oneÕs goal is not to document the strength of an association in a population but rather to reject the null hypothesis that two variables are completely unrelated to each other throughout the population. Yet if a researcherÕs goal is to document the distribution of a variable in a population accurately, non-probability sample surveys appear to be considerably less suited to that goal than probability sample surveys. 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15þ) .
Work Household Income: ''Thinking about your total household income from all sources, including your job, how much was your total household income in 2003 before taxes?'' A respondent who refused to answer was asked ''Was it $35,000 or more?'' and, if so, he or she was asked ''Was it $50,000 or more?,'' ''Was it $60,000 or more?,'' ''Was it $75,000 or more?,'' ''Was it $100,000 or more?,'' ''Was it $150,000 or more?,'' ''Was it $200,000 or more?,'' or ''Was it $250,000 or more?,'' in that order, until the respondent said ''no'' to one of those questions. If the respondent said his or her income was less than $35,000, he or she Previous reports of findings generated using these data have been authored by Rivers (2005a, 2005b) , Krosnick, Rivers, Simpser, Levendusky, and Chang (2005) , and Graham (2005 Graham ( , 2007 . Presentations at the annual conference of the 2005 American Association for Public Opinion Research by Rivers (2005a, 2005b) included results generated by a team of researchers at Stanford University. Some of those results were included in a paper being drafted at that time by Krosnick et al. (2005) , which was never completed or released. Errors were discovered in the calculations, and the analyses were never redone by that team. The present article follows from that manuscript.
Analyses of the same data conducted by staff at Knowledge Networks were described in a publication released by Knowledge Networks (Graham 2005) and were presented by Graham (2007) at a conference sponsored by the Advertising Research Foundation.
In concept and form, tables in the present article resemble those presented by Krosnick and Rivers (2005a) , Krosnick et al. (2005) , and Graham (2005 Graham ( , 2007 , make the same distinction between primary and secondary demographics, and compute error similarly.
To assess the accuracy of the various surveys, Krosnick and Rivers (2005a) and Krosnick et al. (2005) compared measurements of 21 variables with benchmarks thought to be accurate, and Graham (2005 Graham ( , 2007 ) compared 14 of those same variables with benchmarks and made comparisons with benchmarks for six additional variables.
The present article revisits the same datasets, but there is no overlap of the results reported here with the results reported by Krosnick and Rivers (2005a) , Krosnick et al. (2005) , or Graham (2005 Graham ( , 2007 , because the present article reports results of analyses not conducted previously, and the prior papers reported results of analyses not reported here.
Among the present articleÕs results that were not reported previously are: (1) new comparative measures of accuracy, including the rank order of the average absolute errors across data collection firms, the consistency of those ranks across variables, comparative analysis of the largest absolute error for each firm, the consistency of those largest absolute errors across measures, and the number of significant differences from benchmarks for each firm; Seventeen of the variables that Krosnick and Rivers (2005a) and Krosnick et al. (2005) examined and seven of the variables examined by Graham (2005) are not examined here, because we believe no defensible benchmarks are available for these variables (for an explanation, see the online supplement accompanying the present article). Moreover, Krosnick and Rivers (2005a) , Krosnick et al. (2005) , and Graham (2005) used benchmark values from surveys conducted in 2003 or earlier or official government records calculated in 2003, whereas all surveys described in this article were conducted in 2004 or later.
None of the present articleÕs results match those reported by Krosnick and Rivers (2005a) , Krosnick et al. (2005) , or Graham (2005 Graham ( , 2007 , because different reference categories are used here, different benchmark values from 2004 are used here to correct errors in the earlier work, variables are grouped differently to yield summary statistics, no results are reported in this article using weights provided by the data collection companies, and computational errors in the earlier reported analyses have been corrected.
