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DEFORMED MACDONALD-RUIJSENAARS OPERATORS
AND SUPER MACDONALD POLYNOMIALS
A.N. SERGEEV AND A.P. VESELOV
Abstract. It is shown that the deformed Macdonald-Ruijsenaars op-
erators can be described as the restrictions on certain affine subvarieties
of the usual Macdonald-Ruijsenaars operator in infinite number of vari-
ables. The ideals of these varieties are shown to be generated by the
Macdonald polynomials related to Young diagrams with special geom-
etry. The super Macdonald polynomials and their shifted version are
introduced, the combinatorial formulas for them are given.
1. introduction
In this paper we investigate the properties of the deformed Macdonald-
Ruijsenaars (MR) operators introduced in [1]
Mn,m,q,t = 11− q
n∑
i=1
Ai(Tq,xi − 1) +
1
1− t
m∑
j=1
Bj(Tt,yj − 1), (1)
where
Ai =
n∏
k 6=i
(xi − txk)
(xi − xk)
m∏
j=1
(xi − qyj)
(xi − yj) , Bj =
n∏
i=1
(yj − txi)
(yj − xi)
m∏
l 6=j
(yj − qyl)
(yj − yl)
and Tq,xi , Tt,yj are the ”shift” operators:
(Tq,xif)(x1, . . . , xi, . . . , xn, y1, . . . , ym) = f(x1, . . . , qxi, . . . , xn, y1, . . . , ym)
(Tt,yjf)(x1, . . . , xn, y1, . . . , yj , . . . , ym) = f(x1, . . . , xn, y1, . . . , tyj , . . . , ym).
More precisely, we generalise the results of our paper [2] by showing that
the deformed MR operator can be described as the restriction of the usual
Macdonald-Ruijsenaars operator [3, 4]
Mq,t = 11− q
∑
i≥1
∏
j 6=i
zi − tzj
zi − zj (Tq,zi − 1) (2)
for infinite number of variables zi onto certain subvarieties ∆n,m,q,t.
As well as our previous paper [2] this work is based on the theory of
Macdonald polynomials [4] and shifted Macdonald polynomials developed
by Knop, Sahi and Okounkov [5, 6, 7, 8]. The paper [9] by B. Feigin, Jimbo,
Miwa and Mukhin was very useful for us in understanding the role of special
parameters in this problem. Another important relevant work is the paper
[10] by Chalykh, who used a different technique to derive and investigate
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the deformed MR operator in the case m = 1, which was the first case when
the deformed Calogero-Moser systems were discovered (see [11]).
The structure of the paper is the following. First we review some basic
facts from the theory of Macdonald polynomials and Cherednik-Dunkl oper-
ators. The main results about deformed MR operators are proved in section
5. We introduce the super Macdonald polynomials as the restriction of the
usual Macdonald polynomials on ∆n,m,q,t. In section 6 we define their shifted
versions and show that for any shifted super Macdonald polynomial there
exists a difference operator commuting withMn,m,q,t (a deformed version of
Harish-Chandra homomorphism). In the last section we present some com-
binatorial formulas for the super Macdonald polynomials and their shifted
versions generalising Okounkov’s result [8].
2. Symmetric functions and Macdonald polynomials
In this section we recall some general facts about symmetric functions and
Macdonald polynomials mainly following Macdonald’s classical book [4]. It
will be convenient for us to use instead of the parameters q, t in Macdonald’s
notations of Macdonald polynomials the parameters q, t−1.
Let PN = C[x1, . . . , xN ] be the polynomial algebra in N independent
variables and ΛN ⊂ PN be the subalgebra of symmetric polynomials.
A partition is any sequence
λ = (λ1, λ2, . . . , λr . . . )
of nonnegative integers in decreasing order
λ1 ≥ λ2 ≥ · · · ≥ λr ≥ . . .
containing only finitely many nonzero terms. The number of nonzero terms
in λ is the length of λ denoted by l(λ). The sum | λ |= λ1 +λ2 + . . . is called
the weight of λ. The set of all partitions of weight N is denoted by PN .
On this set there is a natural involution: in the standard diagrammatic
representation [4] it corresponds to the transposition (reflection in the main
diagonal). The image of a partition λ under this involution is called the
conjugate of λ and denoted by λ′. This involution will play an essential role
in our paper.
Partitions can be used to label the bases in the symmetric algebra ΛN .
There are the following two standard bases in ΛN , which we are going to
use: monomial symmetric polynomials mλ, λ ∈ PN , which are defined by
mλ(x1, . . . , xN ) =
∑
xa11 x
a2
2 . . . x
aN
N
summed over all distinct permutations a of λ = (λ1, λ2, . . . , λN ) and power
sums
pλ = pλ1pλ2 . . . pλN
where
pk = xk1 + x
k
2 + · · ·+ xkN .
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It is well-known [4] that each of these sets of functions with l(λ) ≤ N form
a basis in ΛN .
We will need the following infinite dimensional versions of both PN and
ΛN . Let M ≤ N and ϕN,M : PN −→ PM be the homomorphism which
sends each of xM+1, . . . , xN to zero and other xi to themselves. It is clear
that ϕN,M (ΛN ) = ΛM so we can consider the inverse limits in the category
of graded algebras
P = lim←− PN , Λ = lim←− ΛN .
This means that
P = ⊕∞r=0P r, P r = lim←− P
r
N
Λ = ⊕∞r=0Λr, Λr = lim←− Λ
r
N
where P rN ,Λ
r
N are the homogeneous components of PN ,ΛN of degree r. The
elements of Λ are called symmetric functions. Since for any partition λ
ϕN,M (mλ(x1, . . . , xN )) = mλ(x1, . . . , xM )
(and similarly for the power sums) we can define the symmetric functions
mλ, pλ.
Another important example of symmetric functions are Macdonald poly-
nomials Pλ(x, q, t). We give here their definition in the form most suitable
for us.
Recall that on the set of partitions PN there is the following dominance
partial ordering: we write µ ≤ λ if for all i ≥ 1
µ1 + µ2 + · · ·+ µi ≤ λ1 + λ2 + · · ·+ λi.
Consider the following Macdonald-Ruijsenaars operator (MR operator)
M(N)q,t =
1
1− q
N∑
i=1
∏
j 6=i
xi − txj
xi − xj (Tq,xi − 1) (3)
where Tq,xi is the shift operator
(Tq,xif) (x1, . . . , xi, . . . , xN ) = f(x1, . . . , qxi, . . . , xN )
This operator is related to the operators D1N and EN from Macdonald’s
book [4] by the simple formulas
M(N)q,t =
tN−1
1− qD
1
N (q, t
−1)− 1− t
N
(1− q)(1− t) =
t−1
1− qEN (q, t
−1).
Our choice of the additional coefficient 11−q in formula (3) was motivated by
the symmetric form of the deformed operator (1). We should note also that
the operator (3) is related in a simple way to the trigonometric version of
the operator Sˆ1 introduced by Ruijsenaars [3].
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An important property of the MR operator is its stability under the change
of N : the following diagram is commutative
ΛN
M(N)q,t−→ ΛN
↓ ϕN,M ↓ ϕN,M
ΛM
M(M)q,t−→ ΛM
(see page 321 in [4]). This allows us to define the MR operatorMq,t on the
space of symmetric functions Λ as the inverse limit of M(N)q,t .
Recall [4] that Macdonald polynomials Pλ(x, q, t) ∈ ΛN are uniquely de-
fined for generic parameters q, t and any partition λ, l(λ) ≤ N by the fol-
lowing properties:
1) Pλ(x, q, t) = mλ +
∑
µ<λ uλµmµ, where uλµ = uλµ(q, t) ∈ C
2) Pλ(x, q, t) is an eigenfunction of the MR operator M(N)q,t .
Indeed the operator M(N)q,t has an upper triangular matrix in the mono-
mial basis mµ:
M(N)q,t (mλ) =
∑
µ≤λ
cλµmµ,
where the coefficients cλµ can be described explicitly (see [4], page 321). In
particular
cλ,λ =
1
1− q
N∑
i=1
(
qλi − 1
)
ti−1.
For generic parameters q, t the coefficients cλ,λ 6= cµ,µ for all λ 6= µ with
|λ| = |µ|, so the operator M(N)q,t is diagonalisable.
We should note that the coefficient uλµ are rational functions of q and t,
which have the singularities only if qa = tb for some non-negative integers a, b
(not equal to zero simultaneously) [4]. Such parameters are called special,
the Macdonald polynomials are well-defined for all non-special values of the
parameters q, t.
From the stability of the MR operators it follows that
ϕN,M (Pλ(x1, . . . , xN )) = Pλ(x1, . . . , xM )
so we have correctly defined Macdonald symmetric functions Pλ(x, q, t) ∈ Λ
which are the eigenfunctions of the MR operator M(N)q,t .
3. Shifted symmetric functions and shifted Macdonald
polynomials.
We discuss now the so-called shifted Macdonald polynomials investigated
by Knop, Sahi and Okounkov [5, 6, 7, 8].
Let us denote by ΛN,t the algebra of polynomials f(x1, . . . , xN ) which are
symmetric in the ”shifted” variables xiti−1. This algebra has the filtration
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by the degree of polynomials:
(ΛN,t)0 ⊂ (ΛN,t)1 ⊂ · · · ⊂ (ΛN,t)r ⊂ . . .
We have the following shifted analog of power sums:
p∗r(x1, . . . , xN , t) =
N∑
i=1
(xri − 1) tr(i−1) (4)
The polynomials
p∗λ(x, t) = p
∗
λ1(x, t)p
∗
λ2(x, t) . . . ,
where λ = (λ1, λ2, . . . , λr . . . ) are partitions of length l(λ) ≤ N, form a
basis in ΛN,t. They are stable in the following sense. Let M ≤ N and
ϕ∗N,M : PN −→ PM be the homomorphism which sends each of xM+1, . . . , xN
to 1 and leaving the remaining xi unchanged. Then ϕ∗N,M (p
∗
λ(x1, . . . , xN )) =
p∗λ(x1, . . . , xM ). Therefore ϕ
∗
N,M (ΛN,t) = ΛM,t and one can consider the
inverse limit
Λt = lim←− ΛN,t
in the category of filtered algebras:
Λt =
∞⋃
r=0
(Λt)r, (Λt)r = lim←−(ΛN,t)r.
The algebra Λt is called the algebra of shifted symmetric functions [7, 8].
Let us introduce the following function on the set of partitions:
H(λ, q, t) = tn(λ
′)qn(λ)
∏
s∈λ
(
qa(s)+1 − tl(s)
)
. (5)
Here a(s) and l(s) are the arm and leg lengths respectively of a box s =
(i, j) ∈ λ, which are defined
a(s) = λi − j, l(s) = λ′j − i
and
n(λ) =
∑
i≥1
(i− 1)λi.
Recall (see [6, 7, 8]) that the shifted Macdonald polynomial P ∗λ (x, q, t) ∈ Λt
is the unique shifted symmetric function of degree degPλ = |λ| satisfying
the following property:
P ∗λ (q
λ, q, t) = H(λ, q, t)
and P ∗λ (q
µ, q, t) = 0 unless λ ⊆ µ (Extra Vanishing Condition). Here and
later throughout the paper by P (qλ) for a partition λ = (λ1, . . . , λN ) we
mean P (qλ1 , . . . , qλN , 1, 1, . . . ).
We will need the following duality property of the shifted Macdonald
polynomials proved by Okounkov [8]
P ∗λ (q
µ, q, t) =
H(λ, q, t)
H(λ′, t, q)
P ∗λ′(t
µ′ , t, q). (6)
5
To show this consider the following conjugation homomorphism (cf. [2]):[
(ω∗q,t(f))
]
(tλ) = f(qλ
′
) (7)
We claim that the conjugation homomorphism maps the algebra of shifted
symmetric functions Λt into the algebra Λq. Indeed computing the sum∑
(i,j)∈λ
qi−1tj−1
first along columns and then along the rows we come to the following equality
1
1− q
∑
j≥1
(
qλ
′
j − 1
)
tj−1 =
1
1− t
∑
i≥1
(
tλi − 1
)
qi−1, (8)
which is equivalent to
(ω∗q,t(p
∗
r(x, t)) =
1− qr
1− tr p
∗
r(x, q)
with r = 1. Replacing q by qr and t by tr we have this formula for all r.
Now the claim follows from the fact that p∗λ(x, t) generate the algebra.
Combining this with the definition of the shifted Macdonald polynomials
we have the duality property (6).
4. Cherednik - Dunkl operators and Harish-Chandra
homomorphism
In this section we present the basic facts about Cherednik-Dunkl opera-
tors. For more details we refer to [12, 13].
Consider the operators Ti, i = 1, . . . , N − 1
Ti = 1 +
xi − txi+1
xi − xi+1 (σii+1 − 1)
and
ω = σNN−1σN−1N−2 . . . σ21Tq,x1 ,
where σij is acting on the function f(x1, . . . , xN ) by permutation of the i-
th and j-th coordinates. By Cherednik-Dunkl operators we will mean the
following difference operators
Di,N = t1−NTi . . . TN−1ωT−11 . . . T
−1
i−1, i = 1, . . . N. (9)
The first important property of the Cherednik-Dunkl operators is that
they commute with each other:
[Di,N , Dj,N ] = 0.
This means that one can substitute them in any polynomial P in N variables
without ordering problems.
The second property is that if one does this for a shifted symmetric poly-
nomial g ∈ ΛN,t then the corresponding operator g(D1,N . . . DN,N ) leaves
the algebra of symmetric polynomials ΛN invariant:
g(D1,N . . . DN,N ) : ΛN → ΛN .
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The restriction of the operator g(D1,N . . . DN,N ) on the algebra ΛN is given
by some difference operator, which we will denote as DgN,q,t.
One can check that if we apply this operation to the shifted power sum
p∗1(x1, . . . , xN , t) =
∑N
i=1 (xi − 1) ti−1 we arrive (up to a factor (1 − q)−1)
at Macdonald-Ruijsenaars operator (3). Thus the operators DgN,q,t can be
considered as the integrals of the corresponding quantum system, which is
equivalent to the relativistic Calogero-Moser system introduced by Ruijse-
naars [3].
The Macdonald polynomials are the joint eigenfunctions of all these op-
erators: if Pλ(x, q, t) is the Macdonald polynomial corresponding a partition
λ of weight N then
DgN,tPλ(x, q, t) = g(qλ1 , qλ2 , . . . , qλN )Pλ(x, q, t) (10)
This allows us to define a homomorphism (which is actually a monomor-
phism) χ : f → DfN,t from the algebra Λt to the algebra of difference opera-
tors. Let us denote by D(N, t) the image of χ. The inverse homomorphism
χ−1 : D(N, t) −→ ΛN,t
is called the Harish-Chandra isomorphism. It can be defined by its action
on the Macdonald polynomials: the image of D ∈ D(N, t) is a polynomial
f = fD ∈ ΛN,t such that
DPλ(x, q, t) = f(qλ)Pλ(x, q, t).
One can check that the Cherednik-Dunkl operators are stable: the dia-
gram
PN
Di,N−→ PN
↓ ϕN,M ↓ ϕN,M
PM
Di,M−→ PM
is commutative for all M ≤ N and i ≥ 1. Similarly for any f ∈ ΛN,t and
g = ϕ∗N,M (f),M ≤ N the following diagram is commutative:
ΛN
DfN,t−→ ΛN
↓ ϕN,M ↓ ϕN,M
ΛM
DgM,t−→ ΛM
This allows us to define for any shifted symmetric function f ∈ Λt a differ-
ence operator
Dft : Λ −→ Λ
and the infinite dimensional version of the homomorphism χ. We will denote
by D(t) the image of this homomorphism. The inverse (Harish-Chandra)
homomorphism χ−1 : D(t) −→ Λt can be described by the relation
Dft Pλ(x, q, t) = f(qλ)Pλ(x, q, t),
where now f ∈ Λt and Pλ(x, q, t) are Macdonald polynomials.
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5. Deformed Macdonald-Ruijsenaars operator as a restriction
The following algebra Λn,m,q,t will play a central role in our construction.
Let Pn,m = C[x1, . . . , xn, y1, . . . , ym] be the polynomial algebra in n + m
independent variables. Then Λn,m,q,t ⊂ Pn,m is the subalgebra consisting
of polynomials which are symmetric in x1, . . . , xn and y1, . . . , ym separately
and satisfy the conditions
Tq,xi(f) = Tt,yj (f) (11)
on each hyperplane xi − yj = 0 for all i = 1, . . . , n and j = 1, . . . ,m.
Assume from now on that t and q are not roots of unity and consider the
following deformed Newton sums
pr(x, y, q, t) =
n∑
i=1
xri +
1− qr
1− tr
m∑
j=1
yrj , (12)
which obviously belong to Λn,m,q,t for all nonnegative integers r.
We will prove later that if the parameters q, t are non-special, then Λn,m;q,t
is generated by the deformed Newton sums pr(x, y, q, t) (see Theorem 5.8
below), but now let us start with the following result.
Theorem 5.1. The algebra Λn,m,q,t is finitely generated if and only if tiqj 6=
1 for all 1 ≤ i ≤ n, 1 ≤ j ≤ m.
Proof. Consider the subalgebra P (k) = C[p1, ..., pn+m] generated by the
first n+m deformed Newton sums (12). We need the following result about
common zeros of these polynomials (cf. Proposition 4 in [1]).
Lemma 5.2. The system
x1 + x2 + · · ·+ xn + 1−q1−t (xn+1 + xn+2 + · · ·+ xn+m) = 0
x21 + x
2
2 + · · ·+ x2n + 1−q
2
1−t2 (x
2
n+1 + x
2
n+2 + · · ·+ x2n+m) = 0
...
xn+m1 + x
n+m
2 + · · ·+ xn+mn + 1−q
n+m
1−tn+m (x
n+m
n+1 + x
n+m
n+2 + · · ·+ xn+mn+m) = 0
has a non-zero solution in Cn+m if and only if tiqj = 1 for some 1 ≤ i ≤
n, 1 ≤ j ≤ m.
Proof. Let us multiply the k-th equation by 1− tk and rewrite it as
xk1+· · ·+xkn+xkn+1+· · ·+xkn+m = (tx1)k+· · ·+(txn)k+(qxn+1)k+· · ·+(qxn+m)k.
Since this is true for all k = 1, . . . , n+m this means that the set
x1, . . . , xn, xn+1, . . . , xn+m
coincides up to a permutation with the set
tx1, . . . , txn, qxn+1, . . . , qxn+m.
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Let us consider only the nonzero elements xi, i ∈ S ⊂ [1, . . . , n] and the
nonzero elements xn+j , j ∈ T ⊂ [1, . . . ,m] . Therefore∏
i∈S
xi
∏
j∈T
xn+j = t|S|q|T |
∏
i∈S
xi
∏
j∈T
xn+j
Therefore t|S|q|T | = 1.
Conversely suppose that tiqj = 1 for some 1 ≤ i ≤ n, 1 ≤ j ≤ m and
consider
x1 = 1, x2 = t−1, . . . , xi = t1−i, xn+1 = q−1t1−i, . . . , xn+j = q−jt1−i
with every other variable set to zero. Then it is easy to verify that it is a
solution of the system. 
From the lemma and Nullstellensatz it follows that if tiqj 6= 1 for all
1 ≤ i ≤ n, 1 ≤ j ≤ m the elements xNii belong to the ideal generated by
p1, . . . , pn+m for some Ni and all i = 1, . . . , n + m. By a standard result
from commutative algebra (see Corollary 5.2 in [15]) it follows that the
algebra Pn,m is a finitely generated module over subalgebra P (k). Now using
Proposition 7.8 from [15] we conclude that the algebra Λn,m,q,t in this case
is finitely generated.
Conversely, assume that tiqj = 1 for some 1 ≤ i ≤ n, 1 ≤ j ≤ m and
consider the following homomorphism
Φi,j : Λn,m;q,t → C[u, v]
sending a polynomial f(x1, . . . , xn, y1, . . . , ym) into
φ(u, v) = f(u, t−1u, . . . , t1−iu, 0, . . . , 0, qj−1tv, qj−2tv, . . . , tv, 0, . . . , 0).
One can check that the image φ of any f ∈ Λn,m;q,t satisfies the condition
φ(u, u) = φ(qu, qu) and therefore φ(u, u) = const since by assumption q is
not a root of unity. Moreover one can show that any such function φ belongs
to the image of Φi,j . The corresponding algebra consists of the polynomials
of the form φ = (u − v)p(u, v) + c, which is not finitely generated (c.f. [1],
p. 274). This completes the proof of the theorem. 
Let us assume from now on that q, t are generic. Since the algebra Λn,m,q,t
is finitely generated we can introduce an affine algebraic variety
∆n,m,q,t = SpecΛn,m,q,t.
Consider the following embedding of ∆n,m,q,t into infinite-dimensional
Macdonald variety M = SpecΛ (cf. [2]). Recall that Λ is the algebra
of symmetric functions in an infinite number of variables z1, z2, . . . , which
is freely generated by the powers sums pr(z) = zr1 + z
r
2 + . . . . Consider the
following homomorphism ϕ from Λ to Λn,m,q,t uniquely determined by the
relations
ϕ(pr(z)) = pr(x, y, q, t).
For generic q, t this homomorphism is surjective and thus defines an embed-
ding φ : ∆n,m,q,t →M.
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We are going to show that the deformed MR operator (1) is the restriction
of the usual MR operator on M onto the subvariety ∆n,m,q,t.
We start with the following modification of Proposition 2.8 from paper
[10] by Chalykh.
Proposition 5.3. The deformed MR operator preserves the algebra Λn,m,q,t:
Mn,m,q,t : Λn,m,q,t → Λn,m,q,t. (13)
Proof. Let f ∈ Λn,m,q,t and g =Mn,m,q,t(f). Then we have
g =
n∑
i=1
Ai
1− q fi +
m∑
j=1
Bj
1− tfj¯ ,
where Ai, Bj are the same as in (1) and
fi = Tq,xi(f)− f, fj¯ = Tt,yj (f)− f, i = 1, . . . , n, j = 1, . . . ,m.
Let us prove first that g is a polynomial. It is clear that g is a rational
function, which is symmetric in x1, . . . , xn and y1, . . . , ym, so, given the
form of Ai and Bj , it is enough to prove that g has no singularities of the
type (x1 − x2)−1,(y1 − y2)−1,(x1 − y1)−1.
Let us represent g in the form
g =
1
x1 − x2
(
(x1 − x2) A11− q f1 + (x1 − x2)
A2
1− q f2
)
+ g1,
where g1 is a rational function without singularities on the hyperplane x1 =
x2. But on this hyperplane we have
(x1−x2) A11− q f1+(x1−x2)
A2
1− q f2 =
(
(x1 − x2) A11− q + (x1 − x2)
A2
1− q
)
f1 = 0,
so we see that g has no poles when x1 = x2. Similarly there are no singu-
larities of type (y1 − y2)−1. Now write g in the form
g =
1
x1 − y1
(
(x1 − y1) A11− qh1 + (x1 − y1)
B1
1− tf1¯
)
+ g2,
where g2 is a rational function without poles when x1 = y1. On the hyper-
plane x1 = y1 we have
(x1 − y1) A11− q + (x1 − y1)
B1
1− t = 0,
therefore
(x1−y1) A11− q f1+(x1−y1)
B1
1− tf1¯ =
(
(x1 − y1) A11− q + (x1 − y1)
B1
1− t
)
f1 = 0.
We have used here the fact that when x1 = y1 we have f1 = f1¯ from the
definition of algebra Λn,m,q,t. Thus we have proved that g is a polynomial.
Now let us prove that g ∈ Λn,m,q,t. On the hyperplane x1 = y1 we have
the following equalities:
(Tq,x1 − Tt,y1)Ai = 0, i 6= 1, Tq,x1A1 = 0,
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(Tq,x1 − Tt,y1)Bj = 0, j 6= 1 Tt,y1B1 = 0,
Tt,y1
A1
1− q = Tq,x1
B1
1− t ,
and therefore
(Tq,x1 − Tt,y1) g = (Tq,x1 − Tt,y1)
(
A1
1− q f1 +
B1
1− tf1¯
)
=
Tq,x1
(
B1
1− tf1¯
)
−Tt,y1
(
A1
1− q f1
)
= Tq,x1
(
B1
1− t
)
(Tq,x1Tt,y1(f)− Tq,x1f)−
Tt,y1
(
A1
1− q
)
(Tt,y1Tq,x1(f)− Tt,y1f) = 0
since f ∈ Λn,m,q,t. 
Now we are ready to formulate our central result. Let Mq,t be the usual
MR operator in infinite dimension.
Theorem 5.4. The following diagram is commutative for all values of the
parameters q, t:
Λ
Mq,t−→ Λ
↓ ϕ ↓ ϕ
Λn,m,q,t
Mn,m,q,t−→ Λn,m,q,t
(14)
In other words, the deformed MR operator (1) is the restriction of the op-
erator Mq,t onto the subvariety ∆n,m,q,t ⊂M.
Proof. Let us introduce the following function Π ∈ Λ[[w1, . . . , wN ]] which
plays an important role in the theory of Macdonald polynomials (see [4]):
Π =
N∏
j=1
∞∏
r=0
∞∏
i=1
1− t−1qrziwj
1− qrziwj
Lemma 5.5. The function Π satisfies the following properties:
(i)
Mzq,tΠ =Mwq,tΠ, (15)
where index z (resp. w) indicates the action of the Macdonald oper-
ator Mq,t on z (resp. w) variables
(ii)
ϕ(Π) =
∞∏
r=0
n∏
i=1
N∏
l=1
1− t−1qrxiwl
1− qrxiwl
m∏
j=1
∏
l
(1− t−1yjwl) (16)
(iii)
ϕ(Mzq,tΠ) =Mn,m,q,tϕ(Π) (17)
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Proof. The first part is well known, see Macdonald [4], formula (3.12) in
Chapter 6.
To prove the second one we note that since ϕ is a homomorphism it is
enough to consider the case N = 1 when we have only one variable w.
Consider an auxiliary homomorphism
ϕ˜ : Λ→ Λn ⊗ Λ
defined by
ϕ˜(pr(z)) = pr(x) +
1− qr
1− tr pr(y)
with finite number n of variables xi and infinite number of variables yi.
Define also the following automorphism σq,t : Λ→ Λ by
σq,t(pr(y)) =
1− qr
1− tr pr(y). (18)
We have (cf. [2])
ϕ˜(Π) =
∞∏
r=0
n∏
i=1
1− t−1qrxiw
1− qrxiw σq,t
 ∞∏
r=0
∏
j≥1
1− t−1qryjw
1− qryjw

=
∞∏
r=0
n∏
i=1
1− t−1qrxiw
1− qrxiw σq,t
exp log ∞∏
r=0
∏
j≥1
1− t−1qryjw
1− qryjw

=
∞∏
r=0
n∏
i=1
1− t−1qrxiw
1− qrxiw expσq,t
log ∞∏
r=0
∏
j≥1
1− t−1qryjw
1− qryjw

=
∞∏
r=0
n∏
i=1
1− t−1qrxiw
1− qrxiw expσq,t
 ∞∑
r=0
∑
j≥1
log(1− t−1qryjw)− log(1− qryjw)

=
∞∏
r=0
n∏
i=1
1− t−1qrxiw
1− qrxiw expσq,t
 ∞∑
r=0
∑
j≥1
∑
s≥1
qrsysjw
s − t−sqrsysjws
s

=
∞∏
r=0
n∏
i=1
1− t−1qrxiw
1− qrxiw expσq,t
∑
s≥1
1− t−s
1− qs ps(y)
ws
s

=
∞∏
r=0
n∏
i=1
1− t−1qrxiw
1− qrxiw exp
∑
s≥1
1− t−s
1− ts ps(y)
ws
s

=
∞∏
r=0
n∏
i=1
1− t−1qrxiw
1− qrxiw exp
−∑
s≥1
t−sps(y)
ws
s

=
∞∏
r=0
n∏
i=1
1− t−1qrxiw
1− qrxiw
∞∏
j=1
(1− t−1yjw).
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Now setting all the variables yi except the first m to zero we have the second
part of the Lemma.
Let us prove (iii). It is easy to check the following equalities
ϕ(Π)−1Tq,wlϕ(Π) =
n∏
i=1
1− xiwl
1− t−1xiwl
m∏
j=1
1− t−1qyjwl
1− t−1yjwl ,
ϕ(Π)−1Tq,xiϕ(Π) =
N∏
l=1
1− xiwl
1− t−1xiwl ,
ϕ(Π)−1Tq,yjϕ(Π) =
N∏
l=1
1− yjwl
1− t−1yjwl .
Now we see that (iii) is equivalent to the following equality
N∑
l=1
Cl
 n∏
i=1
1− xiwl
1− t−1xiwl
m∏
j=1
1− t−1qyjwl
1− t−1yjwl − 1
 (19)
=
n∑
i=1
Ai
(
N∏
l=1
1− xiwl
1− t−1xiwl − 1
)
+
1− q
1− t
m∑
j=1
Bj
(
N∏
l=1
1− t−1qyjwl
1− t−1yjwl − 1
)
,
where
Cl =
N∏
k 6=l
wl − twk
wl − wk , Ai =
n∏
s 6=i
xi − txs
xi − xs
m∏
j=1
xi − qyj
xi − yj , Bj =
m∏
r 6=j
yj − qyr
yj − yr
n∏
i=1
yj − txi
yj − xi .
From the partial fraction decomposition we have
n∏
i=1
1− xiwl
1− t−1xiwl
m∏
j=1
1− t−1qyjwl
1− t−1yjwl − 1
= tnqm − 1 + (1− t)
n∑
i=1
Ai
1− t−1xiwl + (1− q)
m∑
j=1
Bj
1− t−1yjwl ,
N∏
l=1
1− xiwl
1− t−1xiwl − 1 = t
N − 1 + (1− t)
N∑
l=1
Cl
1− t−1xiwl ,
N∏
l=1
1− yjwl
1− t−1yjwl − 1 = t
N − 1 + (1− t)
N∑
l=1
Cl
1− t−1yjwl .
Substituting these identities into relation (19) we reduce it to the following
equality
(tnqm − 1)
N∑
l=1
Cl = (tN − 1)
n∑
i=1
Ai +
1− q
1− t (t
N − 1)
m∑
j=1
Bj ,
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Fig. 1: Fat hook
which follows from the identities
N∑
l=1
Cl =
tN − 1
t− 1 ,
n∑
i=1
Ai +
1− q
1− t
m∑
j=1
Bj =
tnqm − 1
t− 1 .
The lemma is proved. 
To complete the proof of the Theorem we need Macdonald’s result that
the coefficients gλ(z, q, t) in the expansion of the function
Π =
N∏
j=1
∞∏
r=0
∞∏
i=1
1− t−1qrziwj
1− qrziwj =
∑
λ
gλ(z, q, t)mλ(w)
linearly generate Λ when we increase the number of variables w (see [4], VI,
(2.10)). 
Let us introduce the set of partitionsHn,m, which consists of the partitions
λ such that λn+1 ≤ m or, in other words, whose diagrams are contained in
the fat (n,m) - hook (see Fig.1). Its complement we will denote as H¯n,m.
Theorem 5.6. If q, t are non-special then Kerϕ is spanned by the Mac-
donald polynomials Pλ(z, q, t) corresponding to the partitions which are not
contained in the fat (n,m)-hook.
Proof. Consider the automorphism σq,t of algebra Λ defined above by (18):
σq,t(pr) =
1− qr
1− tr pr.
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Then using formula (6.19) from [4] (see page 327) it is easy to verify that
σq,t (Pλ(z, q, t)) = (−1)|µ| H(λ, q, t)
H(λ′, t, q)
Pλ′(z, t, q). (20)
Let now x = (x1, x2, . . . ), y = (y1, y2, . . . , ) be two infinite sequences. Then
we have (see [4], page 345, formula (7.9
′
))
Pλ(x, y, q, t) =
∑
µ⊂λ
Pλ/µ(x, q, t)Pµ(y, q, t), (21)
where Pλ/µ(z, q, t) are the skew Macdonald functions defined in [4] (see Chap-
ter 6, § 7) and µ ⊂ λ means that µi ≤ λi (or equivalently the diagram of µ
is a subset of the diagram of λ).
If we apply this automorphism σq,t acting in y variables on both sides of
the formula (21) and put all the variables x and y except the first n and m
respectively to zero similarly to the proof of the second part of lemma 5.4
we get
ϕ(Pλ(z, q, t)) =
∑
µ⊂λ
(−1)|µ|Pλ/µ(x, q, t)
H(µ, q, t)
H(µ′, t, q)
Pµ′(y, t, q). (22)
Now let us assume that λ is not contained in the fat (n,m)-hook, then
λ′m+1 > n. We have two possibilities: µ′m+1 > 0 or µ′m+1 = 0. In the
first case we have Pµ′(y1, . . . , ym, t, q) = 0. In the second case we have
λ′m+1 − µ′m+1 > n, so according to [4] (page 347, formula (7.15)) the skew
function Pλ/µ(x1, . . . , xn, q, t) = 0. Thus we have shown that the Macdonald
polynomials Pλ(z, q, t) with λ ∈ H¯n,m belong to the kernel of ϕ.
To prove that they actually generate the kernel let us consider the image
of the Macdonald polynomials Pλ(z, q, t) with λ ∈ Hn,m. From the formula
(22) it follows that the leading term in lexicographic order of ϕ(Pλ(z, q, t))
has a form
(−1)|µ| H(µ, q, t)
H(µ′, t, q)
x1
λ1 . . . xn
λny1
µ′1 . . . ym
µ′m
where µ = (λn+1, λn+2, . . . ). From the definition ϕ(Pλ(z, q, t)) ∈ Λn,m,q,t. It
is clear that all these polynomials corresponding to the diagrams contained
in the fat hook are linearly independent. The Theorem is proved. 
Note that we have also shown that for the generic q, t the restriction of
the Macdonald polynomials on the subvariety ∆n,m,q,t ⊂M
SPλ(x, y, q, t) = ϕ(Pλ(z, q, t)), λ ∈ Hn,m (23)
forms a basis in Λn,m,q,t. By analogy with the Jack polynomials case (see
e.g. [2]) we call SPλ(x, y, q, t) the super Macdonald polynomials.
Corollary 5.7. Let f ∈ Λt be a shifted symmetric function and Mfq,t =
χ(f) ∈ Dq,t be the corresponding difference operator commuting with the
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MR operator Mq,t. Then for generic q, t there exists a difference opera-
tor Mfn,m,q,t commuting with the deformed MR operator (1) such that the
following diagram is commutative
Λ
Mfq,t−→ Λ
↓ ϕ ↓ ϕ
Λn,m,q,t
Mfn,m,q,t−→ Λn,m,q,t
All the operators Mfn,m,q,t commute with each other and the super Macdonald
polynomials (23) are their joint eigenfunctions.
Remark. For special q, t of the form q = tk where k is a nonnegative
integer the homomorphism ϕ can be passed through the finite dimension
N = n+mk: ϕ = φ ◦ ϕN , where ϕN : Λ→ ΛN is the standard map (all zi
except N go to zero), and φ : ΛN → Λn,m,q,t is a homomorphism such that
φ(zi) = xi, i = 1, . . . , n, φ(zn+kl+j) = tj−1yl, l = 1, . . . ,m, j = 1, . . . , k.
When m = 1 the corresponding ideal (the kernel of φ) was investigated by
B. Feigin, Jimbo, Miwa and Mukhin in [9], who also described it in terms
of Macdonald polynomials, but their description is much more complicated
then in the generic parameters case. The case k = 2,m = 2 was studied in
[14].
We investigate the homomorphism: f → Mfn,m,q,t in more detail in the
next section, but here we finish with the following result mentioned at the
beginning of this section.
Recall that the parameters q, t are call special if qa = tb for some non-
negative integers a, b not equal to zero simultaneously.
Theorem 5.8. If the parameters q, t are non-special then Λn,m,q,t is gener-
ated by the deformed Newton sums pr(x, y, q, t).
The main idea is standard for this kind of result (see e.g. [1]). We show
that the dimensions of the homogeneous components of the algebra Λn,m,q,t
and its subalgebra Nn,m,q,t generated by the deformed Newton sums are
the same and thus these two algebras coincide. More precisely, we prove
that these dimensions coincide with the number of the corresponding Young
diagrams contained in the fat (n,m)-hook (see Fig. 1 above).
Lemma 5.9. If q, t are not special then the dimension of the homogeneous
component Λn,m;q,t of degree N is less or equal to the number of partitions
λ of N such that λn+1 ≤ m.
Proof. For a given partition ν consider the set of all different partitions νˆ,
which one can get from ν by eliminating at most one part of it (or one row in
the Young diagram representation). We have the following obvious formula
mν(x1, x2, . . . , xn) =
∑
νˆ∪(a)=ν
xa1mνˆ(x2, . . . , xn) (24)
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where (a) denote the row of length a. Any element f ∈ Λn,m,q,t can be
written in the form
f =
∑
λ,µ
c(λ, µ)mλ(x1, x2, . . . , xn)mµ(y1, y2, . . . , yn)
Then from (11) and (24) we have the linear system∑
a+b=p
(qa − tb)c(λ ∪ (a), µ ∪ (b)) = 0, (25)
where a, b, p nonnegative integers and λ, µ are partitions such that λn =
0, µm = 0.
Consider the set XN (n,m) of pairs λ, µ of partitions such that|λ|+ |µ| =
N, λn+1 = 0, µm+1 = 0. Then we have disjoint union
XN (n,m) = DN (n,m) ∪RN (n,m),
where DN (n,m) is the subset of pairs (λ, µ) of partitions such that λn+1 ≥
µ′1. The pairs from RN (n,m) will be called irregular. Note that the corre-
sponding Young diagrams λ ∪ µ′, where µ′ corresponds to the transposed
Young diagram, are precisely those which are contained in the fat (n,m)-
hook. We would like to show that one can express c(λ, µ) for all others
partitions as a linear combinations of those from DN (n,m).
Consider any (λ, µ) ∈ RN (n,m) : λ = (λ1, . . . , λn), µ = (µ1, . . . , µs).
Define
k = ]{i | λi < µ′1}
and
µ(q) = µs−q+1 + · · ·+ µs
for any integer 0 < q ≤ s. Introduce the following partial order on RN (n,m) :
(λ, µ) ≺ (λ˜, µ˜) if and only if k < k˜ or one of the following conditions is
fulfilled:
k = k˜ and for q = min{λn, λ˜n}, µ(q + 1) < µ˜(q + 1)
k = k˜ and for q = min{λn, λ˜n}, µ(q + 1) = µ˜(q + 1) and λn < λ˜n. We
prove the lemma by induction in N(x) = ]{y ≺ x | y ∈ RN (n,m)}. Let
(λ, µ) ∈ RN (n,m). Consider equation (25) where λˆ = (λ1, . . . , λn−1) and
µˆ = (µ1, . . . , µs−λn−1, µs−λn+1, . . . , µs) and p = λn +µs−λn . It is easy to see
that the equation contains c(λ, µ) with a non-zero coefficient and (λ, µ) is
maximal among all irregular pairs in this equation. 
Now let us prove the Theorem. To show that Nn,m,q,t = Λn,m,q,t it is
enough to prove that the dimension of the homogeneous component of degree
N of Nn,m,q,t is not less than DN (n,m). To produce enough independent
polynomials consider the super Macdonald polynomials (23)
SPλ(x, y, q, t) = ϕ(Pλ(z, q, t)), λ ∈ Hn,m.
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From the formula (22) it follows that the leading term of SPλ(x, y, q, t)) in
lexicographic order has a form
xλ11 . . . x
λn
n y
<λ′1−n>
1 . . . y
<λ′m−n>
m ,
where λ′ is the partition conjugate to λ and < x >= x+|x|2 = max(0, x).
From the definition ϕ(Pλ(z, q, t)) ∈ Nn,m,q,t. It is clear that all these poly-
nomials corresponding to the diagrams contained in the fat hook are linearly
independent. This completes the proof of Theorem 5.8.
6. Shifted super Macdonald polynomials and Harish-Chandra
homomorphism
Let again Pn,m = C[x1, . . . , xn, y1, . . . , ym] be polynomial algebra in n+m
independent variables. The following algebra Λ\n,m,q,t can be considered
as a shifted version of the algebra Λn,m,q,t. It consists of the polynomials
p(x1, . . . , xn, y1, . . . , ym), which are symmetric in x1, x2t, . . . , xntn−1 and
y1, y2q . . . , ymq
m−1 separately and satisfy the conditions
Tq,xi(f) = Tt,yj (f) (26)
on each hyperplane xiti−1 − yjqj−1 = 0 for i = 1, . . . , n and j = 1, . . . ,m.
Now we are going to define the homomorphism ϕ\ which is a shifted
version of the homomorphism ϕ from the previous section.
Recall that Hn,m denote the set of partitions λ whose diagrams are con-
tained in the fat (n,m)-hook. Consider the following F : Hn,m −→ Cn+m :
F (λ) = (p1, . . . , pn, q1, . . . , qm), where
pi = qλi , qj = tµ
′
j tn,
and µ = (λn+1, λn+2, . . . ). The image F (Hn,m) is dense in Cn+m with respect
to the Zariski topology. Indeed, this is clearly true already for the subset
consisting of the corresponding partitions with λn ≥ m. The homomorphism
ϕ\ : Λt −→ C[x1, . . . , xn, y1, . . . , ym]
is defined by the relation
ϕ\(f)(p1, . . . , pn, q1, . . . , qm) = f(qλ),
where (p1, . . . , pn, q1, . . . , qm) ∈ F (Hn,m) and λ = F−1(p1, . . . , pn, q1, . . . , qm).
In other words, we consider the shifted symmetric function f as a function
on the partitions from the fat hook and re-write it in the new coordinates.
The fact that as a result we will have a polynomial is not obvious.
Lemma 6.1. The image ϕ\(f) of a shifted symmetric function f ∈ Λt is
a polynomial. For the shifted power sums p∗k(z, t) it can be given by the
following explicit formula:
ϕ\ (p∗k(z, t)) =
n∑
i=1
(xri − 1)tr(i−1) +
1− qr
1− tr
m∑
j=1
(yrj − trn)qr(j−1). (27)
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Proof. Assume that zi = qλi , where λ ∈ Hn,m. Then we have
ϕ\(p∗k(z, t)) =
∑
i≥1
(qrλi−1)ti−1 =
n∑
i=1
(qrλi−1)tr(i−1)+trn
∑
i≥1
(qrλn+i−1)tr(i−1).
Now using (8) we have
∑
i≥1
(qrλn+i − 1)tr(i−1) = 1− q
r
1− tr
m∑
j=1
(trµ
′
j − 1)qr(j−1),
which proves the formula (27). Since the shifted sums generate Λt this
implies the first part of the lemma as well. 
Theorem 6.2. If the parameters q, t are generic then the image of the
homomorphism ϕ\ coincides with the algebra Λ\n,m,q,t and the kernel of ϕ
\
is spanned by the shifted Macdonald polynomials P ∗λ (z, q, t) corresponding to
the Young diagrams which are not contained in the fat (n,m)-hook.
Proof. The first claim follows from Lemma 6.1 and Theorem 5.8. To prove
the statement about the kernel consider a shifted Macdonald polynomial
P ∗λ (z, q, t) with λ ∈ H¯n,m. Let µ be a partition whose diagram is contained
in the fat (n,m)-hook. Since this implies that the diagram of λ is not a
subset of the one of µ according to the Extra Vanishing Property of shifted
Macdonald polynomials (see Section 3) we have P ∗λ (q
µ, q, t) = 0. Thus we
have shown that P ∗λ (z, q, t) with λ ∈ H¯n,m belong to the kernel of ϕ\. To
show that they generate the kernel one should note that
ϕ\(P ∗λ (z, q, t)) = ϕ(Pλ(z, q, t))(x1, x2t, . . . , xnt
n−1, y1, y2q . . . , ymqm−1)+ . . . ,
where dots mean the terms of degree less then |λ|. From theorem 5.6 it
follows that ϕ\(P ∗λ (z, q, t)) with λ ∈ Hn,m are linearly independent. The
theorem is proved. 
Corollary 6.3. For generic q, t the functions
SP ∗λ (x, y, q, t) = ϕ
\(P ∗λ (z, q, t))
with λ ∈ Hn,m form a basis in Λ\n,m,q,t.
We will call the polynomials SP ∗λ (x, y, q, t) the shifted super Macdonald
polynomials. We are going to show that to any such polynomial corresponds
a quantum integral of the deformed MR system.
Let us consider the algebra of difference operators in n+m variables with
rational coefficients belonging to C[x1, . . . , xn, y1, . . . , ym, (xi − xj)−1, (xi −
yl)−1, (yk − xl)−1)], 1 ≤ i < j ≤ n, 1 ≤ l < k ≤ m. We denote it as
∆(n,m).
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Theorem 6.4. For generic values of q, t there exists a unique monomor-
phism ψ : Λ\n,m,q,t → ∆(n,m) such that the following diagram is commuta-
tive
Λt
χ−→ ∆(q, t)
↓ ϕ\ ↓ res
Λ\n,m,q,t
ψ−→ ∆(n,m),
where χ is the inverse Harish-Chandra homomorphism and res is the oper-
ation of restriction onto ∆(n,m, q, t) described by Corollary 5.7.
Indeed let f be a shifted symmetric function from Λt,Mfq,t andMfn,m,q,t =
res(Mfq,t) be the same as in Corollary 5.7. We know that if Pλ(z, q, t) is a
Macdonald symmetric function then
Mfn,m,q,tϕ(Pλ(z, q, t)) = f(qλ)ϕ(Pλ(z, q, t)).
Therefore according to Theorem 5.6 Mfn,m,q,t ≡ 0 if and only if f(qλ) = 0
for any λ with the diagram contained in the fat (n,m)-hook. Now from
Theorem 6.2 it follows that Ker(res ◦ χ) = Kerϕ\.
7. Combinatorial formulas
In this section we give some combinatorial formulas for the super Mac-
donald polynomials and shifted super Macdonald polynomials generalising
the results by Okounkov [8]. Let us recall his results.
A tableau T on λ is called a reverse tableau if its entries decrease strictly
downwards in each column and weakly rightwards in each row. By T (s) we
denote the entry in the box s ∈ λ. The following combinatorial formula for
the shifted Macdonald polynomial was proven by Okounkov in [8]:
P ∗λ (x1, . . . , xN , q, t) =
∑
T
ψT (q, t)
∏
s∈λ
(
xT (s) − qa
′(s)tl
′(s)
)
tT (s)−1 (28)
where a′(s) and l′(s) are defined for a box s = (i, j) as
a′(s) = j − 1, l′(s) = i− 1.
Here the sum is taken over all reverse tableaux on λ with entries in {1, . . . , N}
and ψT (q, t) is the same weight as in the combinatorial formulas for the or-
dinary Macdonald polynomials (see [4], VI, (7.13’)) interpreted in terms of
reverse tableau:
Pλ(x1, . . . , xN , q, t) =
∑
T
ψT (q, t)
∏
s∈λ
xT (s). (29)
Pλ/µ(x1, . . . , xN , q, t) =
∑
T
ψT (q, t)
∏
s∈λ/µ
xT (s). (30)
In the last formula the sum is taken over all reverse tableaux of shape λ/µ
with entries in {1, . . . , N}.
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Let us consider now a reverse bitableau T of type (n,m) and shape λ. We
can view T as a filling of a Young diagram λ by symbols
1 < 2 < · · · < n < 1′ < 2′ < · · · < m′
with entries decreasing weakly downwards in each column and rightwards
in each row; additionally entries 1, 2 . . . , n decrease strictly downwards in
each column and entries 1′, 2′ . . . ,m′ decrease strictly rightwards in each
row. Here is an example of a reverse bitableau of type (3, 2):
2′ 1′ 3 3 3
2′ 3 2
2 2
1 1
Let T1 be a subtableau of T containing all symbols 1′, 2′ . . . ,m′, µ is its
shape and T0 = T − T1. Note that the conjugate tableau T ′1 is the usual
reverse tableau (if we ignore prime symbols) and T0 is the usual reverse skew
tableau of shape λ/µ. In the rest of this section xj′ will be denoted as yj .
Theorem 7.1. For generic values of parameters q, t the super Macdonald
polynomials can be written as
SPλ(x1, x2, . . . , xn, y1, y2, . . . , ym, q, t) =
∑
T
ψT (q, t)
∏
s∈λ
xT (s), (31)
where the sum is taken over all reverse bitableaux T of type (n,m) and shape
λ and
ψT (q, t) = (−1)|µ|ψT ′1(t, q)ψT0(q, t)
H(µ, q, t)
H(µ′, t, q)
with H(µ, q, t) defined by (5).
The proof follows directly from the formulas (22),(29),(30).
We are going to present now a combinatorial formula for the shifted super
Macdonald polynomial.
Theorem 7.2. The following formula holds:
SP ∗λ =
∑
T
ψT (q, t)
∏
s∈λ
(
xT (s) − qa
′(s)tl
′(s)
)
(q, t; s)T (s)−1 (32)
where the sum is taken over the same set of reverse bitableaux as in previous
theorem, (q, t; s) = q if s ∈ T1 and (q, t; s) = t if s ∈ T0.
Proof. Let us consider the skew diagram λ/µ in the formula (29) and define
P ∗λ/µ(x, q, t) =
∑
T
ψT (q, t)
∏
s∈λ/µ
(
xT (s) − qa
′(s)tl
′(s)
)
tT (s)−1.
Okounkov in [8] proved the following formula
P ∗λ (z1, z2 . . . , q, t) =
∑
µ≺λ
ψλ/µ(q, t)
∏
s∈λ/µ
(
z1 − qa′(s)tl′(s)
)
t|µ|P ∗µ(z2, z3 . . . , q, t),
(33)
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where µ ≺ λ means λi+1 ≤ µi ≤ λi and ψλ/µ(q, t) is the same coefficient as
for the ordinary Macdonald polynomials [4]
Pλ(z1, z2 . . . , q, t) =
∑
µ≺λ
ψλ/µ(q, t)z
|λ/µ|
1 Pµ(z2, z3 . . . , q, t).
Strictly speaking Okounkov proved this for finitely many variables. To make
sense of formula (33) in infinite dimension we embed the algebra Λt to
C[z1]⊗ Λt by sending p∗k to zk1 − 1 + tkp∗k.
Applying Okounkov’s formula n times we get
P ∗λ (z1, z2 . . . , q, t) =
∑
µ⊂λ
P ∗λ/µ(z1, z2, . . . , zn, q, t)t
n|µ|P ∗µ(zn+1, zn+2 . . . , q, t),
which implies
ϕ\(P ∗λ (z1, z2 . . . , q, t)) =
∑
µ⊂λ
P ∗λ/µ(x1, x2, . . . , xn, q, t)t
n|µ|ω∗q,t(P
∗
µ(zn+1, zn+2 . . . , q, t)).
Now using the duality (6) we have
ϕ\(P ∗λ (z1, z2 . . . , q, t)) =
∑
µ⊂λ
P ∗λ/µ(x1, x2, . . . , xn, q, t)
H(µ, q, t)
H(µ′, t, q)
P ∗µ′(y1, y2 . . . , ym, t, q).
But according to formula (28)
P ∗µ′(y1, y2 . . . , ym, t, q) =
∑
T ′1
ψT ′1(t, q)
∏
s′∈µ′
(
xT ′1(s′) − ta
′(s′)ql
′(s′)
)
qT
′
1(s
′)−1
=
∑
T1
ψT ′1(t, q)
∏
s∈µ
(
xT1(s)− qa
′(s)tl
′(s)
)
qT1(s)−1.
Therefore
ϕ\(P ∗λ (z1, z2 . . . , q, t)) =
∑
T
t|µ|
H(µ, q, t)
H(µ′, t, q)
ψT (q, t)
∏
s∈λ/µ
(
xT (s)− qa′(s)tl′(s)
)
tT (s)−1
ψT ′1(t, q)
∏
s∈µ
(
xT1(s)− qa
′(s)tl
′(s)
)
qT1(s)−1
and the theorem is proved. 
8. Concluding remarks
Haglund, Haiman and Loehr [16] recently proved a remarkable new combi-
natorial formula for Macdonald polynomials, previously proposed by Haglund.
These formulas are much more effective than the original Macdonald’s for-
mulas (29) and provide a new direct way to prove the main properties
of Macdonald polynomials. A natural problem is to find an analogue of
Haglund’s formula for the super Macdonald polynomials. We would like to
mention here recent work by Ram and Yip [17], where Haglund’s formula
was generalised for other Lie algebras.
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Another interesting open problem is to find generalisations of our results
for the deformed analogues of the Macdonald operators related to other Lie
superalgebras, in particular for the deformed Koornwinder operators (see
the rational limit of them in [18]).
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