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Deterministic descriptions of three biochemical reaction channels formerly considered by
Bratsun et al. (2005) [19] are studied. These descriptions are based on the mass action law
and for the simple protein production with delayed degradation differ from that proposed
by Bratsun et al. An explicit solution to this model is calculated. For the model of reaction
with negative feedback and delayed production, global stability of a unique positive steady
state is proved. According to the models of these two reaction channels considered in the
present paper there cannot appear delayed induced oscillations. For the model of reaction
with negative feedback, dimerisation and delayed protein production, local stability for a
unique positive steady state is shown for some range of parameters. It is also proved that
for some range of parameters the destabilisation due to the increasing delay can occur and
delayed induced oscillations may appear.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Recently there appears an increasing number of papers devoted to the description of gene regulatory processes, both from
the experimental (compare e.g. [1–10]) and modelling (compare [11] and the references therein) point of view. Typically,
two types of mathematical approach are used for modelling of biochemical reactions that take place in such regulations: the
deterministic approach in which we describe a reaction channel using the mass conservation law and build the sequence
of differential equations for each reactant in the system, and the stochastic description for which the Gillespie algorithm
(compare [12,13]) and the master equation are commonly applied.
During some gene regulatory processes, like transcriptional regulation there can appear delay-induced oscillations which
is supported by recent experiments [14,15]. Time delays can play a signiﬁcant role especially in circadian rhythms (e.g. in
Neurospora, Drosophila and others) because they are long comparing to other time scales of the system (compare [14,15]
for experimental and [16–18] for modelling results). Thus, it would make sense to suppose that time delay being of the
order of other time scales of the system can also play an important role in the system dynamics. However, it is much more
diﬃcult to catch this type of behaviour experimentally.
In this paper we follow the ideas of Bratsun et al. [19] where delays in gene regulatory processes were considered.
The authors studied three biochemical reaction channels starting from simple delayed protein degradation, through neg-
ative feedback with delayed production, till negative feedback with dimerisation. The deterministic descriptions proposed
in [19] are based on simple delay differential equations — one for each model. Such type of the description is based on
the reduction of full systems build on mass action law (one of them is presented in the Supporting Text of [19]) using
small parameter approach. In the stochastic description Bratsun et al. used the technique of the Master Equation and made
simulations using the Gillespie [12] type algorithm.
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started the delayed degradation can still be involved in both type of degradation. This can eventually lead to the negative
values of the solution. Clearly, imagine that in the system there is only one protein that entered into the delayed degradation
path and then it is chosen to the instantaneous degradation at time t < τ . Thus, at time t = τ there is 0 protein in the
system but following the rules proposed by Bratsun et al. we have to subtract the particle that is on the delayed degradation
path. This implies that at time t = τ the number of proteins equals to −1. In fact, although this undesirable behaviour can
be cleared from stochastic simulation by interrupting them while the number of proteins reaches zero (X. Cai in [20] gave
a rigorous derivation of Gillespie type algorithm for simulation of stochastic biochemical reactions model with time delay),
it appears also in the deterministic model. Bratsun et al. proposed the following deterministic model:
x˙(t) = A − Bx(t) − Cx(t − τ ), (1)
where x(t) denotes the density of proteins in the system. It can be shown that for every set of positive parameters for
which stable oscillations may occur (i.e. B < C and τ > τcrit = arccos(−B/C)√
C2−B2 ) and for biochemically reasonable initial condition
considered by Bratsun et al. (i.e. x(t) = 0 for t < 0 and x(0) = x0  0) the solution to Eq. (1) takes negative values for t < 4τ ,
see [21] for details. On the other hand also for B > C when the positive steady state AB+C is stable independently of the
delay Eq. (1) can have negative solutions depending on the initial data, compare [22].
It should be noticed that while the assumption that the protein on the delayed degradation path can be involved in in-
stantaneous degradation reaction might be reasonable, but with probably different propensity, the next delayed degradation
reaction of such protein is biologically irrelevant. In [23] we discussed slightly different approach than those in [19] that
gives better approximation.
In general, following [20] we suggest that for considered reaction a population of protein on each delayed degradation
path should be considered separately. This leads to the division of particles taking part in reactions into two classes: active
and inactive ones. Moreover, the delayed reactions should be divided into consuming and non-consuming types, which
should be treated differently. In this paper, basing on such division and using mass action law we propose and analyse
deterministic models of the reaction channels considered in [19]. In fact, in the case of simple delayed protein degradation
model our description differs form that proposed by Bratsun et al. in [19]. In the case of negative feedback the model
considered in the present paper is almost exactly the same as that proposed in the Supporting Text of [19]. For the reaction
channel that includes negative feedback with dimerisation in [19] there is only simpliﬁed model that consist of one DDE
with Hill function and we propose a full system of three DDEs.
1.1. Models description
In this subsection we describe the reaction channels studied in [19] and the deterministic models of the channels based
on the ideas described in [23].
Let the right arrow with a letter over it ( A−→) denotes a chemical reaction that takes palace with propensity A and the
double right arrow (
A⇒) denotes a reaction that take place with propensity A and that is delayed (i.e. it is ﬁnished after
some time).
1.1.1. A simple delayed protein degradation model
The ﬁrst reaction channel describes relatively simple model of delayed protein degradation, compare [19]. Such degrada-
tion is typically mediated by proteolitic pathway [24] and occurs through a sequence of subprocesses. Therefore, it seems
to be biologically relevant to consider time delay in this process. The process starts at some time and eventually leads to
the protein degradation after time τ from the initiation. The following chemical reaction channel describes such type of
degradation:
∅ A−→ X, X B−→ ∅, X C⇒ ∅, (2)
where A and B are non-delayed rates of protein X production and degradation, and C is the rate of the delayed degradation.
We assume that the protein that has entered the pathway to the delay degradation cannot be degraded once again
due to the same degradation process. This is the different assumption than those leading to Eq. (1) used by Bratsun et al.
We describe the more general deterministic model for hypothetic particles taking part in the reaction channel (2) but we
assume that these particles can participate in the second type of non-delayed degradation. We divide all particles into two
groups: active, that are not involved in the degradation process, and inactive, that is particles that entered the delayed
degradation process but have not been degraded yet. Let x(t), u(t) reﬂect the concentration of active and inactive particles
in the system, respectively and y(t) = x(t)+u(t) reﬂects the concentration of all observed particles (i.e. active and inactive).
The rate of change of the active particles amount is proportional to their production rate and the rates of degradation due
to the instantaneous degradation and due to the entering into the delayed degradation. Thus, we have
x˙(t) = A − (B + C)x(t). (3a)
The rate of change of the concentration of inactive particles is proportional to the rates at which active particles enter
delayed degradation reaction and inactive particles are removed from the system when delayed degradation reaction is
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the equation for the change of the concentration of inactive particles reads
u˙(t) = Cx(t) − Cx(t − τ )e−Dτ − Du(t), (3b)
where the term Du(t) reﬂects the degradation of inactive particles due to the instantaneous degradation, while exp(−Dτ )
describes the mean percentage of inactive particles that has been degraded instantaneously. The concentration of observed
proteins y(t) = x(t) + u(t) and therefore, the second equation has the following form
y˙(t) = A − Bx(t) − Cx(t − τ )exp(−Dτ ) − D(y(t) − x(t)). (3c)
In the case when D = 0 the model (3) describes the reaction channel (2). However, including the possibility of instantaneous
degradation of inactive particles the complete and more general deterministic model is described by the system of DDEs (3).
The mathematical properties of the model are analysed in Section 2.2.
1.1.2. The model of negative feedback with delayed production
Next, as in [19] we consider single-gene protein synthesis with negative feedback. The model without delay was consid-
ered e.g. in [25] and [26]. Following the ideas presented in [19] we assume that the processes of protein transcription and
translation last much longer than others modelled reactions. We model this by introducing time delay into our equations.
There can be two different chemical states of the operator site D — active D0 and inactive D1. If the operator is in the active
state, then the protein can be produced after time τ with the propensity A. Otherwise the production of new proteins is
blocked. We denote the proteins as the species X . The reactions channel can be written as
D0 + X k1−→ D1 + X, D1 k−1−−→ D0, X B−→ ∅, D0 A⇒ X + D0, (4)
where k1, k−1 are the rates of operator transitions between active and inactive state and B is the rate of protein degradation.
Using mass action law we propose the following deterministic description of reactions (4)⎧⎪⎨
⎪⎩
x˙(t) = Ad0(t − τ ) − Bx(t),
d˙0(t) = −k1x(t)d0(t) + k−1d1(t),
d˙1(t) = k1x(t)d0(t) − k−1d1(t),
(5)
where x, d0 and d1 denote concentrations of protein X , active and inactive operator, respectively. Let us notice, that summing
up the second and third equations of Eqs. (5) we get ddt (d0(t)+d1(t)) = 0 and therefore, d0(t)+d1(t) = const. Thus, assuming
d0(0) + d1(0) = γ we may simplify Eqs. (5) into the following form{
x˙(t) = Ad0(t − τ ) − Bx(t),
d˙0(t) = −k1x(t)d0(t) + k−1
(
γ − d0(t)
)
.
(6)
For γ = 1 Eqs. (6) are the same as proposed by Bratsun et al. in the Supporting Text of [19]. The mathematical properties
of the model are analysed in Section 2.3.
1.1.3. The model of negative feedback with delayed production and with dimerisation
A natural generalisation of reactions above is to take into account protein homodimers that downregulate monomers
production [19] because most transcription factors form multimers before targeting genes (see e.g. [27,28] and the references
therein). Therefore, we modify the reaction channel (4) to model the fact that proteins can exist as dimers, which we name
by the species X2, and only dimers can deactivate the operator site. Then this reaction channel can be rewritten as:
X + X k2−−→ X2, X2 k−2−−−→ X + X, D0 + X2 k1−−→ D1,
D1
k−1−−−→ D0 + X2, X B−→ ∅, D0 A⇒ X + D0. (7)
Using mass action law we propose the deterministic description of reaction channel (7) in the following form⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
x˙(t) = Ad0(t − τ ) − Bx(t) − k2x2(t) + 2k−2x2(t),
x˙2(t) = k2
2
x2(t) − k−2x2(t) − k1x2(t)d0(t) + k−1d1(t),
d˙0(t) = −k1x2(t)d0(t) + k−1d1(t),
d˙1(t) = k1x2(t)d0(t) − k−1d1(t),
(8)
where x, x2, d0, d1 are amounts of monomers, dimers, active and inactive operator, respectively. Notice that d0(t) + d1(t) =
const, as for Eqs. (5). Assuming d0(0) + d1(0) = γ we may simplify Eqs. (8) to the following form
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⎪⎪⎪⎩
x˙(t) = Ad0(t − τ ) − Bx(t) − k2x2(t) + 2k−2x2(t),
x˙2(t) = k2
2
x2(t) − k−2x2(t) − k1x2(t)d0(t) + k−1
(
γ − d0(t)
)
,
d˙0(t) = −k1x2(t)d0(t) + k−1
(
γ − d0(t)
)
.
(9)
The mathematical properties of the model are analysed in Section 2.4. Bratsun et al. [19] proposed the reduced deterministic
description of reaction channel (7) by Hill function.
2. Analysis of the models
In this section we focus on the mathematical analysis of the models described in the previous section.
2.1. Initial conditions
To close each of the problems (3), (6) and (9) we need to deﬁne initial functions on the interval [−τ ,0]. From the bio-
chemical point of view it is reasonable to assume that all the reactions start at time t = 0. However, from the mathematical
point of view it is enough to assume that initial functions are non-negative. In general we consider initial functions that are
equal to 0 for t ∈ [−τ ,0) and may exhibit jump a t = 0. However, all basic properties of the model (i.e. local and global ex-
istence, uniqueness, non-negativity, boundedness of the solutions) are valid for any non-negative function that is continuous
on [−τ ,0) and integrable on [−τ ,0].
2.2. Analysis of a simple delayed protein degradation model (Eqs. (3))
For the ﬁrst reaction channel (2) the biochemically acceptable initial conditions mean that for t < 0 there are no proteins
in the system and for t = 0 there is an arbitrary amount x0  0 of active proteins and proteins involved in the delayed
reaction are still absent. Therefore,
x(0) = y(0) = x0, u(0) = 0, x(t) = y(t) = u(t) = 0 for t ∈ [−τ ,0). (10)
The ﬁrst equation (3a) is a simple linear ODE that can be easily solved
x(t) = A
B + C +
(
x0 − A
B + C
)
e−(B+C)t . (11)
2.2.1. Asymptotic behaviour
The form of Eq. (3a) and its solution (11) imply that the asymptotic dynamics of this solution is simple and for any
initial x0 > 0 the solution monotonically tends to the steady state A/(B + C).
Now, we focus on the dynamics of inactive proteins and we consider the system (3a)–(3b). We see that this system has
unique steady state (x¯, u¯) = ( AB+C , AC(1−e
−Dτ )
D(B+C) ).
Proposition 2.1. For any initial value x0 > 0 the solution to Eqs. (3a)–(3b) tends to the steady state (x¯, u¯). For x0 < x¯ both x and u are
monotonically increasing functions of t, while for x0 > x¯ they are decreasing for suﬃciently large t.
Proof. It is easy to solve explicitly the system (3a)–(3b). The solution of x is given by (11), which implies immediately
desired properties of x.
On the interval [0, τ ) there is u˙(t) = −Du(t) + Cx(t). Therefore,
u(t) = C
(
x¯
1− e−Dt
D
+ (x0 − x¯)e
−Dt − e−(B+C)t
B + C − D
)
and if τ < t˜ = 1B+C−D ln A−(B+C)x0A−Dx0 , then u˙(t) > 0 for t < τ . However, if τ > t˜ , then u is decreasing on the interval (t˜, τ ).
For t > τ one calculates
x(t) − x(t − τ )e−Dτ = x¯(1− e−Dτ )− (x0 − x¯)(e(B+C−D)τ − 1)e−(B+C)t
and hence,
u(t) = u¯ + C(x0 − x¯)e
(B+C−D)τ − 1
B + C − D e
−(B+C)t .
Therefore, if x0 < x¯, then u(t) < u¯ and if x0 > x¯, then u(t) > u¯ for t > τ . This implies that for x0 < x¯ the variable u is
increasing for all t  0. Noting that x(t) − x(t − τ )e−Dτ is increasing for x0 > x¯ one concludes that u˙(t) < 0 until u > u¯.
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some interval (t˜, τ ) and decreases again for t > τ . 
Noting that y = u + x we see that there is always y(t) > x(t) for t > 0 and if x0 < x¯, then y is increasing to y¯ = u¯ + x¯,
while if x0 > x¯, then either y is decreasing to y¯ for all t  0 or it is decreasing near 0, increasing on some interval (t˜, τ )
and decreasing again for t > τ .
Remark 2.1. If D = 0, that is for the reaction channel (2), the system (3) is simpliﬁed and Proposition 2.1 remains valid.
2.3. Mathematical analysis of the model of negative feedback with delayed production (Eqs. (6))
In this subsection we study the dynamics of Eqs. (6) for positive parameters and non-negative initial data. It is easy to see
that solutions to Eqs. (6) exist and are unique, compare e.g. [29]. Theorem 1.1 in [22] implies that solutions to Eqs. (6) are
non-negative. Typically, compare [29], we study the dynamics of DDEs in the Banach space C = C([τ ,0],R2) of continuous
functions deﬁned on the interval [−τ ,0] and with the values in R2 in our case. Denoting xt(h) = x(t + h) for h ∈ [−τ ,0]
and t  0 one gets the solution to DDEs belonging to C . Let us deﬁne
Ω = [0,+∞) × [0, γ ], Ω1 =
[
0,
Aγ
B
]
× [0, γ ],
and
CΩ =
{
ϕ ∈ C: ϕ(t) ∈ Ω}, CΩ1 = {ϕ ∈ C: ϕ(t) ∈ Ω1}.
Remark 2.2. In our case, if the initial function is not continuous at t = 0 but is integrable on [−τ ,0], it can be easily seen
(compare e.g. [29]), that the solution is continuous on [0, τ ]. Thus, without loss of generality we may consider the spaces C
and CΩ .
Remark 2.3. The sets CΩ and CΩ1 are invariant for Eqs. (6).
Proof. From the third equation of Eqs. (5) it is easily seen that d1(t) is non-negative and this implies 0  d0(t)  γ if
0 d0(0) γ . This yields 0 x(t) AγB . 
Theorem 2.1. If all parameters are positive, then there exists a unique positive steady state of Eqs. (6) and it is locally asymptotically
stable independently of the delay parameter value.
Proof. Let us denote the steady state as (x¯, d¯0). The ﬁrst equation of the system (6) yields AB d¯0 = x¯. Plugging this equality
into the second equation we get
k1A
B
d¯20 + k−1d¯0 − k−1γ = 0. (12)
It can be easily seen that Eq. (12) has a unique positive solution d¯0
d¯0 =
√
 − k−1
2k1 AB
⇒ x¯ =
√
 − k−1
2k1
, where  = k2−1 + 4
A
B
k1k−1γ . (13)
Determining local stability of the steady state (x¯, d¯0) we linearise Eqs. (6) around the steady state and calculate the
characteristic quasi-polynomial (see [29])
W (λ) = det
[−B − λ Ae−λτ
−k1d¯0 − k−1γd¯0 − λ
]
= λ2 +
(
B + k−1γ
d¯0
)
λ + Bγ k−1
d¯0
+ Ak1d¯0e−λτ . (14)
Denoting α = γ k−1
d¯0
and η = Ak1d¯0 we obtain
W (λ) = λ2 + (B + α)λ + Bα + ηe−λτ .
Since B,α,η > 0, then for τ = 0 the polynomial W has either negative real roots or complex roots with negative real part.
Therefore, the steady state (x¯, d¯0) is locally asymptotically stable for τ = 0.
If the steady state loses stability for some τ > 0, then there exists a pair of purely imaginary eigenvalues λ = ±iω. Thus,
we have W (iω) = 0 for some ω > 0, which yields∣∣−ω2 + i(B + α)ω + Bα∣∣2 = |η|2.
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ω4 + (B2 + α2)ω2 + (B2α2 − η2)= 0, for some ω > 0. (15)
Eq. (15) implies that Bα < η and thus k−1γ < k1 AB d¯
2
0. Since (x¯, d¯0) is the steady state we have k1
A
B d¯
2
0 = k−1(γ − d¯0), which
is equivalent to 0< −k−1d¯0. This contradicts the assumption that all parameters are positive.
Hence, the steady state (x¯, d¯0) is stable for all τ > 0 if all parameters are positive. 
Theorem 2.2. For τ = 0 the steady state (x¯, d¯0) is globally stable in (R+)2 .
For τ > 0, if Ak1γ < 2Bk−1 , then the steady state (x¯, d¯0) is globally stable in CΩ .
Proof. First let us change variables
y = x− x¯, z = d0 − d¯0.
In these new variables Eqs. (6) read{
y˙ = Az(t − τ ) − By,
z˙ = −k1(d¯0 + z)y − (k1 x¯+ k−1)z.
(16)
For the case τ = 0 let us deﬁne (compare the Liapunov function for the Lotka–Volterra predator–prey system, e.g. [30]) the
following function
L(y, z) = 1
2
k1 y
2 + A
(
z − d¯0 ln z + d¯0
d¯0
)
. (17)
Let us check that L deﬁned by (17) is the Liapunov functional on D = (−x¯,+∞)× (−d¯0,+∞). It can be easily seen that
L is positive on D \ {(0,0)} and L(0,0) = 0. Now let us calculate the derivative along the solution to Eqs. (16)
d
dt
L(y, z) = k1 y y˙ + A z
z + d¯0
z˙ = Ak1 yz − Bk1 y2 + A z
z + d¯0
(−k1(d¯0 + z)y − (k1 x¯+ k−1)z)
= −Bk1 y2 − k1 x¯+ k−1
z + d¯0
z2  0.
The Liapunov theory (compare, e.g. [31]) yields that for τ = 0 the steady state (x¯, d¯0) is globally stable in (R+)2.
Now, consider the case τ > 0. We propose the following functional
L(φ,ψ) = C1
2
φ2(0) + C2
(
ψ(0) − d¯0 ln ψ(0) + d¯0
d¯0
)
+
0∫
−τ
ψ2(s)ds, (18)
where φ, ψ are such that (φ + x¯,ψ + d¯0) ∈ CΩ and
C1 = 2B
A2
, C2 = 2γ
k1 x¯+ k−1 . (19)
Derivating L along the solution (yt , zt) to Eqs. (16) one gets
d
dt
L(yt , zt) = C1 yt(0)
(
Azt(−τ ) − Byt(0)
)
+ C2 zt(0)
zt(0) + d¯0
(−k1(d¯0 + zt(0))yt(0) − k1 x¯zt(0) − k−1zt(0))+ z2t (0) − z2t (−τ ).
We may rewrite this derivative in a quadratic form
d
dt
L(yt , zt) = −
(
yt(0), zt(0), zt(−τ )
)
M
( yt(0)
zt(0)
zt(−τ )
)
,
where
M =
⎛
⎜⎝
C1B C2
k1
2 −C1 A2
C2
k1
2 C2
k1 x¯+k−1
z(t)+d¯0 − 1 0
A
⎞
⎟⎠ .−C1 2 0 1
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for every t  0. Hence, z(t) = 0 as well. Therefore, the only invariant subset of CΩ such that ddt L(yt, zt) = 0 is the stationary
point and to ﬁnish the proof of the theorem it is enough to show that the matrix M is positively deﬁnite, compare [29].
It is easy to see that C1B = 2B2A2 > 0. Therefore, we need
C1B
(
C2
k1 x¯+ k−1
z(t) + d¯0
− 1
)
> C22
k21
4
(20)
and
C1
(
C2
k1 x¯+ k−1
z(t) + d¯0
− 1
)(
B − C1 A
2
4
)
> C22
k21
4
. (21)
It can be easily seen that B − C1 A24 = B2 > 0 so inequality (21) takes the form
C1
B
2
(
C2
k1 x¯+ k−1
z(t) + d¯0
− 1
)
> C22
k21
4
. (22)
Thus, if inequality (22) holds, then inequality (20) also holds.
We have z(t) + d¯0  γ and thus, if inequality
C1
B
2
(
C2
k1 x¯+ k−1
γ
− 1
)
> C22
k21
4
(23)
is satisﬁed, then inequalities (20) and (21) are also satisﬁed. Using deﬁnition (19) of C1 and C2 and expression on x¯
(see (13)) one obtains
B2
A2
> k21
γ 2
(k1 x¯+ k−1)2 ⇐⇒
√
k2−1 + 4
A
B
k1k−1γ > 2
Ak1γ
B
− k−1.
From the assumption Ak1γ < 2Bk−1 it can be easily seen that the last inequality holds and this completes the proof. 
2.4. Mathematical analysis of the model of negative feedback with delayed production and with dimerisation (Eqs. (9))
Now we turn to the analysis of Eqs. (9). It is obvious that for non-negative initial data solutions to Eqs. (9) exist and
are unique. Moreover, from Theorem 1.1 in [22] it can be easily seen that they are non-negative. From the third equation of
Eqs. (9) it can be deduced that 0 d0(t) γ . Adding to the ﬁrst equation of (9) the second one multiplied by 2 and using
the boundedness of d0 one gets
d
dt
(
x(t) + 2x2(t)
)= d0(t − τ )A − Bx(t) − k1x2(t)d0(t) + k−1(γ − d0(t)) (A + 2k−1)γ .
Therefore, x(t) + x2(t) x(0) + 2x2(0) + Ct and thus, solutions to Eqs. (9) are global in time.
2.4.1. Asymptotic analysis
The coordinates of steady state (x¯, x¯2, d¯0) fulﬁll the system of algebraic equations
Ad¯0 = Bx¯, k2 x¯2 = 2k−2 x¯2, k1 x¯2d¯0 + k−1d¯0 = k−1γ . (24)
A simple calculation leads to the equation on x¯:
x¯3 + αx¯ = Aγ
B
α with α = 2k−1
k1
k−2
k2
. (25)
The coeﬃcient α is positive and this yields that there exists a unique positive steady state of Eqs. (9).
Proposition 2.2. The steady state (x¯, x¯2, d¯0) of Eqs. (9) is locally asymptotically stable for τ = 0. Moreover, if
√
2 k−1k−2k1k2 >
Aγ
2B , then
the steady state is locally asymptotically stable for all τ > 0.
Proof. Calculating the characteristic quasi-polynomial for Eqs. (9) we obtain
W (λ) = −det
[−B − 2k2 x¯− λ 2k−2 Ae−λτ
k2 x¯ −k−2 − k1d¯0 − λ −k1 x¯2 − k−1
0 −k1d¯0 −k1 x¯2 − k−1 − λ
]
= λ3 + a2λ2 + a1λ + a0 + be−λτ , (26)
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a2 = (B + 2k2 x¯) + (k−2 + k1d¯0) + (k−1 + k1 x¯2) > 0,
a1 = B(k−2 + k1d¯0) + 2k1k2 x¯d¯0 + (B + 2k2 x¯+ k−2)(k−1 + k1 x¯2) > 0,
a0 = Bk−2(k−1 + k1 x¯2) > 0,
b = Ak1k2 x¯d¯0.
Using the identities Ad¯0 = Bx¯ and k2 x¯2 = 2k−2 x¯2 we get b = 2Bk1k−2 x¯2. We rewrite a1 and a2 as follows
a2 = (B + 2k2 x¯) + k−2 + a˜2,
a1 = Bk−2 + k1k−2 x¯2 + Bk1 x¯2 + a˜1,
where
a˜2 = k1d¯0 + k−1 + k1 x¯2,
a˜1 = 2k1k2 x¯d¯0 + (B + k−2)k−1 + 2k2 x¯(k−1 + k1 x¯2).
A simple calculation yields
a2a2 = Bk−2(B + 2k2 x¯) + 2Bk1k−2 x¯2 + ξ = a0 + b + ξ,
where ξ = 2k2 x¯(Bk1 x¯2 + a˜1) + B(Bk1 x¯2 + a˜1) + k−2(Bk−2 + k1k−2 x¯2 + a˜1) + a˜2a1 > 0. Thus, a2a1 > a0 + b and therefore, the
assumptions of Routh–Hurwitz theorem (compare e.g. [32]) are fulﬁlled which implies that for τ = 0 all roots of W (λ) have
negative real parts. Hence, the steady state (x¯, x¯2, d¯0) is locally asymptotically stable for τ = 0.
If the steady state loses stability for some τ > 0, then there exists a pair of purely imaginary roots of W (λ). Thus, there
exists ω > 0 such that W (iω) = 0. In particular the equality∣∣−ω3i − a2ω2 + a1ωi + a0∣∣= |b|
holds. Therefore, if the auxiliary function
F (z) = z3 + (a22 − 2a1)z2 + (a21 − 2a0a2)z + a20 − b2, z = ω2, (27)
has no positive roots, then the steady state cannot lose stability for τ > 0. After simple but tedious calculations one can
deduce that a22 − 2a1 > 0 and a21 − 2a0a2 > 0. Thus, it is enough to show that a0 > b. Using (24) we have
Bk−1k−2 + Bk1k−2 x¯2 > Ak1k2 x¯d¯0 ⇐⇒ k−1k−2 > k1k2
2
x¯2 ⇐⇒ −x¯2 + α > 0,
where α is deﬁned in (25). This implies that if x¯<
√
α, then the steady state is stable for all τ > 0.
The right-hand side of the ﬁrst equation of (25) is an increasing function of x¯. Hence,
x¯<
√
α ⇐⇒ (√α )3 + α√α > Aγ
B
α ⇐⇒ √α > Aγ
2B
and the proof is completed. 
Proposition 2.3. If
√
2 k−1k−2k1k2 <
Aγ
2B , then the steady state (x¯, x¯2, d¯0) of the system (9) loses stability at some positive τ0 . The Hopf
bifurcation occurs for this time delay. Stability switches are not possible for this system.
Proof. If
√
2 k−1k−2k1k2 <
Aγ
2B , then the auxiliary function deﬁned by Eq. (27) has unique positive zero z0. This implies that
the characteristic quasi-polynomial W (λ) deﬁned by (26) has a pair of purely imaginary roots ±iω0 = ±i√z0. Therefore,
formula (26) yields the existence of the sequence (τn) such that
b sinω0τn = ω20 − a1ω0, b cosω0τn = a2ω20 − a0,
namely τn = 1ω0 arctan(
ω20−a1ω0
a2ω20−a0
) + 2kπ .
It is easy to check, that F ′(z0) > 0 and this implies (see [33]) that roots of W (λ) cross an imaginary axis from left
half-plane to the right half-plane. Therefore, the steady state loses stability at τ = τ0 and cannot gain it for larger τ . The
Hopf bifurcation occurs at τ = τ0. 
Fig. 1 illustrates the statement of Proposition 2.3.
82 M. Bodnar et al. / J. Math. Anal. Appl. 376 (2011) 74–83Fig. 1. The result of simulations of the system (9) for the case when
√
2 k−1k−2k1k2 <
Aγ
2B with different time delays. The parameters are as follows: A = 2,
B = 1, k1 = 1, k−1 = 3, k2 = 2, k−2 = 2, γ = 3. Time delay is as follows: (a) τ = 30, (b) τ = 47, (c) τ = 75.
3. Conclusions and discussion
In this paper we have studied deterministic models of three simple biochemical reaction channels described by Bratsun
et al. in [19]. These types of biochemical reactions are frequently considered as the fundamental parts in more general
biochemical reactions systems, especially connected with gene regulatory processes, compare e.g. [19,34,35].
In the model of a simple delayed protein degradation (3) we have obtained explicit expression for the solution and we
have shown the monotonic convergence of the solutions to the steady state. For this simple model an oscillatory behaviour
of the solution is not possible.
For the model of negative feedback with delayed production (6) we have shown the existence of a unique positive steady
state. It turned out that the steady state is locally asymptotically stable for any set of positive parameters and local stability
does not depend on the time delay. Moreover, we have shown that all solutions tend to the steady state for τ = 0 and
the same is true for the positive time delay under the assumption that the protein’s production rate is suﬃciently small
comparing with the rate of protein’s degradation.
The behaviour of the solutions to the third considered model (9), this is the model of negative feedback with delayed
production and dimerisation, is a little more complicated. Although there exists a unique positive steady state, it is locally
asymptotically stable only for some range of parameters. Namely, if the protein’s production rate is suﬃciently small com-
paring to the rate of protein’s degradation, the steady state is locally asymptotically stable for any positive value of time
delay. On the other hand, if this condition does not hold, the steady state loses stability for some τ > 0 and Hopf bifurcation
occurs. This is the only case in all models considered in this paper in which a delayed-induced oscillations may occur.
It seems to us that for very simple biochemical reactions as those considered in the ﬁrst model (see system (3)) oscilla-
tions cannot be induced by time delay. Thus, the mechanism of such oscillations should have been more complicated and
cannot be caught by a very simple ordinary differential equation with time delay. Although the deterministic description
proposed in [19] is based on mass action law and essentially is similar to those considered in our paper, however in our
opinion the form of reduced models can be irrelevant from biological point of view. It is especially connected with the
properties of Eq. (1) used by Bratsun et al. in the description of simple reaction channel (2). Bratsun et al. obtained a very
good agreement of deterministic and stochastic description. Therefore, in our opinion both types of description need to be
corrected, compare [23] for detailed explanation, also in the context of stochastic description.
It is not surprising that Eq. (1) can have negative solutions for positive initial data, compare [22]. However, it is surprising
that every solution for B < C and t  τcrit with initial data proposed in [19] are negative, see [21] for detailed proofs.
Therefore, it is obvious that in this case Eq. (1) cannot be used as a deterministic description of any biochemical or other
physical process. On the other hand, as long as B > C and the positive steady state is stable independently of the magnitude
of delay the solution for large set of initial data stay positive and therefore, we cannot exclude possibility of application of
Eq. (1) to describe natural phenomena in some simpliﬁed way.
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