Inversion based on L 2 norm has been widely used in geophysical problems. However, L 2 inversion is only capable of recovering smooth features. To obtain sharp boundaries, non-L 2 inversion has been used successfully. In reality, however, both smooth and blocky features can be present in the subsurface physical property or interfaces to be recovered. To deal with this situation, we propose a new method to adaptively apply L 2 and non-L 2 norm to different parts of the same model. This method first detects the smoothness or blockiness of different regions of a model and then applies appropriate L p model norm with different p values to complete the final inversion. We test this method in an example of crosshole seismic traveltime inversion.
INTRODUCTION
Minimum-structure inversion has been successfully applied to various exploration geophysics problems. Typically, a model objective function consisting of both a measure of data misfit and a measure of model structure is formulated and minimized. A sum-of-squares, or L 2 norm, measure of data misfit and model structure has been commonly used in traditional implementation of minimum-structure inversion. Models recovered in this way are typically characterized by smooth features, especially fuzzy boundaries. In regions where no sharp geologic interfaces exist, such models are consistent with geological scenarios and recovered models can represent geology well.
However, in regions of complex geological structures, some physical properties, for example, density and resistivity, may change dramatically across interfaces between distinct geological units. In this scenario, minimum-structure inversion using sum-of-square measure cannot reconstruct these sharp geological boundaries well. To deal with these problems, researchers have proposed the use of non-L 2 measures, for example, L 1 norm or Huber norm measure. Farquharson and Oldenburg (1998) compared the solution of L 1 measure of data misfit and model structure with traditional L 2 measure in an example of 1D inversion of time-domain electromagnetic data. Loke and Dahlin (2003) minimize L 1 measure of horizontal and vertical derivatives of the model in 2D inversion of resistivity data. Farquharson (2008) uses L 1 measure of horizontal, vertical and two diagonal derivatives in the model objective function to get models of significant dipping and angled interfaces.
In reality, however, both smooth and blocky features can be present in the subsurface physical property or interfaces to be recovered. It is desirable to apply appropriate model norms to different parts of a model. In this paper, we propose a new method to adaptively apply L 1 and L 2 norm to different parts of the same model. We first invert the same data set twice using different parameters in the perturbed L p -norm measure of Ekblom (1987) , then identify the blockiness of different regions in the model according to the smoothness change of the two recovered models, and finally carry out the final inversion by minimizing non-L 2 measure of structure in blocky regions and L 2 measure in those otherwise smooth regions. We use a synthetic crosshole seismic tomography example to illustrate the effectiveness of this method.
THEORY

Measures of the length of vectors
The most commonly used norm of vector m =(m 1 ,m 2 ,...,m n ) T is Euclidean norm, which is of the following form:
or equivalently,
A general measure of the length of vectors has been suggested by Farquharson and Oldenburg (1998) :
When ρ(m) = m 2 , this measure is the L 2 norm of vectors. It becomes the L 1 norm of vectors when ρ(m) = |m|.
We adopt an alternative measure, proposed by Ekblom (1987):
where ε is a threshold value. When it is small relative to m, Ekblom norm behaves like an L p norm. For large ε, it is actually a scaled sum-of-square measure (Farquharson and Oldenburg, 1998) . The parameter p controls the weight on each element of the vector. Suppose ε is negligible, when p=1, Ekblom norm approaches L 1 norm, and when p=2, it becomes L 2 norm. Ekblom norm is numerically more attractive than a straightforward L p norm because its derivatives exist at x=0 when p=1 (Farquharson, 2008) , making it easily implemented numerically.
Inversion methodology
The inverse problem can be formulated as minimization of the following equation (Tikhonov and Arsenin, 1977) :
where Φ d is the data misfit term, Φ m is the regularization term that measures how complicated the recovered model is, and β is known as the (Tikhonov) regularization parameter that balances between Φ d and Φ m .
For inversion that uses L 2 norm to measure the size of vectors,
where d obs is the observed data, G(m) is the mathematical expression of the forward modeling problem that determines the observations given a particular model m. Weighting matrices W i measure the amount of model structure and the roughness of recovered model. W d is the data weighting matrix whose diagonal elements are the reciprocals of the standard deviations of the noise in the data, assuming noise is independent.
If we use general measures of the length of vectors, the above objective function would become:
where Φ g d is a symbolic representation of the data misfit function defined by a general measure. Similar notation is used for other terms.
To solve this nonlinear problem, we choose to use Gauss-Newton method to minimize equation (7). Suppose at the (n − 1) th iteration, we get the solution denoted by m n−1 , and the predicted data corresponding to this model is d n−1 . Then at the n th iteration, we minimize the following objective function:
where ∆m is the perturbation used to update current model m n−1 . This yields the following equation to be solved for the model perturbation ∆m:
where J is the sensitivity matrix, and R i are diagonal matrices whose diagonal elements are given by the derivative of Φ g i . We refer readers to Farquharson and Oldenburg (1998) 
Detecting blocky and smooth regions in a model
The only difference between equation (9) with general measure and what we would have with L 2 measure is the presence of R d , R s , R x , R y and R z . If p = 2 in the Ekblom measure, all these matrices simplify to identity matrices. In this case, we obtain a traditional regularized smooth solution. However, if p equals 1, and the threshold value ε in Ekblom measure is negligible, then we get the solution that is essentially L 1 inversion result. Also, the blocky features decrease as the threshold value ε increases from a very small number to a relatively large one. In other words, the solution becomes increasingly smoother as ε increases.
More interestingly, suppose p=1, and we increase the threshold value ε, it is observed that, if there are both blocky and smooth features in the subsurface, the rates at which these two anomalies become smoother are different. The blocky anomalies tend to become smoother more rapidly than smooth features. This different rate of smoothness change allows us to formulate an automatic detection method to determine whether a given region in the model should be smooth or blocky.
To achieve this, we must first choose a local smoothness measure of the model. For the current study, we use the second order derivatives. We compare the smoothness change between different images reconstructed through inversion by using different threshold values ε in Ekblom norm. Suppose we have two images, m 1 and m 2 , that show 2D distribution of some physical property. Then,
∂ x 2 quantify how smooth the two recovered models are in x direction. Likewise,
∂ z 2 quantify the same information in z direction. We then use |
∂ z 2 | to quantify the smoothness change in the x and z direction as ε changes. To see how the overall image smoothness changes with ε in 2D, we use the Laplacian operator |(
∂ z 2 )|. Then according to the smoothness change information, we might be able to tell which part of the subsurface is possibly blocky and which part is more likely smooth. For those smooth regions, we could apply Ekblom norm with p = 2, and for those area having sharp boundaries or abrupt change in physical parameters, use Ekblom norm with p = 1.
The procedures are summarized as follows:
(1) Let p=1, begin with a very small ε, solve equation (9) iteratively, and compute the smoothness of resulting model.
(2) Increase ε, and keep everything else unchanged except adjusting regularization parameter β to fit data to the same degree. Solve the equation (9) again, and compute the smoothness measure.
(3) Apply Laplacian operator, and compute smoothness change with ε at each location of the model. (5) Select an ε to be a fixed small value, apply Ekblom norm with p=1 to blocky area, and Ekblom norm with p=2 to smooth area, and solve the inversion again.
To demonstrate this method, we apply it to a synthetic example in next section.
SYNTHETIC EXAMPLE Crosshole seismic traveltime inversion
We present a synthetic crosshole seismic survey over a 2D area that is 1600 meters long by 800 meters deep. We positioned the transmitters evenly in one borehole, with the receivers in the other as shown in Figure 1 . We placed two velocity anomalies within the model region with velocities 100 m/s above and below the background velocity of 2000 m/s. The high-velocity anomaly is represented by a 2D Gaussian function while the low-velocity anomaly is represented by a block. Without loss of accuracy, we calculated the first arrivals at each receiver via straight-ray tracing. We then contaminated the data with independent Gaussian noise. We discretized the model into 2048 cells, each 25 meters square. For inversion, we used an L 2 measure of data misfit, a reference model of zero, and set α s = 0.0001, α x = 0.1, and α z = 1.
We performed the first inversion with ε = 0.0001, and p = 1 for Ekblom measure of model structure. The recovered model, m 1 , is shown in Figure 2 . Each velocity anomaly recovered has sharp boundaries, yet the high-velocity anomaly seems slightly smoother than the low-velocity anomaly. We then computed the smoothness of the recovered model in both x and z directions using the second order spatial derivatives, as well as via the Laplacian operator,
We next inverted the traveltime data with ε = 0.1 and p = 1 for Ekblom measure of model structure. As expected, the recovered anomalies, m 2 , as shown in Figure 3 , are smoother than in the previous inversion. Again, we calculated the three measures of smoothness. Figure 4 (a) shows that there exist two regions of high change in smoothness in the x direction corresponding to the boundary of blocky anomaly. Figure 4(b) shows a similar result in the z direction. Figure 4(c) , however, clearly indicates the boundary of the blocky model by using the Laplacian operator.
We then inverted the dataset again using ε = 0.0001 and an Ekblom measure with p = 1 in areas we believe blocky features exist and p = 2 in smooth areas. Figure 5 shows the recovered velocity distribution by applying L 1 -norm measure of model structure in some parts of the model and L 2 norm in others.
CONCLUSIONS
We have developed a new method to reconstruct both blocky and smooth features in regions of the model that are well constrained by data. We invert the data twice using Ekblom measure for the model structure with p = 1 and two different threshold values. We observe that the smoothness of recovered model changes as a function of the threshold value ε used in Ekblom measure. By making use of this information, we are able to tell the blocky features from smooth features before a third inversion is implemented. Synthetic crosshole seismic tomography example verifies the validity of this new method.
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