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Abst rac t - -The  mathematical model for the heat-conduction equation has several special charac- 
teristic properties. In this paper, we examine the following property. By increasing time, the solution 
of the problem tends to the solution of the corresponding elliptic problem. Moreover, the convergence 
takes place without oscillation and the convergence rate in/2-norm is the same as the convergence 
rate of the exponential function to zero. 
Applying some numerical process, it is not less important to require the preservation of the discrete 
analogues of the basic qualitative properties of the continuous solution at certain fixed numerical 
solution (or at all of them). We introduce the (a, 0)-method which is the generalization both of the 
well-known Galerkin linear finite element method and the finite difference method and formulate the 
conditions of the preservation of the regular and exponential convergence. © 1999 Elsevier Science 
Ltd. All rights reserved. 
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1. INTRODUCTION 
In domain ~ = [0,1] x !l~ +, we consider the initial-boundary value problem for the heat-conduction 
equat ion 
Ow 02w 
+f=Lw+f,  x e (0,1), t>0 at Ox ~ 
with initial condition w(x, O) = wo(x) and first boundary conditions w(0, t) =/~1 and w(1, t) = P2, 
respectively. 
We assume that the given functions f and w0 are sufficiently smooth and #1, #2 are constants. 
Then, there exists a unique solution w : f~ ~-* ~ having several special characteristic properties, 
see, e.g., [1-3]. 
In this paper, we examine the following property. It is known that if f does not depend on t 
then, by letting t --* oo, the function w(x, t) tends to the solution of the corresponding elliptic 
problem. 
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Moreover, the convergence takes place without oscillation and the convergence rate in 12-norm 
is the same as the convergence rate of the function exp(-Alt) to zero. Here, -A1 denotes the 
greatest (negative) eigenvalue of the elliptic operator L. 
As usual, the continuous problem cannot be solved analytically. Therefore, we apply some 
numerical process which can be described in the following way. First, we semidiscretize the con- 
tinuous problem with respect o the space variable and obtain a Cauchy problem for a system of 
ordinary differential equations. For the time integration of this problem, an easily implementable, 
so called 0-method is applied. For both methods the meshes are assumed to be uniform and they 
are characterized by the step-sizes h and 7-, respectively. Consequently on the uniform mesh 
flh,T C f~ we define an approximation Wh,~- to the solution w. Obviously, the basic question is 
the convergence, that is, when refining h and % the sequence Wh,-~ should be convergent to w in 
the sense of a certain norm. This problem is widely investigated in the literature, and as typical, 
the requirement of convergence r sults in conditions for the choice of the step-sizes h and T, see, 
e.g., [4-6]. 
It is not less important o require the preservation of the discrete analogues of the basic 
qualitative properties of the continuous olution mentioned above at certain fixed numerical 
solution (or at all of them). 
On a fixed mesh ~2h,~, the realization of the numerical process given above yields a one-step 
iteration process with respect o the unknown vectors yJ, j = 1,2, . . . .  Here the components 
of the vectors yJ E ~n denote the approximation to the solution W(x, jT) at the points of the 
space-discretization with h = 1/n, n E N. 
Let us denote the unit matrix in ~n×n by E and the uniformly continuant tridiagonal matrix 
tridiag[-1, 2, -1] by Q, respectively. The dependence of the matrices on the dimension  will not 
be denoted. We suppose that an and f~n are real numbers for which qn = an +/3n are positive. 
We define the matrices Xl  and X2 as follows: 
Xl  = E -[- olnQ, X2 = E - f~nQ. (1) 
A number of the numerical methods leads to the sequence of the iterations of the form 
Kay j+ l  = X2y  j + Cn, j = 0, 1, 2 , . . . ,  (2) 
where n = 1, 2, 3 , . . . .  For all n, cn and yO are given vectors. Throughout the paper, we refer to 
such a discretization method with fixed n as to an (an,/3n)-method. The notation (a, fl)-method 
is used for the family of (an,/~n)-methods where n E N. 
Obviously, the iteration process (2) is equivalent to the iteration 
y~+l = Xy~ +c~, j = 0,1,2, . . . ,  
where the notations 
X = X[ lX2,  c~ = X~-l~n 
(3) 
are used. Introducing the notations A~ n) and A~ n), i = 1, 2 , . . . ,  n for the eigenvalues ofmatrices Q 
and X, respectively, one has 
iTr AI n)= 1 -qn  )~n) (41 
A'n)! = 4sin2 2(n + 1)' 1 -'}-OtnA~ n)" 
By the examination of the eigenvalues AIn), we can easily obtain the condition of the convergence 
(in/2-norm) of the iteration process (2) to the limit vector 
1 1 
y~ = (E - X) - lcn  = - -q -  Cn- (5) 
qn 
Namely, condition 
must hold. 
2 
Zn - < (6) 
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2. REGULAR CONVERGENCE OF THE (a, 13)-METHOD 
Assume that an (an, f~n)-method is convergent. Then, we have the estimation 
73 
1 - 
1 + an ? ) > 
1 - 13hA (n) 
a A (n) 1+ n n 
is fulfilled. Due to the definition, A~ n) > 0 if and only if 
1 
/3n < A,n---y.~ (9) 
If/3n _< 1/A (n), then (8) is always true for our methods in question. If/3n E (1/A (n), 1/),~n)), 
then, by the help of the relations 
A~ n) + A(n ) = 4, "u~(n)~(n)"n = 4sin2 lr 
n+l '  
(8) results in the condition 
-4s in  2 ~ an /~n+2(an- /3n)+l>0.  (10) 
Combining these conditions with the requirements of the convergence, we obtain the following 
proposition. 
PROPOSITION 1. Assume that an + 13n > O. Then, the inclusion (an,~n) E R(n) holds ffomd 
only if 13n - an < 2/A (n) and one of the conditions 
(1) 13n <_ 1/A (n), 
(2) /3n E (1/A(n ), 1/A~ n)) and (10) is fultilled. 
REMARK. If an <_ 0 and/3n > 0, then (an, 13n) E R(n) if and only if the method is convergent 
and condition (9) holds. 
Let us examine the conditions of regular convergence by varying n. It is true that l imn-~ 1/ 
A~ n) = c¢, limn-,c¢ 1/A (n) = 1/4 and the convergence is monotone. Moreover, if/3n - an < 1/2, 
then (10) holds for sufficiently large values of n. Combining the result with the condition of the 
convergence, we arrive at the following proposition. 
1 - 13hA (n) 
1 + C~nA (n) 
(8) 
[lY~ - Y•[I -< (a-)J Hy ° - Y*I[, (7) 
where Qn = max(IA~n) l, IA(~ n) l). 
DEFINITION 1. A convergent (an,/3n)-method is said to be n-regularly convergent if 
(a) A~ 1) > 0, when n = 1, 
(b) (7) is valid with On = h~ n) > [A(~ n) I, when n >_ 2. 
Shortly, (an,/3n) E R(n). 
DEFINITION 2. If (an,/3n) E R(n) for all n = 1, 2 , . . . ,  then, it is called uniformly regularly 
convergent. 
Shortly, (an,/3n) E R(N). 
If (an,/3,) E R(n), then the sequence of i th components {(yJ - Y*)i, j E N} tends to zero with 
at most finite number of sign-changes for every i = 1, 2 , . . . ,  n. 
Clearly, (an,/3n) E R(n) if and only if it is convergent and the condition 
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PROPOSITION 2. Assume that an + f/n > 0 for a11 n = 1,2, . . . .  I f  f/n <_ 1/4 for aH n = 1, 2 , . . . ,  
then (a,f/) E R(N). Moreover, if an <_ 0 and f/n < 1/2, then (a,f/) E R(N). 
REMARK. If there exists a number no E N such that (an, j3n) is a convergent method and (9) 
holds for all n _> no, then (an,f/n) E R(n) for all n _> nl, where nl _> no is a well defined number. 
Let us assume that an -- a and f/n = f~ are constants. As a consequence of Proposition 2, we 
have that for any convergent (a, f/)-method there exists a number no such that (a, f/) E R(n) for 
all n _> no. 
If a _< 0, then (a,f/) E R(N) if and only if f /<  1/2. 
Assume now that both a and f /are nonnegative. We examine the condition of the inclusion 
(a, f/) E R(N). Clearly, condition (9) holds for any n = 1,2,. . .  if and only if ]3 < 1/2. Since the 
sequence {af/sin2(Tr/(n + 1))} is monotonically decreasing, therefore it is sufficient o check (10) 
only for n = 1. It results in the condition 
(1 + 2a)(1 - 2~) > 0. 
Since it is satisfied under our assumptions, we have the following proposition. 
PROPOSITION 3. Assume that an = a and f/n = f~ >- 0 axe constants uch that a + B > 0. Then, 
(a,f/) E R(N) f fand on ly i f f /<  1/2. 
3. EXPONENTIAL CONVERGENCE OF THE (a, j3)-METHOD 
Besides being regularly convergent, i.e., having a linear convergence to the limit vector, an 
(an, f/n)-method usually should also have an exponential convergence of the form 
[]yJ[[ ~ exp [-Ai n) (an + f~n)j] ][Y0n[[, (11) 
for all j E N. 
DEFINITION 3. An (an, f/n)-method is said to be n-exponentially convergent f l i t  belongs to R(n) 
and (11) holds. 
Shortly, (an, f/n) E E(n). 
DEFINITION 4. I f  (an, f/n) E E(n) /'or 111 n = 1, 2 , . . . ,  then it is called uniformly exponentially 
convergent. 
Shortly, (a, f/) ~ E(N). 
It is clear that (an,f/n) E E(n), if and only if (an,f/n) E R(n) and 
Ai n) _< exp [-Ai n, (an + f/n)] • (12) 
Let us represent A~ n) in the form 
A~n)= 
In order to get (12), we have to prove that Pn <_ O. Since (13) implies 
. o  _- + eo io)) -lo + 
therefore, using the power series expansion of the function ln(1 + x), we get that Pn <_ 0 if and 
only if the relation 
1 A~ n) (Ain)) ~ 
2-~ (f/"~ -a~") + ~ (f/"~ -a~") + 4! (f/.' -a ' . )  + . . .  > 0 (14) 
Regular and Exponential Convergence 75 
is valid. It yields the condition 
So, for some fixed n, (an,/~n) E R(n) implies that (an,/~n) E E(n) if and only if (15) holds. Let 
us define a function g by g(x) = exp(x) - x. Clearly, g is monotonically decreasing for x < 0 
and monotonically increasing for x > 0, respectively. Moreover, g(x) > g( -x )  for x > 0. So, 
in case/~n > lanl, (15) holds for any n E N. On the other hand, from (14), using condition 
an +/3n > 0 and the properties of the function g, one can see that this condition is necessary, 
too. Namely, (14) implies the necessary condition I~1 > la~l. I f /~  > 0, then we obtain the 
condition. If/3n < 0, then an > --/3n, and g(an) > g(-~n) > g(~n), which yields a contradiction. 
By the use of Propositions 1 and 2, we can summarize our results as follows. 
PROPOSITION 4. Assume that an + /~n > 0 for a/1 n = 1,2, . . . .  If la.I ___ /~. _< 1/4 for 
a/1 n = 1 ,2 , . . . ,  then (a,/~) E E(N). Moreover, ff there exists a number no E N such that 
(an,/~,O • R(n) aridlY, > max(In.I, 1/4) hold for all n > no, then (an,/~n) • E(n) [or all n > nl 
where nl > no is a well-defined number. 
PROPOSITION 5. Assume that a,~ = a and/~, = ;3 > 0 are constants uch that a + B > O. Then, 
(a,/~) • E(N) if and onlyif/~ > lal and ~ < 1/2. 
4. REGULAR AND EXPONENTIAL  CONVERGENCE OF  THE 
SPECIAL  D IFFERENCE SCHEMES 
Let us apply our statements choosing 
a, ,  = -a  + Oq. ,  ~,, = a + (1 - O)q . ,  (16) 
where a e [0,1/4) and 0 E [0, 1] are given numbers. A method with this choice will be called and 
denoted as a (a, 0)-method. Obviously, when a = 0 or a = 1/6 we obtain the well-known finite 
difference method and linear finite element method, respectively. 
Then, the theorem in question for the regular convergence can be stated as follows. 
THEOREM i . / / the  condition 
1 - 4a 
qn -< 4(I - 0-------~ (17) 
holds/or all n > 1,2 . . . .  , then the (a,/9)-method is uniformly regularly convergent. Moreover, 
when qn = q is fixed, then (a,/9) E R(N) ff and only if the condition 
1 - 2a 
q < 2(1 -/9------~ (18) 
is satisfied. 
Hence, for the special schemes we can formulate the conditions of the uniform regularity. 
(a) Finite difference method (a = 0). 
If 
1 
q~ < 4(I - O) 
holds for all n = 1, 2 . . . .  , then (0, 8) 6 R(N). 
(0,/9) 6 R(N) if and only if condition 
1 
q < 2(1- 0-------3 
(19) 
Moreover, when qn -- q is fixed, then 
(20) 
is satisfied. 
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(b) 
If 
1 
qn< 12(1 - 8) 
holds for all n = 1, 2, . . . ,  then (1/6, 8) • R(N). 
(1/6, 8) • R(N) if and only if condition 
1 
q < 3(1 - O-------~ 
is satisfied. 
Finite element method with linear elements (a = 1/6). 
(21) 
Moreover, when qn = q is fixed, then 
(22) 
1-4a  1 
qn < 4(1 -8) '  whenS• [O,~+2a], 
28-1 '  when S • + 2a, 1 , 
then (a, 8)-method is uniformly exponentially convergent. Moreover, when qn = q is fixed then 
(a, 8) • E(N) if and only if the condition 
1-2a  
' 
q < 2a 
holds. 
[1] 
whenS• O,~+a , 
whenS• ( l+~, l ]  
(24) 
Hence, we can formulate the conditions of the uniform exponential convergence of the special 
schemes. 
(a) Finite difference method (a = 0). 
If 
-< 4(1 - 0 e 0, (25) 
holds for all n E N, then (0, 8) E E(N). Moreover, when qn = q is fixed, then (0, O) E E(N) 
if and only if the condition 
1 [1] 
q < 2(1 - 8--------~' 8 e O, (26) 
is satisfied. 
(b) Finite element method with linear elements (a = 1/6). 
If 
qn 3 (2 : -1 ) '  when0•(  5'1] 
holds for all n • N, then (1/6, 8) • E(N). Moreover, when qn = q is fixed, then (1/6, 8) • 
E(N) if and only if the condition 
q< 
is satisfied. 
(28) 
REMARK. The conditions of the preservation of other qualitative properties like conservation of 
nonnegativity, monotonicity, and concavity of the initial function, are investigated in [1,7,8]. 
THEOREM 2. If 
On the basis of Propositions 4 and 5 and by the use of (16) for the exponential convergence 
we have the following theorem. 
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