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1. Введение
Рассмотрим независимые одинаково распределенные случайные величины
𝑥1, . . . , 𝑥𝑛 с непрерывной функцией распределения 𝐹 (𝑥). Обозначим 𝐹𝑛(𝑥) эмпи-
рическую функцию распределения, построенную по упомянутым случайным ве-
личинам.




𝑛 · (𝐹𝑛(𝑥)− 𝐹 (𝑥)) > 𝜆) 6 𝐶𝑒−2𝜆2 (1)
с некоторой постоянной 𝐶. Двумя годами позже Бирнбаум и Маккарти [2] пред-
положили, что 𝐶 можно взять равной 1, исходя из собственных численных вычис-












для 𝜆 = 𝑂(𝑛
1
6 ).
Деврой и Уайз [4] в 1979 году показали, что 𝐶 6 306. Шорак и Уеллнер [5] в
1986 году показали, что 𝐶 6 29. Лучшего результата добился в своей статье Ху [6]
(1985), показавший, что 𝐶 6 2
√
2.
В данной статье доказано неравенство (1) с постоянной 𝐶 = 1 для 𝑛 = 2 и




𝑛 · (𝐹𝑛(𝑥)− 𝐹 (𝑥)) > 𝜆) 6 𝑒−2𝜆2 , где 𝜆 > 0. (2)
В статье Смирнова [3] показано, что
𝑃+𝑛 (𝜆) = 𝑃 ( sup−∞<𝑥<+∞
(𝐹𝑛(𝑥)− 𝐹 (𝑥)) 6 𝜆√
𝑛
) =
















для 0 < 𝜆 <
√
𝑛, где 𝑟 = [𝜆
√
𝑛]. Заметим, что 𝑃+𝑛 (𝜆) = 0 для 𝜆 ≤ 0 и 𝑃+𝑛 (𝜆) = 1
для 𝜆 ≥ √𝑛.
2. Предварительные результаты
Докажем сначала одно общее утверждение, которое частично подтверждает
гипотезу о том, что неравенство (1) справедливо с постоянной 𝐶 = 1. Обозначим
𝑓+𝑛 = 1− 𝑃+𝑛 (𝜆), где функция 𝑃+𝑛 (𝜆) определена в (3). Исследуем функцию 𝑓+𝑛 (𝜆)
на полуинтервале [(𝑛−1)/√𝑛, 𝑛/√𝑛). На указанном полуинтервале функция 𝑓+𝑛 (𝜆)
принимает вид
𝑓+𝑛 (𝜆) = (1−
𝜆√
𝑛





Прологарифмируем, а затем продифференцируем по переменной 𝜆 функцию










(ln(𝑓+𝑛 (𝜆) · 𝑒2𝜆
2
))′ = (ln ((1− 𝜆√
𝑛




Заметим, что дробь отрицательна для 0 6 𝜆 < √𝑛. Поэтому функция (4) убывает
и, следовательно, принимает свое максимальное значение в точке 𝜆 = 0. Макси-
мальное значение функции равно единице. Отсюда следует неравенство (2) для
𝜆 ∈ [(𝑛 − 1)/√𝑛,√𝑛). Для удобства ссылок сформулируем доказанный результат
в виде леммы.




𝑛 · (𝐹𝑛(𝑥)− 𝐹 (𝑥)) > 𝜆) 6 𝑒−2𝜆2 .
3. Основные результаты
В этом разделе будет доказано неравенство (2) для 𝑛 = 2 и 𝑛 = 3. Рассмотрим
случай 𝑛 = 2. Докажем, что
𝑓+2 (𝜆) · 𝑒2𝜆
2 6 1 при 𝜆 ∈ [0,
√
2).
Это неравенство выполняется для 𝜆 ∈ [1/√2,√2) по лемме 1. Докажем неравен-
ство для 𝜆 ∈ [0, 1/√2).
Функция 𝑓+2 (𝜆), 𝜆 ∈ [0, 1/
√
2), имеет следующий вид
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Прологарифмируем и затем продифференцируем по 𝜆 произведение 𝑓+2 (𝜆)𝑒
2𝜆2 .
В результате мы получим(︁













− 1 . (5)
Заметим, что знаменатель дроби (5) отрицателен на промежутке 𝜆 ∈ [0, 1/√2).
Докажем, что числитель указанной дроби положителен. Обозначим его 𝑧(𝜆)
𝑧(𝜆) = 2𝜆3 + 2
√
2𝜆2 − 3𝜆 + 1√
2
и вычислим его производную
𝑧′(𝜆) = 6𝜆2 + 4
√
2𝜆− 3.
Корнями этого трехчлена являются (−2√2±√26)/6. Поэтому


















Следовательно, 𝑧(𝜆) > 𝑧((−2√2 +√26)/6) для всех 𝜆 ∈ [0, 1/√2). Значение функ-






2(−23 · 2√2 + 3 · 4 · 2√26− 3 · 2√2 · 26 + 26√26)




2(26− 4√2 · √26 + 8)










33 · 2 > 0.









при 𝜆 ∈ [0, 1/
√
2)
убывает. Она принимает свое максимальное значение, равное единице, в точке
𝜆 = 0. Таким образом, неравенство (2) для 𝑛 = 2 доказано.



















Рассмотрим полуинтервал [0, 1/
√
3) и покажем, что 𝑓+3 (𝜆)𝑒
2𝜆2 6 1. На данном
полуинтервале функция 𝑓+3 (𝜆) принимает следующий вид






















−√3𝜆3 − 6𝜆2 − 3√3𝜆 + 9
9
.
Прологарифмируем и затем продифференцируем по 𝜆 произведение 𝑓+3 (𝜆)𝑒
2𝜆2 .






















3 − 23𝜆2 −
√
3
3 𝜆 + 1
. (6)
Знаменатель дроби (6) положителен для 𝜆 ∈ [0, 1/√3), так как он совпадает с по-












































Производная 𝑧′(𝜆) убывает. Ее значение в точке 𝜆 = 0 положительно, а в точке
𝜆 = 1/
√
3 — отрицательно. Поэтому производная 𝑧′(𝜆) обращается в ноль в некото-
рой точке 𝜆0 ∈ (0, 1/
√
3). Функция 𝑧(𝜆) достигает своего максимального значения
в точке 𝜆0. Достаточно доказать, что 𝑧(𝜆0) < 0.
Величину 𝜆0 можно вычислить по формуле Кардано (см. [7] стр. 235). Число














которое получается после деления производной на −16√3/9. Преобразуем это









Это уравнение является частным случаем неполного кубического уравнения 𝑦3 +
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Требуемая величина 𝜆0 = 𝑦0 −
√
3/2. Вычисления показывают, что 𝑧(𝜆0) < 0.
Тем самым доказано, что функция 𝑧(𝜆), 𝜆 ∈ [0, 1/√3), отрицательна. Поэтому
функция 𝑓+3 (𝜆)𝑒
2𝜆2 , 𝜆 ∈ [0, 1/√3) убывает. Ее максимальное значение, равное









отрезке функция 𝑓+3 (𝜆) имеет следующий вид
𝑓+3 (𝜆) = 1−
√




















































Прологарифмируем и затем продифференцируем по 𝜆 произведение 𝑓+3 (𝜆)𝑒
2𝜆2 .
В результате получим(︁





















3 − 𝜆23 − 5
√
3
9 𝜆 + 1
. (7)
Знаменатель дроби (7) положителен, так как он совпадает с положительной функ-
цией 𝑓+3 (𝜆). Тогда, подставив в знаменатель 𝜆 = 2/
√
3 и убедившись, что в этой
точке знаменатель положителен, можно заключить из приведенных выше сужде-
ний, что он положителен всюду на 𝜆 ∈ [1/√3, 2/√3).
















































Корнями второй производной являются числа (24 ± 8√65)/64√3. Вторая произ-
водная удовлетворяет следующим условиям













































Вычисления показывают, что 𝑧′(1/
√
3) = 2/27 и 𝑧(1/
√
3) = −√3/81. Применяя









































Тем самым доказано неравенство











Вычисления показывают, что 𝑧′(9/(8
√
3)) = −1/6 < 0 и 𝑧′(2/√3) = 34/27 > 0. Про-
изводная 𝑧′(𝜆) убывает на сегменте [9/(8
√


















в которой производная 𝑧′(𝜆) обращается в ноль. Функция 𝑧(𝜆) убывает на сегменте
[9/(8
√
3), 𝜆0]. Так как 𝑧(9/(8
√
3)) ≤ 0, то функция 𝑧(𝜆) не положительна на сегмен-
те [9/(8
√
3), 𝜆0]. Функция 𝑧(𝜆) возрастает на сегменте [𝜆0, 2/
√
3] и, следовательно,





3) < 0. Тем самым доказано, что функция 𝑧(𝜆) не положительна для






















3). Ее максимальное значение достигается в точ-
ке 𝜆 = 1/
√




3)2 < 1. Тем самым
доказано неравенство (2) для 𝑛 = 3.
В связи с тем, что и левая, и правая части выражения (2) при 𝜆 = 0 равны 1,
полученная оценка с константой 𝐶 = 1 из (1) является неулучшаемой.
Заключение
В статье получена оценка статистики Колмогорова-Смирнова при 𝑛 = 2 и 𝑛 =
3. Из данной оценки следует справедливость гипотезы Бирнбаума и Маккарти для
указанных 𝑛.
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