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RESUMO
O rastreamento do sentimento público para predição de indicadores do mercado financeiro tem ga-
nhado atenção tanto da academia quanto do mundo dos negócios. Entretanto, há várias questões
em relação à precisão e significância de modelos que necessitam ser aprimorados. Nesse sentido,
este trabalho propõe analisar o relacionamento entre dados obtidos da rede social Twitter em por-
tuguês e do mercado de ações brasileiro através de um sistema de auxílio a tomada de decisão
que realiza compra e venda de ações. Para isso, foram coletadas mensagens postadas de agosto de
2013 a abril de 2015 que continham palavras relacionadas às ações de nove empresas brasileiras
expressivas no mercado de ações, e dados de volume e preço dessas na Bovespa. Sobre os dados ad-
vindos do Twitter, foram aplicadas técnicas para análise de sentimento e tendência para obtenção
de indicadores que inicialmente foram relacionados estatisticamente com os da Bovespa e, poste-
riormente, usados no sistema simulador. Os resultados obtidos demonstraram que o investimento
nessa área é promissor apesar dos grandes desafios que esta impõe.
Palavras Chave: Redes sociais, análise de sentimentos, mercado de ações, sistema de apoio a
decisão.
ABSTRACT
The tracking of public sentiment indicators to predict the financial market has gained much at-
tention from academia and the business world. However, there are several issues regarding the
accuracy and significance of models that need to be improved. Thus, this work aims to analyze
the relationship between data in Portuguese language obtained from the social network Twitter
and Brazilian stock market through a decision aid system which performs purchase and sale of
shares. In order that, messages posted from August 2013 to April 2014 that contained words
related to the actions of nine important Brazilian companies in the stock market, and Bovespa
data as volume and price were collected. Techniques for sentiment analysis and trend were applied
in the data to obtain indicators that were initially associated statistically with the Bovespa and
subsequently, they were used in the simulator system. The results showed that investment in this
area is promising despite the great challenges it imposes.
Keywords: Social networks, Sentiment analysis, stock marketing, crowd analysis indicators,
decision aid system.
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O rastreamento de sentimento público para predição de indicadores do mercado financeiro tem
ganhado atenção tanto da academia quanto do mundo dos negócios. Dados gerados por comuni-
dades formadas a partir de redes sociais online vêm gradualmente obtendo credibilidade como fonte
válida para análise do mercado de ações [6]. Vários autores reconhecem essa tendência [7, 6, 8],
porém, em seus trabalhos eles identificam algumas questões em relação à precisão e significância
de modelos e reportam que há muito para ser feito a fim de alcançar predições realmente efetivas.
Para [7], o fator humano tem significante impacto no movimento do mercado de ações. Em seu
artigo, ele comenta vários trabalhos de predição para mercado de ações, especialmente alguns da
década de 60 baseados em ’Random Walk Theory’ (teoria do passeio aleatório) e ’Efficient Market
Hypothesis’ - Hipótese do Mercado Eficiente (EMH, do inglês) . A EMH afirma que a valorização
do mercado financeiro incorpora quaisquer novas notícias e informações [9, 10], ou seja, os preços
do mercado de ações são, em grande parte, impulsionados por novas informações e não por preços
do presente e do passado. Como uma nova notícia ou informação é algo imprevisível, de acordo
com essa teoria, os preços seguiriam um padrão de passeio randômico e não poderiam ser preditos
com precisão superior a 50%.
Entretanto, essa teoria é desafiada por vários pesquisadores que, baseados nas perspectivas
da teoria de finança socioeconômica e enfatizando a importância de fatores comportamentais e
emocionais, incluindo o humor social [11], a criticam e afirmam que os preços nem sempre seguem
um passeio aleatório [9], e podem, até certo ponto, serem preditos. Pesquisas recentes sugerem
que apesar de a notícia ser algo imprevisível, muitos indicadores precoces podem ser extraídos da
mídia social online para estimar mudanças em vários indicadores econômicos e comerciais, e que
esse também pode ser o caso do mercado de ações [7].
Em seus trabalhos, autores comentam sobre a economia comportamental, que afirma o fato de as
emoções poderem afetar profundamente o comportamento individual e a tomada de decisão [11, 7].
Se a emoção do indivíduo investidor pode afetar a forma como ele reage às novas informações,
é provável que o sentimento coletivo dos investidores possa influenciar a dinâmica do mercado
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de ações[4]. Como consequência, medir o humor social tornou-se uma questão fundamental na
pesquisa de previsão financeira [10]. Pesquisas recentes têm explorado uma variedade de métodos
para o cálculo de indicadores de sentimento e estados de humor do público gerados a partir de
uma grande quantidade de dados online disponível. Computar o sentimento da multidão mostra-se
mais efetivo, rápido e com menor custo do que o acesso físico às pessoas através de institutos de
pesquisa.
Três classes distintas de fonte de dados online são definidas em [10] e têm sido investigadas
para predição financeira, produzindo diferentes indicadores:
• Notícias: Fator que molda o sentimento dos investidores. Em [10] é comentado que um alto
nível de pessimismo em Wall Street precede baixos retornos no mercado no dia seguinte e
que pesquisas mostram que a adição de características textuais de notícias em um sistema
de predição de ações pode melhorar a precisão da previsão;
• Dados de busca na web: Vários trabalhos têm mostrado o valor destes dados para inferir o
interesse do investidor. Dados de busca podem ser relacionados às flutuações do mercado e
volumes de negociação, e também podem ser preditivos destes [6, 8];
• Dados de redes sociais online: Fonte para apoiar a extração e medição do humor social e do
investidor. Estes dados têm sido amplamente estudados como geradores de indicadores que
possam ser utilizados em sistemas preditivos do mercado de ações.
Nesse trabalho, será investigado o uso de mensagens de microblog, em língua portuguesa, da rede
social online Twitter para estimar a dinâmica do mercado de ações brasileiro.
Para [4], o uso de microblog para captar o sentimento dos investidores é interessante por diversos
aspectos: a quantidade de pessoas que utilizam esses serviços para comunicar suas ideias a respeito
do mercado tem crescido; os dados compartilhados nessas mídias estão disponíveis a baixo custo
e são sempre atuais; o tamanho da mensagem também é um diferencial em relação aos textos de
blogs comuns, são somente cento e quarenta caracteres o que reduz quantidade de processamento
e ruído; e as postagens são realizadas em tempo real e com alta frequência.
Vários pesquisadores analisam o que leva uma pessoa a postar e outra a ler mensagens online
sobre o mercado de ações. Em[12] há um comentário sobre autores que, baseados em teoria da
comunicação, afirmam que as pessoas valorizam as opiniões daquelas com as quais elas conversam,
e esse tipo de processo de formação de crença é útil na formação de agentes de influência. De
maneira geral, agentes desejam saber o que outros influentes pensam a respeito, desde que o que
dizem afete o mercado. De outro modo, [13] teoriza que a conversação entre subconjuntos de
participantes do mercado pode ter efeitos no equilíbrio. Um investidor à margem pode decidir por
participar de negociações ao passo que percebe pensamentos semelhantes entre si e comentários de
outros investidores. Se as conversações na Internet permitem esse tipo de comportamento, então
é possível que uma postagem de mensagem seja seguida de uma negociação[12].
Hoje, segundo [10] existe apoio considerável para alegar que indicadores de humor e sentimento
resultantes de análises de dados de redes sociais online são medidas de opinião pública realmente
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válidas, para prever uma variedade de fenômenos socioeconômicos. No Capítulo 2 serão referencia-
dos vários trabalhos. Com relação ao mercado financeiro, várias pesquisas recentes têm apresentado
resultados promissores e incentivadores de estudo na área [14, 10, 4, 8, 5].
A pesquisa a ser relatada nesta tese, aborda o problema do uso de dados obtidos através de
redes sociais online como fonte de informação para previsão de comportamento do mercado de
ações brasileiro. Os resultados a serem apresentados demonstram que empregar esses dados em
sistemas de auxílio à tomada de decisão de compra e venda de ações é promissor.
Têm-se um conjunto de dados coletados da rede social Twitter com mais de oito milhões
de tweets. Desses dados, obtêm-se o sentimento do povo em relação às ações de oito empresas
brasileiras selecionadas para a pesquisa. A partir de dados históricos de evolução de preço e
volume de negociação das ações dessas empresas, buscou-se, inicialmente, realizar uma análise
estatística do relacionamento dos dados. Posteriormente, foi desenvolvido um sistema simulador
que efetivou operações de compra e venda de ações baseado em dados do Twitter e preços obtidos
da bolsa de valores brasileira - Bovespa.
Com o refinamento dos dados, optou-se por realizar simulações com duas ações de empresas
importantes no cenário de bolsa de valores do mercado brasileiro; por possuírem quantidade su-
ficiente de dados diários para o experimento. Com a avaliação dos resultados obtidos a partir
do processamento dos dados oriundos da rede social e do simulador, buscou-se refletir sobre a
influência das redes sociais para compra e venda de ações no mercado de bolsa de valores.
1.2 Definição do problema
A pesquisa a ser relatada nesta tese, aborda o problema do uso de dados obtidos através de
redes sociais online como fonte de informação para previsão de comportamento do mercado de
ações brasileiro.
1.3 Objetivo do projeto
A mídia social também pode ser interpretada como uma forma de sabedoria coletiva [5]. Nesse
sentido, o objetivo desta pesquisa é investigar e entender se as características dessa sabedoria
coletiva, adquirida através das redes sociais online, contribuem para melhorar predições para o
mercado de ações brasileiro.
1.4 Resultados Obtidos
A pesquisa a ser descrita nesse documento apresenta uma arquitetura de sistema que adota
técnicas de computação social para auxílio na tomada de decisão de compra e venda de ações no
mercado brasileiro de bolsa de valores. Inicialmente são apresentados os dados utilizados e a forma
de obtenção dos mesmos, dados oriundos da rede social Twitter e histórico de preços e volume
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de negociação de ações de empresas brasileiras na bolsa de valores de São Paulo - BOVESPA.
Posteriormente é realizada uma análise estatística para verificar o relacionamento entre esses dados.
Foram efetuados testes e medições para obter os resultados. Dentre eles, resultados interessantes
foram obtidos para as ações da Petrobrás e Vale S.A., as quais possuíam maior volume de dados
postados no Twitter, especialmente quando o relacionamento foi medido em menor tempo ( no
caso, em menor quantidade de dias).
Após a análise estatística foi desenvolvido um simulador para compra e venda de ações baseado
nos dados do Twitter e em análise técnica. Valores interessantes de lucro acumulado foram obtidos
para a compra e venda de ações entre agosto de 2013 e abril de 2015, período total de coleta de
dados. Para as ações PETR4 e VALE5 das respectivas empresas Petrobrás e Vale S.A., valores
significativos foram alcançados com a simulação, sendo que o maior lucro acumulado obtido foi
de 277,86% para a primeira e de 224.28% para a segunda, ambos atingidos apenas com o uso de
análise da multidão sem considerar custos com impostos e corretagem.
1.5 Apresentação do manuscrito
Esta tese apresenta em sete capítulos o trabalho realizado. No Capítulo 2, comenta-se a res-
peito do estado da arte no uso de dados de redes sociais online para modelagem e estimação do
comportamento humano frente às questões sociais, políticas e econômicas. Uma seção em especial
trata das questões de estimação para o mercado de ações e outra apresenta alguns trabalhos
realizados no Brasil com ênfase na língua portuguesa e inglesa.
O Capítulo 3 apresenta a arquitetura do sistema adotado para a pesquisa com informações
sobre coleta, formatação e transformação dos dados obtidos da rede social Twitter. Além disso,
também são descritas as ferramentas utilizadas para as atividades desenvolvidas. No Capítulo
4, são expostas as análises estatísticas realizadas. No Capítulo 5, são detalhados o refinamento
realizado no processamento de dados e a arquitetura do simulador para auxílio a tomada de decisão
de compra e venda de ações desenvolvido para a pesquisa. Os resultados obtidos com as simulações






Geralmente, entende-se a expressão rede social online como sendo um grupo de pessoas que
se interagem através de qualquer mídia social, entretanto, uma definição adotada em trabalhos
recentes mostra-se mais apropriada. Segundo [15], rede social é "um serviço web que permite
indivíduos (1) construir perfis públicos ou semi-públicos dentro de um sistema, (2) articular uma
lista de outros usuários com os quais compartilham conexões e (3) visualizar e percorrer suas
listas de conexões e outras listas feitas por outros no sistema." Dentro desse contexto, abre-se um
leque de oportunidades para, aproveitando-se dessas milhares de opções de conexões entre pessoas,
espalhar-se conhecimento, ideias, sentimentos e opiniões.
O conhecimento sobre o que as pessoas pensam a respeito de certo assunto, pessoa ou produto,
saber sua opinião sobre fatos do cotidiano ou obter o sentimento negativo ou positivo em relação
a alguma informação, sempre foi o desejo de muitos indivíduos e empresas. Segundo [16], opiniões
são fundamentais para quase todas as atividades humanas e são as principais influenciadoras de
comportamento das pessoas. A forma como as pessoas percebem a realidade, suas crenças e
escolhas que fazem, são consideravelmente condicionadas à forma como outros veem e avaliam o
mundo. Por isso, na necessidade de tomar uma decisão, o ser humano e até mesmo organizações,
sempre que possível, buscam outras opiniões.
Canais para comunicar opiniões e comentários através de mensagens sobre quaisquer domínios
estão cada dia mais comuns e disponibilizados nas mídias sociais. Esses têm se tornado fontes
importantes para empresas, organizações governamentais ou não e pessoas para controle de difa-
mação, acompanhamento de lançamentos, contato direto com as pessoas, dentre outros. No caso
das empresas, além destes, as informações obtidas são fontes relevantes de conhecimento do ne-
gócio, representando o impacto de um revisor influente no poder de compras de outros. Assim, a
coleta do pensamento do povo postado nas mídias sociais é de grande valor para o planejamento
de novos produtos, divulgação, atendimento ao cliente e manutenção da integridade da marca. À
medida que uma maior quantidade de público tem acesso às tecnologias, cresce a importância dos
dados obtidos através dessas mídias e o desafio de lhe dar com elas.
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Tabela 2.1: Amostra de redes sociais populares. As infor-
mações sobre quantidade de usuários é um valor aproximado






Myspace® 2003 Em 2013:
50 milhões
Com ênfase no universo musical, desde 2006 oferece opção de acesso
às versões regionais (brasileira, japonesa, etc.) com conteúdo local.
Permite criação de perfil de usuário utilizado para relacionamentos
[17].
Flickr® 2004 87 milhões Permite armazenar, organizar e compartilhar fotos e vídeos com
amigos. Em 2013, registrou mais de 3,5 milhões imagens postadas
diariamente. Fotos e vídeos publicados por usuários podem ser
acessados sem a necessidade de conta.
Google+® 2011 540 milhões
em 2013.
Serviço de rede social do Google, é o segundo maior site de redes
sociais do mundo com usuários ativos interagindo socialmente com o
Gmail (serviço de e-mail), o botão + (outros serviços oferecidos como,
por exemplo, agenda) e comentários do Youtube [18].
TripAdvisor® 2000 100 milhões
de visitantes
É um website que provê informações, fórum de interação e avaliações
sobre viagens. Todo o conteúdo é gerado por seus usuários.
LinkedIn® 2003 250 milhões Propõe conectar profissionais mundialmente. Usuários têm acesso às
pessoas, vagas, notícias, atualizações e percepções que o ajudam em
sua profissão.
Instagram® 2010 150 milhões
em 2013.
Permite aos usuários compartilharem fotos e vídeos processadas por
filtros disponíveis em uma variedade de outras redes sociais incluindo
a própria. Muito utilizado por usuários de smartphones[19].
Snapchat® 2011 100 milhões
em 2014
Aplicativo com foco em relacionamento. Permite vídeo mensagens que
ficam disponíveis durante um intervalo de tempo. Está se tornado
popular no Brasil.
Twitter® 2006 500 milhões
em 2014
Rede social online e serviço de microblog que permite aos usuários o
envio de mensagens com no máximo 140 caracteres. Usuários
registrados podem publicar e ler mensagens, não cadastrados podem
apenas ler [20].






O usuário cria um perfil pessoal e adiciona outros usuários ou grupos
como amigos. A cada publicação de mensagem, vídeo ou imagem
desse usuário todos os seus amigos são automaticamente avisados.
Aproximadamente, possui 180 petabytes( 1015 bytes) de dados e 9%
de usuários fake [21].
Y outube® 2005 1 bilhão em
2014 [22]
Permite às pessoas publicarem, procurarem, assistirem,
compartilharem e comentarem vídeos.
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Com o advento da computação social ou Web 2.01, houve uma explosão de sites de redes sociais
online que podem ser: de contato, Facebook®, LinkedIn®, Instagram®, Orkut®(criada em
2004, se tornou muito popular no Brasil mas foi desativada em setembro de 2014)2 ; de conteúdo,
Twitter®, Flirckr®, Y ouTube® , MySpace®3, descritos na Tabela 2.1, e outros com enfoque
em saúde - rede BiBlioSUS4 e em tricô - Ravelry 5, nos quais milhares de indivíduos passaram a
trocar diariamente mensagens, imagens, vídeos e outras possibilidades disponibilizadas por cada
ferramenta. Diferentes em estilo e popularidade, dependendo do país, todas proporcionam aos
usuários experiências de comunicação em tempo real.
Além desses sites, existem também outros que permitem às pessoas compartilharem suas opi-
niões a respeito de produtos, compras, serviços, viagens, etc., como: mercadolivre.com, os de leilões
como ebay, Olx e sobre viagens como o tripadvisor.com.
Com relação ao mercado de ações, também não é diferente, existem várias opções de redes
sociais para os investidores compartilharem e consultarem estratégias de negociação e comentários
a respeito do mercado de ações tais como o StockTwits 6 (rede social americana para investidores
e negociadores da bolsa que foi criada em 2009 e em 2013 já possuía mais de 200.000 membros
ativos), ZuluTrade7 (rede de compartilhamento de estratégias de investidores) e eToro 8 (rede
social de negociação e corretagem criada em Israel em 2007, possui mais de 4 milhões de usuários
segundo informações do próprio site). De acordo com[24], esses sites tem atraído a atenção de
brasileiros que não têm condições financeiras suficientes para contratar corretoras e mesmo assim
se interessam em aprender estratégias de negociação e investir no mercado de ações.
No Brasil está sendo disponibilizado um portal (portal do investimento9) que disponibiliza
dados oriundos de fontes da internet processados por técnicas computacionais para auxiliar o in-
vestidor na tomada de decisão para negociação no mercado de ações. Neste site são disponibilizados
dados sobre ações do mercado obtidos de documentos HTML, tweets, blogs e comunidades de redes
socias e análise de sentimento para alguns ativos.
As mídias sociais têm tornado as redes sociais online ubíquoas, de forma que estas estão fazendo
parte do cotidiano das pessoas. Tal fato tem gerado massivas quantidades de dados para análise
empírica, sendo fonte de pesquisa em dinâmica social, estrutura de redes e padrões globais de
fluxo de informação. As redes sociais são hoje um fator crítico para a disseminação da informação,
pesquisa, marketing, descoberta de influência e potencialmente, uma ferramenta para mobilização
de pessoas [25].
Segundo [1, 26], as redes sociais online ultrapassaram o e-mail e se tornaram a atividade mais
popular online. Em média, um americano adulto passa cerca de três horas online por dia, dessas 37
minutos são em redes sociais e 33 em e-mail [1]. A Internet firmou-se como a segunda mídia mais
1Termo aplicado aos sistemas que dão suporte ao uso da tecnologias para conectar pessoas [23].
2http://www.facebook.com, http://www.linkedin.com, http://www.instagram.com, http://orkut.google.com






9Portal do Investimento: https://observatoriodoinvestimento.com
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Figura 2.1: Tempo gasto por americanos entre 13 e 64 anos com atividades online [1].
importante para as pessoas, perdendo apenas para a televisão. A Figura 2.1 apresenta o tempo
médio diário gasto por americanos entre 13 e 64 anos com diferentes atividades online.
No Brasil, conforme pesquisa divulgada em 2013 pelo Instituto Brasileiro de Geografia e Es-
tatística (IBGE), o acesso à Internet continua em franco crescimento. De 2005 a 2011, cresceu
em 143,8% o acesso na população com 10 anos ou mais de idade, entretanto, o ingresso no mundo
digital ainda não alcança 53,5% dos brasileiros nessa faixa etária [2]. Segundo publicação do Jornal
Folha de São Paulo [27] sobre pesquisa encomendada pela Secretaria de Comunicação Social da
Presidência da República, o brasileiro gasta mais tempo acessando à Internet do que assistindo à
televisão ou ouvindo ao rádio. Sobre hábitos de navegação dos brasileiros, um estudo realizado
por uma empresa especializada em inteligência de mercado e gestão do relacionamento nas re-
des sociais - E.lif e - revelou que 98% dos entrevistados passam parte do tempo em redes sociais
como Facebook 81%, Google+ (71%) e Instagram com 22%, esse último está em crescimento na
preferência [28]. Outro fator interessante apontado por esta pesquisa é que o brasileiro costuma
assistir televisão ao mesmo tempo em que acessa à Internet, e muitos entrevistados admitiram
pautar suas escolhas de programação baseados nos comentários das redes sociais. A Figura 2.2(a)
apresenta a porcentagem de brasileiros com acesso à Internet em relação ao território nacional
segundo pesquisa divulgada pelo IBGE [2].
Em abril de 2015, o IBGE divulgou como resultado da Pesquisa Nacional por Amostra de
Domicílios (PNAD) de 2013 que a Internet chegou a 49,4% da população brasileira, desses 4,1%
acessam apenas por dispositivos móveis, Figura 2.2 (b), e deste acesso, cerca de 97,7%, é feito por
banda larga, sendo que sua utilização cresce de acordo com a escolaridade, variando de 5,4% para
pessoas sem instrução até 89,8 para os que possuem mais de 15 anos de estudo [3, 29]. No final de
2015, a BBC Brasil informou que o país alcançará o quarto lugar em maior população de usuários
de Internet no mundo, segundo consultoria realizada por empresa de tecnologia [30]. A informação
vem acompanhada da notícia de que tamanha quantidade de acessos foi impulsionada também
8
Figura 2.2: (a) Percentual da população com acesso à internet segundo pesquisa do IBGE [2]. (b)
Forma de acesso à internet pelo brasileiro segundo pesquisa PNAD - IBGE [3].
pela oferta de dispositivos móveis com conexões de banda larga mais baratas. Há ainda muitas
pessoas sem acesso, muitos por possuírem baixa renda mensal e outros por viverem em zonas
rurais, entretanto, nas regiões mais distantes dos grandes centros, o acesso tem sido realizado por
meio de celulares smartphones [29].
Outro fator interessante é o recente interesse por parte do brasileiro por mercado de capitais e
consequentemente o uso das redes sociais para expressar sua atuação nesse mercado [24], reforçando
assim as possibilidades de pesquisa e estudo nessa área.
2.2 Análise de sentimentos e opiniões
O aumento de plataformas para redes sociais online e sua crescente popularização através do uso
de Internet em computadores pessoais e celulares smartphones tem permitido ao público registrar:
suas impressões através de vídeos e imagens; e seu ponto de vista expressado por descrição de
pensamentos, opiniões e sentimentos sobre qualquer assunto, em qualquer lugar, e até mesmo na
hora exata em que um fato acontece. Esse comportamento tem resultado na disponibilização de
um enorme e crescente repositório de dados com contribuições de usuários sobre uma infinidade
de assuntos [14]. A exploração desse conteúdo tem sido alvo de pesquisas e grandes desafios para
a mineração de textos e descoberta de conhecimento.
Capturar opiniões com a finalidade de observar a dinâmica do pensamento humano em redes
sociais não é uma tarefa fácil, tendo em vista que, a cada dia, mais usuários são inscritos nesses
sistemas e consequentemente mais mensagens são compartilhadas. Por conseguinte, o volume de
dados está sempre em franco crescimento. Esta questão torna a atividade de análise e obtenção de
conhecimento um feito praticamente impossível sem o uso de automação. Outro fator desafiador
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é a exploração desses dados em tempo hábil, pois tamanha é a diversidade e ausência de estrutura
formal nas construções textuais, o que dificulta a extração de informação útil.
Entretanto, desvendar o pensamento da multidão tem se tornado um elemento de importância
estratégica para pessoas, empresas, organizações de saúde e até mesmo para agências governamen-
tais [14].
A análise de sentimentos ou mineração de opiniões é a tarefa responsável por encontrar opiniões
de autores sobre entidades específicas [31]. Atualmente, ao comprarem um produto, é comum aos
usuários de Internet procurarem por comentários escritos por outros sobre este, de forma que
as opiniões e pensamentos disponibilizados nas redes sociais e sites passam a compor o processo
decisório das pessoas. E essa é uma das razões pelas quais o tema análise de sentimentos e
extração de conhecimento das redes sociais online está sendo bastante explorado e desejado, tanto
na academia, quanto por empresas governamentais ou não.
Blogs, fóruns online, sites com painéis de mensagens e redes sociais tais como Twitter® e
Facebook® disponibilizam os pequenos textos carregados de sentimentos produzidos por seus
usuários. Esses textos são de grande importância para empresas e pessoas que desejam monitorar
sua reputação e obter, em tempo oportuno, um retorno sobre seus produtos e atuação. Agir de
acordo com o que o povo está pensando é o desejo de políticos, marqueteiros, investidores, etc.,
e a análise de sentimentos habilita a monitoração em tempo real de diferentes mídias sociais,
possibilitando extrair a dinâmica do sentimento dos usuários em relação ao domínio pesquisado
[31].
As mensagens acessíveis nas redes sociais podem expressar opiniões, sentimentos e até mesmo
o estado emocional e o humor do autor sobre si mesmo, amigos, eventos, epidemias, produtos,
serviços, programas de televisão, celebridades, política, religião, economia, etc.. Nesse contexto, a
análise de sentimentos tem sido empregada para:
• verificar a repercussão de eventos, comportamento de pessoas e ações de promoção de em-
presas, produtos e serviços;
• análise de opiniões sobre produtos e serviços;
• como variável agregadora em sistemas de predição de dinâmica humana para análise de
mercados de ações, bilheteria de filmes, epidemias na área da saúde entre outros.
Extrair informações úteis, sentimento positivo ou negativo, e estados de humor de textos com
escrita livre de formalismos e total descompromisso com estruturas linguísticas é o desafio e objetivo
de vários pesquisadores da área. Os textos coletados das redes são em sua maioria editados em
linguagem coloquial, podem possuir conteúdo carregado de ironia, sarcasmo, sentimentalismo,
erros ortográficos, truncagem de palavras, mistura de idiomas, caracteres especiais e emoticons10.
Apesar de haver uma infinidade de publicações científicas na área, sendo esse um problema de
processamento de linguagem natural - Natural Language Processing (NLP, do inglês), ainda se
encontra em aberto.
10Cadeias de caracteres ou imagens pequenas que traduzem o sentimento de quem está escrevendo a mensagem.
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Vários trabalhos atuais exploraram métodos para análise de sentimentos em mensagens de redes
sociais [32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42]. As abordagens existentes podem ser agrupadas
em três categorias: rotulação de palavras-chave (por exemplo: feliz é positivo, triste é negativo);
afinidade léxica (dicionários de palavras chamados de lexicons que pontuam palavras); e métodos
estatísticos (algoritmos Bayesianos como Support Vector Machines - SVM, do inglês - e outros
algoritmos de aprendizado de máquina) [43]. Detalhes sobre tais métodos podem ser encontrados
em [44, 45, 16, 46, 31, 47].
Objetivando apresentar estudos comparativos sobre técnicas de análise de sentimentos, [48] e
[49] testaram alguns métodos. O primeiro selecionou e experimentou oito e os comparou em termos
de cobertura - quantidade de mensagens cujo sentimento é identificado - e concordância - fração de
mensagens cujo sentimento identificado é verdadeiro. O segundo comparou métodos tendo como
base o uso de dicionários - lexicons, conjuntos de treinamento e dependência de idioma.
Analisar o sentimento humano em relação aos fatos divulgados na mídia brasileira é a questão
explorada por [50]. Este avaliou a reação positiva ou negativa de usuários do Twitter em relação
às notícias selecionadas. Também, no Brasil, [51] considerou conexões entre tweets para verificar
a possibilidade de aprimoramento de sistemas de classificação de sentimento de textos. Para isso,
montou uma rede de coocorrência de hashtags11 de tweets e utilizou de características de estrutura
de grafos, conceitos de mineração e assortatividade (quando nodos com muitas conexões tendem
a se conectar com outros nodos com muitas conexões).
Desenvolver um sistema eficiente de análise de sentimentos de mensagens obtidas do Twitter e
de domínio específico é o objetivo de [52]. Para isto, adotou uma abordagem consistindo de quatro
etapas: colecionamento de tweets (o usuário passa ao sistema um conjunto inicial de termos e
este encarrega automaticamente de coletar os tweets através de um algoritmo para expansão de
hashtags proposto); refinamento (remoção de informação espúria através de remoção de spams e
outros); criação de um lexicon de sentimentos de domínio específico (foi adotada uma metodologia
não supervisionada através de um algoritmo de propagação em grafo); e análise de sentimentos
(baseada em aprendizado não supervisionado). Adotaram também quatro lexicons diferentes para
averiguar a qualidade do sistema e obtiveram uma precisão de 90%.
Atualmente, existem sites que disponibilizam análise de sentimentos para auxiliar pessoas na
tomada de decisão em negócios, política, mercado de ações e outros. O Sentdex12, uma empresa
com foco em análise de big data disponibiliza gratuitamente aos usuários cadastrados um gráfico
de acompanhamento de sentimento juntamente com o gráfico de evolução de preço de ações do
mercado americano. O site informa que nem sempre sentimento e preço se encontram perfeitamente
alinhados. O sentimento é obtido através de análise de textos de tweets e notícias.
Outra empresa que também oferece software pago para análise de sentimentos do mercado
de ações é o The Stock Sonar13. Ele apresenta junto ao gráfico de preços o sentimento positivo
11Termo usado para destacar algum assunto importante em textos nas redes socias online. É precedido do símbolo





e negativo sobre uma determinada ação ao longo do tempo. O sentimento é obtido através da
análise de textos obtidos de fóruns, blogs, tweets, documentos e outros.
Empresas que disponibilizam o histórico de preços de ações e gráficos de evolução diária de
preços como Reuters14 e Yahoo15 apresentam também análises de opinião para auxiliar a tomada
de decisão em seus sites.
2.2.1 Repercussão e Opinião nas redes sociais
Canais para comunicar opiniões em redes sociais são fontes importantes de conhecimento para
pessoas públicas, empresas, organizações governamentais ou não para:
• controle de difamação;
• acompanhamento de lançamentos;
• contato e atendimento direto ao cliente ou interessados;
• conhecimento do negócio, análise do impacto de um revisor influente no poder de compras
de outros;
• planejamento de novos produtos;
• divulgação e manutenção da integridade da marca.
À medida que uma maior quantidade de público tem acesso às tecnologias, cresce a importância
de tais opiniões e o desafio de lhe dar com elas em termos de interpretação contextual; pois, como
relatado anteriormente, trata-se de um problema NLP e ainda não existem sistemas robustos para
lidar com textos com tamanha variedade de características.
Várias pesquisas têm concentrado esforços em desvendar o pensamento humano expresso nas
mensagens de opinião, [53] propõe um sistema que combina análise de sentimentos com dados ro-
tulados manualmente e máquinas de aprendizagem para extrair do conjunto de mensagens, as que
contêm opiniões. Em [54], é analisado o uso da plataforma de programação R16 para testar dife-
rentes dicionários léxicos e esquemas de classificação, o pesquisador argumenta que tal ferramenta
simplifica a tarefa de análise de sentimentos e mineração de opinião.
Um fato interessante sobre repercussão em redes sociais é o caso da eleição do presidente
americano Barack Obama em 2008, que tornou redes como Twitter, Facebook e outras partes
integrantes do ferramental das campanhas políticas. Segundo [55], a rede social mantida por
Obama nas eleições presidências americanas de 2008 o fez bater recordes de mobilização e doações.
Uma investigação no contexto da eleição federal alemã é feita por [56] para verificar o uso do Twitter
como fórum para deliberação política e se as mensagens online serviam como espelho do sentimento
político fora da Internet. Em [57], é discutido como a mídia social molda a esfera pública e facilita
14http://www.reuters.com/finace/stocks
15http://finance.yahoo.com
16Projeto de Computação estatística - http://www.r-project.org .
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a comunição entre comunidades com diferentes orientações políticas. Com o uso de algoritmos de
rede e rotulação de dados é mostrado que a rede de tweets políticos é uma estrutura partidária
altamente segregada e com conectividade extremamente limitada entre os usuários de esquerda e
direita política.
Analisando dados do Twitter em relação a quem estava falando para, realizando retweets e
falando sobre os motins e tumultos com mortes ocorridos em Londres, em agosto de 2011, [58]
procurou identificar e compreender as redes sociais em eventos de crise. Explorando a forma como
pessoas reagem em momentos de crise, em termos de reações de limpeza das ruas e orações; men-
sagens foram coletadas a fim de buscar respostas rápidas para gestão de emergências, comunicação
governamental transparente e eficaz, recuperação e prestação de apoio.
Uma análise sobre o papel do Twitter na formação e facilitação de movimentos sociais, especi-
almente durante protestos é feita por [59]. Analisado dados coletados durante um protesto público
em Delhi, capital da Índia, os resultados identificaram o Twitter como um importante canal para
difusão de ideias e notícias, desafiando fronteiras geográficas, e também o notável papel dos usuá-
rios atuando como "jornalistas-cidadãos" durante os dias de protesto. Os resultados sugeriram que
os grandes atores no Twitter foram também os líderes dos protestos nas ruas.
Em [60], são explorados métodos computacionais para medir o impacto das mídias sociais
em um movimento social. Analisando dados do Twitter relacionados ao movimento Occupying
Wall Street (OWS, do inglês)17, o pesquisador demonstrou uma correlação entre a vitalidade do
movimento e o volume de tweets no tempo. Ao classificarem os usuários com base na quantidade
e tempo gasto com tweets relacionados ao OWS, foram capazes de identificar os geradores de
"burburinho" e, baseado na quantidade de retweets (retransmissão de teweets), seu poder de
influência na rede.
As redes sociais online adicionam uma dimensão extra à dinâmica de celebridade, elas criam
suas próprias celebridades que passam a promover causas e interesses. Várias características per-
meiam esse status na rede, por exemplo, uma celebridade é um influenciador bem conhecido,
entretanto, nem todo influenciador e nem toda pessoa bem conhecida é uma celebridade na rede.
Buscando identificar celebridades em dados do Twitter, [61] desenvolveu um modelo computacional
de pontuação baseado em atributos da psicologia social (fama - pessoas que a seguem, simpatia -
pessoas curtem suas mensagens e identificação - quão simpáticas são as pessoas que a curtem ) que
definem uma pessoa célebre. O modelo obteve bons resultados na identificação de celebridades no
Twitter.
O problema de sumarização de opiniões para entidades como celebridades e marcas foi estudado
por [62], que desenvolveu um framework para resumir opiniões centradas em entidade e baseadas
em tópico. Para isto, adotou mineração de tópicos a partir de hashtags, algoritmos de propagação
de afinidade para agrupar tópicos similares e algoritmos geradores de paráfrase para resumir tweets
com conteúdo expressivo, por fim, aplicaram um analisador de sentimentos, baseado em lexicon,
para identificar a opinião expressa no tweet.
17Movimento que iniciou em 2011 em Manhattan, Nova York, em protesto contra a desigualdade econômica,
social, ganância, corrupção e indevida influência das empresas no governo dos EUA.
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Identificar formadores de opinião em um tema de interesse, ou seja, pessoas que adotam e
espalham novas ideias em redes sociais com sucesso é o objeto de estudo de [63], o qual apresenta
uma estratégia para encontrá-los. Combinando atributos temporais de nós e arestas da rede com
um algoritmo baseado em classificação de páginas (usado para avaliar a influência de usuários na
mídia social), concluíram que usuários no topo da classificação tendem a ser pioneiros a influenciar
seus contatos na adoção de uma nova ideia.
Pensando em auxiliar empresas no trato com questões emergentes e em tempo oportuno como:
"qual a próxima grande ameaça ou oportunidade para o meu negócio?", [64] desenvolveu um
sistema para descoberta e identificação automática de tópicos emergentes associados a produtos
de interesse. Em [65], o autor também utilizou de opiniões compartilhadas através do Twitter
para ajudar empresas a tomarem decisões sobre suas campanhas publicitárias. Uma abordagem
focada no termo verbal existente na mensagem, adotada por [66] e que, segundo esse, trata-
se do elemento mais importante para expressar opiniões sobre questões sociais, foi desenvolvida
para levantar as diferenças entre análise de sentimentos de mensagens sobre produtos e questões
sociais. Os resultados obtidos mostraram uma melhora no desempenho de sistemas de análise
de sentimento para opiniões sobre questões sociais. Outro trabalho também focado em questões
sociais foi realizado por [67]. Nesse, é proposto um modelo de análise de sentimento de tweets
para identificar se o texto expressa uma opinião positiva ou negativa sobre uma entidade, no
caso, um político. É baseado em três módulos: um responsável por extrair palavras opinativas
das sentenças; outro para associar a opinião com cada entidade relevante; e outro que calcula a
pontuação de sentimento para cada entidade. O sistema foi testado com dados coletados sobre
as eleições federais australianas de 2010. Os resultados obtidos demonstraram que o sistema
desenvolvido obteve bom desempenho, mas precisa ser melhorado.
A análise de comentários e avaliações de clientes em lojas online e sua classificação em positivo
ou negativo foi o objeto de estudo de [68]. Em seu trabalho, disponibilizou uma ferramenta visual
e interativa para mostrar o potencial da técnica baseada em discriminação adotada para extrair
termos objetos de um parecer positivo ou negativo em comentários, e um método de ponderação
de distâncias para mapear atributos para opiniões positivas e negativas no texto.
Uma epidemia de Dengue18 pode ser refletida por mensagens postadas no Twitter, e essas
podem ser utilizadas por órgãos específicos para a fiscalização de doenças. Exemplo disso é o
resultado do trabalho realizado por [69], que se baseou em volume de dados, localização e percepção
do público através de análise de sentimento para propor um site observatório da doença que
permite, como resultado da análise, o acompanhamento da evolução da doença.
2.3 Aspectos da Comunicação Social
Em [70] é proposta uma metodologia para descobrir entre os milhares de usuários do Twitter
aqueles que são especialistas em temas. A metodologia utilizada por esse trabalho extrai infor-
18Doença infecciosa transmitida por picada dos mosquitos (Aedes Aegypti e Aedes Albopictus), muito comum em
regiões tropicais e sub-tropicias.
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mações de listas do Twitter construídas com a colaboração dos usuários. Nestas são adicionados
os especialistas sobre temas que mais lhes interessam. Baseado na ideia de que um usuário sendo
seguido por muitos outros, a respeito de certo tópico, é certamente um especialista nesse tópico,
desenvolveram um sistema buscador que captura temas que ocorrem com frequência na lista de
metadados e os associa às listas dos usuários.
Redes sociais baseadas em localização permitem aos usuários: compartilharem sua posição geo-
gráfica com seus amigos; buscarem por locais de interesse; e postarem dicas sobre locais existentes.
Os usuários de tais redes frequentemente lidam com spam, os quais acrescentam às localidades
mensagens de propagandas não solicitadas. Identificar spam na rede social brasileira Apontador19
foi objeto de estudo de [71]. Esse se baseou em uma coleção de apontadores rotulados e fornecidos
pela rede juntamente com informações sobre usuários e localizações para distinguir apontadores de
localidade spam ou indefinidos. Os resultados obtidos demonstram a relação que as localizações e
atividades do usuário têm com spam na rede. Outros trabalhos tratam da identificação de spam
em redes sociais específicas como Twitter [72], Facebook [73] e MySpace [74]. Em [75], é proposto
um framework para detecção de spam que pode ser utilizado por qualquer site de rede social.
A Internet reflete os interesses e valores da sociedade. Ela funciona como um espelho no
qual cientistas e pesquisadores podem olhar e analisar comunidades através de um enorme espaço
observacional [76]. Dentro desse contexto, estudos sobre o comportamento de homens e mulheres
em redes sociais têm sido realizados. Em [76], é investigada a conduta de ambos os gêneros em
relação à escolha de uma mesma ou não hashtag ao discutirem sobre um mesmo tópico no Twitter.
Em [77], também é apresentado um estudo sobre diferenças de gênero no comportamento dos
usuários na rede Twitter.
Analisando comentários e opiniões de usuários, [78] revelou características interessantes sobre
perfis de usuários e cultura brasileira. Tal análise foi realizada a partir de dados obtidos de um
site de compartilhamento de receitas culinárias brasileira - www.tudogostoso.com.br. Através da
caracterização de usuários, receitas e ingredientes, descobriu-se que a maioria dos comentaristas
são do gênero feminino e que os ingredientes utilizados por boa parte das receitas fornecem indícios
de padrões da culinária brasileira.
Link farming (tradução livre - fazenda de ligações) é uma prática que envolve a montagem
de uma rede de sites que possuem conexões entre si com a finalidade de aumentar sua relevância
quando acionados por algoritmos buscadores. Em seu trabalho, [72] investigou tal prática no
Twitter e mecanismos que a desencorajem. Para tal, analisou quarenta mil contas de spammers
suspensas pelo Twitter e mostrou que um esquema simples de classificação pode penalizar usuários
que se conectam a outros spammers, diminuindo assim a influência desses últimos.
Um estudo sobre como os usuários navegam e interagem quando conectados em redes sociais é
apresentado por [26]. Nesse trabalho, foram coletados e analisados dados sobre cliques de usuários
que acessaram quatro redes: Orkut; MySpace; Hi5; e LinkedIn, a partir de um site agregador
brasileiro. O estudo mostrou que a navegação ocupa 92% das atividades dos internautas e que o
compartilhamento de conteúdo é feito, geralmente, entre amigos próximos geograficamente. Esse
19www.apontador.com.br
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estudo também discutiu questões para melhoria de interface de sistemas de redes sociais online,
inserção de propaganda e remodelamento de tráfego de Internet, importante para concepção de
sistemas de distribuição de conteúdo futuros.
Pesquisas sobre o comportamento dos usuários em relação as suas interações, tanto com cunho
tecnológico quanto comportamental, foram e têm sido realizadas para várias redes tais como Fa-
cebook [79, 73, 80, 81, 82, 83], Flirk [84], Twitter [77, 85]e Google+ [86]. A análise da navegação
de usuários nessas redes também é estudada por [87]. Uma abordagem nos fatores que levam
estudantes a utilizarem as redes online e os impactos sociais advindos dessa escolha é adotada por
[88].
Em [89], é exposto um estudo sobre os determinantes da participação dos usuários da comuni-
dade online, a partir de uma perspectiva de influência social. Identificar fatores que influenciam na
escolha, pelo usuário, de mensagens para responder, dentro do universo de mensagens recebidas, é o
objetivo de [90]. Em [91], é apresentado um estudo sobre usuários do Twitter, seu comportamento,
padrão de crescimento e tamanho da rede.
Argumentações de que as estruturas das redes sociais não revelam as interações atuais entre
pessoas e que o ritmo de vida dessas influencia nos padrões de interação em redes sociais são
abordadas por [92] .
O desafio para entender como a estrutura da rede afeta a dinâmica do espalhamento da infor-
mação e como tal fator é crítico para o uso efetivo da mídia social e desenvolvimento de sistemas
é discutido por [25]. Com dados obtidos das redes Twitter e Digg20, a análise realizada mostrou
que a informação se propaga mais rapidamente em redes mais densas (com maior interconexão de
usuários) como o Digg, entretanto, alcança usuários mais distantes no caso do Twitter.
Estudar a multipolarização gerada por contextos de discussão de temas em redes sociais é o
objetivo de [93]. Com uma estratégia proposta para minerar redes sociais em busca de relações de
apoio, antagonismo e indiferenças em redes multipolarizadas, entre outros, provou-se que usuários
mais próximos na rede nem sempre possuem ideias similares. Para tal estudo, foram utilizadas
mensagens coletadas do Twitter relacionadas ao campeonato brasileiro de futebol nos anos 2010,
2011 e 2012.
Comunidades científicas e seus aspectos dinâmicos são outro ponto interessante e atualmente
pesquisados pela academia. Saber o papel desempenhado por diferentes membros dessas comu-
nidades na formação e evolução da estrutura da rede é o objetivo de [94]. O estudo mostra que
membros centrais de uma comunidade funcionam como pontes para conexão com grupos de pes-
quisa menores, isto é, comunidades adjacentes. É proposta uma estratégia para inferir o centro da
comunidade, ou seja, os líderes de uma dada comunidade científica em um dado período de tempo,
e são investigados como aspectos desses centros impactam a estrutura da comunidade adjacente.
Foram usados dados obtidos das principais conferências ACM/SIG21 através do DBLP Computer
Science Bibliography [95], website com dados de bibliografia de ciências da computação. Outros
trabalhos na área de comunidades científicas também podem ser encontrados em [96, 97, 98].
20http://digg.com - Agregador de notícias, vídeos e links enviados e avaliados pelos seus usuários.
21Association for Computing Machinery / Special Interest Groups - http://www.acm.org/sigs .
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Outro tema bastante explorado na área de redes sociais e mineração de textos é o das redes
sociais acadêmicas. Existem vários grupos de pesquisa desenvolvendo trabalhos, estudando ca-
racterísticas, o relacionamento entre pesquisadores de áreas, autores e coautores nessas redes, e
especialmente no Brasil podem ser citados [99, 100, 101, 102].
2.4 Estimação e redes sociais
2.4.1 Estimação no mercado de ações
O burburinho das comunidades sociais online pode ser usado para realizar predições quantita-
tivas. Em seu trabalho, [5] considera a possibilidade de prever receita de bilheteria de filmes com
dados do Twitter. Na tentativa de provar que um filme, bem comentado na rede, provavelmente
será bem sucedido na bilheteria, construíram um modelo de regressão linear para a previsão de
receitas de bilheteria de filmes antes de sua estreia. O estudo provou que os resultados obtidos
conseguiram superar os do Hollywood Stock Exchange (HSX22, do inglês), e que há uma forte cor-
relação entre a quantidade de atenção dada a um filme nas redes sociais e sua futura classificação.
A Figura 2.4 mostra os valores preditos com o uso de tweets e os do HSX.
A análise de dados de microblogs relacionado ao mercado de ações pode revelar novas perspec-
tivas ao prever o sentimento de investidores. Através da coleta de mensagens postadas no Twitter
sobre nove empresas de tecnologia como AMD, DELL, e-Bay, Microsoft e IBM, precedidas de
"$" o cashtag (caracter utilizado pela comunidade de investidores dos EUA), o trabalho desen-
volvido por[4] criou indicadores que foram investigados na modelagem de variáveis do mercado de
ações, tais como: retornos; volume de negociação; e volatilidade. Adotando métodos de análise
de sentimento e volume de mensagens, a investigação não produziu evidências de que os indica-
dores de sentimento possam explicar os retornos do mercado. Porém, o volume de postagens foi
usado na modelagem de indicadores financeiros de volume e volatilidade e apresentaram resultados
promissores, Figura 2.3.
A correlação entre medidas de estado de humor coletivo (positivo, negativo, calmo, alerta,
confiante e outros), derivados de dados do Twitter, com o valor do índice Dow Jones Industrial
Average (DJIA, do inglês) ao longo do tempo é investigada por [7]. Para correlacionar os estados
de humor com valores DJIA, foi adotada a técnica de análise de causalidade de Granger. Para
testar a hipótese de que a precisão de modelos preditores de DJIA pode ser melhorada através da
inclusão de medidas de humor do público, utilizou-se de uma rede neural difusa auto-organizada.
Os resultados obtidos mostraram que a precisão das previsões DJIA podem ser significantemente
melhorados através da inclusão de dimensões específicas de humor do público. Foi encontrada uma
precisão de 86,7% na previsão diária de subida e descida de valores de fechamento do DJIA e uma
redução na porcentagem do erro médio em mais de 6%.
Análise de sentimentos e frequência de postagens e comentários de redes sociais online, jun-
tamente com análise histórica de preços e volume do mercado de ações são usadas por [8] para
22http://www.hsx.com - líder mundial em mercado de ações de entretenimento.
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Figura 2.3: Gráficos de valores de volatilidade ajustados e alvo, o eixo horizontal apresenta os
valores observados [4].
Figura 2.4: Pontuação de bilheteria versus a predita usando dados do Twitter e do Hollywood
Stock Exchange obtida por[5].
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modelar e estimar os movimentos de preços. A adoção de um framework de regressão com múl-
tiplos kernels de aprendizagem (Multiple Kernel Learning) apresentou resultados que superaram
métodos de base como RMSE23, MAE24 e MAPE25 em termos de magnitude e medidas de predição
para ações de três empresas japonesas no mercado de ações americano.
Objetivando prever o comportamento do mercado de ações baseado na coleta de dados de
múltiplas fontes (twitter, pesquisas, manchetes de notícias e mecanismos de consultas por termos),
[10] definiu uma variedade de indicadores de sentimento e determinou seu valor preditivo sobre uma
série de indicadores financeiros tais como DJIA, volumes de negociação, volatilidade do mercado
e preço do ouro. Através do uso de testes de causalidade de Granger e análise de correlação
entre indicadores, os pesquisadores obtiveram várias contribuições interessantes. Os resultados
mostraram que volumes de buscas no Google são bons preditivos de indicadores financeiros. Todos
os indicadores de humor estudados exibiram correlação significante com registros de retornos e
volatilidade do mercado, e o volume de dados do Twitter, investigado num período de queda do
DJIA, aumentou semanas mais cedo do que os volumes de busca do Google, indicando um ganho
de eficiência potencial do primeiro sobre o segundo.
Com um conjunto de mais de 20 milhões de mensagens obtidas do site LiveJournal, o trabalho
de [103] demonstrou que estimar emoções, através de weblogs, pode fornecer novas informações
sobre futuros preços do mercado de ações. Coletando dados, obtendo rótulos (ansioso, preocu-
pado, nervoso ou temeroso) dos usuários postadores do LiveJournal e usando um quadro causal de
Granger, puderam observar o aumento da expressão de "ansiedade" nesses dados, prevendo assim
uma pressão sobre o índice S&P 50026, resultado confirmado através de simulação de Monte Carlo.
Dados do serviço de microblog específico para o mercado de ações, o Stocktwits27, foram
coletados por [104] durante três meses. Com o uso de um classificador de sentimentos baseado
em aprendizado de máquina, foi verificado que os sentimentos capturados possuem grande valor
preditivo para futuras direções no mercado de ações.
O emprego de métodos de linguística computacional por [105] possibilitou a estimação do
volume de negociação do dia seguinte, isto através de análise de sentimentos de tweets e associ-
ação com retornos acionários anormais e volume de mensagens. As descobertas demonstraram
que mensagens de usuários com bons conselhos de investimentos são geralmente passadas adi-
ante (retweeted) por outros e que esses usuários possuem maior quantidade de seguidores, o que
consequentemente, amplia sua influência em fóruns de microblog.
Avaliar se indicadores de sentimento público, extraídos de mensagens diárias do Twitter, podem
melhorar a previsão de indicadores comerciais, econômicos e sociais foi o estudo de [14]. Para tal,
coletaram dados de março de 2011 à dezembro de 2013 nos domínios mercado de ações e receitas
de bilheteria, que foram utilizados em modelos de previsão. Resultados obtidos mostraram que
modelos não lineares funcionam melhor com dados do Twitter ao estimarem índices de volatilidade,
23RMSE - Root mean square error - raiz quadrada do erro médio quadrático.
24MAE - Mean absolute error - erro absoluto médio.
25Mean Absolute Percentage Error - Erro percentual absoluto médio.
26Satandard & Poor’s 500 - índice do mercado de ações baseado nas capitalizações de 500 grandes empresas com
ações na bolsa de valores de Nova York ou NASDAQ.
27http://www.stocktwits.com
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enquanto que os lineares falham ao prever qualquer tipo de série financeira. No caso de previsão de
receitas de bilheteria, foi utilizada máquina de suporte vetorial que também obteve bons resultados
com dados das redes sociais.
Com um conjunto de dois milhões de dados coletados do Twitter e índices de volume de busca do
Google, o trabalho de [106] modelou uma série de relações causais sobre esses dados para títulos de
mercado tais como: capital próprio DJIA; Nasdaq-10028; mercado de mercadorias (commodities);
óleo; ouro e taxas do Euro Forex29. Os resultados demonstraram que há correlação entre volume
de busca e preço do ouro e que os modelos de predição utilizados apresentaram uma redução
significativa do percentual do erro médio.
Um estudo sobre os desafios no uso do Twitter para realizar predições sobre ações e uma
análise sobre várias técnicas de aprendizagem de máquina para analisar o sentimento de tweets
é apresentado por [107]. Buscando obter uma correlação entre o sentimento e preços de ações,
determinaram através de uma análise da mudança de preço e tweets, quais palavras contidas
nesses são correlatas a modificações nos valores das ações.
Utilizando dados de ações de duas companhias líderes de petróleo no mundo, BP América e
Saudi Aramco, [108] avalia a variância entre a análise de sentimentos automatizada e a classifi-
cação humana. Procurou-se entender como a motivação para postagens de mensagens (feita por
usuários do Twitter do Ocidente e Oriente Médio que mencionam tais empresas) afeta a quali-
dade da classificação. Os resultados apontam para um questionamento sobre a confiabilidade de
sistemas analisadores de sentimentos, pois dependendo da mensagem, cultura e relacionamento
do usuário com as empresas, as análises feitas pelo sistema e pelo humano produzem resultados
significativamente diferentes.
Uma investigação sobre o poder preditivo do tráfego diário de dados não estruturados oriundos
de comunidades online em relação aos retornos diários de ações é realizado por [6]. No intuito
de produzir indicadores para análise do mercado de ações com base em características de tráfego,
verificou-se que a qualidade das previsões aumenta quando um nível elevado de tráfego é acoplado
a uma baixa volatilidade do mercado, enquanto um nível elevado de tráfego com alta volatilidade
gera reações tardias para movimentos violentos do mercado provocando, como consequência, uma
predição ruim.
Em [109], é apresentada uma medida de sentimento do investidor baseado no índice de felici-
dade nacional bruta do Facebook (Facebook‘s Gross National Happiness Index - GNH, do inglês).
Esse índice é calculado através de análise textual das palavras com teor emocional postadas pe-
los usuários do Facebook. Para comprovar a afirmação de que o sentimento do investidor tem a
habilidade de prever mudanças diárias em retornos e volume de negociação do mercado de ações
americano, o pesquisador usou de modelos vetoriais autorregressivos para examinar a relação entre
o GNH e a atividade diária do mercado de ações.
No Brasil, [110] apresenta um estudo a respeito de mineração de opiniões sobre ativos e propõe
uma metodologia para avaliá-las. Neste, textos são obtidos de portais web de notícias de finanças
28Índice da bolsa norte-americana NASDAQ que reúne 100 das maiores empresas não finaceiras.
29Foreign exchange - mercado financeiro destinado a transições de câmbio.
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no mercado brasileiro e processados no intuito de extrair a parte relevante, sumarizando assim
opiniões.
Em [111], é apresentado um relatório de como fazer para que sinais gerados por uma plataforma
de negociação automática chamada MetaTrader30, configurados por um usuário, sejam tuitados
através do Twitter. Ou seja, ele propõe um sistema de apoio às decisões sociais - SASS, na qual o
cérebro humano é o filtro de tomada de decisão para um sistema computacional. Assim, usuários
podem ler tweets com as opções de negociação tuitadas por outros usuários, que na verdade foram
geradas pelo MetaTrader e decidir se adota ou não a estratégia de negociação exposta.
Uma situação de teste que não está detalhada em artigo científico, mas que é bastante interes-
sante com relação ao contexto da pesquisa a ser descrita neste trabalho, está detalhada em [112],
uma postagem publicada na plataforma Quantopian31 (permite aos usuários implementarem algo-
ritmos e executá-los utilizando histórico de dados de 13 anos da bolsa de valores). Nesta postagem,
o autor explica que realizou testes baseados em dados obtidos do PsychSignal32 (plataforma que
possui um histórico de dados da área financeira que é derivado de um mecanismo de processamento
de linguagem natural, o qual realiza a rotulação de mensagens em otimista ou pessimista), que
refletem o sentimento de mensagens obtidas da rede social de investidores StockTwits. Esses dados
foram utilizados para verificar se índices de humor de investidores são capazes de medir o pulso
emocional dos mercados. Nos testes realizados, os resultados superaram os do mercado, sinalizando
muitas oportunidades de estudo.
2.4.2 Estimação na área da saúde
Identificar e responder rapidamente a uma epidemia de saúde é fundamental para reduzir
a perda de vidas. Métodos de pesquisa em hospitais levam semanas para informar resultados,
por isso, muito se tem investido em estimação da saúde da população através de informações
capturadas da Internet. Um sistema que estima atividades de gripe através da reunião de consultas
de pesquisa online é o Google Flu Treds33. A descrição de um método para analisar grandes
quantidades de consultas de pesquisa do Google, com a finalidade de rastrear doenças com sintomas
semelhantes à gripe é encontrada em [113]. Tal método permitiu estimar a atividade do vírus
influenza semanalmente em cada região dos Estados Unidos em 2009. Um sistema desenvolvido
por [114] busca melhorar os sistemas de vigilância de doenças por redes sociais. Esse analisa
mensagens do twitter relacionadas à gripe com mais profundidade, tentando obter as que reportam
sobre infecção.
Em um artigo publicado pelo jornal Science entitulado The Parable of Google Flu: Traps in
Big Data Analysis 34 [115], e comentado por [116, 117], os autores afirmam que o serviço do Google
Flue Trends não só superestimou em mais de 50% o número de casos de gripe nos Estados Unidos




33http://www.google.org/flutrends - Sistema online para explorar tendências da gripe ao redor do mundo.
34Livre tradução: A Parábola do Google Flu: Armadilhas da Análise do Big Data.
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de Doenças dos EUA, como também estava com tecnologia desatualizada nos últimos anos. Os
autores comentaram também que, após uma atualização disponibilizada pelo serviço, houve uma
melhora significativa na estimação, entretanto, ainda superou em 30% os valores do órgão de
saúde americano. Mesmo sendo de grande valor, pesquisas como a descrita no parágrafo anterior
e refutadas por [115] mostram que a tecnologia é algo em evolução e ainda apresenta grandes
desafios.
Outro trabalho que explora a detecção de surto de influenza através do Twitter é realizado por
[118]. Em sua pesquisa, coletou quinhentos mil tweets durante dez semanas, e desenvolveu vários
modelos de regressão para prever a proporção de pessoas que apresentam sintomas parecidos com
gripe baseadas na frequência de mensagens que continham certas palavras-chave. Diante desse
cenário, realizaram testes com regressores lineares e concluíram que um simples classificador de
palavras melhora os modelos preditores utilizados alcançando uma correlação de 0.78 em relação às
estatísticas disponibilizadas pelo Centro de Controle e Prevenção de Doenças dos Estados Unidos.
Outro trabalho que também demonstrou o potencial do Twitter para a obtenção de dados de surtos
do vírus H1N1 através de coleta e análise de mensagens é reportado em [119].
2.4.3 Estimação de popularidade e repercusão em redes sociais
Estimar se um novo item alcançará popularidade é um fator importante para as empresas que
hospedam sites de mídia social e seus usuários. Entretanto, a previsão de popularidade em mídia
social é desafiadora devido a diversos fatores, entre eles destacam-se: a qualidade do conteúdo; a
forma de destaque do conteúdo; e a influência entre os usuários. Modelos estocásticos de compor-
tamento que descrevem matematicamente a dinâmica social dos usuários da rede social Digg são
utilizados por [120] para prever a popularidade de uma nova história postada baseada nas reações
inicias de um usuário perante o novo conteúdo. Utilizando observações da evolução do número de
votos recebidos por uma história logo após ser postada, é possível prever a quantidade de votos
que esta receberá após alguns dias.
O trabalho de [121] discute um modelo para criar genótipos que são resumos de tópicos de
interesse do usuário. Os pesquisadores fizeram uso desse modelo para realizarem uma previsão de
influência de uma nova propagação de conteúdo.
Em [122], é apresentada uma estratégia para construção de modelos estatísticos da dinâmica
da mídia social para estimar a dinâmica do sentimento coletivo. Esse conhecimento pode permitir
uma reação proativa contra opiniões e sentimentos negativos do público ou o desenvolvimento de
estratégias que dissipem rumores e reverta a situação.
Discussões sobre predição em eleições são realizadas por [123, 56]. Um novo estudo da Univer-
sidade de Indiana, nos EUA, comentado por [124] aponta para a predição das eleições americanas
usando dados do Twitter. Tal estudo afirma que existe uma relação significativa entre os dados
do Twitter e os resultados das eleições norte-americanas. Entretanto, ele também relata sobre
os desafios advindos dos dados das redes sociais, pois esses representam apenas uma parcela da
população e podem sinalizar um comportamento que não será necessariamente refletivo nas urnas.
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Em [125], tweets coletados no âmbito da eleição para reitor da Universidade Tecnológica do
Paraná foram polarizados manualmente para realizar a predição desta. Verificou-se após análises e
processamento das mensagens capturadas no Twitter que essas refletiram os resultados da eleição.
O Twitter também tem sido utilizado para acompanhar o comportamento das pessoas em desas-
tres naturais. Em [126], é apresentado um método para estimar a localização de um evento através
dos dados coletados, para tal, utilizaram comentários acerca de terremotos. Um procedimento
para detectar dados relacionados a possíveis terremotos é investigado por [127] .
2.5 Pesquisas no Brasil
O Brasil possui alguns grupos de pesquisa trabalhando com redes sociais, seja estudando o
comportamento das pessoas em psicologia, antropologia ou sociologia, seja analisando os efeitos
da convivência diária com as rede sociais na saúde das pessoas, ou explorando características
peculiares relacionadas às tecnologia e sistemas (modelagem de interação entre pessoas, fluxos de
dados, influência nas redes, modelagem de conteúdo, sentimentos e outros). Alguns grupos que
podem ser identificados através de busca no Google são:
• Rede Social no Instituto Nacional de Ciência e Tecnologia para Web - linha de pesquisa
voltada para a caracterização e modelagem topológica de redes sociais para modelagem do
comportamento social coletivo, tratamento de informação e desenvolvimento de algoritmos
e protocolos para aumentar a eficiência, confiabilidade e segurança de sistemas de informa-
ção distribuídos em larga escala conforme relato no link http://www.inweb.org.br/linhas-
depesquisa-inweb/redes-sociais-rs/;
• Grupo de Pesquisa em Interação, Tecnologias Digitais e Sociedade (GTIS) - grupo de pesquisa
voltado para a área de comunicação e psicologia - http://gitsufba.net;
• Núcleo de Estudos de Redes Sociais - NERDS - grupo com ênfase em sistemas de computação
- http://homepages.dcc.ufmg.br/~fabricio/;
• Grupo de Pesquisa em Ciberantropologia – GrupCiber - voltado para pesquisas sobre fenôme-
nos sociais engendrados no "ciberespaço" - http://www.grupciber.net/blog/apresentacao/;
• Grupo de pesquisa Tecnologias, Culturas, Práticas Interativas e Inovação em Saúde – voltado
para o estudo das tecnologias emergentes e redes e os impactos que sua introdução causam
na sociedade - http://wiki.next.icict.fiocruz.br/.
• Redes de Conhecimento e Informação - Grupo de pesquisa da Ciência da Informação da Uni-
versidade Estadual de Londrina - trabalha com identificação, avaliação e seleção de fontes de
informação sobre as redes sociais na internet - http://www.uel.br/grupo-pesquisa/redesconhecimento/fontes.htm.
• Grupo Interdisciplinar de Pesquisa em Análise em Redes Sociais, GIAR - Estuda as diversas
metodologias que visam produzir e analisar dados sobre as redes socias, conforme definição
do próprio site - http://www.giars.ufmg.br.
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• Grupo de Pesquisa Redes, Ambientes Imersivos e Linguagens - GPral - Estuda o comporta-
mento das pessoas usuárias das redes sociais e as consequências geradas com seu uso como em
termos de mudanças nos hábitos, criatividade e aprendizagem - http://www.ufjf.br/redeselinguagens/
linhas-de-pesquisa/ambientes-imersivos-colaborativos-redes-sociais-e-semiotica/.
Tabela 2.2: Pesquisas recentes realizadas no Brasil .
Trabalho com mensagens de redes sociais Em Portugês Em Inglês
Análise de sentimento de tweets com foco em notícias [50] x
Análise de Sentimentos e mineração de Links [51] x
Comparação e combinação de métodos de análise de sentimentos [48] x
Análise de rede de ingredientes e receitas [78] x
Detecção de spam na rede Social Apontador [71] x
Uso do Twitter para pesquisa de opinião em eleições municipais[128] x
Sistema Cognos - Busca por especialistas de tópicos[70] x
Identificando formadores de opiniões em redes sociais[63] x
Panas-t - medidor de humor com base em escala psicométrica [32] x
Navegação e interação de usuários em redes sociais[26] x
Fiscalização de epidemia de dengue [69] x
Redes sociais multipolarizadas [93] x
Modelagem e caracterização de redes científicas[100] x
Identificação de áreas de atuação de pesquisadores[99] x
Emoticons e sentimento coletivo [129] x
Predição de relacionamentos em redes[101] x
Análise de sentimento de tweets sobre protestos no Brasil[130] x
Padrões de relacionamento em comunidade científica[102] x
Análise de opiniões em comentários de notícias sobre eleição [131] x
Análise de sentimento e influência das palavras [132] x
Análise de sentimento em tweets sobre eleição para reitor de universidade[125] x
Tradução português-inglês para análise de sentimentos[133] x
Análise de sentimento [52] x
Além dos grupos citados, existem também vários professores espalhados nas universidades
brasileiras desenvolvendo projetos em linhas de pesquisa voltadas para o estudo de redes sociais,
porém não divulgados, ou com perfis desatualizados na Internet. Na Tabela 2.2 estão expostas
algumas referências de trabalhos, em sua maioria comentados anteriormente nesse Capítulo, que
foram realizados por pesquisadores brasileiros. Essa Tabela discrimina os trabalhos que utilizaram
dados coletados das redes sociais no idioma português e inglês.
A Tabela 2.2 reflete um dos maiores desafios de quem trabalha na área no Brasil, o idioma.
Vários trabalhos realizados por brasileiros envolvem pesquisa em caracterização de redes sociais,
explorando aspectos de conexão entre usuários, geração e estudo de grafos que representam a
interação entre indivíduos, mapeamento de perfis com grande influência na rede, volume de busca,
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busca e contagem de palavras, modelagem de redes científicas, etc.. Mas, em se tratando de
processamento natural de linguagem para descoberta de sentimento, os trabalhos existentes, ou
realizam tradução de conteúdo para o inglês ou realizam uma análise superficial dos dados.
Além do idioma, o Brasil, por ser um país em desenvolvimento e possuir um vasto espaço
geográfico, possui áreas nas quais a Internet funciona precariamente e nem todos os cidadãos
possuem acesso de qualidade à tecnologia [2], Figura 2.2. Isso acarreta às pesquisas um resultado
que reflete apenas parte da população e, geralmente, uma parte que está aglomerada em uma
localidade geográfica na qual a tecnologia funciona.
Apesar de as pesquisas esbarrarem nesses grandes desafios, elas possuem um vasto caminho
pela frente, pois, sendo o Brasil um país em desenvolvimento, seu envolvimento com tecnologia




Coleta de Dados e Ferramentas
3.1 Introdução
Nesse capítulo, serão apresentados o método utilizado para a realização de coleta de dados
do Twitter, a arquitetura de sistema, as ferramentas utilizadas e a metodologia de extração de
informação dos dados.
3.2 Arquitetura do Sistema
Com o objetivo de verificar se o uso de dados do Twitter podem ajudar a melhorar predições
para o mercado de ações brasileiro, esse trabalho concentra na integração de várias técnicas. Para
um melhor entendimento do que foi realizado sobre os dados e as técnicas utilizadas, um desenho
de arquitetura de sistema é proposto na Figura 3.1. Nessa é possível ter uma visão geral das
transformações pelas quais os dados passaram.
O framework de estudo propoposto passa por quatro estágios. O primeiro lida com a coleta,
armazenamento e pré-processamento dos dados, o segundo busca obter através dos dados indica-
dores que possam ser utilizados no próximo e no último estágio. O terceiro trata de uma análise
estatística do relacionamento entre dados da bolsa e indicadores obtidos dos dados do Twitter.
O quarto e último estágio apresenta o desenvolvimento de um sistema simulador de compra e
venda de ações para auxílio na tomada de decisão de atuação no mercdo de ações. Cada detalhe
e característica dessas fases serão discriminados nas seções e capítulos seguintes.
3.3 Coleta
O objetivo da fase de coleta é obter dados diretamente do Twitter para armazenamento. Os
dados são capturados do fluxo contínuo de mensagens publicadas no Twitter e armazenados em
tabelas no banco de dados.
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Figura 3.1: Arquitetura do Sistema.
3.3.1 Twitter
Criado em 2006, o Twitter é uma plataforma de microblog online que permite a criação de redes
sociais através das conexões entre seus usuários. Esses publicam mensagens chamadas de tweets
que podem conter até no máximo cento e quarenta caracteres que podem ser lidas por todos os
seus seguidores. Um tweet pode conter várias características em seu texto, a Figura 3.2 exemplifica
algumas e isso constitui um de seus maiores problemas, a falta de padrão nos dados [14].
O Twitter foi selecionado, dentre os demais sites de redes socais online, por ser um serviço
de microblog popular no Brasil, e está entre os cinco principais mercados em termos de usuários
no mundo[134]. Outro fator que favoreceu a escolha por essa rede é a disponibilização de uma
Application Programming Interface (API, do inglês) que permite a coleta de mensagens em tempo
real. Entretanto, possui em seus termos de uso e serviço uma regra que proibe a terceiros a
redistribuição de conteúdo coletado sem a aprovação por escrito da companhia [135].
3.3.2 Domínio de dados
O domínio de dados escolhido para coleta nas redes sociais é um grupo de empresas brasileiras
que possuem ações para negociação na bolsa de valores. Esse grupo de empresas foi selecionado
levando em consideração alguns critérios como solidez, história e tempo de atuação no mercado
brasileiro, participação com ações na bolsa de valores e que sejam alvos de comentários em sites
de notícias, finanças, economia, investimentos e em blogs.
Uma pequena descrição sobre as companhias escolhidas para a atividade empírica deste trabalho
está disponibilizada na Tabela 3.1. Todas, com exceção do Grupo X, são empresas com mais de
cinquenta anos no mercado brasileiro. O Grupo X foi selecionado, apesar de sua recente fundação,
pelo burburinho existente ao redor das perspectivas de sucesso apontadas por seus investidores e
pelo dono da empresa Eike Batista em 2012 e 2013. Entretanto, logo após o início da coleta, iniciou-
se um processo de decadência de algumas empresas desse grupo, o que acarretou um crescente
volume de comentários na rede a seu respeito.
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Figura 3.2: Exemplo de um tweet.
3.3.3 O Coletor
Após a escolha das companhias a serem utilizadas na pesquisa, foram selecionados os termos
para filtragem da coleta. A captura de uma mensagem fica então atrelada à regra de esta possuir,
obrigatoriamente, uma das palavras disposta na primeira e terceira coluna da Tabela 3.1. Tais
palavras ou são os nomes das empresas, ou siglas que as representam, ou nomes dados as suas
ações para negociação na bolsa de valores.
A atividade de coleta foi realizada através do desenvolvimento de um script Java que acessa
o Web Service do Twitter e captura mensagens do fluxo contínuo que se adéquam aos termos
escolhidos para filtro. Essa atividade foi estabelecida no dia 13 de agosto de 2013.
3.4 Persistência
Para armazenar os dados, foram criadas duas tabelas - "tweets" e "usuários" - em um banco
PostgreSQL1. Este é um sistema gerenciador de banco de dados objeto-relacional (SGBD), uma
ferramenta open source que permite ser utilizada, modificada e distribuída por qualquer pessoa
gratuitamente e para qualquer finalidade. Ele suporta grande parte dos padrões SQL2 e tem
sido utilizada em diferentes pesquisas e aplicações de grandes empresas internacionais, órgãos
governamentais de vários países e universidades para: sistema de análise de dados financeiros;
monitoramento de desempenho de motores à jato; banco de dados de rastreamento de asteroides;
armazenamento de informações médicas; vários sistemas de informação geográfica; e também como
ferramenta de ensino [136].
1PostgreSQL é um sistema gerenciador de banco de dados open source - www.postgresql.org.
2Structured Query Language - Linguagem de Consulta Estruturada.
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Tabela 3.1: Empresas rastreadas no Twitter.
Empresa Comentário Ações
Gerdau Uma das maiores e mais tradicionais empresas siderúrgicas
brasileiras. Fundada em 1901, é líder no segmento de aço das
Américas e maior reciclador da América Latina.
GGBR3
GGBR4
Vale S.A. Criada em 1942, no governo de Getúlio Vargas, é hoje uma
empresa privada, de capital aberto e uma das maiores
mineradoras do mundo. Produz minério de ferro, manganês,
cobre, carvão, cobalto e outros.
VALE3
VALE5
Itaú Unibanco Maior banco privado da América Latina, surgiu da união do
Banco Itaú, Banco Itaú Holding e Unibanco em 2008.
ITUB3
ITUB4
Banco do Brasil -
BB
Instituição financeira brasileira estatal. Criada em 1808, foi o




Conglomerado de seis empresas com atuação em vários
setores. Seu fundador é o empresário brasileiro Eike Batista.
Das empresas foram escolhidas para coleta:
OGX - Óleo e Gás Participações S.A, fundada em 2007, atua
nas áreas de exploração e produção de petróleo e gás natural.
MMX - Mineração e Metálicos S.A., fundada em 2005, atua na
área de mineração de minério de ferro.
MPX Energia S.A. - fundada em 2007 é considerada a maior
empresa privada na área de geração de energia do Brasil. Em




Petrobrás Empresa estatal instituída em 1953. Atua no segmento de
energia, nas áreas de exploração, produção, refino,






É a maior empresa siderúrgica do Brasil e América Latina.
Fundada em 1941, foi privatizada em 1993. Possui minas de
minério de ferro e outros minerais. Destaca-se na produção de
aço bruto e laminados.
CSNA3
Usiminas Usiminas Empresa fundada em 1956. Destaca-se como líder na
América Latina como produtora e comercializadora de aços
planos e outros destinados aos setores de bens de capital e
bens de consumo da linha branca e indústria automotiva.
USIM5
A tabela "tweets" contém dados dos tweets postados (mensagem, data de publicação, identifica-
dor do usuário, identificador do tweet, se é um retweet, quantidade de vezes que foi realizado o seu
retweet, software de origem, latitude e longitude, cidade de origem, país de origem). O conteúdo
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da tabela "usuários" é composta pelos dados de usuários (identificador, nome, texto descritivo de
perfil, data de inscrição, idioma, localização). É importante salientar que alguns itens desta tabela
só são preenchidos quando o usuário permite a publicação através de seu perfil. O Twitter concede
ao usuário a possibilidade de escolha de níveis de permissão de publicação de conteúdo e dados de
perfil, dessa forma, o usuário tem liberdade de definir se seus dados são totalmente ou parcialmente
públicos.
Os experimentos foram realizados em duas fases, a primeira foi realizada com os dados coletados
de 13 de agosto de 2013 a 19 de abril de 2014 e consiste na análise estatítica apresentada na etapa
III da arquiteura do sistema - Figura 3.1, essa será descrita no próximo capítulo. A segunda fase
consiste na realização da etapa IV da Figura 3.1 e será detalhada no Capítulo 5. Para essa segunda
fase foram utilizados dados coletados de 13 de agosto de 2013 a 04 de maio de 2015.
Durante o período de coleta explorado na primeira fase, foram armazenados dois milhões setenta
e um mil novecentos e setenta e cinco tweets e dados de mais de meio milhão de usuários. Para
melhor visualização e estudo dos dados, comandos SQL foram utilizados para separar os dados em
tabelas por empresas e por ações. As Figuras3.5 (a) e (b) apresentam, respectivamente, o volume
de tweets coletados por empresas e por ações. Nelas, é possível observar algumas peculiaridades
nos dados. As coletas obtidas para as empresas CSNA, Guerdau e Usiminas, comparadas às
demais, resultaram em quantidade inexpressiva de dados. Contudo, Itaú e Petrobrás foram as
que obtiveram maior quantidade de dados, mais de quinhentos mil tweets cada, Banco do Brasil e
Grupo X obtiveram mais de cem mil e Vale mais de cinquenta mil.
Quando os dados são separados em mensagens que contém apenas o nome das ações das com-
panhias, Figura 3.5 (b), observa-se uma redução drástica no volume. Nenhumas das ações possuem
mais de dezoito mil tweets e as ações ITUB3, GGBR3 e MPXE3 obtiveram quantidades inexpres-
síveis de mensagens.
O que se pode entender, a partir de uma análise visual realizada sobre tal amostra dos dados
e comparando os volumes de dados por empresas e por ações, Figuras 3.5 (a) e (b), é:
• muito se comenta sobre as empresas, mas em alguns casos, comenta-se quase nada sobre as
ações disponibilizadas na bolsa de valores das mesmas;
• na Figura 3.5, o Itaú apresenta grande quantidade de dados, entretanto, na Figura3.5 (b) seu
tamanho reduz drasticamente. O Itaú é um banco que possui várias iniciativas relacionadas à
cultura, oferece aos seus correntistas cinema, fornece apoio a shows de música, exposições e a
uma vida sustentável, além disto, disponibiliza bicicletas para as pessoas utilizarem na cidade
do Rio de Janeiro, possui muita publicidade televisiva expressiva, dentre outros. Durante a
análise visual de comentários sobre o Itaú em tweets, é notória a quantidade de mensagens
com conteúdo relacionado a tais iniciativas. Por isto, ao comparar as Figuras (a) e (b),
percebe-se que há muito comentário sobre o banco, mas pouco sobre suas ações na bolsa;
• a Vale S.A. é outra empresa que apresenta uma quantidade significante de dados na Figura
3.5(a) e quase nada em (b). Levando em consideração que a palavra "vale" pode ser usada
como conjugação do verbo valer na terceira pessoa do singular, ou como substantivo mas-
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Figura 3.3: Total de Tweets coletados: (a) por empresas (b) por ações das empresas.
culino significando várzea ou planície à beira de um rio, trata-se de uma palavra bastante
comum no vocabulário brasileiro. Muitas das mensagens contidas na tabela Vale não têm
relação alguma com a empresa;
• com mais de dois mil tweets a respeito de suas ações, em oito meses de monitoramento,
apenas as ações PETR3, PETR4, BBAS3, OGXP3, VALE3 e VALE5 se destacaram.
Figura 3.4: Conjuntos de dados e local onde serão utilizados na arquitetura do sistema.
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3.5 Pré-processamento
Os tweets coletados na etapa anterior serão utilizados em três processos distintos na próxima
fase que é a de classificação. A Figura 3.4 apresenta os dados em dois conjuntos, um "sem limpeza"
(dados brutos) e o outro "com limpeza" (dados transformados).
Vários trabalhos tratam do uso de análise de sentimentos em textos de microblog para rastre-
amento de sentimento em tempo real e modelagem do humor público [10], descobre-se que muitas
mensagens são desprovidas de sentimento [6], outras podem tratar de comentários subjetivos ou não
a respeito de situações, várias delas contêm links para reportagens [35] e podem conter conteúdo
não relacionado ao campo pesquisado, mesmo que possua palavras relacionadas a esse domínio.
Objetivando obter um maior aproveitamento de sistemas analisadores de sentimentos, cada
trabalho adota uma sequência de atividades para preparar os dados coletados para a análise.
Técnicas para remoção de stop-words3, pontuação e mensagens com "www" e "http:" em seu
conteúdo (para eliminação de spam e informativos) podem ser adotadas, bem como agrupamento
de tweets por data e seleção dos que continham palavras-chave os quais foram a escolha de [10].
Já [14], preferiu converter maiúsculas em minúsculas, remover stop-words e retweets e detectar
qual o idioma foi utilizado. Em seu trabalho [4] concentrou em separar mensagens que continham
palavras-chave do domínio por ele pesquisado.
Neste trabalho as transformações escolhidas para pré-processamento dos dados para a primeira
fase de colera de dados foram:
• Filtragem de retweets;
• Filtragem de relevância, remoção de tweets que abrigaram palavras ou expressões seleciona-
das;
• Filtragem de links, remoção de tweets com "http:" e "www";
• Filtragem de pontuação.
As transformações acima foram selecionadas após a realização de análise visual de amostra com
quatrocentos mil dados coletados. Com isso, teve-se a oportunidade de vivenciar a realidade dos
dados apontados por tantos artigos publicados na área. As mensagens postadas por usuários de
redes sociais são descompromissadas de quaisquer formalismos, isto é, possuem em seu conteúdo
erros ortográficos em abundância, ausência de estrutura gramatical, palavras em idiomas diversos,
caracteres que representam o estado atual de espírito do emissor (chamados emoticons), xinga-
mentos, palavras chulas, entre outras características já citadas no capítulo anterior. Além disso,
comprova-se uma enorme quantidade de retweets, spam e mensagens informativas. Para reduzir a
quantidade de conteúdo desnecessário, o banco passou pelas transformações acima pontuadas.
Após a remoção de retweets, permaneceu no banco apenas a primeira mensagem postada e não
as compartilhadas pelos amigos do primeiro usuário. Durante a análise visual dos dados, várias
3Palavras não significativas, podem ser pronomes, artigos, preposições, conjunções ou outras.
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palavras e expressões muito utilizadas e sem relação com o domínio estudado foram selecionadas
e removidas na filtragem "com limpeza", tais como xingamentos, avisos de eventos musicais, es-
portivos, textos em outros idiomas, avisos de incêndio, roubo, localização de usuários como, por
exemplo, "estou ao lado do Itaú da Av. Raposo Tavares", etc.. A filtragem de pontuação não
removeu mensagens do banco e sim caracteres de pontuação como ". , ; ! ?". Por último foi
realizada a remoção de mensagens com links.
Para executar a filtragem de relevância removendo do banco as mensagens que continham as
mais de trezentas palavras e expressões selecionadas, foi desenvolvido um script SQL. Uma amostra
dessas expressões pode ser observada na Tabela 3.2.
As Figuras 3.5 (a) e (b) apresentam o volume de dados antes e depois do pré-processamento,
com remoção de retweets, com remoção de retweets e filtragem e relevância, "http" e "www",
separados por empresas e por ações.
Tabela 3.2: Palavras e expressões utilizadas para limpeza do
banco de mensagens.
Expressões bom pra todos, histórias que inspiram, cheque especial, cartão de crédito, São
Caetano, I’am at, feito pra você, feito para você, Associação Atlética, em
frente o, festival curtas, inscrição de estágio, meu tio, greve do banco,
fundação banco, jogo do Brasil, código de barra, sua vida
Palavras estágio, apostila, música, maracanã, campeonato, circuito, vasco, corinthias,
FIFA, ingresso, bicicleta, brasileirão, amor, fotografia, natura, coca-cola,
cinema, neymar, pulseira, ciclovia, bandido, cofrinho, ônibus, avenida,
lotérica, gugu, escola, vereador, senha, lento, município, whatsapp
Ao verificar a diferença entre volume de dados com ou sem limpeza, algumas particularidades
já citadas podem ser claramente observadas no domínio pesquisado:
• grande parte das mensagens possuem links;
• grande quantidade de mensagens de retweet presente no banco;
• Banco do Brasil, Itaú e Petrobrás contém uma quantidade significativa de dados irrelevantes
para a pesquisa;
• CSNA, Guerdau, Usiminas e Vale permaneceram praticamente as mesmas.
3.6 Classificação - Análise de tendência e sentimento
Neste estágio, procura-se extrair dos dados algum conhecimento que possa ser utilizado para
estimação ou verificação de relacionamento com o mercado de ações. Essa informação será utilizada
na próxima etapa, a de análise estatística do sistema - Figura 3.1.
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Figura 3.5: Gráfico de volume de tweets coletados durante o período de 8 meses para cada empresa.
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Para obter tendências a partir dos dados coletados, serão adotados dois processos independen-
tes. Um levará em conta os dados brutos do banco, ou seja, dados "sem limpeza" e o outro os
dados pré-processados descritos na Seção 3.5.
Sobre os dados "sem limpeza", serão explorados o volume de mensagens e os resultados de
dois contadores ingênuos de palavras que serão descritos nas subseções seguintes. Nos dados
pré-processados, isto é, o banco "com limpeza", será aplicado um analisador de sentimentos que
polarizará os tweets em positivos e negativos e também será descrito abaixo.
Importante salientar que não faz parte deste projeto de doutorado a tarefa de desenvolver uma
ferramenta para análise de sentimentos de documentos, para tal, foram estudadas várias ferramen-
tas que realizam tal tarefa e dentre elas foi selecionada a que mais de adequava às necessidades da
pesquisa. Tal ferramenta será comentada nesse texto mais adiante.
Os experimentos e resultados obtidos a serem apresentados neste relatório levaram em conta
quatro empresas das selecionadas inicialmente. As escolhidas são aquelas cujas ações apresentaram
maior quantidade de tweets após limpeza dos dados - Seção 3.5. Essas empresas e suas respectivas
ações estão marcadas na Tabela 3.3, na qual as linhas apresentam coloração cinza.
3.6.1 Janela de análise
Apesar de os dados serem coletados no instante em que são publicados na plataforma Twitter,
nesta pesquisa a analise é feita por dia de coleta e não por sequências de horas ou segundos
coletados. Ou seja, as análises de tendências e sentimento da multidão realizada sobre os tweets
obtêm o sentimento da multidão do dia t. Todos os tweets coletados no dia t contribuirão para
afirmar um valor que representará a tendência ou o sentimento do dia t.
3.6.2 Volume
O volume de dados é bastante utilizado em estimação por pesquisadores da área de relaci-
onamento de dados de mídias sociais online e mercado de ações. Baseando-se na ideia de que
características textuais não estão limitadas apenas a sentimentos, [6] utilizou o fluxo não estrutu-
rado do tráfego web produzido pela comunidade online para investigar seu poder preditivo com
relação ao mercado de ações. Através de correlações entre dados do fluxo web diário e preços
de ações, ele desenvolveu modelos de predição e realizou experimentos que apresentaram evidên-
cias encorajadoras que justificam e incentivam investigações em definição de novos indicadores
complementadores dos já existentes baseados em textos, especialmente os que usam análise de
sentimentos.
Baseando seus estudos no volume de busca por nomes de ações e termos econômicos e finan-
ceiros no Google - dado amplamente utilizado por pesquisadores como representante do humor
do público e investidor [106] - e no volume de tweets coletados diariamente para compará-los ao
volume de negociação do mercado de ações, [10] sugere que o volume de buscas do Google é menos
eficiente do que o volume obtido através do Twitter. Para [4], o volume de negociação é geralmente
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correlacionado com a atenção do investidor. Em sua pesquisa, afirmou que o volume de mensagens
coletadas do Twitter é a variável mais intimamente relacionada com a atenção do investidor.
Analisando a quantidade de tweets publicados com conteúdo relacionado aos filmes em deter-
minados intervalos de tempo, [5] mostrou que existe forte correlação entre a atenção dada a um
tópico, no caso, o burburinho sobre filmes nas redes sociais e sua classificação no futuro, ou seja,
o resultado de bilheteria.
Os volumes das empresas escolhidas para o experimento deste trabalho a ser utilizado na
próxima etapa do sistema - análise estatística - são os apresentados nas Tabelas 3.3 (a) e (b).
Tabela 3.3: Volume total de tweets coletados separados por
(a) empresas e (b) por ações.
3.6.3 Contador de palavras
Omercado de ações possui uma série de termos que qualificam o estado do mercado. Expressões
como "em baixa", "descendo", "caindo", "padrão três corvos pretos", "padrão em golfo de baixa"
e outras podem indicar uma tendência de queda nos valores das ações. Outras como "em alta",
"subindo", "padrão três métodos de subida", "se levanta" podem indicar tendência de subida no
preço. Muitas dessas expressões permanecem no vocabulário dos investidores e outras são geradas,
assim como gírias, diariamente.
Esse trabalho explorará uma pequena parte do vocabulário dos investidores através de conta-
dores ingênuos de palavras. Serão adotadas para experimentação duas abordagens de contagem
diária:
1. Contador de expressões para alta e baixa: Nesse, para cada dia útil da bolsa, serão obtidos
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dois contadores para cada ação. Um armazenará a quantidade de expressões de alta do dia e o
outro a quantidade de expressões de baixa do dia. Esses contadores indicarão ingenuamente,
a tendência de baixa ou de alta do dia.
2. Contador de compra, venda ou aluga: No mercado de ações, essas três palavras têm um
significado bem definido e podem apontar tendências do mercado:
Comprar - De acordo com a Bovespa [138], um investidor opta por adquirir ações
quando objetiva um ganho através dos direitos e proventos distribuídos aos acionistas pela
companhia e também pela valorização do preço das ações.
Vender - Segundo [138], um investidor decide vender sua ação quanto, ao analisar suas
perspectivas, verifica que essas estão menos favoráveis em relação a outras ações do mercado,
ou quando necessita do dinheiro investido.
Alugar ou venda a descoberto - O aluguel de ações acontece quando um investidor loca
a outro, por prazo determinado, certa quantidade de ações. O locador ganha um rendimento
adicional com a operação e o locatário utiliza a ação para fazer a chamada venda a descoberto
[139]. Essa prática permite a quem aluga a obtenção de lucros quando há queda no preço
das ações, ele a vende para comprá-la com preço mais baixo ou para compor estratégias do
investidor.
Dado o nome da ação, o contador de compra venda ou aluga percorre toda a tabela e conta para
cada dia a quantidade de palavras que começam com "compra", "vend" e "alug".
As Figuras 3.6 e 3.7 apresentam os valores obtidos para os contadores. A primeira mostra
os valores de Alta e Baixa ao longo do tempo de coleta (de agosto de 2013 a abril de 2014). A
segunda apresenta o valor dos contadores obtidos comprar, vender e alugar em duas janelas de
tempo distintas para as ações selecionadas: PETR4, OGXP3, BBAS3, e VALE5. Essas janelas de
tempo compreendem o período de duas semanas iniciando com a segunda-feira e terminando com
a sexta-feira da segunda semana. Estão inclusos na figura o sábado e o domingo. As datas foram
selecionadas por apresentarem uma grande quantidade de palavras captadas entre agosto de 2013
e abril de 2014.
3.6.4 Polarização de tweets
3.6.4.1 Análise de Sentimento
Segundo [44]: "Análise de sentimento, também chamada de mineração de opinião, é um campo
de estudo que analisa a opinião das pessoas, sentimentos, avaliações, apreciações, atitudes e emo-
ções para entidades como produtos, serviços, organizações, indivíduos, questões, eventos, tópicos
e seus atributos. (...). Análise de sentimentos e mineração de opinião concentra-se principalmente
em opiniões que expressam ou implicam em sentimentos positivos ou negativos."
Para [49], a análise de sentimentos consiste em classificar a polaridade da opinião contida em um
texto em positiva, negativa ou neutra. No campo da análise de sentimentos, três níveis principais
têm sido investigados:
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Figura 3.6: Quantidade de palavras relacionadas à alta e baixa durante os oito meses de captação
de tweets sendo (a)PETR4, (b)VALE5, (c)BBAS3 e (d)OGXP3.
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Figura 3.7: Quantidade de palavras com iniciais "compra", "vend" e "alug" por dia para duas
janelas de tempo de duas semanas para (a)PETR4, (b)VALE5, (c)BBAS3 e (d)OGXP3.
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• Análise em nível de documento: Envolve a classificação de um documento como um todo em
positivo ou negativo;
• Análise em nível de sentença: Capta as sentenças do documento e determina a polaridade
da opinião, positivo ou negativo, para cada uma;
• Análise em nível de entidade e aspectos: É uma análise de granulação mais fina, não pre-
ocupada com o documento ou sentença, mas busca alvos e a opinião sobre esses. Exemplo
retirado de [44]na frase: "A qualidade da ligação do iPhone é boa, mas a vida útil da bateria
é curta" existe uma entidade, o iPhone, e dois aspectos, cada um com um sentimento, quali-
dade de ligação que é positivo e vida útil da bateria, que é negativo. Neste caso, a qualidade
da ligação e a vida útil da bateria são os alvos de opinião.
Um sistema de análise consiste em receber um corpus de documentos do tipo texto, aplicar pré-
processamento usando uma variedade de ferramentas, como feito na Seção 3.5, e, no componente
principal, adotar recursos linguísticos para anotar os documentos com rótulos de sentimento. As
anotações podem ser feitas para um documento inteiro, quando a análise acontecer em nível de
documento, para uma sentença, quando em nível de sentença ou para aspectos específicos de
entidades, quando a análise for baseada em aspectos [31].
Um fator importante para o componente principal de um analisador é o conjunto de palavras que
expressam o sentimento positivo ou negativo. Palavras como bom, maravilhoso e surpreendente
demonstram positividade, enquanto que ruim, pobre e terrível expõem negatividade. Não só
palavras, mas também expressões idiomáticas, podem carregar sentimentos e o conjunto dessas
são instrumentais para a análise de sentimentos. A esse conjunto de palavras e expressões dá-se o
nome de lexicon de sentimentos.
Muitas pesquisas têm sido realizadas em algoritmos para a formação de lexicons. Embora sejam
de grande valor para a análise, são insuficientes [44]. Algumas questões podem ser pontuadas:
• Uma palavra polarizada como positiva pode ter uma orientação oposta em um domínio
diferente. Exemplo: "Esse refrigerante está gelado!", é positivo, mas "Essa pizza está gelada!”
é negativo;
• Uma sentença pode conter palavras polarizadas com sentimentos, entretanto, pode expressar
sentimento algum. Exemplo: "Aquele restaurante é bom?".
• Sentenças com conteúdo sarcástico são problemáticas. Exemplo: "Que beleza de TV, pifou
na primeira vez que foi utilizada!";
• Sentenças sem palavras sentimentais podem relatar opiniões. Exemplo: "Essa lavadora gasta
muita água!".
Essas são apenas algumas questões relacionadas com a análise de sentimentos em textos, outras
relacionadas à desambiguação e manipulação de negação remetem a um problema de processamento
natural de linguagem e demonstram quão grandes são os desafios dessa área.
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Textos podem ser objetivos ou subjetivos; os primeiros quando tratam de informações factuais,
os seguintes quando tratam de opiniões, crenças e pontos de vista sobre entidades específicas.
Existem duas abordagens principais para análise de sentimentos de documentos:
1. Supervisionada: Assume-se que existe um conjunto finito de classes no qual o documento
deve ser classificado. Dados de treinamento estão disponíveis para cada classe. O caso
mais simples consiste em determinar se o texto é positivo ou negativo. Extensões desse
modelo adicionam a classe neutra, outros constituem uma escala numérica discreta na qual
o documento pode ser classificado. Fornecidos os dados de treinamento, o sistema aprende
um modelo de classificação usando um dos algoritmos Support Vector Machine (SMV, do
inglês) , Naïve Bayes, Logistic regression ou K-nearest neighbors (KNN, do inglês) [31]. Essa
classificação é usada para rotular novos documentos em uma das classes de sentimentos.
2. Não-supervisionada: Baseada em determinar a orientação semântica de frases específicas do
documento. Se a média dessa orientação estiver acima de um limiar pré-definido, então o
documento é classificado como positivo, caso contrário, negativo. Maiores informações a
respeito dessa abordagem podem ser obtidas em [44].
Nesse trabalho, será adotada a abordagem supervisionada para análise de sentimentos. A descrição
da ferramenta adotada será realizada na próxima subseção.
3.6.4.2 Ferramenta para análise de sentimento
O objetivo deste trabalho, ao utilizar uma ferramenta para análise de sentimentos, é tentar
extrair o sentimento da multidão advindo das postagens na rede social Twitter em português,
mesmo sendo essas cheias de ruídos. Por isso, optou-se por utilizar uma ferramenta de análise de
sentimentos baseada em treinamento e teste de N-grama.
O N-grama é um modelo de linguagem que permite captar palavras em sequência através de
junção, ou seja, o N representa a quantidade de palavras unidas para a formação de um atributo.
Algoritmos que trabalham com treinamento e teste, ao utilizarem N-grama, admitem a utiliza-
ção de um corpus de treinamento que ensinará ao classificador quais sequências de palavras estão
associadas a uma determinada categoria de classificação [140].
Existem várias abordagens para a implementação de algoritmos para análise de sentimento de
textos. Em [49], há uma ampla descrição e comparação de diversas dessas abordagens. Há também
ferramentas prontas e disponíveis para a realização de análise de sentimentos, em [48], os autores
comparam algumas delas.
Apesar de existirem alguns métodos de análise de sentimentos e de popularidade, na literatura
não fica claro qual é o melhor de todos [48], e para tentar amenizar essa questão vários autores
estudam e fazem comparativos sobre ferramentas buscando entender suas limitações, vantagens e
desvantagens em análise de conteúdo de mensagens.
41
Tabela 3.4: Ferramentas para análise de sentimentos em tex-
tos.
Ferramentas Descrição Idioma
SentiWordNet Baseada no dicionário léxico de inglês WordNet que agrupa várias classes
gramaticais, classifica o sentimento do texto em positivo, negativo e neutro.





SenticNet Ferramenta disponível para análise de sentimento a nível conceitual. Usa
processamento natural de linguagem para inferir a polaridade de conceitos de
senso comum, explorando a semântica dos textos analisados. Disponível em
http://sentic.net/about/.
Inglês
LIWC Linguistic Inquiry and Word Count - ferramenta comercial que analisa
componentes estruturais, cognitivos e emocionais de um texto baseando-se
em dicionário. Classifica o texto em positivo, negativo e em outras




SentiStrength Analisador de sentimentos que estima o quão positivo ou negativo são os
pequenos textos analisados. Segundo [48], implementa o estado da arte em
aprendizado de máquina no contexto de redes sociais online. Sua
classificação se apoia em palavras do dicionário LIWC. Disponível em
http://sentistrength.wlv.ac.uk/.
Inglês
SASA SailAil Sentiment Analyser é uma ferramenta open source baseada em
aprendizado de máquina para análise de sentimentos. Testado classifica
mensagens do Twitter em posisitvo, negativo e neutro nas eleições
presidenciais dos EUA, de 2012, está disponível em
http://code.google.com/p/sasa-tool/.
Inglês
Python NLTK Baseado em um classificador ingênuo de, a linguagem de programação
Python oferece um conjunto de ferramentas para processamento de
linguagem natural. O classificador de sentimentos foi treinado com tweets e




Lingpipe Conjunto de ferramentas para processamento de texto. Disponível em
http://alias-i.com/lingpipe/index.html onde há também descrições sobre seu




Trata-se de um pacote de análise de sentimento para a linguagem R de
mineração de texto Disponível em
https://r-forge.r-project.org/R/?group_id=1048.
Inglês
Emoticons Detecção de sentimentos através de símbolos que representam como o autor
de um texto está se sentindo no momento de confecção do mesmo, por
exemplo, “ :-) " que significa feliz e consequentemente expressa um
sentimento positivo.
Qualquer
Gate Ferramenta que utiliza aprendizado de máquina supervisionado treinado com
dados anotados por humanos, estatísticas de coocorrência e léxicos com
palavras negativas e positivas para identificar problemas com produtos e





Outras Sentiment140( http://www.sentiment140.com/), Twends
(http://twendz.waggeneredstrom.com), Twittratr (http:// twitrratr.com),




Não é objeto de estudo deste trabalho de doutorado o desenvolvimento de ferramenta para
análise de sentimento de tweets. Dessa forma, fez-se um levantamento de várias ferramentas
existentes para tal atividade no intuito de encontrar uma que se adequasse ao problema proposto e
que, principalmente, permitisse a análise de sentimento de textos na língua portuguesa. A Tabela
3.4 apresenta algumas das ferramentas pesquisadas e consultadas. Em [48, 49, 31], há comparativos
de métodos e ferramentas para análise de sentimentos em textos.
Com a finalidade de obter a polarização dos tweets coletados, após estudo e análise de abor-
dagens e ferramentas prontas, optou-se por adotar a ferramenta LingPipe. Tal escolha se deu por
essa atender as necessidades da pesquisa com relação ao treinamento de sistema para um domínio
específico, suporte à língua portuguesa e ser livre para uso.
A biblioteca LingPipe4 oferece um conjunto de ferramentas para atividade de processamento
de texto e é o instrumento selecionado para a análise de sentimentos realizada neste trabalho. O
analisador do LingPipe atua em nível de sentença e possui um modelo de classificador probabilístico
de aprendizado de máquina baseado em regressão logística [142]. Essa ferramenta foi escolhida por
ser estável, permitir o uso de N-grama, ser adotada em diversas pesquisas5, por, dentre tantas
ferramentas disponíveis, se adequar bem ao problema em questão e permitir o treinamento para
dados em qualquer idioma. Para os trabalhos com análise de sentimentos, elegeu-se as tabelas de
tweets - a PETR4 e VALE5 (armazenam os tweets sobre a ação da Petrobrás e Vale) por possuir
a maior quantidade diária de dados após a limpeza descrita na Seção3.5.
O LingPipe trabalha com um conjunto de documentos de treinamento e teste. Esse conjunto
necessita ser inicialmente polarizado de forma a mostrar ao classificador quais dos documentos
caracterizam uma opinião positiva e negativa. Desse conjunto, seleciona-se uma parte para teste
que, ao ser submetida ao modelo treinado, é calculada a probabilidade de cada um se encaixar em
uma das classificações.
Nesse trabalho, cada tweet é adotado como um documento para o LingPipe. Com o intuito
de polarizar um conjunto de treinamento, foi desenvolvida uma ferramenta em JAVA que carrega
os tweets postados por dia para que o pesquisador os classifique. Dessa forma, são gerados dois
arquivos; um com documentos polarizados como positivos, e outro os negativos. A Figura 3.8
apresenta uma janela do software desenvolvida para ler os tweets do banco de dados e disponibilizá-
los para a polarização manual.
Após uma visualização rápida dos documentos pelo pesquisador, percebeu-se certa dificuldade
em realizar a polarização, pelo fato de os dados possuírem um conteúdo atrelado ao domínio do
mercado de ações. Optou-se, então, por utilizar a ajuda de um especialista para essa tarefa.
Durante a atividade de polarização dos dados de treinamento junto ao especialista, muitos ques-
tionamentos e características do perfil de usuários do twitter para esse domínio foram levantados.




Figura 3.8: Amostra de dados coletados do Twitter sendo polarizados manualmente como positivos,
negativos e selecionados para avaliação.
• Muitas pessoas utilizam-se de palavrões para expressarem suas opiniões sobre os aconteci-
mentos no mercado, e isso fez com que as limpezas realizadas na Seção3.5 fossem revistas.
• O linguajar e interlocuções adotadas traçam um perfil de usuário que, aparentemente, trata-
se de pessoa física e que adota a postura de "grafista" ou "traydeiro", isto é, são pessoas
que realizam operações em curto prazo chamadas de daytrade e, por isso, são especialistas
em gráficos emitidos a cada segundo pela bolsa de valores. Percebe-se essa característica
pelo uso constante de expressões que indicam um formato do gráfico e por estratégias de
negociação expostas nas postagens.
• Os tweets são dependentes do contexto. Muitos fazem referência a outros comentários e a
características visualizadas nos gráficos da bolsa de valores;
• Mesmo com a limpeza realizada nos dados, existem milhares de tweets de notícias publicadas,
sendo estes fatos objetivos que não expressam o sentimento da multidão;
• Comprova-se a quantidade de ruído nas mensagens, essas são carregadas de erros ortográficos,
truncagem de palavras, mistura de idiomas, uso de sarcasmo e ironia e caracteres especiais.
Seguindo orientações de bons resultados obtidos no uso de N-grama com N=8 [140], essa também
foi adotada nesse trabalho.
Para o experimento, foram polarizados 504 tweets pelo especialista (utilizando dados com
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limpeza de agosto a dezembro de 2013), desses 38% foram utilizados para treinamento e 62% para





Neste capítulo, será apresentada uma análise estatística inicial que verifica o relacionamento
entre variáveis obtidas através dos dados coletados do Twitter e os da Bolsa de Valores de São
Paulo - Bovespa para as ações PETR4 da Petrobrás, VALE5 da Vale S.A., BBAS3 do Banco do
Brasil e OGXP3 da Óleo e Gás Participações S.A.. Esta é a descrição da realização da etapa III
da arquitetura mostrada na Figura 3.1.
A análise realizada permitirá estudar possíveis relações entre dados de microblog e o mercado
de ações brasileiro com a finalidade de verificar se o burburinho produzido na rede social pode, de
alguma forma, contribuir para uma modelagem mais eficaz da dinâmica do mercado de ações no
Brasil.
Para essa análise, foram utilizados dados coletados do dia 13 de agosto de 2013 ao dia 19 de
abril de 2014, sendo um total de oito meses, aproximadamente.
4.2 Amostras
Para efetuar os experimentos iniciais, selecionou-se para cada ação uma janela de tempo de 9
semanas. No período escolhido como amostra estão concentrados volumes expressivos de tweets
entre agosto de 2013 e abril de 2014. Como a quantidade de tweets postados em finais de semana
é pequena em relação aos dias úteis, optou-se por remover das amostras os sábados, domingos e
feriados. As Figuras 4.1 (a), (b), (c) e (d) apresentam graficamente e respectivamente, dentro do
montante de dados coletados do Twitter, o período selecionado para o ensaio para as ações PETR4,
VALE5, BBAS3 e OGXP3.
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4.2.1 Dados do Twitter
Da coleção de dados coletados a partir do twitter, é possível extrair uma variedade de indica-
dores, entretanto, para esse experimento foram adotados os seguintes:
• Bt - Está relacionado ao burburinho, ou seja, representa a quantidade de tweets postados no
dia t comentando sobre determinada ação;
• Ht - Representa o humor do dia t, otimista para compra ou pessimista para a venda de ações.
Como a quantidade de tweets relacionados com a palavra "alugar" foi inexpressivo, optou-se
apenas para o uso dos contadores "Compra" e "Venda". O valor de Ht é obtido através do
contador ingênuo descrito na Seção 3.6.3, sendo computado como Ht = Comprat − V endat
, ou seja, a quantidade de tweets otimistas subtraída dos pessimistas. Se o valor é positivo,
então, o mercado está otimista, caso contrário, pessimista.
• Et - Relacionado ao sentimento de tendência do mercado no dia t. É baseado no contador
de expressões alto e baixo definido na Seção 3.6.3 , sendo Et = Altat −Baixat .
• St - Representa o sentimento obtido através do analisador de sentimentos descrito na Seção
3.6.4.2. Se o valor é positivo, então, a maioria dos tweets coletados no dia possui um senti-
mento positivo em relação à ação, senão, o sentimento é negativo para o dia t. Foi definido
St = Positivost−Negativost. Como comentado na Subseção 3.6.4.2, esse valor será compu-
tado apenas para os dados coletados para as ações da Petrobrás - PETR4 e VALE5 da Vale
S.A.
4.2.2 Dados da Bolsa de valores
As variáveis da bolsa de valores a serem consideradas para os experimentos são:
• vt - Volume de negociação: Trata-se da quantidade de ações negociadas em um dia de
negociação. Esse volume é geralmente correlacionado com a atenção do investidor, ou seja,
é o dado que mais se aproxima com o interesse do investidor. Neste trabalho, assim como
em [4], testou-se esse relacionamento para cada ação através da medição da regressão entre o
número total de tweets Bt−1, e as tendências Ht−1, Et−1, St−1 do dia anterior, e o volume de
negociações de hoje vt. A série temporal utilizada foi transformada para a escala logaritmica
para análise;
• rt - Retornos diários: Trata-se da percentagem de mudança no valor do ativo. Há uma escassa
evidência da predicabilidade de um retorno [4], entretanto, o retorno provê informação útil
sobre a distribuição de probabilidade do preço do ativo. É calculado utilizando-se o valor
do preço de fechamento ajustado para dividendos pt, juros sobre o capital, desdobramentos
e agrupamentos para o dia t subtraindo deste o preço do dia anterior pt−1. A fórmula
abaixo adotada é similar à utilizada por [10]. Outros autores também adotaram o logaritmo
dos retornos como [14, 8, 4]. Assumindo que os retornos vêm de uma distribuição log-
normal, então, seu logaritmo é normalmente distribuído. Dessa forma, ao utilizar retornos
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Figura 4.1: Janelas de dados escolhidas para experimento baseadas na quantidade de tweets pos-
tados para cada ação.
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logarítmicos pode ser mais conveniente no trabalho com análises estatísticas que assumem a
normalidade [4],
rt = ln (pt)− ln (pt−1) . (4.1)
Ambos os conjuntos de valores foram obtidos do site da Bolsa de Valores de São Paulo -
Bovespa1.
A Figura 4.2 apresenta, para cada uma das ações selecionadas e para a janela de 9 semanas de
experimento, o relacionamento entre as percentagens de volume de tweets coletados em relação ao
preço e em relação ao volume de negociação na bolsa.
4.3 Modelos Adotados
Para iniciar os experimentos com os dados, optou-se por realizar um modelo de regressão linear
simples com a finalidade de investigar a relação entre as variáveis. Medidas de qualidade também
foram produzidas para avaliação e serão descritas abaixo.
4.3.1 Modelo de Regressão Simples
Supondo que a relação entre duas variáveis seja aproximadamente linear, os dados podem ser
ajustados por uma reta passando pelos pontos. Um modelo de regressão linear simples pode des-
crever como o valor esperado yi para um dado observado y está relacionado com um valor também
observado x e com uma parcela de erro. A equação abaixo define o modelo de regressão linear
simples, em que yi é o valor estimado para a variável dependente y e xi a variável independente
para a i-ésima observação. β0 e β1 são os parâmetros a serem ajustados e  o erro responsável pela
variabilidade em y que não pode ser explicada pela relação linear entre x e y:
yi = β0 + β1xi + i. (4.2)
Objetivando encontrar valores para os parâmetros da equação de regressão de forma que se
tenha uma reta ajustada de maneira eficiente, deseja-se que as diferenças entre os valores observados
e os estimados sejam mínimas. Por isso, aplica-se o algoritmo dos mínimos quadrados que utilizará
os dados amostrais para conhecer os valores β0 e β1, ou seja, o argumento que minimize a soma




(yi − β0 − β1xi)2 . (4.3)
Os parâmetros a serem estimados, definidos abaixo, com y sendo valor médio da variável
dependente, x o valor médio da variável independente e n o número de observações. Quando um
1http://http://www.bmfbovespa.com.br
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Figura 4.2: Dados coletados para a janela de tempo de 9 semanas definido na Seção 4.2 para as
ações (a) PETR4, (b) VALE5, (c) BBAS3 e (d) OGXP3.
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β0 = y − β1x. (4.5)
4.3.2 Medidas de Qualidade
Para medir a qualidade do ajuste do modelo de regressão, serão adotados o coeficiente de
correlação, o de determinação R2 e o erro relativo absoluto - Relative Absolute Error (RAE, do
inglês), assim como em [4].
Em probabilidade e estatística, a correlação ou coeficiente de correlação se refere a uma medida
descritiva da intensidade de associação linear entre duas variáveis x e y,embora não implique em
causalidade. Existem vários coeficientes que podem ser utilizados em situações diversas. Um
bastante utilizado é o coeficiente de correlação de Pearson, o qual é obtido dividindo-se a covariância
de duas variáveis pelo produto de seus desvios padrão. Assim como em [10, 106], que realizaram a
correlação entre variáveis de dados de redes sociais e mercado de ações, será extraído o coeficiente
de correlação entre dados do mercado de ações e os indicadores descritos na Seção 4.2.1.






onde ρx,y é o ceficiente de correlação, cov(x, y) a covariância, que mede o grau de interdependência
numérica entre as variáveis e σxσy e os desvios padrão das variáveis aleatórias x, y. A expressão




























Se o valor desse coeficiente for próximo a 1, então há a indicação de que as variáveis são
positivamente e linearmente relacionadas, ou seja, os pontos de dados estão próximos à reta que
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tem inclinação positiva, caso contrário, acontecerá quando o valor estiver próximo a -1. Sendo o
valor próximo de zero é provável um relacionamento fraco entre as mesmas.













| yi − yˆi |2
n∑
i=1
| yi − y¯i |2
(4.9)
sendo yi, yˆi e y¯i os valores alvo medido, ajustado e média dos valores para a i-ésima das n amostras
consideradas. As métricas R2 e RAE são independentes de escala.
O coeficiente de determinação resume o poder explicativo do modelo de regressão, ou seja, o
quão adequadamente a equação de regressão estimada se ajusta aos dados. Ele é calculado a partir
das somas dos quadrados dos resíduos, como apresentado na Equação 4.8. O valor de R2 descreve
a proporção da variância da variável dependente explicada pelo modelo de regressão. Sendo 1.0 o
modelo de regressão se mostra ideal, se 0.0, nenhuma variação é explicada por meio da regressão.
Esse valor expressa a habilidade do modelo estatístico na estimação correta dos valores da variável
y.
Quanto ao erro relativo absoluto, quanto menor o seu valor melhor o modelo. Ele expressa quão
boa é uma medida em relação ao tamanho do que se está medindo. Comparando o coeficiente de
determinação e o erro relativo absoluto, o primeiro é mais sensível a erros individuais mais altos
[4].
4.3.3 Teste de Significância
Apenas as medidas de qualidade não são suficientes para determinar a significância da relação
entre as variáveis. No caso da equação de regressão linear simples, a média ou valor esperado de
y é uma função linear de x eq. 4.2 e sendo β1 = 0, o valor de y não dependerá de x, apontando
que esses não são linearmente relacionados. Caso contrário se β1 6= 0, conclui-se que x e y estão
linearmente relacionados. Desse modo, com a finalidade de verificar a significância de uma relação
de regressão, realiza-se um teste de hipóteses para determinar se o valor de β1 = 0 [143]. Nesse
trabalho, será utilizado o teste t de distribuição t-student.
Assumindo que as variáveis de estudo tenham distribuição normal e variância desconhecida
N(β0 + β1xi, σ
2) , e que os erros são independentes e identicamente distribuídos N(0, σ2), para
realizar o teste é necessário obter uma estimativa da variância σ2 de , que também representa
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a variância dos valores de y nas proximidades da reta de regressão. A soma dos quadrados dos
resíduos ( desvios de y nas proximidades da reta de regressão) fornece uma medida de variabilidade
das observações reais em torno da reta estimada, e essa dividida por seus graus de liberdade oferece
uma estimativa de σ2 .Para essa regressão com estimação de dois parâmetros β0 e β1 , a soma dos
quadrados dos resíduos tem 2 graus de liberdade, produzindo assim uma estimativa não viesada






n− 2 , (4.10)





n− 2 . (4.11)
Duas hipóteses são testadas para a realização do teste t: H0 : β1 = 0 e Ha : β1 6= 0 . Se
a primeira for aceita, conclui-se que não há relação estatisticamente significativa entre x e y, o








Logo, H0 é rejeitado se | T0 | possuir valor inferior à um nível de confiança α considerado.
Geralmente adota-se α = 0, 05.
4.4 Ambiente Computacional
Para a realização dos experimentos para análise estatística e apresentação de resultados foram
utilizadas funções disponibilizadas pela ferramenta R2 rodando em um MacOS 10.9.3.
O R é um ambiente de software livre para computação estatística e gráficos bastante utilizado
por grupos de pesquisa espalhados pelo mundo3. Possui um conjunto de funcionalidades para ma-
nipulação, cálculo e exibição gráfica de dados. Permite facilidades para armazenamento, operações
com vetores, matrizes e listas, ferramentas para análise entre outros. Criada no departamento de
estatística da Universidade de Auckland na Nova Zelândia, seu desenvolvimento se deu através da
colaboração de desenvolvedores de várias partes do mundo. Seu código fonte está disponível sobre




de dados, foram pesquisados em materiais disponíveis em [144, 145].
As tabelas de dados dos resultados foram organizadas no aplicativo Excel, padrão americano,
para MacOS da Microsoft. Por esse motivo as casas decimais dos valores apresentados encontram-se
separadas por "." e não por "," que é o padrão adotado em português.
4.5 Resultados da análise estatística inicial
Nas Tabelas 4.1, 4.2 e 4.3 estão disponibilizados os resultados de avaliação e teste de significância
para o modelo de regressão linear entre variáveis da bolsa de valores brasileira e variáveis do obtidas
a partir dos tweets.
Para cada ação selecionada, PETR4, VALE5, BBAS3 e OGXP3, foram avaliados os relaci-
onamentos entre volume de negociação e retornos obtidos da bolsa de valores e os indicadores
de tendência Bt, Ht, Et e de sentimento St, esse último apenas para PETR4 e VALE5. Foram
avaliados conjuntos de dados em janelas de nove, seis, três e uma semana e também de três dias.
De todos os tweets coletados para as ações, os da PETR4 e VALE5 se destacaram pela quan-
tidade total e diária de tweets suficiente para a realização de testes.
A análise de sentimentos com o polarizador produziu o indicador S descrito na Seção 4.2.1. Os
resultados dos relacionamentos estatísticos entre volume de negociação e retornos com o indicador
S estão disponíveis nas últimas linhas das Tabelas 4.1 e 4.2.
Nas tabelas de resultados a serem apresentados, estão disponíveis as medições de coeficiente de
correlação (Cor) , coeficiente de determinação(R2), nível de significância (p-value) e erro relativo
absoluto(RAE) para os relacionamentos entre os indicadores do Twitter e volumes de negociação
e retornos das ações da bolsa de valores. O valor de p-value deve ser inferior ao valor de um nível
de confiança adotado 0,05, conforme definido na Subseção 4.3.3.
O relacionamento entre os dados coletados do Twitter e os da bolsa de valores, para cada ação
dentro da janela de tempo selecionada, foi testado pelo modelo de regressão para a evolução do
retorno (rt), relacionado aos preços dos ativos, sendo y = rt, e volume de negociação (vt) com
y = vt. A variável x está associada a um dos indicadores relacionados aos tweets Bt, Ht, Et e St
descritos na Seção 4.2.1, e neste caso de estudo, t = t− 1, ou seja yt, do dia t será correlacionado
com o xt−1 do dia anterior.
Como informado nas seções anteriores, diferentes indicadores obtidos do montante de dados
coletados do Twitter foram utilizados para inferir o relacionamento de regressão linear com volume
de negociação e evolução de preço de ações.
Para as ações BBAS3 e OGXP3, foram realizados trinta conjuntos de testes, cada um obtendo
um valor para correlação, coeficiente de determinação, teste de significância e RAE. Para as ações
PETR4 e VALE5, foram realizados 40 testes em razão do indicador S obtido da polarização dos
tweets coletados e pré-processados.
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Tabela 4.1: Medições para PETR4, sendo B;H;E;S indica-
dores obtidos do Twitter, Cor o Coeficiente de Correlação e
p-value o valor do teste t de significância.
Tabela 4.2: Medições para VALE5, sendo B;H, E e S indi-
cadores obtidos do Twitter, Cor o Coeficiente de Correlação
e p-value o valor do teste t de significância.
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Tabela 4.3: Medições para BBAS3, sendo B;H e E indica-
dores obtidos do Twitter, Cor o Coeficiente de Correlação e
p-value o valor do teste t de significância..
Tabela 4.4: Medições para OGXP3, sendo B;H e E indica-
dores obtidos do Twitter, Cor o Coeficiente de Correlação e
p-value o valor do teste t de significância.
Observando o valor de R2 nas Tabelas 4.1, 4.2, 4.3 e 4.4, são verificados valores inferiores a
0.1, bem próximos de zero, que indicam um relacionamento fraco entre as variáveis analisadas
ou nenhum relacionamento entre as variáveis investigadas. De igual modo, valores próximos à
zero também podem ser verificados para o coeficiente de correlação - Cor e medições de nível de
significância (p-value) superiores a 0.05 indicando uma medição ruim.
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Figura 4.3: Retas Ajustadas (a) PETR4 e (b) VALE5, ambas para a janela de amostra de 9
semanas com variávies Volume de Negociação e Burburinho.
No entanto, podem ser verificados vários valores aceitáveis. Dos quarenta testes realizados
com os dados da PETR4, 6 obtiveram nível de significância inferior 0,05, esses estão marcados com
borda dupla na célula da Tabela 4.1, 22 testes obtiveram valor de coeficiente de correlação superior
a 0, 3, desses 17 foram superiores a 0, 5, e 19 com valor de coeficiente de determinação superior
a 0, 25, dez deles com valor superior a 0, 5. Tais valores demonstram que há correlação entre
os valores apresentados, embora alguns sejam fracos, existem os que apresentam forte correlação
quando os valores ficam próximos a 1, 0 e −1, 0, no caso do coeficiente de determinação os melhores
valores são os próximos a 1, 0 e para RAE, os menores valores possíveis.
Na Tabela 4.1, últimas cinco linhas em cinza, também estão listados os resultados de análise
estatística para o relacionamento entre dados obtidos do analisador de sentimentos supervisionado
e os dados do mercado de ações. Nesse contexto, os resultados para seis e uma semana e para três
dias foram bons em termos de valores dos coeficientes de determinação e correlação. Porém, como
informado na Subseção 3.6.4.2 do Capítulo 3, o nível de acerto do polarizador ficou em 62%, o que
pode ser melhorado com ajustes em treinamento, teste e aumento da base de dados de treinamento
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com polarização supervisionada.
Na Tabela 4.2, podem ser observados os valores obtidos para os relacionamentos das variáveis
pertencentes a VALE5. Para essa ação, dos quarenta testes realizados apenas dez obtiveram valores
de correlação superiores a 0, 3, desses, oito obtiveram valor de correlação maior que 0, 5. Quinze
valores de coeficiente de determinação foram superiores a 0, 25, desses, sete foram maiores que 0, 5.
Valores inferiores a 0, 05 para testes de significância não foram obtidos. Nesta tabela as quatro
últimas linhas na cor cinza apresentam os resultados das análises para o indicador S. Os melhores
resultados obtidos foram encontrados nos intervalos de uma semana e de três dias.
A Tabela 4.3 apresenta os valores obtidos para os testes com os dados análogos à BBAS3. Ape-
nas três dos testes apresentaram valores satisfatórios com dois valores de coeficiente de correlação
superiores a 0, 5 e um com coeficiente de correlação 0, 4249 e apenas dois testes de significância
menores que 0, 05. Essa tabela apresenta em cinza células que não foram preenchidas por falta
de dados para o cálculo. Isso significa que não havia quantidade significativa de tweets para a
realização dos cálculos de relacionamento estatístico.
Dos testes realizados com a OGXP3, 15 apresentaram valores de coeficiente de correlação
superiores a 0, 3, nove valores de coeficiente de determinação superiores a 0, 25 e apenas três testes
de significância menores que 0, 05.
Todas as ações apresentaram uma combinação de valores aceitáveis para Cor, R2 e p-value para
a janela de uma semana. Porém, como comentado nos parágrafos anteriores, valores interessantes
e isolados de R2, Cor e RAE podem ser observados em todas as tabelas e em especial a da PETR4
detentora da maior quantidade de tweets.
Em relação aos indicadores de tweets B;H e E, todos mostraram resultados mais interessantes
para R2 e teste de correlação para três e uma semana e também para três dias, com exceção de
H para BBAS3 por falta de valores. O B certamente por expressar o que está sendo comentado
sobre a ação na rede, independente do sentimento, ou seja, sempre possui valores.
Quanto ao RAE, que representa a quão boa a medida é em relação ao tamanho do que está
sendo medido, apresentou menores valores para as janelas de uma semana e de três dias para
PETR4 e VALE5. Para BBAS3, os valores RAE ficaram próximos de 0, 9, uma medida ruim. Para
a OGXP3, os melhores valores de RAE foram obtidos para três e uma semana.
Apesar de muitos dos valores apresentados nas tabelas e gráficos não estarem dentro de um
intervalo de valores que reforcem o relacionamento linear entre as variáveis consultadas, ao analisar
visualmente os textos de tweets postados ao longo dos dias, juntamente com gráficos de preços
diários, percebe-se uma forte relação do burburinho com o que está acontecendo no dia. Ao ler as
postagens é humanamente possível compreender tendências de queda e subida no preço das ações,
volume de negociação e volatilidade do mercado. No caso das ações da PETR4 e VALE5, isso
é ainda mais visível, pois há muito comentário sobre ambas relacionado ao que está acontecendo
no mercado. As ações da OGXP3 também são bastante comentadas diariamente e, em especial,
muito se especula sobre as atitudes de seu proprietário.
Em relação à BBAS3, existem dias em que não há comentários relacionados à ação. Tais
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acontecimentos provocam a reunião de dados esparsos que inviabilizam os testes e proporcionam
valores de medição ruim.
As Figuras 4.3 (a), (b), (c) e (d) exibem os gráficos de plotagem dos dados em relação à reta
ajustada obtida para 9 semanas de medição, explorando assim o relacionamento entre volume de
negociação e volume de tweets postados. Observando os dados plotados e as retas adquiridas
percebe-se que o conjunto de amostras permanece bem espalhado no gráfico e que a regressão
estimou uma reta que habita no meio do espaço ocupado pelas medidas, mostrando que o ajuste
levou em conta todos os pontos medidos.
É importante reforçar que para esse experimento foi utilizado um modelo de regressão linear
simples sem o uso de pesos ou outros artifícios que podem ser adotados para melhorar a modela-
gem. Os valores ajustados foram alcançados na tentativa de obter valores para o dia t baseados
unicamente em dados do dia t− 1. A intenção desse capítulo foi mostrar os passos iniciais e inves-
tigativos sobre as variáreis analisadas obtendo, assim, um estudo de verificação de relacionamento
entre variáveis vislumbrando possibilidades que foram implementadas e relatadas no próximo ca-
pítulo.
4.6 Comentários
Diante dos resultados apresentados, abre-se um amplo espaço de possibilidades. Com relação
à análise realizada, é possível perceber o quão desafiador é trabalhar com dados obtidos de rede
social e o quanto o caminho é promissor. A cada dia que se passa, ao visualizar o banco de tweets, é
possível acompanhar o crescimento do interesse pelo cidadão brasileiro para comentar negociações
e o ambiente da bolsa de valores no país. Isso só confirma que o estudo na área é de grande
interesse, tendo em vista que o interesse pelo mercado de ações também é crescente pela pessoa
física no Brasil.
O modelo de regressão linear, como comentado anteriormente, é o simples. Esse fato demonstra
que os resultados apresentados aqui são iniciais e que necessitam ser melhorados. Entretanto,
muitas alternativas podem ser aplicadas para análise e averiguação de relacionamento entre retornos
calculados dos preços das ações, volume de negociação e os comentários do público na rede social
Twitter, algumas dessas outras possibilidades são:
• Aplicação de pesos que favoreçam um conjunto de pontos em relação a outro;
• Adoção de modelo de ajuste de uma curva ampliando a quantidade de parâmetros a serem
ajustados com a finalidade de captar um intervalo de confiança maior;
• Adoção de modelos não-lineares e modelos para análise de séries temporais muito utilizados
em economia como ARMA e ARIMA;
• Aplicação de indicadores de Twitter juntamente com vários indicadores de mercado para o
enriquecimento de modelos de predição e obtenção de estimadores mais robustos;
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• Adoção de modelos de predição baseados no burburinho e indicadores do mercado do dia t-1,
estimar o comportamento do mercado no dia t;
• Simulação de compra e venda de ações realizadas à partir da análise dos indicadores de
sentimento obtidas.
Esse último item será o adotado na próxima etapa desta pesquisa e será relatada no próximo
capítulo.
Quanto à análise de sentimentos e polarização ingênua, várias questões levantadas durante esse es-
tudo serão averiguadas e apresentadas no próximo capítulo como forma de melhorar o desempenho
desses polarizadores como:
• Melhorar o dicionário de palavras e expressões que indicam tendências no mercado de ações
com a finalidade de melhorar a qualidade dos dados obtidos a partir dos contadores ingênuos;
• Verificar a limpeza realizada no banco de dados para a polarização supervisionada, pois a
que foi realizada removeu conteúdo que poderia ter valor como, por exemplo, frases com
palavrões, tweets com indicação de sites e outros;
• Ajustar melhor os dados de treinamento e avaliação no caso do analisador de sentimentos
para obter uma polarização mais acurada.
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Capítulo 5
Tomada de decisão para compra e venda
de ações
5.1 Introdução
Neste capítulo, será apresentado o desenvolvimento do último estágio (IV) da arquitetura apre-
sentada na Figura 3.1 do Capítulo 3. Este estágio envolve o desenvolvimento do simulador de
compra e venda de ações para auxílio na tomada de decisão baseado em indicadores obtidos a
partir do Twitter e de preços da bolsa de valores brasileira - Bovespa. Os resultados finais obtidos
através do uso desse simulador serão apresentados no capítulo seguinte.
5.2 Arquitetura do Simulador
A Figura 5.1 apresenta a arquitetura planejada para o simulador que recebe dados de indicado-
res obtidos através do processamento de tweets e de preços de ações e os transforma em decisões de
compra e venda dependendo da estratégia e objetivo de lucro escolhidos pelo usuário. Nas seções
seguintes serão detalhados cada item dessa arquitetura.
5.3 Dados e Indicadores
Dados recolhidos do Twitter e processados para transformação em indicadores de sentimento e
tendências foram tratados no Capítulo 5. Esses indicadores foram analisados a partir de relacio-
namentos estatísticos com dados de preços de ações e volume de negociação na bolsa de valores -
Bovespa no Capítulo 4. Nesse também foram pontuadas algumas questões que poderiam provocar
uma melhora na qualidade dos indicadores de Twitter obtidos a partir dos dados, assim, após
avaliações optou-se por realizar um ajuste nas técnicas aplicadas que serão comentadas.
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Figura 5.1: Arquitetura do simulador de compra e venda de ações.
5.3.1 Dados do Twitter - Janela de Dados, Pré-Processamento e Classificação
Para a realização de testes com o simulador de compra e venda a ser apresentado neste capítulo,
optou-se por trabalhar apenas com as ações PETR4 da Petrobrás e VALE5 da Vale S.A.. Essas
foram selecionadas por representarem ações de duas empresas diferentes e de grande importância
no mercado de ações brasileiro e por possuírem, dentre as demais ações investigadas, um volume
de mensagens (tweets) captadas diariamente suficientes para a realização das simulações e testes.
O intervalo de tempo de coleta de dados utilizado para os testes inicia em 13 de agosto de 2013
e finaliza em 04 de maio de 2015. Os tweets selecionados para PETR4 e VALE5 foram todos os
que possuíam em seu conteúdo o nome dessas ações. Dos dados selecionados, foram removidos
os tweets coletados nos dias de sábado, domingo, feriados e dias em que ocorreram problemas
de indisponibilidade de coleta por motivos técnicos. Para a simulação, são utilizados apenas dos
tweets coletados em dias da semana nos quais ocorreu pregão, ou seja, dias comerciais no Brasil.
Após essa seleção, foram levantados 426 dias de dados de tweets para a simulação. Para cada
um desses dias foram coletados também, a partir do histórico de preços da Bovespa, os preços de
abertura, mínimo, máximo e fechamento ajustado para as ações em questão.
Os indicadores obtidos através do processamento de tweets a serem utilizados no simulador,
Bt burburinho, Ht humor para compra e venda, Et expressões de tendência de alta ou baixa nos
preços e St sentimento positivo ou negativo em relação à ação no mercado para o dia t, são os
mesmos definidos na Subseção 4.2.1 do Capítulo 5.
As Figuras 5.2, 5.3 e 5.4 apresentam respectivamente o volume total de tweets coletados, o
volume diário sem limpeza e com limpeza para PETR4 e VALE5, sendo que as duas últimas
possuem um intervalo vazio localizado entre os dias 13/10/14 e 13/11/14. Estes dias sem coleta
62
Figura 5.2: Volume de tweets coletados para PETR4 e VALE5 entre 13 de agosto de 2013 e 04 de
maio de 2015.
de dados se devem a problemas técnicos (indisponibilidade de hardware e software para realização
de coleta).
Da mesma forma que no Capítulo 3, os tweets são coletados na medida em que são publicados
na plataforma Twitter, entretanto, o sistema implementado para simulação adota indicadores que
refletem o sentimento do dia e não da hora, minuto ou segundo de captação. Todos os tweets
coletados no dia t contribuirão para afirmar um valor que representará a tendência ou o sentimento
do dia t.
Após análises e reflexões realizadas no Capítulo 4 acerca dos indicadores obtidos dos tweets,
optou-se por uma alteração nas atividades de limpeza - etapa de pré-processamento da Figura 3.1
descrita na Seção 3.5 do Capítulo 3. A única filtragem pela qual os tweets coletados foram expostos
para essa etapa de simulação foi a de relevância, ou seja, foram removidos da base de dados apenas
os tweets que continham palavras ou expressões selecionadas. A filtragem de retweets, bem como
a de links e pontuação foram removidas da etapa de pré-processamento.
Retweets são cópias de mensagens publicadas por outras pessoas que os usuários postam, ou
seja, é replicar algo que foi escrito, sem que o autor perca os créditos por sua autoria. A escolha
por manter os retweets na base de dados se deve ao fato de esses expressam o pensamento de
outrem reafirmado pelo último usuário que postou. Ou seja, o usuário que retweeta concorda com
a postagem do primeiro, sendo que esta passa a ser também sua opinião. Dessa forma, não se
conta apenas o pensamento de apenas uma pessoa, mas também o pensamento de todos os que
concordaram com o primeiro.
A opção por manter tweets que possuíam links (endereços eletrônicos) em seu conteúdo, foi
escolhida porque muitas dessas mensagens possuíam texto do usuário acompanhadas de endereços
de sites. Verificou-se que quando eram removidas, muito do pensamento do povo também era
removido dos dados prejudicando o valor e a qualidade dos indicadores de tendência e sentimento.
Após a realização de uma leitura de amostras de toda a base de dados, o script com expressões
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Figura 5.3: Volume de tweets para PETR4 com e sem limpeza.
e palavras selecionadas para remoção foi atualizado e saltou de 300 (quantidade de palavras e
expressões utilizadas na limpeza dos dados para análise estatística do Capítulo 4) para 412 ex-
pressões. Esse arquivo ao ser aplicado nos dados realiza a limpeza removendo todos os tweets que
contenham em seu conteúdo as palavras e expressões selecionadas.
Após a limpeza dos tweets, seguem as atividades da etapa de classificação. Essas foram reali-
zadas conforme definidas na Seção 3.6 do Capítulo 3 e com diferenças em relação à:
• janela de dados que no Capítulo 3 era de oito meses (período de coleta de agosto de 2013 a
abril de 2014) e passou para vinte meses (de agosto de 2013 a maio de 2015);
• adoção do elemento neutro na classificação de tweets pelo analisador LingPipe que antes era
apenas positivo e negativo;
• formação de um novo conjunto de dados de treinamento para o analisador de sentimentos
LingPipe para as ações PETR4 e VALE5.
Tweets selecionados aleatoriamente foram polarizados manualmente em positivos, negativos e neu-
tros com a finalidade de formar um conjunto de dados de treinamento e avaliação para o software
de análise de sentimentos Lingpipe. Sobre o treinamento e avaliação de tweets:
• PETR4: Dos dados polarizados manualmente, 60% foram utilizados para treinamento de
positivos e negativos e 40% para avaliação. A média de acertos foi de aproximadamente
68%;
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Figura 5.4: Volume de tweets para VALE5 com e sem limpeza
• VALE5: Dos dados polarizados manualmente, 80% foram utilizados para treinamento de
positivos e negativos e 20% para avaliação. A média de acertos foi de aproximadamente
54%.
5.3.2 Dados da bolsa e Indicadores de Análise Técnica
Para a simulação de compra e venda, foram utilizados apenas os preços de ações ajustados de
abertura, mínimo, máximo e fechamento para PETR4 e VALE5 nos dias em que ocorreu pregão no
Brasil, ou seja, os 426 dias de coleta de tweets mencionados acima. Esses valores foram obtidos do
site da Bolsa de Valores de São Paulo - Bovespa 1. As indicações de compra e venda de ações para
a simulação foram obtidas através da aplicação de metodologias de análise técnica. No mercado
de ações existem duas escolas que se conjugam para a tomada de decisão em compra e venda de
ações, segundo [146]:
• Escola gráfica ou técnica – Baseia-se em análise gráfica de volumes e preços pelos quais as
ações foram comercializadas em pregões anteriores. Nesta, para comprar e vender ações não
se faz necessário pesquisar os fundamentos da empresa, pois o gráfico representa a soma de
todos os conhecimentos e expectativas sobre determinada ação e transmite o que o mercado
está disposto a pagar por ela. As técnicas pertencentes a essa escola indicam a tendência
1Bovespa: http://www.bmfbovespa.com.br/pt-br/mercados/acoes.aspx?idioma=pt-br
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futura dos preços. A análise técnica é essencial para o chamado market timing que reflete o
momento pertinente para a aquisição ou venda de ação de uma determinada empresa;
• Escola fundamentalista - Baseia-se em resultados setoriais da empresa que se deseja adquirir
a ação, levando em consideração o contexto da economia nacional e internacional. A análise
fundamentalista é essencial para o chamado stock picking, que reflete a seleção da empresa
cuja ação deve ser adquirida ou de qual deverá ser vendida em determinado intervalo de
tempo.
Dentro da análise técnica existem vários indicadores rastreadores de tendência e osciladores. Es-
tes indicadores ajudam a detectar uma tendência no mercado, entretanto em mercados que não
apresentam tendência definida os preços variam dentro de uma faixa de negociação, nesse caso
indicadores osciladores ajudam a discenir níveis de suporte e resistência [147].
Alguns indicadores de tendência e osciladores, dentre vários muito utilizados, podem ser citados:
• Médias móveis - São as médias do preço das ações que se deslocam no tempo em decorrência
da entrada de novos preços e saída dos mais antigos. Elas promovem a suavização dos ruídos
do gráfico de preços, proporcionando uma melhor observação da tendência. Os tipos mais co-
muns são: simples (média aritmética dos valores); ponderada (média aritmética ponderada);
e exponencial (atribui peso crescente exponencialmente do preço mais antigo ao recente). São
obtidas por períodos de cinco, nove, vinte, cem ou quantos dias o investidor desejar. Quanto
menor o período, menor o atraso no acompanhamento dos preços. As de menor período,
geralmente, de cinco, nove ou vinte dias são chamadas de rápidas e as de maior, cinquenta,
cem, duzentos dias são chamadas de médias móveis lentas, pois acompanham o preço lenta-
mente. As médias móveis são utilizadas na compra e venda de ações em cruzamentos entre
essas e os preços e serão melhor explicadas na próxima subseção, pois serão adotadas pelo
simulador, assim como a convergência/divergência de médias móveis – MACD;
• Bandas de Bollinger - São formadas por três curvas que oferecem informações sobre a vo-
latilidade do mercado, pois ofertam uma maneira de detectar a relação risco x retorno do
investimento através da análise de limites de volatilidade esperados para tal ativo;
• Volume - Representa a quantidade de ações negociadas em um período de tempo. Podem
indicar uma tendência. Usualmente, quando há um alto volume é provável que haja um
aumento no preço da ação, quando baixo, pode indicar uma tendência de queda nos preços;
• Regressão linear - Técnica estatística para prever valores futuros baseado em valores do
passado (conforme apresentado no capítulo anterior);
• Índice de força relativa - Mede evolução da relação de forças entre compradores e vende-
dores ao longo do tempo, permitindo a visualização da atenuação de uma tendência ou a
identificação de possíveis pontos de reversão;
• Volatilidade - Descreve oscilações diárias nos preços das ações sendo importante para a
visualização de potenciais reversões do mercado.
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Para o desenvolvimento do simulador, foram selecionados apenas dois indicadores de tendência;
o cruzamento de médias móveis exponenciais e a convergência/divergência de médias móveis -
MACD, por serem bastante populares e utilizados por investidores que adotam análise técnica
para compra e venda de ações.
5.3.2.1 Cruzamento de médias móveis exponenciais
A média móvel exponencial é uma média ponderada das observações passadas e promove a
suavização da quantidade de sinais de compra e venda presentes no caso do gráfico de média de
preços de ações. Ela permite identificar a tendência do preço do ativo, se de alta ou de baixa e
também serve de suporte quando o preço se encontra acima da média, e resistência quando abaixo
desta. É representada por uma linha que se movimenta a cada novo dado adicionado.
Para o seu cálculo em relação ao preço do ativo, é necessário possuir o preço, no caso desse
trabalho foi utilizado o preço de fechamento ajustado, e o período que representa a quantidade
de dias a serem considerados. Dessa forma, sendo n o período (quantidade de dias considerados),
k = 2/(n+ 1), t o dia em questão, e P1 o preço atual do ativo, MME pode ser definida como:
MMEt = (1− k) ∗MMEt−1 + k ∗ P1. (5.1)
A MME enfatiza os valores mais recentes, pois esses recebem maior peso que os mais antigos
cujos pesos caem exponencialmente. Dessa forma, essa média reduz o atraso ao aplicar pesos
maiores aos dados mais recentes e, consequentemente, reagirá mais rapidamente a uma alteração
nos preços atuais sendo sensível a esses. Os valores mais antigos, à medida que o tempo passa,
vão sendo esquecidos. Os valores mais comumente utilizados por investidores para o período são
[148, 147, 149, 150]:
• 5 a 13 para curto prazo;
• 20 a 50 para médio prazo;
• Acima de 70, longo prazo. As mais utilizadas, nesse caso, são as médias de 100 e 200 dias.
Médias móveis de curto prazo são denominadas rápidas, as demais são lentas por moverem mais
lentamente no intervalo de tempo e sofrerem menos influência de valores adicionados recentemente.
Após várias leituras de textos de investidores disponibilizados em sites da Internet [148, 150,
149] e tendo como base o conteúdo dos tweets capturados, nos quais muitos investidores comentam
valores de períodos para cálculo de médias, optou-se por adotar os valores MME para os períodos
de 5 e 20 e 20 e 200 dias sobre o preço de fechamento ajustado para ações PETR4 e VALE5. Para
isso, foram utilizados dados de históricos de preços captados do site da Bovespa de 18 de novembro
de 2012 A 03 de maio de 2015 com a finalidade de computar as médias para os preços de 13 de
agosto de 2013 a 04 de maio de 2015 compatíveis com dias de dados capturados do Twitter. A
Figura 5.5 demonstra as linhas de média móvel exponencial para a ação VALE5.
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Figura 5.5: Linhas de Média Móvel Exponencial de 5, 20 e 200 dias para o preço de fechamento
ajustado da ação VALE5 de 13/08/2013 a 04/05/2015.
5.3.2.2 Convergência/Divergência de médias móveis
OMoving Average Convergence Divergence (MACD, do inglês), desenvolvido por Gerald Appel,
na década de 60, é um indicador bastante utilizado por investidores para observar pontos de
reversão de tendência, auxiliando a tomada de decisão sobre o momento certo para entrar ou sair
do mercado. Apesar de não refletir condições de volatilidade frequentes no mercado, continua
muito popular.
Esse indicador é composto por duas linhas, uma denominda MACD e outra sinal. A linha
MACD é formada pela diferença entre duas médias exponenciais, uma de curto e outra de maior
prazo. Geralmente, são utilizadas MME [12] para a mais curta e MME[26] para a mais longa
[149, 147], e esses são os valores adotados para a linha MACD utilizada pelo simulador. Dessa
forma:
MACD = MME[12]−MME[26]. (5.2)
Os valores de MME são calculados conforme explicado na subseção anterior.
A linha MACD oscila sem limite inferior ou superior e responde de forma relativamente rápida
às mudanças nos preços. Quando a linha se encontra acima de zero, é provável que as entradas
recentes reflitam expectativas de alta em relação ao passado, caso contrário, quando abaixo de zero
as expectativas recentes são de baixa. Se a linha se mantiver em zero, é provável que operações de
compra e venda estejam em equilíbrio. Estando as linhas muito acima de zero, pode-se inferir que
o mercado encontra-se comprado, o inverso, vendido.
A linha sinal é computada pela média móvel exponencial de nove períodos dos valores obtidos
para a linha MACD:
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Sinal = MME[9]MACD, (5.3)
ela responde às mudanças do mercado mais lentamente que a MACD.
Do cruzamento das linhas Sinal (mais lenta) e MACD (mais rápida) reflete alterações no equilí-
brio de forças entre compradores e vendedores. E nesses momentos são identificadas oportunidades
para compra ou venda de ações no mercado. Quando a linha MACD cruza a linha sinal para cima
o mercado está propício para compra, o oposto acontece se a MACD cruza a sinal para baixo.
Nos anos 80, Thomas Aspray introduziu o conceito de histograma de MACD no qual um gráfico
de barras sob a linha de referência zero é arranjado a partir da diferença entre a linha MACD e a
linha sinal, sendo:
Histograma = MACD − sinal. (5.4)
O histograma permite ao investidor a percepção de movimento de queda ou alta mesmo que a
linha de preços ofereça tendência conflitante. O início de uma tendência de alta pode ser identifi-
cado quando a linha MACD está acima de zero e inicia um movimento de queda enquanto a linha
de preço se mantém em tendência de alta, esse movimento é chamado de divergência de baixa.
O contrário acontece quando a linha MACD está bem abaixo de zero e inicia um movimento
de subida no momento em que os preços se mantêm em tendência de baixa, nesse caso, é provável
o início de uma tendência de alta [149].
No caso do simulador, serão utilizados apenas os cruzamentos das linhas MACD e sinal. Na Fi-
gura 5.6, são apresentadas a linha MACD e Sinal obtidas para o período de realização da simulação,
bem como uma linha representando os preços de fechamento ajustado para a ação PETR4.
5.4 Simulador de Compra e Venda
O simulador foi desenvolvido em linguagem JAVA por esta ser uma ferramenta que não exige
pagamento para a licença uso, também por possuir uma vasta Application Programming Interface
(API, do inglês) de programação que reduz a necessidade do uso de bibliotecas de terceiros para
desenvolvimento, e pelo domínio da linguagem pelo programador.
Conforme o fluxograma da Figura 5.1, o simulador recebe como entrada o valor os indicadores
obtidos através do processamento de tweets Bt , Ht , Et e St (burburinho, humor para compra e
venda, expressões de tendência de alta ou baixa nos preços e sentimento positivo ou negativo), os
preços ajustados da ação (abertura,mı´nimo,ma´ximo, fechamento)t, as médias móveis exponen-
ciais (MME(5),MME(20),MME(200))t e o indicador convergência/divergência de média móvel
(MACD,Sinal)t para cada dia t da janela de dados de 13 de agosto 2013 a 04 de maio de 2015.
São disponibilizadas cinco estratégias de compra e venda de ações divididas em duas categorias,
uma é baseada em tweets e é denominada análise da multidão e a outra análise técnica. A partir
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Figura 5.6: (a)Linha MACD e Linha Sinal gerada a partir do preço de fechamento, (b) diário da
ação PETR4 de 13/08/2103 a 04/05/2015.
do momento em que uma estratégia é escolhida pelo usuário, o simulador inicia sua atividade.
No Algoritmo 5.1, é apresentado o pseudocódigo de rotinas do simulador, algumas caracterís-
ticas a serem pontuadas:
• Valores de entrada: : obtidos das bases de dados e histórico de preços: Dados_Bolsa (preços
ajustados para a ação) e Dados_Twitter (indicadores B;H;E;S); indicados pelo usuário:
Limiar (valor que será utilizado quando houver análise da multidão) - é a quantidade mínima
de tweets a ser considerada por dia para realização de uma operação, Objetivo_lucro - é o
objetivo de lucro desejado na operação e datas data_inicial e data_final - período de tempo
a ser considerado; variável Status - reflete o estado do simulador, que inicialmente é NULO
e informa ao sistema que não há operação de compra em andamento;
• Processamento: A estrutura de repetição é executada enquanto a Data, que recebe inici-
almente a Data_Inicial, ou seja, a partir de quando o usuário quer realizar a simulação,
não alcança a Data_Final selecionada pelo usuário. Dentro dela é verificada a situação da
variável Status, se uma ação não foi adquirida então é verificada a possibilidade de aquisição
através do módulo de Decisão, se esse retornar "COMPRAR" então o status passa a ser
"COMPRADO" e os dados da compra (data, preço de fechamento ajustado da ação) são ar-
mazenados. Se o Status estiver "COMPRADO" então é verificada a possibilidade de vender
através do módulo Decisão, e se esta for verdadeira Status é alterado para "VENDIDO" e
os dados da venda são armazenados. No final da estrutura de repetição a variável Data é
atualizada.
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Algoritmo 5.1 Algoritmo do simulador de compra e venda de ações.
• Saída: Dados de todas as operações de compra e venda da ação efetuadas durante o intervalo
de tempo solicitado.
A estrutura do simulador permite à compra de uma única ação, quando houver uma possibilidade
de compra indicada pela estratégia, a variável Status é checada, se seu conteúdo for "NULO" ou
"VENDIDO" a compra é realizada. A cada operação de venda fica liberada a oportunidade de uma
nova compra, sinalizada a partir da variável Status. Dessa forma, durante o período selecionado
pelo usuário de Data_Inicial e Data_Final é possível realizar várias operaçoes de compra e venda
de uma mesma ação.
5.4.1 Estratégias de análise técnica
A estratégia de análise técnica no simulador é composta de duas opções:
1. MME - Para a simulação foram adotadas as médias móveis exponenciais de 5 e 20 períodos,
sendo a primeira a rápida e a segunda a mais lenta. No Algoritmo 5.2 (a) são apresentados
os passos para a aplicação desta técnica. O módulo Estratégia_MME recebe a data e os
dados da bolsa (preços da ação) como parâmetros de entrada, no processamento os módulos
MME_5 e MME_20 retornam os respectivos valores das médias. Se houver um cruzamento
de baixo para cima da média mais rápida em relação a mais lenta, então, há a indicação de
compra, caso contrário, venda. Se ambas apresentarem o mesmo valor o módulo retornará
"NULO".
2. MACD - O Algoritmo 5.2 (b) mostra os passos para a aplicação desta técnica. O módulo
Estratégia_MACD recebe a data e os dados da bolsa (preços da ação) como parâmetros
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Algoritmo 5.2 Estratégias (a)MME e (b)MACD.
de entrada, no processamento os módulos MACD e Sinal retornam os respectivos valores,
definidos na Seção 5.3.2.2, calculados para a data. Se há o cruzamento de baixo para cima
da linha MACD em relação a Sinal, então, há a indicação de compra, caso contrário, venda.
Caso ambas apresentem o mesmo valor o módulo retornará "NULO".
5.4.2 Estratégias de análise da multidão
Para a realização de simulação de compra e venda de ações por análise da multidão, foram
estabelecidas e implementadas três possibilidades de estratégia:
1. Twitter - Esta se baseia unicamente no sentimento da multidão obtido através dos indicado-
res Et;Ht;St do Twitter. Tais valores são utilizados em uma verificação de combinação de
indicadores para a tomada de decisão de compra e venda, ou seja, quando dois deles con-
cordarem em relação a uma tendência, logo esta tendência é levada em consideração para a
tomada de decisão. Dessa forma, a estratégia sinaliza a compra ou venda da ação. As regras
desenvolvidas para combinação dos indicadores e seus resultados podem ser observadas nas
colunas "Regra" e "Estratégia" da Figura 5.7 (b). Uma tendência de alta no preço da ação
é observada quando o indicador de expressões Et retornar uma valor positivo. Da mesma
forma, quando Ht - indicador de compra e venda - retornar um valor positivo significa que
a tendência é de compra para o dia t, provavelmente o preço da ação vai subir. Semelhante-
mente o indicador St, quando positivo, indica que a maior parte dos tweets tuitados no dia t
possuem um sentimento positivo, então, é provável que o mercado está passível de alta. Caso
contrário acontece quando os indicadores Et;H;St possuem valores negativos. Há também
a possibilidade de os indicadores possuírem valor zero em seu conteúdo. Nesse caso, não há
indicação de tendência e ocorre quando não há tweets para o dia em questão ou a quantidade
de sentimento positivo ou de alta ou de compra é igual a quantidade de negativos, baixa e
venda respectivamente. Na Figura 5.7 (c), algoritmo de implementação das regras;
2. Twitter com MME - Este método é uma combinação de análise da multidão - Twitter com
cruzamento de médias móveis exponenciais. Ela levará em consideração as regras de ambas as
técnicas expostas na Figura 5.7 (b) - e no Algoritmo 5.2 (a). O Algoritmo 5.3(a) implementa
a junção dos métodos. A rotina indicará uma compra quando as estratégias MME e Twitter
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Algoritmo 5.3 Algoritmos das estratégias (a)Twitter com MME e (b)Twitter com MACD.
retornarem "COMPRA", uma venda quando os métodos retornarem "VENDER" e "NULO"
caso sua combinação seja incompatível;
3. Twitter com MACD - É uma combinação de análise da multidão - Twitter com a técnica
convergência/divergência de médias móveis MACD. As regras do Twitter dispostas na Figura
5.7 e as MACD no Algoritmo5.2 (b), juntas serão responsáveis pela compra e venda de ações
(b). Haverá uma compra ou venda quando ambas as estratégias retornarem "COMPRAR"
ou "VENDER" e nada será feito quando o retorno for "NULO", Algoritmo 5.3(b).
5.4.3 Módulo de Decisão
O módulo Decisão está exposto no Algoritmo 5.4. Ele recebe como parâmetros de entrada a
data, a opção selecionada para estratégia, os dados da bolsa e do twitter, o limiar e o objetivo de
lucro como entrada. Os valores de opção de estratégia, limiar e objetivo de lucro são escolhidos
pelo usuário.
Se a opção de estratégia selecionada pelo usuário for relacionada ao Twitter então inicialmente é
realizada a verificação do limiar de tweets. Esse valor é passado pelo usuário ao sistema através da
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Figura 5.7: (a)Estratégia baseada no Twitter, (b) formação das regras para compra e venda de
ações, (c) significado dos símbolos utilizados nas regras e (d) algoritmo da estratégia Twitter.
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Algoritmo 5.4 Módulo de tomada de decisão do simulador.
variável Limiar que está presente na Figura 5.1 e no Algoritmo 5.1. Se o valor do Limiar for maior
que zero, uma operação de compra ou venda só poderá ser realizada se houver, no dia avaliado, no
mínimo a quantidade de tweets apontada por Limiar para realizar a operação. Caso o usuário opte
pelo valor zero, qualquer quantidade de tweets poderá ser utilizada para a realização de decisão de
compra e venda de uma ação.
Seguidamente, o módulo Estratégia é invocado, este retornará "COMPRAR", "VENDER" ou
"NULO" dependendo da situação dos indicadores e da estratégia escolhida. Seja "COMPRAR"
o retorno do módulo Estratégia, o módulo Decisão retornará "COMPRAR" ao que o chamou -
Algoritmo 5.1. Se o retorno do módulo Estratégia for diferente de "COMPRAR", é checado se
há especificação de objetivo de lucro para venda, se houver uma venda, será retornada quando o
módulo Estratégia retornar "VENDER" ou quando o objetivo de lucro para venda for alcançado.
Se não houver objetivo de lucro para venda, apenas o método Estratégia é testado. Se o retorno
de Estratégia for diferente de "COMPRAR" e "VENDER", o retorno de Decisão será "NULO".
5.5 Saídas do Simulador
O Algoritmo 5.1 apresentou os passos de processamento das entradas do simulador seguidos
para a tomada de decisão de compra e venda de ação pelo sistema. Entretanto, na última linha
do algoritmo há uma chamada para o módulo Mostrar_Relatório, esse recebe como entrada os
dados de compra e venda de cada ação negociada entre as datas inicial e final e emite na tela os
resultados da simulação.
Antes de detalhar as saídas, é importante explicar as formas possíveis de atuação de um in-
vestidor e como o simulador os representará. Um investidor pode optar por realizar operações no
mercado de ações conduzido pela tendência dos indicadores, ou não, seguindo então contraten-
dência. Quando segue a tendência, ele age de acordo com os indicadores obtidos pelas técnicas
adotadas. No caso do simulador, ele segue a tendência dos indicadores de análise da multidão e
análise técnica, ou seja, compra quando estes apontarem "COMPRAR" e vende quando sinaliza-
rem "VENDER". A atuação contratendência funciona exatamente o contrário, se a indicação é
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"COMPRAR" então, se opta por vender, se "VENDER" então é o momento para comprar. Pode
ainda atuar na condição de comprado, vendido ou comprado/vendido:
1. Comprado - Assume-se uma postura otimista em relação ao ativo confiando na alta dos
preços, ou seja, adquire-se um ativo na baixa com a expectativa de vender na esperança de
uma alta dos preços. Quando uma ação é adquirida pelo simulador o status do sistema passa
a ser "COMPRADO", ou seja, significa que o sistema através de suas regras determinou a
compra de uma ação. O status do sistema só mudará quando o sistema acusar venda através
de suas análises.
2. Vendido - Espera-se lucrar com a baixa dos preços. Vende-se um ativo por um preço mais caro
crendo que poderá adquiri-lo novamente por um preço mais baixo. O simulador passa para
o estado de "VENDIDO" quando de posse de uma ação, e ainda no estado "COMPRADO",
o sistema identifica um momento de venda. Assim, a ação é vendida e o estado do sistema
passa a ser "VENDIDO", podendo a partir desse instante adquirir outra ação.
3. Comprado/Vendido - Se ganha com o empréstimo ou aluguel de ações. Funciona da seguinte
forma: se o investidor não tem a ação para vender, ele a toma emprestado pagando uma taxa
de aluguel ao dono, em seguida, o investidor a vende. Estando certo de que o preço da ação
cairá, o investidor a compra de volta por um preço inferior e a devolve a quem o emprestou.
Dessa forma, o investidor ganhou com a queda de uma ação que a princípio ele não tinha,
assumindo primeiramente a posição de vendido e posteriormente de comprado ao adquirir a
ação de volta.
O sistema emitirá para cada simulação três janelas de resultados, essas janelas serão apresentadas
visualmente no próximo capítulo, que descreverá os resultados obtidos com a simulação. A primeira
é constituída por quatro gráficos:
• o primeiro deles apresenta as linhas de preço de fechamento ajustado e as MME de 5, 20 e 200
períodos, bem como as marcações com os caracteres "C" e "V" que indicam respectivamente
o momento para compra e venda segundo o Twitter;
• o segundo MACD apresenta as linhas MACD e Sinal;
• o terceiro, gráfico de barras, apresenta o volume de Tweets capturados para o período.
A segunda janela apresentará os dados de saída da simulação dispostos em uma tabela. Nas linhas
os resultados de cada operação e nas colunas as saídas:
• Data Compra - Mostra os dias em que a compra de uma ação foi realizada;
• Data Venda - Mostra os dias em que a ação adquirida na Data Compra foi vendida;
• Lucro - lucro médio por operação para cada compra e venda efetuada, conforme a forma de
atuação no mercado que pode ser comprado, vendido ou comprado/vendido seguindo ou não
a tendência, conforme os termos explicados acima;
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• Preço Compra - Preço de fechamento ajustado para a ação na data da compra;
• Preço Venda - Preço de fechamento ajustado para a ação na data da venda;
• Quantidade dias Comprado - Quantidade de dias em que o simulador permaneceu com status
COMPRADO.
A terceira janela emitirá um relatório final de toda a simulação com os dados:
• Quantidade de dias em que o sistema permaneceu como COMPRADO;
• Quantidade de operações realizadas;
• Lucro acumulado com todas as operações;
• Lucro médio por operação;
• Sharpe ratio;
• Porcentagem de operações lucrativas.
O simulador, ao realizar suas atividades de compra e venda de ações, atua como comprado e
seguindo a tendência e, a partir dos dados de saída obtidos (data_compra, data-venda, preço
compra, preço venda, quantidade de dias comprado), ele calcula também as saídas para uma
atuação na forma de vendido e comprado/vendido seguindo ou não a tendência. Para isso, foram
realizados os seguintes cálculos, sejam r1, r2, r3, ..., rn os retornos obtidos por cada uma das n
operações realizadas em um período de N dias de simulação, assim:
• o retorno para cada operação seguindo a tendência - d - atuando como comprado - c - ,




















• O retorno para cada operação seguindo contra a tendência - cd - atuando como comprado -





























• O lucro médio por operação para operações que seguem ou não a tendência, optando por








• O lucro médio acumulado - a -, obtido para comprado, vendido ou comprado/vendido, mas








• O lucro médio acumulado seguindo contra a tendência para comprado, vendido ou com-








Além dos retornos e lucro médio acumulado, o simulador também calcula o índice de sharpe
ratio definido matematicamente como:
SR =
E [ri − rf ]
σi
. (5.14)
Sendo E[.] o valor esperado para o retorno i do ativo, rf o retorno sobre um ativo de referência,
tal como uma taxa livre de risco ou um índice como CDI 2 no caso do Brasil ou S&P5003 nos EUA,
e σi seu desvio padrão.
O índice de sharpe ratio é um importante indicador financeiro desenvolvido por William F.
Sharpe para avaliação de rentabilidade e risco do investimento, ou seja, ele permite julgar o quanto
o retorno compensa o risco assumido pelo investidor. Sua definição mede a relação entre o retorno
excedente ao ativo livre de risco e a volatilidade. Se uma comparação for feita entre dois ativos
e um ponto de referência comum, aquele que possuir um sharpe ratio mais elevado proporcionará
um melhor retorno para o mesmo risco, assim quanto maior o valor do índice, melhor.
Para a aplicação do sharpe ratio sobre os dados de saída do simulador foram adotados os
seguintes esquemas, sejam xj , x∗j , i e l respectivamente para o mês j, a rentabilidade das operações
encerradas, o CDI do mês (a Tabela 5.1 apresenta os valores do CDI para os meses avaliados),
i iniciando da primeira operação finalizada até l a última e I sendo o total de meses nos quais
2Certificado de Depósito Interbancário, atualmente DI (Depósito Interfinanceiro) - São títulos de emissão das
instituições financeiras monetárias e não-monetárias que lastreiam as operações do mercado interbancário,mais
informações em [146].
3Standard & Poor’s 500 - Índice que representa o desempenho do mecado de bolsa de valores norte-americano.
Os 500 representam as quinhentas ações mais importantes do mercado, essas são de empresas escolhidas por um
comitê levando em consideração o tamanho, liquidez e setor dessas empresas.
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as operações foram completadas durante toda a simulação. Dessa forma, a partir definição da
















j=1(xj − x∗j −m)
, (5.16)
com m = 1I
∑I
j=1(xj − x∗j ) .
Os resultados obtidos pelo simulador para a tomada de decisão para a compra e venda de ações
para PETR4 e VALE5 serão apresentados e discutidos no próximo capítulo.





Este capítulo apresenta os resultados alcançados com os dados de entrada processados pelo
simulador. As saídas obtidas para as ações PETR4 e VALE5 serão analisadas e discutidas nas
seções posteriores.
6.2 Dados e Ferramentas
Sobre os dados de entrada utilizados para a simulação:
• Quantidade total de dias: 426 dias foram apresentados ao sistema que compreendem os dados
coletados entre 13 de agosto de 2013 e 04 de maio de 2015. Destes foram removidos os dias
não comerciais (sábados, domingos e feriados) e dias com problemas técnicos (quando não
houve captura por motivos técnicos de queda de sinal de energia, sinal Internet, problemas
no software de captura ou banco de dados);
• Quantidade total de tweets: A base de dados total possui 8.144.657 tweets, a partir desses,
uma rotina de seleção os separou em 50.500 tweets para PETR4 e 22.868 para VALE5. Após
a aplicação das rotinas de limpeza dos dados, conforme os critérios estabelecidos na Seção
5.3.1 do Capítulo 5, PETR4 passou a conter 38.070 tweets e VALE5 13.218;
• Dados da bolsa de valores: Foram utilizados os valores de preço de fechamento ajustado para
as ações PETR4 e VALE5 para os 426 dias de negociação. No caso da análise técnica que
realiza os cruzamentos de médias móveis, o histórico de preços das ações foi utilizado para
os cálculos das médias necessárias.
• Limiar de tweets: Foram utilizados inicialmente dois valores, Limiar = 0 e Limiar =
( 1n
∑n
t=1Bt)/2 com n amostras, o segundo foi calculado a partir do indicador Twitter Bt,
que reflete a quantidade total de tweets trafegados no dia t. Esse valor foi escolhido de forma
aleatória;
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• Objetivo de lucro desejado: O usuário pode optar por realizar as simulações sem objetivo de
lucro ou optando por lucro desejado. As opções testadas durante a simulação foram 3%, 5%,
8% e 10%, também escolhidas aleatoriamente.
As saídas do simulador são: data_compra; data-venda; preço compra; preço venda; quantidade de
dias comprado; o retorno para as estratégias que seguem ou não a tendência atuando como com-
prado; vendido e comprado/vendido; e índice sharpe ratio. Para melhor visualização e organização
das saídas do simulador, essas foram exportadas para uma planilha do Microsoft Excel para Mac
(2011) e nela foram calculadas para cada simulação o lucro médio por operação e a porcentagem
de operações lucrativas.
As informações sobre as simulações realizadas, bem como os dados de saída, serão exibi-
dos em tabelas detalhando o objetivo de lucro desejado, a estratégia (comprado, vendido, com-
prado/vendido seguindo a tendência ou contra a tendência) e o limiar adotado. Para facilitar a
visualização dos lucros acumulados das operações, cores diferentes foram adotadas:
• Para o lucro acumulado maior que 0,00% e menor que 30,00%, este será marcado na cor
amarela;
• Sendo maior ou igual a 30,00% e menor que 100,00% será marcado na cor laranja;
• Se maior ou igual a 100,00% será marcado com a cor azul;
• Os três maiores lucros acumulados de cada tabela estão em negrito.
As mesmas condições de simulação elaboradas foram empregadas para as ações da PETR4 e
VALE5. As saídas para cada simulação serão comentados nas seções seguintes.
As tabelas de dados dos resultados foram organizadas no aplicativo Excel, padrão americano,
para MacOS da Microsoft. Por esse motivo as casas decimais dos valores apresentados encontram-se
separadas por "." e não por "," que é o padrão adotado em português.
6.3 Resultados para a simulação de análise técnica
As Tabelas 6.1 e 6.2 apresentam os valores obtidos para a simulação de compra e venda das
ações PETR4 e VALE5 por métodos de análise técnica MACD, MME de 5 e 20 períodos e MME de
20 e 200 períodos, todas sem interferência alguma de dados de redes sociais. Essas técnicas utilizam
do preço das ações para indicar momentos propícios para a compra e venda, conforme relatado
no capítulo anterior. As tabelas contêm células vazias porque para alguns dados de entrada não
houve resultados.
Para a análise técnica, foram executadas 90 simulações para cada uma das ações. Sobre cada
método de análise técnica simulada, algumas informações interessantes:
• MACD: foram 5 operações lucrativas para PETR4 e 15 para VALE5. O maior lucro acu-
mulado e sharpe ratio para PETR4 foi de 56,95% e 0,23, adotando a condição de COM-
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PRADO/VENDIDO, contratendência e com ou sem objetivo de lucro. Para a VALE5, ado-
tando as mesmas características, o lucro acumulado foi de 65,19%. O menor lucro acumulado
para VALE5 foi de 9,90% na condição de VENDIDO, seguindo a tendência e com ou sem
objetivo de lucro;
Tabela 6.1: Resultados da simulação de compra e venda da
PETR4 por análise técnica.
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• MME 5 e 20 períodos: 15 operações lucrativas para PETR4 e VALE5. O maior e menor
lucro acumulado para PETR4 foi de 43,58% e 14,03% e de 56,68% e 19,58% para VALE5;
• MME 20 e 200 períodos: 15 operações lucrativas para PETR4, cujo maior lucro acumulado
foi de 36,02% e o menor 3,52%. Nenhuma dessas simulações resultou em saídas para VALE5.
Tabela 6.2: Resultados da simulação de compra e venda da
VALE5 por análise técnica.
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Tanto na tabela referente aos resultados da ação da Petrobrás quanto da Vale é possível observar
a repetição de dados de saída para todos os objetivos de lucros disponíveis. Isso se deve ao fato
de que o algoritmo atua observando a condição de compra e venda disponibilizada pela técnica de
cruzamento de médias móveis adotada ou a condição de objetivo de lucro. Qualquer das condições
sendo satisfeita, o algoritmo efetua a compra ou venda sinalizada. Por isso, os valores de indicadores
disponibilizados na entrada produziram os mesmos valores na saída para quaisquer objetivos de
lucros da entrada.
Quanto ao valor do sharpe ratio, nas simulações de análise técnica para PETR4, o maior valor
obtido foi de 0,8854 operando comprado e também comprado/vendido, contratendência com ou
sem objetivo de lucro para MME de 20 e 200 períodos. Para VALE5, o maior valor de sharpe ratio
foi de 0,3186 obtido na condição de vendido, seguindo a tendência e sem objetivo de lucro para
MME de 5 e 20 períodos.
Das operações de análise técnica simuladas, 44,45% para PETR4 e 45,00% para VALE5 foram
lucrativas, respeitando as condições impostas pelo sistema de período de atuação no mercado, tipo
de técnica adotada e levando em consideração apenas o preço de fechamento ajustado para cada
ação.
6.4 Resultados para a simulação de análise da multidão
As Figuras 6.1 e 6.2 exibem as janelas de saídas de gráficos possíveis do simulador; a primeira
para PETR4 e a segunda para VALE5. Em ambas, são plotadas as estratégias adotadas para efeito
de comparação. As janelas apresentam quatro gráficos cada:
• o primeiro de ambas as figuras representa as linhas plotadas para médias móveis de 5, 20 e
200 períodos, bem como a curva do preço de fechamento ajustado para PETR4 (Figura 6.1)
e VALE5 (Figura6.2). As marcações com os caracteres "C" e "V" indicam os momentos para
compra e venda detectados pelos indicadores do Twitter sem aplicação de limiar;
• O segundo gráfico da primeira figura mostra a linha do preço ajustado da ação, as linhas
MME 5 e 20 períodos e as marcações com os caracteres "C" e "V" que apontam quando
o cruzamento das médias móveis indicam compra e venda. O segundo gráfico da segunda
figura exibe a linha do preço ajustado da ação e as marcações com os caracteres "C" e "V"
que apontam quando o MADC indica compra e venda;
• O terceiro da primeira figura mostra a linha do preço ajustado da ação, as linhas MME 20 e
200 períodos e as marcações com os caracteres "C" e "V" que apontam quando o cruzamento
das médias móveis indica compra e venda. O terceiro da segunda figura expõe o cruzamento
das linhas MACD e Sinal para os dados de preços da VALE5;
• No quarto e último gráfico de ambas as Figuras 6.1 e 6.2 é possível observar o volume de
tweets da ação para o período de simulação.
84
Outra janela de saída do sistema está exposta na Figura 6.3. Em (a) é apresentada a janela de
saída do sistema para os resultados numéricos de cada operação da simulação de compra e venda da
PETR4 por análise da multidão com limiar igual a 40 e objetivo de lucro de 10%. Nas colunas da
janela estão dispostos para cada operação a data de compra e venda, os lucros obtidos LTC, LTV
e LTCV que estão, respectivamente, seguindo à tendência comprado, vendido e comprado/vendido
e LCTC, LCTV e LCTCV contra a tendência comprado, vendido e comprado/vendido. Em (b),
os valores do sharpe ratio para a simulação total, ou seja, leva em consideração todas as operações
realizadas para o cálculo.
O resumo das saídas numéricas para as sessenta simulações executadas baseadas exclusivamente
em análise da multidão podem ser visualizadas nas Tabelas 6.3 para PETR4 e 6.4 para VALE5.
Das operações simuladas, 40% das PETR4 e 50% das VALE5 foram lucrativas. Nessa última,
todas as operações que seguiram a tendência foram positivas. Tanto para PETR4 quanto para
VALE5 todas as operações contratendência não geraram lucro. Este é um ponto muito interes-
sante a ser observado nessas tabelas, pelos resultados obtidos percebe-se que há uma verdade
embutida nas mensagens trafegadas na rede social Twitter sobre as ações investigadas. Isto é, os
resultados apontam que o burburinho das redes sociais é verdadeiro, pois, na simulação, ao operar
contratendência não há obtenção de lucros.
A média aritmética da quantidade de operações realizadas e dias em que o sistema permaneceu
na condição de comprado, sem limiar para tweets, é de 62 operações em 199 dias para PETR4 e 73
em 273 dias para VALE5. Quando o limiar de tweets é aplicada a média passa para 42 operações
em 167 dias para PETR4 e 61 em 265 dias para VALE5.
Em operações que não levaram em conta a quantidade de tweets trafegados no dia, ou seja,
sem limiar, o maior lucro obtido foi de 38,29% para PETR4 e de 224,28% para VALE5. Ao aplicar
o limiar, que só permite a realização de uma operação se a quantidade de tweets trafegada no dia
for igual ou superior a este, o maior lucro alcançado para operações da PETR4 foi de 277,86% e de
195,37% para VALE5. Os maiores lucros obtidos em todas as simulações realizadas estão nessas
tabelas de resultados para análise da multidão.
Comparando a obtenção de lucros de PETR4 e VALE5, a primeira alcançou maiores valores
quando o limiar foi utilizado. Entretanto, a quantidade de tweets disponíveis para a PETR4 é
maior do que os da VALE5, portanto seu limiar é maior e este, por sua vez, ajuda a reforçar
o pensamento da maioria no dia avaliado sobre a ação em questão. Quando não há limiar, se
apenas uma pessoa opina negativamente ou positivamente na rede social, esse sentimento único
será o responsável pela tomada de decisão. Se há o limiar, só serão avaliados para compra ou
venda os dias em que várias pessoas comentaram, dessa forma, a decisão será tomada levando-se
em consideração o pensamento de várias pessoas.
No caso da VALE5, os maiores lucros foram realizados sem a adoção de limiar, no entanto, a
diferença entre e o valor do limiar utilizado em PETR4 para o da VALE5 é grande, e a diferença

































Os maiores valores obtidos para sharpe ratio, calculado em relação ao índice CDI da Tabela
5.1 e conforme explicado na Seção 5.5 do Capítulo5, foram de 0,43 e 0,65. O primeiro para PETR4
em uma operação com limiar para tweets, atuando como COMPRADO/VENDIDO, seguindo a
tendência e objetivando 10% de lucro, o segundo para VALE5 obtido na simulação de atuação
COMPRADO/VENDIDO, seguindo a tendência e objetivando 3% de lucro.
Um valor também interessante em relação às simulações realizadas é a porcentagem de opera-
ções lucrativas, próxima dos 50% para a análise da multidão.
6.5 Resultados para a simulação de análise técnica com análise da
multidão
As Tabelas 6.5, 6.6, 6.7 e 6.8 apresentam as simulações de análise técnica com análise da
multidão, definidas na Seção 5.4.2 do capítulo anterior, para compra e venda de ações da PETR4
e VALE5. Nas subseções seguintes serão comentados os resultados alcançados.
6.5.1 Twitter com Convergência/Divergência de médias móveis - MACD
Os valores apresentados nas Tabelas 6.5 e 6.6 apresentam as simulações executadas para PETR4
e VALE5 baseadas nos indicadores obtidos do Twitter e no modelo MACD da análise técnica. De
acordo com as definições para essa modalidade de simulação apresentadas no Capítulo 5, uma
compra ou venda só é efetivada quando há uma indicação do MACD e esta é confirmada pelos
indicadores do Twitter em um dos três dias t ( o dia em questão), t-1 ou t-2 .
Das sessenta simulações realizadas para PETR4, apenas 20% foram lucrativas. Um resultado
positivo foi obtido ao seguir a tendência, os demais foram alcançados na contratendência. O maior
valor de sharpe ratio foi de 0,5 para duas simulações com maior lucro acumulado: 100,86% e
162,31%. O primeiro desses foi obtido quando o simulador atuou como COMPRADO e o segundo
como COMPRADO/VENDIDO, ambos contratendência, sem objetivo de lucro e com aplicação
de limiar para tweets. A maior parte das operações lucrativas para PETR4 foram realizadas com
aplicação de limiar para tweets.
Os resultados obtidos para VALE5 foram bem diferentes dos da PETR4 tanto as operações
realizadas com limiar como as sem limiar alcançaram lucros. Das sessenta simulações realizadas
para MACD com Twitter, 46% delas obtiveram lucro. O maior valor de sharpe ratio foi de 0,31 e
foi obtido quando lucros acumulados de 77,37% e 62,79% foram alcançados. Esses são dois dos três
maiores lucros acumulados obtidos para a VALE5. A média aritmética da quantidade de operações
realizadas e dias em que o simulador permaneceu comprado para operações sem limiar de tweets
































Figura 6.3: Janelas de saídas numéricas do sistema para análise da multidão PETR4 com limiar
40 e objetivo de lucro de 10%, (a) saídas por operação e (b) sharpe ratio de toda a simulação.
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Tabela 6.3: Resultado da simulação por análise da multidão
- Twitter para PETR4 com e sem limiar de tweets.
Tabela 6.4: Resultado da simulação por análise da multidão
- Twitter para VALE5 com e sem limiar de tweets.
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6.5.2 Twitter com cruzamento de Médias Móveis Exponenciais - MME
As Tabelas 6.7 e 6.8 apresentam os resultados das simulações de compra e venda de ações a
partir de indicadores do Twitter para o dia t ou t − 1 e t − 2 e cruzamento de médias móveis
exponenciais de 5 e 20 períodos.
Das simulações realizadas para PETR4, 46,6% foram lucrativas. O maior lucro acumulado al-
cançado foi de 91% para uma operação que seguiu a tendência atuando como COMPRADO/VENDIDO
e com objetivo de 10% de lucro. O maior valor de sharpe ratio de toda a tabela da PETR4 também
foi observado nesta operação 0,31.
Em relação aos resultados da VALE5, de todas as operações realizadas para MME com Twitter
55% foram lucrativas. Os dois maiores valores para lucro acumulado alcançado foram de 74,68%
e 70,22%, ambos obtidos em uma simulação que seguiu a tendência como COMPRADO e com
objetivo de 3% de lucro, sendo o primeiro com, e o segundo sem aplicação de limiar para tweets.
Os maiores valores para sharpe ratio da tabela também foram obtidos nessas operações 0,43 na
primeira e 0,39 na segunda.
Em média, o sistema realizou 15 operações em 180 dias para PETR4 e 12 operações em 145
dias para a VALE5 sem a adoção de limiar para tweets. Com o limiar em média foram realizadas
11 operações em 178 dias e 12 em 145, respectivamente para PETR4 e VALE5.
Para a ação da Petrobrás, as simulações de Twitter com MME renderam mais operações lu-
crativas do que a técnica Twitter com MACD, entretanto, o maior lucro acumulado foi obtido na
segunda técnica.
6.6 Comentários sobre os dados
Durante a realização de vários testes com os dados de entrada percebeu-se vários detalhes que
podem a partir de agora explorados. O primeiro a ser comentado é o valor da variável Limiar. Nas
simulações acima foram adotados os valores de zero e ( 1n
∑n
t=1Bt)/2 com n sendo a quantidade
total de amostras. Esses valores foram tomados aleatoriamente, mas enquanto os testes eram
realizados, verificou-se a possibilidade de empregar outros valores.
Entretanto, percebeu-se que para a forma como os dados se encontravam, o valor adotado
inicialmente produzia resultados satisfatórios. Porém, é possível que outros valores para o Limiar
ajudem a gerar melhores resultados e, portanto, é um ponto a ser explorado.
Outro detalhe interessante é a limpeza dos dados realizada no estágio de pré-processamento
- Figura 3.1 do Capítulo 5. No decorrer da pesquisa, descobriu-se que à medida que se removia
tweets da base de dados, a partir de rotinas de limpeza mais severas, menores eram os lucros
obtidos nas simulações para análise da multidão. Para averiguar tal percepção, foram realizados
alguns testes com a mesma base de dados descrita na Seção 6.2 deste capítulo e utilizada nos testes
relatados acima.
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Tabela 6.5: Resultado da simulação MACD com Twitter para
PETR4.
Tabela 6.6: Resultado da simulação MACD com Twitter para
VALE5 .
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Tabela 6.7: Resultado da simulação MME de 5 e 20 períodos
com Twitter para PETR4.
Tabela 6.8: Resultado da simulação MME de 5 e 20 períodos
para VALE5.
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Ao arquivo de expressões e palavras para limpeza de tweets utilizado nos testes acima se
acrescentou mais itens como: ’corinthians’; ’deus’;’curiosidade’; ’lento’; ’fã’; ’seguro’; ’linda’; ’carai’;
’orgulho’; ’burro’; ’burra’; ’recalque’; ’campanha da dilma’; ’Petr4 -’ (este era o início de uma
postagem com notícias sobre a Petrobrás) e mais 16 termos classificados como palavrões na língua
portuguesa, tornando a limpeza um pouco mais severa. O arquivo de tweets para PETR4 passou
de 38.070 tweets (resultado da primeira limpeza) para 27.648 com o acréscimo de expressões, e de
13.218 para 12.809 tweets da VALE5.
Como a diferença de quantidade de tweets para VALE5 é pequena da primeira limpeza para esta
mais severa, serão apresentados os resultados da simulação apenas para a PETR4, cuja diferença
e volume de dados é maior.
As Tabelas 6.9, 6.10 e 6.11 apresentam os resultados de simulação de compra e venda da ação
PETR4 para análise da multidão, MACD com Twitter e MME 5 e 20 períodos com Twitter,
respectivamente.
Ao observar e comparar os resultados obtidos para análise da multidão com limpeza e com
limpeza mais severa nas Tabelas 6.3 e6.9, é possível visualizar uma queda nos valores de lucro
médio por operação e lucro acumulado obtidos da primeira para a segunda tabela. Os maiores
valores obtidos para lucro médio por operação e lucro acumulado em simulações disponíveis na
Tabela 6.3 foram de 4,01% e 277,86%, e na Tabela 6.9 foram de 2,16% e 110,81%, ou seja, o
maior lucro caiu mais de 100% em relação ao da primeira tabela. A simulação é a mesma, a única
diferença está nos dados oriundos do Twitter, que passaram por uma rotina de pré-processamento
com limpeza mais severa.
Ao aplicar Twitter com MACD, o maior lucro acumulado passou de 162,31% (Tabela 6.5) para
173,04% (Tabela6.10). No caso da simulação de MME com Twitter, o maior lucro acumulado
passou de 91% (Tabela 6.7) para 172,55% (Tabela 6.11). Essa situação traz a reflexão de que um
equilíbrio na limpeza dos dados das redes sociais é necessário, a remoção severa de tweets com
palavrões e expressões nem sempre é a melhor opção quando se deseja obter indicadores de ten-
dência e sentimento a partir de mensagens das redes sociais. No caso das simulações apresentadas,
a diferença nos lucros acumulados em alguns dos casos foi de mais de 100% para menos, valor
bastante significativo em se tratando de lucros.
Outro fato interessante a ser comentado nessa experiência é que os resultados da análise da
multidão, quando aplicada uma limpeza mais severa nos dados do Twitter, foram piores do que os
das análises técnica e da multidão em conjunto. O contrário aconteceu quando a limpeza aplicada
foi mais branda, ou seja, os valores obtidos da análise da multidão foram superiores.
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Tabela 6.9: Resultados da simulação para PETR4 por análise
da multidão com limpeza severa de tweets.
Tabela 6.10: Resultado da simulação para PETR4 por Twit-
ter com MACD com limpeza severa de tweets.
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Tabela 6.11: Resultado da simulação para PETR4 por Twit-
ter com MME 5 e 20 com limpeza severa de tweets.
6.7 Comentários sobre transações no mercado de bolsa de valores
Como informado na introdução deste trabalho, os resultados alcançados ao final dessa pesquisa
contemplam o objetivo traçado inicialmente, que era o de investigar se seria possível obter indic-
adores, a partir de dados de redes socias em língua portuguesa, que pudessem auxiliar o processo
de tomada de decisão de um sistema computacional. No caso deste trabalho, foi adotada a sim-
ulação de compra e venda de uma ação da cada possibilidade de negociação na bolsa de valores
para validação do sistema de tomada de decisão baseado em análise da multidão.
Entretanto, para que a modalidade de compra e venda de ações baseada em análise da multidão
pudesse efetivamente ser utilizada por investidores, um novo estudo sobre gastos com transações,
ou seja valores pagos a corretoras de ativos e impostos, deveria ser realizado para averiguar a
efetividade dos lucros apontados pelo simulador. Para operar na bolsa de valores é necessário
passar por uma instituição que seja autorizada a comprar e vender ações e demais ativos na bolsa
de valores. Essas instituições são habilitadas a executar suas operações pelo Banco Central e pela
Comissão de Valores Mobiliários (CVM).
Existem várias corretoras no mercado de ações brasileiro, cada uma com várias opções de preços
disponíveis para investidores dependendo do seu tipo de atuação no mercado. De acordo com a
opção escolhida pelo investidor, um custo a mais lhe será cobrado por suas negociações. Além dos
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valores com a corretora, existem também custos relacionados aos impostos cobrados no Brasil para
quem opera na bolsa dependendo dos lucros obtidos.
Assim, conforme os resultados apresentados nas seções anteriores, o simulador provou que é
possível obter informações de dinâmica do mercado em redes sociais e essa informação pode ser
usada para compor estratégias de compra e venda de ações. Entretanto, o investidor deve avaliar,
de acordo com os custos inerentes às negociações na bolsa, se estes compensam o investimento.
Como estudo futuro, dados sobre gastos em relação a corretoras mais utilizadas por investidores
brasileiros podem ser levantados para estimar o lucro efetivo e real obtido com as transações
realizadas a partir do simulador baseado em análise da multidão.
Tabela 6.12: Custos com corretora para negociações na bolsa
de valores (valores pesquisados em outubro de 2015).
Corretora Valor líquido ISS(5%) Valor bruto
Mirae (http://corretora.miraeasset.com.br) R$ 1,50 R$ 0,075 R$ 1,57
Tov(http://www.tov.com.br) R$ 1,99 R$ 0,10 R$ 2,09
Na Tabela6.12 estão disponíveis os custos cobrados por duas corretoras nacionais, cujos valores
adotados estão entre os mais acessíveis, para que se possa ter uma ideia sobre os gastos efetivos no
processo de adquirir ou vender ações no mercardo brasileiro de bolsa de valores. Na tabela a sigla
ISS se refere ao Imposto sobre serviços de qualquer natureza praticado no Brasil. É importante
salientar que cada corretora tem sua forma de trabalhar oferecendo aos seus clientes pacotes de
corretagem que possuem limites para compra de ações mensal. Isso significa que o investidor,
adquirindo um pacote qualquer X, poderá realizar negociações até um limite de valor Y. Outras





Nesse capítulo, serão apresentadas as conclusões finais sobre a pesquisa concluída e também
considerações a respeito de possibilidades de trabalhos futuros a serem realizados na área de análise
de conteúdo de redes sociais para previsão e auxílio à tomada de decisão humana.
7.2 Conclusões
Sobre os resultados obtidos das simulações demonstradas no Capítulo 6 para compra e venda
de ações PETR4 da Petrobrás e VALE5 da Vale S.A., foi possível perceber o quanto a análise
da multidão é promissora e desafiadora para o campo da pesquisa. O universo de indicadores a
serem formados a partir de mensagens postadas nas redes sociais é imenso. Nesse trabalho, foram
utilizadas apenas mensagens da rede social Twitter, entretanto, existem várias outras, inclusive
específicas que podem ser exploradas por sistemas de auxílio à tomada de decisão por humanos.
Além das mensagens em redes sociais, os links de sites postados nas mensagens podem possuir
um conteúdo que pode agregar valor ao sentimento da mensagem postada, pois muitas mensagens
são compostas apenas de links que usuários colocam e que refletem sobre o que o usuário está
pensando no momento da postagem.
Em relação aos lucros acumulados, indicadores interessantes para comentar sobre as simulações
realizadas, nas Figuras 7.1 e 7.2, estão disponibilizados gráficos que permitem a comparação,
quando existirem, dos cinco maiores lucros acumulados obtidos nas simulações para PETR4 e
VALE5 do Capítulo 6. É visível que os maiores lucros acumulados alcançados foram com a análise
da multidão. As técnicas de cruzamento de médias móveis MME e MACD obtiveram os menores
valores, em algumas simulações não foi possível obter operações com os dados de entrada, por isso
encontram-se sem valores nos gráficos.
Outro valor interessante para reflexão que avalia a relação entre o retorno e o risco de um
investimento, tendo por base um ativo livre de risco (foi adotado o CDI) é o sharpe ratio. Para
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Figura 7.1: Cinco maiores lucros acumulados obtidos com as simulações realizadas, em (a) PETR4
e em (b) VALE5.
Figura 7.2: Cinco maiores valores de sharpe ratio alcançados com as simulações realizadas, em (a)
PETR4 e em (b) VALE5.
PETR4, os maiores valores foram alcançados na simulação da análise técnica MME de 20 e 200
períodos e análise da multidão - Twitter com análise técnica MACD, Figura 7.2 (a). É importante
notar que o maior valor de sharpe ratio alcançado de 0,88, foi realizado em uma simulação na qual
apenas uma operação foi realizada, conforme a descrição da Tabela 6.1 para estratégia MME 20
e 200 períodos, na contra tendência atuando como comprado. Os maiores valores para VALE5
foram obtidos com análise da multidão, veja Figura 7.2 (b).
Os valores apresentados evidenciam o quão promissores são os indicadores obtidos a partir da
rede social Twitter para avaliar compra e venda de ações no mercado brasileiro de bolsa de valores.
Ambas as Figuras 7.1 e 7.2 resumem o quanto é interessante a aplicação de indicadores de redes
sociais tanto isoladamente quanto quando em conjunto com outros indicadores de outras fontes.
Comparando os resultados obtidos para os métodos de análise técnica com os demais que utilizam
das redes sociais, o segundo conquistou melhores resultados.
É oportuno salientar que essa pesquisa não levou em consideração as flutuações dos preços
das ações durante o dia, aqui foram considerados apenas o valor de preço de fechamento ajustado
e todos os tweets trafegados no dia para simulação, ou seja, não foram utilizados nem preços,
nem tweets de hora em hora ou de minuto em minuto como fariam os investidores normalmente.
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Entretanto, mesmo em condições restritivas à análise da multidão se mostrou vantajosa em relação
às demais investigadas.
Sobre a natureza dos dados obtidos das redes sociais, é importante ressaltar quão grande é o
desafio de trabalhar com o pensamento humano expresso em palavras. A análise de sentimento
herda todos os problemas, insolúveis até o momento, que são alvos atuais de pesquisa na área de
processamento natural de linguagem tais como ambiguidade, mistura de idiomas, frases com erros
ortográficos e gramaticais, sarcasmo e outros. Não é objeto de estudo de essa pesquisa produzir
melhores sistemas para análise de sentimentos, no momento foi escolhido um software livre e de
uso já comprovado em outras pesquisas e que aceitasse a língua portuguesa para treinamento.
Entretanto, o problema de obtenção do sentimento do conteúdo dos tweets não foi completamente
sanado. Os treinamentos realizados obtiveram em torno de 55% de acerto que é factível para
as conclusões desse trabalho, porém pode ser explorado em trabalhos futuros para melhorar essa
percentagem.
Outra questão é a limpeza dos dados. No decorrer da pesquisa, várias questões foram viven-
ciadas, uma delas foi a leitura do banco de tweets. Inicialmente, muitas mensagens (contendo
links, palavrões, repetição de mensagens) foram consideradas espúrias e no transcorrer da pes-
quisa, após revisões e análises revelaram-se válidas. Exemplo são os retweets, que inicialmente
foram removidos da base e após reflexão foram readmitidos por reforçam uma ideia postada por
outro usuário da rede social. Esses problemas foram experimentados no momento em que foram
realizadas as simulações de compra e venda. Ao limpar completamente a base de tweets removendo
palavrões, retweets e links, muito do pensamento da multidão também foi removido, fazendo com
que os resultados obtidos fossem menos interessantes, situação apresentada na Seção 6.6 do Capí-
tulo 6.Dessa forma, percebeu-se uma relação muito importante da limpeza adequada dos dados e
bons resultados obtidos para a análise da multidão.
Um fator também interessante em relação aos dados é o limiar adotado para restringir as
operações de compra e venda. Para PETR4, nas operações nas quais foram adotadas o limiar
observou-se a obtenção dos melhores valores para lucro acumulado e sharpe ratio. Isto significa
que para efetivar uma compra ou venda é necessário ter uma quantidade mínima de comentários
sobre a ação no dia em questão. Quando não há limiar, se no dia avaliado houver um tweet, esse
único será o responsável pela tomada de decisão. A Figura 7.3 apresenta os melhores resultados
para VALE5 e PETR4 com e sem limiar para efeitos de comparação. No entanto, os maiores
lucros foram para VALE5 obtidos sem o uso de limiar. Uma questão que pode ser avaliada é a
quantidade total de tweets, que para PETR4 é bem maior que a VALE5. Vários valores de limiar
foram testados, todavia sem nenhum critério. Essa é uma característica que também pode ser
explorada, ou seja, a obtenção de valores de limiar que proporcionem maiores lucros.
7.2.1 Comparativo simplificado de rendimentos da simulação com poupança e
CDI
Uma comparação bastante simplificada pode ser realizada entre os melhores rendimentos da
simulação de compra e venda de ações para PETR4 e VALE5 e a poupança e CDI, esses dois últimos
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Figura 7.3: Cinco maiores lucros acumulados com e sem limiar, em (a) PETR4 e em (b) VALE5.
são considerados modalidades de investimento conservadores. Para realizar essa comparação, foi
utilizada uma ferramenta de simulação disponibilizada pelo Banco Central ao cidadão brasileiro
para cálculo de rendimentos de poupaça, CDI e outros, a Calculadora do Cidadão1.
No dia 13/08/2013, data inicial de coleta de dados, o preço de fechamento ajustado para uma
ação PETR4 e VALE5 era de R$16,3 e R$36,56, respectivamente. Utilizando a Calculadora do
Cidadão é possível ter uma noção de quanto seria a porcentagem de correção sobre o valor de uma
ação até 04/05/2015, data final de coleta de dados da pesquisa. As Figuras 7.4 e 7.5 apresentam
o cálculo feito no site do Banco Central para correção do valor pelo CDI e pela poupança.
Se o investidor estivesse aplicado R$16,37 ou R$36,56 referentes ao preço de fechamento ajus-
tado das ações PETR4 e VALE5 no período de 13/08/2013 a 04/05/2015 obteria 19,01% de lucro
acumulado em CDI (Figura 7.4 ) e 11,99% em poupança (7.5 ).
Caso o investimento fosse feito em uma ação PETR4 da bolsa de valores, e seguindo as regras
de compra e venda determinadas pelo simulador apresentado no Capítulo 5, obteria 277,86% de
lucro acumulado em uma análise da multidão com valor de limiar de tweets igual à 40, objetivo
de lucro de 5%, atuando na tendência como COMPRADO/VENDIDO – Tabela 6.3. Sendo esse o
maior lucro acumulado obtido para a PETR4 de todas as simulações realizadas.
Se optasse por uma ação VALE5, seguindo o simulador de compra e vendas (Capítulo 5),
seria obtido 224,28% de lucro acumulado em uma análise da multidão, sem aplicação de limiar de
tweets, objetivando lucro de 3%, atuando na tendência como COMPRADO/VENDIDO – Tabela
6.4. Sendo esse também o maior lucro acumulado obtido para a VALE5 de todas as simulações
realizadas.
Dessa forma, mesmo que as aplicações sejam diferentes em termos de risco, sendo CDI e
poupança conservadores e a bolsa de valores de alto risco, é possível comparar, mesmo que de
maneira simplificada, o valor dos lucros obtidos com ambas opções de investimento.
1Disponível em: http://www.bcb.gov.br/?CALCULADORA
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Figura 7.4: Cálculo do rendimento do valor de uma ação no CDI durante o período simulação
adotado, (a) PETR4 e (b) VALE5.
Figura 7.5: Cálculo do rendimento do valor de uma ação na poupança durante o período simulação
adotado, (a) PETR4 e (b) VALE5.
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7.3 Trabalhos Futuros
Sobre os resultados obtidos para a análise estatística inicial apresentada no Capítulo 4, o modelo
de regressão linear adotado, conforme comentado anteriormente, é o simples, de maneira que os
resultados alcançados foram os iniciais para a pesquisa. Desejava-se, primeiramente, verificar o
relacionamento estatístico entre os indicadores a serem utilizados posteriormente. Entretanto,
no capítulo foram pontuadas algumas alternativas que podem ser aplicadas em relação a obter
melhores resultados quanto ao relacionamento estatístico como:
• Aplicação de pesos que favoreçam um conjunto de pontos em relação a outro;
• Adoção de modelo de ajuste de uma curva ampliando a quantidade de parâmetros a serem
ajustados com a finalidade de captar um intervalo de confiança maior;
• Adoção de modelos não-lineares e modelos para análise de séries temporais muito utilizados
em economia como ARMA e ARIMA;
• Aplicação de indicadores de Twitter juntamente com vários indicadores de mercado para o
enriquecimento de modelos de predição e obtenção de estimadores mais robustos;
• AAdoção de modelos de predição baseados no burburinho e indicadores do mercado do dia
t-1, estimar o comportamento do mercado no dia t.
Com relação aos resultados finais desta pesquisa alcançados com o simulador de compra e venda de
ações, abre-se um leque de oportunidades para estudos e melhoramento de resultados. Com relação
aos dados obtidos do Twitter, aqui foram apresentados estudos iniciais de análise de sentimento de
tweets em língua portuguesa para o campo de mercado de bolsa de valores brasileiro. Entretanto,
muito ainda pode ser desenvolvido nesse sentido, como, por exemplo:
• Verificação de limpeza de dados, qual a medida aproximada de limpeza nos dados que favoreça
melhores resultados de predição. Durante os testes realizados, verificou-se, superficialmente,
que quanto mais limpeza fosse aplicada aos tweets, pior era o resultado do simulador baseado
apenas em análise da multidão e melhor eram os resultados obtidos quando análise técnica
era empregada com análise da multidão. É interessante verificar qual seria o equilíbrio para
remoção de tweets detectados como espúrios da base de dados;
• Estudos de ferramentas de análise de sentimento de documentos para a língua portuguesa. A
grande maioria está disponível para a língua inglesa, entretanto, o volume de dados trafegado
em língua portuguesa nas redes sociais é gigantesco e promissor não só para mercado de ações,
mas também para várias outras aplicações tais como: análise de sentimento sobre aceitação de
produtos e campanhas lançadas por empresas e governantes, sobre difamação de pessoas como
celebridades, políticos e empresas, sobre eventos esportivos, epidemias, problemas sociais, e
muitas outras possibilidades;
• Estudos sobre a veracidade da dinâmica humana, ou seja, se o conteúdo compartilhado nas
redes sociais pode ser tomado como verdadeiro ou falso. No caso da pesquisa apresentada,
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nas condições de dados adotados, os resultados obtidos com o simulador para análise da
multidão e que seguiam a tendência do burburinho das redes, obtiveram resultados de lucros
acumulados superiores as demais técnicas. Todas as operações realizadas seguindo contra
a tendência para a análise da multidão obtiveram lucros negativos, como comprovados nas
Figuras6.3 e 6.4 do Capítulo 6. Isso prova que, no contexto adotado para a pesquisa, o povo
fala a verdade na rede social Twitter sobre as ações PETR4 e VALE5 do mercado de ações
brasileiro;
• Estudos sobre a evolução do pensamento nas redes sociais. No caso dessa pesquisa, é in-
teressante acompanhar a evolução das postagens na rede Twitter sobre ações do mercado
brasileiro de bolsa de valores, avaliando: quantidade de postagens, se o investidor está ou
não interessado em continuar postando seus pensamentos a respeito do assunto nas redes, se
este pensamento ao longo do tempo continua verdadeiro, se mais pessoas se interessam pelo
tema, e se o pensamento do povo tende a melhorar os resultados do simulador de compra e
venda ao longo de anos;
• Outra possibilidade de estudo é realizar uma fusão de indicadores do Twiiter, de outras redes
sociais que o brasileiro investidor tem adotado [24], e da bolsa de valores com aplicação de
pesos nos mais confiáveis para obter predições sobre o mercado do dia seguinte. No caso
desse trabalho, foram realizadas simulações de compra e venda de ações baseadas apenas em
indicadores para técnicas de cruzamento de médias móveis e indicadores obtidos de volume
de postagens e análise de tendências e sentimento do Twitter;
• Outros indicadores podem ser adotados, como, por exemplo, um robô pode ser criado para
vasculhar os links postados em tweets. O conteúdo apontado por esses links pode ser ana-
lisado por sistemas de análise de sentimentos para documentos de forma que um tweet, que
aparentemente não contribuiria como indicador por conter um link, passaria a representar
um sentimento depois que o conteúdo apontado por esse fosse analisado;
• Outra possibilidade que também pode ser investigada é a adoção de indicadores de sentimento
disponibilizados por agências, como, por exemplo, Reuters2 e empresas como a PsychSignal
3 comentadas no Capítulo 2.
• Uma característica interessante observada nos tweets sobre as ações do mercado brasileiro é
a quantidade de mensagens postadas em inglês, talvez seja interessante explorar a análise do
conteúdo dessas mensagens com o intuito de verificar se elas agregariam valor aos indicadores
de sentimento já obtidos com a língua portuguesa;
• Aplicação de análise de sentimento de postagens em redes sociais e modelos de predição
em outras áreas como as já mencionadas (produtos e campanhas lançadas por empresas
e políticas públicas por governantes, difamação de pessoas como celebridades, políticos e




Uma das possibilidades de estudo na área de finanças, como apontado na Seção 6.7 do Capítulo,
é a investigação sobre gastos em relação a corretoras nacionais para aquisição e venda de ações
brasileiro, para que haja uma estimação do lucro efetivo e real obtido com as transações realizadas
a partir do simulador baseado em análise da multidão.
7.4 Comentários finais
Conforme todos os experimentos realizados nessa pesquisa, abordando o problema do uso de
dados obtidos através de redes sociais online como fonte de informação para previsão de comporta-
mento do mercado de ações brasileiro, os resultados apresentados se mostraram promissores para
o emprego em sistemas de auxílio a tomada de decisão.
Diante de tais resultados, abre-se um amplo espaço de possibilidades. Sobre os dados utilizados
nos experimentos, foram mais de oito milhões de tweets coletados da rede social Twitter e 626 dias
dados históricos obtidos da bolsa de valores brasileira - Bovespa.
Inicialmente, foi realizada uma análise estatística do relacionamento entre esses dados. Posteri-
ormente, foram selecionados os casos de teste, as ações PETR4 e VALE5 das empresas Petrobrás
e Vale S.A, sobre as quais um sistema simulador efetuou operações de compra e venda de ações
baseadas em tweets e preço de fechamento ajustado.
Com relação ao simulador desenvolvido para auxílio a tomada de decisão de compra e venda
de ações, através da execução dos experimentos foi possível perceber o quão desafiador é trabalhar
com dados obtidos de redes sociais e o quanto o caminho é promissor tanto para a pesquisa quanto
para o uso fora da academia.
Há muitas possibilidades em termos de dados e sistema para serem exploradas e amadurecidas.
Sobre o banco de tweets, é possível acompanhar o aumento de seu volume diariamente, consequência
do crescimento da disposição do cidadão brasileiro em comentar sobre o ambiente da bolsa de
valores do país em redes sociais. Isso só confirma que o estudo na área é de grande potencial no
Brasil, tendo em vista que o interesse pelo mercado de ações é crescente por parte da pessoa física
[24].
Há também a possibilidade de aplicação de sistemas de auxílio à tomada de decisão em diversas
outras áreas conforme citado acima e em língua portuguesa, sistemas esses que poderão produzir
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