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The problem of selecting a code to transmit four messages over the 
binary symmetric channel is studied in relation to two types of channel 
noise ("substitution" error and "deletion" error) and to two types of 
decoding strategy (maximum hit and minimum error). It is shown 
that mean Hamming distance is a good general guide to coding effi- 
ciency, except in the case of a minimum error strategy with a deletion 
error channel, where coding efficiency is critically dependent on noise 
level. An experiment in which subjects elected codes in an artificial 
language suggests that the process of recall from memory is similar 
to the process of transmitting over a deletion error channel with a 
minimum error strategy. A similar interpretation can be placed on 
the analysis of consonant systems in English, French, German and 
Welsh, where the sets of consonants of a given class in a given en- 
vironment are considered as codes whose alphabet is the phonological 
distinctive feature system of Halle (1958). 
1. INTRODUCTION 
This paper represents a reaction against he usual way that informa- 
tion theory is applied to psychology (e.g. Garner, 1962). With its empha- 
sis on information measurement and channel capacity, this latter ap- 
proach stresses the limit theorems of information theory without pro- 
dueing a convincing account of how the human observer attains these 
limits. In this paper we shall look at communication systems in terms 
we believe are more appropriate to the human observer; in particular 
we shall stress the problem of selecting codes from a limited set of 
possibilities, the nature of the channel inking transmitter and receiver, 
and the overall decoding strategy of the receiver. In the first section of 
* This work was carried out partly while the author held an MRC Scholarship 
and partly while he was Clifford Norton Junior Research Fellow at the Queen's 
College, Oxford. 
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this paper a particular coding problem will be solved. In later sections 
this result will be generalized and examples will be presented of applica- 
tions to an artificial language learning experiment and to the consonant 
systems of real languages. 
2. CODING STRATEGIES  IN THE B INARY SYMMETRIC  CHANNEL 
The channel we shall restrict our attention to is the Binary Sym- 
metric Channel, in which there are two input symbols O~ and la, and 
two output symbols Ob and lb. Since for the noiseless version of this 
channel, the input symbol x, will always produce the output symbol xb, 
we shall normally drop the suffices except when we require to make a 
special distinction between input and output symbols. 
The class of codes we shall consider is also limited. We shall consider 
only those codes whose code-words are all three symbols long. Thus 
there are eight-words we need to consider: 000, 001, 010, 011, 100, 101, 
110, 111. The problem we shall solve is one in which there are 4 messages, 
tl, t2, t3, t4, to be transmitted, and only one of the 8 code words is to be 
associated with each message. 
This problem has a geometrical representation. The set of binary code 
words n symbols long can be represented by the vertices of a hyper-cube 
in n-dimensional space, where the rth dimension is the one along which 
the rth symbol varies. In the three dimensional case the code-words and 
the associated cube are shown in Fig. 1. To select 4 code-words from 
these 8 vertices we need not consider separately those sets of points 
which can be transformed into one another by a suitable change of axes 
or origin: the design of the channel is such that all dimensions have the 
same properties and no point has particular pre-eminence. This means 
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FIG. 1. Geometrical representat ion of code words three letters long 
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that sets of points that have the same geometrical properties will have 
the same information transmitting properties in the communication 
channel. 
The distinct ypes of geometrical configuration of4 points of the cube 
are given in Fig. 2, together with a particular example of each. We can 
develop this problem a stage further. Given that there is noise in the 
Fro. 2. The six distinct types of configuration of four vertices of a cube 
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channel, which of these six codes should we choose in order best to 
transmit the 4 messages? The answer, we shall see, is not a simple 
function of the code, but depends both on the nature of the noise in the 
channel and the reliability that the receiver requires from the output. 
The general problem is this: the receiver is able to assign confidence a, 
½ < a -<_ 1 to each symbol received (i.e. the receiver knows the proba- 
bility of the symbol being the correct one is a). There is also a proba- 
bility density function p(a) with f~ p(a) da = 1 such that the proba- 
bility of a symbol being assigned confidence between a and ~ ~ ~ is 
p(a) ~a. The probabilities associated with each symbol transmitted in 
the channel are independent of each other. This elaboration of the 
simple communication channel to one where the receiver is able to make 
differential judgments about the correctness of individual output 
symbols brings it more into line with human information processing, 
where there is ample evidence of subjects' capacity for differential 
rating, (Egan et al., 1959; Broadbent and Gregory, 1963). 
The way we have formulated the situation is parallel 
to the construction of a probability ratio decision axis in signal 
detectability theory (Swets, Tanner and Birdsall, 1961). We 
differ from the line of attack of such models by considering 
special imiting cases they do not normally deal with. 
We also postulate that the receiver, in reconstructing the code word 
transmitted from the symbols received, assigns a level of confidence 
to the code-word. Note that fl is not simply the product of the levels of 
confidence for the component symbols of the code-word: because of the 
redundancy in the code ~ will in general be greater than this lower 
bound. 
We shall not solve this general problem, which involves ome tedious 
calculations, but will present solutions for the following four cases. 
(1) a is the same for all symbols, fl > ½, i.e. the receiver knows only 
the average rror rate of the channel, and when there is no other informa- 
tion available guesses are made. 
(2) a is the same for all symbols, fl is maximum, i.e. the receiver knows 
only the average rror rate of the channel and accepts only those code- 
words which it can be maximally confident about. 
(3) a = 1 with probability p, a = ½ with probability 1 -- p, i.e. the 
receiver can be certain of a proportion p of the output symbols, but has 
no further information about the remaining symbols; ~ > ½, i.e. when 
in doubt guesses are made. 
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(4) as (3) but with fl = 1, i.e. only code-words that the receiver can 
be certain about are accepted. 
Thus we have two channel output characteristics, one where no 
differentiation between the confidence levels for individual symbols is 
possible (errors are "substitution" errors), and one where this differen- 
tiation is maximal, (errors are "deletion" errors). And we also have two 
extreme decoding strategies--one in which the number of correct re- 
sponses is maximized (at the expense of introducing more errors) and 
one where the number of errors is minimized (at the expense of reducing 
the number of correct responses). 
I~ESULTS 
Detailed derivations for all codes in all cases are not presented: in this 
section, only the results are presented, and a selection of typical illus- 
trative derivations can befound in Appendix 1. 
(1) a constant, fi > 1. 
In all cases in which fi -> ½ it is possible to show that the maximum 
likelihood decision rule, i.e. the rule that maximizes the number of cor- 
rect responses, is the one that minimizes the Hamming distance between 
the received output code-word and the possible input code-words 
(Abramson, 1963, p. 165). 1 For the case we are considering this leads to 
very simple results. All the coding systems except 4(6) would have a 
proportion correct for a s, while for 4(6) the proportion would be ¼(2a 3 - 
a 2 3- a) which, for ½ < a < 1, is always less than a s. This means that if 
the receiver is trying to maximize the number of code words correctly 
interpreted, all codes are equally good, with the exception of 4(6), which 
is slightly inferior. 
(2) a constant, fl maximum for each code-word. In this case the re- 
ceiver is given the option of responding only when it is maximally 
confident of the code-words it receives. For example, consider a device 
with such limited memory capacity that it can keep in storage only one 
word at a time. If this device is allowed to ask for an unlimited number 
of repetitions of a given code-word, what decision rule should it adopt 
and what is the maximum confidence it can obtain? 
This problem is one of maximizing a posteriori probabilities. For 
fixed code-word Ka as input, when is p(K~ ]Xb) a maximum, when Xb 
1 The Hamming distance between two given code words is the number of t imes 
corresponding letters in each code word are not the same (e.g. 000 and 010 are 
Hamming distance 1 apart,  011 and 100 are Hamming distance 3 apart).  
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ranges over all possible code-words? It  is clear that Xb = Kb is the re- 
quired solution (for a formal proof, see Appendix 2), i.e. the receiver 
can be maximally confident hat a particular word was input when he 
receives that word as output. 
We can now ask how effective this decision rule is. Table 1 gives/~ 
(the average confidence level for code-words in each of the 6 codes we 
have presented) for various values of a (the probability that an in- 
dividual symbol will be received correctly). 
Of course all codes are equally good when transmission is errorless, 
and equally bad when noise is maximum. For intermediate l vels of 
noise there is a clear hierarchy of efficiency--in descending order of ~, 
the order is 4(4), 4(3), 4(2), 4(5), 4(6), 4(1). This order is maintained 
for all values of a between 0.5 and 1, except for low noise (a > 0.9) 
when 4(6) is slightly superior to 4(5). This ordering corresponds quite 
closely to the average Hamming distance between code-words as is 
shown in Table 2. 
TABLE 1 
AS A FUNCTION OF ~ AND CODE USED IN CASE (2) 
Code 
1 0.9 0.8 0.7 0.6 0.5 
4(1) 
4(2) 
4(3) 
4(4) 
4(5) 
4(6) 
1 0.81 0.64 0.49 0.36 0.25 
1 0.853 0.704 0.547 0.390 0.25 
1 0.889 0.753 0.591 0.415 0.25 
1 0.964 0.842 0.645 0.429 0.25 
1 0.847 0.697 0.541 0.388 0.25 
1 0.848 0.688 0.527 0.377 0.25 
TABLE 2 
AVERAGE HAMMING DISTANCE COMPARED WITH • FOR EACH CODE IN CASE (2) 
Code Descending order of ~ Average hamming distance 
4(4) 1 2 
4(3) 2 2 
4(2) 3 1§ 
4(5) 4 1~ 
4(6) 5 1½ 
4(1) 6 1½ 
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Cases (3) and (4) can be handled together. In both cases the receiver 
can be certain of output symbols with probability p and completely 
uncertain of them with probability 1 - p. Table 3 gives the proportion 
of code words correctly deciphered, (a) when guessing is allowed (b) 
when only those words of which the receiver is completely certain are 
allowed. 
Where guesses are allowed, again there is a distinct ordering of effi- 
ciency of the codes which is independent of the noise level. The order is 
similar to that obtained in Case (2) above: 4(4) is best, 4(2) and 4(3) 
are equal second, next are 4(5) and 4(6) and last is 4(1). The situation is 
quite different for the proportion of code words that can be deciphered 
with certainty--not only is the order of efficiency different, but the 
relative fficiency of the codes is extremely sensitive to the level of noise. 
Fig. 3 shows the proportion of code-words that can be identified with 
certainty for all six codes relative to the proportion of correctly identified 
code-words for 4(6). Whereas 4(4) is the best code for low noise, 4(6) is 
the best for high noise, moreover variations of efficiency of the other 
codes are quite complicated. 
Summarising eases (3) and (4), we find efficiency in the case where 
proportion correct is to be maximized again roughly corresponds to the 
average Hamming distance, but where certainty isrequired, the efficiency 
of the codes is critically dependent on the noise level and is related in no 
simple way to Hamming distance. 
These results can be extended to more general classes of code. In- 
formally, the generalization f the results for a minimum error stategy 
in a deletion error channel is that a "special marking" code, where 
particular code messages are marked by the occurrence of a critical 
value of one of the code letters, and where the message can be uniquely 
TABLE 3 
4 x PROPORTION OF CODE WORDS CORRECTLY IDENTIFIED IN A DELETION 
ERROR CHANNEL 
(a) with guesses (b) only certainties 
4(1) 1 4- 2p 4- p2 4p~ 
4(2) 1 4- 3p 4- p2 _p3 p 4- 6p2 _ 3p3 
4(3) 1 4- 3p 4- p~ _pa 8p2 _ 4pa 
4(4) 1 4- 3p 4- 3p ~ -- 3p 3 12p ~ -- 8p* 
4(5) 1 4- 3p 2p 4- 2p ~ 
4(6) 1 4- 3p 3p 4- p8 
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FIG. 3. Case 4: N(R,p), the proportion of code words identified with certainty 
when code R is used, as a function of p; the performance of R being plotted rela- 
tive to 4(6). 
identified by this critical code letter, is superior in conditions of high 
noise to the more conventional "maximum distance" code, where code 
words are simply made as dissimilar f om each other as possible. The idea 
of marking has been developed from somewhat different points of view 
by linguists (e.g. Troubetzkoy, 1949) and by psychologists (e.g. Miller, 
1968), but the value of marking as an aid to discriminability in high noise 
has not, as far as we know, been emphasized. 
3. AN ART IF IC IAL  LANGUAGE EXPERIMENT 
Any direct experimental test of the above results has obvious diffi- 
culties: suppose for example we took a subject, presented him with 8 
code-words and told him to select four of them he considered suitable 
for sending 4 messages over (say) a deletion error channel when the re- 
ceiver wishes to minimize his error rate--there are two possibilities: 
either the subject will attempt a mathematical analysis along the lines 
of that presented in Section 2, in which case the task would not be a 
psychological experiment but a test of mathematical ability, or else he 
could choose the code on the basis of intuition, which may not reflect he 
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true extent of his tacit knowledge of coding properties (it would be like 
asking an uneducated speaker of English to write a grammar of English). 
In other words such a direct test could tell us little about a subject's 
code-selecting abilities. It is true that less ambitious experiments hat 
neglected code selection and merely forced a subject to perform a 
particular task with a given code might yield some fruitful results, 
though these experiments would come perilously close to acquiring the 
tautology syndrome of conventional psycholinguisties (i.e. Difficult 
sentences are difficult). However such experiments leave untouched the 
question of how sophisticated are subjects in choosing between codes of 
different efficiency, and it is part of this paper's reaction against the 
conventional pplications of information theory to psychology to stress 
the importance of these codes selecting abilities: every time a human 
makes an utterance he is selecting a code to express his thoughts, and the 
more that can be found out about such code selecting abilities the better. 
An experiment reported in the context of quite different heoretical 
considerations (Smith, 1967) provides a technique for avoiding the 
difficulties encountered above: an outline of the essential features is as 
follows. 
The subject is required to learn the pairings between a set of 4 simple 
shapes (e.g. A, #, ~, X) and the set of 8 code words three letters long 
that can be constructed from a binary alphabet, where every code word 
is paired with one and only one shape, but every shape has two pairings, 
each with a different "synonymous" code word. This means that a sub- 
ject presented with a code word and asked for the corresponding shape 
has only one correct answer available, but when presented with a shape 
and asked for a corresponding code word he has two possible correct 
answers to choose from. The technique in this experiment is to train 
subjects to a high criterion i  the task of producing the correct shape 
when presented with a particular code word, and then to present hem 
with the set of shapes and ask them to write down from memory just 
one correct code word for each shape, the first that "comes into their 
heads". Thus the subject is being asked to select a 4 word code out of 8 
possible code words, subject o certain constraints. By arranging mat- 
ters so that the subject is simultaneously selecting a code and perform- 
ing with it in a memory task we are emphasizing to the subject, in the 
clearest possible way, that the selection should be relevant o perform- 
ance: moreover the experimental instructions avoid directly asking a 
subject o select a code that is maximally efficient for transmission of 
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information over a noisy channel, and thus may avoid the setting up of a 
self-conscious theory-oriented set in the subject that might mask his 
abilities to carry out such a task efficiently. 
The theoretical framework we shall use for the analysis is as follows. 
The process of recall is to be considered as the attempt o communicate 
information from a generally error-less central store via a noisy channel 
to an output, which may contain errors because of the noise in the 
channel. The output might be some sort of short term memory store 
which can be utilized directly in making (say) an overt verbal response; 
the input might be a long term store; the output and input might be 
conceived of as corresponding respectively to Primary and Secondary 
Memory (James, 1890; Waugh and Norman, 1965). 
Noise in this situation is manipulated by giving subjects alphabets 
of different discriminabilities: 6 alphabets were used (though of course 
for any one task only one alphabet was used) : these alphabets were AQ, 
FG, HI, (all of high auditory discriminability) and BV, CE, MN, (all 
of low auditory discriminability). The assumption being made (that is 
supported by the results) is that the noisy channel referred to above is 
concerned with the transmission of information coded in auditory form, 
so that auditory discriminability of material and noise level in the 
channel vary inversely. There is substantial evidence (e.g. Conrad, 1964) 
that errors in memory tasks with letters are similar to errors in auditory 
perception. 
There were 12 subjects in the experiment. Each attempted six tasks, 
each task with a different alphabet. The pairings between shapes and 
code words were arranged so that a subject selecting code words cor- 
rectly, but making random choices between the two possible correct 
code words for each shape, would select codes 4(1) and 4(4) each with 
probability ~ and codes 4(2), 4(5), 4(6) each with probability I. 
RESULTS 
First we establish the simple points that choices are not random and 
that the nature of the choice is influenced by the particular alphabet 
used. 
Table 4 shows the number of selections of particular types of code for 
different alphabets. The data for all subjects is pooled together. Analysis 
of the table shows that there are deviations from the hypothesis that 
selections are made completely randomly (x 2 test, p < 0.01). However, 
if we make no further assumptions we find no significant deviations 
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TABLE 4 
DISTRIBUTION OF CHOICES OF DIFFERENT TYPES OF CODE FOR DIFFERENT 
ALPHABETS a 
Type of 
Code 
4(1) 
4(2) 
4(4) 
4(5) 
4(6) 
Alphabet 
10 
20 
AQ 
(14.0) 
(23.3) 
(4.7) 
(46.5) 
(11.6) 
12 
16 
HI 
(11.4) 
(27.3) 
(11.4) 
(36.4) 
(13.6) 
FG 
3 
(7.0) 
16 
(37.2) 
5 
(11.6) 
11 
(25.6) 
8 
(is. 6) 
18 
13 
CE 
(4.6) 
(40.9) 
(6.8) 
(29.6) 
(18.2) 
14 
18 
BV 
(4.4) 
(30.4) 
(8.7) 
(39.1) 
(17.4) 
MN 
3 
(6.5) 
9 
(19.6) 
2 
(4.4) 
18 
(39.1) 
14 
(30.4) 
a Figures given are the actual numbers of choices, with the percentage this 
represents of the total number of choices for the particular alphabet given in 
brackets. 
from the hypothesis that the codes are selected according to fixed proba- 
bilities independent of the alphabet used (x ~ test). Note however that 
there are important individual differences of code s lections for good 
performers (those making no mistakes on any test) and bad performers 
(the rest). The good performers deviate sharply from random selection 
(x ~ test, p < 0.001) whereas the bad performers, while showing the same 
trends do not reach as high a level of significance (x ~ test, p < 0.02). 
We can make this observation another way and show that better per- 
formers are influenced in their selection by the discriminability of the 
alphabet. Table 5 shows numbers of 4(1) and 4(6) selections for alphabets 
of auditorily high discriminability (AQ, FG, HI), and for alphabets of 
auditorily low discriminabitity (BV, CE, MN), for two groups of sub- 
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t [] 0 error group. 
50 [] The rest. 
[] Expectation. 
~I) ~(2) 4(4) 4(5) 4(Q 
Fio. 4. Selections of codes by "good" subjects (0--error group) and by "bad" 
subjects (the rest) compared to expectation based on random selection. 
jeers (a) the "better" subjects (at least 5out of 6 groups of tests correct), 
(b) the "worse" subjects (the rest). We choose the numbers of selections 
of 4(1) and 4(6) only, because the only alternative hypothesis we have 
proposed to the hypothesis that codes are selected on a basis independent 
of discriminability is that put forward in case (4) in Section 2, and under 
case (4), as we shall see later, the only codes whose preferences are pre- 
dicted to vary directly with diseriminability are types 4(1) and 4(6). 
The better subjects do use different numbers of 4(1) and 4(6) for high 
and low discriminability alphabets (ratio of selections of 4(6) and 4(1) 
greater for low discriminability alphabets than high discriminability 
alphabets, t test, p < 0.02). No such differences are discernible for the 
worse subjects. 
We have thus established that neither andom selection of codes, nor 
(at least among better subjects) selection of codes independent of the 
discriminability of the material, is a tenable hypothesis: we can there- 
fore reject Cases (1) to (3) in Section 2 as making predictions which do 
not fit the facts. The next problem is to decide in what ways if any the 
predictions of Case (4) are confirmed. 
In one very obvious way the predictions are not confirmed. The "ideal" 
subject, who always chose the best code, would be indifferent between 
all the codes for p = 1, always choose 4(4) for ½ < p < 1, and always 
choose 4(6) for p < ½. This is clearly not the case in our data. 
A second possibility is that the subject makes his choice on the basis 
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TABLE 5 
NUMBERSOF CODE TYPES4(1) AND4(6)USED BY"BETTER"AND"WoRsE"SuB- 
JECTS FOR ALPHABETS OF HIGH AND Low (AUDITORY) DIBCRIMINABILITY 
Code 
Alphabet 
High discriminability Low discriminability 
4(1) 11 3 
4(6) 11 21 
(a) "Better" subjects 
Alphabet 
Code 
High discriminability Low discriminability 
4(1) 3 4 
4(6) 8 9 
(b) "Worse" subjects 
of some simple stochastic model. Let us denote by N(R, p) the propor- 
tion of correct response strings that are given by the subject when a 
code of type R is used and the proportion of symbols known with cer- 
tainty is p (as in Case (4) in Section 2). Then let us suppose that the 
probability of giving a code of type R in a situation involving a particu- 
lar value of p is proportional to A (R) N(R, p) where A (R) is a nonnega- 
tive number independent of p, 
A(R)N(R, p) (1) 
i.e. prob. (RIp) = ~_~ A(R')N(R', p) 
Rr 
(Similar models are common in the recent psychological literature, e.g. 
Luce, 1959; Luce and Suppes, 1964). 
A number of tests of this model are possible: the most straightforward 
test is to choose a particular value of p for a particular alphabet, use 
equation (1) and the experimental data to determine the coefficients 
A(R), and then determine whether other values of p will enable one to 
fit the data for other alphabets with equation (1). 
In particular, assuming p(AQ) = 1, Table 6 gives prob (R [P) for 
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TABLE 6 
PREDICTED PERCENTAGES OF SELECTIONS OF D IFFERENT CODES, BASED ON 
THE STOCHASTIC CHOICE MODEL 
P 
R 
1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0,1 0 a 
4(1) 13.95 13.09 12 .22  11 .31  10.36 9.32 8.16 6.81 5.16 3.02 0 
4(2) 23.26 24.09 24.69 25.12 25.32 25.24 24.82 23,93 22.38 19.78 15.38 
4(4) 4.65 5.24 5.70 6.03 6.21 6.21 5.98 5.45 4.48 2.82 0 
4(5) 46.51 46.06 45.81 45.79 46.03 46.60 47.60 49.19 51.64 55.42 61.54 
4(6) 11.63 11 .55  11 .58  11 .75  12.08 12 .62  13 .43  14 .62  16.35 18.96 23.08 
a limit as p --~ 0 
various values of p. Note that this table makes a number of important 
predietions: (1) as p decreases, percentage of 4(1) selections decreases 
and percentage of 4(6) selections increases (after a slight decline); (2) 
as p decreases, percentages of 4(2) and 4(4) rise to a maximum and then 
decline; (3) as p decreases, percentage of 4(5) falls to a minimum, and 
then rises. Inspeetion of Table 4 indicates that a descending order of 
diseriminability of AQ, HI, FG, CE, BV, MN, gives a close fit to all these 
predictions, and where deviations from prediction occur, it will be ob- 
served that only small corrections would be needed to give a perfect fit. 
This order of diseriminability preserves the distinction between the high 
and low auditory diseriminability groups that was made initially, and 
correlates highly with the order derived from quite different considera- 
tions from the same data (Smith, 1967) (Spearman rank order correla- 
tion coefficient = 0.98, P < 0.02). Wetake this as support for the prop- 
osition that the considerations that lead a subject o select a particular 
type of eode are governed by a situation more closely resembling Case 
(4) in Section 2 than any others we have discussed. 
It is clear however that the details of our model are wrong. The range 
of variation predicted by the model is very much smaller in most cases 
than the range of variation actually obtained. Rather than embarking 
on an elaborate xercise of modifying (1) until it provides an aceeptable 
fit of the data, we take the position that while the basic considerations 
we have outlined are essentially correct (i.e. the size of prob (R I P) is 
governed to a large extent by the size of N(R, p), our choice model pro- 
posed in equation (1) is wrong, and we must wait for better ehoiee 
models and more extensive data to provide more precise predictions. 
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DISCUSSION 
There are two important points we wish to emphasize. 
The first concerns the level at which these results operate. The bald 
statement that our better subjects behaved as if they were selecting only 
the more reliable information from the channel, and were arranging their 
responses as so to make these more reliable, makes the task sound more 
academically intellectual than in fact it was. None of our subjects was 
aware of the theoretical issues involved in the experiment, and responses 
did not seem to be accompanied by long and studious premeditation: 
subjects were able to accept as perfectly natural the instruction "write 
the first correct string that comes into your head." Our claim is that the 
processes are, to a large extent, unconscious and automatic, and there- 
fore quite probably fundamental in the memory and recall process. We 
would like to suggest that a basic way in which information is transmitted 
in the human information processing system is via a channel where dif- 
ferential reliability can be assigned to symbols received from it, and 
where the output of the system is designed to emit only those elements to 
which high confidence can be assigned. A critical feature of this system is 
that the subject must know more than merely how often he is likely to 
be right; he must have information telling him whether a given trial 
was more or less likely to be right. (The more precise description of this 
system as Case (4) in Section 2 is almost certainly an over-simplication: 
we consider our results have established only that a system similar to 
this in operation). Moreover we can claim that even in this basic informa- 
tion processing system, coding techniques based on the fairly sophisti- 
cated considerations we have outlined are in operation. 
The second point follows from this. Suppose at the time of Genesis we 
had received a Divine contract to design a language to be used by man. 
What our experiments have suggested is that man is able to alter the 
responses he makes as the discriminability of the elements hat make up 
his responses i  changed, thus a really well designed language would have 
different rules for sets of elements of different discriminabilities. As lan- 
guage designers we would be faced with the difficulty of being unable to 
specify the rules and the phonetic elements of the language independ- 
ently. While we stress discriminability as far from being the only con- 
tributory factor to the determination f linguistic structure (in another 
paper (Smith, 1968) we have investigated the concept of Cost in this 
context), any psycholinguistie heory is, we believe, incomplete if this 
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functional relation between discriminability and rule structure is ig- 
nored. 
4. CONSONANT SYSTEMS IN NATURAL LANGUAGES 
A second application of the coding results of Section 2 of this paper can 
be found in the statistical properties of the consonant systems of natural 
languages. Halle (1958) has proposed a distinctive feature analysis of all 
the consonants ofa language into 6 binary dimensions (+ or - on each 
dimension). Miller and Nicely (1955) have presented data that enable us 
to calculate the relative discriminability ofHalle's dimensions. Thus, we 
find ourselves in a position to study consonant systems in terms of their 
binary coding properties and their diseriminability, i.e. in exactly the 
form that our coding results have been presented. Fuller details of the 
Halle system are presented in a previous paper (Smith, 1968). 
Halle's system is being used, aside from its intrinsic merits, because it 
is binary, and thus more easy to apply directly than other coding systems 
(e.g. Wicklegren, 1966) in the context of the coding theory that has been 
discussed. ~[odifications of the present heory could of course accom- 
modate non-binary coding systems. 
First we define the process of reduction of a set of consonants: reduction 
consists of the application of the following two processes on a given set. 
(1) If each element of a set is marked the same on a particular dimension, 
e.g. if the set consists entirely of +voiced consonants or entirely of 
-str ident consonants, then this dimension is removed from considera- 
tion; (2) if, in a given set, two dimensions are perfectly correlated, e.g. 
all +continuant consonants are +strident and all -continuant con- 
sonants are --strident, then these two dimensions are combined to give 
a single dimension. 
For example, the set p, v, k, g can be reduced to three dimensions, ince 
the full specification of this set is 
grave diffuse strident nasal continuant voiced 
P + + . . . .  
v + + + -- + + 
k + . . . . .  
g + . . . .  + 
From this set, the grave and nasal dimensions can be deleted and the 
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eontinuant and strident dimensions combined, by the rules above, to give 
the three-dimensional specification. 
diffuse continuant-strident voiced 
P + - _ 
v + + + 
9 - - + 
I t  is not a property of this system that any set of four consonants can be 
reduced to three dimensions: the set z, ~, n, g cannot be reduced at all, 
as can be seen from their specification: 
grave diffuse strident nasal continuant voiced 
z -- + + - + + 
-- _ + -- _ _ 
n -- + -- + - + 
g + . . . .  + 
The technique of analysis will be as follows. First we select a particular 
environment in a particular language, e.g. all consonants at the begin- 
ning of German words: next we determine the frequency of occurrence 
of each consonant in this environment (from word-counts and dic- 
tionaries); next, of a particular class of consonants in this environment 
(e.g. all +voiced consonants or all -vo iced  consonants), the four most 
frequent are selected--these four generally account for more than 50 % 
of all occurrence of the class, and bear the greatest burden of information 
transmission within the system; finally this set of four consonants i re- 
duced, i.e. the analysis described above is applied to it. 
The motivation for this technique is straight-forward: reduction usu- 
ally (but not necessarily) produces a 3-dimensional binary coding system 
for the four consonants, which is exactly the system discussed in detail 
in Section 2. While a technique that took into account consonants other 
than the four most frequent of any given class is desirable, such unequiv- 
ocal results, that can be related without further mathematical discussion 
to our previous work, are obtained, that we prefer to adopt this course 
and leave more elaborate considerations to later papers. The assumption 
that is being made is that the four most frequent members of any con- 
sonant class will show an organization i terms of their coding properties 
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that will give relevant information about the use of this class as a whole 
by speakers of the language. 
One direct prediction of Section 2 is in order. H speakers of language 
are operating over a deletion error channel with a minimum error strat- 
egy, then they should tend to use more 4(6) type codes and less 4(1) 
type codes in conditions of high noise than in conditions of low noise 
(this is one of the results reported for the artificial language xperiment 
of Section 3). Miller and Nicely's (1955) results uggest that the voiced 
and nasal dimensions are much more discriminable in a noisy channel 
than the other dimensions used in Halle's analysis. Therefore we would 
predict hat if we look at the class of +voiced consonants, the class of 
-voiced consonants or the class of -nasal  consonants (not the class of 
+nasal consonants which usually has no more than three members) 
then because an important dimensions of discriminability has been re- 
moved from consideration, the four most frequent members of each of 
these classes hould be organized in a manner appropriate for high noise 
(i.e. more 4(6), less 4(1)) whereas this will not be the case for all other 
classes where a dimension of poor discriminability only has been removed 
from consideration. 
Seven cases will be discussed. Again, more details are to be found in 
Smith (1968). The seven cases are. 
(1) English consonants at the beginning of words and immediately 
preceding long a (a as in father). 
(2) English consonants occurring in any position in a word. 
(3) English consonants at the end of words and immediately follow- 
ing long a. 
(4) English consonants at the beginning of words and immediately 
preceding the liquids (1 or r). 
(5) French consonants at the beginning of words and immediately 
preceding a (the vowel sound in the French words chat and rare). 
(6) German consonants at the beginning of words and immediately 
preceding a (the vowel sound in the German words lamm and lahm). 
(7) Welsh consonants at the beginning of words (radical forms only, 
neglecting the mutations that occur in the initial consonants of some 
words). 
The frequency distributions for these seven cases are presented in 
Smith (1968). Table 7 gives the results of the technique of analysis de- 
scribed above on the frequency distributions that have been obtained. 
The results of Table 7 are summarized in Table 8. Statistical tests of 
TABLE 7 
RESULTS OF REDUCTION PROCEDURE ON FREQUENCY DISTRIBUTIONS a 
Case (1) English consonants C, in the environment #C~. (# = Word boundary) 
4 most frequent Coding type of the 3-dimen- 
Class members sional reduction 
All consonants' 
+grave 
--str ident 
-- continuant 
-- grave 
+diffuse 
- diffuse 
+str ident  ~ 
+cont inuantJ  
- nasal 
+voiced 
-vo iced  
p, m, k, b. 4(5) 
d, t, s, 5 requires 4 dimensions 
p, m, b , / .  4(5) 
k, g, ~, ~ 4(5) 
f, s, ~, v. 4(5) 
p, k, b, f. 4(6) 
m, b, g, d. 4(6) 
p, k, f, t. 4(6) 
Case (2). English consonants independent of environment. 
4 most frequent Coding type of the 3-dimen- 
Class members sional reduction 
All consonants" 
+diffuse 
- -  grave 
-- diffuse 
+grave 
+str ident  
- s t r ident  
- nasal 
+cont inuant 
- continuant 
+voiced 
- voiced 
n, t, s, d. 4(5) 
k, y, ~, g. 4(5) 
m, k, v, p. requires 4 dimensions 
s, z, v, f. 4(1) 
n, t, d, ~i 4(6) 
t, s, d, ~. 4(2) 
s, ~t, z, v. 4(6) 
n, t, d, m. 4(5) 
n, d, ~, z. 4(5) 
t, s, k, p. 4(5) 
Case (3). English consonants C in the environment aC#. 
4 most frequent Coding type of the 3-dimen- 
Class members sional reduction 
All consonants 
- s t r ident  
- eontinuant 
+grave 
- -  grave 
+diffuse 
- diffuse 
+str ident  
- nasal 
+cont inuant  
+voiced 
-- voiced 
d, k, t, m. requires 4 dimensions 
k, m, f ,  v. requires 4 dimensions 
d, t, s, j /n  requires 4 dimensions/4(5) 
d, t, m, s. 4(5) 
k, 3, ~, ~- 4(5) 
s, f, 3, ~ 4(5) 
d, k, t, s. 4(6) 
s, f ,  v, o 4(5) 
d, m, 7, n. 4(5) 
k, t, s, f. 4(2) 
TABLE 7--Continued 
Case (4). English consonants C in the environment #C1 or #Cr. 
Class 4 most frequent Coding type of the 3-dimen- 
members sional reduction 
All consonants] 
preceding r 
- s t r ident  t pr, tr, gr, br. 4(5) 
-- continuant | 
- -  nasal ) 
preceding l kl, f l , pl, bl. 4(6) 
+grave pr, gr, br, kr. 4(1) 
--grave tr, dr, sl, Or. 4(5) 
+diffuse pr, tr, br, fr. 4(6) 
--diffuse gr, kr, kl, gl. 4(1) 
+str ident  fr,  f l ,  sl, ~r. 4(2) 
+cont inuant  fr ,  fl, sl, er. 4(2) 
+voi~'ed gr, br, bl, dr. 4(6) 
--voiced pr, tr, kr, kL 4(5) 
Case (5). French consonants C in the environment #Ca. 
Class 4 most frequent Coding type of the 3-dimen- 
members sional reduction 
All consonants' 
+grave 
- continuant 
--str ident 
- grave 
+diffuse 
-- diffuse 
+str ident  "~ 
+ eontinuantJ 
- -  nasal 
+voiced 
-vo iced 
k, m, p, b. 4(5) 
s, t, ~, n. 4(5) 
m, p, b, s. 4(5) 
k, g, ~, ~. 4(1) 
s, ~, f, v. 4(5) 
k, p, b, s. 4(6) 
m, p, g, v. 4(6) 
k, p, s, t. 4(5) 
Case (6). German consonants C in the environment #Ca. 
Class 4 most frequent Coding type of the 3-dimen- 
members sional reduction 
All eonsonants~ 
-strident ~ k, m, n, d. 4(2) 
- eontinuant J 
+grave k, m, v, b. 4(6) 
--grave n, d, z, t. 4(6) 
+diffuse~ 
+voieedJ m, n, d, v. 4(2) 
+str ident  
+eontinuantJ  v, z, f, ~. 4(2) 
--nasal k, d, ~, b. 4(6) 
-vo iced k, p, f, t. 4(6) 
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TABLE 7--Continued 
Case (7). Welsh consonants C in the environment #C. 
Class 4 most frequent Coding type of the 3-dimen- 
members sional reduction 
All consonants] 
- s t r ident  ~. 
--nasal | k, d, g, p. 4(2) 
-- continuant J 
+grave k, g, p, m. 4(2) 
--grave d, t, s, n. 4(5) 
+diffuse d, p, t, m. 4(2) 
--diffuse k, g, x, j .  4(5) 
+str ident  s, f ,  v, j .  4(2) 
+cont inuant  s, f, x, v. 4(6) 
+voiced d, g, m, b. 4(6) 
--voiced k, p, t, s. 4(5) 
a All sets reduce to 3 dimensions unless otherwise stated. 
TABLE 8 
SUMMARY OF t~ESULTS 
Code chosen 
4-Voiced & -- nasal classes 
4(1) 4(2) 4(5) 4 (6)4d im 
All other classes 
4(i) 4(z) 4(s) 4(6) 4dim 
Case 1 
Case 2 
Case 3 
Case 4 
Case 5 
Case 6 
Case 7 
1 2 
1 1 1 
1 1 
1 2 
1 2 
1 1 1 
8 
5 2 
4~ 
6 2 
8 
2 
2 1 
1 
1 
4½ 
Total 
#Ca only (Cases 1, 
5, 6) 
#C English only 
(cases 1, 4) 
#C only (cases 1, 4, 
5, 6, 7) 
3 random languages 
4 6 10 
1 1 7 
1 4 
2 3 9 
2 4 2 1 
4 14 33½ 7 5½ 
1 6 16 2 1 
2 2 14 2 1 
3 14 20 5 1 
3 8 9 7 
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differences are not easy, since in any one sample the codes obtained for 
different classifications are not independent of each other; however as a 
comparison we have constructed three "random" languages, where the 
order of frequency of consonants is a random permutation ofthe twenty 
consonants which have appeared in our samples--this tself is still a 
departure from randomness, ince these twenty consonants are not 
randomly selected from all possible consonants, nevertheless a a first 
approximation they will provide a baseline from which to evaluate our 
results. 
It is clear from Table 8 that the initial consonant systems are more 
similar to each other than to the three other systems westudied (English 
consonants independent of position, English consonants in the environ- 
ment 5C#, and random languages). The initial consonant systems are 
typified by the fact that they are all reducible to no more than three 
dimensions (with just one exception) in contrast to the random languages 
which have a significantly greater number of systems that are not re- 
ducible to 3 dimensions (Mann-Whitney U test, P < 0.02); and in line 
with our discriminability prediction, all the initial consonant systems 
studied have a higher proportion of 4(6) type codes in the voicing & nasal 
categories than do the random languages (2 % level, Mann-Whitney); 
in addition they usually show high numbers of a particular coding type 
for a particular class of consonants (e.g. 8 out of 9 of the sets of English 
consonants in the environment #Cc~ that are not in the ±voiced or 
--nasal classes have a code of type 4(5)). The conclusion is that in all 
the initial consonant systems tudied from four different languages, 
each with quite different frequency distributions of individual con- 
sonants, a regular structure merges that fits in well with our theories of 
coding in a deletion error channel. Of the other systems tudied, the 
English consonant system independent of word position fails to show 
much structure, probably because nvironment is not controlled; why the 
English consonants in the environement c~C]} do not appear at all similar 
to initial consonants in structural properties i not clear--possibly final 
consonants are less important and thus less structured, or possibly a 
quite different coding system that does not fit in neatly with our the- 
ories is being used. 
One comment on the relevance of this work for statistical linguistics 
is in order: statistical linguistics has been, broadly speaking, unsuccessful 
in explaining anything (Herdan's 1956 book is a good example) : we would 
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claim that its failure lies in the fact that it has not been backed up by a 
good psychological theory (our work  in Sections 2 was  an attempt to 
remedy this), and  also that it has concentrated too much on global prop- 
erties of language (e.g. frequency of all phonemes  over all environments) 
whereas our work  with different linguistic environments has shown that 
critical differences may exist at such levels, which are masked by pooling 
data from all environments. 
APPENDIX 1. EXAMPLES OF DERIVATIONS FOR EACH CASE 
CONSIDERED IN THE TEXT 
Case (1). p(Xb I Xa) is calculated as for 4(1) below: 
OUTPUT (Xb) 
000 001 010 011 I00 101 l lO  111 [ 
I 
INPUT 000 :~, Io~,(1 - -  , x ) ]~(1  - -  ,x ) la (1  - -  a )~la~(1 - -  cx) la(1 - ,x)2 o~(1 - o~): I (1 - ~x), I
(Xa) 001 9t2(1 -- o~)la, la(1 -- ,~)'ta~(1 -- o~)ia(1 - o~)21t~2(1 - oe) (1 - ~) ,  ~(1  - oe)s / 
010 ~2(1 --  ~) [~(1  - -  a)2[~* I a~(1 - ~)I ~(1  - ~)~l (1 - -  ~) '  ~ : (1  - -  (~)IG(1 - -  (~):1 
011 ~( I  - -  a )e [o~(1  - -  ~)1o~:(1 - -  o~)la~ I (1 - -  oL)~lve(1 - -  ~)2 ol(1 - -  ~)~la~(1 - -  ce)/ 
Choosing the input that maximizes the a posteriori probability leads to 
the input 000 being chosen when the output is 000 or 100; from the table 
3 
p(oo  ooo~ [ OoOoOa) = 
and 
O/ 2 
O/~ + 2O/~(i - a) + o/(l - o/)~ 
O/2(1 - -  O/) 2 
p(Oa 0a 0a [lb 0b 0b) = O/2( 1 __ O/) + 2O/(1 -- O/)~ + (1 -- O/)3 = O/ 
and similarly for all other inputs and outputs, i.e. the probability of being 
correct under this decision rules = a s 
Case (2). 
O/8 
O/~(1 - O/) 
O/~(1 -- O/) 
(1 - O/)' 
INPUT 000 
(Xo) 001 
010 
111 
OUTPUT (Xb) 
000 001 
a~(1 - -  a) 
0/8 
o/(1 - o/)~ 
~(1 - ~)~ 
010 
o/=(1 - o/) 
a(1  - -  o/)~ 
O/8 
a( l  -- o/)2 
111 
(1 -- 003 
: (1  - ~)2 
~(1 - ~)~ 
O/8 
Using 4(2) as an example, in this case only outputs identical with an 
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input need be considered (the decision rule allows a positive response 
only if the output word is identical with a possible input word). 
3 
p(O. O~ O~ I Ob Ob Oh) = a ~ + 2~(~ _ ~) + (~ - .)~ 
2 
p(O~ Oa 1~ IOb Ob lb) -- p(O~ la O~ [ Ob lb 0~) = a a 2~-a(1 -  a) -b2(1 - -a )  2 
3 
p(la la la [lb lb lb) = a 
~ + 2~(1 - ~)2 + (1 - ~)~ 
Mean confidence = fl -- Mean of the above probabilities. Since 
p(Xb I Xa) always = a 3, and the decision rule above allows a positive 
response only if the output word is identical with a possible input word, 
this strategy will keep number of correct responses constant while the 
probability of error will vary inversely with the confidence l vels derived. 
Thus the mean confidence level derived adequately reflects the relative 
efficiency of these codes when errors are to be kept to a minimum, sub- 
ject only to the constraint that the possibility of a correct response xists 
for all code words. 
Case (3). Using 4(3) as example, with code words, 000, 001, 110, 111 
Probability p8 all letters present: correct identification is certain. 
Probability p2(1 - p) only the first two letters present: guessing the 
third gives probability of success ½. 
Probability p2(1 -- p) only first & third letters present: no need to guess 
the second letter (it is the same as the first); correct identification is
certain. 
Probability p2(1 -- p) only last two letters present: as above, correct 
identification is certain. 
Probability 3p (1 -- p)2 only one letter present: using guessing, probability 
of success - ½. 
Probability (1 -- p)Z no letter present: using guessing, probability of 
Success  ----- -~. 
.'. Total probability of successful identification, using guessing, 
__ p3 __}_ ½p2(1 _ p) + 2p~(1 _ p) -k ~p(1 --  p)~ -]- -~(1 - -  p)8 
= pZ -b ~p~(1 --  p) --/- ~p(1 - -  p)2 -k ~(1 --  p)~ 
= ¼(1 + 3p q- p2 _ pS). 
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Case (4). Using the figures for Case (3). 
Total probability of success without using guessing (i.e. without error) 
= pa+p~(1  - -  p)  + p2(1 - -  p)  
= 2p2 _ pa 
APPENDIX 2 
Proof that for fixed code-word K~ as input (belonging to the set C of 
code-words), p(K~ I Xb) is a maximum when Xb = Kb. 
p(ZblZa') = c~3(~-~-)  d(z'z'), ½ <= a <= 1 (1) 
where d(Z, Z') is the Hamming distance between Z ~nd Z'; ~nd 
p(Xb[ Ka) (2) 
p(K~ l X b) = ~p(Xb I Y~) 
YaE 5' 
Select X' such that d(X, X') -- 1 
(3) 
and d(K, X') = d(K, X) -- 1 
i.e. X' is one vertex nearer K than X is. By the triangle inequality. 
d(X', Y) + d(X', X) >= d(X, Y) for a l lY  
(4) 
i.e. d(X', Y) > d(X, Y) -- 1 
.'. When X is replaced by X', by (1) and (3) p(Xb I Ka) is increased by a 
factor a/(1 -- a) (which is > 1) wheares by (1) and (4) p(Xbl Y,') is 
increased by a factor <a/ (1  - a). 
.'. by (2) p(K~ I Xb) <= p(K~ I Xb') (5) 
By selecting ~ sequence of points X, X', X", etc. such that each point 
is 1 vertex from its predecessor and 1 vertex nearer to K, and applying 
the result (5), we obtain 
p(K~ IX  b) <= p(K= I Xb') < p(K~ I Xb") .. .  <= p(K~ I Kb) 
which establishes the result. 
RECEIVED : February, 1968 
CODING STRATEGIES IN LANGUAGE 97 
REFERENCES 
ABRAMSON, N. (1963) "Information Theory and Coding." McGraw-Hill, New 
York, 
BROADBENT, D. E. AND GREGORY, M. (1963) Vigilance considered as a statistical 
decision. Brit. J. Psychol. 54,309-23. 
CONRAD, R. (1964) Acoustic confusions in immediate memory. Brit. J. PsychoL 
55, 75-84. 
EGAN, J. P., SCHULMAN, A. I., AND GREENBERG, G. Z. (1959) Operating charac- 
teristics determined by binary decisions and by ratings. J. Acoust. Soc. Amer. 
31,768-73. 
GARNER, W. R. (1962) "Uncertainty and Structure as Psychological Concepts." 
Wiley, New York. 
HALLE, M. (1958) Questions of linguistics. Supplement to Il Nuovo Cimento 18, X, 
494-517. Revised version entitled On the Bases of phonology, in (1964) "The 
Structure of Language" (Fodor, J. A. & Katz, J. J., Eds.). Prentice-Hall, 
Englewood Cliffs, New Jersey. 
HERDAN, G. (1956) "Language as Choice and Chance." P. Noordhof, Groningen. 
JA~ES, W. (1890) "The Principles of Psychology", Vol. 1, Ch. 16. Holt, New York. 
LucE, R. D. (1959) "Individual Choice Behaviour: a Theoretical Analysis." 
Wiley, New York. 
Lvc~, R. D. AND SUPPES, P. (1964) Preference, utility and subjective probability. 
In "Handbook of Mathematical Psychology", (Luce, R. D., Bush, R. R. & 
Galanter, E., Eds.) Vol. 3,249-410. Wiley, New- York. 
MILL~n, G. A. (1968) Encoding the unexpected. Paper read at a symposium en- 
titled "The logical analysis of cerebral function" at the Royal Society, London. 
MILLER, G. A. AND NICELY, P. E. (1955) An analysis of perceptual confusions 
among some English consonants. J. acoust. Soc. Amer. 27,338-52. 
SMITH, P. T. (1967). Mathematical and experimental investigation of the struc- 
ture of language. Unpublished octoral thesis, Oxford University. 
SMIT~, P. T. (1968) Cost, discriminability and response bias. Brit. J. Math. statist. 
Psychol. 21, 35-60. 
SWETS, J. A., TANNER, W. P., JR., AND BIRDSALL, T. G. (1961) Decision processes 
in perception. Psychol. Rev. 68, 301-40. 
TROVnETZKOY, N. S. (1949) "Principes de Phonologie." Klincksieck, Paris. 
WAUGH, N. C. AND NORMAN, D. A. (1965) Primary memory. Psychol. Rev. 72, 
89-104. 
WICKLEGREN, W. A. (1966). Distinctive features and errors in short-term memory 
for English consonants. J. acoust. Soc. Amer. 39,388-98. 
