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Expansions at Cusps and Petersson Products in
Pari/GP
Henri Cohen
AbstractWe begin by explaining how to compute Fourier expansions at all cusps of
anymodular form of integral or half-integral weight thanks to a theorem of Borisov–
Gunnells and explicit expansions of Eisenstein series at all cusps. Using this, we
then give a number of methods for computing arbitrary Petersson products. All this
is available in the current release of the Pari/GP package.
1 Introduction
In this paper we consider the practical problem of numerically computing Peters-
son products of two modular forms whenever it is defined. In some cases this can be
done using the Rankin–Selberg convolution of the forms, but in general this is not
always possible nor practical.
We will describe three methods. The first is applicable when both forms are cusp
forms, and is a variant of the well-known formulas of Haberland. The second is a
modification of the first, necessary when at least one of the forms is not a cusp form.
Both of these methods need the essential condition that the weight k be integral and
greater than or equal to 2. The third method is due to P. Nelson and D. Collins. It
has the great advantage of being also applicable when k = 1 or k half-integral, but
the great disadvantage of being much slower when k is integral and greater than or
equal to 2.
All of these methods require the possibility of computing the Fourier expansion
of f |kγ for an arbitrary γ in the full modular group. The method used in Pari/GP
is to express any modular form (possibly multiplied by a known Eisenstein or theta
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series) as a linear combination of products of two Eisenstein series, which is al-
ways possible thanks to a theorem of Borisov–Gunnells [1] [2], so we will begin by
studying this in detail here, so that the formulas can be recorded.
2 Eisenstein Series
2.1 Introduction
In the sequel, we let χ1 and χ2 be two primitive characters modulo N1 and N2 re-
spectively. For k ≥ 3 we define
Gk(χ1,χ2)(τ) =
1
2
∑
N1|c
χ1(d)χ2(c/N1)
(cτ + d)k
,
and for k = 2 and k = 1 we define Gk by analytic continuation to s= 0 of the same
sum with an extra factor |cτ + d|−2s (Hecke’s trick). We will always assume that
χ1χ2(−1) = (−1)k, otherwise the series is identically zero.
If k 6= 2 or k= 2 and χ1 and χ2 are not both trivial, thenGk ∈Mk(Γ0(N1N2),χ1χ2)
(if k = 2 and χ1 and χ2 are both trivial we have a nonanalytic term in 1/ℑ(τ)). The
Fourier expansion at infinity is given by
Gk(χ1,χ2)(τ) =
(−2pi i
N1
)k
g(χ1)
(k− 1)!Fk(χ1,χ2)(τ) ,
where g(χ) is the standard Gauss sum associated to χ ,
Fk(χ1,χ2)(τ) = δN2,1
L(χ1,1− k)
2
+ ∑
n≥1
σk−1(χ1,χ2,n)qn ,
where δ is the Kronecker delta, and
σk−1(χ1,χ2,n) = ∑
d|n, d>0
dk−1χ1(d)χ2(n/d) .
By convention, we will set F0 = 1.
An important theorem of Borisov–Gunnells [1] [2] says that in weight k ≥ 3,
and very often also in weight 2, any modular form f ∈ Mk(Γ0(N),χ) is a linear
combination of Fℓ(χ1,χ2)(eτ)Fk−ℓ(χ ′1,χ
′
2)(e
′τ) for suitable characters χ , ℓ, e and
e′.
If we are in the unfavorable case of the theorem (only in weight 2), or in weight
1, we can simply multiply by a known Eisenstein series (of weight 1 or 2) to be
in a case where the theorem applies. Similarly, if we are in half-integral weight,
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we simply multiply by a suitable power of ∈ M1/2(Γ0(4)) to be able to apply the
theorem.
For us, the main interest of this theorem is that the Fourier expansion of Fk|kγ
as well as that of |1/2γ can be explicitly computed for all γ ∈ Γ , the full modular
group, so this allows us to compute f |kγ for any modular form f , and in particular
find the Fourier expansions at any cusp.
2.2 Expansion of Fk|kγ
As usual we denote by N1 and N2 the conductors of χ1 and χ2. For simplicity
of notation we will set Fk(χ1,χ2,e)(τ) := Fk(χ1,χ2)(eτ) and N = N1N2e, so that
Fk(χ1,χ2,e) ∈ Mk(Γ0(N),χ1χ2). Note that in the application using the Borisov–
Gunnells theorem N will only be a divisor of the level.
We now let γ ∈ GL+2 (Q) be any matrix with rational coefficients and strictly
positive determinant. We want to compute the Fourier expansion at infinity of
Fk(χ1,χ2,e)|kγ . For this, we first make three reductions. First, trivially the action
of γ is homogeneous, so possibly after multiplying γ by a common denominator we
may assume that γ =
(
A B
C D
) ∈M+2 (Z). Second, by Euclid we can find integers u, v,
and g such that gcd(A,C) = g= uA+ vC, and we have the matrix identity(
A B
C D
)
=
(
A/g −v
C/g u
)(
g uB+ vD
0 (AD−BC)/g
)
,
where we note that the first matrix is in Γ . Since the second one is upper triangular,
its action on a Fourier expansion is trivial to write down, so we are reduced to the
case where γ ∈ Γ .
The third and last reduction is based on the following easy lemma:
Lemma 2.1. Let γ ∈ Γ . There exist β ∈ Γ0(N) and m ∈ Z such that
γ = β
(
A B
C D
)
Tm
with C | N, C > 0, and N | B.
Since the action of β =
(
a b
c d
) ∈ Γ0(N) on Mk(Γ0(N),χ) is simply multiplication
by χ(d), and since once again the action of the translation Tm is trivial to write down
on Fourier expansions, this lemma allows us to reduce to γ ∈ Γ with the additional
conditionsC | N, C > 0, and N | B.
To state the main result we need to introduce an additional function needed to
express the constant terms:
Definition 2.2. Let χ be a Dirichlet character moduloM, let f be its conductor, and
let χ f be the primitive character modulo f equivalent to χ . We define
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Sk(χ) = (M/ f )
kg(χ f )
Bk(χ f )
k
∏
p|N
(
1− χ f (p)
p
)
,
where as usual Bk(χ f ) is the χ f -Bernoulli number.
Note that Sk(χ)=−(2(k−1)!Mk/(−2pi i)k)L(χ ,k), but we have preferred to give
it in the above form to emphasize the fact that it belongs to a specific cyclotomic
field.
We are now ready to state the main result, where we always use the convention
qx = e2pi iτx when x ∈Q:
Theorem 2.3 Set N = eN1N2, and let γ =
(
A B
C D
) ∈ Γ be such that C | N, C> 0, and
N | B. Set g = gcd(e,C), g1 = gcd(N1g,C), and g2 = gcd(N2g,C). If (k,χ1,χ2) 6=
(2,1,1) we have
Fk(χ1,χ2,e)|kγ = 1
zk(χ1,χ2,C)
∑
n≥0
aγ(n)q
g1g2n/N ,
where
1.
zk(χ1,χ2,C) = 2(N2e/g2)
k−1(e/g)g(χ1)g(χ2) ,
2. For n≥ 1
aγ(n) = ζ
A−1(g1g2/C)n
N ∑
m|n, m∈Z
sign(m)mk−1c(n,m) , with
c(n,m) = ∑
s1 mod C/g
(N1g/g1)s1≡n/m (mod C/g1)
χ1((n/m− (N1g/g1)s1)/(C/g1))·
· ∑
s2 mod C/g
(N2g/g2)s2≡m (mod C/g2)
χ2((m− (N2g/g2)s2)/(C/g2))ζ−(Ae/g)
−1s1s2
C/g
.
3. Set
Tk(χ1,χ2) =

(−1)
k−1 g(χ2)
N2(g2/g)k−1
χ1(−Ae/g)Sk(χ1χ2) if C/g= N1 ,
0 if C/g 6= N1 .
We have
aγ(0) =
{
Tk(χ1,χ2) if k > 1 ,
T1(χ1,χ2)+T1(χ2,χ1) if k = 1 .
Note that (k,χ1,χ2) = (2,1,1) corresponds to the quasimodular form F2 (or E2)
which can be easily treated directly thanks to the first matrix identity given above
applied to γ =
(
eA eB
C D
)
.
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2.3 Rationality Questions
To use this theorem in algorithmic practice, we need to make a choice. As can be
seen on the expression of aγ(n), the coefficients of the expansion belong to the large
cyclotomic field Q(ζN ,ζφ(N)), which is in fact also the field which contains Gauss
sums of characters modulo N. When N is not tiny, say when N is a prime around
1000, this is a very large number field, so it seems almost impossible to work with
exact elements of the field. In our implementation we thus have chosen to work with
approximate complex values having hopefully sufficient accuracy (note that this is
sufficient in the application to Petersson products). At the end of the computation
of f |kγ we may however want to recover the exact algebraic values. This can of
course be done using LLL-type algorithms, with an a priori guess of the field of
coefficients. But this can be done rigorously by using the following results.
First, assume that gcd(N/gcd(N,C),C) = 1, or equivalently (N,C2) = (N,C) (so
that the cusp A/C will be regular). We then have the following two results:
Lemma 2.4. Assume that gcd(N/gcd(N,C),C) = 1, and set g= gcd(N,C) and Q=
N/g. There exist an Atkin–Lehner matrix of the form WQ =
(
Qx y
N Q
)
, a matrix δ =(
a b
c d
) ∈ Γ0(N), and an integer v, such that
γ =WQδ
(
1/Q v/Q
0 1
)
,
and we have d ≡ Q−1D (mod N/Q), where Q−1 is an inverse of Q modulo C.
As usual, since the action of δ on Mk(Γ0(N),χ) is multiplication by χ(d) and
the action of an upper triangular matrix on Fourier expansions is trivial to write,
we are reduced to computing the field of coefficients of f |kWQ. This is given by a
theorem essentially due to Shimura and Ohta, and extended to cover half-integral
weight as well. We first define a normalizing constant C(k,χ ,WQ) as follows. First
recall that if gcd(Q,N/Q) = 1, which is the case here, we can write in a unique way
χ = χQχN/Q with χQ defined modulo Q and χN/Q modulo N/Q.
Definition 2.5. LetWQ =
(
Qx y
Nz Qt
)
be a general Atkin–Lehner matrix.
1. We set s(k,WQ) = 1 unless k is a half integer, in which case we set s(k,WQ) =
i(x−1)/2 if Q is odd, and s(k,WQ) = 1+(−1)k+y/2i if 4 | Q (note that we cannot
have Q≡ 2 (mod 4)).
2. We defineC(k,χ ,WQ) = s(k,WQ)/(g(χQ)Q
k/2).
The theorem is as follows:
Theorem 2.6 Let F ∈Mk(Γ0(N),χ) with k integral or half integral, set K =Q(F),
let Q‖N be a primitive divisor of N, and let WQ =
(
Qx y
Nz Qt
)
be a general Atkin–
Lehner matrix. We have Q(C(k,χ ,WQ)F|kWQ)⊂ K.
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In the general case we cannot use Atkin–Lehner involutions, but again using
the Borisov–Gunnells theorem F. Brunault and M. Neururer recently proved the
following theorem, and we thank them for permission to include it here. Their proof
is given in the appendix to this paper.
Theorem 2.7 Let γ =
(
A B
C D
) ∈ Γ , denote by M | N the conductor of χ , and as
in the previous theorem set K = Q(F). If f ∈ Mk(Γ0(N),χ) with k integral the
Fourier coefficients of f |kγ belong to the cyclotomic extension K(ζR), where R =
lcm(N/gcd(N,CD),M/gcd(M,BC)).
2.4 Expansion of |1/2γ
For completeness, we also give the expansion of |1/2γ which is needed in the half-
integral weight case. Thanks to the first two reductions above (the third is not nec-
essary) we may assume that γ =
(
A B
C D
) ∈ Γ . We recall that the theta multiplier v(γ)
is given by
v(γ) =
(−4
D
)−1/2(
C
D
)
,
where we always choose the principal branch of the square root. The result is then
as follows:
Proposition 2.8. 1. If 4 |C we have
|1/2γ = v(γ) = v(γ)
(
1+ 2 ∑
n≥1
qn
2
)
.
2. If C ≡ 2 (mod 4), set α = ( A−2B BC−2D D). Then
|1/2γ = 2v(α) ∑
n≥0
q(2n+1)
2/4 .
3. If 2 ∤ C, let λ ≡ −D/C (mod 4), and set D′ = D+ λC, B′ = λA, and α =(
−B′ A
−D′ C
)
. Then
|1/2γ =
1− i
2
v(α)
(
1+ 2 ∑
n≥1
i−λn
2
qn
2/4
)
.
2.5 Fourier Expansion of f |kγ
We need to recall some notation relative to the Fourier expansion of f |kγ for γ ∈ Γ
and f ∈Mk(Γ0(N),χ). It is easy to show that it has the form
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f |kγ(τ) = qα(γ) ∑
n≥0
aγ(n)q
n/w(γ) ,
where w(γ) is the width of the cusp γ(i∞) and α(γ) is a rational number in [0,1[,
which by definition is different from 0 if and only the cusp is irregular. For γ =(
A B
C D
)
, these quantities are given by the formulas
w(γ) =
N
gcd(N,C2)
and e2pi iα(γ) = χ
(
1+
ANC
gcd(N,C2)
)
= χ(1+ACw(γ)) .
In addition, note that the denominator of α(γ) divides gcd(N,C2)/gcd(N,C), and
that w(γ) and α(γ) only depend on the representative c of the cusp γ(i∞) = A/C, so
we will denote them w(c) and α(c).
2.6 Computation of all f |kγ j
In the application to Petersson products we will need to compute all the Fourier
expansions of f |kγ j for a system of right coset representatives of Γ0(N)\Γ , i.e., such
that Γ =
⊔r
j=1Γ0(N)γ j . Although the formulas that we will give are independent of
this choice, for efficiency reasons it is essential to do it properly.
Let C be a set of representatives of cusps of Γ0(N) (which is much smaller than
the set of cosets: for instance if N is prime we have N+ 1 cosets but only 2 cusps),
and for each c ∈ C let γc ∈ Γ such that γc(i∞) = c, and as above let w(c) be the
width of the cusp c. We claim that the (γcT
m)c∈C, 0≤m<w(c) form a system of right
coset representatives of Γ0(N)\Γ . Indeed, let γ ∈ Γ , and let c be the representative
of the cusp γ(i∞). By definition this means that there exists δ ∈ Γ0(N) such that
γ(i∞) = δ (c) = δγc(i∞), so γ = δγcT
m for some integer m, and by definition of the
width γcT
w(c)γ−1c ∈ Γ0(N), so we can always reduce m modulo w(c), proving our
claim since ∑c∈Cw(c) = [Γ : Γ0(N)].
Thus, we simply compute
f |kγc(τ) = qα(c) ∑
n≥0
aγc(n)q
n/w(c) ,
and we deduce that
f |k(γcTm)(τ) = e2pi imα(c)qα(c) ∑
n≥0
aγc(n)ζ
nm
w(c)q
n/w(c)
with ζw(c) = e
2pi i/w(c), so we only need to compute |C| expansions and not [Γ :
Γ0(N)].
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3 Petersson Products: Haberland-type Formulas
Now that we know how to compute the Fourier expansion of f |kγ for any γ ∈ Γ
(and even γ ∈ GL+2 (Q)), we apply this to the computation of Petersson products.
3.1 Preliminary Formulas
Although this has been explained in several places, for instance in [4] and [5], it is
necessary to reproduce the statements and proofs, since we will need some impor-
tant modifications. In this section we always assume that k is an integer such that
k ≥ 2, so that (X− τ)k−2 is a polynomial.
In what follows, f and gwill denote twomodular forms in the spaceMk(Γ0(N),χ),
and as above we denote by (γ j)1≤ j≤r a set of right coset representatives of the
full modular group Γ modulo Γ0(N), so that Γ =
⊔r
j=1Γ0(N)γ j . Finally, we set
f j = f |kγ j and g j = g|kγ j.
It is clear that for any α ∈ Γ there exist an index which by abuse of notation we
will write as α( j), and an element δ j(α) ∈ Γ0(N) such that γ jα = δ j(α)γα( j), and
the map j 7→ α( j) is a bijection of [1,r].
Definition 3.1. For any j ∈ [1,r] and Z j ∈ H we define
G j(Z j;τ) =
∫ τ
Z j
g j(τ2)(τ − τ2)k−2 dτ2 .
Note that this function is essentially an Eichler integral of g j, so will have quasi-
modularity properties in weight 2− k. More precisely:
Proposition 3.2. Keep the above notation. We have
(G j(Z j;τ)|2−kα)(τ) = χ(δ j(α))
(
Gα( j)(Zα( j);τ)−Pα( j)(α;τ)
)
,
where as usual χ
((
a b
c d
))
= χ(d), and Pj is the polynomial in τ
Pj(α;τ) =
∫ α−1(Z
α−1( j)
)
Z j
g j(τ2)(τ − τ2)k−2 dτ2 .
Corollary 3.3. Keep the notation of the proposition. For any A and B in H we have(∫ B
A
−
∫ α(B)
α(A)
)
∑
1≤ j≤r
f j(τ)G j(Z j;τ)dτ =
∫ B
A
∑
1≤ j≤r
f j(τ)Pj(α;τ)dτ .
The main theorem proved for instance in [5], but which is an immediate conse-
quence of Stokes’s theorem, is the following:
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Theorem 3.4 Let H be some subgroup of Γ of finite index s = [Γ : H], and let
D(H) denote a fundamental domain for H whose boundary ∂ (D(H)) is a hyperbolic
polygon. Then for any choice of the Z j we have
rs(2i)k−1 < f ,g >Γ0(N)=
∫
∂ (D(H))
∑
1≤ j≤r
f j(τ)G j(Z j;τ)dτ .
Note that the subgroupH can be chosen arbitrarily. To simplify, we will choose it
so that ∂ (D(H)) is a hyperbolic quadrilateral (A1,A2,A3,A4) such that there exist an
element α1 ∈ Γ sending [A1,A2] to [A3,A2] and α2 ∈ Γ sending [A3,A4] to [A1,A4].
We thus have
∫
∂ (D(H))
=
(∫ A2
A1
−
∫ α1(A2)
α1(A1)
)
+
(∫ A4
A3
−
∫ α2(A4)
α2(A3)
)
.
Applying the above corollary and the theorem we deduce the following.
Definition 3.5. The forms f and g being implicit, we define
G j(A,B;C,D) =
∫ B
A
∫ D
C
f j(τ)g j(τ2)(τ − τ2)k−2 dτ dτ2 .
Corollary 3.6. We have
rs(2i)k−1 < f ,g >Γ0(N)= ∑
1≤ j≤r
(I j( f ,g)+ J j( f ,g)) ,
where
I j( f ,g) = G j
(
A1,A2;Z j ,α
−1
1
(
Zα−11 ( j)
))
J j( f ,g) = G j
(
A3,A4;Z j ,α
−1
2
(
Zα−12 ( j)
))
.
3.2 The Cuspidal Case
We now distinguish whether both f and g are cusp forms or otherwise.
Assume first that f and g are both cusp forms. As in [5] we choose H = Γ (2),
which has index 6 in Γ , and we can take for D(H) the hyperbolic quadrilateral
with A1 = 1, A2 = i∞, A3 = −1, and A4 = 0, so that α1 = T−2 =
(
1 −2
0 1
)
and α2 =(
1 0
2 1
)
. We also choose Z j = 0 for all j, so that α
−1
2 (Zα−12 ( j)
) = α−12 (0) = 0, hence
Pj(α2;τ) = 0, so that J j( f ,g) = 0 for all j. On the other hand
Pj(α1;τ) =
∫ 2
0
g j(τ2)(τ − τ2)k−2 dτ2 ,
so that
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6r(2i)k−1 < f ,g >Γ0(N)= ∑
1≤ j≤r
G j(1, i∞;0,2) .
Shifting both τ and τ2 by 1 gives the following:
Corollary 3.7. Assume that f and g are both cusp forms. We then have
6r(2i)k−1 < f ,g >Γ0(N) = ∑
1≤ j≤r
G j(0, i∞;−1,1)
= ∑
1≤ j≤r
∫ i∞
0
∫ 1
−1
f j(τ)g j(τ2)(τ − τ2)k−2 dτ dτ2
= ∑
1≤ j≤r
∑
0≤n≤k−2
(−1)n
(
k− 2
n
)
Ik−2−n(0, i∞, f j)In(−1,1,g j) ,
where we have set
In(A,B, f ) =
∫ B
A
τn f (τ)dτ .
The essential advantage of this formula is that we have reduced the computation
of a Petersson product, which is a double integral, to a small finite number of single
integrals, which are essentially the periods associated to f and g; this is in fact
exactly the statement of Haberland’s theorem.
The main problem is that, even though the Petersson product is defined when
only one of f and g is a cusp form, we cannot apply the above formula since the
period integrals will diverge for non cusp forms. We thus consider the general case.
3.3 The Noncuspidal but Convergent Case
We now assume that f and g are inMk(Γ0(N),χ), not necessarily cusp forms. For the
Petersson product to converge it is necessary and sufficient that at each cusp either
f or g vanishes. Equivalently, for each j ∈ [1,r] either f j or g j vanishes as τ → i∞.
We denote by E the subset of j ∈ [1,r] such that f j vanishes as τ → i∞, so that if
j /∈ E then g j vanishes as τ → i∞. Consider now T =
(
1 1
0 1
)
the usual translation by
1. As usual γ jT = δ j(T )γT ( j) for some bijection j 7→ T ( j) and δ j(T ) ∈ Γ0(N). Thus
f j |kT = χ(δ j(T )) f |T ( j), and it follows that both E and its complement are stable by
the bijection induced by T .
For simplicity, we are going to choose H = Γ , and as fundamental domain the
usual fundamental domain of the modular group, which has the advantage of having
a single cusp on its boundary. Thus as above, setting as usual ρ = e2pi i/3, we have
A1 = ρ + 1, A2 = i∞, A3 = ρ , and A4 = i, with α1 = T
−1 and α2 = S =
(
0 −1
1 0
)
.
We will choose Z j = i if j ∈E and Z j = i∞ if j /∈E . With the notation of Corollary
3.6 we have
I j( f ,g) =
∫ i∞
ρ+1
f j(τ)Pj(T
−1;τ)dτ ,
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with
Pj(T
−1;τ) =
∫ ZT ( j)+1
Z j
g j(τ2)(τ − τ2)k−2 dτ2 .
Note that if j ∈ E there is no convergence problem since f j(τ) tends to 0 exponen-
tially fast. On the other hand, if j /∈ E we have chosen Z j = i∞, and we also have
T ( j) /∈ E by what we said above, so Pj(T−1;τ) vanishes in that case. We thus have
∑
1≤ j≤r
I j( f ,g) = ∑
j∈E
G j(ρ + 1, i∞; i, i+ 1) ,
and we can again expand this by the binomial theorem as a linear combination of
products of two simple integrals, since the integral of f j(τ) converges at i∞.
Similarly, we have
J j( f ,g) =
∫ i
ρ
f j(τ)Pj(S;τ)dτ ,
with
Pj(S;τ) =
∫ −1/ZS( j)
Z j
g j(τ2)(τ − τ2)k−2 dτ2 .
Here we must distinguish four cases.
1. If j ∈ E and j ∈ S(E) (or equivalently S( j) ∈ E) then Z j = i and ZS( j) = i so
−1/ZS( j) = i, hence Pj(S;τ) = 0.
2. If j ∈ E and j /∈ S(E), so that S( j) /∈ E we have Z j = i, ZS( j) = i∞, so Pj is an
integral from i to 0 hence J j( f ,g) = G j(ρ , i; i,0). Note that since S( j) /∈ E by
assumption gS( j) vanishes at i∞, or equivalently g j vanishes at 0 so the integral
makes sense.
3. If j /∈ E and j ∈ S(E), we have Z j = i∞, ZS( j) = i, so J j( f ,g) = G j(ρ , i; i∞, i) =
−G j(ρ , i; i, i∞).
4. If j /∈ E and j /∈ S(E), we have Z j = i∞, ZS( j) = i∞, so J j( f ,g) = G j(ρ , i; i∞,0).
The changes of variable τ 7→ S(τ) and τ2 7→ S(τ2) show that G j(ρ , i; i,0) =
GS( j)(ρ + 1, i; i, i∞). Thus
∑
j∈E, j/∈S(E)
J j( f ,g) = ∑
j/∈E, j∈S(E)
G j(ρ + 1, i; i, i∞) .
Combining with (3), it follows by transitivity that(
∑
j∈E, j/∈S(E)
+ ∑
j/∈E, j∈S(E)
)
J j( f ,g) = ∑
j/∈E, j∈S(E)
G j(ρ + 1,ρ ; i, i∞) .
We have thus shown the following:
Theorem 3.8 We have
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r(2i)k−1 < f ,g >Γ0(N)= S1+ S2+ S3
with
S1 = ∑
j∈E
G j(ρ + 1, i∞; i, i+ 1) ,
S2 = ∑
j/∈E, j∈S(E)
G j(ρ + 1,ρ ; i, i∞) ,
S3 = ∑
j/∈E, j/∈S(E)
G j(ρ , i; i∞,0) ,
and each G j can be expressed as a linear combination of products of two convergent
single integrals by using the binomial theorem.
Note that if f is a cusp form we have E = [1,r] and only S1 contributes, and if
both f and g are cusp forms, we can either use this theorem or the formula given in
Corollary 3.7.
3.4 Computation of Partial Periods
In all of the above formulas, using the notation of Corollary 3.7 we need to compute
integrals of the form In(a,b, f j) and In(a,b,g j) for specific values of (a,b) in the
completed upper half-plane. Putting them together for 0 ≤ n ≤ k− 2, this means
that we must compute the partial periods
P(a,b,F)(X) =
∫ b
a
(X− τ)k−2F(τ)dτ
for F = f j and all j. For future reference, note the following important but trivial
identity:
Lemma 3.9. For any γ ∈ Γ we have
P(a,b,F|kγ)(X) = P(γ(a),γ(b),F)|2−kγ(X) .
We also have the following immediate lemma:
Lemma 3.10. Let Rk−2(X) = ∑0≤n≤k−2Xn/n! be the (k− 2)nd partial sum of the
exponential series. For all m> 0 we have
∫ i∞
a
(X− τ)k−2e2pimiτ dτ =−e2pimia (k− 2)!
(2pimi)k−1
Rk−2(2pimi(X− a)) .
We consider several cases. Keep in mind that in all the formulas that we use for
computing Petersson products the endpoints of integration are either cusps or points
in H with reasonably large imaginary part (at least
√
3/2).
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1. If a∈H and b= i∞ (or the reverse), we write as usual f j(τ)=∑n≥0 aγ(n)qα(c)+n/w(c)
(where c= γ j(i∞)), so that
∫ b
a
(X− τ)k−2 f j(τ)dτ = ∑
n≥0
aγ(n)
∫ i∞
a
(X− τ)k−2e2pi i(α(c)+n/w(c))τ dτ ,
and the inner integral is given by the lemma. The dominant term in the resulting
series is e2pi(α(c)+n/w(c))ia, so the convergence will be in e−2piℑ(a)n/w(c).
2. If a ∈ H and b is a cusp (or the reverse), we choose γ ∈ Γ such that b = γ(i∞),
make the change of variable τ = γ(τ ′), and we are reduced to (1) with fγ( j)
instead of f j.
3. If a and b are in H we simply write
∫ b
a =
∫ i∞
a −
∫ i∞
b and use (1).
4. If a = 0 and b = i∞ (or the reverse), we write the integral as
∫ it0
0 +
∫ i∞
it0
. The
second integral is treated as in (1), so with convergence in e−2pit0n/w(c). In the
first integral we make the change of variable τ 7→ S(τ) = −1/τ , and we again
treat the resulting integral as in (1), with convergence in e−2pi(1/t0)n/w(S(c)), where
w(S(c)) is the width of the cusp S(c) = γ j(S(i∞)). To optimize the speed, we thus
choose t0 = (w(c)/w(S(c)))
1/2, so that the convergence of both integrals will be
in e−2pin/(w(c)w(S(c)))
1/2
.
5. Finally, if a and b are both cusps, we use the well-known Manin decomposition
of a modular symbol as a sum of Manin symbols. More precisely, we proceed as
follows. Write a = A/C and b = B/D with gcd(A,C) = gcd(B,D) = 1. Then if
AD−BC = 1 we set γ = (A BC D), and using Lemma 3.9 we transform our integral
into an integral from 0 to i∞, so we apply (4) (similarly if AD− BC = −1).
Otherwise, setting ∆ = AD−BC and using u and v such that uA+ vC = 1, we
write (
A B
C D
)
=
(
A −v
C u
)(
1 uB+ vD
0 ∆
)
= γ
(
1 B′
0 ∆
)
for B′ = uB+ vD, where γ ∈ Γ . Let (p j/q j)−1≤ j≤m be the convergents of the
regular continued fraction expansion of B′/∆ with p−1/q−1 = 1/0 and pm/qm =
B′/∆ , and let M j be the matrix
M j =
(
(−1) j−1p j p j−1
(−1) j−1q j q j−1
)
∈ Γ .
It is then immediate to show that
P(A/C,B/D,F)(X) = ∑
0≤ j≤m
P(0, i∞,F |k(γM j))|2−k(γM j)−1(X) ,
so once again we can apply (4).
Note that in Theorem 3.8 we need to use (1), (3), and (4), while in Corollary
3.7 we need to use (4) and (5), and in (5) we have (a,b) = (−1,1) so the Manin
14 Henri Cohen
decomposition consists here simply in writing
∫ 1
−1 =
∫ 0
−1+
∫ 1
0 , both integrals being
then sent to integrals from 0 to i∞ by suitable γ ∈ Γ .
In practice, the computation of these integrals forms only a very small part of the
computation time. Almost all of the time is spent in computing the Fourier expan-
sions at infinity of f |kγ j, for instance using products of two Eisenstein series as we
do in this package. Note that there is of course no need to rationalize the expan-
sions, and to compute all these expansions at once we use the specific choice of the
γ j explained in Section 2.6.
4 Petersson Products: The Method of Nelson and Collins
4.1 The Basic Formula
Recall that the completed zeta function Λ(s) defined by Λ(s) = pi−s/2Γ (s/2)ζ (s)
satisfies Λ(1− s) = Λ(s). Nelson’s method, completed by Collins, is based on the
following proposition, essentially due to Rankin:
Proposition 4.1. Let F(τ) be a bounded measurable function on H invariant by the
modular group Γ , and such that for some fixed α > 0 we have F(x+ iy) = O(y−α)
for almost all τ = x+ iy with y ≥ 1. Denote by a(0;F)(y) the constant term of the
Fourier expansion of F(τ) and by M (a(0;F))(s) =
∫ ∞
0 y
sa(0,F)(y)dy/y its Mellin
transform. For any δ > 0 we have∫
Γ \H
F(τ)dµ =
∫
ℜ(s)=1+δ
(4s− 2)Λ(2s)M (a(0;F))(s− 1)ds ,
where dµ = dxdy/y2 is the usual invariant hyperbolic measure.
Proof. Recall that the standard nonholomorphic Eisenstein series of weight 0 is
defined by E(s) = ∑γ∈Γ∞\Γ ℑ(γτ)
s, and its completed function E (s) = Λ(2s)E(s)
satisfies E (1− s) = E (s) and has only two poles, which are simple, at s = 0 and
s= 1 with residues −1/2 and 1/2 respectively. Standard unfolding shows that
∫
Γ \H
E(s)(τ)F(τ)dµ =
∫ ∞
0
ys−2
∫ 1
0
F(x+ iy)dxdy .
The inner integral is equal to a(0;F)(y) so that∫
Γ \H
E(s)(τ)F(τ)dµ = M (a(0;F))(s− 1) .
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On the other hand, by the residue theorem ifCδ is the infinite vertical contour whose
vertical sides are ℜ(s) =−δ and ℜ(s) = 1+δ , by the residue theoremwe first have
1
2pi i
∫
Cδ
sE (s)ds= Ress=0 sE (s)+Ress=1 sE (s) = 1/2 ,
and on the other hand, since E decreases exponentially when |ℑ(s)| →∞ and E (1−
s) = E (s), this integral is equal to
1
2pi i
∫
ℜ(s)=1+δ
(2s− 1)E (s)ds .
Multiplying the resulting identity by 2F(τ) and integrating on Γ \H gives
1
2pi i
∫
ℜ(s)=1+δ
(4s− 2)Λ(2s)
∫
Γ \H
E(s)F(τ)dsdµ =
∫
Γ \H
F(τ)dµ ,
hence ∫
Γ \H
F(τ)dµ =
1
2pi i
∫
ℜ(s)=1+δ
(4s− 2)Λ(2s)M (a(0;F))(s− 1)ds ,
proving the proposition. ⊓⊔
Corollary 4.2. Let G be a subgroup of finite index of Γ , let C(G) be a system of
representatives of the cusps of G, and for each c∈C(G) let γc ∈Γ such that γc(i∞) =
c. If F(τ) is a bounded measurable function invariant by G we have
∫
G\H
F(τ)dµ =
1
2pi i
∫
ℜ(s)=1+δ
(4s− 2)Λ(2s) ∑
c∈C
w(c)M (a(0;F |γc))(s− 1)ds ,
where w(c) is the width of the cusp c.
Proof. Immediate by applying the proposition to F1 = ∑γ∈G\Γ F |γ , noting that∫
Γ \HF1(τ)dµ =
∫
G\HF(τ)dµ , and that a(0;F|γ ′c) = a(0;F|γc) for any γ ′c such that
γ ′c(i∞) = γc(i∞) = c. ⊓⊔
4.2 Collins’s Formula
We are of course going to apply the above corollary to the function F(τ) =
f (τ)g(τ)yk, with y= ℑ(τ). Recall from Section 2.5 that we have expansions
f |kγ(τ) = qα(c) ∑
n≥0
aγ(n)q
n/w(c) and g|kγ(τ) = qα(c) ∑
n≥0
bγ(n)q
n/w(c)
with the same α(c) and w(c). It follows that the constant term aγ(0;F) is given by
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aγ(0,F) = y
k ∑
n≥0
aγ(n)bγ(n)e
−4piy(α(c)+n/w(c)) ,
so that
M (aγ(0;F))(s) =
Γ (s+ k)
(4pi)s+k ∑
n≥0
aγ(n)bγ(n)
(α(c)+ n/w(c))s+k
.
We must now be careful about convergence of the Petersson product. When k ≥ 1,
the necessary and sufficient condition is that at every cusp either f or g vanishes,
or equivalently that for every γ at least one of the forms f |kγ and g|kγ vanishes
at infinity. In these cases, if α(c) = 0 we have necessarily aγ(0)bγ(0) = 0, which
means that we omit the term n= 0, while if α(c) 6= 0 we must keep it.
However the Petersson product also converges without any condition on f
and g if k = 1/2. In that case, if α(c) = n = 0 the contribution to aγ(0;F) is
aγ(0)bγ(0)y
1/2, and although the Mellin transform is divergent, we will need to
take a limit as we will see below.
We deduce from the above corollary and the explicit expression of Λ(2s) the
following temporary result:
Proposition 4.3. Keep the above assumptions and notation. We have
< f ,g >Γ0(N) =
1
[Γ : Γ0(N)]
∑
c∈C(G)
w(c) ∑
n≥0
aγc(n)bγc(n)
(4pi(α(c)+ n/w(c)))k−1
·
· 1
2pi i
∫
ℜ(s)=1+δ
(4s− 2)Γ (s)Γ (k+ s− 1)ζ (2s)
(4pi2(α(c)+ n/w(c)))s
ds .
There are now two ways to continue, and we consider both.
First, we write ζ (2s) = ∑m≥1m−2s, so that the integral is equal to the sum from
m = 1 to ∞ of the inverse Mellin transform at x = 4pi2m2(α(c) + n/w(c)) of the
function (4s− 2)Γ (s)Γ (k+ s− 1). Since this inverse Mellin transform is equal to
4x(k−1)/2(2x1/2Kk−2(2x1/2)−Kk−1(2x1/2)) ,
we obtain our final theorem, due to D. Collins, although in a slightly different form:
Theorem 4.4 Let f and g be in Mk(Γ0(N),χ) such that either f g vanishes at all
cusps or k = 1/2, and keep all the above notation. We have
< f ,g >Γ0(N) =
4(8pi)−(k−1)
[Γ : Γ0(N)]
∑
c∈C(G)
w(c)·
· ∑
n≥0
aγc(n)bγc(n)
((α(c)+ n/w(c)))k−1
Wk(4pi(α(c)+ n/w(c))
1/2) ,
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where Wk(x) = ∑m≥1(mx)k−1(mxKk−2(mx)−Kk−1(mx)). In the special case k =
1/2, α(c) = 0, and n = 0, the term (n/w(c))1/2W1/2(4pi(n/w(c))
1/2 is to be inter-
preted as its limit as n→ 0, in other words as 1/(4(2pi)1/2).
We will study the functionWk(x) and its implementation below.
But there is another way to continue. Assume for simplicity that α(c) = 0 (so
that the sum starts at n= 1). We can write
ζ (2s) ∑
n≥1
aγc(n)bγc(n)
ns+k−1
= ∑
N≥1
Aγc(N)
Ns+k−1
,
with
Aγc(N) = ∑
m2|N
m2(k−1)aγc(N/m
2)bγc(N/m
2) .
Once aγc(n) and bγc(n) computed, the computation of Aγc(N) takes negligible time.
The advantage is that ζ (2s) has disappeared, and we now obtain a formula in-
volving only the term m = 1 in the definition of Wk, i.e., the function Vk(x) =
xk−1(xKk−2(x)−Kk−1(x)).
When α(c) 6= 0 a similar but more complicated formula can easily be written.
Since anyway as we will see the functionWk(x) can be computed essentially as fast
as the function Vk(x), we have not used this other method.
4.3 Computation of the Function Wk(x)
First note that Wk(x) is exponentially decreasing at infinity, more precisely thanks
to the corresponding result for the K-Bessel function it is immediate to show that as
x→ ∞ we have
Wk(x)∼
√
pi/2xk−1/2e−x .
To computeWk(x)we introduce the simpler functionUk(x) =∑m≥1(mx)kKk(mx),
and thanks to the recursions for the K-Bessel functions we have Wk(x) =Uk(x)−
(2k−1)Uk−1(x), so we must computeUk(x). We distinguish between k half-integral
and k integral. For k half-integral we have the following easy proposition which
comes from the fact that Kk is an elementary function:
Proposition 4.5. Define polynomials Pk(x) by P0(x) = 1 and the recursion Pk+1(x)=
x((k+ 1)Pk(x)− (x− 1)P′k(x)) for x ≥ 0, and set Sk(x) = Pk(x)/(x− 1)k+1. For all
k ≥ 0 integral we have
Uk+1/2(x) =
√
pi
2
∑
0≤ j≤k
xk− j(k+ j)!
j!(k− j)!2 j Sk− j(e
x) .
This makes the computation ofUk+1/2(x) essentially trivial.
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We now consider the slightly more difficult problem of computing Uk(x) when
k is integral. Since Kk(mx) tends exponentially fast to 0 we could of course sim-
ply sum (mx)kKk(mx) until the terms become negligible with respect to the desired
accuracy, using the Pari/GP built-in function besselk for computing K-Bessel
functions. But there is a way which is at least an order of magnitude faster. First
note the following lemma, which comes directly from the integral representation of
the K-Bessel function:
Lemma 4.6. We have
Uk(x) =
xk
2
∫ ∞
−∞
Sk(e
xcosh(t))cosh(kt)dt ,
where the functions Sk are as above.
Note that as t →±∞ the function excosh(t) tends to infinity doubly exponentially,
and since Sk(X) = Pk(X)/(X−1)k+1, the integrand tends to 0 doubly-exponentially.
This is exactly the context of doubly exponential integration, except that here there
is no change of variable to be done. The basic theorem, due to Takahashi and
Mori, states that the fastest way to compute this integral is as a Riemann sum
h∑−N≤ j≤N Rk( jh), where Rk is the integrand and h and N are chosen appropri-
ately (we do not need the theorem since we compute the errors explicitly, but it is
reassuring that we do not have a better way). An easy study both of the speed of
doubly-exponential decrease and of the Euler–MacLaurin error made in approxi-
mating the integral by Riemann sums gives the following:
Proposition 4.7. Set Rk(x) = Sk(e
xcosh(t))cosh(kt), where Sk is given by Proposition
4.5. Let B> 0 and set C= B+k log(x)/ log(2)+1, D=C log(2)+2.06, E = 2((C−
1) log(2)+ log(k!))/x, T = log(E)(1+(2k/x)/E), N = ⌈(T/pi2)(D+ log(D/pi2))⌉,
and h= T/N. There exists a small (explicit) constant ck such that
|Uk(x)− xkh(Rk(0)/2+ ∑
1≤ j≤N
Rk(h j))|< ck2−B .
Note that in practice, since we need both, it is faster to compute Uk(x) and
Uk−1(x) simultaneously.
4.4 Conclusion: Comparison of the Methods
After explaining how to expand f |kγ using products of two Eisenstein series, we
have given two methods to compute Petersson products. The first is limited to inte-
gral weight k≥ 2, while the second is applicable to any k integral or half-integral. In
fact, the second method is applicable to more general modular forms, for instance to
modular forms with multiplier system of modulus 1 (such as η(τ) and more gener-
ally eta quotients), since the only thing that we need is that f (τ)g(τ)yk be invariant
by some subgroup of Γ . For instance, this implies formulas such as
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∑
m≥1, m≡±1 (mod 6)
m
e2pim/
√
6− 1
=
1
12
,
which can easily be proved directly.
In both methods we need to compute the Fourier expansions of ( f |kγc)c∈C for a
system of representatives c of cusps, the Fourier expansions of f |kγ j for a complete
system of coset representatives, necessary in the Haberland case, being trivially ob-
tained from those. This will be by far the most time-consuming part of the methods.
The computation of the integrals in the Haberland case, or of the infinite series in-
volving the transcendental function Wk(x) in the Nelson–Collins case will in fact
require little time in comparison.
The main difference between the methods comes from the speed of convergence.
In the Haberland case, we have seen that the convergence is at worse in e−2pin/N
(when the width of the cusp is equal to N, for instance for the cusp 0), and for this to
be less than e−E , say, we need n> (E/(2pi))N, proportional to E . On the other hand,
in the Nelson–Collins case the convergence is at worse in e−4pi(n/N)1/2 , so here we
need n > (E/(4pi))2N, proportional to E2. Thus this latter method is considerably
slower than the former, especially in high accuracy, hence must be used only when
Haberland-type methods are not applicable, in other words in weight 1 and half-
integral weight.
As a typical timing example, in level 96, weight 4, computing a Petersson product
at 19 decimal digits (using Haberland) requires 1.29s and at 38 decimal digits 2.27s.
On the other hand, in level 96 weight 5/2, computing a Petersson product at 19
decimal digits (using Nelson–Collins) requires 3.56s, but at 38 decimal digits 16.2s.
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