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1. Introduction
The existence of nontrivial or positive solutions of nonlinear boundary value problems (BVPs) with integral boundary
conditions has been extensively studied bymany authors. Lots of excellent results have been established by using upper and
lower solution arguments, fixed point index theory for cone mappings and so on (see [1–12] and the references therein).
For example, in [3], Jankowski considered the following differential equation
x′(t)+ f (t, x(t)) = 0, 0 ≤ t ≤ T ,
x(0) =
∫ T
0
x(s)ds+ d.
By means of the upper and lower solutions combined with the monotone iterative technique, the existence of extremal and
unique solutions was discussed.
In [11], Yang studied the following Sturm–Liouville problem with integral boundary conditions:
−(au′)′ + bu = g(t)f (t, u), 0 < t < 1,
(cos γ0)u(0)− (sin γ0)u′(0) =
∫ 1
0
u(τ )dα(τ),
(cos γ1)u(1)− (sin γ1)u′(1) =
∫ 1
0
u(τ )dβ(τ).
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Applying topological degree arguments and cone theory, the author obtained the existence of nontrivial solutions of the
above problem.
Recently, using the fixed point index theory and computing eigenvalues of the corresponding linear operator, Zhang
and Sun [12] obtained the existence and multiplicity of sign-changing solutions for the following integral boundary value
problem
x′′(t)+ f (x(t)) = 0, 0 ≤ t ≤ 1,
x(0) = 0, x(1) =
∫ 1
0
a(s)x(s)ds,
where f ∈ C(R,R), a ∈ L[0, 1] is nonnegative with  10 a2(s)ds < 1.
As we know, nearly all methods computing the topological degree depend on cone mappings; see [13]. Recently, Sun
and Liu advanced a new approach to compute the topological degree when the concerned operators are not cone mappings
in ordered Banach spaces with the lattice structure. They established some useful results for such nonlinear operators (for
details, see [14–16]). To the best of our knowledge, there is no paper to use this new method to study integral boundary
value problems.
Motivated by [14–16,12], this paper is concerned with the existence of sign-changing solutions for the following
nonlinear second-order integral boundary value problem
u′′(t)+ f (t, u(t)) = 0, 0 ≤ t ≤ 1,
u(0) = 0, u(1) =
∫ 1
0
a(s)u(s)ds,
(1.1)
where f ∈ C([0, 1] × R,R), a ∈ L[0, 1] is nonnegative with  10 a2(s)ds < 1.
Themain features here are as follows. To beginwith, themethodwe used is a new fixed point theorem derived by Liu and
Sun [14]. To the best of our knowledge, there is no paper to use this newmethod to study integral boundary value problems.
In addition, the nonlinear term f depends on t and u(t), which is different from [12]. Finally, the concerned operators are not
cone mappings in ordered Banach spaces with the lattice structure. As we know, there are few papers that have considered
these kinds of operators.
This paper is organized as follows. In Section 2, some preliminaries and lemmas are given including some properties of
the lattice and some lemmas that will be used to prove the main results. The main results are proved by using a new fixed
point theorem derived by Liu and Sun in Section 3. Finally, a concrete example is worked out to illustrate the application of
the main results.
2. Preliminaries
Let us begin this section with some properties of the lattice and some operators (see [14–16]).
Let E be an ordered Banach space in which the partial ordering≤ is induced by a cone P ⊆ E. P is called normal if there
exists a constant N > 0 such that θ ≤ x ≤ y implies ‖x‖ ≤ N‖y‖.
Definition 2.1 ([16]).We call E a lattice under the partial ordering≤, if sup{x, y} and inf{x, y} exist for arbitrary x, y ∈ E.
Definition 2.2 ([14]). Let E be a Banach space with a cone P and A : E → E be a nonlinear operator. We say that A is a
unilaterally asymptotically linear operator along Pw = {x ∈ E : x ≥ w, w ∈ E}, if there exists a bounded linear operator L
such that
lim
x∈Pw , ‖x‖→∞
‖Ax− Lx‖
‖x‖ = 0.
L is said to be the derived operator of A along Pw and will be denoted by A′Pw . Similarly, we can also define a unilaterally
asymptotically linear operator along Pw = {x ∈ E : x ≤ w, w ∈ E}.
Remark 2.1. Ifw = 0 in Definition 2.2, A is a unilaterally asymptotically linear operator along P and (−P). It is remarkable
that A is not assumed to be a cone mapping.
Definition 2.3 ([14]). Let D ⊆ E and A : D → E be a nonlinear operator. A is said to be quasi-additive on a lattice, if there
exists v∗ ∈ E such that
Ax = Ax+ + Ax− + v∗, ∀x ∈ D,
where x+ = x+ = sup{x, θ}, x− = −x− = − sup{−x, θ}.
The following lemma is the fixed point theorem derived by Liu and Sun.
Lemma 2.1 ([14]). Suppose E is an ordered Banach space with a lattice structure, P is a normal cone of E, and the nonlinear
operator A is quasi-additive on the lattice. Assume that
(i) A is strongly increasing on P and (−P);
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(ii) both A′P and A
′
(−P) exist with r(A
′
P) > 1 and r(A
′
−P) > 1, and 1 is not an eigenvalue of A
′
P and A
′
(−P) corresponding a positive
eigenvector;
(iii) Aθ = θ ; the Frechet derivative A′θ of A at θ is strongly positive and r(A′θ ) < 1;
(iv) the Frechet derivative A′∞ of A at ∞ exists; 1 is not an eigenvalue of A′∞; the sum β of the algebraic multiplicities for all
eigenvalues of A′∞ lying in the interval (1, ∞) is an even number.
Then A has at least three nontrivial fixed points containing one sign-changing fixed point.
Let E = C[0, 1] with the norm ‖u‖ = maxt∈[0,1] |u(t)|, and P = {u ∈ E : u(t) ≥ 0, t ∈ [0, 1]}. Then E is a Banach space
and P is a normal cone of E. It is easy to see that E is a lattice under the partial ordering ≤ that is deduced by P.
Suppose the following conditions are satisfied throughout.
(H0) The sequence of positive solutions of the equation
sin
√
k =
∫ 1
0
a(s) sin(
√
ks)ds
is 0 < λ1 < λ2 < · · · < λn < λn+1 < · · ·.
(H1) f ∈ C([0, 1] × R, R), and f (t, u)u > 0 for all t ∈ [0, 1], u ∈ R \ {0}.
(H2) limu→+∞ f (t,u)u = α uniformly on [0, 1].
(H3) limu→−∞ f (t,u)u = β uniformly on [0, 1].
(H4) limu→0 f (t,u)u = γ uniformly on [0, 1].
Define operators K , F and A as follows:
(Ku)(t) =
∫ 1
0
k(t, s)u(s)ds, (2.1)
(Fu)(t) = f (t, u(t)), t ∈ [0, 1], ∀u ∈ E, (2.2)
and
A = KF , (2.3)
where
k(t, s) = G(t, s)+ t
1− σ1
∫ 1
0
G(τ , s)a(τ )dτ , σ1 =
∫ 1
0
sa(s)ds,
G(t, s) =

t(1− s), 0 ≤ t ≤ s ≤ 1,
s(1− t), 0 ≤ s ≤ t ≤ 1.
Lemma 2.2 ([12]). For any u ∈ C[0, 1], x ∈ C2[0, 1] is a solution of the following problem
x′′(t)+ u(t) = 0, 0 ≤ t ≤ 1,
x(0) = 0, x(1) =
∫ 1
0
a(s)x(s)ds,
if and only if x ∈ C[0, 1] is a solution of the integral equation
x(t) =
∫ 1
0
k(t, s)u(s)ds.
Remark 2.2. Lemma 2.2 implies that u(t) is a solution of the BVP (1.1) if and only if u(t) is a solution of the operator equation
u(t) = (Au)(t).
Lemma 2.3. (i) K : E → E is a completely continuous linear operator;
(ii) F : E → E is quasi-additive on the lattice;
(iii) A = KF is quasi-additive on the lattice;
(iv) the sequences of all eigenvalues of the operators K are

1
λn
, n = 1, 2, . . .

, where λn is defined by (H0), and the algebraic
multiplicity of 1
λn
is equal to 1.
(v) r(K) = 1
λ1
, where r(K) is the spectral radius of the operator K .
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Proof. The proof of (i)–(iii) is obvious. Conclusion (iv) has been proved in [12, Lemma 4]. Now we prove conclusion (v).
Since K is completely continuous and linear, by the definition of the spectral radius, we have
r(K) = sup
λ∈

1
λn
, n=1,2,...
 |λ| = 1λ1 .
The proof of this lemma is complete. 
Lemma 2.4. Let A and K be defined by (2.1)–(2.3). Then
(i) (A)′P = αK if f satisfies (H2);
(ii) (A)′(−P) = βK if f satisfies (H3);
(iii) (A)′θ = γK if f satisfies (H4).
Proof. Suppose first that f satisfies (H2). Then for a given ε > 0, there exists R > 0 such that
|f (t, u)− αu| ≤ εu, t ∈ [0, 1], u > R.
SetMR = maxt∈[0,1], 0≤u≤R |f (t, u)|. Then
|(Fu)(t)− αu(t)| = |f (t, u(t))− αu(t)|
≤ MR + αR+ ε‖u‖, ∀ u ∈ P, ‖u‖ ≥ R,
and hence
‖Au− αKu‖ = ‖K(Fu)− αKu‖
≤ ‖K‖(MR + αR+ ε‖u‖),
which means
lim
u∈P, ‖u‖→∞
‖Au− αKu‖
‖x‖ ≤ ε‖K‖.
Therefore, (A)′P = αK .
Similarly, one can prove conclusion (ii), so we omit it.
Now let us show that conclusion (iii) is valid.
For any ε > 0, by (H4), there exists δ > 0 such that
|f (t, u)− γ u| ≤ ε|u|, ∀ t ∈ [0, 1], 0 < |u| < δ.
It is easy to see from (H1) that ∀ t ∈ [0, 1], f (t, 0) = 0. Then, for any u ∈ E with ‖u‖ < δ, we have
|(Au− Aθ − γKu)(t)| = |K(Fu− γ u)(t)|
≤ ‖K‖
∫ 1
0
max
s∈[0,1]
|f (s, u(s))− γ u(s)|ds
≤ ‖K‖ ‖u‖ε.
This implies
‖Au− Aθ − γKu‖ ≤ ‖K‖ ‖u‖ε, ‖u‖ < δ.
Thus,
lim‖u‖→0
‖Au− Aθ − γKu‖
‖u‖ = 0,
which means (A)′θ = γK . 
Lemma 2.5 ([12]). Suppose that condition (H1) holds. If u ∈ P \ {θ} is a solution of the BVP (1.1), then u ∈ int(P). Similarly, If
u ∈ −P \ {θ} is a solution of the BVP (1.1), then u ∈ int(−P).
3. Main results
Now we are ready to give our main results.
Theorem 3.1. Suppose that f satisfies (H0)–(H4). In addition, suppose
(i) f (t, u) is strictly increasing in u;
H. Li, Y. Liu / Computers and Mathematics with Applications 62 (2011) 651–656 655
(ii) there exist an even number n1 and a positive integer n2, such that
λn1 < α < λn1+1, λn2 < β < λn2+1; (3.1)
(iii) 0 < γ < λ1.
Then BVP (1.1) has at least three nontrivial solutions containing a sign-changing solution.
Proof. From Lemma 2.4 we know that
(A)′θ = γK , (A)′P = αK , (A)′(−P) = βK .
Using a method similar to the one used in the proof of Lemma 2.4, it is not difficult to prove that (A)′∞ = αK .
By condition (i) and the fact that K(P \ {θ}) ⊆ intP , we know that A is strongly increasing and hence condition (i) of
Lemma 2.1 is satisfied.
Condition (ii) shows that 1 is not an eigenvalue of (A)′P and (A)
′
(−P). By Lemma 2.3, we have
r((A)′P) =
α
λ1
> 1, r((A)′(−P)) =
β
λ1
> 1.
Thus, condition (ii) of Lemma 2.1 is also satisfied.
Similarly, we can show that (A)′θ is strongly positive. So condition (iii) of Lemma 2.1 is satisfied.
Since f satisfies (H2) and (H3), by condition (iii) we find that condition (iv) of Lemma 2.1 is satisfied.
Consequently, Lemmas 2.1 and 2.2 guarantee that the conclusion of this theorem is valid. 
Example 3.1. Consider the following second-order integral boundary value problem:
u′′(t)+ f (t, u(t)) = 0, 0 ≤ t ≤ 1,
u(0) = 0, u(1) =
∫ 1
0
su(s)ds,
(3.2)
where
f (t, u) =

50u+ t√u, t ∈ [0, 1], u ∈ [100, +∞);
4994+ 9t
99
(u− 1)+ 6+ t, t ∈ [0, 1], u ∈ (1, 100);
(1+ t)u 53 + 5u, t ∈ [0, 1], u ∈ [−1, 1];
49994+ 9t
999
(u+ 1)− 6− t, t ∈ [0, 1], u ∈ (−1000, − 1);
50u+ t 3√u, t ∈ [0, 1], u ∈ (−∞, − 1000],
and a(t) = t .
It is easy to see that f (t, u) is strictly increasing in u. By simple calculations, we can show λ1 ≈ 7.5279, λ2 ≈
37.4148, λ3 ≈ 86.7993, α = β = 50, γ = 5. Thus λ2 < α < λ3, λ2 < β < λ3, 0 < γ < λ1. Therefore, Theorem 3.1
shows that BVP (3.2) has at least three nontrivial solutions containing a sign-changing solution.
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