This paper gives an overview of the problem of estimating the Hurst parameter of a fractional Brownian motion when the data are observed with outliers and/or with an additive noise by using methods based on discrete variations. We show that the classical estimation procedure based on the log-linearity of the variogram of dilated series is made more robust to outliers and/or an additive noise by considering sample quantiles and trimmed means of the squared series or differences of empirical variances. These different procedures are compared and discussed through a large simulation study and are implemented in the R package dvfBm.
Introduction
Since the pioneer work of Mandelbrot and Ness (1968) , the fractional Brownian motion (fBm) has become widely popular in a theoretical context as well as in a practical one for modelling selfsimilar phenomena. Fractional Brownian motion can be defined as the only centered Gaussian process, denoted by (B H (t)) t∈R , with stationary increments and with variance function v(·), given by v(t) = C 2 |t| 2H for all t ∈ R. The parameter H ∈ (0, 1) (resp. C > 0) is referred to as the Hurst parameter (resp. the scaling coefficient). In particular, the case H = 1/2 corresponds to the standard Brownian motion. In general, the fractional Brownian motion is an H-self-similar process, that is for all δ > 0, (B H (δt)) t∈R d = δ H (B H (t)) t∈R (where d = means equal in finitedimensional distributions) with autocovariance function behaving like O(|k| 2H−2 ) as |k| → +∞. Thus, the discretized increments of the fractional Brownian motion (called the fractional Gaussian noise) constitute a short-range dependent process, when H < 1/2, and a long-range dependent process, when H > 1/2. The index H characterizes also the path regularity since the fractal dimension of the fractional Brownian motion is equal to D = 2 − H. General references on self-similar processes and long-memory processes are given in Beran (1994) or Doukhan et al. (2003) .
Due to the different characteristics of the fractional Brownian motion which are of practical interest, the estimation of the Hurst parameter H is a very important (and quite difficult) task which has led to a very vast literature. We refer the interested reader to Coeurjolly (2000a) , to the book of Doukhan et al. (2003) and the references therein and to the excellent paper of Fäy et al. (2009) which focuses on long-memory processes. This paper hightlights one class of these methods, namely the method based on discrete variations, which has known great developments these last years. This method originates simultaneously from works of Kent and Wood (1997) and Istas and Lang (1997) in the context of locally self-similar Gaussian processes and more deeply in Coeurjolly (2001) in the case of the fractional Brownian motion. These ideas have then been used/extended in many other situations: e.g. Cohen and Istas (2002) for more general local self-similar processes, Coeurjolly (2005) for the multifractional Brownian motion, Coeurjolly (2008) for a more robust estimate, Richard and Biermé (2008) for anisotropic Gaussian random fields, Istas (2007) in the context of spherical Brownian motion, Brouste et al. (2007) for more general Gaussian random fields . . . This paper focuses on fBm-type processes by using discrete variations type procedures. Consider first, B H a sample path of a fractional Brownian motion discretized at times i = 1, . . . , n and with parameters H, C. Let a be a vector with real components representing a filter and B a H the filtered series. For example, when a = (1, −1) (resp. (1, −2, 1)), B a H corresponds to the increments (resp. the increments of the increments) of B H (this is presented in Section 2). Moreover, let a m be the filter a dilated m times (for example (1, −2, 1) 2 = (1, 0, −2, 0, 1)), the classical estimation procedure is based on the following property where γ H,C is a constant independent of m. It is now sufficient for different values of m to estimate the variance by its empirical version and to estimate H (actually 2H) through a simple log-linear regression. This procedure has many advantages: it is extremely simple to implement, computationnally fast (it does not need a large number of dilated filters). In addition, the definition of the estimate is independent of the scaling coefficient and invariant of the discretization step. From a theoretical point of view (see e.g. Coeurjolly (2001) ), this estimate is consistent and follows a central limit theorem if p = 1 and H < 3/4 and for any H if p ≥ 2 where p is the 2 hal-00442760, version 1 -22 Dec 2009
order of the filter (1 for a = (1, −1) and 2 for a = (1, −2, 1), . . .). This is proved by the fact that the correlation function of the filtered series decays as |k| 2H−2p . The aim of this paper is to show that, when the data are contaminated by outliers and/or by an additive noise, it is still possible to adapt the previous method in order to take into account the possible contaminations and to keep its principal properties: estimation of H without estimating any other parameters, simple and computationnally fast. The Sections 2 and 3 give a survey on this topic: we show how when replacing the empirical variance by sample quantiles or trimmed means of the squared series, it is possible to define an estimate more robust to outliers. This problem has been already considered by Coeurjolly (2008) . We also demonstrate that if the data are composed of a fractional Brownian motion plus a standard Brownian motion or standard Gaussian variables, it is still possible to define an estimate of H by considering differences of empirical variances. Finally, we also show that it is possible to combine these different procedures. We propose consistency results (depending on the model) proved in appendix. In Section 5, we have conducted a large simulation study where pure and contaminated sample paths of fractional Brownian motions are considered. The different estimation procedures and parameters are compared and discussed. Finally, this paper is accompanied with a simple R package named dvfBm available on the R CRAN (http://cran.r-project.org/)
2 Discrete variations of the fractional Brownian motion
Some general notation
Let X = (X(1), . . . , X(n)) be a sample of a stochastic process (with stationary increments and finite variance) at times i = 1, . . . , n. Define a as a filter of length ℓ + 1 with order p ≥ 1, that is a vector with ℓ + 1 real components satisfying ℓ q=0 q j a q = 0 for j = 0, . . . , p − 1 and
For instance, we shall consider the following filters: Increments 1 (a = i1 = (−1, 1)), Increments 2 (a = i2 = (1, −2, 1)), Daublets 4 (a = d4 = (−0.09150635, −0.15849365, 0.59150635, −0.34150635)), . . . We refer the reader to Percival and Walden (2000) or Daubechies (2006) for details on Daubechies wavelet filters and extensions. We define also the vector X a as the vector X filtered with a and given for i = ℓ + 1, . . . , n by
X a is the normalized vector of X a defined by
, due to the stationarity of the increments of X. Let us also denote for a function g(·) the vector g(X) = (g(X(1)), . . . , g(X(n))). Moreover, X, ξ(p, X) (for some 0 < p < 1) and X (β) (for some vector β = (β 1 , β 2 ) satisfying 0 < β 1 , β 2 < 1/2) will respectively denote the empirical mean of X, the sample quantile of X and the β−trimmed mean of X defined by
3 Discrete variations of contaminated sample paths of the fractional Brownian motion
Robustness to outliers
As noted by Coeurjolly (2008) and Shen et al. (2007) , the previous procedure which is very close from a wavelet procedure may be particularly affected by outliers. The aim of this section is to propose some alternative procedures to the standard procedure based on sample quantiles or trimmed means.
Using sample quantiles
Let us denote by (p, c)
Define the following statistics based on a convex combination of sample quantiles:
where c k , k = 1, . . . , K are positive real numbers such that K k=1 c k = 1. For example, this corresponds to the sample median when K = 1, p = 1/2, c = 1 , to a mean of quartiles when K = 2, p = (1/4, 3/4), c = (1/2, 1/2). The estimation procedure is based on the following remark
It may be expected (see Proposition 2) that, as n → +∞, ξ(p, c, (
and where ξ Z 2 (p) denotes the theoretical quantile of order p of a χ 2 (1) distribution. Therefore, by using the collection of dilated filters we may write
Again, the regression model (5) allows us to define a simple estimator of H as the ordinary least squares estimator defined by
.
Using trimmed means
Let us replace the convex combination of sample quantiles by β−trimmed means. By using the notation presented in Section 2.1 and the previous ideas, we have
5
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Then, we may write the following simple linear regression model
where
Since it is again expected that ε T M m converges almost surely towards 0 as n → +∞, we can define the following estimator
Robustness to an additive noise
This section is aimed at defining alternatives to the standard procedure when the discretized sample path of the fractional Brownian motion is corrupted by an additive noise. One may distinguish two types of models:
• the fractional Gaussian noise is contaminated by an additive Gaussian white noise which means that the fractional Brownian motion is contaminated by an additive Brownian motion. The following equation summarizes this model denoted in the sequel by B0: one assumes observing
where H = 1/2, σ > 0 and where B (0) (i) for i = 1, . . . , n is a standard Brownian motion.
• the fractional Brownian motion is contaminated by an additive Gaussian white noise. The following equation summarizes this model denoted in the sequel by B1: one assumes observing
where σ > 0 and where B (1) (i) for i = 1, . . . , n are i.i.d. standard Gaussian variables.
The aim of this section is to propose an estimator of H that would be independent of C and σ, easily and quickly computable. This problem (in particular the model B0) has already been undertaken by several authors: Shen et al. (2007) , Baykut et al. (2007) in a wavelet context, and Coeurjolly (2000b) .
Let us see how the standard procedure is affected by this contamination: since B (0) is a fractional Brownian motion with Hurst parameter H = 1/2, the variance of the filtered series of X is
, then the estimation procedure is based on the following idea which is valid as soons as
Now, let us consider the following regression model:
with
which is aimed at converging towards 0. The corresponding ordinary least squares estimate is denoted by H B0 and is defined by
. This method will be denoted in the following by B0-ST. Similarly to Section 3.1, one may define two new methods denoted by B0-Q and B0-TM by replacing the sample variance by either a convex combination of sample quantiles of the squared filtered series or by a β−trimmed mean. The two new estimators are naturally denoted by H B0−Q and H B0−T M .
Model B1:
Let us see how the standard procedure is affected by this contamination:
Therefore by using the same idea as the previous section, one may obtain the following regression model
which is aimed at converging towards 0. The corresponding ordinary least squares estimate is denoted by H B1−ST and is defined by
. This method will be denoted in the following by B1-ST. Similarly, one may define two new methods denoted by B1-Q and B1-TM leading to two other estimators denoted by H B1−Q and H B1−T M .
Summary and general result
In Sections 2 and 3, we have defined estimators of the self-similarity index based on different ideas. They all exploit the property of self-similarity of the dilated-filtered initial series. They have several common points: quickly computable, definition of an estimator which is independent of the scaling coefficient and of σ 2 (in the case of an additive noise). All these estimators are obtained by an ordinary least squares procedure and may be summarized by the following equation:
and where U
• M1,M2 is summarized in the following table, where the vector X is the vector of initial data:
The next result is proved in Section A.
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Proposition 1 The following convergences hold almost surely as n → +∞
5 Simulation study and discussion
In order to study the performance of the different estimators H • for • =ST, Q, TM, B0-ST, B0-Q, B0-TM, B1-ST, B1-Q, B1-TM, we first simulate sample paths of pure fractional Browninan motions to control the choice of the filters and their parameters. Secondly, we use three different types of contamination to test the robustness of the chosen estimators.
In the sequel, we will denote the estimators in three different classes, the classic one which corresponds to H
• for • =ST, Q, TM, the B0-class which corresponds to H • for • =B0-ST, B0-Q, B0-TM, and finally the B1-class which corresponds to H
• for • =B1-ST, B1-Q, B1-TM. In the following, B H = (B H (1), . . . , B H (n)) is a sample path of a fractional Brownian motion with Hurst parameter H and with scaling coefficient C fixed to 1. Let us note that the variance of the increments that is the variance of the fGn is thus equal to 1 (V ar(B H (i + 1) − B H (i)) = 1).
For each simulation, we run 500 replications with time series of length 100, 1000 and 10000. We use specific values for H Q , p = 1/2 and c = 1, this corresponds to the sample median. We specify β 1 = β 2 = 10% for H T M .
Choice of filters and their parameters
Using simulations of sample paths of pure fractional Brownian motions, we test the convergence of the proposed estimators with five different filters and parameters. The filters i1, i2 and i3 correspond to the increments of order 1,2 and 3 respectively. The filters d4, d6 are the Daubechies wavelet filters of order 4 and 6 respectively. For each filter, M 1 was chosen equal to 1 and M 2 was chosen equal to 2 or 5. The tables 1, 2 and 3 present the results of simulations using the estimators defined in this paper. As previously shown in Coeurjolly (2008) and by exploring the columns corresponding to a length of 10000 points in the time series, the three classic estimators H
• for • = ST, Q, TM are asymptotically without bias and converge in mean square for all the choices of filters, and for all possible values of H. The same conclusions can be written for the B0-class and B1-class of estimators.
The choice of the filters is crucial in order to minimize the variance of the estimators. Based on the tables 1, 2 and 3, we decide to choose the filters i1, i2 and d4, with M 1 = 1 and M 2 = 5 for the other simulations.
For the specific choice of the filters, the variance of the estimators can be different : there are differences within one class and between the three classes. Inside the three classes, the estimators based on the standard scheme ( H • for • = ST, B0-ST, B1-ST), have lower variance than the other estimators based on the quantiles and trimmed means. Between the three classes, the classic estimators have less variance than the estimators based on model B0 and B1.
Robustness of the estimators to contaminated models
In this section, we explore the robustness of the estimators when the simulations are not simply pure fractional Browninan motions. We consider here three different models of contamination : 9 hal-00442760, version 1 -22 Dec 2009
• Model AO (additive outliers): the fGn is contaminated by an additive outlier model (e.g. Beran (1994) , p. 130)
where Z(i) are independent Bernoulli random variables with parameter p = 0.01 and where U (i) are i.i.d. standard Gaussian random variables. This means that the expectation of the number of contaminated observations is n × 1%. The parameter σ is chosen such that the contaminated observation achieves a given Signal Noise Rate (SNR), that is such that
The tables 4, 5, 6 present the results for the estimators using SNR equal to 0, -10 and -20 respectively. We observe that there are no major differences when the SNR is equal to 0, but when the SNR is equal to -10 or -20, the bias is reduced for the estimators based on the quantiles and trimmed means. Especially, the bias of the standard estimators is increasing when the SNR is decreasing. In contrast, the estimators based on the quantiles and trimmed means are less affected (in terms of bias and variances) by the noise.
On the figure 7, we show the mean squared errors (in short MSE) on a log-log plot. This clearly illustrates that the estimators based on the quantiles and trimmed means have the lowest values of mean square error.
• Model B0: the fGn is assumed to be contaminated by an additive Gaussian white noise, that is
is a standard Brownian motion and where
(1) (i) are i.i.d. standard Gaussian variables. The parameter σ is chosen such that the increments of X(·) achieve a given Signal Noise Rate (SNR), that is such that
The tables 7, 8, present the results for the estimators using SNR equal to 0, 10 respectively. Under a contamination by model B0, the bias is increasing for all the estimators. When looking at the MSE, figure 10, only the MSE of the estimators H • for • = B0-ST, B0-Q, B0-TM) seems to converge to 0. For the other class of estimators, the MSE does not seem to converge to 0. We always remark that the estimator H B0−ST is better than H B0−T M which is better than H B0−Q .
• Model B1: the sample path of a fBm is assumed to be contaminated by an additive Gaussian white noise, that is
where B (1) (i) are i.i.d. standard Gaussian random variables. Again, the parameter σ is chosen such that the increments of X(·) achieve a given Signal Noise Rate (SNR), that is such that
The tables 9, 10, present the results for the estimators using SNR equal to 0, 10 respectively. Under a contamination by model B1, the bias is increasing for all the estimators. When looking at the MSE, figure 13 , only the MSE of the estimators H • for • = B1-ST, B1-Q, B1-TM) seems to converge to 0. For the other class of estimators, the MSE does not seem to converge to 0. We always remark that the estimator H B1−ST is better than H B1−T M which is better than H B1−Q .
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hal-00442760, version 1 -22 Dec 2009 Table 8 : m = 500 replications of a contaminated fractional Brownian motion (model B0 with a SN R = 0) for n = 100, 1000, 10000 and H = 0.2, 0.8 for different filters and different values of M 2.
20
Figure 10: Empirical MSE in terms of n (for n = 100, 1000, 10000 in log-log scales) for the model B0 for the nine methods in the previous tables, for SN R = 10, 0 and with the optimal filter a opt = i1 for H = 0.2 and a opt = d4 for H = 0.8 with M 1 = 1 and M 2 = 5. Table 9 : m = 500 replications of a contaminated fractional Brownian motion (model B1 with a SN R = 10) for n = 100, 1000, 10000 and H = 0.2, 0.8 for different filters and different values of M 2. n = 1000 n = 10000 n = 100 n = 1000 n = 10000 mean sd mean sd mean sd mean sd mean sd mean sd Figure 13 : Empirical MSE in terms of n (for n = 100, 1000, 10000 in log-log scales) for the model B1 for the nine methods in the previous tables, for SN R = 10, 0 and with the optimal filter a opt = i1 for H = 0.2 and a opt = d4 for H = 0.8 with M 1 = 1 and M 2 = 5.
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