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We show that neutrino spin and spin-flavor transitions involve nonvanishing geometric phases.
The geometric character of neutrino spin rotation is explored by studying the neutrino spin trajec-
tory in the projective Hilbert space representation and its relation to the geometric phase. Analytical
expressions are derived for noncyclic geometric phases. Several calculations are performed for differ-
ent cases of rotating and nonrotating magnetic fields in the context of solar neutrinos and neutrinos
produced inside neutron stars. Also the effects of adiabaticity, critical magnetic fields and cross
boundary effects in the case of neutrinos emanating out of neutron stars are examined.
I. Introduction
The study of neutrino oscillations in vacuum, matter
and magnetic fields is a widely discussed topic in high
energy physics. The experimental confirmation of the
neutrino oscillation hypothesis [1] proves that neutrinos
are massive particles. Since the standard model (SM)
assumes neutrinos to be massless, in the simplest exten-
sion of the SM, right-handed components of the neutrino
fields are introduced to account for the mass of the neu-
trinos. In this minimally extended SM, neutrinos ac-
quire nonzero magnetic dipole moments due to coupling
with the photon at one-loop level [2–4]. This results in
spin and spin-flavor oscillations between left- and right-
handed neutrino states in the presence of sufficiently
strong magnetic fields. This possibility has been dis-
cussed for the cases of both Dirac [5] and Majorana neu-
trinos [6]. Since the right-handed Dirac neutrino states
are singlets under the SU(2)L gauge group, they do not
participate in weak interactions and hence are sterile and
do not show up in the experiments. For the case of Majo-
rana neutrinos, even though diagonal magnetic moments
vanish [6], there could be nonzero off-diagonal magnetic
moments which result in transitions between neutrinos
of different flavors and helicities, commonly termed as
ν ↔ ν¯ transitions. The spin and spin-flavor oscillations
may also lead to resonant conversion mechanisms, similar
to the Mikheyev-Smirnov-Wolfenstein effect [7], the pos-
sibility of which has been extensively discussed in various
scenarios including solar [8–18] and supernova neutrinos
[19–24](see [25] for a detailed list of references).
Associated with the phenomenon of neutrino oscilla-
tions in vacuum, matter, and magnetic fields is the emer-
gence of geometric phase, which has been explored by
many authors in various settings [26–42]. The concept
of geometric phase emerges from the idea that the phase
factor acquired by the wavefunction of a system under-
going quantum evolution has a part that is dynamical
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and a part that is path dependent or geometric in na-
ture. Berry in his seminal paper [43] showed that for
systems undergoing cyclic, adiabatic evolution this path-
dependent geometric phase can have observable conse-
quences. The definition of geometric phase has been sub-
sequently generalized to include nonadiabatic, noncyclic
and nonunitary evolutions [44–47].
The phenomena of geometric phase emerges in a wide
range of classical and quantum systems and dates back to
the work of Pancharatnam [48] who demonstrated that
when a polarized light is passed through a series of polar-
izers such that initial polarization is finally restored, the
final polarized state acquires an additional phase. This
additional phase is equal to half the solid angle subtended
by the curve representing the polarization states on a
Poincaré sphere. The geometric phase since then has
been observed in a wide range of systems such as molec-
ular physics [49], neutron spin rotation [50], photon prop-
agation in helically wound optical fiber [51], and response
functions of many-body Fermionic systems [52]. In par-
ticle physics, in addition to neutrinos, the importance
of geometric phase has been explored in the context of
supersymmetric quantum mechanics [53], CPT (Charge
conjugation, Parity and Time reversal) violation in me-
son systems [54], and axion-photon mixing [55].
To briefly describe the notion of geometric phase, we
consider the parallel transport of a vector on a curved sur-
face. If the vector is transported along a closed curve then
it gives rise to holonomy due to change in the vector’s ori-
entation. This holonomy arises due to the curvature of
the surface and depends only on the area enclosed by the
curve and the geometry of the curved surface. This idea
of parallel transport and holonomy associated with the
curve can be extended to quantum regime. Let H denote
the set of possible states of a quantum system, known
as Hilbert space. Since two vectors |ψ〉 , eiφ |ψ〉 ∈ H dif-
fering only by the phase factor correspond to the same
physical state, we define a projection map pi : H → P
defined by pi(eiφ |ψ〉) = pi(|ψ〉) ∈ P ∀ φ ∈ R and |ψ〉 ∈ H.
Thus vectors differing by a phase factor correspond to
the same element in projective Hilbert space P. Thus
the evolution of the state vector |ψ(s)〉 ∈ H, where s
is a parameter, such that |ψ(s)〉 = eiφ |ψ(0)〉 describes a
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2closed curve C in P. However, since we are not interested
in dynamical phases, we define vector |ξ(s)〉 which is ba-
sically |ψ(s)〉 with its dynamical phase removed. The
parallel transport of |ξ(s)〉 can be obtained by demand-
ing that the magnitude of |ξ(s)〉 is preserved and that
|ξ(s)〉 and |ξ(s+ ds)〉 have the same phase. These two
conditions give
=
〈
ξ(s)
∣∣∣∣ dds
∣∣∣∣ ξ(s)〉 = 0, (1)
where = denotes the imaginary part. Eq.(1) defines a
connection over P and implies that the parallel trans-
port forbids local rotations along the curve. The curve
described by |ξ(s)〉 in H is called the horizontal lift of
C in P. The horizontal lift of closed curve in C may be
open in H such that |ξ(s)〉 = eiβ |ξ(0)〉. Here, the factor
β arises from the holonomy of the connection and is the
geometric phase associated with C.
The geometric phase depends only on the geometry of
the curve in projective Hilbert space and for the case of
cyclic evolution it can be interpreted in terms of surface
area enclosed by the closed curve C in P. For the more
general case of noncyclic evolution the geometric phase
is proportional to the surface area enclosed by the curve
in P which is composed of two parts: the open curve C =
{pi(|ξ(s)〉) ∈ P|s ∈ [s1, s2] ⊂ R} describing the evolution
from the initial point |ξ(s1)〉 to the final point |ξ(s2)〉, and
a geodesic curve in P joining pi(|ξ(s2)〉) to pi(|ξ(s1)〉).
Even though the geodesic closure approach, as formu-
lated in [45], gives an elegant and robust definition of
geometric phase, the calculations of geodesic can be te-
dious and in some cases may lead to inconsistent results
[56]. An equivalent approach to calculate the geometric
phase for any general nonadiabatic, noncyclic evolution
has been developed by Mukunda and Simon [57]. Their
treatment is based entirely on the kinematics, and the
geometric phase is defined as the property of curves in
Hilbert space. If C is any one-parameter smooth curve of
unit vectors |ψ(s)〉 ∈ H, where s ∈ [s1, s2] ⊂ R, then the
geometric phase associated with the corresponding curve
C ∈ P is defined by the functional
φg[C] = arg 〈ψ(s1)|ψ(s2)〉 − =
∫ s2
s1
ds 〈ψ(s)|ψ˙(s)〉 , (2)
where
∣∣∣ψ˙(s)〉 denotes the derivative with respect to s.
The geometric phase φg[C] can easily be shown to be
gauge and reparametrization invariant. The two terms
on the right-hand side of Eq.(2) are, respectively the total
and dynamical phase associated with the curve C , and
the difference between the two gives the geometric phase
along C.
In the present work we analyze the noncyclic geomet-
ric phases that arise due to neutrino oscillations in mag-
netic fields and matter. In particular, we first perform
explicit calculations for the geometric phases that arise
due to spin and spin-flavor precession of neutrinos propa-
gating in a medium with constant density and uniformly
twisting magnetic fields. We then study the case of geo-
metric phase acquired by neutrinos produced inside and
emanating out of a neutron star, with realistic density
and magnetic field profiles. We also study the condi-
tion of adiabaticity, the effects of magnetic field rotation
and cross boundary effects on geometric phases and neu-
trino helicity transitions. This is a generalization of our
previous work [39], where we calculated the cyclic Berry
phase for the neutrino propagation in a magnetic field
rotating arbitrarily about the direction of motion of the
neutrino. There it was shown that as the rotating mag-
netic field traces a closed curve in the parameter space,
the neutrino eigenstates can develop a significant geomet-
ric phase if the magnetic field is sufficiently strong (∼ 107
G or more). Such magnetic fields are usually encountered
by neutrinos propagating though astrophysical environ-
ments such as core-collapse supernova, neutron stars, and
gamma ray bursts.
The calculations pertaining to spin and spin-flavor os-
cillations of neutrinos depend on the strength of one-loop
magnetic dipole moments. In the minimally extended
SM, the diagonal magnetic moments of the Dirac neutri-
nos to one-loop order have been calculated to be [2, 3]
µν = 3.2 × 10−19(mν/eV )µB , where mν is the neutrino
mass. However, this value is much smaller than the sen-
sitivity of present experiments. The current best ex-
perimental constraint on the neutrino magnetic moment
comes from the GEMMA experiment which puts an up-
per bound of µν < 2.9× 10−11µB [58]. A recent analysis
[59] of the Borexino data obtains the bound on the Majo-
rana transition magnetic moment at µν ≤ 3.1×10−11µB .
Also there are various solar, reactor, and accelerator
neutrino experiments that obtain different bounds on
neutrino magnetic moments [60]. On the theoretical
side, various models have been proposed that derive the
bounds on the neutrino magnetic moment as large as
10−10µB (see [25] for a detailed review). Here we take the
value of the neutrino magnetic moment, µν = 10−11µB .
II. Neutrino spin and spin-flavor evolution
In the quasiclassical approach, neutrino spin evolution
in an electromagnetic field is described by the generalized
Bargmann-Michel-Telegdi equation [61]. For the system
|ν〉 = (νR, νL)T with two helicity components of neutri-
nos propagating in the presence of magnetic field ~B in
matter, the effective Hamiltonian is given by [62]
H = (~σ.~n)
(∆m2A
4E
− ∆V
2
)
− µ~σ.
(
~B − (1 + 1
γ
)
( ~B.~n)~n
)
,
(3)
where ~n is the direction of propagation of the neutrino,
~σ are Pauli spin matrices, ∆V = VL − VR (VL, VR being
potentials due to coherent forward scattering of the neu-
trinos off matter particles [63] for left- and right-handed
neutrinos respectively), ∆m2 = m2R−m2L, A is a function
of neutrino mixing angle θ, and E is the neutrino energy.
3In Eq.(3) the terms proportional to identity matrix are
omitted.
Assuming the neutrinos to be propagating along the z
direction, the evolution of the state |ν〉 can be described
by the Schrödinger-like equation [64]
i
∂ |ν(t)〉
∂t
= H(t) |ν(t)〉 . (4)
Since the longitudinal component of the magnetic field
in Eq.(3) is suppressed by a factor of 1/γ, for relativis-
tic neutrinos this term is negligible and we consider the
magnetic field rotating clockwise about the neutrino di-
rection in the transverse plane B⊥ = Beiφ. The evolution
equation (4) can now be rewritten as
i
∂
∂z
(
νR
νL
)
= −
(
V (z)/2 µB(z)e−iφ(z)
µB(z)eiφ(z) −V (z)/2
)(
νR
νL
)
,
(5)
where
V = ∆V − ∆m
2A
2E
, (6)
and the distance z along the neutrino trajectory is ap-
proximated with time t.
Transforming to the rotating frame of the field, and
using
|ν〉 = U |ψ〉 = exp(−iσ3φ/2) |ψ〉 , (7)
we get an evolution equation in the rotating frame,
i
∂ |ψ〉
∂z
=(U−1HU − iU−1 dU
dz
) |ψ〉
=− 1
2
[
(V + φ˙)σ3 + (2µB)σ1
] |ψ〉 , (8)
where φ˙ = dφ/dz. For the case of neutrino propagation
in matter with constant density and in a magnetic field
of constant strength and uniform twist, i.e., constant V ,
B, and φ˙, Eq.(8) can be integrated analytically and we
obtain(
ψR(z)
ψL(z)
)
= exp
[
i
2
(
(V + φ˙)σ3 + 2µBσ1
)
z
](
ψR(0)
ψL(0)
)
.
(9)
Using properties of Pauli matrices this can be written as(
ψR(z)
ψL(z)
)
=
[
cos
(
δEmz
2
)
+
i
δEm
(
(V + φ˙)σ3 + 2µBσ1
)
sin
(
δEmz
2
)](
ψR(0)
ψL(0)
)
,
(10)
where
δEm =
√
(V + φ˙)2 + (2µB)2 (11)
gives the energy splitting of the eigenstates. If a neutrino
is initially created in the left-helicity state, i.e., |ν(0)〉 =
(0 1)T , then after traveling a distance z in the magnetic
field, the neutrino eigenstate will be an admixture of left-
and right-handed components:
|ν(z)〉 =
 ie−iφ(z)/2 sin 2θm sin ( δEmz2 )
eiφ(z)/2
( (
δEmz
2
)− i cos 2θm sin ( δEmz2 ) )
 .
(12)
Here, we have taken the reference direction as φ(0) = 0
and θm denotes the mixing angle between ψR and ψL,
tan 2θm =
2µB
V + φ˙
. (13)
If a beam of left-handed neutrinos starts at z = 0, the
transition probability at a distance z is given by
P (νL → νR; z) = |νR(z)|2 = sin2 2θm sin2
(
δEmz
2
)
.
(14)
Thus neutrino propagation in magnetic fields results in
an oscillation in the νL − νR basis with a length scale of
2pi/δEm. For θm = pi/4 the mixing is maximal and the
amplitude of the transition probability becomes unity.
Eq.(13) gives the condition for resonant νR ↔ νL con-
version
V + φ˙ = 0, (15)
or ∆V − ∆m
2
2E
A+ φ˙ = 0. (16)
The effects of the variation of the twisting field on the
transition probability has been explored in detail in [13].
If we now include the effects of the three neutrino flavor,
the effective Hamiltonian becomes a 6 × 6 matrix that
can be written as
H = H0 +Hwk +HB , (17)
where H0 is the vacuum term that is the same for both
Dirac and Majorana neutrinos, given by
H0 =
1
2E
(
U 0
0 U
)(
M2 0
0 M2
)(
U† 0
0 U†
)
, (18)
where M2 is the mass matrix, M2 =
Diag(0,∆m221,∆m231), and U is the unitary mixing
matrix that can be suitably parameterized. Hwk is the
matter potential term given by
Hwk = αρ

Diag
(
Ye, 0, 0, (1− Ye)/2, (1− Ye)/2,
(1− Ye)/2
)
for Dirac neutrinos
Diag
(
Ye, 0, 0, 1− 2Ye, 1− Ye, 1− Ye
)
for Majorana neutrinos
,
(19)
where Ye is the electron fraction, ρ is the density of the
medium, and α =
√
2GF /mN is constant Finally, HB
denotes the neutrino coupling with magnetic field
HB =
(
0 M†µBe
iφ
±MµBe−iφ 0
)
, (20)
4where the ± sign refers to Dirac and Majorana neutri-
nos, respectively andMµ is the magnetic moment matrix
given by
Mµ =

µee µeµ µeτµeµ µµµ µµτ
µeτ µµτ µττ
 for Dirac neutrinos
 0 µeµ µeτ−µeµ 0 µµτ
−µeτ −µµτ 0
 for Majorana neutrinos
.
(21)
If a neutrino is produced as a left-handed electron neu-
trino and propagates in a magnetic field, a combination
of diagonal and off-diagonal magnetic moments leads to
the following spin and spin-flavor transitions between dif-
ferent neutrino states:
Dirac neutrinos: νeL → νeR, νeL → νµR, νeL → ντR,
Majorana neutrinos : νeL → ν¯µ, νeL → ν¯τ .
Moreover, the condition for resonant transitions
Eq.(15) can be written as
αρY effe −
∆m2A
2E
+ φ˙ = 0. (22)
where
Y effe =
{
(3Ye − 1)/2 for νeL ↔ νeR,µR,τR ,
(2Ye − 1) for νeL ↔ ν¯µ,τ .
(23)
We now examine the geometric phases associated with
the spin and spin-flavor evolution of the neutrinos prop-
agating in magnetic fields and matter.
III. Neutrino spin rotation on the Bloch sphere
and noncyclic geometric phases
The dynamics of the neutrino spin rotation in a mag-
netic field can be described by vector n = 〈ν |σ | ν〉. In
the two component formalism the equation describing the
dynamics of n is equivalent to a Schrödinger-like equa-
tion (5), and is given by [65]
dn
dz
= n×Beff, (24)
whereBeff =
√
V 2 + (2µB)2(sinχ cosφ, sinχ sinφ, cosχ);
χ = tan−1(2µB/V ). The path of the effective magnetic
field Beff describes a circle around the z axis in the
parameter space, which is the unit 2-sphere S2. For the
case of a medium with a uniformly twisting magnetic
field and constant density as discussed in the previous
section, Eq.(24) can be solved analytically, and the re-
sulting solution n(z) can be plotted in the Bloch sphere
representation. In this representation, any neutrino
state |ν〉 corresponds to a point on S2 and is determined
by the unit vector n. The orthogonal states |νL〉 and
|νR〉 correspond to two antipodal points on S2.
To solve Eq.(24), we define a vector nR = n ·R, where
R is the rotation matrix
R =
 cosφ sinφ 0− sinφ cosφ 0
0 0 1
 . (25)
Substituting this in Eq.(24) we obtain a time-
independent differential equation for nR, which can be
integrated to give the solution for Eq.(24) as the super-
position of two rotations,
n(z) = RT ·R1 · n(0), (26)
where R1 is given by
R1 =
sin2 2θm + cos2 2θm cosφp cos 2θm sinφp 12 sin 2θm(1− cosφp)− cos 2θm sinφp cosφp sin 2θm sinφp
1
2 sin 2θm(1− cosφp) − sin 2θm sinφp cos2 2θm + sin2 2θm cosφp
 ,
where we have defined the precession phase as φp =
δEmz, such that φp varies from 0 to 2pi during one oscil-
lation length.
The matrix R1 represents a precession about the di-
rection of Beff at an angle 2θm and at a rate φ˙p, and R
represents a precession about the direction of propaga-
tion of the neutrino at a rate, φ˙. These two precessions
combine to give the evolution of the spin-vector n, which
may be plotted on the Bloch sphere. The curve traced by
the spin-vector n on the Bloch sphere, as the magnetic
field rotates by 2pi, is noncyclic in general. However, for
the special case when the two precession rates φ˙p and φ˙
are commensurable i.e. φ˙p = kφ˙ for some k ∈ Q, the
evolution becomes cyclic. Different cases for cyclic and
5(a) φ˙p = 5φ˙ (b) V = −φ˙
(c) φ˙ = 100 (d) φ˙ = −200
Figure 1: Bloch sphere representation of neutrino spin rotation. Initially the neutrinos are produced in the left
helicity state which corresponds to a point on the pole of the sphere. Under the effect of matter and magnetic field,
neutrinos undergo spin-precession νeL → νeR and neutrino spin-vector n traces out cyclic [(a) and (b)] and noncyclic
curves [(c) and (d)] on the Bloch sphere depending on the relative values of φ˙p and the parameters of Beff. The circular
curve describes the path of Beff. The rotation frequency is in units of pi/R, and the positive and negative signs of φ˙
correspond to clockwise and anticlockwise rotation of the magnetic field about the neutrino direction respectively. We
used the following parameters: electron number density ne = 1024g/cm
3, neutron number density nn = ne/6, matter
potential V =
√
2GF (ne − nn/2), and magnetic field strength B = 106 G.
noncyclic evolution are shown in Fig. 1 for the case of
spin precession νeL → νeR of left-handed electron neu-
trinos produced in the Sun and propagating outwards
under the influence of matter and magnetic fields. As a
first order calculation we assume a constant density and
magnetic field profile for the Sun and parametrize the
rotation frequency of the magnetic field as φ˙ = pi/fR,
where R is the radius of the Sun.
The area enclosed by the trajectory traced out by neu-
trino spin rotation in projective Hilbert space, which
in this case is Bloch sphere S2, is related to the geo-
metric phases acquired by the neutrino state during the
evolution. If a neutrino is initially created in the left-
helicity state, i.e., |ν(0)〉 = (0 1)T , then after traveling
a distance z in the magnetic field the neutrino eigenstate
will be a mixture of left- and right-handed components
|ν(z)〉 = (νR(z) νL(z))T . The geometric phase associ-
ated with the curve C traced by the state |ν(z)〉 on the
Bloch sphere is then given by
φLg [C] = arg 〈ν(0)|ν(z)〉 − =
∫ z
0
〈ν(z′)| d
dz′
|ν(z′)〉 dz′.
(27)
Using Eq.(12), we get the following expressions for the
60 π 2π-π /2
0
π /2
π
Δϕ
ϕ gL
(a) Cyclic geometric phase: Solid curve corresponds to the
cyclic case φ˙p = 5φ˙ and the dotted curve corresponds to the
resonant condition V = −φ˙
0 π 2π0
π /2
π
Δϕ
ϕ gL
(b) Noncyclic geometric phase for the cases φ˙ = 100 (solid
curve) and φ˙ = −200 (dotted curve)
Figure 2: Geometric phases associated with the curves in the Bloch sphere for neutrino spin-precession νeL → νeR.
geometric phase:
φLg [C] =− arctan
(
cos 2θm tan
φp
2
)
+
φp
2
cos 2θm
+
∆φ
2
sin2 2θm
(
1− sinφp
φp
)
, (28)
where ∆φ = φ(z) − φ(0). Similarly if a neutrino is pro-
duced initially in the right-helicity state, the geometric
phase acquired is
φRg =− φLg . (29)
Hence the spin and spin-flavor evolution of neutrino he-
licity states involve nonzero geometric phases. These
expressions for geometric phases are valid regardless of
whether the neutrino propagation is adiabatic or not,
unlike the case of the Berry phase which requires the
propagation to be adiabatic.
Two particular cases clearly bring out the relation be-
tween the geometric phase and area enclosed by neutrino
spin trajectory on the Bloch sphere. In the cyclic limit,
as the neutrino spin-vector n returns to its initial posi-
tion i.e. φp = 2pi, the geometric phase for each cycle is
given by Eq.(28) as
φLg [C]
∣∣∣
cyc
= −pi(1− cos 2θm) + ∆φ
2
sin2 2θm. (30)
This result is particularly easy to visualize in the rotat-
ing frame of the magnetic field where ∆φ = 0. In this
frame the geometric phase reduces to the famous value
−pi(1− cos 2θm), which is equal to − 12 of the solid angle
subtended, by the neutrino spin rotation trajectory on
the Bloch sphere, at the center of the sphere. Another
case is that of resonance condition (15), for which Eq.(30)
gives the geometric phase:
φLg [C]
∣∣∣
res
= 0. (31)
This is expected since the resonance condition corre-
sponds to the case when the neutrino trajectory traces
out a great circle in the x−z plane in the rotating frame.
This is akin to parallel transport of a vector along a
geodesic, which does not give rise to holonomy. The cor-
responding curve in Fig. 1(b) encloses no net oriented
area, and thus has zero geometric phase.
For the case of noncyclic evolutions the geometric
phase can be interpreted in terms of a solid angle sub-
tended by the neutrino spin rotation curve obtained by
geodesic closure on the Bloch sphere. In Fig. 2, we plot
the variation of the geometric phase with the relative
phase shift of the magnetic field for the case of neutrino
spin precession νeL → νeR.
Next we will study the neutrino spin and spin-flavor
evolution in the case of a neutron star with realistic den-
sity and magnetic field profiles. We will examine various
cases both inside and outside the neutron star and an-
alyze the quantitative difference in geometric phases in
different scenarios.
IV. Neutrino Propagation in Neutron Stars
When stars run out of nuclear fuel at the end of their
lives, the core of the star collapses under its own gravity
resulting in a supernova explosion. Neutron stars (NSs)
are the compact objects that are formed as final rem-
nants of the core collapse supernova of stars with a mass
of about 8 − 20 times the mass of the Sun. NSs contain
some of the most extreme astrophysical environments
where the interior densities can be ∼ 5−10 times the nu-
clear saturation density (≈ 2.8× 1014 g/cm3) and where
magnetic fields from the surface to the interiors can vary
from 1015 to 1018 G [66, 67]. Although NSs are primar-
ily composed of neutrons, there is also a small fraction of
protons, electrons, and other nuclei. In the interior where
density exceeds nuclear saturation density, exotic parti-
7cles such as deconfined quarks, stable hyperon matter,
and superfluid pion condensate may appear [68, 69].
Neutrinos play an important role in the formation
and subsequent cooling of NSs. During the first few
seconds of the supernova collapse a large number of
neutrinos diffuse through the resulting proto-NS, which
leads to a rapid drop in temperature by a factor of
∼ 100. After about a minute, the NS becomes trans-
parent to neutrinos resulting in a further drop in tem-
peratures. The main process by which the neutrinos are
produced in the NS cores is so-called direct Urca pro-
cess n → p + e− + ν¯e, p + e− → n + νe[69, 70]. How-
ever, the direct Urca process requires a certain energy
threshold below which the neutrino emission occurs via
modified Urca process n+ (n, p)→ p+ (n, p) + e− + ν¯e,
p + (n, p) → n + (n, p) + e+ + νe [71]. There are several
other mechanisms by which neutrinos are produced in the
NSs and help in the NS cooling (see [72] for a detailed
review).
In the following we study the spin-flavor evolution of
the neutrinos produced in the core region of the NS.
For definiteness we consider only the left-handed electron
neutrinos produced below the resonance region and calcu-
late the geometric phases they acquire as they propagate
in the interior regions of the NS and finally come out of
it. We also study the effect of magnetic field rotation
on the geometric phases and the probabilities of the spin
and spin-flavor conversion. These calculations require the
knowledge of the density and magnetic field profiles in the
interior and outer regions of the NS. The knowledge of
the exact density profile of NS depends strongly on the
equation of state for which many models have been pro-
posed (see [73] for a recent review). However, without
going into details of the models, we assume a simplistic
density profile where the density decreases quadratically
from the center
ρY effe =
{
ρ0 + ρ1r
2, for r ≤ R
0 for r > R
, (32)
where R is the radius and ρ0 is the central density of the
NS. The values of radius and central density are taken
as R = 10 km and ρ0 = 1015 g/cm
3. The typical surface
density of the NS is ∼ 109 g/cm3 which determines the
value of ρ1.The magnetic field profile in the interior[74]
and outer[20] regions of the NS are taken as
B(r) =
Bs +Bc
(
1− exp
(
− β(ρ/ρs)γ
))
for r ≤ R
Bs(R/r)
3 for r > R
,
(33)
where β = 0.005, γ = 2, Bc = 1018 G, Bs = 1014 G, and
ρs is the nuclear saturation density. The density and
magnetic field profiles for the NS are plotted in Fig. 3.
A. Geometric phases
The Hamiltonian for the neutrino spin-flavor evolution
equation (5) can be written as
H = −1
2
σ ·Beff(z), (34)
where
Beff =|Beff |(sinχ(z) cosφ(z), sinχ(z) sinφ(z), cosχ(z)),
(35)
|Beff | =
√
V (z)2 + (2µB(z))2, (36)
χ = tan−1
(
2µB(z)
V (z)
)
, (37)
V =
√
2GF ρY
eff
e
mN
− ∆m
2
2E
cos 2θ. (38)
Formally, the solution of Eq.(4) with Hamiltonian (34) is
given by the evolution matrix
S(z, z0) = P exp
(
− i
2
∫ z
z0
(V (z′)σ3 + 2µB(z′)σ1)dz′
)
,
(39)
where P is the path ordering operator.However, in the
limit of adiabatic approximation the state of the system
is given by one of the instantaneous eigenstates of the
Hamiltonian (34). The eigenstates, representing the spin
polarization along and opposite to the direction of Beff
are given by
|ψ+〉 =
(
cosχ(z)/2
eiφ(z) sinχ(z)/2
)
, (40)
|ψ−〉 =
(
e−iφ(z) sinχ(z)/2
− cosχ(z)/2
)
, (41)
corresponding to the eigenvalues ∓|Beff |/2. If the initial
spin polarization of the neutrino is along the direction of
magnetic field then the state of the system is represented
by |ψ+〉, and the adiabatic condition is given by∣∣∣ 〈ψ+|ψ˙−〉
E+ − E−
∣∣∣ 1, (42)
which is equivalent to
√
χ˙2 + (φ˙ sinχ)2/2  |Beff |. We
define the adiabaticity parameter
γ =
|Beff |√
χ˙2 + (φ˙ sinχ)2
, (43)
so the adiabaticity condition (42) is equivalent to γ  1.
We now calculate γ for regions both inside and outside
the NS. We find that, while in the inside region the adia-
baticity holds for practically all values of φ˙, in the outside
region of NS the range over which the adiabatic solution
is valid is restricted, depending on the values of φ˙. The
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Figure 3: (a) Density and (b) magnetic field profiles of the neutron star. Magnetic field is plotted in log scale.
larger the value of φ˙, the smaller is the region over which
the adiabatic approximation is valid. For typical values
of φ˙, the range over which adiabaticity holds is roughly
20− 30 times the radius of the NS as shown in Fig. 4.
In this case the magnetic field (35) traces out an open
curve CR in the parameter space R3. Under adiabatic
evolution the noncyclic geometric phase associated with
the curve CR, for the case of neutrino with initial spin
polarization along the direction of magnetic field, is given
by the generalization of Berry’s phase [56]
φg[CR] =arg 〈ψ+(0) |ψ+(z)〉
− =
∫ z
0
dR · 〈ψ+(R) | ∇R |ψ+(R)〉 , (44)
where R represents the magnetic field (35). Using
Eq.(40) we calculate the geometric phase as
φ+g [CR] = tan
−1
(
sin ∆φ(z) sin χ(z)2 sin
χ(0)
2
cos χ(z)2 cos
χ(0)
2 + cos ∆φ(z) sin
χ(z)
2 sin
χ(0)
2
)
− ∆φ(z)
2
(1− cosχ(z)). (45)
While for the other eigenstate the geometric phase is
φ−g [CR] = −φ+g [CR].
Since the definition (44) assumes adiabaticity, the ex-
pression (45) is valid only when the adiabatic condition
(42) is satisfied. When the nonadiabatic effects arise,
one has to resort to more general methods such as that
of geodesic closure to calculate geometric phases. How-
ever, we are only interested in the qualitative features of
the geometric phases that arise due to neutrino spin and
spin-flavor oscillations in the NS environment. Since in
the inside region of the NS, the matter effects strongly
dominate over the magnetic field, the area of the curve
traced by Beff is negligible, and hence the associated
geometric phase is vanishingly small. As the neutrinos
come out of the NS, matter effects vanish and now neu-
trino eigenstates develop a significant geometric phase as
shown in Fig. 5.
B. Transition probabilities and cross boundary
effect
Now we calculate the spin and spin-flavor transition
probabilities as the neutrinos propagate in NS’s under
adiabatic conditions. Considering the case of left-handed
electron neutrinos produced near the center of the NS,
the adiabatic survival probability is given by [20, 75]
P (νL → νL)(z) =1
2
(
1 + cos θeff(z0) cos θeff(z)
+ sin θeff(z0) sin θeff(z) cos ζ(z)
)
,
(46)
where
θeff(z) = tan
−1
( 2µB
V + φ˙
)
, (47)
ζ(z) =
∫ z
z0
dz′
√
(V + φ˙)2 + (2µB)2. (48)
For the neutrino propagation inside the NS, for the given
density and magnetic field profile V  2µB, and hence
θeff ≈ 0, so according to Eq.(46) P (νL → νL) ≈ 1. Thus
there are almost no spin or spin-flavor transitions inside
the NS. However, for the outside case the situation is
more interesting and there are appreciable transitions as
shown in Fig. 6. After about 200R half of the left-handed
neutrinos produced inside the NS are converted into the
right-handed neutrinos.
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Figure 4: log γ(z) as a function of distance (a) inside and (b) outside the NS. The adiabaticity condition γ  1 is
satisfied for all values of φ˙ while for the outside regions adiabaticity holds only in a limited region.
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Figure 5: Geometric phases neutrino propagation in NS. In (a) the flat portion of the curve corresponds to
neutrino propagation inside the NS, where the geometric phase is almost zero. In (b) φ˙res corresponds to the
resonant condition V = −φ˙.
For the case of neutrino propagation in a medium of
constant density and uniformly twisting magnetic fields,
one can define a critical magnetic field, which is the
magnetic field required for the oscillation amplitudes
νL → νR to be close to unity and is given by [20]
Bcr[G] =43
(
µB
µ
)∣∣∣∣(∆m21eV 2
)(
MeV
E
)
cos 2θ
− 2.5× 10−31
(
neff
cm−3
)
+ 0.4
(
φ˙
m
)∣∣∣∣. (49)
By calculating Bcr for different situations, we can get
rough estimates of the magnetic field required for appre-
ciable neutrino transitions. In the interior regions of the
neutron star, ρ ≈ 1015 g/cm3 gives neff ≈ 6×1038 cm−3,
hence for neutrinos with energy E = 1 MeV, Eq.(49)
gives Bcr ≈ 6 × 1020 G. Since Bcr  B in the inte-
rior of the neutron star, the transitions are negligible,
as also shown by the probability argument above. Even
in the outermost crust of the star, neff ≈ 1033 cm−3,
and Bcr ≈ 1015G, which is greater than the magnetic
fields prevailing in those regions. So we expect very weak
neutrino transitions inside the neutron stars in the case
of neutrinos produced below the resonance regions. For
the regions just outside the neutron star density sud-
denly drops to zero, so there is a sharp decrease in the
critical magnetic field required for the helicity transi-
tions. For 1 MeV neutrinos, Eq.(49) gives Bcr = 108
G. Since the magnetic field just outside the neutron star
is ∼ 1014G( Bcr), as the neutrinos cross the surface
of the NS, there are rapid helicity transitions that are
termed as cross boundary effects[20].
Since the magnetic field outside the NS falls off as 1/r3,
the range over which the magnetic field exceeds critical
magnetic field is given by rcr = R(B/Bcr)1/3 ≈ 100R.
As can be seen in Fig. 6, the oscillation amplitude re-
duces as we go away from the NS and almost vanishes for
r > 200R in the case for nonrotating fields. If we consider
the effect of field rotation then according to Eq.(49) the
critical magnetic field required to sustain oscillations in-
creases. For φ˙ = 10, the Bcr ≈ 6×108 G. Thus the range
over which oscillation amplitudes are finite decreases to
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Figure 6: Neutrino survival probability of spin and spin-flavor precession for various values of the rotation frequency.
Nonzero values of φ˙ lead to suppression of transitions and the probability converges to one-half at a faster rate
compared to the case when φ˙ = 0. For the case of spin transitions in nonrotating magnetic fields the probability does
not converge to 0.5 but instead approaches 1 in the limit z  R. This is because for this case cos θeff = 0 and the
oscillatory term in Eq.(46) converges to 1 in the limit z  R.
≈ 50R.
V. Possible methods of geometric phase detection
The usual method of geometric phase detection em-
ploys experiments wherein a beam is split into two parts,
both parts undergo evolution along different paths in pa-
rameter space, and then they are made to interfere. The
resulting interference pattern bears the signature of the
geometric phase. However, these types of experiments
are not feasible in case of neutrinos due to their small
interaction cross section that renders them practically
impossible to maneuver.
Another approach, which has become popular in recent
years, is that of quantum simulation. In this approach
quantum systems that cannot be accessed experimentally
are simulated using a controllable physical system under-
lying the same mathematical model [76]. The possibility
of studying neutrino systems by quantum simulation has
been explored in [42, 77]. In [42] it was proposed to detect
the neutrino geometric phases using the nuclear magnetic
resonance (NMR) setup with a controllable range of pa-
rameters. Here we propose an analogous NMR experi-
ment where parameters can be varied to simulate the en-
vironment of neutrino oscillations in magnetic fields. The
Hamiltonian for a standard NMR experiment is given by
[78]
H = −ω0
2
[
cos θσz + sin θ(σx cosωt+ σy sinωt)
]
, (50)
where ω0 is the Larmor precession frequency of the spins,
2θ is the angle between the magnetic field direction and
the quantization axis, and ω is the frequency of the circu-
larly polarized magnetic field. Comparing Eq.(50) with
the Hamiltonian (5) for neutrinos we get the following
values for the NMR parameters:
ω0 =
√
V 2 + (2µB)2, (51)
θ = tan−1
( 2µB√
V 2 + (2µB)2
)
, (52)
ω =φ˙. (53)
For example, the neutrino oscillation environment out-
side the NS can be simulated using the following range
of parameters: ω0/2pi ∈ (106 − 103) MHz, θ ≈ pi/5,
and ω/2pi ∈ (1.5 − 150) kHz. In this way, the geomet-
ric phases that arise in neutrino systems can be inferred
from those obtained in NMR experiments with a suitably
chosen range of parameters.
VI. Conclusions
In this work, we have studied the noncyclic geometric
phases associated with neutrino spin and spin-flavor tran-
sitions. The dynamics of neutrino spin rotation was ex-
amined in the Bloch sphere representation, which clearly
brings out the geometric nature of this phenomena. The
geometric phase acquired by a neutrino state was shown
to be related to the area enclosed by the curve traced
by a neutrino spin vector. For the case of cyclic evo-
lution, it was shown that the expressions reduce to the
usual Aharonov-Anandan phase for spin precession in a
magnetic field. As a particular case, we analyzed the ge-
ometric phases acquired by the solar neutrinos as they
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propagate outwards under the effect of matter and mag-
netic fields of the Sun.
Further, we analyzed the situation of neutrinos pro-
duced in the NS, propagating outwards under the effect
of matter and magnetic fields. We have obtained analyt-
ical expressions of the noncyclic geometric phases in the
adiabatic approximation and studied their behavior both
inside and outside the NS for various cases. We have also
studied the transition probability and the cross boundary
effects and showed that at a distance of about 200 times
the radius of a NS, the initial flux of left-handed neutrinos
produced inside the NS is depleted to half of its original
value. We would like to point out that we considered only
the case of neutrinos produced below resonance regions.
However, there might arise situations where there may be
significant resonant effects due to both matter and mag-
netic fields, and it would be interesting to explore these
effects in the context of geometric phases.
The emergence of geometric phases in neutrino spin
and spin-flavor evolution highlights an important geo-
metric aspect of this phenomena. Even though at present
there seems to be no method to detect such phases di-
rectly in the current experiments, alternative methods
such as quantum simulation have been proposed to de-
tect such phases. The present calculations bring out an
essentially geometric character manifest in the neutrino
spin rotation and is well worth exploring further.
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