Given an undirected edge-weighted graph G = (V, E), a subgraph G' = (IT, E') is a t-spanner of G if, for every u, v ~ V, the weighted distance between u and v in G' is at most t times the weighted distance between u and v in G.
The Greedy Algorithm
Henceforth, all graphs will be embedded in a Euclidean space. Accordingly, metric concepts are understood relative to this embedding. The Euclidean distance between x and y is denoted by d (x, y) .
We now present the algorithm to construct bounded degree spanners. The input of the algorithm is a set V of points in a Euclidean space of dimension d and a real number t > 1. We show in Section 3 that the bound on the degree depends only on d and t.
Since the algorithm inspects all possible distances among points of V it is clear that G is a t-spanner of V. The following proposition states that the angle formed by any two edges of G incident with the same vertex is not small. This fact allows us to bound the maximum degree of G.
Proposition 2.1. Let G = (V, E) be the output of the Greedy Algorithm on input V and t. Then the angle formed by any two edges incident with the same vertex is larger than
t-1 = 2 arcsin ..... . 2t
Before proving this proposition we prove a stronger property concerning the angle formed by edges in G. We need this property in Section 4. (1)
Proposition 2.2. Let G = (V, E) be the output of the Greedy Algorithm on input V and t. Let x, y, z ~ V be such that xy, xz ~ E (see Fig. 1). Let r = d(x, z)/d(x,
First we suppose that a < c. Then as desired. Now, we suppose that a > c. This implies that the pair y, z was inspected before the pair x, z by the Greedy Algorithm. We infer that in the partially constructed graph G a yz-path existed that did not use the edge xz and had length at most tc. Since a > b, we may assume without loss of generality that the pair x, y comes before the pair x, z in the ordering of pairs considered by the Greedy Algorithm.
Thus we also infer that the edge xy is present in the partially constructed graph at the time the pair x, z was being inspected. Since xz was added to E, we deduce that b + tc > ta, or
t From (2) and (1) we obtain a 2+b 2-2abcosT>
as desired. 
The Results for the d-Dimensional Case
Let A(d, ~) be the maximum number of rays (half-lines) from a point in ddimensional Euclidean space such that each pair of rays forms an angle at least a. It follows from Proposition 2.1 that A(d, a) is an upper bound on the degree of the t-spanner constructed by the Greedy Algorithm, where ~ = 2 arcsin((t -1)/20. Let at d denote the unit sphere with center v in R a. A finite set of points on ad is called a spherical code. It is easy to see that A(d, ~) is the maximum cardinality of a spherical code V such that/_ xvy > ~ for each x r y e V. This packing problem has been extensively studied [4] . We mention an upper bound due to Rankin [12] :
(Other known bounds are stronger than this for certain ranges of values of(d, c0.) Since in our case sin(~/2) = (t -1)/2t, we obtain the following theorem.
Theorem 3.1. Given a set V of points in the d-dimensional Euclidean space and a real number t > 1, a t-spanner G = (V, E) of V exists such that
For dimension 2, we have that A(2, ~) = L2n/~_]. It follows that:
. Given a set V of points in the Euclidean plane and a real number t > 1, a t-spanner G = (V, E) of V exists such that
where ~ = 2 arcsin((t -1)/20.
Comparison with Previous Results
The algorithms discovered by Salowe [14] and Vaidya [18] to build t-spanners are similar to each other. Both are based on Vaidya's algorithm to solve the all-nearest-neighbor problem [17] . Also both require that 1 < t < 2. Salowe's construction leads to a t-spanner with O((16dt/(t -l))dn) edges, while Vaidya's requires O(2~(3 + 12x//d/(t-1))dn) edges. Vaidya has asked [18] whether the superexponential growth can be reduced as a function of the dimension d. Our bound answers this question in the affirmative. We have shown that the bound on the degree of the t-spanner constructed by the Greedy Algorithm is related to a sphere-packing problem. Other schemes obtain spanners whose bound on the number of edges is related to a spherecovering problem. That is the case for the algorithms described by Alth6fer et al. [2] and Ruppert and Seidel [13] , where the bound on the number of edges is
We remark that none of these algorithms construct bounded degree spanners for fixed dimension; only their average degree is bounded.
An Upper Bound on A(G)
We now analyze the least A(G) for which the Greedy Algorithm outputs an 
The Main Result
Corollary 3.4 shows that degree 6 graphs suffice to approximate planar distances within a 7.6 factor. It is much more difficult to obtain a reasonable approximation with maximum degree A(G) _< 5. This section is dedicated to the proof that this is possible. The main theorem is a direct consequence of Proposition 4.8(v).
Theorem 4.1 (Main Theorem). Every set of points in the Euclidean plane has a t-spanner with maximum degree at most 5, where { is an absolute constant.
We briefly describe the strategy to construct G, the {-spanner of the given set V c R z. Our analysis showed that, for a convenient t > 7.6, the Greedy Algorithm outputs a t-spanner of maximum degree at most 6. Indeed, there are sets of points in the plane for which degree 6 will actually occur. We first characterize such configurations, which we call bad configurations. The algorithm to build the t-spanner G with A(G)< 5 will carefully remove points from the given set V (destroying the bad configurations), obtaining a set V' for which the Greedy Algorithm builds a (-spanner G' with maximum degree at most 5. Then we show how to construct the spanner G from G' by connecting the points in V\V' to points in V', adding or removing edges if necessary.
Characterizin9 a Bad Configuration
We want to characterize the configurations which cause the Greedy Algorithm to output a t-spanner with maximum degree equal to 6. Consider a t-spanner G = (V, E) obtained by the Greedy Algorithm on input V and t > 7.6. By Corollary 3.4 we know that A(G) < 6. Suppose that a vertex v e V that has degree 6 exists. 
Observing that t cos fl -1 > 0 for t >_ 13, and that fl > 7, the proposition follows immediately.
[]
We are now ready to give the desired characterization of bad configurations. 
(ii) ~ < L_vivvj <_ fl for ]i--j[ = 1 mod4 (vi and vj are consecutive points in the bad configuration).
The point v is the center of the bad configuration, and d(v, vl) is its radius, denoted by radius(B). The real number t will be implicit when we write "bad configuration"
instead of "bad configuration with respect to t."
Informally, the points of a bad configuration form a hexagon with a center. As t increases, the angles mentioned in the definition tend to n/3, and the quotient d(v, vj)/d (v, vl) tends to 1. Therefore, for large enough t, the hexagon will be arbitrarily close to a regular hexagon. It should be clear that:
Proposition 4.4. If, on input V and t > 13, the Greedy Algorithm outputs a graph G = (V, E) with A(G) = 6, then V has a bad configuration with respect to t.

Removing Points from V
Let V be a set of points in the plane. To obtain the i-spanner G of V with A(G) < 5 we determine a set V' _ V that does not have bad configurations with respect to some fixed t'. The set V' and t' are the input of the Greedy Algorithm, yielding a t'-spanner G' = (V', E') with A(G') < 5. The graph G is constructed from G' by considering the points in V\V' and conveniently adding new edges to or removing edges from E'. The algorithm that constructs V' is described below.
Algorithm 4.5
Input: a set V of points in the plane and a real number t > 13. Output: a set V' that does not have bad configurations with respect to t. begin V':= V; while there is a bad configuration with respect to t in V' do let v be the center of a bad configuration of minimum radius;
V':= V'\{v}; {we say that v is deleted} output V' ;
end.
Next we prove some properties concerning the output of this algorithm. These properties are useful for constructing the spanner of V from a spanner of V'. In particular, the vertex vl of a bad configuration B is the vertex that connects the center of B to the remainder of the points in the spanner. To prove the proposition we again need to increase the value of t. Since the algorithm chose the center v to be deleted, it follows that if B' is a bad configuration in T, then radius(B') > radius(B), and we are done.
So, suppose that B' is not a bad configuration in T and B' becomes one in T\{v}. Since the removal of v from T caused B' to become a bad configuration, condition (i) of Definition 4.3 has changed: the deletion of points cannot make Definitions 4.3(ii) or 4.3(iii) true. Let w be the center of B'. By the previous observation we have that min{d(w, x)lx ~ T\{v, w}} > min{d(w, x)lx e T\{w}}.
Thus, v is the unique point nearest to w in T and d(v, w) < radius(B'). By the definition of a bad configuration (item (i)) radius(B) < d(v, w). Combining the last two inequalities we finish the proof of (i).
Throughout the remainder of the proof we consider the following numerical values and variables definitions. The meaning of some variables and expressions will be clear later.
The numerical values follow from the assumption that t > 116.
1.037 < ~ = 2 arcsin --< < fl = 2n-5ar < 1.097, cos > 0.853, 
2t t 2 --1 r = 2t(t cos fl _ l) < l.ll7, s = ~/l + r(r -2 cos fl) < l.109,
(3)
Now we prove (ii). Actually, we prove the slightly stronger statement: after the deletion of v, no point in the set {vl, v2, v6} can become a center of a bad configuration. By contradiction, suppose that after the deletion of v, w is the first point in the set {vl, v2, v6} that becomes a center of a bad configuration B'. Let T be the set of points corresponding to V' in a step of the algorithm in which B' is a bad configuration.
Consider the configuration shown in Fig. 3 , where w' and w" are two consecutive points of B' such that w' and w" are in different semiplanes defined by the line containing v and w. 
Let a = d(v, w'), b = d(v, w), c = d(w, w'). 7t = / vww', 72 = Z_vww", R = radius(B), and R'= radius(B'). We prove that
2Rc c
By (i) radius(B') >_ radius(B)
, and by the definition of the radius we have that c >_ R', implying that c > R. Thus, cos 71 < --r2 --1 < cos .
--R
To obtain the last inequality we have used the numerical values calculated in 
By item (iii) of Definition 4.3 of a bad configuration we have that c < r3R '. Using this inequality in (7) we have that c < rasR. Then, from (5) 
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To obtain the last inequality we have used the numerical values calculated in (3). Thus, y~ > fl/2, implying that ~ + Y2 > fl-Again, this contradicts Definition 4.3(ii), finishing the proof of (ii).
We now prove (iii) 
We may also suppose that v' and v 2 are in the same semiplane defined by the line containing vvt (if this is not true, interchange the roles of v 2 and v6 in the proof). Thus, we assume that
where ~2 = /--VlVV" Figure 4 illustrates these measures. The sign of 0 is positive if the points v~, v2, and v' appear in clockwise order considering v as a center (Fig. 4(a) ). The sign of 0 is negative otherwise (Fig. 4(b) ).
Let a=d(v',v2), b=d(v, v2), c=d(v,v'), 71= /vvlv', y3= /vv'vl, and 0 = +/_ v'vv2.
We want to prove that 7~ > ft. By contradiction, suppose that Ya ~ ft.
We have that By the definition of a bad configuration we have that c > R and b < rR. Thus,
By the definition of a bad configuration we have that ct < /__ vlvv2 --72 --0. Using these inequalities we obtain that 72 > 0 + ec Thus,
We have also used above that, by (9),)12 < 7r. We now inspect two cases:
Case 1:0 < ~/2. Since, by (8), R < R', we have that )12 > )13. Thus, using (10),
By the definition of a bad configuration we have that Z_vlvv 2 = ~2 --0 ~ ft. Using these inequalities we obtain that
-2
In the last inequality we have used the numerical values calculated in (3) . Also, by the definition of radius of a bad configuration, b > R. Thus, for re/2 > 0 > -0.075, we have from (11) that 
In the last inequality we have used the numerical values calculated in (3). 
Considering that by the definition of a bad configuration b <_ Rr, and that n/2 < 0 < ~ --e we obtain from (11) that 
In the last inequality we have used the numerical values calculated in (3). For 7~/2 < 0 _< g -~t, the minimum of 0.609 cos 0 + 0.861 sin 0 is attained for 0 = 7z -~ < 2.105. Thus, 0.609 cos 0 + 0.861 sin 0 > 0.43. On the other hand, by (3) we have that 0.124 > (r 2 -1)/2. These values contradict inequality (15) .
The Algorithm for A <_ 5
The next algorithm uses Algorithm 4.5 and the Greedy Algorithm to construct G with A(G) _< 5.
Algorithm 4.7
Input: a set V of points in the plane and a real number t > 1 t6. Output: a graph G = (V, E). From the above observations we have that
On the other hand, d2(xl, x2) = d2(x, x:) + d2(x, xl) -2 cos(02
Using the previous two inequalities we obtain
We now prove (iv). , y) ) is minimum for the points which marked xy near x (y).
By construction we have that
If x I and yl are in the same semiplane defined by the line containing xy, we may switch x~ (or x2) to the other semiplane without changing the absolute value of )'1. In this modified configuration the distance in the graph between x and y is larger than the original distance. Thus, we assume the worst case, i.e., x 1 and Yl are not in the same semiplane defined by the line containing xy (see Fig. 5(a) ).
Since the points x, y are in V', at the time that xl was deleted the vertex y was in the set V'. This implies by the definition of a bad configuration that d(xl, x) < d (xl, y) . Similarly, it is true that d(yl, y) < d (yl, x) . This implies that
As in the proof of (iii) we have that 
Let z the point defined by the intersection of the lines xy and xly 1. From (16) we obtain 
The maximum of the function (sin 71 + sin y3)/sin(71 + ])3) subject to (17) and (18) Case 2: xy r E'. Then, since G' is the output of the Greedy Algorithm, there is a path P in G' that has total length < tld(x, y). By the previous case, for each edge vw in P there is a path in G such that de(v, w) < t3d (v, w) . Therefore, the quotient between the length of an xy-path in G and the distance between x and y is less than tit 3 .
We now prove (v). If x (y)e V', then let vl = x (/)'1 = Y). Otherwise, let vl (/)'1) be the point nearest to x (y) in the bad configuration that caused x (y) to be deleted. Either way we have that /)1, v'l e V' (in the last case, this follows from Proposition 4.6(ii)). It follows from (iv) that d~(/)l, /)'l) < tltsd(/)l, v'l). [] Remark 4.9. Many bounds in the proofs are not the best possible. Since we could not obtain the final constant less than a 100, we would rather simplify the proof than obtain a tighter bound.
Open Problems
1. It remains open whether or not A = 4 or 3 suffices to approximate planar distances within a constant factor. Dobkin et al. [5] observed that for A = 2 such a result is impossible.
