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Abstract 
This dissertation was written as a part of the MSc in ICT Systems at the International 
Hellenic University. It investigates the utilization of artificial intelligence and specifi-
cally artificial neural networks, aiming to increase the robustness of systems that depend 
on inconstant IoT sensor data for critical operation. The objective is the generation of 
reliable data stream after a sensor failure or malfunction for a sufficient timeframe that 
would enable the system to operate without obstruction until all necessary repairs or re-
placements occur. A good candidate system is that of an IoT enabled meteorological 
station. The measurements of various meteorological parameters depend on sensors that 
due to exposure to the elements are more susceptible to failures. In the case of a sensor 
failure, the user gets notified and run a previously trained neural network model in order 
to forecast the values of the failed sensor from the combination of other sensor data un-
til the failed sensor could be replaced or repaired. Although the operation of the station 
could continue with the data of the failed sensor missing, this is a good test case to 
demonstrate the ability of neural networks to substitute faulty sensors reliably and could 
be implemented to more sensor-reliant systems as well. 
The implementation of the projects is divided into two parts. The first part is the build-
ing of an autonomous IoT meteorological station complete with user interface and ex-
ternal data storage. Besides the time and budget restriction, an effort has been made in 
order for the station to meet certain standards, so the collected data are reliable and con-
sistent. Therefore, a cross-check could be made with other stations in the vicinity. 
The second part is the data prediction part based on the data from the station using sev-
eral tools. Data prediction is a multi-step process that requires data acquisition and 
preprocessing like cleansing and normalization, and thereafter the use of these data to 
implement and train an artificial neural network model. The goal is to achieve substitute 
values with minimal deviation from the real values that could enable reliable operation 
of the system. 
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1 Introduction 
A major requirement of any system is the unobstructed and reliable operation which de-
rives from the proper function of all of its components. In sensor-reliant systems, the 
critical operation relies on the proper function of all sensors, so sensor robustness is im-
perative. In IoT systems, the operation of those sensors can be inconstant consequently 
the operation of the system as a whole could be compromised.  
The goal of this dissertation is to investigate the ability of an Artificial Neural Network, 
that is trained from an Internet of Things device, to accurately substitute missing data 
that could compromise the functionality of a system thus improving the robustness of 
the system. 
2 Literature review 
This chapter is meant to provide insight into the two main fields that this thesis is based 
on. These fields are the Internet of Things and Artificial Intelligence in the form of Arti-
ficial Neural networks. Although they are distinct fields and they are intertwined as 
well.   
2.1 The Internet of Things 
The Internet of Things or IoT is a rather abstract term that defines a huge, global net-
work of internet-connected devices that through the use of sensors gather data and 
communicate with other devices to form a cyber-physical system. This system connects 
the computational and physical resources and has no need for human interaction to be 
functional [1]. A definition for the Internet of Things could be: ―A network of physical 
objects or ‗things‘ that can interact with each other to share information and take ac-
tion.‖ [2]  
Although Internet of Things is still at its early stages, the growth is staggering and it is 
expected to reach 20,4 billion devices by 2020 and produce monetary transactions of 
several trillions of dollars [3]. 
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Size is not a factor for the devices. An IoT device can be anything between a small con-
sumer electronic device, like a wearable up to massive industrial machines and vehicles. 
Potentially any device can become an IoT device if it is connected to the internet and 
enabled to communicate. So the ―Things‖ can be anything. Consequentially IoT is not a 
network of computers in its traditional sense but a network of heterogeneous devices 
that interact, collect and share information [4]. 
2.1.1 Architecture 
An IoT system typically comprises of 4 main layers: sensor, network, data processing 
and application [5]. 
 
Sensor Layer 
Sensors are measuring a specific parameter in their environment and produce an output. 
There is a huge variety of sensors for measuring almost everything. Some broad catego-
ries for sensor measurements are Environmental, weather, electrical, movement, speed, 
acceleration, chemical, pressure and many more [6]. Usually, sensors are not stand-
alone devices but are commonly bundled with other sensors, actuators, and processors 
to form a complete device that is ready for the next layer. 
 
Network layer 
The network layer provides the necessary connectivity of the sensor devices. There are 
various protocols for this connectivity to be achieved either wired or wireless but the 
most common are wireless. Some popular examples are ethernet, WiFi, cellular net-
works, Bluetooth, RFID, LoRa, ZigBee. Through this layer, devices can connect to each 
other and to the internet through gateways. There are advantages and disadvantages for 
each option, so the choice depends on the application. 
 
Data processing layer 
After the acquisition of data from the sensor layer and storage, there is usually some 
kind of processing to those data. This processing can be simple, like value comparison 
or complex like real-time video stream analysis. 
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Application layer 
The final layer is the application layer which presents the data and the results of the data 
processing to the end user and enables the user‘s interaction with the ―things‖. The most 
common way is via mobile applications on a smartphone or tablet or web applications 
on browser. 
 
Figure 1 IoT architecture [5] 
 
2.1.2 IoT use cases 
IoT applications are applicable in multiple fields. From consumer devices and smart 
homes to smart cities and industrial IoT. The following are just some of the many use 
cases and by no means this list is exhaustive. 
 
Healthcare & Health Services 
Many people worldwide already use smart watches or other smart devices to monitor 
their health status. It is estimated that in the near future in-hospital patient monitoring 
will be done through monitors connected to an IoT network. This will improve health 
and health care services, save time and dramatically reduce patient care costs. 
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Transport 
Recently major car manufacturers have created cars that run independently or semi-
independently under human supervision. By exploiting this technology, cars are 
connected to the internet by collecting information on the route, traffic, climate condi-
tions and road condition, then analyze and process the information so they can decide 
what the right speed and optimum route are followed. In 2016 the Uber transport com-
pany added to its car fleet the first self-propelled cars that will offer less expensive 
transport services [7]. 
 
Retail 
Both consumers and shops can benefit from IoT operations in retail. Businesses will be 
able to automatically track their inventories and be alerted in real time to the course of 
operations or business processes. The information flow available to the company with 
mobile wallet applications will increase and add to the IoT-based company tools. Also, 
using sensors and monitoring systems, it will know at any given time how many con-
sumers are in the store and what actions they are doing. Based on IoT, technology has 
been developed that detects and simultaneously analyzes human expressions. So the 
business can export information about consumer preferences based on their expressions 
and habits. Taking advantage of this technology, advertising and product promotion will 
be more effective and immediate. From consumers point, purchases will become faster 
as the new payment methods that will be included will make payments automated. In 
addition, through the information gathered, the companies will be able to offer personal-
ized products and services, maximizing customer satisfaction. 
   
Agriculture 
IoT can have numerous applications in farming and livestock management. Sensors can 
measure meteorological conditions, soil status, plants health or animal health and pro-
vide farmers with insights and predictions about their crops and livestock [8]. The 
agricultural sector is a field that can be heavily automated and IoT provides a step to-
wards that direction.  
 
  -13- 
Energy management 
As the number of energy-hungry internet-connected devices rise the use of IoT can pro-
vide better power management. By enabling communication of those devices to the 
power provider, energy use can be provisioned and managed efficiently [9]. These de-
vices could even be remotely controlled for even better efficiency [10]. 
Smart home 
Modern house appliances and devices are internet-enabled making them part of a smart 
home that could be easily and remotely managed. Locks, security systems, thermostats, 
refrigerators, smart televisions, irrigation systems, lights, can all be managed from the 
cloud, by mobile applications thus enhancing their efficiency and provide a more com-
fortable and functional living environment [11].  
 
Figure 2 Graphical representation of IoT use cases [12]   
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2.2 Artificial Neural Networks 
Artificial Neural Networks (ANN) are simplified models of the human central nervous 
system and they mimic the function of biological neurons and neural networks [13]. The 
motivation behind the development of Artificial Neural Networks is the hope of con-
struction of interconnected computer elements that can mimic the function of a human 
brain. The goal is the creation of a system that responds to input, can learn, and adapt. 
2.2.1 Biological neural networks 
As mentioned, the construction of Artificial Neural Networks was based on Biological 
Neural networks. The human central nervous system consists of a unique cell type, the 
Neurons. Neurons are the building blocks of not only human but animal nervous sys-
tems as well. Neurons consist of three parts, the soma (main body), the dendrites that 
are the input connections receiving electrical signals from neighboring neurons and the 
axon that is the neuron‘s output sending electrical signals to neighboring neurons. The 
connection between neurons is achieved through synaptic connections of one neuron‘s 
axon to another‘s dendrites. The amount of electrical energy transferred to the dendrites 
is the synaptic weight. A single neuron can form up to 10000 synaptic connections with 
other neurons.  It is estimated that the average human brain contains 10
9
 neurons [14]. 
Τhe most essential feature of the neurons is the ability to respond to external stimuli. 
When a neuron is stimulated, it produces electrical pulses that travel to the connected 
neurons. The receiving neurons, depending on the strength of the synaptic connection,  
 
 
 
 
 
 
 
 
 
Figure 3 Neuron Illustration [15] 
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accumulate electric load and then this load exceeds a threshold the neuron is activated 
and produces high-frequency pulses of its own. If the threshold is not exceeded the 
neuron produces random, low-frequency pulses and is considered inactive [16]. So a 
neuron can be considered as a binary element as it has only two states active (firing) and 
inactive. 
2.2.2 Features of Neural Networks 
A neural network owes its computational power to its parallel architecture and ability to 
learn and consequently to generalize. By generalization, it is meant that the neural net-
work can produce results even for inputs that have not used for its training. That ability 
enables the usage of neural networks for producing heuristic solutions to complex prob-
lems. According to S. Haykin, neural networks exhibit the following useful properties 
[17]: 
1. Nonlinearity. An artificial neuron can be linear or non-linear. An ANN that consists of 
non-linear neurons is consequentially non-linear. This feature is important if the input 
is non-linear for example speech. 
2. Input-output mapping. In supervised learning modification of synaptic weights is 
achieved by the application of training examples. Every example has a unique input 
signal and the desired output. Synaptic weights are modified in a way that the differ-
ence between the desired response and the real response of the network is mini-
mized. When the difference cannot improve further, the network reaches a state 
where weight modifications no longer occur. 
3. Adaptability. Synaptic weights can be modified with response to environmental 
changes. A trained neural network could be retrained to counter changes in a new en-
vironment. 
4. Fault-tolerance. Because of the distributed nature of neural networks, the perfor-
mance of a network decreases if a neuron or its connections stop working, but the 
network as a whole continues to work. Only massive damage can affect the total net-
work. 
5. Pattern recognition. Neural networks have an excellent ability for recognizing patterns 
and are not affected by noisy or missing data. A trained neural network can recognize 
a situation with only one iteration. 
6. Evidential response. In pattern classification, a neural network can provide along with 
the selection of the pattern a metric of how “confident” it is that this choice is correct. 
This information can be used to further improve the performance of the network. 
2.2.3 The artificial neuron 
An artificial neuron is a computational model that is directly related to biological neu-
rons. An artificial neuron can receive input signals that can be modified by a weight fac-
tor similarly to synaptic weights on biological neurons. 
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A simple artificial neuron (figure 4) works much like its biological counterpart. It con-
sists of inputs, main body and output (activation) similar to dendrites, main body and 
axon respectively of the biological. The main body of the artificial neuron consists of a 
transfer function (adder) that sums, the modified by weighs, inputs and an activation 
function. The activation function modulates the output based on the transfer function 
sum and the threshold. The activation function acts as a non-linear transform function to 
constrict the output to a specific, normalized value, typically from 0 to 1 or from -1 to 1. 
 
 
Figure 4 Artificial neuron [18] 
   
2.2.4 Activation function types 
There are many types of activation functions, but the following are the most common 
[19]: 
Step function 
The step function is using a threshold to produce a binary output. If the threshold is 
exceeded then the neuron is activated and vice versa. In Figure 5 is an example of a step 
function that  ( )   {
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Figure 5 Step function [20] 
 
Linear function 
The output of the linear function is proportional to the input. Linear functions enable a 
range of activations. Graphically is represented by a straight line  ( )      
A major drawback is that the combination of linear functions is linear so there is no 
meaning in the use of multiple layers. 
 
Figure 6 Linear function 
 
Sigmoid function 
Sigmoid functions are non-linear functions consequentially their combination is non-
linear. They are represented by  ( )  
 
     
 and graphically have a S shape. As they 
are non-linear, their range can be between 0 and 1 and also multiple layers can exist. 
Sigmoid are very commonly used in classification 
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Figure 7 Sigmoid function [19] 
 
Tanh function 
Tanh is similar to the sigmoid function in general but differs at the range which is from 
-1 to 1. The bigger range is helping counter ―vanishing gradient‖. Vanishing gradient is 
an issue the sigmoid function suffers from, values at either end tend to respond very lit-
tle to changes.  
 
Figure 8 Tanh function [19] 
 
Rectified Linear Unit (ReLU) 
ReLU is one of the most modern functions and widely used as it handles older func-
tions‘ issues. It is expressed by  ( )      (   ).It is non-linear and less computation-
ally expensive than sigmoid and tanh so, it is more suitable for usage in deep neural 
networks [21]. 
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Figure 9 ReLU function [22] 
 
2.2.5 Neural Network Architecture 
The architecture of the neural network is defined by the layout of neurons connections, 
the number of neurons and the type of neurons. The neurons are organized in layers and 
the structure of the layers is defined by the training algorithm used [23]. 
 
Single-layer feedforward networks 
This type of neural network has the simplest architecture. It consists of an input layer 
that passes the signal to the next layer which combines the neural and output layer. The 
signal always flows from the input to the output, hence the name. The number of out-
puts in single-layer feedforward networks is equal to the number of neurons (figure 10). 
Pattern classification and linear filtering are common uses of this type of networks [24].   
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Figure 10 Single-layer feedforward network 
 
Multilayer feedforward network 
Multilayer feedforward networks are similar to single-layer feedforward networks, but 
the difference lies to the number of layers between the input and output. There can be 
multiple layers that are called hidden layers and the neurons that these layers consist of 
hidden neurons. When there are more than one hidden layers, the network is 
characterized as Deep. Like the single-layer feedforward network the signal flows from 
input to output but in this case, travels through the hidden layers as well. The output of a 
hidden layer is the input of the next. The number of neurons on the hidden layers can 
differ and depends on the available data and complexity of the problem the network is 
addressing.  
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Figure 11 Multilayer feedforward network [25] 
Recurrent networks 
In this category of neural networks, there is at least one feedback loop. The output of 
each neuron in the network feeds the input of the other neurons on the same layer or 
previous layers and can even feed the input to itself. Feedback enables the network for 
dynamic processing so it can be used for control, time series prediction, or other appli-
cations on time-variant systems [23]. 
 
Figure 12 Recurrent Neural Network 
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2.2.6 Neural Network learning processes 
Learning of a neural network is the ability to correlate inputs and outputs. It is achieved 
by using data as training examples and a training algorithm. The algorithm runs repeti-
tively, changing weights and thresholds in order to minimize the error between the 
desired and real output of the network [23]. There are two major learning processes Su-
pervised learning and Unsupervised learning. 
Supervised learning 
In supervised learning, the training data consist of input and desired output pairs. It is 
learning by example process. Ideally, the training algorithm can generalize well and 
produce a model that can be used for new, previously unseen data. Supervised learning 
can be divided into two parts, classification and regression. 
In classification, the output is binary and is used to predict a discrete label. Regression 
is used for predicting a quantity that is continuous. Some problems can be converted 
from classification to regression and vice versa. For example, instead of continuous val-
ues groups of values can be formed, so a regression problem is converted into a classifi-
cation problem. Evaluation of classification is done using accuracy and regression using 
root mean squared error [26]. 
Unsupervised learning 
In unsupervised learning, there are no labels like in supervised learning. The algorithms 
are based on the structure of the data in order to unveil patterns and grouping of the da-
ta. Unsupervised learning is commonly used for Clustering where data are partitioned in 
groups with the usage of some metric. These groups consist of members that have simi-
lar properties within the same group but different from other groups.  
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3 The weather station system 
The first part comprises the build of an IoT weather station. The weather station system 
consists not only of the weather station itself but has a supplementary external server for 
data storage and the user interface functionality. 
3.1 The weather station 
As noted before an IoT weather station was the system of choice as it relies entirely on 
sensor data to function properly. The goal for the station was to be fully autonomous 
regarding power and internet connectivity, as it should be able to operate in a remote 
location. Solar power and battery were the chosen power sources and a 2G-3G internet 
connection via the cellular network as the Greek service providers offer currently large 
geographical coverage [27] [28]. 
The implementation of the station required many steps. The first requirement was the 
station not only to be able to provide data, but those data should be reliable and con-
sistent thus be compliant to some standards. Secondly, sensors for measurement of vari-
ous meteorological parameters were chosen based on the selected standards. After the 
sensor selection, appropriate platform and electronics had to be selected to support the 
sensors operation and the data transmission. Following the electronics selection, the sys-
tem was roughly assembled for prototyping and software development. After the proto-
typing phase and as the system was operational appropriate off-grid power sources were 
selected so the energy requirements of the system could be covered, and the system was 
tested. Afterward, appropriate general hardware was chosen to accommodate all the 
necessary equipment of the station to one unified entity. Finally, the station was 
assembled and installed. 
3.1.1 Standards 
 Even though there were budget and time restrictions a big effort was made for the sta-
tion to comply with international standards, so the readings were both consistent and 
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reliable. This effort was only partially successful mainly due to budget restrictions for 
the sensors. 
The chosen organization was the World Meteorological Organization (WMO), a United 
Nations agency dedicated to climate and water observation and research, meteorological 
services, weather data management and exchange, creations of standards for uniform 
practices and procedures, application of meteorology to different scientific fields such 
as aviation, agriculture etc. [29]. WMO was formed in 1950 and is based in Geneva, 
Switzerland and has memberships of 191 member states and territories, almost all 
countries in the world [30]. 
The WMO standards for automatic weather stations dictate all the technical require-
ments and practices that should be followed including the accuracy and resolution of the 
sensors, the sensors placement, the sitting and exposure of the station and the data ac-
quisition, management, and transmission [31]. 
Having regard to the standards, the following meteorological parameters were chosen 
for measurement: Wind speed and direction, rain, temperature, humidity, barometric 
pressure, visible and UV light. This is by no means an exhaustive list of measurements 
but is rather typical for most consumer-grade weather stations. 
 
3.1.2 Materials 
There was a large number of parts required for the weather station build. The selection 
of those components was made based on the selected standards. 
3.1.2.1 Sensors 
A variety of sensors was used for measurement of all major meteorological parameters. 
The selected weather variables to be measured were wind speed, wind direction, rain-
fall, temperature, humidity, barometric pressure, light intensity and UV index. The sen-
sors used were digital, based on I2C bus protocol, with the exception of the anemome-
ter, wind vane and rain gauge which were analog. I2C was the preferred connection pro-
tocol as it provides reliable communication and easy installation. 
The sensors‘ characteristics and their installation were based on WMO standards. 
The following table contains the sensors used and the parameters each one measures. 
Some of them are used to measure multiple parameters while others even though can 
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measure more than the intended parameters are not fully utilized mainly due to stand-
ards restrictions or unnecessary redundancy. 
 
Table 1 Weather sensors 
Sensor Type Measuring parameter 
Weather meters SEN-
08942 (anemometer, wind 
vane, rain gauge) 
Analog Wind speed, wind direc-
tion, rainfall 
BME280 Digital, I
2
C Barometric pressure 
AM2315 Digital, I
2
C Temperature, Humidity 
SI1145 Digital, I
2
C UV Index 
TSL2591 Digital, I
2
C Light 
 
I2C Bus 
As mentioned, all digital sensors utilize the I
2
C bus for communication. I
2
C (or Inter-
integrated Circuit) was designed at 1982 by Philips Semiconductors as a communication 
bus for components on the same circuit but it can be used for interconnected circuits as 
well [32].  
 
Anemometer, wind vane, rain gauge 
The anemometer, wind vane and rain gauge are all parts of the same package made by 
the same vendor and work in the same fashion thus are mentioned together. They are 
passive sensors containing magnetic reed switches, the state of those switches and in the 
case of the wind vane the voltage is giving the desired measurements. These switches 
change states when a magnet passes nearby, so there is a magnet in every sensor. 
The anemometer closes the circuit once in each rotation and the corresponding wind 
speed for one rotation per second is 2.4 km per hour, so the wind speed is calculated by 
multiplying the number of rotations with 2.4 km per hour. 
The wind vane is more complicated as there are many states it can have as the wind di-
rection changes. The way to provide measurements is via reed switches that are con-
nected to various, defined resistors each one for a specified range. As the magnet on the 
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vane closes one or two of those switches, the corresponding voltage is measured and the 
direction is resolved. There are eight switches and can be closed in pairs, so the vane 
can resolve 16 different positions. 
The rain gauge is a typical self-emptying bucket which triggers a reed switch every time 
it tips to empty. Every tip-momentary switch closure equals to 0.2794 millimeters of 
rainfall [33]. 
 
Figure 13 Wind vane, anemometer and rain gauge 
 
Barometric pressure 
The sensor used for the barometric pressure measurement was the BMP280 in the form 
of a breakout circuit. Is a digital sensor with a high range from 300 to 1100 hPa, 
absolute resolution of ±1 hPa from 0⁰ C to 40⁰ C, relative resolution of 0.12 hPa at 
25⁰ C. It can also measure temperature but as it was not properly installed for tempera-
ture measurements it was not used in this fashion [34]. 
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Figure 14 BMP280 sensor 
 
Temperature and humidity 
AM2315 was the preferred temperature and humidity sensor. It is an encased, calibrated 
digital sensor. Has high resolution of 0.1⁰ C and 0.1%RH, good accuracy typical 
±0.1⁰ C and ±2%RH and a high temperature range from  
-40⁰ C to 125⁰ C. As it is encased it can withstand exposure better what other sensors 
[35].  
 
Figure 15 AM2315 sensor 
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UV Index 
UV or Ultraviolet Index is used for measuring the intensity of ultraviolet radiation that 
has the potential to produce skin damage. It is linear and proportional to the intensity of 
ultraviolet radiation [36]. 
The sensor used for calculating the UV Index was the SI1145 on breakout board. It is a 
digital calibrated light sensor that uses visible and infrared light to calculate the UV In-
dex. Although it does not sense UV light directly it has very good accuracy. SI1145 can 
be used as a proximity sensor as well with the connection of infrared LEDs and as an 
ambient light sensor. In this particular application, only the UV index function of the 
sensor is used as the ambient light is measured with a different sensor with better char-
acteristics than the SI1145 for the specific readings. 
 
Figure 16 SI1145 
Light intensity 
Along with the SI1145, a light intensity sensor was installed as well. The role of this 
sensor was to provide ambient light readings which are directly related with the cloud 
coverage and insolation. The light measurements were in LUX the SI unit of illumi-
nance. The selected sensor was the digital I
2
C TSL2591 on a breakout board. Has 2 
photodiodes, one for infrared and one for visible plus infrared light. There are 2 analog-
to-digital converters that are connected to the photodiodes and resolve the readings sim-
ultaneously and after each reading cycle, the data are transferred to 2 data registers [37]. 
The TSL2591 has an extremely high dynamic range of 600000000/1 meaning that can 
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read light values from almost complete darkness (188 uLux) to bright direct sunlight 
(88,000 Lux) [37]. 
 
Figure 17 TSL2591 light sensor 
3.1.2.2 General hardware 
General hardware was the backbone of the station on which all assemblies were 
mounted. It was essential that could easily support all the load from the various parts 
and be able to withstand excess load due to wind or snow. As it is exposed to the 
elements it should not be easily corroded so galvanized steel was the most used material 
as it provides sufficient resistance to corrosion. Ideally, stainless steel would be used but 
not chosen due to budget restrictions. Having all those requirements in mind the follow-
ing parts were selected: 
 Antenna mast 3.5m ⌀ 48mm galvanized steel 
 Wire cable ⌀ 2mm 15m galvanized steel 
 Wire cable stops 4mm, tensioners, pegs galvanized steel 
 Threaded rod ⌀ 5mm and ⌀ 8mm galvanized steel 
 Antenna support clamps 
 Angles 5cm galvanized steel 
 Shelf brackets 25cm x 30cm 
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 Worm gear clamps stainless steel 
 Perforated galvanized steel plates 60mm x 200mm 
 Perforated galvanized steel plates 35mm x 100mm 
 Aluminum angle 1m x 23mm x 23mm x 1.5mm 
 Aluminum flat bar 1m x 30mm x 2mm 
 Star wire cable clamp galvanized steel 
 Various bolts, screws, spacers and washers 
 
3.1.2.3 Enclosures 
Proper enclosures were paramount for the electronic components‘ safety and optimal 
functionality. The selection of the enclosures was based on the International Electro-
technical Commission‘s Ingress Protection or International Protection (IP) Code, stand-
ard IEC 60529 [5]. The IP Code or IP Rating is a rating that represents the protection an 
enclosure provides against solids and liquid ingression. It has the form of ―IPXY‖. X is 
a number from 0 to 6 representing protection against solids ingression, such as dust, 0 
meaning no protection while 6 is completely dust tight. Y is a number from 0 to 9 and in 
the cases of 6 and 9 there can be an additional ―K‖ rating, 0 means no liquid ingress 
protection while 9K is the highest possible meaning ―Protected against close-range high 
pressure, high-temperature spray downs‖. There are some additional letter suffixes as 
well used for specialized enclosures for example ―f‖ for Oil Resistance, ―M‖ for ―De-
vice moving during water test‖ and more [5]. As the enclosures of the weather station 
would be exposed to the elements a high IP Rating was required. 
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Figure 18 Ingress protection table [6] 
In total there were three enclosures used, each one with different properties. Some of 
the enclosures, such as the main enclosure and the light sensors enclosure, had to be 
completely weatherproof preventing any moisture from the environment to penetrate the 
interior while the temperature, humidity and pressure sensors had to be housed in a 
special type of enclosure known as a Stevenson screen or Radiation Shield.  The role of 
the radiation shield is to protect the sensors from solar radiation and rain while at the 
same time allow air to flow freely so accurate measurements can be taken [38]. There 
are two types of radiation shields, passive and fan aspirated. Passive radiation shields 
depend solely on the wind for ventilation while fan aspirated radiation shields have a 
build in fan to force air through the enclosure and to the temperature and humidity sen-
sors. Fan aspirated shields are considered to help sensors get significantly more accurate 
readings in low wind speed high insolation conditions [39] [40]. 
The radiation shield used was fan aspirated and has been 3D printed in the Digital Man-
ufacturing and Materials Characterization Laboratory of International Hellenic Univer-
sity. The build was based on a design found online [41]. From the several available 
configurations, the chosen one was the top-mounted shield as the installation is simpler 
and provides some additional real estate above the enclosure that could be used for extra 
sensors or solar panel. The selected material for the 3D print was white PETG as it 
demonstrates good properties for exterior use such as low sensitivity to UV light and 
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temperature variations. The color of choice was white for maximum reflectance of solar 
radiation, therefore, the smallest possible heating of the shield. As there were no actual 
studies about the suitability of the material the choice was merely based on the 
experience of people that have used it and the expert opinion of the lab staff. 
 
Figure 19 3D printed Fan Aspirated Radiation Shield 
 
The main enclosure was a thermoplastic polypropylene polymer closed junction box 
with external dimensions 285mm x 201mm x 120mm and internal dimensions 267mm x 
182mm x 110mm which were sufficient for housing all the electronic components and 
the battery. It has an IP rating of 66 meaning it is dust tight and protected from high-
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pressure water jets making it suitable for exterior use. Also, it is UV and flame resistant 
[42].  
 
Figure 20 Main enclosure [7] 
 
As this was a closed junction box, custom openings have been made for cable inser-
tions. Cable glands were fitted to these openings, so the sealing of the enclosure could 
remain intact. The cable glands‘ size was PG9 and rating was IP68, suitable for sealing 
the standard ethernet RJ45 cables used for wiring the various sensors and the 6mm di-
ameter power cable to the solar panel. 
 
 
Figure 21 Cable gland PG9 IP68 [43] 
 
The third enclosure was an IP65 rated, fully sealed polycarbonate general purpose en-
closure with transparent cover and dimensions 58mm x 64mm x 35mm. It was mounted 
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on a bracket and used to house the light sensors and similarly to the main enclosure a 
custom opening was made and fitted with a cable gland. 
 
Figure 22 Light sensors enclosure [44] 
 
3.1.2.4 Electronics 
The ―brain‖ of the station was a Raspberry Pi Zero W. A single board computer with 
similar specifications as the older Raspberry Pi Zero like 1Ghz single core CPU, 512 
MB RAM, Mini HDMI and USB On-The-Go ports, Micro USB power, HAT-
compatible 40-pin header, Composite video and reset headers, CSI camera connector 
but with additional connectivity such as 802.11 b/g/n wireless LAN, Bluetooth 4.1, 
Bluetooth Low Energy (BLE) [45]. These features make the Raspberry Pi Zero W a 
very suitable option for many Internet of Things projects including the weather station.  
 
Figure 5 Raspberry Pi Zero W 
Complementary to the Raspberry pi Zero W there were several parts in order to make it 
functional in the scope of the weather station. 
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The first necessary part for the computer to work, besides power that will be discussed 
elsewhere, is memory. As there is no internal storage the computer is depended on a mi-
cro SD (Secure Digital) card for operating system installation and all storage require-
ments. The minimum recommended specifications of the memory card are 8GB capaci-
ty and class 6 [46]. The class indicates a minimum speed performance of the SD cards. 
There are five speed classes 0, 2, 4, 6 and 10 with no specified performance, 2 MB/sec 
or more, 4 MB/sec or more, 6 MB/sec or more and 10 MB/sec or more respectively 
[47]. In the case of the weather station, a 16 GB class 10 micro SD card was used which 
was well above the minimum requirements. 
The necessity for internet connectivity was addressed with the use of a 2G/3G USB 
router connected to the cellular network so the station could be autonomous. Build-in 
connectivity options were inadequate for remote installation. The large coverage of the 
cellular network enables the installation of the station even in very remote sites. As 
power consumption and connection stability were more important than speed, the net-
work traffic was measured to be in the magnitude of under 1 MB per hour, the router 
was configured for 2G connection only.  
 
Figure 6 The 2G/3G USB router used 
The combination of analog sensors and the lack of analog pins on the Raspberry Pi lead 
to the addition of an external analog to digital converter (ADC) in order for the comput-
er to read the sensor data. As the name suggests an analog to digital converter converts 
an input voltage to a digital representation so it can work with digital input pins [48]. 
The analog sensors were the wind vane, anemometer and rain meter sensors but only the 
wind vane needed a differential voltage measurement for the determination of its posi-
tion. The other sensors were treated as digital as there were only outputting binary states 
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and the measurement was only dependent on the frequency. The ADC used was the 
ADS1015 which has 12bit resolution that was sufficient for resolving all possible posi-
tions of wind vane. A 10KΩ resistor was used to make a voltage divider that enabled 
the measurements. 
 
Figure 7 The ADS1015 Analog to digital converter 
Consistent time was necessary for reliable logging. Although the time was provided by 
NTP server an additional Real Time Clock (RTC) module was used for providing time 
in the event of network or power failure and up until the connection to the NTP server 
was restored. Connection to the server could take up to minutes so the data collected in 
the meantime would have wrong timestamps resulting in logging confusion. The RTC 
module used was the DS3231 for its high precision and small form factor. 
 
Figure 8 DS3231 RTC module 
The sensors were wired with standard RJ45 ethernet cables to RJ45 breakout boards for 
easier installation and debugging. 
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3.1.2.5 Power 
As mentioned, it was required for the weather station to be autonomous power wise, so 
it could be installed off-grid. As mentioned before the goal was for the weather station 
to be autonomous. The most important feature of an autonomous system is power self-
sufficiency. To do so a combination of solar power and batteries was utilized in order 
for the continuous undisrupted operation to be achieved. The determination of the right 
photovoltaic setup was a multi-step operation that involved the system power consump-
tion analysis, the pairing to appropriate hardware and the proper sitting of the hardware.  
For the determination of the power needs of the system, a USB Voltmeter / Ammeter 
was used. The system was fully operational at the time, with all sensors and hardware 
powered and a CPU stress tool running so the worst-case scenario could be monitored 
as the scripts running under normal operation would use just a fraction of the total CPU 
and memory capacity. The usage of the stress tool will be discussed later. The meas-
urements have shown a peek power consumption of about 1.5 watts. 
 
Based on this consumption an online calculator was used to determine the size of the 
photovoltaic setup. Considering the total power consumption, continuous operation, the 
location of the installation site, the lengths of the power cables, the desired time for 
battery only operation in case of low insolation and the possible orientation setup a 
comprehensive report was produced suggesting all the necessary hardware and setup for 
optimal operation and accounting for possible power losses and limited efficiency as 
well. Based on this report the hardware selected was a 30 watt, 12v, monocrystalline 
solar panel, slightly larger than the 20 watts the report suggested, a PWM 12v 5A 
charge controller with 5v USB output and an AGM VRLA 12volt 12Ah battery. The 
positioning of the solar panel was suggested to be South and have an inclination of 33⁰  
from the vertical plane for best deep winter performance when the solar power available 
is the lowest. The power wire diameter used was 1mm, well above the suggested 
0.5mm. This report was reviewed by a solar PV expert and was found accurate enough. 
The full report is available in the appendix A. 
With this setup, the weather station should be fully power independent for up to 3 days 
without sufficient insolation and possibly more as the real consumption should have 
been lower than the peak consumption used for the calculations. 
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The USB output of the charge controller was rated for 1.2A, much more than the re-
quired 0.3A of the setup, therefore, used to power all hardware. 
 
 
Figure 23 Power assembly test 
3.1.2.6 Assembly 
Before permanent installation, there was a prototyping phase where all components 
were installed on a breadboard, tested and the optimal connections and setup were de-
termined. Afterward the development of the required software. All components were 
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connected to the computer via a ―perma-proto hat‖ a prototyping PCB specifically 
designed for use with the Raspberry Pi that connects to the General-Purpose Input Out-
put (GPIO) pins and functions similarly to a breadboard [49]. It is a very flexible way to 
implement hardware components in a more permanent fashion than in a traditional 
breadboard and also simplifies the connection to the GPIO pins.  
 
 
Figure 24 Assembled Perma-Proto Hat board 
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Figure 25 Perma-Proto Hat board back side 
  
There was a number of miscellaneous parts that were used to complete the connections. 
22AWG prototyping wire, 2.54mm header strips and more. 
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Figure 26 Final assembly of main board 
 
The most used pins of the raspberry pi were the 5v power, I
2
C data, I
2
C clock and 
ground pins. Almost all components were connected to those pins. This was made pos-
sible due to the different I
2
C addresses of each component thus there were no collisions 
between them. The only exceptions were the Real Time Clock that used 3.3 v power, 
anemometer, and rain meter that although they were analog sensors were connected to 
digital pins 17 and 23 as the readings were binary and finally the PWM signal input and 
tachometer output of the fan that were connected to pin 13 and 25 respectively. In the 
figure 11 the wiring of all components is presented in detail. 
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Figure 27 Wiring diagram 
3.1.3 Software 
In order for all hardware components to be functional, software development was essen-
tial. As the main computer was a raspberry pi, all software implementation was made 
with that consideration. The requirements of the weather station  software were to be 
able to read data from all sensors and hardware at preset intervals, forward those data to 
an external server for storage, provide with cooperation with the server user interface on 
a mobile application for visualization, provide statistics of network usage to monitor 
data traffic so the 3G connection could be optimized, could be remotely accessed and 
finally a watchdog to handle irresponsive situations either of the scripts or network.  
3.1.3.1 Operating system 
The official operating system for all versions of the raspberry pi is Raspbian. Raspbian 
is an open source, free operating system based on Debian Linux and is specifically op-
timized to work with this computer [50]. The latest version at the time and the one used 
was Raspbian Stretch. It comes with pre-installed with some useful software, so it can 
work right away [50]. 
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There were two versions available desktop and lite. The desktop version is based on 
PIXEL desktop user interface which stands for 
―Pi Improved Xwindows Environment, Lightweight‖. It is a Windows-like desktop that 
is user-friendly and has lots of features. It can be customized with different widgets so 
many functions of the computer are easily accessible [51]. 
The second version was lite and as the name suggests is a lightweight implementation 
of the Raspbian that has reduced features in comparison with the desktop version. It is 
very small and needs only half the storage capacity to operate [52]. The most significant 
difference is that it does not have a desktop interface and is limited to command line. 
As this was a headless setup
1
 the most obvious version to be used was the lite. That is 
not the case though because remote access could not be achieved with SSH, which is 
the default, due to router limitations. Thus, RealVNC remote desktop application was 
used. For RealVNC to work a desktop environment should be used therefore desktop 
version was used. 
3.1.3.2 Remote access 
As the station installation site would be remote it was required to be accessed remotely 
for further configuration, debugging or addition of new features. As it was described the 
remote access was achieved with the use of RealVNC. RealVNC is remote desktop 
software that uses a client-server model and is pre-installed in Raspbian. It can run ei-
ther locally with minimum configuration or on the cloud so that the client can be ac-
cessed from the internet. Local network option was not applicable, so cloud-based func-
tion was used. 
SSH was also enabled but as mentioned was not used due to router limitation and cellu-
lar provider restrictions.  
3.1.3.3 Programming 
The preferred programming language was Python 2.7 which was pre-installed in Rasp-
bian. There are some options for integrated development environment (IDE) the chosen 
one was the simple and pre-installed Thonny 3.0 IDE. Thonny is used for python 3.6 
but works for 2.7 as well. The reason for the use of python 2.7 was that most libraries 
for the sensors were only for that version. Custom script was developed for getting read-
                                                 
1
 A headless setup does not include a monitor, therefore any interaction must be made remotely. 
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ings from all sensors, format them appropriately and transmit them to an external server 
along with other information like timestamps, wind direction to compass matching and 
UV Index levels. 
3.1.3.4 Libraries 
 In order to work, python libraries were needed for all components. All of those libraries 
were sourced from the internet mainly from the breakout boards‘ manufacturer. The 
table 2 contains all used libraries as well as each one‘s functionality and source. 
Table 2 Python libraries 
Component Source Details 
Blynk plat-
form 
Blynk.cc 
The usage of 
the blynk 
platform will 
be discussed 
in detail sub-
sequently 
Raspberry Pi 
GPIO pins 
Adafruit (Adafruit_GPIO.I2C, Adafruit_Python_GPIO) 
Enables py-
thon to ac-
cess the 
GPIO pins 
SI1145 
THP_JOE (https://github.com/THP-
JOE/Python_SI1145) 
Python li-
braries to 
read the sen-
sors 
AM2315 
Switch Doc Labs 
(https://github.com/switchdoclabs/Pi_AM2315) 
BMP280 Adafruit 
TSL2591 
MaxlKlaxl (https://github.com/maxlklaxl/python-
tsl2591) 
SEN-08942 
Switch Doc Labs 
(https://github.com/switchdoclabs/SDL_Weather_80422) 
ADS1015 Adafruit 
Library for 
the Analog 
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to digital 
converter 
DS3231 
Switch Doc Labs 
(https://github.com/switchdoclabs/RTC_SDL_DS3231) 
Real time 
clock library 
   
3.1.3.5 Blynk platform 
Blynk is an open source, java based IoT platform that enables the communication of 
hardware, such as the raspberry pi, to a mobile application running on an Android or 
iOS device through internet. By this application visualization of the remote hardware‘s 
data can be provided to the user as well as remote control.  
The platform comprises of 3 parts:  
1. The application that provides a dashboard user interface. All functionality is 
achieved with widgets that can either interact with the hardware directly, for 
example control of the GPIO pins of a raspberry pi, or can interact with running 
scripts via ―virual pins‖. There are many widgets divided in many categories: 
a. Visualization widgets provide live or historical data to the user in various 
formats like graphs and gauges.  
b. Control widgets for the remote control of the device much like physical 
controllers like buttons, sliders and even joysticks. 
c. Notifications widgets that provide user awareness like push notification, 
email and twitter 
d. Interface widgets enable customization of the user interface to facilitate 
better allocation or multiple device management 
e. Device sensor widgets enable the use of sensors from the application 
running device to interact with blynk so the device status can interact 
with remote hardware. An example could be the GPS trigger and a light 
controlling device that could enable geofencing so a remote device could 
switch the light according to the proximity of the application running de-
vice 
f. Finally there are miscellaneous widgets that provide reports, direct De-
vice-to-Device communication without the use if the application, Blue-
tooth Low Energy support and many more.  
2. The server that manages connection between devices, manages users, stores da-
ta. Although the standard connection is provided by cloud there is an option for 
local server setup for greater control and security. Local server was used for the 
weather station for better data management. The server functionality will be 
addressed later. 
3. Blynk libraries. For communication to be attained between hardware devices 
and the server libraries are used for each hardware type. The way the communi-
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cation is achieved is by a authentication token that is generated by the applica-
tion and entered to the hardware so the server can resolve the connection. 
 
Figure 28 Blynk operation 
In the weather station application only virtual pins were used as all readings were han-
dled in code.  
The widgets used for the data display were the ―SuperChart‖, a chart widget that has 
multiple visualization modes and can integrate one or more data streams, labeled value 
display, that displays data and can be formatted and Gauges. Almost all meteorological 
parameters were displayed in 2 ways, the last reading displayed in a gauge or label dis-
play and in a ―SuperChart‖ to display the historical data. Only rain was only displayed 
in ―SuperChart‖ as due to its low volatile nature. 
There were 3 more widgets used that were not directly associated with the display of 
data but rather with the operation of the station. Those widgets were the ―Reports‖, used 
to export the data from the database and sent them via email, the ―Push Notifications‖ 
for sending notifications if the station goes offline and the ―Eventor‖, that works in 
conjunction with the ―Push Notifications‖ and used to create custom rules to handle the 
scenario of malfunctioning sensors that produce erratic data that are out of a specified 
range considered normal and sent notifications in that case. 
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Figure 29 Blynk data visualization 
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3.1.3.6 Network traffic monitoring 
As mentioned earlier the internet connectivity of the weather station is accomplished 
through cellular network so a desirable feature was the monitoring of the data volume 
that the station used. For this feature Vnstat and Vnstati were used. 
VnStat is an open-source, lightweight network traffic monitor that measures and logs 
traffic on specified interfaces [53]. The 3G router was recognized by Raspbian as eth0 
interface. 
VnStati is complementary to vnStat and converts the data collected to images that con-
tain graphs and details of usage for better visual representation [54]. 
The network traffic of the weather station was measured at about 5Mb per day. A totally 
viable option even for long-term installation. Nevertheless, that volume of data could be 
further reduced with longer intervals of data transmissions.    
3.1.3.7 Watchdog 
As the station could be installed in a remote location the case of the computer becoming 
irresponsive had to be handled. Raspberry Pi has a build-in watchdog which is a soft-
ware that reboots the computer if a predefined event, like irresponsiveness of a process 
or temperature rise above a threshold, occurs [55]. 
The watchdog was setup for rebooting the computer in the case of overloading of the 
CPU and additionally in the case of internet connection loss. The way to determine the 
internet connection was a ping request to a Google DNS server with IP 8.8.8.8. As the 
server is presumed to be always online if ping failed most probably the router has lost 
connection and/or has hang so a reboot could resolve the issue. 
3.1.4 Installation 
The installation site and the fixing of the various hardware were dictated by WMO 
standards.  
3.1.4.1 Installation site 
The installation site was selected to be inside the International Hellenic University cam-
pus as the location was very close to meeting the standards and the station would be se-
cure and easily accessible for debugging and monitoring. The exact place of installation 
was found using Google maps by measuring the distance of nearby obstacles and sur-
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faces that could interfere with the operation of the station. The exact coordinates of the 
sitting site were 40.538411, 23.008550 or 40°32'18.3"N 23°00'30.8"E where the dis-
tance from the building A of International Hellenic University, which is the largest ob-
stacle in the vicinity, is 95,28 meters, the distance from trees on the east side of the sta-
tion 30,25 meters and distances from the fences 17,03 meters from the North and 16,19 
meters from the West. The nominal distance from nearby obstacles according to the 
WMO standards is given from the formula       where L is the distance from the 
obstacle and H is the height of the obstacle [31]. 
 
Figure 30 Installation site 
3.1.4.2 Sensor fixing 
All sensors where mounted according with WMO standards as well. The table 3 repre-
sents the sensors, mounting and required characteristics of the sensors as described in 
the standards. Although the mounting was within the standards the characteristics of 
some of the installed sensors and mostly resolution and accuracy were a bit off mainly 
due to poorer quality issues. An example is the wind gauge that can measure only 16 
different directions so has a resolution of 22,5
o
. 
Table 3 Sensor Standards 
Sensor Mounting Characteristics 
Wind sensors  Distance from ob-
stacles: L = 10H 
 Direction resolution: 10o 
 Speed resolution: 0.5 m/s 
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 Height: 3 m 
(±0.1m) [56] 
 Reporting average every 10 
minutes [31] 
Temperature and hu-
midity sensor 
 Distance from ob-
stacles: L = 4H 
 Distance from 
large paved areas: 
30m 
 Open area: 9m di-
ameter with short 
or no grass 
 Height: 1,25m to 
2m 
 Installation inside 
a fan aspirated ra-
diation shield con-
sisting of 2 con-
centric cylindrical 
shields with the 
fan providing a 
flow of air from 
2,5m/s to 10m/s 
[56] 
 Temperature 
o Range: -30oC  to 45oC 
o Accuracy: 0.1 oC 
 Humidity 
o Range: 5% to 100% 
o Accuracy: 1% high, 5% 
mid relative humidity 
o Time constant: 40sec 
o Reporting: 60sec [31] 
Precipitation sensor  Tipping bucket 
type 
 Distance from ob-
stacles: L = 4H 
 Height: minimum 
30cm [56] 
 
Barometric pressure 
sensor 
 No direct sunlight 
exposure but good 
general lighting 
 Constant tempera-
ture [31] 
 Range: 500hPa – 1080hPa 
 Resolution: 0,1 hPa 
 Time constant: 20sec 
 Reporting:60sec [31] 
Solar radiation sen-
sors 
Southernmost part of the 
weather station [56] 
 
 
3.1.4.3 Installation 
The station was pegged and aligned vertically, with the use of a spirit level, to the 
ground and retained with steel cable wires. The wind gauge was aligned to the North, 
the light sensors to the Southernmost point at a bracket, the solar panel facing South 
with an inclination of 33
o 
from the vertical axis. 
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Figure 31 Final station installation 
3.2 Server  
As described earlier complementary to the weather station is a server for storing the sta-
tion‘s data and run the Blynk server. 
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3.2.1 Hardware 
As the application is lightweight there was no need for a powerful server. So, the hard-
ware used was simple and efficient. 
3.2.1.1 Computer  
A Raspberry Pi 3B single board computer was used for this purpose as it provides suffi-
cient power, low footprint, low power consumption and no noise. The 3B also provides 
multiple connectivity options but in this case only ethernet was used as it is stable and 
reliable. 
 
Figure 32 Raspberry Pi 3B 
 
Technical Specifications [57]: 
 Quad Core 1.2GHz Broadcom BCM2837 64bit CPU 
 1GB RAM 
 BCM43438 wireless LAN and Bluetooth Low Energy (BLE) on board 
 100 Base Ethernet 
 40-pin extended GPIO 
 4 USB 2 ports 
 4 Pole stereo output and composite video port 
 Full size HDMI 
 CSI camera port for connecting a Raspberry Pi camera 
 DSI display port for connecting a Raspberry Pi touchscreen display 
 Micro SD port for loading your operating system and storing data 
 Switched Micro USB power source up to 2.5A 
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3.2.1.2 Storage 
Similarly to the weather station a micro SD card was used for all software and data stor-
age. The specifications were identical to the weather station‘s card. Although storage 
could be limiting for long time use so in that case an external hard disk could be used 
for expanding the card‘s capacity. 
3.2.1.3 Miscellaneous hardware 
Supplementary to the computer a number of miscellaneous parts were needed. 
 AC/DC 5V 2.5A power adapter 
 Ethernet cable for connection to router 
 Optionally HDMI cable for monitor 
 Optionally keyboard and mouse 
3.2.2 Software 
There are many similarities of the server‘s software with the weather station‘s software 
but there are some key differences as well. 
3.2.2.1 Operating system 
Similarly to the station, Raspbian Stretch was the selected operating system for the 
server. The details were presented in the relevant section of the weather station, 2.1.3.1. 
3.2.2.2 Remote access 
Another similar feature of the server was the remote access method. RealVNC remote 
desktop was used as there was already an active account. Although remote access was 
not crucial for the server as there was an option for monitor, keyboard and mouse con-
nection it was a desirable as there could be the need for remote management.  
3.2.2.3 Blynk server 
As mentioned before the Blynk platform was used with a local private server for better 
management. The server side of the platform was used so the station could communi-
cate with devices connected to the server. 
Blynk server is an open-source Java server based on Netty and enables the communica-
tion between hardware devices and the end users [58]. Netty is ―an asynchronous event-
driven network application framework for rapid development of maintainable high-
performance protocol servers & clients‖ [59]. 
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Blynk server provides many functions like email notifications and authentication of user 
accounts, SMS notifications, HTTP/S RESTful API, SSL/TLS Certificates, QR codes 
generation and an administration web-based UI [60]. 
 
Figure 33 Blynk Server administration UI 
Blynk server was setup to run as a service on startup and ports were properly forwarded 
as it was installed behind a router. 
3.2.2.4 Database 
Although traffic to the blynk server is stored by default there are limitations of the gran-
ularity of data. To overcome this and save all data sent from devices an external data-
base option was used. That enabled the blynk server to store raw data to a PostgreSQL 
database table. The format the data where stored was email - project_id - device_id – 
pin – pintype – ts – stringvalue – doublevalue. The email column is the registered user 
email, the project_id as the name suggests is a number given automatically from Blynk 
server to distinguish different projects, the device_id is numbering the devices inside 
each project, pin is the number of the pin or virtual pin for the measurement, pintype 
states whether a pin is a physical hardware pin or a virtual one, ts is the timestamp 
which in this case is the UNIX Epoch time, stringvalue is used whether a pin reading is 
alphanumerical and finally doublevalue is used whether a pin reading is a number. 
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3.2.2.5 pgAdmin3 
For easier management of the database, pgAdmin3 was installed to the server. PgAdmin 
is an open-source, lightweight administration platform for PostgreSQL databases. 
 
Figure 34 Example of pgAdmin3 running on a raspberry pi [61] 
 
3.2.2.6 Dynamic DNS Update (DUC) Client 
As the ISP the server was connected to was providing only dynamic IP addresses a dy-
namic DNS service was required in order for the devices to reach the server when its IP 
address is changed. To do this automatically a Dynamic DNS Update (DUC) Client was 
installed and setup to run as a service in the background. The DUC Client monitors the 
IP address changes and updates the connected account on the dynamic DNS provider so 
the server is reachable. 
3.2.2.7 Watchdog 
Similarly to the weather station a watchdog was set up but the monitoring parameter 
was not the network in this case due to the fact that there was a stable connection via 
ethernet cable but the CPU load. In the event of the CPU load exceeded a certain 
threshold and the server became unresponsive the watchdog would be triggered and re-
boot the server. 
-56- 
 
4 Data prediction 
With the weather station working and collecting the necessary data the second part 
could be initiated. In this part, the collected data are used for the implementation and 
training of a neural network so in the event of a sensor failure the data of the remaining 
sensors can be used to predict the missing values of this sensor accurately. Neural net-
works can give accurate predictions in non-linear variables like meteorological parame-
ters. 
4.1 Software overview 
The data prediction part was implemented in a Windows PC so the software selection 
was based on that. The number of software used was rather small in comparison to the 
weather station. The process was broken down to several steps and the necessary soft-
ware was selected for each step. Data extraction, data preprocessing, feature selection, 
normalization, architecture, training and query. 
 
4.1.1 Data extraction 
As mentioned earlier all data were stored to the server at a PostgreSQL database. As all 
processing was going to be done on another computer, this database was needed to be 
accessed remotely so the data could be retrieved without operations on the server itself. 
PgAdmin4 was used on for remote management of the database and information 
retrieval. As mentioned earlier, PgAdmin is an open-source management and 
administration tool that can run in a variety of operating systems [62]. Having a 
Graphical User Interface (GUI) enables easier work on the database and queries. 
PgAdmin4 is the latest version, it is web-based and unlike previous versions that were 
written in C++, is written in Python using Flask microframework for the server side and 
jQuery and Bootstrap for client side [63]. PgAdmin4 provides many tools for 
management of the database and real time monitoring (figure 35). 
  -57- 
 
Figure 35 PgAdmin4 [62] 
 
4.1.2 Data Preprocessing 
After the retrieval of the data, there was some preprocessing needed so they could be 
usable. The main issue was the format of the data because of the table set up in the da-
tabase. For the necessary changes, Microsoft Excel was used and Kutools which is an 
Excel plug-in for complex tasks that are not embedded in the program (figure 36). The 
data were exported and from the database in .csv file format and imported in Excel for 
mainly changing the order, grouping and pivoting. 
 
Figure 36 Kutools plug-in 
 
4.1.3 Artificial Neural Network development 
The selected software for the development of the Artificial Neural Network was Alyuda 
Neurointelligence. It enables the rapid development of sophisticated models through a 
multistep process. These steps are: 
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1. Data insertion 
2. Analysis and partition 
3. Feature selection 
4. Preprocessing - normalization 
5. Architecture design 
6. Training 
7. Test 
8. Query 
 
Data insertion 
Alyuda Neurointelligence supports many file formats for importing data. The most 
common are .csv, .txt and .xls. The data when inserted are presented in columns much 
like in Excel 
Analysis and partition 
After insertion, the data are analyzed for missing values and outliers. In either case, the 
lines that are found to contain any missing or abnormal values are excluded, or the val-
ues are substituted. There are options for fine-tuning the identification of anomalies and 
their substitution (figure 37). 
 
Figure 37 Dataset analysis options in Neurointelligence 
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After the analysis, the dataset is partitioned randomly in training set, validation set, test 
set and ignored set. This can be done either automatically or manually. 
Feature selection 
Based on the target variable to be predicted a search can be performed on the other vari-
ables to determine possible correlation or not so the network can be optimized by using 
only the largely correlated values. This search can be performed in various ways for-
ward stepwise, backward stepwise, exhaustive or by using Genetic algorithms. 
Preprocessing – normalization 
After feature selection, the selected data are preprocessed so the type can be defined and 
encoded accordingly. The normalization is scaling the data based on the training algo-
rithm to be used between values of 0 and 1 or -1 and 1. 
Architecture design 
The architecture of the artificial neural network is defined in this step. Based on the de-
sired activation functions and error functions the number of neurons and the number of 
layers is defined. This selection can be made either manually or automatically based on 
a heuristic or exhaustive search for the optimal architecture between a given range with 
selected evaluation criteria like Inverse test error, Akaike‘s criterion, R-Squared, Corre-
lation, Inverse training error and Inverse validation error. At this point, there should be 
noted that heuristic architecture search can be done for only one hidden layer network 
and exhaustive search for only up to 5 layer-deep network. 
Training 
Training is perhaps the most important step for the creation of an Artificial Neural Net-
work. Neurointelligence offers a variety of training algorithms to be used after the ar-
chitecture selection. The algorithms are Quick Propagation, Conjugate Gradient Decent, 
Quasi-Newton, Limited memory Quasi-Newton, Levenberg-Marquardt, Online Back 
Propagation and Batch Back Propagation. Each has advantages and disadvantages. 
There are several options as well, stopping conditions selection, parameter fine-tuning, 
overtraining control, weights randomization and retrain (figure 38) 
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Figure 38 Neurointelligence ANN training options 
Test 
After training the performance of the ANN is represented with the usage of graphs and 
―Actual vs Output‖ tables. There are several graphs available to help determine the out-
put of the ANN and the error. In figure 39 there is an example of a test graph. 
 
Figure 39 Test graph 
Query 
The last step is Query, where new data can be inputted in order for predictions to be 
made or data from the dataset used, can be queried for comparison of the predicted and 
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true values. Queries can be made either for a single set of data or in batch for the current 
dataset or on an external dataset. 
4.2 Meteorological station data prediction imple-
mentation 
All previous methods were applied in the case of the meteorological station in order to 
predict possible missing values. The selected parameter for the prediction was tempera-
ture as it is highly volatile and has a complex correlation with the other parameters, that 
is not obvious or exclusive. Similarly, predictions for other parameters could be made 
but the model could differ. 
4.2.1 Data retrieval 
The data used for the prediction were fetched from the database at 5/12/2018. The sta-
tion was operational for only about ten days, so the amount of the accumulated data was 
very small even though the readings were taken every minute. The density of the meas-
urements could be considered excessive as meteorological parameters are not that vola-
tile but nevertheless were used. This was a challenge as the data could not have been 
enough to produce an accurate model for prediction. The raw data extracted from the 
database had the form that is was mentioned in the section 3.2.2.4. There were many 
unnecessary, repeating values that were not useful for the prediction and there was no 
grouping but rather individual readings of each sensor in a single time (figure 40). 
 
Figure 40 Raw data retrieval 
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4.2.2 Data Preprocessing 
The form of the raw data after their retrieval from the database was not appropriate for 
usage in the Neurointelligence so they were transformed accordingly. The data, which 
in a .csv format file, were imported in Microsoft Excel and the unnecessary columns 
were discarded. The result was a dataset that had only four columns pin, ts, stringvalue, 
doublevalue (figure 41). The contents of those columns are discussed in section 3.2.2.4. 
 
 
Figure 41 Dataset after cleaning 
 
At this point, there were no unnecessary data but there was no order or grouping. The 
goal was the dataset to be transformed based on time so in one line there should be a 
measurement of every sensor for each minute. As the timestamp was based on UNIX 
Epoch the date and time were grouped and the resolution was in milliseconds resulting 
in multiple timestamps for the same minute. The solution was to round the time to 
minutes so there were multiple measurements, one for each sensor, at the same 
timestamp. The next step was to order and combine the data based on timestamp with 
the use of Kutools and the table was pivoted so it could take the desired form. Finally 
the timestamp column was divided into individual columns, one for date and one for 
time. With further cleansing of the data same information that was used only for the 
visualization part was purged. The resulting table could be used in the Neurointelligence 
software and had the form in the figure 42. 
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Figure 42 Final dataset table 
 
4.2.3  Artificial Neural Network development 
The properly formatted data were inserted in Alyuda Neurointelligence for the imple-
mentation of the prediction model. 
 
Data analysis and partition 
The temperature was selected as the target variable and the proper data types were se-
lected and lines with missing data or outliers were discarded. The partitioning of the da-
taset was made automatically into training, validation, and test set. The ignored set was 
selected manually and was the last 24 hours of records, as it was deemed sufficient time 
for repairs or replacement of sensors. The ignores set would be used in the query step to 
asses the performance of the model and comparison to real values. 
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Figure 43 Dataset import, analysis and partition 
   
Feature selection 
The feature selection step was not used as tests proved that fewer features produced 
worse results, although the feature searches suggested that temperature was not 
correlated with all variables and some could be discarded.  
Preprocessing - normalization 
In this step, the values of the data set were normalized between -1 and 1 to be compati-
ble with the activation functions. The date and time columns were divided into two col-
umns each as sine and cosine. The following report was produced: 
 
DATA PREPROCESSING REPORT 
Generator: Alyuda NeuroIntelligence 2.2 (577) 
Dataset: C:\Users\vn\Desktop\Thesis\report.apr 
Date: 7/12/2018 
Time: 4:03:37 μμ  
Data preprocessing completed. 
Columns before preprocessing: 10 
Columns after preprocessing: 12 
Input columns scaling range: [-1..1] 
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Output column(s) scaling range: [0..1] 
Numeric columns scaling parameters: 
  Humidity: 0,032362 
  Wind Speed: 0,070225 
  Wind Gust: 0,030207 
  Wind Direction: 0,005926 
  Barometric Pressure2: 0,082781 
  Lux: 0,000032 
  UV Index: 0,258732 
  Temperature: 0,051813 
 
Architecture design 
The selected parameters for the architecture were Hyperbolic tangent as hidden layers 
activation function, logistic activation function, Sum-of-squares as the error function, 
inverse test error as fitness criterion. A heuristic architecture search concluded that the 
[11-13-1] architecture had the best fitness (figure44). The following report was pro-
duced: 
 
ARCHITECTURE SEARCH REPORT 
Generator: Alyuda NeuroIntelligence 2.2 (577) 
Dataset: C:\Users\vn\Desktop\Thesis\report.apr 
Date: 7/12/2018 
Time: 4:03:50 μμ 
 
Automatic architecture search complete 
[11-2-1] architecture selected for training 
Hidden layers activation function: Hyperbolic tangent 
Output parameters: 
Temperature 
  Error function: Sum-of-squares 
  Activation function: Logistic 
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Search parameters: 
  Search Method: Heuristic search 
  Fitness criteria: Inverse Test error 
  Number of retrains: 1 
 Hidden units range: 
    Layer 1: from 2 to 28, search accuracy 1 
9 network architectures verified 
[11-13-1] architecture had the best fitness 
Verified architectures: 
  [11-2-1] fitness: 1,298675 
  [11-28-1] fitness: 2,923698 
  [11-18-1] fitness: 2,677547 
  [11-11-1] fitness: 2,846744 
  [11-7-1] fitness: 2,592845 
  [11-15-1] fitness: 2,565726 
  [11-13-1] fitness: 3,250277 
  [11-14-1] fitness: 3,086158 
  [11-12-1] fitness: 3,107161 
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Figure 44 Architecture of the ANN 
Training 
After the optimal architecture was found, the training of the ANN was next. The train-
ing algorithm selected was the Levenberg-Marquardt algorithm. This algorithm is used 
to solve nonlinear least squares problems and is a combination of the gradient descent 
method and the Gauss-Newton method [64]. The training report produced is the follow-
ing: 
NETWORK TRAINING REPORT 
Generator: Alyuda NeuroIntelligence 2.2 (577) 
Dataset: C:\Users\vn\Desktop\Thesis\report.apr 
Date: 7/12/2018 
Time: 4:06:12 μμ 
Network training complete 
Network architecture: [11-13-1] 
Training algorithm: Levenberg-Marquardt 
Number of iterations: 76 
Time passed: 00:01:33 
Training stop reason: No error improvement 
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The best network was tracked and restored 
 
Figure 45 Training errors graph 
 
Figure 46 Training correlation graph 
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Figure 47 R-Squared graph 
Test 
Testing has shown high correlation of the output to the true values and reasonably small 
scatter. 
 
Figure 48 Test Actual vs Output graph 
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Figure 49 Test scatter plot 
Query 
Finally, the ignored part of the dataset was used to query the ANN model so the predict-
ed values could be compared to the real values after 24 hours. The results have shown a 
deviation of about 2⁰ C. 
5 Conclusions 
In this final chapter an overview of the work done will be presented, some recognized 
drawbacks and limitation and some possible improvements as well. 
The overall project was very challenging as it combined many scientific fields into a 
single entity. Mechanical, electrical, electronics and software engineering knowledge 
had to be combined to produce a functional and reliable station and process the pro-
duced data. As the weather station was constructed from scratch and was required to 
work autonomously there were many issues that had to be addressed but in the end re-
sult was satisfactory. 
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The connection between Internet of Things and Artificial Intelligence, in any form, is 
inevitable as the continuously increasing amount of data the IoT devices produce can be 
exploited with the usage of AI to produce insights and smarter applications. 
In the previous chapters there was a brief overview of the emerging Internet of Things 
technologies, the underlying architecture and same examples of the applications that can 
revolutionize. 
There was also a brief overview of what the Artificial Neural Networks are, how they 
work and how can they be used for predictions. 
The construction of the IoT weather station was thoroughly described and each module 
that consisted of was analyzed, from the general hardware to solar power assembly to 
software and sensors. 
The set up of a server that was used as the storage of the weather station and acted as a 
bridge between the station and the mobile application for visualization. 
Finally, the retrieval of the station's data was addressed, how the data were processed, 
the way the Artificial Neural Network model was constructed and how it produced pre-
dictions for missing data. 
The results were not just the output of the neural network but rather the whole construc-
tion that was able to work properly. The Internet of Things enables the connectivity of 
devices in simple ways and make the data from those devices accessible in real-time. 
According to the output results, there is space for improvement. The issue of the rather 
deviation from real values is considered to be the small dataset. Although there were 
many data collected, they were very dense representing small amount of time so the cor-
relation could not become obvious. 
A drawback is that the application was divided into multiple systems. So in a future 
improvement, the whole procedure could take place entirely in one system, enabling AI 
on the edge of IoT. The trained model could be implemented in one platform, so there is 
seamless transition between true and predicted data and no downtime. 
Finally, some features of the Alyuda Neurointelligence were outdated. There are some 
modern features the software lacks, that if implemented could have a significant impact 
on performance. 
 
 
-72- 
6 Bibliography 
 
[1]  The National Science Foundation, "Cyber-Physical Systems (CPS)," [Online]. 
Available: https://www.nsf.gov/pubs/2011/nsf11516/nsf11516.pdf. [Accessed 
December 2018]. 
[2]  S. Mandal, "nternet of Things (IoT) - Part 1 (Introduction)," December 2018. 
[Online]. Available: https://www.c-sharpcorner.com/uploadfile/f88748/internet-of-
things-iot-an-introduction/. [Accessed December 2018]. 
[3]  Gartner, "Gartner Says 8.4 Billion Connected "Things" Will Be in Use in 2017, Up 
31 Percent From 2016," February 2017. [Online]. Available: 
https://www.gartner.com/en/newsroom/press-releases/2017-02-07-gartner-says-8-
billion-connected-things-will-be-in-use-in-2017-up-31-percent-from-2016. 
[Accessed December 2018]. 
[4]  J. Dr. Sunrise Winter and D. R. Ono, in The Future Internet, Springer, 2015.  
[5]  A. K. &. P. G. &. A. H. &. J. T. &. U. S. Sikder, "A Survey on Sensor-based 
Threats to Internet-of-Things (IoT) Devices and Applications.," 2018 2018.  
[6]  "List of sensors," [Online]. Available: 
https://en.wikipedia.org/wiki/List_of_sensors. [Accessed December 2018]. 
[7]  S. Gibbs, "Uber riders to be able to hail self-driving cars for first time," 18 August 
2016. [Online]. Available: 
https://www.theguardian.com/technology/2016/aug/18/uber-riders-self-driving-
cars. [Accessed December 2018]. 
[8]  A. Meola. [Online].  
[9]  J. Parello, B. Claise, B. Schoening and J. Quittek, "Energy Management 
Framework," 28 April 2014. [Online]. Available: https://tools.ietf.org/html/draft-
ietf-eman-framework-19. [Accessed December 2018]. 
[10]   
[11]  K. Mills, "Smart Homes Will Change Our Way of Life," 16 July 2018. [Online]. 
  -73- 
Available: https://medium.com/@joshdotai/smart-homes-will-change-our-way-of-
life-573399678b29. [Accessed December 2018]. 
[12]  L. Ben-Zur, "Dear IoT Platform Vendors, Please Read This," 30 May 2018. 
[Online]. Available: https://liatbenzur.com/2018/05/30/dear-iot-platform-vendors-
please-read-this/. [Accessed December 2018]. 
[13]  N. Carnevale and M. Hines, "THE NEURON BOOK," [Online]. Available: 
https://www.neuron.yale.edu/ftp/ted/book/neuronbookflyer.pdf. [Accessed 
December 2018]. 
[14]  L. Mastin, "NEURONS & SYNAPSES," [Online]. Available: http://www.human-
memory.net/brain_neurons.html. [Accessed December 2018]. 
[15]  UC San Diego, "Why are Neuron Axons Long and Spindly?," [Online]. Available: 
https://ucsdnews.ucsd.edu/pressrelease/why_are_neuron_axons_long_and_spindly. 
[Accessed December 2018]. 
[16]  "Computing.surrey.ac.uk," [Online]. Available: 
http://www.computing.surrey.ac.uk/courses/csm10/NeuralNetworks/nnINTRO.doc. 
[Accessed December 2018]. 
[17]  S. Haykin, Neural Networks and Learning Machines, Third Edition, Hamilton, 
Ontario, Canada: Pearson Education, Inc., 2008.  
[18]  "Artificial Neural Network Fundamentals," [Online]. Available: http://uc-
r.github.io/ann_fundamentals. [Accessed December 2018]. 
[19]  A. S. V, "Understanding Activation Functions in Neural Networks," 30 March 
2017. [Online]. Available: https://medium.com/the-theory-of-
everything/understanding-activation-functions-in-neural-networks-9491262884e0. 
[Accessed December 2018]. 
[20]  [Online]. Available: https://www.researchgate.net/figure/Step-
function_fig3_320451960. 
[21]  "CS231n Convolutional Neural Networks for Visual Recognition," [Online]. 
Available: http://cs231n.github.io/neural-networks-1/. [Accessed December 2018]. 
[22]  L. Pauly, H. Peel, S. Luo, D. Hogg and R. Fuentes, in 34th International 
Symposium on Automation and Robotics in Construction (ISARC 2017) .  
-74- 
[23]  S. Kumar and N. Duraipandian, "Artificial Neural Network based String Matching 
Algorithms for Species Classification – A Preliminary Study and Experimental 
Results," International Journal of Computer Applications (0975 - 887), vol. 52, no. 
14, pp. 21-29, 2012.  
[24]   
[25]  "Feedforward Deep Learning Models," [Online]. Available: http://uc-
r.github.io/feedforward_DNN. [Accessed December 2018]. 
[26]  J. Brownlee, "Difference Between Classification and Regression in Machine 
Learning," 11 December 2017. [Online]. Available: 
https://machinelearningmastery.com/classification-versus-regression-in-machine-
learning/. [Accessed December 2018]. 
[27]  Cosmote, "Κάλυψη δικτύου (network coverage)," [Online]. Available: 
https://www.cosmote.gr/mobile/cosmoportal/page/T25/section/Network. [Accessed 
December 2018]. 
[28]  Vodafone, "Κάλυψη Δικτύου (network coverage)," [Online]. Available: 
https://www.vodafone.gr/coverage-checker/. [Accessed December 2018]. 
[29]  World Meteorological Organization, "What we do," [Online]. Available: 
public.wmo.int/en/our-mandate/what-we-do. [Accessed December 2018]. 
[30]  World Meteorological Organization, "who we are," [Online]. Available: 
https://public.wmo.int/en/about-us/who-we-are. [Accessed December 2018]. 
[31]  World Meteorological Organization, Guide to Meteorological Instruments and 
Methods of Observation, 2008 edition Updated in 2010.  
[32]  "I2C – What‘s That?," [Online]. Available: www.i2c-bus.com. [Accessed 
December 2018]. 
[33]  Argent data systems, "Weather sensor assembly p/n 80422," [Online]. Available: 
https://cdn.sparkfun.com/assets/8/4/c/d/6/Weather_Sensor_Assembly_Updated.pdf. 
[Accessed December 2018]. 
[34]  Bosch Sensortec, "BMP280," [Online]. Available: https://www.bosch-
sensortec.com/bst/products/all_products/bmp280. [Accessed December 2018]. 
[35]  Aosong Electronics Co.,Ltd., "Digital temperature and humidity sensor AM2315 
  -75- 
product manual". 
[36]  V. Fioletov, J. B. Kerr and A. Fergusson, "The UV Index: Definition, Distribution 
and Factors Affecting It," REVUE CANADIENNE DE SANTÉ PUBLIQUE, vol. 
101, no. 4, July/August 2010.  
[37]  ams AG, "TSL2591 Datasheet," 2013. 
[38]  "Radiation shields for air temperature thermometers," [Online]. Available: 
https://journals.ametsoc.org/doi/pdf/10.1175/1520-
0450(1965)004%3C0544:RSFATT%3E2.0.CO;2. 
[39]  "Comparisons of solar heating in five radiation shields," [Online]. Available: 
https://www.davisinstruments.com/product_documents/weather/app_notes/AN_24-
temp-radiation-shield-comparison.pdf. 
[40]  "RADIATION SHIELDS TO REDUCE ERROR," [Online]. Available: 
http://www.wxqa.com/shields.html. 
[41]  [Online]. Available: https://www.thingiverse.com/thing:1386003. 
[42]  [Online]. Available: https://obo-bettermann.com/article/display/en-wo/junction-
box-t-350-closed.html. 
[43]  [Online]. Available: https://www.kafkas.gr/proionta/ilektrologiko-yliko/ylika-
syndesis-stirixis/ylika-stirixis/stypiothliptes-plastikoi/stypiothliptes-exartimata-
plastikoi-pg/eaton-styp-pths-unicap-pg09-pa-gkpi-paxim-ip68_108275/. 
[44]  [Online]. Available: https://www.tme.eu/en/details/g201cmf/multipurpose-enclo-
sures/gainta/?utm_source=octopart.com&utm_medium=cpc&utm_campaign=comp
are-2018-12. 
[45]  [Online]. Available: https://www.raspberrypi.org/products/raspberry-pi-zero-w/. 
[46]  [Online]. Available: https://www.raspberrypi.org/documentation/installation/sd-
cards.md. 
[47]  "SD Part 1, Physical Layer Simplified Specification, Version 6.00," 2018. 
[48]  Texas instruments, "Principles of data acquisition and conversion," January 1994. 
[Online]. [Accessed December 2018]. 
[49]  Adafruit, "Adafruit Perma-Proto HAT for Pi Mini Kit - No EEPROM," [Online]. 
-76- 
Available: www.adafruit.com/product/2310. [Accessed December 2018]. 
[50]  Raspberry Pi Foundation, "Raspbian," [Online]. Available: 
https://www.raspberrypi.org/downloads/raspbian/. 
[51]  Raspberry Pi Foundation, "Introducing Pixel," [Online]. Available: 
https://www.raspberrypi.org/blog/introducing-pixel/. [Accessed December 2018]. 
[52]  Raspberry Pi Foundation, "SD Cards," [Online]. Available: 
https://www.raspberrypi.org/documentation/installation/sd-cards.md. [Accessed 
December 2018]. 
[53]  T. Toivola, "vnStat," [Online]. Available: https://humdi.net/vnstat/. [Accessed 
December 2018]. 
[54]  T. Toivola, "vnStati," [Online]. Available: 
https://humdi.net/vnstat/man/vnstati.html. [Accessed December 2018]. 
[55]  P. Crawford, "Linux Watchdog Daemon - Configuring," 25 January 2016. [Online]. 
Available: http://www.sat.dundee.ac.uk/psc/watchdog/watchdog-configure.html. 
[Accessed December 2018]. 
[56]  Campbell Scientific, Inc, "Weather Station Siting and," 1997. [Online]. Available: 
https://s.campbellsci.com/documents/sp/technical-papers/siting.pdf. [Accessed 
December 2018]. 
[57]  Raspberry Pi Foundation, "Raspberry Pi 3 Model B," [Online]. Available: 
https://www.raspberrypi.org/products/raspberry-pi-3-model-b/. [Accessed 
December 2018]. 
[58]  D. Dumanskiy, "blynkkk/blynk-server," [Online]. Available: 
https://github.com/blynkkk/blynk-server#blynk-server. [Accessed December 2018]. 
[59]  The Netty project, "Netty," [Online]. Available: https://netty.io/index.html. 
[Accessed December 2018]. 
[60]  Blynk, "docs.blynk.cc," [Online]. Available: http://docs.blynk.cc/. [Accessed 
December 2018]. 
[61]  [Online]. Available: https://opensource.com/sites/default/files/u128651/pgadmin-
view.png. 
  -77- 
[62]  pgAdmin, [Online]. Available: https://www.pgadmin.org/docs. [Accessed January 
2019]. 
[63]  D. Page, " pgadmin4/README," [Online]. Available: 
https://github.com/postgres/pgadmin4/blob/master/README. [Accessed January 
2019]. 
[64]  H. Gavin, "The Levenberg-Marquardt algorithm for nonlinear least squares curve-
fitting problems," 10 January 2019. [Online]. Available: 
http://people.duke.edu/~hpgavin/ce281/lm.pdf. [Accessed 15 January 2019]. 
[65]  C. McClelland, "IoT Explained — How Does an IoT System Actually Work?," 20 
November 2017. [Online]. Available: https://medium.com/iotforall/iot-explained-
how-does-an-iot-system-actually-work-e90e2c435fe7. [Accessed December 2018]. 
 
  -79- 
 
Appendix 
Appendix A 
The solar power calculation report 
Raspberry Pi Weather Station 
Off-Grid Solar Electricity Analysis 
Report compiled for 
Vangelis Nikolaidis 
Written by Michael Boxwell 
author of The Solar Electricity Handbook 
18/11/2018 
 
http://www.SolarElectricityHandbook.com 
Greenstream Publishing Limited 
5 Palmer House 
Palmer Lane 
Coventry 
West Midlands 
CV1 1FN 
United Kingdom 
-80- 
www.greenstreampublishing.com 
Copyright © Michael Boxwell, 2010-2018. 
This Off-Grid Solar Electricity Analysis report has been produced by Greenstream Pub-
lishing. 
Michael Boxwell asserts the moral right to be identified as the author of this work. 
Whilst we have tried to ensure the accuracy of the contents in this book, it is a computer 
generated report based on information entered on the Solar Project Analysis web page 
on the Solar Electricity Handbook website. The information is provided free of charge, 
'as is' and without warranty. The author or publishers cannot be held responsible for any 
errors or omissions found therein. 
All rights reserved. No part of this publication may be reproduced, stored in a retrieval 
system, or transmitted, in any form or by any means, electronic, mechanical, photocopy-
ing, recording or otherwise, without the prior permission of the publishers. 
Introduction 
Solar electricity is wonderful. Taking power from the sun and using it to power electri-
cal equipment is a terrific idea. It is no wonder that solar power captures our imagina-
tion: no ongoing electricity bills, no reliance on an electrical socket. Free energy that 
doesn't harm the planet. 
Of course, the reality is a little different from that and solar certainly isn't suitable for 
every application. Yet solar energy is an excellent and practical resource that can be 
harnessed relatively easily and effectively. This is especially true where comparatively 
small amounts of electricity is required. 
To get the best out of solar it is important to do your planning first. You need to be me-
ticulous with detail. Only then can you be assured that your Solar Power Station will 
deliver exactly what you need. 
This Solar Electricity Analysis for your Raspberry Pi Weather Station project provides 
you with a feasibility study that will allow you to judge whether or not an off-grid solar 
electricity system is suitable for your project. It takes into account your electrical load 
and the level of solar energy available in and around Thessaloniki throughout the year 
to analyse whether solar electricity could be utilised. 
What it cannot do, of course, is take into account your actual site and this report does 
not eliminate the need for a full and thorough site survey. For the purposes of this re-
port, it is assumed that you have a suitable location for mounting solar panels, where 
direct sunlight is not obstructed at any point during daylight hours. 
This report has been compiled based on a questionnaire filled in online by Vangelis Ni-
kolaidis. By its very nature, it is not possible for every factor for a solar power system to 
be taken into account simply through an online questionnaire. Various aspects of a suc-
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cessful photovoltaic design can only be undertaken after careful analysis of require-
ments and surveying the site where the system is to be installed. 
In particular the positioning of the solar panels on the site and the overall design of the 
system are critical factors in the success of implementing a solar power system. Neither 
of these factors has been taken into account in the compilation of this report. 
The report is written to be used in conjunction with The Solar Electricity 
Handbook written by Michael Boxwell and published by Greenstream Pub-
lishing Limited. The Solar Electricity Handbook is a simple, practical guide 
to designing, installing and using photovoltaic solar power. The book as-
sumes no previous experience with solar electricity and guides you through the whole 
process of designing and installing solar power systems from first principles. 
The Solar Electricity Handbook, published by Greenstream Publishing, is priced at 
US $17.99 as a paperback and US $9.99 as an eBook. It is available from Amazon 
and all good booksellers. 
 
Setting Expectations for Solar Power 
If you are new to solar electricity, it is worth spending a little time understanding what 
is practical and achievable with solar power and what is not. 
Solar power is a useful way of generating modest amounts of electricity where there is a 
good amount of sunlight available and where your location is free from obstacles such 
as trees and other buildings that may shade your solar panels. 
The amount of energy you need to generate has a direct bearing on the size and cost of a 
solar power system: the more electricity you need the more difficult and more expensive 
your system will become. 
If your requirements for solar electricity are to run a few lights, power some relatively 
low power electrical equipment such as a laptop computer, a small TV and a few other 
small bits and pieces, then you can probably achieve what you want with solar electric 
power at a reasonable price. If your ambitions are rather bigger, then the costs for im-
plementing solar power can very quickly get out of hand. 
Solar electricity is not well suited to generating heat: heating rooms, cooking and heat-
ing water all take up significant amounts of energy. Using electricity to generate this 
heat is extremely inefficient. Instead, you should consider a solar hot water heating sys-
tem and heating and cooking with gas or solid fuels. 
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Solar Electricity Analysis 
Energy Table 
From the information provided on the Raspberry Pi Weather Station project, the solar 
power system will need to power the following devices: 
Low Voltage Devices  
Device 
Power Required 
(watts) 
Hours use 
per day 
Total Energy 
(wh/day) 
FARS fan 0.5w 24 12 
Raspberry pi Zero W 1w 24 24 
Total Energy Requirements 
Your total system energy requirement is 36 watt-hours per day. All power is required at 
low voltage. 
 
Solar Energy calculations 
Solar energy is a combination of the hours of sunlight you can expect at your site and 
the intensity of that sunlight. Solar energy varies depending on the time of year and the 
position of the earth relative to the sun. 
This combination of hours of sunlight and intensity of sunlight is called insolation, and 
the results can be expressed as an average irradiance as watts per square meter (W/m²), 
or as kilo-watt hours per square meter spread over the period of a day (kWh/m²/day). 
Of course, not every day is the same and isolation figures will vary depending on the 
weather. You'll get far better power generation on a sunny day than you will on a 
cloudy, overcast day. For this reason, the batteries used to store the solar electricity gen-
erated must be large enough to be able to store enough excess energy to cover a few 
days of under-performance from the solar panels. 
The amount of solar energy also varies dramatically depending on the tilt of the solar 
panels in relation to the sun. For example, if a solar panel is laid flat on the ground, you 
can get dramatically different power outputs compared to the same panel being mounted 
upright against a wall or tilted to face the sun to capture as much sunlight as possible. 
The amount of solar energy you can capture also varies considerably depending on the 
directions that the solar panels are facing. As you have indicated that you will be facing 
your solar panels directly south, your panels will be facing in the optimum position to 
give you the best solar performance. 
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From the perspective of solar energy, insolation figures show how much energy per day 
a solar panel will capture in any given month. 
For example, in the table below, May shows an insolation figure of 4.47kWh/m²/day. 
This means that on an average day in May, a 100 watt solar panel would generate 4.47 x 
100 watts = 447.00 watt-hours of energy throughout the day. 
The irradiance figures used here are based on the region in and around Thessaloniki 
with the panels facing directly South at a tilt of 33° from an upright position. 
 
33° angle from vertical 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
3.29 3.68 4.19 4.28 4.47 4.96 5.09 5.26 5.03 3.85 3.04 2.69 
This table shows the average solar isolation figures for your area, shown as kilowatts 
per square meter per day. For further information about solar insolation, please refer to 
The Solar Electricity Handbook. 
 
Getting the right angle - how much difference it makes 
to have the solar panels tilted towards the sun 
To get the absolute best out of solar, you need your solar panels facing due south. Any-
thing more than a slight deviance towards this can have quite a significant impact on the 
performance of the solar array. 
For example: if your solar panels were facing due east or west, you could expect a drop 
of between 18-22% in solar power generation. When filling in the solar calculator ques-
tionnaire, you indicated that you will be installing your panels so they are facing direct-
ly south. This is the optimum direction for your solar panels. 
The vertical angle solar panels are mounted at can also make a very big difference to 
their performance - especially during the winter months. For example, here is the com-
parative performance of a solar panel in Thessaloniki, facing due south and mounted at 
different angles: 
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Panel Tilt Spring Summer Autumn Winter 
Flat 
3.61 
kWh/m² 
per day 
6.61 
kWh/m² 
per day 
4.55 
kWh/m² 
per day 
1.51 
kWh/m² 
per day 
Upright 
3.12 
kWh/m² 
per day 
2.64 
kWh/m² 
per day 
3.54 
kWh/m² 
per day 
2.47 
kWh/m² 
per day 
49° angle 
Best average year-round perfor-
mance 
4.32 
kWh/m² 
per day 
5.79 
kWh/m² 
per day 
5.26 
kWh/m² 
per day 
2.54 
kWh/m² 
per day 
65° angle 
Best Summer Setting 
4.22 
kWh/m² 
per day 
6.34 
kWh/m² 
per day 
5.22 
kWh/m² 
per day 
2.25 
kWh/m² 
per day 
33° angle 
Best Winter Setting 
4.19 
kWh/m² 
per day 
4.96 
kWh/m² 
per day 
5.03 
kWh/m² 
per day 
2.69 
kWh/m² 
per day 
Variable Tilt 
Adjusting the tilt throughout the 
year to optimise performance 
4.32 
kWh/m² 
per day 
49° an-
gle 
6.63 
kWh/m² 
per day 
72° an-
gle 
5.28 
kWh/m² 
per day 
49° an-
gle 
2.71 
kWh/m² 
per day 
26° an-
gle 
As you can see, there can be some really big differences in the amount of energy you 
can capture depending on the vertical tilt of your solar array. This is especially true dur-
ing the winter months when a properly tilted solar panel can be the difference between 
making a solar energy system viable or vastly overpriced. 
For example, see the difference for a solar panel placed flat on the ground (1.51 
kWh/m²/day) compared to the optimum setting where the solar panel is angled at 26° 
(2.71 kWh/m²/day). It is certainly worth spending the time to identify the optimum posi-
tion of the solar panels on your project and finding the very best solution for you. Opti-
mising the angle and position of the solar panels can pay dividends in keeping the costs 
down by reducing the amount of panels you may need to buy. 
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Assumed Efficiency Values 
For the purposes of producing a basic sizing estimation, we are assuming the following 
efficiency values: 
Solar Panel Power Point Efficiencies 
Solar panels are rated on their 'peak power output'. Peak power on a solar panel in 
bright sunlight is normally generated at between 17-20 volts. However, a 12 volt battery 
only requires around 14 volts to charge it. Many cheap solar controllers effectively 'lose' 
the voltage difference, and as a consequence, around 25% of the power generation is 
lost. 
More recent solar controllers use a technology called 'Maximum Power Point Tracking' 
(MPPT), which converts this excess voltage into extra current at a lower voltage, there-
by ensuring more power goes into the battery. However, the size of your project is such 
that it may be cheaper to buy a larger solar panel than to buy an MPPT controller. 
Power point efficiencies do vary from one product to another and information about a 
specific panel is available from the panel manufacturer. For the purposes of this report 
we are assuming a 75% solar panel power point efficiency and a non-MPPT controller. 
Battery Storage 
We are assuming 90% battery efficiency from our system. In other words, 90% of the 
energy stored in the batteries can be used by the system. New batteries should be able to 
exceed these figures. However, older batteries, or batteries stored at sub-optimal tem-
peratures may provide significantly lower efficiency levels. 
We are also assuming that batteries should not be discharged below a 20% state of 
charge (sometimes shown as an 80% depth of discharge). 
Resistance 
Resistance is the opposition of an electrical current. The higher the current through a 
length of wire, the higher the resistance (and therefore the greater inefficiencies) you 
will generate. 
You're low voltage energy requirements are reasonable and your cable runs are compar-
atively short, so resistance will not be a significant issue in your installation. 
You will require your low voltage cable to be at least 0.5mm thick (cable size 25 AWG) 
- if running your low voltage system at 12 volts - in order to keep resistance to an ac-
ceptable level. 
 
Positioning and Installation 
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A full site survey must be done before planning and installing a solar power system. 
You have indicated that the panels will be facing due south. For the purpose of this re-
port, we are assuming that there are no obstacles that will shade the solar panels at any 
time during daylight hours. 
 
33° angle from vertical 
In order to get the maximum efficiency out of your solar installation during the depths 
of winter (when the sun is at its weakest), the solar array should be installed facing due 
south at a 33° angle from vertical. 
For more information on site surveys, solar positioning and installation please refer to 
the chapter on Surveying your Site in The Solar Electric handbook. 
Size and Costs 
Solar Panels 
This system has been sized to provide power throughout the year. 
Based on our calculations, and assuming your site is suitable with no obstacles shading 
the solar panels at any time during daylight hours, you will require a 20w solar panel (or 
panels) in order to provide your electricity requirements. 
The solar panels will take up approximately 0.1 square metres of surface area using 
crystalline solar panels, or around 0.3 square metres of surface area using amorphous 
solar panels. 
 
Battery Technology 
To provide a suitable battery store with 3 days of reserve power, you will require 
0.2kWh of energy storage. 
  -87- 
If you are running your solar electric system at 12 volts, this equates to a 12Ah battery 
pack. 
Semi-traction deep-cycle batteries are recommended for your Raspberry Pi Weather 
Station project. These are available from battery specialists and suppliers of solar pho-
tovoltaic panels. 
For more information on battery technology, please refer to The Solar Electricity Hand-
book. 
 
Estimated costs 
The cost for all the materials and hardware for your project are likely to be in the region 
of €91 - €136. 
As a rough guide, we would estimate that it should take a relatively competent DIY in-
staller around 3-4 hours to install this system. 
 
Keeping to a budget 
It is not uncommon to discover at this stage that a solar electric system is simply unaf-
fordable. When this happens you can do one of three things: you can walk away, you 
can revisit your original scope and see what can be changed, or you can fine tune your 
design in order to make your system more cost effective. 
It is very common for a first draft for a solar electric project to turn out to be too expen-
sive. However, a careful analysis of requirements and a detailed design will normally 
result in cost savings. Quite often, these savings can be very dramatic. 
The Solar Electricity Handbook describes various techniques and tips for fine-tuning 
your solar power system to make it both affordable and effective.  
For further information 
For further information about solar electric systems, The Solar Electric Handbook, writ-
ten by Michael Boxwell and published by Greenstream Publishing is a comprehensive 
guide for designing and implementing photovoltaic solar power. The book assumes no 
prior experience of solar energy systems and has been written as a simple, practical 
guide to designing, installing and using solar power systems. 
The Solar Electricity Handbook, published by Greenstream Publishing Limited, is 
available from Amazon and all good booksellers. 
www.SolarElectricityHandbook.com 
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Appendix B 
The code used for the function of the weather station 
import time 
import sys 
import datetime 
import random 
import libs.blynkfix as BlynkLib 
import smbus 
import os 
import urllib            # URL functions 
import urllib2           # URL functions 
import RPi.GPIO as RPIGPIO 
import libs.GPIO as GPIO 
import config 
from libs.Adafruit_BME280 import * 
import libs.SI1145 as SI1145 
from tentacle_pi.AM2315 import AM2315 
import libs.tsl2591 as tsl2591 
import libs.SDL_DS3231 as SDL_DS3231 
import libs.SDL_Pi_WeatherRack as SDL_Pi_WeatherRack 
 
BLYNK_AUTH = '7657d80d3s6146ccba44366d2421d954' 
# Initialize Blynk 
#blynk = BlynkLib.Blynk(BLYNK_AUTH, '192.168.38.135', 8080) 
blynk = BlynkLib.Blynk(BLYNK_AUTH, 'vanik***.myddns.me', 8080) 
 
#Initialize sensors 
 
rtc = SDL_DS3231.SDL_DS3231(1, 0x68) 
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#comment out the next line after the clock has been initialized 
#rtc.write_now() 
 
tempHum_sensor = AM2315(0x5c,"/dev/i2c-1") 
uv_sensor = SI1145.SI1145() 
baro_sensor = BME280(t_mode=BME280_OSAMPLE_8, 
p_mode=BME280_OSAMPLE_8, h_mode=BME280_OSAMPLE_8) 
light_sensor = tsl2591.Tsl2591() 
 
anenometerPin = 17 
rainPin = 23 
 
# constants 
 
SDL_MODE_INTERNAL_AD = 0 
SDL_MODE_I2C_ADS1015 = 1 
 
#sample mode means return immediately.  THe wind speed is averaged at sampleTime 
or when you ask, whichever is longer 
SDL_MODE_SAMPLE = 0 
#Delay mode means to wait for sampleTime and the average after that time. 
#SDL_MODE_DELAY = 1 
 
sentry = SDL_Pi_WeatherRack.SDL_Pi_WeatherRack(anenometerPin, rainPin, 0,0, 
SDL_MODE_I2C_ADS1015) 
 
sentry.setWindMode(SDL_MODE_SAMPLE, 5.0) 
#weatherStation.setWindMode(SDL_MODE_DELAY, 5.0) 
 
#Fan 
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RPIGPIO.setmode(RPIGPIO.BCM)  #BCM or BOARD 
RPIGPIO.setup(13, RPIGPIO.OUT) #speed control 
RPIGPIO.setup(25, RPIGPIO.IN, pull_up_down=RPIGPIO.PUD_UP) #tachometer 
fanCtrl = RPIGPIO.PWM(13, 500) #PWM pin and frequency 
fanCtrl.start(10) # duty cycle 
 
 
 
 
def degreesToDirection(windDegrees): 
    if 345.75 <=  windDegrees <=360 or 0 <= windDegrees < 11.25: 
        return 'N' 
    elif 11.25 <= windDegrees < 34.75: 
        return 'NNE' 
    elif 34.75 <= windDegrees < 56.25: 
        return 'NE' 
    elif 56.25 <= windDegrees < 78.75: 
        return 'ENE' 
    elif 78.75 <= windDegrees < 101.25: 
        return 'E' 
    elif 101.25 <= windDegrees < 123.75: 
        return 'ESE' 
    elif 123.75 <= windDegrees < 146.25: 
        return 'SE' 
    elif 146.25 <= windDegrees < 168.75: 
        return 'SSE' 
    elif 168.75 <= windDegrees < 191.25: 
        return 'S' 
    elif 191.25 <= windDegrees < 213.75: 
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        return 'SSW' 
    elif 213.75 <= windDegrees < 236.25: 
        return 'SW' 
    elif 236.25 <= windDegrees < 258.75: 
        return 'WSW' 
    elif 258.75 <= windDegrees < 281.25: 
        return 'W' 
    elif 281.25 <= windDegrees < 303.75: 
        return 'WNW' 
    elif 303.75 <= windDegrees < 326.25: 
        return 'NW' 
    elif 326.25 <= windDegrees < 345.75: 
        return 'NNW' 
    else: 
        return '--' 
     
     
def uvRisk(uvIndex): 
    if uvIndex < 3: 
        uvRisk = 'Low' 
    elif uvIndex >= 3 and uvIndex < 6: 
        uvRisk = 'Moderate' 
    elif uvIndex >= 6 and uvIndex < 8: 
        uvRisk = 'High' 
    elif uvIndex >= 8 and uvIndex < 11: 
        uvRisk = 'Very High' 
    else: 
        uvRisk = 'Extreme' 
    return uvRisk 
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def main(): 
    totalRain = 0 
 
    #Date & Time 
    t = datetime.datetime.now() 
    timestamp = t.strftime("%d/%m/%Y %H:%M:%S") 
     
    #AM2315 
    temperature, humidity, crc_check = tempHum_sensor.sense() 
    #temperature, humidity = tempHum_sensor.sense() 
     
    #BMP280 
    degrees = baro_sensor.read_temperature() 
    pascals = baro_sensor.read_pressure() 
    hectopascals = pascals / 100 
     
    #SI1145 
    si_vis = uv_sensor.readVisible() 
    si_IR = uv_sensor.readIR() 
    UV = uv_sensor.readUV() 
    uvIndex = UV / 100.0 
     
     
     
    #TSL2591 
    full, ir = light_sensor.get_full_luminosity() 
    lux = light_sensor.calculate_lux(full, ir) 
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    #Wind and rain 
    currentWindSpeed = round(sentry.current_wind_speed(), 2) 
    currentWindGust = round(sentry.get_wind_gust(), 2) 
    currentWindDegrees = round(sentry.current_wind_direction(), 2) 
    if currentWindSpeed == 0 and currentWindGust == 0: 
        currentWindDegrees = None 
    currentWindDirection = degreesToDirection(currentWindDegrees) 
    totalRain = round(totalRain + sentry.get_current_rain_total(), 2) 
 
    #print + Blynk write 
    #print "Date & Time: \t\t%s" % rtc.read_datetime() 
    #print "Date & Time:         {}".format(str(rtc.read_datetime())) 
    print "Date & Time:         {}".format(timestamp) 
    blynk.virtual_write(1, timestamp) 
    print("Rain Total:          {} mm").format(float(totalRain)) 
    blynk.virtual_write(10, totalRain) 
    print("Wind Speed:          {} Km/h").format(float(currentWindSpeed)) 
    blynk.virtual_write(11, currentWindSpeed) 
    print("Wind Gust:           {} Km/h").format(float(currentWindGust)) 
    blynk.virtual_write(12, currentWindGust) 
    print "Wind Direction:      {} Degrees ({})".format(currentWindDegrees, curren-
tWindDirection) 
    blynk.virtual_write(13, currentWindDegrees) 
    blynk.virtual_write(14, currentWindDirection) 
    #print "Wind Direction Voltage=\t\t %0.3f V" % weather-
Station.current_wind_direction_voltage() 
    #blynk.virtual_write(,) 
    print 'Temperature AM2315:  {:.2f} C'.format(float(temperature)) 
    blynk.virtual_write(20, temperature) 
    #print 'Temperature BMP280:  {:.2f} C'.format(float(degrees)) 
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    #blynk.virtual_write(5, temperature) 
    print 'Humidity:            {:.2f} %'.format(float(humidity)) 
    blynk.virtual_write(21, humidity) 
    print 'Pressure:            {:.2f} hPa'.format(float(hectopascals)) 
    blynk.virtual_write(22, hectopascals) 
    print 'Total luminosity:    {}'.format(int(full)) 
    blynk.virtual_write(30, full) 
    print 'Ir luminosity:       {}'.format(int(ir)) 
    blynk.virtual_write(31, ir) 
    print 'LUX:                 {:.2f}'.format(float(lux)) 
    blynk.virtual_write(32, lux) 
    #print 'Visual light (Si):   {}'.format(int(si_vis)) 
    #blynk.virtual_write(, ) 
    #print 'IR light (Si):       {}'.format(int(si_IR)) 
    #blynk.virtual_write(, ) 
    print 'UV Index:            {:.2f}'.format(float(uvIndex)) 
    blynk.virtual_write(33, uvIndex) 
    print 'UV Risk:             {} risk'.format(str(uvRisk(uvIndex))) 
    blynk.virtual_write(34, uvRisk(uvIndex)) 
    print '-------------------------------' 
 
if __name__ == "__main__": 
    try: 
        blynk.set_user_task(main, 60000) 
        blynk.run() 
         
    except KeyboardInterrupt: 
        print 'KeyboardInterrupt' 
        fanCtrl.stop #switch PWM off 
  -95- 
        RPIGPIO.cleanup() 
        RPIGPIO.output(13, 0) #switch fan off 
             
