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Chapitre 1 
Mise en contexte, motivation et 
structure du mémoire 
1.1 Mise en contexte 
Supposons que l'on observe un phénomène qui met en scène deux ou plusieurs variables 
aléatoires. Une façon porteuse de modéliser leur interdépendance consiste à utiliser les 
copules. En effet, ces dernières permettent de caractériser complètement la structure 
de dépendance dans un vecteur de variables aléatoires. Beaucoup de travaux se sont 
attardés au développement de modèles de copules, ainsi qu 'à l'inférence statistique 
pour ceux-ci. On se contentera ici de citer les excellentes monographies de Nelsen 
(2006) , Mai & Scherer (2012) et Joe (2015), qui permettent d 'avoir une vue d 'ensemble 
sur les résultats mathématiques de base les plus importants. 
Une caractéristique importante dans l'étude de la dépendance est de savoir si oui ou 
non, la force d'attraction entre deux ou plusieurs variables aléatoires est de nature 
symétrique ou asymétrique. Il existe plusieurs notions de symétrie en statistique. D'un 
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intérêt particulier pour ce travail est la symétrie radiale. En effet, on peut se demander 
si la population à partir de laquelle des données proviennent possède une structure de 
dépendance qui possède la symétrie radiale. 
Pour modéliser la dépendance avec des modèles paramétriques de copules, un statisti-
cien peut être intéressé à savoir si la copule est symétrique ou non afin de le guider vers 
les bonnes familles de modèles à considérer. Par exemple, si on établi t que la struc-
ture de dépendance est symétrique, on pourra privilégier les copules normale, Student, 
Laplace, Frank et Plackett; dans le cas contraire, on se tournerait vers des modèles 
comme les copules Khi-deux, Fisher et Clay ton, ou encore un modèle dans la famille 
des copules à valeurs extrêmes. Ces modèles seront décrits en détails ultérieurement. 
Récemment, il y a eu un intérêt pour le développement de tests statistiques formels 
afin de vérifier si la copule d 'une population possède la symétrie radiale: 
(i) Genest & Neslehovâ (2014) ont proposé des tests basés sur la copule empirique, 
mais dans le cas bivarié seulement; 
(ii) Bahraoui & Quessy (2017) ont developpé des tests basés sur la fonction carac-
téristique de copules, valides à la fois dans le cas bivarié et multidimensionnel. 
1.2 Mesure de la dépendance et copules 
Les différentes théories et applications des méthodes statistiques occupent une place 
prépondérante dans le domaine de la science. Elles sont principalement utilisées pour 
décrire et interpréter un jeu de données. Les variables portant sur l'analyse de ces 
données peuvent être sous différentes formes: qualitatives et quantitatives. Dans cha-
cun des cas, l'étude de la liaison entre des variables a toujours été une précoccupation 
primordiale des chercheurs. Dès lors , par le biais des travaux de nombreux auteurs, 
différentes mesures de dépendance ont été élaborées, parmi lesquelles le coefficient 
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de corrélation linéaire. Ce dernier permet de quantifier le degré de liaison entre deux 
variables aléatoires quantitatives X et Y. 
Formellement, le coefficient de corrélation de Pearson associé à la paire (X, Y) est 
Pe E(XY)-E(X)E(Y) 
p (X Y) = ---'--;====:::;::::::::;:::::::===~:-'-
, Jvar (X) var (Y) 
En particulier, prX,y) = 0 quand les variables X et Y sont indépendantes. L'implica-
tion inverse est généralement fausse, car il se peut que prX,y) = 0 même si X et Y ne 
sont pas indépendantes. 
Le coefficient prX,y) affiche d 'autres limites. Notamment, il est généralement inca-
pable de bien saisir le degré de dépendance entre deux variables dont le lien n'est 
pas linéaire. Dans ce contexte, d 'autres mesures de dépendance ont été proposées. Les 
plus connues sont certainement le tau de Kendall et le coefficient de corrélation des 
rangs de Spearman. Quoi qu 'il en soit, ces mesures ne donnent qu 'une indication som-
maire de la structure de dépendance qui unit deux, ou plusieurs, variables aléatoires. 
C'est pourquoi la notion de copule a été introduite pour modéliser de façon générale 
plusieurs variables aléatoires par une fonction de dépendance. 
1. 3 Utilisation de la copule de Fisher pour modéliser 
l'asymétrie radiale 
La famille des copules de Fisher construite par Favre et al. (2018) comporte plusieurs 
avantages du point de vue de la modélisation de la dépendance. D'une part, elle permet 
une modélisation pour des dimensions arbitraires, tout en possédant un indice de 
dépendance extrême de queue non-nul. De surcroît, contrairement à plusieurs modèles 
de copules multidimensionnelles, la copule de Fisher possède la propriété d'asymétrie 
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radiale; ce comportement est abondamment présent dans les données hydrologiques 
et climatologiques. Les données de précipitations conjointes, par exemple, montrent 
généralement des asymétries de la queue et une dépendance de la queue supérieure. 
1.4 Objectifs et structure du mémoire 
L'objectif principal de ce travail est d'étudier la puissance de plusieurs tests de symé-
trie radiale pour copules multidimensionnelles sous de la dépendance de type Fisher. 
De manière spécifique, il y a trois objectifs poursuivis par ce mémoire: 
(1) Développer une extension d-dimensionnelle aux tests de Genest & Neslehova 
(2014) basés sur la copule empirique; 
(2) Étudier la puissance des tests de symétrie radiale de Bahraoui & Quessy (2017) 
et Genest & eslehova (2014) dans le cas bivarié sous des alternatives de Fisher ; 
(3) Comparer nos nouveaux tests basés sur la copule empirique avec ceux de Bah-
raoui & Quessy (2017). 
Le reste du mémoire est organisé comme suit. Le Chapitre 2 présente les structures 
de dépendance, la notion de symétrie radiale et les copules de Fisher. À cet effet, 
quelques définitions et propriétés des copules seront données; ensuite, la notion de 
symétrie radiale sera étudiée et quelques exemples de modèles de copules symétriques 
et asymétriques seront présentés. Le Chapitre 3 développe l'extension d-dimensionnelle 
des tests de Genest & Neslehova (2014). Le Chapitre 4 présente les résultats d 'une 
étude de puissance des tests de symétrie radiale sous des contre-hypothèses de copules 
de Fisher. Le cœur du mémoire se termine par une brève conclusion. Quelques éléments 
techniques concernant le calcul de statistiques de tests sont dans l'Annexe A, alors 
que les codes Matlab utilisés pour les simulations ont été placés dans l'Annexe B. 
Chapitre 2 
Structures de dépendance, symétrie 
radiale et copules de Fisher 
2.1 Qu'est-ce qu'une copule quelques définitions et 
propriétés 
Le concept de copule vient étymologiquement du mot latin copulae qui signifie lien, 
alliance, union ou liaison. Son origine remonte vers les années 1950 au cours du dé-
veloppement de la théorie des espaces métriques probabilistes, principalement en re-
lation avec l'étude des familles d 'opérations binaires sur les fonctions de répartition 
dans l'espace probabilisée. Toutefois , Sklar (1959) est le premier à introduire cette 
notion de copule dans son article intitulé Fonctions de répartition à n dimensions et 
leurs marges. Par la suite, plusieurs auteurs se sont interessés à la théorie des copules, 
qui est devenue un outil de base dans la modélisation des distributions multivariées. 
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2.1.1 Définition analytique d 'une copule et propriétés 
Une copule à deux dimensions est une fonction C : [0, 1]2 -7 [0, 1] possédant les 
propriétés suivantes (voir Nelsen (2006) pour plus de dét ails) : 
i) C (u, 0) = 0 et C (0, v) pour tout u, v E [0, 1]; 
ii) C(u , l ) = u et C( l ,v) = v pour tout u,v E [0, 1]; 
iii) Pour tout UI, U2 , VI, V2 E [0, 1] tels que U I :::; U2 et VI :::; V2, on a 
La fonction définie par C (u , v) = uv satisfait aux trois conditions précédentes: c'est 
donc une copule. D'abord , C (u , 0) = U x 0 = 0 et C (0, v) = 0 x v = 0, ce qui mont re 
(i). Ensuite, C (u , 1) = U x 1 = u et C (1, v ) = 1 x v = v, ce qui mont re (ii). Enfin , 
(iii) est satisfaite car pour UI :::; U2 et VI :::; V2, on a 
2.1.2 Théorème de Sklar 
(U2 - UI) (V2 - VI) 
> o. 
Le Théorème de Sklar (1959) , énoncé dans la suite, est fondamental pour la modé-
lisation de plusieurs variables aléatoires. Il permet de voir que la loi de (X , Y ) est 
composée de la dépendance entre X et Y , ainsi que des comportements marginaux 
de X et de Y, représentés respectivement par F et G. À l'inverse, il permet aussi de 
construire un modèle avec une copule C désirée pour la dépendance, et possédant les 
marges univariées F et G voulues. 
Théorèm e 2.1. Soit le couple (X , Y ) de loi H dont les marges sont F (x) = H (x, 00) 
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et G (y) = H (00, y) . Alors le Théorème de Sklar (1959) assure qu 'il existe une copule 
C: [0, 1]2 ~ [0 , 1] telle que pour tout (x , y) E JR2 , 
H(x , y) = C {F(x) , G(y)}. 
Si les marges F et G sont continues, alors la copule C est unique. 
La copule C correspond à la loi conjointe de U = F (X) et de V = G (Y). En effet , 
!ID {F (X) ~ u , G (Y) ~ v} !ID {X ~ F - 1 (u) ,Y ~ G- 1 (V)} 
H {F- 1 (u) ,G-1 (v)} 
C {F 0 F-1 (U) , G 0 G- 1 (V)} = C (U , V). 
2.1.3 Propriété d'invariance d'une copule 
Une des propriétés fondamentales de la copule C est son invariance. En effet, lors d 'une 
transformation monotone croissante, la copule reliant les distributions marginales est 
- -invariante. Pour démontrer cette propriété, posons X = {j (X) et Y = , (Y), où {j et 
, sont deux fonctions monotones croissantes. On a alors 
H (x , y) !ID {{j (X) ~ x" (Y) ~ y} 
!ID {X ~ {j - 1 (x) ,Y ~ ,-1 (y)} 
H {{j - 1 (x) ,,-1 (y)} 
C {F 0 {j - 1 (x ) ,G 0 ,-1 (y)} . 
Étant donné que les lois marginales de X et Y sont respectivement F 0 {j - 1 et Go ,-l, 
la copule de if est C. Cependant, si {j est monotone décroissante , la copule de (X , Y) 
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n'est toutefois pas la même que celle de (X, Y). Dans ce cas, on a plutôt 
H(x , y) JlD { 19 (X) ~ x, "( (Y) ~ y} 
JlD{X > 19-1 (x), y > "(-1 (y)} 
G o "(-1 (y) - H {19- l (x) ,"(-1 (y)} 
Go "(-1 (y) - C {F 0 19-1 (x) ,G 0 "(- 1 (y)} . 
Par conséquent, la copule de H est C(u, v) = v - C(1 - u, v) . 
2.1.4 Extension multidimensionnelle 
Le Théorème de Sklar se généralise au cadre multidimensionnel. Pour le décrire , soit 
un vecteur aléatoire à d dimensions X = (Xl, ... ,Xd ) de loi H et de marges continues 
FI , ... , Fd' Alors pour tout x = (Xl , , '" Xd) E ffi.d, il existe une unique copule C : 
[0, l]d -+ [0,1] telle que 
(2.1) 
À l'instar du cas bivarié, la copule C correspond à la loi conjointe de U = (Ul , ... ,Ud ), 
où Ue = Fe(X e) pour chaque R E {1 , .. . , d}. Ce théorème joue un rôle primordial dans 
la mesure où il met en exergue la structure de dépendance entre les composantes de 
X , représentées par C, et les distributions marginales FI, ... , Fd' 
En posant ue = Fe(xe) dans l'Équation (2.1), on peut extraire l'unique copule d 'une 
loi d-dimensionnelle continue H. On obtient alors 
Comme dans le cas bivarié, la notion d 'invariance de la copule C peut être généralisée 
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dans le cadre multidimensionnel. En effet, soient des fonctions monotones croissantes 
.......... .......... .......... --
al , ... ,ad: IR -+ IR et posons X = (Xl , ... , Xd), où Xe = ae(Xe). On a alors 
H(x) IP{al(Xl):=:;Xl, ... ,ad(Xd):=:;Xd} 
IP {Xl :=:; a~l (Xd , ... ,X d :=:; ad
l (Xd)} 
H {al l (xd , ... , at (Xd)} 
C {FI 0 a l l (Xl) , ... , Fd 0 adl (Xd)} . 
~ ~ 
On peut déduire que la copule de H est C, car les lois marginales de Xl, ... ,X d sont 
t · t F - 1 F - 1 respec lvemen 1 0 al , . .. , dO ad . 
2.2 Le concept de symétrie radiale 
Soit X, une variable aléatoire. La symétrie de X autour d'un point c E IR signifie que 
X - c et c - X ont la même loi. Cela se traduit par IP(X - c :=:; x) = IP(c - X :=:; x) , 
ce qui équivaut à F(c+ x) = 1- F(c - x ). 
Dans le cas d 'une loi bivariée, la notion de symétrie apparait sous plusieurs formes: 
marginale, radiale et jointe. Ainsi, pour un couple aléatoire (X, Y) de loi H et de 
marges F et C , on définit trois types de symétrie autour de (rI , r2) E IR2 : 
- Symétrie marginale: F est symétrique autour de rI et C autour de r2 ; 
- Symétrie jointe: (X - rI, y - r2), (X - rI , r2 - Y), (rI - X, Y - r2) et (rI -
X, r2 - Y) ont la même loi; 
- Symétrie radiale: (X - rI , Y - r2) et (rI - X , r2 - Y) ont la même loi. 
Dans ce travail, on s'attardera plus particulièrement à la notion de symétrie radiale. 
On peut montrer que si (X, Y) est un couple aléatoire de loi H et de marges continues 
F et C qui sont symétriques, alors on a la symétrie radiale si et seulement si l'unique 
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copule C de H est telle que C = C* , où 
C*(u, v) = u + v - 1 + C (1 - u, 1 - v) 
est la copule de survie de C. En effet, comme X - rI a la même loi que rI -
X et que Y - 1'2 a la même loi que 1'2 - Y , alors JP> (X - rI ::; x, Y - 1'2 ::; y) 
JP> (rI - X ::; x,r2 - Y ::; y). Cette égalité se traduit par 
(2.2) 
où H( x , y) = JP>(X > x, Y > y) est la fonction de survie de H. Ensuite, en posant 
F(x) = 1 - F(x) et G(y) = 1 - G(y), on remarque que 
H( x, y) 1 - JP>( X ::; x) - JP>(Y ::; y) + JP>(X ::; x, Y ::; y) 
F(x) + G(y) - 1 + C {1- F(x), 1- G(y)} 
C* {F(x), G(y)} . 
On peut donc écrire l'Équation (2.2) sous la forme 
C {F(x + rd , G(y + r2)} = C* {F(rl - x), G(r2 - y) } . 
Comme X et Y sont symétriques, respectivement , autour de rI et de 1'2, on a F(x + 
rI) = F(rl - x) et G(y + 1'2) = G(r2 - y) , ce qui permet de conclure que C = C*. 
Cette notion se généralise au cas d'un vecteur X E ]Rd. On dit que X possède la 
propriété de symétrie radiale autour de r = (1'1 , ... , rd) E ]Rd si et seulement si 
- Fe(xe + re) = Fe(re - xe), c'est-à-dire que X e est symétrique autour de re; 
- C = C*, où C* est la copule de survie de C, qui correspond à la loi de 1 - U = 
(1 - U1 , ... , 1 - Ud ) pour U r'V C. 
Cette deuxième propriété veut dire que la copule C possède la propriété de symétrie 
radiale au niveau de la dépendance. On a alors JP>( 1 - U ::; u ) = JP>( U ::; u ). 
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2.3 Quelques modèles de copules 
2.3.1 Copule d'indépendance 
On sait que deux variables aléatoires X rv F et Y rv G sont indépendantes si et 
seulement si lP'(X ~ x , Y ~ y) = lP'(X ~ x) x lP'(Y ~ y) = F(x) x G(y) pour tout 
(x, y) E ]R2. D'après le Théorème de Sklar, si les marges F et G sont continues, alors 
la copule correspondante est 
La fonction Crr est appelée la copule d'indépendance. Dans le cas d-dimensionnel, des 
variables Xl , "" X d de lois FI,'" ,Fd sont indépendantes si et seulement si, pour 
tout x = (Xl , .. . , Xd) E ]Rd , 
d 
lP' (Xl ~ Xl,· .. , X d ~ Xd) = II Fp(xp ). 
P=l 
On déduit alors que la copule d'indépendance multidimensionnelle est donnée pour 
U = (UI , ... , Ud) E [0 , l]d par Crr(u) = UI x ... X Ud. Cette copule possède la propriété 
de symétrie radiale. En effet, si U = (UI , ... , Ud ) rv Crr , alors 
lP' (1 - U ~ u) lP'(U 2: 1 - u) 
d 
II lP'(Up 2: 1 - Up) 
P= l 
lP' (U ~ u) . 
La Figure 2.1 montre le nuage de points de 2000 paires simulées de la copule Crr . 
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FIGURE 2.1 - Nuage de points de 2000 paires simulées à partir de la copule d 'indé-
pendance 
2.3.2 Copule Normale 
Une copule appartient à la famille des copules Normales si elle est extraite d 'une 
distribution gaussienne multivariée. Les copules Normales sont très utilisées pour la 
construction d 'un modèle dont la structure de dépendance est héritée du modèle 
normal et dont les lois marginales sont telles que désirées . Rappelons que la fonction 
de répartition de la loi Normale standard s'écrit implicitement 
où CPE est la densité de la loi Normale d-dimensionnelle de matrice de corrélation ~. 
Étant donné que les marges sont toutes <1> , la copule Normale peut alors s'écrire 
La copule Normale possède la propriété de symétrie radiale. Parmi les nombreux 
travaux qui se sont intéressés à la copule Normale, on retrouve entres autres Klaassen 
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& Wellner (1997), qui traitent de l'inférence optimale dans ces modèles, amSl que 
Meyer (20l3), qui énonce plusieurs propriétés analytiques intéressantes. 
La Figure 2.2 montre un nuage de points de 1000 paires simulées de la copule C~ 
lorsque le niveau de dépendance, tel que mesuré par le tau de Kendall, est 0,6. 
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FIGURE 2.2 - Juage de points de 1 000 paires simulées à partir de la copule ormaIe 
avec un tau de Kendall de 0,6 
2.3.3 Copules Archimédiennes 
Les copules Archimédiennes constituent une classe très importante de copules, prin-
cipalement en raison de la facilité avec laquelle on peut les construire, du nombre 
important de familles qui appartiennent à celles-ci et des propriétés intéressantes 
qu 'elles possédent (voir Nelsen (2006)). Considérons une fonction <p : [0 , 1] ---7 [0 , 00) 
qui est décroissante, convexe et telle que <p(1) = O. Selon Genest & MacKay (1986), 
une copule est Archimédienne si elle admet une écriture de la forme 
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La copule Ccp possède les propriétés suivantes : 
(i) Ccp est symétrique au sens où Ccp (u,v) = Ccp (v ,u); 
(ii) Ccp est associative, c'est-à-dire que pour tout u, v, w E [0 , 1], 
Dans la version multidimensionnelle, on suppose que le générateur cp est complètement 
monotone. En d'aut res termes, pour tout j E {1 , . . . ,d} , 
. dj 1 
(- I)J-
d 
. cp- (t ) > O. 
tJ 
La copule Archimédienne d-dimensionnelle de générateur cp est alors définie par 
La copule de Clay ton est Archimédienne dont le générateur est defini pour e > 0 par 
r O - 1 
CPo (t) = e . 
Dans le cas d = 2, sa copule s'écrit sous la forme 
La copule de Gumbel est aussi Archimédienne; son générateur est défini pour e E [0, 1) 
par CPo(t ) = lIn fil /(l - O), ce qui permet de mont rer que sa copule bivariée est 
Enfin , la copule de Frank est générée par 
(
1 -0 ) 
cpo (t) = ln 1 ~ :-Ot ' e E lR\ {O} . 
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Sa copule bivariée est 





li u , ven 1 1 _ e- li . 
Les copules de Clay ton et de Gumbel sont asymétriques du point de vu radial, alors 
que la copule de Frank possède la propriété de symétrie radiale. En fait, dans la 
famille des copules Archimédiennes , seule la copule de Frank est symétrique. On peut 
le constater en examinant les Figures 2.3, 2.4 et 2.5, qui montrent respectivement des 
nuages de points de 1000 paires simulées des copules Clay ton, Gumbel et Frank pour 
un niveau de dépendance, tel que mesuré par le tau de Kendall , de 0,6. 
X1 
FIGURE 2.3 - Nuage de points de 1000 paires simulées à partir de la copule de Clay ton 
avec un tau de Kendall de 0,6 
Parmi un grand nombre de travaux portant sur les copules Archimédiennes, on men-
tionnera Nelsen (1997) pour les propriétés de mesures de dépendance, Mc eil & Nes-
lehova (2009) qui découvrent une représentation alternative et intéressante de ces 
modèles , ainsi que Genest et al. (2011) , qui mettent au point des techniques d'infé-
rence. 
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FIGURE 2.5 - Nuage de points de 1000 paires simulées à partir de la copule de Frank 
avec un tau de Kendall de 0,6 
2.3.4 Copules de Plackett 
La copule de Plackett, issue d 'un modèle décrit initialement par Plackett (1965), s'écrit 
pour 8 ~ 1 par 
Le (u ,v) - J{Le (U ,V)}2 - 4uv8(8 - 1) 
C:I!(u, v) = 2 (8 - 1) 
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où Le (u, v) = 1 + (e - 1) (u + v). Cette copule possède la propriété de symétrie radiale. 
Une extension multidimensionnelle de cette copule a été proposée par Molenberghs 
& Lesaffre (1994), mais son usage demeure limité à cause des nombreuses contraintes 
sur ses paramètres. La Figure 2.6 montre un nuage de points de 1000 paires simulées 
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FIGURE 2.6 - Nuage de points de 1000 paires simulées à partir de la copule de Plackett 
avec un tau de Kendall de 0,6 
2.3.5 Copules de Student 
Un vecteur aléatoire X = (Xl, ... , X d ) suit une distribution de Student à d dimensions 
avec une matrice de corrélation E et vEN degrés de liberté s'il admet la représentation 
X = z 
JW/v' 
où Z = (Zl,"" Zd) '" <PL; et W, qui est indépendante de Z, est distribuée selon 
la loi Khi-deux à v degrés de liberté. La densité de X est alors donnée pour tout 
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T _ 2 -1 / 2 X L.; X r (v+d) ("-1 T ) -(V+d)/2 
h'E"v(x) - r( ~)(7rv)d/2 lEI 1 + v ' 
où r(s) = Jooo x s - 1e- x dx est la fonction gamma. La copule de Student est alors 
où Fv est la fonction de répartition de la Student univariée à v degrés de liberté. La 
copule de Student a la propriété de symétrie radiale. Ainsi , les queues inférieure et 
supérieure de la densité de la copule de Student sont identiques. Cette caractéristique 
des structures de dépendance de Student peut être limitative dans la pratique, en 
particulier dans le cas des données de précipitations. La Figure 2.7 montre un nuage 
de 1000 paires simulées de la copule C't,v avec un tau de Kendall de 0,6. 
X1 
FIGURE 2.7 - Nuage de points de 1000 paires simulées à partir de la copule de Student 
à 1 degré de liberté avec un tau de Kendall de 0,6 
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2.3.6 Copules Khi-deux 
Les copules Normale et Student souffrent de certaines limitations en raison du type 
de structures de dépendance qu'elles peuvent modéliser. De plus, toutes les marges 
à deux variables du modèle Normal ont une structure échangeable. Par conséquent , 
ces copules sont incapables de modéliser des structures de dépendance asymétriques , 
c'est-à-dire non échangeables. La famille des copules Khi-deux est une alternative aux 
structures de dépendance normales qui ne souffrent pas des limitations susmention-
nées. Ces modèles permettent l'asymétrie de queue et le caractère non échangeable, 
tout en conservant les avantages offerts par les copules Normale et Student. 
Pour Z = (Zl , ... , Zd) rv <I>~ , la copule Khi-deux à d dimensions de paramètre de 
décentralité a 2': 0, notée C~ ,a ' est définie comme la structure de dépendance du 
vecteur aléatoire X = (Xl, ... , Xd) = ((Zl + a)2 , ... , (Zd + a)2). Il a été montré par 
Quessy et al. (2016) que 
C~,a(U) = L (il Ej ) <I>~ {ha(ElUd , ·· ·, ha(EdUd)} , 
"=(€l, .. . , ~d)E { - l ,l}d J=l 
où pour Ga(X) = <I>(jX - a) + <I>(jX + a) - 1, ha(u) = signe(u)JG;;: l(lul) - a. Une 
autre expression en fonction de la copule Normale C~ est 
La Figure 2.8 montre un nuage de 1000 paires simulées de la copule C~ a · , 
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FIGURE 2.8 - Nuage de points de 1000 paires simulées à partir de la copule Khi-deux 
avec a = 0 et un tau de Kendall de 0,6 
2.3.7 Copules de Fisher 
Les données de précipitations conjointes montrent généralement des asymétries de 
queue et une dépendance caudale supérieure. Les modèles de copules couramment 
utilisés en grandes dimensions, tel la Normale, Student et autres copules elliptiques, 
ne parviennent pas à capturer ces attributs. Afin de combler cette lacune, la nouvelle 
famille des copules Fisher a été introduite par Favre et al. (2018). Ce modèle de dépen-
dance est asymétrique dans la queue et permet une dépendance caudale supérieure. 
Pour la construire, soit X = (Xl , ... , X d ) de loi de Student d-dimensionnelle de ma-
trice de corrélation ~ et vEN degrés de liberté. Alors la copule de Fisher correspond 
à la structure de dépendance du vecteur (Xl , ... , xJ). Il a été montré par Favre et al. 
(2018) qu'une expression pour la copule de Fisher est 
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Une extension générale de ces modèles à la famille des copules dites squared a été 
proposée par Quessy & Durocher (2019) . La Figure 2.9 montre un nuage de 1000 
paires simulées de la copule Cf,v lorsque TC = 0,6 . 
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FIGURE 2.9 - uage de points de 1000 paires simulées à partir de la copule de Fisher 
à 1 degré de liberté avec un tau de Kendall de 0,6 
Chapitre 3 
Extension d-dimensionnelle des tests 
de Genest et N eslehovâ 
3.1 Tests de Genest et N eslehovâ pour la symétrie 
bivariée 
Les tests de Genest et Neslehova sont utilisés pour détecter la présence ou non de 
symétrie radiale dans la structure de dépendance de données bivariées. Ces tests sont 
très importants dans le processus de modélisation afin d'éclairer le choix vers les 
bonnes familles de modèles à considérer. Pour un couple de variables aléatoires (X, Y) 
de marges continues et de copule C, l'hypothèse nulle de symétrie radiale est 
lHIa : C(u, v) = C*(u, v) , pour tout (u , v) E (0 , 1)2 , 
où C*(u, v) = u + v - 1 + C(l - u, 1 - v) est la copule de survie associée à C. 
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3.1.1 Copule empirique bivariée et copule de survie empirique 
Soit à nouveau un couple (X, Y) de loi H et de marges continues F et C. On rappelle 
que d'après le Théorème de Sklar (1959) , il existe une unique copule C : [0 , IF -7 [0 , 1] 
telle que pour tout (x , y) E JR2, on H(x, y) = C{ F(x), C(y)}. Estimer la copule C est 
une tâche compliquée, car une copule n'est pas directement observable à partir d 'un 
échantillon (Xl , YI) , "" (Xn , Yn ) i.i.d. de loi H. Pour ce faire, soit d 'abord l'estimation 
sans biais de H donnée par la fonction de répartition empirique conjointe 
Soient également les marges empiriques 
1 n 
et Cn(y) = - LI (Yi ~ y) . 
n 
i = l 
L'estimateur de C proposé par Deheuvels (1979) est un estimateur de type plug-in 
basé sur C(u, v) = H {F- I(u) , C- I(v)} , à savoir 
Une autre manière de l'écrire est 
Ce qui est communément appelé la copule empirique est une version asymptotiquement 
équivalente à Cn, c'est-à-dire 
Il s'agit de la fonction de répartition conjointe des paires de pseudo-observations 
(ÛI , Vd, ... , (Ûn, Vn), où Ûi = Fn(Xi ) et ~ = Cn(Yi) pour chaque i E {1, ... ,n}. 
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Enfin, puisque la copule de survie C* associée à C correspond à la loi conjointe de 
(1 - U, 1 - V) pour (U, V) rv C, on l'estime avec 
C~(u, v) = ~ t r (1 - Ûi ::; u, 1 - ~ ::; v) . 
i=l 
On remarque que 
C~(u, v) ~ t r (Ûi ~ 1 - u, ~ ~ 1 - v ) 
~= l 
~ t { 1 - r (Ûi < 1 - u) - r (~ < 1 - v) + r (Ûi < 1 - u, ~ < 1 - v) } 
i=l 
~ 1- (1- u) - (1- v) + ~ tr (Ûi < 1- u, ~ < 1- v) 
i=l 
u + v - 1 + Cn (1- u, 1 - v). (3.1) 
3.1.2 Convergence faible de la copule empirique 
Soit d 'abord la notion de copule régulière définie ci-dessous. 
Définition 3.1. Une copule C bivariée est dite régulière si les dérivées partielles 
é\(u, v) = 8C(u, v)j8u et (\(u, v) = 8C(u, v)j8v existent sur [0 , 1]2, et que Cl est 
continue sur (0,1) x [0,1] et C2 est continue sur [0,1] x (0,1) . 
Quand n tend vers l'infini et en autant que la copule C est régulière, Segers (2012) 
a montré que le processus de copule empirique <Cn = fo( Cn - C) converge faible-
ment dans l'espace gOO([O, IF) des fonctions bornées définies sur [0,1]2 vers une limite 
gaussienne de représentation 
<C(u, v) = lBc(u,v) - Cl(u,v)lBc(u, 1) - C2(u , v) lBc(l , v), (3.2) 
Chapitre 3. Extension d-dimensionnelle des tests de Genest et Neslehova 25 
où Iffic est un processus Gaussian centré tel que 
cov{Iffic(u,v) ,Iffic(u',v')} = C{min(u,u'),min(v,v')} - C(u,v) C(u', v'). 
En fait, Iffic correspond à la limite faible du processus empirique 
1 n 
Iffin(u ,v) = fo L {I{F(Xi ):::; u,G(Yi):::; v} - C(u, v)} . 
i = l 
Pour ce qui est de la copule de survie empirique C~, l'Équation (3 .1 ) permet d'écrire 
le processus de copule de survie C~ = fo( C~ - C*) sous la forme 
C~(u, v) = vn {(Cn(1- u, 1 - v) - C(l - u, 1 - v)} = Cn(1- u, 1 - v). 
Par conséquent, C~ converge faiblement vers 
C*(u, v) C(l-u,l-v) 
Iffic(1- u, 1 - v) - (\(1 - u, 1 - v) Iffic(1- u, 1) 
- 62 (1 - u, 1 - v) Iffic(l, 1 - v). 
3.1.3 Version multiplicateur du processus de copule 
(3.3) 
Pour un vecteur Ç, = (6, ... ,ç,n) de variables aléatoires indépendantes non négatives 
avec moyenne et variance unitaire, la version multiplicateur de Iffin est 
La version multiplicateur de Cn basée sur la représentation (3 .2) est alors 
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OÙ è1 , è2 sont des estimateurs convergents des dérivées partielles è1 , è2 . Générale-
ment, on utilise les estimateurs à différences finies 
et 
où en = hl y'iï pour h E N. Il a été montré par Segers (2012) que (Cn, ên) converge 
faiblement vers (C , ê), où ê est une copie indépendante de C. Autrement dit, la 
version multiplicateur Cn parvient, asymptotiquement, à reproduire le comportement 
de Cn. Enfin, la version multiplicateur de C~ basée sur la représentation (3.3) est 
ê~(u, v) f1jn(l - u, 1 - v) - è 1(1 - u, 1 - v) f1jn(1- u, 1) 
- è2(1 - u, 1 - v) f1jn(1 , 1 - v). 
3.1.4 Statistiques de test et leurs versions multiplicateur 
Pour confronter les hypothèses lHIo : C = C* et lHI1 : C #- C*, Genest & Neslehova 
(2014) ont proposé les statistiques de test 
Rn n r {Cn(u,v) - C~(u , v)}2dudv , 
J [O,l]2 
Sn n r {Cn(u , v) - C~(u , V)}2 dCn(u , v) , 
J [O,1]2 
Tn Vn sup ICn(u , v) - C~(u , v)l· 
(u ,v )E[O,1]2 
Des formules explicites pour ces statistiques sont données dans l'Annexe A.1. En rap-
pelant que Cn = y'iï( Cn - C) converge en loi vers la limite C définie à l'Équation (3.2) 
et que C~ = y'iï( C~ - C*) converge en loi vers la limite C* définie à l'Équation (3.3), 
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on obtient sous lHIo que 
Rn r {Cn(U,V)-C~(u,v)}2dudv, 
J [O,1]2 
Sn r {Cn(u,v) - C~(u,v)}2dCn(u,v), 
J [O ,1J2 
Tn sup ICn(u, v) - C~(u, v)l . 
(u,V)E[O,l]2 
Ceci permet alors de déduire que 
Rn""'ffi.= r {C(u ,v)-C*(u,v)}2 dudv , 
J [O ,l]2 
Sn"'" § = r {C(U,V) - C*(u,v)}2 dC(u ,v), 
J [O ,1J2 
Tn "'" 'lI' = sup IC(u, V) - C*(u, v)1 , 
(u,V)E[O,l]2 
où la notation "", est synonyme de "convergence en loi". Les versions multiplicateurs 
des statistiques Rn, Sn et Tn sont simplement 
Rn r {ên(u,v)-ê~(u,v) rdudv, 
J [O,l ]2 
Sn r { ên(u, v) - ê~(u, v) r dCn(u , v) , 
J [O,1J2 
Tn sup lên(u,v) - iê~(u,v)l . 
(u,V)E[O,1J2 
3.1.5 Algorithme pour performer les tests et calculer leurs p-
valeurs 
Pour tester la symétrie radiale d 'une copule, il faut effectuer l'algorithme suivant: 
(i) Calculer les statistiques de test Rn' Sn ou Tn ; 
(ii) Définir, pour chaque h E {l , ... , M}, 
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où pour ç(h) = (çih) , ... ,ç~h)) un vecteur de variables multiplicateurs, 
= (h) _ ':,1 ':,n 
( 
(:(h) (:(h) ) 
~n - {~h) - 1, ... , {~h) - 1 , 
alors que Pn = (P1n , ... , Pnn) T, avec 
Pin(U,v) = I(Ûi :::; U, Vi:::; v) - I(Ûi > 1 - u, Vi> 1- v) . 
(iii) Calculer les versions multiplicateurs des statistiques de test via 
-(hl 2 "" 1 -(hl k f. 1 1 N { ( )}2 11 {En (u, v) } dudv ~ N' ,2,;;1 En N' N 
111
1 
- (h) 2 
o 0 {En (u, v)} dCn(u, v), 
sup IB(h)(u v) 1 ~ max IB(h) (~ i ) 1· 
(u ,V)E(O, 1)2 n' (k,e)E{l, .. . ,N}2 n N' N ' 




~ LI (R~h) > Rn), 
h=l 
M 
~ LI (§~h) > Sn ), 
h=l 
M 
~ "1 (T(h) > T,) M L n n· 
h=l 
Une fois cela effectué, la décision concernant l'acceptation ou le rejet de l'hypothèse 
----nulle est basée sur la p-valeur estimée du test. Ainsi, si PV < a, alors IBIo est rejetée 
au seuil de signification a . 
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3.2 Versions d-dimensionnelles des tests de Genest 
& Neslehova (2014) 
Dans cette section, les tests de Genest & Neslehovâ (2014) permettant de détecter la 
présence de symétrie radiale d 'une copule seront généralisées dans le cadre multidi-
mensionnel. À notre connaissance, une telle extension n'a pas encore été développée 
dans la lit térature. À cette fin , soit un vecteur de variables aléatoires (Xl,"'" X d ) 
dans IRd dont les marges sont continues et l'unique copule est C. L'hypothèse nulle de 
symétrie radiale dans ce cas est 
lHlo : C(u) = C*(u ), pour tout u = (UI, ... , Ud) E (0, l)d, 
où C* est la copule de survie multivariée associée à C. On rappelle que la copule C* 
correspond à la loi conjointe de 1 - U = (1 - UI , ... , 1 - Ud ) pour (UI , . . . , Ud ) rv C. 
3.2.1 Copule empirique multivariée et sa version survie 
Considérons à nouveau un vecteur X = (Xl,' .. , X d ) de loi H et de marges continues 
FI , .. . , Fd dont on souhaite estimer l'unique copule C. On rappelle que du Théorème 
de Sklar (1959), 
Étant donné qu 'il serait difficile d'estimer directement la copule C, soit d'abord l'es-
timation sans biais de H donnée par la fonction de répartition empirique conjointe 
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Soit également les marges empiriques 
1 n 
Fnc(xc) = - LI (Xie S xc) , f E {l, ... ,d}. 
n 
i= l 
À l'instar du cas bivarié, soit l'estimateur 
Puisque lorsque la taille d 'échantillon n est grande, l' inégalité Xii S F;:/ (uc) est à peu 
près équivalente à FnC(Xi1 ) SUe, l'estimateur en est asymptotiquement équivalent à 
~ t l (Ûi l S UI , ... , Ûid S Ud) . 
i = l 
La fonction empirique Cn est appelée couramment la copule empirique d-dimensionnelle. 
Elle est calculée à partir des vecteurs de pseudo-observations U I , ... , Un, où pour 
chaque j E {l , ... , n}, 
Parallèlement, puisque la copule de survie multivariée C* associée à C correspond à 
la loi conjointe de 1 - U) = (1 - UI , . .. , 1 - Ud ) pour (U1 , . .. ,Ud ) "'-' C, on l'estime 
avec la copule empirique d-dimensionnelle de survie, à savoir 
C~(u) ~ t l ( 1 - Ûi 1 S U1 , . . . , 1 - Ûid S Ud) 
t = l 
~ t l (Ûi l ::::: 1 - UI , . .. , Ûid ::::: 1 - Ud) . 
i= l 
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3.2.2 Convergence faible de la copule empirique multivariée 
Tel que dans le cas bivarié, la notion de copule régulière est d'abord définie; il s'agit 
d'une simple extension d-dimensionnelle de la Définition 3.1. 
Définition 3.2. Une copule d-dimensionnelle C : [0 , l]d ~ [0 , 1] est régulière si pour 
chaque I! E {1, ... , d}, la dérivée partielle èp(u) = fJC(u)jfJl! existe sur [0, l]d et èp 
est continue sur {u E [0, l]d : ° < U p < 1}. 
Sous l'hypothèse nulle, les statistiques Sn, Rn et Tn sont calculées en utilisant le 
comportement du processus de copule empirique Cn = ..jiï(Cn - C). Quand n tend 
vers l'infini et en autant que la copule C est régulière, Segers (2012) a montré que 
le processus de copule empirique Cn converge faiblement dans l'espace I!OO ([O, l]d) des 
fonctions bornées définies sur [0 , l]d vers une limite gaussienne de représentation 
d 
C(U) = IBSc(u) - L èp(u) IBSc(u~), (3.4) 
P= l 
où ue est le vecteur u = (Ul , ... ,Ud) dont toutes les composantes sont égales à 1, sauf 
U p, et IBSe est un processus gaussien centré tel que 
cov {IBSe (u ) , IBSe (u '} = C {min(u, u')} - C(u ) C(u' ). 
Dans l'expression précédente de C(u) , IBSe est la limite de 
Enfin, comme cas particulier d 'un résultat de Quessy (2016), on déduit que le processus 
de copule de survie multivariée C~ = ..jiï( C~ - C*) converge faiblement vers 
d 
C*(u ) = IBSe( l - u ) - L è p(l - u ) IBSe (l - u~) , (3.5) 
P= l 
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où uê est le vecteur u = (Ul , . .. , Ud) dont toutes les composantes sont 0, sauf Ue. 
3.2.3 Versions multiplicateurs de Cn et C~ quand d > 2 
Pour un vecteur ç = (6 , ... ,çn) de variables aléatoires indépendantes non négatives 
avec moyenne et variance unitaire, la version multiplicateur de Rn s 'écrit 
La version multiplicateur de Cn basée sur la représentation (3.4) est alors 
d ____ 
ên(u) = Ên(U) - L é e(u) Ên(uê) , 
e= l 
. . . . 
où Cl , . . . , Cd sont les estimateurs des dérivées partielles Cl, ... , Cd définis pour chaque 
R E {1, .. . ,d} par 
où Rn = hl vin pour h E N et el , .. . , ed sont les vecteurs de base unitaires; par 
exemple, el = (1,0 , ... , 0) et e2 = (0,1,0 , ... , 0). Il a été démontré par Segers (2012) 
que (Cn , ên ) converge faiblement vers (C , ê), où ê est une copie indépendante de C. 
Autrement dit , la version multiplicateur Cn parvient , asymptotiquement , à reproduire 
le comportement de Cn. Enfin, la version multiplicateur de C~ basée sur (3 .5) est 
d ____ 
ê~(u) = Ên( l - u) - L é e(l - u) Ên(1 - uê)· 
e=l 
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3.2.4 Statistiques de test et leurs versions multiplicateur 
Afin de confronter les hypothèses de symétrie radiale lHIo : C = C* et lHIl : C =J C*, on 
propose les statistiques de test 
Rn ni {Cn(u)-C~(u)}2du , 
[O,1]d 
Sn ni {Cn(u ) - C~(u)}2 dCn(u ), 
[O,l]d 
Tn Vn sup ICn(u) - C~(u)l· 
UE[O,l]d 
Tel que démont ré dans l'Annexe A.2, 
d d 1 - 2 g min (1 - Ûie , Ûje ) + g min (1 - Ûie , 1 - Ûje ) . 
Également, on a 
Sn ~2 i,~l [il 1 {Û" ~ max (Û", Ûji ) } 
d 
- 2 rr l {Ûke 2: max (Ûie , 1 - Ûj e) } 
e=l 
+ il 1 { Û" ~ max ( 1 - Û" , 1 - Ûji) } 1 
Enfin , il est mont ré que 
1 ( . ' ) ( ' ')1 
'/,1 '/,d * '/,1 '/,d 
Tn=Vn max Cn --, ... ,-- -Cn --, ... , - - . 
iJ, ... ,idE{l, ... ,n} n + 1 n + 1 n + 1 n + 1 
Étant donné que Cn = vn( Cn - C) converge en loi vers la limite te définie à l'Équa-
t ion (3.4) et que C~ = vn( C~ - C*) converge en loi vers la limite C* définie à 
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l'Équation (3.5) , on obtient sous lHIo que 
Rn r {Cn(u ) - C~(U)} 2 du , 
J [O ,1]d 
Sn r {Cn(u ) - C~(u)} 2 dCn(u ), 
J [O ,I]d 
Tn SUp ICn(u ) - C~(U)I. 
u E[O,l]d 
On peut alors déduire que sous l'hypothèse nulle lHIo, 
r {C(u) - C*(u )}2 du, 
J [O,l]d 
r {C(u) - C*(U)}2 dC(u) , 
J [O ,l]d 
sup IC(u) - C*(u )l· 
u E[O,I]d 
Les versions multiplicateurs des statistiques Rn' Sn et Tn sont ainsi 
Rn r { ên(u ) - ê~(u) r du, 
J [O ,I]d 
Sn r { ên(u ) - ê~(u) } 2 dCn(u ), 
J [O ,I]d 
Tn SUp lên(u ) - ê~(u)l . 
UE[O,l]d 
3.2.5 Algorithme pour performer les tests et calculer leurs p-
valeurs 
Pour tester la symétrie radiale d 'une copule, il faut: 
(i) calculer les statistiques de test Rn' Sn ou Tn ; 
(ii) pour Pn = (PIn, ... , Pnn)T, OÙ 
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-;:(h) _ <'1 <,n 
(
C(h) C(h) ) 
~n - (~h) - 1, . . . , (~h) - 1 , 
où ç(h) = (çih) , ... ,ç~h)) est un vecteur de variables multiplicateurs, définir 
(iii) calculer, pour chaque h E {l , ... , M} , les versions multiplicateurs des statis-
tiques de test via 
(iv) Estimer les p-valeurs des tests avec 
M 
PVR = ~ LI (R~h) > Rn), 
h= l 
M 
PV s = 1I~ LI (S~h) > Sn) , 
h= l 
M 
PVr = ~ LI (T~h) > Tn ) . 
h=l 
À l'instar du cas bidimensionnel, la décision concernant l'acceptation ou le rejet de 
l'hypothèse nulle est basée sur la p-valeur estimée du test , c'est-à-dire que lHIo est --rejetée au seuil de signification ct si PV < ct . 
Chapitre 4 
~ 
Etude de puissance des tests de 
symétrie radiale 
Cette section est consacrée à l'étude des propriétés échantillonnales des statistiques de 
test proposés au Chapitre 3. On s'intéressera, d 'une part, à la capacité de ces tests à 
maintenir leur seuil nominal sous l'hypothèse nulle de symétrie radiale. D'autre part , 
on étudiera à quel point ces procédures de test sont efficaces pour rejeter l'hypothèse 
de symétrie radiale dans des situations où cette hypothèse n 'est pas satisfaite. On 
en profitera pour mettre cette performance en relief avec celle de tests récemment 
proposés par Bahraoui & Quessy (2017) ; ces tests sont d 'abord décrits à la section 
suivante. Le reste du chapitre présente l'étude de simulation et la commente, et fournit 
une petite illustration sur de vraies données multidimensionnelles. 
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4.1 Procédure de test de Bahraoui & Quessy (2017) 
Une nouvelle classe de statistiques pour tester formellement la présence ou non de 
symétrie radiale de la copule d'une loi multidimensionnelle a été introduite par Bah-
raoui & Quessy (2017). Pour la décrire, considérons des vecteurs observés Xl , ... , X n , 
où X j = (Xjl , ... , X jd ), qui sont des copies indépendantes d 'un vecteur aléatoire X 
de loi d-dimensionnelle F. On suppose que les distributions marginales FI, .. " Fd 
sont continues, de telle sorte qu 'il existe une unique copule C telle que F(x) = 
On a vu que l'hypothèse nulle lHIo : C = C* de symétrie radiale s'écrit, de manière 
équivalente, lHIo : U ~ 1 - U , où U rv C. En recentrant l'égalité en loi dans cette 
expression, on peut également écrire, avec W = U - 1/ 2 = (U1 - 1/2, ... ,Ud - 1/ 2) , 
v 
lHIo : W = - W. 
Les versions échantillonnales du vecteur aléatoire W sont données par les vecteurs de 
pseudo-observations W1 , ... , Wn , où pour chaque jE {1 , ... ,n} , 
-- ~ 1 (~ 1 ~ 1) ~ 
W j = U j - 2 = Ujl - 2' " ., Ujd - 2 ' avec Uje = Fne(Xje). 
On rappelle que Fnl, ... , Fnd sont les marges empiriques, i. e. 
1 n 
Fne(x) = n + 1 LI (Xke ~ x) , P E {1 , .. . ,d}. 
k= l 
Pour tester si la copule C d'une population d-dimensionnelle est symétrique ou non, 
les statistiques proposées par Bahraoui & Quessy (2017) sont de la forme 
( 4.1) 
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où pour WJ qui est la transposée de Wj et t = (t1, ... , td), 
1 n ~ 
Ln(t ) = ~ L sin (tWJ ) . 
j = l 
Dans l'expression de la statistique à l'Équation (4.1) , west une fonction de poids 
qui est non-négative et intégrable. Ceci assure l'existence de la statistique Rn,w. Il 
a été montré par Bahraoui & Quessy (2017) qu 'une expression explicite pour cette 
statistique de test est 
Rn,w = ~ t Bw (W j , Wj , ) , 
j ,j'=l 
où pour a , b E IRd , 
Bw(a,b ) = r sin (taT ) sin (taT ) w(t ) dt . 
JTJtd 
La statistique de test Rn,w peut donc être facilement calculée pour toute taille échan-
t illonnale n et toute dimension d. La décision concernant le rejet ou non de IBIo est 
basée sur des versions mult iplicateurs R~~~ , .. . ,~~) de la statistique de test Rn,w. 
Plusieurs fonctions de poids w peuvent être ut ilisées. Un cas part iculier survient 
lorsque west un produit de densités de la forme 
où 9 est une densité de probabilité sur IR et a > 0 est un paramètre d 'échelle. Dans 
ce cas, en posant ((a) = fTJt cos(xa) g(x) dx, on montre que 
d d 
Bw(a, b) = II ({a(ag - bg)} - II ({a(ag + bg)}. 
j = l j = l 
En prenant 9 comme étant les densités Normale, Double- Exponentielle et Double-
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Gamma, on a respectivement 
1 4 - a2 
((a) ex a2 + 4 et ((a) ex (a2 + 4)2 . 
La statistique Rn,w est notée respectivement par R~, R~E et R~G pour ces trois 
possibilités. Enfin , en considérant w(t ) = 'PR(t / a) , où 'PR est la densité formaI de 
vecteur de moyennes nulles et de matrice de corrélation R, la statistique est notée 
R~N et on montre que 
La performance des statistiques R~ , R~E, R~G et R~N , de même que celle de Sn , 
est étudiée dans la suite. Les cas d = 2 et d > 2 sont traités séparément. Pour les 
statistiques R~, R~E et R~G , on posera a = 1, tel que le recommandent Bahraoui & 
Quessy (2017) ; on prendra a = 5 pour calculer R~N. 
4.2 Étude de simulations dans le cas d = 2 
4.2.1 Plan de simulation 
Genest & eslehova (2014) ont réalisé une étude de simulation afin d'étudier la pré-
cision de la méthode du multiplicateur et la puissance des tests de symétrie radiale 
basés sur les statistiques Rn , Sn et Tn. Leurs résultats montrent que la puissance de 
tous les tests augmente avec la taille de l'échantillon. Ils indiquent également que le 
test basé sur la statistique Sn est généralement le meilleur du point de vue de la puis-
sance De leur côté, Bahraoui & Quessy (2017) ont étudié la puissance des tests basés 
sur les statistiques R~ , R~E, R~G, R~N et Sn . Selon leurs résultats de simulations, le 
test basé sur R~N est systématiquement moins puissant que ceux basés sur R~, R~E 
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et R~G ; la performance de ces derniers est similaire à celle de Sn. Sous les alternatives 
Gumbel, Khi-deux et Student asymétrique, les performances de R~, R~E et R~G sont 
nettement meilleures que celles de Sn, tandis que sous les alternatives Clay ton, les 
puissances de R~, R~E et R~G sont très semblables à celle de Sn. 
La statistique Sn étant meilleure que Tn et Rn, elle sera alors utilisée dans ce pré-
sent mémoire pour étudier la puissance des tests de symétrie radiale sous des contre-
hypothèses de copules de Fisher. Outre Sn, on a aussi inclus dans l'étude les statis-
t iques R~, R~E , R~G et R~N proposées par Bahraoui & Quessy (2017). La performance 
de ces statistiques a été étudiée pour les tailles d 'échantillon n E {125, 250}. À noter 
que le paramètre en nécessaire à l'estimation des dérivées partielles a été posé à e = 3 
quand n = 125 et à en = 2 lorsque n = 250. 
Les modèles considérés dans l'étude appartiennent à la famille des copules de Fisher 
à l/ E {1, 4, 7} degrés de liberté dont les niveaux de dépendance, tels que mesurés par 
le tau de Kendall , sont TC E {1/4, 1/2 , 3/4}. Des nuages de points générés à partir de 
données simulées de ces neuf modèles sont présentés à la Figure 4.1 
4.2.2 Résultats et commentaires 
La famille des copules de Fisher construite par Favre et al. (2018) possède la propriété 
d'asymétrie radiale. A cet effet, le pourcentage de rejet estimés à partir de 1000 
échantillons de la copule permettra d'avoir une idée claire de la puissance des tests 
établis par Bahraoui & Quessy (2017) et Genest & Neslehova (2014). Les résultats 
des différentes simulations sont présentés aux Tableau 4.1 , Tableau 4.2, et Tableau 4.3 
respectivement pour les degrés de liberté l/ = 1, l/ = 4 et l/ = 7. 
Sous les copules de Fisher à 1 degré de liberté , la puissance des tests augmente en 
fonction de la taille de l'échantillon, ce qui était prévisible. Mis à part la statistique 
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F IGURE 4.1 - Nuage de points 3000 paires simulées des copules de F isher à l , 4 et 7 
degrés de liberté (respectivement de haut en bas) pour t rois niveaux de dépendance 
(0,25 à gauche, 0,5 au milieu et 0,75 à droite) 
R~N, qui s'avère la moins puissante peu importe la taille de l'échantillon et le tau 
de Kendall, les tests basés sur les statistiques R~ , R~E et R~G sont généralement 
meilleurs que celui basé sur Sn . Globalement, la statistique R~E est la plus puissante, 
suivie par R~E, et ensuite par R~G. Cependant, pour une taille n = 250 et un tau 
de Kendall de 0,75, la statistique Sn est meilleure que les tests basés sur la fonction 
caractéristique de copule. Pour /-L = 4 et v = 7 degrés de liberté, on constate des 
résultats t rès similaires au cas /-L = 1. La statistique R~E est ainsi la plus puissante, 
tandis que R~N est la moins performante. 
Donc, globalement, les tests de Bahraoui & Quessy (201 7) sont meilleurs que ceux de 
Genest & Neslehova (2014) sous la nouvelle famille des copules de Fisher dans le cas 
à d = 2 dimensions. Ces résultats confirment donc la supériorité des tests de symétrie 
radiale basés sur la fonct ion caractéristique de copule sur ceux basés sur la copule 
empirique sous une panoplie d 'alternatives. 
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TABLE 4. 1 - Pourcentages de rejet estimés à partir de 1 000 échantillons de la copule 
de Fisher à v = 1 degré de liberté (partie du haut: n = 125; partie du bas: n = 250) 
Statistique de test TC = 1/4 TC = 1/2 TC = 3/4 
RN n 85,3 86,6 69,4 
RDE n 86,8 86 ,0 69,0 
RDG n 84,7 85 ,4 66,0 
RBN n 60,2 65,3 48,5 
Sn 76,9 82,1 67,4 
RN n 99,3 99,1 94,6 
RDE n 99,6 99,2 96,3 
RDG n 99,5 99,3 94,9 
RBN n 91,6 96,5 88,0 
Sn 98,9 99,1 99,0 
4.3 Étude de simulations dans le cas d > 2 
4.3.1 Plan de simulation 
Les modèles considérés dans l'étude appartiennent à la famille des copules d-dimen-
sionnelles Normales, de même qu 'aux familles de Student et de Fisher à v E {1 , 4, 7} 
degrés de liberté. Les tailles d 'échantillons considérées sont n E {125, 250}, alors que 
les dimensions étudiées sont d E {3,5}. On se concentrera ici sur les statistiques de 
test Sn et R~ . Pour mettre en œuvre le tests basé sur Sn, le paramètre h tel que 
en = h/ fo utilisé dans l'estimation des dérivées partielles de la copule a été fixé à 
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TABLE 4.2 - Pourcentages de rejet estimés à partir de 1 000 échantillons de la copule 
de Fisher à v = 4 degrés de liberté (partie du haut: n = 125; partie du bas: n = 250) 
Statistique de test TC = 1/ 4 TC = 1/ 2 TC = 3/ 4 
RN 
n 53,1 80,5 74,0 
RDE n 58,3 81 ,2 72,6 
RDG n 53,0 79,6 73,3 
RBN n 22,0 57,0 61,0 
Sn 39,0 71,7 56 ,9 
RN 
n 85,8 98,9 98,5 
RDE n 84,2 99,3 98,5 
RDG n 86,2 98,3 97,9 
RBN n 55,2 92,1 97,1 
S n 75,2 98,3 97,5 
h = 3 lorsque n = 125 et à h = 2 quand n = 250. 
Les modèles de copules Normale et Student représentent des situations sous l'hypo-
thèse nulle de symétrie radiale; on s'attend ainsi , ou du moins on le souhaite, que les 
pourcentages de rejet soient autour de la valeur seuil du test, c'est-à-dire 100 x Ct = 5%. 
À l'opposé, on s'attend à ce que les tests affichent de forts pourcentages de rejet de 
l'hypothèse nulle lorsque les données sont générées de la copule de Fisher, puisqu'il 
s'agit d 'une situation d 'asymétrie radiale. 
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TABLE 4.3 - Pourcentages de rejet estimés à partir de 1 000 échantillons de la copule 
de Fisher à v = 7 degrés de liberté (partie du haut: n = 125 ; partie du bas: n = 250) 
Statistique de test TC = 1/4 TC = 1/2 TC = 3/4 
RN 
n 54,7 81,1 78,6 
RDE n 55,3 83,7 72,0 
RDG n 52,7 82,6 74,0 
RBN n 22,6 55,6 66 ,3 
Sn 39,7 71 ,7 55,3 
RN 
n 85,1 98,6 98,4 
RDE n 85,9 98,5 98 ,0 
RDG n 84,8 98,4 97,1 
RBN n 54,2 92,1 98,0 
Sn 74,5 97,7 98,4 
4.3.2 Résultats et commentaires 
Les résultats des différentes simulations sont présentés aux Tableau 4.4, Tableau 4.5 et 
Tableau 4.6 respectivement pour v = l , v = 4 et v = 7 degrés de liberté. Globalement , 
ces trois tableaux montrent que les deux tests tiennent raisonnablement bien leur seuil 
nominal de 5%, surtout lorsque n = 250. 
On peut affirmer que la puissance des tests, sous des alternatives de Fisher, augmente 
en fonction de la taille de l'échantillon, tel qu 'attendu. Globalement, le test basé sur 
la statistique Sn est généralement plus puissant que celui basé sur R~ , et ce pour les 
trois degrés de liberté, à savoir v E {l, 4, 7}. Cette constatation est intéressante, dans 
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la mesure où les résultats obtenus dans le cas d = 2 ne se transposent pas au cas 
multidimensionnel. 
TABLE 4.4 - Pourcentages de rejet estimés à partir de 1 000 échantillons des copules 
ormaIe, Fisher et Student à v = 1 degré de liberté et à d E {3 , 5} (partie du haut: 





























4.4 Analyse de la symétrie radiale de données mul-
tidimensionnelles 
L'étude qui suit porte sur les éléments nutritifs et les habitudes alimentaires de femmes 
âgées de 25 à 50 ans. Les données proviennent du département de l'agriculture des 
États-Unis. L'échantillon de taille n = 737 comporte cinq variables, à savoir les ap-
ports quotidiens en calcium (en mg), fer (en mg), protéines (en g), vitamine A (en J..Lg) 
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TABLE 4.5 - Pourcentages de rejet estimés à partir de 1 000 échantillons des copules 
Normale, Fisher et Student à v = 4 degrés de liberté et à d E {3,5} (partie du haut: 
n = 125; partie du bas: n = 250) 
Copule Statistique de test d=3 d=5 
Fisher RN n 42,1 50,5 
Sn 55,0 7S,6 
Normale RN n 3,3 1,5 
Sn 4,S 2,6 
Student RN n 3,4 0,9 
Sn 3,1 3,3 
Fisher RN n S9,6 9S,1 
Sn 90,S 99,4 
Normale RN n 4,9 3,1 
Sn 3,1 3,6 
Student RN n 3,7 3,3 
Sn 5,0 4,0 
et vitamine C (en mg). Les nuages de points ci-après proviennent des données brutes 
et rangs standardisés de la série. En visualisant les paires de variables deux à deux, 
les données semblent être asymétriques. 
Pour confirmer ou informer cette hypothèse, le test basé sur la nouvelle statistique 
de test Sn pour données multidimensionnelles a été mis en œuvre. On a obtenu une 
p-valeur inférieure à 0,1%, ce qui rejette l'hypothèse nulle de symétrie radiale. Ainsi, 
la population à partir de laquelle les données proviennent a vraisemblablement une 
structure de dépendance asymétrique en regard des queues de sa distribution. Afin de 
trouver un modèle paramétrique adéquat, on pourrait alors envisager des familles de 
copules comme la Khi-deux, la Fisher, ou plus généralement une copule squared telle 
que décrite par Quessy & Durocher (2019). Une autre possibilité consiste à considérer 
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TABLE 4.6 - Pourcentages de rejet estimés à partir de 1 000 échantillons des copules 
Normale, Fisher et Student à v = 7 degrés de liberté et à d E {3,5} (partie du haut: 
n = 125; partie du bas: n = 250) 
Copule Statistique de test d=3 d=5 
Fisher RN n 32 38,9 
Sn 39,1 56 
ormaIe RN n 3,6 1,7 
Sn 3,4 3,0 
Student RN n 2,9 1,0 
Sn 4,5 2,3 
Fisher RN n 76,7 96,3 
Sn 77,1 97,3 
Normale RN n 4,2 4,6 
Sn 4,4 2,9 
Student RN n 2,9 3,1 
Sn 4,8 3,5 
la famille des copules à valeurs extrêmes. 
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FIGURE 4.2 - Graphiques pour les données sur les habitudes alimentaires de n = 737 
femmes aux États-Unis; sur la diagonale , les histogrammes; dans le triangle supérieur, 
les nuages de points des données brutes; sur le triangle inférieur , les nuages de points 
des rangs standardisés 
Conclusion 
Cette recherche avait pour but d 'étudier la puissance empirique des tests de symétrie 
radiale proposés par Genest & Neslehova (2014) et par Bahraoui & Quessy (2017) sous 
des contre-hypothèses issues de la famille de Fisher. Les tests suggérés par Genest & 
Neslehova (2014) n'ont été élaborés que dans le cas bivarié, alors que ceux de Bahraoui 
& Quessy (2017) sont applicables à la fois dans les cas bivarié et multidimensionnel. En 
premier lieu, ce mémoire a développé des versions d-dimensionnelles des statistiques 
de test de Genest & Neslehova (2014), à savoir 
Rn n 11 ... 11 {Cn(u ) - C~(U)}2 dU1 ... dUd, 
Sn n 11 ... 11 {Cn(u) - C~(U)}2 dCn(u), 
Tn Vn sup ICn(u) - C~(u)l· 
u E[O,l ]d 
La méthode du multiplicateur, nécessaire pour estimer la p-valeur des tests basés 
sur ces statistiques, a également été mise au point. Une étude de simulation Monte-
Carlo a ensuite permis de comprendre le comportement de ces statistiques lorsque les 
données proviennent d'une structure de dépendance asymétrique de type Fisher. La 
copule de Fisher a fait son apparition récemment dans la littérature, avec les travaux 
de Favre et al. (2018). Les résultats obtenus montrent que dans le cas bivarié, la 
supériorité des tests de Bahraoui & Quessy (2017) sur ceux de Genest & Neslehova 
(2014) est confirmée. Cependant, et contrairement à ce qui aurait pu être anticipé, 
c'est l'extension multidimensionnelle de la statistique Sn de Genest & Neslehova (2014) 
développée dans ce travail qui est la plus performante. 
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Annexe A 
Formules explicites pour les 
statistiques de test 
A.l Cas bidimensionnel 
A.l.I Formule explicite pour Rn 
On sait que 
où 
Cn(u, v) = ~ t l (Ûi ::; U, ~ ::; v ) et C~(u, v) = ~ t l (1 - Ûi ::; u , 1 - ~ ::; v ) . 
i=l n i= l 
On a donc 
11111 - - {A 1 (u ,v)-2A2(u,v)+A3 (u,v)} dudv . n 0 0 (A.1) 
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Dans l'expression (A.1) , 
n 
L l (Ûi S; U, ~ S; v) l (Ûj S; u, ~ S; v) 
i ,j=l 
n 
LI (u ~ Ûi, V ~ ~) l (u ~ Ûj , v ~ ~) 
i,j=l 
n 
L l { u ~ max (Ûi , Ûj ) ,v ~ max (~, ~ ) } . 
i,j=l 
Par des calculs très similaires, on arrive à établir que 
n 
L l { U ~ max (Ûi , 1 - Ûj ) ,v ~ max (~, 1 - ~ ) } , 
i,j=l 
n 
"" l {u > max (1 - Û 1 - Û. ) v > max (1 - ~ 1 - V.)} . ~ - t, J' - t, J 
i,j=l 
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Par conséquent , en inj ectant dans l'expression (A.1) les formules développées pour 
Al, A 2 et A3, on obtient 
Rn ~ t 11 11 [1 { U ~ max (Ûi , Ûj ) ,v ~ max (~, ~ ) } 
i,j=l 0 0 
- 2 l {u > max (Û. 1 - Û. ) v> max (~ 1 - V. )} _ t, J' - t, J 
+ 1 { u > max (1 - Û. 1 - Û. ) v > max (1 - ~ 1 - V)}] dudv _ t, J' - t, J 
~ t [{ 1 - max (Ûi , Ûj ) } { 1 - max (~ , ~ ) } 
i,j=l 
- 2 { 1 - max (Ûi , 1 - Ûj ) } { 1 - max (~, 1 - ~ ) } 
+ { 1 - max ( 1 - Ûi , 1 - Ûj ) } { 1 - max ( 1 - ~, 1 - ~ ) } ] 
1 n 
- "" [min (1 - Û. 1 - Û) min (1 - ~ 1 - V. ) n ~ t, J t, J 
i,j=l 
- 2 min ( 1 - Ûi , Ûj ) min ( 1 - ~, ~) + min (Ûi , Ûj ) min (~, ~ )] , 
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où la dernière égalité provient du simple fait que 1 - max(a, b) = min(l - a, 1 - b). 
A.1.2 Formule explicite pour Sn 
En partant de l'équation (A.l ), on peut écrire 
Puisque dCn accorde un poids de l /n à chaque paire (Ûk , Vk ) de pseudo-observations, 
Sn ~2 t {Al (Ûk, Vk) - 2A2 (Ûk, Vk) + A3 (Ûk, Vk) } 
k=l 
~2 t [I{ Ûk~max (Ûi,Ûj ) ,Vk~max (~,~)} 
i,j,k=l 
- 2 l {Ûk ~ max (Ûi' 1 - Ûj) , Vk ~ max (~, 1 - ~ ) } 
+ l {Ûk ~ max ( 1 - Ûi, 1 - Ûj) , I - Vk ~ max (~, I - ~ ) }] . 
A.1.3 Formule explicite pour Tn 
Puisque Cn et C~ sont des fonctions avec des sauts aux valeurs des paires de pseudo-
observations (Ûi , ~), i E {l , ... , n}, et que Ûi , ~ E {1 /(n+ I), 2/(n+ I), ... , n/(n+I)}, 
on peut écrire 
Tn Vii sup ICn(u, v) - C~(u, v) 1 
(u,v)E[O, l ]2 
Vii max Ic (_i -j ) -C* (_i -j )1 
i,jE{ I , ... ,n} n n + l ' n + I nn + l ' n + I . 
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A.2 Cas multidimensionnel 
Les calculs sont très semblables à ceux du cas bivarié. Il s'agit surtout de noter que 
A.2.1 Formule explicite pour Rn 
En adoptant la même démarche que pour Rn dans le cas d = 2, on tire 
d d ] 
- 2 g min (1 - Ûie , Ûj e) + g min (1 - Ûie , 1 - Ûje ) . 
A.2.2 Formule explicite pour Sn 
En adoptant la même démarche que pour Sn dans le cas d = 2, on tire 
Sn ~2 i,t, [fp {Û., ~ max (Û", Ûj , ) } 
d 
- 2 II l {Ûkf ~ max (Ûie , 1 - Ûjf ) } 
e= l 
+ fp { Û" ~ max ( 1 - Û", 1 - Û;e) } ]. 
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A.2.3 Formule explicite pour Tn 
Dans le cas d-dimensionnel, Cn et C~ sont des fonctions avec des sauts aux valeurs 
des pseudo-observations Û 1 , ... ,Ûn , où Ûœ E {l /(n + 1) , 2/(n + 1) , .. . , n/(n + 1)}. 
On peut écrire, similaire ment au cas bidimensionnel, 
Tn Vn sup ICn(u) - C~(u)1 
u E[O,l ]d 
Vn max ICn (~, ... ,~) -C~ (_i_l , ... ,~) I. 
i ! , ... ,idE {l , ... ,n} n + 1 n + 1 n + 1 n + 1 
Annexe B 
Programmes Matlab utilisés pour les 
simulations 
B.1 Test de symétrie radiale basé sur la fonction em-
pIrIque 
function [Sn,PV,Test] = RadiaISym_MultEmpCopulaCX,M,bn) 
% Author 
% Babacar Ndoye, UQTR. 
% Description 
% Performs the test of multivariate radial symmetry based on the statistic 
% Sn 
% Input 
% X: n x d data matrix 
% ell: integer acting as a smoothing parameter for the estimation 
% of the partial derivatives 
% M: number of multiplier bootstrap samples 
Annexe B. Programmes Matlab utilisés pour les simulations 
% Output 
% Sn value of the test statistic 
% PV P-value of the test 
% Test: =1 if Ho is rejected, =0 otherwise 
% 
% Necessary procedure 
% VectorOfRanks 
% MultDerivatives Point ******** 
[n,d] = size(X); 
U = VectorOfRanks(X) / (n+1); 
% Test statistic 
A = zeros(n,n); 
for j=1:n 
for k=1:n 
t1 = prod(double(U(j , :) <=U(k , : ») ; 
t2 = prod(double(1-U(j, :) <=U(k, :»); 
A(j,k) = t1 - t2; 
end 
end 
Sn = sum(sum(A*A. '» / n~2; 
% Computation of the multiplier bootstrap replicates 
Cdot = zeros(n,d) ; 
for j=1:d 
for k=1 :n 
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A = zeros(n,n); 
for j=1 :n 
for k=1 :n 
t1 = prod(double(U(j, :)<=U(k, :»); 
t2 = prod(double(1-U(j, :) <=U(k, :»); 
t = Cdot(k,:)*( (U(j ,: ) <=U(k,:» - (1-U(j,:) <=U(k,:» ) . '; 
A(j,k) = t1 - t2 - t ; 
end 
end 
Mult = zeros(M,1); 
B = A*A. ' ; 
parfor b=1 :M 
Delta = exprnd(1,1,n); xi = (Delta/mean(Delta» - 1; 
Mult(b) = xi*B*xi.' / n~2; 
end 
PV = sum(Mult > Sn) / M; 
Test = (PV<. 05); 
B.2 Estimation de la puissance des tests 
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function P = RadialSym_BivCopulaCf_Power(n,C,tauC,betaC,G,sigma,rho,M,IT) 
K = length(sigma); 
P = zeros (1 ,K) ; 
for k=1 :K 
Annexe B. Programmes Matlab utilisés pour les simulations 
L = sigma(k) ; 
Test = zeros(l,IT); 
parfor i=l : II 
X = BivCopula_Simulation(n , C,tauC,betaC); 
[-,-,Test(i)] = RadialSym_BivCopulaCf(X,G ,L,rho,M) ; 
end 
P(k) sum(Test) / IT; 
end 
function P = RadialSym_BivEmpCopula_Power(n,C,tauC,betaC,M,bn,IT) 
Test = zeros(l,IT); 
parfor i=l: IT 
X = BivCopula_Simulation(n,C,tauC,betaC); 
[-,-,Test(i)] = RadialSym_BivEmpCopula(X,M,bn); 
end 
P = sum(Test) / IT; 
function P = RadialSym_MultCopulaCf_Power(n,C,R,betaC,sigma,M,IT) 
K = length(sigma) ; 
P = zeros(1,K); 
for k=l :K 
L = sigma(k); 
Test = zeros(l , IT); 
parfor i=l:II 
X = PairwiseCopula_Simulation(n,C,R ,betaC) 
[- , - ,Test(i)] = RadialSym_MultCopulaCf(X,L,M); 
end 
61 
Annexe B. Programmes Matlab utilisés pour les simulations 
P(k) = surn(Test) / IT; 
end 
function P = RadialSyrn_MultErnpCopula_Power(n,C,Sigrna,betaC,M,bn,IT) 
% Sigma: d x d pararneter rnatrix 
Test = zeros(l,IT); 
parfor i=l: IT 
X = PairwiseCopula_Sirnulation(n,C,Sigma,betaC); 
[-,-,Test(i)] = RadialSyrn_MultErnpCopula(X,M,bn); 
end 
P = surn(Test) / IT; 
62 
function Table = Babacar_TablesBiv(SarnpleSize,C,Kendall,betaC,M,bn,IT) 
J = length(SarnpleSize) ; 
K = length(Kendall); 
Table = zeros(5*J,K); 
for j=l:J 
n = SarnpleSize(j); 
if (n==125) 
bn = 3; 
elseif (n==250) 
bn = 2; 
end 
Dirn = 5*j-4; 
for k=l:K 
tauC = Kendall(k); 
Annexe B. Programmes Matlab utilisés pour les simulations 
Pl = RadialSym_BivCopulaCf_Power(n,C,tauC,betaC, 'N' ,1,0,M,IT); 
P2 = RadialSym_BivCopulaCf_Power(n,C,tauC,betaC, 'DE' ,1,0,M,IT); 
P3 = RadialSym_BivCopulaCf_Power(n,C,tauC,betaC, 'DG' ,1,0,M,IT); 
P4 = RadialSym_BivCopulaCf_Power(n,C,tauC,betaC, 'bivN' ,5, .5,M,IT); 
P5 = RadialSym_BivEmpCopula_Power(n,C,tauC,betaC,M,bn,IT); 




function Table = Babacar_TablesMultiv(SarnpleSize,R,dim,betaC,M,bn,IT) 
% dim : dimension [3 5] dans notre cas 
% SarnpleSize : taille de l'echantillon [125 250] dans ce cas 
% R : matrice equi-correlation 
J = length(SarnpleSize); 
K = length(dim); 
Table = zeros(6*J,K); 
for j=l:J 
n = SarnpleSize(j); 
if (n==125) 
bn = 3; 
elseif (n==250) 
bn = 2 ; 
end 
Dim = 6*j-5; 
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R = [1 0.5 0 .5 0 .5 1 0.5 0.5 0 .5 1]; 
elseif Cm==5) 
R = [1 0 .5 0.5 0.5 0.5 ; 0.5 1 0 .5 0.5 0.5; 0.5 0.5 1 0.5 0.5; 
0 .5 0.5 0.5 1 0.5; 0 . 5 0.5 0 .5 0 .5 1]; 
end 
% Fisher 
Pl = RadialSym_MultCopulaCf_PowerCn,4,R,betaC,bn,M,IT) 
P2 = RadialSym_MultEmpCopula_PowerCn,4,R,betaC,M,bn,IT); 
% Normale 
P3 = RadialSym_MultCopulaCf_PowerCn,l,R,betaC,bn,M,IT) 
P4 = RadialSym_MultEmpCopula_PowerCn,l,R,betaC,M,bn,IT) ; 
% Student 
P5 = RadialSym_MultCopulaCf_PowerCn,3,R,betaC,bn,M,IT) 
P6 = RadialSym_MultEmpCopula_PowerCn,3,R,betaC,M,bn,IT) ; 
Table CDim: Dim+5, k) = [Pl P2 P3 P4 P5 P6] . 1 ; 
end 
end 
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