In this paper we propose an application of adaptive synchronization of chaos to detect changes in the topology of a mobile robotic network. We assume that the network may evolve in time due to the relative motion of the mobile robots and due to unknown environmental conditions, such as the presence of obstacles in the environment. We consider that each robotic agent is equipped with a chaotic oscillator whose state is propagated to the other robots through wireless communication, with the goal of synchronizing the oscillators. We introduce an adaptive strategy that each agent independently implements to: (i) estimate the net coupling of all the oscillators in its neighborhood and (ii) synchronize the state of the oscillators onto the same time evolution. We show that by using this strategy, synchronization can be attained and changes in the network topology can be detected. We go one step forward and consider the possibility of using this information to control the mobile network. We show the potential applicability of our technique to the problem of maintaining a formation between a set of mobile platforms, which operate in an inhomogeneous and uncertain environment. We discuss the importance of using chaotic oscillators and validate our methodology by numerical simulations.
Introduction
In the last decade the coordination of networked multi-agent systems has been intensively investigated. Both the robotic and communication research communities have been working on how to properly integrate wireless communication in motion planning algorithms, considering the random properties of the rf channels and the mobility of the autonomous agents. A typical goal of the research in this area is to accomplish a certain mission while maintaining connectivity of the network. In any real application, the network topology may change in time due to the random nature of the communication channel and the complexity of the environment. For example, an agent may remain isolated and become unable to accomplish the mission or unwanted disconnections may occur due to the presence of obstacles. Moreover, maintaining connectivity becomes even more challenging when the network architecture is decentralized, for example when each agent has access only to local information about its connections and the surrounding environment.
Advances in sensor technology in the last three decades have helped accelerate interest in the field of robotics. As robots become smaller, more capable, and less expensive, there is a growing demand for teams of robots in various application domains. Multi-agent robotic systems are particularly well suited to execute tasks that cover wide geographic ranges and/or depend on capabilities that are varied in both quantity and Figure 1 shows a pictorial representation of the situation envisioned in this paper, in which a heterogeneous robotic network operating in a cluttered environment maintains line of sight communication between aerial and ground robots, by using light pulses (e.g., lasers transmitters and receivers [36, 44] ). Note that communication is selective: only those robots whose line of sight communication paths are not crossed by obstacles are coupled. Also, the network is time-varying as connections can be dynamically created or disrupted as the agents move in different areas of the environment. Our underlying assumptions are the following: (i) the robots move in an unknown environment while trying to accomplish a coordinated mission, (ii) they operate in a context characterized by limited availability of information, and (iii) they have no a priori knowledge of the topology of the network and need to estimate it throughout the mission.
Previous work [40, 41, 33, 13] has shown the possibility of using adaptive synchronization of chaotic systems in a sensor network application, for which the sensors are static. In this paper, we extend this approach to the case that the oscillators are placed on board of mobile platforms that move in an unknown, inhomogeneous, and time-varying environment. For this case, we consider that the strengths of the couplings may be affected by the relative motion of the platforms, as well as by the influence of external factors, such as the presence of obstacles in the environment. We will show that our proposed strategy can be employed to detect changes in the network connectivity.
We propose that each mobile robot is equipped with a chaotic oscillator whose state is propagated to the others by wireless communication. At each time, the signal received by each platform is the aggregate chaotic signal received by all the oscillators in its range of communication. Given this available information, we devise a decentralized adaptive strategy that each agent independently implements in order to reach and maintain synchronization while estimating changes in the local connectivity of the network, such as deletion and aggregation of connections.
Moreover, we question how such information can be used to control the network. For example, in many practical applications, an important goal is that of maintaining the network connectivity, while avoiding collisions between the platforms [34, 10] . In what follows, we show that a novel chaos-synchronization-based formation control algorithm can be effective in maintaining desired distance and bearing coordinates between a set of mobile robots.
Related Work
Multiple mobile robotic systems and wireless communications have been individually and extensively studied for several years. Recently, roboticists have recognized the need to consider realistic communication models when designing multi-robot systems [4, 18, 20, 24, 15] . For instance, the authors of [18] formally analyze the properties of the communication channel and use them to optimally navigate autonomous agents to improve the communication performance in terms of Signal-to-Noise Ratio and Bit Error Rate. In [20] the authors propose a modified Traveling Salesperson Problem to navigate an underwater vehicle in a sensor field, using a realistic model that considers acoustic communication fading effects. In [15] the researchers present a set of algorithms to repair connectivity within a network of mobile routers and then show outdoor experimental results to validate their algorithms, while in [11] an agent attempts to estimate the network topology by using only local information.
In [4] a chain of mobile routers is used to keep line of sight communication between a base station and a user that moves in a concave environment. In [47] the authors optimize routing probabilities to ensure desired communication rates while using a distributed hybrid approach. In [27] the authors analyze connectivity in consensus networks with dynamical links, while reference [15] presents a set of algorithms to repair connectivity within a network of mobile routers.
Similar to the work presented in this paper, the author in [46] investigate the problem of how to estimate the connection topology in complex dynamical networks by means of a steady-state control based identification method. In [3] the authors propose an algorithm inspired by the Kirchhoff's laws in electrical circuits, to detect losses (also called "cuts") in the connectivity of large sensor networks. The same problem is also investigated in [37] , in which a subset of sensors called "sentinels", communicate on a regular basis to a base station. The authors show that the base station is able to estimate the network topology based only on detections on communication failures with the sentinel nodes.
In a different context, a large literature has investigated synchronization of networks of coupled dynamical systems [31, 32, 2, 38] . References [40, 42] present an adaptive technique to synchronize a large sensor network in which aggregate signals are received by each static node of a certain system. This strategy has been tested in an experimental network of coupled opto-electronic systems in [33, 13] . A different strategy, aimed at estimating communication-delays, was proposed in [39] .
In our work we consider an extension of the strategy in [40, 42] and we show that a similar approach can be used to detect changes in networks of coupled mobile robotic platforms. In practical applications, it is often the case that the robots operate in an unknown cluttered environment and in a decentralized fashion; moreover, the connectivity may be unavailable. In what follows, we will address such situations by introducing a decentralized adaptive technique, which will be proven useful to estimate and track the time-evolution of the network topology.
The remainder of this paper is organized as follows. In Section 2 we give some preliminary graph theoretical definitions that will be used throughout the paper. In Section 3 we introduce the model for the robot dynamics, the communication connectivity strategy, and the sensing strategy based on the chaotic oscillators. In Sections 4 we present the adaptive strategy that incorporates the chaotic oscillators, followed by extensive simulation results in Section 5. In Section 6 we discuss the usefulness of dealing with chaotic oscillators. In Section 7 we present a novel chaotic synchronization based formation control algorithm. Finally, conclusions and future work are discussed in Section 8.
Preliminaries
In this section we introduce the graph theoretical tools [14, 8] to be used in the formulation of the model dynamics and of the decentralized adaptive strategy presented in Section 3. We proceed under the assumption of planar dynamics. Let
T denote the position of robot i, i = 1 . . . N in the (y, z) plane. The network of N robots can be represented as a dynamic graph G(p), where
where each vertex represents a robot, and
In our work we assume line-of-sight communication, resulting in undirected edges, though all of our results can be generalized to the case of directed connections. The existence of an edge (v i , v j ) depends on the presence or absence of obstacles along the line that connects vertices i and j. That is, (v i , v j ) ∈ E(p) if the line-of-sight communication path that connects i and j is not crossed by any obstacle. A non-empty graph G is called connected if any two of its vertices are linked by a path in G.
Given a non-empty dynamic graph G with vertices V and edges in the set E, we define the adjacency matrix A(t) = {A ij (t)} such that A ij (t) > 0 if (v i , v j ) ∈ E, and A ij (t) = 0 otherwise. Moreover, each A ij (t) reflects the strength of the signal between a receiver node i and a transmitter node j = i at time t. Hence, if (v i , v j ) ∈ E, A ij (t) = P ij (t) where P ij (t) is the power received at agent i from transmitter j at time t andIn this section we consider a set of N interacting agents, labeled i = 1, ..., N . For each agent, we consider two types of (interdependent) dynamics: the robot spatial dynamics and the oscillator dynamics. The spatial dynamics of each robot can be obtained by its equation of motion, while the oscillators are characterized by either periodic or chaotic dynamics. The full state s i (t) of agent i can then be written as
T , where p i (t) and v i (t) are the spatial position and velocity of robot i, respectively, and x i (t) is the state of oscillator i. The advantage of considering the oscillator dynamics is that, as we will see, these oscillators can be used as sensors on board of each robot, e.g., they can provide information on the status of the local connectivity of each agent. The chaotic oscillator acts as a sensor as it provides information on the distance to the other platforms and the presence of obstacles. This information can be fed back to control the position of the platform. While some preliminary results on the sensing strategy are contained in [6] , to the best of our knowledge the control problem has not been investigated. A model for the dynamics of the robotic platforms and their communication and sensing capabilities is presented in Secs. 3.1, 3.2, 3.3, 3.4, and 3.5. The synchronization dynamics of the oscillators is described in Sec. 3.6. In Sec. 4 we present an example of application of an adaptive strategy to a network of coupled mobile platforms and in Sec. 7 we present a specific example of decentralized formation control.
Mobile Robot Dynamics
The dynamics of each robotic agent i is approximated by the following model,
is the position vector of agent i in the (y, z) plane relative to a base station, v i ∈ R 2 and u i ∈ R 2 denote the velocity and acceleration (control input) vectors, respectively, for each agent i ∈ N . The workspace W in which the agents operate is populated with N O fixed polygonal obstacles {O 1 , . . . , O NO }, whose geometries and positions are assumed unknown to the agents.
Sensing
In describing the mobile agents, we include some sensing capabilities inspired by real world devices to allow several functionalities. In order to avoid the obstacles we model a ray field of view, similarly to a laser range finder footprint, and we create a repulsive potential that appears only when an obstacle is detected. We envision a scenario in which the agents have limited knowledge of the environment and the obstacles are detected locally when the robots move to certain locations of the workspace. Once an obstacle is detected, we define a local workspace repulsive potential field W O,i [43] , which approaches infinity as the robot approaches the obstacle, and goes to zero if the robot is at a distance greater than ρ 0 from the obstacle,
where ρ(p i ) is the distance between agent i and any detected obstacle in the workspace and η i is a positive constant. Then, the repulsive force is equal to the negative gradient of W O,i , i.e., for ρ(p i ) ≤ ρ 0 it is given by
where
T is the gradient of the distance between agent i and the detected obstacle. Note that for ease of discussion, in this paper we consider simple scenarios with convex polygons. Therefore, we do not examine cases in which agents can get stuck in local minima. However, local minima can be avoided by using either random-walk or potential based techniques [21] .
Communication Model
Our work is motivated by the use of wireless radio and optical communication. The signal propagated from a transmitter (Tx) to a receiver (Rx) can be decomposed into three separated and well-known characteristics: path loss, shadowing, and multipath [19] . Path loss is caused by dissipation of the radiated power from the transmitter and by effects of the propagation channel. Shadowing is caused by obstacles between the transmitter and the receiver that create reflection, scattering, absorption and attenuation of the propagated signal. Finally, the constructive and destructive addition of multipath components create rapid fluctuations of the received signal strength over short periods of time.
Path loss among all the above three modes is the only non random behavior because it depends on the distance separation between the transmitter and the receiver. Shadowing and multipath are random processes and require a finer mathematical description. Because of their nature, in this paper we model shadowing and multipath as noise.
In general a simplified path loss model can be built to capture the essence of signal propagation. The following equation
represents a generalized approximation of a real channel, where P t is the transmitted power and P r (d) is the received power which is function of the separation d between Tx and Rx, k is a constant that depends on the antenna characteristics and channel attenuation, d 0 is a reference distance, τ is the path loss exponent, and β is a parameter that takes into consideration the random effects due to shadowing and multipath. Equation (5) can be simplified as
where K = P t kd τ 0 , assuming P t constant. Thus the received signal strength falls off in inverse proportion to the τ th power of the distance d between the transmitter and the receiver. The parameter τ is called the path loss exponent, which depends on the environment [19] . For simplicity in this work we assume that β is negligible and consider only path-loss effects as the predominant dissipative source,
Finally, our weighted adjacency matrix will evolve in time according to this information on the received signal. In what follows we assume that all the nodes act as both transmitters and receivers and based on Eq. (6), we take
otherwise.
The particular case of τ = 0 corresponds to an unweighted graph, for which all the existing edges have associated weight equal 1. For the remainder of this paper, without loss of generality we will set τ = 2.
Virtual Leader Potential
In this work we assume that the multi-robotic network is guided by a virtual leader agent, often referred in the literature as a pin [23] that acts as a mobile attractive potential. Let ζ : R n → R be the leader potential function. With a proper design of ζ(p), the mobile agents can be attracted or repulsed to certain areas of the environment. The case ζ(p) constant represents an isotropic scenario or, in other words, an equipotential area in the environment [17] .
We define a time varying attractive potential centered in the virtual leader position. For the sake of simplicity, we use the following exponential weight function to represent the leader attractive function
where A ζ and ℓ ζ are positive constants, c ζ (t) ∈ R 2 and B ζ ≥ A ζ /2. The term ℓ ζ controls the shape of the exponential function and c ζ (t) is the center of the time varying user attractive function. The gradient of (8)
Controller
By assembling together the pieces described in the previous sections, we obtain the overall control law for the agents,p
We assume that at the initial time, the network is fully connected and thus the only zero-entries for the weighted adjacency matrix are on the main diagonal. If the line-of-sight pathway between two agents is interrupted by an obstacle, that connection is assumed lost and thus the weighted adjacency matrix has off-diagonal zero entries, too.
Synchronization Dynamics of Chaotic Oscillators
We assume that each agent i = 1, ..., N is equipped with a nonlinear oscillator, whose dynamics is described byẋ
where, x i (t) is the q-dimensional state of oscillator i = 1, ..., N ; F (x) determines the dynamics of an uncoupled (γ → 0) system (hereafter assumed chaotic),
and the scalar γ is a constant characterizing the strength of the coupling. The scalar signal each node i = 1, ..., N receives from the other nodes in the network is
and σ i (t) is a parameter that we assume can be adaptively evolved at each node i = 1, ..., N (according to the adaptive strategy presented in Sec. 4). We proceed under the assumption that the transmission and measurement times for the received signal r i (t) are negligible. The effects of transmission delays along different paths i ↔ j on the adaptive strategy have been studied in [41] . We wish to emphasize that the entries of the adjacency matrix A ij (t) evolve in time based on both the relative positions of the mobile robots and the presence of obstacles along the line-of-sight pathways of the signals exchanged by the oscillators. We note that if the following condition is satisfied
then Eq. (11) admits a synchronized solution,
where x s (t) satisfiesẋ
which corresponds to the dynamics of an uncoupled system. We note that Eqs. (13), (14) , and (15) provide the desired (synchronized) solution for the system of equations (11) and (12) . However, other attractors for the dynamics may exist. This is discussed in [40] , where the importance of properly choosing the initial conditions of the oscillators variables x i (0) and of the internal variables m i (0) and n i (0) is discussed (see in particular Fig. 2 and the accompanying discussion in the text of Ref. [40] ).
Stability of the synchronous solution (14) for the case that the network topology is fixed and known has been studied in [32] . In this paper we are interested in the case that the network is time varying and that the strength of the signal received by each oscillator is unknown and has to be adaptively computed. In the following section we present an adaptive technique based on synchronization of chaotic systems, which we will successfully employ to track changes of the network connectivity.
Adaptive Strategy
In what follows we regard σ i (t) as an internal adaptive parameter at each node i = 1, ..., N . We propose a decentralized adaptive strategy to independently evolve σ i (t) at each node in order to achieve dynamical approximate satisfaction of condition (13) . We regard the A ij (t) as unknown at each node i, while the only external information available at node i is its received signal (12) . The goal of the adaptive strategy is to adjust σ i (t) to maintain synchronism in the presence of slow and unknown time variations of the quantities A ij (t). A similar adaptive strategy was proposed first in [40, 42] and experimentally tested for a static network of coupled opto-electronic oscillators in [33, 13] .
We assume that each node implements the adaptive strategy in a decentralized way. Thus at each system node i, we define the exponentially weighted synchronization error
2 > ν , where
and ν −1 is the time-window over which the average is performed. We then seek to evolve σ i (t) to minimize this error, based on the following gradient-descent relation,
where κ is a positive scalar. Following [40] , we assume that the dynamics of the adaptation process (17) is fast. Thus taking κ → ∞, we have that the right-hand-side of Eq. (17) rapidly converges to zero, corresponding to minimizing the potential. Hence, by setting ∂ψ i /∂σ i to zero, we can replace (17) by the following equations
We now exploit the property that d < G(t) > ν /dt = −ν < G(t) > ν +G(t), from which we obtain that the numerator and the denominator on the right hand side of Eq. (18) satisfy the differential equationṡ
Since the dynamics of the couplings A ij 's is imagined to occur on a timescale which is slow compared to the other dynamics in the network, we can approximate A ij (t) as constant A ij . In any practical situation, fulfillment of this assumption can be obtained by choosing the dynamics of the individual oscillators to be fast enough, i.e., so as to verify the condition
where T x and T A are the timescales on which the individual oscillators and the network connections evolve, respectively. By assuming satisfaction of (20), we note that Eqs. (11), (18) , and (19) admit a synchronized solution, given by Eqs. (14), (15), andṁ
If the synchronization scheme is stable, we expect that the synchronized solution (14) , (15) , and (21) will be maintained under slow time evolution of the couplings A ij (t). Stability of the adaptive synchronization strategy, given by Eqs. (11), (18) , and (19) about the synchronized solution (14) , (15) , and (21), has been investigated in [42] . In particular, it was found that if (20) holds, then stability of the synchronized solution depends on the pairs (ν, ξ i ), i = 1, ..., (N − 1) where ξ i = γ(1 − α i ), and
are the eigenvalues of the normalized network adjacency matrix
A ij , excluding the one eigenvalue α N = 1. Note that if the matrix A is symmetric (which is always the case in our application as we defined A ij = A ji to be a function the distance between node i and j) the spectrum of the matrix A ′ is real. In order to show this property, we first rewrite the matrix A ′ as A ′ = K −1 A, where K is a diagonal matrix with K ii = j A ij . Then we note that by left-multiplying by K 1/2 the eigenvalue equation
A is, it follows that the eigenvalues of A ′ are real. In Ref. [42] stability was numerically investigated for the case that the individual systems are Rössler chaotic oscillators [35] 
with parameters a = b = 0.2, and c = 7, and with H(x(t)) = x (1) (t), Γ = [1, 0, 0] T , and γ = 1. For example, for ν = 0.5, we see from Fig. 3 of Ref. [42] that the condition for stability is that 0.7 ≤ ξ i ≤ 4.8, i = 1, ..., (N − 1) (in Fig. 3 of Ref. [42] the stability area is the area of the (ν, ξ)-plane delimited by the thick solid level-curves).
Simulation Results
In this section we present some simulation results to demonstrate the applicability of the adaptive strategy described in Sec. 4. We present two numerical experiments. In the first one, we consider a network composed of five agents that move in an obstacle populated environment and get disconnected and reconnected as the simulation evolves. In the second one, we consider three agents as a special case for which it is possible to individually estimate all of the entries of the adjacency matrix. As we will show, for this case, we are able to dynamically reconstruct the time evolution of all the individual couplings between the agents in the system. Our first numerical experiment is illustrated in Fig. 3 . We consider a network of five robots moving in a workspace with an obstacle in its center. The agents are guided by a virtual potential, described in Sec. 3.4, towards a location in the environment. The virtual node is driving from the lower corner of Fig. 3(a) to the upper corner of the workspace (Fig. 3(d) ). Because of the presence of the obstacle, in Figs. 3(b) (c) the network gets disconnected and is divided into two groups that reconnect towards the end of the mission (Fig. 3(d) ). The obstacle is detected locally by the agents as they move attracted by the potential of the virtual node.
Tracking of Variations in the Network Connectivity
The corresponding dynamics of the oscillators can be observed in Fig. 4. Specifically, Fig. 4(a) shows the time evolution of the five chaotic oscillators. Fig. 5 presents the results of Fig. 4(a) in finer detail and will be subject of discussion later on in this section. In the Fig. 4(b) , the estimated value of σ (solid dark line) for one of the robots is plotted in comparison with its true value (dashed red line). As can be noticed, after an initial transient, the agent is able to synchronize with the rest of the group (Fig. 5(a) ) and stays on a synchronous orbit until an event occurs. When a disconnection happens, the superimposed signal received by some of the agents decreases creating a jump in the value of σ and a consequent loss of synchrony. For example, between time 200 and 300 in Fig. 4 the network of 5 robots breaks down into two groups, as depicted in Figs. 3(b) and (c). Fig.3. a) The five chaotic signals start not synchronized and synchronize around time 40. b) Two synchronized orbits created while the system is divided in two groups. c) Resynchronization of the entire group towards the end of the simulation.
As the network disconnects into two groups, we observe from Fig. 5(b) that each one of the two groups synchronizes on a distinct time evolution (the two times evolutions are visible in the central part of Fig. 4(a) but are better distinguishable in Fig. 5(b) ). This is due to the property of the individual oscillators of being chaotic, as slightly different initial conditions or small dynamical perturbations result in exponential divergence of the trajectories (a property known as sensitive-dependence on the initial conditions [29] ). Subsequently, the two groups reconnect between time 600 and 700 (see Fig. 3(d) ). After that, the whole network reconnects and resynchronizes, as can be seen from the close-up in Fig. 5(c) . By looking at σ 1 in Fig. 4(b) we are able to identify variations on the net received signal, from which information can be gathered on the local connectivity of the network and its time variation. Lost links can be detected by an increase of this quantity, while addition of links through a drop of this quantity.
Each agent i can also independently compute the quantity
i.e., the ratio between the transmitted and the received signals for agent i. This quantity is particularly significant as it can be independently computed by each individual node and provides useful information about the local connectivity of the network. Fig. 4(c) shows the time evolution of ρ i for agent i = 1. This graph suggests that each agent can track changes in network topology by comparing the received signal with the transmitted one. As can be seen from Fig. 4(c) , the quantity ρ 1 replicates the time evolution of σ 1 , though rapid variations from the profile of σ 1 are present during the whole time-span of the simulation. These deviations are the result of perturbations away from the synchronization manifold, due to the presence of noise and to the time variations of the couplings A ij (t). Monitoring the frequency of these deviations can be useful to detect events such as deletion or aggregation of signals. In particular, when these events occur, the frequency of the deviations increases.
Connectivity Estimation
As a second case study, we consider a network composed of N = 3 mobile robots moving in an obstacle populated workspace (see Fig. 6 ). For this particular simulation, each platform is constrained to move along an elliptical trajectory at constant velocity. Moreover, each agent receives a signal that is a superimposition of maximum two chaotic signals, which makes the estimation of the individual links possible. In fact, for this case, from knowledge of σ 1 , σ 2 , and σ 3 (i.e., assuming that each i broadcasts information on σ i as well as on x i ), it becomes possible for each agent to dynamically reconstruct the time evolution of the whole network adjacency matrix [13] . The estimated values of the true couplings A ij can be obtained aŝ
(a) (b) Figure 6 : Two snapshots of the simulation of three mobile robots moving along three elliptical curves. The triangular obstacle is responsible for discontinuities in the connectivity between the agents, i.e., a connection is lost any time that a communication pathway crosses the obstacle. The movie related to this simulation is available in the supplementary information (movie 2). 
Advantages of using chaotic oscillators
In this section we discuss the importance of using chaotic oscillators in the estimation strategy. Ref. [41] considers an adaptive strategy similar to the one described in this paper and points out the convenience of using chaotic oscillators with respect to other types of oscillators (e.g., harmonic oscillators) in terms of the number of unknown quantities that each individual agent i can independently extract from the received signal r i (t), i = 1, .., N . This also means that the adaptive strategy could be used to estimate other parameters of interest besides the strengths of the connections, such as for example, some of the internal parameters of the chaotic system at a transmitter node (see e.g., [45, 12] ). Hence, in terms of our application, by using chaotic systems, we may be able to estimate internal parameters specific to certain types of robots (e.g., to discriminate between aerial and ground agents, each encoded with a different parameter). Moreover, chaotic signals appear as noise to any external party and thus provide improved security of the communication when conflicting agents operate in the same environment, such as in pursuit and evasion games.
In this paper, we have also shown another specific advantage of using chaotic oscillators, in terms of their property of being sensitively dependent on the initial conditions. In particular, as can be seen from Fig. 5(b) , in the absence of coupling between the oscillators, small perturbations from the synchronous state grow unboundedly, whereas small perturbations would result in small deviations of the dynamics for periodic oscillators. This has immediate practical relevance for the case that the network gets disconnected and separates in two subgroups shown in Figs. 4 and 5. For example, by looking at the dynamical timeevolution of the nodes shown in Fig. 5(b) , it would be clear to an external observer that the network has disconnected in two separate subgroups, each of them following a distinct chaotic time-evolution. The same conclusion would be difficult to draw if periodic oscillators were used instead.
Decentralized Formation Control
In Sec. 4 we have proposed an adaptive strategy that has proven effective in producing a dynamical estimate of the distances between a set of coupled mobile platforms. In this section we go one step forward and propose to use the estimates obtained through implementation of the adaptive strategy in order to maintain a certain formation between the mobile platforms. We derive and test a novel decentralized formation control algorithm, based on the adaptive synchronization strategy described in Sec. 4 for estimating the distances. The main difference with what we have done in Sec. 4, is that therein we assumed that the dynamics of the platforms affected the dynamics of the oscillators but not viceversa, while here the estimates produced by the adaptive strategy are fed back to the dynamics of the platforms, and in so doing, the loop is closed (see Fig. 2 ).
We discuss a specific example, in which the platforms move in an inhomogeneous and time-varying environment. An appropriate control strategy is then implemented in order to maintain the desired formation. For this specific example, we consider that each platform is constrained to move along a line parallel to the T ∈ R 2 the position vector of agent i in the (y, z)-plane relative to a base station. A graphical representation of our problem of interest is presented in Fig. 8 . The set of equations describing the dynamics iṡ
. . , N , where v z i (t) is the velocity of particle i along the z direction, b i (t) is an external drag force acting on each platform i at time t, representing the effect of the resistant fluid in which i is moving, and u i (t) is a control input. The ǫ i are binary quantities, i.e., ǫ i is equal 1 (0) if platform i is (is not) controlled. In what follows, we choose ǫ i = (1 − δ iℓ ), where δ ij is the Kronecker delta, and the index ℓ indicates one platform which is chosen to act as a leader. In what follows we assume to have good control over the initial conditions of the oscillators variables x i (0) and of the internal variables m i (0) and n i (0), i = 1, ..., N .
We set
i = 1, ..., N , where c i and ω i are positive numbers and θ i represents an arbitrary phase. The control input at node i is chosen to be In some applications, bearing measurements are easier to obtain than distance measurements. Indeed, this has motivated some work [25, 7] where formation control is obtained by using only bearing measurements. In what follows, we assume that precise direct measurements of the bearings are available, while the distances between the platforms are dynamically estimated. In particular, dynamical estimates of the unknown quantities d ij are obtained by using Eq. (7), i.e., by settinĝ
whereÂ ij is the estimate of the true coupling A ij provided by the adaptive strategy (see Sec. 5.2).
We run two numerical simulations, one for a case in which the formation control strategy is implemented (w = 0.1) and one for a case in which it is not (w = 0). Fig. 9 shows a comparison between the desired and estimated distances for the two cases, corresponding to w = 0 (plots on the left-hand-side) and w = 0.1 (plots on the right-hand-side), respectively. The movies related to these simulations are available in the supplementary information (movies 3 and 4). Note that for w > 0, the simulations are obtained by simultaneously implementing the estimation and control strategies. Additional plots showing the performance of the estimation strategy corresponding to the simulations shown in Fig. 9 Figure 9 : The plots on the left-hand-side represent a case where formation control is not implemented, i.e., for which w is set to 0 in Eq. (26) . The movie related to this simulation is available in the supplementary information (movie 3). The plots on the right-hand-side represent a case where formation control is implemented, i.e., for which w is set to 0.1 in Eq. (26) . The movie related to this simulation is available in the supplementary information (movie 4). In order to characterize the performance of the above formation control strategy for different choices of the parameters, we introduce the following error measures, the distance error
and the bearing error Figure 10 shows E d and E φ as a function of w. As can be seen, formation control can be attained for w > 0. However, our ability to control the network is lost as w is increased above a certain threshold, ω ≃ 1.25. This is in contrast with previous studies on formation control which assumed availability of exact measurements (see e.g., Ref. [34] ) and suggests that the performance of the estimation strategy and control strategy are interdependent. The analysis of this interdependence, as well as of the stability of the desired formation configuration for the dynamics of the platforms and of the synchronous solution for the dynamics of the oscillators is the subject of ongoing investigations. The performance of the control strategy may be improved by a proper choice of the chaotic oscillators at the network nodes and of the network topology (i.e., of the specific formation), as well as by the selection of the control strategy. This is also the subject of ongoing research.
Conclusions
In this paper we presented a decentralized framework to track variations of the network topology for a set of coupled mobile agents. We proposed an adaptive technique based on synchronization of chaotic oscillators which, in the presence of limited information, was shown to be effective in synchronizing the oscillators and providing information on the local connectivity of the agents. For a network of three nodes, each one of the agents can use the adaptive strategy to dynamically reconstruct the time evolution of the whole adjacency matrix and thus obtain individual estimates of the distances to the other agents. We also found the property of chaotic systems of being sensitively dependent on the initial conditions convenient in terms of the estimation strategy (see Sec. 6).
We further proposed an algorithm for formation control of a set of mobile agents moving in an unknown, uncertain, and time-varying environment, based on the distances estimated by the adaptive strategy. Our numerical simulations showed the effectiveness of this approach for a case in which estimation and control were simultaneously implemented.
Future work will consist in extending our proposed approach to consider more complex networks with heterogeneous characteristics. By using subgroups of different chaotic oscillators, we could estimate the connections of large networks and discriminate between different categories or internal parameters for some of the agents in the system. We are also interested in investigating other control algorithms to avoid disconnections, while enforcing line-of-sight pathways among the robotic system. Finally, we plan on testing the proposed strategy in an experiment with our test bed of ground and aerial vehicles [5] .
