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Abstract
We extend the Keldysh technique to enable the computation of out-of-time or-
der correlators such as
〈
O(t)O˜(0)O(t)O˜(0)
〉
. We show that the behavior of
these correlators is described by equations that display initially an exponential
instability which is followed by a linear propagation of the decoherence between
two initially identically copies of the quantum many body systems with inter-
actions. At large times the decoherence propagation (quantum butterfly effect)
is described by a diffusion equation with non-linear dissipation known in the
theory of combustion waves. The solution of this equation is a propagating
non-linear wave moving with constant velocity despite the diffusive character of
the underlying dynamics.
Our general conclusions are illustrated by the detailed computations for the
specific models describing the electrons interacting with bosonic degrees of free-
dom (phonons, two-level-systems etc.) or with each other.
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1. Motivation
In a chaotic classical system a small perturbation leads to the exponential
divergence of trajectories characterized by Lyapunov time, 1/Λ. As a result,
the observables in two copies of the system experiencing different perturbations
quickly become uncorrelated. In a many body system a local perturbation
initially destroys the correlations locally, then the region where the correlations
are destroyed quickly grows with time. Killing a butterfly in Ray Bradbury story
[1] leads to the spreading perturbation until it reaches the size of the system
(Earth in this story). This phenomena is known as butterfly effect.
2
The concept of butterfly effect can be generalized to a closed chaotic quan-
tum system even though such generic system does not necessarily have a direct
analogue of Lyapunov divergence of trajectories because quantum mechanics
prohibits the infinitesimal shift of the trajectory. The convenient measure of
the butterfly effect is provided by the out-of-time-order correlator (OTOC) that
was first introduced by Larkin and Ovchinnokov[2], revived by Kitaev [3, 4]
and extensively discussed by a number of works recently [5, 6, 7, 8]. OTOC is
defined by
A(t) =
〈
O(t)O˜(0)O(t)O˜(0)
〉
, (1)
where O(t) and O˜(t) are two local operators in Heisenberg picture. Physically,
it describes how much the perturbation introduced by O˜(0) changes the value
of the O(t). At large times A(t) goes to a zero, because the state created by
the consecutive action of the operators O(t)O˜(0) is incoherent with the state
obtained when these operators act in a different order.1 The anomalous time
order in the correlator (1) implies the evolution backward in time, so it is not
measurable by direct physical experiments on one copy of the system in the
absence of a time machine such as implemented in NMR experiments [9]. One
can view the the decrease of the OTOC with time as the consequence of the
dephasing between two initially almost identical Worlds evolving with the same
Hamiltonian. In this respect it is different from the problems of fidelity [10]
and Loschmidt echo ( [9] and references therein) that study evolution forward
and backwards with slightly different Hamiltonians. It is also different from a
problem of the evolution of a particle along quasiclassically close trajectories
appearing in studies of the proximity effects [2] or weak-localization [11] and
quantum noise [12].
For physical systems the Hamiltonian is local, so that distant parts of a
system are not interacting directly with each other. In this case, one may fur-
ther distinguish the case when operators O and O˜ act far from each other in
real space. One expects that the correlator decreases after the significant delay
needed for the perturbation to spread over the distance separating these oper-
ators. When correlators of this type decayed for any separation between the
operators in the real space the coherence is completely lost. The decay of OTOC
at long times for all subsystems (i.e. for all separations) for all operators O and
O˜ implies complete quantum information scrambling [13]. Note that the sepa-
ration of the operators in space is equivalent to the separation into subsystems
introduced in quantum information works. We are not going to discuss here
quantum information implications of OTOC and the exact definition of quan-
tum scrambling; we refer the reader to the literature that discussed its theory
[14, 15, 16, 17, 18] and the possibility of its experimental measurement [19, 20].
The goal of this work is to develop the analytic tools to study OTOC (1)
for microscopic models that allow for the solutions for conventional correlators.
1Here we assume that operators O have zero averages in all states. If not, the irreducible
correlators have to be discussed. We also assume that operator
〈
O2(t)
〉 6= 0
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The technique that we develop is essentially a straightforward extension of the
Keldysh technique. We apply our technique to three models that are basic in
condensed matter physics: (i) electrons interacting with localized bosonic de-
grees of freedom (Einstein phonons or simplified two level systems), (ii) electrons
in the disorder potential and (iii) electrons weakly interacting with each other.
We find that in models (i) and (iii) the mathematical description of the OTOC
is similar to the description of the combustion waves. The small initial perturba-
tion first grows exponentially remaining local and then starts to propagate with
a constant velocity and a well defined front, despite the fact that the thermal
transport in these models is always diffusive. The velocity of the front propaga-
tion is always slower than electron Fermi velocity and it is parametrically slower
than it in some models. The apparently slow velocity of the front propagation
implies that it does not necessarily saturate Lieb-Robinson bound [21]. This
conclusion of the constant velocity of the quantum butterfly propagation agrees
with the result obtained in holographical theory of black holes [6, 22, 23].
The plan of this paper is the following. In Section 2 we introduce the basic
elements of our technique: the augmented Keldysh formalism that involves two
forward and two backward paths. The state of the system in this formalism is
described by the diagonal and off-diagonal Green functions in the augmented
space. The diagonal functions describe the quasiparticle distribution function in
each “world”, the off-diagonal ones describe the coherence between the “worlds”.
In Section 2.3 we introduce two types of correlators that one can compute in
this technique: the observables that can be measured directly in a physical
experiment and the computables that one can only compute numerically (or
measure given the time machine). In Section 3 we introduce the details of
the microscopic models for which the anomalous correlator of type (1) will be
computed. In Section 4 we derive the analogue of the kinetic equation for
both diagonal and off-diagonal ones. In Section 5 we analyze the stability of
the kinetic equations of Section 4 ignoring their spatial structure (i.e. in zero
dimensional case) and show that the instability of the off-diagonal functions is
described by non-linear ordinary differential equations. Section 6 generalizes
these equations for the models with spatial structure for which they become
similar to the equations describing the combustion waves. Section 7 describes
the formation of the propagating front that follows from the non-linear diffusive
equations derived in Section 6. The Section 8 studies the initial time period at
which the state of the system is not yet accounted for by the diffusive equations
and its match to the evolution at longer times. Finally, the Section 9 gives the
summary of the results and discussions of possible extensions.
2. Augmented Keldysh and Keldysh techniques
2.1. Augmented Keldysh technique
Anomalously ordered correlator such as out of time ordered A(t) introduced
in the Section 1, see Eq. (1), cannot be computed in conventional techniques
that assumes casual time evolution. To circumvent this difficulty we augment
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the standard Keldysh technique by introducing two forward and two backward
evolutions shown in Fig. 1b.
In order to describe the augmented technique we recall the conventional
Keldysh technique [24] first. There, the differently ordered correlators are given
by
Nαβγδ(t) =
〈
TCK Oˆα(t2)Oˆβ(t1)Oˆγ(t2)Oˆδ(t1) exp
(
−i
∫
CK
Hˆint(t)dt
)〉
, (2)
where α, β, γ, δ = ± denote the positions of the operators on the traditional
Keldysh contour shown in Fig. 1a. Here all observable operators Oˆ and the
interaction part of the Hamiltonian Hˆint are in the interaction representation,
the averaging is done with a density matrix (that represents the initial conditions
in the past), the symbol TCK denotes ordering of the operators on the Keldysh
contour, i.e. the operator referring to the position down the contour is on the
left in (2) (for fermion operators the change of order brings in minus sign). One
can see that by choosing indexes α, β, γ, δ = ± one can get different order of
operators but never the anomalous order required by Eq. (1).
(a)
−
+
t1 t2 (b)
d −
d +
u −
u +
t1 t2
Figure 1: The traditional, CK , (a) and the augmented (b) Keldysh contours CaK . Times
t1,2 label the insertion of the operators for observable or computable quantities, see text.
Operators (fermionic or bosonic) are ordered according their location on the contours CK ,
CaK .
The augmented contour CaK allows anomalous order of the operators such
as in Eq. (1). For this contour the indices α, β, γ, δ can acquire four values,
u±, d± (where u stays for the up and d for the down parts of the contour). The
expression similar to Eq. (2)
Aαβγδ(t) =
〈
TCaK Oˆα(t2)Oˆβ(t1)Oˆγ(t2)Oˆδ(t1) exp
(
−i
∫
CaK
Hˆint(t)dt
)〉
, (3)
with the choice α = u+, β = d+,γ = u−, δ = d− becomes out-of-order corre-
lator A(t). Clearly other combinations of indices will produce normal as well
abnormal correlators.
Equation (3) is the essence of the augmented technique. Unitary evolution on
u/d segments of the contour can be viewed as the evolution of the different worlds
(we will use this term loosely throughout the paper) with the same Hamiltonian
and the same initial conditions (“correlated worlds “ initially). The correlator
(3) can be viewed as the response at time t to the perturbation (source) at time
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0. When the sources are located at the same up/down parts of the contour, the
response is directly measurable, we shall refer to these sources as ’physical’. All
the other sources will be referred to as ’unphysical’. Our ultimate objective is to
describe how these “correlated worlds” become “uncorrelated worlds” provided
that a small local perturbation is seeded differently in the two worlds (butterfly
effect). 2
In the next few sections we generalize the rules and the results of Keldysh
technique for the augmented Keldysh technique. We will see that almost all
rules are going through up to the kinetic equation where the correlation func-
tion describing not only the occupation numbers but also the measure of the
correlation between the different worlds.
2.2. Augmented space and Green function
Similarly to usual diagrammatic technique, we introduce the 4 × 4 matrix
of Green functions of Fermi or Bose fields. It is convenient to view this four
dimensional space as a direct product of 2 × 2 Keldysh and 2 × 2 augmented
space. Each operator (fermionic or bosonic) ψ(t) can be placed in four different
points of contour at time t, therefore it is enlarged into four dimensional vector:
Ψ(1) =
[
ψu(1)
ψd(1)
]
a
; ψi(1) =
[
ψi,+(1)
ψi,−(1)
]
K
(4)
where (1), (2) are the short hand notations for the coordinates, times (and might
be spin) that specifies the single particle state: i ≡ (ti, ri, σi). In these notations
the 4× 4 matrix Green function reads
iGˆ(1, 2) = 〈TCΨ(1)⊗Ψ†(2)〉. (5)
As usual, the components of the Green functions are linearly dependent. This
redundancy is eliminated by the Keldysh rotation, which is conveniently de-
scribed by the Pauli matrices
τˆ ·0 =
(
1 0
0 1
)
; τˆ ·1 =
(
0 1
1 0
)
; τˆ ·2 =
(
0 −i
i 0
)
; τˆ ·3 =
(
1 0
0 −1
)
;
τˆ ·+ =
(
0 1
0 0
)
; τˆ ·− =
(
0 0
1 0
)
. (6)
The superscript, · = a,K, describes the space (augmented or Keldysh) in which
these matrices act. In terms of matrices (6) the Keldysh rotation is given by 3
2The two contour formalism of Ref. [25] is not suitable for this purpose: in this formalism
the worlds are uncorrelated from the very beginning though the disordered potential acts the
same on the both worlds.
3Such parametrization of the Keldysh space was first introduced by Larkin and Ovchinnikov
[26].
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Ψ → RˆΨ, (7a)
Ψ† → Ψ¯ = Ψ†Rˆ† · (τˆK1 ⊗ τˆa0 ) , (7b)
Gˆ →
(
RˆGˆRˆ†
)
· (τˆK1 ⊗ τˆa0 ) , (7c)
Rˆ = exp
(
ipiτˆK2 ⊗ τˆa0
4
)
(7d)
After rotation (7), the Green function acquires the form
Gˆ =
(
Gˆuu Gˆud
Gˆdu Gˆdd
)
a
,
where
Gˆuu =
(
GR GK
0 GA
)
K
, Gˆud =
(
0 ΓK
0 0
)
K
Gˆdu =
(
0 Γ¯K
0 0
)
K
, Gˆdd =
(
G˜R G˜K
0 G˜A
)
K
. (8)
In the absence of the non-physical sources4, the components diagonal in the aug-
mented space are equal, Gˆuu = Gˆdd, and coincide with the conventional Green
functions. In particular, the retarded, advanced and Keldysh Green functions,
GR,A,K are given by
iGR(1,2) =
〈
ψ(1)ψ†(2)± ψ†(2)ψ(1)〉 θ(t1 − t2),
iGA(1,2) = − 〈ψ(1)ψ†(2)± ψ†(2)ψ(1)〉 θ(t2 − t1),
iGK(1,2) =
〈
ψ(1)ψ†(2)∓ ψ†(2)ψ(1)〉 , (9)
(hereinafter, the upper sign corresponds to fermions and lower to bosons unless
stated otherwise), whilst the inter-world functions read:
ΓK(1, 2) = −2i 〈ψ(1)ψ†(2)〉 = GK(1, 2) + [GR(1, 2)−GA(1, 2)], (10)
Γ¯K(1, 2) = ±2i 〈ψ†(2)ψ(1)〉 = GK(1, 2)− [GR(1, 2)−GA(1, 2)].
In the absence of non-physical sources, these functions include the informa-
tion on the single particle spectrum and on the distribution functions of holes
(particles), ΓK (Γ¯K). We note that even in the presence of non-physical sources
the diagonal components are not influenced by the non-diagonal ones. This is
because the correlations between the upper and down worlds can not affect the
dynamics in each of these worlds. Formally, this means that the structure of the
Green functions always retain the form of Eq.(8). Only the relation (10) between
diagonal and non-diagonal components in augmented space can be modified by
the presence of non-physical sources. In fact, the violation of the relation (10)
will be the formal indicator of the quantum butterfly effect.
4We distinguish physical sources that can be realized in experiment and the non-physical
ones that require time-machine for their implementation
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2.3. Observables and computables
We distinguish the correlators (observables) that can be in principle mea-
sured by a physics experiment and the ones that can only be studied in the
rather artificial system that allows inversion of time directions. Because the
latter can be more readily studied by numerical simulations, where the unitary
evolution can be formally reversed5, we call them computables.
The example of observable is given by the casual correlator
Nρρ(t) = 1
2
〈
TC
(
Ψ¯(t)(τK1 ⊗ τa0 )Ψ(t)
) (
Ψ¯(0)(τK0 ⊗ τa0 )Ψ(0)
)〉
(11)
that describes the density response at time t to the perturbation at time 0.
Indeed the correlator (11) rewritten in terms of the original fields ψ has the
form
Nρρ(t) =
〈[
ψ†(t, r)ψ(t, r), ψ†(0, r0)ψ(0, r0)
]〉
,
the usual rules of linear response imply that the density induced by the scalar
potential applies at point r0 at time t = 0 is given by −iNρρ(t). In fact this
structure is general for Keldysh technique: the physical perturbation comes with
τK0 while the observable comes with τ
K
1 .
In contrast the out-of-time-ordered correlator provides the example of the
computable. In this paper we focus on out-of-time-ordered correlators of the
form
Aγδαβ(t, r; t′r′) =
〈
TC
(
ψα(t, r)ψ
†
β(t
′, r)
) (
ψ†γ(0, 0)ψδ(0, 0)
)〉
(12)
that becomes out-of-time-ordered for many combinations of indices α, β, γ, δ.
For instance, for α = u+, β = d+,γ = u−, δ = d− it provides an example of the
general correlator (3) discussed in Section 2.1. It is convenient to separate, as
we have done here by parenthesis, the ’source’ term provided by the product of
two operators at time t = 0 and the ’response term’ provided by two operators
at time t ≈ t′ > 0.
For the fixed γ and δ the correlator (12) can be viewed as the Green function
Gαβ(t, r; t
′, r) computed in the states modified by the action of the operators
ψγ(0, 0)ψ
†
δ(0, 0). In particular, it satisfies the same identities as the Green func-
tion:
Aγδu+,d− = Aγδu−,d− = Aγδu−,d+ = Aγδu+,d+. (13)
After Keldysh rotation in indices α and β the correlator (12) acquires the same
general form as the Green function (8).
Because of the identities (13) one can choose many equivalent forms of the
out-of-time-ordered correlators that display unusual behavior. It will be more
convenient to us to compute the symmetrized correlator defined by
Aρρ(t, t′, r) =
〈
TC
(
Ψ¯(t′, r)(τK1 ⊗ τa1 )Ψ(t, r)
) Sˆ0〉 . (14)
5Butterfly effect in this case might appear due to the rounding errors in back and forth
evolutions.
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The source term, Sˆ0, can have many equivalent forms that distinguish upper
and down Worlds, we can choose for instance
Sˆ0 = ψ†u−(0, 0)ψd−(0, 0) (15)
This term destroys one particle in the down World and creates it back before
the evolution in the upper World starts (notice that for the operators at t = 0
ψ†u−(0) = ψ
†
d+(0), see Fig. 1). As we shall see below the final results depend
very weakly on the particular form of the source term.
The response operator in this correlator is the sum of four terms
Rˆtt′(r) = Ψ¯(t′, r)(τK1 ⊗ τa1 )Ψ(t′, r) = ψ†u−ψd− − ψu−ψ†d− + ψ†u+ψd+ − ψu+ψ†d+
(16)
that measures the product of the distribution functions and the correlations
between the worlds. The minus sign in this equation is due to fermionic com-
mutation rules.
As usual, any correlator allows for a pictorial representation to facilitate the
basic structure of the theory and to be able to sum up the most important parts
of the perturbative expansions up to infinite order. We develop the diagram-
matic rules for the technique in the augmented space below in sections 2.6, 2.7,
2.8.
In the absence of the unphysical sources the two worlds remain perfectly
correlated. The stability of this solution can be discussed in very general terms
without the knowledge of the details of the microscopic model. In fact, the
existence of the self-energy, Dyson equation, and the general thermodynamic
relations are sufficient to prove that the perfectly correlated solution is unstable.
We begin with these general considerations.
2.4. Dyson equation.
In any field theory that allows the separation of the Hamiltonian into bare
(H0) and interacting (Hint) parts, one can introduce the notion of bare Green
function, Ĝ0, corresponding to Hamiltonian H0, the full Green functions (de-
fined above) and the self energies, Σˆ, that take into account the effects of the
interaction on the bare Green functions. In diagramm technique the self-energy
can be defined as the sum of all one-particle-irreducible diagrams (see Sections
2.6, 2.7, 2.8). The Green functions and self-energies obey the Dyson equation
that can be written in two equivalent forms
(Hˆ0τ
a
0 − Σˆ) ◦ Gˆ = 1ˆ, (17a)
Gˆ ◦ (Hˆ0τa0 − Σˆ) = 1ˆ, (17b)
where 1ˆ is the unit operator in the space-time and the augmented Keldysh
space, the symbol ◦ implies the matrix multiplication in the augmented space
and the convolution in space-time. The operator Hˆ0 is diagonal in Keldysh and
augmented spaces with the diagonal elements defined by equations Hˆ0G
R
0 = 1,
Hˆ0G
A
0 = 1, it is related to the Hamiltonian H0 by Hˆ0 = id/dt−H0 .
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The general structure of the Green functions (8) implies that the parts of
the Green function that are retarded and advanced in Keldysh space remain
diagonal in the augmented space. Because the bare retarded and advanced
Green functions are diagonal in the augmented space, the self energies ΣA,Rαβ =
δαβΣ
A,R
α remain also diagonal and they are given by the solution of the equations
(Hˆ0 − ΣR/Aα ) ◦GR/Aα = 1 (18a)
GR/Aα ◦ (Hˆ0 − ΣR/Aα ) = 1, α = u, d. (18b)
As usual, the non-diagonal part of the Green functions in Keldysh space
is not entirely determined by the Eqs. (18): it also depends on the initial
conditions. Its evolution is described by the homogeneous equations
(Hˆ0 − ΣRα ) ◦GKαβ − ΣKαβ ◦GAβ = 0, (19a)
GKαβ ◦ (Hˆ0 − ΣAβ )−GRα ◦ ΣKαβ = 0. (19b)
Notice that both the diagonal and the non-diagonal parts GKαβ are controlled
by the initial conditions. We emphasize that the diagonal components ΣA,Rα ,
ΣKαα may depend on the diagonal components of the Green functions in the
augmented space, GKαα, but not on the other diagonal (e.g. G
A,R
β , G
K
ββ β 6= α)
or the non-diagonal ( GKαβ) Keldysh components. This observation turns out to
be the key of the description of the instability in the evolution of non-diagonal
correlations as we see in the next subsection.
2.5. Stability and instability.
Let us consider the fermionic Green function for the sake of concreteness.
The Keldysh components of the Green function can be conveniently parametrized
via
GKαβ = G
R
α ◦ Fαβ −Fαβ ◦GAβ. (20)
For α = β this equation reduces to the conventional parametrization of GK in
terms of the quantum distribution function, Fuu and Fdd; for α 6= β it gives the
parametrization of the new functions ΓK and Γ¯K in terms of Fud and Fdu.
Substituting Eq.(20) into Eqs. (19) and using Eqs. (18), we find that Eqs.
(19) are satisfied for Fαβ solving the quantum kinetic equation
H0 ◦ Fαβ −Fαβ ◦H0 =
[
ΣRα◦Fαβ −Fαβ ◦ ΣAα
]− ΣKαβ . (21)
In the quasiclassical approximation the two terms in brackets correspond to the
outgoing scattering processes (this term taken alone always leads to dissipation)
whilst the last term corresponds to the incoming processes (this term taken alone
always leads to instability).
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In thermal equilibrium the Green functions depend only on the time dif-
ference. The diagonal parts of the electron self energies are related by the
fluctuation-dissipation theorem (FDT):
ΣKαα() =
[
ΣRα ()− ΣAα ()
]
n0(), n0() = tanh
(
− µ
2T
)
(22)
where  is the frequency conjugated to the time difference, µ is the chemical po-
tential, and T is the temperature: both of them are determined by the initial con-
ditions. For Bosons one should replace n0() = tanh(. . .) by p0(ω) = coth(. . . ).
For phonons (which number is not conserved) the chemical potential µ = 0. In
equilibrium the left hand side of Eq. (21) is zero, substituting Eq. (22) into (21)
we see that [1−Fuu()] /2 has the meaning of the Fermi distribution function.
The FDT also implies that Eq. (21) has a generally stable solution. The only
reason for this solution to become unstable is the metastability of the state that
might happen on the unstable branch of the phase transition. However, even in
this case, the ultimate fate of the system is a different equilibrium characterized
by different ΣR,Aα and
Fuu = Fdd = n0(), (23)
with different µ and T that are found from the number of particle and energy
conservation in the new spectrum. That solution would be stable again.
The stability of the thermal solution of Eq. (21) is guaranteed by Boltz-
mann H-theorem and the global conservation laws (energy and the number of
particles). In the framework of Eq. (21) it means that for small deviations of
Fuu , Fdd from the thermal distributions the outgoing terms dominate incoming
ones in Eq. (21). This fact is far from trivial because both terms are generically
non-linear.
The equation (21) allows for solution similar to Eq. (23) for the off-diagonal
components:
Fud = 1 + n0, Fdu = −1 + n0. (24)
We will call this solution the “correlated worlds solution”.
In the Pauli matrix notation given by Eq. (6), Eq. (23) and Eq. (24) can
be compactified (for fermions) as
Fˆ = n(, p, r, t) (τˆa0 + τˆa1 ) + iτˆa2 , (25)
where anticipating further applications, we allow the distribution function to
depend not only on energy but also on the phase space variable and time. The
precise definition of the notion of the semiclassical phase space is given in Sec.
4.
Notice that in contrast to the solution Eq. (21), the stability of the correlated
worlds solution is not guaranteed even if the solution Eq. (23) is stable. Indeed,
for the diagonal (conventional) distribution function the small deviation from
equilibrium results in the non-zero RHS of Eq. (21) in which outgoing terms
always dominate incoming ones. Outgoing terms always imply relaxation, which
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leads to the stability of the equilibrium solution. For non-diagonal distribution
function, the small deviation from equilibrium results in the same incoming
terms as for diagonal distribution function but smaller outgoing terms. A small
deviation of diagonal term leads to two contributions to the outgoing term:
one due to the interaction induced change in ΣA,Rα , another due to the change
in Fuu (Fdd) itself. Because ΣA,Rα do not depend on the off-diagonal terms
Fud (Fdu), the former contribution is missing for the off-diagonal terms. This
makes deviation of the outgoing term that tries to restore equilibrium smaller for
non-diagonal distribution function in the interacting system. Thus, for the off-
diagonal distribution function the outgoing terms do not necessarily dominate
the incoming ones for small deviations from the equilibrium. This results in
a possible instability of the solution of Eqs. (24). The computations for the
specific models below show that this instability is indeed present for electron-
phonon and electron-electron interactions but not for impurity scattering.
The alternative solution (allowed by conservation laws for off-diagonal com-
ponents) is
Fud = Fud = 0, or Fˆ = n(, p, r, t)τˆa0 , (26)
this solution will be called the “uncorrelated worlds solution”.
The incoming term is second order (or higher) in Fud (Fdu), therefore it
vanishes for the small deviation from this solution. In contrast, the outgoing
term is always linear in Fud (Fdu) and it dominates. Thus, the uncorrelated
worlds solution is generally stable and one expects that the correlated worlds
solution (24) is not. The only exception is the electron scattering by impurities
that conserves the number of particles at each energy separately. In this case
both outgoing and incoming terms are linear in all components of Fαβ and the
previous arguments do not hold.
The meaning of the “uncorrelated worlds solution” (26) is the following.
Unlike their diagonal counterparts, Fud (Fdu) encode not only the distribution
functions but also the overlap of the many-body wave-functions evolving at
the upper and lower contour. Any decrease of this correlation diminishes the
values of both Fud (Fdu). The proposed instability is therefore nothing but
the quantum butterfly effect, the decay of Fud (Fdu) everywhere in the system
results in the loss of the coherence between many body wave functions describing
upper and down Worlds. The ultimate solution given in Eq. (26) corresponds
to the complete destruction of the coherence between lower and upper contour.
The description of the evolution of the system from the “correlated worlds
solution” (25) to the “uncorrelated worlds solution” (26) is the subject of the
further sections.
2.6. Basic rules of the diagram technique: Green functions
The basic elements of the diagrammatic representation needed to compute
the correlators in the augmented space are shown in Fig. 2. Notice that for
keeping track of the Keldysh structure putting arrows on the Green function
for the real fields (as it is done throughout this paper) is convenient but not
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= iGˆ
= iGˆ0
1 2
3
i, j
= [iGˆ(1, 3) · (τˆKi ⊗ τˆaj ) · [iGˆ(3, 2)]
2
1
i, j
= n¯(τˆKi ⊗ τˆaj ) · [iGˆ(1, 2)]
1
2
i, j
= iGˆ(1, 2) · (τˆKi ⊗ τˆaj )n
n =
⎡⎢⎢⎣
(
1
0
)
K(
1
0
)
K
⎤⎥⎥⎦
a
;n¯ =
[(
0; 1
)
K
,
(
0; 1
)
K
]
a
;
Figure 2: Definition of the basic elements of the diagrammatic technique. (a) The lines (thick
and thin) describe the exact and bare Green functions respectively. (b) The box describes
the matrix structure of the vertices. (c) The vertices which do not conserve the number of
particles (for example absorption and emission of the phonons or photons).
necessary. In the absence of interactions the observable (11) and the computable
(14) are given by the diagrams shown in Fig. 3.
Introduction of the separate notation for the box (see Fig. 3 ) enables one
to display the matrix structure of the interaction vertices as well.
2.7. Vertices
In order to develop the perturbation theory one needs to supplement the
expression for the Green functions with the expression for the bare vertices.
Because the unitary evolution in each sector is formally independent, these
vertices do not couple different sectors of the augmented space. In the Keldysh
space they have the usual structure.
To illustrate this point, more for the benefit of the readers familiar with the
conventional Keldysh technique, let us consider the textbook [27] example of
the perturbation theory for the electrons interacting with phonons. The lowest
order contribution to the electron self-energy has the form (formal general rules
for the diagram techniques will be summed in the next subsection):
Σabuu = iλ
2γkaa′G
a′b′
uu D
kk′
uu γ˜
k′
b′b, (27a)
Σabud = iλ
2γkaa′G
a′b′
ud D
kk′
ud γ˜
k′
b′b, (27b)
Σabud = iλ
2γkaa′G
a′b′
ud D
kk′
ud γ˜
k′
b′b, (27c)
Σabdd = iλ
2γkaa′G
a′b′
dd D
kk′
dd γ˜
k′
b′b, (27d)
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Nρρ(t) =
t
0
1, 0
0, 0
Aρρ(t) =
t
0
1,+
0,+
Figure 3: Diagrammatic expressions for the correlators (11) and (14) in non-interacting prob-
lem.
where
γ1ij = γ˜
2
ij =
1√
2
[
τˆ0
K
]
ij
,
γ2ij = γ˜
1
ij =
1√
2
[
τˆ1
K
]
ij
.
The diagonal components in the augmented space coincides with the ones for the
regular technique. The non-diagonal ones are found by using the Wick’s theorem
and noticing that the vertices by themselves do not mix different sectors of the
augmented space. The matrix structure displayed by Eq. (27) can be further
compactified by equation
Σˆαβ = iΥ
γ
αα′Gα′β′
(
λ2Dγγ′
4
)
Υ˜γ
′
β′β , (29)
where 4× 4× 4 matrices Υγαα′ are given by
Υ
(i′′,j′′)
(i,j),(i′,j′) =
∑
l=0,1
m=0,3
[
n¯
(
τKl ⊗ τam
)]
(i′′,j′′)
[(
τKl¯ ⊗ τam
)]
(i,j),(i′,j′) , (30a)
Υ˜
(i′′,j′′)
(i,j),(i′,j′) =
∑
l=0,1
m=0,3
[(
τKl ⊗ τam
)
n
]
(i′′,j′′)
[(
τKl¯ ⊗ τam
)]
(i,j),(i′,j′) . (30b)
Here 0¯ ≡ 1, 1¯ = 0, n¯ = (0, 1; 0, 1), n = (1, 0; 1, 0)T , and the sum over index
m = 0, 3 gives the sum τa0 ⊗ τa0 + τa3 ⊗ τa3 that is different from zero (and
equal 2) only for coinciding indices in the augmented space. Pictorially, this
matrix structure can be summarized by Fig. 4 where the basic blocks (boxes
and triangles) are again defined in Fig. 2. The appearance of the vector n in the
formalism is due to the non-conservation of the number of particles (phonons),
see Fig. 2 c).
Note, that the same vertex Υ describes the interaction of the electron with
the disorder potential. The only difference is that there is no time dependence
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(a)
=
1, 0
0, 0
+
0, 0
1, 0
+
1, 3
0, 3
+
0, 3
1, 3
1
2
= − i4U(r1 − r2)δ(t1 − t2)
(b)
=
1, 0
0, 0
+
0, 0
1, 0
+
1, 3
0, 3
+
0, 3
1, 3
=
1, 0
0, 0
+
0, 0
1, 0
+
1, 3
0, 3
+
0, 3
1, 3
Figure 4: Vertex structure for (a) electron-electron interaction; and (b) for the electron-phonon
interaction. The outgoing or ingoing vertical arrow in (b) can be any bosonic line including
phonons, photons, impurity potential etc. The short dashed lines on panel (b) are the delta
function in space and time.
of the quenched disorder potential, thus the impurity line connecting different
branches of the augmented Keldysh contour never decays. The general structure
of the vertices for electron-electron interaction is shown in Fig. 4a. Note that
is is described by the same building blocks as the electron-phonon and electron-
impurity interaction. Because the number of particles in the electron-electron
interaction is conserved the vector n does not appear in this case.
The definition of vertices has to be supplied with the remaining bosonic
Green functions, defined in Fig. 5
2.8. Diagram technique: summary
We are now prepared to formulate the general rules of the diagram technique
that operates with the blocks defined in sections 2.6, 2.7:
In order to compute the correlator (observable or computable) one has: (i)
to place the sources and the interaction vertices, (ii) to connect them by the
Green function lines, (iii) to trace over the indices in the augmented Keldysh
space, (iv) to integrate over positions of the interaction vertices, (v) to multiply
the result by (−1)NFL , where NFL is the number of the closed fermionic loops.
As usual, in order to derive the physical properties at large scales one in-
troduces the notion of self-energy that is defined as the sum of all one-particle-
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(a)
= iλ
2
4 Dˆ; = iλ
2
4 Dˆ0;
(b)
1 2
= V (r1 − r2)τˆK+ ⊗ [τˆa0 + τˆa1 ] ;
Figure 5: Remaining basic elements of the diagram technique for electron-phonon a) and
electron-impurity b) interactions. In (a) we include the interaction constant λinto definition
of the propagator to keep the vertices of Fig. 4 intact. Correlation function V (r) describes
the fluctuations due to the weak random impurities.
irreducible diagrams. For example, the self-energies for the electron-phonon,
electron-electron and electron-disorder interaction are shown in Fig. 6.
3. Microscopic Models
The instability expected in section 2.5 is of kinetic nature. Its form depends
on the detailed form of the kinetic equation and thus on the microscopic model
on which the latter is based. In the following we describe the models that allow
one to study the development of the instability in detail.
In all these models the main ingredient are mobile electrons that form a
Fermi sea. They are described by the quadratic Hamiltonian
Hel =
∑
p
ξpψ
†
pψp (31)
and characterized by the the bare Green function
GR0 =
1
− ξp + i0 , G
A
0 =
1
− ξp − i0 , (32)
where the single particle energy ξp is counted from the Fermi energy F . The
condition ξp = 0 defines the Fermi surface of the electrons.
For electrons the operator H0 introduced in Eqs. (17) acquires the form
H0 = i~
∂
∂t
− ξp, p = −i~ ∂
∂r
. (33)
Here we restored the units of ~ for future convenience in developing the quasi-
classical approximation later on.
The three models for the electron interaction that we formulate below differ
by their conservation laws. The primitive model of electron-phonon interac-
tion (section 3.1) preserves the total energy of the system and the number of
electrons but not the momentum of the system. The electrons in the impu-
rity potential (section 3.2) is not a translational invariant system, however, the
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(a)
−iΣˆphel ≈ −iΣˆelph ≈
(b)
−iΣˆelel +≈
(c)
−iΣˆimel ≈
Figure 6: Self-energies for the (a) electron-phonon interaction, (b) electron-electron interac-
tion; and (c) electron in the Gaussian disordered potential. The first order self-energy for the
electron electron interaction is discarded as not-related to the collisions but rather renormal-
izing the self-consistent spectrum for the deterministic motion. The inside lines for the Green
function are solid which means that infinite series of the rainbow diagrams is summed. This
approximation is known to lead to the quasi-classical Boltzmann equation and can be justified
for weak interactions or small enough disorder strength (neglecting localization effects).
scattering by impurities conserves the energy of individual electrons, leading to
infinite number of conservation laws in this problem. The electron-electron in-
teraction (section 3.3) preserves both the translational and Galilean invariance,
so it conserves the total energy, momentum, and the particle number.6
3.1. Electron-phonon interaction
The simplest interacting model is the one in which the electrons interact with
dispersionless phonons with frequency ω0 (Einstein phonons) with Hamiltonian
Hph =
∑
r
~ω0b†rbr, (34)
To avoid inconsequential consideration of the band structure we simply assume
(somewhat artificially) that all the points r are random and dilute, their density
per unit volume is nph. Notice that nph represents the density of phonon sites,
the density of thermally excited phonons is the product of nph and phonon
occupation number. Bosons are interacting with electrons via
Hel−ph =
∑
r
urψ
†(r)ψ(r), (35)
6We neglect the effects of interference of different processes responsible e.g. for the onset
of the localization in disordered systems [28] or renormalization of the electron-phonon inter-
action strength by disorder. The justification for this omission is that the effects considered
in this paper are dramatic already on the level of the kinetic equation approximation.
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where ur = λ(br + b
†
r). Correlators of field u are given by the Green functions
local in space,
~DR0 =
2ω0nphδ(r1 − r2)
(ω + i0)2 − ω20
, ~DA0 =
2ω0nphδ(r1 − r2)
(ω − i0)2 − ω20
. (36)
Poles at positive frequencies in these functions correspond to phonon emission
and at negative frequencies to phonon absorption (while the physical energies
of phonons are of course positive). These Green functions should be used as the
basic elements of the diagram technique shown in Fig. 5a. Here and below we
adopt the traditional convention in which the phonon frequency is denoted by
ω whilst reserving  for the electron energy.
For phonons the operator H0, introduced in Eq. 17, acquires the form
H0 = − ∂
2
∂t2
− ω20 . (37)
Similarly to the electrons, see Eq. (20), the Keldysh part of the phonon
Green function can be parametrized by
DKαβ = D
R
α ◦ Pαβ − Pαβ ◦DAβ (38)
.
With this parametrization the form of the kinetic equation (21) for the
phonons remains the same;, the only difference is that their equilibrium dis-
tribution functions for the correlated world solution is
Pˆ = pph(ω; r, t) (τˆa0 + τˆa1 ) + iτˆa2 , (39)
and for the uncorrelated world solution:
Pˆ = pph(ω; r, t)τˆa0 , (40)
In the thermal equilibrium pph = p0(ω).
3.2. Electrons in disorder potential
The interaction with quenched disorder potential is described by the Hamil-
tonian:
Hel−imp =
∑
r
U(r)ψ†rψr
After averaging over the disorder potential with correlator 〈U(r)U(r′)〉 = V (r−
r′), the translation invariance is restored for averaged correlation functions and
the diagrams for the electron correlators become similar to those for electron-
phonon interaction that carries zero frequency, see Fig. 5.
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3.3. Electron-electron interaction
The interaction between electrons is given by
Hel−el =
1
2
∫
ψ†rψ
†
r′ψr′ψrU(r − r′)drdr′ (41)
The rules of the diagram technique are given in Fig. 4. In the discussion
of the properties of this model we shall neglect the spin of the electrons. For
completeness, we also mention that in the perturbation theory based on Eq. (41)
the singular terms proportional to GK(t, t) have to be understood as GK(1, 1)→
2i
〈
Ψ†(r1)Ψ(r1)
〉
, and GR,A(t, t) → 0. Such terms appear only in the Hartree-
Fock contributions to the single electron spectrum and not in the collisions
interesting for us.
4. Kinetic equation for normal and augmented Keldysh functions.
4.1. Quasiclassical descriptions
The kinetic equation (21) fully determines the evolution of the observables
and the computables. However, it is not solvable in a general case. Substantial
simplification occurs in the quasiclassical limit in which equations (21) become
local in time and phase space. This simplification is possible if the rate of the
electron scattering is smaller than the relevant energy scales in the problem:
temperature for electron-electron or electron-phonon interactions or Fermi en-
ergy for electrons in disorder potential. For the diagonal part of the kinetic
equation this is well established and the theory of quantum corrections is well
developed, see ref. [29] for a pedestrian introduction. In the following we shall
assume that these conditions hold and that the quasiclassical kinetic equation
follows for the diagonal terms. Under these conditions similar local equations
hold for non diagonal Greem functions despite the fact that these functions do
not have classical meaning.
We follow the standard procedure for the derivation of the quasiclassical
equations for both diagonal and non-diagonal components. Any function of two
coordinates and two times can be represented as a Wigner transformation
W (t1,r1; t2, r2) =
∫
w(, p; t, r)eipr−/~−it−/~
dddp
(2pi~)d+1
(42)
where t = (t1 + t2)/2, r = (r1 + r2)/2, t− = t1 − t2, r− = r1 − r2. In this
section we chose to keep the Planck constant ~ explicitly so that the parameter
for semiclassical expansion is always displayed.
Using this representation for the Green functions of electrons and employing
Eq. (33) we get for the left hand side (LHS) of the quantum kinetic equation
(21)
H0 ◦ Fαβ −Fαβ ◦H0 = i~
{
∂
∂t
+
∂
∂r
dξ
dp
}
Fαβ(, p; r, t) (43)
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which coincides with the LHS of the classical Boltzmann equation for both
diagonal and off-diagonal components of the Green functions.
Similar arguments for the phonons lead to the LHS of the kinetic equation
H0 ◦ Pαβ − Pαβ ◦H0 = i~ω ∂
∂t
Pαβ(ω, p; r, t). (44)
The LHS of Eqs. (43,44) represent the deterministic (Liouville) evolution
corresponding to the unitary quantum dynamics which is identical for both
diagonal and non-diagonal components in the augmented space. The right hand
side (RHS) of the kinetic equation describes the non-reversible probabilistic
parts and it is different for different models. The equations{
∂
∂t
+
∂
∂r
dξ
dp
}
Fαβ(, p; r, t) = [St···el ]αβ (45)
ω
∂
∂t
Pαβ(ω, p; r, t) = ω
[
St···ph
]
αβ
(46)
describe the time evolution of the distribution functions. Here [St···el ] ,
[
St···ph
]
denote collision integrals for the particles (electrons or phonons) scattered by
other particles (denoted by · · · ). These collisions integrals will be computed in
the next section.
4.2. Collision integrals for the specific models
The RHS of the kinetic equation allows a number of simplifications in the
leading order in ~. Furthermore, below we shall consider only the leading order
term in the interation.
In the leading approximation one can replace
GR −GA = −2piiδ(− ξp)
and, with the same accuracy,
GKαβ = −2piiδ(− ξp)Fαβ .
Analogously for phonons
DR −DA = −2piinph [δ(ω − ω0)− δ(ω + ω0)]
DKαβ = −2pii [δ(ω − ω0)Pαβ(ω0)− δ(ω + ω0)Pαβ(−ω0)] .
Note that the fact that DKαα(ω) is an odd function of frequency allows the si-
multaneous description of phonon emission and absorption processes by a single
Pαα(ω > 0) > 0 . Substituting these forms into the RHS of the kinetic equation
we obtain the collision integrals,
Stαβ =
1
~
={[ΣRα◦Fαβ −Fαβ ◦ ΣAβ ]− ΣKαβ} , (47)
for different models. In Eq. (47) we kept only the real part of the collision
integral, we discuss various approsimation involved in its derivation of in more
detail in section 4.4
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4.2.1. Electron-phonon scattering.
We calculate the lowest order diagrams shown in Fig. 6. For our model one
neglect the correlations between phonons at different space locations, i.e. the
blobs for fermionic loop in self-energy shown in Fig. 6 a) correspond to coin-
ciding points (with density nph). This implies that the electron self-energy and
collision integral contain an extra factor nph with respect to the phonon ones.
In the diagonal sector we obtain (we do not write down the spatial and time
coordinates as the semiclassical collision integrals are local in those variables)[
Stphel
]
αα
= nph
∫
dωdP1M(P ;P1, ω)
(2pi)(2pi~)(d+1)
×
{
−
[
Lphel
]
α
(P1, ω)Fαα(P ) + [Pαα(ω)Fαα(P1) + 1]
}
;[
Stelph
]
αα
=
1
2
∫
dPdP1M(P ;P1, ω)
(2piω)((2pi~)(d+1)
(48)
×
{
−
[
Lphel
]
α
(P1, ω)Pαα(ω) + [1−Fαα(P )Fαα(P1)]
}
,
where we introduced functions
[
Lphel
]
α
(P1, ω) = Pαα(ω) + Fαα(P1),[Lelph]α (P1, ω) = Fαα(P )−Fαα(P1), (49)
that determine outgoing rate. This notation is useful as the same quantity enters
the equations for the non-diagonal part.
For off-diagonal (α 6= β) we obtain
[
Stphel
]
αβ
= nph
∫
dP1dQ1M(P ;P1, ω)
(2pi)(2pi~)(d+1)
{
−Lphel (P1, ω)Fαβ(P ) + Pαβ(ω)Fαβ(P1)
}
,
[
Stelph
]
αβ
=
1
2
∫
dPdP1M(Q;P1, ω)
(2piω)(2pi~)(d+1)
{−Lelph(P1, ω)Pαβ(ω)−Fαβ(P )Fβα(P1)} ,
(50)
where we introduced the short hand notation
2L......(P1, Q1) ≡ [L......]u (P1, Q1) + [L......]d (P1, Q1). (51)
The form factors M include the matrix elements, conservation laws for the
electron and phonons colliding with each other, and their spectrum:
M =
λ2
2~
[
(2pi~)d+1 δ(− 1 − ~ω)
]
[2pi~δ(1 − ξ(p1))]
[
2pi~
∑
±
±δ(ω ∓ ω0)
]
where numerical factor 1/2 includes the difference of F ,P from the physical
distribution function by a factor of two. We find it is more convenient to keep
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, ω as independent energies connected by δ-functions in M with physical spec-
trum to have the symmetric form for the conservation laws and use the d + 1
dimensional momentum vector P = (, p).
Here comes an important observation. Even though Eq. (48) and Eq. (50)
look similar, their properties are very different. Indeed the diagonal part satisfies
the electron number conservation law∫
dP
{[
Stphel
]
αα
δ(− ξ(p))
}
= 0, (52)
and the total energy conservation.7∫
dP
{[
Stphel
]
αα
δ(− ξ(p))
}
+ nph
∫
dω
{[
Stelph
]
αα
~ω
∑
±
±δ(ω ∓ ω0)
}
= 0.
(53)
Moreover, one can explicitly check that the time derivative of the entropy
dS
dt
=
∫
dP
{[
Stphel
]
αα
δ[− ξ(p)] ln 1 + Fαα(P )
1−Fαα(P )
}
+
+nph
∫
dω
{[
Stelph
]
αα
∑
±
±δ(ω ∓ ω0) ln 1 + Pαα(ω)Pαα(ω)− 1
}
≥ 0, (54)
which is the microscopic manifestation of Boltzmann H-theorem. Equality is
reached only for thermal distribution functions for which it reduces to Eq. (52)
and Eq. (53) .
These equations allow to prove that the only stable solution of the kinetic
equation is given by the thermal distribution functions and all deviations from
it decay (generally, exponentially). In contrast, the non-diagonal part does not
satisfy any of these properties or conservation laws. As we already mentioned,
this absence of conservation laws and H-theorem will be the key to understand
the instability of the thermal non-diagonal distributions for correlated worlds
(25) and (39) and their subsequent evolution to non-correlated worlds (26),
(40). The discussion of the instability will be done in Secs. 5 and 6. In the
remainder of this section, we list the properties of the collision integrals for the
other physical models of Sec. 3
4.2.2. Electron-electron scattering.
We calculate the lowest order diagram shown on Fig.6. In the diagonal sector
we obtain[
Stelel
]
αα
=
∫
dP1dP2dP3M(P, P1;P 2P3)
(2pi~)3(d+1)
{− [Lelel]α (P1, P2, P3)Fαα(P )
+ [Fαα(P3) + Fαα(P2)−Fαα(P1)−Fαα(P1)Fαα(P2)Fαα(P3)]} , (55)
7Note that the momentum is not conserved because of the locality of the phonon correla-
tions even though the averaged system is formally translationally invariant.
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where we denoted
[Lelel]α = Fαα(P2)Fαα(P3)−Fαα(P1)Fαα(P3)−Fαα(P1)Fαα(P2) + 1. (56)
As before, the form factors M include the matrix elements, the conservation laws
for the electron and phonons colliding with each other, and their spectrum:
M =
|Up2−p − Up3−p|2
8~
[
(2pi~)d+1 δ(P + P1 − P2 − P3)
] 3∏
i=1
[2pi~δ(i − ξ(pi))]
where numerical factor 1/8 includes the difference of F , from the physical dis-
tribution function by a factor of two, and exchange symmetry of the final state.
We find it is more convenient to keep , ω as independent energies connected by
δ-functions in M with physical spectrum to have the symmetric form for the
conservation laws and use the d+ 1 dimensional momentum vectors P = (, p).
The collision integral (55) satisfies the conditions similar to those for electron-
phonon scattering ∫
dP
{[
Stelel
]
αα
δ(− ξ(p))} = 0, (57)
(particle conservation)∫
dP
{[
Stelel
]
αα
δ(− ξ(p))P} = 0, (58)
(electron number conservation)∫
dP
{[
Stphel
]
αα
δ(− ξ(p)) ln 1 + Fαα(P )
1−Fαα(P )
}
≥ 0, (59)
(entropy growth).
For off-diagonal (α 6= β) we obtain
[
Stelel
]
αβ
=
∫
dP1dP2dP3M(P, P1;P 2P3)
(2pi~)3(d+1)
×{−Lelel(P1, P2, P3)F(P )αβ + Fαβ(P2)Fαβ(P3)Fβα(P1)} , (60)
where once again
2Lelel(P1, P2, P3) ≡
[Lelel]u (P1, P2, P3) + [Lelel]d (P1, P2, P3).
Similarly to the electron-phonon interaction, the collision integral (60) for
the non-diagonal term is non-linear due to the incoming term. This leads to the
instability of the thermal non-diagonal distribution.
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4.3. Electron-impurity scattering
The collision integral for the electron-impurity scattering is linear in the
distribution function[
Stimel
]
αβ
=
∫
dp1M(p, p1)
(2pi~)d
{−Fαβ(p) + Fαβ(p1)} , (61)
where
M(p, p1) =
2pi
~
|Vp−p1 |2 δ(ξp − ξp1).
This implies that in the case of the impurity scattering the non-diagonal com-
ponents of the Keldysh function have the same time evolution as the diagonal
ones, so the solution in which it is equal to the thermal equilibrium distribution
is stable. Note that electrons in the impurity potential is a chaotic system. In
this respect it is not different from the electron-phonon and the electron-electron
interaction. Nevertheless, the non-diagonal components are stable, in contrast
to the models with electron-phonon and electron-electron interactions. This re-
sults in a very different behavior of the out-of-time-ordered correlators in this
system.
4.4. Additional remarks
It is worthwhile to emphasize that the basic form of the kinetic equation and
the forthcoming conclusions are not limited to the lowest order self-energy cal-
culation. In particular, taking into account the commutators of the self-energy
with Fαβ results in well controllable corrections to the LHS of the kinetic equa-
tion and has the meaning of the self-consistent spectrum. The higher order
expansion improves the accuracy of the matrix elements in the collision inte-
grals and also produces the real processes involving larger number of particles.
Neither of those complications seem to affect the basic relations of the diagonal
and non-diagonal evolutions and we will not be dwelling on them in this paper.
The imaginary part of the non-diagonal elements of collision integral neglected
in Eq. (47) formally appears due to the difference between the distribution
functions in upper and down Worlds:
=Stαβ = 1~<
[
ΣRα − ΣRβ
]Fαβ
This effect also disappears in the leading quasiclassical approximation and does
not affect the instability discussed in the next sections. For instance, for electron-
phonon model this term becomes
=Stαβ ∝
∫
dξ
[<DR(− ξ) (Fα(ξ)−Fβ(ξ)) + <GR(ξ) (Pα(ξ)− Pβ(ξ))]
It disappears for the two Worlds in equilibrium. Furthermore, it is zero if
one World has extra particle density that resulted in the spatially non-unform
chemical potential.
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5. Instability of the augmented Keldysh functions in zero dimensional
case
In this section we study the instability in the systems in which the spatial
dependence of the correlation functions can be neglected.
5.1. Instability in electron-phonon model.
The Einstein phonon distribution function is characterized by just two num-
bers in each sectors of the augmented space that are the values of Pαβ(±ω0).
In thermal equilibrium the two diagonal components are given by Eq. (39). Be-
cause the instability in the non-diagonal sector does not affect the diagonal one
(Sec. 2.4), for simplification we assume that the diagonal sector for both elec-
trons and phonons is in equilibrium. This assumption is not essential, and the
thermal function can be replaced to its non-equilibrium value without any tech-
nical complications. Because the phonon field is real, the non-diagonal sectors
are related to each other by the symmetry
Pud(ω0) = −Pdu(−ω0),
and the state of the phonons is described by two parameters
Pud(ω0) = θ,
Pdu(ω0) = θ¯.
The phonon scattering process does not depend on the electron momentum, so
we need to keep only the energy,  = ξ(p), dependence of the electron distribu-
tion function:
Fud(, p; t) = f(, t),
Fdu(, p; t) = −f¯(, t).
.
Inserting these definitions in the kinetic equations (45,46,50) and performing
integrals over momentum we obtain
τ
∂f
∂t
= −L
( 
2T
,
ω0
2T
)
f +
[
θf(− ω0) + θ¯f(+ ω0)
]
, (62a)
τ
∂f¯
∂t
= −L
( 
2T
,
ω0
2T
)
f¯ +
[
θ¯f¯(− ω0) + θf¯(+ ω0)
]
, (62b)
ητ
∂θ
∂t
= −θ + I−, (62c)
ητ
∂θ¯
∂t
= −θ¯ + I+, (62d)
where we introduced the positive quantities
I± =
1
2ω0
∫
df()f¯(± ω0); (63)
L(x, y) = 2 coth (y)− tanh (x+ y) + tanh (x− y) . (64)
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We also replaced ~ω0 → ω0 as the semiclassical expansion is already com-
pleted. In deriving Eqs. (62), we neglected the energy dependence of the electron
density of states, ν, we denoted
1
τ
=
2piνnphλ
2
~
, (65)
and introduced the dimensionless parameter
η =
nph
~νωo
. (66)
Eqs. (62) are further simplified in the limits η  1 and η  1. In the
former limit the phonon relaxation is slow compared to electrons, in the latter
the electron relaxation is slower. The limit η  1 seems to be the most relevant
for physical situations (e.g. to describe electrons interacting with low density
TLS) and moreover it will enable to develop intuition for analyzing the more
involved kinetics of electron-electron collisions. Thus we focus on this limit only.
Because the relaxation of θ is much faster than that of f , we can solve the Eqs
(62c,d) for θ,θ¯ in the stationary limit. We obtain
τ
∂f
∂t
= −L
( 
2T
,
ω0
2T
)
f + [I−f(− ω0) + I+f(+ ω0)] , (67a)
τ
∂f¯
∂t
= −L
( 
2T
,
ω0
2T
)
f¯ +
[
I+f¯(− ω0) + I−f¯(+ ω0)
]
. (67b)
Eqs. (67) and Eqs. (63,64) form the complete set of equations describing
the time evolution of the non-diagonal components of the distribution function.
However, they are still non-linear and nonlocal in energy space.
The further analysis is separated into two regimes: “classical” ω0  T and
“quantum” ω0  T . The difference between these regimes is expected on the
physical grounds: in the “classical” regime a large number of excitations is al-
ready present, therefore, one expects (and we will see that that it is indeed the
case) that the perturbation results in the evolution that leads to the uncorre-
lated fixed point, f = 0, f¯ = 0 with the characteristic time of the order of τ.
In the quantum regime, one expects that the characteristic time is determined
by an exponentially small number of excitations and it becomes infinite at zero
temperature.
Generally, one expects that in the gapful systems at T = 0 a small pertur-
bations cannot lead to any instability, in particular, these systems cannot be
chaotic, so that the scrambling time is infinite. The exponential growth of the
characteristic time at low temperatures in the gapless system found here implies
a smooth crossover between the properties of the gapful and gapless systems at
T = 0 .
5.1.1. Classical limit (ω0  T )
At high temperatures we can neglect ω0 in I± (63) and in the arguments
of f in Eq. (67), we can also approximate L = 2/y in Eq. (64). We see then
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that the form of f() and f¯() dependencies is not changed by the evolution.
Therefore, we can look for the solution of Eq. (67) in the form
f() = φ(t) [1 + tanh(/2T )] , (68a)
f¯() = φ(t) [1− tanh(/2T )] . (68b)
We obtain that the function φ(t) obeys the first order differential equation
τ
∂φ
∂t
= −4T
ω0
(
φ− φ3) (69)
that has the unstable fixed point at φ = 1 and the stable fixed point at φ = 0.
The solution of this equation takes the form
φ(t) =
(
1
1 + exp [(t− td)/tcl∗ ]
)1/2
, (70)
where tcl∗ = τω0/8T . This time dependence is typical of the dissipative insta-
bilities. The delay time, td, depends only logarithmically on the initial condi-
tions: td = t
cl
∗ |ln [1− φ(0)]| whilst the decay time tcl∗ coincides with the classical
scattering time of the electrons that is inversely proportional to the density of
phonon sites, nph, and the phonon occupation number, T/ω0. Note that this
classical time, tcl∗ , is less than the energy relaxation time, in the limit ω0  T .
5.1.2. Quantum limit (ω0  T )
In order to describe the behavior of the solution in the quantum limit, it is
instructive to look at the results of the numerical solution of Eq. (67) at low
temperatures, see Fig. 7. In contrast to the classical case, the function f() does
not preserve the shape with the time evolution. However, one observes that the
behavior does not change at negative energies. At positive energies we observe
a sequence of peaks at energies n = (n + 1/2)ω0 that are similar to the first
peak at n = 0. This behavior can be qualitative understood as follows.
At low temperatures Eq. (63) implies that I−  I+ (see also Fig. 7b). If the
terms proportional to I+ are dropped, Eq. (67a) describes the drift of f() to
high energies together with relaxation. Similarly, Eq. (67b) describes the drift
to negative energies and relaxation. The L-terms in Eqs. (67) lead to decay,
so the frequency regime where these terms dominate cannot contribute to the
instability. For frequencies || > ω0 the L-term in Eq. (67) is large so the region
responsible for the instability is || < ω0. In the absence of I+, the advection
term proportional to I− removes perturbations from this region. Because the
values of f() at high energies does not feedback on low energies, the instability
disappears. In order to see the instability it is therefore essential to keep the I+
term in the region || < ω0. From Fig. 7b we see that the main contribution to
I± comes from the vicinity of the frequencies ±ω0/2, so the integrals I± can be
approximated by I− ≈ f2+ and I+ ≈ f2− where f± = f(±ω0/2) (we drop non-
essential numerical factors). For this reason we focus on the time dependence
of these two values of f(). In the equation for df−/dt we can neglect the
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Figure 7: Left panel, main figure: low temperature evolution of non-diagonal parameter f
in the low temperature case, T = 0.1ω0 for discrete times t/τ = 0.2, 0.4, . . . 4.0. The inset:
similar evolution at high temperatures, T = 2ω0, for t/τ = 0.2, 0.4, 0.6, . . . shows fast uniform
decrease of the non-diagonal parameter. The right panel displays the integrands of I± (63) at
t/τ =2.0 that shows that I±are dominated by narrow frequency ranges around ±ω0/2. This
allow us to simplify the equations by considering only the values of f at these points.
contribution of I+f(−3ω0/2) term because f(−3ω0/2) ∼ exp(−ω0/T )f−. In
the equation for df−/dt we can neglect the contribution of I−f(3ω0/2) because
it is proportional to I−  1. Then the integral equations (67) reduce to two
ordinary differential equations:
τ
df+
dt
= −L0f+ + f2+f− (71)
τ
df−
dt
= −L0f− + f2−f+ (72)
where L0 = 2 exp(−ω0/2T ). At low temperatures the linear term in these
equations becomes exponentially small, as a result the instability developes ex-
ponentially slowly. Solving for the product f+f−we get
f+f− =
L0
1 + exp [(t− td)/tqu∗ ] , (73a)
and
f+ + f− = f0
(
1
1 + exp [(t− td)/tqu∗ ]
)1/2
, (73b)
where tqu∗ = τ/(2L0). The Eqs. (73) should be compared with the solution
(70), we see that they describe similar relaxation but with exponentially smaller
rates. Although the behavior of the solution (73) is similar to the one in the high
temperature limit, there is an important difference: the relaxation is determined
only by a narrow advection region at low energies, whereas the high energy
region plays a passive role of a sink. Furthermore, the non-linearity appears first
at high energies but it does not affect the fact that the dynamics is determined
by the narrow region at low energies that determines the value of I+.
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5.2. Instability for electron-electron interaction.
As for electron-phonon scattering one can focus only on the energy depen-
dence of the off-diagonal functions
Fud(, p; t) = f(, t), Fdu(, p; t) = −f¯(, t),
and assume that the diagonal functions correspond to the equilibrium. As a
result, the time evolution of the functions f, f¯ is described by the equations
similar to Eq. (67):
τFL
∂f
∂t
= −LF
( 
T
)
f +K(, f, f¯),
τFL
∂f¯
∂t
= −LF
( 
T
)
f¯ + K¯(, f, f¯), (74)
LF (x) = 1 + x
2/pi2,
where
τ−1FL ∼ T 2/E∗F (75)
is the Fermi liquid relaxation rate, E∗F is the parameter built from the electron
density of states and the interaction constant.8 The functional K(, f, f¯) is of
the second order in f and of the first order in f¯ :
K(, f, f¯) =
∫ ∞
0
I−(ω)f(− ω) dω
2piT
+
∫ ∞
0
I+(ω)f(+ ω)
dω
2piT
, (76a)
K¯(, f, f¯) =
∫ ∞
0
I+(ω)f¯(− ω) dω
2piT
+
∫ ∞
0
I−(ω)f¯(+ ω)
dω
2piT
, (76b)
I±(ω) = 2
∫
d
2piT
f()f¯(± ω). (76c)
Formally these equations are similar to Eqs. (67) for the electron-phonon
scattering, the only difference is that instead of one mode Eqs. (76) contain the
integral over frequencies. At large   T the functionals K(f, f¯) and K¯(f, f¯)
are dominated by terms proportional to I−(ω) that describes drift to larger
frequencies for f() and to smaller frequencies for f¯(). The feedback that results
in dissipation is due to the energies  . T . The qualitative properties of these
equations are thus captured by the simplified equations for two characteristic
values of f± = f(±T ). These equations have exactly the same form as Eqs.
(71,72), with the important difference that L0 ∼ 1. Thus their solution is given
by the equations (70) with characteristic decay time t∗ ∼ τFL.
It is very important that although the relaxation rate in a Fermi liquid
becomes very large at high energies, the processes involving high energy electrons
8In three dimensional Fermi liquid E∗F ∼ EF where EF is the Fermi energy, in two di-
mensional Fermi liquid it contains additional ln(EF /T ) factors[30] while in 1D models two
particle collisions do not lead to dissipation.
29
do not contribute to the instability of the equations (74) for the non-diagonal
parts. Instead, the instability is controlled by the same processes as the physical
relaxation and has characteristic time scale of the electron-electron relaxation
time at temperature T .
6. Equations for spatial structure of the instability
As we have seen in section 5 the instability in zero dimensional models is
always controlled by equations similar to (62). This equation can be derived and
solved analytically in the case of electron-phonon model at high temperatures
but it provides the qualitative description in other cases as well. To resolve
the spatial structure of the instability we thus begin with the electron-phonon
model at high temperatures. The presence of the spacial structure changes the
quantum kinetic equations (62) very little (apart from introducing the spacial
dependence). Because the phonons in this model are local, the equations for θ
and θ¯ contain the fermionic functions taken at the same spatial point. As in
section 5.1 in the limit of low phonon density (η  1) the phonon relaxation is
fast, so we can solve for local θ and θ¯:
θ(r) =
1
2ω0
∫
df(, r)f¯(− ω0, r),
θ¯(r) =
1
2ω0
∫
df(, r)f¯(+ ω0, r),
Performing the standard spatial gradient expansion in the LHS of the kinetic
equation (45), we find that df/dt in (62) acquires an additional diffusion term.
Parametrizing the solution by the ansatz (68) we obtain the final equation
∂φ
∂t
−D∗∇2φ = −
2
(
φ− φ3)
t∗
. (77)
This equation is the central result of this paper. As we argue below it holds
(with small modifications) for other models as well.
At non-zero temperature the electron-phonon interaction leads to the dif-
fusive motion of electrons characterized by the momentum relaxation time so
that the diffusion coefficient D∗ = v2F τtr/d, where vF is the Fermi velocity and
d is the spatial dimensionality. At high temperatures ω0  T the transport
relaxation rate is given by 1/τtr = λ
2ν(nphT/~ω0), with (nphT/~ω0)ph having
the meaning of the thermal phonon density. In this case the energy relaxation
of the electrons becomes parametrically slower than its momentum relaxation:
1/τe = (ω0/T )λ
2νnph.
The diffusion approximation used to derive Eq. (77) can be rigorously jus-
tified only if the resulting gradient of φ is small on the scale of the mean
free path, vF τtr. This happens only if t
cl
∗  τtr which can occur if the elec-
tron diffusion is additionally slowed down by the impurity scattering 1/τtr =
1/τ
(ph)
tr + 1/τ
(imp)
tr  1/τ (ph)tr .
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Both the diffusion coefficient D∗ and the time tcl∗ depend on the local tem-
perature T (r, t) and the electron density n(r, t). Those quantities are described
by the standard diffusion and thermal diffusion equations for the diagonal com-
ponents and their solutions has to be used as entry parameters for Eq. (77).
This scheme gives the complete description of the quantum butterfly effect. No-
tice that depending on the particular model, D∗ may coincide with the particle
or thermal diffusion coefficients or may be different from those by a numerical
factor.
A very similar equation can be put forward for the model of the electron-
electron interaction. Taking into account that the effective equations for electron-
electron interaction is formally the same as that for electron-phonon case, we
write (
∂
∂t
+ v∇
)
φ−D∗∇2φ = −
2
(
φ− φ3)
t∗
. (78)
The only modification here is the appearance of the drift term v∇which is
dictated by the Galilean invariance for ξp = p
2/2m − F . The macroscopic
velocity v(r, t), the local temperature T (r, t), and the electron density n(r, t) are
controlled by the usual equations of local hydrodynamics and thermal (entropy)
diffusion [31]. It is possible to generalize Eq. (78) for the case of relativistic
hydrodynamics. Based on Lorentz invariance one obtains
(
ui∂i +D∗∂i∂i
)
φ = −2
(
φ− φ3)
t∗
, (79)
where covariant and contravariant component are related by the arbitrary metric
tensor and ui is standard four component velocity vector with local constrain
uiu
i = 1.
To close the section, let us emphasize that the coefficients D∗,t∗ do not affect
the diagonal entropy production and do not enter the usual Onsager relations.
It is unknown to us whether there is an analogue of the H-theorem that includes
the non-diagonal distribution functions as well.
7. Spatial Propagation of the instability: combustion waves.
The equations (77,78,79) for the spatial structure of the instability are well
known in the theory of combustion. In particular, Eq. (77) is very similar to
Fisher- Kolmogorov–Petrovsky–Piscounov equation (FKPP) [32, 33]
dy
dt
−∇2y = y(1− y).
All equations of this type possess two stationary solutions y = 0 and y = 1
in case of FKPP, one of them is stable, another is not. In particulr, our Eq.
(77), displays the instability of the solution φ(r) = 1 that evolves according
to the following scenario. After being seeded at time t = 0 with the small
deviation δφ(r) = 1 − φ(r)  1, in a region around 0 (i.e. δφ = 0 for r > Rc)
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the instability remains localized in the area where it was seeded (r < Rc) for
the time td ∼ ln(1/δφ). After this initial period, the instability starts to grow
spatially forming a non-linear wave that moves with a well defined velocity vcw.
For Eq. (77) in 1D the solution φf (x − vcwt) for the front moving with
constant velocity v obeys the equation
t∗
(
vcw
dφf
dx
+D∗
d2φf
dx2
)
= 2φf (1− φ2f ) (80)
As is established in the theory of combustion [34], the value of the front velocity
can be found from the study of the solution of Eq.(80) at x→∞ where δφ→ 0.
At δφ  1 the solution of Eq. (80) behaves as δφ ∼ exp(−kx) with k that is
real at
v2cw ≥ 16D∗/t∗. (81)
For the initial conditions that correspond to δφ = 0 for r > Rc the solution
quickly converges to the one moving with the minimal velocity allowed by the
constraint (81). The presence of other solutions (with higher velocities) is due
to the fact that for the (non-physical) initial conditions that differ from unity
everywhere, the instability develops at large r might develop independently of
the seed at small r. One concludes that the combustion wave moves with velocity
vcw = 4
√
D∗/t∗
Note that for electron-phonon and electron-electron models D∗ ∼ t∗v2F in
the absence of electron-impurity and elastic scattering, so that the front velocity
vcw ∼ vF . Because no perturbation (even unphysical one) can propagate with
velocity larger than vF , vcw . vF .
In order to check the conclusions of the semi-quantitative analysis presented
above we have studied numerically the front propagation in the dimensionless
equation
dφ
dt
= ∇2φ+ 2φ(φ2 − 1) (82)
and in the similar equation describing evolution of both electrons and phonons
dφ
dt
= ∇2φ+ 2(Θ− 1)φ, (83a)
dΘ
dt
= φ2 −Θ (83b)
that describes the situation in which the phonon dynamics is of the same order
as electron one (i.e. η = 1). We found that in all cases and in all dimensions
(d = 1, 2, 3) the front quickly assumes a well defined shape and start to move
with the constant velocity. We note that this conclusion for the two component
(electron and phonon) systems is not obvious because such equations are known
to display more complex behavior in some cases.
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Figure 8: Propagation of instability in different dimensions. The upper panel shows the
solution of (82) for one component electron system, the lower for the combined system of
electron and phonons (83).
8. Time and spatial dependence of out-of-time-ordered correlators.
We now apply the findings of the previous sections, namely, the instability
of the off-diagonal part of the Green function to the computation of the out-of-
time-ordered correlator (14). In the conventional theory the correlator of two
operators at large separations in time or space factorizes〈
Sˆ0Rˆt,t′
〉
=
〈
Sˆ0
〉〈
Rˆt,t′
〉
(84)
The corrections to this factorization are given by irreducible correlator that
decreases quickly with distance and time. In the electron models considered here
the irreducible part is small in 1/pF r and 1/F t. Furthermore, in a conventional
theory one can evaluate both averages in the RHS of (84) against the background
of the unperturbed states.
The crucial difference of the two Worlds theory is that the second term in
this factorization is unstable. Thus, it is not correct to replace it by its value
for the fully correlated, unperturbed state: a small deviation from this value
at short distances grows quickly and eventually reduces it to zero in the whole
system. Instead one should use for it the results of the solution of the equations
for the Green functions discussed in previous sections. In particular, for the
response operator in correlator (14) we get〈
Rˆt,t′(r)
〉
= 2piν
[
f(, t, r)− f¯(, t, r)] . (85)
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where we emphasized that the augmented distribution functions f and f¯ are
generally the functions of the position in the space as well. The space-time
dependence of these functions is determined by the equations derived in Sections
5-7.
The average of the source operator is a constant factor, for the correlator
(14) it is given by the total density of electrons:〈
Sˆ0
〉
= nel. (86)
As discussed in Section 5 the time dependence of the augmented distribution
functions is simplified in the high temperature regime of the electron-phonon
model. In this case the form of the energy dependence of the augmented dis-
tribution function does not change with time, the time dependence shows up
only in the factor φ(r, t): f(, t, r) = φ(r, t)f0(). In this case we can write the
final result for the Wigner transform of the out-of-time ordered correlator in the
closed form
A˜ρρ(, t, r) = 2piνn0()nelφ(t, r), (87)
Aρρ(t′, t, r) =
∫
(d)e−i(t
′−t)A˜ρρ(, t+ t
′
2
, r), (88)
Here φ(t, r) is the solution of the equations (77-79) appropriate for a particular
model with the initial conditions
φ(0, r) = 1− δφ(r) (89)
Here
δφ(r) ' δ˜(r)/nel ' δ˜(r)p−dF (90)
describes the perturbation resulting from the introduction of one extra electron
in down World, which serves as a seed of the instability. Here δ˜(r) denotes
the smeared δ-function that appears because the equations for the distribution
function are valid only at the time scales larger than collision time τtr, so the
addition of one particle at time t = 0 in the down World translates in the density
spead over distance ltr ∼ vF τtr for the initial conditions of the Eqs. (77-79). As
a result the δ−function in Eq. (90) has to be replaced by δ˜(r) which is smeared
at the distances of mean free path, ltr ∼ vF τtr .
The solutions of the equations (77-79) correspond to the propagation of the
front as illustrated by Fig. 8.
Note that the particular symmetric form (16) of the response operator com-
puted here has the property that it vanishes at coinciding times and coordinates.
This property disappears for less symmetric form of the correlators, for instance
if τa1 is replaced by, e.g. τ− =
1
2 (τ1 − iτ2), in the definition of the response
operator (16).
A˜′ρρ(t, r) =
〈
TC
(
Ψ¯(t′, r)(τK1 ⊗ τa−)Ψ(t, r)
) Sˆ0〉 (91)
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In this case the first term in (85) disappears and we get after integration over
energies
A˜′ρρ(t, r) = 2n2elφ(t, r). (92)
At low temperatures for electron-phonon model and for electron-electron
interaction at any temperature the energy dependence of the augmented distri-
bution function changes with time as well (Sections 5.1.2, 3.3). In this case the
equations for the augmented distribution function are more complicated but the
solution remains qualitatively similar.
In all cases, the augmented distribution function that controls the spacial
and time dependence of the out-of-time-ordered correlator describes the front
propagation, the state of the system before the front has not been affected yet
by perturbation whilst the state of the system behind the front is characterized
by exponentially vanishing correlations:
A˜ρρ(, t, r) = 2piνn0()nel
exp
(
− t−td−r/vcw2t∗
)
t > r/vcw + td
1− exp
(
t−td−r/vcw
t∗
)
t < r/vcw + td
(93)
The delay time td in these equations is controlled by the initial conditions
(89) to the Eqs. (77-79) or similar. It depends only logarithmically on the
strength of the initial perturbation:
td = t∗ |ln [δφ(0)]| (94)
Equation (90) enables us to estimate the strength of the initial perturbation.
Indeed, δ(0) ' 1/(vF τtr)d . Thus, we estimate δφ(0) ' 1/(pF ltr)d and the delay
time
td = t∗d ln(pF vF τtr) (95)
It is worthwhile to notice that this expression is somewhat similar to the Ehren-
fest time [11, 35] appearing as the delay time for the quantum correction in
quantum chaos for non-interacting system. In this one electron problem the
real instability does not occur.
In a finite size system of spatial size R the correlator (93) decreases expo-
nentially to zero for all r < R after tscr = td + R/vcw. The time tscr has the
meaning of the time at which the two worlds become completely uncorrelated
due to a local perturbation, this is also the time that it takes for the quantum
information to be spread over the whole system (scrambling time). We see that
although the propagation of the information is controlled by diffusion, it occurs
with a constant velocity due to the non-linearity of the equations. The diffusion
coefficient controls the velocity of this propagation.
The propagation with constant velocity (87,93) also indicates that in a
chaotic many body system the entanglement entropy spreads ballistically de-
spite the diffusive nature of the dynamics. This analytical result confirms the
empirical conclusions reached in a number of numerical works.
As we discussed above, the conclusions of the linear propagation of the quan-
tum butterfly effect controlled by the combustion equations is quite general. The
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details of the equations are sensitive to the microscopic model but the linear
propagation similar to combustion front occurs in all of them.
9. Discussion and conclusions
We developed the technique to study the out-of-time-ordered correlators,
such as Eq. (1), based on the extension of Keldysh technique. Similarly to
standard Keldysh technique, the augmented technique enables the analytical
study of systems in different limits, in particular to obtain the leading result in
the quasiclassical approximation and systematic corrections to it. As well as in
the Keldysh technique the quasiclassical approximation is valid provided that
the particle motion between collisions is quasiclassical whilst collision themselves
can be quantum.
We limited ourselves to the leading quasiclassical terms that result in the
equations similar to the kinetic equation in traditional statistical mechanics.
We found that they describe all (or most of all) non-trivial behavior of the out-
of-time-ordered correlators. The major difference from the traditional kinetic
equation is the appearance of the off-diagonal functions, superficially similar to
the conventional distribution function. However, unlike the state occupation
probabilities, these new functions also describe the overlap between two copies
of the system. The kinetic equation for the off-diagonal functions is dramatically
different from that for the diagonal functions: the outgoing term depends on
both diagonal and off-diagonal functions whilst the incoming term contains only
off-diagonal ones.
The solution with initially unit overlap between two copies becomes unstable
when disturbed by a very small perturbation, the phenomenon known as quan-
tum butterfly effect. This instability is described at long times (longer than
collision times) by non-linear diffusion equations similar to those appearing in
the combustion front propagation. After an initial transient behavior the front
of the propagating wave acquires a constant velocity and a shape that does not
depend on the initial conditions (Section 7). In the electron models studied in
this paper, the velocity of the front is of the order (but less than) the Fermi
velocity that serves as natural bound for the propagation speed. In the presence
of impurity scattering the velocity of the front can become parametrically slower
than Fermi velocity. The microscopic model of electrons interacting with the
dilute set of oscillators solved in this work might provide the description of the
loss of coherence in the set of two level systems (TLS) that provide both elastic
and non-elastic scattering for electrons with the latter becoming small at low
temperatures.
Our work suggests a number of exciting developments. First, the quan-
tum butterfly effect studied here can be viewed as the result of the gradual
entanglement of the local degrees of freedom with larger and larger part of the
surrounding system, and thus is likely to be related to the propagation of entan-
glement entropy discussed extensively recently [36, 37, 38, 39, 7]. Our results
would enable us to put these works on the firm ground of an analytical theory
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if the relation between non-diagonal correlators and entanglement entropy is
established. We hope to return to this point in future works.
The quantum butterfly effect can be studied numerically and compared with
the analytical theory developed here. Also, the destruction of the coherence
between two copies of the system might be a useful tool to study the appearance
of the arrow of time in the systems described by the unitary evolution. Finally,
the destruction of quantum coherence between two copies of the system is a very
important phenomenon for the quantum information protocols that are based
on the construction of the initially perfectly entangled states of two (or more)
interacting qubit systems because small perturbation to one of these systems
would result in a spreading decoherence wave described by our equations.
The spatial and time scales of the effective non-linear diffusive equations
that describe the instability of the coherent solution are sensitive to the details
of the microscopic theory. Furthermore, their relation to the ones appearing in
physical observables is not expected to be universal. Thus they might provide
a new tool and the new way of thinking about microscopically different systems
that display similar properties such as conductivity.
Our formalism can be extended to the study of many body localization by
augmenting the formalism developed in the work [40]. This would provide the
analytical approach and qualitative understanding to the problem for which only
numerical results are currently available.[41, 42, 43, 44] It might even help to
describe the transition itself and even the entanglement propagation in generic
glassy systems. Moreover, the question of the propagation of the decoherence
front in localized systems is similar to the problem of the decoherence propa-
gation in integrable systems. Note that according to [40, 45] in localized and
integrable systems the collision integral disappears resulting in the suppression
of the chaotic behavior that is responsible for the quantum butterfly effect.
Finally, the microscopic systems studied in this work are described by the
combustion equations that display only laminar solution. However, combustion
equations for systems with a few components are known to display a large
variety of interesting behaviors: Turing instabilities [46], Zhabotinsky cycles
[47] to name just a few. It remains to be seen if these solutions are realized
in microscopic models as the instabilities of the correlated worlds solution. In
particular, they might appear as the solutions against the background of non-
equilibrium states such as turbulent hydrodynamics of normal or superfluid
liquid.
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