Abstract-Subsampled blind deconvolution is the recovery of two unknown signals from samples of their convolution. To overcome the ill-posedness of this problem, solutions based on priors tailored to specific practical application have been developed. In particular, sparsity models have provided promising priors. However, in spite of the empirical success of these methods in many applications, existing analyses are rather limited in two main ways: by disparity between the theoretical assumptions on the signal and/or measurement model versus practical setups; or by failure to provide a performance guarantee for parameter values within the optimal regime defined by the information theoretic limits. In particular, it has been shown that a naive sparsity model is not a strong enough prior for identifiability in the blind deconvolution problem. Instead, in addition to sparsity, we adopt a conic constraint, which enforces spectral flatness of the signals. Under this prior together with random dictionary models, we show that the unknown sparse signals can be recovered from samples of their convolution at a rate scaling near optimally with the problem parameters. We also propose an iterative algorithm that is guaranteed to provide robust recovery at the same near optimal sample complexity provided that certain projection steps in the algorithm are successful. In our analysis, we have not verified the success of these projection steps, but these steps are inactive with high probability. Numerical results show the empirical performance of the iterative algorithm agrees with the performance guarantee.
I. INTRODUCTION
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M. Junge is with the Department of Mathematics, University of Illinois at Urbana-Champaign, Urbana, IL 61801, USA (e-mail: mjunge@illinois. wireless communications, seismic data analysis, speech dereverberation, and medical imaging (cf. [2] ). Without further information, the blind deconvolution problem does not admit a unique solution. However, prior information on signals of interest in practical applications enabled resolution of unknown signals from their convolution. Most approaches formulated the recovery as a regularized or constrained nonlinear least squares problem using prior information.
In particular, subspace and sparsity models have been employed as promising priors and enabled empirical success in many practical applications. For example, a finite impulse response (FIR) model corresponds to a subspace model where the subspace is spanned by the standard basis vectors. Deterministic sparsity models have been employed as a signal prior in applications such as echo cancellation [3] and seismic data analysis [4] . Statistical models with heavy-tailed distributions (e.g., [5] ) also promote sparsity of the solution.
In certain applications, the recovery from sub-sampled convolution is needed. FIR or more general sparsity priors enabled the recovery from a small number of samples of the convolution in superresolution [6] and in parallel MRI [7] . Such applications motivate our inclusion of the subsampled convolution case in this paper. As we will see, our analysis addresses this case with little or no extra effort.
In wireless communications and image processing, the blind deconvolution of a single input signal from multiple channel outputs has been of interest. Under the assumption that the unknown channels responses can be represented as short FIR filters, subspace methods and their algebraic performance guarantees have been studied [8] . Unfortunately, neither algorithms nor theory directly apply to problems with other priors such as sparsity or nonnegativity, in particular when there is only a single channel output. In these more challenging scenarios, commonly used approaches have been alternating regularized least squares, where regularizer terms are tailored to priors given in specific applications. Although these methods were empirically successful, a rigorous performance guarantee has been missing or has been rather limited to date.
By lifting the reconstruction problem to a higher dimensional problem of recovering a rank-1 matrix, Ahmed et al. [9] proposed a convex optimization approach to blind deconvolution. They proved the following near optimal performance guarantee. Under certain subspace models on the signals and assumptions of randomness, with the subspace dimensions proportional (up to a logarithmic factor) to the signal length, 0018-9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. the recovery of the signals is guaranteed with high probability. This performance guarantee has near optimal scaling in the information theory sense: the number of measurements required (equal to the signal length) is proportional up to a log factor to the number of degrees of freedom in the signals. However, the subspace model is not general enough to describe signal priors employed in most practical applications.
Since the first result on a near optimal performance guarantee for blind deconvolution using subspace models [9] , a few subsequent works extended the result in various ways, in particular, in terms of generalizing the signal prior from a subspace model to a sparsity model corresponding to a unionof-subspaces. However, none of these extensions was able to provide a guarantee that is near optimal in the information theoretic sense. Ling and Strohmer [10] proposed a convex relaxation approach that drops the rank-1 constraint in the lifted formulation. Their performance guarantee allows the sparsity level to be almost proportional (up to a logarithmic factor) to the square root of the signal length, which is suboptimal scaling compared to the number of degrees of freedom in the signal model. Chi [11] studied a performance guarantee for a more challenging infinite dimensional blind deconvolution problem, referred to as blind spike deconvolution, where one signal consists of spikes with continuous-valued shifts and the other signal belongs to a random subspace. Her solution too employed a convex relaxation based on an atomic model. The corresponding guarantee was given at a sample complexity proportional to the product of the square of the sparsity level and the dimension of the subspace, which is again not optimal.
Motivated by blind deconvolution with sparsity priors and by other bilinear inverse problems sharing a similar structure, some of the authors of this paper together with Yihong Wu proposed an iterative algorithm called the sparse power factorization (SPF) [12] . Similar to the aforementioned two theoretical works [9] , [13] , a general bilinear inverse problem was lifted to the problem of recovering a simultaneously sparse and rank-1 matrix. In a prototypical setup, where the linear measurements are obtained as inner products with i.i.d. Gaussian matrices, a near optimal performance guarantee for SPF was shown, which achieves (up to a logarithmic factor) the information theoretic fundamental limit. Furthermore, empirically, SPF outperformed combinations of convex relaxations of both low-rankness and sparsity priors. The performance guarantees for SPF were derived based on the restricted isometry property of an i.i.d. Gaussian measurement operator. Unfortunately, the linear operator arising in blind deconvolution does not satisfy such a strong property; hence, the near optimal performance guarantees for SPF [12] do not apply to the blind deconvolution problem in a straightforward manner.
In this paper, as a sequel to the previous work [12] , we propose an alternating minimization algorithm modified from SPF and provide its performance guarantee for the blind deconvolution problem. The linear measurements in the blind deconvolution problem are obtained by inner products with rank-1 matrices. Similar to the matrix completion problem [14] , some notion of incoherence is necessary: in fact, a naive sparsity prior has been shown not strong enough for identifiability in the blind deconvolution problem [15] . Accordingly, in addition to sparsity, we adopt a prior on the signal proposed by Ahmed et al. [9] , expressing a preference for flat spectra in the Fourier domain. In this setup, when the unknown signals are sparse over random dictionaries, we show that robust recovery is possible from samples of the convolution at a rate almost proportional (up to a logarithmic factor) to the sparsity level. Furthermore, under an extra condition that the unknown sparse signals are heavily peaked, i.e. a few dominant components contain a certain fixed fraction of the total signal energy, and provided that certain projection steps in each iteration are successful, 1 the proposed alternating minimization algorithm provides stable recovery at the same sample rate. These are performance guarantees at near optimal scaling of the sample complexity and improve on the known theoretical results in blind deconvolution significantly. (The comparison is presented in Table I .)
The proofs of our theoretical results are based on a new RIP-like property derived in a companion paper [16] . Unlike the aforementioned relevant works [9] - [11] , our performance guarantee, derived under the additional flat spectrum property, provides blind deconvolution at near optimal scaling of the sample complexity. Furthermore, our work is the first to achieve a near optimal performance guarantee for the significantly more challenging recovery problem of blind deconvolution from subsampled data.
Another line of research [13] , [17] - [19] on blind deconvolution has pursued algebraic identifiability results.
Chowdhary and Mitra [13] explored algebraic conditions that enable unique identification of unknown signals in blind deconvolution (and in its generalization to arbitrary bilinear inverse problems) in a deterministic setup. However, their analysis, even in a noise-free scenario without any restriction on computational cost, did not provide a condition for recovery explicitly given in terms of sample complexity. Unlike the earlier algebraic analysis, recent results by Li et al. [17] - [19] provide performance guarantees given explicitly in terms of sample complexity. While these results do not provide a constructive algorithm at a polynomial computational cost, they provide sharp analysis on the relation among model parameters without involving conservative absolute constants. Most notably, a very recent result by Li et al. [19] provides a tight analysis by closing the gap between necessary and sufficient conditions in previous works. Unlike the result in this paper, the extension of these tight algebraic conditions to the subsampled case remains an open problem.
The rest of this paper is organized as follows. The subsampled blind deconvolution problem is formulated with signal priors in Section II and a provably near optimal iterative algorithm and its practical implementation are discussed in Section III. We present performance guarantees via RIPlike properties and their implications for sample complexity in Section IV. The proofs of the main results are presented in Section V. After a discussion of the numerical results in Section VI, we conclude the paper with a summary in Section VII.
II. PROBLEM STATEMENT
A. Notation
Various norms are used in this paper. The Frobenius norm of a matrix is denoted by ¤ F . The operator norm from n p to n q will be ¤ p q . Absolute constants will be used throughout the paper. Symbols C, c 1 , c 2 , . . . are reserved for real-valued positive absolute constants. Symbol β is a positive integer absolute constant. For a matrix A, its element-wise complex conjugate, its transpose, and its Hermitian transpose are respectively written as A, A Â , and A ¦ . For a linear operator A between two vector spaces, A ¦ will denote its adjoint operator. The matrix inner product trÔA ¦ BÕ between two matrices A and B is denoted by Ü A, BÝ. Matrix F È C n¢n will be used to denote the unitary discrete Fourier transform, and stands for the circular convolution. We will use the shorthand notation ÖN × Ø 1, 2, . . . , NÙ. Let J Ö N×. Then, J : C N C N denotes the coordinate projection whose action on a vector x keeps the entries of x indexed by J and sets the remaining entries to zero. The identity map on C N¢N will be denoted by id. The unit sphere in C N will be denoted by CS N¡1 . Finally, we use N,s to denote the set of s-sparse vectors in C N , i.e. N,s : Ø u È C N u 0 sÙ, where u 0 counts the number of nonzero elements in u.
B. Measurement Model
The subsampled blind deconvolution problem is formulated as a bilinear inverse problem as follows. Let
. . , nÙ denote the ordered set of m distinct sampling indices. Given , the sampling operator S : C n C m is defined so that the kth element of S x È C m is the ω k th element of x È C n for k 1, . . . , m. Then, the m samples of the convolution x y indexed by corrupted by additive noise z constitute the measurement vector b È C m , which is expressed as
Let x, y È C n be uniquely represented as x u and y v over dictionaries , È C n¢N . (The condition for the unique representations will be made clear in the next section.) Then, the recovery of Ôx , yÕ is equivalent to the recovery of Ôu, vÕ. Since each element of b corresponds to a bilinear measurement of Ôu, vÕ, the subsampled blind deconvolution problem corresponds to the bilinear inverse problem of recovering Ôu, vÕ from its bilinear measurements in b, when , , and are known. Ahmed et al. [9] proposed to solve the (fully sampled, i.e. with m n) blind deconvolution problem as recovery of a rank-1 matrix from its linear measurements. By the lifting procedure, bilinear measurements of Ôu, vÕ are equivalently rewritten as linear measurements of the matrix X uv Â , i.e.
there is a linear operator A :
Then, each element of the measurement vector b corresponds to a matrix inner product. Indeed, there exist matrices
Since the circular convolution corresponds to the elementwise product in the Fourier domain, the matrices are explicitly expressed as
where f denotes the th column of the unitary DFT matrix F È C n¢n . The blind deconvolution problem then becomes a linear inverse problem with a matrix-valued unknown variable X that is additionally constrained to the set of rank-1 matrices.
In the lifted formulation, a reconstruction Ô X of the unknown matrix X is considered successful if it satisfies the following stability criterion:
for an absolute constant C. This is a natural criterion, requiring the relative reconstruction error to be at most proportional to the noise to signal ratio in the measurements. Indeed, up to the particular value of C, this is the best one could hope for in the linear inverse problem (1) even if the system of linear equation were fully determined. Furthermore, this definition of success is free of the inherent scale ambiguity (x y Ôα ¡1 xÕ Ô αyÕ, α 0) in the original bilinear formulation.
The shift ambiguity coming from the circular convolution is removed when the dictionaries and are not shift-invariant, i.e. not all circular shifts of the atoms in and are also included in and , respectively. Once Ô X is recovered, u (resp. v) is identified up to a scale factor as the left (resp. right) factor of the rank-1 matrix Ô X .
C. Priors on Signals
The subsampled blind deconvolution problem does not admit a unique solution and cannot be solved without placing some restrictions on the unknown signals. In this paper, we use priors based on sparsity models to solve the sub-sampled blind deconvolution problem.
First, we assume that signals x and y are sparse over dictionaries È C n¢N and È C n¢N , respectively. In other words, the coefficient vectors u and v are sparse at sparsity levels s 1 and s 2 , respectively, which we denote by u È N,s 1 and v È N,s 2 , where N,s is the set of s-sparse vectors in C N . The representation x u (resp. y v) is unique if krankÔ Õ 2s 1 (resp. krankÔ Õ 2s 2 ), where krankÔ Õ denotes the Kruskal rank of , which is the maximum number k such that any subset of k columns of is a linearly independent set. Geometrically, u (resp. v) belongs to the union of all subspaces spanned by s 1 (resp. s 2 ) standard basis vectors. Equivalently, the signal x belongs to a union of subspaces, each spanned by s 1 columns of (with an analogous statement for y). From this perspective, the subspace model considered by previous authors [9] corresponds to the special case where the particular subspace in the union to which u (resp. v) belongs is known a priori.
A union of subspaces model has proved to be an effective prior for various ill-posed linear inverse problems, including, most notably, reconstruction in compressed sensing. However, blind deconvolution is a more challenging ill-posed bilinear inverse problem and it has been shown [15] that sparsity alone does not provide a prior strong enough for stable recovery in blind deconvolution. Therefore, we augment the sparsity prior by an additional prior called "spectral flatness" [9] .
For a signal x È C n , its spectral flatness parameter is defined by
Clearly, sfÔxÕ 1 for any x È C n , with equality achieved by a signal with a perfectly flat spectrum. The set C μ of signals at spectral flatness parameter up to μ is then
Combining these constraints with the sparsity constraints over dictionaries and , respectively, we assume that x È N,s 1
In fact, the "flatspectrum" property with sfÔyÕ
OÔlog NÕ was crucial in deriving a near optimal performance guarantee under the subspace model [9] . The same property was also used in the analysis of blind deconvolution in random mask imaging under a different name: "coherence of blurring kernel" [20] , [21] . In these works, the sample complexity is proportional to the parameter μ. On the other hand, known sufficient conditions for the unique identifiability of the solution to blind deconvolution [18] , [19] do not require this spectral flatness. We suspect that the spectral flatness might be necessary for robust recovery under additive noise or recovery using polynomial-time algorithms.
The non-convex cone C μ does not share some of the useful properties satisfied by a union of subspaces N,s . For example, whereas N,s satisfies N,s N,s 2s , C μ does not satisfy the analogous property C μ C μ C 2μ . Technically, as we will see, the lack of this property requires new RIP-like properties to derive our guarantees. We derive such RIP-like properties in a companion paper [16] .
Note that the equivalence between the bilinear formulation and the lifted rank-constrained linear formulation remains valid in the presence of the additional constraints corresponding to the signal priors. In the lifted formulation, X is factorized as X uv Â subject to the constraints that
Although factorizing a rank-1 matrix as the outer product of two vectors involves a scale ambiguity, this has no effect on the constraints: since the sets N,s 1 , C μ 1 , N,s 2 , and C μ 2 are closed under scalar multiplication, the constraints due to signal priors in the lifted formulation coincide with those assumed for the bilinear formulation.
Our performance guarantees in this paper apply to signals in the intersection N,s C μ . While the sparsity prior is well accepted as a signal model in applications including blind deconvolution, the spectral flatness prior is a relatively new concept, introduced only recently [9] . Therefore, it is of interest to understand the relation between the two priors, or equivalently, the constraint sets N,s and C μ . In the remainder of this section, we discuss how the two constraint sets, respectively corresponding to the sparsity (over the dictionary ) and spectral flatness priors, are related. In particular, we analyze this relationship in the setup where is a random matrix whose entries are i.i.d. with the circular complex normal distribution CN Ô0, 1ßnÕ. (Later, we will derive performance guarantees with optimal scaling on parameters in this setup.)
We consider the following three questions:
C μ -that is, when does the sparsity condition subsume the spectral flatness condition? (ii) When is N,s C μ a proper subset of N,s -that is, when is the spectral flatness constraint active? (iii) For the choice μ OÔlog NÕ (independent of s), which is favorable for our performance guarantee, does the intersection
C μ contain signals u with u 0 close to s -that is, is the combined prior not too restrictive?
The answer to the first question is provided by the following proposition, proved in Appendix A. 
Then, with probability 1 ¡ N ¡β , the worst case spectral flatness parameter for u È N,s is upper-bounded as
By Proposition 1, for u È N,s , subject to (7), we have with high probability that sfÔ uÕ OÔ u 0 log NÕ. It follows that there exists an absolute constant c such that subject to (7), if μ cs log N 1¡η , then with high probability, N,s C μ , and the spectral flatness constraint is not active.
The answer to Question (ii) is provided by the following proposition, proved in Appendix B.
Proposition 2: Let È C n¢N be a random matrix whose entries are i.i.d. following CN Ô0, 1ßnÕ. Let η È Ô 0, 1Õ. There exists an absolute constant C for which the following holds. Suppose (7) holds (for given η and C). Then, with nonzero probability (approximately 0.5), there exists an s-sparse u such that
It follows that if μ is sublinear in s, then N,s is not necessarily contained in C μ , and the spectral flatness constraint may be active.
As an aside, Proposition 2 demonstrates that the (probabilistic) upper bound in Proposition 1 on the worst case spectral flatness for u È N,s is nearly tight (up to a logarithmic factor).
Our Question (iii) above is motivated by the following considerations. Our performance guarantees in Section IV will hold with sample complexity of m OÔsμ log 6 NÕ. Near optimal scaling of parameters is achieved when μ OÔlog NÕ. In this case, the performance guarantees do not apply to all s-sparse signals but rather to those s-sparse signals whose spectral flatness parameter is upper bounded by μ OÔlog NÕ.
One may wonder whether posing both priors simultaneously might be too restrictive, in particular at spectral flatness parameter up to μ OÔlog NÕ. More specifically, one may suspect that only very sparse u with u 0 OÔ1Õ satisfies u È C μ . We show that in fact, this is not the case and there still exist many s-sparse signals at spectral flatness parameter up to μ OÔlog NÕ. The following proposition, proved in Appendix C, answers Question (iii) in the positive. 
III. BLIND DECONVOLUTION BY ALTERNATING MINIMIZATION
A. Sparse Power Factorization With Projection Onto Spectrally Flat Signals
We propose an alternating-minimization algorithm for subsampled blind deconvolution that iteratively updates estimates of u and v by alternating between two subproblems, each defined by fixing an estimate of the other signal.
Recall that the linear operator A is represented by m measurement functionals defined by the matrices ÔM Õ m 1 .
When v is fixed, the action of A on uv Â reduces to a linear operation on u. The corresponding linear operator has a matrix representation, denoted by A R ÔvÕ È C m¢N , which is a linear function of v and is expressed as
Similarly, when u is fixed, the action of A on uv Â reduces to a linear operation on v. The corresponding linear operator is represented by a matrix-valued linear function of u given by
By the definitions of A R ÔvÕ and A L ÔuÕ, it follows that
The blind deconvolution algorithm is then described as follows.
Given an estimatev of v, the estimation of u is cast as a constrained linear inverse problem:
Since finding the exact solution to (12) is NP hard, we instead propose to compute an approximate solution to (12) in the following two steps: (i) compute a constrained least squares solutionũ only with the sparsity constraint; (ii) compute the projectionx of ũ onto the set N,s 1 C μ 1 , i.e. find the point in the set that is closest to ũ in the 2 norm. Note that the set
where J denotes the submatrix of obtained by keeping only the columns indexed by J . Computing the projection of ũ onto N,s 1 C μ 1 identifies the set RÔ J AE Õ C μ 1 nearest to ũ, where
Therefore, in the course of computingx, we obtain its sparse representationx û, whereû is supported on J AE .
The first step, of computingũ, corresponds to a standard sparse recovery problem, which can be readily solved by existing algorithms with an RIP-based performance guarantee 2 (e.g., hard-thresholding pursuit (HTP) [22] , compressive sensing matching pursuit (CoSaMP) [23] , and subspace pursuit [24] ). To present a concrete performance guarantee, we employ for this step the HTP algorithm, summarized in Algorithm 3. 3 Other choices will provide the same performance guarantee (for this step and for the resulting entire blind deconvolution algorithm). The previous estimatev is normalized before the application of the HTP algorithm. In this way, HTP with the step size set to 1 provides a performance guarantee.
The estimation of v for a given estimateû of u is cast as a very similar constrained linear inverse problem. The forward system is defined by A L ÔûÕ and the constraint set is given as Øv È C n :
The same strategy is employed to solve this subproblem. The entire blind deconvolution algorithm that alternates between the two subproblems is summarized below as Algorithm 2.
Alternating minimization is a popular heuristic for bilinear inverse problems, but it may get stuck at local minima. Therefore, it is crucial to find a good initialization. We propose a simple and guaranteed initialization scheme summarized in Algorithm 1 (which is a modified form of the thresholding initialization of SPF [12] 
for J Ô J 2 . If μ 2 is large enough (an explicit condition is discussed in Section IV-C), Algorithm 1 will terminate to satisfy s 0 s 2 and (13) 
and
Furthermore, v 0 is not only feasible but also a "good" initialization (close to v in the appropriate sense) because the rank-1 approximation of Ô
is close to uv Â when the RIP-like properties in Section IV hold. 3 We stop Algorithm 3 if the relative change between consecutive iterates ( x t 1 ¡x t 2 ß x t 2 ) is less than a certain threshold. Similar stopping conditions are used for Algorithms 2 and 4. 
B. Practical Implementation With an Approximate Projection
Computing the exact projection onto the set
is not a trivial task because of the intersection structure. To provide a practical algorithm, we propose to replace the exact projection steps of Algorithm 2 (lines 7 and 10) by
where approx_proj is described in Algorithm 4. Algorithm 4 first checks whether the input ũ belongs to the intersection N,s C μ . When incorporated into Algorithm 2, the inputũ t (resp.ṽ t ) already belongs to N,s 1 (resp. N,s 2 ). In particular, as shown in Section II-C, when 
is i.i.d. Gaussian, the spectral flatness parameter of ũ for an arbitrary fixedũ È N,s 1 is OÔlog NÕ with high probability. Therefore, in most iterations of Algorithm 2, the projection step in Algorithm 4 finishes trivially after its first iteration. We verified this empirically through the simulations in Section VI. If the initialization of Algorithm 4 is outside the intersection, we apply alternating projections between the two sets C μ and N,s . First, the projection onto N,s is a standard sparse recovery problem and one can use one of the known algorithms. We use the HTP algorithm (Algorithm 3) for this step in the simulation of Section VI. Second, for the projection on C μ , we derive a computationally efficient algorithm, summarized in Algorithm 5. As stated in the following theorem, proved in Appendix D, Algorithm 5 is guaranteed to compute the exact projection onto C μ .
Theorem 4: The outputx of Algorithm 5 for an input
Remark 5: The set of minimizers to (14) is not necessarily a singleton.
IV. MAIN RESULTS
We provide performance guarantees for subsampled blind deconvolution at near optimal scaling of the sample 
2 ξξ ¦ ζ complexity under the scenario that dictionaries and are i.i.d. Gaussian. More precisely, we assume that , È C n¢N are mutually independent random matrices, whose entries are also independent and identically distributed following a zero-mean and complex normal distribution CN Ô0, 1ßnÕ.
Our first main result, stated in the next theorem, demonstrates that stable reconstruction is possible at near optimal sample complexity.
To simplify notation, define a set M s 1 ,s 2 ;μ 1 ,μ 2 parameterized by s 1 , s 2 , μ 1 , and μ 2 as follows:
Then, for an element uv Â of M s 1 ,s 2 ;μ 1 ,μ 2 , the sparsity level of u (resp. v) is upper-bounded by s 1 (resp. s 2 ). On the other hand, the spectral flatness parameter of u (resp. v) is upper-bounded by μ 1 (resp. μ 2 ). When μ 1 , the constraint on the spectral flatness of u is not active; hence, Similarly, we have
Theorem 6: There exist absolute numerical constants C 0 and β È N such that the following holds for sufficiently large N. 4 Let A : C N¢N C m be defined by (3) and (4) 
This sample complexity has near optimal scaling compared to the number of degrees of freedom in the underlying signal model.
Our second main result asserts that, under an additional condition (peakiness of u and v), the same near optimal performance guarantee is achieved by Algorithm 2.
Let T c be defined by
Then, T c consists of outer products of heavily peaked vectors u and v. 5 The peakiness of u and v enables the indices of u and v corresponding to the largest magnitudes to be easily captured by simple thresholding procedures. Under certain conditions, which will be specified later, this will further imply that the estimation error in the initialization by Algorithm 1 is bounded below a certain threshold. 
Algorithm 2 produces a stable reconstruction of X satisfying (5).
The conditions μ 2 C log N and that is an i.i.d. Gaussian matrix in Theorem 7 guarantee that Algorithm 1 produces v 0 that satisfies v 0 È C μ 2 . (The detailed discussion is deferred to Section IV-C.) The initialization in Algorithm 2 is asymmetric in the sense that it involves an estimate of only the right factor v. Therefore, this condition is assumed only for μ 2 . 4 See Remark 14 to see the requirement on N that depends on β. 5 If u c u 2 for an absolute constant c È Ô 0, 1Õ, there is at least one large element in u which dominates most nonzero elements in magnitude. This motivates the term "peakiness". However, estimating only these dominant components does not provide an acceptable recovery of u.
Similarly to Theorem 6, when μ 1 OÔlog NÕ and μ 2 OÔlog NÕ, the sample complexity in Theorem 7 reduces to m OÔÔs 1 s 2 Õ log 6 NÕ, which is near optimal.
Remark 8: One might expect the probability of correct recovery to increase with m, whereas in both Theorems 6 and 7, β, which determines the bound on correct recovery, is an absolute constant. This is an artifact of our proof technique, and suggests that tighter bounds on the actual probability of correct recovery may be possible.
The rest of this section is devoted to proving Theorems 6 and 7. We first introduce RIP-like properties and their probabilistic guarantees in Section IV-A. Then, deterministic performance guarantees given by these RIP-like properties are presented in Sections IV-B and IV-C. Combining these deterministic guarantees with the results in Section IV-A, proves the probabilistic guarantees of Theorems 6 and 7.
A. RIP-Like Properties
The previous work [12] derived performance guarantees using the RIP of A restricted to the set of rank-2 and Ôs 1 , s 2 Õ-sparse matrices. This property holds with high probability at near optimal sample complexity when each measurement is obtained as an inner product with an i.i.d. subgaussian matrix. However, the same RIP result is not available for the linear operator A in blind deconvolution with random dictionaries (even when the full samples of the convolution are available). Instead, various RIP-like properties hold with high probability at near optimal sample complexity, which will lead to performance guarantees for (subsampled) blind deconvolution. We introduce these RIP-like properties in this section.
The restricted isometry property (RIP) was originally proposed to show the performance guarantee of 1 -norm minimization in compressed sensing [25] . We will state our main results in terms of various RIP-like properties, which are instances of a generalized version of the RIP stated below. We consider the case where the Hilbert space H consists of n ¢ n matrices. The main results in the next sections are stated in terms of the following three RIPlike properties of the linear operator A defined by (3) and (4) 
B. Identifiability of Blind Deconvolution of Sparse Signals
Our first result in the following proposition asserts that under the aforementioned RIP-like properties, the linear operator A preserves the distance between two matrices in M s 1 s 1 ,2s 2 ;μ 1 , , M 2s 1 ,s 2 ; ,μ 2 , δß2Õ-ROP 
In other words,
In other words, Ô X is a stable reconstruction of X from the noisy measurements b AÔXÕ z. In the noiseless case (z 0), (18) implies that X is uniquely identified as Ô X. Combining the above result with Theorem 13 proves Theorem 6.
C. Guaranteed Blind Deconvolution by Alternating Minimization
Performance guarantees for blind deconvolution by Algorithm 2 are given in this section in terms of the RIP-like properties of Section IV-A. The following conditions are assumed for the analysis in this section:
The assumption in (A2) implies that the signal-to-noise (SNR) ratio in the measurement vector is higher than a certain threshold. Although the performance guarantees in Propositions 16 and 17 require this high SNR condition, it is empirically observed that the algorithm operates successfully at a moderate SNR (cf. Section VI). 
D. Sufficient Conditions for Performance Guarantee With an Approximate Projection
Next, we establish that (under certain technical conditions) the performance guarantee in Proposition 16 holds without requiring the exact projection steps in Algorithm 2. Suppose that u t (resp. v t ) is obtained fromũ t (resp.ṽ t ) using an approximate projection, e.g., the alternating projections in Algorithm 4, instead of the exact projection in Line 7 (resp. Line 10) of Algorithm 2. Suppose that the following conditions are satisfied by the approximate projections in addition to the assumptions of Proposition 16: 1) u t È N,s 1 C μ 1 and one of the following conditions is satisfied:
2) v t È N,s 2 C μ 2 and one of the following conditions is satisfied:
Then, the performance guarantee in Proposition 16 remains valid with the replacement of the exact projections by the approximate projections in the projection steps of Algorithm 4. Note that the above conditions are satisfied by the exact projections in Algorithm2. However, it remains an open question to determine whether they are also satisfied by the alternating projections in Algorithm 4.
V. PROOFS
A. Proof of Proposition 15
Let X uv Â and Ô X ûv Â . Without loss of generality, we 
Since we assumed û 2 1, it follows that ρû ûû ¦ u P RÔûÕ u.
Therefore,
Üu ¡ ρû,ûÝ Ü P RÔûÕ Ã u,ûÝ 0.
Similar to the previous two cases, the ÔM s 1 ,2s 2 ;μ 1 , , M 2s 1 ,s 2 ; ,μ 2 , δß2Õ-ROP of A implies that the magnitude of the last term in (22) is upper-bounded by
By plugging (23), (24), and (25) into (22), we continue as follows:
where the second step holds by the inequality of arithmetic and geometric means, and the fourth step follows since
By symmetry, we also have
B. Proof of Proposition 16
Due to the similarity between Algorithm 2 and the SPF algorithm, the performance guarantee for iterative updates in Algorithm 2 is derived by modifying the corresponding part in the analysis of SPF [12, Th. III.6 and its proof in Sec. VII.A].
We first show the convergence of the angle between u t and u (resp. v t and v) given by sinÖ 
In the previous work [12] , it was first shown that the RIP of A for all rank-2 and Ô3s 1 , 3s 2 Õ-sparse matrices implies the 
where C HTP δ is defined by
In fact, the choice of δ in Proposition 16 implies 2δC HTP δ 1 δß 1 ¡ δ 1.
Proof of Lemma 19:
We only prove the part in (26) that bounds the estimation error in u t . The proof for the other part in (27) 
Let J 1 be an arbitrary subset of ÖN × with J 1 s 1 . Then, we have
where ÔM s 1 ,2s 2 ,μ 1 , , M s 1 ,s 2 , ,μ 2 , δÕ-ROP of A implies the last inequality with the following facts:
An RIP-based performance guarantee of HTP [22, Theorem 3.8] 6 implies that the iterates in HTP converges toũ t satisfying
where Ô J denotes the support ofũ t and the constant C HTP δ is given by 6 In fact, it is also possible to show that HTP converges in finite steps tõ u t with a comparable error bound, where only C HTP δ increases by a constant factor (c.f. [12, Lemma 7.1]).
Therefore, (29) and the Ô 3s 1 By the above results, we have
where the last step follows from the fact thatũ t ¡ Ô v ¦ t ¡1 vÕu È 2s 1 and satisfies the Ô 2s 1 , δÕ-RIP.
On the other hand, since
Combining (31), (32), and (33) gives
The left-hand-side of (34) is bounded from below as
Combining (34) and (35) gives
Finally, by Theorem 15, we have
which completes the proof. Lemma 20 [12, Lemma 7.7] : Assume the setup of Proposition 16. Define
(Note that ϒ is not empty when δ and ν are set as in
where C 1 is given by
Then, it remains to bound the estimation error uv Â ¡ u t v Â t F . Without loss of generality, we may assume u 2 1. When v t is updated, u t is normalized in the 2 norm. The error is decomposed as
As shown in the proof of Lemma 19, we have
Therefore, via the Pythagorean theorem, we derive an upper bound of the estimation error given by
Finally, by applying Lemma 20, we get
C. Proof of Proposition 17
First, we show that v 0 satisfies the feasibility condition in (20) . Note that if (13) is satisfied for a particular set Ô J , then it is also satisfied for all subsets of Ô J . Since (13) is satisfied for all J Ö N× of size s 0 , indeed, it is satisfied for all J Ö N× of size up to s 0 . In particular, (13) , there were steps implied by the RIP of A that holds all ranktwo and Ô2s 1 , 2s 2 Õ-sparse matrices at near optimal sample complexity. However, the linear operator A in subsampled blind deconvolution does not provide this property. In this proof, we show that these steps hold by the RIP-like properties and (13) as a series of lemmas. Then, we will obtain the desired property in (21) .
Lemma 21: Assume the setup of Proposition 17. Then,
(37) Proof of Lemma 21: First, we verify that (37) is derived from the ÔM s 1 ,s 2 , ,μ 2 , M s 1 ,s 2 , ,μ 2 , δÕ-RAP of A as follows:
where the first step follows from the definition of the spectral norm, and the second step from the fact that all s 0 -sparsev supported on Ô 
where the inequality holds by the Ô N,s 1 , δÕ-RIP of A R Ôv Õ, which follows by the following two facts: i) allv supported on Ô
Ð Next, we derive (21) using Lemmas 21 and 22. The first step is to compute an upper bound on the angle between v 0 and v using the non-Hermitian sin θ theorem [28, pp. 102-103 ]. This step is analogous to [12, Lemma 7.10] and is summarized as the following lemma.
Lemma 23 (Analog of [12, Lemma 7.10] for Blind Deconvolution): Under the setup of Proposition 17, we have
(39) Proof of Lemma 23: Let Z :
where the second inequality follows from Lemmas 21 and 22, and the last step holds since
Similarly, the difference E is bounded in the spectral norm by E J 1 . By Lemmas 21 and 22, the left-hand-side of (44) is upper-bounded by
and the right-hand-side of (44) is lower-bounded by
Therefore,
which implies
Finally, we verify that (42) together with (45) implies (41). This procedure is identical to the corresponding part in the previous work and we refer the details to [12, p. 30 
VI. NUMERICAL RESULTS
A. Random Gaussian Dictionary
In this section, we conduct numerical experiments to test the empirical performance of the alternating minimization algorithm (Algorithm 2). In particular, we verify the following aspects:
1) When the measurement is noiseless, the largest sparsity level, for which the reconstruction in Algorithm 2 is successful, is proportional to the length m of the measurement vector. 2) When the measurement is noisy, Algorithm 2 can produce stable reconstruction in the same optimal regime. In all the experiments, we synthesize the dictionaries , È R n¢n such that the entries are independent and identically distributed following a Gaussian distribution N Ô0, 1ßnÕ. The coefficient vectors u, v È R n have s s 1 s 2 nonzero entries. The supports are chosen independently and uniformly at random, and the nonzero entries are independent and identically distributed following a Gaussian distribution N Ô0, 1Õ. The measurement vector is synthesized using (2), and the reconstructionX using Algorithm 2 with approximate projections is observed. In fact, in this experiment,ũ t (resp.ṽ t ) satisfied ũ t È C μ 1 (resp. ṽ t È C μ 2 ) for all t during the iteration. Therefore, the approximate projection in Algorithm 4 terminates trivially without any iteration. This agrees with Proposition 3. The signal-to-noise ratio of the measurement is computed as SNR : ¡ 20 log 10
The reconstruction is declared successful if the reconstruction signal-to-distortion ratio (RSDR), defined by RSDR : ¡ 20 log 10
is larger than a certain threshold. We conduct experiments under three noise levels, where the measurement SNR's are (noiseless), 40dB, and 20dB, respectively. The cut-off thresholds of RSDR for the three noise levels are 60dB, 30dB, and 10dB, respectively.
We first consider the measurement model without subsampling, where every element of the convolution is observed and m n. To observe how the largest sparsity level s for successful reconstruction varies with m, we compute the empirical success rate for different values of m and s. The results for three noise levels are shown in Figures 1a, 1b, and 1c . We also conduct an experiment for the measurement model with subsampling. The sampling operator S is uniform subsampling by a factor of 2. In this case, every other element of the convolution is observed and the number of measurements is m nß2. The result for noiseless measurements is shown in Figure 1d .
Judging by the results in Figures 1a and 1d , we can tell that, with or without subsampling in the measurements, when the length m of the measurement vector is large, the largest sparsity level s for successful reconstruction is proportional to m. This observation verifies the prediction of our theoretical analysis. Comparing the results from Figures 1a, 1b , and 1c, we find that Algorithm 2 with approximate projections is stable even with medium to high levels of noise. Although the reconstruction SDR decreases with the measurement SNR, the regime of successful reconstruction largely remains unchanged. Therefore, despite the high SNR requirement in the theoretical guarantee (Propositions 16 and 17, and Theorem 7), the algorithm performs consistently as the noise level increases.
B. Astronomical Image Deblurring
In this section, we examine how Algorithm 2 performs on astronomical image deblurring. The image x u (i.e. is the identity matrix) is an astronomical image of size 250 ¢ 400, and has 1597 nonzero pixels (Figure 2a) . The convolution kernel y v is a motion blur whose support is a subset of a 7 ¢ 9 box (Figure 2b ). The blurred image is shown in Figure 2c . In the experiment, we set the sparsity level of u to be s 1 1600. For v, to simplify the problem, we assume that its support is given and fixed as 7¢9 box on the top-left corner. Therefore, when computingṽ t , instead of using HTP, we solve a least squares problem. We set upper bounds on spectral flatness parameters to μ 1 1000 and μ 2 20 (the true spectral flatness parameters for x and y are 987.6 and 15.2, respectively). Here, the bases and are both the standard basis. Algorithm 1 reduces to Algorithm 6 shown below. Here, only v 0 is used to initialize Algorithm 2. As reference, u 0 and v 0 are shown in Figures 2f and 2g , respectively.
We ran Algorithm 2 for 50 iterations. The reconstruction u 50 and v 50 are shown in Figures 2h and 2i , respectively. Although the thresholding initialization v 0 is not close to the true blurring kernel v, the resulting reconstruction Ôu 50 , v 50 Õ are much closer to Ôu, vÕ compared to the results obtained from a random initialization in Figures 2d and 2e . Figure 3 compares the results in more detail on zoomed-in part of the reconstructed images.
To demonstrate the effectiveness of projecting u t (resp. v t ) onto the constraint set (the intersection of sparsity and spectral flatness) using Algorithm 4, we repeat the experiment without the projection steps. The corresponding reconstruction 
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u 50 and v 50 are shown in Figures 2j and 2k , respectively. The cosine Ü u, u t Ý ßÔ u 2 u t 2 Õ of the angle between u and u t as a function of t is shown in Figure 4a . The red curve is the result with the projection steps, and the blue curve is the result without the projection steps. Similarly, Figure 4b . Clearly, the approximate projection steps using Algorithm 4 enables faster convergence, thus more accurate reconstruction after a finite number of iterations. In every iteration, the estimate of u t and v t with projection steps are better than (or at least as good as) the estimates without projection steps. This is empirical evidence that the conditions in Section IV-D are satisfied.
VII. CONCLUSION
Near optimal performance guarantees for the subsampled blind deconvolution problem are studied in this paper. Since the pioneering work that achieved a near optimal performance guarantee for blind deconvolution under subspace priors [9] , attempts have been made to involve a more general union of subspaces model, which corresponds to a sparsity model with unknown support. Even without subsampling, which is indeed a difficult component that makes the recovery in blind deconvolution significantly more challenging, existing theoretic analyses were not able to provide a performance guarantee at near optimal relation among model parameters. Similarly to the previous near optimal performance guarantee for blind deconvolution given a subspace model [9] , we assumed a stronger prior than the conventional sparsity, which also enforces spectral flatness on the unknown signals. Under this prior and random dictionary models, we showed that stable recovery from noisy samples is guaranteed with high probability at near optimal sample complexity. Furthermore, we proposed an iterative algorithm, which provides a recovery guarantee at the same sample complexity under extra technical assumptions, in particular on the success of the heuristic for the projection to the feasible set within this algorithm. Although we were not able to verify the condition in our analysis, the projection step is inactive with high probability and hence is not required in most of the iterations. We admit this as weakness of our performance guarantee and will pursue the complete analysis in our future research. ACKNOWLEDGEMENT K. Lee thanks A. Ahmed and F. Krahmer for helpful discussions, which inspired the random dictionary model in this paper.
APPENDIX A PROOF OF PROPOSITION 1 Note that because F is a unitary matrix, F has the same distribution as . By an RIP result on a matrix with gaussian distributed entries (cf. [27] ), it follows that if (7) is satisfied, then with probability 1 ¡ N ¡β 1 , we have PROPOSITION 2 As shown in the proof of Proposition 1, if (7) is satisfied, then (46) holds with high probability, which implies
On the other hand, by fixing the support of u to Ø j 1 , . . . , j s Ù and choosing the i th row of F in the maximization with respect to u, we get a lower bound for
where g i, j k is a standard Gaussian random variable obtained as the j k th entry of the i th row of n F . Note that this lower bound is a Chi-squared random variable with s degrees of freedom; hence, its mean and median are s and sÖ1¡2ßÔ9sÕ× 3 , respectively. In other words, with probability 0.5, there exists
APPENDIX C PROOF OF PROPOSITION 3 Without loss of generality, we may assume u 2 1. Then, n F u 2 2 and the squared magnitude of each entry of n F u correspond to Chi-square random variables with n and 1 degrees of freedom, respectively.
The cumulative density function of n F u 2 2 is upperbounded by
for 0 α 1. Note that 0 Ô 1¡αÕe α 1. Therefore, except with probability exponentially decaying with n, we have that
Similar to the proof of Proposition 1, via a tail distribution of an order statistic, we have
Therefore, with probability 1 ¡ N ¡β ,
for absolute constants c 1 , β 0. Combining (48) and (49) completes the proof.
APPENDIX D PROOF OF THEOREM 4
Note that the image of C μ by the DFT is another cone given by
Since F is a unitary matrix, which preserves 2 norm, the projection satisfies:
Therefore, it suffices to show that ξ ¡2 2 ξξ ¦ ζ is the projection of ζ F x onto the cone Õ C μ .
Since Õ C μ is a cone, it follows that 
When the magnitudes of the components of variableξ is fixed, the denominator of the objective function in (51) is fixed regardless of the phases of the components ofξ , and the numerator is maximized by choosing these phases ofξ identical to those of the corresponding components of ζ . In other words, a maximizer to (51) and ζ have the same phases for corresponding components.
Algorithm 5 constructs ξ so that ξ and ζ have the same phases for their corresponding components. Therefore, the aforementioned necessary condition for the optimality of ξ is satisfied. It remains to show the optimality of the magnitudes of ξ .
Let a Ö a 1 , . . . , a n × Â where a i ξ i 2 for i 1, . . . , n. Since the components of ξ and ζ have the same phases, we only need to show that
whereã Ö a 1 , . . . ,ã n × Â .
In Algorithm 5, only the projection onto the span of ξ is used. Therefore, without loss of generality, we may assume that ξ 2 
