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Abstract 
 
This paper presents an approach to stability analysis and control synthesis of affine fuzzy systems. 
The analysis is based on quadratic Lyapunov functions. The approach considers the nonlinear 
offset terms in affine fuzzy systems as non-vanishing perturbations added to the corresponding 
nominal linear blending systems. The affine fuzzy system is bounded by an ultimate limit if the 
corresponding linear blending system is exponentially stable. A state feedback controller with an 
extra term is designed with guaranteed global stability. The ultimate bounds are determined for 
both the open loop system and the compensated system. 
 
Keywords: affine, fuzzy system, stability analysis. 
 
1. Introduction 
 
In recent years, fuzzy control has attracted growing attention in academic and industrial applications. 
Despite the growing interest in fuzzy systems, the development of systematic methods for analysis and 
design of fuzzy control systems is still at an early stage. In the literature, although the affine fuzzy 
system has been widely applied in the modelling of nonlinear systems, reports on linear hybrid 
systems, and affine hybrid systems, show unevenly distributed interest. Most of the contributions have 
been devoted to the analysis of linear fuzzy systems (e.g. [1], [2]), although there are several, 
relatively recent, interesting contributions on the analysis of affine fuzzy systems or piecewise affine 
systems (e.g. [3]). This paper proposes a new method to investigate the influence of offset terms on the 
stability of affine fuzzy systems by using quadratic Lyapunov functions. It deals with the offset term 
as a ‘non-vanishing’ disturbance of a system, which stabilizes at the origin. 
As is known, the linear local model has its equilibrium point centred at the origin x = 0. In contrast, the 
affine local model is inhomogeneous and has a constant offset term, whose equilibrium point is close 
to, but not at, the origin. Thus, it is more difficult to deal with the stability analysis and controller 
design for affine fuzzy systems.  
The paper is organised as follows. Section 2 briefly introduces affine fuzzy systems. Section 3 
determines the stability limits of open loop affine fuzzy systems based on quadratic Lyapunov 
functions. In section 4, a state feedback controller is employed to compensate the affine fuzzy system 
and the stability bound is determined for the corresponding closed-loop system. Concluding remarks 
are provided in section 5. 
 
2. System Description 
 
Consider the nonlinear system  
( )u,xfx =&                                                                   (1) 
The nonlinear system (1) is approximated by a set of local models, as follows:  
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( ) ( )u,xfu,xx i
N
i
i∑
=
=
1
ρ&      (2), 
where state vector Nx ℜ∈ , input Pu ℜ∈ , the model ( )::,f i  is one of N  vector functions of the states 
and the input, and is valid in a region defined by the scalar validity function )u,x(iρ ; )u,x(iρ  are 
normalised membership functions of the rule satisfying 10 ≤≤ )u,x(iρ  and ( ) 1=∑ u,xi iρ . 
Typically, the local models if  are chosen to be of affine form ( ) iiii duBxAu,xf ++= , resulting in 
constituent dynamic systems ∑i given by: 
   ( ) ( ) ( )u,xduu,xBxu,xAx ++=&                                    (3), 
where ( ) ( ) i
N
i
i Au,xu,xA ∑
=
=
1
ρ , ( ) ( ) i
N
i
i Bu,xu,xB ∑
=
=
1
ρ  and ( ) ( ) i
N
i
i du,xu,xd ∑
=
=
1
ρ . 
 
3.  Quadratic Stability of the Fuzzy System  
 
3.1  Linear Fuzzy Systems 
 
For a fuzzy system with linear local models, whose offset terms fade to zero, a common sufficient 
condition for stability is given by analysing the Lyapunov function. Recall that the state space 
representation of the local model network is given by equation (2). The open loop system 
corresponding to (3) is  
 xAx i
N
i
i∑
=
=
1
ρ&        (4) 
Each linear component ( )txAi  is called a subsystem. The sufficient conditions for ensuring stability 
are formulated in Theorem 1 ([1]). 
Theorem 1: The equilibrium point of a system (4) is asymptotically stable in the large if there exists a 
common positive definite matrix P such that  
0<+ i
T
i PAPA , N,,,i L21=                                 (5) 
i.e., a common P has to exist for all subsystems to guarantee stability. In this case, the nominal global 
system has a uniformly exponentially asymptotically stable equilibrium point at the origin. To check 
stability i.e. to find a common positive quadratic Lyapunov function P, or to show that there is no such 
common P that exists for the system, converts to a problem of solving linear matrix inequality (LMI) 
functions. Numerically, LMI problems can be solved efficiently by means of some powerful 
mathematical tools, such as the MATLAB LMI toolbox. 
 
3.2 Affine Fuzzy Systems 
 
For a linear fuzzy system, the global equilibrium point is centered at the origin. In contrast, the affine 
local model allows its equilibrium point to be close to, but not centered at the origin [4], because the 
offset term in each affine local model doesn’t fade to zero, but is instead a constant. Thus, the origin x 
= 0 may not be the equilibrium point of the affine fuzzy system. Thus, the stability of the system with 
the origin as an equilibrium point may no longer be studied, nor is there an expectation that the 
solution of the offset term approachs the origin as ∞→t .  
One possibility is to consider the offset term ( )u,xd  in equation (3) as a non-vanishing perturbation. It 
is hoped that if the ‘perturbation term’ ( )u,xd  is small in some sense, then ( )tx  will be ultimately 
bounded by a small bound i.e. ( )tx  will be small for sufficiently large t. 
Consider the open-loop system as in equation (3) and rewrite it as follows: 
  i
N
i
ii
N
i
i dxAx ∑∑
==
+=
11
ρρ&                                        (6) 
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Note that equation (4) is termed a ‘nominal system’ and equation (6) is termed a ‘perturbed system’ 
for convenience. Suppose the nominal system (4) has a uniformly asymptotically stable equilibrium 
point at the origin, what can be said about the stability behaviour of the perturbed system (6)? A 
natural approach to address this question is to use the Lyapunov function for the nominal system as a 
Lyapunov function candidate for the perturbed system. The new element here is that the ‘perturbation 
term’ will not vanish at the origin i.e. the origin will not be an equilibrium point of the perturbed 
system. Therefore, the problem can no longer be studied as a question of the stability of equilibrium 
points. The best that can be hoped for is that the perturbation term, bounded by a small bound ( )tx , 
will be small for sufficiently large t. 
From Theorem 1, it is known that if there is a common positive definite P existing for all the local 
linear models, then ( ) Pxxx,tV T=  is a Lyapunov function of the global blending system (4). The 
conditions to ensure the global stability of system (6) are more complicated, as more analysis needs to 
be performed. As a special application of the ultimate boundedness theory [5], Lemma 1 is first 
considered. 
Lemma 1: Let x = 0 be an equilibrium point for the blended system in equation (4), where iA  is 
Hurwitz. Let ( )xV  be a Lyapunov function of the nominal system. Then V satisfies the inequalities: 
( ) 222
2
21 xcxVxc ≤≤                                            (7) 
2
23
1
xcxA
x
V
i
N
i
i −≤∂
∂ ∑
=
ρ                                       (8)  
24
2
xc
x
V
≤
∂
∂
                                                   (9), 
for some positive constants 1c , 2c , 3c  and 4c , where ( )Pc minλ=1 , ( )Pc maxλ=2 , ( )( )iminNi Qminc λL13 ==  
and ( )Pc maxλ24 = . 
Proof: Assuming that the Lyapunov function is defined as ( ) PxxxV T= , P being the common positive 
definite matrix, then 
( ) ( )IPPIP maxmin λλ ≤≤  
⇒ ( ) ( ) ( )xPxxVxPx maxTminT λλ ≤≤  
⇒ ( ) ( ) ( ) 22
2
2 xPxVxP maxmin λλ ≤≤ . This result proves (7). 
xPAAPxxA
x
V TN
i
ii
N
i
i
T
i
N
i
i i 





+=
∂
∂ ∑∑∑
=== 111
ρρρ xQx
N
i
ii
T∑
=
−=
1
ρ  
( ) ( )( )iminNiimin
N
i
i QminxQ λλρ
L1
2
2
1 ==
−≤−≤ ∑ . This result proves (8). 
( ) 2222
2
222 xPxPPx
x
V
max
T λ≤≤≤
∂
∂
. This result proves (9). 
Now some special scalar functions are introduced and Theorem 2 ([5]) is outlined, which will help to 
characterize and study the stability behaviour of the affine fuzzy systems. 
Definition 1: A continuous function ),[)a,[: ∞→ 00α  is said to belong to the class K function if it is 
strictly increasing and ( ) 00 =α . It is said to belong to the class ∞K  function if ∞=a  and ( ) ∞→rα  
as ∞→r . 
Definition 2: A continuous function ),[)a,[: ∞→ 00β  is said to be a class KL function if for each 
fixed s, the mapping ( )s,rβ  belongs to class K with respect to r, and for each fixed r the mapping 
( )s,rβ  is decreasing with respect to s and ( ) ∞→s,rβ  as ∞→r . 
Theorem 2: Let }rx|Rx{D n <∈=  and nRD),[:f →×∞0  be piecewise continuous in t and 
locally Lipschitz in x. Let RD),[:V →×∞0  be a continuous differentiable function such that 
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 ( ) ( ) ( )xx,tVx 21 αα ≤≤  and ( ) ( ) 03 >≥∀−≤∂
∂
+
∂
∂
µα x,xx,tf
x
V
t
V
        (10), 
,t 0≥∀ ,Dx∈∀ where ( )⋅1α , ( )⋅2α  and ( )⋅3α  are class K functions defined on )r,[ 0  and 
( )( )r112 ααµ −< . Then, there exists a class KL function ( )⋅⋅,β  and a finite time 1t  (dependent on ( )0tx  
and µ ) such that  
( ) ( )( )00 tt,txtx −≤ β , 10 ttt ≤≤∀  and ( ) ( )( )µαα 211−≤tx , 1tt ≥∀   (11), 
( ) ( )( )rtx 1120 αα −<∀ . Moreover, if all the assumptions hold with ∞=r , that is, nRD = , and ( )⋅1α  
belongs to class ∞K , then the inequalities in (11) hold for any initial state ( )0tx . Furthermore, if 
( ) cii rkr =α , for some positive constants ik  and c , then ( ) ( )rsexpkrs,r −=β  with ( ) ckkk 112=  and 
( )ckkr 23= . The inequalities in (11) show that ( )tx  is uniformly bounded for all 0tt ≥ . They also 
show that ( )tx  is uniformly ultimately bounded with an ultimate bound ( )( )µαα 211− . It is significant 
that the ultimate bound is a class K function of µ , because the smaller the value of µ  the smaller the 
ultimate bound. As 0→µ , the ultimate bound approaches zero. Based on Lemma 1 and Theorem 2, 
Theorem 3 is developed for the analysis of the blending of affine local models when the origin of the 
nominal system is exponentially stable. 
Theorem 3: Let x = 0 be an exponentially stable equilibrium point of the nominal system. Let V(x) be a 
Lyapunov function of the nominal system, and for some positive 10 <<θ , the solution of the 
perturbed system x(t) satisfies: 
( ) ( )[ ] ( )00 txttrexpktx −−≤ , 10 ttt <≤∀  and ( ) 1tt,btx ≥∀≤ , 
for some finite time 1t , where 12 cck = , 
( )
2
3
2
1
c
c
r
θ−
= , 
θ
δ
1
2
3
4
c
c
c
cb = . 
Proof: Assume ( )xV  is a Lyapunov function candidate for the perturbation system (7)-(9). The 
derivative of ( )xV  satisfies 
( ) PxxxPxxV TT &&& += PxdxAdxAPx
TN
i
N
i
iiii
N
i
N
i
iiii
T






++





+= ∑ ∑∑ ∑
= == = 1 11 1
ρρρρ  
         xPAAPx
N
i
N
i
T
iiii
T






+= ∑ ∑
= =1 1
ρρ + i
N
i
i
T dPx ∑
=1
2 ρ  
         
( )iNi dmaxxcxc L124
2
23 =
+−≤   (from Lemma 1 and 10 ≤≤ iρ , ∑
=
=
N
i
i
1
1ρ ) 
                      
( ) ( ) 2423
2
231 xcxcxc δθθ −−−−= , ( )iNi dmaxL1==δ  
                      
( ) 2231 xcθ−−≤ , θδ 342 ccx ≥∀  
The application of Theorem 2 completes the proof. 
Theorem 3 shows the effect, from the offset term, of affine models on the properties of fuzzy systems. 
This result demonstrates that if linear fuzzy system (4) is exponentially stable with respect to the 
origin, then the corresponding affine fuzzy system (6) is uniformly bounded with ultimate bound b. 
Moreover, note that the ultimate bound b is proportional to the upper bound on the perturbation 
( )iNi dmaxL1==δ . The ultimate bound can be viewed as a robustness property of nominal systems having 
exponentially stable equilibria at the origin, because it shows that arbitrarily small (uniformly 
bounded) perturbations will not result in large steady-state deviations from the origin. 
 
4. Stabilization via Feedback Control 
 
The standard state feedback stabilization problem for the system (1) is the problem of designing a 
feedback control law, ( )xu γ= , such that the origin x = 0 is an asymptotically stable equilibrium point 
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of the closed-loop system ( )( )x,xfx γ=& . In a typical control problem, there are additional goals for 
the design, like meeting requirements on the transient response or certain constraints on the control 
input, but the discussion in this section is concentrated on the basic problem of stabilizing nonlinear 
systems. 
The most practical way to approach the stabilization problem for nonlinear systems is to appeal to the 
results available in the linear case, that is, via linearization. This approach, however, generally only 
provides a local result, which has an attractive region of robustness locally. Alternatively, fuzzy 
systems formulate instant linear (affine) models to approximate the nonlinear systems continuously, 
and provide the possibility to design a non-local controller, which is conceptually simple and 
straightforward. Linear feedback control techniques can be utilized to stabilize the system. The 
following subsections present the stabilization of linear fuzzy systems by state feedback control first; 
then the results will be applied for the analysis and design of state feedback controllers for affine fuzzy 
systems. 
 
4.1 Linear Fuzzy Control Systems  
 
When state feedback control is employed to design the controller, the main idea is to design each local 
state feedback controller so as to compensate each local model to achieve the desired performance. 
Consequently, the fuzzy control system is formulated by combining these local feedback laws via 
membership functions. 
Assume each pair of ( ii B,A ) is controllable, or at least stabilizable. Design a matrix iF  to assign the 
eigenvalues of iii FBA +  to desired locations in the open left-half complex plane. Then, the fuzzy 
control system based on the state feedback control approach can be written as follows: 
  ( ) ( )txFtu i
N
i
i∑−= ρ                                            (12) 
Substituting (12) into (3) (with 0=)u,x(d  for linear fuzzy systems) gives  
   
( )xFBAx jii
N
i
N
j
ji −=∑∑
= =1 1
ρρ&                               (13) 
Clearly, the origin is an equilibrium point of the closed-loop system. In a similar manner to Theorem 
1, Theorem 4 gives the sufficient conditions to guarantee the stability of system (13). 
Theorem 4: The equilibrium point of system (13) is globally asymptotically stable if there exists a 
common positive definite matrix P such that  
( ) ( ) ,FBAPPFBA jiiTjii 0<−+− for N,,j,i,ji L10 =∀≠⋅ ρρ                                 (14) 
The controller design involves determining the local feedback gains iF , N,,i L1= . The feedback 
gain iF  assures that iii FBA +  are Hurwitz, and that there is a positive definite matrix P satisfying 
Theorem 4. These requirements, on the one hand, satisfy a desired overall closed-loop system 
performance requirement; on the other hand, the global stability of the closed-loop system is 
guaranteed.  
Wang et al. ([2]) proposed the so-called parallel-distributed compensation (PDC) method as a design 
framework for the discrete time system and also modified Tanaka and Sugano’s stability theorem ([1]) 
to include a control algorithm. An important observation in Wang’s approach is that the stability 
problem is structured as a standard feasibility problem with several LMI’s when the feedback gains 
are predetermined, and can be solved numerically using an algorithm named the interior-point method. 
Thus the controller design is simple and natural. Basically, Wang’s stability criterion is adopted and 
tailored here for the analysis of the stability problem in the continuous time domain. 
Rewrite (13) as 
( ) xGxFBAx ijj
ji
iiii
N
i
i
ρρρ ∑∑
<=
+−= 2
1
2
&
 where 
( ) ( ) ji,FBAFBAG ijjjiiij <
−+−
=
2
. (15) 
Therefore theorem 4 may be reformulated as theorem 5 with relaxed constraints. 
Theorem 5: The equilibrium point of system (13) is globally asymptotically stable if there exists a 
common positive definite P matrix such that the following two conditions are satisfied: 
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( ) ( ) ,FBAPPFBA iiiTiii 0<−+−  N,,,i L21=     (16) 
0<+ ij
T
ij PGPG , Nji ≤<      (17) 
As for the affine fuzzy systems, extra tools and analysis are required to obtain a closed-loop system 
with guaranteed stability in addition to meeting the conditions in (16) and (17).  
 
4.2 Affine Fuzzy Control Systems 
 
Assuming a set of state feedback gains iF  exist, which satisfy the conditions in Theorem 5, the idea of 
cancelling the offset term of the affine models is proposed here for controller design. Similar ideas 
have been previously explored (e.g. [6]). It is clear that cancelling the offset term )u,x(d  can be done 
by directly subtracting the control signal u from equation (12). Therefore, using feedback control 
converts an affine local state equation into a controllable linear state equation by cancelling the offset 
term locally. However, because of the interpolation technique involved, the closed-loop system is not 
generally a simple sum of linear subsystems. A detailed analysis is given below. 
Design a set of feedback gains iF  such that each iii FBA +  is Hurwitz. The feedback control signal is  
 ( )xFdu iii
N
i
i +−= ∑
=
σρ
1
     (18), 
where [ ]Ni σσσ L1= , N is the system order. Substituting (18) into (3) results in the overall 
closed-loop system description 
 
( ) ( )jjiij
N
i
N
j
ijii
N
i
N
j
ji dBdxFBAx σρρρρ −+−= ∑∑∑∑
= == = 1 11 1
&
   (19) 
There are two parts to (19). The first part is the same as (13) in section 4.1. It plays a vital role in 
stabilizing the global system; the second part is nonlinear and is parameter dependent (it relies on the 
states, input or output parameters applied in validity functions), due to the interpolation technique 
involved, but it is bounded. Rewrite the second part of (19) as follows: 
  
( )jjiij
N
i
N
j
i dBd σρρ −∑∑
= =1 1
 = ( ) ijj
ji
iiiiii
N
i
i dBd θρρσρρ ∑∑
<=
+−⋅ 2
1
                 (20), 
where ji,)dBd()dBd( iijjjjiiij <
−+−
=
2
σσ
θ . 
Consider the special case that N,,i,BBi L1==  first. Thus,  
2
)dBd()dBd( iijjji
ij
σσ
θ
−+−
=
( )
2
)dBd(dBd jjjiii σσ −+−= . 
If we set 0=− iii dBd σ , N,,i L1= , then 0=ijθ ; thus, the closed-loop system is associated only 
with the first part of (19). Therefore, the cancellation of the offset term leads to a linear system 
description. Consequently, the stabilization problem for the nonlinear system is reduced to a 
stabilization problem for a set of controllable linear systems. A stabilizing linear state feedback 
controller may be subsequently designed to locate the eigenvalues of the closed-loop system in the 
open left half plane, as presented in section 4.1.  
Consider the more general case, i.e. iB  does not have to be equal to jB , ji ≠∀ , then 
2
)dBd()dBd( iijjjjii
ij
σσ
θ
−+−
=
( )
2
)BB)(dd()dBd(dBd jijjiijjjjiiii −−+−+−= σσσσ . 
If we set 0=− iiii dBd σ , N,,i L1= , then 
( )( )
2
jijjii
ij
BBdd −−
=
σσ
θ                                (21) 
ijθ  is proportional to the difference between the model parameters iB , N,,i L1=  and a difference 
functionally related to the designed controller offset parameter iσ , N,,i L1= . Thus the second part 
of (20) can be written as 
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2
2
)BB)(dd( jijjii
j
ji
i
−−
∑
<
σσ
ρρ                           (22) 
Now 10 << iρ , N,,i L1=  is the weighting function of the i
th
 local model, so (22) is bounded by  
( ) ( ) ( )( )jijjii BBddmaxNN −⋅−−⋅= σσδ 8
1
    (23), 
for a finite number N of affine fuzzy systems. Two cases are distinguished: 
1. Consider the case that 1i =ρ  and 0j =ρ , N,,1j,i,ji L=≠ . 
2. Consider that the operating point resides in more than one region iℜ , N,,1i L= , so that the local 
systems are interpolated. This is the general case. 
For special case 1, 0=ijθ  and the design and analysis issue is simplified as discussed previously, i.e. 
when the system has a common B. To deal with the general case, the closed-loop system can be 
written as 
( ) ( )( )jijjiij
ji
ijii
N
i
N
j
ji BBddxFBAx −−+−= ∑∑∑
<= =
σσρρρρ 2
1 1
&
  (24) 
Equation (24) includes an offset term, which is nonlinear parameter dependent. Applying the stability 
analysis in section 4.2, Lemma 2 is developed. 
Lemma 2: The affine fuzzy system (3) is uniformly bounded for all 0tt ≥  via state feedback controller 
(18), if there exits a positive definite matrix P, which satisfies (16) and (17). Let PxxV T=  be a 
Lyapunov function of the system (3), for some positive 10 <<θ , then the solution of the system ( )tx  
satisfies 
( ) ( )[ ] ( )00 txttrexpktx −−≤ , 10 ttt <≤∀  and ( ) 1tt,btx ≥∀≤  
for some finite time 1t , where 12 cck = , 
( )
2
3
2
1
c
c
r
θ−
= , 
( )
θ
δλ
1
2
3
2
c
c
c
Pb max= . 
Proof: Assume PxxV T=  is the Lyapunov function of the linear fuzzy system (13), i.e. there is a 
common positive definite matrix P existing for each local system that (16) and (17) are satisfied and  
2
22
2
21 xcVxc ≤≤ , ( ) ( )Pc,Pc maxmin λλ == 21 . 
Then, define 
( ) ( ) iliiiTiii QFBAPPFBA −=−+− , for N,,i L1=  
and ijij
T
ij QPGPG −=+ , for N,,j,i,ji L1=< . 
Based on Lemma 1 and Theorem 3, the differential of the Lyapunov function can be written as 
( ) ( ) xPFBAFBAPxV Tjii
N
i
N
j
jijii
N
i
N
j
ji
T








−+−= ∑∑∑∑
= == = 1 11 1
ρρρρ&








+ ∑
< ji
ijji
T Px θρρ22  
( ) ( )[ ] xFBAPPFBAx N
i
iii
T
iiii
T






−+−= ∑
=1
2ρ  
( ) ( )( )








−−+++ ∑∑
<< ji
jijjiiji
ji
T
ij
T
ijji
T BBddPxxPGPGx σσρρρρ 22  
xQQx
N
i ji
ijjiili
T








+−= ∑ ∑
= <1
2 2 ρρρ + ( )( )








−−∑
< ji
jijjiiji
T BBddPx σσρρ2  
( )( ) ( )( ) 222
1
xQmin)N(NQminmin ijminil 





⋅
−⋅
+−≤ λλ ( )δλ Px max22+  
(From Lemma 1 and equations (22) and (23)) 
( )δλ Pxxc max2
2
23 2+−≤ ( ) ( )( ) 23
2
23 21 xPcxc max δλθθ −−−−=  
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( ) 2231 xcθ−−≤ , 
( )
3
2
2
c
P
x max
θ
δλ
≥∀ . 
Apply theorem 2 to complete the proof. Lemma 2 shows the closed loop system is bounded by an 
ultimate bound b, which strongly depends on the interpolation function iρ , N,,i L1= , which in turn 
depends on the states, system input and system output. To stabilize the closed-loop system to the 
origin, it is expected that δ  should satisfy the inequality, 
( ) 2xrx ≤δ        (25), 
for some nonnegative constant r. This is possible, if (25) is considered as an extra constraint in affine 
fuzzy control design, although there is no obvious answer. Using PxxV T=  as a Lyapunov function 
candidate for the closed-loop system, we have 
( ) ( ) xPFBAFBAPxV Tjii
N
i
N
j
jijii
N
i
N
j
ji
T








−+−= ∑∑∑∑
= == = 1 11 1
ρρρρ&








+ ∑
< ji
ijji
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which will be negative definite if 
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+< . 
 
5. Concluding Remarks 
 
This paper presented a novel approach to the synthesis and analysis of affine fuzzy systems, in which 
the offset term is nonlinear, parameter dependent and bounded. Under the assumption that the nominal 
linear fuzzy system is exponentially asymptotically stable i.e. that there is a common positive definite 
matrix P existing for all the local systems, the corresponding affine fuzzy system will be bounded by 
an ultimate value b, which is proportional to the maximum of the offset terms of the local systems. 
The smaller the bound b is, the smaller the deviation of the affine fuzzy systems from the stabilizing 
origin of the linear fuzzy systems.  
A state feedback controller, with an extra term, is proposed to cancel the offset term of the affine fuzzy 
systems. In some special cases, the overall compensated system is stable at the origin via state 
feedback control; this happens, for instance, if the local systems have a common B, or if the weighting 
functions of the local models satisfy ,ji 0=ρρ  for ,ji ≠ N,,j,i L1= . Generally, the overall 
compensated system is bounded by an ultimate bound b.  
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