Abstract -Offerent statistical methods for face recognition have been proposed in recent years. 711ey mostly difJer in the fype of projection and distance measure Used. The aim of this paper is to give an overview of most populm statistical subspace methods for face recognition task. Theoretical aspects of three algorithms will be considered and some reported performance evaluutions will be given.
INTRODUCTION
Face recognition has gained much attention in recent years and has become one of the most successful applications of image analysis and understanding. Face recognition conferences are emerging and sophisticated commercial systems have been developed that achieve rather high recognition rates. A general statement of the problem can be formulated as follows [I] : Given stitl or video images of a scene, identify or verify one or more persons in the scene using a stored dataase of faces. This area of research is important not only because of the applications in humancomputer interaction, biometrics and security, but also because it is a typical, pattern recognition problem that, if successfully solved, could help solve other pattern classification problems.
The first approach used for recognizing faces (and the most intuitive one) was correlation, but all such methods were computationally expensive so it was only natural to pursue dimensionality reduction schemes. In this paper, three appearance-based statistical methods, namely Principal Component Analysis (PCA), Independent Component Analysis (ICA) and Linear Discrhhant Analysis (LDA), are described. PCA [2], [3] , [4] is a subspace projection technique widely used for face recognition. It finds a set of representative projection vectors such that the projected samples retain most information about original samples. The most representative vectors are the eigenvectors corresponding to the largest eigenvalues of the covariance matrix. While PCA deals with variance (second-order statistics), 1CA [5] captures both second and higher-order statistics and projects the input data onto the basis vectors that are as statistically independent as possible. We space that correspond to all images of a particular object (face)? Is it possible to efficiently characterize this subset of all possible images? Can this subset be learned fiom a set of training images? What is the "shape" of this subset?
Basically, the goal of subspace analysis is to determine the intrinsic dimensionality and to extract the principal modes (basisfunctions) of the principal manifofd By doing this in a subspace, compression is achieved (computational efficiency), data samples are drawn ftom a normal distribution (meaning that axes of large variance probably correspond to data while axes of small variance are probably noise) and. because data will be mean centered, Euclidian distance in subspace is inversely proportional to correlation between source images.
LLNEAR (SUBSPACE) ANALYSIS
In the following sections three classical linear appearance-based classifiers (PCA, ICA and LDA) will be described. Each of these has its own set of basis functions which are derived based on different statistical viewpoints. After deriving basis vectors, a face image is projected onto them and the projection coefficients are used as the feature representation of each face image. The matching score between the test image and each training image is calculated between their coefficients vectors where the largest value represents the recognized object. The necessary assumption for all these classifiers is that the principal manifold is linear.
Principal Component Analysis (PCA)
Principal Component Analysis (PCA) [3] , [4] is a method to efficiently represent a collection of sample points, reducing the dimensionality of the description by projecting the points onto the principal axes, where an orthonormal set of axes points in the direction of m a x i " covariance in the data [Z] . These vectors best account for the distribution of face images within the entire image space. PCA minimizes the mean squared projection error for a given number of dimensions, and provides a measure of importance (in terms of total projection error) for each axis.
PCA is closely related to popular signal processing technique known as the Karhunen-Loeve transform (KLT). It can in fact be shown that under the assumption that the data is zero-mean the formulations of PCA and KLT are identical [ 131,
Let us now describe the PCA aIgorithm as proposed in [3]. First we will create the eigempuce. This step is the initialization of the system. Let the training set of Mface images be fi, r,, ... , rM. The average face of the set is defmed by:
Each face differs fkom the average face by the vector a = E -where i = 1 to M. We shall rearrange these vectors in a matrix A = [ @,. . ., of dimension NM, which will then be subject to PCA.
Matrix A has zero-mean (mean value subtracted) vectors of each training face image in its columns.
What we have just done is in fact a translation of the origin to the mean face (see Fig. 1 . for the illustration of the mean face).
The next goal is to find a set of M-1 orthogonal vectors, e,, which best describes the distribution of the input data in a least-squares sense, Le., the Euclidian projection error is minimized. We start by fmding the covariation matrix:
and then we use eigenvector decomposition: Once the eigenvectors of C are found, they are sorted according to their corresponding eigenvalues. Larger eigenvalue means that associated eigenvector captures more of the data variance. The efficiency of the PCA approach comes f?om the fact that we can eliminate all but the best k eigenvectors (with the highest k eigenvalues). Since PCA assumes the directions with the largest variances are the most principal (important), these eigenvectors will then span the M' dimensional face space and that is the new feature space for recognition. Eliminating eigenvectors associated with small eigenvalues actually eliminates the noise from the image.
There are at least three proposed ways to eliminate eigenvectors. First is the mentioned elimination of eigenvalues with smallest eigenvalues. This can be accomplished by discarding the last 60% of total number of eigenvectors. The second way is to use the minimum number of eigenvectors to guarantee that energy E is greater than a threshold. A typical threshold is 0.9 (goo/, of total energy). If we define Ei as the energy of the ith eigenvector, it is the ratio of the sum of all eigenvalues up to and including i over the sum of all the eigenvalues:
where k is the total number of eigenvectors (Fig. 2.) .
The third variation depends upon the stretching dimension. The stretch for the zth eigenvector is the ratio of that eigenvalue over the largest eigenvalue (AI:
All eigenvectors with s, greater than a threshold are retained. A typical threshold is 0.01. Some authors also discard the fist few eigenvectors because they seem to capture mainly the lighting variations (this can be confumed by looking at the first two faces at the top row ofFig. 5.). However, it is rather questionable if this last step actually improves recognition rate. Each eigenvector has the same dimensionality as a face image and looks as a sort of a "ghost" face (if rearranged and viewed as a picture), so we call them eigeHfuces (Fig. 5, top row) . Transforming a point to a new space is a linear transformation so eigenvectors are merely linear combinations of the training images. The last step is to calculate the average face image for each individual (if there is more than one instance of that individual) and to project this image into the face space as the individual's class prototype. Ideally, two images of the same person should project to the same point in eigenspace. Any difference between the points is unwanted variation. Two images of different subjects should project to points that are as far apart as possible. This is the main idea behind the recognition in subspaces.
After creating the eigenspace we can proceed to recognition using eigenfaces. Given a new image of an individual the pixels are concatenated the same way as the training images were, the mean image Y is subtracted and the result is projected into the face space: 
where A, is the ith eigenvalue corresponding to the ith eigenvector. There is one important property of PCA that needs to me mentioned. In order for PCA to work one must assume that mean and variance are sufficient statistics to entirely describe the data. The only zero-mean probability distribution that is fully described by the variance is the Gaussian distribution. In the next section we shall describe an algorithm that works even if the distribution of data is not Gaussian. In practice though, quite a lot of the real world data are Gaussian distributed (thanks to the Central Limit Theorem) and PCA thus represents good means to roughly describe the data.
Independent Component Analysis OCA)
As seen in the previous section, PCA makes one important assumption: the probability distribution of input data must be Gaussian. When this assumption holds, covariance matrix contains all the information of (zero-mean) variables. Basically, PCA is only concerned with second-order (variance) statistics. The mentioned assumption need not be true. If we presume that face images have more general distribution of probability density €unctions along each dimension. the representation problem has more degrees of freedom. In that case PCA would fail because the largest variances would not correspond to meaningful axes of PCA.
IndeDendent is the estimation of the independent source signals [13] . There are many algorithms that perform ICA (InfoMax [13] (Fig. 4. (a)? (b) ) such that the rows of U = W . X are as statistically independent as possible. In this architecture, the face images are variables and pixel values are observations. The source separation is performed in face space and the source images estimated by the rows of U are then used as basis images to represent faces. The compressed representation of a face image is a vector of coeecients used for linearly combining the independent basis images to generate the image (much like the PCA). Eight sample basis images (rows of U, each one rearranged to original image format) derived this way can be seen in the second row of Fig. 5 . Notice the spatial localization, unlike the PCA (top row) or Architecture II (bottom row). The following conclusion can be drawn fkom this example: each row of the mixing matrix W found by ICA represents a cluster of pixels that have similar behavior across images. We say that Architecture I produces statistically independent basis images.
Although the basis images obtained in Architecture I are approximately independent, the coefficients that code each face are not necessarily independent. In Architecture I1 [ 5 ] , [14] , the goal is to find statistically independent coefficients for input data. The rows of data matrix X are now different pixels and the columns are different images. The pixels are now variables and the images are observations (Fig. 4. (c), (d) ). The source separation is performed on pixels and each row of the learned weight matrix W is an image. A (inverse matrix of W) contains the basis images in its columns. The statistically independent source coefficients in S that comprise the input images are recovered in the columns of U. Eight sample basis images derived this way can be seen in the third row of Fig. 5 . In this approach, each column of the mixing matrix Gy' found by ICA attempts to "get close to a cluster of images that look similar across pixels". This way, Architecture II tends to generate basis images that are even more face-like than the one derived by PCA. In fact, the basis found by ICA will average only images that look alike. We say that Architecture I1 produces statistically independent coeflcients (it is sometimes called factorial code method as well).
If training data for face recognition system would have 500 images, ICA algorithm would try to separate 500 independent components. which has high computational complexity, if not impossible. That is why it is common practice to perform ICA on the PCA coefficients (rather then directly on the input images) to reduce the dimensionality [ 5 ] .
Face recognition using ICA can be summarized by the following: compare the test image independent components with the independent components of each training image by using a similarity measure. The resuit (the recognized face) is the training image, which is the closest to the test image. Similarity measure used in [5] was the nearest neighbor algorithm w i t h cosine similarity.
Let b denote the coefficient vector. Coefficient vectors in each test set were assigned the class label of the coefficient vector in the training set that was most similar as evaluated by the cosine of the angle between them:
Comparison of reported performance will be given in Section IV. where SB is the between-class scatter matrix and Sw is the within-class scatter matrix, defined by:
Linear Discriminant Analysis (LDA)
where N, is the number of training samples in class i, c is the number of distinct classes, f i is the mean vector of samples belonging to class i and xi represents the set of samples belonging to class i. Sw represents the scatter of features around the mean of each face class and S , represents the scatter of features around the overall mean for all face classes. These vectors, the same as the PCA vectors, if rearranged are very face-like, so they are often called Fisherfaces (Fig. 5! bottom row) .
It is not difficult to demonstrate that the solution of the maximization problem of (13) This approach can produce some problems. Let us state some of them: I) this eigensystem does not have orthogonal eigenvectors because s;' . S , is, in general, not symmetric, 2) matrices SB i Sw are usually too big, 3) Sw could be singular and then noninvertible. All these problems can be bypassed by using the PCA decomposition previous to LDA [6]. However, the system in (13) will then give reduced eigenvectors v, that need to be transformed into true eigenvectors V using VFrv.VEF, where YEF and YFF are the PCA and fisher projection matrices, respectively [17] .
After the eigenvectors have been found (and only the ones corresponding to largest eigenvalues have been kept), the original images are projected onto them by calculating the dot product of the image with each of the eigenvectors. Recognition is again done by calculating the distance of the projected input image to all the training images projections, and the nearest neighbor is the match.
S;' *S, * Y = A -V

PERFORMANCE COMPARISON
Let us now make a comparison between these methods. In all three algorithms, classification is performed by first projecting the input images into a subspace via a projection (basis) matrix and then comparing the projection coefficient vector of the input to all the pre-stored projection vectors or labeled classes to determine the input class label. 
Various
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CONCLUSION
As seen in the previous section, no straightforward conclusion can be drawn on overall performance results of three described algorithms. At best, we can state that each of these algorithms performs best for a specific task.
However, we believe that there are not enough independently conducted comparisons of these three algorithms, performed under the same initial conditions (i.e. the same preprocessing -image rotation, cropping, enhancement). Furthermore, never are all possible implementations considered (various projection methods combined with various distance measures). Our further work will consist of implementing the described algorithms in Matlab@ W. Zhao, R Chellappa, J. Phillips, A.
