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ABSTRACT
The large imbalance between protons and neutrons and negative binding energy make
these nuclei very challenging for experimental studies. Modern theoretical tools have been
developed, such as ab initio Greens Function Monte Carlo or the large basis no-core shell
model that start from bare nucleon-nucleon interactions or interactions based on the Eﬀective
Field Theory and provide exact or truncated solutions to the quantum many body problem.
These theoretical approaches can handle up to A=12 nuclei and the study of 9C and 10N
would provide stringent tests of the theoretical predictions.
10Li plays an important role in the Borromean system 11Li which is a two neutron halo
system with two valence neutrons extending far beyond the 9Li core. To model 11Li, we most
know about the 9Li+n interaction that can be established from the known states in 10Li.
There are uncertainties in the spin-parity assignments and excitation energies of low-lying
states in 10Li and even less is known about its mirror nucleus, 10N. We report on the first
observation of the ground and first excited states in 10N via 9C+p resonance scattering.
Both states were determined to be ℓ = 0. We can now reliably place the location of the 2s1/2
shell in 10N at 2.3± 0.2 MeV above the proton decay threshold. Using mirror symmetry and
correcting for Thomas-Ehrman shift we argue that the ground state of 10Li is an ℓ = 0 state
that should be very close to the neutron threshold.
The structure of 9C was studied using 8B+p resonance scattering with the newly commis-
sioned Texas Active Target (TexAT) detector system. Recent theoretical developments allow
for robust predictions of level structure of light nuclei, including continuum eﬀects, starting
from nucleon-nucleon and three-nucleon interactions [1, 2, 3]. High-quality experimental
data are necessary to benchmark these predictions. Experimental data on 9C is limited -
only two excited states in 9C have been observed. The goal of this work was two-fold. First,
the 8B+p resonance scattering was used as the first commissioning experiment for the active
target detector system TexAT. This reaction was chosen because the experimental data on
ii
8B+p elastic scattering excitation function at low energy are available. The second goal was
to search for positive parity states in 9C (none are known). For that, we extended the 8B+p
elastic scattering excitation function to higher excitation energy, improved statistics and
quality of the existing low energy data, measured angular distributions, and also searched
for the 8B(p,2p) reaction channel.
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1. INTRODUCTION
Nuclei are made up of neutrons and protons, referred to as nucleons, and are held together
by the strong interaction. To learn more about the strong interaction, we can ask ourselves
what combinations of neutrons and protons can bind together to create nuclei and what are
the properties of those nuclei. The stability of nuclei is determined by the balance of the
attractive nuclear (strong) force and the repulsive Coulomb interaction. In light nuclei (less
than ∼40 nucleons) the role of Coulomb repulsion is relatively small and nuclides that are
most stable tend to have equal numbers of protons and neutrons. Light nuclei that have
significant excess of either protons or neutrons are referred to as exotic nuclei. This is not
only due to the fact that these nuclei have short half-lifes (the amount of time it takes for
half of its nuclei to decay), but also because they often have unusual structure and exhibit
features not found in stable nuclei. Exotic decay modes, increased root-mean-square radii,
halo phenomena, and evolution of nuclear shell structure with increasing imbalance between
protons and neutrons are all examples of these unusual and often unexpected features that
have already been observed in exotic nuclei. High-quality experimental data on these nuclei
provide a better understanding of properties of nuclear interactions and guide development
of contemporary nuclear structure models.
With ion beams of only stable isotopes, the experimental study of exotic nuclei has been
limited to complex multi-nucleon transfer reactions until recently. These reactions often
have low cross sections and are diﬃcult for theoretical analysis. With the development of
radioactive ion beams (RIBs) three decades ago, the study of these exotic nuclei can be
done using simpler reactions such as elastic and inelastic scattering and transfer reactions.
These reactions are well understood and have a much more favorable cross section than
multi-nucleon transfer reactions. However, experiments with RIBs have challenges. One of
the problems is that the intensities of RIBs are orders of magnitude lower than intensities
of stable beams. In addition, many RIBs are created using the in-flight approach. RIBs
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created in this way generally have energy and angular resolution significantly worse than
stable beams. Development of new experimental techniques is necessary to take advantage
of the scientific opportunities oﬀered by RIBs.
The focus of this thesis is to study the structure of two proton-rich nuclei: 10N and
9C. The structure of these two nuclei provide excellent tests for nuclear models and both
of these light nuclei are accessible ab-initio calculations. The structure of 10N can provide
insight into the structure of its mirror nucleus, 10Li, that plays an important role in the two-
neutron halo 11Li. The main goal in studying structure of 9C was to search for new states
(in particular positive parity states to locate the 2s shell) in this exotic carbon isotope, as
well as to commission the new Texas Active Target detector with this experiment. Both
of these nuclei were studied using resonance scattering with protons in active target time
projection chambers. By measuring the excitation functions for 9C+p and 8B+p resonance
scattering and applying the R-matrix formalism for theoretical analysis, the level structure
of these nuclei can be established.
1.1 Nuclear Reactions
Nuclear structure can be studied through various experimental techniques using nuclear
reactions involving a beam on a target nuclei. These reactions can add or remove nucleons
from either the beam or target nuclei or a compound nucleus can be formed where the
target and beam ions merge into one and then subsequently decay. In this study we use the
latter process, the formation of compound nucleus, to populate states in 10N and 9C using
resonance elastic scattering of 9C and 8B incident RIB on a proton target and briefly forming
10N and 9C, respectively.
A binary nuclear reaction involve a projectile a incident on a target A producing two
products, b and B. This reaction can be expressed in two diﬀerent notations
a+ A→ b+B (1.1)
2
or more compactly
A(a, b)B (1.2)
We can classify diﬀerent types of reactions based on their entrance and exit channels. A
channel is a set of specific nuclei in specific states. Nuclear reaction is called elastic scattering
if the entrance and exit channels are identical, or inelastic scattering if one (or both) of
the participating nuclei emerge in an excited state. Another type of reactions are transfer
reactions which involve the transfer of one or more nucleons between the projectile and the
target.
The total energy must be conserved in any reaction process, and in non-relativistic case
of binary nuclear reaction this is given by the following expression:
EA +mAc
2 + Ea +mac
2 = Eb +mbc
2 + EB +mBc
2 (1.3)
where Ei = 12miv
2
i is the non-relativistic kinetic energy and mic2 is the mass at rest of
particle i. Non-relativistic kinematics can be used in these calculations because the kinetic
energies for each particle will be much less than their mass. By labeling the sum of kinetic
energies of the particles in the entrance and exit channels as Eα and Eβ respectively, we can
rewrite equation 1.3 as
Eα +Q = Eβ (1.4)
where Q is the Q-value of the reaction and is determined by the diﬀerence of rest masses of
the entrance and exit channels:
Q = (mA +ma −mb −mB) c2 (1.5)
When Q > 0, the reaction is called exothermic and energy is released as additional kinetic
energy of the exit channel products while when Q < 0, the reaction is endothermic and
energy needs to be supplied to create the products [2].
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Figure 1.1: Kinematics of the binary nuclear reaction A(a, b)B for the laboratory and center-
of-mass coordinate systems [1]. Reprinted with permission from [1].
Is it useful to change the reference frame from the laboratory frame to the center-of-mass
frame (c.m.). Figure 1.1 shows the laboratory and c.m. frames for a binary nuclear reaction.
The c.m. velocity is a Galilean transformation between the laboratory and c.m. frames and
defined as
vc.m. =
mava +mAvA
ma +mA
=
ma
ma +mA
va (1.6)
where a is the projectile (or beam) and A is the target nucleus which is at rest in the
laboratory frame (vA=0). The c.m. energy can then be written as
Ec.m. =
mA
ma +mA
Ea (1.7)
Elastic scattering is the simplest process and the one used in this study. In elastic
scattering, the amount of energy released (Q-value) is zero and the total kinetic energy
of the system is conserved. Elastic scattering provides a relatively simple way to study
nuclei and their properties. One method to study nuclei using elastic scattering involves
measuring the cross section as a function of energy - excitation function. A cross section is a
4
measurement of the probability of a nuclear reaction to occur. Cross sections are measured in
barns where 1 barn (b) = 10−24 cm2 [2]. Diﬀerential cross section dσ/dΩ gives a dependence
of a cross section on scattering angle and is defined as the probability per unit solid angle
dΩ that an incident particle is scattered at. Experimentally, the diﬀerential cross section in
the laboratory frame of reference can be determined as
dσ
dΩ lab
=
N
NincTt∆Ω
(1.8)
where N is the number of scattered particles measured at a given solid angle ∆Ω, Ninc is
the number of incident nuclei, and Tt is the number of target nuclei per cm2. In the case
of elastic scattering in inverse kinematics (heavy beam on light target) that was used for
all measurements described in this thesis, the c.m. cross section can be calculated from the
laboratory frame cross section by
dσ
dΩ c.m.
=
1
4 cos θ
dσ
dΩ lab
(1.9)
where θ is the laboratory scattering angle of the light particle. This conversion factor can
be derived from energy and momentum conservation.
Using scattering theory, the diﬀerential elastic scattering cross section can be written as
(
dσ
dΩ
)
elastic
=
1
4k2
∣∣∣∣∣
inf∑
ℓ=0
(2ℓ+ 1)(1− e2iδℓ)Pℓ(cos θ)
∣∣∣∣∣
2
(1.10)
=
1
k2
∣∣∣∣∣
inf∑
ℓ=0
(2ℓ+ 1) sin δℓPℓ(cos θ)
∣∣∣∣∣
2
(1.11)
where Pℓ(cos θ) are the Legendre polynomials and δℓ is the partial wave phase shift [1]. For
elastic scattering of charged particles Coulomb interaction plays an important role. The
cross section for just the Coulomb potential (known as the Rutherford cross section) for an
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infinite sized target is given by
dσ
dΩ c.m.
=
(
Z1Z2αh¯c
4E
)2
1
sin4( θ
2
)
(1.12)
where Z1 and Z2 are the charges of the two incident particles, E is the energy of projectile
and α is the fine structure constant.
Sharp peaks can be observed in the excitation function at certain energies. These peaks
correspond to unbound excited states (resonances) in a compound nucleus. Resonance width,
Γ, is related to its lifetime, τ
Γ ∼ h¯
τ
(1.13)
where h¯ = 6.58× 10−16 eV·s is the reduced Planck constant. Thus, the wider the resonance,
the shorter its half-life. The total elastic scattering cross section of neutral spin zero particles
for a single isolated resonance with a resonance energy of Er and width Γ is given by
σelastic =
4pi
k2
(2ℓ+ 1)
Γ2/4
(E − Er)2 + Γ2/4 (1.14)
This is called the Breit-Wigner formula [1].
1.2 R-Matrix Theory
R-Matrix theory was introduced by Wigner and Eisenbud in 1947 and described by Lane
and Thomas in 1958 [20, 21]. R-matrix theory can be split into two classifications: the calcu-
lable R-matrix and the phenomenological R-matrix. The calculable R-matrix provides a way
of solving the Schrödinger equation for positive and negative energies. The phenomenologi-
cal R-matrix method uses a parametrization to reproduce cross section data without solving
the Schroödinger equation. This method has been successfully applied to analyze huge body
of experimental data and is not limited to just elastic scattering but can also be used in
inelastic scattering and transfer reactions that proceed through a formation of compound
nucleus. In this study, we use the phenomenological R-matrix theory.
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Lets consider the case of a single channel and solve the radial Schrödinger equation for
partial wave l
(Hl − E)ul = 0 (1.15)
where ul is the radial component of the wave function and the radial Hamilton Hl is defined
as
Hl = Tl + V (r) (1.16)
The operator Tl for a reduced mass µ is given by
Tl = − h¯
2
2µ
(
d2
dr2
− l(l + 1)
r2
)
(1.17)
and V (r) is the central potential. We divide the space in R-matrix theory into two regions,
an external region where we assume only the Coulomb force and an internal region. The
two regions are matched at the channel radius, a, and require that the wave functions are
continuous, uintl (a) = uextl (a) and uint
′
l (a) = u
ext′
l (a). The channel radius has to be chosen
large enough so that the nuclear force can be neglected beyond it, and the total potential
V (r) in the entire external region can be well approximated by the Coulomb potential. In
the external region, the wave function can be expressed in terms of Fl and Gl which are the
regular and irregular Coulomb functions and δl is the phase shift, as
uextl (r) = cos δlFl(kr) + sin δlGl(kr) (1.18)
or,
uextl (r) = Il(r)− UlOl(r) (1.19)
where Il and Ol are the incoming and outgoing waves respectively and Ul is the collision or
scattering matrix. We can express Ul in terms of the phase shift δl
Ul = e
2iδl (1.20)
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The phase shift for the lth partial wave and channel radius a can be written as
tan δl = −Fl(ka)− kaRl(E)F
′
l (ka)
Gl(ka)− kaRl(E)G′l(ka)
(1.21)
where Rl(E) is the R-matrix. We can relate the scattering matrix Ul with the R-matrix by
Ul =
Il(ka)− kaRl(E)I ′l(ka)
Ol(ka)− kaRl(E)O′l(ka)
(1.22)
or
Ul = e
2iφl
1− L∗lRl(E)
1− LlRl(E) (1.23)
where φl is the hard-sphere phase shift
φl = − arctan[Fl(ka)/Gl(ka)] (1.24)
and Ll is the logarithmic derivative of the outgoing flux Ol at the channel radius,
Ll = ka
O′l(ka)
Ol(ka)
(1.25)
L∗l is defined as the conjugate of Ll.
In case of only one open channel (elastic scattering) the R-matrix (or R-function for one
channel) for N states is defined as
R(E) =
N∑
n=1
γ2n
En − E (1.26)
where En are the energy eigenvalues and γn are the formal reduced widths. When other
channels are present, the R-function becomes the R-matrix given by
Rcc′(E) =
N∑
n=1
γncγnc′
En − E (1.27)
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for channels c and c′. These can be used to calculate the observed resonance energies ER
and widths ΓR. The formal reduced width can be related to the observed reduced width γR
by
γ2r =
γ2R
1− γ2RS ′l(ER)
(1.28)
Then we can relate the observed reduced width to the observed width ΓR
ΓR = 2Pl(ER)γ
2
R (1.29)
The observed resonance energy ER can be calculated from the formal resonance energy by
ER = Er − γ2rSl(Er) (1.30)
In Equations 1.28, 1.29 and 1.30, Pl is the penetration factor, Sl is the shift factor and S ′l
is the energy derivative of the shift function. The penetration factor and shift factor are
defined in terms of the regular and irregular Coulomb function and their derivatives:
Pl(E) =
ka
F 2l (ka) +G
2
l (ka)
(1.31)
Sl(E) = ka
Fl(ka)F
′
l (ka) +Gl(ka)G
′
l(ka)
F 2l (ka) +G
2
l (ka)
(1.32)
The penetration factor Pl is not the same as the Legendre polynomial and describes the
penetration through the Coulomb barrier. The shift factor causes observed resonance energy
to change from the formal resonance energy. We can then calculate the scattering amplitude
f(Ω), the Coulomb scattering amplitude fC(Ω) and subsequently the cross section for elastic
scattering using the collision matrix by
f(Ω) =
1
2ik
∞∑
l=0
(2l + 1)e2iσl(Ul − 1)Pl(cosθ) (1.33)
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fC(Ω) = − η
2k sin2(θ/2)
e2i(σ0−η ln sin(θ/2)) (1.34)
dσ
dΩ
= |fC(Ω) + f(Ω)|2 (1.35)
where σl is the Coulomb phase shift, k is the wavenumber defined as k =
√
2µE/h¯ and η is
the Sommerfeld parameter.
For each state, we can use the ratio of the observed reduced width, γR, to the so called
Wigner limit (γ2W ) to probe the nature of the state [22]. The Wigner limit is defined as
γ2W =
h¯2
µa2
, (1.36)
and the ratio of the observed reduced width and the Wigner limit is the dimensionless reduced
width:
θ2 =
γ2R
γ2W
. (1.37)
A value of θ2 ∼ 1 indicates that the state is of cluster nature and the two colliding nuclei
conserve their identity within the resonance [22]. θ is not to be confused with the angle. In
the case of proton elastic scattering on a nucleus, this means that a resonance with a unity
dimensionless reduced width is a single-particle (single proton) state that can be described
as a core nucleus in its ground state plus a proton occupying specific (sub)shell. General
discussion of nuclear shell model is given in the next paragraph.
1.3 Nuclear Shell Model
The nuclear shell model was created to try to explain the structure of nuclei based on the
success of the shell model for atomic physics. Similar to atomic physics, the nucleons in the
nucleus are organized into shells. The shells are organized by their quantum numbers. The
principal quantum number n determines the number of nodes in the radial wave function,
l and j are the orbital and total angular momenta. The orbital angular momentum l is
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denoted by s, p, d, f, g, h, . . . for l = 0, 1, 2, 3, 4, 5, . . . and the total angular momentum is
j = l± s where s = 1
2
is the intrinsic spin of the nucleons (both neutrons and protons). The
degeneracy of each level is 2(2l + 1) arising from the ml degeneracy of (2l + 1) and the spin
degeneracy ms for the factor of 2. The notation for shells in the shell model is n lj. So for
a nucleon with quantum numbers n = 2, l = 1 and j = 3/2 is written as 2p3/2. A common
notation is to also specify whether it is a neutron or proton by adding a ν or pi receptively
at the beginning of the notation. So a proton in the previous example would be written as
pi2p3/2.
In general, the nuclear shell model provides a reasonable overall description of nuclear
structure and reproduces the magic numbers observed in nuclei. The magic numbers manifest
themselves in various ways. For example, one can notice that the nucleon separation energy
has significant irregularities at certain proton or neutron numbers. There is a gradual increase
until a discontinuity is observed. These discontinuities correspond to the filling of the major
shells. The magic numbers are 2, 8, 20, 28, 50, 82 and 126 [2]. A harmonic oscillator potential
does fairly well to reproduce the lower shell closings (up to 20) but a more realistic potential
is the Woods-Saxon potential of the form
V (r) =
V0
1 + exp(r −R)/a (1.38)
where V0 is the depth of the potential well, a is the diﬀuseness of the nuclear surface and
R is the nuclear radius normally defined as R = r0A1/3 where r0 is normally chosen around
r0 = 1.2 fm. With this potential and the addition of the spin-orbit term, the magic numbers
are well reproduced. Figure 1.2 shows the magic numbers for the Woods-Saxon potential
and the Woods-Saxon potential with the spin-orbit term.
The spin and parity of spherical nuclei in their ground state can be determined from the
shell model based on the number of neutrons and protons it has following these simple rules:
• Even-even nuclei have zero intrinsic spin and positive parity. The ground state of these
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Figure 1.2: The shell model and magic numbers for the Woods-Saxon potential on the left
and the Woods-Saxon potential with the spin-orbit term [2]. Reprinted with permission from
[2].
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nuclei will have a spin-parity of 0+.
• Even-odd or odd-even nuclei have one unpaired nucleon and the spin-parity of the
ground state is determined by the shell the unpaired nucleon is in. The spin is equal
to the j-value of the shell it is in, and the parity is (−1)ℓ where ℓ is the orbital angular
momentum of the shell the unpaired nucleon is in.
• For odd-odd nuclei there is an unpaired neutron and an unpaired proton with total
angular momentum jn and jp respectively. The total spin of the nucleus is then the
vector sum and take values between |jn − jp| and |jn + jp|. The parity is given by
(−1)ln+lp where ln and lp are the orbital angular momenta of the unpaired neutron and
proton respectively.
By following these rules, we can determine the ground state spins-parities of nuclei close to
or in the valley of stability very well. Once we go to the more exotic nuclei, the shell sequence
may change. A popular example is 11Be nucleus. In 11Be, the ν2s1/2 shell is below ν1p1/2
and the spin-parity of the ground state becomes 1/2+, instead of the shell model prescribed
1/2−.
There are several shortcomings to the shell model. The model space in the shell model
consists of three parts: the core, valence space and the external space. The inert core consists
of fully filled orbitals, the valence space is where the particle-hole excitations occur while
the external space is always empty. Residual interactions are two-body interactions that are
necessary when two or more nucleons are in the valence space. These residual interactions are
not part of the central potential, are treated as free parameters and phenomenological [23].
This means that the choice of experimental measurements used to calculate these residual
interactions could bias the predictions of unexplored properties of nuclei. The development
of ab initio methods is a significant recent theoretical breakthrough.
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1.4 Ab Initio Nuclear Models
In important step in resolving the shortcomings of nuclear shell model was the devel-
opment of ab initio quantum many-body methods that start from realistic two-body (NN)
and three-body (NNN) nucleon interactions and provided a way to make robust nuclear
structure calculations. Several of these methods include the no-core shell model (NCSM)
[24, 25], Green’s Function Monte Carlo (GFMC) [26, 27], Lattice Eﬀective Field Theory
(EFT) [28, 29, 30] and Coupled Cluster methods [31, 32, 33].
In these methods, the nuclear Hamiltonian for A-nucleons has the form
H = T + V =
A∑
i
Ti +
A∑
i>j=1
Vij +
A∑
i>j>k=1
Vijk (1.39)
where Vij is the two-body potential and Vijk is the three-body potential. Some examples of
realistic two-body nuclear interactions are the Argonne-v18 [34] and CD-Bonn [35] potentials.
These two-body potentials are fit to pp, np and nn scattering as well as the deuteron binding
energy. Three-body potentials such as the Urbana [36] and Illinois [26] are fit using properties
of 3H and 4He. 3H and 4He are also used to calculate the coeﬃcients in the higher order
terms (3N+ interactions) in EFT.
Below I discuss two of the ab intio approaches in more detail to highlight diﬀerences from
the conventional shell model and to demonstrate the variety in the theoretical routes that
can be used to solve the quantum many-body problem.
1.4.1 No-Core Shell Model
The NCSM solves the nuclear many-body equation where all nucleons are active unlike
the standard shell model where there is an inert core with valence nucleons [3]. The inert core
for the standard shell model is used to reduce the model space but for light nuclei, a model
space where all nucleons contribute is possible due to more computational power available
within the last few decades. The NCSM solves the non-relativistic Schrödinger equation for
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Figure 1.3: Excitation energies of 6Li obtained up to 14h¯Ω basis space compared to experi-
mental values [3]. Reprinted with permission from [3].
A interacting nucleons with a Hamiltonian including two and three-body potentials with the
form of Eq. 1.39. To numerically solve the Schroödinger equation, the Hilbert space where
the calculations are done needs to be truncated to a finite model space [3]. Thus, the model
space contains all many-body states up to a maximum of Nmaxh¯Ω harmonic oscillator states.
The calculations typically converge as this basis gets larger as shown in Figure 1.3. Figure
1.3 shows low lying states in 6Li calculated for progressively larger model space. Although
the energies for the excited states in 6Li do not match the experimental values exactly, the
level structure agrees with the measured level scheme reasonably well.
1.4.2 Quantum Monte Carlo Calculations
Quantum Monte Carlo (QMC) Methods such as the Variational Monte Carlo (VMC) and
Green’s Function Monte Carlo (GFMC) are a diﬀerent type of approach when compared to
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the NCSM. QMC has been proven to be valuable for calculating properties of light nuclei
including level scheme, low-energy scattering and transitions [4]. Generally, a GFMC calcu-
lation starts with an initial VMC calculation. In VMC, one starts with a trial wave function
ΨT with various parameters and minimizes the energy while changes these parameters [4].
The variational energy EV is always greater or equal to the true ground state energy E0 with
this trial wave function:
EV =
〈ΨT |H|ΨT 〉
〈ΨT |ΨT 〉 (1.40)
When the trial wave function has been minimized with respect to the energy, it can be used
in the more demanding GFMC calculations. The GFMC projects the wave function along
an imaginary time τ by
|Ψ0〉 ∝ lim
τ→∞
exp[−(H − E0)τ ] |Ψ0〉 (1.41)
An example of this propagation in imaginary time for four Jpi = 5/2− states in 7Li are shown
in Figure 1.4.
The results of GFMC calculations of the ground state and excited states for light nuclei
using the Argonne-v18 and Illinois-7 (IL7) potentials is shown in Figure 1.5. Included in
Figure 1.5 are the calculations with (red and yellow) and without (blue) the three-body
potential IL7. In this study, the experimental ground state energies are reproduced with
a rms error of 0.36 MeV [4]. As expected, the excited states are not reproduced with
such precision as the ground states for all nuclei but for most nuclei calculated in this
study, the level structure is mostly reproduced. The GFMC technique has been successful
in reproducing the level structure in light nuclei.
1.5 Experimental Techniques
RIBs have allowed the study of light nuclei outside the valley of stability without the use
of techniques such as multi-nucleon transfer reactions that generally have low cross sections
and complex reaction mechanisms [37]. As facilities all over the world have developed tech-
niques to create these RIBs using Isotope Separation On-Line or in-flight methods, one clear
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Figure 1.4: GFMC propagation in imaginary time for four Jpi = 5/2− states in 7Li [4].
Reprinted with permission from [4].
disadvantage to using these beams are the low intensities compared to stable beams. The
intensities for RIBs are generally many orders of magnitude below stable beam intensities.
With RIBs one can study light exotic nuclei using simple and well understood reactions, such
as resonance elastic scattering, which have high cross sections. So even though RIBs have
low intensities, studies on light exotic nuclei using powerful tools such as resonance elastic
scattering can still achieve relatively good statistics needed for these measurements. Since
the RIB intensities are so low, it is not ideal to use a thin solid target and change the beam
energy to measure the excitation function. Instead we can use powerful techniques such as
thick target inverse kinematics such that we can measure the full excitation function with
one beam energy. This also saves time in the measurement that is lost due to re-tuning of
the accelerator and magnets along the beam line.
Generally, thick target inverse kinematic techniques (TTIK) use a gas target instead of
17
Figure 1.5: GFMC calculations for the ground state and excited states of light nuclei. The
calculations are shown with and without the three-body force IL7 [4]. Reprinted with per-
mission from [4].
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a thick solid target and this technique was developed by Goldberg et al. [38, 39]. The
TTIK method utilizes inverse kinematics where the heavy particle is the beam and the light
particle is the target. This is also necessary since many radioactive nuclei decay too fast to
be used as a target, hence the role of RIBs. As the heavy beam ion enters the chamber,
the ion interacts within the target and losses energy. At any point in the target, the beam
ion and target ion can interact and diﬀerent types of scattering can occur. In the case of
elastic scattering, the light recoil gains energy from the reaction. Generally, the chamber is
filled with detectors to measure the light scattered recoil and the gas pressure is tuned such
that the beam ion is stopped somewhere toward the end of the scattering chamber. The
light ion can then be measured in the detectors due to the lower specific energy loss in the
gas compared to the beam. Since the beam ion is losing energy as it moves further in the
chamber, the energy of the interaction depends on the location of the interaction inside of
the chamber.
In both of these studies we used active targets. Active targets utilize the TTIK technique
but instead of the gas just being the target for the reaction, the gas is also a detector medium.
As charged particles ionize the target gas creating electron-ion pairs and in most cases, the
electrons are measured by a detector. The number of electron-ion pairs created depends
on the specific energy loss of the charged particles within the volume cell and thus can be
used in conjunction with other detectors to distinguish between particle species. Examples
of recent measurements that used active targets include the structure of 9He [40] and 10Be
[41].
Building on top of active targets are the use of time projection chambers (TPCs) which
were developed in the 1970s by Nygren [42]. A TPC consists of an anode and a cathode
producing an electric field. When the charged particle travels through the gas, it losses energy
and ionizes the gas producing electron-ion pairs. With the electric field, these electrons drift
toward the anode at a velocity determined by the gas properties and strength of the electric
field. The anode is normally a position sensitive detector and produces a signal proportional
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to the number of electrons that are collected. The electrons that are collected in the detector
give information on the position in two-dimensions while the third dimension can be deduced
from the time it takes to drift towards the detector. In TPCs, an uniform electric field is
ideal for a constant drift velocity. This is so that the drift time can easily be transformed
into the height above the detector using a linear function:
height = drift velocity ∗ time+ oﬀset (1.42)
With these three quantities, the 3-D track of the charged particles passing over the detector
can be found.
The right choice of gas is needed for active targets. The gas chosen needs to have great
properties for TPCs such as having good electron amplification, provide quenching and have
a high stopping power as well as having the right nuclei for the reaction of interest. For
proton elastic scattering, hydrogen is the obvious choice for the gas since it only contains
protons but hydrogen gas does not have good properties for TPCs. Instead of using hydrogen
gas, we can use methane (CH4) or isobutane (C4H10) since they both have good properties
for TPCs and contain protons (hydrogen). Carbon that is present in these gases can be
a source of background, but since complete kinematics is measured in active targets, this
background can often be eliminated in the oﬄine analysis.
1.6 Summary
Many approaches to calculate the structure of nuclei have had success in reproducing
observable but do not have the same success away from stability. The structure of two
proton rich nuclei that are on either side of the proton drip line and far from stability,
10N and 9C, are the focus of this work. The outline for this dissertation for each of these
nuclei are: The background and motivation for the experimental work, the experimental and
theoretical techniques used in this study and the analysis procedure and results.
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2. STRUCTURE OF 10N
2.1 The Halo Nucleus 11Li
One of the striking new phenomena that have been observed in exotic nuclei is nuclear
“halo” - an extended spatial distribution of the wavefunction of a valence nucleon(s). Halos
in atomic nuclei arise due to weak binding of the valence nucleon(s) (normally neutrons
occupying s-orbitals) and decoupling of these nucleons from an inert core containing the
rest of the nucleons of the system [43]. Several of the known halo nuclei are two-neutron
halo systems called Borromean systems - bound systems of three particles where any two
combinations of these particles are unbound. Shown in Figure 2.1 are the Borromean systems
in the low mass region of the Segrè chart. These Borromean systems define the approximate
location of the neutron drip line since there is generally nothing bound at higher mass in the
isotope group.
11Li is the heaviest particle-bound nucleus in the Li family and is at the edge of the
neutron dripline because 10Li is neutron unbound as is 12Li. The radius of 11Li was measured
by measuring the interaction cross-section of 11Li on Be, C and Al targets at 790MeV/nucleon
[44]. The root mean square (rms) radius can be extracted from the interaction cross section
of the lithium isotopes and was found to have a large jump at 11Li. The rms radius of 11Li
is measured at 3.14± 0.16 fm which is unusually larger than the other isotopes of Li which
followed the Rl ∼ A1/3 relationship as illustrated in Figure 2.2 [44].
10N plays an important role in our theoretical understanding of two-neutron halo in 11Li
since it is the mirror of 10Li. A mirror nucleus is the nucleus that results from replacing all
neutrons with protons and all protons with neutrons from its original. Nuclear properties
of mirror nuclei are very similar and any diﬀerence is typically attributed to the Coulomb
interaction. Since 11Li is a Borromean system, the structure of 10Li plays a crucial role in the
two neutron halo system of 11Li - as it defines the 9Li+n interaction. By studying structure
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Figure 2.1: Low mass region of the Serge chart highlighting the two neutron halo systems
[5]. Reprinted with permission from [5].
Figure 2.2: RMS radii of the Li isotopes plotted with the normal R ∼ A1/3 that is found in
stable nuclei.
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of 10N, we can infer the structure of 10Li and determine the strength of n+9Li interaction.
2.2 Structure of 10Li
10Li is an odd-odd nucleus with three protons and seven neutrons. The ground state
spin-parity depends on if the 1p3/2 proton couples with either a neutron in the 1p1/2 shell
resulting in a ground state of either 1+ or 2+ or a neutron in the 2s1/2 shell making the
ground state 1− or 2− [45]. The structure of 10Li has been compared to the structure of 11Be
because they both contain the same number of neutrons. The ground state of neutron-rich
11Be is 1/2+ indicating that the 2s1/2 shell goes below the 1p1/2 shell. If the normal shell
configuration held for 11Be, the ground state would be 1/2−. This same inversion is also seen
in the unbound proton rich nucleus 11N [46].
2.2.1 Theoretical Calculations
There have been several theoretical calculations of 10Li using the shell model, a cluster
model as well as ab initio calculations. Standard shell model calculations of 10Li have been
done by Poppelier et al. using a 1h¯ω model space [47]. Their calculations predict the ground
state of 10Li to have a spin-parity of Jpi = 2−.
Varga et al. used a microscopic cluster model for 11Li and at the same time the properties
of 10Li were calculated [48]. This was done by splitting the core of 11Li, 9Li, into a α+t+n+n
cluster for which this type of approach has been successfully used to study the properties of
7,8,9Li [49, 50]. Starting with the 9Li structure or basis, 10Li can be described by coupling
the 9Li with a s-wave or p-wave neutron. The level sequence of 10Li was calculated to have
a 1+ ground state at E = 0.39 MeV above the neutron threshold followed by a 2+ state at
E = 0.55 MeV [48]. Unlike the traditional shell model prediction by Poppelier et al., the
ground state of 10Li is calculated to be a p-wave state.
Lastly, NCSM calculations of 10Li were done by Caurier et al. using the CD-Bonn
potential. Calculations using up to 9h¯Ω basis space shows that the positive parity states are
below the negative parity states [6]. The problem with this specific calculation, shown in
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Figure 2.3: Calculations of the excitation energies of 10Li using the NCSM with the CD-Bonn
2000 NN potential.[6]. Reprinted with permission from [6].
Figure 2.3, is that even though the basis space is rather high, it appears that the negative
parity states are still not converged and trending down towards the positive parity states.
Because of this issue it is diﬃcult to make robust conclusions, but the authors suggest a
positive party state as a ground state.
2.2.2 Previous Experimental Results
10Li has been studied experimentally very extensively over the last few decades. This
includes 11Li fragmentation [51, 7], d(9Li, p)10Li [52, 8, 9], 11Li(p, d)10Li [10] and various
multi-nucleon transfer reactions [53, 54, 55]. Only recent experiments within the last decade
will be discussed.
The fragmentation of 11Li was done on a carbon target at 264 MeV/nucleon by Simon
et al. [7]. One neutron was measured in coincidence with the core of the fragment (9Li in
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this case). The distribution of the total relative energy between the charged particle and
the neutron (Ecn) is found by measuring the relative momentum between the two particles
(pcn) and then the energy above the core+n threshold can be calculated by
Ecn =
mc +mn
2mcmn
pcn
2 (2.1)
where mc and mn are the mass of the charged particle or fragment and the neutron respec-
tively. The neutron cross section is shown in the top figure of Figure 2.4. The spectrum was
fit with a sum of contributions from several resonances using a Breit-Wigner shape. The
lowest lying state was treated as a virtual s-wave state and included in the fit by using
dσ
dEcn
∝ pcn
[
1
k2 + p2cn
]2 [
cos(δ) +
k
pcn
sin(δ)
]2
(2.2)
where δ is the s-wave phase shift with a scattering length a and k ≈ √2µSn where Sn = 0.25
MeV for 11Li [7]. Included in the fit was a virtual s-wave state with a scattering length of
a = −30+12−31 fm, a p-wave state at resonance energy E = 0.510± 0.044 MeV and a width of
Γ = 0.54 ± 0.16 MeV as well as a d-wave state at E = 1.486 ± 0.088 MeV and a width of
Γ < 2.2 MeV [7]. It appears that 10Li’s ground state is a low lying virtual s-wave state.
The bottom panel in Figure 2.4 is the correlation function which is defined as the invariant
mass spectrum to a "randomized one". This removes the artificial structure in the invariant
mass distributions and does not depend on the shapes of the neutron and charged particle
spectra [7]. The quantity R(Ecn) indicates correlations and two-particle resonances will
result in a peak in the correlation function. [7]. This correlation function shows a resonance
at low energy and another resonance at 0.5 MeV.
Jeppesen et al. studied 10Li via d(9Li,p) reaction at 2.36 MeV/nucleon [8]. The 9Li beam
was impinged on a deuterated polyethylene (C3D6) target. The reaction products were
measured in silicon telescopes covering an angular range from 18◦ to 80◦ in the laboratory
frame. The extracted excitation function of 10Li for θc.m. = 98 − 134◦ is shown in Figure
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Figure 2.4: Diﬀerential cross section as a function of relative energy between the 9Li and
neutron. The thin solid curve represents the virtual s-wave state, the dashed curve is the
p-wave state and the dotted curve is the d-wave state [7]. Reprinted with permission from
[7].
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Figure 2.5: Spectrum of 10Li using the d(9Li,p) reaction. A virtual s-wave state was needed
to reproduce the data with a p-wave state at E = 0.38 MeV [8]. Reprinted with permission
from [8].
2.5. Coupled-channel Born Approximation formalism was used to fit the data. To reproduce
the experimental data, a virtual s-wave state with a scattering length of a ∼ 13 − 24 fm
corresponding to a resonance energy of |E| ∼ 22 keV and a p-wave state at E = 0.38 MeV
above the neutron threshold and a width of Γ = 0.20 MeV [8]. Similar to the measurement
by Simon et al., it appears that the ground state of 10Li is a virtual s-wave state with a
p-wave state ∼ 400− 500 keV above the neutron threshold.
Cavallaro et al. also studied 10Li via the d(9Li,p) reaction at 100 MeV using a CD2 target
[9]. The protons were measured at c.m. angles θc.m. = 5.5 to 16.5◦. Figure 2.6 shows the
measured excitation function. The statistics in this d(9Li, p) measurement are much higher
than the Jeppesen et al. measurement. They found no indication of a low-lying s-wave state
and the spectrum shows the presence of a p-wave state at E = 0.45±0.03 MeV with a width
of Γ = 0.68±0.03 MeV [9]. This measurement suggests that 10Li follows the traditional shell
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Figure 2.6: Spectrum of 10Li via d(9Li, p) at 100MeV between c.m. angles θc.m. = [5.5◦, 16.5◦].
The solid black line is the sum of the partial wave contributions from theoretical calculations
matching the experimental data [9]. Reprinted with permission from [9].
model configuration and that the ground state is a p-wave state.
10Li has also been measured using the p(11Li, d) reaction. This was done using a 5.7
MeV/nucleon beam on a solid H2 target [10]. Deuterons were measured between laboratory
angles 1.8− 5.7◦ and the spectrum of 10Li is shown in Figure 2.7 and constructed using the
missing mass technique with information from the deuteron energy and angle. Only one
resonance was used to fit the measured spectrum at E = 0.62 ± 0.04 MeV and a width of
Γ = 0.33 ± 0.07. The angular distribution indicates that the neutron is occupying the p1/2
shell and similar to the measurement by Cavallaro et al., there is no indication of a low-lying
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Figure 2.7: Spectrum of 10Li using the p(11Li, d) reaction. A p-wave state at E = 0.62 MeV
was needed to reproduce the measured data [10]. Reprinted with permission from [10].
s-wave state.
In the last decade including several experiments, the structure of 10Li is still relatively
unknown. Some of these experiments have showed evidence of a virtual s-wave state while
others do not see any low-lying states. One thing in common is a p-wave state between
E = 400− 600 keV above the neutron threshold. We can look toward 10Li’s mirror nucleus,
10N, to try to resolve this problem.
2.3 10Li’s Mirror Nucleus: 10N
Aoyama et al. has calculated the structure of 10N by using the complex scaling method.
This method assumes that 10N is made up of two components: a 9C core and a proton [56].
The ground state of 10N was calculated to have a spin-parity of Jpi = 2− with an energy of
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E = 1.51 MeV above the proton threshold and a very broad width of Γ = 3.47 MeV [56].
The excited states with spin-parity 1+ and 2+ calculated by Aoyama et al. at energies of 2.84
MeV and 3.36 MeV respectively match experimental measurements in 10Li [45]. Although
as discussed above, the comparison to experimental measurements is not a valid argument
that the calculation works since the structure of 10Li is still not clear.
Experimentally, 10N has only had one study through the four-nucleon transfer reac-
tion 10B(14N, 14B)10N [11]. This experiment was done at GANIL with a 14N beam of 30
MeV/nucleon on a set of four solid 10B enriched targets with a thickness of 0.1 mg/cm2 each
with impurities of 11B, 16O and 12C. 14B was measured using the high-precision magnetic
spectrometer SPEG which included measurements for the particles specific energy loss and
time of flight to be clearly identified [57]. Separate measurements were also performed with
a 11B target, Li2O target as well as with a C target to measurement the background caused
by the impurities in the 10B target. The measured energy spectrum is shown in top part of
Figure 2.8 with counts for the 10B target, 11B target and Li2O target. These background
counts are normalized to the impurity content of the 10B target. The bottom of Figure 2.8
shows spectrum of the 10B while subtracting out the normalized spectrum of the background
targets.
A broad peak around 373 MeV ejectile energy was observed. This peak was fit with a
Breit-Wigner shape on top of calculations for three- and four-body fragmentation reactions:
10B+14N → 14B + 9C + p and 10B + 14N → 14B + 8B + p + p. The fit is shown in Figure
2.9 including just the fragmentation reactions which matches the background and the Breit-
Wigner fit on top of the fragmentation reaction calculations. A broad structure believed to
be a ℓ = 0 state was seen at energy E = 2.6± 0.4 MeV with a width of Γ = 2.3± 1.6 MeV
[11]. This resonance suggests that the 2s1/2 shell is below the 1p1/2 shell in 10N. This spin-
parity assignment has been questioned by Tilley suggesting that these types of multi-nucleon
transfer reactions populate ℓ = 1 states rather than broad ℓ = 0 states [58].
Unlike the previous measurement on 10N using a multi-nucleon transfer reaction, we can
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Figure 2.8: (Top) Spectrum from the (14N, 14B) reactions on the 10B, 11B and 16O tar-
get. (Bottom) Spectrum after subtracting the counts from the target contaminants [11].
Reprinted with permission from [11].
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Figure 2.9: (Top) Subtracted background fitting with the sum of three (dotted) and four
(dashed) body fragmentation background. (Bottom) Fit of the peak with a Breit-Wigner
resonance [11]. Reprinted with permission from [11].
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Figure 2.10: Overview of the MARS facility.
use a RIB of 9C to perform resonance proton elastic scattering to study 10N using an active
target time projection chamber. Some of the clear advantages to study nuclei using this
technique compared to the previous measurement is the much higher cross section and the
known reaction mechanisms and tools for analysis.
2.4 Experimental Setup
To measure 9C+p proton elastic scattering, a primary beam of 10B from the K150 cy-
clotron at the Cyclotron Institute at Texas A&M University was used. The primary beam
had an energy of 31 MeV/nucleon with an intensity of 200 pnA. The 10B beam bombarded a
hydrogen gas target cooled to liquid nitrogen temperatures to produce the 9C RIB using the
10B(p, 2n) reaction. To separate the 9C beam, the Momentum Achromatic Recoil Separator
(MARS) facility was used pictured in Figure 2.10.
2.4.1 The Momentum Achromat Recoil Spectrometer (MARS)
MARS has been utilized extensively to study nuclear reactions with radioactive beams
in inverse kinematics [59].
As the primary beam from either the K150 or K500 cyclotron enters the MARS gas cell,
the scattering angle can be controlled by two dipole magnets, SW1 and SW2, which are
located in front of the gas cell. With these two dipole magnets, the scattering angle can be
adjusted from 0◦ to 30◦ [59]. The MARS gas cell is cooled to liquid nitrogen temperatures
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(77K) and is 9 cm long. The Havar entrance and exit windows have a thickness of 160 µm.
Between the gas cell and the velocity filter, MARS uses the combinations of Q1, Q2, D1,
Q3 and D2 to provide parallel transport into the velocity filter. After the D1 dipole and when
the scattering angle is close to 0◦, the primary beam is separated from the secondary beam
and stopped inside of the coﬃn. Located inside of the coﬃn is a Faraday cup to measure
the primary beam for overall normalization and monitor the beam current. The Faraday
cup was used to monitor the primary beam and not for overall normalization during these
experiments.
After the D2 dipole magnet, the secondary beam enters the velocity filter or Wien filter.
Inside of the Wien filter are perpendicular electric and magnetic fields that can select on the
velocity of the charged particle that is desired. When the electric and magnetic forces have
equal magnitude, the velocity can be selected by
v =
E
B
(2.3)
After the velocity filter, the beam is bent up by the last dipole magnet (D3) and is lastly
focused by the quadrupoles Q4 and Q5 before entering the scattering chamber providing the
M/q focus where M is the mass of the particle and q is the charge.
Along the MARS beam line are several slits. The slits are used to cut out particles when
their position is some distance away from the central ray throughout the beam line. MARS
has a mass resolution of ∆M/M = 1/300, an energy acceptance of ∆E/E = 9% and a solid
angle up to 9 millisteradians [59].
The secondary beam of 9C was created through the (p, 2n) reaction and the reaction had
a Q-value of −25.7 MeV. The gas cell was filled with 3 atm of hydrogen gas cooled to 77 K.
The average 9C beam intensity was 103 pps with the 200 nA of the primary beam 10B. The
main contaminant was 3He2+ because the 3He2+ ions have the same velocity as the 9C6+ as
well as the same rigidity. The beam purity was ∼ 40% 9C. A detector was placed before the
34
Figure 2.11: Result of the 9C production on MARS showing the main contaminant of 3He
and some 4He [12]. Reprinted with permission from [12].
entrance to the scattering chamber to tune the beam on and the 9C and 3He as measured by
this detector are shown in Figure 2.11. There is also a small background of 4He that have
made their way to the scattering chamber.
2.4.2 Experimental Setup and Procedures
The scattering chamber used for this experiment is shown in Figure 2.12. Since we
were interested in the ground and low lying excited states of 10N the ideal beam energy
would be below 10 MeV/nucleon and therefore the secondary beam 9C energy of 23.4± 0.4
MeV/nucleon from MARS was too high. At energies above 10 MeV/nucleon the background
unrelated to elastic scattering, such as breakup, is larger and because the target density must
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be increased to stop the high energy beam, the energy resolution becomes worse. The higher
target density will eﬀect the lowest measured energy due to the higher specific energy loss.
The BC-404 scintillator with a thickness of 700 µm was placed upstream of the scattering
chamber at an angle of 45◦ for an eﬀective thickness of 1 mm. This scintillator reduced the
average beam energy from 23 MeV/nucleon to 9.3 MeV/nucleon. Two photomultiplier tubes
(PMTs) were used to collect the light signals from the scintillator. This provides particle
identification of the beam using the energy deposited in the scintillator and provides a way
to filter out of the beam contaminants. The scintillators also provide a fast timing output
for time-of-flight measurements to further cut out contaminants.
The chamber is an active target detector meaning that the gas inside is used as a detector
medium as well as a target. The scattering chamber was filled with methane gas (CH4) at
760 torr to stop the beam near the middle of the chamber and allow the light recoils (protons
in this case) to make it to the detectors. Windowless ionization chamber was located at the
entrance of the chamber. It consists of three plates - anode, cathode, and a Frisch-Grid,
and works by measuring the charge of electron-ion pairs created when the charged particles
propagate through the gas. The ionization chamber provides additional way to cut out
beam contaminants by measuring the specific energy losses and to count the total number
of incoming beam ions for overall normalization.
Inside the scattering chamber is a field cage with planar geometry. This created a uniform
electric field for the electron drift. Along the beam axis on the bottom of the scattering
chamber were an array of eight resistive proportional counters made from carbon fiber.
These counters are used to measure the position inside the detector. As the electrons drift
toward the wires from the electric field and if the electric field is strong enough, the free
electrons drifting can have enough kinetic energy to create another electron-ion pair when
colliding with another neutral gas molecule. The threshold field for this eﬀect is on the order
of 106 V/m [60]. More and more electrons can be created through this process which is
known is the Townsend avalanche. For these proportional counter wires, the field is small
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Figure 2.12: Sketch of the scattering chamber. The BC-404 scintillator is placed in front of
the scattering chamber and is observed by two PMTs. A Havar window of 4 µm thickness
separates the gas volume and the beam line. A windowless ionization chamber is installed
at the entrance of the scattering chamber. An array of proportional wire cells and a set of
silicon detectors are located downstream in the chamber.
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and gets much stronger approaching the wire. The proportional counter cells are read from
both sides. As the electrons are collected on the wire, the charge collected on each side of the
wire is inversely proportional to the amount of resistance it encountered. We can determine
the position (xP.C) at each proportional counter for the charged particle from the charge QL
(left) and QR (right) at each end of the wire by using the formula
xP.C =
QR −QL
QR +QR
a+ b (2.4)
where a and b are the slope and oﬀset to match to the actual positions inside of the chamber.
The position calibration was performed with an alpha source in gas. Covering the Si detectors
was a mask with slits in the vertical direction with defined spacing. By measuring the
positions measured in the proportional counter cells and the known location of the source,
slope and oﬀset for each wire can be found. The measured positions along the proportional
counter cells can be used to determine the vertex and the angle of the light recoil since the
positions along the beam axis are known. By measuring the time from the proportional
counters, we can reconstruct the height of the particles above the cells. Now that we have
the horizontal, vertex and z-position of the hits in the proportional counters, full 3D track
reconstruction can be performed. We can also measure the total charge measured by the
proportional counter cells which is related to the specific energy loss of the charged particle
over the cell by summing the energy of both sides
EP.C. = QR +QL (2.5)
The specific energy loss deposited in the cells gives particle identification to select on the
species of particle we are measuring (protons in this case).
At the end of the chamber were three MSQ25-1000 MicronSemiconductor silicon (Si)
detectors. Si detectors work as a semiconductor diode with two energy bands: the valence
band and the conduction band. The valence band corresponds to electrons in the outer-
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shell. Electrons in the conduction band are allowed to freely move throughout the crystal.
The two bands are separated by the band gap and for Si detectors, this corresponds to 1.1
eV [60]. Adding energy to the system allows the liberation of electrons from the valence
band to the conduction band creating holes in the valence band. The energy is proportional
to the number of electron-hole pairs. Part of the resolution of a semiconductor detector
is limited by the number of electron-hole pairs, n, that are created and thus the standard
deviation is
√
n. The electron-hole pairs are measured when a reverse bias voltage is applied.
When the bias voltage is applied, there is an equilibrium across the silicon material ensuring
that electron-hole pairs are not reabsorbed. This allows for more electron-hole pairs to
be measured increasing the resolution. This bias also attracts the electrons and holes to
the anode and cathode respectively where the charge can be measured. Each Si detector
consisted of four 25 x 25 mm2 square segments. An outline of each detector is shown in
Figure 2.13 for reference. These detectors were used to measure the light recoils. Each of
these detectors were 1 mm thick and placed at forward angles with respect to the beam
direction.
2.5 Experimental Procedures
The readout scheme for this experiment is shown in Figure 2.14. The ionization cham-
ber signal, proportional counter cell signals and the Si detectors were sent through a pre-
amplifier and then to a MESYTEC MSCF-16 shaper that amplifies and shapes the signal
as well as provide triggers if necessary. The energy and time outputs from the shapers were
sent to MESYTEC Analog-to-Digital Converters (ADCs) and MESYTEC Time-to-Digital
Converters (TDCs) that record an energy and time respectively. The two anodes from the
PMTs located upstream from the chamber were fed through a constant fraction discrimina-
tor (CFD) and with a threshold high enough to cut out most of the 3He background. The
signals were also sent to a CAEN Charge-to-Digital Converter (QDC) to measure the total
charge of the signals. The outputs from the CFD were sent to a logic unit to produce a
signal when both PMTs fire above the threshold and a signal from the Si detectors was also
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Figure 2.13: Diagram of the MSQ25-1000 silicon detectors.
present. The logic unit also contained a veto signal from the data acquisition system (ACQ
computer) indicating that the ACQ was busy and not to trigger. The pulse signal triggered
the logic unit was split to a gate and delay generator to generate gates for the ADCs, QDCs
and TDCs as well as to the ACQ Computer to record the ADC, QDC and TDC data.
The data was analyzed using ROOT [61]. ROOT is an object-oriented program and
library written in C++ that was designed for particle physics data analysis. Other soft-
ware programs that were used in this analysis include SRIM [62], GEANT4 [63] and an
minimization R-matrix software [64].
2.5.1 Calibration of the Detectors
All three silicon detectors were calibrated using a four-peak alpha source on an individual
quadrant basis. The alpha source consisted of four diﬀerent radioactive isotopes: 148Gd,
239Pu, 241Am and 244Cm. The peaks are well known with energies of 3.117, 5.142, 5.474 and
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Figure 2.14: Readout scheme of the experimental setup.
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Figure 2.15: Signals measured in a proportional counter cell using equidistantly spaced
pulsar signals. The equidistant pulsar signals bunch together at higher channels due to the
logarithmic pre-amplifier.
5.787 MeV and the peaks in the Si spectrum were fit with Gaussian functions. The pre-
amplifier used for the Si detectors was linear and the calibration from raw channel number
to keV was fit using a first order polynomial.
Each of the two side for all eight proportional counter cells were electronically gain
matched using a pulser. The pre-amplifier used for the proportional counter cells was log-
arithmic to provide for a large dynamic range. By measuring the signals in the spectrum
using constantly spaced pulser signals, the logarithmic scale could be translated into a linear
scale. The centroid for each peak was found and fitted with the known voltage of the pulse
as shown in Figure 2.15. Now that the electronics for the proportional counter cell signals
have been gain matched, the raw signals for the left and right sides of each proportional
counter cell can be used to find the position and summed to measure the specific energy loss
of particles passing over the cell.
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An alpha source in methane gas was used to test the TPC as well as provide the data to
make a calibration for the position of the proportional counter cells. As mentioned in section
2.4.2, the raw position of the proportional counter cell can be found by finding the diﬀerence
between the beam left and beam right signal for the individual proportional counter and
normalizing to the total sum of the both signals in Equation 2.4. This gives bounds for the
raw position to be between −1 and 1. For this analysis, it was chosen that a raw position
of 1 was the beam right side while a raw position of −1 was the beam left side. Since all of
the proportional counter cell signals are now linear, the raw position and real position are
linearly correlated by a slope and an oﬀset. Knowing the exact position of the alpha source
and the exact positions of where the Si detectors are located, we can use each proportional
counter’s raw position to made out the position for the three Si detectors. By finding the
edge of the detectors in the raw position, we can calibrate the position for each proportional
counter cell based on the actual locations of the detectors.
2.5.2 Particle Identification of the Beam
With the use of the BC-404 scintillator upstream from the entrance of the chamber and
the windowless ionization chamber placed just inside the entrance, combination of both of
these detectors can be used to cut on the beam particles. The two PMTs collecting the light
from the scintillator were summed to measured the specific energy loss of the beam ions.
The energy loss for charged particles traveling through matter can be described by the Bethe
formula. For non-relativistic particles, the energy loss per unit length can be approximated
as
− dE
dx
∝ z
2
E
ln(E/I) (2.6)
where E is the energy of the particle, z is the charge of the particle and I is the mean
excitation potential [65]. The larger the energy loss, the more energy is deposited in the
detectors. What is important in Equation 2.6 is that the higher the charge of the particle,
there is more energy loss in a material and the more energy a particle has, the less energy it
43
Figure 2.16: Ionization chamber energy vs the scintillator energy. We can clearly defined
the 3He, 4He backgrounds and cut on the 9C beam.
deposits in the material. By measuring the energy loss of the beam particles in the scintillator
and ionization chamber, the identification of the beam particles can be easily obtained.
Shown in Figure 2.16 is the ionization chamber energy in channels plotted against the sum
of the two PMTs energies in channels. There are clear bands in this spectrum associated with
diﬀerent particle species. By using coincidence between the energies of the two detectors,
the diﬀerent beam particles can be clearly identified and are circled in red in Figure 2.16.
The lowest mass particle measured in both of these detectors is the 3He2+ that comes with
the 9C6+ beam due to the same charge to mass ratio and these 3He particles have the same
velocity as the 9C beam particles. Since the charge of the 3He particles is three times smaller
than that of the 9C beam ions, it should lose less energy in the detectors when compared to
the 9C particles at the same velocity. Also clear in Figure 2.16 are alpha particles coming
with the beam. These were also visible in the tuning of the 9C beam shown in Figure 2.11.
With 3He and 4He easily identified, we can cut on the 9C. The cut on 9C beam particles in
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Figure 2.16 extends to higher energies in the ionization chamber due to the fact that elastic
scattering oﬀ of protons can happen in this region of the detector. When this scattering
occurs, the 9C particle transfers energy to the proton and has a much higher energy loss
over the detector. Since these events happen after the scintillator, the energy deposited
in the scintillator should be the same whether or not there was a scattering events over
the ionization chamber. So by using the combination of the ionization chamber and the
scintillator signals in coincidence, the 9C beam ions entering our chamber can be easily
distinguished to look for proton elastic scattering events.
2.5.3 Selecting Proton Scattering Events
Even though there was a cut on the 9C beam particles using the ionization chamber and
the scintillator, there is still random coincidence coming mostly from alpha particles. By
using the time-of-flight between the Si trigger and the delayed PMT signal, we can gate on
events with the correct timing. This is shown in Figure 2.17. This was another way to cut
out random coincidence of the measurement.
Since the pressure of methane gas of the system was adjusted so that the 9C beam was
stopped right before the beginning of the proportional counter cells, the specific energy loss
of the proportional counter cells can be used to select proton events that have hit the silicon
detectors. The specific energy loss can be found by summing both sides of the proportional
counter cells as in Equation 2.5. By plotting the energy measured in the Si detectors against
the energy measured in the proportional counter cells, we can create a specific energy loss
(dE) vs energy plot. These kinds of plots are useful for determining particle species. Since
the specific energy loss decreases when the particle has higher energy, the dE vs E plots
have a very characteristic shape to them. Figure 2.18 depicts the specific energy loss of the
proportional counter cells plotted against the measured Si energy. There is a clear band of
protons in the spectrum. Also shown in Figure 2.18 is a turn around an energy of 12.5 MeV
in the Si. This turn is caused by protons with energies higher than 12.5 MeV. Since the Si
is only 1 mm thick, these high energy protons > 12.5 MeV do not stop in the silicon and
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Figure 2.17: Cut made on the timing from the PMTs vs the energy in keV measured in the
Si detectors. Punch-through proton events occur in the bottom left of the cut.
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Figure 2.18: Specific energy loss deposited on the proportional counter cells (dE) plotted
against the energy measured in the Si detectors.
punch-through the detector. The bottom band in Figure 2.18 corresponds to the punch-
through events and events that deposit about 2 MeV in the Si detector actually have the
highest total energy. This is because with increasing proton energy less energy is deposited
in both the Si detector and the gas.
We can divide the dE vs E spectrum into three regions: a non-punch-through region,
a punch-through region and a region where we are not certain whether or not the protons
are punching through the detector which will be referred to as the ’mixed’ region. The non-
punch-through region includes protons with energies up to 8MeV. For all of these events, the
protons are fully stopped in the Si detector and these energies correspond to c.m. energies
below 3.2 MeV. The punch-through region includes protons of the lower band from 2 MeV to
8 MeV and corresponds to c.m. energies above 4.5 MeV. The last region is this ’mixed’ region
with Si energies between 8 to 12.5 MeV in the Si. In this latest region we cannot clearly
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Figure 2.19: The three regions of the dE vs E is shown. The green region is the non-punch-
through region where the protons are fully stopped in the Si detector. The blue region are
the punch-through events and the red region is the ’mixed’ region.
distinguish between punch-through and non-punch-through events. The cuts are presented
in Figure 2.19. There are two steps to untangle the mixed and punch-through regions to
recover the proton energies. Both of these steps involved the use of Monte Carlo simulations
using GEANT4 discussed in the next section [63].
2.5.4 Reconstructing Punch-through Events
Two simulations were made in GEANT4 and are discussed in this section. The first
simulation was for the reconstruction of punch-through events while the second simulation
was used to realistically recreate the experiment and its conditions.
A very simple simulation was made to be able to reconstruct punch-through events.
A beam of protons with various energies above 10 MeV and discrete angles from 0 to 0.7
radians were incident on a Si detector with a thickness of 1 mm. From the simulation,
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Figure 2.20: The incident proton energy (pre-silicon energy) plotted against the measured
proton energy at an incident angle of 0.2 rad.
the incident energy of the protons, the angle of incidence on the detector and the energy
deposited in the detector were recorded. For every angle, the incident proton energy (or
pre-silicon energy) can be plotted against the measured energy in the Si detectors. One of
these plots for an angle of θ = 0.2 rad is shown in Figure 2.20. For every measured proton
energy in the Si detector at a given angle, we know the distribution of the incident energy
which is Gaussian. So then we can fit this pre-silicon incident energy with a Gaussian to
extract a mean of the distribution and the width. This allows us to sample on a Gaussian
distribution for punch-through events to obtain the pre-silicon energy of the protons and
thus reconstruct the punch-through event’s energy. The angle of the proton track that is
obtained from the track reconstruction using the proportional counter cells is used as an
input for the reconstruction.
After the reconstruction of punch-through events was sorted, another GEANT4 simula-
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tion was made to emulate the experimental setup. This includes the realistic beam energy
and spread, the scintillator and havar foil at the entrance of the chamber as well as the de-
tectors and correct gas inside. The simulation reproduced the proton elastic scattering and
was biased such that the measured cross-section would be flat. This also allowed us to test
our reconstruction procedure and sort out the mixed region. In the simulation, we found the
number of punch-through events in the mixed region accounts for approximately 20−30% of
the total number of events in this region. Using this result, for any event in the mixed region
we can decided whether the event is punching through the detector or not by the condition
that the boundaries between the non-punch-through and mixed regions as well as the mixed
and punch-through regions must have a continuous distribution in the number of counts and
not a discontinuity. Unfortunately this approach would wash out any narrow resonances in
this region although all resonances in 10N are expected to be fairly broad. Another result
obtained from this simulation is that the spectrum above a c.m. energy of Ec.m. = 5.5 MeV
is unreliable due to the large beam energy spread.
2.5.5 Measured Excitation Function and R-matrix Analysis
With the help of simulations discussed above, we are able to reconstruct the proton
energies for all regions. To find the c.m. energy, we must use the combination of the measured
Si energy and the track reconstructed using the proportional counter cells. The track of the
protons can be traced back to the beam axis to give the angle and vertex of the reaction.
We can also get the path length of the proton from the vertex to the Si. Since we know the
proton energy at the Si detector and the vertex location in the gas inside the chamber, we
can find the energy that the proton losses from the vertex to the Si to recover the proton
energy at the vertex location. This is done using stopping power tables calculated using
SRIM [62]. The stopping tables give the energy loss dE/dx for a given energy for a gas. We
can relate the range a particle traveled in the gas and its specific energy loss using
∆x =
∫ E0
Ef
−dx
dE
dE, (2.7)
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where E0 is an initial energy and Ef is a final energy. In our case, we know the range the
proton travels and the final energy (the energy at the Si detector) so the initial energy can
be found. Once we know the proton energy at the vertex location and know the scattering
angle, we can calculate the energy the 9C beam had at the vertex location just before the
elastic scattering:
Ebeam =
(Mrecoil +Mbeam)
2
4MrecoilMbeam cos2 θ
Erecoil (2.8)
For every proton elastic scattering event, we can find the energy the 9C beam at the vertex
location. Thus, the c.m. energy of the reaction is
Ec.m. = Ebeam
Mrecoil
Mrecoil +Mbeam
. (2.9)
The cross-section can then be found using Equations 1.8 and 1.9. We divide the three Si
detectors into three regions based on the angular range in relation to the beam axis. The first
region is the ‘Forward Angles’ consisting of the zero degree detector. The next two quadrants
on either side of the zero degree detector is the ‘First Ring’ while the most outside quadrants
in the Si array are the ‘Second Ring’. An illustration is shown in Figure 2.21. We separate
all of the events based on which Si quadrant the proton was incident with. Thus we need
to calculate the target thickness and solid angle for each region to calculate the excitation
function. The target thickness in Eq. 1.8 is found by binning the c.m. energies and finding
the total distance the beam can travel from one edge of the bin to the other using Equation
2.7. Thus, the number of target nuclei within this range (or target thickness Tt) is
Tt = cρ∆xNA/Mmethane (2.10)
where c is the number of target particles in the gas molecule (four in case of CH4), ρ is the
density of the gas, NA is Avogadro’s number and Mmethane is the molar mass of methane. As
we can track the protons and find the vertex location, for a given c.m. energy we can find
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Figure 2.21: Schematic of the three diﬀerent angular regions for obtaining the excitation
function. The ’Forward Angle’ region consist of events in the zero degree detector, the ’First
Ring’ region are the next four quadrants outside of the zero degree detector and the ’Second
Ring’ are the four most outside Si quadrants.
where in the chamber these reactions came from. Using this location in the chamber and
the size of the regions, we can calculate the solid angle.
Due to extended gas target used in these measurements the scattering angle for any
particular region in the Si detector is a function of c.m. energy. Events with smaller c.m.
energy occur closer to the Si detectors and thus have a larger c.m. angle while higher c.m.
energy happen closer to the entrance of the chamber and have a smaller c.m. angle. So with
the number of counts for each c.m. energy and the target thickness and solid angle for each
bin calculated, we can calculate the cross section and get the excitation function. Due to the
shallow angle of tracks in the Forward Region, we limit the excitation function to just events
in the non-punch-through region corresponding to a maximum c.m. energy of Ec.m. = 3.3
MeV. The First and Second Ring excitation functions are shown up to Ec.m. = 5.5 MeV. The
c.m. angular range for the Forward Angles, First Ring and Second Ring are then 166◦−170◦,
139◦ − 162◦ and 129◦ − 154◦ respectively. The First Ring had the highest quality data and
this region was used for R-matrix fitting. This is due to the fact that the angles of proton
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Figure 2.22: Spectrum of protons from the 9C+p resonance scattering for the first ring [13].
Reprinted with permission from [13].
tracks are not as shallow as the Forward Angles and it has more statistics when compared
to the Second Ring. The measured excitation function for the First Ring is shown in Figure
2.22 [13].
R-matrix calculations were performed using the code MinRMatrix [64] with a channel
radius of a = 5.0 fm. Only states with an angular momentum of ℓ = 0 or ℓ = 1 were
considered in these calculations. The spectrum of the Forward Angles and Second Ring
regions had a background of 25 mb/sr each. This background most likely comes from the
fusion-evaporation of the 9C beam on the 12C in the methane gas and the breakup of 9C on the
methane gas and entrance window. The First Ring did not need any background subtraction
due to better tracking to cut out these background reactions. Figure 2.23(b) shows the First
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Ring and several R-matrix calculations. The red dash-dotted line is Rutherford scattering
which clearly does not reproduce the measured spectrum. As shown, there is a slow rise
starting around Ec.m. = 1.2 MeV. The magenta dotted line in Figure 2.23(b) is the R-matrix
calculation for no resonances in the system but the hard sphere phase shift as described
in Equation 1.24. A single ℓ = 0 resonance with a spin-parity of Jpi = 2− was placed at
Ec.m. = 2.2 MeV and is shown as the red curve in Figure 2.24. This agrees well with the
spectrum at energies < 2.2 MeV but does not reproduce the higher cross section at high
energies. To reproduce the cross section at higher energy, along with the Jpi = 2− state at
Ec.m. = 2.2 MeV and a width of Γ = 3.1 MeV, a second ℓ = 0 state with spin-parity of
Jpi = 1− was placed at Ec.m. = 2.8 MeV and had a width of Γ = 1.2 MeV. This configuration
is shown as the dashed blue line in all of Figure 2.23. The measured cross section can also
be reproduced by switching the order of the two ℓ = 0 states. The green solid line in Figure
2.23 has a Jpi = 1− at Ec.m. = 1.9 MeV with a width of Γ = 2.5 MeV while the Jpi = 2− state
was located at Ec.m. = 2.8 MeV and had a width of Γ = 2.0 MeV. The best fit parameters
for the states of these two statistically almost identical solutions are shown in Table 2.1.
Also in Table 2.1 are the calculated dimensionless reduced width of the states. Regardless
of the specific spin-parity assignment for the two ℓ = 0 states, the dimensionless reduced
with of the ground state is 0.8. Since this is close to unity, it shows that the ground state of
10N has a single-particle nature and can be thought of as a 9C core in its ground state and
a proton in pi2s1/2 shell. The first excited state has a dimensionless reduced width of 0.4
or 0.25 depending on the specific spin-parity assignment, 2− or 1− respectively. Therefore,
the first excited state clearly has more complicated structure than the ground state and has
significant contributions from configurations other than Ψ(9C(g.s.)) × Ψ(pi2s1/2).
The 10Li study using the d(9Li,p) reaction by Cavallaro et al. observed a ℓ = 1 state
at 0.45 MeV with a width of 0.68 MeV [9]. Potential model calculations put this state at
Ec.m. = 3.3 MeV in 10N (see next section for more details on potential model calculations).
By reproducing the reduced width of the state seen in 10Li, we can add this state into our R-
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Figure 2.23: Spectrum of protons from the 9C+p resonance scattering at three diﬀerent
angular regions. The red dash-dotted line in (b) is the Rutherford scattering cross section,
the blue dashed line is the best fit with Jpi = 2− as the ground state and a Jpi = 1− state as
the 1st excited state. The green solid line is the best fit with a Jpi = 1− ground state and a
Jpi = 2− 1st excited state. The dotted magenta curve is the R-matrix calculation assuming
that there are no resonances in the 9C+p system, and that the cross section is defined by
the repulsing hard sphere phase shift. The black dash-dotted curve is the fit with a Jpi = 2−
g.s., a Jpi = 1− 1st excited and a Jpi = 1+ state at 3.3 MeV [13]. Reprinted with permission
from [13].
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state Jpi E [MeV] Γ [MeV] Θ2
G.S.
2− 2.2+0.2−0.2 3.1+0.9−0.7 0.8+0.2−0.2
1− 1.9+0.2−0.2 2.5+2.0−1.5 0.8+0.5−0.3
1st excited
1− 2.8+0.2−0.2 1.2+0.6−0.4 0.25+0.1−0.1
2− 2.8+0.2−0.2 2.0+0.7−0.5 0.4+0.2−0.1
Table 2.1: R-Matrix parameters for the best fit of the ground state and first excited state in
10N. For both configurations, the spin-parity assignment, the c.m. energy, the total width of
the state, and the dimensionless reduced width are shown.
matrix calculations. The black dash-dotted line in Figure 2.23(b) and (c) display a Jpi = 1+
state at 3.3 MeV in addition to a Jpi = 2− ground state and a Jpi = 1− state with the same
properties as that reproduce the spectrum without the Jpi = 1+ state. In the First Ring, this
added Jpi = 1+ state does not reproduce the measure spectrum above Ec.m. = 3.3 MeV but
in the Second Ring, the measured spectrum in this energy is well reproduced. We cannot
claim or rule out any observation of p-wave states in the measured spectrum due to the
uncertainties in the reconstruction of punch-through events or any contributions of higher
lying states and ℓ > 1 partial waves.
We can now compare our results to the only previous study of 10N [11] that was made
using the 10B(14N, 14B)10N reaction and claiming an observation of the ground state at 2.6
MeV. Their measured state lies exactly between the ground state and first excited state
observed in this measurement. It is possible that they observed both or either of these states
although the statistics for their measurement were rather poor and spin-parity assignment
could not be made.
2.5.6 Location of the 2s-shell in 10Li
Since both ℓ = 0 states in 10N were observed and dimensionless reduced widths were
determined, the location of the 2s1/2 shell in 10N can now be established by weighted average
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Figure 2.24: Excitation function of the First Ring. R-matrix calculations were performed
for a single Jpi = 2− state (solid red curve) and a Jpi = 1+ ground state with a Jpi = 1− first
excited state (green dashed line) [13]. Reprinted with permission from [13].
between the two s-states - it is unbound by 2.3±0.2 MeV. We can now calculate the location
of this shell in the mirror nucleus, 10Li. We use a potential model with a Woods-Saxon
potential of the form
V (r) = − V0
1 + e(r−R)/a
(2.11)
where V0 is the depth of the potential, R = r0A1/3 is the radius of the nucleus with A nucleons
and a is the diﬀuseness of the potential. To determine the parameters of the potential, known
states in 11N and 11Be were used and these two nuclei are also mirror nuclei. Starting with
the three lowest known states in 11Be including the ground state, the Jpi = 1/2+, 1/2− and
5/2+ states, these states were calculated in 11N. To reproduce the known locations of these
states in 11N, the parameters of the Woods-Saxon potential are ro = 1.25 fm, a = 0.7 fm
and the Coulomb radius of rc = 1.3 fm.
With the measured location of the 2s-shell in 10N and using the same potential param-
eters found between the 11Be/11N pair, the extrapolated location of the 2s-shell in 10Li was
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calculated to be −20 keV below the neutron threshold. This of course means that 10Li is
bound and we know that it is not. This calculation is of course not exact but we can place
the 2s-shell within 100 keV above the neutron threshold. Although not all measurements of
10Li observed a low-lying virtual s-wave state as discussed above, this measurement provides
strong evidence towards a low-lying s-wave state in 10Li.
2.6 Conclusion
States in 10N were populated in 9C+p elastic scattering at the Cyclotron Institute at
Texas A&M University. A prototype time projection active target detector was used for this
measurement. For the first time, the ground state and first excited state in 10N have been
observed. Both of these states are ℓ = 0 states but the specific spin ordering for the ground
and first excited state cannot be established. For a Jpi = 1− ground state configuration,
10N is unbound by 1.9 MeV while 10N is unbound by 2.2 MeV for the Jpi = 2− ground state
configuration. The 2s-shell in 10N is located at 2.3± 0.2 MeV. Regardless of the specific spin
assignments, the ground state is of single particle nature while the first excited state has
contributions other than from 9C(g.s.)+p. P-wave states recently observed in 10Li [10] should
appear around Ec.m. = 3.3 MeV in 10N and while a p-wave state has not been observed in
this measurement, it cannot be ruled out either.
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3. STRUCTURE OF 9C
3.1 Introduction
9C is the most proton-rich nucleus known to be particle bound other than 3He with a
proton to neutron ratio of Z/N = 2. The ground state of 9C decays via β decay to 9B and has
a half-life of 126.5±0.9 ms. It belongs to the T = 3/2 A = 9 isobaric quartet along with 9Li,
9Be(T = 3/2) and 9B(T = 3/2). There is significant uncertainty regarding spectroscopy of
these nuclei. Only two excited states have conclusive spin-parity assignments, and two more
excited states have been suggested. The location of the sd-shell is still unknown in these
nuclei. The primary goal of the measurements discussed in this thesis was to establish the
location of the sd-shell in 9C and to benchmark it against the predictions of contemporary
nuclear models. 9C is only bound by 1.3 MeV and all of its excited states are in the continuum.
Therefore, 8B+p resonance scattering is a suitable reaction for 9C spectroscopy. Another
important goal of this experiment was commissioning of the new experimental apparatus -
Texas Active Target (TexAT) - a brief description of which is provided in subsequent sections.
3.2 Previous Studies of 9C
The early studies of 9C were done using multi-nucleon transfer reactions. Multi-nucleon
transfer reactions allowed experimentalists to study exotic nuclei before the development
of RIB. The ground state of 9C was discovered in 1964 through the three-nucleon pickup
reaction 12C(3He, 6He)9C by Cerny et al. [14]. A 3He beam of 65 MeV was used for this
study. The spectrum at 12 degrees in the lab frame is shown in Figure 3.1. It was determined
from this measurement that the mass excess of 9C is 28.95± 0.15 MeV and thus 9C is stable
with respect to proton emission.
In 1974 Benenson and Kashy used the same multi-nucleon transfer reaction as Cerny
et al. [15]. A beam of 3He with an energy of 74.1 MeV was used and reaction products
were sent into a magnetic spectrograph at an angle of 8◦ [66]. The ground state and the
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Figure 3.1: Energy spectrum from 12C(3He, 6He)9C. 9C ground state is at channel number
490 [14]. Reprinted with permission from [14].
first excited state of 9C were observed (see Fig. 3.2). The first excited state’s energy was
measured to be 2.2± 0.1 MeV above the ground state. No spin-parity assignment was made
for the observed states. The mirror nucleus, 9Li, has a ground state of Jpi = 3/2− and the
first excited state of Jpi = 1/2−.
Another 12C(3He, 6He)9C reaction study was performed by Golovkov et al.. The authors
observed the first excited cite at 2.2± 0.1 MeV as well as excited states at 3.3 MeV and 4.3
MeV [67]. No experimental spin-parity assignment was made, but indirect arguments were
used to infer Jpi = 5/2+ spin-parity assignment for the state at 3.3 MeV, implying rather
low energy for the sd-shell in 9C.
The excitation function for 8B+p was measured for the first time by Rogachev et al.
[16]. The secondary 8B beam of 29 MeV was impinged on a 9.0 mg/cm2 CH2 target. The
Thick Target Inverse Kinematics technique [38, 39] was used and protons were measured
using a Si telescope (∆E and E detectors) at an angle of 7.7◦ with respect to the beam
axis. The excitation function is shown in Figure 3.3 with two features labeled A and B at
excitation energies of 2.7 and 4 MeV. The structure at label A or 2.7 MeV does not have a
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Figure 3.2: Spectra from the 12C(3He, 6He)9C reaction. Top and bottom panels are two
diﬀerent field settings. FS is the field setting of the splitpole spectrometer and Q is the total
charge of the beam. Top panel is the ground state and the bottom panel shows the first
excited state of 9C at 2.2± 0.1 MeV [15]. Reprinted with permission from [15].
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Figure 3.3: Measured raw excitation function of 9C [16]. Peak A corresponds to events not
from elastic scattering while B are events from elastic scattering. Reprinted with permission
from [16].
counterpart in the mirror nucleus 9Li and is likely not from elastic scattering with 8B. Since
this experiment was done with just a solid target and Si telescope, the authors were unable
to distinguish between elastic and inelastic scattering. A measurement was also performed
with a solid carbon target to remove the background in the CH2 target spectrum.
A Monte Carlo simulation was performed to simulate the inelastic scattering spectrum
via p(8B, p’)8B∗ where the 8B recoil is in the first excited state with a spin-parity of Jpi = 1+
and at an energy of 0.77 MeV. This state decays via proton emission. It was found that the
inelastic scattering produces two peaks in the spectrum: one from the inelastically scattered
proton and another from the proton emitted from the excited 8B ion. An R-matrix analysis
was performed on the spectrum after subtracting the carbon target background and the
background calculated from the inelastic scattering shown in Figure 3.4. The dotted line in
Figure 3.4 shows the R-matrix calculation for which only the known Jpi = 1/2− state located
at 2.2 MeV was included. Clearly, this does not agree with the rising cross section at higher
excitation energies. The dashed and dotted-dashed curves show the R-matrix calculations
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Figure 3.4: Excitation function of 9C subtracting backgrounds. R-matrix calculations are
shown and the best fit to the data is the known Jpi = 1/2− state plus a Jpi = 5/2− state at
3.6 MeV [16]. Reprinted with permission from [16].
for a Jpi = 1/2− state at 2.2MeV with a Jpi = 5/2+ and Jpi = 3/2− state respectively and the
cross section is not reproduced at higher energies. It was concluded that the cross section
can be reproduced reasonably well if Jpi = 5/2− state is introduced at excitation energy
around 3.6± 0.2 MeV and width of 1.4± 0.5 MeV as shown in Figure 3.4 [16].
One problem with the calculated cross section from the Jpi = 1/2− and Jpi = 5/2− states
is that the measured cross section is still higher at energies above 3.8 MeV. Calculations
using the Continuum Shell Model (CSM) predict a Jpi = 3/2− state close to 4 MeV [16]. The
solid line in Figure 3.5 shows the R-matrix cross section for the level scheme of Jpi = 1/2−,
Jpi = 5/2− and Jpi = 3/2−. The Jpi = 3/2− state is located at excitation energy Ex = 4.1
MeV and has a width of Γ = 1.3 MeV. The limited energy range and statistics and also
significant background did not allow for any firm conclusions regarding excited states above
the 5/2−
More recently, 9C was studied using inelastic scattering of a 9C beam on a 9Be target by
Brown et al. [17]. The spectrum of 9C from the detection of protons and 8B events is shown
in Figure 3.6. They observe two peaks that correspond to the first and second excited states:
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Figure 3.5: Excitation function of 9C with R-matrix fits including Jpi = 1/2−, Jpi = 5/2−
and Jpi = 3/2− resonances [16]. Reprinted with permission from [16].
Jpi = 1/2− and Jpi = 5/2− respectively. There is a discrepancy between their measured
width of the first excited state and the multi-nucleon transfer reactions which agree with
ab initio calculations. Brown et al. measured a width of Γ = 52 ± 11 keV while the multi-
nucleon transfer reaction done by Benenson and Kashy measured a width of Γ = 100 ± 20
keV which agrees with ab initio calculations predicting the width to be Γ = 102 ± 5 keV
[17, 15, 68]. The spectrum for two proton emission from 2p + 7Be was also obtained. They
found two states at 4.40± 0.02 MeV and 5.69± 0.02 MeV that decay into the excited states.
The state at 4.4 MeV agrees with an observed state in the multi-nucleon transfer reaction
that is believed to be the start of the sd-shell in 9C [67]. This 4.4 MeV state decays into the
Jpi = 1+ state in 8B and it is argued that the state is most likely a Jpi = 1/2+ while the 5.7
MeV state decays into the Jpi = 3+ state in 8B and likely has a high spin of J ≥ 7/2 [17]. A
Jpi = 3/2− state tentatively suggested in [16] was not observed by this measurement.
Our goal in this study is to build on the previous measurements and to shed further light
on the structure of 9C by measuring the excitation functions for 8B+p resonance scattering to
higher energies as well as measuring at several diﬀerent angles. This also includes looking for
the start of the sd-shell in 9C. One advantage we will have when compared to the previous
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Figure 3.6: Invariant-mass spectrum of 9C. Blue dashed and green dotted line are R-matrix
calculations for a Jpi = 1/2− and Jpi = 5/2− respectively [17]. Reprinted with permission
from [17].
measurement [16] is the use of active targets that will help remove the background from
inelastic scattering seen in previous study.
3.3 Theoretical Calculations
Continuum shell model calculations for 9C were done by Volya and Zelevinsky [18]. This
was only done for the p-shell. Besides the states already observed and confirmed, a second
Jpi = 3/2− state was predicted to be slightly above the Jpi = 5/2− at Eex = 4.1 MeV. A
Jpi = 7/2− was predicted at Eex = 6.2 MeV with a third Jpi = 3/2− at Eex = 6.6 MeV. An
overview of the calculation is shown in Figure 3.7.
3.4 Experimental Setup
To study the structure of 9C, we used the MARS facility as described previously in the
study of 10N in Section 2.4.1 . A primary beam of 6Li from the cyclotron was directed onto
the MARS gas target consisting of 3He and a secondary beam of 8B was created through
the two proton transfer reaction (3He, n). The 8B beam had an energy of 7.54 MeV/nucleon
with an intensity of 103 pps. What diﬀerentiates between the study of 9C and 10N is the
experimental apparatus placed at the end of MARS.
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Figure 3.7: Shell model prediction for p-shell states in 9C. Level energies are in MeV [18].
Reprinted with permission from [18].
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Figure 3.8: Designed TexAT Assembly with one side removed. The top part is the Mi-
cromegas where the red portion depicts the central pads and the green are the side regions.
The Si detectors (yellow) are each backed by a CsI (turquoise) detector. The beam travels
from right to left along the central pads [19]. Reprinted with permission from [19].
3.4.1 The Texas Active Target Detector
This project was a commissioning experiment for the Texas Active Target (TexAT) de-
tector, a 3D view of which is shown in Figure 3.8. The general features of this detector are
discussed in this section.
The TexAT detector contains a Micromegas detector or Micro-MEsh Gaseous Structure
and it is a gas-electron amplification device [69]. The general design of a Micromegas detector
is an anode readout plane below a micromesh. The distance between the readout plane and
the micromesh in the TexAT detector is 80 µm and the micromesh is supported by pillars
to ensure that the distance is constant. The electric field between the micromesh and the
readout plane is much greater than the field above the micromesh. Generally, the field above
the micromesh is on the order of 50 V/cm to 1 kV/cm while the field between the micromesh
and readout plane can go up to 100 kV/cm. Similar to the proportional counter cells in the
10N experiment, there is an electron amplification close to the readout detector and in this
case, between the micromesh and readout plane. For the Micromegas detector, this electron
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Figure 3.9: Schematic of the Micromegas detector and the sizes are not-to-scale.
gain can go up to 105 [69]. A not to scale schematic of the Micromegas detector is show in
Figure 3.9.
In the TexAT detector, the Micromegas detector has an active area of 224 mm by 224
mm. There are a total of 1024 readout channels and the detector is divided into three regions:
the central area and two sides as shown in Figure 3.10. The central region is 21 mm wide
and contains 768 individual readout pads spanning 128 rows along the beam axis with each
row containing six columns. Each pad in the central region has a pad size of 3.5 mm wide by
1.75 mm long along the beam axis. Both of the side regions are identical and are 224 mm by
101.5 mm. Instead of using individual pads like the central region, each side region contains
64 strips and 64 chains. The strips are 1.75 mm by 101.5 mm and run perpendicular to the
beam axis. There is a gap of 1.75 mm between each strip. Between each strip are pads that
are connecting with all other pads in the same column along the beam axis [19]. Although
the strips and chains individually cannot provide an accurate location for tracking because
each strip and chain run along either the beam axis or perpendicular to the beam axis, they
can be matched together to make a 2D point. A picture of the Micromegas readout plane is
shown in Figure 3.11.
The full configuration of the TexAT detector will contain 50 quad-segmented Si detectors
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Figure 3.10: TexAT Micromegas Design. The Micromegas consists of three regions: the left,
the central and the right [19]. Reprinted with permission from [19].
Figure 3.11: Picture of the Micromegas readout plane showing the detection pads. Shows
the rows of the central pads consisting of six columns. The strips in the side planes are the
solid readout pads that are perpendicular to the beam axis while the chains are the square
readout pads in the side regions that go along the beam axis.
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Figure 3.12: Schematic of the Forward Si Array. The center of the chamber along the beam
axis is (0, 0) in this diagram. All measured distances are in mm.
each backed by a cesium-iodide (CsI) detector. The detectors will cover a solid angle of
3pi. For the commissioning run, only 15 CsI backed Si detectors were used. Nine of these
detectors were placed on the forward wall and their configuration is shown in Figure 3.12.
This configuration was chosen to place one Si detector at zero degrees relative to the beam
axis and to work around the the dimensions of the individual Si detectors. Six detectors
were placed on the left wall in relation to the beam direction. Three diﬀerent thicknesses of
the Si detectors were used on the forward wall. The two central detectors had a thickness
of 680 µm, the four detectors (two on either side of the central detectors) had a thickness
of 750 µm while the three far outside detectors on the forward wall were the MSQ25-1000
MicronSemiconductor Si detectors.
Cesium-iodide (CsI) detectors were located at the back of all of the Si detectors in the
TexAT chamber. CsI is a scintillation material that can measure both charged particles and
gamma rays. The CsI detectors used in TexAT are doped with thallium, commonly written
as CsI(Tl), that are used to shift the wavelength of the light emitted to be better matched
with the Si pin-diode photon detectors.
The role of CsI(Tl) in the TexAT chamber are primarily to measure particles that punch-
through the Si detectors. In the case of the 10N experiment, protons with an energy > 12
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MeV did not deposit all of their energy in the 1 mm thick Si detectors. Because of this, the
energy resolution for these events was aﬀected by the reconstruction and the resolution in
the excitation function in this energy region was compromised. By placing the CsI behind
the Si detectors, we can measure all of the energy for those particles that punched through
with good energy resolution. By using an alpha source, we have determined the energy
resolution for these CsI detectors to be < 5%. This is much better than the reconstruction
method used in the 10N experiment. What is also advantageous is that we know exactly
which hits have punched through since the CsI detector has fired instead of relying on the
specific energy loss of the dE detectors.
At the entrance of the TexAT chamber is a windowless ionization chamber similar to the
one used in the prototype detector for the 10N measurement. This allows for beam particle
identification. Upstream from the entrance of the chamber was a thin ∼ 100 µm scintillator
that was used for overall normalization.
3.4.1.1 General Electronics for TPCs
The final configuration of TexAT will contain 50 quad-segmented Si detectors each backed
by a CsI detector in addition to the 1024 channels in the Micromegas for a grand total of
1274 channels. If we used traditional electronics (Pre-Amplifiers, Shapers, ADCs, TDCs,
etc.) for this setup, the cost and volume of the electronics would be monumental. Instead,
we have used a system developed by an international collaboration for TPCs of up to 30k
channels called GET or Generic Electronics System for TPCs [70].
The GET system can be divided into several diﬀerent modules that all perform diﬀerent
tasks. The first of these modules is called the AGET or ASIC for GET where and ASIC is
an Application Specific Integrated Circuit. The AGET chip amplifies and shapes the signals
while preforming pole-zero corrections. For each channel, the signal is stored in 512 time
buckets with a frequency that can vary between 1 to 100 MHz. The signals are compared
to a threshold to provide a channel level trigger. The signals are then stored in a switch
capacitor array in a circular buﬀer [71]. Each AGET chip has 64 independent channels and
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include four extra channels to measure the noise. These “noise” channels are structurally
identical to the 64 input channels and provide a way to subtract the electronic noise in the
system.
The AsAd (ASIC Support and Analog to Digital conversion) boards each contain four
AGET chips. The main role of the AsAd board is to digitize the signals from each AGET
chip when a trigger is issued. The digitizer on board the AsAd board is a four channel 12-bit
ADC [70]. Up to four AsAd boards can connect to the top level of the GET electronics, the
CoBo (Concentration Board). When a trigger is sent to the CoBo board, the CoBo collects
the data, time stamps the data and sends the data to be stored. When there is more than
one CoBo board, an additional board called the MuTAnt (Multiplicity Trigger And Time)
can synchronize all of the CoBo boards to make sure that the event is stored correctly. The
MuTAnt board also collects all of the triggers from all of the CoBo boards and can generate
a global trigger. There are three diﬀerent types of triggers in the GET system: Level 0, Level
1 and Level 2. The Level 0 trigger is an external trigger into the system. A Level 1 trigger
is done by summing the multiplicity triggers in the CoBos to generate a global trigger. The
last trigger type, Level 2, can trigger on complex predefined pattern of channels that fired.
3.5 Data Analysis
The analysis of the data recorded using the GET DAQ with the TexAT detector involves
a multi-step process. It involves subtraction of the baseline for all signals, the waveform
fitting to determine waveform maximum amplitude values and peak times, matching chains
and strips in the side region to create three-dimensional points for track reconstruction and
fitting tracks using various methods for noise reduction.
3.5.1 Baseline Corrections and Obtaining the Energy and Timing
The AGET chips have 64 input channels but provide 68 output channels. Four of these
channels are called fixed-pattern noise (FPN) channels that are not connected to any detector
and record the intrinsic noise and electronic baseline [71]. These four channels are averaged
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Figure 3.13: (Left) Example waveforms of the four FPN channels. (Right) Raw Waveforms
without any FPN or background subtraction.
together and subtracted from each waveform of the remaining 64 channels to remove the
intrinsic noise in the electronics. An example of the FPN channels and raw waveforms are
shown in Figure 3.13.
To further correct the baseline, the first 10 and last 10 buckets in the waveform were
used to find the average of the overall baseline and subtracted it from the signal. The energy
and time for each of the waveforms are found by locating the maximum and location of
the maximum converted to time (in ns) respectively. An example of the same waveforms
corrected by FPN subtraction and background subtraction shown in Figure 3.13 (right) are
shown in Figure 3.14.
3.5.2 Chain and Strip Matching
To perform track reconstruction in the side regions of the Micromegas detector, chains
and strips must be matched with each other since chains run parallel to the beam axis along
the entire Micromegas while the strips run perpendicular to the beam axis along the entire
side region. Chains and strips were matched using the time recorded for each channel. When
the proton travels over the side region, any chains and strips that correspond to the proton
track position should have the same drift time. When the proton track is not parallel to
the Micromegas plane, the matched chains and strips based on the same time should form a
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Figure 3.14: Waveforms corrected with FPN and background subtraction.
well defined track and an example is shown in Figure 3.15. When the track is parallel to the
Micromegas detector, the timing for the chains and strips will be the same and instead of a
defined track like that in Figure 3.15, it forms a rectangle of matched chains and strips. For
cases like this, the first point in the matched rectangle closest to the origin and the point
furthest away from the origin are chosen to form the track.
3.5.3 Track Reconstruction - Hough Transform
In the side region, the matched pads between the chains and strips will naturally contain
some noise that can potentially throw oﬀ a fitting procedure. To reduce the eﬀect the noise
has on fitting, the two dimensional Hough transform was used.
The Hough transform is a feature extraction technique that has been very successful
in image analysis and image processing [72]. The Hough transform was originally used to
identify lines in an image and in this analysis, to find tracks (lines) through data points.
This method works by transforming points into a parameter space and a voting procedure
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Figure 3.15: An example of matched chains and strips for a single event that can then be
used to reconstruct a track.
is used to find peaks in this parameter space. For each point (x, y) in the track, the Hesse
normal form is calculated
d = x cos θ + y sin θ (3.1)
where d is the distance of closest approach to the origin and θ is the angle between the x-axis
and the line connecting the origin to the closest point as shown in Figure 3.16. The (d, θ)
parameter space is called the Hough space. For every point in the data, θ is varied from 0
to pi and d is calculated.
The algorithm used to find the optimal (d, θ) was to search through all angles and find
the lowest standard deviation in d. A simple example with noise is shown in Figure 3.17.
In the top of Figure 3.17, there is a straight line formed by the blue colored points while
the orange colored points are noise. The Hough space is shown at the bottom of Figure
3.17 illustrating the point where the standard deviation is minimal. By finding the optimal
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Figure 3.16: Diagram of the d, θ parameters in two dimensions.
parameters (d, θ), we find the best fit of the data that is not aﬀected by noise.
3.5.4 Alpha Source Test in Gas
Now that we are able to match chains and strips and we have developed a technique
to fit tracks with noise using the Hough transform, we can test track reconstruction using
an alpha source in gas. The gas chosen for this measurement was methane at 50 torr so
that the alpha particles do not stop in the middle of the chamber and make it to the Si
detector while also depositing enough energy in the gas to make tracks. The alpha source
was placed approximately 60 mm behind the Micromegas plate facing the Si detectors. An
accumulation of the tracks in the XY-plane are shown in Figure 3.18. Zero on the y-axis in
Figure 3.18 corresponds to the start of the Micromegas plate and shown are all the tracks
that end up in the forward and side wall Si detectors. The tracks are converging at the (0
mm, -60 mm) point that has about the size of the source (∼ 5 mm along the x-axis).
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Figure 3.17: (Top) A straight line (blue points) with scattering noise (orange). (Bottom)
The Hough space of the top points. Outlined in the red is the minimal standard deviation
of d corresponding to the straight line of blue points.
77
Figure 3.18: An accumulation of the alpha source tracks in the XY-plan in the forward and
side walls. 0 mm on the y-axis corresponds to the beginning of the Micromegas plate. All
of the tracks converge to ∼ −60 mm where the source was located.
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Figure 3.19: The XZ projection of the forward Si wall.
Beyond plotting the XY-plane of all the tracks, we also judge how well our track recon-
struction is by plotting the position of the Si detectors. When fitting the tracks, none of the
Si information is used to constrain the track reconstruction. The XZ reconstruction of where
the Si detectors for the forward wall are located is shown in Figure 3.19. We clearly see the
definitions of all nine Si detectors on the forward wall and see the gap corresponding to the
missing Si detector in the top left corner. Although no Si information is used in the track
reconstruction, it is recorded which Si quadrant fired. By using this information, we can get
a better idea to how well the track reconstruction is by only plotting the XZ projection of
the forward Si wall for certain quadrants that fired. Since the Si detectors used in this setup
were all four quadrant detectors, the opposite corners of the Si detector were chosen to plot
the XZ projection. These are shown in Figure 3.20. As shown, there is very good position
reconstruction for each of the quadrants.
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Figure 3.20: (Top) XZ projection of the Si wall choosing the lower left and upper right
quadrants of each Si detector. (Bottom) XZ projection of the Si wall choosing the upper left
and lower right quadrants of each Si detector.
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3.6 Experimental Procedures
The readout scheme for the first commissioning run of the TexAT detector was as follows.
The two PMTs upstream from the detector chamber were fed to a CFD with a threshold high
enough to only trigger on the 8B beam particles with all other beam contaminants below
the threshold. The two outputs from the CFD were sent to a logic unit that triggers when
both PMTs fire above the threshold. The trigger was then sent to a CAEN VME Scalar
unit to count the number of beam ions for overall normalization. The CAEN Scalar was
placed on its own data acquisition system separate from the GET electronics. The GET
DAQ L1 trigger mode was used. It required coincidence between the ionization chamber
and at least one Si detector channel. The digitizer was set to 25 MHz meaning that the
waveforms were recorded every 40 ns and total window frame was 20 µs. The system was
set in zero suppression mode so that all channels that fired above a threshold are recorded
and written to disk but all other channels that have no hits or have hits below the threshold
are ignored.
3.6.1 Beam Particle Identification
Separating the 8B beam ions from the small contamination was done using the energy
and timing from the ionization chamber. By measuring the energy deposited and the time
relative to a signal in the Si detector, we can cut out the small amount of contamination.
Note that the gas pressure was set so that 8B ions were stopped long before they could hit the
Si detector at zero degrees. Therefore, correlation between timing of the hit in a Si detector
and that a 8B ion in the ionization chamber is a signature of a nuclear reaction with 8B that
produced a light recoil. Figure 3.21 shows the energy and timing of the ionization chamber.
For all good events, the ionization chamber time should all occur around the same time and
in this spectrum this is between 5400 ns and 6500 ns. The energy peak of the 8B beam in
the ionization chamber is between channels 1300 and 1900. With these two quantities, we
can clearly cut on the 8B beam events.
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Figure 3.21: (Top) The energy of the ionization chamber. The 8B peak is located between
channels 1300-1900. (Bottom) The time of the maximum of the ionization chamber. The
beam particles corresponding to the Si hit fall between 5400 ns to 6500 ns.
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Figure 3.22: The cumulative counts in the central region of the Micromegas during the
beam tuning. The pressure was adjusted to stop the beam about 1/8th from the end of the
Micromegas.
3.6.2 Tuning of the beam
A huge benefit in this detector when compared to the detector used in the 10N experiment
is the ability to measure the incoming beam ions. This is especially useful when tuning the
RIB into the chamber to make sure that it is coming in at the right angle and stopping in the
correct location. Shown in Figure 3.22 is the cumulative counts in the central pads during
the tuning process. As shown, the beam stops before the last 1/8th of the pads. Figure
3.23 is the average specific energy loss in the pads. The figure shows the Bragg curve which
occurs as the beam travels further into the chamber and loses more and more energy, the
specific energy loss over each pad becomes larger until it reaches the Bragg Peak around row
number 90 (out of 128 total).
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Figure 3.23: The energy deposited in each of the central region pads. The Bragg peak occurs
around row number 90.
3.6.3 Low and High Gain Areas in the Micromegas Detector
The Micromegas detector was split into eﬀectively two regions: one with low gain and
another with high gain. The low gain region consists of the first 7/8th of the central pads in
the beam direction. This low gain region is used to measure the incoming beam particle and
the energy deposition along the pads. It had a Micromegas bias of 400 V. The last 1/8th of
the central pad region closest to the Si detectors was biased at 600 V and is a high gain region
which was used to measure the protons as the beam is stopped before this region. Both side
regions were high gain regions biased at 570 V to also measure the scattered protons.
3.6.4 Selecting Proton Events
To clearly identify proton events, we used the specific energy loss in the high gain regions
vs. the total energy in the Si and CsI detectors. Since not all events travel over the same
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number of pads, we cannot use the total specific energy loss over the Micromegas but instead
need to use the average specific energy loss per unit pad. This is especially necessary in the
side regions since lower energy events happen closer to the Si detectors and when the proton
goes over the side region, they do not travel over as many pads as events occurring closer to
the entrance of the chamber. The specific energy loss per unit pad for the central detectors
plotted against the total energy is shown in Figure 3.24. For the side regions, only the
energy deposited in the strips are used to get the specific energy loss since the strips run
perpendicular to the beam axis. This means that protons traveling in the forward direction
will not skip over any strips nor will the geometry of the pad prevent the full measurement
of the energy. The specific energy loss per unit pad plotted against total energy in the side
region is shown in Figure 3.25. As shown in both of these figures, protons are easily identified
and what is advantageous to this detector setup is the CsI behind the Si detectors allowing
us to correctly identify punch-through events and reconstruct their energies unlike the 10N
measurement.
The gap in Figure 3.24 between ∼ 9 and ∼ 10 MeV corresponds to the threshold in the
CsI detectors. The protons in this energy region do not deposit enough energy in the CsI
to be recorded due to the threshold for the CsI(Tl) channels in GET electronics. Shown in
Figure 3.26 is the Si energy plotted against the CsI energy in channels. As shown, we start
recording a signal in the CsI detector when the punch-through protons are only depositing
less than 7.5 MeV in the Si detector.
3.6.5 Removing Inelastic Scattering Events
In inelastic scattering one or both of the interacting nuclei undergo transition into an
excited state as a result of interaction. In the case of 8B+p inelastic scattering, 8B can be
excited to its first or higher lying excited states. There are no proton-bound excited states
in 8B because its proton decay threshold is located at 137 keV and the first excited state
(1+) is at 770 keV. As a result, any inelastic scattering event will produce two protons and
a 7Be recoil (which itself may be in its ground or excited state). By looking for the events
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Figure 3.24: The specific energy loss per unit pad in the central region plotted against the
total energy measured in the Si and CsI detector. The energy loss is measured in the last
1/8th in the central pads. Protons are clearly defined and a gap in spectrum between 9 and
10 MeV occur do to a threshold eﬀect in the CsI.
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Figure 3.25: The specific energy loss per unit pad of the strips in the side region plotted
against the total energy measured in the Si and CsI detector. Protons are the only particle
than can be identified in the spectrum.
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Figure 3.26: The energy recorded in the CsI detector in channel number plotted against
the measured energy (in keV) in the Si detector. Only proton events punch-through the Si
detector to deposit energy in the CsI.
with two proton tracks, we can identify these inelastic scattering events.
Using the total energy in the Si and CsI detectors and the Micromegas, we can clearly
identify protons that hit one of the Si detectors and triggered the DAQ, but “second” protons
produced by an inelastic scattering event do not always hit any Si detector. Therefore, we
cannot rely on specific energy loss vs. the total measured energy and need to identify protons
by only using their tracks in the gas. Specific energy loss of Z=1 nuclei is very diﬀerent from
that of heavier recoils (e.g. 7Be) and there appears to be no or very few deuterons or tritons
produced in the interaction of 8B with the methane gas (see Fig. 3.24 and 3.25). So, by
comparing specific energy loss per unit pad we can determine if the particle is a heavy
recoil or a proton. Examples of protons measured in the side regions and the second proton
is measured in the central region (Figure 3.27) and opposite side region (Figure 3.28) are
shown. By identifying these events, we are able to exclude them from the excitation function
for resonance elastic scattering. The excitation function for inelastic scattering can also be
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Figure 3.27: Inelastic events where a proton is measured in one side of the Micromegas plate
and a proton in the central region.
Figure 3.28: Inelastic events where protons are measured in both sides of the Micromegas
plate.
constructed, but I am only focusing on the analysis of elastic scattering events in this thesis.
3.6.6 Vertex Reconstruction in the Central Region
As the 8B beam travels over the Micromegas, it deposits energy by ionizing gas in the
region of central pads. When a reaction occurs over the Micromegas, such as elastic proton
scattering, the energy deposition changes. At this reaction point, there is a jump in specific
energy loss because 8B ion transfers a fraction of its energy to the target proton and therefore
specific energy loss changes instantaneously at the interaction point. This energy jump
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can be directly observed in the pads as long as the vertex is over the Micromegas. In
this measurement, only events below Ec.m. = 3.2 MeV will have a vertex position over the
Micromegas plate. An alternative way to determine the vertex location for central events and
for events produced at c.m. energies above 3.2 MeV is to identify the location of the Bragg
peak for a heavy recoil. Since the elastically scattered proton events measured in the central
detectors travel at angles close to zero degrees, the heavy recoil also travels at angles close
to zero (due to momentum conservation). This heavy recoil is then measured completely
over the central pad region of the Micromegas. The energy of the heavy recoil produced in
the 8B+p elastic scattering depends on the location of the interaction or c.m. energy. These
scattered recoils with higher energies travel further through the gas and the location of the
Bragg peak can be measured. Two typical events of this kind are shown in Figure 3.29. By
using kinematics and energy loss, we can formulate a way to relate the maximum energy
deposition in the Micromegas with the vertex location. This is used to determine the vertex
position for the events that produced a proton in the central region. The vertex position
determined this way is plotted against the total energy measured in the Si and CsI in Figure
3.30. As expected, the vertex position is further away from the Si detectors (vertex position
going further negative) as the total energy becomes higher. This figure demonstrates that
vertex location can be reliably identified even if an interaction occurs outside of the active
region of Micromegas (negative values along the y axis in Fig. 3.30).
3.6.7 Vertex Reconstruction in the Side Regions
Once we are able to identify proton events in the side region, we can match the strips
and chains as discussed above. These proton tracks can then be analyzed using the Hough
transform and traced back to the beam axis to find the vertex location. For events where the
vertex is over the Micromegas and the incoming beam is measured, the proton track is traced
to the measured incoming beam track. For higher energy events, the beam information is
not measured in the Micromegas detector and the proton track is traced back to the ideal
beam axis. The measured vertex position vs. total energy is shown in Figure 3.31. As in
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Figure 3.29: Specific energy loss of the beam and heavy scattered recoil vs. row number in
Micromegas along the beam axis. Black lines are the raw energy values while the red curve
is the running average. (Left) The vertex location is around row 20 while the maximum
specific energy loss is around row 50. (Right) The vertex location is around row 30 while
the maximum specific energy loss is around row 60.
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Figure 3.30: Vertex position vs. total energy measured in the Si and CsI detectors for the
central forward detectors. The gap between energies 9 and 10 MeV occur due to a threshold
eﬀect for the CsI detectors.
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Figure 3.31: Vertex position vs total energy measured in the Si and CsI detectors for the
outside forward detectors. The gap between energies 12 and 13 MeV occur due to a threshold
eﬀect for the CsI detectors.
the case of the central region, elastically scattered events occur further away for high energy
events and thus higher c.m. energy events.
3.6.8 Measured Excitation Function and R-matrix Analysis
With identification of protons and reconstruction of tracks the elastic scattering events
can be cleanly identified, the kinematics of each event reconstructed and the excitation
function for elastic scattering can be established. Since all tracks are measured explicitly,
the path length through the gas is known for each proton. A correction for (small) proton
energy losses in the gas can be made using energy losses of protons in the methane gas as
calculated by the well established code SRIM [62]. The c.m. energy for the interaction and
the cross section can then be determined using Equations 2.8, 2.9, 1.8 and 1.9.
For the commissioning TexAT run, we were only able to obtain the excitation function for
two regions, the central zero degree detectors in the forward wall of the Si array and the three
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outside detectors in the forward wall. The other Si detector were unusable due to an uneven
dead layer on the back side of the Si detectors. This was apparent while plotting the measured
Si energy vs. the CsI energy. The band for an even dead layer detector is shown in Figure
3.26 while for an uneven dead layer detector, this band is much broader. This made energy
reconstruction for any punch-through events and thus the excitation function unreliable.
These low quality detectors were later replaced for the subsequent TexAT experiments.
The excitation spectrum for the two regions are shown in Figure 3.32. We were able to
extend the excitation function to 6.3 MeV, almost 2 MeV higher than the previous measure-
ment [16]. R-matrix calculations were performed using the code AZURE2 [73] with a channel
radius of a = 4.5 fm. The analysis procedure followed the “minimalistic” approach - I start
with the known states in 9C and add only a minimal number of new states to reproduce the
measured excitation function. The goal was not so much to produce a “perfect” fit but to
conclusively demonstrate the necessity for new state(s) (if any) and to determine the spin-
parities of the new state(s). Figure 3.33 shows R-matrix calculations for the two regions.
The black solid line is the three states from [16]: the Jpi = 1/2−, Jpi = 5/2− and Jpi = 3/2−
states located at Eex = 2.22 MeV, 3.6 MeV and 4.1 MeV respectively. Although these states
fit the previously measured spectrum near zero degrees and up to 4.5 MeV in excitation
energy reasonably well, the excitation function at higher energies is not reproduced. More
importantly, the outside forward region (smaller scattering angles that were not measured in
[16]) has the completely wrong shape even at lower energies. The blue dash-dotted curve in
Figure 3.33 are the same Jpi = 1/2− and Jpi = 5/2− states but instead of a Jpi = 3/2− state,
it is replaced by a Jpi = 7/2− state at higher energy (6.5 MeV), which is the next negative
parity state predicted by the shell model (see Fig. 3.7). Once again, it does not match higher
energies in the central forward region nor the shape in the outside forward region. Since we
now have an excitation function at low c.m. angles down to 105◦ that was not available
previously [16], we can conclude that the experimental data cannot be reproduced with only
ℓ = 1 states. A broad ℓ = 0 state with spin-parity Jpi = 5/2+ is necessary to reproduce
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the shape of the excitation function at all measured scattering angles simultaneously. The
R-matrix fit with the known 1/2− and 5/2− states and a new 5/2+ state at ∼4.0 MeV and
width of 4.0 MeV is shown as the green dashed line in Figure 3.33. This configuration better
matches the higher energy part of the central forward detectors and the shape of the outside
forward region. The eﬀect of a broad ℓ = 1, Jpi = 7/2− state at E = 6.5 MeV is shown as
the red dotted curve in Figure 3.33. Its addition appears to be improving the fit.
The 3/2+ spin-parity assignment for the new ℓ = 0 state was considered and is shown
in Figure 3.34 as a green dashed curve. It does not match the shape of the spectrum in
the outer forward detector, while still fitting the central forward spectrum reasonably well.
The 1/2+ spin-parity assignment would require ℓ = 2 for the elastic channel (spin-parity
of 8B(g.s.) is 2+) - but the only way to reproduce the spectrum at smaller c.m. scattering
angles is to introduce a strong ℓ = 0 state.
We conclude that a broad ℓ = 0 state at excitation energy around 4 MeV with a spin-
parity of Jpi = 5/2+ is necessary to simultaneously reproduce the excitation function for
8B+p resonance elastic scattering at all angles, indicating the start of the sd-shell in 9C.
These results are in agreement with recent measurements [17] that claimed observation of
a broad Jpi = 1/2+ or Jpi = 5/2+ state at E = 4.40 ± 0.04 MeV. More constrains on the
level structure of 9C may be obtained in the follow up analysis of the inelastic scattering
excitation function but it is outside of the scope of this thesis.
3.7 Conclusion
We have populated states in 9C using 8B+p resonance elastic scattering at the Cyclotron
Institute at Texas A&M university. We extended the excitation function 2 MeV beyond the
previous 8B+p measurement and were able to extract the excitation function down to c.m.
angles of 105◦. To reproduce the spectra in both angular regions, Jpi = 1/2− and Jpi = 5/2−
states were used from [16] in addition to a Jpi = 5/2+ state at E = 4 MeV with a width of
Γ = 4 MeV. To further improve the fit at higher energies, a Jpi = 7/2− state at E = 6.5
MeV and width Γ = 2.0 MeV was introduced, although data at higher excitation energies are
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Figure 3.32: Cross section vs. excitation energy for the center forward detectors (top) and
outside forward detectors (bottom) for 8B + p resonance elastic scattering.
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Figure 3.33: R-matrix calculations and experimental data for both regions. The black solid
line are the three states from [16]: the Jpi = 1/2−, Jpi = 5/2− and Jpi = 3/2− states. The
blue dash-dotted curve include the Jpi = 1/2−, Jpi = 5/2− and Jpi = 7/2−. The green dashed
curve includes the Jpi = 1/2−, Jpi = 5/2− and Jpi = 5/2+ while the red dotted curve is the
same configuration but with an added Jpi = 7/2− state.
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Figure 3.34: R-matrix calculations and experimental data for both regions. All three calcu-
lations include the Jpi = 1/2−, Jpi = 5/2− and Jpi = 7/2− states. The blue solid curve is the
Jpi = 1/2+ state, the green dashed curve is the Jpi = 3/2+ state while the red dotted line
the Jpi = 5/2+ state.
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needed to confirm this state. It can only be considered as tentative. The broad Jpi = 5/2+
state at E = 4 MeV is the start of the sd-shell in 9C and is the first sd-shell state observed
in any of the T = 3/2 A = 9 nuclei.
Beyond looking and finding the start of the sd-shell in 9C, this experiment was used as
a commissioning run of the Texas Active Target detector. As with any commissioning run,
there were a few obstacles to overcome but this experiment was successful. With the lessons
learned and the analysis tools now developed, the TexAT detector is now ready to serve as
a versatile tool for experiments with rare isotope beams it was designed for.
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4. CONCLUSION
The study of proton-rich exotic nuclei provides a benchmark for developments in nuclear
theories. It has been shown that resonance proton elastic scattering with the use of time
projection active target detectors is an excellent way to study these nuclei.
There has now been more light shown on the 10Li problem by studying its mirror nucleus,
10N, using the 9C+p resonance elastic scattering reaction. 10Li plays a key role in the
structure of the two neutron halo system 11Li. Two broad ℓ = 0 resonances were found and
the first observation of the ground state and first excited state of 10N were made. There was
no evidence for p-wave resonances but they cannot be ruled out based on the present data.
The 2s1/2 shell in 10N has been located at 2.3 ± 0.2 MeV above the proton threshold. This
finding, combined with the isospin symmetry considerations, allows us to conclude that in
10Li the 2s-shell has to be located just above the neutron decay threshold (within 100 keV).
The first commissioning run of the TexAT detector was performed in which the structure
of 9C was studied using 8B+p resonance elastic scattering. With this commissioning run, the
tools to analyze the active target detector data have been developed. The 8B+p excitation
function has been measured in wide energy and angular region and R-matrix analysis was
performed. The new Jpi = 5/2+ state at E = 4 MeV was observed. It indicates the start
of the sd-shell in 9C. This is the first positive parity state that was conclusively observed in
any of the T = 3/2 A = 9 nuclei.
4.1 Future Outlook
The future outlook for experiments using the TexAT detector is very bright. As ex-
pected for a commissioning experiment, we had several unforeseen problems such as the
loss of channels in the electronics, bad Si detectors used in part of the forward wall and
completely covering the side wall rendering the spectrum from these regions useless. The
commissioning run has also revealed shortcomings in some of the Micromegas design ele-
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ments. We lost several channels in the Micromegas board due to sparking. Unfortunately,
all of these channels where in the high gain region of the Micromegas which resulted in less
than ideal proton track reconstruction. In spite of these shortcomings, we were still able to
get high quality data and observed the begining of the sd-shell in 9C.
In the future, the inclusion of a GEM detector placed over the mesh of the Micromegas
would allow lower bias voltage on the Micromegas and thus less chances of sparking and
losing channels. Of the 15 Si detectors used in the commissioning run, 10 we unusable due
to a non-uniform dead layer on the back side of the detector. Since the dead layer was on
the back side of the detector, it was not noticed during alpha source calibration and only
noticed when looking at proton punch-through events. The uneven dead layer does not allow
for proper energy reconstruction of these punch-through events with the CsI detectors.
This commissioning run was critical and paved the way for future TexAT experiments.
We have identify problems and fixed several issues already. We also have plans for future
improvements. The analysis tools built during the analysis of the commissioning run and
the experience gained are both critical.
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