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Soit F un corps local non archime´dien de caracte´ristique nulle, et G (le groupe des points sur F d’) un
groupe re´ductif de´fini sur F non ne´cessairement connexe. On note G0 sa composante connexe de l’identite´,
on suppose le quotient G/G0 commutatif. Pour f : G→ C une fonction lisse a` support compact et (π, Vpi) ∈
R(G) une repre´sentation lisse de G, on fixe une mesure de Haar d g sur G, et on de´finit la transforme´e de
Fourier de f en π, par
f̂(π) =
∫
G
π(g) f(g) d g
C’est un endomorphisme de l’espace vectoriel Vpi sous-jacent a` π. On fournit une description de l’image
de la transforme´e de Fourier, c’est-a`-dire e´tant donne´, pour toute repre´sentation (π, Vpi) dans une certaine
famille d’induites, un endomorphisme ϕ(π) de l’espace vectoriel Vpi, a` quel condition ne´cessaire et suffisante
existe-t-il une fonction f lisse a` support compact telle que ϕ(π) = f̂(π) pour tout π dans la famille ?
Ce travail fait partie de ma the`se de doctorat pre´pare´e sous la direction de Volker Heiermann. Je remercie
Jean-Loup Waldspurger pour les corrections et commentaires utiles qu’il m’a apporte´.
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1 Introduction
Soit F un corps local non archime´dien localement compact (i.e. de corps re´siduel fini) de caracte´ristique
0 1. Dans tout le document on commet l’abus de langage courant qui consiste a` identifier les groupes
alge´briques et les groupes de leurs points sur F . Soit G (le groupe des points sur F d’) un groupe re´ductif
de´fini sur F . On note G0 sa composante connexe de l’identite´, dite composante neutre. On sait que c’est un
sous-groupe distingue´ d’indice fini. On supposera de plus que le quotient G/G0, dit groupe des composantes,
est commutatif. On fixe S ⊂ G un syste`me de repre´sentants de G/G0.
On noteR(G) la cate´gorie des repre´sentations complexes lisses de G, etH(G) = C∞c (G) l’alge`bre de Hecke
des distributions complexes localement constantes a` support compact munies du produit de convolution par
rapport a` d g (remarquons que G est unimodulaire parce que G0 l’est). On adoptera sans pre´cision des
notations analogues pour n’importe quel groupe localement compact totalement discontinus (en particulier
pour les sous-groupes ferme´s de G).
Le groupe G agit sur lui-meˆme par adjonction. C’est-a`-dire que si g ∈ G, on note g ·x = Ad(g)(x) = gxg−1
et Ad est une action continue. Il s’en de´duit une action sur les parties de G, que l’on note encore par un
point g ·X = gXg−1 qui induit une action sur les sous-groupes de G. Si H ⊂ G est un sous-groupe ferme´ de
1. Cette hypothe`se de caracte´ristique nulle n’est probablement pas ne´cessaire, nous l’avons incluse par prudence car nous
utilisons les re´sultats de certains articles qui le supposent.
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G, et σ ∈ R(H) une repre´sentation lisse de H , alors on de´finit une repre´sentation lisse de g ·H , note´e g · σ
par (g · σ)(g · h) = σ(h). En particulier, cela de´finit une action sur les repre´sentations de chaque sous-groupe
distingue´ de G (dont G lui-meˆme).
Pour f ∈ H(G), on de´finit la transforme´e de Fourier de f en (π, Vpi) ∈ R(G), par
f̂(π) =
∫
G
π(g) f(g) d g
C’est un endomorphisme de l’espace vectoriel Vpi sous-jacent a` π. Notre but est de caracte´riser l’image de
la transforme´e de Fourier : e´tant donne´ une sous-cate´gorie C pleine de R(G) (le domaine de de´finition)
suffisamment grande, et la donne´e pour toute repre´sentation π ∈ C d’un endomorphisme ϕ(π) ∈ EndC(π), a`
quelles conditions ϕ est-il de la forme ϕ = f̂ avec f ∈ H(G).
Dans le cas ou` G est connexe, c’est un the´ore`me connu (voir [3] pour le the´ore`me portant sur la trace
de cet ope´rateur dans le cas connexe, [11] pour une version non connexe, et [8] et [5] the´ore`me 25 pour la
version matricielle dans le cas connexe), la transforme´e de Fourier ve´rifie 3 conditions : lissite´ (ou finitude),
commutation aux entrelacements, polynomialite´. Dans le cas non connexe (sous l’hypothe`se que G/G0 est
commutatif), on fournit une description analogue.
1.1 Le cas connexe
On suppose dans cette section que G est connexe. On conside`re la famille des endomorphismes ϕP,σ =
f̂(IndGP σ) ou` P =MN est un sous-groupe parabolique de G de facteur de Levi M , et σ ∈ R(M) une (classe
d’isomorphisme de) repre´sentation irre´ductible cuspidale de M . On note B(G) l’ensemble de tels couples
(P, σ) et C la sous-cate´gorie pleine de R(G) stable par somme et sous-quotient engendre´e (au sens de la
de´finition 2.3) par les repre´sentations IndGP σ. La transforme´e de Fourier ϕ = f̂ ve´rifie trois conditions :
lissite´ (ou finitude), commutation aux entrelacements, polynomialite´.
1.1.1 Lissite´
Il existe un sous-groupe ouvert compact K ⊂ G par lequel f est bi-invariant. En prenant la transforme´e
de Fourier, on trouve
ϕ = ϕ êK = êK ϕ
Ou` eK ∈ H(G) de´signe la mesure de Haar normalise´e sur K (prolonge´e a` G par 0). Ainsi ϕ(π) est donc
entie`rement de´termine´ par l’endomorphisme sur l’espace des vecteurs K-fixes par restriction (en particulier
ϕ est de rang fini sur les repre´sentations admissibles). On dira que ϕ = f̂ est lisse.
1.1.2 Commutation aux entrelacements
Si π1, π2 ∈ C sont des repre´sentations, et α ∈ HomG(π1, π2) un G-entrelacement entre elles, alors
α ◦ ϕ(π1) = ϕ(π2) ◦ α
On dira que ϕ commute aux G-entrelacements. C’est une condition qui assure que la donne´e de ϕ(π)
est naturelle donc ne de´pend pas du choix d’une re´alisation de π (formellement, ϕ de´finit un endomorphisme
du foncteur d’oubli C → C-Vect). La proprie´te´ permet d’e´tendre naturellement ϕ aux sous-quotients et
sommes directes (ce qui permet d’agrandir C pour la rendre stable par ces ope´rations) de telle sorte que le
prolongement continue a` commuter aux entrelacements, et co¨ıncide avec f̂ si c’e´tait le cas pour ϕ.
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1.1.3 Polynomialite´
Si M est un sous-groupe de Levi de G, le groupe X(M) des caracte`res non ramifie´s (c’est-a`-dire triviaux
sur ses sous-groupes compacts) de M est un tore complexe. On ve´rifie alors que la fonction χ 7→ f̂(IndGP χσ)
est polynomiale 2.
1.1.4 Le the´ore`me dans le cas connexe
Re´ciproquement on la the´ore`me suivant (voir [8] the´ore`me 0.1 pour plus de de´tails).
The´ore`me 1.1 (voir [8] et [5] the´ore`me 25). Etant donne´, pour tout couple (P, σ) ∈ B(M), un endomor-
phisme ϕP,σ ∈ EndC(Ind
G
P σ) ve´rifiant les conditions suivantes :
1. Lissite´ (ou finitude) : Il existe un sous-groupe ouvert compact K ⊂ G tel que ϕ est bi-invariant par
K :
ϕ = ϕ êK = êK ϕ
2. Polynomialite´ : L’application χ 7−→ ϕP,χσ est polynomiale.
3. Commutation aux entrelacements :
(a) Translation a` gauche : Pour tout g ∈ G,
λ(g) ◦ ϕP,σ = ϕg·P,g·σ ◦ λ(g) (1)
ou` λ(g) de´signe la translation a` gauche des fonctions.
(b) Ope´rateurs d’entrelacement Si P ′ =MN ′ est un autre sous-groupe parabolique de composante
de Levi M ,
JP |(P ′)(σ) ◦ ϕP ′,σ = ϕP,σ ◦ JP |P ′(σ) (2)
Ou` l’entrelacement JP |P ′(σ) est de´fini, sous re´serve de convergence
3, par
JP |P ′(σ) =
∫
N/N∩N ′
λ(n) dn
Alors il existe une unique fonction f ∈ H(G) telle que pour tout (P, σ) ∈ B(M), on ait
ϕP,σ = f̂(Ind
G
P σ)
Par ailleurs, on dispose d’une formule d’inversion (voir [8] proposition 0.2).
1.2 Le cas non connexe
Expliquons de´sormais le the`ore`me de Paley-Wiener dans le cas non connexe. Remarquons d’abord que
les conditions de lissite´ et commutation aux entrelacements sont conserve´es, car valables sur tout groupe
localement profini, de meˆme que l’injectivite´ de la transforme´e de Fourier (c’est le lemme de se´paration, voir
[1] proposition 2.12). Il reste a` trouver un domaine de de´finition convenable pour la transforme´e de Fourier,
2. Pour parler pre´cise´ment de polynomialite´, on re´alise toutes les repre´sentations IndG
P
χσ dans le meˆme espace vectoriel :
Si K0 est un bon sous-groupe compact maximal de G (c’est-a`-dire tel que G = PK0), alors la restriction a` K0 est un K0-
isomorphisme entre IndG
P
χσ et IndK0
P∩K0
σ (voir [8] p.1).
3. C’est-a`-dire que si l’on fixe σ, l’ope´rateur JP |P ′(χσ) est de´fini par l’inte´grale ci-dessous pour χ ∈ X(M) dans un certain
coˆne de convergence.
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c’est-a`-dire une bonne famille de repre´sentations 4 de G. On adopte pour cela la notion de sous-groupe
paraboliques dits cuspidaux de´veloppe´e dans [6], et la the´orie de l’induction parabolique qui en de´coule.
Ge´ome´triquement, ils sont construits a` partir des sous-groupes paraboliques de G0 : Soit P 0 =M0N un sous-
groupe parabolique deG0 de composante de LeviM0 et A le tore maximal de´ploye´ dans le centre deM0. Alors
M = CG(A), le centralisateur de A dansG, est un sous-groupe de Levi cuspidal deG, et P =MN est un sous-
groupe parabolique cuspidal de G. Ces groupes permettent d’avoir une notion de repre´sentations cuspidales
et de prolonger des re´sultats usuels sur l’induction parabolique a` la cate´gorie R(G). On de´finit notamment
un groupe X0(M) de caracte`res non ramifie´s qui est un tore complexe (donc une notion de re´gularite´ vis-
a-vis des parame`tres complexes de ces caracte`res), et des ope´rateurs d’entrelacements J analogues a` ceux
construits dans le cas connexe (voir la partie 3 pour les de´finitions). On note W (M) = NG(M)/M . On
notera a` nouveau B(G) l’ensemble des couples (P, σ) avec P =MN un sous-groupe parabolique cuspidal de
G et σ ∈ R(M) une (classe d’e´quivalence de) repre´sentation irre´ductible cuspidale de M (voir de´finition en
partie 3), et C la sous-cate´gorie pleine de R(G) stable par somme et sous-quotient engendre´e (au sens de la
de´finition 2.3) par les repre´sentations π = IndGP (σ). On obtient alors un re´sultat analogue au cas connexe.
The´ore`me 1.2. Etant donne´, pour tout couple (P, σ) ∈ B(M), un endomorphisme ϕP,σ ∈ EndG(Ind
G
P σ)
ve´rifiant les conditions suivantes :
1. Lissite´ (ou finitude) : Il existe un sous-groupe ouvert compact K ⊂ G tel que ϕ est bi-invariant par
K :
ϕ = ϕ êK = êK ϕ
2. Polynomialite´ : L’application χ 7−→ ϕP,χσ de´finie sur X
0(M) est polynomiale.
3. Commutation aux entrelacements :
(a) Translation a` gauche : Si g ∈ G est tel que adg envoie P,M, σ sur P
′,M ′, σ′, alors
λ(g) ◦ ϕP,σ = ϕP ′,σ′ ◦ λ(g) (3)
ou` λ(g) de´signe la translation a` gauche des fonctions.
(b) Ope´rateurs d’entrelacement Si P ′ =MN ′ est un autre sous-groupe parabolique de composante
de Levi M ,
JP |P ′(σ) ◦ ϕP ′,σ = ϕP,σ ◦ JP |P ′(σ) (4)
Ou` l’entrelacement JP |P ′(σ) est de´fini, sous re´serve de convergence, par
JP |P ′(σ) =
∫
N/N∩N ′
λ(n) dn
Alors il existe une unique fonction f ∈ H(G) telle que pour tout (P, σ) ∈ B(M), on ait
ϕP,σ = f̂(Ind
G
P σ)
En outre on dispose d’une formule d’inversion pour f que l’on explicite en 5.4.3.
Notre me´thode consiste a` de´duire ce re´sultat du cas connexe. De´crivons succinctement le plan. Dans la
partie 2, on e´tablit une me´thode ge´ne´rique permettant de relier les proprie´te´s de la transforme´e de Fourier
d’un groupe localement profini G a` celles d’un de ses sous groupes d’indice fini. Dans les parties 3 et 4, on
revient dans le cadre d’un groupe re´ductif sur F , et on rappelle les de´finitions et les re´sultats principaux de
[6] concernant l’induction parabolique dans ce cadre tordu. Dans la partie 5, on assemble ces e´le´ments pour
donner la preuve du the´ore`me 1.2.
4. On demande notamment que les irre´ductibles soient des sous-repre´sentations d’e´le´ments de cette famille, que l’on sache
de´crire leurs entrelacements afin de formuler la condition d’entrelacement de manie`re explicite, et que l’on posse`de une structure
de varie´te´ afin d’avoir un analogue de la condition de polynomialite´.
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2 Endomorphismes du foncteur d’oubli
Pour cette partie on se place dans un cadre un peu plus ge´ne´ral que dans le reste du document. Soit G
un groupe topologique localement profini. Soit H ⊂ G un sous-groupe distingue´ de G d’indice fini ouvert et
ferme´ 5. Les re´sultats de cette partie seront utilise´s pour G un groupe re´ductif p-adique, et H sa composante
neutre.
Comme dans les autres parties, on note R(G) la cate´gorie des repre´sentations complexes lisses de G.
Si π ∈ R(G) on note JH(π) l’ensemble des classes d’isomorphisme de sous-quotients irre´ductibles de π.
On se donne C une sous-cate´gorie pleine de R(G) (pour l’instant arbitraire, mais l’on ajoutera vite des
conditions supple´mentaires). A terme, nous aurons en teˆte pour C la cate´gorie engendre´e (au sens pre´cise´ a`
la de´finition 2.3) par les repre´sentations du type IndGP (σ) pour P = MN parcourant l’ensemble des sous-
groupes paraboliques de G, et σ ∈ R(M) celui des repre´sentations cuspidales irre´ductibles de M .
On dispose d’un foncteur d’oubli
rG1,C : C −→ C− Vect
(π, V ) 7−→ V
Et on note A(C) = End(rG1,C) l’alge`bre des endomorphismes de ce foncteur. Un endomorphisme ϕ ∈ A(C) est
la donne´e pour toute repre´sentation (π, V ) ∈ C d’un endomorphisme ϕ(π) ∈ EndC(π) de l’espace vectoriel
sous-jacent V , tel que pour tout π1, π2 ∈ C et tout G-morphisme α ∈ HomG(π1, π2), on ait α ◦ ϕ(π1) =
ϕ(π2) ◦ α. On appellera cette condition la commutation aux G-entrelacements.
L’ensemble A(G) forme une C-alge`bre unitaire, ou` les ope´rations se font “terme a` terme” (le produit
e´tant la composition des endomorphismes). En particulier l’e´le´ment neutre est (π, V ) 7→ IdV et pour g ∈ G,
on pose
δ̂g : (π, V ) ∈ C 7→ π(g)
Une seconde famille d’e´le´ments de A(G) est donne´e par la transforme´e de Fourier des fonctions lisses a`
support compact, comme on l’explique dans la section suivante.
2.1 Transforme´e de Fourier
On choisit dans toute la suite une mesure de Haar sur G. Si F ∈ H(G), on de´finit un e´le´ment F̂C ∈ A(C),
appele´e transforme´e de Fourier de F , pour π ∈ C par
F̂C(π) =
∫
G
π(g)F (g) d g
La transforme´e de Fourier F 7→ F̂C est un morphisme d’alge`bres de H(G) dans A(C). Pour alle´ger la nota-
tion, on fera disparaˆıtre l’indice C, et on notera simplement F̂ ∈ A(C). De manie`re plus ge´ne´rale, on peut
donner un sens a` la transforme´e de Fourier d’une famille plus large de distributions, quitte e´ventuellement a`
changer la cate´gorie C des repre´sentations conside´re´es (pour pouvoir donner un sens a` l’inte´grale ci-dessus).
On peut notamment donner le sens que nous avons donne´ plus haut a` la transforme´e de Fourier des distri-
butions de Dirac δg en g ∈ G. Si C est la cate´gorie de repre´sentations tempe´re´es, alors on peut donner un
sens a` cette inte´grale pour toute fonction F de Schwartz-Harish-Chandra : si ξv,v˜ : g 7→ 〈π(g)v, v˜〉 est un
coefficient matriciel de (π, V ), alors l’inte´grale sur G de F (g)ξv,v˜(g) converge et on de´finit π(F )v ∈ V comme
l’unique vecteur qui ve´rifie
∫
G
F (g)ξv,v˜(d) d g = 〈π(F )v, v˜〉 pour tout vecteur v˜ ∈ V˜ dans la repre´sentation
5. Ces hypothe`ses sont en fait redondantes puisque le fait d’eˆtre ouvert entraine d’eˆtre ferme´, et le fait d’eˆtre ferme´ d’indice
fini entraˆıne d’eˆtre ouvert.
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contragre´diente de (π, V ) (voir [13] III.7). On peut de manie`re ge´ne´rale imaginer A(C) comme une alge`bre
dont les e´le´ments sont des distributions formelles (et dans certains cas, comme par exemple C = R(G), on
peut montrer que les e´le´ments de A(C) correspondent effectivement a` des vraies distributions sur G, voire
des fonctions cf [7]), plus C est petite, plus il y en a.
Lemme 2.1. On suppose que la cate´gorie C contient toutes les repre´sentations irre´ductibles. Alors la trans-
formation de Fourier est injective.
De´monstration. C’est une conse´quence du lemme de se´paration (voir par exemple [1] proposition 2.12).
La cate´gorie C que nous utiliserons dans les applications (engendre´e par les induite paraboliques de
repre´sentations cuspidales) ve´rifie cette proprie´te´ (puisque tout repre´sentation irre´ductible est sous-repre´sentation
d’une telle induite). Notre but sera de de´crire l’image de H(G) dans A(C), et de donner un proce´de´ d’inver-
sion.
2.2 Lissite´
Si K ⊂ G est un sous-groupe ouvert compact, on note eK ∈ H(G) la fonction a` support dans K constante
sur K et d’inte´grale 1. On dit que ϕ ∈ A(C) est K-bi-invariant si ϕ = ϕêK = êKϕ (ϕ revient alors a` la
donne´e pour tout (π, V ) ∈ C d’un endomorphisme de l’espace V K des vecteurs K-fixes). On note AK(C) la
sous-alge`bre des e´le´ments K-bi-invariants. On dira que ϕ ∈ A(C) est lisse s’il est bi-invariant par un sous-
groupe ouvert compact, et on note A∞(C) =
⋃
K A
K(C) la sous-alge`bre des e´le´ments lisses. La transforme´e
de Fourier envoie eKH(G)eK dans A
K(C) et H(G) dans A∞(C). Par contre, si g ∈ G n’est pas dans le centre,
alors δ̂g n’est pas lisse (sauf si G est discret). Signalons au passage un re´sultat de densite´.
Lemme 2.2. On a
A(C) = lim
←−
K
AK(C)
et A∞(C) est dense dans A(C) pour la topologie de la limite projective. Par ailleurs, A∞(R(G)) ≃ H(G).
De´monstration. Voir [4].
2.3 De´composition en classes modulo H
On se propose d’expliquer comment inverser la transforme´e de Fourier sur G si on sait le faire sur H (la
formule est en quelque sorte une une combinaison d’inversions de Fourier sur H et sur G/H). Fixons S ⊂ G
un syste`me de repre´sentants de G/H , alors on a la de´composition suivante (en sous-espaces vectoriels) de
l’alge`bre de Hecke de G
H(G) =
⊕
s∈S
δs ∗ H(H)
Ou` δs de´signe la distribution de Dirac en s. Explicitement, pour F ∈ H(G) et s ∈ S, posons Fs = (δs−1∗F ).1H
et fs = (Fs)|H (c’est-a`-dire que Fs(h) = fs(h) = F (sh) pour h ∈ H et Fs est nul hors de H), alors
l’application F 7→ (fs)s∈S est un isomorphisme d’espaces vectoriels. De la de´composition F =
∑
s∈S δs ∗ Fs,
on tire via la transforme´e de Fourier
F̂ =
∑
s∈S
δ̂s.F̂s
ou` le produit est la composition terme a` terme des endomorphismes. On va montrer qu’e´tant donne´ F̂ la
transforme´e de Fourier, on peut construire F̂s puis f̂s (sans avoir recours explicitement a` la fonction F ).
Ainsi, si on sait inverser la transforme´e de Fourier sur H , alors on peut ainsi recouvrer les fs, donc F .
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2.4 Cate´gorie engendre´e
Dans toute la suite on suppose que C est stable par somme directe et sous-quotient.
De´finition 2.3. Si D est une sous-cate´gorie pleine de C, on dira que D engendre C si C est la plus petite
sous-cate´gorie de R(G) contenant D et stable par somme directe arbitraire et sous-quotient.
Exemple 2.4. Conside´rons D la cate´gorie dont la seule repre´sentation est (λ,H(G)) ou` λ est la translation a`
gauche (dont les morphismes sont les endomorphismes de H(G)-module de H(G)). Alors D engendre R(G).
En effet, si (π, V ) ∈ R(G) est une repre´sentation quelconque, alors⊕
v∈V
H(G) −→ V
(hv)v∈V 7−→
∑
v∈V
hv.v
est un G-morphisme surjectif (car π est lisse).
Lemme 2.5. Si D engendre C, alors la restriction A(C)→ A(D) est un morphisme injectif.
De´monstration. Soit ϕ ∈ A(C) tel que
∀π ∈ D, ϕ(π) = 0
Soit C′ la sous-cate´gorie pleine de C des repre´sentations π ∈ C telles que ϕ(π) = 0. Notre but est de montrer
que C′ = C. On sait de´ja` que C′ contient D, il reste donc a` montrer que C′ est stable par sous-quotient et
sommes directes.
Si i : π1 → π2 est une G-injection avec π1 ∈ C et π2 ∈ C
′, la commutation aux G-entrelacements entraine
i ◦ ϕ(π1) = 0 ◦ i = 0, donc ϕ(π1) = 0 (puisque i est injective) et π1 ∈ C.
De meˆme, si s : π1 → π2 est une G-surjection avec π1 ∈ C
′ et π2 ∈ C, alors ϕ(π2) ◦ s = s ◦ 0 = 0, donc
ϕ(π2) = 0 (puisque s est surjective) et π2 ∈ C
′. Ce qui prouve que C′ est stable par sous-quotient.
Enfin si (πi)i∈I est une famille de repre´sentations de C
′, la commutation aux G-entrelacements entraine
ϕ
(⊕
i∈I
πi
)
=
⊕
i∈I
ϕ(πi) = 0
ou` on donne le sens e´videnta` la somme directe de morphismes. On a donc
⊕
i∈I πi ∈ C
′.
En conclusion la sous-cate´gorie C′ contient D et est stable par sous-quotient et somme directe, c’est donc
C toute entie`re. Ce qui veut dire que ϕ est nul et prouve l’injectivite´.
Remarque 2.6. L’injectivite´ de A(C) → A(D) ne garantit pas que D engendre C (au sens de la de´finition
2.3). Par exemple, si Irr(G) de´signe la cate´gorie des repre´sentations irre´ductibles de G, alors A(R(G)) →
A(Irr(G)) est injective (d’apre`s le lemme de se´paration et le lemme 2.2) mais la cate´gorie engendre´e par
Irr(G) (au sens de la de´finition 2.3) est la cate´gorie des repre´sentations semi-simples, qui est en ge´ne´ral
strictement plus petite que R(G) (quand G n’est pas compact).
2.5 Support
Soit H ⊂ G un sous-groupe distingue´ de G d’indice fini et ferme´. On suppose de´sormais que si π ∈ C et
ρ ∈ R(G) sont telles que π|H ≃ ρ|H , alors ρ ∈ C (si G/H est commutatif, cela revient a` demander que C soit
stable par torsion par les caracte`res de G/H).
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De´finition 2.7 (Support). On dit que ϕ ∈ A(C) est a` support dans H si ϕ commute aux H-entrelacements,
c’est-a`-dire si pour tout π1, π2 ∈ C et tout α ∈ HomH(π1, π2), on a
α ◦ ϕ(π1) = ϕ(π2) ◦ α
On note A(C)|H la sous-alge`bre des e´le´ments a` support dans H. De meˆme, si g ∈ G, on dit que ϕ est a`
support dans gH si δ̂g−1ϕ est a` support dans H.
Donnons une caracte´risation e´quivalente de cette condition. On suppose que notre cate´gorie C est telle
que si π ∈ C et ρ ∈ R(G/H), alors ρ⊗π ∈ C (ici, on identifie les repre´sentations de G/H et les repre´sentations
de G triviales sur H). Remarquons que puisque C est suppose´ stable par sommes directes arbitraires et que
R(G/H) est semi-simple, il revient au meˆme d’imposer cette condition uniquement pour ρ ∈ Irr(G/H)
Lemme 2.8. Soit ϕ ∈ A(C) et g ∈ G. On a e´quivalence des proprie´te´s suivantes
1. ϕ est a` support dans gH
2. Pour toutes π ∈ C et ρ ∈ R(G/H), alors ϕ(ρ⊗ π) = ρ(g)⊗ ϕ(π)
3. Pour toutes π ∈ C et ρ ∈ Irr(G/H), alors ϕ(ρ⊗ π) = ρ(g)⊗ ϕ(π)
De´monstration. Quitte a` remplacer ϕ par δ̂g−1ϕ, on peut supposer g = 1 dans toute la preuve. L’e´quivalence
de 2 et 3 est e´vidente (la re´ciproque de´coule de la semi-simplicite´ de R(G/H)). Supposons vraie la proprie´te´
1, et montrons 2. Soit (ρ,W ) ∈ R(G/H), et (π, V ) ∈ C. On note (1W ,W ) ∈ R(G/H) la repre´sentation
triviale sur W . Alors IdV⊗W est un H-isomorphisme entre ρ ⊗ π et 1W ⊗ π (cette dernie`re repre´sentation
est une somme de copies de π). Donc
ϕ(ρ⊗ π) = ϕ(1W ⊗ π) = IdW ⊗ϕ(π) = ρ(1)⊗ ϕ(π)
Re´ciproquement, supposons 2 et montrons 1. Soient (π1, V1), (π2, V2) ∈ C. On note ρ ∈ R(G/H) la repre´sentation
dont l’espace vectoriel est HomH(π1, π2) et l’action est ρ(g).f = π2(g) ◦ f ◦ π1(g)
−1 pour f ∈ HomH(π1, π2)
et g ∈ G (c’est bien une repre´sentation de G/H puisque l’action de H est triviale). De´finissons un G-
entrelacement α : ρ⊗ π1 −→ π2 pour f ∈ HomH(π1, π2) et v1 ∈ V1 par
α(f ⊗ v1) = f(v1)
Comme ϕ ∈ A(C), on a α ◦ ϕ(ρ ⊗ π1) = ϕ(π2) ◦ α. Or par hypothe`se, on a ϕ(ρ ⊗ π1) = ρ(1)⊗ ϕ(π1). Donc
pour tout f ∈ HomH(π1, π2) et v1 ∈ V1, on a
[α ◦ϕ(ρ⊗ π1)](f ⊗ v1) = α(f ⊗ϕ(π1)(v1)) = [f ◦ϕ(π1)](v1) et [ϕ(π2) ◦ α](f ⊗ v1) = [ϕ(π2) ◦ f ](v1)
D’ou` on tire
f ◦ ϕ(π1) = ϕ(π2) ◦ f
Remarquons que si G/H est commutatif, les repre´sentations irre´ductibles de G/H sont les caracte`res
et le lemme pre´ce´dent prend une forme particulie`rement simple. On note XH = Hom(G/H,C
∗) le groupe
de ses caracte`res que l’on identifie a` celui des caracte`res de G triviaux sur H . Le lemme suivant e´claire la
de´finition du support que nous avons donne´.
Lemme 2.9. Soit f ∈ H(G). Alors f̂ est a` support dans H si et seulement si f̂ = f̂.1H . En particulier, si
C est telle que f 7→ f̂ est injective, alors f̂ est a` support dans H si et seulement si f est a` support dans H.
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De´monstration. Supposons f̂ = f̂.1H . Si π1, π2 ∈ C et α ∈ HomH(π1, π2) alors
α ◦ f̂(π1) = α ◦ f̂1H(π1)
= α ◦
∫
H
f(h)π1(h) dh
=
∫
H
f(h)π2(h) ◦ α dh
= f̂1H(π2) ◦ α
= f̂(π2) ◦ α
Re´ciproquement, supposons que f̂ est a` support dans H . D’apre`s le lemme 2.8, pour tout ρ ∈ Irr(G/H) et
π ∈ C, on a
f̂(ρ⊗ π) = ρ(1)⊗ f̂(π)
Et par ailleurs, on calcule
f̂(ρ⊗ π) =
∑
g∈G/H
∫
H
ρ(g)⊗ f(gh) dh =
∑
g∈G/H
ρ(g)⊗ f̂.1gH(π)
En notant χρ le caracte`re de la repre´sentation ρ, on tire pour tout ρ ∈ Irr(G/H)∑
g∈G/H
χρ(g) f̂.1gH(π) = χρ(1) f̂(π)
Par line´arite´, la relation est encore vraie pour toute combinaison line´aire des χρ (c’est-a`-dire pour toute
fonction sur G/H invariante par conjugaison). En particulier, pour 1H , la fonction caracte´ristique de H , on
tire f̂ = f̂.1H .
2.6 Le foncteur IndGH ◦r
G
H, avec G/H fini commutatif
Dans cette section, on suppose G/H commutatif (le cas qui nous inte´resse re´ellement), et on spe´cialise
certains re´sultats a` ce cas. On sait (voir par exemple [9] section 2) que si Π ∈ R(G) est irre´ductible, alors
Π|H est semi-simple de longueur finie, et re´ciproquement, toute repre´sentation irre´ductible de H apparaˆıt
dans la de´composition d’une telle repre´sentation. Par re´ciprocite´ de Frobenius, si π ∈ R(H) est irre´ductible,
alors IndGH(π) est semi-simple de longueur finie, et toute repre´sentation irre´ductible de G apparaˆıt dans la
de´composition d’une telle repre´sentation. Le lemme suivant fournit une description des H-entrelacements
entre des repre´sentations de G dans le cas ou` G/H est commutatif
Lemme 2.10. Supposons G/H commutatif. Soient Π1,Π2 ∈ R(G) des repre´sentations lisses de G. Alors
on a
HomH(Π1,Π2) =
⊕
χ∈XH
HomG(χΠ1,Π2)
En particulier, quand Π1 et Π2 sont irre´ductibles, on obtient l’e´quivalence des trois proprie´te´s suivantes
1. (Π1)|H et (Π2)|H ont une composante irre´ductible commune
2. (Π1)|H ≃ (Π2)|H
3. il existe χ ∈ XH tel quel Π2 ≃ χΠ1
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De´monstration. Notons V = HomH(Π1,Π2). On de´finit une action ρ line´aire de G sur V , donne´e pour v ∈ V
et g ∈ G par
ρ(g).v = Π2(g) ◦ v ◦Π1(g
−1)
Alors on ve´rifie que (ρ, V ) est une repre´sentation de G qui est triviale sur H , donc une repre´sentation de
G/H . Or comme G/H est fini commutatif, alors (ρ, V ) est la somme directe de ses sous-espaces χ-isotypiques
pour χ ∈ XH . Or pour χ ∈ XH , le sous-espace χ-isotypique est justement
Vχ = {v ∈ V, ∀g ∈ G, ρ(g).v = χ(g)v} = HomG(χΠ1,Π2)
Ce qui donne finalement la de´composition
HomH(Π1,Π2) =
⊕
χ∈XH
HomG(χΠ1,Π2)
Si maintenant on suppose Π1 et Π2 irre´ductibles, alors (Π1)|H et (Π2)|H sont semi-simples (car G/H
est fini). Si (Π1)|H et (Π2)|H ont une composante irre´ductible commune, alors, par semi-simplicite´, on a
HomH(Π1,Π2) 6= (0). D’apre`s la de´composition que l’on vient de montrer, il existe un caracte`re χ ∈ XH ,
tel que HomG(χΠ1,Π2) 6= (0). On se donne un tel caracte`re χ. Comme les repre´sentations χΠ1 et Π2 sont
irre´ductibles, un e´le´ment non nul de HomG(χΠ1,Π2) est ne´cessairement un isomorphisme. D’ou` Π2 ≃ χΠ1.
Re´ciproquement, il est imme´diat que 3 entraine 2 qui entraine 1.
Remarque 2.11. A titre indicatif, signalons que la projection sur le sous-espace χ-isotypique de (V, ρ) est
explicitement donne´e par
pχ =
1
|G/H |
∑
g∈G/H
χ(g)−1ρ(g)
En conse´quence du lemme 2.10, on peut tirer une de´composition du foncteur IndGH ◦r
G
H .
Lemme 2.12. Supposons G/H commutatif. Soit Π ∈ R(G) une repre´sentation lisse de G. Alors on a un
G-isomorphisme naturel en Π
IndGH(Π|H) ≃
⊕
χ∈XH
χΠ
De´monstration. Pour tout ρ ∈ R(G), par re´ciprocite´ de Frobenius, on a un isomorphisme (d’espaces vecto-
riels) naturel en ρ et Π,
HomG(ρ, Ind
G
H(Π|H)) ≃ HomH(ρ,Π)
Et par le lemme 2.10, on a
HomH(ρ,Π|H) =
⊕
χ∈XH
HomG(ρ, χΠ) ≃ HomG
ρ, ⊕
χ∈XH
χΠ

D’ou` l’isomorphisme annonce´ graˆce au lemme de Yoneda.
Remarque 2.13. De manie`re explicite, χΠ s’identifie au sous-espace de IndGH(Π|H) des fonctions w ve´rifiant
pour tout x ∈ G
w(x) = χ(x)Π(x).w(1)
Et la G-projection sur cet espace est donne´e par
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pχ : Ind
G
H(Π|H) −→ Ind
G
H(Π|H)
w 7−→
x 7→ 1
|G/H |
∑
g∈G/H
χ(xg−1)Π(x).w(g)

Lemme 2.14. Soit π ∈ R(H) une repre´sentation lisse irre´ductible de H. Alors le groupe XH des caracte`res
de G/H agit par torsion sur JH(IndGH(π)) de manie`re transitive. Si on se donne Π ∈ JH(Ind
G
H(π)) et que
l’on note XH(π) le stabilisateur Π sous cette action et m(π) = dimHomG(Π, Ind
G
H π), alors XH(π) et m(π)
ne de´pendent pas du choix de Π, et on peut e´crire
IndGH(π) = m(π)
⊕
χ∈XH/XH (pi)
χΠ
De´monstration. Si χ ∈ XH est un caracte`re de G/H , la multiplication par χ fournit un G-isomorphisme
[χ] : χ IndGH(π)→ Ind
G
H(π) donc l’application f 7→ f ◦ [χ] fournit un isomorphisme d’espaces vectoriels
HomG(Π, Ind
G
H(π)) ≃ HomG(χΠ, Ind
G
H(π))
En particulier, on tire que XH agit par torsion sur JH(Ind
G
H(π)), et que pour tout Π ∈ R(G), on a
dimHomG(Π, Ind
G
H π) = dimHomG(χΠ, Ind
G
H π).
On se donne Π ∈ JH(IndGH π) et une G-surjection Ind
G
H π → Π. Par re´ciprocite´ de Frobenius, on tire une
H-injection π → Π|H , puis en induisant on obtient une G-injection (l’induction est exacte)
IndGH(π) −→ Ind
G
H(Π|H) =
⊕
χ∈XH
χΠ
Ce qui montre la transitivite´ de l’action. Comme l’action de XH est transitive, tous les stabilisateurs des
points sont conjugue´s, et comme le groupe est commutatif, ils sont tous e´gaux. En notant XH(π) cet unique
stabilisateur on peut finalement e´crire
IndGH(π) = m(π)
⊕
χ∈XH/XH (pi)
χΠ
Remarque 2.15. Dans le cas ou` G/H est cyclique, alors la multiplicite´ m(π) vaut en fait 1.
Pour finir donnons un crite`re de commutation aux H-entrelacements conse´quence du lemme 2.10.
Lemme 2.16. Supposons G/H commutatif. Soit ϕ ∈ A(C), alors ϕ ∈ A(C)|H si et seulement si pour tout
π ∈ C et tout χ ∈ XH , ϕ(χπ) = ϕ(π).
De´monstration. Supposons ϕ ∈ A(C)|H . Soit π ∈ C et χ ∈ XH , alors l’identite´ re´alise un H-entrelacement
entre π et χπ, d’ou` ϕ(π) = ϕ(χπ). Re´ciproquement, supposons que pour tout π ∈ C et tout χ ∈ XH ,
ϕ(χπ) = ϕ(π). Soient π1, π2 ∈ C, et α ∈ HomH(π1, π2). D’apre`s le lemme 2.10, on peut e´crire α =
∑
χ∈XH
αχ
avec αχ ∈ HomG(χπ1, π2). Pour χ ∈ XH , on a
αχ ◦ ϕ(π1) = αχ ◦ ϕ(χπ1) = ϕ(π2) ◦ αχ
En sommant, on tire α ◦ ϕ(π1) = ϕ(π2) ◦ α.
2 ENDOMORPHISMES DU FONCTEUR D’OUBLI 13
2.7 Restriction du support
Dans cette section on de´crit un proce´de´ pour construire F̂|H a` partir de F̂ , et on montre que la construction
a bien les proprie´te´s attendues. Commenc¸ons par des notations. Pour π ∈ R(H), on pose Π = IndGH π, et on
de´finit pour g ∈ G
eg,pi : Π −→ π
g
w 7−→ w(g)
C’est un H-entrelacement surjectif qui admet une section
e∗g,pi : π
g −→ Π
v 7−→ x 7→
{
π(xg−1).v Si x ∈ gH
0 Sinon
En l’absence d’ambiguite´, on omettra le π en indice. On a ege
∗
g = Idpig et pg = e
∗
geg est un projecteur, c’est la
projection sur les fonctions a` support dans gH (en particulier pg ne de´pend que de gH). On ve´rifie e´galement
que
eg1g2,pi = eg2,pig1 λ(g
−1
1 ) (5)
e∗g1g2,pi = λ(g1) e
∗
g2,pig1 (6)
pg1g2,pi = λ(g1) pg2,pig1 λ(g
−1
1 ) (7)
On a e´galement, en termes de translation a` droite,
eg1g2,pi = eg1 Π(g2) (8)
e∗g1g2,pi = Π(g2)
−1 e∗g1 (9)
pg1g2,pi = Π(g2)
−1pg1Π(g2) (10)
Notons que contrairement aux relations pre´ce´dentes, les termes qui apparaissent ici ne sont pas des H-
entrelacements, mais simplement des applications line´aires. On ve´rifie aussi que
ese
∗
t =
{
π(st−1) Si s ≡ t mod H
0 Sinon
Et enfin que
pspt =
{
ps Si s ≡ t mod H
0 Sinon
et IdΠ =
∑
g∈G/H
pg
On re´sume ces dernie`res e´galite´s sous la forme synthe´tique suivante (que l’on peut voir comme un dual du
lemme 2.12)
(IndGH π)|H ≃
⊕
g∈G/H
πg (11)
Lemme 2.17. Soient ρ1, ρ2 ∈ R(H) des repre´sentations lisses de H, alors on a un isomorphisme naturel
en π1 et π2
HomG(Ind
G
H π1, Ind
G
H π2) ≃
⊕
g∈G/H
HomH(π
g
1 , π2)
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De´monstration. C’est une conse´quence de l’isomorphisme (11) plus haut et de la re´ciprocite´ de Frobenius.
Lemme 2.18. Soit Π ∈ R(G) une repre´sentation lisse irre´ductible de G. Alors G/H agit par conjugaison
sur JH(Π|H) de manie`re transitive. Si on fixe π ∈ JH(Π|H), que l’on note G(π) son stabilisateur sous cette
action, et M(π) = dimHomG(π,Π|H) (ce qui ne de´pend pas du choix de π), alors on peut e´crire
Π|H =M(π)
⊕
g∈G/G(pi)
πg
Si par surcroˆıt on suppose G/H commutatif, alors d’apre`s le lemme 2.14 la repre´sentation IndGH(π) se
de´compose sous la forme
IndGH π = m(π)
⊕
χ∈XH/XH (pi)
χΠ
et l’on a les relations
m(π) =M(π) et m(π)2|XH/XH(π)| = |G(π)/H |
De´monstration. Pour tout π ∈ R(H), on a
HomH(π,Π|H) = HomH(π
g,Π|H)
et πh ≃ π si h ∈ H . Donc G/H agit sur conjugaison sur JH(Π|H). Soit π ∈ JH(Π|H). On se donne une H-
injection π → Π|H , puis par re´ciprocite´ de Frobenius, on tire une G-surjection Ind
G
H π → Π et par restriction
on trouve une G-surjection (la restriction est exacte)
(IndGH π)|H =
⊕
g∈G/H
πg −→ Π|H
Ce qui prouve la transitivite´. On peut donc e´crire
Π|H =M(π)
⊕
g∈G/G(pi)
πg
Puisque π ∈ JH(Π|H), alors Π ∈ JH(Ind
G
H π) (par re´ciprocite´ de Frobenius et semi-simplicite´). Si G/H est
commutatif, alors on peut appliquer le lemme 2.14, ce qui nous donne
IndGH π = m(π)
⊕
χ∈XH/XH (pi)
χΠ
La relation m(π) =M(π) est conse´quence de la re´ciprocite´ de Frobenius, pour la seconde on calcule
dimEndG(Ind
G
H π) = dimEndG
m(π) ⊕
χ∈XH/XH(pi)
χΠ
 = m(π)2|XH/XH(π)|
Mais par re´ciprocite´ de Frobenius, on peut aussi e´crire
dimEndG(Ind
G
H π) = dimHomH(π, (Ind
G
H π)|H)
=
∑
g∈G/H
dimHomH(π, π
g)
= |G(π)/H |
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On note CH la sous-cate´gorie pleine de R(H) engendre´e par les r
G
H(π) = π|H pour π ∈ C. On remarque
que la condition impose´e sur C en 2.5 assure que si ρ ∈ CH , alors Ind
G
H ρ ∈ C et ces repre´sentations engendrent
C (puisque IndGH(Π|H) contient toujours Π).
De´finition 2.19 (Restriction a` H). Si ϕ ∈ A(C), on de´finit rGH(ϕ) pour π ∈ CH
rGH(ϕ)(π) = e1,pi ϕ(Ind
G
H π) e
∗
1,pi (12)
Pour alle´ger les notations, on notera souvent ϕ|H a` la place de r
G
H(ϕ).
Ve´rifions pour commencer que cela de´finit un e´le´ment de A(CH).
Lemme 2.20 (ϕ|H commute aux entrelacements). Si ϕ ∈ A(C), alors ϕ|H ∈ A(CH). Et si ϕ est lisse, alors
ϕ|H aussi.
De´monstration. Soient ρ1, ρ2 ∈ CH et α ∈ HomH(ρ1, ρ2). Montrons que αϕ|H(π1) = ϕ|H(π2)α. On pose
π1 = Ind
G
H ρ1, π2 = Ind
G
H ρ2 et A = Ind
G
H α. On ve´rifie que
αe1,ρ1 = e1,ρ2A et Ae
∗
1,ρ1 = e
∗
1,ρ2α
Et on a
αϕ|H(ρ1) = αe1,ρ1ϕ(π1)e
∗
1,ρ1
= e1,ρ2Aϕ(π1)e
∗
1,ρ1
= e1,ρ2ϕ(π2)Ae
∗
1,ρ1
= e1,ρ2ϕ(π2)e
∗
1,ρ2α
= ϕ|H(ρ2)α
Donc ϕ|H ∈ A(CH). Par ailleurs si ϕ est K-bi-invariant, alors ϕ|H est K ∩ H-bi-invariant (ce qui est un
sous-groupe ouvert compact de H). En effet, si k1, k2 ∈ K ∩H , ρ ∈ CH et π = Ind
G
H ρ, on a
ρ(k1)ϕ|H(ρ)ρ(k2) = ρ(k1)eϕ(π)e
∗ρ(k2) = eπ(k1)ϕ(π)π(k2)e
∗ = eϕ(π)e∗ = ϕ|H(π)
Dans le lemme suivant, on ve´rifie que la construction est bien celle qu’on a annonce´e et justifie donc le
nom et la notation.
Lemme 2.21 (la restriction commute au chapeau). Soit F ∈ H(G), alors rGH(F̂ ) = F̂|H (c’est-a`-dire que la
restriction commute au chapeau : F̂|H = F̂|H).
De´monstration. Soit π ∈ CH et Π = Ind
G
H π. On a
F̂|H(π) = e1F̂ (Π)e
∗
1
=
∑
s∈S
e1Π(s)
(∫
H
F (sh)Π(h) dh
)
e∗1
=
∑
s∈S
e1Π(s)e
∗
1
(∫
H
F (sh)π(h) dh
)
=
∑
s∈S
e1e
∗
s−1
(∫
H
F (sh)π(h) dh
)
= F̂|H(π)
ou` on rappelle que l’ensemble S ⊂ G est un syste`me de repre´sentants de G/H .
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On ve´rifie que la restriction satisfait une proprie´te´ de multiplicativite´ analogue a` celle pour les distribu-
tions.
Lemme 2.22 (Multiplicativite´ de la restriction). Soient ϕ1, ϕ2 ∈ A(C). Si ϕ1 ∈ A(C)|H ou ϕ2 ∈ A(C)|H ,
alors
rGH(ϕ1ϕ2) = r
G
H(ϕ1) r
G
H(ϕ2)
En particulier rGH de´finit un morphisme d’alge`bres de A(C)|H dans A(CH).
De´monstration. Soit π ∈ CH , on note Π = Ind
G
H π. On a
rGH(ϕ1ϕ2)(π) = e1 ϕ1(Π)ϕ2(Π) e
∗
1
Si ϕ1 ∈ A(C)|H , alors ϕ1(Π)p1 = p1ϕ1(Π) (puisque p1 : Π→ Π est un H-entrelacement), et comme e1 = e1p1,
on a donc
rGH(ϕ1ϕ2)(π) = e1p1 ϕ1(Π)ϕ2(Π) e
∗
1
= e1 ϕ1(Π) p1 ϕ2(Π) e
∗
1
= e1 ϕ1(Π) e
∗
1e1 ϕ2(Π) e
∗
1
= rGH(ϕ1) r
G
H(ϕ2)
Si ϕ2 ∈ A(C)|H , on proce`de de meˆme.
Re´ciproquement, on de´finit un proce´de´ d’inflation comme suit. Si φ ∈ A(CH), on de´finit Inf
G
H(φ) ∈ A(C)|H
pour Π ∈ C par
InfGH(φ)(Π) = φ(Π|H)
Il est imme´diat de ve´rifier que l’on a bien InfGH(φ) ∈ A(C)|H . Par ailleurs, si f ∈ H(H) et F ∈ H(G) l’unique
fonction a` support dans H dont la restriction a` H est f , alors InfGH(f̂) = F̂ .
Lemme 2.23. L’inflation InfGH : A(CH) −→ A(C)|H est un isomorphisme d’alge`bres dont le re´ciproque est
rGH : A(C)|H −→ A(CH). On a le meˆme re´sultat sur les parties lisses.
De´monstration. Il est imme´diat de ve´rifier que InfGH est un morphisme d’alge`bres. Si φ ∈ A(CH) et π ∈ CH ,
alors
rGH
(
InfGH(φ)
)
(π) = e1φ((Ind
G
H π)|H)e
∗
1 = φ(π)e1e
∗
1 = φ(π)
Si ϕ ∈ A(C)|H et Π ∈ C, on pose π = Π|H . Alors comme e1,pi ∈ HomH((Ind
G
H π)|H ,Π|H) et ϕ ∈ A(C)|H ,
on a ϕ(Π)e1 = e1ϕ(Ind
G
H π), donc
InfGH
(
rGH(ϕ)
)
(Π) = e1,piϕ(Ind
G
H π)e
∗
1,pi = ϕ(Π)e1e
∗
1 = ϕ(Π)
Pour finir, notons que si φ ∈ A(CH) est K-bi-invariant, alors Inf
G
H(φ) aussi, ce qui donne l’isomorphisme
entre les parties lisses (l’autre sens ayant e´te´ traite´ dans le lemme 2.20).
On pose pH = Inf
G
H ◦ r
G
H : A(C) → A(C). Alors d’apre`s le lemme pre´ce´dent, c’est un projecteur d’image
A(C)|H . Pour g ∈ G et ϕ ∈ A(C), on pose
ϕg = pH(δ̂g−1 ϕ) (13)
Par construction, ϕg ∈ A(C)H . Pour tout h ∈ H on a pH(δ̂hϕ) = δ̂hpH(ϕ), donc δ̂gϕg ne de´pend que gH .
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Lemme 2.24. Si f ∈ H(G), alors pH(f̂) = f̂1H
De´monstration. Comme f|H = (f1H)|H , alors r
G
H(f̂) = r
G
H(f̂1H) (d’apre`s le lemme 2.20). Or comme
Supp(f1H) ⊂ H , alors f̂1H ∈ A(C)|H (d’apre`s le sens direct du lemme 2.9), et le lemme 2.23 donne
alors
pH(f̂) = Inf
G
H(r
G
H(f̂1H)) = f̂1H
Lemme 2.25. Pour ϕ ∈ A(C), on a
ϕ =
∑
g∈G/H
δ̂gϕg
De´monstration. D’apre`s le lemme 2.5 il suffit de ve´rifier l’e´galite´ sur des ge´ne´rateurs de C, en particulier, on
peut le faire pour les repre´sentations de type IndGH(π) avec π ∈ CH . Soit π ∈ CH , on pose Π = Ind
G
H π. Soit
ϕ ∈ A(C), on pose φ = rGH(ϕ).
pH(ϕ)(Π) = φ(Π|H) =
∑
s∈S
e∗sφ(π
s)es
=
∑
s∈S
e∗s e1 ϕ(Ind
G
H π
s) e∗1 es
=
∑
s∈S
e∗s e1 λ(s
−1)ϕ(Π)λ(s) e∗1 es
=
∑
s∈S
psϕ(Π)ps
Donc on obtient, d’apre`s l’e´quation 10,
(δ̂sϕs)(Π) =
∑
t∈G/H
Π(s)ptΠ(s)
−1ϕ(Π)pt =
∑
t∈G/H
pts−1ϕ(Π)pt
Et finalement, en sommant ∑
s∈G/H
(δ̂sϕs)(Π) =
∑
s∈G/H
∑
t∈G/H
pts−1ϕ(Π)pt
=
u=ts−1
∑
s∈G/H
∑
u∈G/H
puϕ(Π)ps
=
 ∑
u∈G/H
pu
ϕ(Π)
 ∑
s∈G/H
ps

= ϕ(Π)
Remarque 2.26. Dans le cas ou` G/H est commutatif, on peut donner une preuve alternative. En tirant
parti de la de´composition du lemme 2.12, on trouve que pour toute repre´sentation Π ∈ C (pas uniquement
les induites), on a
ϕg(Π) =
1
|XH |
∑
χ∈XH
(χΠ)(g−1)ϕ(χΠ) (14)
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Il est clair graˆce au lemme 2.16 que ϕg ∈ A(C)|H , et on ve´rifie aise´ment que∑
g∈G/H
Π(g)ϕg(Π) =
1
|XH |
∑
g∈G/H
∑
χ∈XH
χ(g−1)ϕ(χΠ) = ϕ(Π)
Concluons par ce lemme qui permet de de´duire une formule d’inversion sur G de celle sur H .
Lemme 2.27. Soit ϕ ∈ A(C). Les 3 conditions suivantes sont e´quivalentes.
1. Il existe F ∈ H(G) tel que ϕ = F̂
2. Pour tout s ∈ S, il existe Fs ∈ H(G) tel que Supp(Fs) ⊂ H et ϕs = F̂s
3. Pour tout s ∈ S, il existe fs ∈ H(H) tel que (δ̂s−1ϕ)|H = f̂s
Si ces conditions sont ve´rifie´es, alors
F =
∑
s∈S
δs ∗ Fs Fs = (δs−1 ∗ F ).1H fs = (Fs)|H
C’est-a`-dire que fs(h) = F (sh) pour tout s ∈ S, h ∈ H.
De´monstration. Il s’agit d’une compilation des calculs effectue´s pre´ce´demment. Si ϕ = F̂ , on pose Fs =
(δs−1 ∗ F ).1H et fs = (Fs)|H . Il est imme´diat que
F =
∑
s∈S
δs ∗ Fs
Et pour s ∈ S on a
ϕs = pH(δ̂s−1 ϕ) = pH( ̂δs−1 ∗ f) = F̂s
Et enfin
(δ̂s−1ϕ)|H = F̂s|H = f̂s
Re´ciproquement supposons que pour tout s ∈ S, il existe fs ∈ H(H) tel que (δ̂s−1ϕ)|H = f̂s. Soit Fs ∈ H(G)
la fonction a` support dans H telle que (Fs)|H = fs, on pose F =
∑
s∈S δs ∗ Fs. Alors d’apre`s le lemme 2.23,
on a
F̂s = Inf
G
H(f̂s) = ϕs
Enfin, d’apre`s le lemme 2.25, on a
ϕ =
∑
s∈S
δ̂sϕs = F̂
3 Induction parabolique dans un groupe re´ductif non connexe
Dans cette partie, G est (le groupe des points sur F d’) un groupe re´ductif de´fini sur F . Muni de la
topologie p-adique 6, c’est un groupe localement profini, on dispose donc de´ja` des re´sultats ge´ne´raux sur
leurs repre´sentations (voir par exemple [5] chapitre I, et [10] I a` IV). D’autres proprie´te´s sont relie´es a` la
ge´ome´trie des groupes re´ductifs et diffe`rent donc du cas connexe. Dans cette partie, nous rappelons donc
succinctement les re´sultats de l’article [6] sur l’induction parabolique dans un groupe re´ductif non connexe.
Nous y renvoyons le lecteur pour plus de de´tails.
6. obtenue en choisissant un plongement quelconque de G dans GLn(F ) (sachant que la topologie est en fait inde´pendante
du choix de plongement)
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3.1 Levi cuspidaux
3.1.1 Proprie´te´s de base
Pour un groupe re´ductif donne´ G, on appellera composante de´ploye´e le tore maximal de´ploye´ (sur F )
dans le centre du groupe, que l’on notera AG (cela s’applique en particulier aux sous-groupes de G qui sont
re´ductifs).
De´finition 3.1 (Tore spe´cial). Un tore A de´ploye´ sur F est dit spe´cial dans G si c’est la composante
de´ploye´e de CG(A), son centralisateur dans G.
Les tores spe´ciaux dans G0 sont aussi spe´ciaux dans G ([6] lemme 2.1), mais la re´ciproque n’est pas vraie
en ge´ne´ral ([6] remarque 2.2).
De´finition 3.2 (Levi cuspidal). Les sous-groupes de Levi cuspidaux de G sont les centralisateurs dans G
des tores spe´ciaux de G0. On notera L(G) l’ensemble des sous-groupes de Levi cuspidaux de G.
Quand G est connexe, on retrouve par cette de´finition les sous-groupes de Levi usuels. Dans le cas non
connexe, on trouve une famille de groupes re´ductifs en correspondance bijective avec les sous-groupes de
Levi de G0 :
Proposition 3.3. L’application “composante neutre”
L(G) −→ L(G0)
M 7−→M0 =M ∩G0
e´tablit une bijection entre les sous-groupes de Levi cuspidaux de G et les sous-groupes de Levi de G0, dont
la re´ciproque est donne´e par M0 7−→ M = CG(AM0). On dit que M est l’unique Levi cuspidal au-dessus
de M0.
De´monstration. Voir [6] proposition 2.10.
Remarque 3.4. En particulier, remarquons que la bijection entre Levi de G0 et Levi cuspidaux de G est
croissante pour l’inclusion.
Remarque 3.5. On remarque que G lui-meˆme peut ne pas eˆtre cuspidal. Par exemple, si on conside`re
G = G0 ⋊ 〈ǫ〉 ou` G0 = F ∗ et ǫ agit sur F ∗ par x 7→ x−1, alors l’unique Levi cuspidal au dessus de G0 est
G0.
3.1.2 Le cas G = G0 ⋊ 〈ǫ〉
Conside´rons un instant le cas G = G0 ⋊ 〈ǫ〉 avec ǫ d’ordre n. Le lemme suivant de´crit les sous-groupes
de Levi cuspidaux de G.
Lemme 3.6. Soit M un sous-groupe de Levi cuspidal de G0 ⋊ 〈ǫ〉, alors il existe g0 ∈ G
0 et un entier d
divisant n tels que
M =M0 ⋊ 〈g0ǫ
d〉
De´monstration. Comme M/M0 s’injecte dans G/G0 = 〈ǫ〉, alors il existe d divisant n tel que M/M0 est
isomorphe a`
〈
ǫd
〉
. On se donne θ ∈ M un rele`vement d’un ge´ne´rateur de ǫd, on peut e´crire θ = g0ǫ
d avec
g0 ∈ G
0. Alors on ve´rifie que M =M0 ⋊ 〈θ〉.
Exemple 3.7. Soit G0 = GLn et G = G
0 ⋊ 〈ǫ〉 ou` ǫ : g 7→ (g−1)t. Si n1 + . . .+ ns = n est une partition de
n et M0 = GLn1 × . . .×GLns , alors le sous-groupe de Levi cuspidal au-dessus de M
0 est M0.
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3.1.3 Caracte`res non ramifie´s
Dans cette partie on rappelle quelques re´sultats sur les caracte`res d’un groupe cuspidal non connexe (on
reproduit certaines preuves de [6]). Dans la suite, M ∈ L(G) de´signe un sous-groupe de Levi cuspidal de
G. On note M1 le sous-groupe de M0 engendre´ par les sous-groupes compacts de M0. Pour H un groupe
alge´brique, on note Rat(H) le groupe de ses caracte`res alge´briques de´finis sur F . On note a∗M = Rat(AM )⊗R,
a∗M,C = Rat(AM )⊗ C et aM , aM,C pour leurs duaux alge´briques.
Un caracte`re complexe de M sera dit non ramifie´ s’il est trivial sur M1, et on dira qu’il provient d’un
caracte`re rationnel de M s’il est dans l’image du morphisme Rat(M)⊗C→ Hom(M,C∗) qui a` χ⊗ s associe
le caracte`re m 7→ |χ(m)|sF .
Dans le cas ou` M est connexe, un caracte`re complexe est non ramifie´ si et seulement s’il provient d’un
caracte`re rationnel par le proce´de´ pre´ce´dent. Mais dans le cas non connexe, ces deux notions divergent (un
caracte`re non ramifie´ de M/M0 ne provient pas d’un caracte`re rationnel). Dans le cas cuspidal, comme M
a la meˆme composante de´ploye´e que sa composante connexe M0 (c’est une conse´quence de [6] lemme 2.1)
un caracte`re non ramifie´ de M0 se prolonge a` M en un caracte`re provenant d’un caracte`re rationnel de M .
Rappelons ces re´sultats en de´tail.
De´finition 3.8. On note X0(M) l’image du morphisme Rat(M)⊗C→ Hom(M,C∗) qui a` χ⊗ s associe le
caracte`re m 7→ |χ(m)|sF . On dit que les caracte`res de X
0(M) proviennent d’un caracte`re rationnel de
M .
On de´finit le groupe des caracte`res non ramifie´s de M , note´ X(M) par X(M) = Hom(M/M1,C∗).
On note enfin X0(M) = Hom(M/M
0,C∗) le groupe des caracte`res du quotient M/M0.
Lemme 3.9. La restriction Rat(M)
r
−→ Rat(AM ) a un noyau et conoyau finis.
De´monstration. De la suite exacte courte 1→M0 →M →M/M0 → 1, on tire la suite exacte
1 −→ Rat(M/M0)
i
−→ Rat(M)
r′
−→ Rat(M0)
Par ailleurs on sait que la restriction Rat(M0)
r0−→ Rat(AM ) est injective ([12] lemme 0.4.1). En composant,
on tire l’exactitude de
1 −→ Rat(M/M0)
i
−→ Rat(M)
r
−→ Rat(AM )
En particulier, le noyau de r est le groupe fini Rat(M/M0). Il reste a` ve´rifier que coker(r) est fini. On choisit
un plongement de G dans GLn (c’est possible puisque G est line´aire). On pose M˜ = CGLn(AM ), alors M˜ est
un sous-groupe de Levi de GLn, notons A sa composante de´ploye´e. La restriction Rat(M˜)
f
−→ Rat(A) a un
conoyau fini (toujours d’apre`s [12] lemme 0.4.1) et la restriction Rat(A)
g
−→ Rat(AM ) est surjective (car A
et AM sont commutatifs), donc Rat(M˜) −→ Rat(AM ) a un conoyau fini (c’est l’image par g du conoyau de
f). Or M = CG(AM ) ⊂ M˜ , donc r a aussi un conoyau fini.
Lemme 3.10. Si K est un corps commutatif de caracte´ristique nulle, alors la restriction Rat(M)
r
−→
Rat(AM ) induit un isomorphisme de K-espaces vectoriels
Rat(M)⊗K ≃
r
Rat(AM )⊗K
En particulier, on a
Rat(M)⊗ R ≃ a∗M0 et Rat(M)⊗ C ≃ a
∗
M0,C
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De´monstration. D’apre`s le lemme 3.9, on dispose d’une suite exacte
Rat(M/M0)
i
−→ Rat(M)
r
−→ Rat(AM ) −→ coker(r)
Si K est un corps commutatif de caracte´ristique nulle, on tire en tensorisant par K (qui est plat en tant que
Z-module)
Rat(M/M0)⊗K −→ Rat(M)⊗K
r
−→ Rat(AM )⊗K −→ coker(r)⊗K
Mais comme Rat(M/M0) et coker(r) sont finis, alors les termes extre´maux sont nuls, donc r est un isomor-
phisme.
On dispose d’un morphisme
fM : Rat(M)⊗ C −→ Hom(M,C
∗)
qui a` χ ⊗ s associe le caracte`re additif m 7→ |χ(m)|sF . On de´finit ψM : a
∗
M,C −→ Hom(M,C
∗) par ψM =
fM ◦ r
−1. On note HM : M → aM l’application de´finie par 〈HM (m), χ〉 = vF (χ(m)) pour m ∈ M et
χ ∈ Rat(M).
Proposition 3.11 (cf. [6] lemma 5.4). Pour tout ν ∈ a∗M,C, on a
ψM (ν)|M0 = ψM0(ν)
et la restriction X0(M) −→ X(M0) est un isomorphisme.
De´monstration. Si on examine le diagramme suivant (en reprenant les notations des lemmes pre´ce´dents,
c’est-a`-dire que les morphismes r sont donne´s par les restrictions )
Rat(M)⊗ C
fM //
r
ss
r′

Hom(M,C∗)
resM
M0

a∗M,C
r−1
44
r−1
0
**
Rat(M0)⊗ C
f
M0
//
r0
kk
Hom(M0,C∗)
alors on voit facilement que le triangle et le carre´ sont commutatifs, donc le diagramme entier l’est. En
particulier, la restriction Hom(M,C∗) −→ Hom(M0,C∗) induit effectivement un morphisme X0(M) −→
X(M0). La surjectivite´ est claire il reste a` prouver l’injectivite´. Si χ ∈ X0(M) est trivial sur M0, alors il
de´finit un caracte`re du quotient M/M0, mais un e´le´ment de X0(M) est trivial sur les e´le´ments d’ordre fini
(puisque les racines de l’unite´ sont de norme 1) donc χ = 1.
En somme, un caracte`re non ramifie´ de M0 se prolonge de manie`re unique en un caracte`re de X0(M).
Dore´navant, on se permet donc d’identifierX(M0) etX0(M), en particulier si χ ∈ X(M0) ≃ Hom(M0/M1,C∗),
on notera encore χ ∈ X0(M) le prolongement a` M obtenu via la proposition 3.11. Et si χ ∈ X(M) est un
caracte`re de M , on notera χ0 = χ|M0 sa restriction a` M
0. On termine cette section sur les caracte`res de M
par le re´sultat suivant de de´composition.
Proposition 3.12. On a la de´composition
X(M) = X0(M)×X0(M)
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De´monstration. On a une suite exacte de groupes abe´liens
1 −→ Hom(M/M0,C∗) −→ Hom(M/M1,C∗) −→ Hom(M0/M1,C∗) −→ 1
qui est scinde´e a` droite en vertu de la proposition 3.11.
Exemple 3.13. Supposons que M = M0 ⋊ 〈ǫ〉 soit cuspidal avec ǫ un automorphisme exte´rieur de G0
d’ordre fini. Alors un caracte`re non ramifie´ de M0 est invariant par ǫ (puisque d’apre`s la proposition 3.11
il est prolongeable a` M). Pour l’e´tendre en un caracte`re de M , il suffit de choisir sa valeur en ǫ (arbitraire
parmi les racines nie`mes de l’unite´), ce qui revient a` choisir un caracte`re de M/M0 = 〈ǫ〉. Le prolongement
donne´ par la proposition 3.11 est celui qui est trivial en ǫ.
3.2 Paraboliques cuspidaux
De´finition 3.14 (parabolique cuspidal). Les sous-groupes paraboliques cuspidaux de G sont les sous-
groupes de la forme P =MN ou` M est un sous-groupe de Levi cuspidal de G, et P 0 =M0N un sous-groupe
parabolique de G0. On notera P(G) l’ensemble des sous-groupes paraboliques cuspidaux de G.
Si P =MN est un sous-groupe parabolique cuspidal de G, alors M normalise N . Comme pour les sous-
groupes de Levi, les sous-groupes paraboliques cuspidaux de G sont en bijection avec les paraboliques de G0
via la composante neutre (voir [6] proposition 2.10). PourM un Levi cuspidal de G, on note P(M) l’ensemble
des sous-groupes paraboliques cuspidaux de G de composante de Levi M . On a donc |P(M)| = |P(M0)|.
Signalons que les groupes paraboliques cuspidaux ne sont en ge´ne´ral pas e´gaux a` leur normalisateur dans G.
3.2.1 Parabolique oppose´
De´finition 3.15 (parabolique oppose´). Soit P = MN est un sous-groupe parabolique cuspidal, on appelle
parabolique oppose´ le groupe P =MN ou` N est oppose´ a` N au sens usuel.
Il est clair que P est l’unique sous-groupe parabolique cuspidal au dessus de P 0 et que l’on a P ∩P =M .
3.2.2 De´composition d’Iwasawa
Un mot sur la de´composition d’Iwasawa. L’existence d’un “bon” sous-groupe compact maximal dans G,
n’est pas garantie a priori. Ne´anmoins, si P est un sous-groupe parabolique cuspidal de G, alors le quotient
G/P est compact car il s’injecte dans G/P 0, qui est en bijection avec G/G0×G0/P 0. Cela assure de bonnes
proprie´te´s pour l’induction que l’on donne dans la section suivante. Enfin si G est le produit semi-direct de
G0 par un groupe fini H , et si K0 est un sous-groupe compact maximal de G
0 stable par H-conjugaison, alors
le produit semi-direct K0 ⋊H fournit une “de´composition d’Iwasawa”. Par exemple, si G = GLn(F ) ⋊ 〈θ〉
avec θ(g) = g−t, on ve´rifie que K0 = GLn(OF ) est stable par θ, donc on peut conside´rer K0 ⋊ 〈θ〉.
3.3 Induction parabolique, foncteur de Jacquet
Si P = MN est un sous-groupe parabolique cuspidal de G de composante de Levi M , on de´finit les
foncteurs d’induction parabolique IndGP : R(M) → R(G) et de Jacquet r
G
P : R(G) → R(M) de manie`re
identique au cas connexe (le facteur de normalisation ne de´pend que du radical unipotent de P , qui est
contenu dans G0). L’induction est l’adjoint a` droite de rGP , les foncteurs sont exacts, l’induction pre´serve
l’admissibilite´ et le foncteur de Jacquet pre´serve le type fini (preuves identiques au cas connexe).
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3.4 Repre´sentations cuspidales
De´finition 3.16 (repre´sentation cuspidale). Si π ∈ R(G) est une repre´sentation irre´ductible lisse de G, on
dit que π est cuspidale si ses coefficients matriciels sont a` support compacts modulo le centre.
Si M est un sous-groupe de Levi cuspidal de G, alors M admet des repre´sentations cuspidales (c’est en
fait dans ce but que ces groupes sont construits, et de la` que vient la terminologie) On suppose donc dans
cette partie que M est cuspidal. Une repre´sentation irre´ductible de M est cuspidale si et seulement si les
composantes irre´ductibles (en fait, une seule suffit) de sa restriction a` M0 sont cuspidales au sens usuel (voir
[6] lemme 1.1). Comme dans le cas connexe, cela e´quivaut a` annuler tous les foncteurs de Jacquet stricts ([6]
proposition 2.17). Un re´sultat important de [6] est le suivant (ce re´sultat assure l’injectivite´ de la transforme´e
de Fourier).
The´ore`me 3.17. Soit π ∈ R(G) une repre´sentation irre´ductible de G. Alors il existe un sous-groupe para-
bolique cuspidal P =MN de G et une repre´sentation σ ∈ R(M) irre´ductible cuspidale de M telle que π est
une sous-repre´sentation de IndGP (σ). Le couple (P, σ) est unique a` conjugaison pre`s.
De´monstration. Voir [6] the´ore`me 2.18, corollaire 3.2.
Soit σ ∈ R(M) une repre´sentation irre´ductible de M , alors σ est cuspidale si et seulement si σ|M0 , sa
restriction a` M0, l’est. D’apre`s un the´ore`me de Harish-Chandra, c’est encore e´quivalent a` dire que σ|M1 est
compacte. On ve´rifie alors aise´ment que le groupe X(M) = Hom(M/M1,C∗) des caracte`res non ramifie´s de
M agit par torsion sur les repre´sentations irre´ductibles cuspidales deM . Si σ ∈ R(M) est une repre´sentation
de M , on peut re´aliser tous les πχ = Ind
G
P (χσ) dans un meˆme espace vectoriel par de´coupage en classes
modulo G0, puis en restreignant a` un bon sous groupe compact maximal de G0 (c’est a` dire qu’a` f on
associe (f|sK0)s∈S). Cela permet de de´finir la notion de re´gularite´ (polynomialite´, rationnalite´, holomorphie,
me´romorphie par rapport aux parame`tres complexes du caracte`re χ) comme dans le cas connexe 7. Plus
pre´cise´ment, si on note Vχ l’espace de fonctions associe´ a` Ind
G
P (χσ), et si f ∈ Vχ, alors l’image du morphisme
injectif f 7→ (f|sK0)s∈S est un espace vectoriel qui ne de´pend pas de χ. On identifie tous les Vχ a` cet unique
espace vectoriel pour parler de re´gularite´.
3.5 Ope´rateurs d’entrelacements
Si P = MN , P ′ = MN ′ sont des groupes paraboliques cuspidaux de meˆme composante de Levi, σ ∈
R(M) une repre´sentation irre´ductible cuspidale de M et χ ∈ X(M) un caracte`re non ramifie´ de M , on
de´finit, sous re´serve de convergence, un entrelacement JP |P ′(σ) entre π = Ind
G
P (σ) et π
′ = IndGP ′(σ) par
JP |P ′(σ) =
∫
N/N∩N ′
λ(n) dn
ou` λ(n) : Vpi → Vpi′ est la translation de n a` gauche.
On peut aussi construire cet entrelacement a` partir de ceux de´finis sur G0 (ce qui permet de de´duire
facilement leurs proprie´te´s). La restriction σ|M0 est semi-simple de longueur finie (puisque M
0 est distingue´
d’indice fini dans M). Soit σ0 ∈ R(M
0) une repre´sentation irre´ductible qui apparaˆıt comme facteur direct
de σ|M0 . Par re´ciprocite´ de Frobenius
8, σ est un facteur direct de IndMM0 σ0. Et par induction, on en de´duit
finalement que π = IndGP (σ) est un facteur direct de π0 = Ind
G
P 0(σ0). De meˆme, π
′ = IndGP ′(σ) est un facteur
7. On effectue un de´coupage car en ge´ne´ral il n’existe pas de bon sous-groupe ouvert compact maximal K0 dans G (au sens
ou` rien ne garantit que G = PK0). Si l’on dispose d’un tel K0 (par exemple si G est le produit semi-direct de G0 par un groupe
fini), alors on peut directement adapter la me´thode pre´ce´dente. La notion de re´gularite´ ne de´pend pas de la me´thode choisie.
8. On utilise la re´ciprocite´ de Frobenius dans les deux sens (l’induction et l’induction compacte de M0 a` M co¨ıncident).
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direct de π′0 = Ind
G
P ′0(σ0). On a donc des G-entrelacements i : π → π0 et s : π0 → π (respectivement injectif
et surjectif) tels que s ◦ i = Idpi , et la meˆme chose entre π
′
0 et π
′. Du G0-entrelacement
JP 0|P ′0(σ0) : Ind
G0
P 0(σ0) −→ Ind
G0
P ′0(σ0)
on tire par induction un G-entrelacement
IndGG0
(
JP 0|P ′0(σ0)
)
: π0 −→ π
′
0
Et on ve´rifie avec la formule inte´grale que le diagramme suivant commute (voir [6] lemma 5.5)
π0
IndG
G0
(JP0|P ′0(σ0)) // π′0
π?

i
OO
JP |P ′(σ)
// π′
?
i′
OO
puis que
π0
IndG
G0
(JP0|P ′0 (σ0)) // π′0
s′

π?

i
OO
JP |P ′(σ)
// π′
On peut re´trospectivement utiliser ce dernier diagramme comme de´finition de JP |P ′(σ) de`s lors que JP 0|P ′0(σ0)
est de´fini ce qui prolonge sa de´finition hors du domaine de convergence de l’inte´grale.
4 Repre´sentations d’une groupe re´ductif non connexe
4.1 Le lemme ge´ome´trique
On fixe A0 un tore maximal de´ploye´ de G, et on pose M0 = CG(A0). Comme le tore A0 est maximal,
alors M0 est un sous-groupe de Levi cuspidal (puisque A0 est spe´cial au sens de la de´finition 3.1) minimal,
et sa composante neutre M00 est un sous-groupe de Levi minimal de G
0 (d’apre`s la remarque 3.4). On fixe
P0 = M0N0 un groupe parabolique cuspidal minimal de G (qui se trouve au dessus de P
0
0 un sous-groupe
parabolique minimal de G0). On dira qu’un sous-groupe parabolique cuspidal P de G est semi-standard si
A0 ⊂ P (ce qui e´quivaut a` dire que P
0 est semi-standard) et standard si en plus on a P0 ⊂ P (ce qui e´quivaut
a` dire que P 0 est standard).
Lemme 4.1. Soient P,Q ⊂ G des sous-groupes paraboliques cuspidaux de G, Alors Q0 \G/P 0 et Q \G/P
sont finis.
De´monstration. On choisit S ∈ G un syste`me de repre´sentants de G/G0. Alors S est fini, et on peut e´crire
G =
⊔
s∈S
sG0
Pour s ∈ S, les groupes s−1Q0s et P 0 sont des sous-groupes paraboliques de G0, il existe un ensemble fini
Ws ⊂ G
0 tel que l’on a
G0 =
⊔
w∈Ws
(s−1Q0s)wP 0
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En combinant les deux de´compositions, on tire
G =
⊔
s∈S
⊔
w∈Ws
Q0 sw P 0
Donc Q0 \G/P 0 est fini, et a fortiori Q \G/P l’est aussi.
Lemme 4.2. Soient P = MU et Q = NV des sous-groupes paraboliques cuspidaux semi-standards de G,
alors
M ∩Q = (M ∩N).(M ∩ V ), U ∩Q = (U ∩N).(U ∩ V ), P ∩Q = (P ∩N).(P ∩ V )
De´monstration. Voir [6] lemme 3.11.
Soient P,Q des sous-groupes paraboliques cuspidaux. On conside`re l’espace totalement discontinu X =
P \G sur lequel Q agit par translation a` droite (c’est-a`-dire ρ(q).(Pg) = (Pgq−1)). On sait d’apre`s le lemme
4.1 que Q a un nombre fini d’orbites sur X , on choisit une nume´rotation Zi = PwiQ des doubles classes
telles que les ensembles
Yj =
⋃
i≤j
Zi
soient ouverts dans X (ce qui est possible en vertu de [1] 1.5). On note
Mi =M ∩ w
−1
i (N), Ni = wi(Mi) = wi(M) ∩N, Vi =M ∩ w
−1
i (V ), Ui = N ∩ wi(U)
Et
Pi =MiUi, Qi = NiVi
On de´finit le foncteur F = rGQ ◦ i
G
P . On peut appliquer le lemme ge´ome´trique [2] the´ore`me 5.2.
Lemme 4.3 (Lemme ge´ome´trique, [2] the´ore`me 5.2). Le foncteur F = rGQ ◦ i
G
P admet une filtration par des
sous foncteurs 0 = F0 ⊂ F1 ⊂ . . . ⊂ Fk = F tels que Fi/Fi−1 ≃ i
G
Pi
◦ wi ◦ r
M
Qi
.
De´monstration. La preuve de ce re´sultat est donne´e dans [2] the´ore`me 5.2 (que l’on peut appliquer en
vertu des lemmes 4.1 et 4.2). Rappelons juste comment sont de´finis les foncteurs Fi. Soit i ∈ [[1, k]]. Soit
(σ, V ) ∈ R(M) une repre´sentation de M . On note π = iGPσ, W = i
G
PV , et Wi ⊂W le sous-espace de W des
fonctions a` support dans Yi. Ce sous-espace est Q-stable, soit πi la sous-repre´sentation de π|Q associe´e. On
de´finit alors Fi(σ) = jV (πi) (ou` jV est le foncteur des co-invariants, c’est-a`-dire que r
G
Q(π) = jV (π|Q)). Alors
les Fi de´finissent des foncteurs et une filtration de F .
4.2 Lemme de Jacquet
SiK ⊂ G est un sous-groupe ouvert compact, et H ⊂ G un sous-groupe ferme´ de G, on noteKH = K∩H .
On sait d’apre`s le the´ore`me de Bruhat que G0 admet des sous-groupes ouverts compacts K arbitrairement
petits admettant une de´composition d’Iwahori selon les sous-groupes paraboliques standard de G0, c’est-a`-
dire que pour tous sous-groupe P 0 = M0N parabolique standard de G0, on a K = KN .KM0 .KN . Comme
K ⊂ G0, on a KM = KM0 . Pour tout P = MN sous-groupe parabolique cuspidal standard de G, on peut
donc e´crire K = KN .KM .KN . On dira qu’un tel sous-groupe est en de type Iwahori et bonne position
par rapport a` (P,M).
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Lemme 4.4 (Jacquet). Soit (π, V ) ∈ R(G) une repre´sentation lisse de G, P = MN un sous-groupe para-
bolique cuspidal de G, et K ⊂ G0 un sous-groupe ouvert compact de type Iwahori et en bonne position par
rapport a` (P,M). Alors l’application
p : V K → JN (V )
KM
Est surjective. De plus, p posse`de une section naturelle, ou en d’autres termes, JN (V )
KM peut-eˆtre re´alise´
comme un facteur direct de V K d’une manie`re fonctorielle en V .
De´monstration. Puisque K ⊂ G0, les K-fixes de (π, V ) sont ceux de (π|G0 , V ) et on peut directement
invoquer le lemme de Jacquet dans G0 (voir [5] p.65).
5 Le the´ore`me
Passons maintenant a` la de´monstration du the´ore`me 1.2. Expliquons succinctement la de´marche. On
se donne ϕ ve´rifiant les conditions de l’e´nonce´. On rappelle que l’on note C la sous-cate´gorie pleine de
R(G) stable par somme et sous-quotient engendre´e par les repre´sentations IndGP σ (ou` P = MN parcourt
les sous-groupes paraboliques cuspidaux de G, et σ les repre´sentations irre´ductibles cuspidales de M), et
C0 la cate´gorie correspondante pour G0. Notons A(C) l’alge`bre des endomorphismes du foncteur d’oubli
FC : C → C-Vect
9, et A∞(C) la sous-alge`bre des e´le´ments ϕ (dit lisses) tels qu’il existe un sous-groupe
ouvert compact K tel que êKϕ = ϕêK = ϕ. On adopte des notations identiques pour G
0.
On cherche f ∈ H(G) tel que ϕ = f̂ . Notre de´marche va consister a` construire (sans avoir recours a`
f) un e´le´ment ϕ|G0 ∈ A(G
0) tel que si ϕ = f̂ alors ϕ|G0 = f̂|G0 . Il s’agira alors montrer que l’objet ϕ|G0
ainsi construit est redevable des hypothe`ses de la version connexe du the´ore`me de Paley-Wiener (the´ore`me
1.1). Enfin, pour terminer la de´monstration, on applique cette de´marche aux translate´s de ϕ permettant de
recouvrer f|gG0 pour tout g ∈ G
0.
5.1 Construction de ϕ(IndGP 0(σ0))
On se donne P 0 = M0N est un sous-groupe parabolique de G0, et σ0 ∈ R(M
0) une repre´sentation
irre´ductible cuspidale de M0, on cherche a` de´finir ϕ(IndGP 0(σ
′
0)) pour tout σ
′
0 dans l’orbite de σ0. Pour cela,
on se donne une de´composition en sous-espaces irre´ductibles
IndMM0(σ0) =
n⊕
i=1
σi
Notons qu’il s’agit ici d’un choix non canonique, et que l’on ne suppose pas que les σi sont non isomorphes
entre eux. En induisant, on a donc (en identifiant IndGP 0(σ0) et Ind
G
P Ind
M
M0(σ0))
IndGP 0(σ0) =
n⊕
i=1
IndGP (σi)
Or d’apre`s [6] lemme 2.15, les repre´sentations σi ∈ R(M) qui apparaissent sont toutes cuspidales. Ce qui
permet d’e´tendre ϕ par la formule 10
ϕ(IndGP 0(σ0)) =
n⊕
i=1
ϕ(IndGP (σi))
9. C’est-a`-dire qu’un e´le´ment ϕ ∈ A(C) est la donne´e pour tout pi ∈ C d’un endomorphisme ϕ(pi) ∈ EndC(pi) tel que pour
tout pi1, pi2 ∈ C et α ∈ HomC(pi1, pi2), on a α ◦ ϕ(pi1) = ϕ(pi2) ◦ α.
10. Pour eˆtre rigoureux il faudrait prendre en compte l’identification entre IndG
P0
(σ0) et Ind
G
P
IndM
0
M
(σ0) ici aussi. Nous
l’avons omis pour alle´ger la formule.
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On ve´rifie que comme les ϕ(IndGP σi) commutent aux entrelacements λ(g) et JP |P ′(σi), alors les ϕ(Ind
G
P 0(σ0))
commutent aux entrelacements λ(g) et IndGG0(JP 0,P 0′ (σ0)) (parce qu’on a la de´composition Ind
G
G0(JP 0,P 0′ (σ0)) =⊕n
i=1 JP |P ′(σi), et une de´composition similaire pour l’ope´rateur λ).
Par ailleurs, si l’on tord σ0 par un caracte`re non ramifie´ χ de M
0, on trouve la meˆme de´composition
ou` les σi sont tordues par le meˆme caracte`re (prolonge´ a` M). On prolonge donc notre de´finition sur toute
l’orbite par
ϕ(IndGP 0(χ⊗ σ0)) =
n⊕
i=1
ϕ(IndGP (χ˜⊗ σi))
Il apparaˆıt que la fonction χ 7−→ ϕ(IndGP 0(χ⊗ σ0)) est polynomiale.
5.2 Restriction a` G0
On de´finit maintenant un objet ϕ|G0 sur les repre´sentations de G
0 en se basant sur la de´finition 2.19.
L’ide´e de la de´finition est que si ϕ = f̂ pour f ∈ H(G), alors on a ϕ|G0 = f̂|G0 (cf lemme 2.21). Il suffira
alors de montrer que ϕ|G0 est redevable des hypothe`ses du the´ore`me 1.1 dans le cas connexe. On se donne
S un syste`me de repre´sentants de G/G0. La repre´sentation IndG
0
P 0(σ
s
0) est un facteur direct de Ind
G
P 0(σ0)|G0 .
Une G0-surjection est fournie par la restriction a` G0, de´finie par
es : Ind
G
P 0(σ0) −→
(
IndG
0
P 0 σ0
)s
f 7−→ (g0 7→ f(g0s))
tandis qu’une G0-injection est fournie par l’extension par 0, de´finie par
e∗s :
(
IndG
0
P 0 σ0
)s
−→ IndGP 0(σ0)
f 7−→
(
g 7→
{
f(gs−1) si g ∈ sG0
0 sinon
)
On a es ◦ e
∗
s = Id(IndG0
P0
σ0)
s et ps = e
∗
s ◦ es est un G
0-projecteur de IndGP 0(σ0) (la projection sur les fonctions
a` support dans sG0). On de´finit alors ϕ|G0 par
ϕ|G0(Ind
G0
P 0 χσ0) = e1 ◦ ϕ(Ind
G
P 0(χσ0)) ◦ e
∗
1
Il est facile de ve´rifier que ϕ|G0 satisfait les conditions de lissite´ et de polynomialite´. Il reste a` ve´rifier les condi-
tions de commutations aux entrelacements ne´cessaires a` l’application de [8] the´ore`me 0.1. La commutation
aux translations a` gauche vient du fait que si g0 ∈ G
0 l’ope´rateur λ(g0) : Ind
G
P 0(σ0)→ Ind
G
g·P 0(g · σ0) induit
par restriction la translation a` gauche de IndG
0
P 0 (σ0) vers Ind
G
g·P 0(g · σ0) et que les ϕ(Ind
G
P 0(σ0)) commutent
aux translations a` gauche. De meˆme, la ve´rification de la commutation aux entrelacements JP 0,P 0′ (σ0) se
fait en utilisant une proprie´te´ similaire des ope´rateurs IndGG0(JP 0,P 0′ (σ0)). D’apre`s [8] the´ore`me 0.1, il existe
donc f1 ∈ H(G
0) telle que ϕ|G0 = f̂1.
L’ide´e pour conclure est maintenant d’appliquer ce raisonnement a` (δ̂s−1ϕ)s∈S (ou` δ̂g ∈ A(C) de´signe
l’e´le´ment π 7→ π(g)). Pour chaque s ∈ S on trouve une fonction fs ∈ H(G
0) telle que (δ̂s−1ϕ)|G0 = f̂s. On
de´finit alors f ∈ H(G) par
f =
∑
s∈S
δs ∗ fs
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Un calcul (voir lemme 2.25) montre que f̂ et ϕ co¨ıncident sur les repre´sentations du type IndGP 0(σ0), puis
par identification des termes diagonaux, f̂ et ϕ co¨ıncident sur les repre´sentations du type IndGP (σ0). Ce qui
prouve le the´ore`me 1.2.
5.3 Une relation polynomiale
La preuve du the´ore`me 0.1 de [8] fournit en outre une formule d’inversion (en fait, la preuve du the´ore`me
repose sur cette formule). Nous allons maintenant donner une formule analogue dans le cas non connexe.
Pour cela, on va de´montrer un re´sultat analogue a` la proposition 0.2 de [8]. En gardant les notations du
paragraphe pre´ce´dent, on fixe s ∈ S et on pose
φs(Ind
G0
P 0 σ0) = e1 ◦ Ind
G
P 0(σ0)(s
−1) ◦ ϕ(IndGP 0 σ0) ◦ e
∗
1 = es−1 ◦ ϕ(Ind
G
P 0(σ0)) ◦ e
∗
1
Alors d’apre`s [8] proposition 0.2, il existe une application ξs(Ind
G0
P 0 σ0) : Ind
G0
P 0 σ0 → Ind
G0
P 0
σ0, polynomiale
en σ0 telle que pour tout σ0 ∈ O0
φs(Ind
G0
P 0 σ0) =
∑
w∈W (M0,O0)
JP 0|wP 0(σ0) ◦ λ(w) ◦ ξs(Ind
G0
P 0 w
−1σ0) ◦ λ(w)
−1 ◦ JwP 0|P 0(σ0)
Ou` on a note´ W (M0,O0) =
{
w ∈W (M0), wO0 = O0
}
. On note ζ(IndG
0
P 0 σ0) = JP 0|P 0(σ0)
−1 ξ(IndG
0
P 0 σ0).
La fonction σ0 7→ ζ(Ind
G0
P 0 σ0) est rationnelle (ses poˆles sont les points non-inversibilite´ de JP 0|P 0(σ0)).
5.3.1 Sur les repre´sentations du type IndGP 0 σ0
On en de´duit un re´sultat analogue pour les repre´sentations du type IndGP 0(σ0).
Lemme 5.1. Il existe une application polynomiale ξs(Ind
G
P 0 σ0) : Ind
G
P 0 σ0 → Ind
G
P 0
σ0, polynomiale en σ0
telle que pour tout σ0 ∈ O0, on ait
ϕs(Ind
G
P 0 σ0) =
∑
w∈W (M0,O0)
JG
P 0|wP 0
(σ0) ◦ λ(w) ◦ ξs(Ind
G
P 0 w
−1σ0) ◦ λ(w)
−1 ◦ JGwP 0|P 0(σ0)
De´monstration. On a un G0-isomorphisme
(IndGP 0 σ0)|G0 ≃α
P0
⊕
t∈S
IndG
0
t·P 0 t · σ0 (15)
donne´ par
αP 0 : Ind
G
P 0 Vσ0 −→
⊕
t∈S
IndG
0
t·P 0 tVσ0
f 7−→
⊕
t∈S
ft
Ou` ft est de´finie pour g0 ∈ G
0 par ft(g0) = f(t
−1g0), et α
−1
P 0 (Ind
G0
t·P 0 tVσ0) correspond au sous-espace de
IndGP 0 Vσ0 des fonctions supporte´es dans tG
0. L’isomorphisme 15 est e´galement valable pour (IndG
P 0
σ0)|G0
(en changeant P 0 en P 0). On de´finit ξs(Ind
G
P 0 σ0) : Ind
G
P 0 σ0 → Ind
G
P 0
σ0 diagonalement vis-a-vis de la
de´composition (15) par la formule
ξs(Ind
G
P 0 σ0) = α
−1
P 0
◦
(⊕
t∈S
ξs(Ind
G0
t·P 0 t · σ0)
)
◦ αP 0 (16)
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Il est clair par construction que σ0 7→ ξs(Ind
G
P 0 σ0) est polynomiale (puisqu’elle l’est sur chaque bloc de la
diagonale). Il reste a` ve´rifier la relation annonce´e. Comme ϕs est a` support dans G
0, il agit diagonalement
(toujours par rapport a` la de´composition 15), c’est-a`-dire pre´cise´ment que l’on a
αP 0 ◦ ϕs(Ind
G
P 0 σ0) ◦ α
−1
P 0 =
⊕
t∈S
φs
(
IndG
0
t·P 0 t · σ0
)
=
⊕
t∈S
∑
wt∈W (t·M0,t·O0)
Jt·P 0|wtt·P 0(t · σ0) ◦ λ(wt) ◦ ξs
(
IndG
0
t·P 0 w
−1
t t · σ0
)
◦ λ(wt)
−1 ◦ Jwtt·P 0|t·P 0(t · σ0)
Or wt ∈ W (t ·M
0, t · O0) si et seulement si t
−1wtt ∈ W (M
0,O0). Par changement de variable w = t
−1wtt,
on tire donc
αP 0 ◦ ϕs(Ind
G
P 0 σ0) ◦ α
−1
P 0 =
⊕
t∈S
∑
w∈W (M0,Oσ0)
Jt·P 0|twP 0(t · σ0) ◦ λ(twt
−1) ◦ ξs
(
IndG
0
t·P 0 tw
−1σ0
)
◦ λ(tw−1t−1) ◦ JtwP 0|t·P 0(t · σ0)
=
∑
w∈W (M0,Oσ0)
⊕
t∈S
Jt·P 0|twP 0(t · σ0) ◦ λ(twt
−1) ◦ ξs
(
IndG
0
t·P 0 tw
−1σ0
)
◦ λ(tw−1t−1) ◦ JtwP 0|t·P 0(t · σ0)
Et graˆce aux relations (toujours selon la de´composition 15)
αQ0 ◦ J
G
P 0|Q0(σ0) ◦ α
−1
P 0 =
⊕
t∈S
Jt·P 0|tQ0(t · σ0) et αP 0 ◦ λ(w) ◦ α
−1
P 0 =
⊕
t∈S
λ(twt−1)
on conclut que
ϕs(Ind
G
P 0 σ0) =
∑
w∈W (M0,Oσ0)
JG
P 0|wP 0
(σ0) ◦ λ(w) ◦ ξs(Ind
G
P 0 w
−1σ0) ◦ λ(w)
−1 ◦ JGwP 0|P 0(σ0)
Etant donne´e une application ξ comme dans le lemme 5.1, on posera ζs(Ind
G
P 0 σ0) = J
G
P 0|P 0
(σ0)
−1 ξs(Ind
G
P 0 σ0).
La fonction σ0 7→ ζ(Ind
G
P 0 σ0) est rationnelle (ses poˆles sont les ze´ros de J
G
P 0|P 0
(σ0)). On a alors la relation
ζs(Ind
G
P 0 σ0) =
⊕
t∈S
ζs
(
IndG
0
t·P 0 t · σ0
)
En assemblant les morceaux de lemme pre´ce´dent pour s ∈ S, on de´duit le lemme suivant.
Lemme 5.2. Il existe une application ξ(IndGP 0 σ0) : Ind
G
P 0 σ0 → Ind
G
P 0
σ0, polynomiale en σ0 telle que pour
tout σ0 ∈ O0, on ait
ϕ(IndGP 0 σ0) =
∑
w∈W (M0,O0)
JG
P 0|wP 0
(σ0) ◦ λ(w) ◦ ξ(Ind
G
P 0 w
−1σ0) ◦ λ(w)
−1 ◦ JGwP 0|P 0(σ0)
De´monstration. Il suffit de poser
ξ(IndGP 0 σ0) =
∑
s∈S
IndG
P 0
σ0(s) ◦ ξs(Ind
G
P 0 σ0) (17)
Il est clair que l’application ainsi de´finie est polynomiale en σ0. Par ailleurs, d’apre`s le lemme 2.25, on a
ϕ
(
IndGP 0 σ0
)
=
∑
s∈S
IndGP 0 σ0(s) ◦ ϕs(Ind
G
P 0 σ0)
=
∑
s∈S
∑
w∈W (M0,O0)
IndGP 0 σ0(s) ◦ J
G
P 0|wP 0
(σ0) ◦ λ(w) ◦ ξs(Ind
G
P 0 w
−1σ0) ◦ λ(w)
−1 ◦ JGwP 0|P 0(σ0)
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Or, comme les λ(w) et JGP 0|Q0(σ0) sont des G-entrelacements, on tire
ϕ
(
IndGP 0 σ0
)
=
∑
s∈S
∑
w∈W (M0,O0)
JG
P 0|wP 0
(σ0) ◦ λ(w) ◦ Ind
G
P 0
(w−1σ0)(s) ◦ ξs(Ind
G
P 0 w
−1σ0) ◦ λ(w)
−1 ◦ JGwP 0|P 0(σ0)
=
∑
w∈W (M0,O0)
JG
P 0|wP 0
(σ0) ◦ λ(w) ◦ ξ(Ind
G
P 0 w
−1σ0) ◦ λ(w)
−1 ◦ JGwP 0|P 0(σ0)
Etant donne´e une application ξ comme dans le lemme 5.2, on posera ζ(IndGP 0 σ0) = J
G
P 0|P 0
(σ0)
−1 ξ(IndGP 0 σ0).
La fonction σ 7→ ζ(IndGP σ) est rationnelle (ses poˆles sont les ze´ros de JP |P (σ)). On a alors la relation
ζ(IndGP 0 σ0) =
∑
s∈S
IndGP 0 σ0(s) ◦ ζs(Ind
G
P 0 σ0)
5.3.2 Sur les repre´sentations du type IndGP σ
Proposition 5.3. Il existe une application ξ(IndGP σ) : Ind
G
P σ → Ind
G
P
σ, polynomiale en σ telle que pour
tout σ ∈ O, on ait
ϕ(IndGP σ) =
∑
w∈W (M,O)
JP |wP (σ) ◦ λ(w) ◦ ξ(Ind
G
P w
−1σ) ◦ λ(w)−1 ◦ JwP |P (σ)
ou` W (M,O) =
{
w ∈ W (M0), wO = O
}
.
De´monstration. Pour tout σ ∈ O, on choisit σ0 ∈ R(M
0) un facteur irre´ductible de σ|M0 de manie`re X(M)-
e´quivariante, c’est-a`-dire tel que pour tout χ ∈ X(M) et σ ∈ O, on a (χσ)0 = χ0σ0 (en notant χ0 = χ|M0) :
il suffit de choisir σ0 pour un point fixe´ de σ ∈ O, et comme l’espace HomM0(χ0σ0, (χσ)|M0 ) ne de´pend pas
de χ, un choix pour tous les autres points en de´coule. On note O0 l’orbite forme´e par les σ0.
Par re´ciprocite´ de Frobenius, σ est un facteur direct de IndMM0 σ0. On se donne une M -injection iσ : σ →
IndMM0 σ0 et M
0-surjection sσ : Ind
M
M0 σ0 → σ telles que sσ ◦ iσ = Idσ. Alors par induction (qui est exacte)
on tire une G-injection IndGP iσ : Ind
G
P σ → Ind
G
P 0 σ0 et une G-surjection Ind
G
P sσ : Ind
G
P 0 σ0 → Ind
G
P σ. On
pose alors
ξ(IndGP σ) = Ind
G
P
sσ ◦ ξ(Ind
G
P 0 σ0) ◦ Ind
G
P iσ (18)
Il est clair que la formule de´finit une application polynomiale en σ. Par commutation de ϕ auxG-entrelacements,
on a
ϕ(IndGP σ) = Ind
G
P sσ ◦ ϕ(Ind
G0
P 0 σ0) ◦ Ind
G
P iσ
D’apre`s la section 3.5, on a les relations
IndGQ iσ ◦ JP |Q(σ) = J
G
P 0|Q0(σ0) ◦ Ind
G
P iσ et JP |Q(σ) ◦ Ind
G
P sσ = Ind
G
Q sσ ◦ J
G
P 0|Q0(σ0)
et comme λ(w) ∈ End(IndGP ), on ve´rifie que
λ(w) ◦ IndGP sσ = Ind
G
wP swσ ◦ λ(w) et λ(w) ◦ Ind
G
P iσ = Ind
G
wP iwσ
En combinant, on tire la relation
ϕs(Ind
G
P σ) =
∑
w∈W (M0,O0)
JP |wP (σ) ◦ λ(w) ◦ ξs(Ind
G
P w
−1σ) ◦ λ(w)−1 ◦ JwP |P (σ)
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Remarque 5.4. Si on a la de´composition
(
IndGP σ
)
|G0
=
⊕
i∈I πi, alors les πi sont de la forme Ind
G0
giP 0 giσ0
pour gi ∈ G (en effet, comme Ind
G
P σ →֒ Ind
G
P 0 σ0, on a
(
IndGP σ
)
|G0
→֒
⊕
g∈G/G0 Ind
G0
gP 0 gσ0). Et poser
ξ(IndGP σ) =
∑
s∈S
IndG
P
σ(s)
⊕
i∈I
ξs(πi)
Conviendrait.
Etant donne´e une application ξ comme dans le lemme 5.3, on posera ζ(IndGP σ) = J
G
P |P
(σ)−1 ξ(IndGP σ).
On a alors la relation
ζ(IndGP σ) = Ind
G
P sσ ◦ ζ(Ind
G
P 0 σ0) ◦ Ind
G
P iσ
5.4 Une formule d’inversion
Dans cette partie on donne une formule d’inversion pour la transforme´e de Fourier sur G. On conserve
les notations du paragraphe pre´ce´dent, et on suppose que l’on dispose d’objets ϕ, ξ et ζ de´finis comme
pre´ce´demment. On sait qu’il existe f ∈ H(G) telle que ϕ = f̂ , nous allons donner une formule pour f .
5.4.1 Notations
On note Θ0 l’ensemble des couples (P
0,O0) ou` P
0 = M0N est un sous-groupe parabolique de G0 et
O0 = X(M
0).σ0 =
{
χσ0, χ ∈ X(M
0)
}
est l’orbite par torsion sous X(M0) d’une classe d’e´quivalence de
repre´sentation σ0 ∈ R(M
0) irre´ductible cuspidale de M0. On note X(σ0) =
{
χ ∈ X(M0), χσ0 ≃ σ0
}
le
stabilisateur de σ0. C’est un groupe fini (voir [5] lemme 21) qui ne de´pend en fait que de l’orbite O0 (puisque
X(M0) est commutatif). Le groupe G agit sur Θ0 par conjugaison. On note Θ0/G l’ensemble des orbites.
Pour (P 0,O0) ∈ Θ0, on note [P
0,O0] sa classe de G-conjugaison et [O0] la classe de G-conjugaison de O0.
De meˆme, on note Θ l’ensemble des couples (P,O) ou` P =MN est un sous-groupe parabolique cuspidal
de G et O = X(M).σ = {χσ, χ ∈ X(M)} est l’orbite par torsion sous X(M) d’une classe d’e´quivalence de
repre´sentation σ ∈ R(M) irre´ductible cuspidale de M . Le groupe G agit sur Θ par conjugaison et on note
Θ/G l’ensemble des orbites. Pour (P,O) ∈ Θ, on note [P,O] sa classe de G-conjugaison et [O] la classe de
G-conjugaison de O.
Si σ0 ∈ R(M
0) est une repre´sentation irre´ductible cuspidale de M0, alors il existe σ ∈ R(M) une
repre´sentation irre´ductible cuspidale deM telle que σ →֒ IndMM0 σ0. La repre´sentation σ est unique a` X0(M)-
torsion pre`s. Et on peut e´crire
IndMM0 σ0 ≃ m(σ0)
⊕
ψ∈X0(M)/X0(σ)
ψσ
Par ailleurs, pour tout χ ∈ X(M), en notant χ0 = χ|M0 , on a
HomM (χσ, Ind
M
M0 χ0σ0) ≃ HomM0((χσ)|M0 , χ0σ0)
= HomM0(χ0σ|M0 , χ0σ0)
= HomM0(σ|M0 , σ0)
≃ HomM (σ, Ind
M
M0 σ0)
Donc χσ →֒ IndMM0 χ0σ0. Et m(χσ) = dimHomM (χσ, Ind
M
M0 χ0σ0) = dimHomM (σ, Ind
M
M0 σ0) = m(σ),
doncm(σ) ne de´pend que de l’orbite O de σ, on noteram(O) cette quantite´. De meˆme, on aX0(χσ) = X0(σ),
donc on note X0(O) ce groupe. Et pour tout χ ∈ X(M)
IndMM0 χ0σ0 ≃ m(O)
⊕
ψ∈X0(M)/X0(O)
ψχσ
5 LE THE´ORE`ME 32
On peut donc de´finir une application Λ : Θ0 → Θ telle que pour tout (P
0,O0) ∈ Θ0, en notant (P,O) =
Λ((P 0,O0)), alors P
0 ⊂ ·P (l’unicite´ de P est assure´e par [6] proposition 2.10) et pour tout σ0 ∈ O0,
JH(IndMM0 σ0) ⊂ ·O. Par re´ciprocite´ de Frobenius, on voit que l’application Λ est surjective et d’apre`s le
lemme 2.18, on sait que l’image re´ciproque de (P,O) ∈ Θ est une classe de M -conjugaison dans Θ0. Et
comme gσ0 →֒ (gσ)|gM0 pour tout g ∈ G, on ve´rifie que Λ induit une bijection Λ : Θ0/G→ Θ/G.
Soit (P 0,O0) ∈ Θ0. Si ψ : O0 → C est une fonction me´romorphe dont tous les poˆles sont contenus dans
un compact de bord oriente´ Γ, on note∫
O0
ψ(σ0) dσ0 =
∫
Γ
ψ(σ0) dσ0
Le the´ore`me des re´sidus garantit que l’inte´grale ne de´pend pas du choix du compact contenant les poˆles
(ce qui justifie donc de l’omettre dans la notation). Si ψ : O → C est une fonction me´romorphe et si
(P,O) = Λ((P 0,O0)), alors la fonction σ 7→
∑
χ∈X0(M)
ψ(χσ) ne de´pend que de l’orbite de σ sous X0(M).
On peut donc la voir comme une fonction sur X(M0), et noter∫
O
ψ(σ) dσ =
∫
O0
∑
χ∈X0(M)
ψ(χσ) dσ0
5.4.2 Une formule pour fs
Soient s ∈ S, σ0 ∈ O0, en notant πσ0 = Ind
G0
P 0 σ0 et Πσ0 = Ind
G
P 0 σ0, la fonction σ0 7→ Tr(Πσ0 (g
−1s) ζs(πσ0))
est rationnelle (ici on identifie´ ζs(πσ0 ) a` un e´le´ment de EndC(Πσ0 ) via le plongement e´vident πσ0 →֒ Πσ0), et
la fonction g 7→ Tr(Πσ0 (g
−1s) ζs(πσ0)) est a` support dans sG
0 (et vaut Tr(πσ0(g
−1s) ζs(πσ0 )) sur sG
0). On
en de´duit d’apre`s [8] the´ore`me 3.2, que pour tout g ∈ G
fs(s
−1g) =
∑
(P 0,O0)∈Θ0
c(O0)
∫
O0
Tr(Πσ0 (g
−1s) ζs(πσ0)) dσ0 (19)
Ou` c(Oσ0 ) > 0 est une constante strictement positive donne´e dans [8] 3.2 par
c(O0) =
|WM
0
|.|W (M0,O0)|.γ(G
0|M0).d(O0)
|P(M0)|.|WG0 |.|StabX(M0)(O0)|
On ve´rifie que pour tout g ∈ G, c(gO0) = c(O0). On notera donc c([O0]) cette quantite´. On re´unit les termes
par G-orbites.
fs(s
−1g) =
∑
[P 0,O0]∈Θ0/G
∑
t∈G/G(t·O0)
c([O0])
∫
t·O0
Tr(Πσ0(g
−1s) ζs(πσ0 )) dσ0
Or pour t ∈ G, on a Πσ0 = Ind
G
P 0 σ0 ≃
λ(t)
IndGt·P 0 t · σ0 = Πt·σ0 , donc∫
t·O0
Tr(Πσ0 (g
−1s) ζs(πσ0)) dσ0 =
∫
O0
Tr(Πt·σ0 (g
−1s) ζs(πt·σ0)) dσ0
=
∫
O0
Tr(Πσ0 (g
−1s) ζs(t · πσ0)) dσ0
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Et d’apre`s le lemme 5.1, on a
∑
t∈S
∫
t·Oσ0
Tr(Π0(g
−1s) ζs(πσ0 )) dσ0 =
∫
O0
Tr
(
Πσ0(g
−1s)
⊕
t∈S
ζs(πt·σ0)
)
dσ0
=
∫
O0
Tr(Πσ0 (g
−1s) ζs(Πσ0)) dσ0
Et donc, en posant c′([O0]) =
c([O0])
|G(O0)/G0|
, on a
fs(s
−1g) =
∑
[P 0,O0]∈Θ0/G
c′([O0])
∫
O0
Tr(Πσ0 (g
−1s) ζs(Πσ0)) dσ0 (20)
5.4.3 Une formule pour f
Proposition 5.5. Il existe des constantes C([O]) > 0 pour [P,O] ∈ Θ/G telles que l’on a
f(g) =
∑
[P,O]∈Θ/G
C([O])
∫
O
Tr
(
Πσ(g
−1)ζ(Πσ)
)
dσ (21)
De´monstration. En sommant l’e´quation (20) sur s ∈ S, on tire
f(g) =
∑
s∈S
fs(s
−1g)
=
∑
s∈S
∑
[P 0,O0]∈Θ0/G
c′([O0])
∫
O0
Tr(Πσ0(g
−1s) ζs(Πσ0 )) dσ0
=
∑
[P 0,O0]∈Θ0/G
c′([O0])
∫
O0
Tr
(
Πσ0 (g
−1)
∑
s∈S
Πσ0(s) ζs(Πσ0 )
)
dσ0
Et en vertu du lemme 5.2, on tire finalement
f(g) =
∑
[P 0,O0]∈Θ0/G
c′([O0])
∫
O0
Tr
(
Πσ0 (g
−1)ζ(Πσ0 )
)
dσ0 (22)
On note [P,O] = Λ([P 0,O0]) comme en section 5.4.1. Puisque Λ e´tablit une bijection entre Θ0/G et Θ/G,
on peut noter c′([O]) = c′([O0]) sans e´quivoque. En notant Πσ = Ind
G
P σ pour σ ∈ O, on a alors
f(g) =
∑
[P 0,O0]∈Θ0/G
c′([O])
∫
O0
m([O])
∑
χ∈X0(M)/X0(O)
Tr
(
Πχσ(g
−1)ζ(Πχσ)
)
dσ0
=
∑
[P 0,O0]∈Θ0/G
c′([O])m([O])
|X0(O)|
∫
O0
∑
χ∈X0(M)
Tr
(
Πχσ(g
−1)ζ(Πχσ)
)
dσ0
On remarque que pour t ∈ S, on a X0(t ·O) = t ·X0(O), donc le cardinal |X0(O)| ne de´pend en fait que [O].
En notant “
∫
O
dσ =
∫
O0
∑
χ∈X0(M)
dσ0”, et C([O]) =
c′([O])m([O])
|X0(O)|
> 0, on peut alors re´e´crire
f(g) =
∑
[P,O]∈Θ/G
C([O])
∫
O
Tr
(
Πσ(g
−1)ζ(Πσ)
)
dσ
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Puis en tirant parti de la bijection Λ de´finie en 5.4.1,
f(g) =
∑
[P,O]∈Θ/G
C([O])
∫
O
Tr
(
Πσ(g
−1)ζ(Πσ)
)
dσ
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