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Abstract
We present a matrix formalism to study univariate polynomials. The structure of this for-
malism is beautiful enough to be worth seeing on its own, yet we give (another) motivation to
this by presenting three new theorems and applying the formalism to give new proofs of some
known results.
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1. Introduction
We study univariate polynomials over a field of characteristic zero. For this we
develop a matrix formalism to represent the elementary operators Mp(x) :=
p(x + 1),p(x) :=p(x + 1)− p(x) and some others. Although these operators are
certainly well known and widely used also in context of more general functions than
polynomials, it seems that they have not been studied as matrices. Probably because
of such approach is considered too elementary.
However, studying them as matrices reveals beautiful interplay between binomial
coefficients, stirling numbers and integer vandermonde matrices. Our approach is
(indeed!) elementary and requires nothing more than simple linear algebra. We pres-
ent three theorems which we were unable to find from literature, despite rather exten-
sive search through literature. Also, as further applications of our formalism, we give
new proofs of some known results: Kalman’s formula for power sums of consecutive
integers, Euler polynomials, Verde-Star’s generalized Stirlings.
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Many, perhaps all, of our results could be proved in an even more elementary
way by using suitably chosen induction arguments, but we believe that the structure
presented here offers a new viewpoint which might turn out to be valuable also for
other situations as for those described here.
We mention also the interesting book [2] which is in the same spirit as this paper,
but in a sense dual direction: there are polynomials used to study linear algebra,
while here we use linear algebra to study polynomials.
2. Notation and conventions
We will stick to the field R, for convenience. Denote by R∞ the direct sum of
numerably many Rs, that is, the collection of R-sequences with only finitely many
nonzero elements. Clearly a polynomial p ∈ R[x] can be interpreted as an element
in R∞ by its coefficients, i.e. define mapping ke : R[x] → R∞ by
ke : p0 + p1x + p2x2 + · · · + pNxN → (p0, p1, p2, . . . , pN, 0, 0, . . .).
If p ∈ R[x], we denote by pj the coefficient of xj of p.
Some conventions: 00 :=1. We will use the same notation, p, whether p ∈ R[x]
or p = ke(p(x)) ∈ R∞. It will be clear from context which one is meant. Binomial
coefficient is sometimes considered as a polynomial in the upper argument (the lower
argument will always be a nonnegative integer)(
x
0
)
= 1,
(
x
k
)
= 1
k!x(x − 1)(x − 2) · · · (x − k + 1) for k ∈ N.
Note that(−1
k
)
= (−1)k
and more generally(−n
k
)
= (−1)k
(
n+ k − 1
k
)
.
The stirling numbers of the first kind, denoted here by s(n, k), are defined by
x(x − 1) · · · (x − k + 1) =:
k∑
n=0
s(n, k)xn
and the stirling numbers of the second kind, denoted here byS(n, k), are defined by
xk =:
k∑
n=0
S(n, k) x(x − 1) · · · (x − n+ 1).
A matrix or a vector ‘is integers’ means that its elements are integers. Notation
A(:, j) is the jth column of A and A(j, :) is the jth row of A. We will numerate the
T. Arponen / Linear Algebra and its Applications 359 (2003) 181–196 183
rows and columns of a matrix beginning from 0, to make the formulas simpler. That
is, the top row of an (N + 1)× (N + 1)-matrix A is A00, A01, A02, . . . , A0N . Vec-
tors are considered as elements of R∞. That is, when two vectors of different length
are added, the shorter one is filled with zeros at the end. Denote en := (0, . . . , 0, 1,
0, . . .) ∈ R∞ with the 1 at nth place, where n = 0, 1, . . . In other words, en = ke(xn).
diag(a1, . . . , an) means a diagonal matrix with elements (a1, . . . , an).
3. Definitions
Fix a positive integer N . Suppose p ∈ R[x] with deg(p)  N . The polynomials(
x
0
)
, . . . ,
(
x
N
)
in x are linearly independent over R, because
deg
(
x
k
)
= k.
Hence we can write
p(x) =:
N∑
u=0
bu
(
x
u
)
.
Definition 3.1. Mappings bin, val: R[x] → R∞ by
bin(p) := (b0 b1 b2 · · · bN 0 0 · · · ) ∈ R∞
val(p) := (p(0) p(1) p(2) · · · p(N) 0 0 · · · ) ∈ R∞.
Clearly mappings ke and bin are bijective and linear. So is val when we keep N
fixed and restrict val to polynomials of degree  N . Since we have fixed N, we can
present ke(p), bin(p), val(p) as N + 1−vectors for any deg(p)  N .
We want a matrix M such that ke(p(x + 1)) = M ke(p(x)). That is, M shifts the
graph of a polynomial one step to the left. It turns out that (see also [3])
M =


(
0
0
) (
1
0
) (
2
0
)
· · ·
(
N
0
)
(
1
1
) (
2
1
)
· · ·
(
N
1
)
(
2
2
)
· · ·
(
N
2
)
.
.
.
...(
N
N
)


.
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Indeed,
p(x + 1) =
∑
pj (x + 1)j =
∑
j
pj
j∑
k=0
(
j
k
)
xk.
Now the coefficient of xk is the sum over such indices j that N  j  k:
coefficient of xk =
N∑
j=k
(
j
k
)
pj
but this is just (Mp)k , i.e. the kth element of Mp.
Definition 3.2. We shall make use of the following vandermonde matrix:
V := vandermonde(0, 1, . . . , N)
the stirling matrices:
St1 := (s(i, j))i, j=0...N ,
St2 := (S(i, j))i, j=0...N .
Further we define, with a a scalar,
 := diag(0, 1, . . . , N),
a := diag(1, a, a2, . . . , aN),
! := diag(0!, 1!, 2!, . . . , N !).
That is,
St1 =


s(0, 0) s(0, 1) s(0, 2) . . . s(0, N)
0 s(1, 1) s(1, 2) . . . s(1, N)
0 0 s(2, 2) . . . s(2, N)
...
.
.
.
...
0 0 0 . . . s(N,N)

 , Stirling 1st kind,
St2 =


S(0, 0) S(0, 1) S(0, 2) . . . S(0, N)
0 S(1, 1) S(1, 2) . . . S(1, N)
0 0 S(2, 2) . . . S(2, N)
...
.
.
.
...
0 0 0 . . . S(N,N)

 ,
Stirling 2nd kind,
V =


1 1 1 1 . . . 1
0 1 2 3 . . . N
0 1 22 32 . . . N2
...
.
.
.
...
0 1 2N 3N . . . NN

 .
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It is easily checked that
∑∞
ν=0 s(n, ν)S(ν,m) = δnm (Kronecker delta) which im-
plies St−11 = St2.
4. Structure
We begin with a simple lemma whose proof can be omitted.
Lemma 4.1. Suppose A is an (N + 1)−square matrix, p(x) a polynomial and
s ∈ R. Then:
1. (s−As)ij = sj−iAij , s /= 0,
2. (!−1A!)ij = j !i!Aij ,
3. ke(p(sx)) = s ke(p(x)),
4.
(
s + 1
k
)
=
(
s
k
)
+
(
s
k − 1
)
, where k = 1, 2, . . .
As Kalman has noted in [3], M = exp(D) where
D =


0 1 0 · · · 0
0 2 · · · 0
.
.
.
...
0 N
0

 . (1)
Note that in Kalman’s definition the transpose of our M has been used. Now clearly
ke(Dp) = ke(p′) where prime indicates the usual derivative. From the definition of
M it follows that Mn ke(p(x)) = ke(p(x + n)) for all n ∈ N. Moreover we have:
Proposition 4.1
ke(p(x + s)) = Mske(p), where Ms :=exp(sD), (2)
Ms = s−Ms ∀s ∈ R\{0} (3)
especially, when s ∈ Z, Ms coincides with the sth power of M .
Proof. First we need to show (3) for s = 1. Now D is nonzero only at its first
diagonal, hence Dk is nonzero only at kth diagonal, when k = 0, . . . , N and Dk = 0
for k > N . More precisely,
(Dk)ij =
{
j (j − 1) · · · (j − (k − 1)) when j = i + k,
0 otherwise. (4)
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i.e.
(Dk)ij = j !/i!, k = j − i.
Hence
(eD)ij =
(
N∑
k=0
1
k!D
k
)
ij
= 1
(j − i)! (D
j−i )ij =
(
j
i
)
= Mij , (5)
which shows that the claim is true for s = 1. By Lemma 4.1
s−Ds = sD ∀s ∈ R (6)
and by induction
s−Dks = (s−Ds)(s−Dk−1s) = sD sk−1Dk−1 = skDk. (7)
Hence
esD =
N∑
k=0
1
k! s
kDk = s−
(
N∑
k=0
1
k!D
k
)
s = s−Ms (8)
which proves (3). To prove (2) note that
p(x + s) =
N∑
j=0
pj
j∑
i=0
(
j
i
)
xisj−i =
N∑
i=0
xi
N∑
j=i
(
j
i
)
sj−ipj (9)
and by Lemma 4.1,(
j
i
)
sj−i = (s−Ms)ij = (Ms)ij . (10)
Combining (9) and (10) gives ke(p(x + s))i =∑Nj=i (Ms)ijpj = (Ms ke(p(x)))i .
The final claim follows from the fact that:
exp(nA) = (expA)n ∀n ∈ Z
for any square matrix A. 
An immediate corollary is that Ms+t = MsMt for all s, t ∈ R. This proposition
also has, by Lemma 4.1, a nice geometrical interpretation: Msp = “translate the
graph of p s units” = s−Msp = “zoom out s units, translate 1 unit, zoom in s
units”.
Next we look at relations between ke, bin, val:
Proposition 4.2. V T ke(p) = val(p) = MT bin(p).
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Proof. Writing the definitions in suitable form:
(valp)i=p(i) =
N∑
ν=0
(binp)ν
(
i
ν
)
= M(:, i)bin(p) = (MT bin(p))i,
(valp)i=p(i) =
N∑
ν=0
(kep)ν iν = V (:, i)ke(p) = (V T ke(p))i . 
Let be the difference operator:p(x) :=p(x + 1)− p(x). Now in ke − ke bases
clearly  = M − I . It turns out that  has a particularly simple form in bin − bin
bases: it is a shift. More precisely,
Proposition 4.3. bin(p) = S bin(p) where S is the shift matrix: Sij = δi,i+1
(kronecker delta).
Proof. Clearly,

(
x
0
)
= 0
and by Lemma 4.1,

(
x
k
)
=
(
x
k − 1
)
∀x ∈ R, k ∈ N,
hence
p= 
N∑
k=0
(binp)k
(
x
k
)
=
N∑
k=1
(binp)k
(
x
k − 1
)
=
N−1∑
k=0
(binp)k+1
(
x
k
)
, (11)
which shows that (bin(p))k = (binp)k+1. 
We have the following decompositions:
Theorem 1.
1. The LDU decomposition of V = StT2 !M,
2. The Jordan decomposition of M = (St1 !−1 )(I + S)(!St2).
Proof. 1. With a fixed k ∈ {0, 1, . . . , N} define
p(x) :=x(x − 1) · · · (x − k + 1) = k!
(
x
k
)
=
∑
n
s(n, k)xn
as follows from definitions of
(
x
k
)
and s(n, k). Now ke(p) = St1(:, k) and
188 T. Arponen / Linear Algebra and its Applications 359 (2003) 181–196
val(p) =


0
...
0
k!
(
k
k
)
k!
(
k + 1
k
)
...
k!
(
N
k
)


= k!MT(:, k) = (MT !)(:, k) (12)
on the other hand, from Proposition 4.2, val(p) = V T ke(p) = (V T St1)(:, k), which
holds for all k ∈ {0, 1, . . . , N}, therefore MT ! = V T St1. This is equivalent with
V = StT2 !M which is the LDU decomposition since both St2 and M are upper
triangulars with unit diagonal.
2. By Proposition 4.3, for p an arbitrary polynomial,
binp(x + 1)= bin(p(x))+ bin(p(x)) = bin(p(x))+ S bin(p(x))
= (I + S)bin(p(x)) (13)
and by Proposition 4.2 and the part 1 just proven:
binp = M−T V Tkep = !St2 kep
hence from (13),
!St2 kep(x + 1) = (I + S)!St2 kep(x) (14)
since M ke(p(x)) = ke(p(x + 1)) this becomes
ke(p(x + 1)) = M ke(p(x)) = (!St2)−1(I + S)!St2 kep(x) ∀p (15)
hence M has the claimed form. 
The following proposition shows that stirling matrices intertwine difference and
derivative:
Proposition 4.4. St2 = DSt2 and St1 = St1D, where  = M − I i.e. the matrix
for the difference operator in ke − ke bases.
Proof. The claims are clearly equivalent, it is enough to prove the first one.
St2= St2(M − I ) = St2
(
St1 !−1(I + S − I )!St2
)
= !−1 S !St2 = D St2, (16)
T. Arponen / Linear Algebra and its Applications 359 (2003) 181–196 189
where the second equality follows from Theorem 1 and the last one from Lemma
4.1. 
We can use those properties to invert (up to an additive constant) :
Proposition 4.5. If q is a polynomial such that q = p, then, for any p given, q is
uniquely defined except for an additive constant q(0) and given by
ke(q) = St1 †
(
q(0)
St2 ke(p)
)
, (17)
where † = diag(1, 1, 1/2, 1/3, . . . , 1/N) i.e. † = diag(0, 1, 1, . . . , 1). Recall
that we are interpreting vectors as elements in R∞, hence the concatenated vec-
tor in right-hand side does not cause conflict with vector lengths. Note also that
deg(St2 p)= deg(p), hence degree of right-hand side indeed equals deg(q).
Proof. As above,  = A−1 S A with A = !St2 invertible, hence ker  = ker S =
{ξ e0 | ξ ∈ R} = the set of constant polynomials which proves the claimed unique-
ness up to an additive constant. To prove (17), first note that
p = S
(
ξ
p
)
∀ξ ∈ R, p ∈ R∞.
Hence
ke( q) = ke(p) = St1 St2 ke(p) = St1 S
(
0
St2 ke(p)
)
. (18)
Noting that S = D† this becomes, by Proposition 4.4,
ke( q) = St1 †
(
0
St2 ke(p)
)
, (19)
hence
q = St1 †
(
0
St2 ke(p)
)
+ ξ e0 (20)
for some scalar ξ . That ξ = q(0), follows from multiplying (20) from left by (e0)T
and noting that q(0) = (e0)T ke q and (e0)T St1 = (e0)T. 
Proposition 4.6. Suppose k /= 0 a scalar. Then
(M − (k + 1))−1 = −1
k
St1!−1


1 k−1 k−2 . . . k−N
1 k−1 . . .
1
.
.
. k−2
.
.
. k−1
1


!St2. (21)
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Proof. Applying Theorem 1 we only need to simplify (I + S − (k + 1)I )−1 which
equals to − 1
k
(I − 1
k
S)−1. Now S is nilpotent with SN+1 = 0. Hence
(
I − 1
k
S
)−1
=
N∑
i=0
k−iSi . 
An interesting corollary is that (M − 2)−1 is integers, which is perhaps not so
obvious otherwise.
Proposition 4.7. Let p be a polynomial. Then
p(Z) ⊂ Z ⇔ binp is integers. (22)
Proof. If binp is integers, then
p(x) =
∑
i
(binp)i
(
x
i
)
∈ Z ∀x ∈ Z.
On the other hand, from Proposition 4.2 we get bin(p) = M−T val(p) and from Prop-
osition 4.1 M−T = (−1)MT(−1) is integers, hence p(Z) ⊂ Z ⇒ val(p) is inte-
gers ⇒ bin(p) is integers. 
5. Applications
We begin with a theorem which appears to be new: this resolves a question on
polynomials with a “multiplication property”, by which is meant (see e.g. [1,5]) that
the value of the polynomial at a point mx can be sampled from the interval [x, x + 1[
of unit length, in the following sense:
p(mx) =
m−1∑
k=0
ak,m p
(
x + k
m
)
∀x ∈ R, ∀m ∈ N, (23)
where the ak,m are independent of x.
Theorem 2. Suppose given an m ∈ N and a set {a0, a1, . . . , am−1}. Then there ex-
ists a polynomial p with property (23) ( for this fixed m) if and only if∑
k
ak = mn (24)
with some n ∈ N. Moreover, deg(p) = n and if we require p to be monic, it is
unique.
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Proof. Apply ke to (23), use Lemma 4.1 and Proposition 4.1 to get
kep(mx)= mkep(x) =
∑
k
akkep
(
x + k
m
)
=
∑
k
akM
k/mkep(x)
= m−
(∑
k
akM
k
)
mke(p). (25)
That is,
m−
(∑
k
akM
k −m
)
mp = 0, (26)
where p :=kep(x). Since m± are invertible, the existence of p is equivalent with
det
(∑
k
akM
k −m
)
= 0, (27)
which is, since M is upper triangular with unit diagonal, equivalent to
det
((∑
k
ak
)
I −m
)
= 0 (28)
which is equivalent to
∑
k ak = mn for some n ∈ {0, 1, . . . , N}. Note that we can
choose N as large as we want. This implies the first claim. To see what polynomials
fulfill (26) note that ∑k akMk −m is of the block matrix form
T1 ∗ ∗0 ∗
T2

 , (29)
where T1, T2 are upper triangulars and the zero is the nth diagonal element. Now
T2 is invertible (as is T1) because its diagonal elements are of the form
∑
k ak −mj
with j > n (respectively for T1, with j < n). Denote q :=mp and qj = (ke q)j .
From (26) follows, by invertibility of T2, that qj = 0 for j > n. Since T1 is invertible
there are no more free parameters than qn, hence we must require qn /= 0 to make q
nonzero polynomial therefore deg(q) = n = deg(p). Choosing qn = mn (to make p
monic) makes q, hence p, unique. 
5.1. Euler polynomials
One way to define Euler polynomials is by the property
En(x + 1)+ En(x) = 2xn, n = 0, 1, . . . , (30)
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which is in matrixformalism: (M + 1)En = 2en and defines En uniquely, hence the
matrix of first N Euler polynomials, E, is
E :=

 | | |keE0 | keE1 | . . . | keEN
| | |

 = 2(M + 1)−1. (31)
From this we can, using Proposition 4.6, deduce an easy algorithm to compute
the coefficients of any En:
ke(En) = St1!−1(−2)T (−2)−!St2en, (32)
where T is the upper triangular with all elements equal to one.
Remark 5.1. We also could define the Euler polynomials of odd degree by using
Theorem 2 with akm := (−1)kmn, whence for n odd ∑k akm = mn and En(x) is the
unique monic polynomial given by Theorem 2.
5.2. Newton’s theorem
The title refers to
Proposition 5.1∑
k
kf (0)
(
x
k
)
= f (x) ∀x ∈ R. (33)
This is so well known and elementary that it is probably included (as an exercise)
in every textbook which introduces the difference operator, but we will prove it here
just for fun, the proof is a neat example of our formalism.
Proof
bin
(
x
k
)
= ek,
hence claim is equivalent with (bin f )k = kf (0). But, evaluating at x = 0 is just
multiplying left by eT0 , i.e. 
kf (0) = eT0 bin(kf ) = eT0Sk bin f = (Sk bin f )0 =
(bin f )k . 
5.3. Bernoulli polynomials
There is a vast amount of literature for Bernoulli polynomials. We shall prove,
as an example to use our formalism, a property which appears to be new despite its
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elementarity. Among several equivalent definitions we choose the following: the nth
Bernoulli polynomial, Bn, is the unique polynomial satisfying
Bn(x + 1)− Bn(x) = nxn−1, (34)
B ′n(x) = nBn−1(x). (35)
That Bn is unique will be shown shortly. Moreover, we define
B :=

 | | |keB0 | keB1 | . . . | keBN
| | |

 . (36)
Theorem 3. The Bernoulli matrix B defined above is the unique matrix which maps
differences to derivatives and commutes with both. That is,
B=D,
DB=BD,
B=B,
where  = M − I, as in Proposition 4.4.
Proof. We put the definitions in matrix formalism using ke. First, nxn−1 = d/dxxn,
hence (34) says that Bn = Den and therefore B = D. As noted in the proof of
Proposition 4.5, this defines Bn except for its 0. order term. Then, the left-hand side
of (35) is DBn, so the left-hand side is DB when we look at all columns of B
(that is, all n) simultaneosly. How about the right-hand side? Again, looking at all n
simultaneosly, its nth column is nBn−1, which means that, firstly, the columns of B
are shifted one step to right, that is multiplying by S on the right (since (XS)(:, n) =
X(:, n− 1) for any matrix X), and, secondly, nth column is multiplied by n, which is
multiplying by  from the right. Hence (35) says DB = BS. Noting that S = D
gives DB = BD. Now evaluating (35) at x = 0, which is in matrixformalism just
multiplying left by eT0 , we get Bn−1(0) = 1nBn1 for n  1. Herefrom we see that this
defines the top row of B, hence B is unique. Especially, since  and D are upper
triangular and the 1st diagonal of  is equal to the 1st diagonal of D, we see that
B is upper triangular with unit diagonal. We still need to show that B commutes
with . Now BB = DB = BD = BB and B is invertible, hence B = B and
B = D becomes B = D. 
Remark 5.2. Bn could also be defined by using Theorem 2 with ak,m :=mn−1. This
is actually the starting point used in [5]. In context of Bernoulli polynomials, Theo-
rem 2 has been generalized, see [1].
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5.4. Kalman’s formula for the sum of consecutive powers
There is, like in the Bernoulli case, a vast amount of literature on evaluating the
sum
p(n) :=
n∑
k=1
kr
with n ∈ N. Quite a common nickname for this is “the power sum”. To author’s
knowledge, studying this was the original motivation why Bernoulli discovered his
polynomials. We are interested in the formula that Kalman proved in [4]. We state it
here in our notation (Kalman also uses the transpose of this):
Proposition 5.2. Suppose p is a polynomial with deg(p) = r + 1. Then
p(x)− p(0) = (p(0) p(1) . . . p(r))
M(0 : r, 0 : r)−1


(
x
1
)
...(
x
r + 1
)

 . (37)
Now the power sum is a special case (as Kalman noted), take p(n) :=∑nk=1 kr .
Then p(0) = 0, (p)(n) = (n+ 1)r and deg(p) = r + 1, and the identity above
(take a transpose of it) becomes
p(n) =
n∑
k=1
kr =
[(
n
1
)
. . .
(
n
r + 1
)]
M(0 : r, 0 : r)−T


1r
2r
...
(r + 1)r

 .
Proof. Let N = r + 1. Evaluating p at x:
p(x) = bin(p)T


(
x
0
)
(
x
1
)
...(
x
N
)


= p(0)+ bin(p)T1:N


(
x
1
)
...(
x
N
)

 .
T. Arponen / Linear Algebra and its Applications 359 (2003) 181–196 195
Now, by Propositions 4.3 and 4.2, bin(p)1:N = S bin(p) = bin(p) = M−T val(p)
hence
p(x)− p(0) = bin(p)T


(
x
1
)
...(
x
N
)

 = val(p)
T M−1


(
x
1
)
...(
x
N
)

 . (38)
We remind the reader of our R∞-convention: since M−1 is of size (N + 1)×
(N + 1), the multiplication
M−1
((
x
1
)
. . .
(
x
N
))T
is by definition equal to
M−1
((
x
1
)
. . .
(
x
N
)
0
)T
.
Now the last element of
M−1
((
x
1
)
. . .
(
x
N
)
0
)T
is zero since M−1 is upper triangular. Therefore the last element of valp, as well
as the last row and last column of M−1 do not affect the value of p(x)− p(0) in
(38) and can be replaced by zero, hence we get (37). 
5.5. Verde-Star’s generalized Stirlings
In [6] Verde-Star defines generalized binomial coefficients (denote g.b.c): they
are combinatorial objects associated to some given sequence. For example, the usual
binomial coefficients are g.b.c’s associated to the sequence 1, 1, 1, . . . and the
Stirling numbers of 2nd kind are g.b.c’s associated to 0, 1, 2, . . . Further he defines
“generalized Stirling numbers of the second kind” as the g.b.c’s associated to the
sequence {a + bk}∞k=0 and shows [6, (6.21)] that they are equivalently defined as:
Sa,b(n,m) =
m∑
k=0
(
m
k
)
bm−kak−nS(n, k) (39)
and he proves [6, (6.26)] a generalization of this:
Sac,ad+b(n,m) =
m∑
k=0
(
m
k
)
bm−kak−nSc,d (n, k). (40)
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We shall give a proof of this by writing them in our formalism: first, by Lemma 4.1,(
m
k
)
bm−k = (Mb)km
and ak−nS(n, k) = (a− St2 a)nk hence (39) says,
Sa,b(n,m) =
m∑
k=0
(Mb)km(a
−St2a)nk = (a−St2aMb)nm (41)
hence
Sa,b := the matrix of Sa,b(n,m)’s = a−St2aMb. (42)
From this it is immediate to conclude (40), since Mad+b = MadMb:
Sac,ad+b= (ac)−St2(ac)Mad+b
= (a−c−)St2(ca)(a−d−Mda)Mb
= a−Sc,daMb, (43)
which is exactly (40), by the same reasoning as above: now
(a−Sc,da)nk = ak−nSc,d (n, k).
Further, S1,b is called “shifted Stirling numbers of the second kind” which is a
convenient name, since S1,b = St2Mb and Mb indeed is a shift, in the sense that
Mb kep(x) = kep(x + b), i.e. it translates the graph of a polynomial b steps to the
left (even when b ∈ Z).
We emphasize that these results are by no means any ‘main theorem’ of [6], but
we have included here a new proof of them as an example of using our formalism.
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