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Abstract: In this paper, we establish the Composition-Diamond lemma for λ-differential
associative algebras over a field K with multiple operators. As applications, we obtain
Gro¨bner-Shirshov bases of free λ-differential Rota-Baxter algebras. In particular, linear
bases of free λ-differential Rota-Baxter algebras are obtained and consequently, the free
λ-differential Rota-Baxter algebras are constructed by words.
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1 Introduction
Let K be a field and λ ∈ K. A differential algebra of weight λ, namely, a λ-differential
algebra (see [15, 16]), is an associative K-algebra R with a λ-differential operator D :
R→ R such that
D(xy) = D(x)y + xD(y) + λD(x)D(y), ∀x, y ∈ R.
A Rota-Baxter algebra of weight λ (see [2, 19]) is an associative K-algebra R with a
Rota-Baxter operator P : R→ R such that
P (x)P (y) = P (xP (y)) + P (P (x)y) + λP (xy), ∀x, y ∈ R.
∗Supported by the NNSF of China (No.10771077) and the NSF of Guangdong Province (No.06025062).
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Similar to the relation of integral and differential operators, L. Guo and W. Keigher [15]
introduced the notion of λ-differential Rota-Baxter algebra which is a K-algebra R with
a λ-differential operator D and a Rota-Baxter operator P such that DP = IdR.
There have been some constructions of free Rota-Baxter algebras (commutative and as-
sociative). We note that G.-C. Rota [19] and P. Cartier [8] gave the explicit constructions
of the free commutative Rota-Baxter algebras on a set when λ = 1, namely, the shuffle
Baxter and standard Baxter algebras, respectively. Recently, L. Guo and W. Keigher
[13, 14] constructed the free commutative Rota-Baxter algebras (with identity or without
identity) for any λ ∈ K by the mixable shuffle product. These algebras are now called the
mixable shuffle product algebras. In fact, these algebras generalize the classical construc-
tion of shuffle product algebras. K. Ebrahimi-Fard and L. Guo [11] constructed recently
the free associative Rota-Baxter algebras by Rota-Baxter words.
E. Kolchin [16] considered the differential algebra and constructed a free differential
algebra. L. Guo and W. Keigher [15] dealt with a generalization of this algebra. Also
in [15], the free λ-differential Rota-Baxter algebra was obtained by using the free Rota-
Baxter algebra on planar decorated rooted trees.
K. Ebrahimi-Fard and L. Guo [12] used rooted trees and forests to give an explicit
construction of free noncommutative Rota-Baxter algebras on modules and sets. K.
Ebrahimi-Fard, J. M. Gracia-Bondia and F. Patras [10] gave the solution of the word
problem for free non-commutative Rota–Baxter algebra. A free Rota–Baxter algebra was
constructed on decorated trees by M. Aguiar and M. Moreira [1].
The concept of multi-operators algebras (Ω-algebras) was first introduced by A. G.
Kurosh in [17, 18]. Also, Kurosh noticed that free Ω-algebras share many of the combina-
torial properties of free non-associative algebras. On the other hand, the Gro¨bner-Shirshov
bases theory for Lie algebras was first considered by A. I. Shirshov [20]. In fact, Shir-
shov [20] defined the composition of two Lie polynomials and established the Composition
lemma for the Lie algebras. Later on, L. A. Bokut [4] specialized the approach of Shirshov
to associative algebras, see also G. M. Bergman [3]. For commutative polynomials, this
lemma is known as the Buchberger’s Theorem in [6, 7].
Gro¨bner-Shirshov bases for Ω-algebras were given in the paper of V. Drensky and R.
Holtkamp [9]. In a recent paper of L. B. Bokut, Y. Chen and J. Qiu [5], the Composition-
Diamond lemma is established for associative Ω-algebras.
In this paper, we construct free λ-differential associative algebras with multiple oper-
ators and give the Composition-Diamond lemma for such algebras. As applications, we
obtain Gro¨bner-Shirshov bases of free λ-differential Rota-Baxter algebras. Then, linear
bases of free λ-differential Rota-Baxter algebras are abtained, which is the same that ob-
tained by Bokut, Chen and Qiu [5], and similar to those obtained by using other methods
in the paper of Guo and Keigher [15].
2 Free λ-differential associative algebras with multi-
ple operators
Let K be a field and λ ∈ K. A λ-differential associative algebra with multiple operators is
a λ-differential algebra R with a set Ω of multi-linear operators. In order to construct the
free λ-differential associative algebras with multiple operators, we recall the construction
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of free λ-differential algebras firstly. For the detail of the free λ-differential algebras, see
[15, 5, 16].
Let X be a set, D a symbol and
Dω(X) = {Di(x)|i ≥ 0, x ∈ X}
where D0(x) = x.
Let S(Dω(X)) be the free semigroup generated by Dω(X). Denote KS(Dω(X)) the
semigroup algebra over the semigroup S(Dω(X)). Extend linearly D : KS(Dω(X)) →
KS(Dω(X)) in the following way: for any u = u1u2 · · ·ut ∈ S(D
ω(X)), where ui ∈
Dω(X), define D(u) by induction on t:
If t = 1, i.e., u = Di(x) for some i ≥ 0, x ∈ X , then
D(u) = Di+1(x).
If t > 1, then
D(u) = λD(u1)D(u2 · · ·ut) +D(u1)(u2 · · ·ut) + u1D(u2 · · ·ut).
Theorem 2.1 ([5, 15, 16]) (KS(Dω(X)), D) is a free λ-differential algebra on X. 
Secondly, we construct free λ-differential associative algebras with multiple operators.
Let
Ω =
∞⋃
n=1
Ωn
where Ωn is the set of n-ary operators, ary (δ) = n if δ ∈ Ωn.
Define
L0 = S(D
ω(X0)), X0 = X
L1 = S(D
ω(X1)), X1 = X ∪ Ω(L0)
where
Ω(L0) =
∞⋃
t=1
{δ(y1, y2, · · · , yt)|δ ∈ Ωt, yi ∈ L0, i = 1, 2, · · · , t}.
For n > 1, define
Ln = S(D
ω(Xn)), Xn = X ∪ Ω(Ln−1)
where
Ω(Ln−1) =
∞⋃
t=1
{δ(y1, y2, · · · , yt)|δ ∈ Ωt, yi ∈ Ln−1, i = 1, 2, · · · , t}.
Then we have
L0 ⊂ L1 ⊂ · · · ⊂ Ln ⊂ · · · .
Let
L(X) =
⋃
n≥0
Ln.
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Then, it is easy to see that L(X) is a semigroup such that Ω(L(X)) ⊆ L(X).
For any v ∈ L(X), v has a unique expression
v = v1v2 · · · vn
where each vi ∈ D
ω(X ∪ Ω(L(X))). If this is the case, then we define bre(v) = n.
Let D〈X ; Ω〉 = KL(X) be the semigroup algebra over L(X). Then, similar to Theorem
2.1, D〈X ; Ω〉 is a λ-differential algebra.
For any θ ∈ Ωn, define
θ : L(X)n → L(X), (v1, v2, · · · , vn) 7→ θ(v1, v2, · · · , vn)
and extend linearly θ : D〈X ; Ω〉n → D〈X ; Ω〉. Then it is easy to see that D〈X ; Ω〉 is a
free λ-differential associative algebra on X with multiple operators Ω.
Now, we describe the elements in L(X) by labeled reduced planar rooted forests, see
[9, 12].
For any x ∈ X0, x can be described by a labeled reduced planar rooted tree •x. Then
for any element v = Di(x), i ≥ 1 can be described by
•D
...
•D
•x
i times, or shortly, •Di
•x
Then for u = u1u2 . . . un ∈ S(D
ω(X)), we describe u by
•u1 ⊔ •u2 ⊔ · · · ⊔ •un
which is called a labeled reduced planar rooted forest. For example, if u = D3(x1)D
2(x2),
then u can be described by
•D3
•x1
⊔
•D2
•x2
For any u ∈ Ω(L0), say u = θn(u1, . . . , un) where each ui ∈ L0, u can be described by
 
 
 
❆
❆
❆
❅
❅
❅
•θn
•u2•u1 •un· · ·
For example, if u = θ3(u1, u2, u3) ∈ Ω(S0) where u1 = D(x1)D
2(x2), u2 = D
2(x3), u3 =
D3(x4)D
3(x5), then
 
 
 
❅
❅
❅
•θ3
•u2•u1 •u3
=
 
 
 
❅
❅
❅
•θ3
•D2•D ⊔ •D2 •D3 ⊔ •D3
❅❅
•x1
❙❙
•x2 •x3
✓✓
•x4
  
•x5
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Now, for any v = v1v2 · · · vn ∈ L1 = S(D
ω(X ∪ Ω(L0))) (vi ∈ D
ω(X ∪ Ω(L0)), i =
1, . . . , n), v can be described by labeled reduced planar rooted forest:
•v1 ⊔ •v2 ⊔ · · · ⊔ •vn.
With the above way, we can describe all the elements in S(X) by labeled reduced planar
rooted forests.
Therefore, each element in S(X) corresponds uniquely to a labeled reduced planar
rooted forest.
For 1 ≤ t ≤ n, denote by
Θtn = {(i1, · · · , in) ∈ {0, 1}
n|i1 + · · ·+ in = t}.
The following proposition is useful in the next section.
Proposition 2.2 Let vt ∈ D
ω(X ∪ Ω(L(X))), t = 1, · · · , n. Then
D(v1v2 · · · vn) =
∑
(i1,··· ,in)∈Θ1n
Di1(v1) · · ·D
in(vn)
+
n∑
t=2
∑
(i1,··· ,in)∈Θtn
λt−1Di1(v1) · · ·D
in(vn).
Proof: If λ = 0, the result is clear. Assume that λ 6= 0. Induction on n. For n = 1, 2,
the result is clear. Now we assume that for n− 1 the result is true. Since
D(v1v2 · · · vn) = λD(v1)D(v2 · · · vn) +D(v1)v2 · · · vn + v1D(v2 · · · vn)
and by induction, we have
D(v1v2 · · · vn) =
n∑
t=2
∑
(1,i2,··· ,in)∈Θtn
λt−1D(v1)D
i2(v2) · · ·D
in(vn)
+D(v1)D
0(v2) · · ·D
0(vn)
+
n−1∑
t=1
∑
(0,i2,··· ,in)∈Θtn
λt−1D0(v1)D
i2(v2) · · ·D
in(vn)
= λn−1D(v1) · · ·D(vn)
+
n−1∑
t=1
(
∑
(1,i2,··· ,in)∈Θtn
λt−1D(v1)D
i2(v2) · · ·D
in(vn)
+
∑
(0,i2,··· ,in)∈Θtn
λt−1D0(v1)D
i2(v2) · · ·D
in(vn))
=
n∑
t=1
∑
(i1,··· ,in)∈Θtn
λt−1Di1(v1) · · ·D
in(vn). 
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3 Composition-Diamond lemma for λ-differential as-
sociative algebras with multiple operators
In this section, we introduce the notions of Gro¨bner-Shirshov bases for λ-differential asso-
ciative algebras with multiple operators and establish the Composition-Diamond lemma
for such algebras.
Let X be a set and D〈X ; Ω〉 the free λ-differential associative algebra with multiple
operators Ω. For any u ∈ L(X),
dep(u) = min{n|u ∈ Ln}
is called the depth of u. Let deg
Ω
(u) be the number of the occurrences of θ ∈ Ω in u, for
example, if u = θt(u1, · · · , ut) ∈ Ω(L(X)), then degΩ(u) = 1 +
∑t
i=1 degΩ(ui).
LetX and Ω be well ordered. We define an ordering > on L(X) =
⋃
n≥0Ln by induction
on n.
Suppose that n = 0, L0 = S(D
ω(X0)).
Order Dω(X0) by
Di(u) > Dj(v) if (i, u) > (j, v) lexicographically.
Order L0 = S(D
ω(X0)). For any u = u1 · · ·ut, v = v1 · · · vs ∈ L0, (i.e., ui, vj ∈ D
ω(X0)),
define u > v if
(bre(u), u1, · · · , ut) > (bre(v), v1, · · · , vs) lexicographically.
Suppose that n > 0. We order Ln in three steps.
Firstly, order Xn = X ∪ Ω(Ln−1) by
(i) x < u if u ∈ Ω(Ln−1) and x ∈ X ;
(ii) for u = θt(u1, · · · , ut), v = δs(v1, · · · , vs) ∈ Ω(Ln−1), u > v if
(deg
Ω
(u), θt, u1 · · · , ut) > (degΩ(v), δs, v1, · · · , vs) lexicographically.
Secondly, order Dω(Xn). For any u, v ∈ Xn, define
Di(u) > Dj(v) if (deg
Ω
(u), i, u) > (deg
Ω
(u), j, v) lexicographically.
Thirdly, order S(Dω(Xn)). For any u = u1 · · ·ut, v = v1 · · · vs ∈ S(D
ω(Xn)), define
u > v if
(deg
Ω
(u), bre(u), u1, · · · , ut) > (degΩ(v), bre(v), v1, · · · , vs) lexicographically.
It is easy to check that > is a well ordering on L(X). Throughout this paper, this
ordering will be used.
Then for any 0 6= f ∈ D〈X ; Ω〉, f has a leading term f¯ and
f = α1f¯ +
m∑
i=2
αiui
where f¯ > ui, i = 2, . . . , m and 0 6= αi ∈ K. Denote by lc(f) the coefficient of the leading
term f¯ . If lc(f) equals 1, we call f monic.
The proof of the following lemma is straightforward.
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Lemma 3.1 Let u, v ∈ L(X), u > v, θn ∈ Ωn and wj ∈ L(X), j = 1, . . . , n. Then,
(i) for any i, 1 ≤ i ≤ n,
θn(w1, . . . , wi−1, u, wi+1, . . . , wn) > θn(w1, . . . , wi−1, v, wi+1, . . . , wn);
(ii) for any a, b ∈ L(X),
au > av, ub > vb.

Lemma 3.2 Let vt ∈ D
ω(X ∪ Ω(L(X))), t = 1, · · · , n.
(i) If λ 6= 0, then
Di(v1v2 · · · vn) = D
i(v1)D
i(v2) · · ·D
i(vn)
and the coefficient of Di(v1v2 · · · vn) is λ
(n−1)i.
(ii) If λ = 0, then
Di(v1v2 · · · vn) = D
i(v1)v2 · · · vn
and the coefficient of Di(v1v2 · · · vn) is 1.
It follows that if u, v ∈ L(X) and u > v, then D(u) > D(v).
Proof: Clearly, by using induction on i, (ii) follows from Proposition 2.2. Now, we prove
(i).
In Proposition 2.2, we have
D(v1v2 · · · vn) = λ
n−1D(v1) · · ·D(vn) +
n−1∑
t=1
∑
(i1,··· ,in)∈Θtn
λt−1Di1(v1) · · ·D
in(vn) (1)
Note that in (1), D(v1) · · ·D(vn) > D
i1(v1) · · ·D
in(vn).
We prove the result by induction on i. For i = 0 or 1, the result is clear.
Now we assume that the result is true for i− 1, i ≥ 2. Since
Di(v1v2 · · · vn) = D(D
i−1(v1v2 · · · vn)),
by (1) and by induction, we have
Di(v1v2 · · · vn) = D
i(v1)D
i(v2) · · ·D
i(vn)
and the coefficient of Di(v1v2 · · · vn) is λ
(n−1)i. 
Let D〈X ; Ω〉 be a free λ-differential associative algebra with multiple operators Ω on
X and ⋆ /∈ X . By a ⋆-Ω-word we mean any expression in L(X ∪ {⋆}) with only one
occurrence of ⋆. The set of all ⋆-Ω-words on X is denoted by L⋆(X).
Let u be a ⋆-Ω-word and s ∈ D〈X ; Ω〉. Then we call
u|s = u|⋆7→s
an s-Ω-word.
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In other words, an s-Ω-word u|⋆7→s means that we have replaced the ⋆ of u by s.
For example, if u = θ3(D(x1)D
2(x2), D
2(⋆), D3(x4)D
3(x5)), then
u|⋆7→s =
 
 
 
❅
❅
❅
•θ3
•D2•D ⊔ •D2 •D3 ⊔ •D3
❅❅
•x1
❙❙
•x2 •s
✓✓
•x4
  
•x5
Similarly, we can define (⋆1, ⋆2)-Ω-words as expressions in L(X ∪ {⋆1, ⋆2}) with only
one occurrence of ⋆1 and only one occurrence of ⋆2. Let us denote by L
⋆1,⋆2(X) the set of
all (⋆1, ⋆2)-Ω-words. Let u ∈ L
⋆1,⋆2(X). Then we call
u|s1,s2 = u|⋆1 7→s1,⋆2 7→s2
an s1-s2-Ω-word.
If u|s = u|s, then we call the s-Ω-word u|s a normal s-Ω-word.
Note that not each s-Ω-word is a normal s-Ω-word, for example, if
u = θ3(D(x1)D
2(⋆), D2(x3), D
3(x4)D
3(x5)) ∈ L
⋆(X)
and s = xy + 1, then u|s is not a normal s-Ω-word. However, if we take
u′ = θ3(D(x1)⋆,D
2(x3), D
3(x4)D
3(x5)) ∈ L
⋆(X),
then u|s = u
′|⋆ 7→D2(s) and u
′|⋆ 7→D2(s) is a normal D
2(s)-Ω-word. By this way, we can
easily prove the following lemma.
Lemma 3.3 For any s-word u|s, there exist i ≥ 0 and u
′ ∈ L⋆(X) such that u|s = u
′|Di(s)
and u′|Di(s) is a normal D
i(s)-word. 
By Lemmas 3.1, 3.2, we have
Lemma 3.4 For any u, v ∈ L(X), w ∈ L⋆(X), u > v ⇒ w|u > w|v. 
Let f, g ∈ D〈X ; Ω〉 be monic. Then, there are two kinds of compositions.
(i) If there exists a w = Di(f)a = bDj(g) for some a, b ∈ L(X) such that bre(w) <
bre(f¯) + bre(g¯), then we call (f, g)w = lc(D
i(f))−1Di(f)a− lc(Dj(g))−1bDj(g) the
intersection composition of f and g with respect to w.
(ii) If there exists a u ∈ L⋆(X) such that w = Di(f) = u|
D
j
(g)
, then we call (f, g)w =
lc(Di(f))−1Di(f) − lc(Dj(g))−1u|
D
j
(g) the including composition of f and g with
respect to w.
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Remark: In (i) and (ii), lc(Di(f)) = lc(Dj(g)) = 1 if λ = 0; lc(Di(f)) = λ(bre(f¯)−1)i and
lc(Dj(g)) = λ(bre(g¯)−1)j if λ 6= 0.
In the above definition, w is called the ambiguity of the composition. Clearly,
(f, g)w ∈ Id(f, g)
where Id(f, g) is the ideal of D〈X ; Ω〉 generated by f, g.
It is noted that by an ideal I of D〈X ; Ω〉 we mean I is an ideal of D〈X ; Ω〉 as associative
algebra and closed under D and Ω.
By Lemma 3.4, we have
(f, g)w < w.
Let f, g ∈ D〈X ; Ω〉 with f¯ = u|
Di(g) for some u ∈ L
∗(X). Then the transformation
f → f − lc(f)u|lc(Di(g))−1Di(g)
is called the elimination of the leading word (ELW) of f by g.
Let S be a monic subset of D〈X ; Ω〉. Then the composition (f, g)w is called trivial
modulo (S, w) if
(f, g)w =
∑
αiui|Dli(si)
where each αi ∈ K, ui ∈ L
⋆(X), si ∈ S, ui|Dli(si) is a normal D
li(si)-word and ui|Dli(si) <
w. If this is the case, we write
(f, g)w ≡ 0 mod(S, w).
In general, for any two polynomials p and q, p ≡ q mod(S, w) means that p − q =∑
αiui|Dli(si), where each αi ∈ K, ui ∈ L
⋆(X), si ∈ S, ui|Dli(si) is a normal D
li(si)-word
and ui|Dli(si) < w.
S is called a Gro¨bner-Shirshov basis in D〈X ; Ω〉 if any composition (f, g)w of f, g ∈ S
is trivial modulo (S, w).
Lemma 3.5 Let S be a Gro¨bner-Shirshov basis in D〈X ; Ω〉, u1, u2 ∈ L
⋆(X) and s1, s2 ∈
S. If w = u1|
Dl1(s1)
= u2|
Dl2(s2)
, where each ui|
Dli(si)
is a normal Dli(si)-word, i = 1, 2,
then
u1|lc(Dl1(s1))−1Dl1 (s1) ≡ u2|lc(Dl2(s2))−1Dl2 (s2) mod(S, w).
Proof: There are three cases to consider.
(i) Dl1(s1) and Dl2(s2) are disjoint. Then there exits a (⋆1, ⋆2)-Ω-word Π such that
Π|
Dl1(s1), D
l2(s2)
= u1|
Dl1(s1)
= u2|
Dl2(s2)
.
Then
u2|
lc(Dl2(s2))
−1Dl2(s2)
− u1|
lc(Dl1(s1))
−1Dl1(s1)
= Π|
Dl1(s1), lc(Dl2 (s2))−1Dl2(s2)
−Π|
lc(Dl1 (s1))−1Dl1(s1), Dl2(s2)
= −Π|
lc(Dl1(s1))−1Dl1 (s1)−Dl1 (s1), lc(Dl2(s2))−1Dl2 (s2)
+Π|
lc(Dl1(s1))−1Dl1(s1), lc(Dl2(s2))−1Dl2 (s2)−Dl2 (s2)
.
9
Let
−Π|
lc(Dl1 (s1))−1Dl1 (s1)−Dl1 (s1), lc(Dl2 (s2))−1Dl2 (s2)
=
∑
α2tu2t |
Dl2(s2)
,
Π|
lc(Dl1(s1))−1Dl1 (s1), lc(Dl2(s2))−1Dl2 (s2)−Dl2 (s2)
=
∑
α1lu1l|Dl1(s1)
where all u2t |Dl2(s2) and u1l|Dl1(s1) are normal D
l2(s2)- and D
l1(s1)-words, respectively.
By Lemma 3.4, we have lc(Dli(si)−1)Dli(si)−Dli(si) < Dli(si), i = 1, 2. It follows
that
u1|lc(Dl1(s1))−1Dl1(s1) ≡ u2|lc(Dl2(s2))−1Dl2 (s2) mod(S, w).
(ii) Dl1(s1) and Dl2(s2) have nonempty intersection but do not include each other.
Without lost of generality we can assume that Dl1(s1)a = bDl2(s2) for some a, b ∈ L(X).
Then there exists a Π ∈ L⋆(X) such that
Π|
Dl1(s1)a
= u1|Dl1(s1 )
= u2|Dl2(s2) = Π|bDl2(s2)
where Π|Dl1(s1)a is a normal D
l1(s1)a-word and Π|bDl2 (s2) is a normal bD
l2(s2)-word. Thus,
we have
u2|lc(Dl2 (s2))−1Dl2(s2 ) − u1|lc(Dl1(s1 ))−1Dl1 (s1)
= Π|lc(Dl2(s2 ))−1bDl2 (s2) − Π|lc(Dl1(s1 ))−1Dl1 (s1 )a
= −Π|lc(Dl1 (s1 ))−1Dl1 (s1 )a−lc(Dl2 (s2 ))−1bDl2 (s2 ).
Since S is a Gro¨bner-Shirshov basis in D〈X ; Ω〉, we have
lc(Dl1(s1))
−1Dl1(s1)a− lc(D
l2(s2))
−1bDl2(s2) =
∑
αjvj|Dtj (sj)
where each αj ∈ K, vj ∈ L
⋆(X), sj ∈ S, vj|Dtj (sj)
< Dl1(s1)a and vj |Dtj (sj) is a normal
Dtj (sj)-word. Let Π|vj |
D
tj (sj )
= Πj |Dtj (sj). Then Πj |Dtj (sj) is also a normal D
tj (sj)-word.
Therefore
u2|lc(Dl2(s2 ))−1Dl2 (s2 ) − u1|lc(Dl1(s1 ))−1Dl1 (s1 ) =
∑
αjΠj|Dtj (sj)
with Πj |Dtj (sj)
< w. It follows that
u1|lc(Dl1(s1))−1Dl1(s1) ≡ u2|lc(Dl2(s2))−1Dl2 (s2) mod(S, w).
(iii) One of Dl1(s1), Dl2(s2) is contained in the other. For example, let Dl1(s1) =
u|
Dl2(s2)
for some ⋆-word u. Then
w = u2|Dl2(s2) = u1|u|Dl2(s2)
and
u2|lc(Dl2(s2))−1Dl2 (s2) − u1|lc(Dl1 (s1))−1Dl1(s1)
= u1|lc(Dl2(s2))−1u|
Dl2(s2)
− u1|lc(Dl1(s1))−1Dl1 (s1)
= −u1|lc(Dl1(s1))−1Dl1 (s1)−lc(Dl2(s2))−1u|
Dl2(s2)
.
Similar to (ii), we can obtain the result. 
The following theorem is an analogy of Shirshov’s Composition lemma for Lie algebras
[20], which was specialized to associative algebras by Bokut [4], see also Bergman [3].
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Theorem 3.6 (Composition-Diamond lemma) Let S be a monic subset of D〈X ; Ω〉,
Id(S) the ideal of D〈X ; Ω〉 generated by S and > the order on L(X) defined as before.
Then the following statements are equivalent:
(I) S is a Gro¨bner-Shirshov basis in D〈X ; Ω〉.
(II) f ∈ Id(S)⇒ f¯ = u|
Di(s) for some u ∈ L
⋆(X), s ∈ S and i ≥ 0.
(III) Irr(S) = {w ∈ L(X)|w 6= u|
Di(s), s ∈ S, u ∈ L
⋆(X), u|Di(s) is a normal D
i(s)-word}
is a K-basis of D〈X ; Ω|S〉 = D〈X ; Ω〉/Id(S).
Proof: (I)=⇒ (II) Let 0 6= f ∈ Id(S). Then by Lemma 3.3, we can assume that
f =
n∑
i=1
αiui|
lc(Dli (si))
−1Dli(si)
where each αi ∈ K, ui ∈ L
⋆(X), si ∈ S and ui|Dli(si) is a normal D
li(si)-word. Let
wi = ui|Dli(si). We arrange these leading terms in non-increasing order by
w1 = w2 = · · · = wm > wm+1 ≥ · · · ≥ wn.
Now we prove the result by induction on m.
If m = 1, then f¯ = u1|Dl1(s1).
Now we assume that m ≥ 2. Then u1|Dl1(s1) = w1 = u2|Dl2(s2).
We prove the result by induction on w1. Since S is a Gro¨bner-Shirshov basis inD〈X ; Ω〉,
by Lemma 3.5, we have
u2|lc(Dl2(s2))−1Dl2 (s2) − u1|lc(Dl1(s1))−1Dl1 (s1) =
∑
βjvj |Dtj (sj)
where βj ∈ K, sj ∈ S, vj ∈ L
⋆(X), vj|Dtj (sj)
< w1 and vj |Dtj (sj) is a normal D
tj (sj)-word.
Therefore, since
α1u1|lc(Dl1(s1))−1Dl1 (s1) + α2u2|lc(Dl2(s2))−1Dl2 (s2)
= (α1 + α2)u1|lc(Dl1(s1))−1Dl1(s1) + α2(u2|lc(Dl2(s2))−1Dl2(s2) − u1|lc(Dl1(s1))−1Dl1 (s1)),
we have
f = (α1 + α2)u1|lc(Dl1(s1))−1Dl1 (s1) +
∑
α2βjvj |Dtj (sj) +
∑
i≥3
αiui|lc(Dli(si))−1Dli (si).
If either m > 2 or α1 + α2 6= 0, then the result follows from induction on m. If m = 2
and α1 + α2 = 0, then the result follows from induction on w1.
(II)=⇒ (III) For any f ∈ D〈X ; Ω〉, by induction on f¯ , we have
f =
∑
ui∈Irr(S), ui≤f¯
αiui +
∑
sj∈S, vj |
D
lj (sj )
≤f¯
βjvj |
D
lj (sj)
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where αi, βj ∈ K, vj |Dlj (sj) is a normal D
lj(sj)-word. Then f + Id(S) can be expressed
by the elements of Irr(S). Now suppose that α1u1 + α2u2 + · · ·αnun = 0 in D〈X ; Ω|S〉
with each 0 6= αi ∈ K, ui ∈ Irr(S), Then, in D〈X ; Ω〉,
g = α1u1 + α2u2 + · · ·+ αnun ∈ Id(S).
By (II), we have g¯ = ui /∈ Irr(S) for some 1 ≤ i ≤ n, a contradiction. Hence, Irr(S) is
K-linearly independent. This shows that Irr(S) is a K-basis of D〈X ; Ω|S〉.
(III)=⇒(I) For any composition (f, g)w in S, since (f, g)w ∈ Id(S) and (III), we have
(f, g)w =
∑
βjvj |
D
lj (sj)
where each βj ∈ K, vj ∈ L
⋆(X), sj ∈ S and vj |
D
lj (sj )
≤ (f, g)w < w. This shows (I). 
4 Gro¨bner-Shirshov bases for free λ-differential Rota-
Baxter algebras
In this section, we obtain a Gro¨bner-Shirshov basis and a linear basis for a free λ-
differential Rota-Baxter algebra. Consequently, we construct the free λ-differential Rota-
Baxter algebra on set X .
Let K be a field and λ ∈ K. A differential Rota-Baxter algebra of weight λ ([15]), called
also λ-differential Rota-Baxter algebra, is an associative K-algebra R with two K-linear
operators P,D : R→ R such that for any u, v ∈ R,
(i) (Rota-Baxter relation) P (u)P (v) = P (uP (v)) + P (P (u)v) + λP (uv);
(ii) (λ-differential relation) D(uv) = λD(u)D(v) +D(u)v + uD(v);
(iii) D(P (u)) = u.
Hence, any λ-differential Rota-Baxter algebra is a λ-differential associative algebra with
operator Ω = {P}.
Throughout this section, we assume Ω = {P} and D〈X ; Ω〉 the free λ-differential
associative algebra with operator Ω.
Let S be the subset of D〈X ; Ω〉 consisting of the following polynomials:
1. P (u)P (v)− P (uP (v))− P (P (u)v)− λP (uv), u, v ∈ L(X),
2. D(P (u))− u, u ∈ L(X).
Denoted by
f(u, v) = P (u)P (v)− P (uP (v))− P (P (u)v)− λP (uv), u, v ∈ L(X).
Lemma 4.1 Let j > 0.
(i) If λ 6= 0, then mod(S,Dj(P (u))Dj(P (v)))
Dj(f(u, v)) ≡ λj(Dj(P (u))Dj(P (v))−Dj−1(u)Dj−1(v)).
(ii) If λ = 0, then mod(S,Dj(P (u))P (v))
Dj(f(u, v)) ≡ Dj(P (u))P (v)−Dj−1(u)P (v).
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Proof: We just prove (i). The proof of (ii) is similar to (i).
Induction on j. For j = 1, we have
D(f(u, v))
= D(P (u)P (v))−D(P (uP (v)))−D(P (P (u)v))− λD(P (uv))
= λD(P (u))D(P (v)) +D(P (u))P (v) + P (u)D(P (v)) +
−D(P (uP (v)))−D(P (P (u)v))− λD(P (uv))
≡ λD(P (u))D(P (v)) + uP (v) + P (u)v − uP (v)− P (u)v − λuv
≡ λ(D(P (u))D(P (v))− uv) mod(S,D(P (u))D(P (v)).
Now we assume that the result is true for j − 1, j ≥ 1, i.e.,
Dj−1(f(u, v)) = λj−1(Dj−1(P (u))Dj−1(P (v))−Dj−2(u)Dj−2(v)) +
∑
αiui|Dti(si)
where each αi ∈ K, si ∈ S,ui|Dti(si) < D
j−1(P (u))Dj−1(P (v)) and ui|Dti(si) is a normal
Dti(si)-word. Therefore
D(
∑
αiui|Dti(si)) =
∑
βlvl|Dkl(sl)
where each vl|Dkl(sl) is normal D
kl(sl)-word and vl|Dkl(sl)
< D(Dj−1(P (u))Dj−1(P (v))) =
Dj(P (u))Dj(P (v)) by Lemma 3.2. So, mod(S,Dj(P (u))Dj(P (v))), we have
Dj(f(u, v)) = D(Dj−1(f(u, v)))
≡ λj−1D(Dj−1(P (u))Dj−1(P (v))−Dj−2(u)Dj−2(v))
≡ λj−1(λDj(P (u))Dj(P (v)) +Dj(P (u))Dj−1(P (v)) +Dj−1(P (u))Dj(P (v)))
−λj−1(λDj−1(u)Dj−1(v) +Dj−1(u)Dj−2(v) +Dj−2(u)Dj−1(v))
≡ λj−1(λDj(P (u))Dj(P (v)) +Dj−1(u)Dj−2(v) +Dj−2(u)Dj−1(v))
−λj−1(λDj−1(u)Dj−1(v) +Dj−1(u)Dj−2(v) +Dj−2(u)Dj−1(v))
≡ λj(Dj(P (u))Dj(P (v))−Dj−1(u)Dj−1(v)). 
Theorem 4.2 With the order > on L(X) defined as before, S is a Gro¨bner-Shirshov
basis in D〈X ; Ω〉.
Proof. Denote by k ∧ l the composition of the polynomials of type k and type l. There
are two cases λ 6= 0 and λ = 0 to consider.
(i) For λ 6= 0, the ambiguities of all possible compositions of the polynomials in S are
list as below:
2 ∧ 2 Di(D(P (u|
D
j
(D(P (v)))))),
2 ∧ 1 Di(D(P (u|
D
j
(P (v))D
j
(P (w))))),
1 ∧ 2 Dj(P (u|
D
i(D(P (v)))))D
j(P (w)), Dj(P (v))Dj(P (u|
D
i(D(P (w))))),
1 ∧ 1 D
j
(P (u))D
j
(P (v))D
j
(P (w)), Dj(P (u|Di(P (v))Di(P (w))))D
j(P (v′)),
Dj(P (v))Dj(P (u|Di(P (w))Di(P (v′))))
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where u ∈ L⋆(X), v, w, v′ ∈ L(X) and i, j ≥ 0. Now we check that all the compositions
are trivial.
2 ∧ 2 = Di(D(P (u|
D
j
(D(P (v)))))− u|Dj (D(P (v))))−D
i(D(P (u|
D
j
(D(P (v)−v)))))
= −Di(u|
D
j
(D(P (v)))) +D
i(D(P (u|
D
j
(v)))))
≡ −Di(u|
D
j
(v)) +D
i(u|
D
j
(v))
≡ 0.
Now, assume that j > 0.
2 ∧ 1 = Di(D(P (u|
D
j (P (v))Dj (P (w)))))−D
i(u|
D
j (P (v))Dj (P (w)))
−λ−jDi(D(P (u|
D
j
(f(v,w)))))
≡ Di(D(P (u|
D
j (P (v))Dj (P (w)))))−D
i(u|
D
j (P (v))Dj (P (w)))
−λ−jDi(D(P (u|
λ
j
(Dj(P (v))Dj (P (w))−Dj−1(v)Dj−1(w))))) (by Lemma 4.1)
≡ −Di(u|
D
j (P (v))Dj (P (w))) +D
i(D(P (u|Dj−1(v)Dj−1(w))))
≡ −Di(u|
D
j−1
(v)D
j−1
(w)) +D
i(u|
D
j−1
(v)D
j−1
(w))
≡ 0.
1 ∧ 2 = λ−jDj(f(u|
D
i(D(P (v))), w))−D
j(P (u|
D
i(D(P (v))−v))D
j(P (w))
≡ λ−j(λj(Dj(P (u|
D
i(D(P (v)))))D
j(P (w))−Dj−1(u|
D
i(D(P (v))))D
j−1(w)))
−Dj(P (u|
D
i
(D(P (v))))D
j(P (w)) +Dj(P (u|
D
i
(v))D
j(P (w)) (by Lemma 4.1)
≡ 0.
Similarly, we can prove another case of 1 ∧ 2 to be also trivial.
1 ∧ 1 = λ−jDj(f(u, v))Dj(P (w))− λ−jDj(P (u))Dj(f(u, w))
≡ (Dj(P (u))Dj(P (v))−Dj−1(u)Dj−1(v))Dj(P (w))
−Dj(P (u))(Dj(P (v))Dj(P (w))−Dj−1(v)Dj−1(w)) (by Lemma 4.1)
≡ −Dj−1(u)Dj−1(v))Dj−1(w) +Dj−1(u)Dj−1(v))Dj−1(w)
≡ 0.
Another two cases in 1 ∧ 1 can be easily checked.
For j = 0, the proof is similar. We omit the details.
(ii) For λ = 0, the ambiguities of all possible compositions of the polynomials in S are
list as below:
2 ∧ 2 Di(D(P (u|
D
j
(D(P (v)))))),
2 ∧ 1 Di(D(P (u|
D
j
(P (v))P (w)))),
1 ∧ 2 Dj(P (u|
D
i(D(P (v)))))P (w), D
j(P (v))P (u|
D
i(D(P (w))),
1 ∧ 1 D
j
(P (u))P (v)P (w), Dj(P (u|Di(P (v))P (w)))P (v
′), Dj(P (v))P (u|Di(P (w))P (v′))
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where u ∈ L⋆(X), v, w, v′ ∈ L(X) and i, j ≥ 0.
Similar to the proof of (i), we can prove that all compositions are trivial modulo S. 
Let Y and Z be two subsets of L(X). Define the alternating product of Y and Z (see
also [11]):
Λ(Y, Z) = (∪r≥1(Y P (Z))
r)∪(∪r≥0(Y P (Z))
rY )∪(∪r≥1(P (Z)Y )
r)∪(∪r≥0(P (Z)Y )
rP (Z)).
Define
Φ0 = S(D
ω(X)),
and for n > 0,
Φn = Λ(Φ0,Φn−1).
Let
Φ(Dω(X)) =
⋃
n≥0
Φn.
By Theorem 4.2 and Theorem 3.6, we have the following theorems.
Theorem 4.3 ([5]) Irr(S) = Φ(Dω(X)) is a K-basis of D〈X ; Ω|S〉.
Theorem 4.4 ([5]) D〈X ; Ω|S〉 is a free λ-differential Rota-Baxter algebra on set X with
a linear basis Φ(Dω(X)).
We note here that Theorem 4.4 is also obtained by L. Guo and W. Keigher in [15] by
using the planar decorated rooted trees.
Acknowledgement: The authors would like to thank Professor L.A. Bokut for his guid-
ance, useful discussions and enthusiastic encouragement in writing up this paper.
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