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A nodal domain theorem and a higher-order
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Abstract
We consider the nonlinear graph p-Laplacian and its set of eigenvalues
and associated eigenfunctions of this operator defined by a variational prin-
ciple. We prove a nodal domain theorem for the graph p-Laplacian for any
p ≥ 1. While for p > 1 the bounds on the number of weak and strong nodal
domains are the same as for the linear graph Laplacian (p = 2), the behavior
changes for p = 1. We show that the bounds are tight for p ≥ 1 as the bounds
are attained by the eigenfunctions of the graph p-Laplacian on two graphs.
Finally, using the properties of the nodal domains, we prove a higher-order
Cheeger inequality for the graph p-Laplacian for p > 1. If the eigenfunction
associated to the k-th variational eigenvalue of the graph p-Laplacian has
exactly k strong nodal domains, then the higher order Cheeger inequality
becomes tight as p→ 1.
Keywords: Graph p-Laplacian, nodal domains, variational eigenvalues, Cheeger
inequality, graph clustering
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1 Introduction
In this paper we are concerned with the p-Laplacian operator ∆p on finite, undi-
rected, weighted graphs G = (V , E). For simplicity we assume throughout the
paper that the graph G is connected. A function f on V is an eigenfunction of ∆p
corresponding to the eigenvalue λ if it solves the following eigenvalue problem
(∆pf)(u) = λµ(u)|f(u)|
p−2f(u), ∀u ∈ V (1)
The eigenvalue problem for the linear graph Laplacian is obtained for p = 2.
The spectrum of ∆2 has been studied extensively in past decades. In particular
every eigenvalue of ∆2 admits a variational characterization in terms of a Rayleigh
quotient and several relations between the eigenvalues of ∆2 and a number of
∗tudisco@cs.uni-saarland.de, corresponding author
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graph invariants have been established [11, 12, 27]. However, for p 6= 2, the
spectral properties are less well understood. For the general case it is known
that the smallest eigenvalue λ1 of ∆p is zero, it is simple and any corresponding
eigenfunction is constant. It is also known that the smallest nonzero eigenvalue λ2
admits a variational characterization [3, 4, 6]. The Lusternik-Schnirelman theory
allows to generalize the variational characterization of the linear case and to define
a sequence of variational eigenvalues of ∆p for p 6= 2.
In this paper we investigate the nodal properties of the eigenfunctions of ∆p.
A strong nodal domain of f is a maximal connected component of {u : f(u) 6=
0}. Weak nodal domains, instead, can overlap and are defined as the maximal
connected components of either {u : f(u) ≥ 0} or {u : f(u) ≤ 0}. The famous
Courant nodal domain theorem provides upper bounds on the number of nodal
domains of the eigenfunctions of the continuous Laplacian in Rd. Several authors
worked afterwards on a discrete version of the nodal domain theorem for the case of
the linear graph Laplacian, see e.g. [16, 17, 22, 25], or the adjacency or modularity
matrix [24, 38]. The main contribution of the present work is a unifying generalized
version of the Courant nodal domain theorem for the graph p-Laplacian, for any
p ≥ 1. We show that for p > 1 the bounds on the number of weak and strong
nodal domains are the same as for the linear graph Laplacian whereas the upper
bound of the weak nodal domains changes for p = 1.
As there are strong relations between the continuous and discrete theory, it is
worthwhile to quickly review the eigenproblem of the continuous p-Laplacian. If Ω
is a bounded domain in Rd, with smooth boundary ∂Ω, the continuous analogous
of (1) is
− div(|∇f |p−2∇f) = λ|f |p−2f, in Ω (2)
where homogeneous conditions are assumed on ∂Ω. The eigenvalue problem (2)
has been studied extensively. When d = 1, for instance, the spectrum of ∆p is
completely described [20, 23]. Courant’s nodal theorem has been then extended
to the eigenfunctions of the continuous p-Laplacian (2) for p > 1 [4, 21], where
connected components are replaced by connected open subsets. However, note
that the difference between strong and weak nodal domains is not considered in
the continuous case. Moreover, [21] require as an assumption what they call the
unique continuation property to prove the direct generalization of the Courant
nodal domain theorem.
As a second main contribution, we provide a higher-order Cheeger inequality
relating the k-th variational eigenvalue of the graph p-Laplacian with the k-th
isoperimetric or Cheeger constant of the graph. The Cheeger constant h(G) is one
of the most important topological invariants of a graph G. The result for the case
k = 2 was originally proven Cheeger [10] for compact Riemannian manifolds and
the associated Laplace-Beltrami operator.
Several authors extended afterwards Cheeger result to the discrete case, see e.g.
[1, 2, 18, 24, 31, 35, 40]. Cheeger’s inequality plays an important role in the theory
of expander graphs, mixing time of Markov chains, graph coloring but has also
applications in computer science such as image segmentation and web search, see
e.g. [2, 13, 30, 32] and the references therein. An extension of Cheeger’s inequality
to the nonlinear graph p-Laplacian has been shown in [3, 6, 26] for p ≥ 1, where
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it has been shown that the Cheeger constant h(G) of the graph is the limit of λ2
of ∆p as p → 1, with equality for p = 1. A number of Cheeger type inequalities
have been shown for the continuous p-Laplacian in (2) as well [7, 28, 29].
More recently, a set of high-order isoperimetric constants hk(G), k = 1, 2, 3, . . .
alternatively called multi-way Cheeger constants, has been introduced by Miclo
[14, 15] in the discrete setting. We provide a Cheeger-type inequality relating the
k-th variational eigenvalue of ∆p with the k-way isoperimetric constant, where the
number of strong nodal domains of the eigenfunctions of ∆p plays a crucial role.
The paper is organized as follows. In Section 2 we fix the notation and provide
a number of first results. Section 3 contains the statement of the nodal domain
theorem for ∆p. In Sections 3.1 and 4 we discuss the non-smooth case p = 1
and prove the tightness of our results for p ≥ 1, by studying the eigenfunctions
of the graph p-Laplacian for two graphs where the upper bounds on the nodal
domain counts are attained. Finally, in Section 5 we discuss a higher-order Cheeger
inequality for the graph p-Laplacian.
2 Preliminaries
Let G = (V , E) be a finite, connected and undirected graph where V = (V, µ) and
E = (E,w) are the vertex and edge sets, equipped with positive measures µ and
w, respectively. The number of nodes |V | of G is denoted by n. We assume that
the vertex weights are strictly positive, µ(u) > 0 for all u ∈ V . An element of
E is denoted by uv, where u, v are the nodes connected by uv. We extend the
measure function w to the whole product V × V by letting w(uv) = 0 if uv /∈ E.
We write u ∼ v to indicate that there exists an edge uv ∈ E between those two
nodes. Similarly, for two sets of nodes A,B ⊆ V , we write A ≈ B if there exists an
edge connecting A and B. Finally, we define ℓp(V) to be the space of real valued
functions on V endowed with the norm ‖f‖ℓp(V) = (
∑
u µ(u)|f(u)|
p)1/p.
Let Φp : R → R defined as Φp(x) = |x|p−2x, then the graph p-Laplacian
∆p : R
V → RV is defined for p > 1 as
(∆pf)(u) =
∑
v∈V
w(uv)Φp(f(u)− f(v)), ∀u ∈ V.
The case p = 1 will be treated in Section 4, even though parts of the following dis-
cussion apply already for the case p = 1. A function f : V → R is an eigenfunction
of ∆p associated with the eigenvalue λ if the following identity holds
(∆pf)(u) = λµ(u)Φp(f(u)), ∀u ∈ V.
We then consider the even functional Rp : RV → R defined as
Rp(f) =
1
2
∑
uv∈E w(uv)|f(u) − f(v)|
p∑
u∈V µ(u)|f(u)|
p
and the symmetric manifold Sp = {g ∈ ℓp(V) : ‖g‖ℓp(V) = 1}. It is easy to see
that the eigenvalues and eigenfunctions of ∆p correspond to the critical values and
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critical points of Rp. Moreover, as Rp is scale invariant, Rp(αf) = Rp(f) for any
nonzero α ∈ R, f is a critical point of Rp if and only if f/‖f‖ℓp(V) is a critical
point of the restriction Rp|Sp of Rp onto Sp, and they correspond to the same
critical value.
The Lusternik-Schnirelman theory allows several ways to characterize a se-
quence of variational eigenvalues of ∆p. A standard approach, relaying on the
symmetry of Rp and Sp, is based on the notion of Krasnoselskii genus.
Definition 2.1. Let A be a closed, symmetric subset of Sp. We define the Kras-
noselskii genus of A as
γ(A) =


0 if A = ∅
inf{m | ∃h : A→ Rm \ {0}, continuous, h(−u) = −h(u)}
∞ if {...} = ∅, in particular if 0 ∈ A
.
Consider the family Fk(Sp) = {A ⊆ Sp : A = −A, closed, γ(A) ≥ k}. As Sp is
compact, it is easy to verify that Rp|Sp satisfies the Palais-Smale condition. Then
λ
(p)
k = min
A∈Fk(Sp)
max
f∈A
Rp(f) (3)
defines a sequence of n critical values of the Rayleigh quotientRp, for k = 1, . . . , n.
Moreover, it is known that the connectedness of G implies 0 = λ(p)1 < λ
(p)
2 ≤ · · · ≤
λ
(p)
n . Note that in the definition (3) we can freely use Rp or its restriction to Sp, as
the critical values do not change. From now on we shall call the numbers λ(p)k , for
k = 1, . . . , n, the variational eigenvalues of ∆p. For ease of notation we will often
drop the superscript, writing λk in place of λ
(p)
k , when the reference to a given p
is clear from the context.
Until now we have concentrated on the variational eigenvalues but the nodal
domain theorem requires to consider eigenfunctions. It turns out that one can
associate at least one eigenfunction of the graph p-Laplacian to each variational
eigenvalue λ(p)k . For a function F : Sp → R we write F
c = {x ∈ Sp : F (x) ≤ c}
and Kλ(F ) = {x ∈ Sp : F (x) = λ,∇F (x) = 0}. The following theorem is part of
a more general result known as deformation theorem. See for instance [41, Thm.
3.11] or [37, Thm. 4.1.19]
Theorem 2.2. Let F : Sp → R be an even function satisfying the Palais-Smale
condition. Then for any ε0 > 0, λ ∈ R and any neighbourhood N of Kλ(F ), there
exists ε ∈ (0, ε0) and an odd homeomorphism θ : Sp → Sp such that
θ(Fλ+ε \N) ⊆ Fλ−ε .
The deformation theorem allows to show that to each variational eigenvalue
belongs at least one corresponding eigenfunction.
Lemma 2.3. For k ≥ 1 let A∗ ∈ Fk(Sp) be a minimizing set, that is
λk = min
A∈Fk(Sp)
max
f∈A
Rp(f) = max
f∈A∗
Rp(f) .
Then A∗ contains at least one critical point of Rp, relative to λk.
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Proof. Consider the restriction Rp|Sp . Recall that if F is a function that satisfies
the Palais-Smale condition and λ is a critical value of F , then Kλ(F ) is compact
(see f.i. [41, pp. 78-80]). Suppose by contradiction that A∗ ∩ Kλk(Rp|Sp) = ∅.
We already discussed that Rp|Sp satisfies the Palais-Smale condition, therefore A
∗
andKλk(Rp|Sp) are compact. Hence there exists a neighborhood N ofKλk(Rp|Sp)
such that A∗ ∩N = ∅. Therefore A∗ = A∗ \N . Since maxf∈A∗ Rp|Sp(f) = λk, for
any ε > 0 we have A∗ ⊆ Rp|
λk+ε
Sp
. By the deformation theorem, there exists an
odd homeomorphism θ : Sp → Sp such that
θ(A∗) = θ(A∗ \N) ⊆ θ
(
Rp|
λk+ε
Sp
\N
)
⊆ Rp|
λk−ε
Sp
As θ is an odd homeomorphism we have that A∗ ∈ Fk(Sp) implies θ(A∗) ∈ Fk(Sp).
Then
λk ≤ min
A∈Fk(Sp)
max
f∈A
Rp(f) ≤ max
f∈θ(A∗)
Rp(f) ≤ max
f∈Rp|
λk−ε
Sp
Rp(f) ≤ λk − ε
and we have reached a contradiction. Therefore A∗∩Kλk(Rp|Sp) cannot be empty
and the lemma is proven.
We would like to note that the integer valued genus γ is a classical homeo-
morphism invariant generalization of the concept of dimension. Indeed if A is any
symmetric neighborhood of the origin in Rk, then γ(A) = k, and, vice-versa, if
A is any subset such that γ(A) = k, then A contains at least k mutually orthog-
onal functions. It follows that, when p = 2, the sequence (3) boils down to the
Courant-Fischer minimax principle λ(2)k = mindim(A)=kmaxf∈AR2(f). We refer
to [37, Ch. 4] or [41, Ch. 2] for an overview.
3 Nodal domain theorem for the graph p-Laplacian
Consider the eigenvalue problem (2) and a continuous function f on Ω. A nodal
domain for f is a maximal connected open subset of {u : f(u) 6= 0}. When p = 2,
Courant’s nodal domain theorem states that any eigenfunction for (2) associated
to the eigenvalue λk has at most k nodal domains.
For graphs, nodal domains induced by a function f : V → R are commonly
defined as follows:
Definition 3.1. Let f : V → R. A subset A ⊆ V is a strong nodal domain of
G induced by f if the subgraph G(A) induced on G by A is a maximal connected
component of either {u : f(u) > 0} or {u : f(u) < 0}.
Definition 3.2. Let f : V → R. A subset A ⊆ V is a weak nodal domain of
G induced by f if the subgraph G(A) induced on G by A is a maximal connected
component of either {u : f(u) ≥ 0} or {u : f(u) ≤ 0}.
For any connected graph G and any p ≥ 1, λ(p)1 = 0 is simple and any asso-
ciated eigenfunction is constant. Thus the strong and weak nodal domain for the
eigenfunctions of λ(p)1 is V itself.
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Fiedler noted in [25, Cor. 3.6] that the number of weak nodal domains induced
by any eigenfunction associated to λ(2)2 is exactly two. Several authors derived
analogous results to the Courant nodal theorem for the higher-order eigenfunctions
of ∆2 [16, 22, 38]. The following nodal domain theorem for the graph Laplacian
∆2 summarizes their work:
Theorem 3.3. Let G be connected and 0 = λ1 < λ2 ≤ · · · ≤ λn be the eigenvalues
of ∆2. Any eigenfunction of λk induces at most k weak nodal domains and at most
k + r − 1 strong nodal domains, where r is the multiplicity of λk.
The authors of [16], in particular, provide examples which show that the bounds
for the weak and strong nodal domains are tight. The following theorems show
that the results carry over to the p-Laplacian.
Theorem 3.4. Suppose that G is connected and p ≥ 1 and denote by 0 = λ1 <
λ2 ≤ · · · ≤ λn the variational eigenvalues of ∆p. Let λ be an eigenvalue of ∆p
such that λ < λk. Any eigenfunction associated to λ induces at most k − 1 strong
nodal domains.
We get as a consequence that, if the variational eigenvalue λk has multiplicity
r, that is
λk−1 < λk = λk+1 = . . . = λk+r−1 < λk+r ,
then Theorem 3.4 shows that any eigenfunction of λk induces at most k + r − 1
strong nodal domains.
Theorem 3.5. Suppose that G is connected and p > 1 and denote by 0 = λ1 <
λ2 ≤ · · · ≤ λn the variational eigenvalues of ∆p. Any eigenfunction of λk induces
at most k weak nodal domains.
Let us stress that Theorem 3.4 holds for any p ≥ 1, whereas Theorem 3.5 does
not hold in general when p = 1. We will discuss the case p = 1 in detail in Section
4. As a direct consequence we get the following corollary.
Corollary 3.6. Suppose that G is connected and let p > 1. Any eigenfunction
corresponding to the second variational eigenvalue of ∆p has exactly 2 weak nodal
domains.
Proof. With the definition of ∆p we have
∑
u(∆pf)(u) = 0 for any function f .
This implies in particular that for any eigenfunction f of ∆p with eigenvalue not
equal to zero it holds
∑
u µ(u)Φp(f(u)) = 0 which implies that f attains both
positive and negative values. As the graph is connected, it holds λ2 > 0 and thus
any associated eigenfunction has at least two weak nodal domains On the other
hand Theorem 3.5 shows that the number of weak nodal domains induced by f is
at most 2, and thus it is exactly 2.
The proof of Theorems 3.4 and 3.5 relies on a number of properties which are
of independent interest. Therefore we devote the subsequent discussion to those
properties and postpone the proof to the end of the section.
We need, first, the following technical lemma
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Lemma 3.7. Let p ≥ 1, a, b, x, y ∈ R and xy ≤ 0. Then
|ax− by|p − (|a|p|x|+ |b|p|y|)|x− y|p−1 ≤ 0,
where equality holds for p = 1 if and only if xy = 0 or ab ≥ 0 and for p > 1 if and
only if xy = 0 or a = b.
Proof. We note that with xy ≤ 0 it holds |x− y| = |x|+ |y|. It is easy to see that
equality holds for xy = 0. Thus we assume xy < 0 in the following and get,
|ax− by|p − (|a|p|x|+ |b|p|y|)(|x| + |y|)p−1
≤
(
|a||x|+ |b||y|
)p
− (|a|p|x|+ |b|p|y|)(|x|+ |y|)p−1
=(|x| + |y|)p
[( |x|
|x|+ |y|
|a|+
|y|
|x|+ |y|
|b|
)p
−
|x|
|x|+ |y|
|a|p −
|y|
|x|+ |y|
|b|p
]
≤ 0,
where in the last inequality we have used the fact that f(λ) = λp is strictly convex
on R+ for p > 1 and convex for p = 1. Finally, under the condition xy < 0 we
have equality in the first inequality if and only if ab ≥ 0. For the second inequality
we note that it is an equality for p = 1, whereas, under the condition xy < 0,
equality holds for p > 1 only if |a| = |b|, due to the strict convexity of f(λ) = λp.
Combining the conditions yields the result.
Given a function f : V → R and any A ⊆ V we write f |A to denote the
function f |A(u) = f(u) if u ∈ A and f |A(u) = 0 otherwise. The strong and weak
nodal spaces of f are defined as the linear span of f |A1 , . . . , fAm , being Ai the
strong or weak nodal domains of f , respectively. A related version of this result
has been proven in [22] for the linear case (p = 2). Even though the proof there
relied on the the linearity of the operator, it turns out that this requirement is not
necessary for the nonlinear generalization.
Lemma 3.8. Let p ≥ 1 and let f : V → R be any eigenfunction of ∆p corre-
sponding to the eigenvalue λ. Let F be either the strong or weak nodal space of f .
Then for any g ∈ F it holds Rp(g) ≤ λ. In the case p = 1 the inequality holds
with equality for any g ∈ F with g 6= 0.
Proof. We prove the lemma for the strong nodal domains A1, . . . , Am. We discuss
at the end of the proof how it can be transferred to the weak nodal domains. Note
that the strong nodal domains are by construction pairwise disjoint. We denote
by Z = V \ ∪mi=1 Ai the set Z = {u : f(u) = 0}. Let g =
∑
i αif |Ai be a function
in the strong nodal space F . The statement is trivially true if g ≡ 0, therefore we
can assume
∑
i |αi| > 0. We have
‖g‖pℓp(V) =
m∑
i=1
∑
u∈Ai
µ(u)
∣∣αi f |Ai(u)∣∣p = m∑
i=1
|αi|
p
∥∥f |Ai∥∥pℓp(V) . (4)
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By splitting the summation over V into the sum over Z,A1, . . . , Am, we get
1
2
∑
u,v∈V
w(uv)|g(u)− g(v)|p =
1
2
m∑
i=1
|αi|
p
∑
u,v∈Ai
w(uv)
∣∣f |Ai(u)− f |Ai(v)∣∣p
+
1
2
∑
j 6=i
∑
u∈Aj
∑
v∈Ai
w(uv)
∣∣αjf |Aj (u)− αif |Ai(v)∣∣p
+
m∑
i=1
∑
u∈Ai
|αif |Ai(u)|
p
∑
v∈Z
w(uv). (5)
Let A be any strong nodal domain. As f is an eigenfunction of ∆p corresponding
to the eigenvalue λ, for any u ∈ A we have the chain of equalities λµ(u)|f |A(u)|p =
λµ(u)f |A(u)Φp(f(u)) = f |A(u)(∆pf)(u). Therefore
λ ‖f |A‖
p
ℓp(V) =
∑
u∈V
f |A(u)(∆pf)(u)
=
1
2
∑
u,v∈V
w(uv)(f |A(u)− f |A(v))Φp(f(u)− f(v))
Let A,B ⊂ V be two distinct strong nodal domains. If uv ∈ E, u ∈ A and v ∈ B,
then f(u)f(v) < 0, as the strong nodal domains are maximal connected compo-
nents. This implies that, for such u and v, sign(f(u) − f(v)) = sign(f |A(u)) =
−sign(f |B(v)). Thus
λ ‖f |A‖
p
ℓp(V) =
1
2
∑
u,v∈A
w(uv)|f |A(u)− f |A(v)|
p +
∑
u∈A
|f |A(u)|
p
∑
v∈Z
w(uv)
+
1
2
∑
B:B 6=A
∑
u∈A
∑
v∈B
(
w(uv)|f |A(u)|+ w(vu)|f |A(v)|
)
|f |A(u)− f |B(v)|
p−1
where the summation over B runs over all the nodal domains different from A.
Combining the preceding formula with (4) and (5) yields
1
2
∑
u,v∈V
w(uv)|g(u)− g(v)|p − λ‖g‖pℓp(V) =
1
2
∑
i6=j
∑
u∈Ai
∑
v∈Aj
w(uv)Fij(u, v) (6)
where
Fij(u,v)=
∣∣αif |Ai(u)−αjf |Aj(v)∣∣p−(|αi|p∣∣f |Ai(u)∣∣+|αj |p∣∣f |Aj(v)∣∣)∣∣f |Ai(u)−f |Aj(v)∣∣p−1
By Lemma 3.7 each of the quantities Fij(u, v) is nonpositive. Since for distinct
domains A and B, w(uv) > 0 holds if and only if f |A(u)f |B(v) < 0, we deduce
that the quantity in (6) is nonpositive as well. As g is not identically zero we
conclude that Rp(g) ≤ λ. Also note that, by Lemma 3.7, we have the equality
Rp(g) = λ when p = 1.
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The proof can be transferred to the weak nodal domains A1, . . . , Am by con-
sidering instead the sets Bi = Ai ∩ {u : f(u) 6= 0}, i = 1, . . . ,m and noting
that
m∑
k=1
αk f |Ak =
m∑
k=1
αk f |Bk .
As for the strong nodal domains, the sets B1, . . . , Bm are pairwise disjoint and
together with Z = V \ ∪mi=1 Bi = {u : f(u) = 0}, form a partition of V . Replacing
A1, . . . , Am with B1, . . . , Bm in the argument above all the steps remain true.
We are now ready to prove the nodal domain theorem for the graph p-Laplacian.
The proof is given here assuming p > 1. The case p = 1 is discussed in Section 4.
Proof of Theorem 3.4. Let λ1 ≤ · · · ≤ λn be the variational eigenvalues of ∆p,
and let λ be any eigenvalue such that λ < λk. Consider any eigenfunction f
corresponding to λ. Let A1, . . . , Am be the strong nodal domains of f and let F be
the corresponding strong nodal space. Lemma 3.8 implies thatmaxg∈F Rp(g) ≤ λ.
As the functions f |A1 , . . . , f |Am are linear independent we have γ(F ∩ Sp) = m.
In particular F ∩ Sp ∈ Fm(Sp) and by the definition of λm we get
λm ≤ max
g∈F∩Sp
Rp(g) ≤ λ < λk . (7)
As a consequence we have λm < λk which implies m ≤ k − 1.
For the weak nodal domains we need a few additional remarks. Let A1, . . . , Am
be the weak nodal domains of f . Since ∪iAi = V and G is connected, then for
any i there exists j such that Ai ≈ Aj . Moreover, the following lemma holds
Lemma 3.9. Let A and B be two weak nodal domains induced by the non-constant
eigenfunction f : V → R, such that A ≈ B. Then there exist u ∈ A and v ∈ B \A
such that u ∼ v.
Proof. If A ∩ B = ∅ the statement is straightforward. Assume that A ∩ B 6= ∅.
By definition we have f(u) = 0, for any u ∈ A ∩ B, thus for any such u it holds
0 = λµ(u)Φp(f(u)) =
∑
v∈V w(uv)Φp(f(u)−f(v)) =
∑
v∈V w(uv)Φp(f(v)). Note
that, by definition, as u ∈ A ∩ B, then any v such that v ∼ u is either in A or in
B. As w(uv) > 0 when u ∼ v, the values Φp(f(v)) have to be either all zero or
both positive and negative. However, the maximality of the nodal domains implies
that Φp(f(v)) can not be zero for all v ∼ u and all u ∈ A ∩B. Then there exists
v ∈ A ∪B such that v ∼ u and f(v) 6= 0. This concludes the proof.
It is clear that adjacent nodal domains have different sign. Then we deduce
from the above lemma that, given any two adjacent weak nodal domains A ≈ B
of an eigenfunction f , two cases are possible:
P1. There exist u ∈ A and v ∈ B such that u ∼ v and f(u)f(v) < 0.
P2. f(u)f(v) = 0 for all u ∈ A and v ∈ B such that u ∼ v, and there exist u ∈ A
and v ∈ B such that u ∼ v, f(u) = 0 and f(v) 6= 0.
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Proof of Theorem 3.5. Let f be an eigenfunction of λk and let A1, . . . , Am be
the weak nodal domains of f . Suppose by contradiction that m > k. On the
other hand we deduce from Lemma 3.8 that inequality (7) holds also for the weak
nodal domains. Namely, for any g in the weak nodal space F of f , we have
maxg∈F Rp(g) = maxg∈F∩Sp Rp(g) ≤ λk. Observe that, as m > k and f ∈ F ,
we have F = span{f} ⊕ H , for some H such that dimH ≥ k. In particular
m = γ(F ∩Sp) and k ≤ γ(H ∩Sp). As a consequence H ∩Sp ∈ Fk(Sp) and we get
λk ≥ max
g∈F∩Sp
Rp(g) ≥ max
g∈H∩Sp
Rp(g) ≥ min
X∈Fk(Sp)
max
g∈X
Rp(g) = λk .
Thus the relations above hold with equality and we deduce that H ∩Sp is a mini-
mizing set, and by Lemma 2.3 there exists an eigenfunction g =
∑m
s=1 αs f |As ∈ H .
As Rp(g) is the maximum of the Rayleigh quotient on H we deduce from the
proof of Lemma 3.8 that
∑
i6=j
∑
u∈Ai
∑
v∈Aj
w(uv)Fij(u, v) = 0, where
Fij(u,v)=
∣∣αif |Ai(u)−αjf |Aj(v)∣∣p−(|αi|p∣∣f |Ai(u)∣∣+|αj |p∣∣f |Aj(v)∣∣)∣∣f |Ai(u)−f |Aj(v)∣∣p−1
By Lemma 3.7 each of the summands w(uv)Fij(u, v) is nonpositive, then all
of them have to vanish individually. Choose any pair of adjacent sets As ≈ Ar.
If they satisfy property P1 above, then there exist u ∈ As and v ∈ Ar such that
w(uv) > 0 and f |As(u)f |Ar(v) < 0. Therefore w(uv)Fsr(u, v) = 0 implies αs = αr,
by virtue of Lemma 3.7.
If P1 does not hold, then P2 holds. Since g is an eigenfunction of ∆p, for any
β ∈ R, we have the following entrywise equations
λkµ(u)Φp(βf(u)) =
∑
v∈V
w(uv)Φp(βf(u)− βf(v)), u ∈ V
λkµ(u)Φp(g(u)) =
∑
v∈V
w(uv)Φp(g(u)− g(v)), u ∈ V.
As P2 holds for As and Ar, then there exist u ∈ As and v ∈ Ar such that u ∼ v,
f(u) = 0 and f(v) 6= 0. Then βf(u) = g(u) = 0 and the previous equations imply∑
v∈V
w(uv){Φp(βf(v)) − Φp(g(v))} = 0 .
The quantities w(uv) are zero unless v ∼ u. Since f(u) = 0, the maximality of the
nodal domains implies that all the vertices v adjacent to u are either in As or in
Ar. We have∑
v∈As
w(uv){Φp
(
αsf |As(v)
)
− Φp
(
βf |As(v)
)
}
=
∑
v∈Ar
w(uv){Φp
(
βf |Ar (v)
)
− Φp
(
αrf |Ar(v)
)
}.
Thus choosing β = αs we get {Φp(αs) − Φp(αr)}
∑
v∈Ar
w(uv)Φp(f |Ar(v)) = 0.
Since w(uv) ≥ 0 for all v ∈ Ar, there exists x ∈ Ar such that w(ux) > 0,
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f(x) 6= 0, and the entries of f |Ar have same sign, then the previous identity implies
Φp(αs)−Φp(αr) = 0, that is αs = αr. We finally conclude that, if As ≈ Ar, then
αs = αr. The connectedness of the graph implies then α = α1 = · · · = αm, and
we obtain g =
∑m
s=1 αs f |As = αf . This gives a contradiction as by construction
g ∈ H is linear independent with respect to f .
We show in the following that the bounds cannot be improved in general, by
discussing the nodal domain structure of an example graph.
3.1 Nodal domains of the eigenfunctions of the path graph
It is well known that for p = 2, the upper bounds shown in the nodal theorem are
tight, for any k. Simple examples where the those bounds are achieved for p = 2
are the line segment, in the continuous setting, and the path graph
Pn = 	
 	
 	
 	
 · · · · · · · · · · · · 	

in the discrete case. For convenience, throughout this section we identify V with
the integers set {1, . . . , n}, and we fix both the vertex and the edge measures to
be constantly one.
The eigenfunctions fk(x) of the continuous p-Laplacian on the line segment are
known to be given for p > 1 by fk(x) = sinp(kx), where sinp(x) is a special periodic
function [23, 36]. However, dissimilar to the case p = 2, a direct computation
reveals that the functions obtained by evaluating fk(x) on a uniform grid, are not
the eigenfunctions of ∆p on Pn for p 6= 2. The reason is that when p 6= 2, there is no
addition formula relating sinp and its derivative [33]. While an explicit formula for
the eigenfunctions of ∆p on Pn when p 6= 2 is out of reach, we devote the remaining
part of this section to show that the variational eigenpairs of the p-Laplacian on
Pn have several special properties, and in particular we prove that the number of
nodal domains induced by the eigenfunction of the variational eigenvalue λk on
Pn, is exactly k.
For a function f : V → R let us define f˜ : Z → R as follows: first we define
g by g(i) = f(−i+ 1) for i = 0,−1, . . . ,−n+ 1 and g = f over V ; then we define
f˜ by extending g periodically over Z. The extension f˜ allows us to recast the
eigenvalue equation (1) as the infinite system of nonlinear equations
H(λ, f˜ , k) = DΦpDf˜(k)− λΦp(f˜(k + 1)) = 0, k ∈ Z (8)
where D is the forward difference operator defined by Df(k) = f(k + 1) − f(k).
One easily verifies that
(∆pf)(u) = λΦp(f(u)), ∀u ∈ V ⇐⇒ H(λ, f˜ , k) = 0, ∀k ∈ Z . (9)
It turns out that (8) is a particular version of a famous non-linear difference
equation that has been studied quite intensively in the difference and differential
equations literature (see e.g. [19, Chap. 3]). In the following any interval [a, b] is
meant to be discrete, i.e. [a, b] = {x ∈ Z : a ≤ x ≤ b}. We shall say that (a, a+ 1]
is a generalized zero for f if f(a) 6= 0 and f(a)f(a + 1) ≤ 0. Equation (9) is
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said to be disconjugate on [a, b] provided that any solution of this equation has
at most one generalized zero on (a, b + 1] and the solution f satisfying f(a) = 0
has no generalized zeros on (a, b+1]. The following generalized version of Sturm’s
comparison theorem is due to Rehák [39, Thm. 2].
Theorem 3.10. Let p > 1, η ≥ λ and let f˜ , g˜ be sequences such that H(λ, f˜ , k) =
H(η, g˜, k) = 0 for s ≤ k ≤ t. If g˜ is disconjugate on [s, t] then f˜ is disconjugate
on [s, t] as well.
We have as a direct consequence
Lemma 3.11. Let (λ, f) and (η, g) be two eigenpairs of ∆p on Pn with η ≥ λ. If
f and g have the same number of generalized zeros, then the generalized zeros of
f and g coincide.
Proof. The proof is a direct consequence of Theorem 3.10. We briefly sketch the
argument. Let (a1, a1 +1], . . . , (ak, ak +1] and (b1, b1 +1], . . . , (bk, bk +1] be the
generalized zeros of g and f respectively, ordering them so that 2 ≤ ai+1 ≤ ai+1 ≤
n−1 and 2 ≤ bi+1 ≤ bi+1 ≤ n−1, for i = 1, . . . , k. Using the symmetry of f˜ and g˜
one observes that b1 ≥ a1, as otherwise Theorem 3.10 would be contradicted. This
implies that b2 ≥ a2, as b2 < a2 would imply that g is disconjugate on [b1, a2 +1],
while f is not. Proceeding by induction we have bi ≥ ai for i = 1, . . . , k. A similar
argument shows that bk ≤ ak, thus bi ≤ ai for i = 1, . . . , k.
Let us make a few further remarks. Let f be an eigenfunction on Pn. Then
f(1)f(n) 6= 0. Indeed f(1) = 0 implies 0 = H(λ, f˜ , 0) = Φp
(
f(2)
)
and thus
f(i) = 0 for all i ∈ V . Similarly for f(n). Moreover, the next lemma shows that
all variational eigenvalues of Pn are distinct.
Lemma 3.12. Let p > 1 and let 0 = λ1 < λ2 ≤ · · · ≤ λn be the variational
eigenvalues of ∆p on Pn. Then 0 < λ2 < λ3 < · · · < λn.
Proof. Suppose λ and η are two variational eigenvalues with λ = η and let f be
any eigenfunction of λ. Arguing as in the proof of Theorem 3.5, there exists an
eigenfunction g of η which is linear independent with respect to f . We can assume
w.l.o.g. that f(1) = g(1) = 1. Then
H(λ, f˜ , 0) = Φp
(
1− f(2)
)
− λ = Φp
(
1− g(2)
)
− λ = H(λ, g˜, 0)
implying f(2) = g(2). By induction we get f = g, leading to a contradiction.
The following theorem, finally, gives a complete description of the p-Laplacian
nodal domains of the path graph, for any p > 1.
Theorem 3.13. Let p > 1 and let f be an eigenfunction corresponding to the
variational eigenvalue λk of ∆p on Pn. Then the number of zero entries of f is at
most k − 1, and it induces exactly k weak and strong nodal domains.
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Proof. Let us write ν(f) to denote the number of weak nodal domains of f . Ob-
serve that an eigenfunction of ∆p on the path graph cannot vanish on two con-
secutive entries as otherwise it would be constant zero. Indeed, if i is such that
f(i) 6= 0 and f(i + 1) = 0, then by (9) we have Φp(f(i + 2)) = −Φp(f(i)). This
implies that the number of zero entries of f is at most ν(f)− 1.
Let us show that ν(f) = k. The statement is true for k = 1, 2 due to Corollary
3.6. We proceed by induction. For k > 2 assume that ν(f) = k − 1 for any
eigenfunction f of λk−1, and let g be an eigenfunction of λk. Note that, as the
multiplicity of each λk is one, by the nodal theorem if follows that ν(g) ≤ k.
Arguing as in Lemma 3.11 using Theorem 3.10, one observes that the the overall
number of generalized zeros of g cannot be less than the one of f . If follows that
ν(g) ≥ k − 1. To complete the proof we show that ν(g) 6= k − 1. To this end, we
assume that ν(g) = k− 1 and we show that this implies a contradiction. Equation
(9) for f and g becomes
λk−1 Φp
(
f(i)
)
= Φp
(
f(i)− f(i+ 1)
)
− Φp
(
f(i− 1)− f(i)
)
(10)
λk Φp
(
g(i)
)
= Φp
(
g(i)− g(i+ 1)
)
− Φp
(
g(i− 1)− g(i)
)
. (11)
Consider the set V+ = {i ∈ V : f(i)g(i) 6= 0}. We show by induction that the
following inequalities hold
Φp
(
1−
f(i+ 1)
f(i)
)
< Φp
(
1−
g(i+ 1)
g(i)
)
, ∀i ∈ V+ \ {n} . (12)
As k − 1 = ν(f) = ν(g), then Lemma 3.11 implies that f and g have the same
generalized zeros. Since f˜(0) = f(1) and g˜(0) = g(1), from λk−1 < λk, (10) and
(11) we get Φp(1 − f(2)/f(1)) < Φp(1 − g(2)/g(1)). We have 1 ∈ V+ and (12)
holds for i = 1. We assume that i− 1 ∈ V+ satisfies (12), and show that the same
holds for the next index in V+. There are two possible cases: either i ∈ V+, which
we discuss next, or i 6∈ V+, which we discuss below.
If i ∈ V+ then f(i)g(i) 6= 0 and we derive from λk−1 < λk, (10) and (11) that
Φp
(
1−
f(i+ 1)
f(i)
)
− Φp
(
1−
g(i+ 1)
g(i)
)
<Φp
(
f(i− 1)
f(i)
− 1
)
−Φp
(
g(i− 1)
g(i)
− 1
)
(13)
Note that, as f and g have the same generalized zeros and f(i)g(i)f(i−1)g(i−1) 6=
0, then f and g have the same sign on [i − 1, i]. Therefore i − 1 ∈ V+ and (13)
imply that (12) holds for i ∈ V+.
Now let us discus the case i /∈ V+. Note that, as (12) holds for i− 1 ∈ V+, f(i)
and g(i) can not be both zero.
The case g(i) = 0 and f(i) 6= 0 is not possible. In fact, as (12) holds for
i − 1 ∈ V+, then Φp (1− f(i)/f(i− 1)) < 1, showing that f(i)f(i − 1) > 0. On
the other hand g(i) = 0 implies that g has a generalized zero on (i− 1, i], yielding
a contradiction.
Finally, if f(i) = 0 and g(i) 6= 0, then as (12) holds for i − 1 we have g(i −
1)g(i) < 0. Therefore (i− 1, i] is a generalized zero for g. Now note that f(i) = 0
implies that (i, i + 1] is not a generalized zero of f . Thus, by Theorem 3.10,
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g(i)g(i + 1) > 0. We deduce that i + 1 ∈ V+ and from λk−1 < λk, (10) and (11),
we get
Φp
(
1−
f(i+ 2)
f(i+ 1)
)
− Φp
(
1−
g(i+ 2)
g(i+ 1)
)
< −1− Φp
(
g(i)
g(i+ 1)
− 1
)
(14)
As g(i)g(i+ 1) > 0 we have Φp (g(i)/g(i+ 1)− 1) > −1 and we obtain from (14)
that (12) holds for i+ 1 ∈ V+.
Now observe that we can proceed the other way round to show that the fol-
lowing sequence of inequalities holds as well
Φp
(
1−
f(i− 1)
f(i)
)
< Φp
(
1−
g(i− 1)
g(i)
)
, ∀i ∈ V+ \ {1} . (15)
In fact, since f(n) = f˜(n+ 1) 6= 0 and g(n) = g˜(n+ 1) 6= 0, then n ∈ V+ and (15)
holds for i = n. Thus we have the basis for the induction and we can repeat the
same argument as before. To conclude we observe that there exist two consecutive
indices m and m+ 1 in V+, thus by plugging i = m into (12) and i = m+ 1 into
(15) we obtain a contradiction. To this end note that, as f(1) 6= 0, if there are
no consecutive indices in V+, then f(i) = 0 for all even indices i. Therefore (10)
implies that f(i) is nonzero for i odd, and we get λk−1Φp(f(1)) = Φp(f(1)) and
λk−1Φp(f(3)) = 2Φp(f(3)), which is not possible.
4 Nodal properties of the 1-Laplacian
We devote this section to discuss the non-smooth case of the 1-Laplacian which
becomes a set-valued operator. With the set-valued sign operator Sign(x) = {1}
if x > 0, Sign(x) = {−1}, if x < 0 and Sign(x) = [−1, 1] for x = 0, it is then
straightforward to verify that the 1-Laplacian is the operator realizing the following
entrywise identity [26],
(∆1f)(u) =
{∑
v∈V
w(uv)z(uv) | z(uv) = −z(vu), z(uv) ∈ Sign(f(u)− f(v))
}
.
The corresponding eigenequation [26, 9] reads
0 ∈ (∆1f)(u)− λµ(u)Sign(f(u)).
It has been shown that this is a necessary condition for a critical point of the
associated non-smooth Rayleigh quotient R1 [26] via the Clarke subdifferential,
and more recently also to be sufficient [9].
The classical Lusternik-Schnirelman theory can be extended to the case of a
locally Lipschitz functional (see [8, Sec. 3] and [9]) and provides a variational
characterization of the spectrum of ∆1. In particular, as for p > 1, the following
sequence
λ
(1)
k = min
A∈Fk(S1)
max
f∈A
R1(f), k = 1, . . . , n
defines a set of n variational eigenvalues of ∆1.
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Our nodal domain theorems carry over the case p = 1, but in a weaker form.
The main difference is that the number of weak nodal domains of the k-th varia-
tional eigenfunction is upper bounded by k + r − 1 (where r is the multiplicity of
the corresponding eigenvalue λ(1)k ) instead of k, as for p > 1. Note indeed that the
proof of the Theorem 3.4 holds unchanged if p = 1. This is not the case for the
weak nodal domains. Thus, the nodal domain theorem for the 1-Laplacian reads
as follows
Theorem 4.1. Let G be connected and 0 = λ1 < · · · ≤ λn be the variational
eigenvalues of the 1-Laplacian. If λk has multiplicity r, then any eigenfunction of
λk induces at most k + r − 1 strong and weak nodal domains.
We finally show that Theorem 4.1 is tight by discussing the eigenfunctions for
p = 1 of the unweighted path graph. For the sake of simplicity we consider this
time the path graph P3 on three vertices
P3 = v1'&%$ !"# v3'&%$ !"#v2'&%$ !"# .
With z(v2v1) ∈ Sign(f(v2)− f(v1)) and z(v2v3) ∈ Sign(f(v2)− f(v3)) we get the
following system of equations for the eigenvalues and eigenfunctions of ∆1, when
µ(u) =
∑
v w(uv) 

−z(v2v1) ∈ λSign(f(v1))
z(v2v1) + z(v2v3) ∈ 2λSign(f(v2))
−z(v2v3) ∈ λSign(f(v3))
We show in the following that any non-constant eigenfunction has eigenvalue λ = 1.
To this end we make a case distinction. If f(v1) > 0, we have the cases
• f(v2) < f(v1) implies z(v2v1) = −1, thus λ = 1
• f(v2) > f(v1) implies z(v2v1) = 1, thus λ = −1, which is a contradiction as
λ ≥ 0
• f(v2) = f(v1) > 0 implies z(v2v1) = −λ and thus z(v2v3) = 3λ together
with −z(v2v3) ∈ λSign(f(v3)) leads to a contradiction for λ > 0
Similarly, if f(v1) = 0 we have the cases
• f(v2) > f(v1) = 0 implies 1+z(v2v3) = 2λ. If f(v3) ≤ 0 one has z(v2v3) = 1
and this yields λ = 1. If f(v3) > 0, then z(v2v3) = −λ and thus 1 =
z(v2v1) = 3λ which together with z(v2v1) ∈ (−λ, λ) leads to a contradiction.
• f(v2) = f(v1) = 0 and f(v3) > 0 yields z(v2v3) = −1 and thus λ = 1.
These are, up to sign, all the cases ones has to consider. In all the cases one gets the
eigenvalue λ = 1. Thus the variational eigenvalues have to be λ(1)2 = λ
(1)
3 = 1. One
eigenfunction f for the eigenvalue λ = 1 is given by f(v1) = −f(v2) = f(v3) = 1.
This eigenfunction has three weak and strong nodal domains and thus the result
for p > 1 that the number of weak nodal domains of the k-th eigenvalue with
multiplicity r is upper bounded by k does not hold for the case p = 1. Moreover,
our bound of k + r − 1 = 2 + 2− 1 = 3 is tight for the given example.
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5 A higher order Cheeger inequality via nodal domains
A set of multi-way Cheeger constants hk(G), k = 2, 3, . . . alternatively called
high-order isoperimetric constants, has been recently studied by [14, 32, 34]. For
A ⊆ V , let E(A,A) be the set of edges having one endpoint in A and one in the
complement of A, denoted as A. Consider the quantity
c(A) =
w(E(A,A))
µ(A)
where the measure of a discrete set is given by the sum of the weights of the
elements in the set. Finally let Dk(G) be the set of k non-empty, mutually disjoint
subsets of V , Dk(G) = {∅ 6= A1, . . . , Ak ⊆ V : Ai ∩ Aj = ∅}. The higher-order
isoperimetric constants hk(G) are defined as
hk(G) = min
A∈Dk(G)
max
A∈A
c(A)
We conclude the paper by exploiting the relation among the high-order ispo-
erimetric constants, the variational eigenvalues of ∆p and their nodal domains.
Theorem 5.1. For p > 1, let f : V → R be an eigenfunction of ∆p corresponding
to the variational eigenvalue λ
(p)
k , and let m be the number of its strong nodal
domains. Then
2p−1
τ(G)p−1
hm(G)
p
pp
≤ λ
(p)
k ≤ 2
p−1 hk(G)
where τ(G) = maxu∈V
d(u)
µ(u) and d(u) =
∑
v∈V w(uv) is the degree of the vertex u.
This theorem is a direct generalization of Theorem 5 in Daneshgar et al [14],
where the result was proven for the linear graph Laplacian (p = 2) and µ(u) = d(u).
For k = 2 the result has been shown in [3, 6] for p > 1 and it has been noted there
that the inequality becomes tight as p→ 1 as the second eigenfunction always has
two strong nodal domains given that the graph is connected. The equality for p = 1
and k = 2 has been shown in [26], see also [9]. For k > 2 the situation changes as
now an extra condition is required in order that the higher order Cheeger inequality
becomes tight for p→ 1. Namely, as p approaches one, the number of strong nodal
domains of the eigenfunction corresponding to the variational eigenvalue λk has
to become equal to k. As discussed in the preceding section, the unweighted path
graph is a graph with this property. However it is known that, when G is not a
tree, the number of nodal domains of the eigenfunctions of λ(2)k is in general less
than k. In fact, for p = 2, the number of strong nodal domains induced by any
eigenfunction f of λ(2)k is at least k+r−1−ℓ−z, where z is the number of vertices
where f is zero, and ℓ the minimal number of edges that need to be removed from
G in order to turn it into a tree [5, 42]. It remains an interesting open problem to
generalize these lower bounds to the nonlinear case p 6= 2.
The proof of Theorem 5.1 relies on the following Lemma which is of independent
interest.
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Lemma 5.2. For any f : V → R and any p > 1, there exists A ⊆ {u : f(u) 6= 0}
such that
Rp(f) ≥
(
2
τ(G)
)p−1(
c(A)
p
)p
Proof. Consider the sets E0 = {uv ∈ E : |f(u)|p − |f(v)|p = 0}, E+ = {uv ∈ E :
|f(u)|p − |f(v)|p > 0} and, for λ ≥ 0, Aλ = {u ∈ V : |f(u)|p > λ}. By changing
the order of summation and integration, and by the definition of µ(Aλ) we have∫ ∞
0
µ(Aλ)dλ =
∫ ∞
0
∑
u∈Aλ
µ(u)dλ =
∑
u∈V
∫ |f(u)|p
0
µ(u)dλ = ‖f‖pℓp(V) (16)
Now we derive an upper bound for
∫∞
0
w(E(Aλ, Aλ))dλ. Exchanging the role of
integration and summation, as before, we have∫ ∞
0
w(E(Aλ, Aλ))dλ =
∑
uv∈E+
w(uv)
∫ |f(u)|p
|f(v)|p
dλ =
1
2
∑
uv∈E
w(uv)
∣∣∣|f(u)|p−|f(v)|p∣∣∣ .
(17)
Moreover, if q is the Hölder conjugate of p, then Hölder’s inequality implies
1
2
∑
uv∈E
w(uv)
∣∣∣|f(u)|p − |f(v)|p∣∣∣ = ∑
uv 6∈E0
w(uv)
2
|f(u)− f(v)|
∣∣∣∣ |f(u)|p − |f(v)|pf(u)− f(v)
∣∣∣∣
≤
{
1
2
∑
uv∈E
w(uv)|f(u) − f(v)|p
} 1
p


∑
uv 6∈E0
w(uv)
2
∣∣∣∣ |f(u)|p − |f(v)|pf(u)− f(v)
∣∣∣∣
q


1
q
. (18)
We use now the following inequality, holding for any x, y ∈ R and p > 1 [3],(
1
p
∣∣∣∣ |x|p − |y|px− y
∣∣∣∣
)q
≤
(
1
p
∣∣∣∣ |x|p − |y|p|x| − |y|
∣∣∣∣
)q
≤
|x|p + |y|p
2
to get
∑
uv 6∈E0
w(uv)
2
∣∣∣∣ |f(u)|p − |f(v)|pf(u)− f(v)
∣∣∣∣
q
≤
pq
4
∑
uv∈E
w(uv)
(
|f(u)|p + |f(v)|p
)
≤
pq τ(G) ‖f‖pℓp(V)
2
.
Thus, together with (16) (17) and (18), we finally get the inequality
∫∞
0 w(E(Aλ, Aλ))dλ∫∞
0 µ(Aλ)dλ
≤ p
( 1
2
∑
uv w(uv)|f(u) − f(v)|
p∑
u µ(u)|f(u)|
p
)1/p (
τ(G)
2
)1/q
.
Since w ad µ are positive functions, we get∫∞
0
w(E(Aλ, Aλ))dλ∫∞
0
µ(Aλ)dλ
≥ inf
λ≥0
w(E(Aλ, Aλ))
µ(Aλ)
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which shows in turn that there exists λ∗ ∈ [0,∞) such that
c(Aλ∗) ≤ pRp(f)
1/p
(
τ(G)
2
)1/q
.
Finally, as Aλ∗ ⊆ {u : f(u) 6= 0} by construction, the statement follows.
Proof of Theorem 5.1. Let A1, . . . , Am be the strong nodal domains of f . Lemma
3.8 implies λ(p)k ≥ Rp(f |Ai), for any i = 1, . . . ,m. Moreover, by applying Lemma
5.2, we deduce that for any i there exists Bi ⊆ Ai such that
Rp(f |Ai) ≥ (2/τ(G))
p−1 (c(Bi)/p)
p
.
As the nodal domains are disjoint and non-empty, they belong to Dm(G). We get
max
i=1,...,m
Rp(f |Ai) ≥ min
{Bi}∈Dm(G)
max
i=1,...,m
(
2
τ(G)
)p−1(
c(Bi)
p
)p
=
(
2
τ(G)
)p−1(
hm(G)
p
)p
which finishes the proof of the first inequality in the statement. For the second
one, let χA denote the indicator function of A ⊆ V . Note that Rp(χA) = c(A),
and let {A∗1, . . . , A
∗
k} ⊆ Dk(G) be such that hk(G) = maxi=1,...,k c(A
∗
i ). Let X be
the span of χA∗
1
, . . . , χA∗
k
. For any g ∈ X , that is g(u) =
∑k
i=1 αkχAi(u), we have
∑
u∈V
µ(u)|g(u)|p =
k∑
i=1
∑
u∈A∗
i
µ(u)|αiχA∗
i
(u)|p =
k∑
i=1
|αi|
p
∑
u∈V
µ(u)|χA∗
i
(u)|p
Using the fact that A∗i ∩ A
∗
j = ∅ for i 6= j, we get
|g(u)− g(v)|p =
∣∣∣ k∑
i=1
αi(χA∗
i
(u)− χA∗
i
(v))
∣∣∣p ≤ 2p−1 k∑
i=1
|αi|
p|χA∗
i
(u)− χA∗
i
(v)|p
and we obtain as a consequence
Rp(g) ≤ 2
p−1
∑k
i=1 |αi|
p
∑
uv w(uv)|χA∗i (u)− χA∗i (v)|
p∑k
i=1 |αi|
p
∑
u µ(u)|χA∗i (u)|
p
≤ 2p−1 max
i=1,...,k
Rp(χA∗
i
)
where we have used the inequality (
∑
i ai)/(
∑
i bi) ≤ maxi ai/bi, holding for
ai, bi ≥ 0. Finally note that γ(X ∩ Sp) = k by construction, therefore X ∩ Sp ∈
Fk(Sp) and the latter inequality implies λ
(p)
k ≤ maxg∈X∩Sp Rp(g) ≤ 2
p−1hk(G).
6 Acknowledgements
This work has been supported by the ERC grant NOLEPRO.
18
References
[1] N. Alon. Eigenvalues and expanders, Theory of computing. Combinatorica,
6:83–96, 1986.
[2] N. Alon and V. Milman. λ1, isoperimetric inequalities for graphs, and super-
concentrators. J. Comb. Theory, 38(1):73–88, 1985.
[3] S. Amghibech. Eigenvalues of the discrete p-Laplacian for graphs. Ars Comb.,
67, 2003.
[4] A. Anane and N. Tsouli. On the second eigenvalue of the p-Laplacian . Non-
linear Partial Differential Equations, 1996.
[5] G. Berkolaiko. A lower bound for nodal count on discrete and metric graphs.
Commun. Math. Phys., 278:803–819, 2008.
[6] T. Bühler and M. Hein. Spectral clustering based on the graph p-Laplacian.
In L. Bottou and M. Littman, editors, Proc. 26th Int. Conf. Mach. Learn.,
pages 81–88, 2009.
[7] M. Caroccia. The optimal partition problem for p-Laplacian eigenvalues as p
goes to one. arXiv.math, January 2015.
[8] K. C. Chang. Variational Methods for Non-Differentiable Functionals and
their Applications to partial differential equations. J. Math. Anal. Appl.,
80:102–129, 1981.
[9] K. C. Chang. Spectrum of the 1-Laplacian and Cheeger’s constant on graphs.
J. Graph Theory, 81:167–207, 2016.
[10] J Cheeger. A lower bound for the smallest eigenvalue of the Laplacian. Probl.
Anal. (R. C. Gunning, ed.) Princet. Univ. Press, pages 195–199, 1970.
[11] F Chung. Spectral Graph Theory, volume 92 of CBMS Regional Conference
Series in Mathematics. AMS, 1997.
[12] F Chung, A. Grigor’Yan, and S.-T. Yau. Upper bounds for eigenvalues of
the discrete and continuous Laplace operators. Advances in Mathematics,
117:165–178, 1996.
[13] F. Chung and W. Zhao. PageRank and Random Walks on Graphs. In Fete
Comb. Comput. Sci., volume 20, pages 43–62. Springer Berlin Heidelberg,
bolyai soc edition, 2010.
[14] A. Daneshgar, H. Hajiabolhassan, and R. Javadi. On the isoperimetric spec-
trum of graphs and its approximations. J. Comb. Theory. Ser. B, 100(4):390–
412, July 2010.
[15] A. Daneshgar, R. Javadi, and L. Miclo. On nodal domains and higher-order
Cheeger inequalities of finite reversible Markov processes. Stoch. Process.
Appl., 122:1748–1776, 2012.
19
[16] E. B. Davies, G. M. L. Gladwell, J. Leydold, and P. F. Stadler. Discrete nodal
domain theorems. Linear Algebr. Appl., 336:51–60, 2001.
[17] C. de Verdière. Multiplicitére des valeurs propres Laplaciens discrete et Lapla-
ciens continus. Rendi. Mat., 13:433–460, 1993.
[18] J. Dodziuk. Difference equations, isoperimetric inequality and transience of
certain random walks. Trans. Amer. Math. Soc., 284(2):787–794, 1984.
[19] O. Doslý. Half-Linear Differential Equations. In A. Canada, P. Drábek, and
A. Fonda, editors, Handb. Differ. Equations Ordinary Differ. equations, vol.
1, pages 161–357. 2002.
[20] P. Dràbek. Solvability and bifurcations of nonlinear equations. Pitman Re-
search Notes in Mathematics, Series 264, 1992.
[21] P. Dràbek. On the generalization of the Courant Nodal domain theorem.
Journal of Differential Equations, 181:58–71, 2002.
[22] A. M. Duval and V. Reiner. Perron-Frobenius type results and discrete ver-
sions of nodal domain theorems. Linear Algebr. Appl., 294:259–268, 1999.
[23] A. Elbert. A half-linear second order differential equation. Colloq. Math.
Soc. Janos Bolyai 30., (Qualitative Theory of Differential Equations):124–
143, 1979.
[24] D. Fasino and F. Tudisco. An algebraic analysis of the graph modularity.
SIAM J. Matrix Anal. Appl., 35(3):997–1018, 2014.
[25] M. Fiedler. A property of eigenvectors of nonnegative symmetric matrices
and its application to graph theory. Czechoslov. Math. J., 25(100):619–633,
1974.
[26] M. Hein and T. Bühler. An inverse power method for nonlinear eigenproblems
with applications in 1-spectral clustering and sparse PCA. Adv. Neural Inf.
Process. Syst. 23 (NIPS 2010), pages 847–855, 2010.
[27] S Hoory, N Linial, and A Wigderson. Expander graphs and their applications.
Bull. Amer. Math. Soc., 43(4):439—–561 (electronic), 2006.
[28] B. Kawohl and M. Novaga. The p-Laplace eigenvalue problem as p approaches
1 and Cheeger sets in a Finsler metric. J. Convex Anal., 15:623–634, 2008.
[29] M. Keller and D. Mungolo. General Cheeger inequalities for p-Laplacians on
graphs. arXiv:1509.06062 [math.CO], 2015.
[30] T.-C. Kwok, L.-C. Lau, Y.-T. Lee, S. Oveis Gharan, and L. Trevisan. Im-
proved Cheeger’s inequality: Analysis of spectral partitioning algorithms
through higher order spectral gap. In Proc. 2013 ACM Symp. Theory Com-
put., pages 11–20, 2013.
20
[31] G. F. Lawler and A. D. Sokal. Bounds on the L2 spectrum for Markov chains
and Markov processes: a generalization of Cheeger’s inequality. Trans. Amer.
Math. Soc., 309:557–580, 1988.
[32] J. R. Lee, S. Oveis Gharan, and L. Trevisan. Multi-way spectral partitioning
and higher-order Cheeger inequalities. In Proc. 44th ACM STOC, pages 1117–
1130, 2012.
[33] P. Lindqvist. Some remarkable sine and cosine functions. Ric. Mat., 44:269–
290, 1995.
[34] L. Miclo. On eigenfunctions of Markov processes on trees. Probability Theory
and Related Fields, 142:561–593, 2008.
[35] B. Mohar. Isoperimetric numbers of graphs. J. Comb. Theory, 47:274–291,
1989.
[36] M. Ôtani. A remark on certain nonlinear elliptic equations. Pro. Fac. Sci.
Tokai Univ., pages 22–28, 1984.
[37] N. S. Papageorgiou and S. Th. Kyritsi-Yiallourou. Handbook of Applied Anal-
ysis. Springer Science & Business Media, 2009.
[38] D. L. Powers. Graph partitioning by eigenvectors. Linear Algebr. Appl.,
101:121–133, 1988.
[39] P. Rehák. Oscillatory properties of second order half-linear difference equa-
tions. Czechoslov. Math. J., 51(126):303–321, 2001.
[40] A. Sinclar and M. Jerrum. Approximate counting, uniform generation and
rapidly mixing Markov chains. Inform. Comput., 82:93–133, 1989.
[41] M. Struwe. Variational Methods: Applications to Nonlinear Partial Differen-
tial Equations and Hamiltonian Systems. Springer Science & Business Media,
2013.
[42] H. Xu and S.-T. Yau. Nodal domain and eigenvalue multiplicity of graphs.
J. Comb., 3:609–622, 2012.
21
Powered by TCPDF (www.tcpdf.org)
