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ABSTRACT 
Sharp lower bounds for the determinant and the trace of a certain class of 
hermitian matrices are derived. Special attention is given to the discussion of the 
case of equality in these estimations. Since the trace turns out to be a special 
kind of condition number, our results are helpful tools in selecting measurement 
directions needed in several physical problems. This application is also discussed 
in detail. 
1. INTRODUCTION- -RESULTS 
In this paper  we investigate lower bounds for the determinant  and the 
trace of the inverse of hermit ian matr ices P given by 
P = MX*X,  
where X denotes a complex M x n matr ix  (M >_ n) of rank n whose rows are 
unit vectors and meet some inner-product  condition; X* is the conjugate 
t ranspose of X.  This problem arises, in a rather special setting, from 
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accuracy considerations in real second-rank tensor measurements, e.g., by 
x-rays [9, 10]. It was found by the first author [10, pp. 219-220] that the 
numbers tr P -1  and (though in another sense) det p -1  were suitable tools 
in deciding whether the so-called measurement directions (i.e., in essence, 
the rows of X) were chosen properly. There a "proper choice" (of X)  means 
that the values t rP  -1 and detP  -1 are as small as possible according to 
respective lower bounds for these numbers. In many cases the best choice 
will occur if these bounds are actually attained. Therefore, we pay special 
attention to the existence of those matrices X for which equality will occur 
in the estimations mentioned above. Moreover, if such a matrix X exists 
for a given pair (M, n), we are able to present an explicit procedure for its 
construction. 
Before stating our first result we will make the following notational con- 
ventions. For x = (Xl, . . .  ,xn) C C n and y = (y l , . . . ,  yn) E C n let us define 
the inner product 
(x, y) := (1.1) 
j= l  
This inner product induces a vector norm on C '~ by 
By 
tlxlt := + 
S:= {x E Cn:  ]]x[[ = 1} 
we denote the unit sphere in C n. 
(1.2) 
THEOREM 1. Let a C S be fixed, and let X be a complex M x n matrix 
(2 < n < M).  Suppose thatn  of the rows xm of X are linearly independent, 
and that each xm is contained in ,.q and satisfies the relation 
[(xm,a)f > c (1.3) 
for m = 1 , . . . ,M ,  where c denotes a fixed real number with 0 < c < 1. 
Finally, let P denote the n-square matrix 
= ~X*X.  (1.4) P 
dVd 
Then 
(a) P is a positive definite hermitian matrix, and 
(b) the following inequalities hold: 
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1 (1.5) detP -1  >_ n n if c<- -~,  
1 l n-  1 .~n-1 1 (1.6) 
detP  -1 > ~\l_--L---~/ if c>_ -~,  
1 
t rP  -1 > n 2 if c < ~,  (1.7) 
1 (n - 1) 2 1 
t rg -1  >_ ~+ 1-c  --- ----~ if c>_ -~.  (1.8) 
REMARK 1. Naturally, the structure of P depends on the choice of a. 
Since other vectors a' of the above-mentioned kind may be obtained from a 
by a composition of unitary transformations, the determinants and traces 
of the matrices considered are left unchanged. 
With the assumptions of Theorem 1 we obtain the following corollaries. 
COROLLARY 1. det P-  1 attains its minimum for P if and only i ftr P -  1 
does. 
COROLLARY 2. 
(a) Let 1/v/-n <_ c < 1. If I(xj,a)l > c for at least one j, then equality 
cannot occur in (1.6) and (1.8). 
(b) Let 0 < c < 1~v/n, and let a' E $ such that 
1 
v/-~(c + x/(1 -c2) (n -  1)) < I(a,a')] < 1. 
I f  I(xj, a')l # 1/ V~ for at least one j, then equality cannot occur in 
(1.5) and (1.7). 
In the following we will frequently use the abbreviations 
1 n -1  ~-1 
1 (n  - 1) 
tn = ~-~ + 1_c2  
for fixed 1 /v~ < c < 1. 
DEFINITION 1. Let X be an M x n matrix that satisfies the assump- 
tions of Theorem 1. For a fixed vector a c S and a fixed scalar c, 
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1/x/~ _< c < 1, X is called a minimizing matrix if for P = (1 /M)X*X 
the relations det P-1 = dn and tr P-1 = t~ hold. 
REMARK 2. The inequalities (1.5)-(1.8) suggest he search for mini- 
mizing matrices, i.e., for suitable configurations of (row) vectors xm such 
that equality occurs there. Let a ~ satisfy the assumptions ofCorollary 2(b). 
Then the latter implies that a necessary condition for equality in (1.5) and 
(1.7) is [(xj, a')l = 1 /v~ for all j = 1, . . . ,  n. This case, however, is already 
contained in (1.6) and (1.8) for c = 1/v/-~ [in fact, the bounds (1.5) and 
(1.6) and the bounds (1.7) and (1.8) will collapse in this case]. Therefore 
we may restrict our considerations to the estimates (1.6) and (1.8). 
THEOREM 2. Let n > 2. Then there exists a complex minimizing M x n 
matrix X = (xjk) for any M > n, e.g. 
Xjk=bk exp[ ( j -  1 ) (k -  1)-~i],  j= I , . . . ,M ,  k=l , . . . ,n ,  
where bl = c and b2 . . . . .  bn = v/(1 - c2)/(n - 1). 
REMARK 3. Surprisingly, the problem of finding minimizing matrices 
turns out to be more difficult when we confine ourselves to real matrices 
X and P (the case important in applications). Partial answers to this, as 
well as a conjecture that covers the general real case, will be given in what 
follows. 
We note that, for real unit vectors a and xm, the inequality (1.3) may 
be replaced by 
(xm, a) >_ c (1.9) 
without loss of generality [if (Xm, a) were negative, we could choose -x  m 
instead of Xm; this does not affect the matrix P]. 
PROPOSITION 1. 
symmetric minimizing n-square matrix X = (xij) with 
1 
xii = ~(c+ V/(1 - c2)(n - 1)), 
1 ( 1 -/'i"Z~'~ 
I ra = (1/V~)(1,. . . ,  1) E R n, then there exists a real 
(1.1o) 
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REMARK 4. If the vector (1 /v~) ( l , . . . ,  1) E R n is replaced by (1,0, . . . ,  
0) E R n (this can be achieved simply by an orthogonal transformation), 
the matrix (1.10) is replaced by a matrix of completely different structure. 
What this may look follows from the more general 
THEOREM 3. 
(a) Let n > 2. I f  d is a divisor of n - 1 (where the trivial divisors 1 
and n - 1 are admitted, too), then a real min imiz ing M × n matr ix  
X = (xo)  exists for  M = n + d - 1, e.g., 
x~:=c ,  i= l , . . . ,n+d-1 ;  (1.11a) 
Xqd+l,qd+ 2 . . . . .  X(q+l)d,(qT1)d+ 1 
l 
+/(1 -c2) (n - l+d) (n  l-qd) 
V 
q=O, . . . ,u -  
n - I  
d 
1; (l.llb) 
Xkqd+l,qd+2 -~- . . . .  X(k,~+l)d,(q+l)d+ 1 
1 ~(l-c2)(n-l~(~q-l-qd) 
q- (n -  1)/d ' 
n-1  
kq = q + 1, . . . , - -~  and 
n-1  
q = 0, . . . ,  - - -~  - i; (l.llc) 
x 0 = 0 otherwise (1Aid) 
(b) 
(here, a = ( l ,0 , . . . ,0 )  e Rn). 
Let X~ be real min imiz ing M~ x n matrices with respect to the same 
vector a, i = 1 , . . ,  s. Then the block matr ix 
X = [i I 
S 
(1.12) 
is a min imiz ing  (M1 + . . .  + Ms) × n matrix. 
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(c) I f  n = 3, then there exists a real minimizing M × 3 matr ix X = (xl j )  
for  all M > 3, e.g., 
REMARK 5. 
Hessenberg matrix (see, e.g., [5, p. 28]). 
EXAMPLE 1 [For part (a) of Theorem 3]. 
Zll = C, 
2M (1.13) Xl2 ---- ~/l--c 2cOs M'  
27rl 
xz3 = X/1 - c 2s in~- ,  l = 1 , . . . ,M .  
In the case M = n (i.e., d = 1), (1.11) represents a lower 
Here we choose c = _7  10 
throughout. (All entries are given up to three digits.) 
(1) n = 7, d = l, 
-0.700 
0.700 
0.700 
X = 0.700 
0.700 
0.700 
0.700 
(2) n=7,  d=2,  
"0.700 
0.700 
0.700 
0.700 
X= 
O. 700 
0.700 
0.700 
0.700 
M=7:  
0.714 0.0 0.0 0.0 0.0 0.0 
-0.119 0.704 0.0 0.0 0.0 0.0 
-0.119 -0.141 0.690 0.0 0.0 0.0 
-0.119 -0.141 -0.172 0.668 0.0 0.0 
-0.119 -0.141 -0.172 -0.223 0.630 0.0 
-0.119 -0.141 -0.172 -0.223 -0.315 0.545 
-0.119 -0.141 -0.172 -0.223 -0.315 -0.545 
M =8:  
0.714 0.0 0.0 0.0 0.0 0.0 
0.0 0.714 0.0 0.0 0.0 0.0 
-0.238 0.0 0.673 0.0 0.0 0.0 
0.0 -0.238 0.0 0.673 0.0 0.0 
-0.238 0.0 -0.337 0.0 0.583 0.0 
0.0 -0.238 0.0 -0.337 0.0 0.583 
-0.238 0.0 -0.337 0.0 -0.583 0.0 
0.0 -0.238 0.0 -0.337 0.0 -0.583 
(3) n = 7, d = 
"0.700 
0.700 
0.700 
0.700 
X = 0.700 
0.700 
0.700 
0.700 
0.700 
3, M = 9: 
0.714 0.0 0.0 0.0 0.0 0.0 
0.0 0.714 0.0 0.0 0.0 0.0 
0.0 0.0 0.714 0.0 0.0 0.0 
-0.357 0.0 0.0 0.618 0.0 0.0 
0.0 -0.357 0.0 0.0 0.618 0.0 
0.0 0.0 -0.357 0.0 0.0 0.618 
-0.357 0.0 0.0 -0.618 0.0 0.0 
0.0 -0.357 0.0 0.0 -0.618 0.0 
0.0 0.0 -0.357 0.0 0.0 -0.618 
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(4) n = 7, d = 
0.700 
0.700 
0.700 
0.700 
0.700 
0.700 
X= 
0.700 
0.700 
0.700 
0.700 
0.700 
0.700 
PROPOSITION 2. 
6, M = 12: 
0.714 0.0 0.0 0.0 0.0 0.0 
0.0 0.714 0.0 0.0 0.0 0.0 
0.0 0.0 0.714 0.0 0.0 0.0 
0.0 0.0 0.0 0.714 0.0 0.0 
0.0 0.0 0.0 0.0 0.714 0.0 
0.0 0.0 0.0 0.0 0.0 0.714 
-0.714 0.0 0.0 0.0 0.0 0.0 
0.0 -0.714 0.0 0.0 0.0 0.0 
0.0 0.0 -0.714 0.0 0.0 0.0 
0.0 0.0 0.0 -0.714 0.0 0.0 
0.0 0.0 0.0 0.0 -0.714 0.0 
0.0 0.0 0.0 0.0 0.0 -0.714 
Let n = 2 and M >_ 3 odd. Then, with the assump- 
tions of Theorem 1, the following relations hold in the real case: 
M 2 
mindetp -1  = M2____._~d2,_ (1.14) 
M 2 
mintr  P - l = P  M2 _ lt2, (1.15) 
COROLLARY 3. 
where 
M 2 9 
1 < M2----Z-~_ 1 < ~. (1.16) 
I f  n = 2 and M > 3 odd, equality cannot be attained 
in (1.6) or in (1.8) in the real case. 
REMARK 6. A part from the cases considered in Theorem 3 and Propo- 
sition 2, it seems to be pretty difficult to find an answer to our problem 
for arbitrary M ~ 0 (mod n). In view of some numerical background, 
however, we are able to present he following: 
CONJECTURE 1. 
(a) There is no real minimizing M x n matrix i f  either n = 2 and M >_ 3 
odd, or n > 4 even and M = n + l. 
(b) There exists a real minimizing M x n matrix for all pairs (M, n) 
different from those in part (a). 
For pairs (M, n) with 2 < n < 15 and n _< M < n + 10, Table 1 displays 
in which cases the existence of a real minimizing M x n matrix is guaranteed 
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TABLE 1 
M-  n n = 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
0 A A* A A A A A A A A A 
1 N A* • A • A • A • A • 
2 B C A A A 
3 N B* A A 
4 B B* B A A 
5 N B* B A 
6 B B* B B B A 
7 N B* B B A 
8 B B* B B B B A 
9 N B* B B B A 
I0 B B* B B B B B B A 
A A A 
A • A 
A 
A 
A 
A 
[A by Theorem 3, part  (a); B by Theorem 3, part  (b); C by Theorem 3, 
part  (c); A* = A or C; B* = B or C] or conjectured [empty boxes = by 
part  (b) of Conjecture 1], and in which cases the nonexistence of such a 
matr ix  is guaranteed (N by Corol lary 3) or conjectured [black boxes = by 
part  (a) of Conjecture 1]. We would like to point out that  the answers to 
the conjectured cases in this table have been supported by a long-t ime run 
of a computer  search program (results valid up to 14 digits). 
REMARK 7. Part  (a) of Conjecture 1 suggests the question how large 
the deviat ion of the min imum values of detP  -1 and t rP  -1 from the re- 
spective lower bounds dn and t,~ can be. This is answered by 
PROPOSITION 3. 
n >_ 2, and let X = (~q) be an M x n matrix, M > n, with 
Let X = (xq)  be a real minimizing n-square matrix, 
Xi j  = Xij, 1 < i < n, 1 <_ j < n, 
"Xij = Xi-kn,j ,  n + 1 < i < M,  1 < j <_ n, 
I f  P = (1 /M)XTX,  then 
mindet  P -1 < det~ 5-1  = d~. B(M,n)  
P 
and 
mint rP  -1 < t rP  -1 = t~ • C(M,n) ,  
P 
k = 
M )~ 1 
where 
(1.17) 
(I.18) 
(1.19) 
(1.2o) 
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and 
M (2n[M/n] - M + n) (1.21) 
C(M,n) = n2[M/n]([M/n ] + 1) " 
The following estimates hold for B(M, n) and C(M, n): 
1 = (1.061475...)n (1.22) I <<_ B(M,n) < 2(1/l,{y_l ln 2 
and 
1 < C(M,n) < 9. (1.23) 
2. PROOFS 
We need four preparatory lemmas. 
LEMMA 1. Let x l , . . . ,xn  be positive real variables satisfying 
~-2~xi = 1. (2.1) 
i=1  
If xl =: d is kept fixed, then 
( l _d '~ n-1 
I I  x~ < d \;-~-1/ (2.2) 
i=1  
and 
~P-~,I 1 (n -  1) 2 
i=lXi  -d  + 1 -d  ' 
where equality occurs in (2.2) and (2.3) if and only if 
1 -d  
Xi  ~ rt--1 
fo r i=  2,. . . ,n.  
Proof. 
becomes 
(2.3) 
(2.4) 
First we want to show the inequality (2.2). Since Xl = d, (2.1) 
n 
d + ~ x~ = 1. (2.5) 
i=2  
156 
Moreover, we have 
n 
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i=1  i~2 
By the arithmetic-geometric-mean inequality we have 
l - i x  i <_ x2 + " " + Xn n-1 
i=2 n - 1 (2.7) 
with equality if and only if 
22 . . . . .  xn. (2.8) 
Using (2.5), we get from (2.7) the estimate 
n ( l _d~n-1  
Hxi  < \~-1 -  1 ] " (2.9) 
i=2  
This combined with (2.6) yields (2.2). 
In order to show (2.3) we start with 
i=l ~ = ~ + i=2 --xi (2 .10)  
Again, by the arithmetic-geometric-mean inequality we have 
n 
1 > (n -  1) 2 (2.11) 12 x-:- i=2 i=2  
with equality if and only if (2.8) holds. Using (2.11), we get from (2.5) 
1 (n -  1) 2 
.i~2x-~i >-- i :d  " (2.12) 
This combined with (2.10) yields (2.3). 
The condition of equality (2.4) follows from (2.5) and (2.8). • 
LEMMA 2. Let n >_ 2 be an integer, and let, for 0 < x < 1, 
/1  X "~ n-1 
f (x ) : :X~n-~_~l  ) . (2.13) 
Then f (x )  attains its max imum at x = 1/n. Moreover, f (x )  is strictly 
monotone increasing in the interval 0 < x < 1/n and strictly monotone 
decreasing in the interval 1/n < x < 1. 
H xi = d H xi. (2.6) 
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Pro@ 
x=l /n .  S ince0<x<l  andn>2,  
f'(x) = (I - x) n-2 
(n l)n_ I(1- nx) 
implies 
By e lementary calculus we see that  f (x)  has a max imum at 
(>14) 
sgn f ' (x) = sgn(1 - nx). 
Hence, 
and 
1 
f ' (x )  > 0 if 0<x<-  
n 
1 
f ' (x) <0 if - <x< 1. 
n 
This shows the asserted monotonic i ty  properties. 
LEMMA 3. Let n > 2 be an integer and let, for 0 < x < 1, 
1 1 
• - -  + (n -  i )  ~ (2.15) 
g(z )  . -  x 1 - z "  
Then g(x) attains its minimum at x = 1/n. Moreover, g(x) is strictly 
monotone decreasing in the interval 0 < x < 1/n and strictly monotone 
increasing in the interval 1/n < x < 1. 
Pro@ 
elementary argument.  If 0 < x < 1 and n _> 2, then 
That  g(x) has a min imum at x = 1/n is shown again by an 
implies 
g'(x) = - ~_--~1 + (n - 1)____~ (2.16) 
(1 - 
sgn g'(x) = sgn [n(n - 2)x 2 + 2x - 11. 
Hence, 
and 
1 
9'(x) < 0 if 0<x<-  
/ t  
1 
g'(x)" ">0 if -<x< 1. 
n 
This proves the asserted monotonic i ty properties. • 
158 BALDER ORTNER AND ARNOLD R. KF~UTER 
Let a and a t be in S, let 0 < c <: 1/v/n, and define Ca and Ca, to be the 
sets 
LEMMA 4. 
ca := {x e s :  I(~, a)l > 4 ,  
ca,  := ~es : l (~ ,a ' ) l>- -~ . 
Ca, C Ca i f  and only if 
1 
~(c+ v/(n - 1)(1 -c2))  _< [(a,a')[ < 1. 
vn  
Proof. Without  loss of generality we may assume that  a = (1, 0 , . . . ,  0) E 
S, x = (~, vr i  - -  ]~]2, 0 , . . . ,  0) e Ca, (any other element in Ca' can be ob- 
tained from x by means of a suitable unitary transformation),  and let 
a'  = (a t , . . . ,a~)  e S. Then we have 
Since a t E S, 
I (a ,a ' ) l  = [al l ,  
I(x, a)l = I,'1, 
I(x,a')] = [sCa-"~'l + V/1 - i¢1=~1 
> I1~1 la~l- v~l I,'121411. 
n 
la~P= I-~--~ la~l 2 ~ 1- la~P. 
j= l  
: i#2 
Therefore we get 
I(x, a')J > fJ~[r(a, a') l-  v/1 -f~J2v/1 -I(a, a')[2J. 
Suppose now that  Ca, C_ Ca. Then x C Ca, i.e., [~[ > c, and hence 
l (x, a') l  > Icl(a,a')l- v/(1 -c2)(1 -l(a, a')12)l • 
In order to meet the condition x c Ca,, we have to choose I(a, aP)] such 
that  the r ight-hand side of the last inequality is at least 1/vrn. The only 
possibil ity leading to a nontrivial lower bound for ](a, ar)] is 
1 
cl(a,a') l  - v/(1 - c2)(1 - I (a ,  a')12) _> .¢-~- 
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This eventually gives 
l_L(c I(a,a')L >_ v~ + x / (n -  1)(1 - e2)). 
The upper bound for I(a, a')l will be attained in the case a' = a, i.e., 
I(a,a')l <_ 1. 
Thus, the necessity part of the assertion is true. Since all the above- 
mentioned arguments also apply when read backwards, the sufficiency part 
holds, too. • 
Proof of Theorem 1. (a): Since rank P = rankX = n and since, by 
definition, P is hermitian, P is positive definite (cf. [6, p. 180]). 
(b): Let Xm = (Xml , . . . , x ,~) ,  m = 1 , . . . ,M .  First observe that, if 
P = (Pjk) with 
then 
M 
1 
= (2 .17)  
m=l  
t rP= Ep j j  = --~ E [x231 
j= l  re=l  j= l  
M 
1 
= ~ ~ Jtx~ll 2 = 1, 
rn=l  
(2.18) 
and let us define 
aA =: a' = (1,0, . . . ,0)  E C ~, 
! I I {~n 
. • , Xmn ) E xmA =: xm (xmt, - (2.20) 
for m = 1 , . . . ,  M. Because of the unitarity of A, (1.3) gives 
{x' a'~l _ (2.21) I, m, , ,= l (xm,a) l>c-  
(2.19) 
since the Xm are unit vectors by assumption. 
In the following we want to show by a composition of suitable unitary 
transformations that P is unitarily similar to a diagonal matrix whose 
(1, 1) entry is at least c 2. 
Let A denote a unitary n-square matrix such that 
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By definition, 
Hence, 
XA = X'. 
P '=M(XA)* (XA)=A*(MX*X)A=A*PA.  (2.25) 
M 1E- ,  , 
k "~ "M XmjXrnk, 
m=l 
j, k = 1 , . . . ,n .  In particular, 
M 
, 1 , ]2 1 2 Pll ---- ~ ~ ]Xrnl ~-- --~Mc = c 2 > 0 (2 .26)  
rn=l  
by (2.23). Recall that, by part (a), P is a hermitian matrix. Then P' 
is hermitian, too, by (2.25). Nence there exists another unitary n-square 
matrix B = (bij) and an~.~n-square diagonal matrix P"  = (p{)) such that 
B*P 'B = P". (2.27) 
If we rewrite (2.27) in the form 
p, -_ BP"B*  
and choose B such that P~I is the largest entry of P"  [this cannot van- 
ish, for P and hence P'  and P" are positive definite by part (a)], then 
160 
Moreover, (2.19) and (2.20) imply 
(X~n , a ' )  = x,nl; m = 1, . . . ,  M .  (2 .22)  
Therefore, by (2.21) 
IX~ll  _> c > o, m = 1 , . . . ,  M.  (2.23) 
! Let X ~ denote the M x n matrix whose rows are Xm, m = 1, . . . ,  M, and 
define 
= M x '*x ' .  (2 .24)  p,  
The whole set of equations (2.20) may be rewritten in the more compact 
form 
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we get 
! ~ I t  I t  2 
p j j  = b jkpk lb j l  = pkk lb jk l  
k=l  l= l  k=l 
<- ~'1 ~ Ibjkl ~ = P~'I" 1 = P~'I 
k=l  
for arbitrary j ,  since B is unitary. Then, by (2.26), 
0 < c 2 < - P~I < - P~I .  " (2 .28)  
Since P"  is unitarily similar to pt and to P, (2.18) implies 
tr P"  = tr P = 1. (2.29) 
Now, let c > 1/v~, and suppose that, in (2.28), we have P~I = c2- Then, 
by (2.2) we obtain 
n 
1- I  " det P = det P~ = pjj 
j= l  
n II 
J=~ - \n - l ]  (2.3o) 
If P~'I > c2, the upper bound in (2.30) would be replaced by a smaller one 
according to Lemma 2, since c >_ 1/~/-d, In the case c < U~-~, Lemma 2 
gives the (trivial) upper bound 
1 
det P <_ n n (2.31) 
From (2.30) and (2.31) we get (1.5) and (1.6), respectively. 
In order to show (1.7) and (1.8), again let c _> 1/v/-n and P~I = c2. Then 
we get by (2.3) 
t rP_ ,=t rP , , _ l=~-~ 1 1 ~ 1 1 (n - l )  2 
,, - c2 + ~ > + - - .  (2.32) 
j= l  PJJ j=2 PJJ -- ~~ 1 - c 2 
If P~I > c2, the lower bound in (2.32) would be replaced by a greater one 
according to Lemma 3, since c > 1/v/-n. In the case c < 1/v/-n, Lemma 3 
gives the (trivial) lower bound 
tr p-1 > n 2. (2.33) 
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Corollary 1 and the first part of Corollary 2 are immediate consequences 
of the preceding proof. The second part of Corollary 2, however, follows 
from Lemma 4 and the fact that, if [(xj,a')[ < 1/v/n or 1 /v~ < [(xj,a')[,  
the lower bounds for detP  -1 and t rP  -1 are greater than n n and n 2, 
respectively, due to the monotonicity properties tated in Lemma 2 and 
Lemma 3. 
Proof of Theorem 2. We verify that the given special matrix X is 
minimizing. Equation (2.17) implies 
M 
1 
Pkl = -'~ ~ XjkXjl 
j= l  
M 
= lbkb~j~=lexp[(j -1)( l  - k)2-~Mi ] 
= bkbz6kz, 
where ~kz denotes the Kronecker delta (the latter identity follows, e.g., from 
[11, p. 637, formula 5]). Hence, 
1 - c 2 1 - c2"~ 
P = diag c 2, n -  1 ' " " -~- - i - -  1 J '  
and we are done. • 
Proof of Proposition 1. First let us consider the case c : 1/V~. By 
assumption we have a = (1 /v~) (1 , . . . ,  1) E R n. Then an obvious choice 
for a minimizing matrix is In, the n-square identity matrix, whose row 
vectors are ei = (0 , . . . ,0 ,1 ,0 , . . . ,0 )  E R n with 1 in the ith position, 
i = 1 , . . . ,  n. The vector a can be transformed orthogonally into the vector 
a'  = (1 ,0 , . . . ,0 )  e R n by 
a I = cA, 
where 
A __ 
1 1 1 1 1 
¢r~ ~ ~ " 
1 1 1 1 " 1 
1 0 2 1 . • 1 
1 0 0 3 
1 0 0 0 .-- n-1 
(2.34) 
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Let 
' (2.35) 2ci:=eiA , i= l , . . . ,n ,  
and let X'  denote the n-square matrix whose ith row is x{. Then X'  = 
InA = A is a minimizing matrix, too (since this property is left invariant 
by a rotation). 
Let us replace 1/v/n by an arbitrary but fixed number c with 1/x/~ < 
c < 1. For this we define 
where 
Z := X'S = AS (2.36) 
S=diag(cv/-~,In(-~ -c2) ~/n~-{  z)) 
Observe that the rows zi of Z, i = 1, . . . ,  n are unit vectors: 
1 
and 
ilzil] 2 =c2+n(1-c  2 )~ '2 
n 1 XiJ 
j=2 
n(1 - -e  2)(1 xi~ )= C2+ -- ' 
n 1 
=c2+n(1- -c2) (  l n -  1 _1)  
=1.  
(2.37) 
Furthermore, 
( z i ,a ' )  = c, i = 1 , . . . ,n .  
Hence, Z satisfies the assumptions of Theorem 1. For P := (1/n)ZTZ we 
obtain 
det P = ~ (det A det S) 2 
1 c2nn(1 - c2) n-1 
=--X1X •n (rt -- 1) n-1 
= dn 1 
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by (2.36), the orthogonality of A, and (2.37). By Corollary 1, t rP  -1 = t~ 
holds, too. So Z is a minimizing matrix. Now, the wanted minimizing 
matrix X = (xij) (with respect o a) can be obtained by defining 
X := ZA T = ASA T. (2.38) 
It is checked without difficulty that the xij are of the form (1.10). • 
Proof of Theorem 3. (a): With the notation introduced in Theorem 1, 
P = (P i j )  is given by 
M 
1 
Pij = -~ E XliXlj' i, j = 1, . . . ,  n. 
l= l  
Without loss of generality we may assume that P already has diagonal 
form. Then the vectors xl = (xn , . . .  ,xz~) have to be chosen such that 
M 
Exux l J  =0 if j# i ,  (2.39) 
/=1 
M 
1 
E x~l = c2' (2.40) 
l= l  
1 M 1 --  c 2 
-M ~ xt~ - -n--- 1' j = 2 , . . . ,n .  (2.41) 
/=1 
Throughout his part of the proof we assume that a = (1, 0 , . . . ,  0) E R n. 
Then the condition (Xi,  a)  =- c, i = 1,...,  M (cf. Corollary 2) implies 
xil = c, i = 1 , . . . ,M .  (2.42) 
Thus the first column of X is already determined. 
In the following we are going to construct a suitable minimizing matrix 
in (n - 1)/d steps, each of them yielding d new columns. 
Let us start w i thq  = 0. Since I[xill = 1, i = 1 . . . .  ,d, let us choosex~ 
such that 
xi,i+ 1 ~ V/1_ c 2, 
xij =0,  2<j<_n ,  j~ i+ l .  
Let the remaining entries of the columns 2 , . . . ,  d + 1 be 
v/1 - c 2 n - 1 
xk,,d+l,2 . . . . .  X(k,,+l)d,d+l = (n-- 1)/d for ko = 1 , . . . ,~ ,  
x~j = 0 otherwise. 
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It is checked immediately that the columns 1 , . . . ,  d + 1 of X meet the 
requirements (2.39), (2.40), and (2.41). 
The above-mentioned step has to be repeated (n - 1)/d - 1 times. In- 
duction on q eventually gives (1.11). The only crucial point in showing this 
is the computation of the entries Xqd+r,qd+r+l, 1 < r < d, of X. 
For this suppose that the first qd + 1 columns of X are known already. 
Then IIx~ll = 1 for i = qd + 1,. . . ,  (q + 1)d, and the choice z~j = 0 for 
j ¢ i + l, qd + 2 <_ j < (q + l)d + l, implies 
q-1 
2 = 1 -c  2 ~ 1 - ( j _  
(I - c2) (n -  1 + d) (n  - I - j d )  
(n -  1 ) (n -  1 - (j - 1)d) 
q--1 / 
=(1-c  2) 1 n- l+d 1 • 
j=o d ] 
Since 
1 1 1 
( j  - - j _ n-l+dd J n-ld 
the sum telescopes to 
q-1 1 
-d  d 
- + 
n-  1 + d n -  1 - (q -  1)d 
qd 2 
(n -  1 + d) (n -  1 - (q -  1)d)' 
and therefore we have indeed 
2 = (1_c2)  {1 - q d2 } 
xi'i+l (n - 1)(n 2~_ (q _ 1)d) 
(n -  1 + d) (n  - 1 - qd) 
= (1 - c 2) (n - - - l~(~- -  T-_-iq - 1-~)" 
(b): Since X~ is minimizing with respect o the vector a, we have 
1 T Xi X~ = P (2.43) 
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for all i = 1 , . . . , s .  If M := M1 +' - .  + Ms, then (2.43) gives 
1 T 1 T 1 T ~X X = ~X~ X~ +. . .+ ~Xs X~ 
=~-  ~z ,  xl  + . . .+~ ~x,  xs 
M1 Ms 
= --~-p+...+--M-p 
=P, 
i.e., (1.12) is minimizing, too. 
(c): We assume that a = (1, 0, 0). Then the row vectors xj of X represent 
points lying on the circle 
C:x  = (c, V~-  c 2 cos ¢, v/1 - c ~ sin ¢), 0 < ¢ < 27c. 
If we assume that these points are distributed uniformly on C, each xj is 
(up to a rotation by multiples of the angle 27r/M) uniquely determined by 
the choice 
2w 
¢=¢J -  M ' I <_j <_M. 
When verifying the assertion, one has to take into account he relations 
M Ecos -- 
j= l  
M 
21rj . 27rj 
cos--M- sm -~ - 
j= l  
M 27rj 
E c°s2 M 
i= j  
M 27rj 
E sin--~- =0,  
j= l  
1 ~ 47rj 
2 sin 
j= l  
{ 1~ . 2~j  2 2...¢ s ln  ---~- = U j= l  M/2 ~ . 
2_, sm ~ =,  
j=-i 
,k(l+co V) 
2 
j= l  
M M 1 x--', 47rj 
=T+~2_ ,  cos M 
j= l  
if M is odd, 
if M is even, 
M 
2 ' 
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y~s in  2 =~ 1-  cos 2 
i=j "= 
M M 
=M 
2 2 
Eventually, we obtain 
1 T ( 1--C2 1--C2) 
~X X=diag  c 2, 2 ' 2 ; 
hence X is indeed a minimizing matrix. • 
Proof  of Proposit ion 2. Let a = (1,0) E ]R 2, and suppose that  (xi, a) = 
c for i --- 1 , . . . ,  M. Hence, 
Xi l  ~ C. 
For Ilxil] = 1 there are but two possible choices of the components xi2, viz. 
xi2 = ±X/1 - c ~. 
Let r < M denote the number of positive entries in the second column of 
X. Without loss of generality we may assume that X is of the form 
Then 
X = 
and 
"c -t- lX / i - - '~- -  c 2" 
: 
c + ld i -L -~-  c 2
c - l x / i~-c  2 
: 
c - l x / f - : -~-  c 2 
rOWS 
M-r  rows  
c2 c G ] 
P -- c lvff-Z-~_c2. r -M 1 -- C 2 
M 
2- 4r (M - r) 
detP=c2(1 -c )  ~r2 
M 2 - 1 
_<c2(1-c 2) M 2 , 
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since M is odd, or 
M 2 1 
det p -1  > 
- M 2 -1e2(1 -c2)  " 
Furthermore, this implies 
t rP_  1_  c 2+(1-c  2) 
det P 
M2 (1  1 ) 
=detP - l>  M~---1 f f+l- - - 'Z-~ ' 
(1.16) is obvious. 
Proof  of  Proposit ion 3. Without loss of generality we may assume that 
X is symmetric [this can always be achieved by a composition of orthogonal 
transformations such that a = (1/v/-~)(1,..., 1) E 1Rn; then a matrix X of 
the required kind exists by Proposition 1]. 
Now let M = kn  + r, k > 1, 0 < r < n. Then the matrix .~ contains 
k + 1 copies of the first r rows of X, and k copies of the remaining n - r 
rows of X. Therefore, if ~b = (Pij), 
kn+r 
1 E "Xli'~lJ 
Pij - kn  + r 
l=l  
_ 1 (k+l )  Ex l ix l j+k  E xux l j  . 
/¢?~ q- r /=1 /=r+l  
Hence, we may also write 
1 kr = 1 y rv  
kn + r kn  + r 
where Y = (yij) is an n-square matrix with 
v/k + lx i j ,  i = l, . . . , r, 
Yij = v~x i j ,  i = r + 1 . . . .  , n. 
Since 
(2.44) 
det Y = (k + 1)~/2k ('~-r)/2 det X 
by (2.44), and 
det X = v/ -~- /dn 
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by assumption, we get 
or  
det P = 
1 
(kn + r) ~'(det y)2 
(k + 1)rk~-~n~ 
(kn + r)~dr~ 
det lb -1 = (kn + r) '~ 
(k + 1)rk'~-rn d~. 
The right-hand side of this equation is an upper bound for minp det P-1.  
Because k = [M/n], the coefficient of dn may be rewritten as 
M ~ 
B(M,n)  = ([M/n] + 1)M-[M/nln[M/n]n-M+(M/nlnn'~ 
M n 1 
This yields (1.18) and (1.20). 
Now we are going to prove (1.19). Since X is minimizing, X is nonsin- 
gular, i.e., the n-square matrix 
X -1  : :  G = (g i j )  
exists and is symmetric. Therefore, 
n n 
~g~ = Eg~ =: K (2.45) 
i=1 j-----1 
for all j and i, respectively, where K denotes a suitable constant. Since X 
is symmetric, we have 
p= 1x~x= lx~ 
n n 
and 
p-  1 = nG 2. 
Hence, by assumption, 
EE 2 tn = tr P -1  = n tr G 2 = n g~j. 
i=1 j= l  
170 
Because of (2.45), this gives 
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fL 
tn. (2.46) 
j= l  
If M = kn + r, /3 has the above-mentioned structure. Let Y = (Yij) be 
defined as in (2.44), and let 
y -1  =: H = (h~j). 
Notice that  
1 
hid ~- ~g i j ,  
1 
--~gij, 
i=  l~ . . . , r ,  
i=r  + l , . . . ,n .  
(2.4T) 
Then we get by (2.45) and (2.46) 
i=lj=l i=1 j=l  k+l  j=r+l  
_= (k~+n~r)__  __tn 
n2" 
This gives 
tr /3 -1 = (kn + r)tr(HTH) 
l'l T1, 
i=1 j= l  
. kn - r+n 
t ~ -~- l )~n ~ 
or, with k = [M/n], 
M(2n[M/n] - M + n) 
t rP -1  = n2[M/n]([M/n] + 1) tn, 
i.e. (1.19) and (1.21). 
We are left to show the estimates (1.22) and (1.23). If~ for fixed k and n, 
B(kn + r, n) is viewed as a function of the single real variable r, it attains 
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its max imum at 
(1  ) 
r - -  ln(1 + l /k )  k n. 
Since this is never an integer, we get the strict inequality 
B(M, n) = B(kn + r, n) < ql(k) ~ 
for positive integers r, where 
1 
(1 + 1/k)-k+l/ln(l+l/k)kln(1 + 1/k)" 
q l (k )= 
It is easy to see that  
i.e., 
ql(k) < q1(1) for k > 1, 
B(M,n) < (2(1/ln~-l n2) " 
The lower bound 1 will be reached if M happens to be a multiple of n [this 
coincides with part (b) of Theorem 3 in the case Mi = n, i = 1 , . . . ,  s]. 
Again, for fixed k and n, let C(kn + r, n) be considered as a function of 
the single real variable r. Then its max imum will be attained at r = n/2, 
i.e., 
where 
Obviously, 
i.e., 
C(M, n) = C(kn + r, n) < q2(k), 
1 
q2(k) = 1 + 4k 2 + 4-----~' 
q2(k) < q2(1) for k > 1, 
C(M,n) < 9 
For the lower bound 1 the same argument applies as for B(M, n). 
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3. AN APPLICATION 
3.1. The Condition of the Coefficient Matrix of a Certain 
System of Linear Equations 
For any positive integers r and N we introduce the sets 
Fr,N := {a = (a l , . . . ,a r )  E Z r : 1 _< ai _< N, i = 1 , . . . , r}  
and 
Gr, N : :  {a = (a l , . . . ,  at) E r r ,N  : 1 < o/1 < . . .  _~ o~ r _~ N}. 
For a E Fr,N let rot(a) denote the number of components of a that have 
the value t, and let #(a) := ml(a) ! . . .mN(a) ! .  Moreover, let Sr denote 
the symmetric group of order r. 
In the following we will consider real symmetric tensors T of rank r 
(e.g., some physical property). In order to determine the components a of 
T, a E Fr,N, by means of a physical experiment, he following procedure is 
applied very often (cf. [4, p. 40]). First the tensor property is measured in 
M directions hm = (hml , . . . ,  hmN) E ~N N ~ 2 (we assume without loss 
of generality that Ilhml[ = 1); this process yields M values Um E IR. Then 
the following system of linear equations in the indeterminates ta has to be 
solved (cf. also [9, 10]): 
urn= E hm,at~, m= l , . . . ,M ,  (3.1) 
aEF,..,N 
where hm,c, := hmal " 'hmar  if a = (a l , . . . ,a r ) .  By assumption, ta is 
symmetric in a, i.e., ta~¢l) ..... a~(,) = ta~ ..... a~ for any a E St. Because of 
this fact, it is reasonable to rearrange the right-hand side of (3.1) so that 
the summation is taken over Gr,N instead of Fr, N. Using a combinatorial 
lemma [8, p. 17, Lemma 1], we obtain 
1 5-:. . . . . .  
a6G~,N cr6S~ 
m=l , . . . ,M .  (3.2) 
Due to the symmetry of t~ and the product form of its coefficient, we have 
h~a~(1) " " hma~(~) t~(~) ..... a~(~) = hm~ "" hrnc,~tc,~,...a~ : hm,ata 
for any a E Gr,N and for any (r E S~. Hence, (3.2) reduces to 
r! 
um = E "fi-~hm,,t~, m = 1 , . . . ,M .  (3.3) 
a6G,.,N 
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Introducing the new coefficients and indeterminates 
Sc~ := tc~ 
we eventually obtain 
Urn 
(3.4) 
E xm,~s~, m = 1 , . . . ,M .  (3.5) 
e~6G,,,N 
Note that the number of indeterminates s~ in (3.5) is 
n = card(Gr'N) = ( N + r 
(cf. [13, pp. 9-10]). Therefore, we will have to take M > n. Suppose 
that the index vectors ~ E Gr,g are labeled in a suitable order; then the 
coefficients Xm,~ can be viewed as components of a (row) vector x,~ E R ~. 
By the multinomial theorem (cf. e.g., [2, p. 64, Theorem 4.5.1]) we have 
Uxmll = llhrnlt r = 1, m = 1 , . . . ,M ,  (3.6) 
because hm is a unit vector by assumption. Let X denote the M × n matrix 
whose ruth row is Xm. Thus, when solving the system (3.5), we are facing 
the question of the condition of X. In order to motivate the application of 
Theorem 1 to the matrices X and P = (1 /M)XTX (this will be done in 
the subsequent subsection), we establish a relationship between a certain 
type of condition number of X and the trace of P-1.  
Let X = (xij) denote any real M × n matrix, M _> n. The condition 
number of X with respect o the Frobenius norm is given by 
~F(X) := IlXll~llXtllF 
(cf. [13, p. 221]), where 
1/2 
IIXIIF := ~--~ x~ 2 
i=l j=l 
is the Frobenius norm of X (cf. [7, p. 18, Definition 2.8.2]) and where 
X* : :  (xTx) - Ix  T 
is the Moore-Penrose inverse of X (cf. [1, p. 23, Theorem 5]). 
174 BALDER ORTNER AND ARNOLD R. KI:~UTER 
According to [7, p. 18], we get 
[~F(X)] 2 = tr(XT X) tr(Xt X tT) 
1 T =~tr (X  Z).  Mtr(XtZ tT) 
1 T ---- t r (~X X) . t r [M(XTX) - IxTx(xTx)  -1] 
= t rP t rP  -1. (3.7) 
Because of (3.6), Equation (2.18) holds. This and (3.7) eventually give 
gF(X) : t~7-r P -1. (3.8) 
According to [13, p. 223], we get 
1 T 1 X 
1 2 
2 
= F rlv'- xtIP  
which, by (3.8), implies 
= 2, 
teE(P) = tr p-1.  (3.9) 
In view of the bounds (1.7) and (1.8), the condition of X (and therefore 
that of P) is best whenever tr p -1  attains a minimum value t*. Let H 
denote the M x N matrix whose ruth row is hm. Since the entries of X are 
expressed in terms of the entries of H by (3.4) (note that here the columns 
N + 1 , . . . ,  n of X are not independent of the choice of the first N columns 
of X), we have to search for those matrices H such that tr p -1  = t~. Note 
that, due to the special structure of the matrices X in this section, t* -- t ,  
will not hold, in general, but t~ _> t~. 
3.2. Lower Bounds for tr P-1 
First we assume that the choice of the vectors hm is subject o a restric- 
tion like (1.9). For this, let a* = (a~,... ,a~v ) C ]~N be a unit vector such 
that 
(hm,a*) > c*, m = 1 , . . . ,M ,  (3.10) 
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for a fixed real c* with 0 < c* < 1. Furthermore, let a = (~ l , . . . ,a r )  6 
* * . . .a* Then we define Gr,N and a a := as, sT" 
rF . 
ac, := Vp--~--~as. (3.11) 
Throughout his subsection we assume that Gr,N is equipped with some 
fixed order of its n = (g+~- l )  elements. Let a E l~ n be the row vector 
whose components are as, a 6 Gr,N. With the same argument as in (3.6), 
we obtain Ilall = 1. From (3.4) and (3.11) it follows that 
(xm,a)= E rf. .=  hmja; 
s6Gr, N #(a) hm'aas \ j=l  / 
= (hm,a*) ~, m = 1 , . . . ,M,  
by the multinomial theorem. Hence, by (3.10), we have 
(Xm,a) > c *r , m = 1 , . . . ,M .  (3.12) 
Putting c := c *~ implies (1.9). Therefore, all the assumptions of Theo- 
rem 1 are satisfied, and we have (1.7) and (1.8). In terms of N and c* 
these inequalities read 
t rP -Z>(N+r-1)  2 (N+/ -1 )  -~/2~ 
_ i f  c* < (3 .13)  
r 
and 
[< 1 1 N+r -1  -1  t rP -1  -> ~ + 1 - c .2--- - -~ r 
if c* > (N  +r - r  1 )  -1/2r (3.14) 
If r = 1, (3.4) gives X = H, and therefore the bounds (3.13) and (3.14) 
are best possible; as to the existence of minimizing matrices X, Theo- 
rem 3 applies for any N and any c. Due to the special structure of 
the matrices X in this section, however, we will have to check the exis- 
tence of minimizing matrices eparately whenever  > 2. In fact, we have 
the 
CONJECTURE 2. The estimate (3.13) is never sharp if r > 2. 
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How a better bound may be obtained for even ranks r will be illustrated 
in the case r = 2. (We indicate that, in fact, this procedure gives sharp 
bounds for r = 2, whereas we conjecture that it does not for r > 4.) By 
(3.4) we have 
2 V~hmlhm2, V~hm,g- lhmN)  6 R n, Xm = (hml , . .  2 •, hmN, •. . ,  
m= l , . . . ,M ,  g >_ 2, n= ½N(Y  + l). (3.15) 
We will choose the vector a E ]l n so that in 
= Z xm, a , m = 1 , . . ,M ,  (3.16) 
a6Gr,  N 
2 the terms hmj , 1 < j <_ N, occur whereas the terms hmjhmk, 1 <_ j < k <_ 
N, do not. This can be achieved by the choice 
1 
a = ~-~(~. .~,0 , . . . ,0 )  6 1~" (3.17) 
N 
instead of (3.11). Therefore, (1.9~will be satisfied if we put c := 1/v/'N. In 
this case we have (Xm,a) = 1 /x /N  for any m = 1, . . . ,  M, by (3.16). Since 
N > 2, we have 1/v /N > 1/x/~. Hence, for c = 1 /v~,  (1.8) implies the 
sharp inequality 
1 (3.18) t rP  -1> ¼N3(N+3)  if e* < 4/-~. 
In the case r = 2, this bound replaces (3.13) and (3.14) whenever c* < 
1/¢/-N. By the way, for N = 3 this result coincides with the findings in 
[9, p. 115] and [10, p. 220]. In the sequel, an M × n matrix for which 
equality holds in (3.18) will be called a minimizing matrix, too. 
3.3. Minimizing Matrices for r = 2 
Our goal is to find matrices H such that the matrices X associated with 
H by (3.4) will be minimizing. Because of its importance in applications 
we confine ourselves to the discussion of r = 2 and N ~ {2, 3}. In these 
cases we are even able to present surprising eometric interpretations of H. 
Let r = 2 and c = 1/v/'N. If N = 2 or N = 3, (3.18) implies 
t rP  -1 _> 10 (3.19) 
or  
t rP  -1 ~ ~,  (3.20) 
respectively. 
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EXAMPLE 2. 
Then, by (3.4), 
X = 
Let r=2andN=2.  Thenn=3.  ForM>3wedef ine  
cos -~ sin ~ ] 
cos-~ s in~ [ 
H : . . - 
Lcos -~ s~n @ J 
cos -~ sin 2 
c°s2. -~ sin 2. -~ 
L cos 2 --~ sin 2 -~  
v~ cos ~ sin ~ ] 
cos ~ sin ~ I 
~cos@sin@] 
Using a couple of standard trigonometric dentities, we obtain 
and 
1121 ]3 P=-~x x=~ o 
[31 i] p-1 = -1 3 . 
0 0 
(Note that P and therefore p-1 are independent of the choice of M.) For 
p-1 equality is attained in (3.19), i.e., X is minimizing. We note that the 
M row vectors of H are parallel to the M different normals of the edges of 
a regular 2M-gon. 
EXAMPLE 3. Let r = 2 a~d N -- 3. Then n = 6. 
(a) Let r = ½(v/5 + 1),~1 = 
M = 6 we define 
HI  = 
~'Iv/~-~+ i, and 31 = 1 /V '~.  For 
0 0:1 ~1 ~ 
0 -a l  31 
3~ 0 ~1 
31 0 -~1 
~1 31 0 
-~1 31 0 
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Then 
Zl  = 
o ~ 
o a~ 
Z~ o 
8~ o 
~ 8~ 
~1 ~ 8~ 
812 0 0 V/20Z 181 
]~I 2 0 0 -- V/20t 181 
0/12 0 V/20/181 0 
a~ 0 -v~3181 0 
0 V/20L 181 0 0 
0 -- V/20/181 0 0 
and therefore 
P = ~X 1 X l  = 3 
1 
~2 diag(1,1,1) (3.21) 
and 
314 114 i] -~ ~ diag(1, 1, 1). (3.22) 
For p-1 equality is attained in (3.20), i.e., the matrix X1 is min- 
imizing. Here, the six rows of H1 are parallel to the six different 
normals of the faces of a regular dodecahedron. 
(b) Let T = ½(V~+ 1), 32 = (T -- 1)/V/3, 82 = T/V/3, and V2 = 1/v~. 
For M = 10 we define 
= 
0 O~2 ~2" 
0 -32 ~2 
~2 0 32 
/~2 0 -32 
32 8~ 0 
-32 ~ 0 
V2 "72 "72 
--72 '~2 72 
72 -72 72 
72 "{2 --72 
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Again we obtain (3.21) and (3.22), i.e., the matrix X2 associated 
with/-/2 is minimizing, too. Here, the ten rows of H2 are parallel to 
the ten different normals of the faces of a regular icosahedron. 
REMARK 8. The entries of H1 and H2 in Example 3 are suggested by 
the choice of vertices of a regular icosahedron and a regular dodecahedron, 
respectively, given in [3, pp. 52-53]. Of course, the coordinates used there 
have been reduced so that every vertex lies on the unit sphere. Due to the 
duality of the icosahedron and the dodecahedron, we have used the fact 
that a joining segment of length 2 between two vertices of one of these 
polyhedra coincides with the normal to a face of the other polyhedron (for 
M = 6, see also [9, p. 115] and [10, p. 220]). 
REMARK 9. In Example 3, only the cases M = 6 and M = 10 have 
been treated. Then we have minimizing matrices also for M = 6ttl + 10#2 
(/z1,#2 are nonnegative integers), since Theorem 3(b) holds in this case, 
too. For other values of M we conjecture the following (this is supported 
by numerical results): 
(a) There is no matrix H such that the corresponding matrix X is min- 
imizing for M = 7 and M = 8. 
(b) There exists a matrix H such that the corresponding matrix X is 
minimizing for any M >_ 9. 
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