The use of the sub-pixel bi-spectral fire temperature and area retrieval with moderate and coarse spatial resolution satellite data has grown in recent years despite the numerous significant limitations of the method. Many of these limitations arise from a well-known sensitivity to errors in the 11-μm background radiance estimate used in the retrieval. Since this estimate is almost always obtained by averaging neighboring pixels, the accuracy of the bi-spectral retrieval is intrinsically coupled to the local 11-μm surface variability at the scale of the sensor footprint. In this paper, we explore the impact of this variability on the accuracy of the retrieval using ten years of 1-km MODIS fire data. In addition, we propose a simple a priori rejection test to identify and eliminate cases in which the retrieval is destined for failure (i.e., has no physically valid solution), or has a greater likelihood of yielding highly inaccurate fire area and average temperature estimates as a result of this variability. Finally, we examine the implications of our rejection scheme on the feasibility of performing the bi-spectral retrieval globally using MODIS and other comparable 1-km sensors. Under our proposed rejection criterion based on 11-μm background variability, the bi-spectral retrieval could be performed with sufficient accuracy (here defined as limiting the average bias in retrieved fire fraction to approximately a factor of two) for only 7% of all MODIS fire pixels detected globally during the ten-year study period. Consideration of additional error sources is likely to further reduce this fraction.
Introduction
Fire is a ubiquitous ecological process which plays a host of important roles with respect to land cover change, the global carbon cycle, and regional air quality (Andreae, 1991; Pyne, 1997) . Driven in part by a growing recognition of these roles within the global Earth system, the past two decades have witnessed a major growth in the availability of global fire data from an assortment of satellite sensors, particularly since the advent of the Terra and Aqua Moderate Resolution Imaging Spectroradiometer (MODIS) instruments in 1999 and 2002, respectively. This trend is expected to continue as comparable fire products are developed for new sensors such as the Visible Infrared Imaging Radiometer Suite (VIIRS), on-board the Suomi National Polar-orbiting Partnership (S-NPP) satellite and planned for the forthcoming series of Joint Polar Satellite System (JPSS) spacecraft (Murphy, Ardanuy, Deluccia, Clement, & Schueler, 2006) , and the Sea and Land Surface Temperature Radiometer (SLSTR) on-board the forthcoming Sentinel-3 satellites (Coppo et al., 2010) .
Common to most satellite-based fire products is a binary, fire/no-fire record of fire occurrence. Despite their comparative simplicity, these records have yielded a substantial body of knowledge about biomass burning at the global scale, including fire extent and seasonality (Csiszar, Denis, Giglio, Justice, & Hewson, 2005; Dwyer, Pinnock, & Grégoire, 2000; Giglio, Csiszar, & Justice, 2006; Stroppiana, Pinnock, & Grégoire, 2000) , trends (Prins & Menzel, 1994) , and the diurnal cycle of fire activity (e.g., Eva & Lambin, 1998; Giglio, 2007) . Nevertheless, many research and operational applications require more detailed information about actively burning fires beyond their mere presence within a pixel. In short, these applications require fire characterization. An example of the type of information belonging to this category is fire radiative power (FRP), a parameter first proposed by Kaufman et al. (1998) and subsequently refined by Wooster, Zhukov, and Oertel (2003) , which can be related to the instantaneous rate of biomass combustion and pyrogenic trace-gas emissions (Ellicott, Vermote, Giglio, & Roberts, 2009; Ichoku & Kaufman, 2005; Wooster, Roberts, Perry, & Kaufman, 2005) . FRP is integrated over the scale of a pixel, hence it does not directly provide information at the sub-pixel scale of the fire itself.
A much older yet recurring objective of fire characterization has been to estimate instantaneous fire area and average fire temperature within pixels of contemporary spaceborne fire monitoring sensors. To date, most approaches for estimating such information are based on the bi-spectral retrieval proposed by Dozier (1981) using the middleinfrared and long-wave channels of the 1-km Advanced Very High Resolution Radiometer (AVHRR). However, practical use of the bi-spectral method is problematic since the retrieval is built upon a number of assumptions that are rarely satisfied for typical vegetation fires. Despite these problems, the use of and interest in the bi-spectral method has grown in recent years (e.g., Peterson, Hyer, & Wang, 2014; Peterson, Wang, Ichoku, Hyer, & Ambrosia, 2013; Zhang & Kondragunta, 2008; Zhang, Kondragunta, & Quayle, 2011) , and further analysis is therefore warranted.
In this paper we explore the impact of 11-μm surface variability on the accuracy of the bi-spectral retrieval using 1-km MODIS fire data. In addition, we propose a simple a priori rejection test to identify and eliminate cases in which the retrieval is destined for failure (i.e., has no physically valid solution), or has a greater likelihood of yielding highly inaccurate fire area and average temperature estimates as a result of this variability. Finally, we examine the implications of our filtering scheme on the feasibility of performing the bi-spectral retrieval globally using MODIS and comparable 1-km sensors.
Data
We used the swath-level Collection 5 MODIS active fire product (Justice et al., 2002 ) from both MODIS instruments (Terra and Aqua) for the ten year period spanning 1 January 2003-31 December 2012. In addition to raster layers the product contains detailed information about individual fire pixels, including their location (latitude and longitude), 4-and 11-μm brightness temperatures, and associated background statistics. The background statistics are employed in the detection algorithm and include the 4-and 11-μm mean and mean absolute deviation of the brightness temperatures of 8 to~150 adjacent, fire-free pixels. Details of the detection algorithm may be found in Giglio, Descloitres, Justice, and Kaufman (2003) .
3. The bi-spectral fire temperature and area retrieval
Basic equations
In the original, broader conception of the bi-spectral method (Dozier, 1981) , a pixel containing a target of uniform temperature T t occupying a fractional area p (with 0 b p b 1) produces observed radiances L 4 and L 11 in the mid-infrared (λ 4 ≈ 4 μm) and long-wave infrared (λ 11 ≈11 μm) bands given by
where B(λ, T) is the Planck function and T b is the radiant (not kinetic) temperature of the non-fire background. The use of Dozier's method for the estimation of the sub-pixel fire temperature (T f ) and instantaneous area followed soon after Matson & Dozier, (1981) and Matson & Holben, (1987) , with various modifications, refinements, and caveats explored in subsequent studies (e.g., Giglio & Kendall, 2001; Langaas, 1993; Prins & Menzel, 1992) . Here we adopt the minor modifications proposed by Giglio and Kendall (2001) , which relax some of the more burdensome restrictions embodied in Eqs. (1) and (2) when used for fire characterization. In this conception the observed radiances are written as
where L b,4 and L b,11 are the top-of-atmosphere 4-and 11-μm radiance contributions of the non-fire background in each band, and τ 4 and τ 11 are the band-weighted atmospheric transmittances. Operationally, L b,4 and L b,11 must be estimated by averaging the radiance of neighboring, fire-free pixels under the (often weak) assumption that they will have a similar kinetic temperature and emissivity as the non-fire portion of the fire pixel.
It is important to note that the bi-spectral retrieval models a fire having a single temperature distributed uniformly over a distinct area. The retrieval adjusts the size and temperature of this idealized fire to match the 4-and 11-μm radiance measured by the sensor while observing a real fire (Zhukov, Lorenz, Oertel, Wooster, & Roberts, 2006) . The variables T f and p are therefore sometimes referred to as an "effective fire temperature" and "effective fire area", respectively, as a reminder that, strictly speaking, these quantities describe an imaginary fire (e.g., Zhukov et al., 2006) . While this terminology is more precise, we will hereafter omit the qualifier effective for the sake of brevity, and will assume that its presence will be tacitly understood.
Solution of the bi-spectral equations
Eqs. (3) and (4) have no closed-form solution, hence for practical use, all solutions must be found numerically. To this end, we first independently solve Eqs. (3) and (4) 
By equating Eqs. (5) and (6) we can obtain a single nonlinear equation in which only T f is unknown, i.e., L b,11 . At this point a solution may be found using any of a number of standard numerical root-finding techniques. One practical issue to note stems from the fact that both terms on the left hand side (LHS) of Eq. (7) asymptotically approach 0 as T f → ∞. Depending on the details of the particular root finding algorithm, one might potentially derive spurious, high-temperature solutions by arbitrarily increasing T f until the LHS of Eq. (7) becomes sufficiently close to zero to fall within the tolerance of the root finder. For this reason it is preferable to rearrange Eq. (7) as
and solve this form instead.
Note regarding spectral response
For the sake of brevity we have written the blackbody radiance contributed by the fire in Eqs. (1)- (8) as functions of the monochromatic wavelengths λ 4 and λ 11 , but, as with the atmospheric transmittances, the Planck function should in fact be weighted by the spectral response functions Φ 4 (λ) and Φ 11 (λ) of each channel. For example, Eq. (3) should explicitly be written as
where
In practice, however, the inherent uncertainty of the bi-spectral retrieval is generally much larger than the error entailed in using monochromatic forms of Eqs. (1)- (8), thus the formal integration shown here may usually be neglected.
4. Impact of 11-μm surface variability on the retrieval 4.1. General 11-μm background sensitivity and the role of surface variability
One of the more problematic aspects of the bi-spectral retrieval is its extreme sensitivity to errors in the 11-μm background radiance estimate (L b,11 ) for small and/or cool fires (Giglio & Kendall, 2001; Langaas, 1993; ). Here we consider two distinct (though related) retrieval outcomes that are most often driven by this special nature of the 11-μm background estimate, and which constrain the feasibility of applying the retrieval operationally or over large spatial scales. These are: 1) a retrieval failure, in which no physically meaningful solution to Eqs. (3) and (4) exists, and 2) a "catastrophic" loss of accuracy so extensive that the retrieved temperature and area are more or less useless.
Because the 11-μm background estimate is obtained by averaging the radiance of neighboring fire-free pixels, the likelihood that either outcome will occur is intrinsically coupled to the local 11-μm spatial variability of the surface at the scale of the pixels being averaged. To explore this variability from the perspective of the~1-km MODIS sensor, we can use information retained in the swath-level MODIS fire product (Section 2) for each fire pixel, in particular T b,11 and δT b,11 , the respective mean and mean absolute deviation (MAD) of the 11-μm brightness temperatures of adjacent, non-fire background pixels. Following and , we will use T b,11 as the brightnesstemperature equivalent of the background radiance L b,11 .
In Fig. 1 , we show the mean value of δT b,11 for all MODIS fire pixels detected within individual 0.5°grid cells during the past decade. This parameter serves as a convenient indicator of the 11-μm surface variability at the scale of an~1-km MODIS pixel within those regions experiencing fires (as detected by MODIS). This variability ranges from a minimum of about 0.5 K in eastern China and the eastern United States, to more than 4 K in regions prone to large forest fires (e.g., boreal North America and the western United States) due to the high fuel loads and heterogeneous local surface temperatures associated with such fires, as well as fire-prone regions adjacent to the Himalayan and Andes mountain ranges.
Since we will frame the subsequent discussion in terms of brightness temperatures, we now define T 11 as the brightness temperature equivalent of the 11-μm fire-pixel radiance L 11 . In addition, we define the variables T 4 and T b,4 as 4-μm versions of their 11-μm counterparts. Finally, it will prove useful to employ a MAD-based analog of the traditional standardized variable, or Z-score, defined for the 11-μm channel as
Z 11 represents the number of mean absolute deviations the 11-μm firepixel brightness temperature lies above (Z 11 N 0) or below (Z 11 b 0) the 11-μm background mean.
Retrieval failure (Z 11 ≤ 0)
Assuming negligible sensor noise and quantization error, and absent topographic, atmospheric (e.g., from smoke), and land cover inconsistencies between a fire pixel and its neighbors, it will always be the case that T 4 N T b,4 and T 11 N T b,11 . However, in practice, the background radiances are imperfect estimates, leading to varying degrees of background mischaracterization Schroeder, Csiszar, Giglio, & Schmidt, 2010) . Consequently, for small and/or cool fires (which will not significantly elevate the 11 μm radiance), it is entirely possible that T 11 ≤ T b,11 or, in terms of radiance, L 11 ≤ L b,11 . This condition violates a fundamental assumption of Eq. (4), namely that a fire is hotter than the background land surface. The most frequent outcome in this case is for the retrieved fire fraction p ret to be physically meaningless, i.e., p ret b 0 or p ret N 1. Alternatively, p ret may fall within the physically permissible range (0 b p ret b 1), but the retrieved fire temperature T ret will be much too low to plausibly represent even the coolest smoldering combustion (e.g., T ret~3 30 K).
The issue of retrieval failure when T 11 ≤ T b,11 (or, equivalently, Z 11 ≤ 0) was noted by , who describe the affected fire pixels as having "errors" in their 11-μm background. In the context of fire detection, however, which is the primary use of the background averages for MODIS, it is not unusual for T 11 ≤ T b,11 since, as noted above, local variations in topography, etc., can surpass the weak 11-μm fire signal associated with small and/or cool fires. The error is therefore more accurately attributed to the problematic assumption that neighboring pixels can serve as a reasonable substitute for the non-fire portion of a fire pixel. We used MODIS fire data to determine the proportion of fire pixels having T 11 ≤ T b,11 , for which the retrieval will consequently fail. During the ten years considered, 22.6% of all fire pixels detected by MODIS fell into this category, with the proportion of such pixels showing a very strong regional variation (Fig. 2) , ranging from a minimum of~10% in boreal regions and central South America, to a maximum of~50% in central India. The pattern is the combined result of regional differences in fire size and/or temperature as well as the 11-μm surface heterogeneity shown in Fig. 1 . For example, boreal forests exhibit high surface variability accompanied by a typically strong fire signal, leading to a low likelihood of retrieval failure, while most regions within India exhibit low surface variability accompanied by a weak fire signal, leading to a high likelihood of retrieval failure.
Catastrophic loss of accuracy (0 b Z 11 b 2)
For small and/or cool fires the inherent noise of the 11-μm surface variability can produce fire pixels that have T 11 N T b,11 but for which T 11 is effectively indistinguishable from the background. In this situation, which occurs when 0 b Z 11 b 2, errors in retrieved fire temperature and area are likely to be extremely large. Here we have specified only an approximate upper limit of Z 11 b 2 since any probabilistic interpretation depends on the distribution governing the 11-μm background-pixel brightness temperatures used to estimate T b,11 . If, for example, we assume the distribution to be normal with mean μ, standard deviation σ, and mean absolute deviation δ, simple integration of the probability density function shows that δ ¼ ffiffiffiffiffiffiffiffi 2=π p σ ≈0:80 σ , thus on average 5.5% of random samples drawn from this distribution will have a value greater than μ + 2δ.
At this point we defer a detailed statement regarding the magnitudes of catastrophic errors to Section 5.3. We can quickly calibrate our expectations, however, with the results of an earlier study by Giglio and Kendall (2001) which examined the sensitivity of the retrieval to perturbations in the 11-μm background radiance. If we conservatively choose δT b,11 ≈ 1 K, the corresponding variability in radiance for a typical background (T b,11 ≈ 300 K) is
At this level of uncertainty, the fire fraction retrieved for small fires (p b 0.001) can easily be in error by a factor of 100 or more (Giglio & Kendall, 2001 , Fig. 3 ). For many (and probably most) applications, errors of this magnitude are simply too large for the retrieved fire area to be of any practical use. The corresponding error in retrieved fire temperature for small fires varies from about 500 K to more than 1000 K, rendering any practical use for such estimates equally unlikely.
A-priori rejection of problematic retrievals

Approach
Following the discussion in Section 4, it is clear that failed and catastrophically inaccurate retrievals arising from 11-μm background mischaracterization may be identified and rejected on an a priori basis by imposing a minimum Z 11 threshold prior to solving Eq. (8); only for those fire pixels having Z 11 ≥ Z min would the bi-spectral retrieval be attempted, thus ensuring that the 11-μm fire signature can be distinguished from background noise. In using this criterion, one can set Z min to constrain the magnitude of the retrieval error arising from 11-μm background mischaracterization, at the cost of not being able to retrieve fire temperature and area for more fire pixels. We quantified this cost globally using our ten-year MODIS data set, with the result shown in Fig. 3 . It is clear that the loss of retrievable fire pixels can be quite severe even for modest choices of the rejection threshold.
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10% 20% 30% 40% ≥50% While the simple analysis leading to Fig. 3 is useful in summarizing the proportion of fire pixels that will be lost to the bi-spectral retrieval as we demand a lower likelihood of poor quality fire temperature and area estimates, it provides no information about the magnitudes of the errors that would be eliminated or which remain. For that task we used a large sample of simulated fire pixels to generate error distributions as a function of 11-μm surface variability. Based on this information, the rejection level may then be tuned (via the parameter Z min ) to satisfy the uncertainty requirements of downstream applications.
As an alternative to the relative Z 11 -based rejection criterion proposed here, one might adopt a fixed threshold ΔT min to restrict the bispectral retrieval to those fire pixels having T 11 − T b,11 ≥ ΔT min . Such an approach was used by Peterson et al. (2014) in a recent study concerning smoke plume buoyancy and injection heights in North American boreal forest. For global or other large-scale application, however, a relative criterion is essential to maximize the number of retrievable fire pixels and maintain a consistent minimum accuracy.
Tuning the rejection threshold
The general scheme of the simulation was to generate small neighborhoods (or windows) of adjacent, fire-free pixels located about a center pixel (the "fire pixel") containing a fire of specified temperature and area. The bi-spectral retrieval was then performed on the fire pixel, assuming perfect knowledge of all input variables except the 11-μm background radiance, L b,11 , which was instead estimated by averaging the fire-free neighbors. Repeating this process many times allowed us to characterize the error in the retrieved fire temperature and area arising solely as a product of the uncertainty in the 11-μm background radiance estimate.
The detailed steps of the simulation were as follows:
1. Choose a uniformly-distributed random surface temperature (T s ), 4-and 11-μm surface emissivities (ϵ 4 and ϵ 11 ), and 4-and 11-μm atmospheric transmittances (τ 4 and τ 11 ), where 270 K ≤ T s ≤ 320 K, 0.85 ≤ ϵ 4 ≤ 1, 0.9 ≤ ϵ 11 ≤ 1, and 0.85 ≤ τ 4 ≤ 1 (and likewise for τ 11 ). The ranges for these variables were adopted from Giglio, Kendall, and Justice (1999). 2. Compute the 4-μm background radiance, L b,4 , where L b,4 = τ 4 ϵ 4 B(λ 4 , T s ). (The value of this parameter is identical for all nonfire background pixels in the neighborhood since we are deliberately assuming no 4-μm background variability whatsoever) Because the retrieval will be performed with perfect knowledge of L b,4 , it was not necessary to include a 4-μm daytime reflective solar component since the contribution would merely be undone during the retrieval. 3. Compute the mean 11-μm background radiance of the neighborhood, L b,11 * , where L b,11 * = τ 11 ϵ 11 B(λ 11 , T s ). The star superscript indicates that, unlike L b,4 , this quantity will serve as a population mean. We denote the corresponding 11-μm background brightness temperature as T b,11 * . 4. To capture variations in 11-μm surface variability, randomly select a value for δT b,11 * from a uniform distribution, where 0.5 K ≤ δT b,11 * ≤ 2.5 K. As above, the star superscript indicates that this quantity will not be used directly but rather as a population parameter. 5. Using T b,11 * and δT b,11 * as population parameters, draw 23 random samples from a normal distribution. These samples represent the 11-μm brightness temperatures of 22 neighboring, non-fire pixels and one fire pixel (prior to the addition of the fire). Our choice of 22 neighboring pixels matches the mode of the actual distribution of background samples used by the MODIS fire detection algorithm (Fig. 4) ; in practice the precise number is unimportant since the sample size will never be less than eight . , these quantities represent sample statistics.) The corresponding mean background radiance is L b,11 . 7. Generate a uniformly-distributed random fire temperature (500 K ≤ T f ≤ 1200 K) and sub-pixel fraction (10 − 6 ≤ p b 1), and add the associated fire radiance to the 4-μm and 11-μm firepixel background radiance from steps 5.2 and 5.2 above, producing corresponding fire-pixel radiances L 4 and L 11 . Note that we assume an optimal (square) pixel response and perfect band coregistration. 8. Compute Z 11 for the fire pixel via Eq. (11). 9. Perform the retrieval (Section 3.2), yielding a retrieved fire temperature T ret and fire fraction p ret .
We repeated the above sequence to generate 1,000,000 simulated fire pixels and tallied the error in retrieved fire temperature (T f − T ret ) and relative error in fractional area (p ret /p) within 11-μm Z-score intervals of width 0.5 (0 ≤ Z 11 b 0.5, 0.5 ≤ Z 11 b 1, etc.). Retrievals for which p ret b 0 or p ret N 1 were noted but otherwise excluded from the analysis.
Results
Because the spread in errors was extremely large, we summarized the error distribution within each bin in terms of the 20th, 50th (median), and 80th percentiles (Fig. 5) . Each error bar therefore encompasses 60% of the discrepancy within each Z-score interval.
Both random and systematic retrieval errors were large for small values of Z 11 , but rapidly settled to comparatively modest (and largely unbiased) levels once Z 11 exceeded a value of about 5. For Z 11 b 2, the retrieval resided firmly within the realm of the catastrophic accuracy loss discussed in Section 4.3. Here the roughly ±300 K uncertainty in retrieved fire temperature was accompanied by a median bias of~100 K, suggesting that it is generally not possible to make even a rough distinction between the flaming and smoldering phases of combustion. The corresponding relative uncertainty in retrieved fire fraction was 0.5 b p ret /p b 100, with a median relative bias of~100%, i.e., 50% of fire pixels had retrieved fire fractions that were a factor of~2 or more too high. Expressing the bias in fire fraction in terms of the median tends to understate the practical impact of this bias for certain applications, and in such A window of this size will yield up to 22 valid background pixels since the three center along-scan pixels are always ignored .
cases it is more meaningful to consider the ratio of the mean retrieved fire fraction to the mean true retrieved fire fraction (p ret =p) indicated by the red dots in the bottom panel of Fig. 5 . Based on this ratio, it is apparent that, on average, p ret is 20 to 30 times too high during conditions of catastrophic accuracy loss. We note that while both retrieved area and temperature appear less biased in the smallest Z 11 interval (0 ≤ Z 11 b 0.5), the improvement is actually an artifact of having excluded~30% of retrievals within the interval for which p ret N 1. Given that surface variability acts as a source of random error, the biases in retrieved temperature and area described above may initially seem counterintuitive. To understand the origin of these systematic errors, we note that the primary effect of the 11-μm surface variability is to randomly perturb the fire-pixel radiance T 11 both upward (thus overestimating T 11 ) and downward (thus underestimating T 11 ) with an equal likelihood. Due to the difference in the sensitivity of the 4 and 11-μm bands to flaming and smoldering temperatures, overestimating T 11 relative to T b,11 generally causes the retrieval to underestimate fire temperature and overestimate fire area. In contrast, underestimating T 11 relative to T b,11 generally leads the retrieval to overestimate fire temperature and underestimate fire area. The extent to which this latter situation can occur, however, is sharply constrained by the fact that once T 11 is perturbed to the point that it becomes ≤ T b,11 , the retrieval will fail (Section 4.2). The former situation operates under no such constraint. Therefore, it is this asymmetry that introduces the observed bias in retrieved fire temperature and fire area.
Caveats
When interpreting the simulation results it is important to note that they represent a best-case scenario in two important respects. First, our use of a normal distribution to model the 11-μm brightness temperatures of neighboring pixels (step 5.2 above) was deliberately conservative in the sense that it underrepresents the frequency of extreme values that will be encountered in practice. In general, these brightness temperatures could more realistically be drawn from lognormal, triangular, or uniform distributions, for which the resulting errors (not shown) will be even larger than those depicted in Fig. 5 . Second, the uncertainties shown in the figure arise solely as a result of the 11-μm background variability. For operational retrievals the actual error will be larger due to the contributions of other error sources which include band misregistration, imperfect atmospheric correction, instrument noise, and violations of various retrieval assumptions (Giglio & Kendall, 2001; Shephard & Kennelly, 2003) .
Discussion
Based on the results of the previous section, it is clear that use of a filtering criterion is essential when using the bi-spectral retrieval to estimate the instantaneous fire area and average fire temperature within MODIS fire pixels. The application of a minimum Z 11 requirement provides a simple and adaptive test for eliminating egregious retrieval errors arising from 11-μm background mischaracterization that may be otherwise undetectable using a posteriori range checking of the retrieval output. The appropriate rejection level will of course depend on the particular application of the retrieved fire temperatures and areas, but as a reasonable baseline we propose a rejection threshold of Z min = 4 to limit the average bias in retrieved fire fraction to just under a factor of two (i.e., b~100%), with the random error similarly constrained to approximately ±100%. The corresponding uncertainty in retrieved fire temperature is limited to about ± 100 K, with the accompanying median bias constrained to roughly 20 K.
Having selected a specific rejection threshold, it is important to consider the impact on the retrieval. Referring to Fig. 3 , we see that with Z min = 4 the bi-spectral retrieval can be performed for a mere 7% of all MODIS fire pixels detected globally. The regional impact of this choice varies considerably (Fig. 6) , with the fraction of retrievable fire pixels ranging from just a few percent in the majority of fire prone 0.5°grid cells in Central America, Africa, Europe, and southern Asia, to typically 20%-30% (and occasionally reaching~50%) within fire prone grid cells in boreal North America, boreal Asia, and selected areas of South America. While informative, the gridded representation of Fig. 6 does not depict the large differences in the number of fire pixels present within each grid cell. It is therefore instructive to consider the fraction of retrievable fire pixels at much coarser spatial scales, as we have shown in Table 1 for the 14 Global Fire Emissions Database (GFED) regions used in numerous earlier studies (e.g., van der Werf et al., 2006 van der Werf et al., , 2010 . Here boreal North America yielded the largest fraction of retrievable fire pixels (21.9%) despite having the highest average 11-μm surface variability, a likely result of the comparatively high incidence of large and intense crown fires in that region (Wooster & Zhang, 2004) . The fraction of retrievable fire pixels was almost as high in Middle East (18.4%) due to the prevalence of high-temperature gas flares in combination with low surface variability. Tied at the opposite extreme are Northern-and Southern-Hemisphere Africa, where only about 3% of fire pixels remain after application of the rejection test. 
Conclusions
Using a simple simulation and ten years of 1-km MODIS fire data, we have quantified the impact of local 11-μm surface variability on the accuracy of the sub-pixel bi-spectral fire and area retrieval. Based on these results, we proposed a simple and adjustable rejection test that permits cases in which the retrieval is destined for failure, or has a high likelihood of yielding extremely inaccurate results as a consequence of this variability, to be identified and discarded on an a priori basis (i.e., before the retrieval is actually attempted). We then examined the implications of our proposed rejection scheme with respect to the feasibility of performing the bi-spectral retrieval globally using MODIS (and other comparable 1-km sensors), and found that, with a somewhat conservative rejection threshold of Z min = 4, the retrieval could be performed with sufficient accuracy (here defined as limiting the average bias in retrieved fire fraction to approximately a factor of two) for just 7% of all MODIS fire pixels detected globally during the ten-year study period. Relaxing this criterion by reducing the threshold will of course increase the fraction of fire pixels for which the retrieval can be performed, but at a cost of permitting larger systematic and random errors to propagate from the retrieval to downstream applications. Regardless of the specific value chosen for Z min , one can expect that the fraction of MODIS (or comparable 1-km) fire pixels for which the bi-spectral retrieval can be performed will under no circumstances exceed~77% globally given the 22.6% retrieval failure rate we found for our ten-year study period.
Our results expose a practical limitation of the bi-spectral fire temperature and area retrieval using 1-km MODIS data. Given that a reduction in spatial resolution will necessarily produce a weaker fire signal, our results suggest that larger potential errors will affect the retrieval when applied to coarser spatial resolution sensor data, such as the NOAA Geostationary Operational Environmental Satellite (GOES) imager. Conversely, the next generation of higher resolution, fire-capable sensors may make the application of the bi-spectral retrieval over large spatial scales a more feasible prospect (a decrease in pixel size will increase T 11 , and hence Z 11 , for a given fire). An important next step will be to extend our analysis to these new sensors, in particular the S-NPP VIIRS, for which a standard 750-m fire product as well as a prototype 375-m fire product is now available Schroeder, Oliva, Giglio, & Csiszar, 2014) . Our Z-score-based rejection criterion is fully applicable to the VIIRS and other sensors (provided the necessary background statistics are retained in the sensor's observational fire data record), but necessitates a re-tuning of the rejection threshold to account for differences in spatial resolution and, to a lesser extent, spectral response.
While our analysis was restricted to the application of the bi-spectral retrieval to individual pixels, some earlier studies have demonstrated the utility of merging adjacent fire pixels into clusters prior to performing the retrieval Zhukov et al., 2006) . The benefits of clustering include a reduction in the impact of bandto-band coregistration error (Zhukov et al., 2006) , though at the cost of a loss in the spatial fidelity of the effective fire temperature (itself already an average) provided by the pixel-level retrieval. An important future line of inquiry will be to develop an optimal strategy for handling problematic fire pixels. This strategy might not necessarily consist of summary exclusion, as the presence or absence of such pixels is likely to introduce different biases into a cluster-level retrieval.
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10% 20% 30% 40% ≥50% Table 1 Regional 2003-2012 Terra and Aqua MODIS fire pixel statistics, including the fraction of all fire pixels detected within each region, the mean 11 μm background surface variability, and the fraction of fire pixels detected within each region that remain after application of the proposed rejection test (with Z min = 4), i.e., the non-rejected fraction. NH and SH denote the Northern and Southern Hemispheres, respectively. Geographic regions are defined according to the GFED region convention and can be found online at http://www.globalfiredata.org. 
