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Abstract
A new formalism, called “tensor optimized Fermi sphere (TOFS) method”, is developed to
treat the nuclear matter using a bare interaction among nucleons. In this method, the correlated
nuclear matter wave function is taken to be a power series type, ΨN = [
∑N
n=0 (1/n!)F
n]Φ0 and
an exponential type, Ψex = exp(F )Φ0, with the uncorrelated Fermi-gas wave function Φ0, where
the correlation operator F can induce central, spin-isospin, tensor, etc. correlations, and Ψex
corresponds to a limiting case of ΨN (N →∞). In the TOFS formalism based on Hermitian form,
it is shown that the energy per particle in nuclear matter with Ψex can be expressed in terms of a
linked-cluster expansion. On the basis of these results, we present the formula of the energy per
particle in nuclear matter with ΨN . We call the Nth-order TOFS calculation for evaluating the
energy with ΨN , where the correlation functions are optimally determined in the variation of the
energy. The TOFS theory is applied for the study of symmetric nuclear matter using a central
NN potential with short-range repulsion. The calculated results are fairly consistent to those of
other theories such as the Brueckner-Hartree-Fock approach etc.
Keywords: Nuclear matter, Power series correlated wave function, Exponential correlated
wave function, Linked-cluster expansion, Tensor optimized Fermi sphere method.
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I. INTRODUCTION
One of the fundamental problems in nuclear physics is to understand the properties of ho-
mogeneous nuclear and neutron matter on the basis of the bare interaction among nucleons.
Their information at high density plays a crucial role in the determination of the structure of
neutron-star interiors [1, 2]. On the other hand, α-particle (quartet) condensation, induced
by the strong quartet correlations, is predicted to occur at lower density region of symmetric
nuclear matter [3–8]. This is related to α-cluster states in finite system, such as the Hoyle
state in 12C, observed in the excited energy region of light nuclei [9–13].
Over the year several many-body theories have been developed to describe symmet-
ric nuclear and neutron matter, since Brueckner et al. presented their famous theories in
1950s, ie. the Brueckner theory [14–16] and Brueckner-Bethe-Goldstone theory [17–19].
In the non-relativistic framework, the following typical approaches have been proposed
so far: The Brueckner-Hartree-Fock (BHF) approach [16, 20–22], the Brueckner-Bethe-
Goldstone (BBG) approach up to the third order in hole-line expansion [23–28], the self-
consistent Green’s function (SCGF) method [29–32], the auxiliary field diffusion Monte Carlo
(AFDMC) [33, 34], the Green’s function Monte Carlo (GFMC) [35], the Fermi hypernet-
ted chain (FHNC) method [36–41], the coupled-cluster (CC) method [42, 43], the quantum
Monte Carlo lattice calculation [44], and so on. Using the FHNC method with the modern
nuclear Hamiltonian composed of the Argonne V18 (AV18) two-nucleon interaction [45] and
the Urbana IX three-nucleon interaction [46], Akmal, Pandharipande, and Ravenhall eval-
uated the ground-state energies for symmetric nuclear matter and neutron matter, taking
into account the boost effect caused by the relativistic kinematics [41]. On the other hand,
in the relativistic framework, the Dirac-Brueckner-Hartree-Fock (DBHF) method has been
proposed by Brockmann and Machleidt [47], where the meson exchange interaction (Bonn
potential) was used for the two nucleon interaction.
It is interesting to compare the results of the energy per particle for nuclear and neutron
matter E(ρ)/A as a function of matter density ρ, calculated in several many-body approaches
proposed so far with a realistic two-nucleon interaction. Regarding this issue, the compar-
ative study with the Argonne two-nucleon potentials (AV4’, AV6’, AV8’, and AV18) [45]
has been performed [48] for the BHF approach, BBG approach, SCGF method, AFDMC,
GFMC, and FHNC, where the three-nucleon interaction is not included. It is noted that
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AV4’ is the central-force type, AV6’ consists of only the central and tensor forces, AV8’ does
of the central, tensor, and spin-orbit forces, and AV18 is one of the modern two-nucleon
interaction expressed as a sum of 18 operators, which provides an excellent fit to all of the
nucleon-nucleon scattering data in the Nijmegen database. The results of E(ρ)/A are shown
in Figs. 3 and 4 of Ref. [48]. In the neutron matter, the difference of the behavior of E(ρ)/A
among various methods (BHF, SCGF, FHNC, AFDMC, BBG, GFMC) is likely to be small
for any Argonne potential, although the discrepancies among them are gradually enhanced
at higher density. In the symmetric nuclear matter, however, one can see non-negligible de-
pendence of the behavior of E(ρ)/A on various methods. For example, in the cases of AV8’
and AV6’, the significant dependence of the behavior of E(ρ)/A on the calculated methods
(BHF, SCGF, FHNC, AFDMC, BBG) exist even in the lower density region including the
normal density ρ0, and they are amplified in higher density, although the dependence in
the case of the AV4’ potential (central force) is quite small. The contribution from the
non-central forces, in particular, tensor force (and spin-orbit one), is more important in the
symmetric nuclear matter than the neutron matter. Thus the dependence of E(ρ)/A on
the calculated methods is likely to be caused mainly by the different treatment of the non-
central components in medium, in particular, tensor component (and spin-orbit one) in each
methods, together with the treatment of many-body terms appearing in the nuclear matter
calculations. The above mentioned facts suggest the matter of convergence of E(ρ)/A.
Recently, a new variational framework for ab initio description of light nuclei, called
“tensor-optimized antisymmetrized molecular dynamics (TOAMD)”, has been proposed [49–
54]. The AMD wave function [55, 56] is used as the uncorrelated wave function, and the
correlation functions for the central-operator and tensor-operator types, FS and FD, re-
spectively, are introduced and employed in power series form of the wave function, which is
different from the Jastrow method. In the analysis of s-shell nuclei with TOAMD, they found
that the results of Green’s function Monte Carlo (GFMC) are nicely reproduced within the
double products of the correlation functions, where each correlation function in every term
is independently optimized in the variation of total energy. Quite recently, other methods
named as “high-momentum AMD (HM-AMD)” as well as the hybridization of TOAMD and
HM-AMD called “HM-TOAMD” have proposed to study the structure of light nuclei [57, 58].
Here, it is an intriguing issue to explore a framework for describing nuclear matter with
the power series correlated wave function. In the FHNC framework, the nuclear matter
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is described by the Jastrow-type correlated wave function, and the energy per particle is
evaluated in a diagrammatic cluster expansion. Fantoni and Rosani proved a linked-cluster
expansion theorem that in the Jastrow-type nuclear matter wave function only the linked
diagrams contributes to the energy and the unlinked ones are canceled out at each order
of the cluster expansion [37–40]. In the TOAMD framework describing finite nuclei, one
can take an arbitrary power series form with respect to the correlation functions, FS and
FD, which are variationally determined in the energy. However, it is non-trivial that any
power series form is allowed for describing the nuclear matter from the light of the cluster
expansion for the energy. One needs to seek a formalism satisfying a sort of the linked-cluster
expansion theorem in the case of using the power series correlated wave function.
The main purpose of the present article is to provide a new formalism to treat the nuclear
matter within the framework of a power series correlated wave function ΨN together with
an exponential type Ψex: ΨN = [
∑N
n=0(1/n!)F
n]Φ0 and Ψex = exp(F )Φ0, with F = FS+FD,
where the latter is treated as a limiting case (N → ∞) for the former, and Φ0 is the
uncorrelated Fermi-gas wave function. In the present framework, the tensor correlation FD
is treated the same as the central one FS, since both the correlations play an important
role in nuclear matter as well as finite nuclei. This new method based on Hermitian form
is called “tensor optimized Fermi sphere (TOFS)”. It is proved that the energy per particle
in nuclear matter with Ψex is expressed as the sum of the linked diagrams with use of the
cluster expansion in terms of F , and the unlinked diagrams are canceled out at each order
of the cluster expansion. In other words, a sort of the linked-cluster expansion theorem is
established in the TOFS framework with use of Ψex. Based on these results, the formula
of the energy per particle in nuclear matter with ΨN is given as an approximation of that
with Ψex. This formula is useful to perform actual numerical calculations of nuclear matter.
Evaluating the energy per particle in nuclear matter with ΨN is called the Nth-order TOFS
calculation, where it converges to that with Ψex in limiting case of N → ∞. In the TOFS
calculation, the correlation functions, FS and FD, are expanded into the Gaussian functions.
The expansion coefficients and Gaussian ranges are treated as the variational parameters
for evaluating the energy per particle in nuclear matter, where we take into account of all
the matrix elements of the many-body operators coming from the product of operators,
F n1HF n2 , with 0 ≤ n1, n2 ≤ N , where H is the Hamiltonian of nuclear matter. The present
TOFS framework is in contrast to the framework of the TOAMD and HM-AMD, where the
4
correlated nuclear wave function is described by the arbitrary power series function with
respect to FS and FD multiplied to the uncorrelated AMD wave function, as mentioned
above. In nuclear matter the arbitrary power series function with respect to FS and FD is
not allowed for the correlated nuclear matter wave function, because in this case the unlinked
diagrams are not canceled out completely, as shown in the present study.
The present paper is organized as follows: In Sec. II, we formulate in detail the power
series correlated wave function of nuclear matter ΨN together with the exponential one
Ψex. A cluster expansion and linked diagrams in the TOFS framework are discussed in
Sec. III. In Sec. IV, the binding energy per particle in nuclear matter is formulated with the
TOFS framework. In Sec. V, the TOFS theory is applied for the study of the property
of symmetric nuclear matter using the Argonne V4’ NN potential (central-force-type) with
short-range repulsion [45]. We compare our results with those of other theories (BHF etc.)
as a sort of benchmarking purposes and confirm the validity of the TOFS theory. Finally,
the summary is presented in Sec. VI. In this paper, we treat only a symmetric nuclear matter
system, but the present formulation is applicable to any infinite fermionic system such as
neutron matter system and electron-gas system etc.
II. CORRELATED WAVE FUNCTION OF NUCLEAR MATTER IN TOFS
In the TOFS formalism we take the following two types of the correlated nuclear matter
wave function: The first is the Nth-order power series type and the second is the exponential
type. The former is defined as
ΨN =
[
N∑
k=0
1
k!
F k
]
Φ0, (1)
F = FS + FD. (2)
The exponential type is defined as the limiting case for Eq. (1) with N →∞,
Ψex = lim
N→∞
ΨN = lim
N→∞
[
N∑
k=0
1
k!
F k
]
Φ0 = exp(F )Φ0. (3)
The uncorrelated wave function of the symmetric nuclear matter Φ0 is described by the
Fermi gas model, in which A nucleons occupy up to the Fermi sea with the Fermi wave
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number kF ,
Φ0 =
1√
A!
det |φγ1(1)φγ2(2) · · ·φγA(A)|. (4)
The single-nucleon wave function φγ confined in a box with length L and volume Ω = L
3 is
written as
φγn(n) = φkn(rn) χmsn (n) ξmtn (n),
φkn(rn) =
1√
Ω
exp(ikn · rn), (5)
where γ = (k, ms, mt) represents the quantum number of the single-nucleon wave function,
and χ and ξ are the spin and isospin functions, respectively. Under the periodic boundary
condition, the wave number vector k is discretized as k = 2pi
L
(nx, ny, nz), where nx, ny, and
nz are integers. Then, the single-nucleon wave function φγ in Eq. (5) is ortho-normalized.
The nucleon density of the nuclear matter is written
ρ =
A∑
γ=1
|φγn(r)|2 =
A
Ω
. (6)
In infinite nuclear matter (L→∞), the summation over γ may be replaced as
A∑
γ=1
→ 1
4
∑
ms=±1/2
∑
mt=±1/2
4Ω
(2pi)3
∫
|k|≤kF
dk, (7)
and then, we obtain ρ = 2k3F/(3pi
2).
The correlation functions FS and FD in Eq. (2), which describe the spin-isospin dependent
central correlation and tensor correlation in nuclear matter, respectively, are defined as
FS =
1
2
∑
i 6=j
fS(i, j) =
1
2
1∑
s=0
1∑
t=0
∑
i 6=j
f
(st)
S (rij)P
(st)
ij , (8)
FD =
1
2
∑
i 6=j
fD(i, j) =
1
2
1∑
s=0
1∑
t=0
∑
i 6=j
f
(st)
D (rij)r
2
ijS12(i, j)P
(st)
ij δs1, (9)
where S12 is the tensor operator,
S12(i, j) = 3(σi · rˆij)(σj · rˆij)− (σi · σj) (10)
with rˆij = rij/rij and rij = ri − rj . The operator P (st)ij denotes the projection operator of
the spin s and isospin t states of the ij-nucleon pair: P
(st)
ij = P
(s)
ij P
(t)
ij with
P
(s)
ij =
1
4
[
(2s+ 1) + (−1)s+1(σi · σj)
]
, (11)
P
(t)
ij =
1
4
[
(2t+ 1) + (−1)t+1(τ i · τ j)
]
, (12)
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where the spin operators σi and σj (isospin operators τ i and τ j) are for the particles i and
j, respectively. One may add the other type correlation functions such as the spin-orbit-type
correlation function FSO into F in Eq. (2) as needed, F = FS + FD + FSO.
III. CLUSTER EXPANSION AND LINKED DIAGRAM SUMMATION
A. Cluster expansion
Let us consider the wave function Ψ(α) defined by
ΨN(α) =
[
N∑
k=0
1
k!
(αF )k
]
Φ0, (13)
where α is a real number, and F and Φ0 stand for the Hermitian correlation operator of the
A-body system in Eq. (2) and the Fermi-gas wave function in Eq. (4), respectively. For an
M-body operator (Hermite and translationally invariant) of the A-particle system
Oˆ =
A∑
i1 6=i2 6=···6=iM
Oˆ(i1, i2, · · · , iM), (14)
its expectation value with respect to the wave function ΨN(α) is presented as
ON(α) ≡
〈
ΨN(α)
∣∣∣Oˆ∣∣∣ΨN(α)〉
〈ΨN(α)|ΨN(α)〉 =
2N∑
n=0
anα
n
2N∑
n=0
bnα
n
=
∞∑
n=0
Anα
n, (15)
An =
an
b0
− b1
b0
An−1 − · · · − b2N
b0
An−2N , (16)
an =
n∑
k=0
1
(n− k)!k!
〈
Φ0
∣∣∣F n−kOˆF k∣∣∣Φ0〉 , (17)
bn =
2n
n!
〈Φ0|F n|Φ0〉 , (18)
where Ai = 0 for i < 0, b0 = 1, and an = bn = 0 for n > 2N . Setting α = 1 in Eq. (15), we
get the cluster expansion for the expectation of the operator Oˆ,
〈Oˆ〉N ≡
〈
ΨN
∣∣∣Oˆ∣∣∣ΨN〉
〈ΨN |ΨN〉 =
∞∑
n=0
An, (19)
where ΨN is given in Eq. (1).
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Here, it is instructive to consider the case of the limitation of N →∞ in Eq. (13)
Ψex(α) = lim
N→∞
ΨN(α) =
[
∞∑
k=0
1
k!
(αF )k
]
Φ0 = exp(αF )Φ0. (20)
Then, the expectation value of the operator Oˆ with respect to Ψex(α) is written
Oex(α) ≡
〈
Ψex(α)
∣∣∣Oˆ∣∣∣Ψex(α)〉
〈Ψex(α)|Ψex(α)〉 =
∞∑
n=0
anα
n
∞∑
n=0
bnα
n
=
∞∑
n=0
Bnα
n, (21)
Bn =
an
b0
−
n∑
k=1
bk
b0
Bn−k, (22)
where an and bn are defined in Eqs. (17) and (18), respectively. It is noted that Bn = An
for 0 ≤ n ≤ N . Setting α = 1 in Eq. (20), the cluster expansion for the expectation of the
operator Oˆ with respect to Ψex = exp(F )Φ in Eq. (3) is presented as
〈Oˆ〉ex ≡
〈
Ψex
∣∣∣Oˆ∣∣∣Ψex〉
〈Ψex|Ψex〉 =
〈
Φ0
∣∣∣exp(F †)Oˆ exp(F )∣∣∣Φ0〉
〈Φ0| exp(F †) exp(F )|Φ0〉 =
∞∑
n=0
Bn. (23)
In order to evaluate an and bn as well as An and Bn, we need to examine in more detail
the analytical structure of
〈
Φ0|F n−kOˆF k|Φ0
〉
and 〈Φ0|F n|Φ0〉 in Eqs. (17) and (18). They
have complex structures originating from the two facts: (1) Multi-body operators arise from
the product operator F n together with F n−kOˆF k, and (2) the Fermi-gas wave function Φ0
is totally antisymmetrized. We will discuss them in the next section.
B. Linked diagram summation
The product operators, F n and F n−kOˆF k, in Eqs. (17) and (18) can be expanded as the
sum of the multi-body operators (see Appendix A). In the case of F n, this has the multi-
body operators from the two-body to 2n-body ones. They are classified into the linked
operator and unlinked operator (or separable operator). For example, the product of the
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two symmetrized operators, F1 and F2, is expanded as follows:
F1F2 =
(
1
2
A∑
i 6=j
f1(ij)
)(
1
2
A∑
i 6=j
f2(ij)
)
, (24)
=
1
2
A∑
i 6=j
f1(ij)f2(ij) +
A∑
i 6=j 6=k
f1(ij)f2(ik) +
1
4
A∑
i 6=j 6=k 6=l
f1(ij)f2(kl), (25)
≡ 1
2
(12)2 + 1(12)(13) +
1
4
(12)(34), (26)
≡ F1F2+F 1F 2 . (27)
Here, the first and second terms in Eqs. (25) and (26) are the two-body and three-body
operators, respectively, which are called linked operators, because the operators f1(ij)f2(ij)
and f1(ij)f2(ik) are linked (non-separable), respectively. On the other hand, the third term,
which is the four-body operator, is unlinked, because the operator f1(ij)f2(kl) is separable.
The sum of the linked operators in F1F2 is abbreviated as F1F2 ≡ 12(12)2 + 1(12)(13) ≡
1
2
∑
i 6=j f1(ij)f2(ij) +
∑
i 6=j 6=k f1(ij)f2(ik), while that of the unlinked operators is given as
F 1F 2 ≡ 14(12)(34) ≡ 14
∑
i 6=j 6=k 6=l f1(ij)f2(kl). The multi-body operator expansion for the
product of arbitrary symmetrized operators is formulated in Appendix A.
Let QM be an arbitrary M-body operator appearing in the multi-body expansion of F
n
and F n−kOˆF k, and be expressed in a product of non-separable operators of size α, Q1, Q2,
· · · , and Qα,
QM =
A∑
i1 6=i2 6=···6=iM
QM(i1, i2, · · · , iM), (28)
QM (1, 2, · · · ,M) = Q1(1, · · · , n1)Q2(n1 + 1, · · · , n2) · · ·Qα(nα−1 + 1, · · · , nα), (29)
with 1 ≤ α ≤M , n0 = 0, and nα =M . Then, the matrix element of the operator QM with
respect to the Fermi-gas wave function Φ0 in Eq. (4) is written as
〈QM〉 =
〈
Φ0
∣∣∣∣∣
A∑
i1 6=i2 6=···6=iM
QM(i1, i2, · · · , iM)
∣∣∣∣∣Φ0
〉
, (30)
=
A∑
γ1 6=γ2 6=···6=γM
〈φγ1(1)φγ2(2) · · ·φγM (M)|QM(1, 2, · · · ,M)|det|φγ1(1)φγ2(2) · · ·φγM (M)|〉 .
(31)
In infinite nuclear matter, applying Eq. (7) to Eq. (31) instead of the summation over γ, the
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matrix element 〈QM〉 is presented as
〈QM〉 = A× ρM−1 ×
∑
β
sgn(β)×
∫
dr12 · · · dr1M Gβ({r}), (32)
Gβ({r}) =
[
M∏
a=1
(
4
(2pi)3ρ
∫
|ka|<kF
dka
)]
exp
[
−i
M∑
a=1
ka · ra
]
×Fβ({r})× exp
[
i
M∑
a=1
kβa · ra
]
, (33)
Fβ({r}) = 1
4M
∑
ms1 ,··· ,msM
mt1 ,··· ,mtM
[
M∏
a=1
χmsa (a)ξmta (a)
]†
QM(1, · · · ,M)
[
M∏
a=1
χmsβa (a)
ξmtβa (a)
]
, (34)
β =

 1 · · ·n1 n1 + 1 · · ·n2 · · · nα−1 + 1 · · ·M
β1 · · ·βn1 βn1+1 · · ·βn2 · · · βnα−1+1 · · ·βM


=

 K1 K2 · · · Kα
β(K1) β(K2) · · · β(Kα)

 , (35)
where we use the relation,
∏M
a=1 dra = drcm
∏M
a=2 dr1a, and rcm denotes the center-of-mass
coordinate of the M-body system, and rab is the relative coordinate between the ath and
bth particles (rab = ra − rb). It is remarked that the result of the integral 1Ω
∫
drcm = 1 is
used in Eq. (32), because the integrand Gβ is in general expressed as the functional of the
relative coordinates (see later).
Here β denotes the permutation for the numbers from 1 to M appearing in the Slater
determinant, det |φγ1(1) · · ·φγM (M)| =
∑
β sgn(β) φγβ1 (1) · · ·φγβM (M), in Eq. (31), and
the numbers are grouped into the subgroups of size α, K1 = (1, · · · , n1), K2 = (n1 +
1, · · · , n2), · · · , and Kα = (nα−1+1, · · · ,M) in accordance with the operator QM expressed
as the product of the non-separable operators of size α (see Eq. (29)). The number of the
permutation β isM !. They can be classified into the linked permutation terms and unlinked
permutation terms according to the type of the permutation (35). The unlinked permutation
term is defined as one that the permutation β in Eq. (35) is presented in terms of the direct
product of several sub-permutations with respect to K1, K2, · · · , and Kα. For example, in
the case of M = 9 and α = 3 with K1 = (12), K2 = (345), and K3 = (6789), the following
permutation β1 is unlinked,
β1 =

12 345 6789
21 456 7893

 =

12
21



345 6789
456 7893

 . (36)
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5
9
1 2
3
4 7 8
9
1 2
3
4 5 7 8
1
K 1K
3
K
2
K
2
K 3K
(a) (b)
FIG. 1: Examples of the diagrammatic representations for the linked permutation terms, (a) β2
and (b) β3, shown in Eq. (37), whereM = 9, α = 3 with K1 = (12), K2 = (345), and K3 = (6789).
See the text.
On the other hand, the linked permutation term is defined as one that β is not presented
in terms of the direct product of sub-permutations with respect to the sub-groups. For
instance, let us consider the following two examples:
β2 =

12 345 6789
89 456 7321

 , β3 =

12 345 6789
73 456 9821

 . (37)
In the case of β2, it has the permutation between K1 and K3, and that between K2 and
K3, but no permutation between K1 and K2. This type of permutation is chain-type. The
diagrammatic representation for β2 is shown in Fig. 1(a), where each permutation pair is
connected by a broken line with an arrow. On the other hand, in the case of β3, there are the
permutation between K1 and K2, that between K2 and K3, and that between K3 and K1.
This type of permutation is ring-type. The diagrammatic representation for β3 is shown in
Fig. 1(b). It is noted that we can give the diagrammatic representation for any permutation
term.
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If the operator QM has no derivative terms, Gβ in Eq. (33) is given as
Gβ({r}) = Fβ({r})× gβ({r}), (38)
gβ({r}) =
[
M∏
a=1
(
4
(2pi)3ρ
∫
|ka|≤kF
dka
)]
exp
[
−i
M∑
a=1
ka · ra
]
exp
[
i
M∑
a=1
kβa · ra
]
,
=
M∏
a=1
h(kFRa(β)), (39)
Ra(β) =
M∑
j=1
δa,βjrj − ra, (40)
where h(kFR) is defined as
h(kFR) =
4
(2pi)3ρ
∫
|k|≤kF
exp(ik ·R)dk = 3j1(kFR)
kFR
. (41)
Here, it is worthwhile to introduce a diagrammatic representation of Gβ given in Eq. (38).
We may represent it diagrammatically at the same manner as those in Fig. 1: For each
non-separable operator Qi(ni−1 + 1, · · · , ni) appearing in Fβ in Eq. (38), we can draw a
circle enclosing the particle numbers belonging to Qi (denoted by black dots), and then each
permutation pair in β of Gβ is connected by a broken line with an arrow. Since the operator
Qi is non-separable, the particle numbers in the circle are regarded to be connected to each
other. If all of the circles are connected by the broken lines, the diagram is called linked.
This diagram is represented in a similar way to those shown in Figs. 1(a) and (b). On the
other hand, if one or more circles are not connected by broken lines, this diagram is called
unlinked.
In the case that the permutation term β is linked, the diagram of Gβ is linked, even
though the operator QM is separable. Then the integral
∫
dr12 · · · dr1M Gβ({r}) in Eq. (32)
for the linked diagram is not divergent. However, in the unlinked diagram, the integral is
proportional to Ω or higher power of Ω, where Ω denotes the volume of infinite system. Then
its integral is divergent in infinite system. The reasons are given as follows: For the linked
permutation term β, all of {Ra(β)}a=1,··· ,M in Eq. (39) are nonzero, because the permutation
term β is linked. They are described by the linear combinations of the independent relative
coordinates of size M − 1 (for example, r12, r13, · · · , r1M). Then gβ({r}) is expressed as
a function of the independent relative coordinates of size M − 1. In addition, Fβ({r}) is
also given as a function of the independent relative coordinates of size M − 1, since the
operator QM is translationally invariant. In this case each broken line in the linked diagram
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such as those in Figs. 1(a) and (b) corresponds to any one of {h(kFRa(β))}a=1,2,··· ,M , and
the particle numbers in each circle are connected because of the non-separable operators
Qi with i = 1, · · · , α. As a result, the integral
∫
dr12 · · · dr1M Gβ({r}) is not divergent in
infinite system. We refer to it as linked integral.
On the other hand, in the case of the unlinked permutation term β, the number of the
independent relative coordinates in gβ({r}) is reduced by one or more from the size of
M − 1, and therefore some circles disconnected to other circles appear in the diagrammatic
representation of Gβ({r}), although the particle numbers in Qi are connected inside their
own circle. Then, the integral
∫
dr12 · · · dr1M Gβ({r}) is proportional to Ωm, where m (≥ 1)
is the number of the independent relative coordinates reduced from the size of M − 1. Thus
its integral is divergent in infinite system. We call it unlinked integral.
The above discussions hold in the case that QM has derivative terms such as the kinetic
energy operator and spin-orbit force etc. It is noted that the kinetic energy operator of
the ith particle, − h¯2
2m
∂2
∂r2i
, can be treated as the translationally invariant operator in the
infinite nuclear matter. In this case, Gβ({r}) is in general expressed as a sum of several
terms, Gβ({r}) =
∑
pG
(p)
β ({r}), which are originated from the character of the derivative
terms in the operators, and may have some derivative terms of h(kFRa). The topological
aspect of the diagrammatic representation for each G
(p)
β ({r}), however, is determined by the
character of the permutation term β. Thus, the diagrammatic representation for Gβ({r}) =∑
pG
(p)
β ({r}) is linked, if β is the linked permutation term, and vice versa.
As a consequence of the properties of the linked and unlinked diagrams together with the
multi-body expansion of the product operator, the matrix element of the operator F n1OˆF n2
(n1, n2 = 0, 1, 2, · · · ) with respect to Φ0, including the case of Oˆ = 1, can be divided into
the two terms,
〈Φ0|F n1OˆF n2|Φ0〉 = 〈Φ0|F n1OˆF n2 |Φ0〉c + 〈Φ0|F n1OˆF n2 |Φ0〉dis. (42)
The first term on the right side, called linked matrix element (or connected one), denotes
the sum of all the linked integrals in the matrix element 〈Φ0|F n1OˆF n2|Φ0〉, and the second
term, called unlinked matrix element (or disconnected one), is that of all the unlinked in-
tegrals in the matrix element. As proved in Appendix C with help from the results given
in Appendices A and B, the matrix elements of the operators F n (n ≥ 1) and F n1OˆF n2
(n1, n2 = 0, 1, 2, · · · , and Oˆ 6= 1ˆ) with respect to Φ0 are written as the following recurrence
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formulae,
〈Φ0|F n|Φ0〉 =
n−1∑
k=0
(n− 1)!
k! (n− k − 1)! 〈Φ0|F
n−k|Φ0〉c 〈Φ0|F k|Φ0〉, (43)
〈Φ0|F n1OˆF n2 |Φ0〉
=
n1+n2∑
k=0
∑
k1,k2
k1+k2=k
n1!
k1! (n1 − k1)!
n2!
k2! (n2 − k2)!〈Φ0|F
k1OˆF k2 |Φ0〉c〈Φ0|F n1+n2−k|Φ0〉,
(44)
where 〈Φ0|F 0|Φ0〉 = 1.
Here, we evaluate the summation of the linked diagrams in an in Eq. (17) and that of the
unlinked ones, (an)c and (an)dis, respectively, with use of Eqs. (42) ∼ (44),
an = (an)c + (an)dis, (45)
(an)c =
∑
n1,n2
n1+n2=n
1
n1! n2!
〈
Φ0
∣∣∣F n1OˆF n2∣∣∣Φ0〉
c
, (46)
(an)dis =
∑
n1,n2
n1+n2=n
1
n1! n2!
〈
Φ0
∣∣∣F n1OˆF n2∣∣∣Φ0〉
dis
,
=
n∑
p=1
2p
p!
〈Φ0|F p|Φ0〉
n−p∑
q=0
1
(n− p− q)! q!
〈
Φ0
∣∣∣F n−p−qOˆF q∣∣∣Φ0〉
c
,
=
n∑
p=1
bp × (an−p)c, (47)
where bn is defined in Eq. (18). From the recurrence formula for Bn in Eq. (22), we can
obtain the following important result,
Bn =
an
b0
−
n∑
k=1
bk
b0
Bn−k = (an)c. (48)
This means that all the terms of the unlinked diagrams in an cancel out exactly. Then,
from Eq. (23), the expectation value of Oˆ with respect to the exponential correlated wave
function Ψex defined in Eq. (3) is given as the sum of the linked diagrams,
〈Oˆ〉ex =
〈
Ψex
∣∣∣Oˆ∣∣∣Ψex〉
〈Ψex|Ψex〉 =
∞∑
n=0
∑
n1,n2
n1+n2=n
1
n1! n2!
〈
Φ0
∣∣∣F n1OˆF n2∣∣∣Φ0〉
c
. (49)
Finally we will discuss the case that the Nth-order power series correlated wave function
ΨN in Eq. (1) is used to evaluate the expectation value of Oˆ. Taking into account the fact
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that ΦN is the Nth-order polynomial with respect to the correlation function F , one may
take the following expression as an approximation of 〈Oˆ〉ex in Eq. (49),
〈Oˆ〉N =
〈
ΨN
∣∣∣Oˆ∣∣∣ΨN〉
〈ΨN |ΨN〉 ≃
N∑
n1=0
N∑
n2=0
1
n1! n2!
〈
Φ0
∣∣∣F n1OˆF n2∣∣∣Φ0〉
c
. (50)
We call it the Nth-order approximation for the expectation value of the operator Oˆ in the
TOFS framework. In the limit of N →∞, it converges to 〈Oˆ〉ex definitely.
IV. BINDING ENERGY PER NUCLEON IN NUCLEAR MATTER
In this section we will discuss the method of calculating the binding energy per nucleon
in nuclear matter within the present framework on the basis of the results in Sec. III. The
Hamiltonian of the nuclear matter is expressed as a sum of the kinetic energies, two-body
interactions, and three-body interactions,
H =
A∑
i=1
ti +
1
2
A∑
i 6=j
vij +
1
6
A∑
i 6=j 6=k
Vijk. (51)
First we consider the binding energy per particle in nuclear matter, Bex, with use of the
exponential correlated wave function Ψex in Eq. (3). From Eqs. (23) and (48), it is presented
as
−Bex = 1
A
〈
Φ| exp(F †)H exp(F )|Φ〉
〈Φ| exp(F †) exp(F )|Φ〉 =
1
A
∞∑
n=0
(En)c, (52)
(En)c =
∑
n1,n2
n1+n2=n
1
n1! n2!
〈Φ0|F n1HF n2|Φ0〉c, (53)
where 〈Φ0|F n1HF n2 |Φ0〉c is the summation of the linked integrals in the matrix element of
〈Φ0|F n1HF n2|Φ0〉, defined in Eq. (48), and (En)c stands for the nth-order cluster energy.
The explicit expressions of (En)c with n = 0, 1, 2, 3 are presented as
(E0)c = 〈Φ0|H|Φ0〉c = 〈Φ0|H|Φ0〉,
(E1)c = 〈Φ0|FH +HF |Φ0〉c,
(E2)c =
〈
Φ0
∣∣∣∣ 12!F 2H + FHF + 12!HF 2
∣∣∣∣Φ0
〉
c
,
(E3)c =
〈
Φ0
∣∣∣∣ 13!F 3H + 12!F 2HF + 12!FHF 2 + 13!HF 3
∣∣∣∣Φ0
〉
c
.
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It is noted that each integral of the linked diagram is proportional to the number A (see
Eq. (32)), and therefore Bex becomes A-independent or ρ-dependent. When the product
operator F n1HF n2 is expanded into the multi-body operators, it is expressed as the sum
of the multi-body operators from the two-body to (2n1 + 2n2 + 3)-body operators with
n1 + n2 ≥ 1. For example, (E2)c is presented as the sum of the matrix elements from the
2-body to 7-body operators. It is remarked that all the linked diagrams can be classified
into the two classes, ‘simple’ and ‘composite’, and the former can be decomposed into two
groups, ‘nodals ’ and ‘elementary ’, following the case of the FHNC framework [37–40].
In taking the Nth-order power series wave function ΨN in Eq. (1) as the correlated wave
function of nuclear matter, the following expression should be taken as an approximation
for Bex, in accordance with the results in Sec. III,
−BN = 1
A
〈ΨN |H|ΨN〉
〈ΨN |ΨN〉 ≃
1
A
N∑
n1=0
N∑
n2=0
1
n1! n2!
〈Φ0 |F n1HF n2|Φ0〉c, (54)
where only the linked diagrams in the matrix element are evaluated. We notice that the
right side in Eq. (54) is independent of A or depends on only ρ, and converges definitely to
−Bex in Eq. (52) in the limit of N → ∞. Since the Hamiltonian H in Eq. (51) has one-
body, two-body, and three-body operators, the product operator F n1HF n2 is expressed as
the summation from the one-body to (2n1+2n2+3)-body operators. We refer to evaluating
BN in Eq. (54) as the Nth-order TOFS calculation.
The explicit expressions of −BN with N = 1, 2 are given as
−BN=1 = 1
A
[〈Φ0|H|Φ0〉c + 〈Φ0|FH +HF |Φ0〉c + 〈Φ0|FHF |Φ0〉c ] , (55)
−BN=2 = 1
A
[
〈Φ0|H|Φ0〉c + 〈Φ0|FH +HF |Φ0〉c +
〈
Φ0
∣∣∣∣ 12!F 2H + FHF + 12!HF 2
∣∣∣∣Φ0
〉
c
+
〈
Φ0
∣∣∣∣ 12!F 2HF + 12!FHF 2
∣∣∣∣Φ0
〉
c
+
〈
Φ0
∣∣∣∣ 12!2F 2HF 2
∣∣∣∣Φ0
〉
c
]
, (56)
where F = FS + FD are given in Eq. (2).
The present TOFS framework is in contrast to the framework of TOAMD [49–54] and
HM-AMD [57, 58], which treat the finite nuclei with the bare interaction among nucleons. In
the TOAMD and HM-AMD formalism, the correlated nuclear wave function is described by
the arbitrary power series function with respect to FS and FD multiplied to the uncorrelated
AMD wave function. In nuclear matter, however, the arbitrary power series function with
respect to FS and FD is not allowed for the correlated nuclear matter wave function, because
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in this case the unlinked diagrams are not canceled out completely. One needs to employ
the present TOFS framework for describing the correlated power series nuclear matter wave
function, which can take into account only the linked diagrams.
In the TOFS framework, the radial parts of the correlation functions in Eqs. (8) and (9)
are expanded in terms of the Gaussian functions,
f
(st)
S (r) =
∑
µ
C
(st)
S,µ exp
[
−a(st)S,µr2
]
, (57)
f
(st)
D (r) =
∑
µ
C
(st)
D,µ exp
[
−a(st)D,µr2
]
. (58)
Here, C
(st)
S,µ and a
(st)
S,µ together with C
(st)
D,µ and a
(st)
D,µ are the variational parameters. They are
determined so as to minimize the energy per nucleon in nuclear matter. It is noted that
the Gaussian correlation functions bring about simplification and numerical stabilization for
evaluating the matrix elements of many-body operators in nuclear matter calculation [63].
In the actual numerical calculations [63], the values of the size parameters, a
(st)
S,µ and a
(st)
D,µ,
are appropriately chosen by considering the range of the nuclear force and the Fermi wave
number kF , and only the expansion coefficients are taken as the variational parameters,
i.e. they are determined from the following conditions:
∂BN
∂C
(st)
S,µ
= 0,
∂BN
∂C
(st)
D,µ
= 0. (59)
The solutions to the system of equations (59) for C
(st)
S,µ and C
(st)
D,µ give the variational mini-
mization of the energy per particle in nuclear matter (−BN ) in Eq. (54).
In the 1st-order TOFS calculation, −BN=1 in Eq. (55) is described by the quadratic
form in terms of the expansion coefficients, C
(st)
S,µ and C
(st)
D,µ. These expansion coefficients are
obtained by solving a system of linear equations with respect to C
(st)
S,µ and C
(st)
D,µ, which are
derived from Eq. (59) with BN = BN=1. This is a remarkable aspect in the 1st-order TOFS
calculation. In the 2nd-order TOFS calculation (see Eq. (56)), the variational conditions in
Eq. (59) give a system of non-linear equations in terms of C
(st)
S,µ and C
(st)
D,µ. These equations
are solved easily and numerically .
In the Nth-order TOFS calculation, the effects of many-body correlations originating
from the correlated Hamiltonian
(∑N
n=0
1
n!
F n
)
H
(∑N
n=0
1
n!
F n
)
in Eq. (54) can be taken
into account as the follows: We evaluate all the contribution from one-body to (2N + 3)-
body terms arising from the product operator
(∑N
n=0
1
n!
F n
)
H
(∑N
n=0
1
n!
F n
)
. Then we can
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include all the ‘elementary ’ and ‘nodals ’ diagrams together with the ‘composite’ ones which
appear in calculating the matrix element in Eq. (54). This point is different from the
variational method based on the hypernetted chain summation techniques (VCS or FHNC-
SOC) by Pandharipande et al. [40, 41]. In the VCS, the many-body correlations are taken
into account through the ‘nodals ’ diagrams presented by the single operator chain (SOC)
approximation together with their ‘composite’ diagrams, while the ‘elementary ’ diagrams
are neglected. For the finite nuclei the computations using the correlated basis function
theory and Fermi hypernetted chain theory [61, 62] has been performed for estimating the
effect of the ‘elementary ’ diagrams. They say that the effect of the ‘elementary ’ diagrams
is not negligible in the binding energies of the ground states of 16O and 40Ca. Thus, the
quantitative estimation for the effect of the ‘elementary ’ diagrams seems to be of importance
in nuclear matter, presumably of importance in dense nuclear matter.
It is instructive to discuss the difference between the present TOFS theory and the CC
theory [42, 43, 59, 60]. In the CC formalism, the correlated wave function is taken as the
exponential type,
ΨCC = exp(Sˆ)Φ0, (60)
where Φ0 is the uncorrelated free Fermi vacuum, and the cluster operator Sˆ is defined as
the sum
Sˆ =
A∑
m=1
Sˆm (61)
of m-particle m-hole excitation operators. This correlated wave function is similar to that
in the present TOFS framework in the case of the limitation of N →∞, shown in Eq. (3).
However, in the CC theory, the energy per particles in nuclear matter is evaluated as
−BCC = 1
A
〈Φ0| exp(−Sˆ)H exp(Sˆ)|Φ0〉, (62)
where the cluster operator Sˆ is obtained from the corresponding set of CC amplitude equa-
tions. It is noted that in the TOFS framework the correlated Hamiltonian, exp(F †)H exp(F ),
in Eq. (52) is Hermitian, together with the Hermitian norm operator, exp(F †) exp(F ), while
in the CC framework that is non-Hermitian, exp(−S)H exp(S), shown in Eq. (62). This
point arises major difference between the TOFS and CC formalisms.
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TABLE I: Density dependence of the energy per particle for symmetric nuclear matter calcu-
lated by the 1st-order TOFS method with the AV4’ potential, compared with those of the BHF
approach [48]. The energy is given in the unit of MeV.
ρ [fm−3] 0.05 0.10 0.17 0.20
1st order TOFS −8.5 −16.1 −26.8 −32.9
BHF [48] −11.4 −17.7 −26.4 −29.7
V. APPLICATION OF THE TOFS THEORY TO NUCLEAR MATTER
The 1st-order TOFS theory is applied for the study of the property of symmetric nuclear
matter using the Argonne V4’ (AV4’) NN potential (central-force-type) with short-range
repulsion [45]. This calculation is performed as a sort of benchmarking purposes. The AV4’
Hamiltonian with the A-body system is written as
H =
A∑
i=1
(
− h¯
2
2m
∇
2
i
)
+
1
2
A∑
i 6=j
[
1∑
s=0
1∑
t=0
v
(st)
C (rij)P
(st)
ij
]
, (63)
wherem denotes the nucleon mass, and P
(st)
ij = P
(s)
ij P
(t)
ij stands for the spin-isospin projection
operator. The AV4’ potential reproduces the binding energy of the deuteron in the 3S1
channel, and the NN phase shifts of the 1S1,
3S1, and
1P1 channels are reasonably reproduced
up to energies of about 350 MeV, while those of 3S3,2 and
3P0,1,2 are not well because of no
tensor coupling etc. The repulsive strength of the potential at r = 0 is as strong as a couple
of GeV for each spin-isospin channel.
The density dependence of the energy per particle for symmetric nuclear matter, E/A =
−BN=1 in Eq. (55), with the 1st-order TOFS calculation is shown in Table I. We found
that the results of the present calculation are reasonably reproduced, compared with those
of the BHF approach [48], although a couple of MeV attraction is deficient in lower density
(ρ = 0.05 fm−3) and a few MeV overbinding is seen at higher density (ρ = 0.20 fm−3).
As noted in Sec. I, the density dependence of E/A for symmetric nuclear matter on the
calculated methods such as BBG, SCGF, AFDMC, and FHNC is almost identical to that
of BHF in the case of the AV4’ potential, but the slight difference among them (a few
MeV) emerges in the region of ρ ≥ ρ0 = 0.17 fm−3 (see Fig. 3 in Ref. [48]). Therefore, the
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overbinding by a few MeV at ρ = 0.20 fm3 is likely to be within the difference among the
calculated methods. However, the shortage of the attraction at the lower density may come
from the fact that the present calculation is the lowest order one in the TOFS framework.
The 2nd-order TOFS calculation in Eq. (56) is considered to be able to recover the small
shortage. The detailed discussions are provided in Ref. [63]. At any rate, the present
calculated results confirm the reliability of the TOFS theory.
VI. SUMMARY
We have developed the new formalism for treating the nuclear matter with the bare in-
teraction among nucleons, called tensor optimized Fermi sphere (TOFS) method. In this
formalism based on Hermitian form, the Nth-order power series correlated wave function is
used for describing the nuclear matter, ΨN = [
∑N
k=0(1/n!)F
k]Φ0, together with the expo-
nential type, Ψex = exp(F )Φ0, where the correlation function F is presented as the sum of
the spin-isospin dependent central correlation (FS) and tensor correlation (FD) in nuclear
matter, and Φ0 denotes the uncorrelated Fermi-gas wave function. Ψex corresponds to the
limiting case of ΨN with N → ∞. It was proved that the energy per particle in nuclear
matter, −Bex, for Ψex can be expressed as the sum of the linked diagrams with use of the
cluster expansion with respect to F , and the unlinked diagrams are canceled out at each
order of the cluster expansion. Based on these results, the formula of the energy per particle
in nuclear matter, −BN , for ΨN was given as an approximation of Bex. This formula of BN
is useful to perform actual numerical calculations of nuclear matter. Evaluating BN is called
the Nth-order TOFS calculation, where BN converges to Bex in limiting case of N →∞.
In the Nth-order TOFS calculation, the correlation functions, FS and FD, are expanded
into the Gaussian functions, and the expansion coefficients Cµ’s are treated as the variational
parameters for evaluating BN , although the ranges of the Gaussian functions are properly
chosen by taking into account the range of the nuclear force and Fermi wave number kF
(or nuclear matter density ρ). In evaluating BN , we make consideration all the matrix
elements of the many body operators coming from the product of operators, F n1HF n2,
with 0 ≤ n1, n2 ≤ N , where F n1HF n2 with the Hamiltonian of nuclear matter H appears in
calculating BN . WhenH includes up to the three-nucleon force, the 1-body to (2n1+2n2+3)-
body operators come out from the multi-operator expansion of F n1HF n2, because of the two-
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body operator for FS and FD. Then, the value of BN is variationally determined with respect
to Cµ’s. For example, in the 1st-order TOFS calculation (N = 1), BN=1 is determined
by solving a system of linear equations with respect to Cµ’s, which are derived from the
variational conditions for BN=1 in terms of Cµ’s, because BN=1 is presented as a quadratic
form of Cµ’s. On the other hand, in the case of N ≥ 2, the expansion coefficients Cµ’s in
the case of BN are determined by solving a system of nonlinear equations for Cµ’s. We have
discussed the differences between the TOFS and VCS (or FHNC-SOC) theories together
with the CC theory.
We have applied the 1st-order TOFS theory for the study of the property of symmetric
nuclear matter using the AV4’ NN potential (central-force-type) with short-range repulsion.
This calculation was made as a sort of benchmarking purposes. It was found that the density
dependence of the energy per nucleon, E(ρ)/A, is reasonably reproduced, in comparison
with other methods such as the BHF approach etc. This result confirms the reliability of
the TOFS theory, although the 1st-order TOFS calculation is the first step to go to more
sophisticated and higher-order calculations of symmetric nuclear matter. As noted in Sec. I,
the significant dependence of E(ρ)/A on the calculated methods (BHF, BBG, SCGF, FHNC,
AFDMC) has been reported in the case of the AV6’, AV8’, and AV18 NN potentials (having
non central components such as tensor force etc.), even in the lower density including the
normal density. Therefore, it is interesting to study E(ρ)/A using AV6’, AV8’, and AV18
potentials within the frame of the present TOFS theory.
In this paper, we have treated only the symmetric nuclear matter system. The present
formulation is applicable to any infinite fermionic system such as neutron matter system
and electron-gas system etc. In future it is highly hoped that the TOFS theory is widely
used to perform calculations of the properties of the strongly correlated fermion systems.
Acknowledgments
We are grateful to Profs. T. Myo, K. Ikeda, H. Horiuchi, and H. Toki for careful reading
and useful discussions. This work was partially supported by the JSPS KAKENHI Grants
21
No. 26400283 and 18K03629.
[1] N. K. Glendenning, Compact Stars: Nuclear Physics, Particle Physics, and General Relativity
(Springer, 1996).
[2] G. G. Raffelt, Stars as Laboratories for Fundamental Physics: The Astrophysics of Neutrinos,
Axions, and Other Weakly Interacting Particles (University of Chicago, Chicago, 1996).
[3] G. Ro¨pke, A. Schnell, P. Schuck, P. Nozie´res, Phys. Rev. Lett. 80, 3177 (1998).
[4] M. Beyer, S. A. Sofianos, C. Kuhrts, G. Ro¨pke, and P. Schuck, Phys. Lett. B 488, 247 (2000).
[5] H. Takemoto, M. Fukushima, S. Chiba, H. Horiuchi, Y. Akaishi, A. Tohsaki, Phys.Rev. C 69,
035802 (2004).
[6] T. Sogo, R. Lazauskas, G. Ro¨pke, P. Schuck, Phys. Rev. C 79, 051301(R) (2009).
[7] T. Sogo, G. Ro¨pke, P. Schuck, Phys. Rev. C 81, 064310 (2010)
[8] T. Sogo, G. Ro¨pke, P. Schuck, Phys. Rev. C 82, 034322 (2010).
[9] K. Wildermuth and Y. C. Tang, A Unified Theory of the Nucleus (Vieweg, Braunschweig,
1977).
[10] K. Ikeda, H. Horiuchi, and S. Saito, Prog. Theor. Phys. Supplement 68, 1 (1980).
[11] A. Tohsaki, H. Horiuchi, P. Schuck, and G. Ro¨pke (2001), Phys. Rev. Lett. 87, 192501.
[12] T. Yamada, Y. Funaki, H. Horiuchi, G. Ro¨pke, P. Schuck, and A. Tohsaki, in Cluster in Nuclei
- Vol. 2 edited by C. Beck (Springer-Verlag, Berlin, 2011), 848, Chap. 5.
[13] H. Horiuchi, K. Ikeda, and K. Kato, Prog. Theor. Phys. Supplement 192, 1 (2012).
[14] K. A. Brueckner and C. A. Levinson, Phys. Rev. 97, 1344 (1955).
[15] K. A. Brueckner, Phys. Rev. 100, 36 (1955).
[16] K. A. Brueckner and J. L. Gammel, Phys. Rev. 109,1023 (1958).
[17] H. A. Bethe, Phys. Rev. 103, 1353 (1956).
[18] H. A. Bethe and J. Goldstone, Proc. Roy. Soc. A238, 551 (1957).
[19] J. Goldstone, Proc. Roy. Soc. A239, 267 (1957).
[20] C. Mahaux and R. Sartor, in Nuclear Matter and Heavy Ion Collisions, edited by M. Soyeur
et al., NATO Advanced Study Institute Ser. B, Vol. 205 (Plenum Press, New York, 1989).
[21] M. Baldo, I. Bombaci, L. S. Ferreira, G. Giansiracusa, and U. Lombardo, Phys. Rev. C 43,
2605 (1991).
22
[22] H.-J. Schulze, J. Cugnon, A. Lejeune, M. Baldo, and U. Lombardo, Phys. Rev. C 52, 2785
(1995).
[23] B. D. Day, Rev. Mod. Phys. 39, 719 (1967), and references therein.
[24] B. D. Day, in Brueckner-Bethe Calculations of Nuclear Matter, Proceedings of the Inter-
national School of Physics ”Enrico Fermi” Course LXXIX, edited by A. Molinari (Editrice
Compositori, Bologna, 1983), pp. 1-72.
[25] H. Q. Song, M. Baldo, G. Giansiracusa, and U. Lombardo, Phys. Rev. Lett. 81, 1584 (1998).
[26] M. Baldo, G. Giansiracusa, U. Lombardo, and H. Q. Song, Phys. Lett. B 473, 1 (2000);
[27] M. Baldo, A. Fiasconaro, H. Q. Song, G. Giansiracusa, and U. Lombardo, Phys. Rev. C 65,
017303 (2001)
[28] R. Sartor, Phys. Rev. C 73, 034307 (2006).
[29] W. H. Dickhoff and C. Barbieri, Prog. Part. Nucl. Phys. 52, 377 (2004).
[30] T. Frick, H. Mu¨ther, A. Rios, A. Polls, and A. Ramos, Phys. Rev. C 71, 014313 (2005).
[31] V. Soma` and P. Boze˙k, Phys. Rev. C 74, 045809 (2006); 78, 054003 (2008).
[32] A. Rios, A. Polls, and I. Vidan˜a, Phys. Rev. C 79, 025802 (2009).
[33] S. Gandolfi, F. Pederiva, S. Fantoni, and K. E. Schmidt, Phys. Rev. Lett. 98, 102503 (2007).
[34] S. Gandolfi, A. Y. Illarionov, K. E. Schmidt, F. Pederiva, and S. Fantoni, Phys. Rev. C 79,
054005 (2009).
[35] J. Carlson, J. Morales, V. R. Pandharipande, and D. G. Ravenhall, Phys. Rev. C 68, 025802
(2003).
[36] F. Iwamoto and M. Yamada, Prog. Theor. Phys. 17, 543 (1957).
[37] S. Fantoni and S. Rosati, Nuovo Cimento A 10, 145 (1972).
[38] S. Fantoni and S. Rosati, Nuovo Cimento A 20, 179 (1974).
[39] S. Fantoni and S. Rosati, Nuovo Cimento A 43, 413 (1978).
[40] V. R. Pandharipande and R. B. Wiringa, Rev. Mod. Phys. 51, 821 (1979).
[41] A. Akmal, V. R. Pandharipande, and D. G. Ravenhall, Phys. Rev. C 58, 1804 (1998).
[42] G. Baardsen, A. Ekstro¨m, G. Hagen, and M. Hjorth-Jensen, Phys. Rev. C 88, 054312 (2013).
[43] G. Hagen, T. Papenbrock, M. Hjorth-Jensen, and D. J. Dean, Rep. Prog. Phys. 77, 096302
(2014).
[44] T. Abe and R. Seki, Phys. Rev. C 79, 054002 (2009).
[45] R. B. Wiringa, V. G. J. Stoks, R. Schiavilla, Phys. Rev. C 51, 38 (1995).
23
[46] B. S. Pudliner, V. R. Pandharipande, J. Carlson, R. B. Wiringa, Phys. Rev. Lett. 74, 4396
(1995).
[47] R. Brockmann and R. Machleidt, Phys. Rev. C 42, 1965 (1990).
[48] M. Baldo, A. Polls, A. Rios, H.-J. Schulze, and I. Vidan˜a, Phys. Rev. C 86, 064001 (2012).
[49] T. Myo, H. Toki, K. Ikeda, H. Horiuchi, and T. Suhara, Prog. Theor. Exp. Phys. 2015, 073D02
(2015).
[50] T. Myo, H. Toki, K. Ikeda, H. Horiuchi, and T. Suhara, Phys. Lett. B 769, 213 (2017).
[51] T. Myo, H. Toki, K. Ikeda, H. Horiuchi, and T. Suhara, Phys. Rev. C 95, 044314 (2017).
[52] T. Myo, H. Toki, K. Ikeda, H. Horiuchi, and T. Suhara, Prog. Theor. Exp. Phys. 2017, 073D01
(2017).
[53] T. Myo, H. Toki, K. Ikeda, H. Horiuchi, and T. Suhara, Phys. Rev. C 96, 034309 (2017).
[54] T. Myo, H. Toki, K. Ikeda, H. Horiuchi, T. Suhara, M. Lyu, M. Isaka, and T. Yamada, Prog.
Theor. Exp. Phys. 2017, 111D01 (2017).
[55] Y. Kanada-En’yo, M. Kimura, and H. Horiuchi, C. R. Phys. 4, 497 (2003).
[56] Y. Kanada-En’yo, M. Kimura, and A. Ono, Prog. Theor. Exp. Phys. 2012, 01A202 (2012).
[57] T. Myo, Prog. Theor. Exp. Phys., 2018, 031D01 (2018),
[58] M. Lyu, M. Isaka, T. Myo, H. Toki, K. Ikeda, H. Horiuchi, T. Suhara, and T. Yamada, Prog.
Theor. Exp. Phys. 2018, 011D01 (2018).
[59] H. Ku¨mmel, H. K. Lu¨hrmann, and J. G. Zabolitzky, Phys. Rep. 36, 1 (1978).
[60] R. Barlett, Ann. Rev. Phys. Chem. 32, 359 (1981).
[61] G. Co´, A. Fabrocini, and S. Fantoni, Nucl. Phys. A 568, 73 (1994).
[62] F. Arias de Saavedra, C. Bisconti, G. Co´, A. Fabrocinic, Phys. Rep. 450, 1 (2007).
[63] T. Yamada, T. Myo, K. Ikeda, H. Horiuchi, and H. Toki, “A nuclear matter calculation with
the tensor optimized Fermi sphere method using central interaction”, arXiv1808.08120.
24
Appendix A: Multi-body operator expansion of operator product
First we consider the product of the two-body operators of size n in A-body system,
which is composed of F1, F2, · · · , and Fn. It can be expressed as the sum of the multi-body
operators from the two-body to 2n-body operator,
F1F2 · · ·Fn =
(
1
2
A∑
i 6=j
f1(ij)
)(
1
2
A∑
i 6=j
f2(ij)
)
· · ·
(
1
2
A∑
i 6=j
fn(ij)
)
, (A1)
=
1
2
A∑
i1 6=i2
f1(i1, i2)f2(i1, i2) · · ·fn(i1, i2) + · · ·
+
1
2n
A∑
i1 6=i2···6=i2n
f1(i1, i2)f2(i3, i4) · · · fn(i2n−1, i2n), (A2)
≡ 1
2
(12)n + 1(12)n−1(34) + · · ·+ 1
2n
(12)(34) · · · (2n− 1, 2n). (A3)
In the last line, we use an irreducible expression for describing the configuration of the multi-
body operator, where we take the following three rules: (i) In each parenthesis, left-side
number is the smallest one as like (12) instead of (21), (ii) in the product of parentheses, the
parenthesis with smaller numbers is preferable more to the left side as like (12)(34) instead of
(34)(12), and (iii) the smaller number is given in the parentheses as much as possible as like
(12)(13) instead of (12)(23), which are identical. The general expression of each irreducible
multi-body operator appearing in Eqs. (A2) and (A3) can be abbreviated as
S ×
A∑
{i}
f1(i1, i2)f2(i3, i4) · · ·fn(i2n−1, i2n) ≡ S × (i1, i2)(i3, i4) · · · (i2n−1, i2n), (A4)
where S stands for the symmetry factor, and
∑
{i} means a summation over with {i} =
{i1, i2, · · · , i2n} under some restriction on {i}.
Here, we define linked operator and unlinked operator as follows. Let us consider Eq. (A4)
as the m-body operator. Then we may connect particles i1 and i2 with a line, and in the
same manner we connect particles i3 and i4, · · · , and particles i2n−1 and i2n, respectively,
with a line, and finally we get a diagram. As a result, if all the m particles are connected by
lines in the diagram, we call the operator linked, while we call it unlinked if the lines cannot
connect all the m particles, in other words, the diagram is disconnected. For example, the
five-body operator 1(12)(34)(35)(13), which is contained within the expansion of F1F2F3F4,
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FIG. 2: Diagrammatic representations for the five-body operators: (a) linked operator,
1(12)(34)(35)(13), and (b) unlinked one, 12(12)(34)(35)(12). They appear in the multi-body oper-
ator expansion of F1F2F3F4, and S stands for the symmetry factor. See the text.
is linked, while 1
2
(12)(34)(35)(12) is unlinked:
1(12)(34)(35)(13) = 1×
∑
i1 6=i2 6=i3 6=i4 6=i5
f1(i1, i2)f2(i3, i4)f3(i3, i5)f4(i1, i3),
1
2
(12)(34)(35)(12) =
1
2
×
∑
i1 6=i2 6=i3 6=i4 6=i5
f1(i1, i2)f2(i3, i4)f3(i3, i5)f4(i1, i2).
They are diagrammatically shown in Fig. 2(a) and (b), respectively.
The multi-body operators in Eq. (A3) can be classified into the linked and unlinked ones.
The results for the operator F1F2 are given in Eqs. (24) ∼ (27). As for the operator F1F2F3,
we write down as follows,
F1F2F3 = F 1F2F3 + F1F2 F3 + F1F2F3+F1F2F3, (A5)
= F 1F 2F 3+F 1F2F3+F1F2 F 3+F1F2 F3+F1F2F3, (A6)
F 1F2F3 =
1
2
(12)×
{
1
2
(34)2 + 1(34)(35) +
1
4
(34)(56)
}
,
F1F2 F3 =
{
1
2
(12)2 + 1(12)(13)
}
×
(
1
2
(45)
)
,
F1F2F3 =
1
2
(12)
(
1
2
(34)
)
(12) + 1(12)
(
1
2
(34)
)
(15),
F1F2F3 =
1
2
(12)3 + 1(12)2(13) + 1(12)(13)(12) + 1(12)(13)2 + 1(12)(13)(23)
+ 1(12)(13)(14) + 1(12)(13)(24) + 1(12)(13)(34) + 1(12)(34)(13).
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Here, F 1F2F3 with F2F3 = F2F3+F 2F 3 represents the set of the multi-body operators in
which particle numbers are unlinked between F1 and F2F3, and F1F2 F3 (F1F2F3) does in
which the operators F1 and F2 (F1 and F3) are linked but they are unlinked with F3 (F2).
Other notations are given as follows: F1F2 F3 = F1F2F3, F1F2F3 = F1F2 F3, F 1F 2F 3 =
1
8
(12)(34)(56), and F 1F2F3 =
1
2
(12){1
2
(34)2 + 1(34)(35)} etc.
The generalized decomposition of the product operator F1F2 · · ·Fn in Eq. (A1) into the
linked and unlinked operators can be performed by using the following recurrence formula
F1F2 · · ·Fn = Q(n)1 (1) +
n∑
k=2
∑
2≤i2<i3<···<ik≤n
Q
(n)
k (1, i2, i3, · · · , ik), (A7)
where Q
(n)
k (k = 1, · · · , n) are defined as
Q
(n)
1 (1) = F 1F2· · ·Fn,
Q
(n)
2 (1, i2) = F1· · ·Fi2 · · ·Fn,
Q
(n)
3 (1, i2, i3) = F1· · ·Fi2 · · ·Fi3 · · ·Fn,
· · · · · · · · · · · · · · · · · ·
Q
(n)
k (1, i2, i3, · · · , ik) = F1· · ·Fi2 · · ·Fi3 · · ·· · ·· · ·· · ·· · ·Fik · · ·Fn,
· · · · · · · · · · · · · · · · · ·
Q(n)n (1, 2, 3, · · · , n) = F1F2F3· · ·· · ·· · · · ··Fn−2Fn−1Fn .
Here, Q
(n)
1 (1) denotes the multi-body operator group in which particle numbers are unlinked
between F1 and F2F3 · · ·Fn. In a similar fashion, Q(n)k (1, i2, i3, · · · , ik) is that the k opera-
tors, F1, Fi2 , · · · , Fik are linked but they are unlinked with the remaining operators, and
Q
(n)
n (1, 2, 3, · · · , n) is that where all operators F1, F2, · · · , Fn, are linked. The proof of
Eq. (A7) is given with use of the mathematical induction for instance.
From Eq. (A7), one can get the expansion formula of the operator product F1F2 · · ·Fn in
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terms of the linked operators,
F1F2 · · ·Fn
=
∑
{k}

 ∏
1≤p1≤n
(
F p1
)k(1)p1 

 ∏
1≤p1<p2≤n
(
Fp1Fp2
)k(2)p1p2
×

 ∏
1≤p1<p2<p3≤n
(
Fp1Fp2Fp3
)k(3)p1p2p3
× · · · ×

 ∏
1≤p1<p2···<pn−1≤n
(
Fp1Fp2Fp3 · · ·· · ·· · · · ··Fpn−3Fpn−2Fpn−1
)k(n−1)p1p2···pn−1
×
(
F1F2F3· · ·· · ·· · · · ··Fn−2Fn−1Fn
)k(n)123··· ,n−2,n−1,n
, (A8)
where the summation of
∑
{k} over {k} = {k(1)1 , k(1)2 , · · · , k(n)12···n} is taken under the condition,
k
(1)
β +
∑
p1<β
k
(2)
p1β
+
∑
β<p1
k
(2)
βp1
+
∑
p1<p2<β
k
(3)
p1p2β
+
∑
p1<β<p2
k
(3)
p1βp2
+
∑
β<p1<p2
k
(3)
βp1p2
+ · · · · · · · · ·
+
∑
p1<···<pm−1<β
k
(m)
p1···pm−1β
+
∑
p1<···<pm−2<β<pm−1
k
(m)
p1···pm−2βpm−1
+ · · · · · · +
∑
β<p1<···<pm−1
k
(m)
βp1···pm−1
+ · · · · · · · · ·
+ k
(n)
12···n = 1 with β = 1, · · · , n. (A9)
In the above procedure, we restrict that all the operators F1, F2, · · · , Fn are two-body
one. However, the present procedure can be applicable in the case that the operators include
one-body operator and three-body operator such as the kinetic energy operator
∑
i ti and
three-nucleon potential operator
∑
i<j<k Vijk, respectively. The proof is the same as those
given in this section.
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Appendix B: Linked- and unlinked-term expansion of Slater determinant
The Slater determinant of the N -particle system with the orthonormal single-particle
wave functions {φγ} is expressed as
D1,2,··· ,N1,2,··· ,N = det |φ1(1)φ2(2) · · · φN(N)| , (B1)
where γ in φγ is the index representing the single-particle state. The subscripts in D denote
the particle indices, and the superscripts in D represent the indices of the single-particle
states. Let us split the N single-particle states into the sub-groups of size α, K1, K2, · · · ,
and Kα, where the states from the 1st state to the n1th one are allocated to the K1 group,
those from the (n1+1)th state to the n2th one belong to the K2 group, · · · , and those from
the (nα−1 + 1)th state to the nαth one are allocated to the Kα group (nα = N) :
K1 = ( 1 2 · · · n1 ),
K2 = ( n1 + 1 n1 + 2 · · · n2 ),
· · · · · · · · ·
Kα = ( nα−1 + 1 nα−1 + 2 · · · nα ).
Hereafter, the following notations are used for the Slater determinant in Eq. (B1),
D1,2,··· ,N1,2,··· ,N =
∑
σ
sgn(σ) φσ11φσ22 · · · φσNN ,
≡ det |φK1φK2 · · · φKα| ,
≡ (K1K2 · · · Kα) , (B2)
where i and j in φij stand for the single-particle-state index and particle index, respectively,
and φKp is equal to φnp−1+1np−1+1φnp−1+2np−1+2 · · ·φnp np with p = 1, 2, · · · , α and n0 = 0.
With use of the Laplace expansion theorem, we can expand the Slater determinant with
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respect to the rows (single-particle-state indices) from the 1st row to the n1th one,
D1,2,··· ,N1,2,··· ,N =
∑
1≤σ1<σ2<···<σn1≤N
(σn1+1<σn1+2<···<σnα=σN )
(−1)
∑n1
i=1 σi+
1
2
n1(n1+1)D
σ1,··· ,σn1
1,··· ,n1 D
σn1+1,··· ,σN
n1+1,··· ,N
, (B3)
D
σ1,··· ,σn1
1,··· ,n1 = det
∣∣φσ11 ∼ φσn1n1∣∣ ≡ (K1),
D
σn1+1,··· ,σN
n1+1,··· ,N
= det
∣∣φσn1+1n1+1 · · ·φσNN ∣∣ ≡ (K2K3 · · · Kα),
σ =

 1 · · ·n1 n1 + 1 · · ·n2 · · · nα−1 + 1 · · ·N
σ1 · · ·σn1 σn1+1 · · ·σn2 · · · σnα−1+1 · · ·σN

 =

 K1 K2 · · · Kα
σ(K1) σ(K2) · · · σ(Kα)

 ,
(B4)
where σ denotes the permutation relevant to the indices of the single particle states. The
Slater determinant of the N -particle system has the permutation terms of size N !, which can
be classified into the linked permutation terms and unlinked permutation terms in accordance
with the type of the permutation σ shown in Eq. (B4), as discussed below.
Let us define the unlinked permutation term as one that the permutation σ in Eq. (B4)
is presented in terms of the direct product of several sub-permutations with respect to the
sub-groups of size α, K1, K2, · · · , and Kα. For example, in the case of that the set of
{σ1, σ2, · · · , σn1} is equal to that of {1, 2, · · · , n1} and the set of {σn1+1σn1+2, · · · , σN} is
equal to that of {n1 + 1, n1 + 2, · · · , N}, its permutation σ is presented as
σ =

 1 · · · n1
σ1 · · · σn1



n1 + 1 · · · N
σn1+1 · · ·σN

 =

 K1
σ(K1)



 K2 · · · Kα
σ(K2) · · · σ(Kα)

 . (B5)
Then, the summation of the unlinked permutation terms satisfying the condition of Eq. (B5)
is given as the product of sub-determinants∑′
sgn(σ1 · · · σn1) sgn(σn1+1 · · · σN ) φσ11 · · · φσn1n1 φσn1+1n1+1 · · · φσNN
= D1,··· ,n11,··· ,n1 ×Dn1+1,··· ,Nn1+1,··· ,N ≡ (K1)× (K2 · · ·Kα).
This result is just the direct term in Eq. (B3). The unlinked permutation terms in Eq. (B1)
is in general expressed as the sum of the product of two or more sub-determinants.
On the other hand, the linked permutation term is defined as one which is not unlinked
permutation term, in other words, as one that the permutation σ in Eq. (B4) is not presented
as the direct product of sub-permutations with respect to the sub-groups of size α, K1, K2,
· · · , and Kα. The examples of the linked permutation terms are given in Eq. (37) together
with their diagrammatic representations (see Fig. 1).
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Each linked permutation term appearing in Eq. (B1) as well as their sum can not be
expressed as the product of two or more sub-determinants. Hereafter, the following notation
is used for the summation of the linked permutation terms in Eq. (B1),
∑
linked
′
sgn(σ1 · · ·σN ) φσ11 · · ·φσNN ≡ ( det |φK1 · · ·φKα| )c ≡ (K1 · · ·Kα)c , (B6)
where the subscript ‘c’ denotes the linked. The summation of the linked permutation
terms is obtained by subtracting the summation of the unlinked ones from the determi-
nant det |φK1 · · · φKα| = (K1 · · · Kα). For example,
(K1K2)c = det|φK1φK2| − (det|φK1|) (det|φK2|) = (K1K2)− (K1)(K2), (B7)
(K1K2K3)c = (K1K2K3)− (K1)(K2K3)− (K1K2)c(K3)− (K1K3)c(K2), (B8)
= (K1K2K3)− [(K1)(K2)(K3) + (K1K2)c(K3) + (K1K3)c(K2) + (K2K3)c(K1)] .(B9)
The general manner of expanding the Slater determinant of the N -particle system into
the linked and unlinked permutation sets with respect to the sub-groups of size α, K1, K2,
· · · , Kα, is written as follows:
D1,··· ,N1,··· ,N = det |φK1 φK2 · · · φKα| ≡ (K1K2 · · ·Kα)
= (K1) (K1)
+
∑
2≤p2≤α
(K1Kp2)c (K1Kp2)
+
∑
2≤p2<p3≤α
(K1Kp2Kp3)c (K1Kp2Kp3)
+
∑
2≤p2<p3<p4≤α
(K1Kp2Kp3Kp4)c (K1Kp2Kp3Kp4)
+ · · · · · · · · ·
+
∑
2≤p2<···<pn−1≤α
(K1Kp2 · · ·Kpα−1)c (K1Kp2 · · ·Kpα−1)
+
∑′
1≤σ1<σ2···<σn1≤N
(σn1+1<σn1+2<···<σnα=σN )
(−1)
∑n1
i=1 σi+
1
2
n1(n1+1)D
σ(K1)
K1
D
σ(K2),··· ,σ(Kα)
K2,··· ,Kα
,
(B10)
where (K1) denotes the determinant in which K1 is removed from (K1K2 · · · Kα) =
det|φK1φK2 · · · φKα|, i.e. (K1) = (K2K3 · · ·Kα) = det|φK2φK3 · · ·φKα|, and (K1K3) =
(K2K4 · · ·Kα) = det|φK2φK4 · · ·φKα|, and so on. The last term in Eq. (B10) stands for the
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total sum of the linked permutation terms, i.e. (K1K2 · · ·Kα)c, expressed in Eq. (B6), and∑′ means to take summation under the following conditions:
σ(K1) 6∈ {τ(K1)},
σ(K1)σ(Kp2) 6∈ {τ(K1Kp2)c}, 2 ≤ p2 ≤ α,
σ(K1)σ(Kp2)σ(Kp3) 6∈ {τ(K1Kp2Kp3)c}, 2 ≤ p2 < p3 ≤ α,
σ(K1)σ(Kp2)σ(Kp3)σ(Kp4) 6∈ {τ(K1Kp2Kp3Kp4)c}, 2 ≤ p2 < p3 < p4 ≤ α,
· · · · · · · · · · · · · · · · · ·
σ(K1)σ(Kp2) · · ·σ(Kpα−1) 6∈ {τ(K1Kp2 · · ·Kpα−1)c}, 2 ≤ p2 < · · · < pα−1 ≤ α,
where σ(K1) = (σ1, σ2, · · · , σn1) etc. are defined in Eq. (B4). {τ(K1)} expresses the set
of all the permutations for K1 = (1, 2, · · · , n1) with the elements of n1!, i.e. {τ(K1)} =
{(1, 2, · · · , n1 − 1, n1), · · · , (n1, n1 − 1, · · · , 2, 1)}, which appear in the determinant (K1) =
det | φK1 |. Therefore, the condition of σ(K1) 6∈ {τ(K1)} means that all the permuta-
tions appearing in (K1) = det | φK1 | are removed in the sum of
∑′. On the other hand,
σ(K1)σ(Kp2) = (σ1, · · · , σn1, σn(p2−1)+1, · · · , σnp2 ), and {τ(K1Kp2)c} denotes the set of all
the linked permutations belonging to (K1Kp2)c = (det|φK1φKp2 |)c. Thus, the condition
of σ(K1)σ(Kp2) 6∈ {τ(K1Kp2)c} indicates that all the permutations appearing in (K1Kp2)c
are removed in the sum of
∑′. Other conditions are self-explanatory. One can derive
Eqs. (B7)∼(B9) from Eq. (B10). The proof of Eq. (B10) is easily given on the basis of the
Laplace expansion theorem in Eq. (B3).
Appendix C: Matrix element of operator product with Slater determinant
First we consider the matrix element of the product of non-separable operators with
Slater determinant.
Let Q be a symmetric N -body operator in the A-body system expressed in the product
of the non-separable operators of size α, Q1, Q2, · · · , and Qα,
Q =
A∑
i1 6=i2 6=···6=iN
Q(i1, i2, · · · , iN), (C1)
Q(1, 2, · · · , N) = Q1(1, · · · , n1)Q2(n1 + 1, · · · , n2) · · ·Qα(nα−1 + 1, · · · , nα), (C2)
with 1 ≤ α ≤ N , n0 = 0, and nα = N . Here, we consider the matrix element of Q with
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respect to the Slater determinant of the A-body system
Φ0 =
1√
A!
det |φ1(1)φ2(2) · · ·φA(A)| , (C3)
where the single particle wave functions {φγ} are orthonormal. With help of the linked-
and unlinked-term expansion of the Slater determinant in Eq. (B10), the matrix element is
expressed as
〈Φ0|Q|Φ0〉 =
〈
Φ0
∣∣∣∣∣
A∑
i1 6=i2 6=···6=iN=1
Q1(i1, · · · , in1) · · ·Qα(inα−1+1, · · · , iN)
∣∣∣∣∣Φ0
〉
= 〈Q1〉c 〈Q1〉
+
∑
2≤p2≤α
〈Q1Qp2〉c 〈Q1Qp2〉
+
∑
2≤p2<p3≤α
〈Q1Qp2Qp3〉c 〈Q1Qp2Qp3〉
+ · · · · · · · · · · · · · · · · · ·
+
∑
2≤p2<···<pα−1≤α
〈Q1Qp2 · · ·Qpα−1〉c 〈Q1Qp2 · · ·Qpα−1〉
+ 〈Q1Q2 · · ·Qα−1Qα〉c. (C4)
Here the definitions of above notations are presented as
〈Q1〉c =
〈
Φ0
∣∣∣∣∣∣
A∑
i1 6=···6=in1=1
Q1(i1, · · · , in1)
∣∣∣∣∣∣Φ0
〉
c
,
〈Q1〉 =
〈
Φ0
∣∣∣∣∣∣
A∑
in1+1 6=···6=iN=1
Q2(in1+1, · · · , in2) · · ·Qα(inα−1+1, · · · , iN )
∣∣∣∣∣∣Φ0
〉
,
〈Q1Q2〉c =
〈
Φ0
∣∣∣∣∣∣
A∑
i1 6=···6=in2=1
Q1(i1, · · · , in1)Q2(in1+1, · · · , in2)
∣∣∣∣∣∣Φ0
〉
c
,
〈Q1Q2〉 =
〈
Φ0
∣∣∣∣∣∣
A∑
in2+1 6=···6=iN=1
Q3(in2+1, · · · , in3) · · ·Qα(inα−1+1, · · · , iN )
∣∣∣∣∣∣Φ0
〉
.
(C5)
The notation of the matrix element with the subscript of ‘c’, 〈∏kQk〉c = 〈Φ0|∑i∏k Qk|Φ0〉c,
in Eqs. (C4) and (C5) is called the linked matrix element, in which only the linked integrals in
the matrix element 〈Φ0|
∑
i
∏
kQk|Φ0〉 are summed up (see also Sec. III B). Other notations
are self-explanatory.
Next we consider the matrix element of the operator product F1F2 · · ·Fn in Eq. (A1) with
the Slater determinant Φ0 in Eq. (C3). In Appendix A, we have proved that F1F2 · · ·Fn
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is expressed as the sum of the operator product in units of the linked ones (non-separable
ones). On the other hand, the matrix element of the product of non-separable operator with
Φ0 is expressed in Eq. (C4). With help of Eqs. (A7), (A8), and (C4), the matrix element of
the product operator F1F2 · · ·Fn with Φ0 is finally presented as
〈Φ0|F1F2 · · ·Fn|Φ0〉 ≡ 〈F1F2 · · ·Fn〉
= 〈F1〉 〈F1〉
+
∑
2≤p2≤n
〈F1Fp2〉c 〈F1Fp2〉
+
∑
2≤p2<p3≤n
〈F1Fp2Fp3〉c 〈F1Fp2Fp3〉
+ · · · · · · · · ·
+
∑
2≤p2<···<pn−1≤n
〈F1Fp2 · · ·Fpn−1〉c 〈F1Fp2 · · ·Fpn−1〉
+ 〈F1F2 · · ·Fn〉c, (C6)
where 〈O〉c ≡ 〈Φ0|O|Φ0〉c represents the linked matrix element for 〈Φ0|O|Φ0〉 (see also
Sec. III B), and 〈O〉 ≡ 〈Φ0|O|Φ0〉 stands for the matrix element of the operator O, where O
means the operator removed the building block of O from F1F2 · · ·Fn. Equation (C6) can
be proven by using formulae, Eq. (C4) etc. From the recurrence formula in Eq. (C6), we get
the following formula of the linked matrix element expansion
〈Φ0|F1F2 · · ·Fn|Φ0〉 ≡ 〈F1F2 · · ·Fn〉
=
∑
{k}
[ ∏
1≤p1≤n
〈Fp1〉k
(1)
p1
][ ∏
1≤p1<p2≤n
〈Fp1Fp2〉ck
(2)
p1p2
][ ∏
1≤p1<p2<p3≤n
〈Fp1Fp2Fp3〉ck
(3)
p1p2p3
]
× · · · ×

 ∏
1≤p1<p2···<pn−1≤n
〈Fp1Fp2 · · ·Fpn−1〉ck
(n−1)
p1p2···pn−1

 〈F1F2 · · ·Fn〉ck(n)12···n, (C7)
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where {k} = {k(1)1 , k(1)2 , · · · , k(n)12···n} run under the condition,
k
(1)
β +
∑
p1<β
k
(2)
p1β
+
∑
β<p1
k
(2)
βp1
+
∑
p1<p2<β
k
(3)
p1p2β
+
∑
p1<β<p2
k
(3)
p1βp2
+
∑
β<p1<p2
k
(3)
βp1p2
+ · · · · · · · · ·
+
∑
p1<···<pm−1<β
k
(m)
p1···pm−1β
+
∑
p1<···<pm−2<β<pm−1
k
(m)
p1···pm−2βpm−1
+ · · · · · · +
∑
β<p1<···<pm−1
k
(m)
βp1···pm−1
+ · · · · · · · · ·
+ k
(n)
12···n = 1 with β = 1, · · · , n. (C8)
In Eq. (C6), the matrix element is expanded with reference to the operator F1. However,
we can expand it with reference to an arbitrary operator Fa (a = 1, 2, · · · , n).
From Eq. (C6), we get some useful expressions for an arbitrary symmetric many-body
operator Oˆ except Oˆ 6= 1ˆ,
〈F n〉 =
n−1∑
k=0
(n− 1)!
k!(n− k − 1)! 〈F
n−k〉c 〈F k〉,
〈OˆF n−1〉 =
n∑
k=1
(n− 1)!
(k − 1)!(n− k)! 〈OˆF
k−1〉c 〈F n−k〉,
〈F n−1Oˆ〉 =
n∑
k=1
(n− 1)!
(k − 1)!(n− k)! 〈F
k−1Oˆ〉c 〈F n−k〉,
〈F n1OˆF n2〉 =
n1+n2∑
k=0
∑
k1,k2
k1+k2=k
n1!
k1!(n1 − k1)!
n2!
k2!(n2 − k2)!〈F
k1OˆF k2〉c〈F n1+n2−k〉,
where 〈F 0〉 = 1. Some of them are presented in Sec. IV.
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