Abstract-Data in mobile cloud environment are mainly transmitted via wireless noisy channels, which may result in transmission errors with a high probability due to its unreliable connectivity. For video transmission, unreliable connectivity may cause significant degradation of the content. Improving or keeping video quality over lossy channel is therefore a very important research topic. Error concealment with data hiding (ECDH) is an effective way to conceal the errors introduced by channels. It can reduce error propagation between neighbor blocks/frames comparing with the methods exploiting temporal/spatial correlations. The existing video ECDH methods often embed the motion vectors (MVs) into the specific locations. Nevertheless, specific embedding locations cannot resist against random errors. To compensate the unreliable connectivity in mobile cloud environment, in this paper, we present a video ECDH scheme using 3D reversible data hiding (RDH), in which each MV is repeated multiple times, and the repeated MVs are embedded into different macroblocks (MBs) randomly. Though the multiple embedding requires more embedding space, satisfactory trade-off between the introduced distortion and the reconstructed video quality can be achieved by tuning the repeating times of the MVs. For random embedding, the lost probability of the MVs decreases rapidly, resulting in better error concealment performance. Experimental results show that the PSNR values gain about 5dB at least comparing with the existing ECDH methods. Meanwhile, the proposed method improves the video quality significantly.
I. INTRODUCTION
W ITH the rapid growth of information and communication technology, multimedia is becoming the popular format in the Internet. However, the storage space, computer resource, and bandwidth limit the development of multimedia communication. Cloud computing moves services, computation, and data to location-transparent centralized facilities or providers to solve these problems [1] .
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Youtube, Dailymotion, Tencent, and iqiyi. And the services provided by cloud can be used without high cost and complex architecture. In this case, with the development of terminal equipment, mobile cloud becomes a popular environment. However, for the unreliable connectivity of mobile cloud environment, it creates new problems for users. Mobile cloud architecture may bring out transmission degradation, especially transmission errors in mobile cloud [2] .
Currently, video quality is becoming more attractive, especially for the medical video,surveillance video. To guarantee better video services, mobile cloud provides efficient platform for computing, storage and transmission. Since there is massive redundancy in the video sequence, they always need to be compressed before storing and transmitting. The popular video compression standard such as MPEG-2/4, H.264/AVC, and H.265 demands either parallel or distributed processing platform [2] . In the case of cloud computing, many Video Service Providers (VSPs) rent out the distribution architecture from Cloud Service Providers (CSPs) [3] .
The highly compressed videos are sensitive to the transmission errors. In order to ensure the quality, the video transmission encounters many challenges [2] : 1) Since both the low and high speed networks are existing in the Internet, it may cause data buffering at different locations during data transmission, then out of order delivery and packet loss or drops may occur; 2) Video transmission is based on connectionless protocols, and it cannot provide lossless data transmission.
For the video compression standard, there are two basic modes, inter-frame and intra-frame. Usually, for a frame, macroblocks (MBs) are the processing units under intra mode, and a processing unit may be a frame itself or a MB under inter mode. That is to say the video quality is mainly based on frame/MB quality. To improve the video quality, error resilience and error concealment are used as popular technologies. The error resilience techniques are used to recover the errors at the encoder side, and the error concealment techniques are used to conceal errors at the decoder side especially for the problem of the packet lost.
There are two methods for error concealment at the decoder side, data hiding-based method and the spatially/temporally correlation-based (data interpolation) method [1] , [4] . The data interpolation method, which works well [5] , [6] in the case of the successfully received data, can be used to reconstruct the lost data. For data hiding-based method, the performance depends on that whether the marked data can reflect the frames characteristics. Generally, the mark data consists of motion vectors (MVs) or residual which described the motion features.
Data hiding is a popular technique used in the field of multimedia security such as copyright protection, content authentication and secret communication [7] . Because the data hiding has the advantage that the mark data can be carried in a seamless way, it has been employed to conceal video errors produced by the transmission. Adsumilli et al. [8] proposed an error concealment technique in which the 2-level discrete wavelet transforms (DWT) approximation coefficients are converted to halftone image which is embedded into original frame. Yilmaz et al. [9] presented an error concealment method using edge orientation information as marked data. Ref. [4] compressed the residuals of the neighbor frames by compressed sensing (CS) as marked data at the encoder side, and reconstructed the original residual by CS to conceal the channel errors at decoder side.
In general, the more information about frame is embedded, the better error concealment performance. However, embedding more information means to degrade the quality of marked video. For the highly correlation between neighbor frames, the MVs of every MB are hidden to conceal the corresponding error MBs [10] , [11] . In Yao et al. [10] , the MVs of the MBs belonging to the region of interest (ROI), which are shared in a frame group, were embedded into the background region within the same frame. In Chen et al. [11] , the MVs of every MB are embedded into the quantized discrete cosine transform (QDCT) coefficients of neighboring MBs, and at the decoder side, the extracted MVs are used to find the matching MBs. However, it modified the DCT coefficients which may lead to video quality degrade.
To strike balance between the marked video quality and error concealment performance, reversible data hiding (RDH) [12] , [13] can recover the cover losslessly. Chung et al. [14] presented a video error concealment scheme using RDH. Each MV is embedded into QDCT coefficients with zero values of the corresponding MB by a circular embedding scheme. Xu et al. [15] proposed a RDH-based intra-frame error concealment method, in which it contains MV data pre-processing and the selection of embedding region. Later, Xu et al. [7] raised a two dimensional RDH-based intra-frame error concealment scheme, and it is mainly used to reduce the distortions caused by RDH.
However, their performance needs to be improved for two reasons. Firstly, for the random of the channel state, errors are occurred randomly. So the error concealment performance in [14] - [16] cannot benefit from changeless embedding location. Secondly, for smooth video sequences, embedding MVs of the MBs sized 16 × 16 is a valuable selection to gain better error concealment performance and reduce the amount of marked data. However, to enhance the robustness of data hiding, the marked data may be produced by repeating MVs multiple times, and even more MVs with smaller block size are needed to be embedded into the frames. In order to solve these problems, an intra-frame error concealment scheme using 3D RDH is proposed. Since the mobile cloud-based services are contributed on the distributed transmitted system [2] , and almost all the client ends are connected to the network with wireless, the video can be transmitted effectively in mobile cloud environment in the case of limited bandwidth.
In this paper, to combine with the popular compression standard, H.264 is selected as the implementation platform. The rest of this paper is organized as follows. In Section 2, the motivation and novelty of proposed scheme is described. The main idea of 3D RDH is illustrated in Section3. And then, the proposed 3D RDH based error concealment method is presented in Section 4. In Section 5, experimental results are introduced. At last, the paper is concluded in Section 6.
II. MOTIVATION AND NOVELTY For a video transmitted through mobile cloud environment, the received video quality is mainly decided by the channel state in mobile cloud environment. Since the unreliable connectivity is existing in mobile cloud, for the video signal, error concealment methods are needed to improve the visual video quality. Meanwhile, there are much redundancy between the neighbor frames in a video. To raise video communication efficiency, the video signal is compressed before transmitting, and only the residuals between two frames/MBs are transmitted. So, some of error concealment methods are based on these temporally/spatially correlation. However, if the reference frames/MBs are corrupted, the errors may be propagated in the current frame/MB. Error concealment scheme using data hiding (ECDH) can conceal the errors from the extracted data, and its performance usually depends on that whether the mark data can reflect the frame/MB feature well. Then, a video ECDH is proposed in this paper to conceal the errors caused by the unreliable connectivity.
Secondly, at the decoder side, since the data hiding is realized by embedding data into QDCT coefficients. In other words, there are difference between the marked QDCT coefficients and the original QDCT coefficients. Also, these difference will produce high distortions in the decoded frames, and higher quantization steps make higher distortions. In order to avoid these distortions, a reversible data hiding method that the carrier can be recovered losslessly after data extraction is used in the proposed ECDH scheme.
Thirdly, for a MB, there is only one MV( include horizontal and vertical components, it is the same in the rest of this paper) that is hidden in the frame. If the MV is embedded into a corrupted MB, the MB cannot be concealed. To raise the probability of success concealment, every MV is repeated multiple times before being embedded, and these MV, belonging to a specified MB, are embedded into MBs in a frame separately and randomly. Then, if a MB is corrupted, only one MV is enough to reconstruct the MB. Also, a MB and its MV may be lost at the same time with lowest probability. However, MVs repeating makes the amount of marked data increasing. A 3D RDH is proposed to satisfy the demands of the embedding capacity-distortion performance, and then the video quality is improved. This also the novelty of this paper.
III. PROPOSED 3D RDH SCHEME The methods in [14] , [15] focus on using one-dimensional (1D) coefficient histogram for RDH. The 1D RDH is usually defined as [7] h(r) = {f i,j (k)|f i,j (k) = r}.
( 1) where denotes the cardinal number of a set. Specifically, by considering every two adjacent residual coefficients together, 2D RDH can be defined as [7] h(r 1 ,
For 2D RDH, more than two bits may be embedded into a pair of residual coefficients [20] . Furthermore, bins '11' can be embedded by modifying only one coefficients [7] , [20] . Obviously, the distortion is lower than that in 1D RDH before. However, they cannot satisfy the demand of the capacitydistortion performance. For 3D RDH method, every three adjacent residual coefficients are considered as a coefficient triple, it can be defined as
For a coefficient triple, the transform space is more than that in 2D RDH. In 2D RDH, the two adjacent residual coefficients can be modified to four different pairs. However, in 3D RDH, a coefficient triple can be modified to eight different possible triples, and it can provide more capacity.
Generally, the amount of the mark data is constant. However, most of the MVs have zero or near-zero values [7] . For 1D RDH [14] , [15] , residual coefficients do not need to be expanded [7] in this occasion, but the histogram shifting operation is still to be carried out for the non-zero coefficients. For 2D RDH, beside the coordinate (0, 0), half coefficients in a coefficients pair are needed to be modified to embed one/two bits. In [7] , [20] , at most two bits are embedded into a pair, and only one coefficient expands 1. So, both the 1D RDH and 2D RDH cannot meet the demands of the capacity-distortion performance well. In order to solve this problem, a 3D RDH with high capacity and low distortion is proposed and it is shown in Fig.1 .
Recently, a 3D RDH scheme is proposed in [21] to decrease the distortion. In [21] at most two bits are embedded into a coefficient triple, and it is not very suitable for our application scenarios. Our intention is to embed more bits and shift histogram in a less distorted direction as much as possible.
IV. PROPOSED ERROR CONCEALMENT SCHEME
For the intra-frame error concealment, it mainly focus on the corrupted block. And for the inter-frame error concealment, it focus on the whole frame errors, such as delete or lost a frame, insert a frame, mis-order frames, and so on. In this scheme, we pay our attentions on utilizing 3D RDH and MV characteristics, which can reflect the most matching blocks, to conceal the corrupted blocks in a frame. The proposed 3D RDH in Section 3 is used to increase the embedding capacity and decrease the embedding distortions. The MVs are used as the secret data that are embedded in a frame, and also help the receiver to find the most matching blocks to conceal the corrupted blocks. If the sender want to communicate with the receiver, he/she will transport a secret key to the receiver, which is used to make the same scrambled MVs for the sender and receiver. (1) Mark data To provide high quality video, a high capacity RDH-based error concealment method is needed. All the schemes in [7] , [14] , [15] selected the MVs of 16 × 16 MBs as the marked data, and they can satisfy the demand of lower activity video sequence. To improve the robustness, the marked data is repeated multiple times, and more information may be embedded into the video sequence.
For a MB with size 16 × 16, if the search range is 15, the total number of information bits to be embedded into a MB is [7] :
where denotes the ceiling function. In this paper, to enhance the robustness of the marked data, at the encoder side, all the MVs in a frame are repeated multiple times as marked data before being embedded. Assuming every MV is repeated α times, then the total number of information bits to be embedded into one MB is:
Significantly, with the α increasing, a large capacity RDH scheme is needed, and the embedding capacity is controllable by adjusting α.
(2) Embedding locations In [7] , [14] and [15] , the MV of every MB is embedded into the neighbor MB. However, in actuality, in mobile cloud environment, the errors may be spread multiple neighbor blocks in a higher probability, the stationary embedding locations cannot resist the random channel errors.
In [7] , [10] , [11] , [14] - [16] , every 4 × 4 neighbor MBs are considered as a MB group, MVs are embedded into the neighbor MBs circularly. There are horizontal, vertical and diagonal patterns, and only vertical pattern can recover two MBs [15] . However, for mobile cloud environment, the errors are occurred randomly, and the neighbor MBs may be corrupted in the same time. To keep consistent with the random channel, all the repeated MVs in a frame are scrambled randomly, then every α MVs are considered as a group and embedded into α MBs sequentially. In other words, the α MVs belonging to the same MB may be distributed in α different MBs randomly. And for a lost MB, it is enough to conceal the error that only one of the repeated MVs is embedded into the non-corrupted MB. Meanwhile, The host MBs and their all repeated MVs are lost at the same time with a much lower probability. Also, the repeating frequency can be adjusted according to the demands of the video application.
In order to illustrate the performance of random embedding MVs further, assuming there are N blocks in a frame, and the PLR is p. For a specified MB denoted as B, it is lost with probability p. Since the repeated MVs are scrambled randomly, the repeated MVs belonging to the specified MB may be embedded into β(β = 1, 2, · · · , α) MBs. If we do not consider the influence from other MVs in the embedding process, the α MVs are embedded into β MBs with probability
Furtherly, in the embedding process, the worst condition is that there is only one location to embed the α MVs, then P β = 1. If the β host MBs are corrupted at the same time, MB B cannot be concealed correctly. This case occurs with probability P nc = α β=1 P β · p β , and it is also the probability that a MB cannot be concealed correctly. Conversely, for a lost MB, even if only one of its α MVs is embedded in the normal MB, MB B can be concealed correctly. So a lost MB can be concealed with the probability P c = 1 − P nc . Obviously, under the normal channel, p < 0.5, the relationship between P c and P nc is described as
For the random embedding location, the relationship between host MBs and the embedding locations of their MVs is changeable. Fig.2 and Fig.3 shows the mapping of host MBs and the embedding locations of their MVs in the residual coefficients frame in video hall with α = 1 and α = 5, and it shows the neighbor MBs in the left(the original host MBs) are scrambled dispersedly in the right residual coefficients frame (scrambled embedding locations).
In order to show the influence on concealment performance significantly, in this paper, all the corrupted MBs that cannot be concealed correctly are set to be zeros and all the concealment experimental results in this paper are implemented under this case. In the other words, if the MBs and their MVs are lost at the same time, the decoded MBs are substituted by black blocks. To reveal the impact from random embedding on the concealment performance, Fig.4 shows the comparison of concealed frames PSNR between the random embedding and changeless embedding with PLR 0.1, 0.3 and α = 1, it reveals that random embedding can achieve a better performance. At the decoder side, for a MB, there would be multiple same MVs for a specified MB, and they may be extracted from different MBs. So, if a MB is corrupted, it can be concealed in a high probability. Fig.5 shows the H.264 encoding procedure [18] , [19] . Considering the video compressing process, the marked data is embedded into the quantized DCT coefficients, and the mid-frequency and high-frequency coefficients are used to carry the MVs. For different repeating frequency requires different embedding capacity, the AC component is reserved for embedding. Since the smallest encoding unit is 4 × 4 block, all the AC components of QDCT coefficients are considered as the cover. After zigzag scanned, every three adjacent coefficients are grouped to be a triple. After that, the mid-frequency and high-frequency coefficients are divided into triples in order. The modifications on these triples can be actualized based on the proposed 3D RDH in Section 3. Every embedding operation is actualized by modifying one or two elements in a triple with ±1. The original coefficients triple (f i,j (3m), f i,j (3m+1), f i,j (3m+2)), the marked coefficients triple (f i,j (3m), f i,j (3m), f i,j (3m)) and the recovered coefficient triple (f
B. Data Hiding
" . The embedding procedure is as follows.
(1) If F = (0, 0, 0), the marked coefficient triple F is determined as follows
where b i , i = 1, 2, · · · denotes the to-be-embedded bits. In this case, three bits are embedded by modifying one element in a triple at most with the probability 0.75.
(2) If F = (x, 0, z), z = 0, the marked coefficient triple F is determined as follows
where sign(y) denotes the symbol of y .In this case, at least one bit is embedded with modifying one of three coefficients.
Comparing with the 3D RDH [21] , the capacity-distortion performance is improved. (3) If F = (x, 0, 0), x = 0, the marked coefficient triple F is determined as follows
In this case, more than two bits are embedded by expanding 1. However, in the 3D RDH [21] , only one bit can be embedded with the same distortion.
(4) If F = (x, y, 0), x = 0, y = 0, the marked coefficient triple F is determined as follows
In this case, one or two bit is embedded with modifying one coefficient. For the large quantization step, most of the AC coefficients are zeros. This case is occurred with low probability infrequently.
(5) If f i,j (2m+1) > 0 and f i,j (2m+2) = 0, the coefficient triple F is shifted as follows.
(11) +sign(f i,j (2m + 2))) (6) If f i,j (2m+1) < 0 and f i,j (2m+2) = 0, the coefficient triple F is shifted as follows.
In the case 5) and 6), all the shifting are realized by modifying two coefficients in a triple.
C. Data Extraction and Original Video Recovery
The original video can be recovered by extracting the hidden MVs according to the proposed 3D RDH in this paper, and error MBs can be concealed by replacing the matching MBs in reference frame. The data extraction process is actualized before de-quantization, so the host MBs can be decoded without any extra distortion when there are no transmitting errors. Once the transmitting errors occur, the error concealment process is realized after the data extraction.
Assuming there are no errors in the transmission, data extraction procedure can be described as follows 
After the bits are extracted, the recovered coefficients triple F " recovers to (0,0,0). (2) If the marked coefficients triple F ∈ {{(x, 0, z)||z| > 1}, {(x, 1, z)||z| > 0}, {(x, −1, z)||z| > 0}}, the hidden bits are extracted as follows.
After the bits are extracted, the host coefficient triples are recovered as
(3) If the marked coefficients tripleF ∈ {{(x, 0, 0)||x| > 1}, {(x, 0, 1)|x = 0}, {(x, 0, −1)|x = 0}, {(x, 1, 0)|x = 0}, {(x, −1, 0)|x = 0}}, the hidden bits are extracted as
(4) If the marked coefficients triple F ∈ {{(x, y, 0)||y| > 1}, {(x, y, 1)||y| > 1}, {(x, y, −1)||y| > 0}}, the hidden bits are extracted as
(5) If the marked coefficient triples belong to shifting triples, they are recovered by inverse-processing of shifting.
Unfortunately, if there are transmission errors, after all the bits are extracted, the MVs are obtained by inverse-scrambling the extracted MVs. The error MBs are concealed by replacing those using matching blocks.
V. EXPERIMENTAL RESULT
The proposed scheme is applied in the H.264, and the front 30 frames of six standard sequences in QCIF format (176 × 144) are used to test the performance of the proposed scheme. Every 10 frames are considered as a GOP. In order to reveal the advantage of the proposed scheme, recent works in [7] and [15] are used to be compared with the proposed scheme.
A. Embedding Distortion
In this scheme, 3D RDH is used to embed the MVs into the quantized DCT residual coefficients. The goal of proposed RDH scheme is to improve embedding capacity and introduce low embedding distortion. However, since MVs are embedded into the host residual coefficients, it would cause difference between the host coefficients and marked coefficients. For the RDH algorithm, the host coefficients can be recovered completely from the embedding distortions if the video sequences are transmitted without any channel errors.
(1) ECDR Absolute embedding capacity and distortion ratio (ECDR) can be defined simply as
where EC denotes the absolute embedding capacity, D denotes the absolute distortion, and both of them are calculated with the full embedding situation. In order to analyze the proposed 3D RDH performance better, the residual coefficients teiples are divided into multiple sets. C 1 , C 2 , C 3 and C 4 denote the original coefficient triples sets of the 1st, 2nd, 3rd ,4rd case in Section 4, C 4 is defined in Eq.(25), C 5 denotes the original coefficient triples set of 5th and 6th case. The ECDR of the proposed 3D RDH is evaluated by comparing recent 3D RDH in [21] . Meanwhile, the embedding capacity of the proposed 3D RDH, and that in [21] are denoted as EC pro , EC rec , and the distortions in these schemes are denoted as D pro , D rec .
+2 {(x, y, 0)||x| = 1, |y| > 0} + {(0, y, 0)||y| > 0} + 2 C 5 + 3 2 where denotes the elements number in set. The embedding capacity and distortion difference are calculated as
Eq. (25) indicates that the embedding capacity in proposed scheme is much more than that in the scheme [21] and Eq. (26) indicates that the distortion difference in the two schemes is decided by the elements number in C 1 , C 2 , C 3 and C 4 . However, for video compressed standard, the number of the elements in these sets is mainly decided by quantization step. With the quantization step decreasing, coefficients with zero values decrease, and also the distortion difference may decrease. Generally, to guarantee the quality of the decoded sequence, the quantization step cannot be a number which make all the AC components are zeros. So the ECDR in the proposed scheme is more than that in the scheme [21] in great probability. Let P (D pro −D rec > 0) and P (D pro −D rec < 0) denote the probability of the case D pro − D rec > 0 and D pro − D rec < 0, then the relation of probability is described as
Assuming ECDR pro and ECDR rec denote the ECDR in the proposed scheme and in [21] . According to Eq.(25) and Eq.(26), ECDR pro is greater than ECDR rec in a higher probability, and it can be described as follows.
To illustrate the ECDR of the two 3D RDH scheme, emebedding capacity(EC) and the corresponding distortion of the 2nd frame in video sequence f oreman, hall, coastguard and grandma are calculated in Table I . It shows that with the quantization step (QP) increasing, the embedding capacity is increased too, and the distortion is decreased for the decreased shifting operations with lower QP. It also shows the proposed 3DRDH can provide more embedding space. Fig.6 shows the ECDR comparison of the ECDR in proposed 3D RDH is nearly two times as that in [21] .
(2) PSNRs of marked frames Generally, at the decoder side, the quality of decoded frames without any other manipulations is the limitation of the concealed frames. If the peak signal to noise ratio (PSNR) proposed 3D RDH Zhao [21] (d) grandma Fig. 6 . The EDAR of proposed 3D RDH comparison with [21] values of marked frames are close to the limitations, the data hiding would have few influences on the marked video quality. However, the repeating frequency is also a key factor that influences the quality of the marked frames. Higher repeating frequency means more data is embedded into the frames. To indicate the concealment performance with different repeating frequencies, the cases with repeating frequencies α = 1 and α = 5 are compared with the limitation case. Fig.7 shows the PSNR values comparison of marked frames with the decoded frames in the proposed method, and it shows the PSNR values with α = 1 is near the limitation.
B. Performance of Error Concealment
(1) Error concealment performance comparison The error concealment performance is one of the most important features for this scheme.In cloud environment, data are stored in distributed way and may be from different servers. The packet lost rates (PLRs) can reflect all the channel states of the whole transition procedure. To simulate the transmission errors, different random intra-frame PLR are applied to each intra-frame, such as 0.05, 0.10, 0.15, 0.20 and 0.30. For every PLR, the performance is measured in terms of PSNR between original video sequence and concealed video sequence. Since [7] indicated the concealment performance in it is better than that in [15] , so the concealment performance comparison is taken with [7] . The PSNR comparisons of concealed frames are showed in Fig.8 and both the cases α = 1 and α = 5 Fig.8 , the error concealment performance is better than that in [7] significantly. Especially, the corrupted frames are concealed completely with α = 5. The reason is that for the scheme in [7] , the cover MB for each MV is not random as the channel errors. In contrary, the embedding location of each MB is random in our proposed error concealment scheme, and also it reveal that Eq. (6) is correct. Fig.9 , Fig.10 , and Fig.11 shows the visual quality of original frame, error frame, concealed frame in coastguard, grandma and hall sequences with PLR 0.2 and α = 1 respectively. In this paper, all the errors caused by channel are occurred randomly and the corrupted frames are shown in Fig.9 (b) , Fig.10 (b) and Fig.11 (b) . The visual quality of the concealed frames is shown in Fig.9 (c), Fig.10 (c) and Fig.11(c) .
Furtherly, the visual quality of concealment performance is tested with α = 5. Fig.12 (a), Fig.13 (a) and Fig.14 (a) Xu [7] (f) coastguard the error frames, and their original frames are the same as the Fig.9 , Fig.10 and Fig.11 . Fig.12 (b) , Fig.13 (b) and Fig.14 (b) show the concealed frames with α = 5, the concealed frame is similar in visual to the original frames.
(2) MSE PSNR denotes the peak SNR, it cannot reveal the distortion overall. Mean square error (MSE) is usually explored to capture the errors of every element, and it can reflect the comprehensive errors in a frame. For an error concealment scheme using RDH, the distortion may be generated both in the procedure of embedding and concealment. Without loss of generality, the original and the concealed frame with size N 1 × N 2 are denoted as f o and f c , and the pixels in them are denoted as P cij , i = 1, 2, · · · , N 1 , j = 1, 2, · · · , N 2 , and P oij , i = 1, 2, · · · , N 1 , j = 1, 2, · · · , N 2 . The concealment distortion is defined as
For the scheme in this paper, the quality of the concealed frames is controllable by adjusting the repeating frequency. However, the concealment performance is mainly decided by the error concealment method. As we can see, the PSNR values and the visual quality can illustrate the concealment performance, but they cannot reveal the detail distortions in a frame. The MSE is the summation of every distortion, also it can amplify the great distortion and reduce the low distortion.
To explain the distortion of the concealment frames, Fig.15 shows the MSE of concealed frames with different repeating frequencies and different videos. It shows MSE performance of almost all the video sequences will achieve a steady values with the repeating frequencies increasing. Also, for the test video foreman, hall, and coastguard, the MSE in the proposed scheme is better than that in [7] . In addition, based on the extracted marked data, the concealment performance in this paper is mainly decided by the random embedding locations, the concealment performance may be different every time. And the Section 5.1 has explained the errors can be concealed with greater probability.
VI. CONCLUSION
Reliable transmission of compressed video under mobile cloud environment is a challenging problem. In this paper, a 3D RDH-based video error concealment technique is proposed for H.264 codec. At the encode side, every three adjacent AC coefficients are counted to be a triple elements, and the data is embedded in the triples by shifting the triples. The proposed 3D RDH is utilized to embed the MVs into quantized DCT coefficients randomly. At decoder side, MVs are extracted and recovered to conceal the corrupted MBs. Meanwhile, the marked data is controllable by adjusting the MV repeating frequency, and both the concealment and embedding performance can be adjusted correspondingly. The experimental results show that the scheme is benefit from the repeated and random embedding locations, and also the proposed high capacity 3D RDH. By using the proposed 3D RDH method, rich space are utilized to embed more marked data. How to take advantage of the 3D space characteristic to exploit a more suitable histogram modifying should be researched in the future. Also, the error concealment scheme should be improved to the direction of few embedding bits and better concealment performance for the mobile cloud environment. 
