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Abstract — The Ischemic Heart Disease (IHD) is 
characterized by an insufficient supply with blood of the 
myocardium usually caused by an artherosclerotic disease of 
the coronary arteries (coronary artery disease CAD). The IHD 
and its consequences have become a leading problem in the 
industrialized nations. The aim of this study was to evaluate a 
new diagnosing method, the cardiogoniometry, using two 
different classifying techniques: the method of linear 
discriminant function analysis (LDA) and the method of 
Support Vector Machines (SVM). Data of a group of 109 
female subjects (62 healthy, 47 with IHD) were analyzed on the 
basis of extracted parameters from the three-dimensional 
vector loops of the heart. The LDA achieved an accuracy of 
83,5% (Sensitivity 78,7%, Specificity 87,1%), whereas the 
SVM achieved an accuracy of 86% (Sensitivity 80,5%, 
Specificity 89,8%). It could be shown that cardiogoniometry, 
an electrophysiological diagnostic method performed at rest, 
detects variables that are helpful in identifying ischemic heart 
disease. As it is easy to apply, non-invasive, and provides an 
automated interpretation it may become an inexpensive 
addition to the cardiologic diagnostic armamentarium, 
possibly useful for early diagnosis of IHD or CAD, as well as in 
patients who do not tolerate exercise testing. It was also proven 
that by applying Support Vector Machines an increased 
diagnostic precision in comparison to the conventional 
discriminant function analysis can be achieved. 
Keywords — Cardiogoniometry, Support Vector Machines, 
nonlinear classifier, linear discriminant analysis, vector loop. 
I. INTRODUCTION  
The Ischemic Heart Disease (IHD) is characterized by an 
insufficient supply with blood of the myocardium usually 
caused by an artherosclerotic disease of the coronary 
arteries (coronary artery disease CAD). It is the leading 
cause for myocardial infarction and/or chronic heart failure. 
Today it is the most common cause of death in most 
industrialized countries and a major cause of hospital 
admissions. Diagnosis of IHD is usually performed with 
ergometry bearing a high risk of complications for the 
patient and achieving only moderate sensitivity and 
specifity [1]. Moreover, a number of patients do not tolerate 
exercise testing. There is a rapid development in the field of 
cardiac imaging (Cardiac MRI, Cardiac CT, scintigraphy) 
but these techniques are not applicable for the general 
practitioners [2]. Current broadly available non invasive 
cardiologic diagnostic tests, such as electrocardiography are 
very insensitive for IHD. Cardiogoniometry is a new 
vectorcardiographical technique to diagnose IHD at an early 
stage with the advantage of easy application and being 
performed under resting conditions [3]. 
The Support Vector Machines (SVM) are binary 
classifiers based on statistical learning techniques [4]. 
Introduced by Vapnik [5] and studied by others [6, 7], the 
SVM are a new powerful class of learning procedures that 
can deal with nonlinear classification by combining them 
with a kernel function. The SVM separate a set of objects 
having different class memberships by means of an optimal 
hyperplane that maximizes the margin between both classes 
and defines decision boundaries [8-10]. The algorithm can 
be shown to correspond to a linear method in a high-
dimensional feature space non-linearly related to input 
space [11]. 
The aim of this study was to compare the ability to 
classify cardiogoniometric data using linear discriminant 
function technique versus the classification with Support 
Vector Machines in order to differentiate between patients 
with IHD and healthy subjects. 
II. DATA AND METHODS 
A. Analyzed Data 
In this study cardiogoniometry data of 109 female 
subjects were analyzed, 47 of them suffering from IHD and 
62 being healthy. The diagnostic findings of the coronary 
angiography were used as golden standard. An IHD was 
diagnosed if one of the three big coronary vessels (LAD, 
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RCA, and LCX) had a significant stenosis. The mean age of 
the group with IHD was 67.0±9.2 years and of the healthy 
group 65.2±9.1 years. 
B. Cardiogoniometry 
The Cardiogoniometry (CGM) uses four surface 
electrodes to register the vector loop. The potentials of the 
five bipolar leads are transformed into three orthogonal 
projections by applying equations 1 to 3 (Figure 1). 
IDx −°⋅= 45  (1) 
ADy +°⋅= 45sin  (2) 
( )HoVez −⋅°= 45sin  (3) 
 
Fig1 position of electrodes and resulting bipolar leads and planes 
for the cardiogoniometry 
Vectorial addition of the three potentials measured in one 
plane results in a vector that describes the electric field in 
this plane. The vectors of two orthogonal planes allow the 
construction of the heart vector, which gives by its 
orientation the direction of the field and by its length the 
strength of the electrical field generated by the heart. The 
differences to the conventional vector ECG are a) the 
measurement of the vector per constructionem and without 
intercalated compensatory resistances in CGM, and b) the 
projection planes of CGM, the frontal plane and the oblique 
sagittal plane, that are oriented according to the anatomy of 
the heart rather than the body planes. 
The examination was conducted for approx. 15 seconds 
under resting conditions preferably without respiration. 
Sampling frequency was 500 Hz. 
C. Parameters 
The characteristics of the vector loop were analysed on 
the basis of different parameters, which were such features 
such as the amplitude, the direction, the time and the angles 
to the two different planes for significant landmarks (P-
loop, R-loop, T-loop etc.), in the ECG. Also the total area, 
the planarity and the shape of the loop were examined. On 
the one hand these parameters were extracted from one 
calculated median loop. On the other hand parameters were 
taken from each heart cycle and the mean value was 
determined. The coordinate system of the three orthogonal 
axes divides the space in eight octants related to the 
anatomy of the heart: Octants 1 to 4 are apical, 5 to 8 are 
basal. The progression and the fractions of the vector loop 
in each octant were also taken as parameters. Altogether 
approx. 500 parameters were developed. 
To reduce this amount of parameters a combination of 
the Mann-Whitney-U-Test and a cross-correlation was 
applied. First the significance of each parameter for 
differentiating between patients with IHD and healthy 
subjects was calculated. Afterwards the correlation between 
all parameters was evaluated. If the correlation between two 
parameters was higher than 0.8, the one with less 
significance was excluded. In this way the parameter pool 
was reduced to 240 parameters, which were used to perform 
the two different classification methods. 
D. Linear Discriminant Analysis 
The linear discriminant analysis is a method for 
classifying a set of observations into predefined classes, 
based on a set of parameters. The discriminant function is 
calculated using a set of observations for which the classes 
are known: 
cxbxbxbd nn ++++= ...2211  (4) 
where the b's are discriminant coefficients, the x's are the 
input variables and c is a constant. This discriminant 
function is used to predict the class of a new observation 
with unknown class. 
For this study a forward stepwise linear discriminant 
function with a maximum of seven parameters was applied. 
To assure the performance of the discriminant function 
cross-validation was done. 
E. Support Vector Machines 
The SVM are learning systems based on statistical 
learning theory to classify. They separate a given set of two-
class training data using a hyperplane that is maximally 
distant from them (“maximum margin hyperplane”). 
The separating hyperplane for linearly separable data is 
defined by 
00 =+∗ bwx  (5) 
Diagnosis of Ischemic Heart Disease with Cardiogoniometry – Linear discriminant analysis versus Support Vector Machines 391 
_______________________________________________________________  IFMBE Proceedings Vol. 22  _________________________________________________________________  
where w0 is the normal to the hyperplane obtained as a 
linear combination of a subset of the training data. Data are 
then classified by computing the sign of the above equation. 
However, data normally are not separable. In this case, a 
non-linear decision function is needed, and an extension to 
non-linear boundaries is achieved by using a specific 
function called kernel function [6]. The kernel function 
maps the data of the input space to a higher dimensional 
space (feature space) by a non-linear transformation. The 
optimal hyperplane is then constructed in the feature space, 
creating a non-linear boundary in the input space. The 
decision function for non-linearly separable data is defined 
by: 
( ) ( )( )

+= bxxKtsignxf iii ,α  (6) 
The coefficients i and b are determined by solving a 
large scale quadratic programming problem for which 
efficient algorithms exist that guarantee global optimum 
finding. ti are targets, and iti=0. 
The vectors xi are the support vectors which determine 
the optimal separating hyperplane and correspond to the 
closest points of each class. N is the number of support 
vectors and 0 ? i ? C, where C is penalty parameter, which 
allows some flexibility in separating the categories. It 
controls the trade off between maximizing the margin and 
minimizing the classification error.  
Increasing the value of C forces the creation of a more 
accurate model that may not generalize well. The goal is to 
find the minimum value of C with which a minimum error 
classification is obtained. Furthermore, kernel functions 
must satisfy some constraints in order to be applicable 
(Mercer’s conditions) [6]. The kernel function used in this 
work is a Gaussian basis function expressed as: 
( )











	






−
−=
2
2
1
exp,
σ
ji
ji
XX
XXK  (7) 
At first a search for an optimal C and  was performed 
with the 240 developed parameters comparing the 
classification accuracy for different combinations (C 1-
1000,  0.1-50). With the best values a feature selection 
process was applied to extract only the best 7 parameters, in 
all classifications 10 fold crossvalidation technique was 
used. 
    The whole process is presented in the following Figure 2. 
 
 
Fig2 working flow diagram of the presented study 
III. CONCLUSIONS  
A. Results 
For each classification method an optimal parameter set 
with seven parameters was found. The parameter set 
PS_LDA7 achieved a sensitivity of 78.7%, a specificity of 
87.1% and a total accuracy of 83.5%. 
In comparison the PS_SVM7 achieved a sensitivity of 
80.5%, a specificity of 89.8%and a total accuracy of 86.0% 
(Table 1). The optimal settings for C was 1000 and for  30. 
The following parameters are included: 
PS_LDA7: 
T Norm field - information, if the maximum of the T loop 
vector is in the field of healthy subjects 
SD Pmax/Tmax - standard deviation of the ratio between 
the maximum amplitude of the P loop and the T loop 
Median betaTExi - angle of the vector at the end of the T 
loop relative to the oblique sagittal plane 
Median T+vmax/T-vmax - ratio of velocity between the 
increasing and the decreasing part of the T loop 
• Forward selection 7 steps 
• Cross validation 
CGM 
vector loop 
Mann-Whitney-U-Test & 
Crosscorrelation 
Linear 
Discriminant 
Analysis 
Optimatization 
C and sigma 
Support Vector 
Machines 
500 Parameters 
240 Parameters 
PS_LDA7 PS_SVM7 
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Median ROctPlusP[3] - mean amplitude of the vector 
from the beginning to the maximum of the R loop in the 
third octant 
Median TOctPlusP[8] - mean amplitude of the vector 
from the beginning to the maximum of the T loop in the 8th 
octant 
Mean TOct[4] - percentage of the total potential of the T 
loop in the 4th octant 
PS_SVM7: 
T Norm field - information, if the maximum of the T loop 
vector is in the field of healthy subjects 
SD Tmax - standard deviation of the amplitude of the 
maximum of the T loop 
Mean tZJe/tZZ  - ratio of the duration from Z-point to J-
point to the total duration of a heart cycle 
Median betaJe - angle of vector at the j-point relative to 
the oblique sagittal plane 
Median ROctMinusP[8] - mean amplitude of the vector 
from the maximum to the end of the R loop in the 8th octant 
Mean phi - angle between the maximum vector of the R 
loop and the maximum vector of the T loop 
Median PhiT - mean deviation of the solid angle of the T 
loop 
Table 1 achieved results for both parameter sets 
 PS_LDA7 PS_SVM7 
Sensitivity 78.7% 80.5% 
Specificity 87.1% 89.8% 
Total accuracy 83.5% 86.0% 
B. Discussion 
The diagnosis of patients with IHD is usually performed 
with ergometry carrying a high risk for the patient, needing 
cost-intensive equipment and achieving only a moderate 
mean sensitivity of 67% and specificity of 84%. Many 
patients cannot undergo exercise testing. 
As a first result it was shown that the cardiogoniometry 
has a high potential to differentiate between patients with 
IHD and healthy subjects. For the examined study group 
both classification techniques, the linear and the nonlinear, 
achieved better results than the standard reference 
diagnosing method [12]. The cardiogoniometry has the 
advantage of being riskless for the patient because no 
exercise is necessary. It is also very easy to apply, no cost-
intensive special equipment is needed, only a modified ECG 
system and a PC. Therefore it can be a good support for the 
general practioner and be used as a screening examination. 
Secondly it was proven that the SVM are a more 
powerful classifier compared to the traditional linear 
discriminant analysis. The SVM allow obtaining a 
maximum margin hyperplane that maximizes the distance 
between different classes, when a high degree of 
overlapping is present between patterns. This difference 
between linear and non-linear methods can be useful in the 
analysis of complexity of cardiologic data. 
A further evaluation of the performance of the method 
should be done validating it by a larger number of patients. 
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