In parametric modeling of loss distributions in actuarial science, a versatile choice with intermediate tail weight is the lognormal distribution. Surprisingly, however, the fitting of this model using estimators which are at once efficient and robust has not been seriously addressed in the extensive literature. Consequently, for example, typical estimators of the lognormal mean and variance fail to be both efficient and robust. In particular, the highly efficient maximum likelihood estimators lack robustness. By robustness is meant limited sensitivity to outliers in the sample. For the two-parameter lognormal estimation problem, we consider equivalently the problem of efficient and robust joint estimation of the mean and variance of a normal model and introduce generalized median type estimators which are robust while also possessing very high efficiency compared to competitors already in the literature. These yield efficient and robust estimators of various parameters of interest in the lognormal model, and in this regard we provide detailed treatment of the lognormal mean. Extension of the approach to the much more complicated problem of estimation for the three-parameter lognormal model is also discussed.
Introduction and Preliminaries
In parametric modeling of loss distributions in actuarial science, a versatile choice with tail weight intermediate between that of the gamma and Pareto distributions is the lognormal distribution, which in its three-parameter form L(µ, σ, τ ) is the distribution of
where τ represents a threshold value and X is a normal random variable with mean µ and standard deviation σ. See Daykin, Pentikäinen and Pesonen (1994) for discussion and useful graphical illustrations and Klugman, Panjer and Willmot (1998) for detailed treatment including methods of fitting. Other applications arising in business and economics include modeling of firm sizes, incomes, stock prices, and lengths of service in labor turnover contexts, and the model serves many other kinds of applications as well. Complete books (Aitchison and Brown, 1957 , and Crow and Shimizu, 1988) as well as Chapter 14 of Johnson, Kotz and Balakrishnan (1994) are dedicated to the theory and the diverse applications of the lognormal model.
In fitting a statistical model by estimation of parameters, two very important properties are desired of the estimators: efficiency, in the sense of small mean square error, and robustness, in the sense of low sensitivity to outliers in the data. By the term "outlier" is meant an observation sufficiently far afield from the bulk of the data that its representativeness of the underlying population becomes in question. Surprisingly, however, the goal of finding estimators which are not only efficient but also robust has not been seriously addressed in the extensive literature on the lognormal model. Here we focus on estimation of the mean of the lognormal distribution, η = E{Y } = τ + e µ+σ 2 /2 , and develop estimators of η meeting both of the above criteria. Following Klugman, Panjer and Willmot (1998) and others, we confine attention in the present paper primarily to the two-parameter lognormal model corresponding to the case that the threshold parameter τ is known, as for example when τ represents a known deductible for claim amounts. (In Section 3.3, however, we briefly discuss extension of our results to the much more complicated problem of estimation for the three-parameter lognormal model.) Thus, setting τ = 0 without loss of generality, we consider the lognormal model L(µ, σ) defined by the cdf F (y) = Φ log y − µ σ , 0 < y < ∞, where −∞ < µ < ∞, 0 < σ < ∞, and Φ denotes the standard normal cdf. A random variable Y thus has the distribution L(µ, σ) if X = log Y has the normal distribution N(µ, σ 2 ) with mean µ and standard deviation σ.
While in principle, therefore, the fitting of a (two-parameter) lognormal model reduces simply to the fitting of a normal distribution, we will see, however, that our estimation goal central to the lognormal model corresponds in the associated normal model to a problem that has not received sufficient development. In particular, the problem of efficient and robust estimation of η = e µ+σ 2 /2 clearly rests upon that of simultaneously efficient and robust joint estimation of µ and σ in the context of the corresponding model N(µ, σ 2 ). The latter problem has received but limited attention (see some general development in Hampel et al., 1986 ) that does not meet present needs. Rather, treatments of the model N(µ, σ 2 ) have developed excellent efficient and robust estimators of µ but have left σ to be estimated merely consistently as a nuisance parameter. This paper extends the methodology for the normal model in a way that serves such applications as efficient and robust estimation of the lognormal mean.
Here let us clarify that, although the normal model comes into play, our focus remains on the lognormal model, in order to serve applications in which it is indeed the model of choice. Thus, for present purposes, the only relevant transformation is the logarithmic transformation. The Box-Cox power transformations and various other transformations, that arise in connection with the goal of exploring what kind of transformed normal model might fit a data set, are not relevant in the present context.
The efficiency criterion that we will employ is based on the performance of the maximum likelihood (ML) estimator, whose asymptotic optimality in terms of variance provides a quantitative benchmark. Thus, for a competing estimator, the asymptotic relative efficiency (ARE) is defined as the limiting ratio of sample sizes at which that estimator and the MLE perform "equivalently". Precise formulation appears in Section 1.1 below.
For robustness, two interrelated measures are used. The breakdown point (BP) of an estimator is the greatest fraction of data values that may be corrupted without the estimator becoming uninformative about the target parameter. The gross error sensitivity (GES) measures, approximately, the maximum contribution to the estimation error that can be produced by a single outlying observation, when the given estimator is used. From the discussion of the BP and GES measures in Section 1.2 below, it can be seen that as the anticipated proportion of outliers increases, suggesting the use of an estimator with high BP, it becomes of increased importance that the estimator have low GES.
Since higher BP comes at a higher price in terms of reduced ARE, however, one should choose estimators with BP no higher than actually needed. In typical situations, the range 0.05 to 0.30 for BP provides very adequate protection. An effective general approach is to set a minimum acceptable BP and a maximum acceptable GES and then maximize ARE subject to these constraints.
In this spirit, we develop estimators for µ, σ, and η which offer very high ARE along with adequately high BP and adequately low GES. Let us first examine the ML estimators as candidates. For a data set Y 1 , . . . , Y n from the model L(µ, σ), transformation to the equivalent model N(µ, σ 2 ) yields the well-known ML estimators of the location parameter µ and the scale parameter σ:μ
These yield the MLE of η = e µ+σ 2 /2 :η ML = eμ ML +σ 2 ML /2 . While the estimatorsμ ML andσ ML each possess the favorable properties of converging to their respective parameters and having minimal asymptotic variance, they fail to be robust, each having BP = 0 and GES = ∞ (the worst cases). Such sensitivity to outliers is undesirable, and alternative estimators are desired, therefore, which give up some efficiency in return for a suitable degree of robustness. (This nonrobustness of lognormal model-based estimators is seen also, from a different perspective, in a study of Myers and Pepin, 1990 , in the context of estimation of population abundance using a lognormal distribution for the nonzero observations.)
For the parameter µ in N(µ, σ 2 ), there already exist a number of robust competitors tô µ ML which pay relatively small prices in terms of reduced efficiency. Trimmed means, the Hodges-Lehmann estimator, M-estimators, and others are discussed in Hampel et al. (1986) .
In the present paper we use estimators of generalized median (GM) type (Serfling, 1984) , which offer excellent trade-offs between efficiency and robustness and have other attractive properties.
For the parameter σ in N(µ, σ 2 ), there are classical robust competitors toσ ML based on the interquartile range and the median absolute deviation, but while offering very high BP (0.50) these sacrifice too much efficiency. These and some trimmed standard deviation type competitors toσ ML are improved upon, however, by estimators of Rousseeuw and Croux (1993) which also attain BP = 0.50 but give up a much smaller, though still substantial, amount of efficiency. In the present paper, giving greater emphasis to ARE while relaxing somewhat the very stringent BP = 0.50 requirement, we develop for σ new estimators of GM type which attain very high ARE with still high enough BP and low enough GES.
Formulation of the GM estimators for joint estimation of µ and σ in N(µ, σ 2 ) is carried out in Section 2, along with study of their BP, GES, and ARE performance measures. As the problem of efficient and robust fitting of normal models is very basic to statistical practice, these results are of general interest and have broad potential application. Particular application to the lognormal model is treated in Section 3, where GM competitors toη ML are obtained which have very favorable ARE as well as attractive BP and GES. The Appendix provides miscellaneous details and proofs. Following some remarks below, the remainder of the present section is devoted to formulation of the ARE, BP, and GES measures.
Remarks (i) A more comprehensive study of robustness would examine the efficiencies of the estimators within a neighborhood of the target model. Of course, then one must define what is meant by "nearby", in the sense of a suitable metric (for which there are a number of standard choices). Such an extended treatment, however, entails technical development beyond the scope of the present paper.
(ii) The BP and GES correspond to particular features of the maxbias curve, a more sophisticated robustness measure introduced by Martin, Yohai and Zamar (1989) (see also Ferretti, Kelmansky, Yohai and Zamar, 1999, for recent discussion and further references).
While this curve does provide somewhat more information on the robustness of the estimators than BP and GES alone, its use in general requires technical development beyond the scope of the present paper. In any case, the GM estimators presented in this paper are competitive with any estimators obtained via alternative approaches and points of view.
(iii) The abbreviation "GM" used here (and elsewhere in the literature) for "generalized median estimators" is used alternatively in some other parts of the literature to denote "generalized M-estimators". We assume that this will cause no difficulty to readers. ✷
Efficiency Criterion: ARE
We start with the fact (see, for example, Serfling, 1980 
2 ) is asymptotically bivariate normal with mean (µ, σ) and covariance matrix n −1 Σ 0 , where
That is,
as the sample size n → ∞, where " . Thus the determinant |Σ| plays in higher dimensions the role played by the variance in one dimension and is called the generalized variance. For two competing asymptotically d-variate normal estimators A and B with the same mean vector ξ and respective covariance matrices Σ A and Σ B , it follows that the ratio of respective sample sizes n A and n B at which the estimators perform "equivalently" (that is, have confidence ellipsoids of equal volume) approaches a limit value,
as n A and n B → ∞. This limit is then interpreted as the asymptotic relative efficiency (ARE) of estimator "B" with respect to estimator "A". Of course, in the case of a one-dimensional estimator we have d = 1 and the quantity in equation (1.1) is just the ratio of asymptotic variance parameters. Now consider an estimator (μ,σ) which like the MLE is asymptotically bivariate normal with mean (µ, σ) but with some other covariance matrix Σ 1 :
Applying equation (1.1) with d = 2, we then obtain for the ARE of (μ,σ) with respect to (μ ML ,σ ML ):
In the special case that Σ 1 , like Σ 0 , is of form
Remarks (i) All choices of estimators (μ,σ) that we consider here for estimation of (µ, σ) in N(µ, σ 2 ) will have asymptotic covariance matrices of the form in equation (1.3) and hence will satisfy equation (1.5) . This is because each estimatorμ considered will be both odd,
and translation equivariant,
while each estimatorσ considered will be both even,
and translation invariant,
As seen in Randles and Wolfe (1979, Corollary 1.3.33), in the case of data from a symmetric distribution, any odd translation equivariant statistic and any even translation invariant statistic are uncorrelated. Thus, throughout, we will have Cov{μ,σ} = 0.
(ii) Further, each estimatorμ considered will be scale equivariant,
This property, together with translation equivariance, yields that v 11 in Σ 1 must be of form c 11 σ 2 , where c 11 is the value of v 11 obtained in the case of standard normal data. In this case the ARE does not depend on µ or σ:
Likewise, each estimatorσ considered also will be scale equivariant, which together with translation invariance yields that v 22 in Σ 1 must be of form c 22 σ 2 , where c 22 is the value of v 22 obtained in the case of standard normal data. Consequently, again the ARE does not depend on µ or σ: 22 .
With these simplifications, equations (1.4) and (1.5) reduce to
(1.6) (iii) Such simplicity fails, however, to hold for estimators of the parameter η = e µ+σ 2 /2 . In particular, forη = eμ +σ 2 /2 , we have that logη is translation equivariant but not scale equivariant. Consequently, as we will find in Section 3, the quantity ARE(η,η ML ) turns out to be a function of σ. In this case the different choices of estimatorη are compared with respect to the ARE criterion by comparing respective tables or plots of their ARE versus σ over a range of σ values. ✷
Robustness Criteria: BP and GES

Breakdown Point (BP)
A popular and effective criterion for robustness of an estimator is its breakdown point (BP), loosely characterized as the largest proportion of sample observations which themselves may be corrupted without the estimator itself becoming corrupted beyond use. When the BP is well-defined as a quantity not depending on the particular sample values but only on the sample size n, then we typically take as our criterion its limit value as n → ∞. The BP of an estimator measures the degree to which the estimator remains uninfluenced by the presence of outliers. We thus define:
Breakdown Point: the largest proportion of sample observations which may be given arbitrary values without taking the estimator to a limit uninformative about the parameter being estimated.
In particular, for the location parameter µ in N(µ, σ 2 ), we define BP(μ) to be the largest proportion of observations which may be given arbitrary values without takingμ to ±∞. For the scale parameter σ, we define BP(σ) to be the largest proportion of observations which may be given arbitrary values without takingσ to either 0 or ∞.
It is readily seen that the estimatorsμ ML andσ ML each have BP = 0 and thus are nonrobust in this sense. Clearly, estimators are desired which have nonzero breakdown points while possessing relatively high efficiency.
Gross Error Sensitivity (GES)
Associated with any estimatorξ of a parameter ξ(G) associated with a distribution G is its influence function (IF), defined by
where δ x denotes the distribution placing all mass at the point x. As the directional derivative of ξ at G in the direction of δ x , IF(x) approximates the contribution to the total estimation error that is made by an observation located at x. It follows that for the estimatorξ based on a sample X 1 , . . . , X n from G, a first order approximation to the estimation error is given in terms of the IF:ξ 
yielding in each case GES = ∞ (nonrobustness).
Generalized Median Estimators for µ and σ in
N (µ, σ 2 )
Basic Formulation of Generalized Median Estimators
Generalized median (GM) estimators fall within the class of "generalized L-estimators" which were introduced and investigated in Serfling (1984 where
Thus the IF of a GM estimator is bounded. For many typical h, the function w(·) is smooth, thus giving the IF as well this additional favorable property. Since 0 ≤ w(y) ≤ 1 must hold, an upper bound for the GES is given by
Typically, either inf y w(y) = 0 or sup y w(y) = 1 (or both), in which case the GES actually equals this upper bound. Further, the function w(·) is instrumental in obtaining the asymptotic distribution of the GM estimator. We have from Serfling (1984) thatξ GM is asymptotically normal with mean ξ and variance
as n → ∞.
GM Estimators for
We now specialize the GM approach to estimate µ in N(µ, σ 2 ), on the basis of a random sample X 1 , . . . , X n . For any fixed integer k ≥ 1 not depending on the sample size n, we introduce the kernel
Clearly, h 1 (X 1 , . . . , X k ) is median unbiased for µ. The particular choice of kernel h 1 is motivated by the fact that each evaluation h 1 (X i 1 , . . . , X i k ) is the MLE of µ based on just the observations X i 1 , . . . , X i k . Denote the corresponding GM estimator byμ (k) . Thenμ (1) is just the ordinary median of the data, andμ (2) is the well-known Hodges-Lehmann estimator. For general choice of k, the estimatorμ (k) was introduced in Serfling (1984) as a particular example of generalized L-statistic and has been further studied in Choudhury and Serfling (1988) , Choudhury (1990) , Chaudhuri (1992) , Ambühl (2000) , and Serfling (2000) .
It is not difficult to obtain (see Appendix A.1) thatμ (k) has asymptotic breakdown point
Also, it is readily derived that for this kernel the function in (2.2) is given by
Thusμ (k) has a smooth and bounded IF. Noting that w(x) → 1 or 0 as x → −∞ or +∞, respectively, we obtain from equation (2.1) the gross error sensitivity,
In order to eliminate dependence on σ, we use a standardized version, GES * = GES/σ. Also (Chaudhuri, 1992) , we have Var{w(X)} = (2π) −1 sin −1 (1/k), and it follows that µ (k) is asymptotically normal with mean µ and variance c 11k σ 2 n −1 , as n → ∞ with k fixed, where
We thus arrive at
Evaluations of BP, GES * , ARE, and c 11 for selected k are provided in Table 1 . Table 1 BP Remarks (i) Whileμ (1) (the median) has very high BP and very low GES, its ARE of 0.64 is unacceptably low. For k = 2, . . . , 9, however, the estimatorsμ (k) provide a spectrum of favorable choices, trading off BP and GES by degrees in return for improved ARE.
(ii) Somewhat competitive estimators are provided by trimmed means, which tend to favor GES more strongly at a greater sacrifice of BP or ARE. For example (see Hampel, 1974) , the 10% trimmed mean has BP = 0.10, GES = 1.60, and ARE = 0.943. For comparison,μ (2) (the Hodges-Lehmann estimator) has slightly worse GES but much better BP and slightly higher ARE of 0.955, andμ (6) has much worse GES but comparable BP and much better ARE.
(iii) As another type of competitor, one might also consider a particular M-estimator such as the Huber Proposal 2, H(1.3), for which (Huber, 1981, p. 144) the BP is 0.29 in agreement withμ (2) , but whose ARE corresponds to that of the 10% trimmed mean at 0.943.
Thus GM estimators tend to offer somewhat more favorable trade-offs between ARE and BP than competing estimators, although it should be recognized that these are not the only criteria that we might choose for efficiency and robustness. For the purpose of estimating µ in the framework of the lognormal target problem considered in this paper, one could reasonably take a trimmed mean or an M-estimator instead ofμ (k) , without drastic change in the results. ✷
For GM type estimation of σ in N(µ, σ 2 ), it is convenient first to develop estimators for σ 2 and then to take square roots.
GM Estimators for σ 2
We again utilize a kernel based on the method of maximum likelihood. For fixed integer m ≥ 2 not depending on n, we usẽ
the "maximum likelihood kernel" for estimation of σ 2 on the basis of just m observations. It is readily seen that mh 2 (X 1 , . . . , X m )/σ 2 has cdf G m−1 , where G ν denotes the chi-square distribution with ν degrees of freedom. With M ν denoting the median of G ν , we define
and thus have that h 2 (X 1 , . . . , X m ) is median unbiased for σ 2 . An alternative expression for h 2 is
Denote the corresponding GM estimator byσ
. For m = 2 this reduces to
an estimator formulated by Shamos (1976) and Bickel and Lehmann (1979) and studied in detail by Rousseeuw and Croux (1993) . For m ≥ 3, however,σ
has not been investigated previously in the literature.
The asymptotic breakdown point for fixed m as n → ∞ is found (Appendix A.1) to be
where 
with Z 1 , . . . , Z m−1 independent standard normal random variables. Thusσ
has a smooth and bounded IF.
Note that w 0 (z) → 0 as z → ±∞. We then obtain from equation (2.1) the gross error sensitivity, GES(σ
In order to eliminate the dependence on σ 2 , we use GES * = GES/σ 2 . Also, Var{w(X)} = Var{w 0 (Z)} with Z standard normal. With this quantity denoted by ζ m , we have thatσ Evaluations of BP, GES * , ARE, andc 22 for selected m are provided in Table 2 . 
GM Estimators for σ
For the parameter σ, the GM and ML estimators are obtained by simply taking square roots of corresponding estimators for σ 2 . Breakdown points clearly remain unchanged, but (Appendix A.4) the GES values change:
Standardizing to GES * (σ (m) ) = GES(σ (m) )/σ, we thus have
).
Also (Appendix A.3), the asymptotic variance ofσ (m) is that ofσ Consequently, the ARE remains the same:
The corresponding analogue of Table 2 is provided in Table 3 . Table 3 BP(σ (m) ), GES * (σ Remarks (i) Well-known robust competitors toσ ML given by suitably normalized versions of the interquartile range and the median absolute deviation have very favorable BP's of 0.25 and 0.50, respectively, and in common a very favorable GES of 1.27. Unfortunately, however, these estimators sacrifice too much efficiency, having in common ARE only 0.37 with respect toσ ML . Considerably higher ARE is achieved by trimmed versions ofσ ML , at the cost of somewhat lower BP. For example, the 10% trimmed standard deviation has BP = 0.10 and ARE = .78 (see Bickel and Lehmann, 1976 , and Janssen, Serfling and Veraverbeke, 1987). In turn, these estimators are substantially improved with respect to BP, while at the same time slightly improving ARE, by estimators introduced by Rousseeuw and Croux (1993) , of which one is discussed in (ii) below. Alternatively, the GM estimatorsσ (m) for m = 2, 3, 5, 7, and 9 provide a spectrum of favorable choices attaining much higher ARE by trading off BP and GES to some extent.
(ii) With respect to the estimatorσ (2) , Rousseeuw and Croux (1993) consider modifications which achieve high BP = 0.50 with only a moderately small sacrifice of ARE. Specifically, they replace the median of the n 2 pairwise interpoint differences |X i − X j | by the j n th order statistic, where j n = n 2 /4, and they alter the constant factor to 2.222. In comparison withσ (2) , the resulting estimator has optimal BP and relatively low GES * , but at the costs of reduction in ARE and increase in small sample bias. We nevertheless include this estimator in our later discussions and denote it byσ (1) . Augmenting the information in Table 3 , Table 4 provides similar information forσ (1) : Table 4 BP(σ (1) ), GES * (σ (1) ), ARE(σ (1) ,σ ML ), and c 221 BP GES * ARE c 221 0.500 2.069 0.823 0.610 (iii) If desired, the estimatorsσ (m) for m ≥ 3 could also be modified in the above vein to improve BP by replacing the median by another of the ordered kernel evaluations and changing the multiplicative constant. We prefer, however, to retain the median because of its simplicity and intuitive appeal, and because it yields higher ARE and lower small sample bias. ✷
Joint Estimation of µ and σ
Let us now consider joint estimation of (µ, σ) and compare the estimator (μ (k) ,σ (m) ) with the estimator (μ ML ,σ ML ), for various choices of the pair (k, m). As discussed in Section 1.1, we may use equation (1.6) for the ARE. In conjunction with the values in Tables 1, 3 , and 4, this yields the ARE values in Table 5 for selected pairs (k, m). Table 5 ARE While the most favorable choice in Table 5 is (k, m) = (9, 9), with ARE = 0.98, we must also take into account the corresponding BP value, 0.07, from Tables 1 and 3 We note also that GES * values worsen as ARE improves. With this in mind, the choice (k, m) = (5, 5) offers very good overall balance with respect to the factors BP, GES and ARE. There are also considerations of computational burden, however, and we discuss these in Section 3.1.3.
Application to Lognormal Models
For the two-parameter lognormal model, estimation of the mean is treated in Section 3.1 and of other target parameters in Section 3.2. Extension to the three-parameter lognormal model is treated briefly in Section 3.3.
Estimation of the Mean
We now address the problem of efficient and robust estimation of the mean
of the lognormal distribution L(µ, σ), on the basis of a sample Y 1 , . . . , Y n . The ML estimator is given byη
withμ ML andσ ML as in Section 1 based on the transformed observations
2 ) distribution. Although efficient, this estimator of η inherits the nonrobustness ofμ ML andσ ML and their BP values of 0 and GES values of ∞. Therefore, utilizing the development in Section 2, we consider the competing estimatorŝ
and examine their BP, GES (Section 3.1.1) and ARE (Section 3.1.2). Summary discussion is provided in Section 3.1.3.
BP and GES
For the BP we have in general
In particular, the estimatorsη (1, 1) ,η (2, 2) ,η (5, 5) , andη (9, 9) have BP's of 0.50, 0.29, 0.13, and 0.07, respectively. For the GES we have (Appendix A.4)
In this case, standardizing does not completely eliminate the dependence on parameters. A partially standardized version, however, GES
This quantity has limit GES * (μ (k) ) as σ → 0 and limit GES * (σ (m) ) as σ → ∞. For the estimatorsη (1, 1) ,η (2, 2) ,η (5, 5) , andη (9, 9) , in particular, these pairs of limits are (1.253, 2.069), (1.772, 2.333), (2.802, 2.377), and (3.760, 2.920), respectively.
ARE
By standard results on transformations of asymptotically normal random variables, it follows (Appendix A.3) that if joint estimators (μ,σ) of (µ, σ) satisfy
as n → ∞, then the corresponding estimatorη = eμ +σ 2 /2 satisfies
as n → ∞. For all estimators (μ,σ) under consideration, we have
for numerical constants c 11 and c 22 , yielding
as n → ∞. For the ML estimators of µ and σ we have c 11 = 1 and c 22 = 0.5. Thus, for any estimatorη satisfying the above conditions, the ARE is given by ARE(η,η ML ) = 1 + 0.5σ
Note that this ARE converges to ARE(μ,μ ML ) as σ → 0 and to ARE(σ,σ ML ) as σ → ∞. In particular, forη (k, m) we have
Thus, utilizing Tables 1, 3 and 4, we obtain ARE(η (1, 1) ,η ML ) = 1 + 0.5σ which decreases from 0.993 to 0.911, and ARE(η (9, 9) ,η ML ) = 1 + 0.5σ 2 1.002 + 0.523σ 2 which decreases from 0.998 to 0.956. It is seen that the best ARE is attained as σ → 0 for k = m = 1 but as σ → ∞ in the other cases. A comparison of the above formulas shows that this is due to the considerable inefficiency of the ordinary medianμ (1) in comparison with the estimatorsμ (k) for k ≥ 2. Table 6 exhibits for selected values of σ the ARE values for these four estimators. Table 6 ARE(η (j, j) ,η ML ) for j = 1, 2, 5, and 9, and for selected σ σ 0 2. 
Summary Discussion
A good overall estimator appears to beη (5, 5) , which offers quite high ARE above 0.91 uniformly over σ, combined with favorable BP of 0.13 and acceptable standardized GES * within the range 2.4 to 2.8. The estimatorη (9, 9) , however, which offers ARE above 0.96 uniformly over σ, is more attractive if lower BP of 0.07 and higher GES * in the range 2.9 to 3.8 can be tolerated.
On the other hand, it should be noted that the estimatorsη (k, m) become increasingly computationally intensive as k or m increase. If computational burden is a consideration, then the estimatorη (2, 2) becomes attractive. It provides excellent BP of 0.29, GES * in the range 1.8 to 2.3, and ARE above 0.86 uniformly over σ. Alternatively, the estimatorsη (k, m) may be modified to eliminate the computational intensiveness, as discussed in Appendix A.5.
A quick illustration of the robustness of the GM estimators over the MLE's is provided by the following simple experiment. A random sample of size 100 from N(5, 1) was taken, and the largest observation, already an "outlier", was increased in value to become a more extreme outlier, from 8.58 to 11.0. Standard boxplots of the original and modified samples are displayed in Figure 1 , and the corresponding ML and GM (2, 2) estimates of µ, σ, and η are listed in Table 7 . 5.00 5.00 σ (2, 2) 1.08 1.08 η (2, 2) 266.0 266.0
For L(5, 1) we have η = 244.7. We see that the presence of the outlier in the original sample results in the MLE slightly overestimating η, with value 249.6. The less efficient estimator η (2, 2) overestimates by a greater amount, with value 266.0. A rather moderate modification of the value of the single outlier in the original sample, however, influences a dramatic change in the value ofη ML , from 249.6 to 282.9. On the other hand, the robust estimatorη (2, 2) remains quite stable with value unchanged (although for some data sets its value would change somewhat, but not dramatically). We would expect similar results with the more efficient competitorη (5, 5) , whose computation, however, requires for each of µ and σ taking the median of = 4950 as forη (2, 2) . This computation may be carried out via an efficient algorithm or by the modified method described in Appendix A.5.
It is of interest to investigate the small sample performance of the estimatorη (2, 2) , and a suitable study will be carried out elsewhere. One can somewhat anticipate the results from those of a simulation study by Brazauskas and Serfling (2001) for some other GM estimators in a different context. There it was found that the superiority of the GM estimators over various competitors remained valid even for small sample sizes n = 10 and 25, and that the specific ARE values are valid for sample size n ≥ 100.
Other Target Parameters
Besides the mean, the variance
is of interest and insertion of efficient and robust estimates for µ and σ then yields estimates for θ which likewise are efficient and robust. In particular, the properties of the estimatorŝ θ (k, m) may be developed along the lines of Section 3.1. Also, parameters such as the "limited expected value", E{X ∧ x}, and the "limited second moment", E{(X ∧ x) 2 }, play important roles in actuarial practice. For extensive discussion and treatment, see Daykin, Pentikäinen and Pesonen (1994) and Klugman, Panjer and Willmot (1998) . The latter authors remark (p. 73) on the greater flexibility offered by parametric modeling over empirical modeling. In particular, for the lognormal model, explicit formulas are readily derived:
and
Again, insertion of efficient and robust estimates for µ and σ yields efficient and robust estimates for the limited expected value and limited second moment.
Extension to the Three-Parameter Lognormal Model
In 
and estimate µ and σ by the estimatorsμ (k) andσ (m) based on the Z i 's as surrogates of the strictly normal variates X i = log(Y i − τ ), 1 ≤ i ≤ n used when τ is known. These estimators should retain the favorable combination of efficiency and robustness (in the case ofτ n , against upper outliers) established in the two-parameter case, but precise quantification of these properties is highly technical and deferred to a future investigation.
Appendix: Proofs and Further Details
A.1 Breakdown Points
For efficient and robust estimation of the tail index of a Pareto distribution, generalized median estimators using appropriate kernels have been developed and studied in Brazauskas and Serfling (2000a,b) . Arguments given there regarding breakdown points apply in similar fashion here and are given only briefly.
For the estimatorμ (k) , the relevant kernel h(x 1 , . . . , x k ) = k 
For the estimatorσ (m) , similar arguments apply to the relevant kernel, and the same BP is obtained. 
A.2 Selected Constants
A.3 Asymptotic Normality of Transformed Random Variables
As noted in Section 1.1,σ ML is asymptotically normal with mean σ and variance (σ 2 /2) n −1 . We apply the well-known "delta method", as follows. Givenθ asymptotically normal with mean θ and variance ∆ n −1 , if a function g(·) has nonzero derivative at θ, then g(θ) is asymptotically normal with mean g(θ) and variance [g (θ)] 2 ∆ n −1 . In particular, applying this toσ ML with g(x) = x 2 , we obtain thatσ 2 ML is asymptotically normal with mean σ 2 and variance 2 σ 4 n −1 . Likewise, using g(x) = √ x, we obtain that the asymptotic variance of σ (m) is that ofσ 
A.4 GES Under Transformation
By standard theory on influence functions (Serfling, 1980, and Hampel et al., 1986) , it is readily seen that the influence functions ofθ and g(θ) are related by 
A.5 Computational Issues
For situations when the number , is extremely large (in excess of 10 7 ), we reduce the computational burden by randomly choosing 10 7 kernel evaluations. Such an approach maintains a high degree of numerical accuracy (up to 3 decimal places) and renders the computational burden negligible.
