We use the Yosida approximation to find an Itô formula for mild solutions {X x (t), t ≥ } of SPDEs with Gaussian and non-Gaussian colored noise, with the non-Gaussian noise being defined through a compensated Poisson random measure associated to a Lévy process. The functions to which we apply such Itô formula are in C , ([ , T] × H), as in the case considered for SDEs in [15] . Using this Itô formula, we prove exponential stability and exponential ultimate boundedness properties, in the mean square sense, for mild solutions. We also compare this Itô formula to an Itô formula for mild solutions introduced by Ichikawa in [12] , and an Itô formula written in terms of the semigroup of the drift operator [5] , which we extend to the non-Gaussian case.
in [12] , which we generalize to SPDEs with Lévy noise. The functions to which such Ichikawa's Itô formula can be applied are in the domain of the "weak generator" associated to the SPDE, defined in (4.5) below. Following Ichikawa [12] , we also show in Section 4 that the Itô formula for mild solutions {X x (t), t ≥ } induces an inequality for Ψ(X(t)), which can be applied to a larger set of functions Ψ, than those being in the domain of the "weak generator". Such inequality might also be applied to prove exponential stability of {X x (t), t ≥ } in the mean square sense, as shown through an example.
We also generalize the Itô formula obtained in [5] in terms of the semigroup of the drift operator to SPDEs with non-Gaussian noise. In [5] , Da Prato, Jentzen and Röckner transform the mild solution of a SPDE with Gaussian noise to a standard Itô process by using the techniques of [9] through the works of Nagy [22] [23] [24] . Different than the Itô formula derived in [5] , the Itô formula obtained here, by the Yosida approximation, allows us to study the stability and ultimate boundedness properties of the mild solutions of SPDEs (see also, e.g., [16] for the non-Gaussian case and [10] for the Gaussian case).
In Section 2 we give preliminaries related to the existence and uniqueness of mild solutions and discuss under what assumptions the mild solution is also a strong solution. We recall how the mild solutions can be obtained in the limit by a sequence of strong solutions by using Yosida approximation techniques.
In Section 3 we recall the Itô formula for strong solutions. We then derive, by the Yosida approximation, an Itô formula for mild solutions in Theorem 3.4. The functions for which we compute the Itô formula are in C , ([ , T] × H) and satisfy the same conditions as those applied in [15] to strong solutions of SDEs with non-Gaussian noise. In Section 3.4 we prove, using the Itô formula obtained in Theorem 3.4, that under suitable conditions the mild solutions of SPDEs are exponentially stable (Theorem 3.12) and ultimately bounded (Theorem 3.15) in the mean square sense.
In [12] , Ichikawa obtained an Itô formula for mild solutions with respect to the Gaussian noise using their "weak generators". This will be recalled in Section 3.5. A similar result will be derived also for the non-Gaussian noise in Theorem 3.17. The functions for which we compute the Itô formula, following Ichikawa, are functions Ψ ∈ C , ([ , T] × H) for which the function LΨ, with L being the "weak generator" (3.4) , can be extended to a continuous function. Ichikawa's Itô formula in Theorem 3.17 is compared with the Itô formula obtained in Theorem 3.4 through Examples 3.20 and 3.21.
In Ichikawa type Itô formula for mild solutions, the assumption that the function LΨ can be extended to a continuous function is rather restrictive to study the stability theory of the mild solutions. So, following Ichikawa's result for the Gaussian case, in Lemma 4.3, we assume that LΨ ≤ U, where U is a continuous function. This might be used to study the exponential stability of the mild solutions in the mean square sense (this is shown in Example 4.4) . In Section 5 we extend Da Prato, Jentzen and Röckner's mild Itô formula to the case of non-Gaussian noise in Theorem 5.1. For this we used the transformation technique presented in [9] . Example 3.21 can be also obtained through the Itô formula in Theorem 5.1.
We refer to the introduction in [5] for a summary of known publications proposing Itô formulas for SPDEs. Here we would like to add the more recent articles published in [8, 25] .
Preliminaries
Let K and H be real separable Hilbert spaces. Let We refer to this β as a Lévy measure on H \ { }.
We shall consider a compensated Poisson random measure (cPrm) q(ds, du) := N(ds, du)(ω) − ds β(du) on a filtered probability space (Ω, F, {F t } t∈[ ,T] , P) satisfying the usual hypothesis. Here ds denotes the Lebesgue measure on B(ℝ + ), and N(ds, du)(ω) is a Poisson distributed σ-finite measure on the σ-algebra (For more details, we refer to [1, Section 1] .)
The definition of stochastic integral with respect to compensated Poisson random measure and their properties are given in, e.g., [1-3, 6, 13, 14, 19-21] .
We recall here some definitions and known facts.
, t ≥ , of bounded linear operators on a Banach space X is called a strongly continuous semigroup (or a C -semigroup) if the following hold: (S1) S( ) = I, (S2) S(t + s) = S(t)S(s) for every t, s ≥ (semigroup property), (S3) lim t→ + S(t)x = x for every x ∈ X (strong continuity property).
Let S(t) be a C -semigroup on a Banach space X. Then there exist constants α ≥ and M ≥ such that
We consider the following stochastic partial differential equation with values in H:
where ξ is an F -measurable random variable. We assume that the terms in (2.1) satisfy the following conditions: (A1) A is the infinitesimal generator of a pseudo-contraction semigroup {S(t), t ≥ } on H. This means, in particular, that there exists a constant α ∈ ℝ + such that ‖S(t)‖ ≤ e αt . The domain of the linear operator A is denoted by D(A). Moreover, D(A) is dense in H, and A is a closed linear operator. and
for all x, y ∈ H, where l, K are positive constants.
Definition 2.3. A stochastic process {X(t), t ≥ } is called a strong solution of (2.1) in [ , T] if for all t ≤ T, the following hold:
(iv) we have
Let L(K, H) be the space of all linear bounded operators from K to H. Let {f j } ∞ j= be an ONB in K diagonailizing Q, and let the corresponding eigenvalues be {λ j } ∞ j= . Let L (K Q , H) be the space of Hilbert-Schmidt operators from K Q := Q / K to H (see [10, Chapter 2, Section 2.2], [6, Chapter 4] or [17] ). Let Λ (K Q , H) be a class of L (K Q , H)-valued measurable processes, and let ϕ(t) be a mapping from
Let us assume in the next lemma that (A1) and (A2) hold.
Then, for any stopping time τ, there exists a constant C , depending on α and T such that
(ii) Let φ ∈ L T,β (H), and let τ be a stopping time. Then, there exists a constant C , depending on α and T such that
Proof. For the proof of the first inequality, we refer to [10, Lemma 3.3 (b)]. For the proof of the second inequality, we refer to [14, Lemma 5.1.9 (1)] and [4] .
Moreover, let us assume in this section from this point on that (A1)-(A3) holds. Let {ξ(t), t ∈ [ , T]} be an F t -adapted process for all t ∈ [ , T]. Let us define 
Existence and uniqueness of the mild solutions

When a mild solution is a strong solution
Theorem 2.8. Let {S(t), t ≥ } be a pseudo-contraction semigroup generated by A satisfying assumption (A1).
Suppose assumption (A2) holds. Let the coefficients F, B and f satisfy assumption (A3), and assume that 
and by the given conditions, we have
with probability one. Hence, by applying the Fubini theorem, we get
(For the stochastic Fubini theorem, we refer to [10, Theorem 2.8] and [14, Appendix A].) Now we apply the formula
Hence,
Therefore,
Approximating a mild solution by the strong solutions
We assume that assumptions (A1)-(A3) are satisfied for equation (2.1). Let us consider the following approximating system of equation (2.1):
where R n = nR(n, A), and R(n, A) = (nI − A) − denotes the resolvent of A evaluated at n ∈ ℕ, with n ∈ ρ(A), ρ(A) denoting the resolvent set of A. We have R n : H → D(A), and A n = AR n are the Yosida approximations of A (see [10, Chapter 1]).
By applying Theorem 2.7, we conclude that equation (2.2) has a unique mild solution, denoted by X ξ n (t). Then
Since the range R(R(n, A)) ⊂ D(A) (see [10, Chapter 1] ) and the conditions of Theorem 2.8 are satisfied, we conclude that X ξ n (t) ∈ D(A) is also a strong solution. Now we are in a position to approximate the mild solution of equation (2.1) by the strong solutions of equation (2.2). The mild solution of equation (2.1), say X ξ (t), satisfies, by definition,
Theorem 2.9. The stochastic partial differential equation
Proof. In Theorem 2.7, we have proved that there exists a unique solution of (2.2) in D([ , T], L ((Ω, F, P), H)) and, by Theorem 2.8, this is also a strong solution. Now we will prove (2.4). We have
where C, C and C are constants depending on α and T. By Lemma 2.6, the first, third and fifth summands are bounded by G K ∫ t E[sup ≤r≤s ‖X ξ n (r) − X ξ (r)‖ H ]dr for n > n (n sufficiently large), where G is a constant which depends on sup ≤t≤T ‖S(t)‖ L(H) and sup n>n ‖R n ‖ L(H) and K is the Lipschitz constant in (A3).
By the properties of R n , the integrands in the second, fourth and sixth summands converge to zero as n → ∞. The integrands are bounded by G l( + ‖X ξ (r)‖ H ) (by condition (A3)) for some constant G depending on ‖S(t)‖ L(H) and ‖R n ‖ L(H) , and the constant l is the linear growth condition appearing in (A3). So, by the Lebesgue dominated convergence theorem, the integrals converge to zero as n → ∞. Therefore, there exists ϵ > such that for sufficiently large n, each of the three summands are less or equal ϵ. So, for sufficiently large n,
By Gronwall's lemma (for sufficiently large n), we have
From this, (2.4) follows.
We call {X ξ n (t)} in the above theorem the Yosida approximation of the mild solution of (2.1).
Itô formula for strong and mild solutions and applications
In this section we assume that assumptions (A1)-(A3) are satisfied for equation (2.1).
Itô formula for strong solutions
Let all the assumption in Theorem 2.7 be satisfied, so that a unique mild solution of (2.1) exists in H T for all T > . Let us assume here that ξ ∈ D(A) a.s. and also that {X ξ (t), t ≥ } is a strong solution of (2.1). Under these assumptions, the Itô formula known for solutions of Banach valued stochastic differential equations with Gaussian and Lévy noise hold also for the strong solution {X ξ (t), t ≥ } of (2.1). We recall this result here in the more general statement obtained in [15] (see Remark 3.2 for a better-known statement of the Itô formula). We need to recall some notation and definition.
Let
Definition 3.1. We call a continuous, non-decreasing function h :
Assume, moreover, that the following conditions hold:
P-a.s. for all T > . Then the following usual Itô formula holds:
This follows from the Itô formula for strong solutions of SDEs with Lévy noise analyzed in [15] and further in [14, Theorem 3.7.2] (for the more general case of non-deterministic coefficients, like, e.g., assumed here in Theorem 2.7).
3) can be skipped, as we are in the case considered in [13, 20] . In fact, for inequalities (3.1)-(3.3), we can choose the quasi-linear functions h and h to be constants. In particular, (3.3) holds thanks to assumption (A3) (see the first example in [15, p. 184] ). where
Itô formula for Yosida approximations of mild solutions
3) can be ignored, with the Itô formula (3.5) still holding (see Remark 3.2).
An Itô formula for mild solutions obtained through Yosida approximation
By using Yosida approximations, we will derive an Itô formula for mild solutions of (2.1) which are not necessarily strong solutions. 
(3.7)
We will use, in the proof of Theorem 3.4 below, the Itô formula for the Yosida approximations of the mild solution X ξ of equation (2.1). It is then easy to check that, due to Remark 3.3, the following Corollary is a direct consequence of the proof of Theorem 3.4. Now our task is to show that the above equation converges P-a.s.(term by term) and also to find the limit. The convergence in Theorem 2.9 (equation (2.4)) allows us to choose a subsequence X ξ n k such that
We will denote such a subsequence again by X ξ n . In fact, we can say that
This implies that the set S = X n (t), X(t) : n = , , . . . , ≤ t ≤ T is bounded in H, hence all the values of Ψ and its derivatives evaluated on S are bounded by some constant. Now we are ready to show the term by term convergence of equation (3.8) .
First consider the first term of the left-hand side of equation (3.8) . Since Ψ is continuous, from (3.9) we conclude that Ψ(t, X ξ n (t)) → Ψ(t, X ξ (t)) P-a.s. Now consider the first term of the right-hand side of equation (3.8). Since Ψ s is continuous, we have Ψ s (s, X ξ n (s)) < C by equation (3.9). So, by applying the Lebesgue dominated convergence theorem, we conclude that Since Ψ x is continuous, by (3.9), we get Ψ x (s, X ξ n (s)) → Ψ x (s, X ξ (s)). Since F is continuous and R n (F(X ξ n (s)) is a double sequence, we have ‖R n (F(X n (s))) − F(X(s))‖ H ≤ ‖R n (F(X n (s)) − F(X(s)))‖ H + ‖R n (F(X(s))) − F(X(s))‖ H ≤ ‖R n ‖ H ‖F(X n (s)) − F(X(s))‖ H + ‖(R n − I)F(X(s))‖ H .
(3.10) Therefore, R n (F(X n (s))) → F(X(s)) because of the uniform boundedness of ‖R n ‖ L(H) , and the convergence (R n − I)x → . So, by (3.9) and the Lebesgue dominated convergence theorem,
We will discuss at the end the convergence of the term Here we used the property that for a symmetric operator T ∈ L(H) and ϕ ∈ L(K, H), we have tr(TϕQϕ * ) = tr(ϕ * TϕQ).
Since Ψ xx is continuous, B is continuous and ‖R n ‖ L(H) is uniformly bounded and has the convergence (R n − I)x → , by a similar calculation as in (3.10), we deduce that
Hence, tr Ψ xx (s, X ξ n (s))(R n B(X ξ n (s)))Q(R n B(X ξ n (s))) * → tr Ψ xx (s, X ξ (s))(B(X ξ (s)))Q(B(X ξ (s))) * .
Also, by (A3), we have
So, by (3.9) and the Lebesgue dominated convergence theorem, we conclude that We have
Here the first integral converges to zero, since the first factor is an integrable process and the second factor converges to zero almost surely, and so we can apply the Lebesgue dominated convergence theorem. The second integral is bounded by M‖(B(X ξ (s))) * − (R n B(X ξ n (s))) * ‖ Λ (K Q ,H) for some constant M (from (3.9), Ψ x is bounded by some constant), since R n B(X ξ n (s)) → B(X ξ (s)) in the space Λ (K Q , H). So, the second integral also converges to zero by the Lebesgue dominated convergence theorem. Hence, we conclude that To obtain the above inequality, we used the following inequality:
. Therefore, using condition (3.1), we can write the above inequality as
Now, as n → ∞, the right-hand side of the above inequality converges to P-a.s. Therefore,
Again, by Taylor's theorem, the Cauchy-Schwarz inequality and assumption (3.1), we get , (3.7) . This completes the proof.
Remark 3.6. When the mild solution satisfies X ξ (t) ∈ D(A), then AX ξ (t) is well defined. Hence, we get back the same Itô formula for strong solutions as in equation (3.5), as, by Theorem 2.8, when X ξ (t) ∈ D(A), we have that X ξ (t) is also a strong solution.
In the next section we will use the following corollary. Similarly, as in Theorem 3.4, the right-hand side of (3.13) can be divided in terms whose modulus converges to zero a.s. This can be proved by using Theorem 2.9, the fact that ‖R n ‖ is uniformly bounded, as well as
Here we will present an example of Theorem 3.4. 
Applications of the Itô formula obtained by Yosida approximations: Stability properties of mild solutions
In this section we will present how the Itô formula obtained by the Yosida approximation provides a good method to prove that the mild solution of (2.1) is "exponentially stable in the mean square sense" or "exponentially ultimately bounded in the mean square sense" under suitable conditions. In the whole section, we assume that conditions (A1)-(A3) hold. Then, due to Theorem 2.7, there exists a unique mild solution {X x (t), t ≥ } of (2.1) with initial condition X x ( ) = x ∈ H. Definition 3.10. We say that the solution of (2.1) is exponentially stable in the mean square sense if there exist c, β > such that for all t ≥ and x ∈ H, If we assume that the first two Frechét derivatives of the Lyapunov function Ψ are uniformly bounded, i.e., Ψ ∈ C b (H), then, due to Remark 3.2, it follows directly that the following corollary holds. A detailed proof of Corollary 3.13 can be found in [10, Theorem 6.4] and [16, Theorem 4.2] (see also [20, Section 7.1] ). Here we present a simplified proof of the more general statement in Theorem 3.12 by using the limiting argument of Theorem 3.4 and Corollary 3.7.
Proof. We first prove that inequality (3.14) holds for all x ∈ D(A). 
where X ξ n (s) ∈ D(A). We know here that the limit lim n→∞ ⟨Ψ x (s, X ξ n (s)), AX ξ n (s)⟩ H is well defined, as we assume (I1), and all other terms converge, as shown in the proof of Theorem 3.4. By (I2), LΨ(s, X ξ (s)) is bounded by an integrable function, so, by applying the Lebesgue dominated convergence theorem, we conclude that ∫ t LΨ(s, X ξ n (s)) ds → ∫ t LΨ(s, X ξ (s)) ds as n → ∞. Hence, we conclude that the Ichikawa-type Itô formula of (3.17) holds.
The proof of following corollary is straightforward by using Remark 3.3. 7) ) can be rewritten as follows: Proof. For the proof, we refer to [12] . It can be shortly described as follows: To prove (4.4), we take the expectation on both sides of (3.17) and use the relation We call A the "weak generator of the Markov process X x (t)". The existence of LΨ is rather restrictive. Therefore, we introduce a class of functions which is larger thañ C b (H), where the continuous extension of the function LΨ is not required. Ψ(X x (s) + f(v, X x (s))) − Ψ(X x (s)) q(dv, ds).
(4.6)
Proof. Clearly, ∫ t U(X x (s)) ds is well defined. By Corollary 3.7, t lim n→∞ L n Ψ(X x n (s)) ds ≤ t U(X x (s)) ds.
Therefore, we conclude (4.6). Now, through an example, we show how the Ichikawa-type inequality (4.6) of Lemma 4.3 might be used to prove that a mild solution is exponentially stable in the mean square sense. with < x < , X( , t) = X( , t) = , X(x, ) = X (x) and X , B, f ∈ L ( , ).
Here we take H = L ( , ), A = d dx and
Since A has the eigenvectors { sin nπx} and the eigenvalues {−n π } for n ∈ ℕ, it follows that X ∈ D(A) and ⟨AX, X⟩ ≤ −π ‖X‖ (see [12, Example 6.1] ). Now consider the function Ψ(x) = ‖x‖ , for which Ψ x (x) = x and Ψ xx = . Therefore, for x ∈ D(A), ⟨Ψ x (x), Ax⟩ ≤ − π ‖x‖ , and, by (A3), we have tr(Ψ xx (x)(B(x))Q(B(x)) * ) = tr((B(x))Q(B(x)) * ) ≤ l( + ‖x‖ ), hence, by Definition 3.10, we conclude that the solution X(t) is exponentially stable in the mean square sense.
Mild Itô formula written in terms of the semigroup
In [5] an Itô formula written in terms of the semigroup {S(t)} t≥ of the drift operator A was derived for the Gaussian case. Therein, the mild Itô process was transformed to a standard Itô process, to which the standard
