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Kurzreferat 
Im Bereich der Werkzeugmaschinen können Identifikationsmethoden zur Realisierung 
einer ressourceneffizienten Produktion durch Überwachung prozessrelevanter Parameter 
beitragen. Aufgrund der hierarchischen Trennung moderner Steuerungssysteme bildet 
deren konzeptionelle Gestaltung und Implementierung am Beispiel einer nichtinvasiven 
Identifikationsroutine an einer Werkzeugmaschine den Kern der vorliegenden Arbeit. Das 
Ziel besteht darin, eine autonome Anwendung zur Integration unterschiedlicher Überwa-
chungsmechanismen zu entwickeln und durch exemplarische Integration einer 
Parameteridentifikation zu validieren. Im Anschluss an die theoretischen 
Vorbetrachtungen werden deshalb zunächst verschiedene konzeptionelle Entwürfe zur 
Integration des Identifikationsverfahrens an einer Werkzeugmaschine diskutiert und an-
hand definierter Bewertungskriterien klassifiziert. Die Auswahl eines geeigneten Konzep-
tes unter Berücksichtigung eines Bewertungsindex sowie eine beispielhafte Implementie-
rung bilden die Grundlage für den experimentellen Funktionsnachweis. 
 
Abstract 
In the field of machine tools, identification methods can contribute to the realization of a 
resource-efficient production by monitoring of process-relevant parameters. Due to the 
hierarchical separation of modern control systems, their conceptual design and implemen-
tation using the example of a non-invasive identification routine on a machine tool forms 
the main aspect of the master thesis. The goal is to develop an autonomous application 
for different monitoring mechanisms and its validation through an exemplary parameter 
identification. Following the theoretical previews different conceptual designs are dis-
cussed and classified according to defined evaluation criteria. The selection of an appro-
priate concept under consideration of an evaluation index and its exemplary implementa-
tion are the basis for the experimental functional verification. 
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1 Einleitung 
Infolge der zunehmenden Globalisierung und dem damit einhergehend wachsenden Kon-
kurrenzdruck gewinnt eine ökonomische Prozessgestaltung im Bereich der Werkzeugma-
schinen zunehmend an Bedeutung. Um eine energieeffiziente und ressourcenschonende 
Produktion gewährleisten zu können, sind ungeplante Stillstandszeiten (z.B. durch In-
standhaltungsmaßnahmen oder Störungen) während des Maschinenbetriebes zu vermei-
den [Schönherr 12]. Die Minimierung solcher Störeinflüsse erfordert jedoch eine genaue 
Kenntnis der prozessrelevanten Parameter der Werkzeugmaschine. Zur Ermittlung sol-
cher charakteristischer Prozessgrößen (z.B. Gesamtmassenträgheitsmoment der Achsen 
oder Reibungsparameter) existiert eine Reihe von Identifikationsmethoden, die jedoch 
mehrheitlich auf einer deterministischen Anregung in Form von Testsignalen basieren 
[Isermann 92]. Diese invasiven – da in den Prozess eingreifenden – Konzepte sind auf die 
Erstinbetriebnahme der Maschine fokussiert und nicht in der Lage, Parameteränderungen 
während des Betriebes, beispielsweise durch die Verwendung unterschiedlicher Werk-
zeuge oder sich als Folge von Alterungsprozessen veränderter Reibung, zu berücksichti-
gen [Hellmich 14]. 
Um die Maschinenverfügbarkeit bei gleichzeitig verkürzter Inbetriebnahmedauer zu erhö-
hen, erscheint es wünschenswert, verschiedene Parameter im Umfeld von Antriebssys-
temen unter Verwendung natürlich auftretender Betriebssignale zu bestimmen. Einen Bei-
trag dazu kann das vorliegende Verfahren zur nichtinvasiven Identifikation von 
Regelstreckenparametern an elektromechanischen Achsen liefern, welches eine zyklische 
Bestimmung von Reibungsparametern sowie dem Gesamtmassenträgheitsmoment einer 
Vorschubachse ermöglicht. Da sich dieses Konzept aktuell noch im Forschungsstadium 
befindet, ist eine Überführung in die industrielle Praxis von zentralem Interesse.  
Zu Beginn der Arbeit werden die theoretischen Grundlagen zum Aufbau aktueller 
Steuerungs- und Antriebssysteme erarbeitet (Kapitel 2). Dabei werden die wesentlichen 
Komponenten, die für die Umsetzung der geplanten Identifikationsroutine verwendet wer-
den, vorgestellt. Nachfolgend wird auf die Grundlagen der Parameteridentifikation an 
elektromechanischen Achsen eingegangen und ein Verfahren zur nichtinvasiven Identifi-
kation von Regelstreckenparametern fokussiert (Abschnitte 2.2 und 2.3). 
Basierend auf den erarbeiteten theoretischen Grundlagen und den Betrachtungen zum 
Stand der Technik wird eine klare Zielstellung für die vorliegende Arbeit formuliert (Kapitel 
3). Darauf aufbauend wird das in Abschnitt 2.3 vorgestellte Identifikationsverfahren hin-
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sichtlich gegebener Randbedingungen untersucht und konzeptionelle Vorschläge zu des-
sen autonomer Umsetzung an einer Werkzeugmaschine präsentiert. Anhand vergleichen-
der Betrachtungen in Verbindung mit definierten Bewertungskriterien wird eine Variante 
zur praktischen Realisierung ausgewählt (Kapitel 4). 
Anschließend werden die notwendigen steuerungs- und antriebseitigen Anpassungen 
untersucht, um das ausgewählte Gesamtkonzept an einer gängigen industriellen Steue-
rungslösung zu implementieren (Kapitel 5). Nach Auswahl einer geeigneten Kommunika-
tionsschnittstelle folgen detaillierte Ausführungen zu Struktur und Ablauf der programm-
technischen Umsetzung (Abschnitte 5.2 und 5.3). 
Die Validierung des Verfahrens an einer Werkzeugmaschine im universitären Versuchs-
feld inklusive einer Bewertung der erzielten Identifikationsgüte und Ableitung weiterer 
Handlungsempfehlungen runden die Arbeit ab (Kapitel 6). 
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2 Stand der Technik 
Der Maschinenbau nimmt in Deutschland als einer der größten Arbeitgeber seit jeher eine 
dominierende Stellung ein und trägt maßgeblich zum Industrieumsatz in Europa bei [An-
germann 15]. Dabei ist ein Großteil der deutschen Maschinenproduktion für das Ausland 
bestimmt, was sich im Ranking der wichtigsten deutschen Exportgüter widerspiegelt 
(Abbildung 2.1, links). Die darin gelisteten Maschinen, deren Hauptumsatz dem Bereich 
der Werkzeugmaschinen zuzuordnen ist, befinden sich direkt hinter Kraftwagen und 
Kraftwagenteilen auf Platz zwei der ausgeführten Handelswaren [Stat. Bundesamt 16], 
[Stat. Bundesamt 14]. Entscheidend für diese gute Platzierung ist ein ständiger 
Innovationsvorsprung gegenüber aufstrebenden Produktionsländern wie China oder Süd-
korea, der insbesondere durch Ausschöpfung der Potentiale neuer Materialien und Tech-
nologien abzusichern ist [Neugebauer 12].  
Abbildung 2.1: Ranking der Exportgüter Deutschlands [Stat. Bundesamt 14] und Marktuntersuchung 
Engineering im Maschinenbau [Quest Trend Magazin 14] 
 
Um auch in Zukunft ökonomisch, energieeffizient und ressourcenschonend produzieren 
zu können, ist die Entwicklung innovativer Komponenten und Anwendungen im Bereich 
der Werkzeugmaschinen von zentralem Interesse. In einer repräsentativen Umfrage aus 
dem Jahr 2014 prägen Softwarelösungen für die Hälfte aller befragten Maschinenherstel-
ler entscheidende Wettbewerbsvorteile (Abbildung 2.1, rechts). Als Gründe für deren Ein-
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schinen an spezielle Kundenwünsche auch die Leistungssteigerung durch spezielle Steu-
erungs- und Regelungsalgorithmen sowie eine erleichterte Bedienung [Quest Trend Ma-
gazin 14].  
Aus der Studie lässt sich jedoch weiterhin ableiten, dass viele Teilnehmer aktuell kein 
oder nur geringes ökonomisches Potential in ergänzender Software vermuten. Dieser 
Sichtweise kann durch die Entwicklung neuer, innovativer Konzepte begegnet werden. 
Neben den bereits umgesetzten Applikationen ergeben sich prospektiv, insbesondere im 
Hinblick auf die Zukunftsoffensive Industrie 4.0, weitere Anwendungsfelder [Kagermann 
13]. Zur Realisierung der in diesem Rahmen angestrebten Vernetzung von Maschinen, 
Lagersystemen und Betriebsmitteln bedarf es unter anderem der Erfassung und Weiterlei-
tung veränderter Prozess- und Maschinenzustände im laufenden Betrieb. Dabei besteht 
insbesondere Bedarf an integrierten Softwarelösungen, welche die automatisierte Über-
wachung von Maschinendaten (beispielsweise für Condition Monitoring) sowie Prozess- 
und Qualitätsdaten und damit einhergehend eine Verringerung von Instandhaltungs- und 
Reparaturkosten ermöglichen [Bosch 15]. 
Einen Beitrag zur Umsetzung solcher Systeme können aktuelle Forschungsansätze im 
Bereich der Parameteridentifikation liefern. Um diese jedoch im industriellen Umfeld zu 
etablieren, sind die Möglichkeiten und Funktionen aktueller Steuerungs- und Antriebssys-
teme auszuschöpfen [Hellmich 14]. Zur Erschließung dieser Potentiale ist zunächst der 
Aufbau und Funktionsumfang aller beteiligten Werkzeugmaschinenkomponenten von Inte-
resse, die in diesem Kapitel detailliert betrachtet werden. Darauf aufbauend werden die 
theoretischen Grundlagen zur Parameteridentifikation an elektromechanischen Achsen 
erarbeitet sowie ein Verfahren, welches im Rahmen dieser Arbeit praktisch umgesetzt 
werden soll, genauer untersucht. 
 
2.1 Steuerungs- und Antriebstechnik von Werkzeugmaschinen 
Nach [DIN 69651] versteht man unter einer Werkzeugmaschine eine „mechanisierte und 
mehr oder weniger automatisierte Fertigungseinrichtung, die durch relative Bewegung 
zwischen Werkstück und Werkzeug eine vorgegebene Form am Werkstück oder eine 
Veränderung einer vorgegebenen Form an einem Werkstück erzeugt“. Waren anfänglich 
eingesetzte Maschinen geprägt von manueller Bedienung und halbautomatischen me-
chanischen Ablaufsteuerungen, führte die industrielle Entwicklung und zunehmende Leis-
tungsfähigkeit elektronischer Bauteile zur Entwicklung programmierbarer und rechnerge-
führter numerischer Steuerungen [Weck 06a]. Damit einhergehend hat sich der 
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mechatronische Systemansatz in modernen Maschinen etabliert [Hofmann 12]. Demnach 
kann der Aufbau aktueller Bewegungssysteme numerisch gesteuerter Werkzeugmaschi-
nen nach dem in Abbildung 2.2 dargestellten, beispielhaften Schema anhand verschiede-
ner Baugruppen beschrieben werden. Diese gliedern sich in eine oder mehrere elektro-
mechanische Achsen, deren dezentraler Teil aus je einer Antriebseinheit sowie einer 
zugehörigen Vorschubachse mit einem elektrischen Motor und dem verbundenen mecha-
nischen System bestehen. Dem ist eine CNC (Computerized Numerical Control)-
Steuerung übergeordnet, die sich als Summe aus einer NCU (Numerical Control Unit)-
Baugruppe sowie einem Bedienbereich zur Steuerung und Überwachung sämtlicher Ma-
schinenfunktionen darstellt. Weiterhin existieren zusätzliche Peripheriegeräte (z.B. Spä-
neförderer, Werkzeugwechsler, Hydraulik) sowie gegebenenfalls ein externer Leitrechner. 
Die Kommunikation der einzelnen Komponenten wird in der Regel über Bussysteme oder 
Industrial-Ethernet Netzwerke realisiert, die je nach beteiligter Hardware unterschiedliche 
Ausprägungsformen aufweisen können [Weck 06a].  






















DG: Drehgeber (indirektes Messsystem) DM: Direktes Wegmesssystem (optional)
HMI: Human Machine Interface MST: Maschinensteuertafel
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2.1.1 CNC-Steuerung 
Die räumliche und zeitliche Abstimmung aller Komponenten und Teilfunktionen einer 
Werkzeugmaschine bildet die Grundlage für einen automatisierten Fertigungsablauf 
[Weck 06a]. Diese Funktion wird mit einer übergeordneten Maschinensteuerung umge-
setzt, welche üblicherweise der Klasse der CNC-Steuerungen zuzuordnen ist [Neugebau-
er 12]. Diese gliedert sich aus hardwaretechnischer Sicht in die Bedienbereich-Hardware, 
bestehend aus einem Bedieninterface inklusive integriertem Industrie-PC (Personal Com-
puter) und einer Maschinensteuertafel (MST), sowie eine NCU-Baugruppe. Letztere stellt 
sich als Mehrprozessorsystem dar und kann in eine numerische Steuerung (NC-
Hardware) zur Koordination der Bewegungen zugehöriger Vorschubachsen und eine 
speicherprogrammierbare Steuerung (SPS-Hardware) zur Steuerung maschinenspezifi-
scher Funktionen angeschlossener Peripheriegeräte unterteilt werden [Kirchner 11], 
[Weck 06a]. Zu deren Kommunikation existiert weiterhin ein gemeinsamer Speicherbe-
reich (Dual-Port-RAM), der von beiden Komponenten lesend und schreibend bearbeitet 
werden kann [Siemens 10a]. 
Die hardwaretechnische Aufteilung dieser Steuerungskomponenten ist jedoch konservativ 
zu betrachten, da der Trend bei modernen Systemen weg von der historisch bedingten 
physischen Trennung hin zur Integration aller Funktionen auf einer Hardware geht. Die 
Unterteilung der einzelnen Bereiche findet hier lediglich auf Softwareebene statt [Weck 
06a]. Auch variiert die Bezeichnung der einzelnen Hardware-Komponenten je nach 
Steuerungshersteller. So deklariert beispielsweise die Siemens AG die Bedienbereich-
Hardware als HMI (Human Machine Interface), die NC-Hardware als NCK (Numerical 
Control Kernel) beziehungsweise NC-Kern und die SPS-Hardware als PLC 
(Programmable Logic Controller) [Siemens 08a]. Diese Bezeichnungen werden ebenfalls 
im Rahmen der Arbeit verwendet, da die durchgeführten praktischen Untersuchungen an 
Siemens CNC-Steuerungen umgesetzt werden.  
Die Hauptfunktionalität einer Werkzeugmaschinensteuerung, also die Erzeugung von Be-
wegungssollwerten mittels Wegesteuerung und Interpolation, wird vom NC-Kern umge-
setzt [Neugebauer 12]. Dieser steuert mit Hilfe eines NC-Programmes in Form alphanu-
merischer Zeichen die Relativbewegung zwischen Werkstück und Werkzeug. Die darin 
enthaltenen Weg- und Geschwindigkeitsinformationen werden sequentiell in einem steue-
rungsinternen Informationsfluss (NC-Kanal) abgearbeitet und von der Steuerung in sepa-
rate Verfahrbefehle für die einzelnen Vorschubachsen umgewandelt. Durch die Synchro-
nisation mehrerer Einzelachsbewegungen und unter Berücksichtigung physikalischer 
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Grenzen der Mechanik (z.B. Beschleunigungsgrenzen) sowie weiterer Einflussfaktoren 
(beispielsweise thermische Einwirkung, Werkzeugverschleiß) wird somit der programmier-
te Bahnverlauf erzeugt [Kirchner 11], [Weck 06a]. 
Die maschinenseitige Anpassung der CNC-Steuerung an konkrete Werkzeugmaschinen-
typen wird mit Hilfe der PLC realisiert, die strukturell einer speicherprogrammierbaren 
Steuerung entspricht [Neugebauer 12]. Deren primäre Aufgaben sind „die Steuerung und 
Überwachung der mechanischen Funktionseinheiten, wozu neben den logischen Ver-
knüpfungen und Verriegelungsfunktionen auch die Zeit- und Plausibilitätsüberwachung 
einzelner Baugruppen gehören“ [Weck 06a]. Sämtliche Funktionen sind in einem Steue-
rungsprogramm enthalten, welches als Anweisungsfolge im Programmspeicher abgelegt 
ist und zyklisch abgearbeitet wird [Wellenreuther 05]. Zu Beginn jedes Zyklus werden die 
aktuellen Signalzustände aller Eingänge in das Prozessabbild der SPS eingelesen und 
daraufhin die programmierte Anweisungsfolge abgearbeitet. Die Sequenz endet mit der 
anschließenden Ausgabe der Signale aus dem Prozessabbild an die Ausgänge 
(Abbildung 2.3).  
Abbildung 2.3: Zyklische Programmbearbeitung einer speicherprogrammierbaren Steuerung [Wellen-
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Die für einen Programmdurchlauf erforderliche Zeit wird als Zykluszeit bezeichnet. Diese 
muss so klein sein, dass sämtliche Signaländerungen der Eingänge sicher erfasst und 
eine rechtzeitige Ausgabe der Ausgangssignale anhand gegebener Prozess-
anforderungen erfolgt [Wellenreuther 05]. Als besonderes Merkmal gegenüber dem NC-
Kern ist zu nennen, dass die SPS von Anfang an frei für den Programmierer zugänglich 
war und damit seit jeher Grundlage zur Integration eigener Funktionen bildet [Weck 06a]. 
Um dem Anwender den Zugang zur CNC-Steuerung zu ermöglichen, wird ein 
Interaktionssystem (HMI) bestehend aus Bedientafel mit integriertem Industrie-PC und 
einer Maschinensteuertafel an die NCU-Baugruppe angekoppelt [Weck 06a]. Letztere 
dient der Einstellung unterschiedlicher Betriebsarten (Hand-, Einzelsatz- oder Automatik-
betrieb) sowie der Steuerung einzelner Maschinenfunktionen (z.B. Ein-/Ausschalten der 
Kühlung) [Kirchner 11]. Demgegenüber erfolgt über das Bedienpanel die Visualisierung 
aller Prozessdaten, die Programmierung des NC-Satzprogramms sowie die Steuerung 
weiterer Funktionalitäten (z.B. Werkzeug-, Auftragsverwaltung) [Weck 06a]. Das zugrunde 
liegende Betriebssystem moderner HMIs basiert dabei fast ausschließlich auf Microsoft® 
Windows®, wobei auch LinuxTM-basierte Systeme Anwendung finden [Weck 06a]. Die her-
stellerspezifische HMI-Software ist als separate Anwendung installiert und kommuniziert 
mittels vorinstallierter Schnittstellen (z.B. DDE, OPC) mit der CNC-Steuerung [Klimant 
12].  
Üblicherweise lässt sich der Funktionsumfang moderner HMI-Software in die folgenden 
Bedienbereiche unterteilen [Siemens 06a]: 
• Bedienbereich „Maschine“ zur Abarbeitung des Teileprogramms und Umschalten 
auf Handsteuerung. 
• Bedienbereich „Parameter“ zum Editieren von Programmdaten und Werkzeugver-
waltung. 
• Bedienbereich „Programm“ zum Erstellen und Anpassen von Teileprogrammen. 
• Bedienbereich „Dienste“ zum Einlesen, Auslesen und Archivieren von Program-
men und Daten. 
• Bedienbereich „Diagnose“ für sämtliche Alarm- und Serviceanzeigen 
• Bedienbereich „Inbetriebnahme“ zur Anpassung der NC-Daten an die Maschine 
und Systemeinstellungen. 
Darüber hinaus besteht die Möglichkeit, eine Eingliederung benutzerdefinierter Anwen-
dungen zu realisieren. Unter Verwendung sogenannter Rahmen-Applikationen können 
erweiternd zu den genannten Bedienbereichen des Grundmenüs zusätzliche Bedienebe-
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nen zur Integration eigener Funktionen unter Einbeziehung benutzerspezifischer Softkeys 
erstellt werden. Außerdem kann im Verzeichnis der HMI-Software eine Konfigurations-
Datei angelegt werden, welche die im Bedienbereich Diagnose dargestellten Service-
anzeigen um benutzerdefinierte Antriebssignale erweitert [Siemens 08b]. 
 
2.1.2 Antriebstechnik 
Um die von der Steuerung generierten Sollwerte in eine Bewegung umsetzen zu können, 
wird eine Einrichtung zur Energiewandlung benötigt [Hofmann 12]. Im Zuge der fortschrei-
tenden Automatisierung moderner Anlagen entwickelte sich die Antriebstechnik weg von 
zentralen Systemen mit komplexen mechanischen Übertragungselementen hin zu verteil-
ten, intelligenten Antriebslösungen, welche die erforderlichen Kräfte und Drehmomente 
wirkstellennah bereitstellen [Brosch 99], [Weck 06b]. Diese Antriebe werden im Bereich 
der Werkzeugmaschinen in Haupt- und Nebenantriebe sowie verschiedene Hilfsantriebe 
klassifiziert. Der Hauptantrieb kennzeichnet dabei jenen Teil der Maschine, der für die 
Hauptbewegung während der Bearbeitung verantwortlich ist. Dies entspricht beispielswei-
se bei spanenden Werkzeugmaschinen der Hauptspindel, mit der die Schnittbewegung 
und damit Spanabnahme realisiert wird. Weiterhin existiert eine maschinenspezifische 
Anzahl von Nebenantrieben, die zur Erzeugung von Vorschub-, Positionier- und Zustell-
bewegungen benötigt werden. Alle weiteren Bewegungen, die nicht unmittelbar der Bear-
beitung zugeordnet werden, jedoch für die Funktionalität der Maschine erforderlich sind 
(z.B. Kühlmittelpumpe), werden unter dem Begriff Hilfsantriebe zusammengefasst [Hirsch 
12]. Aufgrund des geforderten Einsatzgebietes der vorgegebenen Identifikationsroutine im 
Bereich elektromechanischer Achsen werden die Hilfsantriebe im weiteren Verlauf nicht 
näher betrachtet und der Fokus auf die Haupt- und Nebenantriebe einer Werkzeugma-
schine gerichtet. 
Da die Begrifflichkeiten innerhalb der Antriebstechnik keiner einheitlichen Nomenklatur 
unterliegen, wird der Antrieb (vgl. Abbildung 2.2) im Folgenden als der Teil verstanden, 
der die von der Steuerung bereitgestellten Bewegungsinformationen verarbeitet und die 
dafür erforderliche Energie bereitstellt [Schönherr 12]. Zu diesem Zweck lässt sich die 
modular aufgebaute Antriebseinheit neben einem Regel- und Kontrollteil weiterhin in ei-
nen Leistungsteil gliedern [Weck 06b]. Als Folge der in modernen Maschinen vorherr-
schenden Integration dezentraler Antriebslösungen liegen zumeist mehrere Achsen im 
Verbund vor, weshalb das Umrichtersystem sinnvollerweise aus folgenden Komponenten 
besteht [Neugebauer 12], [Siemens 14a]: 
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• Netzseitige Leistungskomponenten (z.B. Sicherungen, Netzfilter), 
• eine zentrale Energieeinspeisung zur Gleichrichtung der 3-phasigen Netzspan-
nung, 
• ein gemeinsamer Gleichstromzwischenkreis sowie 
• achsspezifische Wechselrichter zur Versorgung der Motoren mit Energie aus dem 
Zwischenkreis. 
Neben diesen Kernfunktionalitäten wurden, bedingt durch die fortschreitende Entwicklung 
der Rechentechnik, immer mehr Funktionen von der Steuerung in die Antriebe verlagert 
[Weck 06b]. So besitzen aktuelle Antriebseinheiten neben der gezielten Leistungseinprä-
gung die Möglichkeit, zusätzliche Überwachungs-, Diagnose- und Messfunktionen sowie 
einen Datenaustausch von Antriebsparametern und Zustandsgrößen mit der übergeord-
neten Steuerung zu realisieren [Hellmich 14]. Infolge der damit einhergehend zunehmen-
den Rechenleistung erfolgt die Achsregelung, die im industriellen Gebrauch standardmä-
ßig in Form einer Kaskadenregelung umgesetzt wird (Abbildung 2.4), je nach 
Steuerungshersteller zu weiten Teilen auf den antriebsinternen Recheneinheiten [Hof-
mann 12]. So wird die Berechnung der Lagesollwerte und -regelung bei Geräten der Sie-
mens AG meist auf Steuerungsebene durchgeführt, wogegen die Regelkreise für Ge-
schwindigkeit und Strom auf Antriebsebene umgesetzt sind. Dies bedingt einerseits die 
Übermittlung der gemessenen Lageistwerte zur Steuerung und andererseits die Übertra-
gung der dort berechneten Geschwindigkeitssollwerte zum Antrieb, was kommunikations-
bedingte Totzeiten zur Folge hat. Diese können unter Verwendung der Funktionser-
weiterung DSC (Dynamic Servo Control) durch eine virtuelle Verlagerung der Lagerege-
lung in die Antriebe umgangen werden [Hofmann 12]. Da im Rahmen dieser Arbeit auf ein 
bereits funktionierendes Modul zur Bereitstellung von Antriebsdaten und deren Transfer 
zur übergeordneten Steuerung zurückgegriffen werden kann, wird diese Funktion jedoch 
nicht näher betrachtet. 
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Darüber hinaus kann bei genauerer Betrachtung der antriebstechnischen Entwicklung 
konstatiert werden, dass der Funktionsumfang moderner Antriebseinheiten in den letzten 
Jahren deutlich zugenommen hat. In Bezug auf die Geräte der Siemens AG hat sich der 
Umfang an steuerbaren Antriebsparametern durch Einführung der SINAMICS-Reihe im 
Gegensatz zur vorher verwendeten SIMODRIVE-Generation beinahe verdreifacht [Sie-
mens 01]. War es anfänglich lediglich möglich, die wesentlichen System- und Reglerpa-
rameter lesend bzw. schreibend zu bearbeiten, ermöglichen aktuelle Antriebe die gezielte 
Steuerung antriebsinterner Funktionen. So erlauben moderne Antriebseinheiten eine ge-
zielte Manipulation von dedizierten Parametern, die beispielsweise einen Zugriff auf die im 
Antrieb integrierten Funktionen zur Vorgabe von Bewegungssollwerten oder Messwert-
aufzeichnung ermöglichen [Siemens 13a]. Inwieweit eine Nutzung dieser Funktionalitäten 
für die angestrebte Konzeptionierung und Implementierung des Verfahrens zur Paramete-
ridentifikation sinnvoll ist, wird in Kapitel 4 näher betrachtet. 
 
2.1.3 Vorschubachse 
Das System Vorschubachse wird im Rahmen der vorliegenden Arbeit in Anlehnung an 
[Kirchner 11] als Summe aus dem Aktor, einem beliebigen elektrischen Motor, der die zur 
Verfügung gestellte Energie in eine Bewegung umwandelt, sowie der angeschlossenen 
Mechanik verstanden (vgl. Abbildung 2.2). Diese schließt sämtliche Bauteile ein, die im 
Kraftfluss zwischen Motor und Werkzeug bzw. Werkstück liegen und ist notwendig, um 
die Ausgangsgrößen des Aktors an den technologischen Prozess anzupassen [Weck 
06b], [Schulze 08]. Da die Nebenantriebe einer Werkzeugmaschine hauptsächlich lineare 
Zustellbewegungen ausführen, ist unter Verwendung konventioneller Servomotoren eine 
Transformation der rotierenden Motorbewegung in eine translatorische Bewegung vonnö-
ten [Groß 06]. Zwar finden auch elektrische Direktantriebe mehr und mehr Verwendung, 
jedoch werden im behandelten Anwendungsfeld zur Erzeugung geradliniger Vorschübe 
typischerweise permanenterregte Synchronmotoren in Kombination mit einer Gewinde-
spindel eingesetzt [Hellmich 14], [Groß 06]. Neben elektrischem Aktor und angeschlosse-
ner Mechanik können noch eine Reihe verschiedener Messglieder, beispielsweise Endla-
genschalter oder ein Positionsmesssystem (Lineargeber oder ein im Aktor integrierter 
Drehgeber), dem System Vorschubachse zugeordnet werden. 
In Bezug auf die zu integrierende Identifikationsroutine wird die Vorschubachse als das zu 
identifizierende System betrachtet, wobei für die elektrischen Teilkomponenten aufgrund 
nicht zu erwartender signifikanter Parameteränderungen keine Notwendigkeit einer zyk-
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lisch wiederkehrenden Identifikation besteht [Hellmich 14]. Somit beschränkt sich die Pa-
rameterbestimmung lediglich auf das mechanische Teilsystem der Vorschubachse. Da im 
Rahmen des vorliegenden, nichtinvasiven Identifikationsverfahrens laut [Hellmich 14] „le-
diglich Parameter vergleichsweise einfacher/ordnungsreduzierter Modelle angemessen zu 
identifizieren sind“, fokussiert der Autor die Schätzung der Parameter eines Einmassen-
systems (Abbildung 2.5). Dies wird dahingehend legitimiert, dass als Folge des mechatro-
nischen Systemansatzes Aktoren meist möglichst wirkstellennah montiert und damit auf-
wendige mechanische Übertragungselemente vermieden werden [Hellmich 14]. 
Abbildung 2.5: Darstellung und Ersatzschaltbild des Einmassensystems [Hellmich 14] 
 
Für das betrachtete System ist demzufolge das Übertragungsverhalten zwischen Dreh-
momentistwert 𝑀𝑀𝑖𝑖𝑔𝑔𝑖𝑖 und Drehzahlistwert 𝑚𝑚𝑖𝑖𝑔𝑔𝑖𝑖 von Interesse, wobei neben dem zentralen 
Gesamtmassenträgheitsmoment 𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 ein Reibmoment 𝑀𝑀𝑅𝑅 sowie ein Widerstandsmoment 
𝑀𝑀𝑊𝑊 zu berücksichtigen sind. Aus dem Ersatzschaltbild in Abbildung 2.5 lässt sich die in 
Formel (2.1) dargestellte Differentialgleichung ableiten, die das System eindeutig be-
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Unter Berücksichtigung der Tatsache, dass sich das Reibmoment aus einem drehzahlab-
hängigen Koeffizienten µ𝑅𝑅 sowie einem drehrichtungsabhängigen Konstantanteil 𝑀𝑀𝑅𝑅𝑅𝑅 zu-
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602𝜋𝜋 ∙ (𝑀𝑀𝑖𝑖𝑔𝑔𝑖𝑖 − 𝑀𝑀𝑅𝑅𝑅𝑅 ∙ 𝑁𝑁𝑚𝑚𝑘𝑘𝑚𝑚(𝑚𝑚𝑖𝑖𝑔𝑔𝑖𝑖) − 𝜇𝜇𝑅𝑅 ∙ 𝑚𝑚𝑖𝑖𝑔𝑔𝑖𝑖 − 𝑀𝑀𝑊𝑊) (2.2) 
 
Inwiefern eine Unterteilung des Reibmoments in die einzelnen Bestandteile im Rahmen 
der Parameterschätzung umsetzbar ist, wird in Abschnitt 2.3 als Teil des Moduls Anpas-
sung der Modellordnung beschrieben. 
 
2.1.4 Informationskopplung 
Als Folge der zunehmenden Verbreitung von Netzwerktechnologien im produktionstechni-
schen Umfeld existiert eine wachsende Anzahl an Kommunikationspartnern und damit 
Schnittstellen. Die Anwendungspalette reicht dabei von echtzeitfähigen Schnittstellen zu 
Feldgeräten (z.B. Aktoren, Sensoren) sowie Verbindungen, an die geringere oder keine 
Echtzeitanforderungen gestellt werden, beispielsweise zum Unternehmensnetzwerk (z.B. 
zur Auftragsplanung) [Weck 06a]. Im Rahmen der geplanten Umsetzung einer nichtinva-
siven Identifikationsroutine sind folgende Kommunikationskanäle von Interesse (vgl. Ab-
bildung 2.2): 
• Kommunikation zwischen Antrieb und CNC-Steuerung (bzw. einer Teilkomponen-
te, vgl. Abschnitt 2.1.1) zur Extraktion benötigter Signalverläufe sowie 
• ein Datenaustausch zwischen CNC-Steuerung und einem externen Rechner zur 
potentiellen Übermittlung verfahrensbedingter Daten und Parametrierung. 
Die Kommunikation zwischen Antrieb und CNC-Steuerung wird in der Regel über Feld-
bussysteme realisiert, wobei je nach Steuerungshersteller und Anwendungsfall unter-
schiedliche Ausprägungsformen existieren [Hofmann 12]. Dabei haben sich neben zahl-
reichen herstellerspezifischen Systemen auch Bussysteme etabliert, die gänzlich 
unabhängig vom jeweiligen Steuerungshersteller installiert werden können. Durch Markt-
studien konnte gezeigt werden, dass Industrial-Ethernet Varianten zwar tendenziell auf 
dem Vormarsch sind, PROFIBUS jedoch aktuell eine dominierende Stellung einnimmt 
[IHS Technologie 14]. Diese Tatsache wurde bei der Konzeptionierung des bereits funkti-
onierenden Moduls zur Antriebsdatenakquise berücksichtigt, dessen Datenübertragung 
eine Verwendung von PROFIBUS zum Informationsaustausch zwischen Antrieb und 
Steuerung bedingt. Die genaue Funktionsweise wird an dieser Stelle zunächst nicht be-
trachtet, im Rahmen der Beschreibung der Module der Identifikationsroutine in Abschnitt 
2.3 jedoch erneut aufgegriffen. Weiterhin ist anzumerken, dass bei modularen Antriebs-
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systemen zur Kommunikation der Antriebskomponenten untereinander in der Regel ein 
dediziertes Bussystem zum Einsatz kommt. Ein solches System wird beispielsweise im 
Rahmen der SINAMICS-Reihe der Siemens AG mittels einer sogenannten DiveCLiQ-
Schnittstelle realisiert, welche über eine Standardtaktzeit von 125 µs verfügt [Siemens 
11].  
Neben dem Informationsaustausch der Steuerung mit der Antriebseinheit besteht unter 
Umständen eine Verbindung zu einem externen PC, der beispielsweise für Verwaltungs-, 
Planungs- oder Überwachungsaufgaben verwendet wird. Die Integration eines oder ge-
gebenenfalls mehrerer solcher Leitrechner erfolgt zumeist mit Hilfe eines Ethernet-
Netzwerks, das im Bereich heutiger EDV (elektronische Datenverarbeitung)-Systeme die 
am meisten verbreitete Kommunikationstechnologie darstellt [Weck 06a]. Da der Daten-
austausch in modernen Anlagen jedoch nicht ausschließlich auf die maschinen- oder un-
ternehmensinterne Kommunikation reduziert werden kann, kommt der Integration von 
drahtlosen Netzwerktechnologien im produktionstechnischen Umfeld wachsende Bedeu-
tung zu [Weck 06a]. Im Zuge der in [Kagermann 13] propagierten fortschreitenden Ver-
schmelzung von physischer und virtueller Welt zu sogenannten cyber-physikalischen Sys-
temen wird eine Vernetzung in der Produktion, beispielsweise von Maschinen, 
Lagersystemen und Betriebsmitteln, über das Internet als die vierte Stufe des Industriali-
sierungsprozesses bewertet. So bietet die Firma Siemens bereits heute die Möglichkeit, 
steuerungs- (SIMATIC Webserver) oder antriebsinterne (SINAMICS Webserver) Daten 
unter Verwendung eines Webbrowsers an maschinenexternen Leitrechnern zu visualisie-
ren. Durch die Erstellung benutzerdefinierter Webseiten wird die Auswertung und Diagno-
se ohne zusätzliche Software wie Step7 auch über große Entfernungen ermöglicht. Als 
nachteilig kann jedoch angesehen werden, dass der vollständige Funktionsumfang ledig-
lich bei aktuellen Hardware-Komponenten zur Verfügung steht [Siemens 14b]. 
Inwieweit ein solcher zusätzlicher Informationsaustausch zwischen der Werkzeugmaschi-
nensteuerung und einem eventuell vorhandenem Leitrechner im Rahmen der Parameter-
identifikation von Relevanz ist, wird in Kapitel 4 untersucht.  
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2.2 Parameteridentifikation an elektromechanischen Achsen 
Die Beschreibung des zeitlichen Verhaltens technischer Anlagen und Geräte erfolgt im 
Rahmen der Systemtheorie anhand einheitlicher mathematischer Methoden. In diesem 
Zusammenhang müssen mathematische Modelle zu Rate gezogen werden, die das stati-
sche und dynamische Verhalten der Systeme korrekt abbilden [Isermann 92]. Unter dem 
Systembegriff versteht man dabei eine abgegrenzte Anordnung von miteinander in Bezie-
hung stehenden Gebilden, deren Verhalten „durch Ausgangsgrößen charakterisiert und 
im Allgemeinen durch Eingangsgrößen beeinflussbar“ ist [Kahlert 04].  
Um das mathematische Modell eines Systems herleiten zu können, existieren prinzipiell 
zwei mögliche Ansätze. Zum einen besteht die Möglichkeit, ein solches Modell ausgehend 
von physikalischen Gesetzen und der konstruktiven Auslegung aufzustellen [Zirn 06]. Die-
ser Vorgang wird als theoretische Modellbildung bezeichnet. Unter Verwendung von Bi-
lanzgleichungen werden physikalische Wirkzusammenhänge erfasst, zu einem Gesamt-
modell verknüpft und mit Hilfe von Methoden der Ordnungsreduktion oder Linearisierung 
zugänglich gemacht. Infolge des Umfanges der benötigten Vorkenntnisse der physikali-
schen Zusammenhänge sowie des hohen Berechnungs- und damit Zeitaufwandes ist die 
theoretische Modellbildung zur praktischen Parameterermittlung mechanischer Teilsyste-
me lediglich von geringer Relevanz [Hellmich 14]. 
Demgegenüber beschreibt die experimentelle Modellbildung, oder auch Identifikation, die 
Ermittlung des mathematischen Modells anhand von Messreihen der Ein- und Ausgangs-
signale. Durch Anwendung einer geeigneten Identifikationsroutine kann so der Zusam-
menhang zwischen den gemessenen Signalen in einem mathematischen Modell ausge-
drückt werden. Dabei wird in der Regel von A-priori-Kenntnissen ausgegangen, die 
beispielsweise aus theoretischen Voruntersuchungen oder vorausgegangenen Messun-
gen resultieren, um die Genauigkeit des experimentellen Modells zu erhöhen [Isermann 
92]. Um eine Identifikation durchführen zu können, muss weiterhin eine hinreichende Sys-
temanregung vorliegen [Hofmann 12]. Diese Anregung kann mit Hilfe künstlich eingekop-
pelter, deterministischer Testsignale oder anhand natürlich auftretender Betriebssignale 
umgesetzt werden, wobei letzteres das im Rahmen dieser Arbeit betrachtete 
Identifikationsverfahren charakterisiert.  
Im Kontext dieser Arbeit wird demnach ein Verfahren fokussiert, welches auf der experi-
mentellen Bestimmung von Modellparametern basiert. Die Systemanregung ohne künst-
lich eingekoppelte Testsignale rechtfertigt eine Zuordnung zu den nichtinvasiven – weil 
prozessbegleitenden – Methoden. Abbildung 2.6 gibt einen Überblick über die Varianten 
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der Modellbildung an elektromechanischen Achsen und berücksichtigt die Möglichkeiten 
der Systemanregung der experimentellen Modellsynthese. 
Abbildung 2.6: Möglichkeiten der Systemanalyse [Hellmich 14] 
 
 
2.3 Verfahren zur nichtinvasiven Identifikation von Regelstreckenparametern 
In diesem Abschnitt wird das zu implementierende Verfahren zur nichtinvasiven Identifika-
tion von Regelstreckenparametern an elektromechanischen Achsen vorgestellt. Dieses 
besteht zum einen aus einem etablierten Schätzverfahren zur genäherten Berechnung 
der in Abschnitt 2.1.3 aufgeführten Parameter des mechanischen Teilsystems sowie (für 
die Anwendung bei natürlicher Prozessanregung) notwendigen Erweiterungen in modula-
rer Form. Das vollständige Verfahren ist in Abbildung 2.7 dargestellt, wobei die Funktio-
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Abbildung 2.7: Modulares Verfahren zur nichtinvasiven Parameteridentifikation [Hellmich 14] 
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2.3.1 Verwendetes Parameterschätzverfahren 
Zunächst ist das verwendete Schätzverfahren von Interesse, wobei aufgrund der Anwen-
dung im Bereich der Werkzeugmaschinen gewisse Anforderungen gestellt werden. Dabei 
ist für die Integration in eine Werkzeugmaschinensteuerung insbesondere der begrenzte 
Speicherplatz industrieller Steuerungssysteme zu nennen, der eine bevorzugte Verwen-
dung rekursiver Methoden bedingt. Weiterhin sollen beliebige Istwertverläufe als Anre-
gungssignal einsetzbar und eine Kombination des Verfahrens mit dem in Gleichung (2.2) 
festgelegten Modellansatz möglich sein [Hellmich 14]. Folgerichtig wird in [Hellmich 14] 
ein etabliertes Parameterschätzverfahren auf Basis der rekursiven Methode der kleinsten 
Quadrate (RMKQ) fokussiert, welches im Bereich der Systemidentifikation als grundle-
gend angesehen werden kann [Isermann 92].  
Zu dessen Berechnung wird zunächst die Gesamtübertragungsfunktion des zu identifizie-
renden Systems bestimmt (vgl. Abbildung 2.5), aus der für zeitdiskrete Signale folgende 
Differenzengleichung resultiert [Hellmich 14]: 
𝑚𝑚𝑖𝑖𝑔𝑔𝑖𝑖(𝑘𝑘) + 𝑎𝑎1 ∙ 𝑚𝑚𝑖𝑖𝑔𝑔𝑖𝑖(𝑘𝑘 − 1) = 𝑏𝑏1 ∙ [𝑀𝑀𝑖𝑖𝑔𝑔𝑖𝑖(𝑘𝑘 − 1) −𝑀𝑀𝑅𝑅𝑅𝑅 ∙ 𝑁𝑁𝑚𝑚𝑘𝑘𝑚𝑚(𝑚𝑚𝑖𝑖𝑔𝑔𝑖𝑖) −𝑀𝑀𝑊𝑊] (2.3) 
 
Dabei kennzeichnet die Variable 𝑘𝑘 den jeweiligen diskreten Abtastschritt, die Koeffizienten 
der Differenzengleichung 𝑎𝑎1 und 𝑏𝑏1 sind wie folgt definiert: 
𝑎𝑎1 =  −𝑒𝑒−µ𝑅𝑅∙𝑇𝑇𝑡𝑡∙60𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔∙2𝜋𝜋  (2.4) 
 
𝑏𝑏1 = 1µ𝑅𝑅 ∙ �1 − 𝑒𝑒−µ𝑅𝑅∙𝑇𝑇𝑡𝑡∙60𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔∙2𝜋𝜋 � (2.5) 
 
Weiterhin erfolgt eine Zuordnung von 𝑀𝑀𝑖𝑖𝑔𝑔𝑖𝑖 zum allgemeinen Systemeingang 𝑢𝑢 und 𝑚𝑚𝑖𝑖𝑔𝑔𝑖𝑖 
zum allgemeinen Systemausgang 𝑦𝑦, um eine Überführung in die von [Isermann 92] ver-
wendete Notation des Prozessmodells zu ermöglichen. Dort werden die Messwerte des 
vorangegangenen Durchlaufes in einem Datenvektor 𝜳𝜳𝑻𝑻 (2.6) und sämtliche zu identifizie-
rende Gleichungsparameter in einem Parametervektor 𝜣𝜣𝑻𝑻 (2.7) zusammengefasst: 
𝜳𝜳𝑻𝑻 = [−𝑦𝑦(𝑘𝑘 − 1) 𝑢𝑢(𝑘𝑘 − 1) 𝑁𝑁𝑚𝑚𝑘𝑘𝑚𝑚(𝑦𝑦(𝑘𝑘 − 1)) 1] (2.6) 
 
𝜣𝜣𝑻𝑻 = [𝑎𝑎1 𝑏𝑏1 𝑏𝑏1 ∙ 𝑀𝑀𝑅𝑅𝑅𝑅 𝑏𝑏1 ∙ 𝑀𝑀𝑊𝑊] (2.7) 
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Unter Verwendung der in (2.3) und (2.4) gegebenen Zusammenhänge können aus dem 
Parametervektor (2.7) nach Abschluss der Schätzung die aktuellen Modellparameter be-
rechnet werden. Infolge der hohen Verbreitung der RMKQ wird an dieser Stelle auf eine 
genauere Beschreibung des Formelwerks zu deren Berechnung verzichtet, eine beispiel-
hafte Umsetzung ist jedoch in Anlage A zu finden.  
 
2.3.2 Modularer Aufbau des Identifikationsverfahrens 
Zur Umsetzung eines nichtinvasiven Identifikationsverfahrens ergeben sich diverse Be-
sonderheiten und spezielle Anforderungen, beispielsweise an die Struktur des zu identifi-
zierenden Modells oder die Erfassung der Signalverläufe. Aus diesem Grund ist die vor-
gestellte Methode zur Parameterschätzung in Form von Modulen (vgl. Abbildung 2.7) 
organisiert, die im Folgenden detaillierter betrachtet werden. Die Module Parametrierung 
und Ausgabe werden aufgrund ihres anwendungsspezifischen Charakters und der ver-
gleichsweise einfachen Umsetzung in aktuellen Steuerungs- und Antriebssystemen zu-
nächst außer Acht gelassen, im Rahmen der Implementierung (Kapitel 5) jedoch erneut 
aufgegriffen. Es ist weiterhin anzumerken, dass aufgrund des sehr hohen Rechenaufwan-
des und den vergleichsweise geringen Auswirkungen auf die Schätzergebnisse die Vari-




Um eine Systemidentifikation durchführen zu können, werden zunächst die beteiligten 
Ein- und Ausgangssignale in Form von Zeitverläufen benötigt. Diese müssen für einen 
Identifikationslauf als Bewegungssequenz, also je einem Signalvektor mit 𝑙𝑙 Einträgen, 
bestehend aus den Messwerten von 𝑀𝑀𝑖𝑖𝑔𝑔𝑖𝑖 und 𝑚𝑚𝑖𝑖𝑔𝑔𝑖𝑖, zwischengespeichert werden. Im Ge-
gensatz zum durchgängigen Engineering-System von Motion Control Lösungen (z.B. 
Siemens SIMOTION), stellt die physische und softwareseitige Trennung der Steuerungs- 
und Antriebskomponenten an konventionellen Werkzeugmaschinen besondere Anforde-
rungen an dieses Modul [Siemens 10b]. Zu diesem Zweck wurde in vorangegangenen 
Untersuchungen ein Verfahren zur Protokollierung von Antriebszeitverläufen und deren 
Übertragung zum PLC-Teil einer Werkzeugmaschinensteuerung entwickelt [Schöberlein 
15]. Dabei werden beliebige Parameter mittels einer antriebsinternen Trace-Funktion in 
variabler Auflösung und Messwertanzahl aufgezeichnet und anschließend mit Hilfe des 
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azyklischen PROFIBUS-Kanals zur Steuerung übermittelt. Die Aufzeichnung und Kom-
munikation der Signalverläufe wird von der PLC unter Verwendung dedizierter System-
funktionsbausteine autorisiert, die Speicherung der Messwerte erfolgt in zugehörigen Da-
tenbausteinen. Neben der Möglichkeit, verschiedene Triggeroptionen zum 
Aufzeichnungsstart auszuwählen, können bei einem Aufzeichnungstakt von vier Millise-
kunden bis zu acht Signale pro Trace parallel protokolliert werden, wobei üblicherweise 
zwei unabhängige Traces zur Verfügung stehen [Siemens 11]. Aufgrund des begrenzten 
Speichers der Antriebseinheit können, je nach vorliegender Hardware-Konfiguration, pro 
Signal maximal 32768 Werte aufgezeichnet werden [Siemens 13a], was für die umzuset-
zende Identifikationsroutine ausreichend ist.  
 
Signalvorverarbeitung 
In Abschnitt 2.1.3 wird ein Ansatz zur Modellierung des mechanischen Teilsystems der 
elektromechanischen Achse diskutiert, wobei der Fokus aufgrund des mechatronischen 
Systemansatzes und der günstigen Identifizierbarkeit auf ein Einmassensystem gelegt 
wird. Es besteht jedoch die Möglichkeit, dass sich das zu identifizierende Teilsystem als 
Mehrmassenmechanik darstellt, was bei Ein- und Ausgangssignalen mit hochfrequenten 
Anteilen im Bereich der mechanischen Eigenfrequenzen zu einer fehlerhaften Schätzung 
der Modellparameter führen kann [Hellmich 14]. Durch eine Tiefpassfilterung der Signale 
unter Verwendung identischer, linearer Filter kann ohne Änderung des Systemverhaltens 
eine Dämpfung der signifikanten Eigenfrequenzen erfolgen [Schütte 03]. Dabei sind ver-
schiedene Filterstrukturen denkbar, wobei sich im Rahmen der nichtinvasiven Paramete-
ridentifikation die Varianten Gleitender Mittelwert sowie Filter erster (PT1) und zweiter 
Ordnung (PT2) als günstig erwiesen haben [Hellmich 14]. Der bestimmende Faktor für 
deren Parametrierung ist die Filtergrenzfrequenz 𝑓𝑓𝐺𝐺, die idealerweise unterhalb der ersten 
wirksamen Eigenfrequenz liegen sollte und deren Lage oftmals im Rahmen der Erstinbe-
triebnahme bestimmt wird (beispielsweise zur Parametrierung der Stromsollwertfilter) 
[Schütte 03], [Hofmann 12].  
Die Untersuchungen dieses Moduls in [Hellmich 14] haben ergeben, dass der Einfluss der 
Signalvorverarbeitung auf die Parameteridentifikation je nach Drehzahlreglereinstellung 
und Form des Eingangssignals (und damit Anregungsspektrum) variiert. Durch Vergleich 
der Frequenzspektren von gefiltertem und ungefiltertem Ausgangssignal können diesbe-
züglich quantitative Aussagen in Form eines Filtereinflussindex getroffen werden. Unter 
Berücksichtigung dieses Tiefpassindex konnte eine Parametrierungsrichtlinie erarbeitet 
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werden, die einerseits die Lage der Filtergrenzfrequenz unterhalb der ersten signifikanten 
Eigenfrequenz des mechanischen Systems vorschreibt und andererseits deren schrittwei-
se Reduktion bis zu einem Überschwingen der Drehzahlistwerte von ca. zwei Prozent 
festlegt [Hellmich 14]. 
 
Anregungsdetektion 
In technischen Systemen finden sich häufig nicht modellierte Effekte, eine limitierte 
Messauflösung und Signalrauschen. Um trotz dieser Restriktionen adäquate Schätzpara-
meter erhalten zu können, müssen erhöhte Anforderungen an das Ausgangssignal ge-
stellt werden. Dabei muss zum einen festgestellt werden, ob die natürlichen Prozesssig-
nale eine definierte Mindestanforderung zur Identifikation erfüllen und andererseits in der 
Lage sind, günstige Startzeitpunkte für das Schätzverfahren zu liefern. Anhand der in 
[Hellmich 14] durchgeführten Experimente hat sich aus einer Auswahl verschiedener 
schwellwertbasierter Verfahren die Variante Motordrehmoment mit Drehzahlreaktion als 
geeignet erwiesen. Zu deren Umsetzung wird zunächst der zeitliche Verlauf der gemes-
senen Motordrehmomente über mehrere Steuerungstakte analysiert und geprüft, ob ein 
vorher festgelegter, hardwarespezifischer Schwellwert überschritten wird. In Gleichung 
(2.8) ist dieser Ansatz exemplarisch für drei Steuerungstakte ausgeführt, wobei als Richt-
linie ein Schwellwert (𝑆𝑆𝑀𝑀) von sechs Prozent des maximalen Motordrehmomentes emp-




� ≥ 𝑆𝑆𝑀𝑀 = 0,06 ∙ 𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚     𝑘𝑘 = 1 … 𝑙𝑙 − 2 (2.8) 
 
In der beispielhaften Illustration (Abbildung 2.8) wird ein maximales Motordrehmoment 
von 𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚 = 10 𝑁𝑁𝑚𝑚 verwendet. Um unterscheiden zu können, ob die Änderung des Mo-
tordrehmoments aus dem Beschleunigen der Vorschubachse oder aus Bearbeitungskräf-
ten resultiert, wird weiterhin der zugehörige Drehzahlistwert zu Rate gezogen. Dabei wird 
überprüft, ob die erreichten Drehzahldifferenzen in einem festgelegten Bereich liegen, der 
sich an industriell gebräuchlichen Projektierungsrichtlinien für Servoantriebe orientiert 
[Hellmich 14].  60 ∙ 𝑇𝑇𝑖𝑖2 ∙ 𝜋𝜋 ∙ 1𝐽𝐽𝑚𝑚𝑘𝑘𝑖𝑖𝑘𝑘𝑘𝑘 ∙ 0,9 ∙ 𝑀𝑀𝑖𝑖𝑔𝑔𝑖𝑖 ≤ 𝑚𝑚𝑖𝑖𝑔𝑔𝑖𝑖 ≤ 60 ∙ 𝑇𝑇𝑖𝑖2 ∙ 𝜋𝜋 ∙ 1𝐽𝐽𝑚𝑚𝑘𝑘𝑖𝑖𝑘𝑘𝑘𝑘 ∙ 6 ∙ 𝑀𝑀𝑖𝑖𝑔𝑔𝑖𝑖 (2.9) 
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Werden die berechneten Grenzen (2.9) nicht eingehalten, so basieren die hohen Dreh-
momentistwerte offensichtlich auf Bearbeitungskräften und die Identifikation wird nicht 
gestartet. 
Abbildung 2.8: Anregungsdetektion mit Drehmomentschwellwert und Drehzahlreaktion [Hellmich 14] 
 
Eine weitere Möglichkeit der Anregungsdetektion stellt die Auswertung der spektralen 
Autoleistungsdichte (ALD) dar, die neben einer spezifischen Aussage über eine ausrei-
chende Prozessanregung weiterhin ein Anregungsäquivalent für die Dauer des Signalver-
laufs erzeugt. Die Berechnung dieser ALD-Anregung 𝑆𝑆𝑢𝑢𝑢𝑢 ∑ erfolgt anhand des Modellein-
gangssignals und ermöglicht ebenfalls eine gezielte Einflussnahme auf den 
Schätzalgorithmus, bedingt jedoch einen vergleichsweise hohen Rechenaufwand [Hell-
mich 14]. Aus diesem Grund wird an dieser Stelle zunächst auf das detaillierte Formel-
werk zu deren Berechnung verzichtet, im Rahmen der Implementierung in Kapitel 5 je-
doch erneut aufgegriffen. 
 
Anpassung der Modellordnung 
Eine möglichst genaue Abbildung der realen Verhältnisse innerhalb der Modellstruktur 
bildet die Grundlage für eine adäquate Parameterschätzung. Zu diesem Zweck müssen 
im Rahmen der Identifikation eines Einmassensystems neben dem Gesamtmassenträg-
heitsmoment weiterhin die Parameter Widerstandsmoment und Reibmoment bestimmt 
werden. Ersteres wird innerhalb des vorliegenden Identifikationsverfahrens für jeweils 
eine Bewegungssequenz als unveränderlich angesehen, da eine detaillierte Ermittlung 
laut [Hellmich 14] „eine gezielte Einflussnahme auf die Sollwerte/Eingangszeitverläufe“ 
bedingt, was im Widerspruch zur prozessbegleitenden Parameteridentifikation steht.  
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Demgegenüber kann das Reibmoment als Funktion der Drehzahl nach Gleichung (2.10) 
modelliert werden [Hellmich 14]. 
𝑀𝑀𝑅𝑅 = µ𝑅𝑅 ∙ 𝑚𝑚𝑖𝑖𝑔𝑔𝑖𝑖 + 𝑀𝑀𝑅𝑅𝑅𝑅 ∙ 𝑁𝑁𝑚𝑚𝑘𝑘𝑚𝑚(𝑚𝑚𝑖𝑖𝑔𝑔𝑖𝑖) (2.10) 
 
Im Kontext einer Bewegungssequenz kann eine Unterscheidung zwischen einem kon-
stanten Widerstandsmoment 𝑀𝑀𝑊𝑊 und dem statischen Anteil des Reibmoments 𝑀𝑀𝑅𝑅𝑅𝑅 nur 
erfolgen, wenn mindestens ein Nulldurchgang und damit eine Wertänderung der Signum-
funktion im zeitlichen Verlauf der Drehzahl enthalten ist. Wird diese Bedingung nicht er-
füllt, können beide Parameter falsche Werte annehmen und damit eine fehlerhafte Mo-
dellschätzung verursachen, ohne dass ein Ausschluss des Modells durch das 
nachgelagerte Modul Fehlerbewertung vorgenommen wird. Liegt demnach kein Null-
durchgang im Drehzahlverlauf vor, erfolgt eine Modellschätzung mit lediglich drei Parame-
tern, wobei das gegebenenfalls wirksame Widerstandsmoment dem statischen Reibmo-
ment 𝑀𝑀𝑅𝑅𝑅𝑅 zugeordnet wird [Hellmich 14]. Außerdem kann bei Bewegungen im Bereich 
kleiner Drehzahländerungen symmetrisch um Null eine weitere Modellreduktion erforder-
lich sein. Dies ist damit zu begründen, dass die Schätzung der Reibparameter bei diesen 
Bewegungen hauptsächlich auf den quasistatischen Anteilen der Bewegungssequenz 
basiert, weshalb eine Differenzierung nach statischem Anteil und drehzahlabhängigem 
Reibkoeffizienten im Bereich kleiner Drehzahlen nicht möglich ist [Schütte 03]. Folglich ist 
die Approximation des Reibverhaltens für diesen Fall lediglich anhand des drehzahlab-
hängigen Koeffizienten µ𝑅𝑅 zu realisieren [Hellmich 14].  
Da laut [Hellmich 14] ein „programmtechnisches Auswerten der Bedingung […] relativ 
anspruchsvoll ist“, erfolgt zunächst eine Auswertung der Nulldurchgänge der Drehzahlist-
werte. Ist innerhalb einer Bewegungssequenz kein Nulldurchgang enthalten, so werden 
Modelle mit drei respektive zwei Parametern parallel geschätzt (Abbildung 2.9). Das Mo-
dul Fehlerbewertung gibt letztendlich Aufschluss darüber, welches Modell am besten ge-
eignet ist. 
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Abbildung 2.9: Vorgehen zur Modellreduktion nach [Hellmich 14] 
 
 
Einflussnahme auf den Schätzalgorithmus 
Der in Abschnitt 2.1.1 verwendete Schätzalgorithmus berechnet die aktuellen Modellpa-
rameter in jedem Takt, wobei die Güte der Schätzung auch von der aktuellen Prozessan-
regung abhängig ist. Dies ist damit zu begründen, dass Störeinflüsse in Bewegungsab-
schnitten ohne signifikante Prozessanregung einen deutlicheren Einfluss auf die 
Schätzung nehmen und damit zu fehlerhaften Schätzparametern führen [Hellmich 14]. 
Diesem Umstand kann durch ein anregungsabhängiges Signal begegnet werden, welches 
das Schätzverfahren unter Berücksichtigung der aktuellen Prozessanregung beeinflusst. 
Prinzipiell eignen sich hierfür zwei Parameter, der variable Vergessensfaktor 𝜆𝜆𝑣𝑣𝑚𝑚𝑘𝑘 und die 
variable Mittelwertbildung 𝑀𝑀𝑀𝑀𝑣𝑣𝑚𝑚𝑘𝑘. Ersterer basiert auf der Prämisse, dass in Phasen deut-
licher Prozessanregung eine dynamischere Schätzung durch eine stärkere Berücksichti-
gung aktueller Messdaten erzielt werden soll. Die Variation des Vergessensfaktors kann 
beispielsweise auf Basis der ALD-Anregung umgesetzt werden (2.11), die zunächst auf 
den Bereich 0 < 𝑆𝑆𝑢𝑢𝑢𝑢 ∑ < 1 normiert werden muss. 
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Dabei kennzeichnet die Laufvariable 𝑟𝑟 das jeweilige Element der Bewegungssequenz und S°𝑢𝑢𝑢𝑢∑(𝑟𝑟) die normierte ALD-Anregung. Die Berechnung der variablen Mittelwertbildung 
erfolgt analog zu (2.11) und verfolgt das Ziel, eine Mittelung der Einträge des Parameter-
vektors vorzunehmen und damit lediglich die mittleren Modellparameter der Schätzung 
wiederzugeben. Im Gegensatz zum variablen Vergessensfaktor ist weiterhin ein geeigne-
ter Startzeitpunkt 𝑇𝑇𝑀𝑀𝑊𝑊,𝑆𝑆𝑖𝑖𝑚𝑚𝑘𝑘𝑖𝑖 zur Berechnung der variablen Mittelwertbildung vorzusehen. 
Dabei hat sich in [Hellmich 14] ergeben, lediglich 75 % des identifizierbaren Teils der Be-
wegungssequenz zur Mittelung des Parametervektors und 25 % zu dessen Konvergenz 
vorzuhalten.  
Für beide Parameter sind geeignete Grenzen festzulegen, wobei sich anhand der Unter-
suchungen in [Hellmich 14] gezeigt hat, dass deren Dimension in Abhängigkeit der vorlie-
genden Bewegungssequenz gewählt werden muss. Dies wird im Rahmen der Implemen-
tierung (Kapitel 5) als Teil der Konfiguration berücksichtigt. 
 
Fehlerbewertung/Bewertung der Ergebnisse 
Zur erfolgreichen Anwendung eines Verfahrens zur nichtinvasiven Parameteridentifikation 
muss neben den bereits diskutierten Modulen eine Möglichkeit zur Bewertung der erziel-
ten Modellgüte vorgesehen werden. Somit kann neben der Beurteilung der berechneten 
Schätzergebnisse auch ein Ausschluss eventuell auftretender, fehlerhafter Modelle erfol-
gen.  
Abbildung 2.10: Schema zur Berechnung einer Modelldrehzahl und anschließender Bewertung der Sig-
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Als Grundlage für dieses Modul wird zunächst eine Modelldrehzahl 𝑚𝑚𝑚𝑚𝑘𝑘𝑚𝑚𝑔𝑔𝑚𝑚𝑚𝑚 mit Hilfe der 
gemessenen Zeitverläufe des Drehmoments, dem verwendeten Modellansatz sowie den 
identifizierten Parametern berechnet. Diese Modelldrehzahl wird anschließend mit dem 
ursprünglich gemessenen Zeitverlauf der Drehzahl 𝑚𝑚𝑖𝑖𝑔𝑔𝑖𝑖 anhand verschiedener Kriterien 
zur Bewertung der Signalähnlichkeit verglichen (Abbildung 2.10). 
Diese Kriterien unterteilen sich in zwei Kategorien, Distanz- und Ähnlichkeitsmaße. Bei 
ersteren äußert sich eine hohe Signalähnlichkeit im Allgemeinen in kleinen Werten, wo-
gegen Ähnlichkeitsmaße bei übereinstimmenden Signalen hohe Werte annehmen. Im 
Rahmen des anzuwendenden Identifikationsverfahrens haben sich die normierte absolute 
Distanz ∆ 𝑚𝑚𝐷𝐷 und der Korrelationskoeffizient ∆ 𝑚𝑚Ä als günstige Kriterien erwiesen, wobei 
diese aufgrund der einfacheren Handhabbarkeit nicht als zeitlicher Verlauf, sondern als 
skalarer Wert angegeben werden [Hellmich 14]. In Bezug auf die verwendete Identifikati-
onsroutine dienen die genannten Faktoren zum einen zur Bewertung der Modellparame-
tergüte und zum anderen zur Bestimmung eines Haupteinflussparameters für eine fehler-
hafte Schätzung. Zu diesem Zweck sind analog zum Modul Einflussnahme auf den 
Schätzalgorithmus geeignete Schranken festzulegen, die eine Erfüllung/Nichterfüllung des 
jeweiligen Kriteriums festlegen. Die zugrunde liegenden Berechnungsvorschriften sind 
detailliert in [Hellmich 14] beschrieben, die Festlegung geeigneter Grenzen wird im Rah-
men der Implementierung des Verfahrens in Kapitel 5 näher betrachtet. 
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3 Zielstellung der Arbeit 
Da die nichtinvasive Parameteridentifikation ein noch recht junger Forschungszweig ist 
[Hellmich 14], kommt der Umsetzung dieser Konzepte im industriellen Umfeld besondere 
Bedeutung zu. Als Folge dieser Notwendigkeit und ausgehend vom Stand der Technik 
wird in den folgenden Kapiteln methodisch erarbeitet, wie eine autonome, nichtinvasive 
Identifikationsroutine an einer Werkzeugmaschinensteuerung als reine Softwarelösung 
realisiert werden kann. Ausgangspunkt stellt dabei das in Abschnitt 2.3 vorgestellte modu-
lare Verfahren dar, das unter Verwendung natürlich auftretender Betriebssignale ver-
schiedene Parameter des mechanischen Teilsystems einer elektromechanischen Achse 
identifiziert. Aufgrund der hierarchischen Trennung der Steuerungskomponenten moder-
ner Maschinen kommt der konzeptionellen Einordnung des Verfahrens in die zur Verfü-
gung stehenden Baugruppen besondere Bedeutung zu, wobei die Aufteilung einzelner 
Module auf unterschiedliche Steuerungsebenen in Betracht gezogen werden muss. Um 
diese Separation realisieren zu können, müssen vorhandene Kommunikationswege zwi-
schen den Ebenen analysiert und gegebenenfalls neu bereitgestellt werden. In diesem 
Zusammenhang kann auf ein bereits funktionierendes Modul zur Antriebsdatenakquise 
zurückgegriffen werden, mit dessen Hilfe ein Auslesen benutzerdefinierter Signalverläufe 
aus dem Antrieb und deren Übertragung zum Steuerungssystem ermöglicht wird [Schö-
berlein 15].  
Weiterhin ist die Eignung der vorhandenen Steuerungskomponenten zur Integration ein-
zelner Module des Identifikationsverfahrens abzusichern, wobei sich aufgrund des vor-
handenen Funktionsumfangs diverse Vor- und Nachteile ergeben, die im Rahmen der 
Konzeptionierung zu berücksichtigen sind. Basierend auf diesen individuellen Betrachtun-
gen der Module und Steuerungskomponenten werden mögliche Gesamtkonzepte erstellt, 
anhand definierter Bewertungskriterien verglichen und eine Variante für den weiteren Ver-
lauf ausgewählt. Im Anschluss an den theoretischen, konzeptionellen Entwurf wird die 
Implementierung an einer Werkzeugmaschinensteuerung der Firma Siemens fokussiert, 
wobei folgende wesentliche Punkte zu beachten sind: 
• Die Kommunikation zwischen den Steuerungskomponenten muss hergestellt wer-
den, wobei geeignete Schnittstellen zu nutzen sind. 
• Die Integration der Teilkomponenten soll gut reproduzierbar und damit auf andere 
Maschinen übertragbar sein. 
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• Das Modul Datengewinnung muss an die erhöhten Anforderungen der Identifikati-
onsroutine angepasst werden. 
• Das Gesamtverfahren soll die Möglichkeit bieten, weitere Algorithmen problemlos 
zu integrieren. 
• Der Entwurf einer Benutzeroberfläche zur Steuerung des allgemeinen Pro-
grammablaufes soll erfolgen. 
Das entwickelte Konzept einer autonomen, nichtinvasiven Identifikationsroutine soll ab-
schließend an einer konkreten Werkzeugmaschine umgesetzt werden, wofür eine verfüg-
bare Anlage im universitären Versuchsfeld selektiert wird. Um eine Absicherung der Funk-
tionsfähigkeit sowie eine Konsistenz der erzielten Identifikationsgüte gewährleisten zu 
können, werden die Identifikationsergebnisse mit den in [Hellmich 14] gewonnenen Er-
kenntnissen verglichen.  
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4 Konzeptionelle Gestaltung der Identifikationsroutine 
Für die konzeptionelle Einordnung des Identifikationsverfahrens müssen zum einen die 
bestimmenden Charakteristika der jeweiligen Baugruppe als auch verfahrensbedingte 
Vor- und Nachteile berücksichtigt werden. Zu diesem Zweck sind zunächst die Randbe-
dingungen und Eigenschaften der beteiligten Steuerungskomponenten von Interesse, 
wobei ebenfalls die Anforderungen der einzelnen Module einzubeziehen sind. Anschlie-
ßend werden die zu integrierenden Bestandteile des Identifikationsverfahrens separat 
betrachtet und die Möglichkeiten der Hardware-Komponenten zu deren Umsetzung unter-
sucht. 
Aufbauend auf diesen Erkenntnissen werden mögliche Gesamtkonzepte abgeleitet und 
unter Einführung definierter Bewertungskriterien, die eine subjektive Beurteilung der ver-
schiedenen Varianten der Modulintegration ermöglichen, verglichen. Es ist jedoch zu be-
achten, dass die Relevanz dieser Kriterien für das Gesamtverfahren variiert, was mit Hilfe 
einer quantitativen Wichtung erfasst wird. In Kombination mit einer zusätzlichen Bewer-
tung der Einordnung der unterschiedlichen Konzepte in die zur Verfügung stehenden 
Steuerungskomponenten ergibt sich ein Bewertungsindex, auf dessen Grundlage eine 
Variante zur weiteren Verwendung ausgewählt wird. 
 
4.1 Randbedingungen beteiligter Steuerungskomponenten 
Zur Umsetzung der nichtinvasiven Identifikationsroutine an einer Werkzeugmaschine eig-
nen sich aufgrund des bereits implementierten Moduls Datengewinnung die modulare 
Antriebseinheit sowie der PLC-Teil der NCU-Baugruppe. Weiterhin wird im Rahmen der 
Arbeit davon ausgegangen, dass ein zusätzlicher, PC-basierter Rechner zur Verfügung 
steht, dessen Kommunikation mit der Anpasssteuerung über eine Ethernet-Verbindung 
umgesetzt ist. Dieser externe PC stellt sich beispielsweise als Mehrprozessor-Lösung dar, 
dessen Betriebssystem auf Microsoft® Windows® basiert und die Programmierung eigener 
Funktionalitäten unter Verwendung verschiedener Softwareumgebungen wie z.B. 
MATLAB® oder Microsoft® Visual Studio® ermöglicht. Aufgrund der vergleichsweise hohen 
Speicherkapazität und Rechenleistung erscheint es sinnvoll, Module mit verhältnismäßig 
komplexen Algorithmen in dieser Ebene anzusiedeln. 
Demgegenüber verfügt der PLC-Teil über keinen festen Takt, sondern über eine vom 
Programmumfang abhängige Zykluszeit, die neben dem limitierten Speicher als begren-
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zender Faktor wirkt. Werden zu viele bzw. rechenintensive Funktionen integriert, ist unter 
Umständen eine zeitkritische Abfrage der Eingänge der Steuerung nicht mehr möglich, 
was einen Ausfall der kompletten Maschine verursachen kann. Neben der Integration ei-
gener Applikationen mittels gängiger Programmiersprachen (z.B. Anweisungsliste, Funk-
tionsplan) steht erweiternd eine Vielzahl dedizierter Bausteine und Funktionen zur Verfü-
gung, beispielsweise zur Kommunikation mit Peripheriegeräten oder Zeitüberwachung 
[Siemens 06b].  
Als dritte Komponente zur Integration einzelner Module der Identifikationsroutine bietet 
sich die zentrale Regelungsbaugruppe der modularen Antriebseinheit an. In dieser von 
der Siemens AG als Control Unit (CU) bezeichneten Funktionseinheit sind sämtliche 
Steuerungs- und Regelungsfunktionen für die angeschlossenen Einspeise- und Motormo-
dule umgesetzt [Siemens 14a]. Neben den bereits integrierten Applikationen wie bei-
spielsweise Funktionsgenerator oder Messwertaufnahme besteht außerdem die Möglich-
keit, eigene Anwendungen mittels Drive Control Chart (DCC) im Antrieb zu realisieren. 
Somit können zusätzliche Steuerungs- und Regelungsaufgaben antriebsnah im Umrichter 
implementiert werden, was unterstützend zu einer Umsetzung modularer Maschinenkon-
zepte beiträgt. Dabei ist jedoch zu beachten, dass die per DCC integrierten Applikationen 
eine Taktzeit von mindestens einer Millisekunde aufweisen und den Fokus auf die Integra-
tion zusätzlicher regelungstechnischer Strukturen richten [Siemens 10c]. Als Folge des-
sen wird diese Funktionserweiterung für die Integration einzelner Module der Parameter-
identifikation als nicht relevant angesehen. Demgegenüber eignet sich die für das Modul 
Datengewinnung verwendete Trace-Funktion, um Teile des Identifikationsverfahrens, wie 
Signalvorverarbeitung oder Anregungsdetektion, bereits im Antrieb umzusetzen. Tabelle 
4.1 gibt einen Überblick über die wesentlichen Eigenschaften der zur Verfügung stehen-
den Komponenten. Inwieweit die angesprochenen Baugruppen zur Integration einzelner 
Module zu Rate gezogen werden können, wird im folgenden Abschnitt untersucht.  
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Tabelle 4.1: Allgemeine Eigenschaften der Steuerungskomponenten 
Eigenschaft Antrieb PLC Externer PC 
Takt  8 KHz Ca. 100 … 1000 Hz Keine vergleichba-
re Taktbasis 







AWL, KOP, FUP, 
ST, SCL 
Pascal, Delphi, 





• DriveCliQ zu den 
Aktoren 
• PROFIBUS zur 
PLC 
• PROFIBUS zum 
Antrieb 
• Ethernet zum 
externen PC 




4.2 Varianten zur Integration der Module 
Zu Beginn werden alle Bestandteile des Verfahrens hinsichtlich ihrer Umsetzbarkeit auf 
den verschiedenen Baugruppen untersucht. Da Parametrierung und Ausgabe der Identifi-
kationsergebnisse sinnvollerweise auf dem externen Rechner anzusiedeln sind, werden 
lediglich die Module Signalvorverarbeitung, Anregungsdetektion, Anpassung der Modell-
ordnung, Einflussnahme auf die Schätzung und Fehlerbewertung/Bewertung der Ergeb-
nisse betrachtet. Die Methodik der simulationsbasierten Optimierung wird, wie bereits 
angesprochen, aufgrund des hohen Rechenaufwandes und vergleichsweise geringen 
Einflusses auf die Schätzergebnisse im Verlauf der Konzeptionierung nicht näher verfolgt. 
Neben den genannten Modulen sind weiterhin die Berechnung der Modellparameter mit-
tels der rekursiven Methode der kleinsten Quadrate sowie die Ermittlung des Verlaufs der 
ALD-Anregung zu integrieren. Letztere wird dabei zur Variation der im Modul Einfluss-
nahme auf den Schätzalgorithmus verwendeten Faktoren benötigt, um fehlerhaften 
Schätzparametern durch eine stärkere Berücksichtigung der aktuellen Prozessanregung 
vorzubeugen (vgl. Abschnitt 2.3.2). 
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Signalvorverarbeitung 
Das Modul Signalvorverarbeitung ist als Tiefpassfilterung der Eingangssignale ausgeführt, 
um eventuell angeregte Eigenschwingungen des mechanischen Systems zu bedämpfen. 
Da im betrachteten Anwendungsgebiet mehrere Vorschubachsen mit unterschiedlichen 
mechanischen Parametern identifiziert werden sollen, ist eine separate, achsbezogene 
Tiefpassfilterung vorzusehen. 
Prinzipiell eignen sich zur Integration dieses Moduls alle beteiligten Steuerungskompo-
nenten, wobei sich verfahrensbedingte Vor- und Nachteile ergeben. Die erste Möglichkeit 
besteht darin, eine Filterung der Signalverläufe bereits im Antrieb vorzunehmen. Zu die-
sem Zweck kann ein antriebsinterner PT1-Filter mit Hilfe eines zugehörigen Antriebspara-
meters auf die gewünschte Eigenfrequenz parametriert werden [Siemens 13a]. Anschlie-
ßend können neben den ungefilterten Istwertverläufen von Drehzahl und Drehmoment 
weiterhin die gefilterten Signalverläufe mittels der im Modul Datengewinnung verwendeten 
Trace-Funktion aufgezeichnet werden. Dies hat den Vorteil, dass zur Umsetzung lediglich 
die Konfiguration der Routine zur Datenakquise um einen zusätzlichen Parameter zur 
Festlegung der Filtergrenzfrequenz erweitert werden muss. Demgegenüber wird die Aus-
wahl der Filterstruktur durch die Vorgabe des Filters erster Ordnung stark eingeschränkt, 
da lediglich für das Drehzahlsignal weitere Filtertypen zur Verfügung stehen [Siemens 
13a]. Der Einsatz unterschiedlicher Filterstrukturen widerspricht jedoch der Forderung 
nach einer identischen Filterung der Messgrößen [Schütte 03]. Außerdem ist anzumerken, 
dass aufgrund einer prospektiv möglichen Verwendung des Tiefpassindex zur Bewertung 
des Filtereingriffs gefilterte und ungefilterte Signalverläufe mittels der vorhandenen Kom-
munikationswege übertragen werden müssen, was eine hohe Belastung des azyklischen 
PROFIBUS-Kanals bedingt. 
Neben der Tiefpassfilterung im Antrieb eignen sich weiterhin der PLC-Teil der Steuerung 
sowie der externe Rechner zur Umsetzung dieses Moduls. Beiden Varianten ist gemein, 
dass die Programmierung der Filterstrukturen manuell erfolgen muss, was erhöhte Anfor-
derungen an Programmspeicher und Implementierungsaufwand stellt. Allerdings bietet 
sich im Gegensatz zum Antrieb die Möglichkeit, alle in Abschnitt 2.3.2 genannten Filterty-
pen und gegebenenfalls einen Vergleich der Filterergebnisse umzusetzen. Des Weiteren 
müssen lediglich die ungefilterten Istwertverläufe der Messgrößen zwischen den Steue-
rungskomponenten übertragen werden, was einerseits den notwendigen Speicherplatz 
verringert und andererseits die Belastung der PROFIBUS-Verbindung minimiert. Aufgrund 
der höheren Taktung bietet der externe Rechner zwar gewisse Vorteile, jedoch müssen 
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kommunikationsbedingte Verzögerungen durch die Übertragung der Messwerte über die 
Ethernet-Verbindung berücksichtigt werden.  
 
Anregungsdetektion 
Wie aus den Betrachtungen in Abschnitt 2.3.2 hervorgeht, wird für das Modul Anregungs-
detektion eine Kombination aus einer schwellwertbasierten Überwachung des Drehmo-
mentverlaufs und anschließender Analyse der daraus resultierenden Reaktion der Dreh-
zahlistwerte fokussiert. Eine Separation beider Verfahren scheint auch in Bezug auf die 
Konzeptionierung des angestrebten Gesamtverfahrens sinnvoll, da die Überschreitung 
eines vorher festgelegten Grenzwertes und damit eine teilweise Umsetzung der Anre-
gungsdetektion bereits im Antrieb umgesetzt werden kann.  
Unter Verwendung eines zu konfigurierenden Triggersignals, welches in diesem Fall dem 
Istwert des Drehmomentes der aktuell zu identifizierenden Vorschubachse entspricht, 
kann ein definierter Aufzeichnungsstart nach Überschreiten eines gewünschten Grenz-
wertes realisiert werden. Da diese Funktionen bereits im vorhandenen Modul zur Daten-
gewinnung vorgesehen sind, wäre für diesen Teil der Anregungsdetektion kein zusätzli-
cher Implementierungsaufwand zu erwarten. Es ist allerdings anzumerken, dass zur 
Detektion einer ausreichenden Systemanregung der gefilterte Zeitverlauf des Drehmo-
mentes zu Rate gezogen muss. Dies bedingt jedoch nicht zwangsläufig eine Einordnung 
der Signalvorverarbeitung im Antrieb, da das Triggersignal nicht notwendigerweise der 
aufzuzeichnenden Messgröße entsprechen muss. So wäre es beispielsweise denkbar, 
eine Vorauswahl der Signalverläufe mittels Anregungsdetektion im Antrieb umzusetzen 
und anschließend die ungefilterten Istwertverläufe zur weiteren Verwendung aufzuzeich-
nen. Somit wäre eine Signalvorverarbeitung unter Verwendung abweichender Filterstruk-
turen (Gleitender Mittelwert, Filter zweiter Ordnung) im PLC-Teil oder dem externen PC 
umsetzbar und damit die Einschränkung des antriebsinternen Filtertyps gegenstandslos. 
Allen Varianten ist gemein, dass anschließend eine Überprüfung der Drehzahlreaktion in 
der Anpasssteuerung respektive dem übergeordneten Rechner erfolgen muss, um eine 
mögliche Systemanregung als Folge von Bearbeitungskräften auszuschließen. Aufgrund 
der vergleichsweise geringen Komplexität der erforderlichen Algorithmen kommen zu-
nächst beide Komponenten in Frage, wobei unter Verwendung des PLC-Teils gewisse 
Abstriche bezüglich der Übertragbarkeit auf andere Steuerungssysteme in Kauf genom-
men werden müssen. 
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Weiterhin kann eine Lösung angestrebt werden, die eine ausschließliche Verwendung der 
Antriebsbaugruppe zur Signalprotokollierung ohne Integration weiterer Module des Identi-
fikationsverfahrens vorsieht. In diesem Fall besteht die Möglichkeit, die Anregungsdetekti-
on vollständig im PLC-Teil oder dem externen Rechner anzusiedeln. Dies hat gegenüber 
den bereits diskutierten Varianten den Vorteil, dass eine parallele Identifikation mehrerer 
Achsen umsetzbar wäre. Andererseits ist zu bedenken, dass in diesem Fall keine Vor-
auswahl der Messgrößen erfolgt und damit erhöhte Anforderungen an den Speicherplatz 
dieser Baugruppen gestellt werden. Es wäre jedoch denkbar, die Identifikation auf festge-
legte Verfahrzyklen, beispielsweise während des Werkzeugwechsels, zu beschränken. 
Durch einen Abgleich mit dem aktuellen NC-Teileprogramm könnten so günstige Zeit-
punkte zum Aufzeichnungsstart gefunden und damit der Umfang der erhaltenen Daten 
reduziert werden. 
 
Anpassung der Modellordnung 
Um eine möglichst genaue Abbildung der Reibungsverhältnisse der Vorschubachsen zu 
erzielen, kann je nach Verlauf der Eingangssignale eine Reduktion des in Abschnitt 2.3.2 
vorgeschlagenen Modells erforderlich sein. Zur programmtechnischen Umsetzung dieses 
Moduls müssen die Speicherbereiche nach Nulldurchgängen und damit einem Vorzei-
chenwechsel der Drehzahlwerte untersucht werden. Sind in einer Bewegungssequenz 
keine Nulldurchgänge enthalten, so erfolgt die parallele Schätzung von Modellen mit drei 
beziehungsweise zwei Parametern.  
Prinzipiell bieten sich zur Umsetzung erneut alle drei Steuerungskomponenten an, jedoch 
ist unter Verwendung der Antriebseinheit die Einordnung der vorhergehenden Module zu 
beachten. Dies ist damit zu begründen, dass im Rahmen der Konfiguration der Trace-
Funktion lediglich ein Triggersignal eingestellt werden kann. Wird bereits eine Integration 
des ersten Teils der Anregungsdetektion im Antrieb fixiert, so entspricht dieses Signal 
dem Istwert des Drehmomentes und schließt eine zusätzliche Triggerung des Drehzahl-
verlaufs aus. Weiterhin ist anzumerken, dass eine Auswertung der geforderten Bedingung 
im Kontext der zugrunde liegenden Bewegungssequenz betrachtet werden muss. So bie-
tet die Trace-Funktion keine Möglichkeit, einen festen Wert (in diesem Fall 𝑚𝑚𝑖𝑖𝑔𝑔𝑖𝑖 = 0) zu 
detektieren, sondern lediglich das Über- bzw. Unterschreiten dieses Wertes. Es könnte 
also beispielsweise der Fall eintreten, dass innerhalb einer Aufzeichnungsperiode ein 
Wechsel der Drehzahlistwerte vom negativen in den positiven Wertebereich erfolgt, die 
Triggerbedingung jedoch nur den entgegengesetzten Fall registriert. Dies könnte wiede-
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rum zu einer fehlerhaften Modellschätzung führen, weshalb eine Einordnung dieses Mo-
duls in die Antriebseinheit im weiteren Verlauf nicht weiter verfolgt wird. 
Folglich stehen der PLC-Teil der Steuerung sowie der externe Rechner zur Integration 
dieses Moduls zur Auswahl, wobei aufgrund der relativ einfachen programmtechnischen 
Umsetzung nur geringfügige Unterschiede zwischen den Komponenten bestehen. 
 
Berechnung der ALD-Anregung 
Deutlich komplexer als die bisher betrachteten Module äußert sich die Berechnung und 
Auswertung der spektralen Autoleistungsdichte, die zum einen Aussagen über eine aus-
reichende Prozessanregung erlaubt und zum anderen ein Anregungsäquivalent für die 
Dauer des Signalverlaufes liefert.  
Betrachtet man das Modul zunächst separiert von der Gesamtheit des Identifikationsver-
fahrens, so eignen sich lediglich der PLC-Teil der Steuerung sowie der externe Rechner 
zu dessen Umsetzung. Zwar können im Antrieb ebenfalls eigene Applikationen integriert 
werden (vgl. Abschnitt 4.1), jedoch gestattet der rudimentäre Umfang der dafür verwende-
ten Funktionserweiterung keine Berechnung komplexer Algorithmen. Eine Einordnung in 
den PLC-Teil der CNC-Steuerung wird ebenfalls als kritisch betrachtet, da neben der Be-
rechnung der Autokovarianzfunktion des Ein- und Ausgangssignals die programmtechni-
sche Umsetzung einer Fouriertransformation zu realisieren ist (eine genaue Darstellung 
des Formelwerks ist in [Hellmich 14] zu finden). Aufgrund der Komplexität dieser Rechen-
vorschriften und der zur Verfügung stehenden Ressourcen des externen Rechners er-
scheint eine Verwirklichung dieses Moduls in der Anpasssteuerung nicht ratsam, was bei 
der Ableitung möglicher Gesamtkonzepte in Abschnitt 4.3 berücksichtigt wird. 
 
Modellschätzung 
Die eigentliche Berechnung der aktuellen Modellparameter wird unter Verwendung der 
rekursiven Methode der kleinsten Quadrate realisiert, wobei deren Umfang in Abhängig-
keit der vorliegenden Modellordnung variiert. Somit kann eine Modellschätzung erst dann 
erfolgen, wenn die Ordnung des Modells und damit die Anzahl der zu berechnenden Vari-
ablen korrekt bestimmt wurde. Bezüglich des angestrebten Gesamtkonzeptes erscheint 
es somit sinnvoll, die Integration des Schätzalgorithmus in derselben oder einer überge-
ordneten Steuerungskomponente wie die Anpassung der Modellordnung anzusiedeln. Da 
in den konzeptionellen Betrachtungen zu diesem Modul eine Verwendung der Antriebs-
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einheit ausgeschlossen wird, kann eine Umsetzung der Modellschätzung lediglich in der 
Anpasssteuerung oder dem externen Rechner erfolgen.  
Im Vergleich zur spektralen Autoleistungsdichte ist der Aufwand zur Berechnung der re-
kursiven Methode der kleinsten Quadrate zwar verhältnismäßig gering, jedoch ist eine 
Integration im PLC-Teil der Steuerung zumindest kritisch zu betrachten. Dies ist zum ei-
nen damit zu begründen, dass für jede mögliche Modellordnung separate Schätzpro-
gramme zu integrieren sind. Damit wird, neben der erhöhten Rechendauer infolge der 
relativ hohen Zykluszeit der PLC, insbesondere der geringere Speicherplatz im Vergleich 
zum externen Rechner als nachteilig angesehen. Zum anderen erweist sich die Berech-
nung der innerhalb der Modellschätzung verwendeten Matrizenoperationen in der PLC-
Programmierumgebung als relativ anspruchsvoll, wogegen die auf dem externen Rechner 
verwendbare Software MATLAB® speziell für Matrixberechnungen entwickelt wurde 
[Schweizer 13]. 
 
Einflussnahme auf den Schätzalgorithmus 
Um die Güte der innerhalb des Schätzalgorithmus berechneten Modellparameter zu erhö-
hen, wird in Abschnitt 2.3.2 eine Möglichkeit diskutiert, die Schätzung unter Berücksichti-
gung der aktuellen Prozessanregung zu beeinflussen. Die Berechnung des dafür vorge-
sehenen Moduls kann grundsätzlich erneut im PLC-Teil der Steuerung oder auf dem 
externen PC erfolgen, wobei letzterer auch hier Vorteile bezüglich Rechenzeit, Implemen-
tierungsaufwand und Speicherbedarf aufweist. Für die konzeptionelle Einordnung sind 
weiterhin die ALD-Anregung und der Schätzalgorithmus von Interesse. Erstere wird dabei 
zur Berechnung der dem Modul inhärenten variablen Faktoren benötigt, wogegen die 
Schätzung der Modellparameter durch die Ergebnisse dieses Moduls beeinflusst wird. 
Folglich erscheint es hinsichtlich der angestrebten Gesamtkonzeptionierung sinnvoll, die 
genannten Module zur Reduzierung kommunikationsbedingter Belastungen und daraus 
resultierender Verzögerungen in eine Hardware-Komponente zu integrieren. 
 
Fehlerbewertung/Bewertung der Ergebnisse 
Da die im Rahmen der Identifikation gewonnenen Ergebnisse von mehreren, nicht beein-
flussbaren Kriterien abhängen (beispielsweise Störungen, Systemanregung), ist eine Veri-
fikation des identifizierten Modells von zentraler Bedeutung [Isermann 92]. Betrachtet man 
das Modul zunächst separiert vom Gesamtverfahren, so eignen sich prinzipiell erneut 
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Anpasssteuerung und externer Rechner zu dessen Umsetzung, wobei erstgenannte 
abermals Nachteile bezüglich Implementierungsaufwand, Speicherplatz und Rechenzeit 
aufweist. Hinsichtlich der Konzeptionierung innerhalb des Gesamtverfahrens ist insbe-
sondere die Einordnung der Modellschätzung von Interesse, da deren Ergebnisse als 
Eingangsparameter für die Fehlerbewertung/Bewertung der Ergebnisse dienen. Zur Re-
duzierung kommunikationsbedingter Totzeiten erscheint es demnach sinnvoll, die Module 
in eine Hardware-Komponente zu integrieren. 
 
4.3 Kombination der Module zum Gesamtverfahren 
Nachdem die Möglichkeiten der zur Verfügung stehenden Baugruppen hinsichtlich der 
Einordnung der Module des Identifikationsverfahrens untersucht wurden, können aus die-
sen Erkenntnissen nun zweckdienliche Konzepte zu deren Kombination abgeleitet wer-
den. Zusätzlich zu den bereits betrachteten Bestandteilen der Identifikationsroutine wer-
den deshalb die in diesem Abschnitt dargestellten Illustrationen um die allgemeine 
Parametrierung der Module, die Konfiguration der Trace-Funktion und die Ausgabe der 
Ergebnisse ergänzt. Aufgrund der für die Berechnung notwendigen Ressourcen sowie 
den Relationen der Module untereinander werden die Bestandteile ALD-Anregung, Mo-
dellschätzung, Einflussnahme auf die Schätzung und Fehlerbewertung für alle Konzepte 
dem externen Rechner zugeordnet. 
 
Konzept 1 – Partielle Modulintegration in Antrieb und PLC 
Der in Abbildung 4.1 dargestellte, erste konzeptionelle Vorschlag verfolgt die Intention, 
einen Teil der Module bereits im Antrieb und dem PLC-Teil der Steuerung umzusetzen, 
um so den Umfang der zu erstellenden Programmroutinen und aufzuzeichnenden Daten 
möglichst gering zu halten. Dabei kennzeichnet der erste Teil der Anregungsdetektion die 
Überprüfung des Drehmomentschwellwertes, wogegen Teil zwei eine Auswertung der 
zugehörigen Drehzahlreaktion beinhaltet (vgl. Abschnitt 2.3.2). Neben einem Teil der An-
regungsdetektion wird weiterhin die Anpassung der Modellordnung in der Anpass-
steuerung umgesetzt, wogegen die restlichen Module auf dem externen Rechner ange-
siedelt sind. 
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Abbildung 4.1: Konzept 1 – Partielle Modulintegration in Antrieb und PLC 
 
 
Konzept 2 – PLC als Zwischenspeicher 
Weiterhin bietet sich ein Konzept an, welches die Anpasssteuerung lediglich zur Zwi-
schenspeicherung der aufgezeichneten Signalverläufe verwendet und die Berechnung der 
Module im externen Rechner umsetzt (Abbildung 4.2). Analog zum vorangegangenen 
konzeptionellen Vorschlag werden die Tiefpassfilterung der Istwertverläufe sowie die 
Überprüfung des Drehmomentschwellwertes im Antrieb umgesetzt. 
Legende:
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Abbildung 4.2: Konzept 2 – PLC als Zwischenspeicher 
 
 
Konzept 3 – PC-integrierte Identifikationsroutine 
Beiden bisherigen Entwürfen ist gemein, dass die Signalvorverarbeitung sowie ein Teil 
der Anregungsdetektion im Antrieb realisiert werden. Es könnte jedoch sinnvoll sein, die 
zentrale Antriebseinheit lediglich zur Protokollierung der Signalverläufe zu verwenden und 
die vollständige Identifikationsroutine anschließend auf dem externen PC umzusetzen. 
Legende:
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Der zugehörige, vollständige konzeptionelle Entwurf ist in Abbildung 4.3 schematisch 
dargestellt. 
Abbildung 4.3: Konzept 3 – PC-integrierte Identifikationsroutine 
 
Konzept 4 – Antriebsinterne Signalvorauswahl 
Der vierte konzeptionelle Vorschlag basiert auf der Prämisse, eine Signalvorverarbeitung 
erst im externen Rechner umzusetzen, ohne jedoch auf eine schwellwertbasierte Voraus-
wahl der Signalverläufe zu verzichten. Zu diesem Zweck wird der erste Teil der Anre-
Legende:
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gungsdetektion auf das gefilterte Drehmomentsignal eingestellt. Bei Detektion einer aus-
reichenden Systemanregung werden die ungefilterten Istwertverläufe von Drehzahl und 
Drehmoment zum PLC-Teil der Steuerung übertragen und dort zwischengespeichert. 
Nach Beendigung der Aufzeichnung erfolgt der Transfer der gespeicherten Bewe-
gungssequenzen zum externen Rechner, wo eine Weiterverarbeitung mit einem beliebi-
gen Filtertyp umgesetzt ist (Abbildung 4.4).  
Abbildung 4.4: Konzept 4 – Antriebsinterne Signalvorauswahl  
  
Legende:
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4.4 Vergleichende Betrachtungen und Auswahl eines Konzeptes 
Nachdem aus den in Abschnitt 4.2 gewonnenen Erkenntnissen mögliche Gesamtkonzep-
te abgeleitet wurden, muss eine Variante für die weitere Verwendung ausgewählt werden. 
Dabei erscheint es sinnvoll, zur besseren Vergleichbarkeit ein Ergebnis anhand definierter 
Zahlenwerte zu erhalten. Die Grundlage für diesen quantitativen Vergleich der ausgewähl-
ten Entwürfe bilden die in Tabelle 4.2 aufgelisteten, größtenteils subjektiven Bewertungs-
kriterien, die sich an gängigen Qualitätsmerkmalen zur Bewertung von Software-
Produkten nach [DIN 66272] orientieren und um einige eigene Aspekte ergänzt werden. 
 






Implementierungsaufwand Umfang zur Implementierung und Programmierung 3 8 
Gesamtverarbeitungszeit 
Dauer zur Umsetzung des Mo-
duls (Parametrierung bis Ergeb-
nisausgabe) 
8 3 
Kommunikationsbelastung Auslastung vorhandener Kom-munikationskanäle 7 4 
Speicherbedarf 
Dimension des Programmspei-
chers sowie verfahrensbedingter 
Daten 
6 5 
Physische Auswirkungen Auswirkungen auf Maschine, Peripherie und Prozess 10 1 
Verfahrensbedingte Aus-
wirkungen 
Einfluss auf andere Module der 
Identifikationsroutine 4 7 
Achsanzahl Einschränkungen bei der Identi-fikation mehrerer Achsen 5 6 
Adaptierbarkeit 
Umfang notwendiger Anpas-





sungen zur Übertragung auf 
andere Maschinen 
9 2 
Bedienkomfort Komplexität der Bedienung und Parametrierung 1 10 
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Da deren Bedeutung für die konzeptionelle Gestaltung des Gesamtverfahrens variiert, 
erscheint zu Beginn eine entsprechende Klassifikation sinnvoll. Zu diesem Zweck finden 
sich in der Literatur verschiedene Möglichkeiten zur Einstufung von Bewertungsparame-
tern (vgl. [Ehrlenspiel 09], [Pahl 07], [Saatweber 97]), wobei sich im Rahmen dieser Arbeit 
für die Technik des paarweisen Vergleichs nach [Ehrlenspiel 09] entschieden wird. Diese 
Methodik entstammt ursprünglich dem Bereich der Entwicklung und Konstruktion als Kern 
der Produkterstellung, gestattet jedoch auch eine Abstraktion auf die Rubrik der Software-
Entwicklung. Sie erlaubt laut [Ehrlenspiel 09] das Erstellen einer Rangfolge von Bewer-
tungskriterien, „insbesondere wenn die Eigenschaften der Alternativen mehr qualitativ als 
quantitativ bekannt sind“. Dabei kennzeichnet man das Urteil mit „wichtiger als“ oder „we-
niger wichtig als“ und belegt diese Ergebnisse in einer sogenannten Dominanzmatrix mit 
Punkten von 1 bzw. 0. Anschließend kann mithilfe der erhaltenen Punktesumme eine 
Rangfolge gebildet werden. Dabei wird das Verfahren dahingehend angepasst, dass jeder 
Bewertungsparameter nach Bildung der Punktesumme einen zusätzlichen Punkt erhält. 
Dies soll verhindern, dass das rangniedrigste Bewertungskriterium in der späteren Be-
rechnung des Bewertungsindex vollständig an Bedeutung verliert. In Tabelle 4.2 ist das 
Ergebnis der angewandten Methode dargestellt, eine genaue Aufschlüsselung zu dessen 
Entstehung ist in Anlage B zu finden. 
Dabei hat sich ergeben, dass insbesondere die physischen Auswirkungen der Konzepte 
sowie deren Übertragbarkeit auf andere Maschinen einen besonderen Stellenwert ein-
nehmen, wogegen Bedienkomfort und Adaptierbarkeit lediglich eine untergeordnete Rolle 
spielen. Auch der Implementierungsaufwand ist von nachrangiger Bedeutung, da nach 
einmaliger Programmierung keine signifikanten Eingriffe in die Programmroutinen erwartet 
werden. Die Relevanz der parallelen Überwachung mehrerer Vorschubachsen einer Ma-
schine wird ebenfalls als relativ gering eingestuft, da eine sequentielle Identifikation für die 
im Rahmen dieser Arbeit angestrebte Umsetzung als ausreichend angesehen wird. Dies 
kann durch eine geringere Gesamtverarbeitungszeit gefördert werden, weshalb dieses 
Kriterium neben Speicherbedarf und Kommunikationsbelastung höher eingestuft wird. 
Zur Realisierung einer zahlenmäßigen Gegenüberstellung der vier vorgestellten konzepti-
onellen Entwürfe muss zusätzlich die Erfüllung des entsprechenden Bewertungskriteriums 
durch das jeweilige Konzept erfasst werden. Dabei wird der Ansatz der einfachen Punkte-
bewertung nach [Ehrlenspiel 09] zu Rate gezogen, wobei die Erfüllung eines Bewertungs-
aspekts anhand folgender Skala ausgewählt wird: 
• 1 Punkt: ungenügend (Kriterium nicht erfüllt) 
• 2 Punkte: mäßig (Kriterium unter Einschränkungen erfüllt) 
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• 3 Punkte: gut (Kriterium mit geringen Abstrichen erfüllt) 
• 4 Punkte: sehr gut (Kriterium vollständig erfüllt) 
Zwar erfolgt die Vergabe dieser Punkte ebenfalls anhand subjektiver Einschätzungen, 
jedoch ermöglicht diese Methodik in Verbindung mit der Wichtung der Bewertungskriterien 
die Berechnung eines Vergleichswertes zur Auswahl eines günstigen Gesamtkonzeptes. 
Damit einhergehend schlägt [Borchard 05] in Erweiterung des Verfahrens des paarweisen 
Vergleichs nach [Ehrlenspiel 09] vor, die Punktesumme als prozentualen Anteil der Ge-
samtsumme aller vergebenen Punkte zu verrechnen (siehe Anlage B). Dies hat den Vor-
teil, dass alle Konzepte anhand der eingeführten Punkteskala kategorisiert werden kön-
nen. Tabelle 4.3 gibt einen Überblick über die Bewertung der vorgestellten 
konzeptionellen Entwürfe, wobei deren Punktevergabe sich an den in den Abschnitten 4.2 
und 4.3 diskutierten Eigenschaften orientiert.  
Bei Betrachtung der Ergebnisse fällt auf, dass die Konzepte zwei und vier das Prädikat 
„gut“ erhalten, wogegen die Konzepte eins und drei lediglich mit „ungenügend“ bzw. „mä-
ßig“ bewertet werden. Für den ersten konzeptionellen Vorschlag ist dies besonders durch 
die Einordnung zweier Module in die Anpasssteuerung zu begründen, welche im Ver-
gleich zu den übrigen Entwürfen zu unnötigen Belastungen der PLC hinsichtlich Speicher 
und Rechenaufwand bei gleichzeitig erschwerter Übertragbarkeit führen. Weiterhin wird 
durch die Verwendung des antriebsinternen Filters die Flexibilität des Verfahrens deutlich 
eingeschränkt. Der dritte konzeptionelle Entwurf, der eine vollständige Integration aller 
Module im externen Rechner verfolgt, ist besonders bezüglich der Kommunikations- und 
Speicherbelastung sowie der Gesamtverarbeitungszeit kritisch zu betrachten. Dies ist 
damit zu legitimieren, dass ohne eine vorgelagerte Anregungsdetektion keine Vorauswahl 
der aufzuzeichnenden Signale erfolgt, weshalb deutlich größere Datenmengen über die 
vorhandenen Kommunikationskanäle transportiert und anschließend ausgewertet werden 
müssen. Zwischen den Konzepten zwei und vier bestehen nur marginale Unterschiede, 
wobei letzteres aufgrund der Verwendung variabler Filterstrukturen zur Signalvorverarbei-
tung und einer geringeren Belastung der vorhandenen Kommunikationskanäle gewisse 
Vorteile aufweist. 
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Tabelle 4.3: Ergebnis der Bewertung der vorgeschlagenen Gesamtkonzepte 

























3 - gut  
2 - mäßig  
1 - ungenügend  








































Implementierungsaufwand 0,05 3 0,15 4 0,20 2 0,10 3 0,15 
Gesamtverarbeitungszeit 0,15 3 0,45 4 0,60 1 0,15 3 0,45 
Kommunikationsbelastung 0,13 2 0,26 3 0,39 1 0,13 4 0,52 
Speicherbedarf 0,11 2 0,22 4 0,44 1 0,11 3 0,33 
Physische Auswirkungen 0,18 1 0,18 4 0,72 2 0,36 4 0,72 
Verfahrensbedingte Auswir-
kungen 0,07 1 0,07 1 0,07 4 0,28 4 0,28 
Achsanzahl 0,09 2 0,18 2 0,18 3 0,27 2 0,18 
Adaptierbarkeit 0,04 2 0,08 3 0,12 4 0,16 4 0,16 
Übertragbarkeit 0,16 1 0,16 3 0,48 4 0,64 3 0,48 
Bedienkomfort 0,02 2 0,04 4 0,08 3 0,06 4 0,08 
Bewertung  19 1,79 32 3,28 25 2,26 34 3,35 




Für den quantitativen Vergleich der Entwürfe kann festgestellt werden, dass Konzept vier 
mit einer Vorauswahl der Signalverläufe im Antrieb und anschließender Berechnung der 
Identifikationsergebnisse im externen Rechner zu empfehlen ist. Somit wird dieser kon-
zeptionelle Entwurf für die angestrebte Implementierung und darauffolgende Validierung 
an einer Werkzeugmaschine fokussiert.  
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5 Implementierung einer autonomen, nichtinvasiven Identifi-
kationsroutine an Werkzeugmaschinen 
Abbildung 5.1: Schematische Darstellung des Gesamtkonzeptes zur Implementierung von Überwa-
chungsmethoden an Werkzeugmaschinen 
 
In Kapitel 3 wird die exemplarische Implementierung einer nichtinvasiven Identifikations-
routine an Werkzeugmaschinensteuerungen der Firma Siemens als Teilaufgabe der vor-
liegenden Arbeit definiert. Es wäre jedoch denkbar, dass prospektiv weitere Algorithmen 
umzusetzen sind, beispielsweise zur Überwachung von Maschinenfunktionen oder Adap-
tion von Reglerparametern. In diesem Zusammenhang erscheint es gleichermaßen sinn-
voll, deren Realisierung nicht auf Maschinen eines spezifischen Herstellers zu beschrän-
ken. Diese algorithmen- und herstellerübergreifende Ausrichtung spiegelt sich in dem in 
Abbildung 5.1 illustrierten Gesamtkonzepte wider, wobei aufgrund der Erkenntnisse aus 
Kapitel 4 die Verfügbarkeit eines externen Rechners vorausgesetzt wird. So können in-
nerhalb einer Konfigurations-Datei beliebig viele Kommunikationspartner und Algorithmen 
parametriert werden, die über einen zugehörigen Bezeichner von einer zu programmie-
renden Ablaufsteuerung identifiziert werden. Diese wählt anschließend anhand der einge-
lesenen Konfiguration die benötigte Schnittstelle zur Kommunikation mit der aktuellen 
Steuerungslösung aus und initiiert eine verfahrensspezifische Messwertprotokollierung. 
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Messwerte zu und gibt die berechneten Ergebnisse zurück. Der Vorteil dieses Konzeptes 
liegt in der Skalierbarkeit der Anwendung begründet, die keine weitreichenden Änderun-
gen am Programm selbst bedingt, sondern lediglich die Integration weiterer Algorithmen 
und Kommunikationsschnittstellen sowie eine proprietäre Möglichkeit zur Datenakquise 
voraussetzt. 
Für die im Rahmen dieser Arbeit vorgesehene, exemplarische Implementierung einer 
nichtinvasiven Identifikationsroutine an Werkzeugmaschinensteuerungen der Firma Sie-
mens ergeben sich speziell folgende Handlungsschritte: 
• Anpassung der Datenakquise an die erhöhten Anforderungen einer Werkzeugma-
schine, 
• Auswahl einer geeigneten Schnittstelle zum bidirektionalen Datentransfer zwi-
schen Steuerung und externem Rechner, 
• Gestaltung der Konfigurations-Datei und Programmierung der Ablaufsteuerung 
sowie 
• Integration der Identifikationsroutine. 
 
5.1 Maschinenseitige Anpassungen 
Auf Seiten der Werkzeugmaschine werden für das entwickelte Gesamtkonzept zum einen 
die antriebsinterne Trace-Funktion sowie das in [Schöberlein 15] entwickelte, PLC inte-
grierte Verfahren zur Datengewinnung genutzt. Letzteres muss dabei zunächst ins Steue-
rungssystem der verwendeten Werkzeugmaschine übertragen werden, wobei gegebenen-
falls die Nummerierung bereits existenter Bausteine zu berücksichtigen ist. Da das 
Verfahren lediglich eine Steuerung der Trace-Funktion im Antrieb mittels dedizierter Pa-
rameter darstellt, sind an der zentralen Antriebseinheit keine zusätzlichen Adaptionen zu 
erwarten, wogegen die Datengewinnung selbst gewisse strukturelle Anpassungen erfor-
dert. Entgegen der ursprünglichen Konzeption für einen einachsigen Versuchsstand im 
universitären Versuchsfeld verfügen moderne Werkzeugmaschinen in der Regel über 
mehrere Vorschubachsen, teilweise mit mehr als einer Antriebseinheit. Auch ist der Spei-
cherplatz und Adressraum innerhalb der PLC durch eine Vielzahl an Peripherie-Geräten 
sowie analogen und digitalen Ein- und Ausgangsbaugruppen begrenzt. 
Aus diesem Grund wird das ursprüngliche, Funktions- und Merker-basierte Verfahren neu 
strukturiert. Statt einer Fülle an unterschiedlichen Merkern und Datenbausteinen werden 
alle notwendigen Parameter in einem multi-instanziellen Funktionsbaustein integriert, der 
Konzept und Implementierung einer Identifikationsroutine  Implementierung an Werkzeugmaschinen 
Chris Schöberlein  48 
von allen Teilfunktionen angesprochen werden kann. Somit besteht das vollständige Ver-
fahren lediglich aus einem Hauptfunktionsbaustein zur Ablaufsteuerung, mehreren Unter-
funktionsbausteinen zur Realisierung verfahrensbedingter Prozessschritte sowie einem 
gemeinsamen Instanz-Datenbaustein. Zur Sicherung der Signalverläufe existieren weiter-
hin vier Speicher-Datenbausteine, die Parametrierung und Steuerung des Verfahrens 
erfolgt innerhalb vorgesehener Bereiche des Instanz-Datenbausteins. Der Vorteil dieser 
strukturellen Umgestaltung ist zum einen in der Anzahl und Struktur der verwendeten 
Bausteine begründet, wodurch eine Übertragung auf weitere Maschinen ohne weitrei-
chende Anpassungen ermöglicht wird. Zum anderen wird im Rahmen dieser Arbeit eine 
Steuerung der Datengewinnung durch einen externen Zugriff angestrebt, was durch Zu-
sammenführung aller Steuer- und Ausgabevariablen in einem gemeinsamen Datenbau-
stein unterstützt wird. 
 
5.2 Auswahl einer Kommunikationsschnittstelle 
Um einen bidirektionalen Datenaustausch zwischen dem externen PC und der Anpass-
steuerung der Werkzeugmaschine realisieren zu können, wird eine passende Schnittstelle 
benötigt. Diese muss zum einen die Parametrierung der Datengewinnung, d.h. das 
Schreiben von Parametern in den Konfigurations-Bereich des zugehörigen Instanz-
Datenbausteins, als auch das Auslesen der Messwerte und Prozesszustände ermögli-
chen. Zur Umsetzung eines solchen Datentransfers existiert eine Reihe nutzbarer Funkti-
onalitäten (vgl. [Schöberlein 15], [Weck 06a]), wobei sich im Rahmen dieser Arbeit auf die 
Kommunikationsschnittstelle Snap7 festgelegt wird. Dieses Ethernet-basierte Softwarepa-
ket stellt in einer DLL (Dynamic Link Library) kombinierbare Funktionen zur Verfügung, 
welche die Kommunikation zwischen dem externen Rechner und dem Automatisierungs-
gerät aufbauen und einen Informationsfluss in beide Richtungen ermöglichen. Auf Steue-
rungsseite werden dabei alle gängigen SIMATIC-Automatisierungsgeräte unterstützt, auf 
PC-Ebene können neben Microsoft® Windows® (ab Windows® NT 4.0) auch weitere Be-
triebssysteme (LinuxTM, Apple OSX, Oracle® Solaris) verwendet werden. Die Softwarebib-
liothek zeichnet sich außerdem durch eine hohe Flexibilität bezüglich der Unterstützung 
diverser Hochsprachen (z.B. Pascal, DelphiTM, C, C#, C++ oder LabviewTM) aus, was eine 
Einbindung in eigene Anwendungen erleichtert [Nardella 15]. Darüber hinaus unterliegt 
Snap7 den Lizenzbestimmungen der GNU LPGL (GNU’s not Unix Lesser General Public 
License), welche die Verwendung und Einbindung der Softwarebibliothek in selbsterstellte 
Programme, ohne diese zu verändern oder Lizenzgebühren zu erheben, auch zu kom-
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merziellen Zwecken gestattet [Gerwinski 16]. Als weiterer Vorteil ist anzumerken, dass 
das vollständige Softwarepaket ohne zusätzliche Kosten frei verfügbar ist [Nardella 15].  
Die eigentliche Kommunikation zwischen dem externen Rechner und dem Automatisie-
rungsgerät erfolgt nach dem Client-Server-Modell, welches das am weitesten verbreitete 
Modell für verteilte Systeme und Programme darstellt und aus zwei logischen Teilen be-
steht [Bengel 04]: 
• Einem oder mehreren Clients, der Anforderungen auf Daten oder Services eines 
Servers stellt und 
• einem Server, der diese Daten oder Services bereitstellt. 
Dabei übermittelt der Client, also im vorliegenden Fall der externe PC, eine Anforderung 
(Request) an den Server respektive die PLC. Nach Erhalt dieser Anforderung führt der 
Server die angeforderte Operation aus, beispielsweise das Auslesen oder Schreiben von 
PLC-Variablen und gibt dem Client anschließend eine Bestätigung (Reply) oder das Er-
gebnis der Operation zurück. 
Abbildung 5.2: Client-Server-Prinzip am Beispiel des Verteilten Systems PC-PLC nach [Nardella 15] 
 
Neben dieser in Abbildung 5.2 illustrierten Client-Server-Kommunikation erlauben die Au-
tomatisierungsgeräte der SIMATIC-Reihe weiterhin eine sogenannte Client-Client-
Verbindung, bei der zwei Anpasssteuerungen als gleichberechtigte Partner fungieren. 
Somit können beide Verbindungspartner einen Datenaustausch initiieren, wobei der aktive 











CP: Communication Processor CPU: Central Processing Unit
Data
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diese Verbindung hauptsächlich zur Kommunikation zwischen zwei SIMATIC-Geräten 
dient, wird im weiteren Verlauf von einer konventionellen Client-Server-Struktur ausge-
gangen. 
Zum Aufbau der Kommunikation und Ausführen verschiedener Operationen bietet die 
Snap7-Bibliothek eine Vielzahl dedizierter Funktionen, welche die Implementierung in 
eigene Anwendungen erleichtern. Ein wesentlicher Vorteil dieser vorgefertigten Bibliothek 
liegt im Transfer der zugrunde liegenden Datenformate begründet, die an PC und PLC 
unterschiedliche Ausprägungsformen aufweisen. So werden innerhalb der Anpasssteue-
rung alle komplexeren Variablen (größer 1 Byte) mit dem höchstwertigen Byte zuerst und 
demnach an der kleinsten Speicheradresse gespeichert. Dieses Datenformat wird als 
BIG-Endian bezeichnet, wogegen innerhalb aller gängigen PC-Systeme das LITTLE-
Endian-Format, also die Speicherung des kleinstwertigen Bytes an der Anfangsadresse, 
verwendet wird [Neubauer 04]. Das bedeutet, dass jede Variable vor dem Transfer in die 
jeweils andere Komponente rotiert werden muss, was bei großen Datenmengen einen 
nicht unerheblichen Aufwand darstellen würde. Durch gezielte Nutzung der in der Soft-
warebibliothek vorhandenen Funktionen wird diese Formatumwandlung automatisch vor 
jeder Übertragung ausgeführt [Nardella 15]. 
 
5.3 Rechnerseitige Anpassungen 
Neben der steuerungsseitigen Anpassung und Integration der Datengewinnung sowie der 
Auswahl einer geeigneten Kommunikationsschnittstelle sind auf Seiten des externen 
Rechners weitere Adaptionen nötig. So muss eine Ablaufsteuerung entwickelt werden, die 
einerseits den Informationsfluss zwischen PLC und externem Rechner koordiniert und 
zum anderen die protokollierten Messwerte der eigentlichen Identifikationsroutine zur Ver-
fügung stellt. Weiterhin sind Festlegungen zu Format und Struktur der Konfigurations-
Datei sowie dem formellen Programmablauf inklusive der Gestaltung der Benutzerschnitt-
stelle zu treffen. Diese inkludiert zum einen visuelle Rückmeldungen über den aktuellen 
Status des Verfahrens als auch die Ausgabe der Identifikationsergebnisse. 
 
5.3.1 Konfigurations-Datei 
Die Konfiguration aller relevanten Verfahrensbestandteile wird mit Hilfe einer externen 
Datei realisiert. Dabei ist besonders deren Format von Interesse, um einerseits den Zugriff 
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der Ablaufsteuerung auf die integrierten Daten zu ermöglichen und andererseits eine An-
passung der Konfiguration an unterschiedliche Maschinen zu gestatten. Im Rahmen die-
ser Arbeit wird der Fokus auf die Spezifikation XML (Extensible Markup Language) gelegt, 
die sich als anerkannter Standard zum Austausch von Daten etabliert hat. War es in der 
Vergangenheit üblich, dass Softwareunternehmen zur Datenspeicherung eigene, nicht 
standardisierte Formate entwickelten, tauschen heutzutage viele Anwendungen plattform-
übergreifend Daten via XML aus (z.B. Webservices, RSS-Feeds) [Kühnel 12]. Die anwen-
dungsspezifischen Vorteile liegen im Dateiformat begründet, das aufgrund der textbasier-
ten Struktur keine zusätzliche Software zum Erstellen, Ändern oder Erweitern der 
Konfiguration erfordert und damit einen problemlosen Zugriff über einen beliebigen Editor 
ermöglicht. Weiterhin ist XML als anerkannter Standard des World Wide Web Consorti-
ums auf beliebigen Plattformen verfügbar und gestattet unter Verwendung eines vom An-
wender erstellten Schemas die Verifikation der enthaltenen Daten [Schäpers 04]. 
Jedes XML-Dokument beginnt mit einer Verarbeitungsanweisung, dem sogenannten Pro-
log, bestehend aus Versionsnummer der XML-Syntax und der verwendeten Zeichenko-
dierung, wobei im vorliegenden Fall die universelle Kodierung UTF-8 (Uniform Transfor-
mation Format 8-Bit) verwendet wird. Zur korrekten Identifizierbarkeit aller Elemente und 
Vermeidung von Namenskonflikten kann im Anschluss ein benutzerdefinierter Namens-
raum deklariert werden, der in der Regel über einen URI (Uniform Resource Identifier) in 
Form einer konventionellen Webadresse beschrieben wird. Abschließend besteht die 
Möglichkeit, die XML-Datei mit einem zugehörigen XML-Schema zu verknüpfen. In die-
sem Schema werden anwenderspezifische Regeln festgelegt, die die Gültigkeit des Do-
kuments gewährleisten [Kühnel 12]. 
Um eine prospektive Integration weiterer Algorithmen und deren Anwendung auf Maschi-
nen verschiedener Hersteller zu gestatten, gliedert sich die Konfigurations-Datei neben 
den genannten Header-Informationen in die zwei grundlegenden Bereiche Communicati-
on Controller und Calculation. Dabei müssen für jeden Teilbereich verschiedene Parame-
ter manuell aus der Steuerung extrahiert werden, wobei die allgemeine Vorgehensweise 
im Folgenden beschrieben wird. Die vollständige Konfiguration sowie eine detaillierte Dar-
stellung der Bezugsquellen sämtlicher Parameter ist in Anlage C zu finden. 
 
Communication Controller 
Im Bereich Communication Controller werden einerseits die Verbindung zwischen dem 
externen Rechner und der Maschine konfiguriert und zum anderen maschinenspezifische 
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Parameter für die Datengewinnung festgelegt. Da im Rahmen dieser Arbeit eine Ethernet-
basierte Kommunikation mit Hilfe der Softwarebibliothek Snap7 angestrebt wird, benötigt 
diese zum Verbindungsaufbau zunächst folgende Parameter: 
• IP (Internet Protokoll)-Adresse des Kommunikationsprozessors der PLC sowie 
• Baugruppenträger (Rack) und Steckplatz (Slot) der PLC-internen CPU. 
Alle gesuchten Parameter können über das maschinenspezifische PLC-Projekt im SIMA-
TIC-Manager ausgelesen werden. Da der PLC-interne Kommunikationsprozessor (vgl. 
Abbildung 5.1) den Datenaustausch mit der Außenwelt reguliert, kann in dessen Eigen-
schaftsfenster unter dem Reiter „Allgemein“ die gesuchte IP-Adresse ausgelesen werden. 
Die Baugruppenträger- und Steckplatznummern beziehen sich auf die zentrale Rechen-
einheit der Anpasssteuerung und sind durch Rechtsklick auf die projektierte CPU und 
anschließenden Aufruf der Option „Baugruppenzustand“ zu identifizieren.  
Zur Konfiguration der Datenakquise sind weiterhin verschiedene achsspezifische Parame-
ter erforderlich, die unter dem Bezeichner Sinumerik-Achse in beliebiger Anzahl konfigu-
rierbar sind. Zunächst sind die Bezeichnungen der Vorschubachsen von Interesse, die im 
späteren Programmverlauf eine Synchronisation von Signalprotokollierung und Auswerte-
algorithmus erlauben. Dabei erscheint es empfehlenswert, die im Inbetriebnahmetool 
STARTER projektierten Achsbezeichnungen zu verwenden. Diese können in der Projek-
tierungssoftware unter dem jeweiligen Antriebsgerät im Reiter „Telegrammkonfiguration“ 
gefunden werden. Außerdem besteht in diesem Menü die Möglichkeit, die Objektnum-
mern von Control Unit und den unterlagerten Aktoren zu extrahieren. Als weitere Parame-
ter müssen die PROFIBUS-Eingangsadresse der Control Unit, die aus der Hardware-
Konfiguration zu entnehmen ist, sowie deren Basistakt und die Nummer des Instanz-
Datenbausteins der Datengewinnung eingepflegt werden. Für letzteren gilt eine vorgege-
bene, fortschreitende Nummerierung, die je nach Werkzeugmaschinensteuerung variieren 
kann und vom Bediener festzulegen ist. 
 
Calculation 
Neben der Einrichtung einer Kommunikationsverbindung zwischen der Anpasssteuerung 
der Werkzeugmaschine und dem externen PC müssen weiterhin die zu verwendenden 
Algorithmen parametriert werden. Dabei wird die Konfigurations-Datei so gestaltet, dass 
neben der angestrebten Parameteridentifikation auch weitere Verfahren integriert werden 
können. Unter Verwendung eines Schlüsselbezeichners, den jeder eingepflegte Algorith-
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mus besitzen muss, kann die übergeordnete Ablaufsteuerung zwischen den verfügbaren 
Berechnungsverfahren differenzieren. 
Für das fokussierte Verfahren zur nichtinvasiven Identifikation sind, je nach Modul, ver-
schiedene Parameter innerhalb der Konfigurations-Datei zu spezifizieren. Um eine achs-
bezogene Identifikation realisieren zu können, muss zum Abgleich mit dem Communicati-
on Controller für jede Vorschubachse eine eigene Konfiguration angelegt werden. Diese 
enthält zu Beginn einen Achsbezeichner sowie vom Anwender festzulegende Angaben zu 
Aufzeichnungsdauer und Abtastzeit. Anschließend werden die Daten zur Parametrierung 
der einzelnen Module der Identifikationsroutine benötigt, wobei neben weiteren benutzer-
definierten Kenngrößen eine Reihe achsspezifischer Variablen erforderlich sind. So muss 
beispielsweise der im Modul Signalvorverarbeitung anzuwendende Tiefpassfilter (vgl. Ab-
schnitt 2.3.2) ausgewählt und auf die Eigenfrequenz des mechanischen Systems abge-
stimmt werden. Da die Eigenfrequenz in der Regel im Rahmen der Erstinbetriebnahme, 
beispielsweise zur Parametrierung der Stromsollwertfilter, zu bestimmen ist, kann der 
achsspezifische Wert dem Inbetriebnahmetool STARTER entnommen werden. Weiterhin 
werden das maximale Drehmoment des Aktors sowie dessen Trägheitsmoment benötigt, 
deren Werte der Projektierungssoftware unter dem jeweiligen Motor zu entnehmen sind. 
 
5.3.2 Ablaufsteuerung 
Nachdem eine geeignete Schnittstelle zum Informationsaustausch zwischen dem exter-
nen Rechner und der Anpasssteuerung ausgewählt wurde, muss die dafür verwendete 
Softwarebibliothek mittels einer zu erstellenden Anwendung für das angestrebte Szenario 
nutzbar gemacht werden. Da Snap7 eine Vielzahl von Hochsprachen unterstützt, wird 
sich im Rahmen dieser Arbeit auf die Programmiersprache C# festgelegt, die als Teil des 
.NET-Frameworks von der Firma Microsoft® entwickelt wurde [Czarnecki 15]. Dieses in 
Abbildung 5.3 illustrierte Rahmenwerk stellt ein Gerüst dar, das zur Entwicklung, Kompi-
lierung und Ausführung von Anwendungen dient und besitzt den Vorteil, nicht an eine 
spezifische Programmiersprache gebunden zu sein [Kühnel 12]. 
Dabei stellt C# lediglich eine von mehreren geeigneten Programmiersprachen dar, die zur 
Gewährleistung einer sprachunabhängigen Code-Generierung auf einer gemeinsamen 
Sprachspezifikation aufsetzen. In dieser CLS (Common Language Specifikation) sind 
sämtliche fundamentalen Eigenschaften festgelegt, die von einer .NET-kompatiblen Spra-
che eingehalten werden müssen. Durch Übersetzung in einen maschinennahen, zwi-
schensprachlichen Code, die sogenannte Intermediate Language (IL), werden alle Spra-
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chen auf einer gemeinsame Ebene behandelt und können von dem im Laufzeitsystem 
integrierten Compiler in den nativen Maschinencode übersetzt werden [Schäpers 04].  
Abbildung 5.3: Struktur des .NET-Frameworks [Czarnecki 15] 
 
Als weitere essentielle Komponenten sind die Klassenbibliothek sowie das Laufzeitsystem 
zu nennen. Erstere inkludiert, aufgrund der objektorientierten Ausrichtung des Rahmen-
werks, sämtliche Schnittstellen und Werttypen in Form von Klassen. Diese bieten Zugriff 
auf die Systemfunktionen (z.B. Webdienste, Datenverwaltung, XML-Manipulation) und 
tragen damit unterstützend zur schnellen und einfachen Entwicklung von .NET-
Framework-Anwendungen bei. Als Basis für diese Klassenbibliothek dient die BCL (Base 
Class Library), welche grundlegende Funktionen wie Ein- und Ausgabe, Netzwerkkom-
munikation oder String-Manipulation integriert [Haas 05]. Demgegenüber bezeichnet die 
CLR (Common Language Runtime) die gemeinsame Laufzeitschicht, also die Umgebung, 
in der die .NET-Anwendungen ausgeführt werden. Sie enthält eine Reihe von Diensten, 
die als Bindeglied zwischen dem IL-Code und der Hardware fungieren und beispielsweise 
zur Kompilierung des IL-Codes dienen [Kühnel 12]. 
Im Gegensatz zur imperativen Programmierung, deren Arbeitsweise auf der sequentiellen 
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.NET-Framework eine vollständig objektorientierte Umgebung dar. Das bedeutet, dass die 
Prozeduren Bestandteil von sogenannten Objekten sind und erst ausgeführt werden, 
wenn bestimmte Ereignisse auftreten [Schäpers 04]. In diesem Zusammenhang muss 
zunächst zwischen den fundamentalen Begriffen Klasse und Objekt differenziert werden. 
Eine Klasse ist mit einem Entwurf vergleichbar, mit dessen Hilfe benutzerdefinierte Typen 
unter Verwendung anderer Typen, Methoden und Ereignisse erstellt werden können. 
Demgegenüber stellt ein konkretes Objekt, auch als Instanz bezeichnet, im Wesentlichen 
einen Speicherblock dar, der auf Grundlage der in der jeweiligen Klasse festgelegten Ei-
genschaften mit Werten belegt und konfiguriert wird [Microsoft 16]. Dabei können beliebig 
viele Objekte einer Klasse erstellt werden, wobei diese durch Definition klasseninterner 
Methoden auch Operationen ausführen können. 
Zur eigentlichen Programmerstellung würde prinzipiell ein einfacher Texteditor genügen, 
aufgrund der Vielzahl an hilfreichen, integrierten Tools und Assistenten bietet die Entwick-
lungsumgebung Visual Studio® jedoch gewisse Vorteile. So können neben einfachen 
Konsolenanwendungen auch aufwendige, fensterbasierte Applikationen mit Hilfe eines 
visuellen Editors erstellt werden, was für die im Rahmen dieser Arbeit angestrebte Benut-
zeroberfläche als förderlich angesehen wird. 
 
Programmstruktur 
Die Architektur der programmierten Ablaufsteuerung orientiert sich an dem in Abbildung 
5.1 illustrierten Gesamtkonzept und gestaltet sich aufgrund der klassen- und objektorien-
tierten Struktur des .NET-Frameworks in modularer Form. Dies soll einerseits die Integra-
tion weiterer Algorithmen erleichtern und außerdem eine Implementierung des Gesamt-
konzeptes auf Werkzeugmaschinensteuerungen alternativer Hersteller ermöglichen.  
Innerhalb der verwendeten Entwicklungsumgebung Visual Studio können Klassendia-
gramme erstellt werden, die unterstützend zu einer übersichtlichen Programmdokumenta-
tion beitragen. Das in Abbildung 5.4 dargestellte Klassendiagramm der implementierten 
Ablaufsteuerung wird zusätzlich in mehrere Segmente unterteilt, um die Zusammenhänge 
zwischen den verschiedenen Klassen und Schnittstellen zu illustrieren. Dabei werden im 
Rahmen der Programmierung folgende Bereiche vorgesehen: 
• Bereich „Communication Controller“ zum Austausch von Daten mit der verbunde-
nen Werkzeugmaschinensteuerung, insbesondere SIMATIC-Anpasssteuerungen. 
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• Bereich „Calculation“ zur Integration von Algorithmen, speziell zur Parameteriden-
tifikation. 
• Bereich „Settings“ zur Interaktion mit XML-Dokumenten. 
• Bereich „Logging“ zur Ausgabe von Status- und Fehlerinformationen sowie Be-
rechnungsergebnissen. 
• Bereich „Communication Output“ zur Übermittlung aufgezeichneter Signalverläufe 
vom Communication Controller zur Calculation. 
• Bereich „Communication Input“ zur Übermittlung der für die Datengewinnung er-
forderlichen Parameter von der Calculation zum Communication Controller. 
• Bereich „Signale“ zur Spezifikation der Signalparameter. 
• Bereich „Main“ zur Steuerung des vollständigen Programmablaufes. 
• Bereich „Textfile“, in dessen Klasse verschiedene Methoden zum Lesen und 
Schreiben von Textdateien integriert sind. 
Abbildung 5.4: Klassendiagramm der programmierten Ablaufsteuerung 
 
Zur Realisierung der innerhalb dieser Arbeit formulierten Zielstellung wird zunächst der 
spezifische Communication Controller Snap7 implementiert, der den Datenaustausch 
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Automatisierungsgeräts ermöglicht. Der Bereich Calculation integriert aktuell das 
Berechnungsverfahren zur nichtinvasiven Parameteridentifikation. Infolge des Umfanges 
der innerhalb der genannten Bereiche integrierten Methoden und Felder wird an dieser 
Stelle auf deren detaillierte Darstellung verzichtet. Der genaue Inhalt ist dem beigelegten 
Datenträger zu entnehmen. 
 
Programmablauf 
Der in Abbildung 5.5 dargestellte, prinzipielle Programmablauf gliedert sich in die zwei 
signifikanten Bereiche „Konfiguration einlesen“ und „Calculation starten“, wobei letztere 
eine sequentielle Abarbeitung aller in der Konfigurations-Datei spezifizierten Algorithmen 
autorisiert. Erweiternd zur Darstellung des eigentlichen Programmablaufes wird die Klas-
se, die die aktuellen Funktionen einbindet, durch eine farbige Markierung illustriert. 
Zu Beginn des Bereichs „Konfiguration einlesen“ wird der Inhalt der XML-Datei zur Ge-
währleistung der Wohlgeformtheit und Vorbeugung gegebenenfalls vorhandener Fehler 
mit einem zugehörigen Schema verglichen. Daran schließt die Instanzierung aller konfigu-
rierten Communication Controller und Calculations an. Zwar besteht hier grundsätzlich die 
Möglichkeit, deren Anzahl in der Konfigurations-Datei variabel zu gestalten, jedoch unter-
stützt die Ablaufsteuerung aktuell lediglich den Controller-Typ „Sinumerik Ethernet“ und 
den Algorithmus „Identifikation“.  
Nach dem Einlesen der Konfigurations-Datei folgt die Berechnung der ersten Calculation, 
die zunächst einen Abgleich relevanter Aufzeichnungsvariablen mit dem Communication 
Controller initiiert. Konnte die Übereinstimmung dieser Parameter verifiziert werden, star-
tet nach erfolgreichem Verbindungsaufbau die eigentliche Datengewinnung innerhalb der 
PLC. Da diese weitgehend autonom arbeitet, muss lediglich der aktuelle Status sowie das 
Ende der Aufzeichnung durch das Programm überwacht werden. Die Speicherung der 
Messwerte erfolgt nach Abschluss der Signalprotokollierung zusätzlich in einem separa-
ten CSV (Character-separated values)-Dokument und ermöglicht damit den Zugriff durch 
die externe Anwendung zur Berechnung der Identifikationsergebnisse. Diese wird von der 
Ablaufsteuerung gestartet und stellt die Ergebnisse nach Abschluss des Berechnungsver-
fahrens im Logging-Bereich zur Verfügung 
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Abbildung 5.5: Schematischer Ablauf der erstellten Programmroutinen 
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5.3.3 Weitere Anpassungen 
Die Verwendung der entwickelten Programmroutinen zur nichtinvasiven Identifikation an 
einer Werkzeugmaschine bedingt weitere Adaptionen. So kann dem beigelegten Daten-
träger das Verzeichnis „Monitoring“ entnommen und zur jeweiligen Maschine übertragen 
werden. Dieser enthält zum einen eine beispielhafte Konfigurations-Datei sowie die An-
wendung „Monitoring.exe“ zur Steuerung des Programmablaufs. Da die eigentliche Be-
rechnung der Identifikationsergebnisse als externe Matlab-Anwendung vorliegt, wird eine 
zusätzliche Laufzeitumgebung benötigt, um diese auch ohne vollständige Matlab-Version 
aufrufen zu können. Diese sogenannte MCR (Matlab Compiler Runtime) kann je nach 
Systemkonfiguration des externen Rechners aus dem Internet geladen und anschließend 
installiert werden. Eine detaillierte Beschreibung der erforderlichen Schritte ist unter dem 
Verzeichnis „Matlab/Executable“ in der Datei „Readme.txt“ zu finden. Abschließend müs-
sen die Verbindungs- und Berechnungsparameter der XML-Datei an die aktuelle Werk-
zeugmaschinenkonfiguration angepasst werden (vgl. Abschnitt 5.3.2). 
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6 Validierung und experimentelle Ergebnisse  
Nachdem ein geeignetes Konzept zur Aufteilung der einzelnen Module der Identifikations-
routine ausgewählt und deren Implementierung an Werkzeugmaschinensteuerungen dis-
kutiert wurde, soll nun eine experimentelle Validierung erfolgen. Ziel dieses Vorgehens ist 
einerseits die Beurteilung der Funktionalität der erstellten Programmroutinen sowie eine 
Bewertung der erzielten Identifikationsgüte anhand von den in [Hellmich 14] ermittelten 
Vergleichswerten.  
 
6.1 Beschreibung der Versuchsanordnung 
Um die Tauglichkeit der in der Arbeit vorgestellten Implementierung der autonomen, nicht-
invasiven Identifikationsroutine zu demonstrieren, wird diese an einer Werkzeugmaschine 
im universitären Versuchsfeld implementiert. Zu diesem Zweck wird exemplarisch das in 
Abbildung 6.1 dargestellte Dreh-Fräs-Bearbeitungszentrum Niles N20 ausgewählt, wel-
ches je nach Ausführung unterschiedliche Verfahrenskombinationen auf einer Maschine 
realisieren kann [Hellmich 14]. 
Abbildung 6.1: Bearbeitungszentrum Niles N20 [Niles 16] 
 
Das integrierte Steuerungssystem vom Typ SINUMERIK 840D sl zeichnet sich neben 
einer hohen Flexibilität für komplexe, mehrachsige Maschinenkonfigurationen durch eine 
gute Netzwerkintegration aus. Durch Integration des Antriebssystems SINAMICS S120 
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und in Kombination mit dem Automatisierungssystem SIMATIC S7-300 wird so ein digita-
les Komplettsystem geschaffen, das laut Herstellerangaben dem mittleren bis oberen 
Leistungsbereich zuzuordnen ist [Siemens 07]. Im Rahmen der durchgeführten Untersu-
chungen hat sich jedoch ergeben, dass das in [Schöberlein 15] entwickelte Verfahren zur 
PLC-internen Datenakquise nicht mit dem genannten Steuerungstyp kompatibel ist. Die 
Ursache liegt dabei im strukturellen Aufbau des jeweiligen Steuerungssystems begründet. 
So basieren die experimentellen Untersuchungen in [Schöberlein 15] auf einem universi-
tären Versuchsstand, der eine PC-integrierte CNC-Steuerung vom Typ SINUMERIK 
840Di sl beherbergt, welche besonders für dezentrale Automatisierungslösungen im Be-
reich der PLC-Peripherie geeignet ist [Siemens 13b]. Bei dieser Steuerungslösung sind 
PLC und Antrieb mittels PROFIBUS verbunden, wogegen an der beschriebenen Werk-
zeugmaschine die zentrale Antriebseinheit und die NCU in einer Baugruppe integriert 
sind. Der Datenaustausch zwischen Steuerung und Control Unit ist hier unter Verwen-
dung von PROFIBUS Integrated realisiert. Dieser entspricht zwar auf logischer Ebene 
dem PROFIBUS-Protokoll, erlaubt jedoch keinen azyklischen Zugriff der Anpasssteue-
rung auf antriebsinterne Parameter, was eine Nutzung der PLC-integrierten Routine zur 
Datengewinnung ausschließt [Siemens 07].  
Aus diesem Grund erfolgt die Aufzeichnung der für die Parameteridentifikation erforderli-
chen Signalverläufe an dem Versuchsstand „Vorschubachse/Kugelgewindetrieb“, der in 
[Schöberlein 15] zur Umsetzung der Datenakquise verwendet wurde. Dieser orientiert sich 
im Aufbau an einem Nebenantrieb einer Werkzeugmaschine, wobei die Gestaltung der 
mechanischen Auslegung bewusst regelungstechnische Untersuchungen begünstigt. Die-
ser in Abbildung 6.2 illustrierte Versuchsstand kann je nach Konfiguration unter Verwen-
dung wechselnder Last in Form von Zusatzgewichten unterschiedliche Belastungszustän-
de simulieren. Als Hauptantrieb dient ein Synchronmotor, dessen Drehmoment mittels 
einer zwischengeschalteten Messwelle erfasst werden kann. Der fahrbare Schlitten wird 
mit Hilfe einer Kugelrollspindel bewegt, an deren Ende ein Gegenlager sowie eine Bremse 
zum Stoppen der Anlage bei Not-Aus montiert sind. 
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Abbildung 6.2: Versuchsstand Vorschubachse/Kugelgewindetrieb KGT1/KGT2 
 
Um ein möglichst breites Spektrum an Identifikationsergebnissen durch Variation der Pa-
rameter des mechanischen Teilsystems zu erhalten, wird der Versuchsstand in Analogie 
zu den Untersuchungen in [Hellmich 14] in den Varianten „KGT1“ und „KGT2“ betrieben, 
die sich durch die Dimension der montierten Zusatzgewichte unterscheiden. Für die Kon-
figuration KGT1 ohne zusätzliche Last konnte ein konstruktives Gesamtmassenträgheits-
moment von 𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔,𝑘𝑘𝑘𝑘𝑖𝑖𝑔𝑔𝑖𝑖𝑘𝑘 = 0,004821𝑘𝑘𝑘𝑘𝑚𝑚2 ermittelt werden, wogegen Variante zwei unter 
Verwendung einer Zusatzmasse von 100 kg ein Gesamtmassenträgheitsmoment von 
𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔,𝑘𝑘𝑘𝑘𝑖𝑖𝑔𝑔𝑖𝑖𝑘𝑘 = 0,005825𝑘𝑘𝑘𝑘𝑚𝑚2 aufweist [Hellmich 14]. 
Um dennoch einen praxisnahen Bezug zum Bereich der Werkzeugmaschinen herzustel-
len, wird im weiteren Verlauf eine Separation zwischen Datenakquise und autonomer Pa-
rameteridentifikation verfolgt. Zu diesem Zweck erfolgt die Protokollierung der Signalver-
läufe von Drehzahl und Drehmoment am Versuchsstand Vorschubachse/Kugel-
gewindetrieb KGT1/KGT2, wogegen die Umsetzung der Ablaufsteuerung und Berechnung 
der Identifikationsergebnisse am Dreh-Fräs-Bearbeitungszentrum Niles N20 realisiert 
wird. Zu diesem Zweck steht ein Standard-Personalcomputer bereit, der via Ethernet mit 
der Anpasssteuerung der Maschine verbunden ist. Die Verwirklichung dieses Vorhabens 
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Abbildung 6.3: Ergänzende Prozessschritte zur separierten Validierung 
 
So muss nach erfolgter Konfiguration der Datenakquise der zugehörige Instanz-
Datenbaustein DB700 manuell zum Versuchsstand Kugelgewindetrieb KGT1/KGT2 über-
tragen und ins Steuerungssystem geladen werden. Dort erfolgt die Abarbeitung des Mo-
duls Datengewinnung und die protokollierten Signalverläufe von Drehzahl und Drehmo-
ment werden in den dedizierten Signalspeichern hinterlegt. Diese müssen nach 
abgeschlossener Aufzeichnung per Hand in die Anpasssteuerung des Bearbeitungszent-
rums Niles N20 transferiert und von der PC-internen Ablaufsteuerung zur Weiterverarbei-
tung ausgewertet werden. Es ist zu berücksichtigen, dass somit lediglich die mechani-
schen Parameter des Versuchsstandes Kugelgewindetrieb identifiziert werden können. 
Aufgrund der äquivalenten Untersuchungen in [Hellmich 14] stellt dies jedoch nicht 
zwangsläufig einen Nachteil dar, da so auf bereits gewonnene Erkenntnisse zum Abgleich 
der Identifikationsergebnisse zurückgegriffen werden kann. 
 
Legende:
Übertragung mittels Ethernet Manuelle Übertragung
1. Konfiguration der Datenakquise 
zur N20 übertragen
3. Datenakquise durchführen
4. Transfer der Signal-
speicher zur N20
5. Signalverläufe extrahieren
2. Transfer DB700 zum 
Versuchsstand KGT1/KGT2
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6.2 Experimentelle Ergebnisse 
6.2.1 Validierung der Programmroutinen 
Der experimentelle Funktionsnachweis der entwickelten Programmroutinen wird unter 
Verwendung der Inbetriebnahmesoftware STARTER realisiert, die durch eine manuelle 
Steuerung der antriebsinternen Trace-Funktion die Protokollierung verschiedener An-
triebsparameter ermöglicht. Diese Untersuchungen sollen einerseits Aussagen zur Taug-
lichkeit des entwickelten Moduls Datengewinnung ermöglichen als auch gegebenenfalls 
entstehende Abweichungen in den Identifikationsergebnissen offenlegen. Da die bisheri-
gen Untersuchungen zur nichtinvasiven Parameteridentifikation an CNC-gesteuerten Ma-
schinen ohne eine autonome Datenakquise erfolgten, ist die Funktion dieses Moduls für 
eine Überführung des Verfahrens in die industriellen Praxis als essentiell zu bewerten. 
 
Analyse des Moduls Datengewinnung 
Durch eine Vergleichsmessung des PLC-integrierten Moduls Datengewinnung und der 
manuell gesteuerten Trace-Funktion im STARTER können Aussagen über die Eignung 
der protokollierten Signalverläufe zur weiteren Verwendung getroffen werden. Zu diesem 
Zweck wird dem Antrieb des Versuchsstandes KGT1 mittels des im Inbetriebnahmetool 
integrierten Funktionsgenerators ein sinusförmiger Drehzahlsollwertverlauf mit einer 
Amplitude von 250 min-1 und einer Periodendauer von 100 ms vorgegeben. Eine Trigger-
bedingung, die die Protokollierung bei Überschreiten eines vorgeschriebenen Drehmo-
mentwertes initiiert, dient der Kompensation der naturgemäß auftretenden zeitlichen Un-
terschiede zum Start der Messung. Da beide Messverfahren auf dieselbe Funktionalität 
zur Signalaufzeichnung zurückgreifen und lediglich Unterschiede bei Initialisierung und 
Speicherung aufweisen, sind demnach identische Signalverläufe zu erwarten. In Abbil-
dung 6.4 sind die protokollierten Signalverläufe grafisch dargestellt, wobei aufgrund der 
eingestellten Abtastzeit von 500 µs eine speicherbedingte Aufzeichnungsdauer von zwei 
Sekunden eingehalten werden musste. 
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Abbildung 6.4: Drehzahl- und Drehmomentverlauf von autonomer und manueller Messung bei Abtast-
zeit 500 µs 
 
Um die Übereinstimmung zwischen den in Abbildung 6.4 dargestellten Signalverläufen 
beider Messverfahren zu überprüfen, werden im Folgenden die Differenzen der aufge-
zeichneten Werte von Drehzahl und Drehmoment gebildet und in Abbildung 6.5 grafisch 
wiedergegeben. 
Abbildung 6.5: Differenz von Drehzahl und Drehmoment von autonomer und manueller Messung bei 
Abtastzeit 500 µs 
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Wie Abbildung 6.5 zu entnehmen ist, sind trotz eines zeitlich abgestimmten Aufzeich-
nungsstartes Unterschiede in den Signalverläufen erkennbar, deren Dimension für beide 
Messgrößen bei ca. einem Prozent liegt. Die Größenordnung dieser Unregelmäßigkeiten 
kann jedoch nicht ausschließlich mit den in [Schöberlein 15] publizierten Abweichungen 
erklärt werden, die aus Unterschieden im zugrunde liegenden Zahlenformat resultieren. 
Diese Tatsache lässt sich durch eine zweite Messung mit abweichendem Aufzeichnungs-
takt illustrieren. Die Signalverläufe werden mit einer Abtastzeit von 125 µs aufgezeichnet, 
was dem Basistakt der verbauten Control Unit entspricht. Die Amplitude und Perioden-
dauer der sinusförmigen Drehzahlsollwertvorgabe blieben unverändert, lediglich die Auf-
zeichnungsdauer wird aufgrund des begrenzten Speichers der Antriebseinheit auf 500 ms 
reduziert. Da für diesen Fall gleichermaßen keine direkten Abweichungen zwischen den 
Messwertverläufen detektiert werden können, wird erneut die Differenz von Drehzahl und 
Drehmoment beider Messverfahren gebildet und in Abbildung 6.6 grafisch dargestellt. 
Abbildung 6.6: Differenz von Drehzahl und Drehmoment von autonomer und manueller Messung bei 
Abtastzeit 125 µs 
 
Dabei ist erkennbar, dass die Dimension der berechneten Differenzen mit den in [Schö-
berlein 15] vorhergesagten Abweichungen übereinstimmt, wobei kleinere Unterschiede im 
Vorgehen zur Messwertextraktion begründet sind. Daraus folgt die Erkenntnis, dass bei 
einem Aufzeichnungstakt ungleich des Basistaktes der Antriebseinheit keine synchrone 
Protokollierung von zwei Traces möglich ist. Da diese Tatsache auch bei manueller Be-
dienung beider Trace-Funktionen im STARTER reproduziert werden kann, wird diese Ur-
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sache als systeminhärent charakterisiert und das Modul Datengewinnung für die Protokol-
lierung der Signalverläufe als geeignet befunden. 
 
Auswirkung der Abweichungen auf die Identifikationsergebnisse 
Um die Auswirkungen der detektierten Abweichungen auf die Ergebnisse der Folgeunter-
suchungen der Identifikationsroutine abschätzen zu können, wird eine Parameter-
identifikation für beide Messungen sowohl manuell als auch mit Hilfe der programmierten 
Ablaufsteuerung durchgeführt. Dabei ist zunächst weniger die Güte der identifizierten Pa-
rameter von Interesse, vielmehr sollen durch Berechnung der prozentualen Differenzen 
Rückschlüsse auf die Vergleichbarkeit von manueller und autonomer Messung gezogen 
werden. Tabelle 6.1 gibt einen Überblick über die eingestellten Aufzeichnungs- und Identi-
fikationsparameter, wobei sich letztere an den in [Hellmich 14] publizierten Empfehlungen 
orientieren. Als Bewegungsform wird erneut ein sinusförmiger Drehzahlverlauf vorgege-
ben, dessen Parameter mit den eingangs beschriebenen Werten belegt sind. Da eine 
Triggerung des gefilterten Drehmomentwertes bei manueller Bedienung der Trace-
Funktion durch das Inbetriebnahmetool STARTER unterbunden wird, erfolgt die Voraus-
wahl der Signalverläufe anhand des ungefilterten Drehmoments. Diese Restriktion gilt 
jedoch lediglich für den Abgleich zwischen manueller und autonomer Parameteridentifika-
tion, da letztere eine Triggerung des geglätteten Wertes grundsätzlich gestattet. 
 
Tabelle 6.1: Messplanung zur Validierung der Programmroutinen 
Parameter Wert 
 Messung 1 Messung 2 
Aufzeichnungsparameter 
Triggerbedingung Austritt aus Hystereseband 
Triggersignal Istwert Drehmoment (ungeglättet) 
Triggerschwellen 𝑆𝑆𝑀𝑀 ≤ −2,16 𝑁𝑁𝑚𝑚 ;  2,16 𝑁𝑁𝑚𝑚 ≤ 𝑆𝑆𝑀𝑀 
Abtastzeit 125 µ𝑁𝑁 500 µ𝑁𝑁 
Aufzeichnungsdauer 500 𝑚𝑚𝑁𝑁 2000 𝑚𝑚𝑁𝑁 
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Parameter Wert 
 Messung 1 Messung 2 
Triggerverzögerung 1,25 𝑚𝑚𝑁𝑁 5 𝑚𝑚𝑁𝑁 
Identifikationsparameter 
Filtertyp Gleitender Mittelwert 
Filterfrequenz 𝑓𝑓𝑔𝑔 = 148 𝐻𝐻𝐻𝐻 
Motormassenträgheitsmoment 𝐽𝐽𝑀𝑀𝑘𝑘𝑖𝑖𝑘𝑘𝑘𝑘 = 0,00119 𝑘𝑘𝑘𝑘𝑚𝑚² 
Faktor Lastträgheitsmoment 5 
Intervallbreite 𝑏𝑏𝑖𝑖𝑖𝑖𝑖𝑖 = 2 
Grenzen der Variablen Mittel-
wertbildung 𝑀𝑀𝑀𝑀𝑚𝑚𝑖𝑖𝑖𝑖 = 𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚 = 1 
Grenzen des Variablen Verges-
sensfaktors 0,98 ≤ 𝜆𝜆𝑣𝑣𝑚𝑚𝑘𝑘 ≤ 1 
Grenze Korrelationskoeffizient ∆ 𝑚𝑚Ä = 0,9 
Grenze normierte absolute Dis-
tanz ∆ 𝑚𝑚𝐷𝐷 = 20 
 
In Abbildung 6.7 sind die identifizierten Parameter Gesamtmassenträgheitsmoment und 
Reibmoment des Versuchsstandes Kugelgewindetrieb KGT1 für beide Messungen in der 
Einheit des zugrunde liegenden Parameters grafisch dargestellt. Es ist zu erkennen, dass 
die berechneten Werte bei autonomer und manueller Berechnung für beide Messungen 
übereinstimmen. Demgegenüber kann für die geschätzten Reibmomente bei einer Ab-
tastzeit von 500 µs eine Diskrepanz zwischen manuell und autonom ermittelten Reibwer-
ten festgestellt werden, deren prozentualer Wert jedoch lediglich ca. 1,2 Prozent beträgt. 
Die Ursache für diese Abweichungen beruht erneut auf der manuellen Extraktion der Sig-
nalverläufe sowie dem asynchronen Start der Messwertaufnahme, der aus Abtastzeiten 
ungleich dem Basistakt der Antriebs-CU resultiert. Eine detaillierte Darstellung der be-
rechneten Identifikationsergebnisse ist in Anlage D zu finden. 
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Abbildung 6.7: Ergebnis der Parameteridentifikation von autonomer und manueller Messung bei Abtast-
zeiten von 125 µs und 500 µs 
 
Damit lässt sich konstatieren, das bei paralleler Nutzung zweier Trace-Kanäle zwar Diffe-
renzen bezüglich der approximierten Parameter des mechanischen Teilsystems einer 
Vorschubachse auftreten, deren Dimension jedoch als marginal einzustufen ist. Da die 
Ursache dieser Abweichungen in den vorangegangenen Betrachtungen als systeminhä-
rent charakterisiert werden konnte, können die im Rahmen dieser Arbeit entwickelten 
Programmroutinen zur autonomen Parameteridentifikation an Werkzeugmaschinen ein-
gesetzt werden. Inwieweit die identifizierten Parameter mit den real vorhandenen Werten 
korrelieren wird im folgenden Abschnitt untersucht.  
 
6.2.2 Bewertung der Identifikationsergebnisse 
Nachdem die Eignung der entwickelten Programmroutinen zur autonomen, nichtinvasiven 
Parameteridentifikation an Werkzeugmaschinen nachgewiesen wurde, bedarf es im 
nächsten Schritt einer Validierung der Güte der berechneten Ergebnisse. Dies geschieht 
durch einen Vergleich mit den in [Hellmich 14] durchgeführten Untersuchungen, wobei die 
dort verwendeten Bewegungsvorgaben und Parametrierungsrichtlinien als Basis für die 
durchgeführten Experimente dienen. Zwar besteht in diesem Zusammenhang grundsätz-
lich keine Notwendigkeit, die autonom erhaltenen Identifikationsergebnisse einer manuel-
len Berechnung gegenüberzustellen, jedoch können so die Beobachtungen aus dem vo-
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Versuchsplanung 
In Analogie zu den Untersuchungen in [Hellmich 14] erfolgt die Bewegungsvorgabe in 
Form von vier Drehzahlbewegungsprofilen, die typische, auf Einzelachsen projizierte Be-
wegungen von Werkzeugmaschinen widerspiegeln. Diese gliedern sich in 
• eine rechteckförmige Bewegung als beispielhafter Positioniervorgang ohne Be-
schleunigungsbegrenzung, 
• eine treppenförmige Sequenz, mit der die Überlagerung von zwei Positionierbe-
wegungen abgebildet wird, 
• eine sinusförmige Bewegungsvorgabe, die eine Zirkularbewegung einer Achse re-
präsentiert und 
• eine trapezförmige Sollwertvorgabe, die aus einem Positioniervorgang mit aktiver 
Beschleunigungsbegrenzung resultiert. 
Dabei wird ein konstanter Amplitudenwert von 250 min-1 vorgegeben und zwischen zwei 
verschiedenen Offsetwerten unterschieden. Die Periodendauer der Bewegungssequen-
zen bleibt mit 100 ms unverändert, womit bei einer Aufzeichnungsdauer von zwei Sekun-
den 20 vollständige Perioden protokolliert werden können. Die Parametrierung der Dreh-
zahlregler entstammt den Untersuchungen in [Hellmich 14], wobei die dort empirisch 
gefundene, gemäßigte Einstellung ausgewählt wird. Tabelle 6.2 gibt einen Überblick über 
die verwendete Versuchsplanung. Die Identifikationsparameter sind mit Ausnahme des 
Lastträgheitsfaktors mit den in Abschnitt 6.2.1 verwendeten Werten belegt. 
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Tabelle 6.2: Versuchsplanung zur Bewertung der Identifikationsergebnisse 
Parameter Wert 
 KGT1 KGT2 
Aufzeichnungsparameter 
Abtastzeit 500 µ𝑁𝑁 
Aufzeichnungsdauer 2000 𝑚𝑚𝑁𝑁 
Triggerverzögerung 5 𝑚𝑚𝑁𝑁 
Bewegungsvorgabe 
Amplitude A = 250 𝑚𝑚𝑚𝑚𝑚𝑚−1 
Offset 
O1 = 0 𝑚𝑚𝑚𝑚𝑚𝑚−1 O2 = 500 𝑚𝑚𝑚𝑚𝑚𝑚−1 
Periodendauer T𝑃𝑃 = 100 𝑚𝑚𝑁𝑁 
Drehzahlreglerparametrierung 
Verstärkung 𝑘𝑘𝑠𝑠 = 1,5 𝑁𝑁𝑚𝑚𝑁𝑁𝑟𝑟𝑎𝑎𝑟𝑟  
Nachstellzeit 𝑇𝑇𝑁𝑁 = 20 𝑚𝑚𝑁𝑁 
Identifikationsparameter 




Neben den in [Hellmich 14] gewonnen Erkenntnissen zur Güte der berechneten Identifika-
tionsergebnisse erfolgt außerdem eine Gegenüberstellung mit den realen Gegebenheiten 
des Versuchsstandes. So wird einerseits das konstruktiv ermittelte Gesamtmassenträg-
heitsmoment (vgl. Abschnitt 6.1) als Vergleichsparameter als auch eine experimentell 
ermittelte Reibkennlinie zu Rate gezogen. Infolge der aus der Bewegungsvorgabe resul-
tierenden Arbeitspunkte sind aus der zur Verfügung stehenden Reibkennlinie besonders 
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die Drehzahlwerte im Bereich von 250 min-1 bzw. 750 min-1 von Interesse. Insgesamt 
kann zu jeder Versuchskonfiguration auf drei Messungen des Reibmomentes zurückge-
griffen werden, die auf einer Ermittlung des Drehmomentistwertes im eingeschwungenen 
Zustand durch drehzahlgeregeltes Anfahren von Arbeitspunkten im Abstand von 𝑚𝑚 =50 𝑚𝑚𝑚𝑚𝑚𝑚−1 basieren. Da die Messergebnisse bei wiederholter Messung für jeden Drehzahl-
arbeitspunkt kleinere Abweichungen zeigten, orientiert sich die Bewertung der geschätz-
ten Reibmomente an den zugrunde liegenden Mittelwerten. 
 
Experimentelle Ergebnisse 
Anhand der vorgestellten Versuchsplanung besteht die experimentelle Validierung der 
autonomen, nichtinvasiven Identifikationsroutine aus insgesamt 16 untersuchten Bewe-
gungssequenzen. Bezüglich der Versuchskonfiguration KGT1 können durch Anwendung 
des Moduls Fehlerbewertung sowohl für die autonome als auch die manuelle Messung je 
zwei Bewegungssequenzen mit treppenförmiger Sollwertvorgabe von der weiteren Ver-
wendung ausgeschlossen werden. Für die Variante mit zusätzlicher Beladung äußern sich 
nicht haltbare Modellungenauigkeiten für die Bewegungssequenzen Treppe ohne sowie 
Trapez mit Drehzahloffset, welche konsequenterweise durch die Anwendung der Fehler-
maße detektiert werden. 
Betrachtet man zunächst die in Abbildung 6.8 dargestellten, autonom identifizierten Ge-
samtmassenträgheitsmomente, so kann für beide Versuchskonfigurationen festgestellt 
werden, dass sich bei rechteck- und treppenförmiger Bewegungsvorgabe tendenziell zu 
hohe Schätzwerte ergeben. Demgegenüber führt eine sinus- bzw. trapezförmige Anre-
gung eher zu geringeren Werten für das identifizierte Massenträgheitsmoment. 
Berücksichtigt man jedoch die in Tabelle 6.3 berechneten prozentualen Abweichungen 
vom konstruktiv ermittelten Wert, so stimmen diese in erster Näherung mit den in [Hell-
mich 14] prognostizierten Werten überein. Dabei ist zu berücksichtigen, dass in der ge-
nannten Referenz eine deutlich größere Anzahl an Bewegungssequenzen zu Rate gezo-
gen wurde, was in den vorliegenden Differenzen im einstelligen Prozentbereich resultiert. 
Eine detaillierte Auflistung der identifizierten Gesamtmassenträgheitsmomente für jede 
Bewegungssequenz ist in Anlage E zu finden. 
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Abbildung 6.8: Berechnete Gesamtmassenträgheitsmomente bei autonomer und manueller Identifikati-
on für die Versuchskonfigurationen KGT1/KGT2 
 
Tabelle 6.3: Prozentuale Abweichungen der geschätzten Gesamtmassenträgheitsmomente bei autono-
mer Identifikation 
Versuchskonfiguration ∆ 𝑱𝑱𝒈𝒈𝒈𝒈𝒈𝒈 in % ∆ 𝑱𝑱𝒈𝒈𝒔𝒔 in % 
KGT1 8,19 22,74 
KGT2 7,83 19,55 
 
Vergleicht man nun weiterhin die autonom ermittelten Gesamtmassenträgheitsmomente 
mit den manuell berechneten Ergebnissen, so kann für beide Versuchskonfigurationen 
eine durchschnittliche prozentuale Abweichung von unter einem Prozent festgestellt wer-
den, was mit den in Abschnitt 6.2.1 gewonnenen Erkenntnissen korreliert. Diese Differenz 
ist jedoch dahingehend zu relativieren, dass bei rechteckförmiger Anregung ohne Dreh-
zahloffset für die Variante KGT2 keine ausreichende Anregung im Falle der manuellen 
Identifikation detektiert werden kann. Diese Diskrepanz ist erneut als Indikator für die im 
vorangegangen Abschnitt postulierte These zu interpretieren, dass kein synchroner Auf-
zeichnungsstart zwischen manueller und autonomer Messung abzusichern ist. So könnte 
beispielsweise die bei autonomer Aufzeichnung registrierte Anregung gerade noch im 
definierten Bereich gelegen und diesen nach verzögertem Start der manuellen Messung 
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bereits verlassen haben. Da die Triggerung auf die ungefilterten Istwerte des Drehmo-
mentes eingestellt wurde, könnte so trotz dieser Restriktion eine Protokollierung durch 
den vorgelagerten Teil der Anregungsdetektion autorisiert werden.  
Neben dem Gesamtmassenträgheitsmoment der aktuellen Vorschubachse liefert die an-
gewandte Identifikationsroutine weiterhin einen approximierten Wert für das vorherr-
schende Reibmoment des aktuellen Drehzahlarbeitspunktes. Dabei können auch für die-
sen Parameter Unterschiede bezüglich der in Abbildung 6.9 illustrierten Reibwerte für 
beide Versuchskonfigurationen ausgemacht werden. 
Abbildung 6.9: Berechnete Reibmomente bei autonomer und manueller Identifikation für die Versuchs-
konfigurationen KGT1/KGT2 
 
Betrachtet man zunächst die autonom ermittelten Reibmomente für die Versuchskonfigu-
ration ohne zusätzliche Beladung, so kann festgestellt werden, dass diese im Gegensatz 
zu den experimentellen Ergebnissen tendenziell zu niedrig geschätzt werden. Demge-
genüber kann für die Variante KGT2 eine relativ gute Übereinstimmung zu den realen 
Verhältnissen beobachtet werden. Bei Analyse der durchschnittlichen prozentualen Ab-
weichungen zum Mittelwert der experimentell bestimmten Reibwerte über alle betrachte-
ten Bewegungssequenzen ist jedoch erkennbar, dass die berechneten Werte erneut nä-
herungsweise mit den in [Hellmich 14] bezifferten Differenzen übereinstimmen (Tabelle 
6.4). Kleinere Unterschiede sind abermals in der geringeren Anzahl betrachteter Bewe-
gungssequenzen begründet. 





































MR, mittel (Arbeitspunkt 250 1/min)
MR, mittel  (Arbeitspunkt 750 1/min)
autonom identifizierte MR
manuell identifizierte MR
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Tabelle 6.4: Prozentuale Abweichungen der geschätzten Reibmomente bei autonomer Identifikation 




Vergleicht man weiterhin die mittels manueller und autonomer Identifikation approximier-
ten Reibwerte, so kann deren durchschnittliche prozentuale Differenz über alle Bewe-
gungssequenzen erneut im unteren einstelligen Prozentbereich beziffert werden. Zwar 
sind auch hier Unterschiede bezüglich des Ausschlusses von Bewegungssequenzen mit 
rechteckförmiger Sollwertvorgabe durch die Anregungsdetektion erkennbar, jedoch kann 
dies erneut in der asynchronen Protokollierung der Signalverläufe beider Messverfahren 
begründet werden. Anlage E gibt einen Überblick über die Ergebnisse der manuellen und 
autonomen Parameteridentifikation für alle betrachteten Bewegungssequenzen. 
 
6.2.3 Fazit 
Das vorangegangene Kapitel fokussierte einerseits die Validierung der erstellten Pro-
grammroutinen durch Abgleich mit einer manuell durchgeführten Parameteridentifikation 
als auch eine Bewertung der Güte der autonom identifizierten Parameter auf Basis zuvor 
getätigter Untersuchungen. Dabei konnte festgestellt werden, dass das Modul Datenge-
winnung bei paralleler Nutzung eines zweiten Trace-Kanals durch manuelle Bedienung im 
STARTER systembedingten Einschränkungen unterliegt. Diese Tatsache kann als sys-
teminhärent charakterisiert und in einer asynchronen Messwertaufnahme bei gleichzeitig 
gestarteter autonomer und manueller Signalprotokollierung begründet werden. Da die 
daraus resultierenden Identifikationsergebnisse lediglich Unterschiede von unter einem 
Prozent zeigten, konnte die Funktionalität der entwickelten Programmroutinen nachge-
wiesen werden. 
Bezüglich der erzielten Identifikationsgüte kann konstatiert werden, dass sowohl bei ma-
nueller als auch autonomer Parameteridentifikation für beide Versuchskonfigurationen 
eine relativ gute Übereinstimmung mit den in [Hellmich 14] prognostizierten Werten beo-
bachtet werden kann. Kleinere Unterschiede sind dabei im geringeren Umfang der vorge-
gebenen Bewegungssequenzen zu begründen.  
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7 Zusammenfassung und Ausblick 
In dieser Arbeit wurde ein autonomes Verfahren zur nichtinvasiven Parameter-
identifikation an Werkzeugmaschinen konzipiert und dessen Funktionalität an einer Steue-
rungslösung im universitären Versuchsfeld untersucht. Zu Beginn erfolgen theoretische 
Betrachtungen zu Aufbau und Funktion moderner Steuerungs- und Antriebssysteme. In 
diesem Zusammenhang wird das zu integrierende modulare Verfahren zur nichtinvasiven 
Identifikation von Regelstreckenparametern an elektromechanischen Achsen vorgestellt. 
Als wesentliche Erkenntnis aus diesen theoretischen Vorbetrachtungen kann festgehalten 
werden, dass aufgrund der hierarchischen Trennung der Komponenten aktueller Steue-
rungssysteme eine Integration zusätzlicher Applikationen nicht ohne weiteres möglich ist. 
Vielmehr müssen vorhandene Kommunikationswege zwischen den steuerungsinternen 
als auch ergänzenden Baugruppen analysiert und gegebenenfalls in erweiterter Form 
bereitgestellt werden. 
Folgerichtig konzentrieren sich die anschließenden Untersuchungen auf die konzeptionel-
le Gestaltung des modularen Identifikationsverfahrens. Zu Beginn erfolgt die Auswahl 
geeigneter Steuerungskomponenten, wobei aufgrund des bereits funktionierenden Moduls 
zur Antriebsdatenakquise die zentrale Antriebseinheit sowie der PLC-Teil der Werkzeug-
maschinensteuerung gewählt werden. Weiterhin wird davon ausgegangen, dass ein zu-
sätzlicher externer Rechner zur Integration besonders rechenintensiver Module bereit-
steht. Aufbauend auf die innerhalb dieser Baugruppen integrierten Funktionalitäten wird 
auf Grundlage definierter Bewertungskriterien und durch Ermittlung eines quantitativen 
Vergleichswertes ein Konzept zur weiteren Verwendung entworfen. Dabei kann festge-
stellt werden, dass die Variante mit antriebsinterner Signalvorauswahl und anschließender 
PC-integrierter Identifikation die günstigsten Eigenschaften aufweist, was insbesondere in 
einer geringen Belastung vorhandener Kommunikationswege zu begründen ist. Die PLC 
wird dabei lediglich zur Steuerung der Datengewinnung und Zwischenspeicherung der 
Signalverläufe eingesetzt. 
Die anschließende Implementierung des ausgewählten konzeptionellen Entwurfes an ei-
ner Werkzeugmaschine fokussiert zunächst die Auswahl einer geeigneten Schnittstelle, 
die die Kommunikation zwischen Anpasssteuerung und externem Rechner reguliert. 
Durch Integration der selektierten Variante in eine programmierte Anwendung inklusive 
Konfiguration und Ergebnisausgabe kann so eine autonome Parameteridentifikation an 
Werkzeugmaschinen umgesetzt werden.  
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Um deren Praktikabilität im laufenden Betrieb einer Werkzeugmaschine nachzuweisen, 
folgen experimentelle Untersuchungen auf Grundlage einer Vielzahl von Beispielbewe-
gungen. Dabei kann festgestellt werden, dass das zur Verfügung stehende Modul Daten-
gewinnung nicht für jede Steuerungsarchitektur geeignet ist. Aus diesem Grund folgt eine 
separierte Validierung durch Umsetzung der Datenakquise an einem Versuchsstand mit 
variierender mechanischer Konfiguration sowie anschließender Parameteridentifikation an 
einem Dreh-Fräs-Bearbeitungszentrum. Als erste wesentliche Erkenntnis bleibt festzuhal-
ten, dass nach Abgleich der autonomen Identifikationsroutine mit einer manuellen Be-
rechnung lediglich geringe Unterschiede in den identifizierten Parametern vorliegen, diese 
jedoch systeminhärenten Ursachen zuzuordnen sind. Darüber hinaus wird durch einen 
Vergleich der autonom berechneten Parameter mehrerer Bewegungssequenzen mit kon-
struktiv ermittelten Daten sowie vorangegangenen Untersuchungen die Eignung des ent-
wickelten Verfahrens nachgewiesen. 
Als Ziel zukünftiger Untersuchungen sollte zunächst ein geeignetes Verfahren zur An-
triebsdatenakquise entwickelt werden. Zwar eignet sich die im Rahmen dieser Arbeit ge-
nutzte Variante für PC-basierte Steuerungssysteme (z.B. SINUMERIK 840Di sl), da mo-
derne Anlagen (z.B. SINUMERIK 840D sl) jedoch eine Integration von Antriebseinheit und 
NCU in einer Baugruppe ohne physische PROFIBUS-Verbindung fokussieren, sind hier 
alternative Ansätze vonnöten. So könnte beispielsweise der steuerungsinterne Variablen-
Selektor genutzt werden, um die im Antrieb integrierte Trace-Funktionalität von der PLC 
aus zu steuern. 
Weiterhin könnte die programmtechnische Integration der Identifikationsroutine direkt in 
die Anwendung angestrebt werden. Diese ist aktuell als externe Matlab-Anwendung um-
gesetzt und benötigt eine Laufzeitumgebung, die einerseits versionsspezifisch ist und 
andererseits eine manuelle Installation durch den Bediener bedingt. Durch direkte Umset-
zung mittels C# könnte so der Implementierungsaufwand im Rahmen der Erstinstallation 
minimiert werden. Damit einhergehend bietet die Anwendung die Möglichkeit, weitere 
Algorithmen und Kommunikationspartner zu integrieren. In Verbindung mit einer grafi-
schen Benutzeroberfläche wäre so eine Applikation zur Realisierung von Überwachungs-
funktionen an Maschinen verschiedener Hersteller umsetzbar. In diesem Zusammenhang 
könnte eine Rückführung der Berechnungsergebnisse in die PLC und anschließender 
Darstellung auf dem HMI anvisiert werden. 
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Anlage A: Formelwerk RMKQ am Beispiel einer Modellschätzung mit 3 Parame-
tern 
Ausgangspunkt der in Abschnitt 2.3.1 beschriebenen rekursiven Methode der kleinsten 
Quadrate stellt folgende Gleichung dar: 
𝜣𝜣(𝑘𝑘) = 𝜣𝜣(𝑘𝑘 − 1) + 𝜸𝜸(𝑘𝑘 − 1) ∙ 𝑒𝑒(𝑘𝑘) = � 𝑎𝑎(𝑘𝑘)𝑏𝑏(𝑘𝑘)
𝑏𝑏1 ∙ 𝑀𝑀𝑅𝑅𝑅𝑅(𝑘𝑘)� 
…                                                                 = � 𝑎𝑎(𝑘𝑘 − 1)𝑏𝑏(𝑘𝑘 − 1)
𝑏𝑏1 ∙ 𝑀𝑀𝑅𝑅𝑅𝑅(𝑘𝑘 − 1)� + �𝛾𝛾1(𝑘𝑘 − 1)𝛾𝛾2(𝑘𝑘 − 1)𝛾𝛾3(𝑘𝑘 − 1)� ∙ 𝑒𝑒(𝑘𝑘) 
A-1 
 
Startpunkt des rekursiven Verfahrens: 
1) Berechnung des Fehlerwertes 𝑒𝑒: 
𝑒𝑒(𝑘𝑘) = 𝑦𝑦(𝑘𝑘) −𝜳𝜳𝑇𝑇(𝑘𝑘 − 1)𝜣𝜣(𝑘𝑘 − 1)= 
…      = 𝑦𝑦(𝑘𝑘) − [−𝑦𝑦(𝑘𝑘 − 1) 𝑢𝑢1(𝑘𝑘 − 1) 𝑢𝑢2(𝑘𝑘 − 1)] ∙ � 𝑎𝑎(𝑘𝑘 − 1)𝑏𝑏(𝑘𝑘 − 1)
𝑏𝑏1 ∙ 𝑀𝑀𝑅𝑅𝑅𝑅(𝑘𝑘 − 1)� 
…      = 𝜔𝜔�(𝑘𝑘) − [−𝜔𝜔�(𝑘𝑘 − 1) 𝑀𝑀(𝑘𝑘 − 1) −𝑁𝑁𝑚𝑚𝑘𝑘𝑚𝑚(𝜔𝜔�(𝑘𝑘 − 1))] ∙ � 𝑎𝑎(𝑘𝑘 − 1)𝑏𝑏(𝑘𝑘 − 1)
𝑏𝑏1 ∙ 𝑀𝑀𝑅𝑅𝑅𝑅(𝑘𝑘 − 1)� 
A-2 
 
In Gleichung (A-2) erfolgt die Verrechnung von Schätzparametern und Messwerten aus 
dem vorangegangenen Durchlauf (bzw. den Initialisierungswerten) und deren Subtraktion 
von der aktuellen Winkelgeschwindigkeit. 
 
2) Zur Schätzung neuer Parameter in 𝜣𝜣 wird der Korrekturvektor 𝜸𝜸 benötigt. Zu diesem 
Zweck wird zunächst der Datenvektor aus anliegender Drehzahl, Drehmoment und 
Drehrichtung gebildet: 
𝜳𝜳𝑇𝑇(𝑘𝑘) = [−𝑦𝑦(𝑘𝑘) 𝑢𝑢1(𝑘𝑘) 𝑢𝑢2(𝑘𝑘)] = [−𝜔𝜔�(𝑘𝑘) 𝑀𝑀(𝑘𝑘) −𝑁𝑁𝑚𝑚𝑘𝑘𝑚𝑚(𝜔𝜔�(𝑘𝑘))] A-3 
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3) Außerdem werden der Vektor i (A-4) und Faktor j (A-5) zur Bestimmung des Korrektur-
vektors 𝜸𝜸 benötigt: 
𝒊𝒊(𝑘𝑘) = 𝑷𝑷(𝑘𝑘) ∙ 𝜳𝜳(𝑘𝑘) = �𝑝𝑝11(𝑘𝑘) 𝑝𝑝12(𝑘𝑘) 𝑝𝑝13(𝑘𝑘)𝑝𝑝21(𝑘𝑘) 𝑝𝑝22(𝑘𝑘) 𝑝𝑝23(𝑘𝑘)
𝑝𝑝31(𝑘𝑘) 𝑝𝑝32(𝑘𝑘) 𝑝𝑝33(𝑘𝑘)� ∙ �−𝑦𝑦(𝑘𝑘)𝑢𝑢1(𝑘𝑘)𝑢𝑢2(𝑘𝑘) � 
…                                 =  �𝑝𝑝11(𝑘𝑘) 𝑝𝑝12(𝑘𝑘) 𝑝𝑝13(𝑘𝑘)𝑝𝑝21(𝑘𝑘) 𝑝𝑝22(𝑘𝑘) 𝑝𝑝23(𝑘𝑘)
𝑝𝑝31(𝑘𝑘) 𝑝𝑝32(𝑘𝑘) 𝑝𝑝33(𝑘𝑘)� ∙ � −𝜔𝜔�(𝑘𝑘)𝑀𝑀(𝑘𝑘)−𝑁𝑁𝑚𝑚𝑘𝑘𝑚𝑚(𝜔𝜔�(𝑘𝑘))� 
A-4 
 
𝑗𝑗 = 𝜳𝜳𝑇𝑇(𝑘𝑘) ∙ 𝑷𝑷(𝑘𝑘) = 𝜳𝜳𝑇𝑇(𝑘𝑘) ∙ 𝒊𝒊(𝑘𝑘) = [−𝑦𝑦(𝑘𝑘) 𝑢𝑢1(𝑘𝑘) 𝑢𝑢2(𝑘𝑘)] ∙ �𝑚𝑚1(𝑘𝑘)𝑚𝑚2(𝑘𝑘)
𝑚𝑚3(𝑘𝑘)� 




4) Berechnung des Korrekturvektors 𝜸𝜸, der erforderliche Vergessensfaktor 𝜆𝜆 ist zum Start 
des Verfahrens zu definieren: 
𝜸𝜸(𝑘𝑘) = 1
𝑗𝑗 + 𝜆𝜆 ∙ 𝒊𝒊(𝑘𝑘) = 1𝑗𝑗 + 𝜆𝜆 ∙ �𝑚𝑚1(𝑘𝑘)𝑚𝑚2(𝑘𝑘)
𝑚𝑚3(𝑘𝑘)� A-6 
 
An dieser Stelle werden zur Berechnung neuer Parameterschätzwerte die in Gleichung A-
6 erhaltenen Ergebnisse in Gleichung A-1 eingesetzt. 
5) Zur Vorbereitung des nächsten Berechnungsdurchlaufs muss die Matrix P neu berech-
net werden: 
𝑷𝑷(𝑘𝑘 + 1) = 1
𝜆𝜆
∙ (𝑷𝑷(𝑘𝑘) − 𝜸𝜸(𝑘𝑘) ∙ 𝒊𝒊𝑇𝑇(𝑘𝑘) 
…               = 1
𝜆𝜆
∙ �
𝑝𝑝11(𝑘𝑘) − 𝑦𝑦1 ∙ 𝑚𝑚1 𝑝𝑝12(𝑘𝑘) − 𝑦𝑦1 ∙ 𝑚𝑚2 𝑝𝑝13(𝑘𝑘) − 𝑦𝑦1 ∙ 𝑚𝑚3
𝑝𝑝21(𝑘𝑘) − 𝑦𝑦2 ∙ 𝑚𝑚1 𝑝𝑝22(𝑘𝑘) − 𝑦𝑦2 ∙ 𝑚𝑚2 𝑝𝑝23(𝑘𝑘) − 𝑦𝑦2 ∙ 𝑚𝑚3
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6) Vor jedem weiteren Durchlauf wird der Parametervektor mit den aktuell berechneten 
Werten überschrieben: 
𝜣𝜣(𝑘𝑘 − 1) = � 𝑎𝑎(𝑘𝑘 − 1)𝑏𝑏(𝑘𝑘 − 1)
𝑏𝑏1 ∙ 𝑀𝑀𝑅𝑅𝑅𝑅(𝑘𝑘 − 1)� A-7 
 
An dieser Stelle wird der Algorithmus mit Gleichung A-2 am Startpunkt des rekursiven 
Verfahrens erneut gestartet. 
Die Belegung der entsprechenden Matrizen und Vektoren vor dem ersten Durchlauf kann 
wie folgt geschehen: 
𝑷𝑷(𝑘𝑘0) = �10000 0 00 10000 00 0 10000� ,                     𝜣𝜣(0) = �000� ,                   𝜆𝜆 = 0,99 
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Anlage B: Dominanzmatrix des paarweisen Vergleichs 
Tabelle B.1: Paarweiser Vergleich der Bewertungskriterien (Dominanzmatrix) nach [Ehrlenspiel 09] 
 
… wichtiger (1) oder weniger wichtig (0) 
Das nebenstehende Kriterium ist im 








































































































Implementierungsaufwand - 1 1 1 1 1 1 0 1 0 
Gesamtverarbeitungszeit 0 - 0 0 1 0 0 0 1 0 
Kommunikationsbelastung 0 1 - 0 1 0 0 0 1 0 
Speicherbedarf 0 1 1 - 1 0 0 0 1 0 
Physische Auswirkungen 0 0 0 0 - 0 0 0 0 0 
Verfahrensbedingte Auswirkun-
gen 0 1 1 1 1 - 1 0 1 0 
Achsanzahl 0 1 1 1 1 0 - 0 1 0 
Adaptierbarkeit 1 1 1 1 1 1 1 - 1 0 
Übertragbarkeit 0 0 0 0 1 0 0 0 - 0 
Bedienkomfort 1 1 1 1 1 1 1 1 1 - 
Summe 2 7 6 5 9 3 4 1 8 0 
Punkteanpassung (+1 Punkt) 3 8 7 6 10 4 5 2 9 1 
Gesamtsumme der vergebenen 
Punkte 55 
Faktor 0,05 0,15 0,13 0,11 0,18 0,07 0,09 0,04 0,16 0,02 
Prozent 5,5 14,5 12,7 10,9 18,2 7,3 9,1 3,6 16,4 1,8 
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Anlage C: Aufbau der Konfigurations-Datei 
Im Folgenden werden die Struktur der Konfigurations-Datei sowie die Bezugsquellen der 
inhärenten Parameter exemplarisch für den vorliegenden Anwendungsfall beschrieben. 
Es wird darauf hingewiesen, dass aufgrund der Fokussierung auf Werkzeugmaschinen-
steuerungen der Firma Siemens in Kombination mit einem Verfahren zur nichtinvasiven 
Parameteridentifikation lediglich die dafür erforderlichen Parameter projektiert werden. Für 
die Integration weiterer Kommunikationspartner oder Algorithmen gestaltet sich die Konfi-
guration analog, lediglich die Anzahl, Bezeichnungen und Werte der zugehörigen Kenn-
größen können variieren. 
 
Konfigurations-Datei im XML-Format: 
1) Prolog, bestehend aus Version und Codierung: 
<?xml version="1.0" encoding="utf-8"?> 
 
2) Deklaration des Namensraumes sowie dem Verweis auf die zugehörige XML-







3) Aktuelle Version der Monitoring-Software: 
<MonitoringVersion>0.0.0.1</MonitoringVersion> 
4) Communication Controller inklusive Verbindungsparametern und einer exemplarisch 
konfigurierten Sinumerik-Achse: 
<Communication_Controller> 
    <!-- Zu ladendes Steuerungskommunikations-Plugin --> 
    <Name>Sinumerik Ethernet</Name> 
    <!-- IP-Adresse --> 
    <ConnectionParameterString id="IP- 
     Adresse">192.168.214.1</ConnectionParameterString> 
    <!-- Baugruppenträger --> 
    <ConnectionParameterInt id="Rack">0</ConnectionParameterInt> 
    <!-- Slot --> 
    <ConnectionParameterInt id="Slot">2</ConnectionParameterInt> 
    <!-- Parametrierung der einzelnen Achsen --> 
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    <Sinumerik_Achse> 
      <!-- Achsbezeichnung--> 
      <Name>X</Name> 
      <!-- Nummer der zugehörigen Control Unit --> 
      <ObjektnummerControlUnit>1</ObjektnummerControlUnit> 
      <!-- Adresse der zugehörigen Control Unit --> 
      <AdresseControlUnit>256</AdresseControlUnit> 
      <!-- Nummer des Aktors, dessen Parameter aufgezeichnet werden sollen --> 
      <ObjektnummerMotor>4</ObjektnummerMotor> 
      <!-- Basistakt des Aktors/der CU in Sekunden --> 
      <Samplerate>125e-6</Samplerate> 
      <!-- Nummer Datenbaustein von Antriebsdatenakquise-FB  
            (Für Signale wird automatisch DBNo+1...DBNo+4 verwendet) 
(Müssen in PLC vorkonfiguriert angelegt sein)--> 
      <DBNo>700</DBNo> 
    </Sinumerik_Achse> 
</Communication_Controller> 
5) Calculation-Bereich, in dem die erforderlichen Kenngrößen der Parameteridentifikation 
festgelegt sind 
<Calculation> 
    <!-- Auswahl des Berechnungsalgorithmus --> 
    <Name>Identifikation</Name> 
    <!-- Auswahl der zu identifizierenden Achse --> 
    <CalculationParameterString id="Achse">X</CalculationParameterString> 
    <!--#################Datenakquise#################--> 
    <!-- Auswahl der Abtastzeit in Sekunden --> 
    <CalculationParameterFloat id="Abtastzeit">12.2</CalculationParameterFloat> 
    <!-- Auswahl der Aufzeichnungsdauer in Sekunden --> 
    <CalculationParameterFloat id="Aufzeichnungsdauer">1000.0 
    </CalculationParameterFloat> 
    <!--#################Signalvorverarbeitung#################--> 
    <!-- Auswahl des Filtertyps (für Signalvorverarbeitung (SV) ) --> 
    <CalculationParameterString id="Filtertyp">PT1</CalculationParameterString> 
    <!-- Auswahl der Filterdämpfung (für SV)--> 
    <CalculationParameterFloat id="Filterdaempfung">0.7 
    </CalculationParameterFloat> 
    <!-- Auswahl der Filtergrenzfrequenz (für SV)--> 
    <CalculationParameterInt id="Filterfrequenz">70</CalculationParameterInt> 
    <!--#################Anregungsdetektion#################--> 
    <!-- Auswahl der maximales Motordrehmoment (ARD) --> 
    <CalculationParameterFloat id="Motormomentmax">20 
    </CalculationParameterFloat> 
    <!-- Auswahl der Motormassenträgheitsmoment (ARD) --> 
    <CalculationParameterFloat id="Trägheitsmoment">0.0015 
    </CalculationParameterFloat> 
    <!-- Auswahl der Intervallbreite (für ALD-Anregung) --> 
    <CalculationParameterInt id="Intervallbreite">250</CalculationParameterInt> 
    <!--#################Einflussnahme auf die Schätzung#################--> 
    <!-- Auswahl der Grenzen der variablen Mittelwertbildung (ES) --> 
    <CalculationParameterFloat id="VariablerMiwttelwertMin">0.9 
    </CalculationParameterFloat> 
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    <CalculationParameterFloat id="VariablerMiwttelwertMax">0.99 
    </CalculationParameterFloat> 
    <!-- Auswahl der Grenzen des variablen Vergessensfaktors (ES)--> 
    <CalculationParameterFloat id="VergessensfaktorMin">0.9 
    </CalculationParameterFloat> 
    <CalculationParameterFloat id="VergessensfaktorMax">0.99 
    </CalculationParameterFloat> 
    <!--#################Fehlerberechnung#################--> 
    <!-- Auswahl der Grenzen der Signalähnlichkeitsparameter (FB) --> 
    <CalculationParameterFloat id="GrenzeKorrelationskoeffizient">20 
    </CalculationParameterFloat> 
    <CalculationParameterFloat id="GrenzeNormierteDistanz">0.9 
    </CalculationParameterFloat> 
</Calculation> 
 
Bezugsquellen der Parameter des Bereichs Communication Controller 
1) IP-Adresse 
Die IP-Adresse des Kommunikationsprozessors der Anpasssteuerung kann im aktuellen 
PLC-Projekt durch Aufruf des SIMATIC-Managers ermittelt werden. Durch Selektion der 
Option „Eigenschaften“ im Kontextmenü erscheint ein Fenster, in dem unter dem Reiter 
„Allgemein“ die gesuchte Adresse erscheint (Abbildung C.1). 
Abbildung C.1: Bezugsquelle der IP-Adresse eines exemplarischen PLC-Kommunikationsprozessors 
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2) Baugruppenträger und Steckplatz 
Die Kennziffern dieser Parameter sind ebenfalls im PLC-Projekt durch Rechtsklick auf die 
projektierte CPU der Anpasssteuerung zu finden. Durch Auswahl der Option „Zielsystem: 
Baugruppenzustand“ im zugehörigen Kontextmenü öffnet sich ein separates Fenster, in 
dem beide Parameter unter dem Reiter „Allgemein“ identifiziert werden können (Abbildung 
C.2). 
Abbildung C.2: Bezugsquelle der IP-Adresse eine exemplarischen PLC-CPU 
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3) Achsbezeichner und Kennziffern der Antriebsobjekte 
Im Gegensatz zu den vorherigen Parametern wird zur Identifikation der Achsbezeichner 
und Nummerierung der zugehörigen Antriebsobjekte die Inbetriebnahmesoftware STAR-
TER benötigt. Im linken Bereich können die zur Verfügung stehenden Antriebsgeräte se-
lektiert werden, wobei im zugehörigen Untermenü die Option „Telegrammkonfiguration“ 
auszuwählen ist. Durch Doppelklick öffnet sich im rechten Bereich ein neues Fenster, das 
alle unterlagerten Antriebsobjekte inklusive ihrer Achsbezeichnung und Objektnummer 
visualisiert (Abbildung C.3).  
Abbildung C.3: Exemplarische Telegrammkonfiguration eines SINAMICS-Antriebsgerätes 
 
4) PROFIBUS-Adresse der Control Unit 
Die PROFIBUS-Adresse der einzelnen Antriebsgeräte ist in der Hardware-Konfiguration 
innerhalb des SIMATIC-Managers auffindbar. Durch Anwahl der gewünschten Control 
Unit kann im unteren Bereich durch Abgleich mit der in Abbildung C.3 aufgeführten Tele-
grammnummer die entsprechende Eingangsadresse extrahiert werden. 
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5) Samplerate der Control Unit 
Der Basistakt der Control Unit ist für Geräte der Siemens AG im zugehörigen Funktions-
handbuch nachzuschlagen [Siemens 11] oder erneut innerhalb der Softwareumgebung 
STARTER auszulesen. Durch Doppelklick auf die Option „Expertenliste“ der gewünschten 
Antriebseinheit erscheint ein neues Fenster, in dem eine Vielzahl zur Verfügung stehen-
der Antriebsvariablen aufgelistet sind. Von besonderem Interesse ist hier der Parameter 
r110, der die Basisabtastzeit der selektierten Control Unit enthält (Abbildung C.5). 
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Abbildung C.5: Basistakt einer exemplarisch ausgewählten Control Unit 
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Bezugsquellen der Parameter des Bereichs Calculation: 
Für den Bereich Calculation sind nach Festlegung des Algorithmus auf eine nichtinvasive 
Parameteridentifikation weitere Variablen vonnöten. Die Wertezuweisung aller Parameter, 
mit Ausnahme der Module Signalvorverarbeitung und Anregungsdetektion, können dabei 
vom Benutzer festgelegt werden.  
1) Signalvorverarbeitung 
Für das Modul Signalvorverarbeitung sind die Eigenfrequenz des mechanischen Systems 
sowie, je nach konfiguriertem Filtertyp, die vom Anwender festzulegende Filterdämpfung 
von Relevanz. Erstere wird in der Regel im Rahmen der Erstinbetriebnahme zur Paramet-
rierung der Stromsollwertfilter bestimmt und ist für deren Berechnung im Antriebssystem 
hinterlegt. Durch Selektion des gewünschten Motors im Inbetriebnahmetool STARTER 
kann im untergeordneten Menü die Option „Steuerung/Regelung: Stromsollwertfilter“ aus-
gewählt werden, woraufhin ein Fenster zur Parametrierung aller verfügbaren Filtertypen 
inklusive der zugehörigen Filtergrenzfrequenz erscheint, sofern diese im Rahmen der 
Erstinbetriebnahme parametriert wurden (Abbildung C.6). Ist dies nicht der Fall, müssen 
die Eigenfrequenzen manuell durch Untersuchung der Drehzahlregelstrecke bestimmt 
werden. 
Abbildung C.6: Parametrierung der Stromsollwertfilter eines exemplarisch ausgewählten Aktors 
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Alternativ sind die Parameter aller Stromsollwertfilter in Form von Antriebsvariablen ge-
speichert und über die Expertenliste des jeweiligen Aktors zu lokalisieren. 
 
2) Anregungsdetektion 
Analog zum Modul Signalvorverarbeitung sind die Parameter maximales Motordrehmo-
ment und Motor-Trägheitsmoment in Form von Antriebsvariablen hinterlegt. Um diese zu 
identifizieren, muss in der Projektierungssoftware STARTER auf der linken Seite der ent-
sprechende Motor ausgewählt werden. Durch Doppelklick auf die Option „Expertenliste“ 
erscheint eine Auflistung sämtlicher Antriebsparameter, wobei die gesuchten Werte in den 
Variablen p312 und p341 gespeichert sind (Abbildung C.7). 
Abbildung C.7: Expertenliste eines exemplarisch Ausgewählten Aktors 
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Anlage D: Gegenüberstellung der Ergebnisse von manueller und autonomer Pa-
rameteridentifikation zur Validierung der Programmroutinen 
 
Tabelle D.1: Messung 1 – Abtastzeit 125 µs 
Parameter Wert 
 Manuelle Identifikation Autonome Identifikation 
𝑇𝑇𝑔𝑔𝑖𝑖𝑚𝑚𝑘𝑘𝑖𝑖 24 24 
𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 𝑘𝑘𝑘𝑘𝑚𝑚² 0,0046 0,0046 
µ𝑘𝑘 0,0042 0,0042 
𝑀𝑀𝑅𝑅𝑅𝑅 0,4660 0,4660 
𝑀𝑀𝐿𝐿 0,0158 0,0158 
∆ 𝑚𝑚Ä 0,9986 0,9986 
∆ 𝑚𝑚𝐷𝐷 12,3405 12,3492 
∆ 𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 % 4,58 4,58 
𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 𝑁𝑁𝑚𝑚 1,5002 1,5002 
∆ 𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 % 8,71 8,71 
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Tabelle D.2: Messung 2 – Abtastzeit 500 µs 
Parameter Wert 
 Manuelle Identifikation Autonome Identifikation 
𝑇𝑇𝑔𝑔𝑖𝑖𝑚𝑚𝑘𝑘𝑖𝑖 11 11 
𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 𝑘𝑘𝑘𝑘𝑚𝑚² 0,0045000 0,0045317 
µ𝑘𝑘 0,0046000 0,0044037 
𝑀𝑀𝑅𝑅𝑅𝑅 0,3584000 0,3985900 
𝑀𝑀𝐿𝐿 - 0,0083700 
∆ 𝑚𝑚Ä 0,9988000 0,9988700 
∆ 𝑚𝑚𝐷𝐷 4,2128000 4,7592000 
∆ 𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 % 6,65837 6,00083 
𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 𝑁𝑁𝑚𝑚 1,5084 1,4911 
∆ 𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 % 8,21 9,26 
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Anlage E: Ergebnisse von manueller und autonomer Parameteridentifikation zur 




Tabelle E.1: Manuelle Messung KGT1 – Offset O1 = 0 min-1 
Parameter Wert 
 Sinus Rechteck Treppe Trapez 
𝑇𝑇𝑔𝑔𝑖𝑖𝑚𝑚𝑘𝑘𝑖𝑖 11 11 11 13 
𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 𝑘𝑘𝑘𝑘𝑚𝑚² 0,0045 0,0056 0,0055 0,0046 
µ𝑘𝑘 0,00450 0,0061 0,0075 0,0039 
𝑀𝑀𝑅𝑅𝑅𝑅 0,35840 - - 0,3993 
𝑀𝑀𝐿𝐿 - - - - 
∆ 𝑚𝑚Ä 0,9988 0,9238 0,8713 0,9877 
∆ 𝑚𝑚𝐷𝐷 4,2128 17,5532 32,0135 5,812 
∆ 𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 % 6,66 16,16 14,08 4,58 
𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 𝑁𝑁𝑚𝑚 1,4834 1,5250 1,8750 1,3743 
∆ 𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 % 9,73 7,20 14,10 16,37 
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Tabelle E.2: Manuelle Messung KGT1 – Offset O2 = 500 min-1 
Parameter Wert 
 Sinus Rechteck Treppe Trapez 
𝑇𝑇𝑔𝑔𝑖𝑖𝑚𝑚𝑘𝑘𝑖𝑖 13 13 13 13 
𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 𝑘𝑘𝑘𝑘𝑚𝑚² 0,0046 0,0056 0,0056 0,0049 
µ𝑘𝑘 0,0029 0,0022 0,0028 0,0021 
𝑀𝑀𝑅𝑅𝑅𝑅 - 0,4458 0,1699 0,6122 
𝑀𝑀𝐿𝐿 - - - - 
∆ 𝑚𝑚Ä 0,9976 0,9276 0,8778 0,9819 
∆ 𝑚𝑚𝐷𝐷 8,3680 6,1131 6,5241 16,1074 
∆ 𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 % 4,58 16,16 16,16 1,64 
𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 𝑁𝑁𝑚𝑚 2,1750 2,0958 2,2699 2,1872 
∆ 𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 % 8,10 11,45 4,09 7,58 
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Tabelle E.3: Autonome Messung KGT1 – Offset O1 = 0 min-1 
Parameter Wert 
 Sinus Rechteck Treppe Trapez 
𝑇𝑇𝑔𝑔𝑖𝑖𝑚𝑚𝑘𝑘𝑖𝑖 11 11 11 13 
𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 𝑘𝑘𝑘𝑘𝑚𝑚² 0,0045317 0,0055799 0,0055114 0,0046048 
µ𝑘𝑘 0,0044037 0,0061150 0,0075236 0,0039404 
𝑀𝑀𝑅𝑅𝑅𝑅 0,3985900 - - 0,3993300 
𝑀𝑀𝐿𝐿 0,0083700 - - - 
∆ 𝑚𝑚Ä 0,9988700 0,9237800 0,8710600 0,9876900 
∆ 𝑚𝑚𝐷𝐷 4,7592000 17,5545000 31,1687000 5,8217000 
∆ 𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 % 6,00 15,74 14,32 4,48 
𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 𝑁𝑁𝑚𝑚 1,4912 1,5288 1,8809 1,384 
∆ 𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 % 9,26 6,97 14,46 15,75 
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Tabelle E.4: Autonome Messung KGT1 – Offset O2 = 500 min-1 
Parameter Wert 
 Sinus Rechteck Treppe Trapez 
𝑇𝑇𝑔𝑔𝑖𝑖𝑚𝑚𝑘𝑘𝑖𝑖 13 13 13 13 
𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 𝑘𝑘𝑘𝑘𝑚𝑚² 0,0046204 0,0056282 0,0055550 0,0049189 
µ𝑘𝑘 0,0028996 0,0022121 0,0027966 0,0020882 
𝑀𝑀𝑅𝑅𝑅𝑅 - 0,4563000 0,1698600 0,6121300 
𝑀𝑀𝐿𝐿 - - - - 
∆ 𝑚𝑚Ä 0,9975700 0,9251400 0,8778300 0,9819500 
∆ 𝑚𝑚𝐷𝐷 8,3702000 6,1545000 6,5216000 16,1030000 
∆ 𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 % 4,16 16,74 15,23 2,03 
𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 𝑁𝑁𝑚𝑚 2,1750 2,0958 2,2699 2,1872 
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Versuchskonfiguration KGT2 
 
Tabelle E.5: Manuelle Messung KGT2 – Offset O1 = 0 min-1 
Parameter Wert 
 Sinus Rechteck Treppe Trapez 
𝑇𝑇𝑔𝑔𝑖𝑖𝑚𝑚𝑘𝑘𝑖𝑖 13 - 11 13 
𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 𝑘𝑘𝑘𝑘𝑚𝑚² 0,0057 - 0,0061 0,0058 
µ𝑘𝑘 0,0052 - 0,0086 0,0047 
𝑀𝑀𝑅𝑅𝑅𝑅 0,2616 - - 0,2950 
𝑀𝑀𝐿𝐿 0,0311 - - - 
∆ 𝑚𝑚Ä 0,9985 - 0,9397 0,9890 
∆ 𝑚𝑚𝐷𝐷 9,4393 - 24,0696 4,9102 
∆ 𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 % 2,15 - 4,72 0,43 
𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 𝑁𝑁𝑚𝑚 1,5305 - 2,1500 1,4700 
∆ 𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 % 2,83 - 36,51 6,67 
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Tabelle E.6: Manuelle Messung KGT2 – Offset O2 = 500 min-1 
Parameter Wert 
 Sinus Rechteck Treppe Trapez 
𝑇𝑇𝑔𝑔𝑖𝑖𝑚𝑚𝑘𝑘𝑖𝑖 13 13 12 13 
𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 𝑘𝑘𝑘𝑘𝑚𝑚² 0,0058 0,0068 0,0064 0,0063 
µ𝑘𝑘 0,0029 0,0026 0,0032 0,0005283 
𝑀𝑀𝑅𝑅𝑅𝑅 - 0,2246 - 2,3043 
𝑀𝑀𝐿𝐿 - - - - 
∆ 𝑚𝑚Ä 0,9978 0,9424 0,9209 0,9846 
∆ 𝑚𝑚𝐷𝐷 8,5809 5,5939 5,0266 34,3222 
∆ 𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 % 0,43 16,74 9,87 8,15 
𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 𝑁𝑁𝑚𝑚 2,1750 2,1746 2,4000 2,7005 
∆ 𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 % 1,88 1,90 8,27 21,83 
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Tabelle E.7: Autonome Messung KGT2 – Offset O1 = 0 min-1 
Parameter Wert 
 Sinus Rechteck Treppe Trapez 
𝑇𝑇𝑔𝑔𝑖𝑖𝑚𝑚𝑘𝑘𝑖𝑖 13 11 11 13 
𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 𝑘𝑘𝑘𝑘𝑚𝑚² 0,0057075 0,0067488 0,0060965 0,0057911 
µ𝑘𝑘 0,0052216 0,0064502 0,0086140 0,0046546 
𝑀𝑀𝑅𝑅𝑅𝑅 0,2610100 - - 0,2950500 
𝑀𝑀𝐿𝐿 - - - - 
∆ 𝑚𝑚Ä 0,9985000 0,9474900 0,9393300 0,9890000 
∆ 𝑚𝑚𝐷𝐷 8,7346000 16,5846000 23,8957000 4,9100000 
∆ 𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 % 2,02 15,86 4,66 0,58 
𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 𝑁𝑁𝑚𝑚 1,5664 1,6126 2,1535 1,4587 
∆ 𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 % 0,55 2,38 36,73 7,38 
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Tabelle E.8: Autonome Messung KGT2 – Offset O2 = 500 min-1 
Parameter Wert 
 Sinus Rechteck Treppe Trapez 
𝑇𝑇𝑔𝑔𝑖𝑖𝑚𝑚𝑘𝑘𝑖𝑖 13 13 12 13 
𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 𝑘𝑘𝑘𝑘𝑚𝑚² 0,0058031 0,0068459 0,0064448 0,0062818 
µ𝑘𝑘 0,0028841 0,0026318 0,0031759 0,0004626 
𝑀𝑀𝑅𝑅𝑅𝑅 - 0,2247000 - 0,2350200 
𝑀𝑀𝐿𝐿 - - - - 
∆ 𝑚𝑚Ä 0,9977700 0,9423800 0,9209700 0,9861300 
∆ 𝑚𝑚𝐷𝐷 8,5807000 5,5928000 5,0243000 27,7457000 
∆ 𝐽𝐽𝑔𝑔𝑔𝑔𝑔𝑔 𝑚𝑚𝑚𝑚 % 0,38 17,53 10,64 7,84 
𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 𝑁𝑁𝑚𝑚 2,1631 2,1986 2,3819 0,5820 
∆ 𝑀𝑀𝑅𝑅 𝑚𝑚𝑚𝑚 % 2,42 0,82 7,46 73,75 
 
 
 
