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Abstract
A sufficient condition for the existence of an irreducible anti-self-dual connection on a principal
SO(n)-bundle over a compact, smooth 4-manifold is given. The proof uses the fact that the existence
problem reduces to a question in finite-dimensional obstruction theory. Calculation of an Euler class
over an associated classifying space solves the problem.  2002 Elsevier Science B.V. All rights
reserved.
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1. Introduction
Sufficient conditions are given for the existence of irreducible anti-self-dual (ASD)
connections on a principal SO(n)-bundle P over a smooth, compact, closed, oriented,
4-dimensional, Riemannian manifold X.
The need for new tools with which to study the topology of smooth 4-manifolds has
caused renewed interest in generalizing gauge-theoretic invariants of Casson, Taubes and
Donaldson to structure groups with rank larger than one [3]. In particular, the result of this
paper is a basic step in trying to generalize the definition of and results about Donaldson’s
polynomial invariants to higher-rank groups.
The general setting for the problem is on a principal G-bundle P → X where X is a
4-manifold as above and G is a compact semisimple Lie group. Define A(P ) to be the
L22-Sobolev space of connections on P and define the Yang–Mills functional on A(P ) by:
YM(A)=
∫
X
|FA|2.
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Here FA is the curvature of A. The Euler–Lagrange equation for this functional is d∗AFA =
0, the Yang–Mills equation, where d∗A is the L2 adjoint of dA, the covariant derivative with
respect to A.
Define Al(E) to be the space of -forms on X with values in the vector bundle
E = P ×SO(n) Rn. Let adP denote P ×adG g, the g-bundle associated to P by the adjoint
action of G on its Lie algebra, g. Define
∗ :Al(adP)→An−l (adP)
to be identity on vectors (or in this case, Lie algebra elements) and the usual Hodge star
operator on forms. Then d∗A =− ∗ dA∗ on adjoint-bundle-valued 2-forms. For = 2 on a
4-manifold, ∗ has the property that ∗∗ = id. Since all connections satisfy dAFA = 0, the
Bianchi identity, all connections such that:
∗FA =−FA (1)
automatically satisfy the Yang–Mills equations. These are the anti-self-dual connections.
Now let G(P ) be the space of bundle automorphisms of P . G(P ) is topologized as a
subset of EndP , the L23-Sobolev space of endomorphisms of E. G(P ) acts on A(P ) in
the following way. Let g ∈ G(P ),A ∈A(P ), g∗dA = g−1 ◦ dA ◦ g. The orbit space of this
action will be denoted B(P ); the orbits of ASD connections, the moduli space, byM(P ).
The principalG-bundles P →X are classified up to bundle isomorphism by p1(adP) ∈
H 4(X), the first Pontrjagin class of the associated adjoint bundle, and by a class η ∈
H 2(X;π1(G)). In the case of G= SO(n), η=w2(P ) ∈H 2(X;Z2).
The original work on the problem of existence is by Taubes. In [10], sufficient conditions
are given for principal G-bundles with η = 0, over 4-manifolds with negative-definite
intersection form to admit an irreducible ASD connection, where G is a compact,
semisimple Lie group. In [11], those results are extended to the case of 4-manifolds
with indefinite intersection form for the group SU(2). Taubes’ results restated say simply
that certain of the moduli spaces of ASD connections are nonempty. This fact enabled
Donaldson [4] and others to use the structure of these moduli spaces to prove strong
theorems about the topology of the underlying 4-manifolds. In [12], Taubes obtains an
abstract existence result for indefinite manifolds and general compact, semisimple G, but
this was not his main purpose and a much simpler, direct proof of existence alone should be
possible. Perhaps more importantly, Taubes’ proof does not give conditions on p1(adP)
for existence, only that there are eventually irreducible ASD connections for sufficiently
large Pontrjagin number. An explicit estimate of the required p1(adP) is important for
many applications.
Theorem 1.1 (Main Theorem). Let X be a closed, oriented, smooth 4-dimensional
Riemannian manifold. Let P →X be a principal SO(n)-bundle with w2(P )= 0. P admits
an irreducible ASD connection if
− 14p1(adP) rank
(
SO(n)
)
b2,+ · [ 14n].
[a] is the least integer greater than or equal to a and b2,+ is the dimension of the space of
self-dual harmonic 2-forms on X.
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It is doubtful that the factor 14n in the estimate is necessary as will be explained in
Section 4. Nowhere is knowledge of the metric required; the estimate holds for all smooth
metrics on X. For n= 3, Theorem 1.1 reproduces Taubes’ result:
− 14p1(adP) > b2+,
from [11] but removes the generic metric requirement.
The author wishes to thank the referee for his suggestion shortening the combinatorics
in Section 6.
2. Strategy
The general strategy of proof will be as follows: In [10,11], Taubes showed that the
problem of solving the infinite-dimensional nonlinear PDE, Eq. (1), can be reduced, in the
right setting, to finding the zeroes of a section of a finite-dimensional vector bundle. His
sufficient conditions then are just those under which this section can be shown to admit
zeroes.
The region of A(P ) in which conditions are sufficiently good for the reduction to finite
dimensions is in a neighborhood of the ends of the moduli space. Taubes recreates such
a neighborhood by ‘gluing’ a number of ASD connections on S4 onto the trivial bundle
and connection over X. This is done by taking a multiple connected sum of X and several
copies of S4, attaching the bundles over these S4 to the trivial bundle over X and smoothly
combining the connections on all the separate bundles into one on the combined bundle
by an interpolation process. The resulting connections are not ASD except on X and
each S4 away from the centers of the connected sums. However, it is reasonable to hope
that some connections so constructed may be perturbed to be exactly ASD on the entire
manifold. The existence of ASD connections on X is then proved by showing that the
subset of such ‘almost-ASD’ connections that may be perturbed to be exactly ASD is the
zero set of a finite-dimensional ‘obstruction map’. Finally, an approximation of this map is
computed and shown to have transverse zeroes when sufficiently many connections on S4
are employed.
The same basic approach will be used here. The reduction of the problem to finite
dimensions has been refined in the intervening years into a theory for gluing together two
compatible ASD connections on two 4-manifolds with a common boundary. Instead of
an explicit examination of the obstruction, the finite-dimensional problem will be solved
topologically, as suggested by Taubes himself in [11], using obstruction theory.
In Section 3, we outline the gluing theorem of [5] which gives the perturbation to
make ‘almost’ ASD connections as close as possible to the ASD moduli space. Section 4
describes the set of almost-ASD connections which we will attempt to perturb to be
exactly ASD. The ‘obstruction’ bundle in which this perturbation is a natural section is
also described here. In Section 5, the homology of the gluing parameter space, in particular
the characteristic classes of the obstruction bundle, computed in [13], is reviewed.
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3. The anti-self-dual equations
Let A be any ASD connection on some bundle P over X. Let dA denote the covariant
derivative of A (and its exterior covariant generalizations) on sections of the associated
bundle E.
0−→A0(adP) dA−→A1(adP) d
+
A−→A2+(adP)−→ 0
is shown in [1] to be an elliptic complex, where A2+(adP), d+A are the self-dual
projections of A2(adP) and dA :A1(adP )→ A2(adP), respectively. Therefore, the real
cohomology spaces H 0A, H
1
A and H
2,+
A of this complex are well-defined and finite-
dimensional.
Now fix any smooth connectionA ∈A(P ). Then any connection inA(P ) can be written
as A+ a for some a ∈ L22(A1(adP)). A+ a is a solution of Eq. (1) iff
F+A+a = d+A a + (a ∧ a)+ + F+A = 0. (2)
Taubes considers this equation for a = d∗Au for u ∈ L23(A2,+(adP)). Now the ASD equa-
tion becomes
d+Ad∗Au+
(
d∗Au∧ d∗Au
)+ + F+A = 0. (3)
In [10–12] Taubes solves (3) on the complement of H 2+A = Coker d+A = ker d+A d∗A,
reducing the problem to a finite-dimensional obstruction.
Alternatively, Donaldson and Kronheimer [5] note that if H 2+A = 0, there is a right
inverse PA to the operator d+A . In other words d
+
APAu = u for u ∈ L2(A2,+(adP)). If
H 2+A = 0, this is still true up to a finite-dimensional map. PA is still a right inverse on
(H 2+A )⊥ ⊂A2+(adP), and if σ :H 2+A →A2+(adP) is any lift of the second cohomology
into the space of forms, there is a projection π :A2+(adP)→ H 2+A so that PA ⊕ π is a
right inverse of d+A ⊕ σ ; i.e.:
d+APAu+ σπu= u.
Then the ASD equation becomes, for connections of the form A+ PAu
d+APAu+ (PAu∧ PAu)+ + F+A = 0
or
u− σπu+ (PAu∧ PAu)+ + F+A = 0.
The equation
u+ (PAu∧ PAu)+ + F+A = 0
has a small unique solution u provided F+A is small enough. The new connection A′ =
A+PAu is then ASD iff Ψ (u)= σπu= 0. In particular, such a right inverse and a section
like Ψ can be defined by piecing together similar data from two principal bundles over
4-manifolds and with common boundary.
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4. Gluing connections
In this section we build the space that parameterizes the gluing configurations. We
glue connections over S4 to the trivial bundle over X in order to produce a nearly
ASD connection on new bundles over X. We will use the procedure in [5, Chapter 7]
and so only outline it here.
Let X0 and X1 be two 4-manifolds. Choose points x0 ∈ X0 and y1 ∈ X1 and tangent
frames at each point. Corresponding to the frames are local Gaussian coordinate charts. In
fact, if we work with metrics which are locally flat near x0 and y0, we can isometrically
identify neighborhoods of the base points with neighborhoods of the zeroes in the tangent
spaces over these points. For small λ1 > 0, use these charts to identify annuli (thus forming
the connected sum) with radii N−1√λ1 and N√λ1 centered at each point by means of the
map on R4:
x → λ1|x|2 σ(x),
where N > 1 and σ is an orientation-reversing linear isometry on R4.
Let P0 and P1 be SO(n)-principal bundles over X0 and X1 and let A0 and A1 be
connections on P0 and P1. In local coordinate charts for the bundles, cut off the local
connection forms for A0 and A1 so that they are each locally the trivial connection within
N
√
λ1 of the gluing center. The trivializations give us, for each choice of fiber elements
p0 ∈ P0|x0 and p1 ∈ P1|y1 , local sections of each bundle around the gluing center. Use
these sections to identify P0 and P1 over neighborhoods of x0 and y1. This defines a bundle
over the connected sum. The connections also combine to give a connection over the new
bundle. Varying just one of these fiber elements will generally change the gauge class of
the connection in the construction. Aside from the choice of frame and bundle charts used,
the parameters in the construction are the points x0 and y1, λ1 and some ρ1 ∈ SO(n).
Now perform the same operations with k points {xi}ki=1 ∈ X0 such that dist(xi, xj ) 
4
√
λ0 for i = j . Set λi  λ0 for 1  i  k. If {yi}ki=1 are points, each in a different
4-manifold Xi with a different bundle Pi and connection Ai we may generalize the prior
construction to define a bundle Pk over the connected sum X0#ki=1Xi .
In this setting, [5] construct the section Ψk for the bundle Pk from similar sections for
the constituent bundles Pi . They note that Ψk depends smoothly on the connections and
gluing parameters in the construction.
Theorem 4.1 (Gluing, [5, Thm. 7.2.62]). For manifolds, bundles and connections as
above and sufficiently small scales 0 < {λi}ki=1, a small open set of the moduli space of
ASD connections on the connected sum bundle Pk is homeomorphic to Ψ−1k (0)/Γ where
Ψk :U →×ki=0H 2,+Ai
is smooth and equivariant with respect to Γ = ×ki=0Γi , Γi being the centralizer of the
holonomy of Ai in SO(n). U is an equivariant neighborhood of ×ki=1SO(n)i × {0} in
×ki=1(SO(n)i ×H 1Ai )×H 1A0 .
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Let X0 = X, a 4-manifold as above. Let each Xi for i  1 be a copy of S4. Fix every
yi to be the South pole of S4. Let A0 be the trivial SO(n)-connection, θ , on the product
bundle P0 =X× SO(n).
Let W be an irreducible Spin(n)-instanton on Qn, the Spin(n)-principal bundle on S4
with p1(adQ)= [ 14n]. This is guaranteed by Theorem 8.4 of [1]. Define each Pi for i  1
to be the SO(n)-bundle derived from Qn by taking the Z2 quotient Spin(n) → SO(n)
on fibers and let Ai be the ASD connection on Pi induced from W by this quotient.
The new connection on Pi is well-defined as a result of the ad-invariance of connection
1-forms on the fibers of principal bundles and because Z2, the kernel of the projection
Spin(n)→ SO(n), is also the center of Spin(n).
The trivial connection has second cohomologyH 2,+dR (X)⊗so(n). The other connections
in the construction, however, are irreducible ASD connections over S4. In [1] it is shown
that since the base metric on the sphere is anti-self-dual, H 2,+ = {0} for such connections.
Restrict to
×ki=1SO(n)i × {0} ⊂ ×ki=1
(
SO(n)i ×H 1Ai
)×H 1A0 .
Theorem 4.1 implies that a quotient of the zeroes of:
Ψk :×kSO(n)→H 2,+dR (X)⊗ so(n)
models a small subset of the moduli space over the multiple connected sum.
Now, as observed in [5], the construction varies smoothly in the scale parameters λi and,
for sufficiently small scales, the gluing theory extends to give a map
Ψk :×k
(
R
+ × SO(n))→H 2,+dR (X)⊗ so(n).
Ψk extends continuously to zero scales too. To be more precise, we can use the same
construction to glue in k − 1 connections over S4 and obtain a model for a subset of the
corresponding ASD moduli space parameterized by a quotient of the zeroes of a map:
Ψk−1 :×k−1
(
R
+ × SO(n))→H 2,+dR (X)⊗ so(n).
In our notation then, we have:
Proposition 4.1 [5, Proposition 7.2.64]. The map Ψk of Theorem 4.1 extends continuously
over ×k−1(R+ × SO(n)). In other words,
lim
λk→0
Ψk(λ1, ρ1, . . . , λk−1, ρk−1, λk, ρk)→ Ψk−1(λ1, ρ1, . . . , λk−1, ρk−1).
This generalizes to the case where any number of the scales from 1 to k − 1 vanishes.
Denote the corresponding extension of Ψk the same way. When the particular scale λi
is zero, the corresponding group parameter is ineffective. Thus the extension Ψk factors
through a map (also denoted Ψk) from the corresponding identification space. Restrict to
the subset of scales whose sum is some constant λ0 > 0. With the extension of Ψk to zero-
scales and the nondependence of Ψk on the group parameters at these scales, the space of
gluing parameters is now isomorphic to ∗kSO(n), the join of k copies of SO(n). Again
Ψk is equivariant with respect to the centralizers of each of the connections. In particular,
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the centralizer of θSO(n), the original trivial connection on X × SO(n), is a copy of SO(n)
that acts simultaneously, on the right, on each SO(n) parameter by the standard action.
The action on ×ki=0H 2,+Ai =H
2,+
dR (X)⊗ so(n), the image of Ψk , is the trivial representation
tensored with the adjoint action of SO(n). Thus, Ψk induces a section of the vector bundle:[∗kSO(n)×ad (H 2,+dR ⊗ so(n))]/SO(n)
∗kSO(n)/SO(n)
Denote the base space by MkSO(n) and the whole bundle by Ξ , the obstruction bundle. The
G-principal bundle
Pnk =


G ∗kG
MkG
is the kth stage of Milnor’s construction of the Universal Bundle and Classifying Space for
a topological group G [7, Section 3]. Since H 2,+dR ∼= Rb
2,+
,
∗kSO(n)×ad
(
H
2,+
dR ⊗ so(n)
) = ∗kSO(n)×ad (so(n))b2,+
= (∗kSO(n)×ad so(n))b2,+
and we have proved
Proposition 4.2. For sufficiently small λ0 > 0, a subset of the moduli space of ASD
connections on the bundle Pk is homeomorphic to Ψ−1k (0)/Γ , for Ψk a continuous section
of the vector bundle Ξ over MkSO(n), and
Ξ ∼=
⊕
b2,+
adPnk .
It is likely that it is sufficient to glue on ASD connections from S4 that reduce to SO(3)-
instantons, i.e., with charge 1 instead of [ 14n]. However, proving that the resulting ASD
connections on X are SO(n)-irreducible requires either knowing much more about the
topology of the construction or showing that the obstruction map has nearly maximal rank.
5. Cohomology of MkSO(n)
In this section the calculation in [13] of the mod 2 cohomology of MkSO(n) is outlined.
Part of the result is in terms of the Stiefel–Whitney classes of the k-universal bundle.
Unfortunately, all methods known to the author for computing this cohomology and these
characteristic classes work only in the limit k→∞. The reason the latter calculation is
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so much simpler is clear; the total space of the bundle is contractible. One could get an
existence theorem therefore much more easily by letting k grow large enough to imitate
these calculations up to a certain dimension. MkSO(n), however, becomes contractible only
very slowly as k grows. In order to obtain a better estimate for the least k for which
there are ASD connections therefore, the calculation must be done without the luxury of
contractibility.
5.1. A cell decomposition for MkSO(n)
The following cell decomposition, from [9, Chapter 1], is actually for O(n). It can be
adapted for SO(n). Let {x1, x2, . . . , xn} be coordinates for Rn.
Definition 5.1. Si is the unit sphere in the span of the first i + 1 coordinates,
x1, x2, . . . , xi+1. Di is that part of Si with xi+1  0. σ i is the set of reflections on Rn
through the hyperplanes orthogonal to x ∈ Di . Let τ i = σ iσ 0. These are the Pontrjagin
cells of SO(n).
One can quickly work out the following elementary facts about these cells. τ i is an i-
dimensional cell of SO(n). τ 0 is the identity. ∂τ i = 2τ i−1. A cell decomposition of SO(n)
is given by taking all cells of the form
τ i1τ i2 . . . τ ir , (4)
where 0 < i1 < i2 < · · · < ir  n − 1 and the product is group multiplication. The τ i
commute as sets under group multiplication.
A decomposition of the multiple join ∗kSO(n) is the next step. This and the subsequent
decomposition of the quotient space MkSO(n) are from [7, p. 435]. Let Gj denote the j th
copy of the group G = SO(n) in the multiple join ∗kSO(n). Let τ ij denote the basic cell
τ i in Gj and denote the product (4) in Gj as τ Ijj for the multi-index Ij = {i1, i2, . . . , ij }.
The zeroth join of SO(n) is just the identity element of SO(n). Now, inductively, if η
represents a general cell in a decomposition of ∗k−1SO(n), the images under the “join”
identifications of all cells of the form η, τ 0k+1 and (η ∗ τ 0k+1)τ Ik+1k+1 give a decomposition of
the join (∗k−1G) ∗G= ∗kG.
Finally, the desired decomposition for MkG is given by the images under the equivariance
projection: ∗kG → ∗kG/G = MkG of all of the cells of ∗kG. Thus a typical cell of
M2G = G ∗ G/∆G is τ I11 ∗ τ 02 ; of M3G = ∗3G/∆G: (τ I11 ∗ τ 02 )τ I22 ∗ τ 03 or τ
Ij1
j1
∗ τ 0j2 and
of MkG:
((
. . .
(((
τ
I1
j1
∗ τ 0j2
)
τ
I2
j2
∗ τ 0j3
)
τ
I3
j3
∗ τ 0j4
)
. . .
)
τ
Ip+m−1
jp+m−1 ∗ τ 0jp+m
)
τ
Ip+m
jp+m ∗ τ 0jp+m+1,
where each Iq is either an increasing sequence of positive integers or 0. The general cell
will also be denoted τ IJ where I = {I1, I2, . . . , Ip+m+1} and J = {j1, . . . , jp+m+1}.
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We can now state the result about the cohomology of MkSO(n).
Theorem 5.1 [13]. For k > n/2, the cohomology H ∗(MkSO(n);Z2) is as follows:
(1) For each -system T I with I = {i1, i2, . . . , i} where 1  ir  n − 1 are in
nondecreasing order and  < k, there is one generator in H|I|+(MkSO(n);Z2). It
is represented by any of the following cells
(
. . .
((
τ
is1
j1
∗ τ 0j2
)
τ
is2
j2
∗ τ 0j3
)
. . . τ
is
j
∗ τ 0j+1
)
for any permutation (s1, s2, . . . , s) of (1,2, . . . , ). These are stable cycles; they are
nonzero in MkSO(n) for  < k <∞. They are also the Stiefel–Whitney classes of Pnk ,
wi(P
n
k ) for 2 i  n, and their cup products with cuplength less than k.
(2) The classes uI ∈ H |I |(MkSO(n);Z2): For each -system T I with   k, all cells in
level k − 1 of FI of the form
(((
. . .
((
τ
is1
1 ∗ τ 02
)
τ
is2
2 ∗ τ 03
)
. . . τ
isq−1
q−1 ∗ τ 0q
)
τ
Iq
q
∗ τ 0q+1
)
τ
Iq+1
q+1 ∗ τ 0q+2
)
. . . τ
Ik−1
k−1 ∗ τ 0k
for s1  s2  · · · sq−2  sq−1 and max {s1, s2, . . . , srq+1−1} = srq+1−1, where
τ
Ip
p =
rp+1−1∏
r=rp
τ
isr
p (in particular, rq = q)
represent distinct cycles. These classes lie in dimension
|I | =
k∑
r=1
(∑
i∈Ir
i
)
+ 1= k − 1+
k∑
r=1
∑
i∈Ir
i
and are unstable; they vanish in H∗(Mk
′
SO(n);Z2) for any k′ > k.
Cup products of any of these classes with cuplength greater than k − 1 vanish.
Whether there are any relations between the uI and wi or among the uI was not
explored.
We only outline the proof of Theorem 5.1 here. One can calculate the boundary of the
general cell above using the usual product rule for boundaries ∂(A× B) = (∂A× B) ∪
(A× ∂B) and a simple formula for boundaries of cones ∂(A ∗ ε)= A∪ (∂A ∗ ε) where ε
is a point. We also have ∂(τ i)= 2τ i−1 for i > 0 from the discussion above.
As a result of this last, the effective boundary of τ IJ is composed of cells just like itself,
with one less τ 0 term or two product terms combined. This means that all cells of MkSO(n)
with the same collection of τ i , and having any number of τ 0, belong to a subcollection of
cells that is closed under boundary, from the point of view of mod 2 homology. Next we
define a few terms.
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For any collection of positive integers I = {i1, i2, . . . , i}, the system (or l-system): T I
is the set of cells τ IJ such that I = {I1, I2, . . . , Ip+m+1} is a partition of the collection
Im = {i1, i2, . . . , i,0,0, . . . ,0︸ ︷︷ ︸
m+1
}
for any m k − p − 1 and such that either Iq = {iq1, iq2, . . .} with iqs < iqr for s < r , or
Iq = {0}. In other words, p of the groups Gjs of the construction are occupied by terms
τ
Is
js
and m+ 1 by τ 0. p is the level of τ IJ . Denote by |I| the sum
∑
i ∈ I of dimensions
in I , and by n(I) the number of dimensions or basic cells in I . For an -system n(I)= .
Make similar definitions for the subsets Iq of the partition I . One cell is a representative of
another if both are in the same system and have the same ordered partition I of Im, i.e., if
one is obtained by shifting the other without any reordering. The frame, FI of an -system
T I for  < k, is the closure of the set of all (,0)-cells in T I that lie only on the first + 1
groups under the operation of effective boundary. In other words, the frame is the set of
cells with one basic cell on each of the first l groups, and all cells obtainable from this set
by taking boundaries.
The first major step in the proof of Theorem 5.1 is to attach a single representative cell of
each ordered partition of a fixed dimension set I . Let I = {i1, i2, . . . , i}, in nondecreasing
order. The skeleton of FI consisting of (p,0)-cells is the set of cells of the form((
. . .
(((
τ
I1
1 ∗ τ 0j2
)
τ
I2
j2
∗ τ 0j3
)
τ
I3
j3
∗ τ 0j4
)
. . .
)
τ
Ip−1
jp−1 ∗ τ 0jp
)
τ
Ip
jp
∗ τ 0+1,
where Iq = {isjq , isjq+1, isjq+2, . . . , isjq+1−1}. Simple calculations with the boundary formu-
lae above show that that for 1 p  , this collection of cells is closed under the operation
of taking boundaries. More work is needed to see that, in fact, for  k, these cells may be
attached in pairs in such a way that the first of a pair has null-homologous boundary thus
creating a generator in homology, and the second, one dimension higher, has boundary
equal to the first cell and a null-homologous subcomplex, cancelling the generator formed
by the first cell. Each level of the frame is organized into trees, with nodes corresponding
to the frame cells representing each ordered partition of I and the segments between nodes
corresponding to transpositions between two such partitions or to the cancelling cells in one
dimension higher. This process of attaching and cancelling continues until every frame cell
except the root of the tree for the highest level (p = ) of the frame is attached. Attaching
the root cell then creates the sole generator of this system. This is the first type of generator
cell in Theorem 5.1.
The case of systems with  k is completed by attaching all other ordered representa-
tives for each of the frame cells. Once again, this is done by pairing each representative
of a fixed frame cell with another representative, one dimension higher, that cancels the
generator created by attaching the first. The representatives for each frame cell correspond
to nodes in a new collection of trees, with the segment between two nodes corresponding
this time to a shift of one term τ Is in the cell τ IJ from the group Gj to Gj+1. Attaching the
other representatives of a generator from the frame has the effect of making each of these
cells homologically equivalent representatives of the generator. Otherwise all of these cells
are attached with none left uncancelled.
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The situation in the case  > k is a little different. The frame is more complicated as now
one or more of the Gj must contain more than one basic cell τ i . However, similar trees
may be formed, and the bulk of the cells in the frames for these larger system attached and
cancelled as before. In the top level though, i.e., when p = k so that the cells in question
occupy all of the Gj , there are many trees and the root of each is left uncancelled.
Attaching the other representatives of frame cells in this case proceeds as before, with no
new homology generated and the other representatives of the generating frame cells seen
to be homologically equivalent to one another. These are the second type of generator in
Theorem 5.1.
Clearly, there are quite a few of these unstable generators and the homology of MkSO(n)
diverges from that of BSO(n) quickly as the dimension grows (for fixed n, k).
5.2. The ring structure
By Theorem 5.1, for all k, there is one generator in Hi+1(MkSO(n)) for each 1 < i  n−1
represented by any of the cells τ ij1 ∗ τ 0j2 which are all cycles. Therefore the cocycles dual
to these cycles are all cohomologous and represent a generator which will be denoted by
[τ ij1 ∗ τ 0j2 ] ∈Hi+1(MkSO(n)). Calculate the cup product of two such generators, for example,
(τ i1 ∗ τ 02 )∗ and (τ j2 ∗ τ 03 )∗ by computing on the cochain level. The singular chain(
τ i1 ∗ τ 02
)
τ
j
2 ∗ τ 03 .
is just one representative of a cell of MkSO(n) up to equivariance. Another is
τ i1 ∗ τ 02 ∗
(
τ
j
3
)−1
.
This is an (i + j + 2)-singular simplex with front (i + 1)-face τ i1 ∗ τ 02 and back (j + 1)-
face τ 02 ∗ (τ j3 )−1. The back face is also represented by (τ j2 ∗ τ 03 ) because of equivariance.
Therefore,
{[(
τ i1 ∗ τ 02
)∗ ∪ (τ j2 ∗ τ 03 )∗], [(τ i1 ∗ τ 02 )τ j2 ∗ τ 03 ]}
= {[(τ i1 ∗ τ 02 )∗], [τ i1 ∗ τ 02 ]} · {[(τ j2 ∗ τ 03 )∗], [τ j2 ∗ τ 03 ]}= 1,
where the brackets {. . .} denote evaluation. This class evaluates to 0 on all other homology
classes and so the cup product
[(
τ i1 ∗ τ 02
)∗]∪ [(τ j2 ∗ τ 03 )∗]
is the Hom dual of the cell
(
τ i1 ∗ τ 02
)
τ
j
2 ∗ τ 03 .
This extends easily to give the assertion for general cup products of the Stiefel–Whitney
classes in Theorem 5.1.
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5.3. Identifying wi(P )
Now the Stiefel–Whitney classes wi(P ) can be identified with explicit cells of MkSO(n).
Do this by observing that only one primitive class τ ij1 ∗ τ 0j2 exists in each of the first n
dimensions for sufficiently large k.
Theorem 5.1 shows that the only generators in cohomology which are not products of
primitive classes as above are the unstable generators. These are all cells in the frames of
-systems for  k which would be cancelled in Mk+1SO(n). Those of smallest dimension will
have  as small as possible but with the top level of the frame FI of too high dimension
to fit in MkSO(n), i.e., with = k. Finally, I for these cells should be made of the smallest
possible dimensions, i.e.,
I = {1,1,1, . . . ,1,1,2︸ ︷︷ ︸
k
}.
The 2 is needed since two of these dimensions will occupy the same group and must be
distinct. These conditions uniquely define the cells:(
. . .
((((
. . .
((
τ 11 ∗ τ 02
)
τ 12 ∗ τ 03
)
. . .
)
τ 1r−1 ∗ τ 0r
)
τ 1r τ
2
r ∗ τ 0r+1
)
τ 1r+1 ∗ τ 0
)
. . .
)
τ 1k−1 ∗ τ 0k .
For 1  r < k. From Theorem 5.1 it can be seen that these do indeed generate. The cell
above has dimension 2k.
Proposition 5.1. The Stiefel–Whitney class wi(P ) ∈Hi(MkSO(n);Z2) is represented by the
Hom dual of any cell of the form τ i−1j1 ∗ τ 0j2 whenever k > 12n.
Proof. Prove the result first on M∞SO(n) by induction on the dimension i . w1(P ) for
any SO(n)-bundle is, of course, zero. For k > 1, 2k > 2, so the only generator in
H 2(MkSO(n);Z2) is [(τ 11 ∗τ 02 )∗]. The same cell represents the only class ofH 2(M∞SO(n);Z2).
Since M∞SO(n) is a BSO(n), w2(P ) is the only nonzero class in H 2(M∞SO(n);Z2). Thus
[(τ 11 ∗ τ 02 )∗] represents w2(P ) in M∞SO(n).
Assume that wi is represented by the Hom dual of any of the cells [τ ij1 ∗ τ 0j2 ] for all
i < i0. Then[(
τ
i0−1
1 ∗ τ 02
)∗]= cwi0(P )+∑ cI∏
I
wI (P )
for some constants c, cI and where the sum is over the collection of products of lower-
dimensional Stiefel–Whitney classes in Hi0(M∞SO(n);Z2). The inclusion j :M∞SO(i0−1) →
M∞SO(i0) is covered by a bundle map which is an isomorphism on fibers:
R⊕ (∗∞SO(i0 − 1))×SO(i0−1) Ri0−1 j˜ (∗∞SO(i0))×SO(i0) Ri0
M∞SO(i0−1)
j
M∞SO(i0)
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So
j∗
[(
τ
i0−1
1 ∗ τ 02
)∗]= cj∗wi0(P )+∑ cI∏
I
j∗wI (P )
but the first two terms vanish for SO(i0 − 1). Thus, since the classes wI (P ) above are
independent in Hi0(M∞SO(i0−1);Z2), the cI are all zero and [(τ i1 ∗ τ 02 )∗] = cwi(P ). c =
1 mod 2, since both wi0 and [(τ i0−11 ∗ τ 02 )∗] are nonzero.
To get the identification of cells and Stiefel–Whitney classes on MkSO(n) we need to pull
back by the inclusion
MkSO(n)
i→M∞SO(n).
We are done if this induces an isomorphism on Hm(MkSO(n);Z2) for 0  m  n. By the
discussion above, the smallest dimension m for which MkSO(n) has any unstable generators
is m= 2k. Up until this dimension j clearly gives an isomorphism on cohomology since
the only generators in MkSO(n) or M
∞
SO(n) are the same. Therefore, choose k such that 2k > n
or k > 12n. ✷
Finally, MkSO(n) is cohomologically k-nilpotent. That is, the maximal length of any
nonvanishing cup product in H ∗(MkSO(n);Z2) is less than or equal to k − 1. This is a
standard fact [2, Corollary 6.12] and follows from the observation that MkSO(n) is a union
of k contractible subsets, copies of c(∗k−1SO(n)), the cone on the join of k − 1 copies
of SO(n). That there are no other relations on the cohomology generated by the Stiefel–
Whitney classes is apparent from Proposition 5.1 and the discussion above.
6. The obstruction bundle
In this section, the Euler class of the obstruction bundle Ξ is computed. It was shown
in Section 3 that Ξ =⊕b2,+ adP , where P is the k-universal SO(n)-principal bundle.
The mod 2 reduction of the Euler class, e(Ξ), is the top-dimensional Stiefel–Whitney
class. This is the class that will be shown to be nonzero, implying the same for the Euler
class.
Proposition 6.1. Let e(Ξ) be the Euler class of the obstruction bundle and let k > 12n.
For n odd,
e(Ξ) = 0 if (wn(P ))((n−1)/2)b2,+ = 0.
For n even,
e(Ξ) = 0 if (wn−1(P ))(n/2)b2,+ = 0.
The proof of the proposition requires a few facts about the basic in the theory of
symmetric homogeneous polynomials [8, Chapter 16]. If E = P ×SO(n) Rn, where the
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group action is the standard one, then adP ⊂ End(E) = E ⊗ E∗ is the subbundle of
fiberwise antisymmetric endomorphisms on E. Homologically, E =⊕ni=1 Li for some
real line bundles Li , by the splitting principal. Define ti =w1(Li). Then since
End(E)=
n⊕
i,j=1
Li ⊗L∗j and adP ∼=
n⊕
i<j=1
Li ⊗L∗j
homologically, so that
wTop(adP)=wn(n−1)/2(adP)=
n∏
i<j=1
(ti + tj ).
Now we need to introduce three standard collections of symmetric functions.
Define σj to be the j th elementary symmetric polynomial on {t1, . . . , tn}. The collection
of products
σj1σj2 . . . σjr , {j1, . . . , jr } ∈J ,
where J is the set of all partitions of m with each j  n, are a basis for the space of
symmetric, homogeneous polynomials of degree m on n variables.
Call two monomials in t1, t2, . . . , tn equivalent if a permutation of t1, t2, . . . , tn
transforms one into the other. Let I = {i1, i2, . . . , ir} be a partition of m with r  n and
define
ΣI =
∑
t
i1
1 t
i2
2 . . . t
ir
r ,
where the sum is taken over all monomials in t1, t2, . . . , tn equivalent to t i11 t
i2
2 . . . t
ir
r . The
collection of ΣI over all partitions of m of length less than or equal to n is a basis for the
module of degree m symmetric polynomials in the variables t1, t2, . . . , tn.
In particular, when r = 1, so that I = {i}, the trivial partition of the number i ,
Σi =
∑
t i1 = t i1 + t i2 + · · · + t in.
The third collection of polynomials is defined in terms of the other two. For m n only,
and a partition I = {i1, i2, . . . , ir}, as before, of m, define sI to be the unique polynomial
on m variables such that
sI(σ1, σ2, . . . , σm)=
∑
t
i1
1 t
i2
2 . . . t
ir
r =ΣI(t1, t2, . . . , tn).
In particular, for any 1  i  n, si (σ1, σ2, . . . , σi) = Σi . We will need the following
decomposition of the ΣI in terms of products of the Σi .
Lemma 6.1.
ΣI =
∑
P∈S(I)
(−1)r−p
p∏
=1
(
d(P)− 1
)! Σ|P|,
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where S(I) is the set of partitions of I = {i1, i2, . . . , ir }, a partition of m. If P =
{P1,P2, . . . ,Pp}, d(P) is the number of integers in P and |P| denotes the sum
|P| =
∑
i∈P
i =
d(P)∑
j=1
ij
of the integers {ij}d(P)j=1 in each subset P.
The proof is by induction on r .
Proof of Proposition 6.1. The polynomialΣ(0,1,2,...,n−1) is, in fact, just the Vandermonde
determinant [6, Chapter 4]. This is also equal to the product
n∏
i<j=1
(ti − tj )
which is equivalent, mod 2, to the expansion of wn(n−1)/2(adP) above. Thus, the problem
has been reduced to showing that Σ(0,1,2,...,n−1) is nonzero.
Case 1: n odd. The expansion given in Lemma 6.1 for Σ(1,2,3,...,n−1) has a term for each
partition of (1,2,3, . . . , n − 1). If the term for P = {P1,P2, . . . ,Pr } has some P with
d(P)= 1, then |P| n− 1. Therefore, this term has a factor Σq for some q < n. It will
be seen later why such terms have no effect on the result.
On the other hand, if a term in the expansion has d(P) > 2 for some , then the
coefficient for this term has a factor (d(P) − 1)!, an even number. So terms like this
do not contribute to Σ(1,2,3,...,n−1) mod 2.
The remaining terms correspond to partitions P of (1,2,3, . . . , n− 1) with P such that
d(P)= 2 ∀. There are two subcases.
If P = {(1, n− 1), (2, n− 2), (3, n− 3), . . .}, |P| = n ∀. The whole term is then
(−1)n−r
r∏
=1
(
d(P)− 1
)! Σ|P| = (−1)(n+1)/2(Σn)(n−1)/2 ≡ (Σn)(n−1)/2 mod 2.
If P = {(1, n− 1), (2, n− 2), (3, n− 3), . . .}, |P|< n for some . So this term contains
a factor Σq for some q < n.
Recall Newton’s formula:
sn − σ1sn−1 + σ2sn−2 − · · · ± σn−1s1 ∓ nσn = 0.
This gives a way of expanding each si (or Σi ) into products of σj for j  i . If this is used
to expand the si for i < n in the formula into products of σj , no terms except sn and ±σn
contain σn.
Therefore, for n odd, the coefficient of σn in such an expansion of sn(σ1, σ2, . . . , σi)
is 1 mod 2. It follows that there is an expansion of (sn(σ1, σ2, . . . , σi))(n−1)/2 = (Σi(t1,
t2, . . . , tn))(n−1)/2 into products of σj for j  n with nonzero coefficient on (σn)(n−1)/2
mod 2.
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Products of the form
p∏
=1
(
d(P)− 1
)! Σ|P|
with |P| < n for some , may contain factors with |P| > n as well. These expand
(uniquely) into products of σj with j  n simply because the latter products form a basis.
The presence of the one factor Σ|P| with |P|< n, though, guarantees that the expansion
into the σj ’s contains at least one factor with j < n.
In the end, the expansion of wn(n−1)/2(adP) into the polynomials ΣI has only one
nonzero term Σ(0,1,2,...,n−1). The expansion of this, in turn, into products of the polynomi-
als Σi , contains only one product (sn(σ1, σ2, . . . , σi))(n−1)/2 = (Σi(t1, t2, . . . , tn))(n−1)/2
with odd coefficient that also contains the term (σn)(n−1)/2 in a final expansion of the poly-
nomials si into products of the σj . The coefficient on (σn)(n−1)/2 in the latter expansion is
nonzero, mod 2.
The expansion of Σ(1,2,3,...,n−1) into products of si is not necessarily unique. However
the combined result of this and the subsequent expansion of the si into products of σj is
unique as these last products form a basis symmetric, homogeneous polynomials of degree
1
2n(n− 1) in n variables.
By Theorem 5.1, for k > 12n, the classes {wi(P )}in ∈H ∗(MkSO(n)) (or the polynomials
σi in the classes t =w1(L)), are independent generators in the ring H ∗(MkSO(n)) with the
sole constraint that products of the wi(P ) with cuplength k or greater vanish. Therefore,
as elements of Hom(H∗(MkSO(n))), an expansion of wn(n−1)/2(adP) into products of the
classes σj as above is nonzero if any one monomial in the expansion can be shown to
be nonzero. Indeed, by the theorem, other monomial terms in the expansion are either
independent over the whole homology of MkSO(n) or identically zero depending on whether
the number of factors in the monomial is less than k or greater than or equal to k,
respectively.
Finally we see that to show wn(n−1)/2(adP) = 0 it suffices to show
(σn)
(n−1)/2 = (wn(P ))(n−1)/2 = 0.
Case 2: n is even. Just as in case 1, the term corresponding to the partition P = {(n−1),
(1, n− 2), (2, n− 3), . . .}, (sn−1)n/2 is the only term of the expansion of Lemma 6.1 with
odd coefficient that also contains the term (σn−1)n/2 in an expansion of Σ(1,2,3,...,n−1)
into products of σj and the coefficient in the latter expansion is odd. Reasoning the
same as in the first case, for n even, to show wn(n−1)/2(adP) = 0, it suffices to show
(σn−1)n/2 = (wn−1(P ))n/2 = 0. We have the same restriction k > 12n for this case as the
expansions above still require the independence of the class σn.
The obstruction bundle is Ξ = ⊕b2,+ adP . Therefore, to show the Euler class is
nonzero, it suffices to show that the top Stiefel–Whitney class is nonzero. By the Whitney
Sum Theorem, this is just (wn(n−1)/2(adP))b2,+ . Therefore, it is sufficient to show
(wn(P ))
((n−1)/2)b2,+ = 0 (respectively (wn−1(P ))(n/2)b2,+ = 0
for n even (odd, respectively). ✷
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7. Proof of Main Theorem
Proof of Theorem 1.1. By Theorem 4.1, and Propositions 4.1 and 4.2, to show that P
admits an SO(n)-ASD connection it suffices to show that all sections of the associated
obstruction bundle Ξ have a zero. Therefore, we must show that e(Ξ), the Euler class of
this bundle is nonzero. By Proposition 6.1, this is true for k > 12n if (wn(P ))
((n−1)/2)b2,+ =
0 for n odd and (wn−1(P ))(n/2)b
2,+ = 0 for n even. From Proposition 5.1 we know that
wn(P ) and wn−1(P ) are nonzero and represented by any cells of the form τnj1 ∗ τ 0j2 and
τn−1j1 ∗ τ 0j2 , respectively as long as k > 12n and k > 12 (n− 1), respectively. Theorem 5.1
implies that(((
τn−11 ∗ τ 0
)
τn−12 ∗ τ 0
)
. . .
)
τn−1
((n−1)/2)b2,+ ∗ τ 0((n−1)/2)b2,++1 and(((
τn−21 ∗ τ 0
)
τn−22 ∗ τ 0
)
. . .
)
τn−2
(n/2)b2,+ ∗ τ 0(n/2)b2,++1
are representatives of (wn(P ))((n−1)/2)b
2,+
and (wn−1(P ))(n/2)b
2,+
, respectively, and that
these classes are generators in cohomology, as long as k > 12 (n− 1)b2,+ or k > 12nb2,+,
respectively. ✷
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