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1. Introduction
Particle statistics is usually considered to be a quantum effect. It is
expressed through the symmetry of the wave function of a system of identical
particles and does not appear, normally, as an interaction in the Hamiltonian.
In two space dimensions it can be represented as a special kind of interaction,
but being of the Aharonov-Bohm type, it does not give rise to any force on
the particles.
Thus, at the level of classical trajectories of individual particles, there is
no difference between identical and non-identical particles. There is however
one place in the classical description of particles where their indistinguishabil-
ity is important, namely in the statistical mechanics. There the trajectories
of individual particles no longer matters, but the volume of the available
phase space is important for thermodynamical quantities. Indistinguisha-
bility is introduced by dividing the phase space volume of N non-identical
particles with the factor N !. This reduction is essential to give the correct
expression for the entropy and thus to resolve Gibbs’ paradox.
The reduction in phase space is readily understood. If the particles are
indistinguishable all configurations that can be related by a permutation of
the particles correspond to one and the same physical configuration. This
single configuration for identical particles is then represented as N ! different
configurations in the case of distinguishable particles. The configuration
space of indistinguishable point particles is therefore derived from the space
of distinguishable particles by an identification of equivalent points.
The identification of points implies that the configuration space of a sys-
tem of identical particles is not everywhere a smooth manifold, there are
singularities corresponding to the situation where two or more particles oc-
cupy the same point in space. Such a point is a geometrical singularity,
a point of infinite curvature. For the phase space the situation is similar,
the identification of points introduce singularities, although in general these
singularities do not have the same simple geometrical interpretation as in
configuration space.
The quantum description of identical particles can be introduced in terms
of wave functions, or alternatively in terms of path integrals, defined on the
configuration space with identifications [1, 2]. The presence of singularities
then are important, since it divides the continuous paths into different classes,
depending on how they evolve around the singularities. Such classes can be
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associated with different phase factors. There is only one characteristic phase
factor for each system of identical particles, corresponding to an exchange of
two particles, and this factor identifies the statistics. Viewed in this way, the
statistics parameter associated with the particles labels inequivalent quanti-
zations of the classical system. Thus, the statistics parameter appears in the
quantization of the system and is not present in the classical description of
the particles.
In this paper we will to discuss an alternative approach to the classical
description of identical particles. This does not mean that we consider the
standard description of point particles referred to above as being in any sense
incorrect. However, we would like to stress that starting from the quantum
theory there are different possibilities for describing the corresponding classi-
cal system, and we would like to examine one where the statistics parameter
is present also at the classical level. As discussed in the paper we may view
this as a non-standard way of taking the classical limit.
The way we introduce the classical description is to consider, in a general
form, a coherent state representation of the quantum system. We assume
the coherent states to be determined by a set of particle coordinates, and
we further assume the time evolution (in the low energy regime) to a good
approximation to be described simply by the motion of these coordinates.
There is a manifold defined by the set of possible coordinates and a natu-
ral phase space structure inherited from the full quantum description. This
phase space is a smooth manifold, even when the particle coordinates coin-
cide, and the reduction corresponding to the factor 1/N ! does not have to be
introduced by hand, but appears naturally when calculating the phase space
volume.
To clarify this idea, we consider the case of a harmonic oscillator coherent
state representation of a system of identical point particles in some detail.
We show how the classical description introduced in this way distinguishes
between bosons, fermions, and in general anyons [2, 3], and we calculate the
available phase space volume for the case of N identical particles in a finite
volume. The classical statistics parameter is then identified as the phase
space volume occupied by each of the particle present in the system. Viewed
in this way the description has the character of a classical analogue of the
quantum exclusion statistics introduced some time ago by Haldane [4]. We
examine this correspondence in some detail by considering the statistical
mechanics of our classical system.
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The description we use is not restricted to systems of point particles. We
illustrate this by considering vortex solutions of the Chern-Simons Ginzburg-
Landau theory. The manifold defined by the N -vortex configurations has a
natural phase space structure, and although this can not be fully determined,
the phase space volume can be calculated and the statistics parameter iden-
tified. This particle description of vortices is closely related to a description
of vortices in the (relativistic) abelian Higgs model previously discussed by
Samols, Manton and others [5, 6] although in their case the vortex manifold
is identified as a configuration space rather than as a phase space.
2. Classical phase space from the quantum description
In this section we consider a general quantum system and a subset of
states |ψx〉, which is indexed by a set of coordinates x = {x1, x2, ..., xN}.
These may be the coordinates of a system of (identical) particles or the coor-
dinates of an N soliton configuration, but we do not have to be more specific
at this point. We only assume that the wave function evolves smoothly with
a change of these coordinates, and that it is symmetric under an interchange
of any pair of the N coordinates. We furthermore assume, that in the regime
of interest (typically at low energies), the time evolution of the system, to
a good approximation, can be described (up to a phase factor) as a time
evolution of the coordinates only. This means that it makes sense to con-
sider the restricted (constrained) system where the evolution of the system
is projected to the manifold defined by the normalized states |ψx〉. Since the
physical states correspond to rays in the Hilbert space, i.e. to state vectors
defined up to a complex factor, we consider the classical N -particle space
M, derived from the quantum description, to be defined by the normalized
states |ψx〉 only up to such a phase factor. It is the phase space structure of
the space M which will be of importance for our discussion.
The Schro¨dinger equation of the quantum system can be derived from
the Lagrangian,
L = ih¯〈ψ|ψ˙〉 − 〈ψ|H|ψ〉 , (2.1)
where H is the Hamiltonian of the system, and the Lagrangian of the con-
strained system is obtained from this by restricting |ψ〉 to the subset of states
|ψx〉. Expressed in terms of the coordinates x, it has the generic form
L = x˙iAi(x)− V (x) , (2.2)
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where Ai is the Berry connection [7]
Ai = ih¯〈ψx|∂iψx〉 , (2.3)
∂i denotes the partial derivative with respect to xi,
1 and the potential V is
the expectation value of the Hamiltonian in the state |ψx〉. The equation of
motion derived from the Lagrangian is,
fij x˙j = ∂iV , (2.4)
with
fij = ∂iAj − ∂jAi . (2.5)
Under the general condition that fij is an everywhere invertible matrix (which
in particular means that the spaceM is even-dimensional), a Poisson bracket
can be defined and a symplectic structure introduced on M. The bracket
has the form [8]
{A,B} = (f−1)ij ∂iA∂jB , (2.6)
and the equation of motion can then be written as
x˙i = {xi, V } . (2.7)
The corresponding symplectic form is,
ω = −1
2
fij dxi ∧ dxj , (2.8)
and in particular this determines the phase space volume. Thus, under the
general conditions mentioned, a classical phase space can be derived from
the quantum description. Note, however, that it is a generalized phase space
in the sense that no configuration space has been identified.
The symplectic structure of the manifold M has a simple geometric in-
terpretation. It is defined as the imaginary part of the scalar product in the
1 We use a shorthand notation by treating xi as a single parameter. In reality the
phase space space for each particle will be multi-dimensional.
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tangent space of M, which is obtained by projection from the Hilbert space
of the full quantum system and can be written as
fij = −2h¯ℑ{〈Diψx|Djψx〉} , (2.9)
with Di the projected derivative,
|Di ψx〉 = |∂i ψx〉 − |ψx〉〈ψx|∂i ψx〉 . (2.10)
Written in this form, it is manifest that the symplectic form, defining the
classical kinetic energy, only depends on the properties of the projected sub-
space. The real part of the scalar product gives another, related structure
on M, which can be interpreted as a metric [9],
gij = 2h¯ℜ{〈Diψx|Djψx〉} . (2.11)
This construction provides a natural way to introduce a metric on the phase
space, and makes it possible to discuss its geometry.
At this point we will introduce an assumption about the geometrical
structure ofM, which leads to a simplification in the discussion to follow. We
assume M to be a Ka¨hler manifold. This has several technical implications,
but we will only use that there is a complex structure on M, such that the
symplectic and metric structures referred to above are the antisymmetric
and symmetric part of the same complex Ka¨hler metric. In terms of complex
coordinates on M, we then get the following expressions for the symplectic
form and the metric,
ω = −fzizjdzi ∧ dzj ,
ds2 = −2ifzizjdzidzj , (2.12)
with
fzizj = ∂ziAj − ∂zjAi¯ . (2.13)
This tensor can further be expressed as
fzizj = i∂zi∂zjK(z, z) , (2.14)
where K(z, z) is the Ka¨hler potential.
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The condition that M is a Ka¨hler manifold is satisfied when the state
vectors which define this manifold are, up to normalization, analytic functions
of zi,
|ψz〉 = N (z, z)|φz〉 , (2.15)
where |φz〉 denotes the analytic part of the state vector and N (z, z) is the
normalization factor. The vector potentials are then given by
Ai = −ih¯∂zi lnN (z, z) ,
Ai¯ = ih¯∂zi lnN (z, z) , (2.16)
and the Ka¨hler potential is related in a simple way to the normalization
factor,
K(z, z) = h¯ ln |N (z, z)|−2 . (2.17)
3. Coherent states of identical particles
We now illustrate the general discussion by considering coherent states
of the one dimensional harmonic oscillator, or equivalently, charged particles
moving in two dimensions in the presence of a strong magnetic field that
restricts the available states to the lowest Landau level. In this example we
can explicitly derive the metric and symplectic structure, and show that they
can be obtained from a Ka¨hler potential.
We first define the coherent states for bosons and fermions and derive
the corresponding classical mechanics. There is no unambiguous way to
define coherent states for anyons, but we will use a construction which is
very natural in this context, and again study the corresponding classical
mechanics.
Since we are interested in the statistical mechanics, we also want to cal-
culate the N-particle phase space volumes in the different cases. For this, it
is necessary to start with a finite volume, and then take the thermodynamic
limit. There are two obvious ways to confine the system, either by a poten-
tial, or by restricting the motion to a compact surface. In this section we
shall consider the latter and study particles moving on a sphere. The case of
a harmonic confining potential is treated in the Appendix.
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A. Bosons and fermions in the plane
We shall use the notation of ref. [10] and define a coherent state by trans-
lations of a minimum uncertainty reference state |0〉. The translation opera-
tors, D(z), form a unitary and irreducible representation of the Heisenberg-
Weyl group, and in the following we shall use the following explicit represen-
tation in terms of creation and annihilation operators,
D(z) = eza
†−za = e−
1
2
zzeza
†
e−za , (3.1)
where [a, a†] = 1, and z is a dimensionless complex coordinate. In addition
to the obvious relations D(z)† = D(−z) and D(0) = 1, we shall need the
following multiplication rule,
D(z1)D(z2) = e
− 1
2
(z1z2−z2z1)D(z1 + z2) . (3.2)
The coherent states are now defined by,
|z〉 = D(z)|0〉 = e− 12zzeza† |0〉 . (3.3)
with a reference state |0〉 which is annihilated by a. For convenience we shall
use a notation where the normalized coherent states are labeled by z only,
although the normalization factor also depend on z. This is to distinguish
the coherent states from the position eigenstates |z, z〉, and should lead to no
confusion. From (3.2) we immediately get the overlap between two coherent
states,
〈z1|z2〉 = 〈0|D†(z1)D(z2)|0〉 = 〈0|D(−z1)D(z2)|0〉 = e− 12 (z1z1+z2z2)+z1z2 .(3.4)
An unsymmetrized basis of N-particle coherent states is defined by
|z〉 = |z1, z2, . . . zN 〉 = D1(z1)D2(z2) . . .DN(zN )|0, 0, . . .0〉
(3.5)
= e(−
1
2
∑N
i=1
zizi)e(
∑N
i=1
zia
†
i )|0〉 .
Normalized N-particle coherent Bose and Fermi states are symmetric and
antisymmetric linear combinations respectively,
|z,±〉 = |z1, z2, . . . zN 〉± = N (zi, zi) 1√
N !
∑
P
η±P e
ziP a
†
i |0〉 , (3.6)
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where sum is over permutations, P , and the sum in the exponent over the
index i is suppressed. The permutation factor, ηP , equals 1 for bosons and
±1 for fermions depending on whether the permutation is even or odd. Note
that all dependence on zi is in the normalization factor N , which is given
by,
|N (z, z)|−2 = ∑
P,P ′
ηPηP ′
1
N !
〈0|ezjP ′ ajeziP a†i |0〉 =∑
P
ηP e
ziP zi . (3.7)
Following the general discussion in the previous section, we write the
classical phase space Lagrangian (2.1) for the N-body system as,
L(z, z) = 〈z,±|ih¯∂t − Hˆ|z,±〉 , (3.8)
where Hˆ is the quantum Hamiltonian. In the following we shall use the
harmonic oscillator as a simple illustration, i.e. we take,
Hˆ = h¯ω
N∑
i=1
(a†iai +
1
2
) . (3.9)
Using (3.8), (3.9) and (3.6) we get,
L(z, z) = ih¯(z˙i∂zi lnN − z˙i∂zi lnN )− h¯ωzi∂zi ln |N |−2 −
1
2
Nh¯ω . (3.10)
By varying with respect to zi one easily verifies that the equation of motion
is that of a harmonic oscillator, i.e. z˙i = −iωzi. We can rewrite (3.10) on
the standard form (2.2),
L(zi, zi) =
1
2
(
Azi z˙i + Azi z˙i
)
− V (zi, zi) , (3.11)
and using the phase convention N = N the potentials Az and Az and V can
all be obtained from the Ka¨hler potential (2.17),
V (z, z) = ωzi∂ziK(z, z) ,
Ai(z, z) =
i
2
∂ziK(z, z) , (3.12)
Ai¯(z, z) = −
i
2
∂ziK(z, z) ,
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with
K(z, z) = h¯ ln |N (z, z)|−2 = h¯∑
P
ηP e
ziP zi . (3.13)
To get some insight into the meaning of these expressions we first analyze
the two body case. Expressed in center of mass and relative coordinates,
Z = 1
2
(z1 + z2) and z = z1 − z2, the Ka¨hler potential reads,
K(Z, z, Z, z)± = 2ZZ + ln
[
e
1
2
zz ± e− 12zz
]
, (3.14)
where ± refers to bosons and fermions respectively. The corresponding La-
grangians for the relative coordinate are now obtained using (3.11) - (3.14)
LB(z, z) =
ih¯
4
(zz˙ − z˙z) tanh zz
2
− h¯ω
2
zz tanh
zz
2
, (3.15)
LF (z, z) =
ih¯
4
(zz˙ − z˙z) coth zz
2
− h¯ω
2
zz coth
zz
2
.
Note that fermionic Lagrangian is singular in the limit of small r =
√
zz,
i.e. when the particles come close together. This is however of no physical
significance, since the singular piece is a total time derivative,
lim
r→0
LF =
ih¯
2
(zz˙ − z˙z) 1
zz
=
ih¯
2
∂t ln(z/z) , (3.16)
which can be absorbed in N as a pure phase (relaxing the reality condition),
or equivalently, as a pure gauge term in Az and Az. From (2.14) we get for
the symplectic two form,
fBzz =
ih¯
2
(
tanh
zz
2
+
zz
2 cosh2 zz
2
)
r→∞→ ih¯
2
, (3.17)
fFzz =
ih¯
2
(
coth
zz
2
− zz
2 sinh2 zz
2
)
r→∞→ ih¯
2
,
where z = reiφ. Note that although the Ka¨hler potential is singular in the
fermion case, the metric is well defined.
In both cases, in the limit of large r, we retain the naive flat metric,
ds2 = h¯ dzdz. Since we refer to relative coordinates this expression is re-
duced by a factor 2, as compared to the case of a single particle2. (Note that
2 Our normalization is such, that for a harmonic oscillator hamiltonian with m =
ω = 1, z is related to the usual coordinates and momenta by, z = (x + ip)/
√
2h¯, so
h¯dzdz = [(dx)2 + (dp)2]/2.
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the appearance of h¯ in these classical expressions is due to the use of the
dimensionless coordinate z. As a more natural variable in the classical de-
scription we may use the dimensional coordinate z˜ =
√
h¯z which then would
remove h¯ from the expressions.)
The more interesting limit is that of small r,
ds2
r→0→ h¯[ρ2dθ2 + dρ2] (bosons) , (3.18)
ds2
r→0→ h¯
3
[ρ2dθ2 + dρ2] (fermions) ,
where we have changed variables to ρ = r2/2 and θ = 2φ. We note that
in these variables the metric has the standard flat-metric form in polar co-
ordinates. Thus, the new angular variable is restricted to an interval of 2π
(for ρ = 0 to be a regular point), and therefore φ is restricted to an in-
terval of π. This has implications also for large separation of the particles,
where the space of relative coordinates has the geometry of a cone rather
than that of a plane. This is similar to the situation for the configuration
space of two identical particles when this is constructed by identification of
physically equivalent points [2]. However, in the present case the space is
geometrically smooth for small separation and the reduction in volume (es-
sentially by a factor 2) compared to that of non-identical particles appears
naturally from the metric of the space and not through the identification (by
hand) of equivalent points.
The phase space of bosons and fermions has the same flat metric for large
separation. However, for small separation it is smooth but different in the
two cases. This leads to a correction to the phase space volume coming from
the short-distance behaviour which is different for bosons and fermions. If we
fix the maximal separation, R 3, of the particles, the volume of the interior
of the selected region is determined from the form of the potential Az and
Az on the boundary alone. With the description still restricted to relative
coordinates, the phase space volume becomes4
V = −
∫
fzzdz ∧ dz = −
[∮
Azdz +
∮
Azdz
]
. (3.19)
3 R is again measured in dimensionsless units, just as z
4 The phase space volume given by (3.19) is identical to the Berry phase associated
with the interchange of the two particles. The close relation between phase space volume
and Berry phase is the analogue of the two well-known aspects of quantum statistics: the
symmetry of the wave function on one hand and the Pauli exclusion principle on the other.
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This gives in the two cases
VB =
1
2
h¯πR2 , VF =
1
2
h¯(πR2 − 2π). (3.20)
The difference in phase space volume is a manifestation of the the difference
in statistics in the classical description. This is readily understood from
a semiclassical description where the number of states in a (single particle)
phase space is identical to the volume divided by h. (The factor 1/2 in (3.20)
follows from the fact that we refer to relative coordinates, with the angular
integration in (3.19) running from 0 to π. The volume of one particle-space
with the position of the second particle fixed would not include this factor.)
In the following we will simply take the reduction in phase space volume due
to the presence of the other particle as defining the statistics parameter in
the classical description. We will then examine how the phase space volume
of an N -particle system depends on this parameter, not only for bosons and
fermions but also for intermediate values of the statistics parameter.
B. Anyons in the plane
It is well known that the harmonic oscillator coherent states states are
identical to the maximally localized states of charged particles in a mag-
netic field projected to the lowest Landau level (LLL). The translation from
harmonic oscillator to particle in the LLL is as follows
a =
i√
2
(Π˜x − iΠ˜y)ℓ , (3.21)
z =
1√
2
(Rx − iRy)1
ℓ
,
where (in the symmetric gauge) Π˜i = pi− 12eBǫij xˆj are the generators of mag-
netic translations, Ri the guiding center coordinates, and ℓ = (h¯/eB)
1
2 the
magnetic length. This relation just expresses that the configuration space of
charged particles in the LLL is mathematically equivalent to the phase space
of a particle in one dimension. The re-interpretation of the coherent states as
describing particles in the lowest Landau level is helpful in two respects. We
can in a simple way generalize the coherent state representation of bosons
and fermions to fractional statistics, i.e. to anyons in the lowest Landau
level. We can also more easily introduce a finite volume and take the correct
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thermodynamic limit. Although there is no natural way to restrict particle
motion in one dimension to a finite phase space, charged particles moving in
a finite area penetrated by a constant magnetic field, makes perfect sense. In
particular we can (in theory) study anyons moving on a compactified space,
like a sphere. This problem will be studied below, but first we generalize our
coherent state formalism to the case of fractional statistics.
In complex coordinates, an N-body anyon wave function has the form,
Ψν(z, z) =
∏
i<j
(
zi − zj
zi − zj
)ν/2
ΨB(z, z) , (3.22)
where ΨB is a totally symmetric function. In general very little is known
about anyonic energy eigenstates for N > 2. Exceptions are the LLL anyon
states in a magnetic field which are of the form [11],
Ψν
m
(z, z) =
∏
i<j
(zi − zj)νe− 12zzSm(z) , (3.23)
where m = (m1, . . .mN), mi integer, and
S
m
(z) = N
m
S∏
m
zmii . (3.24)
S is the symmetrization operator and N
m
a normalization constant. We
now recall [12] that the fermion and boson coherent states in (3.6), up to
a normalization factor, is nothing but the projection on the lowest Landau
level of the appropriately (anti)symmetrized position eigenstates,5
|z,±〉 = C±(z, z)PLLL|z, z,±〉 , (3.25)
which implies that any bosonic of fermionic N-body wave function in the
lowest Landau level can be expressed as
Ψ±(z, z) = 〈z, z,±|PLLL|Ψ〉 = C±(z, z)−1〈z,±|Ψ〉 . (3.26)
In particular, if we are given a complete set Ψ±
m
(z, z) of such LLL wave
functions, we can reconstruct the N-particle coherent states by,
|z,±〉 = C±(z, z)
∑
m
|m〉〈m|z, z,±〉 (3.27)
= C±(z, z)
∑
m
Ψ
±
m
(z, z)|m〉 ,
5 This can easily be verified by explicit calculation, and it is also natural since the
coherent states are the minimum uncertainty states centered around z.
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and using that the states |m〉 are normalized, we can express the normaliza-
tion C±(z, z) as
|C±(z, z)|−2 =
∑
m
|Ψ±
m
(z, z)|2 = 〈z, z± |PLLL|z, z,±〉 . (3.28)
The same procedure can now be applied to anyons in the LLL provided
that we define the coherent states by the projection of the position eigen-
states on the LLL. This definition is not unique, but can be shown to have
several good properties [12, 13]. By substituting (3.23) in the relations cor-
responding to (3.27) and (3.28) and redefining the normalization constant
by an exponential and a Jastrow factor which is common for all the wave
functions, we get
|z, ν〉 = Nν(z, z)
∑
m
|m〉S
m
(z) , (3.29)
with
|Nν(z, z)|−2 =
∑
m
|S
m
|2 = ezz∏
i<j
|zi − zj |−2ν〈z, z, ν|PLLL|z, z, ν〉 . (3.30)
These expressions are the anyonic counterparts to (3.6) and (3.7) in the case
of bosons and fermions, and the derivation of the classical mechanics follows
mutatis mutandis. The expressions are of course much more complicated than
in the boson or fermion case, and there is no known analytic expression for
the Ka¨hler potential except in the case of two particles, where the polynomial
part of the wavefunction in the relative coordinate z is given by [11]
Sm(z) =
z2m+ν√
π22mΓ(2m+ 1 + ν)
. (3.31)
The Ka¨hler potential can then be calculated from (3.30) and expressed in
terms of a generalized hypergeometric function,
K(z, z) = h¯ ln
[
1
πΓ(1 + ν)
F1 2 (1;
1
2
+
ν
2
, 1 +
ν
2
;
(zz)2
16
)
]
. (3.32)
The large r limit can be obtained from the properties of the hypergeometric
function, and coincides with the result for bosons and fermions. The small r
limit can be read off directly from the leading term in (3.30),
lim
r→0
K(z, z) = h¯ν ln zz +
h¯
2(1 + ν)(2 + ν)
(
zz
2
)2
+ const , (3.33)
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giving the asymptotic metric
ds2
r→0→= 2h¯
(1 + ν)(2 + ν)
[ρ2dθ2 + dρ2] , (3.34)
which interpolates smoothly between the expressions (3.18) for bosons and
fermions. (Note that the phase space metric found in this way does not have
the same physical dimension as the metric of the space in which the anyons
move. Thus, there is a scale factor ℓ2/h¯ between the two metrics, where ℓ is
the magnetic length.)
In spite of the complicated form of the Ka¨hler potential K(z, z), there
is a simple property that immediately follows if we write it in the following
form using the second identity in (3.30),
K(z, z) = h¯[zz− 2ν∑
i<j
ln |zi − zj |+ ln〈z, z, ν|PLLL|z, z, ν〉] . (3.35)
For a translationally invariant state (corresponding to a constant magnetic
field and no external potential) only the first term can depend on the CM
coordinate Z. Equivalently, we consider the limit zi = Z where the positions
of all the particles coincide, and get
K(Z,Z) = Nh¯ZZ , (3.36)
corresponding to a single particle of charge N , as expected. Below we shall
see that this relation is altered when the particles are moving on a sphere, and
the corresponding expression will allow us to calculate the pertinent phase
space volume for particles with different statistics.
B. Identical particles on a sphere
In this section we will calculate the N -particle phase space volume for
particles confined to a finite region. We are interested in the dependence of
the volume on the particle statistics. This extends the previous discussion of
the two-particle case and makes it possible to derive the (classical) statistical
mechanics of the particles. As a convenient regularization of the system size,
we consider a phase space with spherical geometry6.
6 The most natural choice for a closed two-surface seems to be the torus, since the
sphere has a finite curvature. There is, however, a technical difficulty in generalizing the
results in the plane to a torus in that the magnetic translation operators are not well
defined for general translations due to the periodicity conditions [15].
15
A charged particle moving on a unit sphere, penetrated by 2j units of
magnetic flux has a total angular momentum J = j + L where L is the
orbital angular momentum. The lowest Landau level corresponds to L = 0
and has a 2j+1 degeneracy [14]. Again we can construct coherent states by
acting on an arbitrary minimal uncertainty state, that we shall take to be
|j,−j〉, with the appropriate group elements of SU(2). We describe the sphere
by stereographic projection and use a dimensonless complex coordinate, z,
related to the polar angles by, z = − tan(θ/2)e−iφ. It is easy to show that
this z is translated into the dimensionless z introduced earlier in (3.21) by the
substitution z →
√
1
2j
z. For ease of notation, we shall make this substitution
only in the final expressions.
The SU(2) generators in the j-representation, and the corresponding co-
herent states are given by,
D(z) = ezJ+eηJ0e−zJ− , (3.37)
where Ji satisfy the standard angular momentum commutation relations and
η = ln(1 + zz). The D(z):s satisfy a multiplication rule similar to (3.2), but
here it is sufficient to know the overlap,
〈z|w〉 = [(1 + zz)(1 + ww)]−j(1 + zw)2j . (3.38)
Note that in the limit j = R2/l2 → ∞ corresponding to a large radius, or a
strong magnetic field, we recover,
〈z|w〉 → e− 12 zz− 12ww+zw , (3.39)
where we have rescaled z →
√
1
2j
z. We can now immediately take over the
results (3.6) and (3.7) for the bosonic and fermionic states in the plane ,
|z,±〉 = N (z, z) 1√
N !
∑
P
η±P e
ziP J
i
+|0〉 , (3.40)
and their normalization
|N (z, z)|−2 = ∑
P,P ′
ηPηP ′
1
N !
〈0|ezjP ′ Jj−eziP Ji+|0〉 . (3.41)
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Using (3.37) and (3.38) we can easily calculate the relevant overlap,
〈0|ezJj−ewJi+|0〉 = δij(1 + zw)2j , (3.42)
so
|N (z, z)|−2 =∑
P
ηP
∏
i
(1 + ziP zi)
2j . (3.43)
For the case of N coinciding bosons, zi = z, we immediately get the
following Ka¨hler potential
K(z, z) = Nh¯2j ln
(
1 +
zz
2j
)
, (3.44)
and the corresponding metric
ds2 =
2Nh¯
(1 + zz
2j
)2
dzdz , (3.45)
is just N times that of a sphere. Following Manton [6], we can use this result
to obtain the the volume of the N-boson phase space7. The essential obser-
vation is that the submanifold spanned by the configurations of N coinciding
bosons is a complex curve of degree N in the manifold CPN . The metric
(3.45) immediately gives the volume corresponding to this complex curve,
which can be shown to be N times the area, A, obtained by integrating the
fundamental two form, ω, in (2.12) over a complex line. It then follows from
a general theorem for Ka¨hler manifolds that the total volume is given by,
V =
1
N !
(A)N . (3.46)
In our case, using (3.44) and (2.12), we get
A = h¯
∫
sph
ω = h2j =
h¯4πR2
l2
= eΦ , (3.47)
7In [16] a formula for the volume of the moduli space for vortices moving on an arbi-
trary genus Riemannian surface is derived making extensive use of theorems from complex
geometry
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which shows that the area is h times the number of flux quanta φ0 = h/e
which penetrate the sphere, or equivalently, h¯ times the area in units of l2.
In the fermion case, we first note from (3.43) that the normalization can
be expressed as a determinant,
|N (z, z)|−2 = N ! det(1 + zizj)2j . (3.48)
In this case we cannot directly put the particles on top of each other (that
would give a diverging N ), so we instead put zi = z + δi and consider the
limit δi → 0. Expanding in δi, we get,
det(1 + zizj)
2j ≃ (1 + zz)2jN detMij , (3.49)
where
Mij = 1 +
2j
(1 + zz)
(zδi + zδj) . (3.50)
The matrixM is hermitian, so the determinant is real and furthermore it has
zeros for δi = δj . These properties together with power counting is sufficient
to establish
detMij = C
(
zz
(1 + zz)2
)N(N−1)
2 ∏
i<j
|δi − δj |2 , (3.51)
where C is a z and δ independent constant. Combining (3.49) and (3.51) we
get, up to a constant, the Ka¨hler potential
K(z, z) = ln(1 + zz)2jN−N(N−1) + ln(zz)
N(N−1)
2 (3.52)
→ 2jN
(
1− N − 1
2j
)
ln
(
1 +
zz
2j
)
− 1
2
N(N − 1) ln(zz) .
The last term can be removed by a so called Ka¨hler gauge transformation, and
corresponds to redefining the normalization constant by an analytic factor
that does not contribute to the metric. The first term differs from the boson
case (3.44) only by the “reduction” factor 1 − (N − 1)/2j which equals one
for N = 1, corresponding to a single fermion, and zero for N = 2j + 1
corresponding to a filled Landau level. Using the same argument as in the
boson case, we get the phase space volume,
VF =
1
N !
(A− (N − 1)h)N . (3.53)
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Again the interpretation is clear - the available phase space for one particular
fermion is reduced with an amount h by each of the other particles present in
the system. This is consistent with the semi-classical interpretation, where
each quantum state is associated with a phase space volume h. Note that
there is a maximum number of particles allowed, N = 2j + 1, in which case
the phase space volume (3.53) vanishes. This corresponds to the situation
where all the lowest angular momentum states are filled, i.e. to a filled
lowest Landau level. Thermodynamically this state is interpreted as being
incompressible, as we will discuss further in Sect. 5.
Finally we consider the case of anyons. A complete set of LLL anyon
wave functions on the sphere corresponding to (3.23) in the plane is given
by,
Ψν
m
(z, z) =
∏
i<j
(zi − zj)ν
∏
i
(1 + zizi)
−j+ ν
2
(N−1)S
m
(z) . (3.54)
Following the steps leading from (3.23) to (3.30), we get the anyonic version
for (3.35),
K(z, z) = h¯
(
−j + ν
2
(N − 1)
)∑
i
ln
(
1 +
zizi
2j
)
(3.55)
− 2h¯ν∑
i<j
ln |zi − zj |+ h¯ ln〈z, z, ν|Plll|z, z, ν〉 .
Note that in this case we do not have any explicit expression for the Ka¨hler
potential corresponding to (3.41) in the case of bosons and fermions. We
can, however, again deduce the metric corresponding to configurations with
coinciding anyons, i.e. zi = z, from the above expression, again noting that
the complicated overlap in the last term must be independent of z, this time
because of rotational invariance. The Ka¨hler potential becomes,
K(z, z) = h¯N2j
(
1− ν(N − 1)
2j
)
ln
(
1 +
2zz
j
)
+ . . . (3.56)
which again smoothly interpolates between the bosonic (ν = 0) and fermionic
(ν = 1) results,
Vν =
1
N !
(A− ν(N − 1)h)N . (3.57)
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The expressions we have found above for the N -particle phase space vol-
ume demonstrates a ”classical exclusion principle”. Thus, each new particle
introduced in the system will find the available volume reduced by α = νh
relative to the previous one. The quantity α, i.e. the reduction in phase
space volume, can be taken as defining the classical statistics parameter of
the particles. In the present case it is simply the (dimensionless) quantum
statistics parameter ν multiplied with Planck’s constant h. In other cases
such a classical statistics parameter may be possible to define in terms of
reduced phase space volume, even if there is no underlying point particle
description. In the next section we will study such an example.
4. Vortex statistics
In the previous sections we have discussed how a phase space description,
with a classical statistics parameter, can be derived from a (constrained)
quantum description. In this section we will consider a somewhat different
system; a classical field theory with soliton solutions. The system we have
in mind is the Chern-Simons Ginzburg-Landau (CSGL) theory, originally
introduced as a field theory for the quantum Hall effect [17], with vortices
(quasi-particles) as soliton solutions. In a certain approximation the dy-
namics can be described in terms of vortex coordinates alone, and a phase
space description can be derived from the full theory. In this description the
vortices will be associated with a non-trivial classical statistics parameter,
and we will show that the value of this parameter agrees with the value of
the (quantum) fractional statistics parameter usually associated with quasi-
particles of the quantum Hall effect. In this derivation we will make use of
the close connection which exists between the CSGL Lagrangian and the La-
grangian of the relativistic abelian Higgs model discussed by Samols, Manton
and others [5, 6, 18]. The metric of the vortex space is the same in these two
cases and it is Ka¨hler [5]. We make use of the results of Manton [6] for the
volume of the N -vortex space, to determine the classical statistics parameter
of the vortices.
The field theory Lagrangian, which describes fields in a 2+1-dimensional
space time, is
L =
∫
d2x[ih¯φ∗D0φ− h¯
2
2m
| ~Dφ|2 − λ
4
(|φ|2 − ρ0)2 + µh¯ǫµνρaµ∂νaρ] , (4.1)
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where φ is a complex matter field, aµ a Chern-Simons field,
8 m a mass
parameter, λ the interaction strength, ρ0 the preferred density of the sys-
tem and µ a statistics parameter. In this classical field theory h¯ only plays
the role of a dimensional parameter. For the original Laughlin quantum
Hall states described by the model the statistics parameter takes the values
µ = 1/[4π(2k + 1)] with integer k. D0 and ~D denote covariant derivatives
D0 =
∂
∂t
+ ia0 ,
~D = ∇− i ~A , (4.2)
with
~A = ~a+
e
h¯
~Aext . (4.3)
~Aext describes a constant external magnetic field, Bext, which we assume
is adjusted to fit the parameter ρ0 so that the ground state is described
by a constant field φ of density ρ0 with vanishing effective magnetic field,
B = b + e
h¯
Bext = 0. The physical interpretation is that the system is at (or
close to) the center point of a quantum Hall plateau.
It is convenient to change to dimensionless form,
L =
∫
d2x[iφ∗D0φ− 1
2
| ~Dφ|2 − λ˜
4
(|φ|2 − 1)2 + ǫµνρaµ∂νaρ] , (4.4)
where the new Lagrangian is obtained from the original one by the substitu-
tions,
φ→√ρ0 φ,
A0 → h¯ρ0
µm
A0, ~A→
√
ρ0
µ
~A ,
~r →
√
µ
ρ0
~r, t→ µm
h¯ρ0
t ,
L→ h¯2ρ0
m
L . (4.5)
8 Although the theory is non-relativistic, we choose to use a relativistic notation for
the CS field with a0 = a
0, ai = −ai (i=1,2) and b = ǫij∂iaj .
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The single dimensionless parameter in the rescaled Lagrangian is λ˜ = µm
h¯2
λ.
There is no independent dynamics associated with the Chern-Simons
field, since variation with respect to a0 gives a relation between magnetic
field and (charge) density, which can be written as,
B + (
1
2
ρ−Bext) = 0 , (4.6)
with ρ = |φ|2. We assume Bext = 1/2 to give ρ = 1 and B = 0 in the
ground state (all fields in dimensionless form). For finite energy configu-
rations these values are reached asymptotically. With this assumption the
constraint equation (4.6) for B is rewritten as,
B +
1
2
(ρ− 1) = 0 . (4.7)
For stationary states the energy can be expressed as,
E =
∫
d2x[
1
2
|D+φ|2 + 1
2
B + (λ˜− 1)B2] . (4.8)
with D+φ = (D1 + iD2)φ. The energy has the lower bound
E ≥
∫
d2x
1
2
B = Nπ , (4.9)
where N is a non-negative integer. For the special value λ˜ = 1 of the cou-
pling the lower bound can be saturated. The field φ then satisfies the linear
differential equation
D+φ = 0 . (4.10)
The two equations (4.7) and (4.10) define (for λ˜ = 1) stationary vortex
configurations with N vortices of equal circulation [19] 9. Since the configu-
rations (for fixed N) are degenerate in energy, the vortices can be regarded
as non-interacting. Gauge-equivalent configurations may naturally be con-
sidered as physically equivalent, and the vortex space can then be identified
with the (moduli) space obtained from the space of field configurations after
9 We have chosen Bext to be positive. With opposite sign the lower bound is saturated
with vortices of opposite circulation.
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the identification of gauge-equivalent configurations [5]. A point in vortex
space is identified by the set of N (unordered) vortex coordinates which
corresponds to zeros of the field φ.
For values of λ˜ close to 1 the low energy configurations correspond to
slowly moving vortices. A meaningful approximation is then to impose (4.7)
and (4.10) as constraints on the field configurations. The constrained fields
describe a system of weakly interacting vortices. In the a0 = 0 gauge the
Lagrangian takes the form,
L =
∫
d2x[iφ∗φ˙+ ~˙A× ( ~A− ~Aext)− (λ˜− 1)B2]−Nπ . (4.11)
Due to (4.7) this Lagrangian is invariant (up to a total time derivative) under
time dependent gauge transformations, ~A → ~A + ∇ξ , φ → eiξφ, and can
therefore be interpreted as the vortex Lagrangian defined on the space of
gauge-equivalent field configurations.
It is useful to consider the two fields φ and ~A as components of a complex
two-component field [5],
u =
(
φ
A
)
, (4.12)
with A as the complex field A = A1 + iA2. A hermitian scalar product is
introduced as
〈u | v〉 =
∫
d2xu†v . (4.13)
With this notation, up to total time derivatives the kinetic term in the La-
grangian (i.e. the part with time derivatives) can be written as
T = i〈u− uext|u˙〉 , (4.14)
with uext = (0, Aext).
The vortex configurations are described by a set of vortex coordinates x =
{x1, x2, ..., xn}, with xi corresponding to two real or one complex coordinate
of vortex i. The precise form of the multi-vortex configurations for given
coordinates is not known, but their existence is [19]. The kinetic term for
these configurations can be written
T = Ai(x)x˙i , (4.15)
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where the new vector potential is
Ai = i〈u− uext|∂iu〉
= i〈u|∂iu〉 − ∂i〈uext|u〉 , (4.16)
and where the differentiation now is with respect to the vortex coordinates.
The corresponding field tensor which defines the symplectic form and the
phase space structure of the vortex space is
Fij = ∂iAj − ∂jAi = −2ℑ〈∂iu|∂ju〉 . (4.17)
The vortex space is the space of gauge equivalent field configurations
which satisfy (4.7) and (4.10). Let us re-consider this gauge equivalence in
terms of the complex fields u. The infinitesimal gauge transformations have
the form
δvu = (iχφ, 2∂z¯χ) , (4.18)
with χ a real function, so the vectors δvu define a real vector space. This
can be extended to a complex vector space if χ is allowed to be complex. We
will refer to the corresponding transformations as complex gauge transfor-
mations, with Γ(u) as the projection onto this complex subspace, and we will
refer to the directions defined by the gauge transformations (4.18) as vertical
directions. The orthogonal directions (horizontal directions) are defined by
variations in the field u,
δhu = (δφ, δA) , (4.19)
which satisfy 〈δvu|δhu〉 = 0, implying
2∂zδA+ iφ
∗δφ = 0 . (4.20)
The real part is
∇ · δ ~A+ i
2
(φ∗δφ− φδφ∗) = 0 , (4.21)
and the imaginary part is
δB +
1
2
δρ = 0 . (4.22)
24
Changes in the fields which follows from variations in the vortex coordinates
will automatically satisfy the second equation, (4.22), due to the constraint
(4.7). The first equation, (4.21), can be satisfied provided we make use of
the freedom to include real gauge transformations in the variations of the
fields. Thus, we may assume both these equations, or equivalently (4.20) to
be satisfied when δA and δφ are replaced by the corresponding derivatives
with respect to vortex positions.
We introduce Π(u) = I − Γ(u) as the projection onto the horizontal
directions and Di = Π∂i as the projected derivative. With the assumption
that the gauge condition (4.21) is satisfied the vector potential Ai can be
written as
Ai = i〈u− uext|Diu〉 . (4.23)
It transforms under a (complex) gauge transformation χ as
Ai → A′i = Ai − ∂iΘ . (4.24)
with
Θ =
∫
d2x[φ∗φ+ 2i∂z¯(A
∗ − A∗ext)]χ . (4.25)
This means that Fij is invariant under complex gauge transformations and
can be written as
Fij = −2ℑ〈Diu|Dju〉 , (4.26)
since the difference between ∂iu and Diu can (locally) be eliminated by a
(vortex-position dependent) gauge transformation.
We may consider the quantity
ηij = 〈Diu|Dju〉 (4.27)
as defining a hermitian metric tensor for the vortex space. It is obtained
from the scalar product (4.13) by projection on the horizontal directions.
The tensor Fij, which is derived from the kinetic part of the Lagrangian,
and which defines the phase space structure of the vortex space, can now be
identified with the imaginary part of this metric tensor.
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The metric (4.27) is relevant also for the relativistic abelian Higgs model,
as we shall now demonstrate. The Lagrangian of this model has the form
L =
∫
d2x[
1
2
(Dµφ)
∗Dµφ− 1
4
FµνF
µν − 2λ˜− 1
8
(|φ|2 − 1)2] . (4.28)
It is quadratic in time derivatives and has the Chern-Simons field replaced
by a Maxwell field. The energy has the same lower bound (4.9) as the GLCS
model, and for λ˜ = 1 this lower limit is saturated if both the equations (4.7)
and (4.10), known as the Bogomolny equations, are satisfied. Thus, if these
equations are used to define the N -vortex space, the vortex space is the same
for the two models. However, the kinematics, as defined by the kinetic part
of the Lagrangian is not the same in the two cases. The non-relativistic
model is linear in time derivatives, which means that the vortex space has
the character of a phase space, while the relativistic model is quadratic in
time derivatives, which gives the vortex space the character of a configuration
space.
Expressed in the A0 = 0 gauge and constrained by the Bogomolny equa-
tions, the Lagrangian of the Higgs model has the form
L′ = T ′ − V , (4.29)
with
T ′ =
1
2
∫
d2x[φ˙∗φ˙+ ~˙A · ~˙A] ,
V =
∫
d2x(λ˜− 1)B2 +Nπ , (4.30)
and the fields constrained by Gauss’ law
∇ · ~˙A + i
2
(φ∗φ˙− φ˙∗φ) = 0 . (4.31)
The potential V is the same, but the kinetic term T ′ is different from that
of the CSGL model. We note that the constraint (4.31) corresponds to the
real part (4.21) of the condition for motion in horizontal direction. Also
the imaginary part (4.22) is satisfied due to the Bogomolny equations. The
constraint on the motion, given by Gauss’ law, can be expressed in terms of
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the projection Π and the field u as
T ′ =
1
2
〈u˙|Π|u˙〉
=
1
2
x˙ix˙j〈Diu|Dju〉 . (4.32)
The kinetic term T ′ is different, but related to the kinetic term T of the
CSGL model. T ′ is determined by the real part, whereas T is determined
(up to a gauge transformation) by the imaginary part of the same hermitian
metric (4.27). This metric has been examined in some detail by Samols [5]
for the case of the abelian Higgs model. It is a Ka¨hler metric, which is
conveniently expressed in terms of complex vortex coordinates as
ds2 = −2iFzizjdzidzj , (4.33)
with
Fzizj = i
[
〈Dziu|Dzju〉 − 〈Dzju|Dziu〉
]
. (4.34)
The corresponding Ka¨hler 2-form is
ω = −Fzizjdzi ∧ dzj . (4.35)
The Ka¨hler form determines the symplectic structure and the volume of
the vortex space. This (2N -dimensional) volume is the same whether the
vortex space is considered as a configuration space (i.e. with the volume de-
termined by the real part of the metric) or as a phase space (with the volume
determined by the imaginary part), and has been calculated by Manton [6]
for N vortices on a sphere. The result is 10
VN =
1
N !
(A− 8π2(N − 1))N , (4.36)
with A as the volume (area) of the one-vortex space. The volume (4.36) has
the same form as discussed in Sect. 3 forN identical particles with non-trivial
10 Manton’s result has been changed with a factor (2π)N to fit the definition of the
metric in this paper. We also express the N -vortex volume in terms of the single-vortex
volume A rather than the area of the sphere. This gives a factor N − 1 instead of N in
the second term of Eq.(4.36).
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classical statistics. With the vortex space interpreted as a phase space, the
statistics of the vortices can be extracted from the reduction term 8π2N . In
order to do so correctly we have to re-write the volume (4.36) in dimensional
form. The phase space volume is determined by the Lagrangian (4.4), and
as follows from the transformations (4.5) the phase space dimensions are
correctly re-introduced by the substitutions A→ µh¯A and VN → (µh¯)NVN .
In dimensional form the expression for the N -vortex volume is
VN =
1
N !
(A− 4πµh(N − 1))N , (4.37)
and the classical statistics parameter as determined by the reduction in avail-
able phase space due to the presence of other vortices therefore is
α = 4πµh ≡ gh . (4.38)
We can interpret g, the classical parameter divided by h, as the dimensionless
quantum statistics parameter. The value g = 4πµ agrees with the value of
the statistics parameter as determined from Berry phase calculations with
Laughlin wave functions [20], or from the properties of vortices in the CSGL
model [17].
5. Statistical mechanics
A. Entropy and pressure of identical particles
We have already emphasized that even if the classical equations of mo-
tion, and thus the classical dynamics, does not depend on the classical statis-
tics parameter α, the statistical mechanics (and thus the thermodynamics),
does. In this section we demonstrate this by first calculating the entropy and
pressure in the two model systems considered in sections 3 and 4, charged
particles in the lowest Landau level, and vortices in the CSGL model respec-
tively. The results of this calculation fit nicely into the general framework of
“fractional exclusion statistics” for particles with degenerate energy levels,
and we briefly review the basics of this topic before further discussing our
results.
We assume the interaction strength to be λ˜ = 1 for the CSGL theory.
The vortex system is then degenerate in energy. That is also the case for
a system of anyons in the lowest Landau level. Thus, both these systems
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have the special property that the energy does not depend on the state, but
only on the number of particles. This means that the statistical mechanics
is determined by the phase space volume VN , which has been determined in
the previous sections, and by the energy EN . The classical partition function
is simply the total number of states, VN/h
N multiplied with the Boltzmann
factor, i.e.
ZN =
VN
hN
e−βEN , (5.1)
The following simple expressions for the free energy F and the entropy S,
immediately follow,
F = EN − T ln(VN/hN ) , (5.2)
S = ln(VN/h
N) .
where is Boltzmann’s constant is set to unity. The pressure is usually defined
by P = −(∂F/∂V)T , where V is the volume of real space, but in the systems
we have considered the real two-dimensional space where the particles or
vortices move is proportional to the phase space, so we simply define the
pressure as,
P = −
(
∂F
∂A
)
T
= T
∂ ln (VN/h
N)
∂A
, (5.3)
where A = V1 is the phase space volume for a single particle. Substituting
the results (3.57) or (4.37), we get
S = N ln(1− αρ) +N ln A
h
−N lnN +N , (5.4)
βP =
ρ
1− αρ , (5.5)
where α = νh or gh, and where we have introduced the classical phase space
density ρ = N/A and neglected the difference between N and N − 1, which
is irrelevant in the thermodynamic limit.
The expression (5.5) shows that there is a maximum density ρ = 1/α
allowed by the system, which corresponds to an infinite pressure and therefore
to an incompressible state. For the phase space volume this means VN = 0,
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i.e. there is no available phase space volume for any new particle added to
the system. For the anyon system this situation corresponds to a completely
filled Landau level. What is unusual about this is that the blocking, which
can be interpreted as representing a generalized Pauli principle, shows up
not only in the quantum but also in the classical description of the system.
B. Exclusion statistics and the classical limit
The generalization of the Pauli exclusion principle introduced by Haldane
[4], usually called exclusion statistics, states that in the presence of particles
in a set of given quantum states, the number of available one-particle states
for any new particle added to the system is reduced. More precisely, the
addition of ∆N particles changes the number of available states, dN according
to
∆dN = −g∆N , (5.6)
where g is the exclusion statistics parameter. The statistical weight, or num-
ber of states available for the full N -particle system, is given by the formula
WN =
(G+ (1− g)(N − 1))!
N !(G− gN − (1− g))! , (5.7)
where G is the number of single-particle states. Clearly (5.6) and (5.7) re-
duces to standard expressions when g = 0 (for bosons, with no exclusion)
and g = 1 (for fermions, with total exclusion). There exist some (theoretical)
realizations of exclusion statistics for particles in one dimension (i.e. with
two-dimensional phase space) for g different from these two values. One
particular case is the system of anyons confined to the lowest Landau level,
which we have already considered [4]. In that case the exclusion statistics
parameter g is identical to the anyon statistics parameter ν.
The statistical mechanics of particles with exclusion statistics can be de-
rived from the statistical weight (5.7) when the total energy can be written
as a sum of single-particle energies and (5.7) is applied separately to (single-
particle) energy levels [21, 22, 23]. The result for the entropy is
S =
∑
k
Dk{[1 + (1− g)nk] ln[1 + (1− g)nk] (5.8)
+ (1− gnk) ln(1− gnk)− nk lnnk} ,
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where the sum runs over single-particle energy states. Dk is the degeneracy
of the k-th level and the quantum distribution function, nk, is the average
occupation number of the state k.
Since each quantum state occupies the phase space volume hD, with 2D
the dimension of the single-particle phase space, we can relate n and ρ in
the semiclassical limit by n = ρhD. In the Boltzmann limit, h → 0 and
n → 0, all dependence on g in (5.8) goes away. If we, however, define the
classical physics by the double limit h → 0, g → ∞ and ghD → α, where α
is interpreted as a classical statistics parameter11 (5.8) gets a nontivial limit
of
S =
∑
k
Dkh
D [ρk ln(1− αρk)− ρk ln(ρkh) + ρk] . (5.9)
If we further specialize to the case of fully degenerate states in a two-
dimensional phase space, where the sum is simply replaced by the total
number of available single-particle states, G = A/h, and where ρk is re-
placed by N/A, we exactly regain (5.4). This demonstrates that the classical
statistical mechanics discussed in the previous section can be regarded as a
special limit of exclusion statistics, different from the Boltzmann limit.
An alternative way to see the correspondence is to start from the the
equation of state for exclusion statistics particles with the same energy,
βP =
G
V ln
(
1 +
n
1− gn
)
, (5.10)
where n = N/G. Introducing the density ρ˜ = N/V and taking the double
limit defined above we get,
βP =
ρ˜
1− αρ˜ V
V1
. (5.11)
If we identify the the physical volume V with the one particle phase space
volume A, so that ρ˜ = ρ, we reproduce (5.5).
11 Such a way of taking the classical limit is well-known from other contexts. Thus, a
charged particle can in the quantum mechanical description be characterized by a dimen-
sionless charge g = q/
√
h¯c, where q is the physical charge. (For q = e we have g2 = 4πα,
with α the fine structure constant.) With g fixed the charge q depends on h¯ and vanishes
in the limit h¯→ 0. However, if the classical limit is taken as h¯→ 0, g →∞ with g√h¯c→ q
the dimensional charge q survives the classical limit.
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In the Appendix it is shown that even in a non-degenerate case, with par-
ticles in a harmonic oscillator potential, the classical statistical mechanics,
defined as in Sect. 5A, coincides with that of exclusion statistics when the
classical limit is taken in the way discussed above. Clearly what is impor-
tant for the connection with exclusion statistics is the two defining relations
(5.6) and (5.7) which determine the number of states in the system. In the
classical description they are represented by the expressions for the phase
space volume, and by taking the limit h→ 0, ghD → α it is straightforward
to demonstrate that (5.6) and (5.7) reproduce the expressions for the phase
space volume derived in Sects. 3 and 4.
6. Discussion
In this paper we have described a way to encode the particle statistics
in the classical Lagrangian of a many particle system. The important point
is that the Lagrangian includes more information about the system than
just the classical equation of motion. It also gives information about the
volume of the phase space, which in the quantum description corresponds
to the number of states. If the N -particle volume can be determined as a
function of the single particle volume, a classical statistics parameter can be
defined as the reduction in available phase space volume for one particle by
the presence of the others. Viewed in this way this classical statistics can
be regarded as an analogue of exclusion statistics. In the specific examples
we have considered, this relation can be made more specific and the classical
statistical mechanics derived from this can be seen as a special way to take
classical limit of exclusion statistics.
To make this idea more precise we have considered cases where the classi-
cal mechanics can be derived from the quantum description by constraining
the motion in Hilbert space to (generalized) coherent states. For bosons,
fermions and even anyons with a two-dimensional phase space the Lagrangian
can be derived and the phase space volume can be calculated. The dimen-
sional, classical statistics parameter, defined as the volume occupied by each
particle present, in these cases are simply the dimensionless quantum statis-
tics parameter multiplied with Planck’s constant h. In another example, vor-
tices in CSGL theory, there is no such underlying point particle description,
but a similar classical Lagrangian can be found and the classical statistics
parameter can be related to the coupling of the Chern-Simons term.
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There are several interesting questions raised by this description:
• Is the ”classical fermion” description useful in some cases? This description
would correspond to retaining the fermions’ ability to occupy phase space,
but otherwise treat them as classical particles. (A classical electron would
then be characterized both by a charge and a (classical) statistics parame-
ter.) Can the description give a useful approximation for other objects, like
vortices in superfluids or superconductors?
• In the examples we have studied the phase space is two-dimensional, but
the formalism (like for exclusion statistics) does not seem to depend in any
crucial way on dimension. Are there non-trivial higher-dimensional exam-
ples? (Fermions in two and three dimensions can certainly be represented
like this.)
•What about quantizing such a classical theory? In the cases we have stud-
ied, with a Ka¨hler metric defined on phase space, a quantum description
can presumably be derived in a unique way by use of analyticity properties.
When regarded as a ”re-quantization” of the system, how does it relate to
the original quantum description. What would in particular the quantum
description of the CSGL vortices be?
All these questions seem to merit further investigation.
Appendix: Harmonic oscillator potential
In this Appendix we consider the statistical mechanics of particles in a
harmonic oscillator potential. The particles are ”classical anyons” in the
sense discussed in Sect. 3, i.e. the one derived from quantum anyons in the
lowest Landau level. The system can also be interpreted as a coherent state
representation of particles in a one-dimension harmonic oscillator potential,
in a form interpolating between bosons and fermions. We calculate the par-
tition function of the N -particle system and show that this is related to the
partition function of a (quantum) system of particles with exclusion statistics
in a harmonic oscillator potential by the same correspondence as obtained in
Sect. 4.
The wave functions of the lowest Landau level have the form
ψ(z, z) =
∏
i<j
(zi − zj)νf(z) e− 12zz , (A.1)
with f(z) ≡ f(z1, ..., zN) as a general anti-analytic function of the complex
particle coordinates. It is assumed to be symmetric in the variables. We
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introduce analytic basis vectors by
〈z | ψ〉 = f(z) . (A.2)
The basis vectors |z1, ..., zN〉 are not normalized, but we assume ν to be
chosen such that they are regular and non-vanishing at points of coincidence
of particle positions. Normalized vectors are introduced by
|ψ
z,z〉 = Nz,z|z〉 ,
|N
z,z|−2 = 〈z|z〉 . (A.3)
Defined in this way |N
z,z|−2 is a regular function with no zeros anywhere in
N -particle space, and the Ka¨hler potential K = ln |N |−2 is a regular function
everywhere.
The Hamiltonian depends on two frequencies, the cyclotron frequency
ωc determined by the external magnetic field and the frequency ω0 of the
additional harmonic oscillator potential. When acting on the anti-analytic
part f(z) of the wave functions of LLL, the Hamiltonian has the form
H = h¯(ωt − ωc)
∑
i
zi∂zi + h¯ωt
[
ν
2
N(N − 1) + N
2
]
(A.4)
= h¯ω
∑
i
zi∂zi + V
0
N , (A.5)
with ωt =
√
ω2c + ω
2
0, ω = ωt − ωc and V 0N the quantum mechanical ground
state energy
V 0N = h¯ωt
[
ν
2
N(N − 1) + N
2
]
. (A.6)
For a system of particles in a one-dimensional harmonic oscillator potential
the Hamiltonian is essentially the same, except that it depends on a single
frequency ω0,
H = h¯ω0
∑
i
zi∂zi + h¯ω0
[
ν
2
N(N − 1) + N
2
]
. (A.7)
Thus the difference between these two cases is only an overall N -dependent
shift of the energy spectrum.
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The energy of the classical description is determined by the matrix ele-
ments of the Hamiltonian (A.4),
V (z) = 〈z|H|z〉|N
z,z|2
=
[{
h¯ω
∑
i
zi∂zi + h¯ωt
[
ν
2
N(N − 1) + N
2
]}
|N
z,z|−2
]
|N
z,z|2
= h¯ω
∑
i
zi∂zi ln |Nz,z|−2 + h¯ωt
[
ν
2
N(N − 1) + N
2
]
,
(A.8)
and the N -particle partition function is
ZN =
1
hN
∫
ωN
N !
e−βV , (A.9)
where ω is the symplectic form
ω = −fz¯izjdz¯i ∧ dzj , (A.10)
with
fz¯izj = ih¯∂z¯i∂zj ln |Nz,z|−2 . (A.11)
The form of the energy makes it possible to evaluate the integrals in the
expression for the partition function. We write it as
ZN =
e−βV
0
N
πNN !
ǫij...k
∫
d2z1...d
2zN [∂z¯i∂z1 ln |Nz,z|−2...∂z¯k∂zN ln |Nz,z|−2]
× exp{−β[h¯ω∑
i
zi∂zi ln |Nz,z|−2]} .
(A.12)
The partition function can be rewritten as
ZN =
1
(−βh¯ω)
e−βV
0
N
πNN !
ǫij...k
∫
d2z1...d
2zN
1
z1
∂z¯i [ln |Nz,z|−2...
×∂z¯k∂zN ln |Nz,z|−2 exp{−β(h¯ω
∑
i
zi∂zi ln |Nz,z|−2)}] ,
(A.13)
35
and by use of the identity
1
z1
∂z¯i = ∂z¯i
1
z1
− πδ(z1)δi1 (A.14)
the integration over z1 can be performed
ZN =
π
βh¯ω
e−βV
0
N
πNN !
ǫj...k
∫
d2z2...d
2zN [∂z¯j∂z2 ln |Nz,z|−2...
×∂z¯k∂zN ln |Nz,z|−2] exp{−β[ω
∑
i
zi∂zi ln |Nz,z|−2]} .
(A.15)
The (N − 1)-particle integral in this expression is of the same form as the
original N -particle integral, and by repeating the procedure N times we get
the following simple expression for the partition function
ZN =
1
(βh¯ω)NN !
e−βV
0
N
=
1
(βh¯ω)NN !
exp{−βh¯ωt
[
ν
2
N(N − 1) + N
2
]
} . (A.16)
The classical expression for the partition function can be compared with
the partition function of the quantum system
ZN = Tr e
−βH , (A.17)
with H given by (A.4). This expression is easily evaluated, since it can be
written as
ZN = e
−βV 0
N
∞∑
l1=0
∞∑
l2=l1
...
∞∑
lN=lN−1
e
−βh¯ω
∑
i
li
= e−βV
0
N
[
N∏
n=1
(1− e−nh¯βω
]−1
. (A.18)
This expression shows that in the limit h¯ → 0, with h¯ν fixed, the partition
function (A.18) of the quantum system coincides with the classical partition
function (A.15). (Note however that the classical function depends on h¯ ex-
plicitly, not only through the statistics factor α = hν, due to the contribution
from the ground state energy.)
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It is well known that the system of particles in the lowest Landau level
can be regarded as a special realization of exclusion statistics [4], and the cor-
respondence between the two partition functions discussed here is therefore
essentially the same as the correspondence between the classical statistical
mechanics and the statistical mechanics of particles with exclusion statistics
discussed in Sect. 4. If we use the harmonic oscillator as a volume regulator
the relation between the discussion in this Appendix and in Sect. 4 becomes
even more direct. The thermodynamic limit is here taken by interpreting
the limit ω0 → 0 in a specific way [24]. For the quantum case the harmonic
oscillator regulator has been used in [22], and the expressions for the en-
tropy and equation of state of anyons in the LLL were found in this way.
Due to the correspondence between the quantum and classical descriptions,
the thermodynamic limit of the classical functions with the harmonic oscilla-
tor regularization, will be identical to the corresponding functions of Sect. 4.
That is what should be expected, since for the thermodynamic limit it should
be of no significance whether volume regularization is done by confinement
to a sphere or by confinement in a harmonic oscillator potential.
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