Two types of drill core samples were collected; grab samples weighing from 50 to 400 grams and composite chip and chunk samples of a specific lithology collected from an interval of from 1 to 15 meters of core. The composite samples are identified with a "C" suffix on the sample ID and the depth given is to the top of the sample interval.
Most samples were crushed and ground in our own sample preparation lab; a few were prepared in another Geological Survey laboratory. A sample preparation code was assigned to each sample to indicate when and where each was processed and we have looked for, but not found, any systematic error that correlates with sample preparation (sample preparation codes are listed in Appendix I). No rock was ground more than once. That is, once a rock specimen was taken through the entire sample preparation procedure (described below), we never crushed another portion of the original hand specimen if additional material was required for subsequent analyses. All splits for additional analytical work were made from the quantity of sub-100 mesh powdered rock initially prepared so that all laboratories received splits processed in an absolutely identical manner.
Samples were processed in batches of from 10 to 40 samples (we originally prepared almost 800 samples -the 50 samples used for this comparative study are only a subset of the entire sample suite). Each batch was made up only of samples barren of uranium, only of moderately mineralized samples, or only of high-grade ore in order to minimize cross contamination. An attempt was also made to ensure that each batch was made up only of a single lithology (e.g. all pelitic lithologies or all carbonates). Grab samples of core were slabbed with a diamond saw, photographed, and one portion of the sample was sent for preparation of a polished thin section. The other portion was cleaned on a diamond grinding wheel to remove any contaminants (traces of metal from the core barrel or the diamond saw blade, china marker residue, etc.) and then crushed to pass 100 mesh using a jaw crusher, pulverizers with ceramic plates, and final hand grinding with a mortar and pestle. Chip samples were treated similarly except that some of those processed at the beginning of our sample preparation effort were not cleaned on the diamond wheel and we prepared thin sections of none of them. All crushing and grinding equipment was cleaned scrupulously between samples. For samples with preparation code 2 (the samples prepared in our laboratory -Appendix I), equipment was cleaned after every sample by scrubbing the equipment with a brush to remove all loose material, blowing it out with compressed air, washing with clean water, and finally blowing it dry, again with compressed air. All sample splitters used to divide sample powders were treated similarly.
Replicates and Reference Standards
We submitted 30 blind replicate samples and two blind USGS reference samples to Oak Ridge along with our "unknowns." The Oak Ridge analyses for the reference samples (standards BCR-1 and G-2) are published in Appendix II of Nash and Frishman (1983) and that paper also contains estimates of precision for the Oak Ridge analyses based on the 30 replicates. We did not submit blind replicates to the Geological Survey laboratories, but ratios of accepted values to determined values for a number of reference standards run along with the Survey INAA and ICP analyses are included here in Appendices II and III as tables A-l and A-2, respectively.
Analytical Methods
Analyses performed at Oak Ridge National Laboratory were done using a Jarrel-Ash 1160 1 direct reading spectrograph with inductively coupled argon plasma source (ICP analyses) and equipment and procedures developed at that laboratory (INAA analyses). Solutions used for the ICP analyses were prepared by acid digestion. Details of the analytical procedures can be found in Cagle (1977) , Bowman (1977) and Arendt and others (1980) . XRF analyses were performed in Geological Survey laboratories using a Phillips PW1600 1 wave length dispersive simultaneous X-ray spectrometer; Survey ICP analyses utilized hardware similar to that used at Oak Ridge but different sample preparation and data reduction procedures. Samples again were prepared utilizing acid digestion, but the "ICP2" data set used a different digestion procedures than was used for the "ICP1" data (Appendix I). Geological Survey XRF and ICP analytical methods are described more fully in Taggart and others (1981) . Crock and Lichte (1982) describe in-house modifications to the Survey ICP hardware. A more general discussion of the ICP technique can be found in Thompson and Walsh (1983) .
Survey INAA procedures have not been published but are modifications of those described by Gordon and others (1968) . Aliquots of the sample weighing approximately one gram are irradiated along with multi-element standards. Gamma-ray spectra are measured using both large volume Ge(Li) crystals and low energy photon detectors at four appropriate periods ranging from a few hours to 60 days after irradiation. Comprehensive data reduction programs are used to correct for differences in data acquisition parameters and for interelement interferences. Standardization and data quality are monitored by analyzing at least one USGS standard reference sample per analysis set. As mentioned previously, a summary of quality control data for the runs that generated the Survey INAA and ICP data presented in Appendix I of this paper are included here as Appendices II and III.
Methodology
Traditionally, numerical documentation of analytical error has utilized analysis of variance (ANOVA), but that procedure is not used here. As pointed out by Thompson (1983) , ANOVA implicitly assumes that both sampling error and analytical error are constant over the entire range of concentrations under consideration, and this is rarely the case. Additionally, ANOVA must assume that the sample population comprises a normal distribution and, for the Ranger samples, this is intentionally not the case. Our samples were originally collected to yield the most geologic information about the ore bodies and therefore the suite of samples analyzed includes a disproportionate number of geologically "interesting" samples that we know are atypical. Conversely, some voluminous rock types (e.g. the dolomite and magnesite marbles) are purposely under-represented because we did not wish to spend our finite analytical budget on samples from which we expected to learn little. Because some of the duplicate samples were picked to answer what we felt were possible specific analytical problems, (e.g. interelement interferences due to very high uranium abundances), neither the original sample suite nor the set of duplicates represent a normal distribution for many elements.
Additionally, it should be noted that ANOVA alone will not detect all deviations in precision and accuracy for different sets of data. For example, consider figure 1, a graph showing all five sets of aluminum analyses plotted against aluminum abundance as determined by XRF (the same relationships can be observed no matter which analytical method we plot the analyses against). The figure clearly shows that all five sets of analyses are comparable at low concentrations but that two of them (sets 2 and 4) diverge greatly from the other three for samples in which the aluminum concentration is above approximately five percent. ANOVA, however, indicates that these five data sets are not significantly different at the 99 percent confidence level. This lack of discrimination by ANOVA is no doubt partly because the differences in the divergent data are both positive and negative and thus tend to cancel each other (that is, the means of the five sets of data quite similar) and also because the data, when plotted as a histogram, do not form a normal distribution. The lack of a significant, systematic difference between data sets 2 and 4 as compared to the other three (as determined by ANOVA) plus the scatter in the data points probably means that the precision of the analyses is very poor, but that the accuracy of all five sets may be comparable. ANOVA alone, however, would not have detected this difference.
Instead of ANOVA, then, we calculated average deviations (in percent of the amount present) from either the average value (or, strictly, the arithmetic mean) or from what is termed here the "select value." Represented as a mathematical expression, the deviations were calculated as:
Where d is the deviation, x is the average abundance of the element in any particular sample, (the arithmetic mean of the abundance as determined by all methods for which that element is reported) and x^ is the i'th measurement of the abundance of the element in the sample. For calculating the deviation from the select value, xs , the abundance _of the element as determined by the selected method would be substituted for x . The means of these deviations are the numbers shown in tables 1 and 2.
The "select value" was picked pragmatically but guided by our experiences with other research projects and the experiences of co-workers. All analyses were compared to either XRF values or to Geological Survey INAA values where those data were available. If neither XRF nor Survey INAA data were reported for any particular element, each value was compared to the average value reported for that sample by all methods. The only exceptions are uranium and thorium where values by other methods were compared to both the Survey INAA numbers and to the delayed neutron analyses.
As a partial justification for comparing most major elements to the XRF numbers, note table 3. When uranium, sulfur, carbon, and recalculated loss on ignition (LOI) are added to the XRF major element determinations, totals are all very nearly 100 percent. For the 50 samples, totals for the XRF major elements average 99.78 percent, indicating that these analyses are complete and suggesting that they are also acceptably accurate and precise. The number of pairs from which the correlation coefficient is calculated is shown in parentheses if less than twenty. "--" indicates no matchinj pairs, "n r" means not reported.
The column marked "Range 1 lists the range of values over which the deviat.'sns and correlations were determined, the range given being that for either the select value or the average, as appropriate. DN n r n r n r n r n r n r n r n r n r n r n r n r n r n r n r n r Totals listed include all constituents with abundances greater than one percent except those shown t'i be erroneous determinations (see text for discussion).
"T-Fe203" = total iron expressed as Fe203, "T-C" and "T-S" = rotal carbon and total sulfur, respectively.
"n. a." = no analysis.
The deviations described above were calculated for each of the 50 samples for each analytical method and then the mean deviation for each element by each method was calculated. This method also suffers from an oversimplification because total error is no doubt a function of concentration in some cases, but our goal here is to assess the impact of analytical error on the geochemical insights gained from the statistical manipulations presented in Nash and Frishman (1983) and our simplifying assumption should not detract from that end.
Discussion -Interelement Correlations
Uranium and Thorium Nash and Frishman (1983, p. 14) noted that thorium and uranium abundances were well correlated by ICP, but not by INAA. The ICP values do not compare well to the Survey INAA numbers (correlation coefficient of 0.34, average percent deviation of 195.6, table 2) and the numbers that disagree most widely (the "fliers") are all from samples that have a high uranium content. The Oak Ridge INAA, on the other hand, agrees very well with the Survey INAA and the DN values (correlations of 0.9769 and 0.9899, respectively, table 1) and thus the "Th N" values reported in Nash and Frishman (1983) are the more correct determinations. As noted before, the "U N" and "Th" values reported previously did not correlate well, and therefore we now feel that the postulated U-Th correlation at Ranger does not exist.
Uranium and Rare Earth Elements (REE) Nash and Frishman (1983) refer to a possible U-REE correlation at Ranger, and other investigators have also suggested that such an association may exist in the uranium deposits of the Pine Creek Geosyncline. McLennan and Taylor (1980) used spark-source mass spectrometry as an analytical tool on five mineralized samples from the Cahill Formation, one of which was from Ranger, and concluded that there was indeed a correlation between uranium and the REE. Ferguson and others, (1980) quoted unpublished data by G. A. Cowan as confirming an HREE-U correlation, and more recently published but fragmentary data suggest that a correlation may exist between U and Ce, but not La, at Nabarlek (Ewers and others, 1983) and between U and La in two mineralized schists from Jabiluka (Gustafson and Curtis, 1983) .
It is obvious from table 1 that the Gd analyses listed in Nash and Frishman (1983) are worthless and that the Tb determinations by ICP are subject to very large errors (Gd deviations average nearly 82,000 percent, Tb determinations by ICP deviate by from 1000 to 5000 percent). We still wonder, however, if the overall correlation between U and the REE that appeared from our statistical manipulation of the entire 370 sample data set is real. To determine if a correlation between U and the REE exists, two questions must be answered; 1) are the values listed for the REE in Nash and Frishman (1983) usable INAA values (close to what the values should be as determined by instrumental neutron activation) and 2) are these values close to the true abundance of the element in the rock or are they the result of unavoidable interferences caused by the high uranium content of these ores?
The first With the exception of Tm (only two data points) these coefficients don't look very good. If one were looking for interelement correlations in a large data set, they would be most impressive, but when comparing analyses of sample splits analyzed by the same technique by different laboratories, the results seem rather feeble. In order to better visualize what these correlation coefficients mean, we have reproduced scatter diagrams for La, Sm, Eu, and Yb as figure 2. This figure shows that the general trend of the values is the same in both data sets although the reproducibility between sets is generally poor. We do not feel that the Oak Ridge data are accurate enough to make chondrite-normalized rare-earth plots a worthwhile endeavor. Duplicate analyses of samples for which high concentrations are reported by one determination are in general also high by the second determination, and the low numbers in one set are correspondingly low in the other. It seems that the values reported in Nash and Frishman (1983) are probably reasonable representations of the INAA rare-earth abundances (with the exception of Gd).
To answer the second question -is the INAA technique subject to large unrecognized interelement interferences for these uranium ores -we can look at the REE abundances as determined by both INAA and ICP. As shown in table 1, the results obtained by these two techniques for the REE are similar. Correlations and deviations between ICP and INAA are in general good for Sm, Eu, Gd, Dy, and Yb, fair for many of the La, Ce, and Nd analyses, and poor only for Tb (the remaining REE are either not reported or there are not enough data for a meaningful comparison). This indicates that the high uranium abundances probably do not interfere with the rare earth determinations, and consequently that the correlations alluded to in Nash and Frishman (1983) are real and are not the result of spurious analyses.
Barium
The barium analyses in Appendix I present a vexing problem, one that is as yet unresolved. There are five sets of data for Ba, three sets by ICP two by INAA. The three ICP sets compare well to each other, and the same is true for the two INAA data sets, but the ICP and INAA methods yield vastly different results. The INAA values are consistently much higher than the ICP, especially for samples with high uranium abundances. Inspection of the barium and uranium data in Appendix I shows that every sample for which more than 10,000 ppm (or one percent) uranium is reported also has more than 10,000 ppm barium by either INAA determination, whereas the ICP barium numbers reported for the same samples are typically two orders of magnitude lower. Obviously The problem is compounded because there is reason to believe that the ICP results may also be in error. When the powdered sample is dissolved prior to ICP analysis, barium present in solution would probably precipitate as a barium sulfate (barite) if sulfur were also present when the sample was evaporated to dryness. Once precipitated, this barite would not completely dissolve in the aqua regia and nitric acid used to redissolve and dilute the sample and thus would not be detected when the sample was finally aspirated and the elemental abundances were determined. We have tried to test this latter possibility by looking at both Ba and S abundances in the samples (the technique by which S was determined is not affected by this dissolution problem) but the results were inconclusive, largely because we do not have sufficient sulfur data. There are numerous procedures that could be applied to these samples to resolve this problem, but at this point all we can say is that we have two different sets of data, both are internally consistent, and we don't know which is correct.
Other Elements
Because of our uncertainties, Nash and Frishman (1983) list both the INAA and the ICP analyses for a number of elements. For those elements that were reported twice, we feel that the INAA (the "N" analyses in Appendix I of Nash and Frishman, 1983) data are more correct for Ce, La, Mn, Sc, Th, and Zr, whereas the ICP data set is better for Co, Cr, and V. Note, however, that none of the La or Sc analyses are very good and that both sets of titanium data are usable. Titanium by XRF appears to be more accurate at high concentrations, but Ti by ICP agrees fairly well with the XRF where the two sets of data overlap and the ICP method has a much lower limit of detection.
The gadolinium analyses reported in our previous paper are probably meaningless. Correlation with the Survey INAA analyses is poor and the average error is stupendous. We suspect that some of the values reported as unqualified values (i.e. reported as real data instead of as a "less than" value) should in fact have been qualified and that the qualifier was lost somewhere in the data transmission, but this presumption does not allow us to "save" the gadolinium data set and we feel that it is best ignored.
The boron analyses (by ICP) listed in Nash and Frishman (1983) should also be ignored. When digested in hydrofluoric acid, much of the boron present in the sample is volatilized as a boron fluoride (Crock, and others, 1983) and hence the numbers reported probably have little or no meaning.
We have only two sets of INAA analyses for zirconium, and, as shown in table 2, the two do not agree. Not only is the average deviation between the seven samples for which we have both sets of data very high, but the correlation coefficient is actually negative. In part, these differences may be due to what is sometimes called the "nugget effect." Almost all of the zirconium resides in zircons. When an element is concentrated in a single mineral, accurate splitting of the sample powders, even when ground to minus 100-mesh, is very difficult and increases the chance of a "nugget" of zircon being included in one aliquot of sample and not in another. At this point, we only know that the two sets of analyses are different and that one or the other or both may be correct, but the data available do not allow us to choose between them.
An additional consideration when dealing with uranium ores is that a very large numerical correction is required to determine zirconium abundance in uranium-rich samples by INAA. Because of the magnitude of this correction, an analysis should be considered suspect if the corrected zirconium abundance is not greater than the uranium.
A number of other points illustrated in table 1 require explanation. The very large disagreement between the GS ICP2 determination for Na and all the other methods (318 percent) arises from a single sample (0.0277 percent by INAA, 2.6 percent by ICP2). If that sample is discarded, average deviation falls to 19.5 percent and the correlation coefficient increases correspondingly. (It is worth noting here that the ICP2 data for the deviant sample, sample 80-68.2, shows very large apparent errors for many elements, although Na is the worst case, and we suspect that the split used for the ICP2 analyses may have been contaminated or mislabeled). The very low correlation for La by the same method, however, results from five samples which differ significantly from the other determinations and must be due to a systematic error which we have not been able to identify. Both ICP determinations for Tb seem to be in error and, because they agree neither with the INAA numbers nor with each other, they are probably best ignored.
Summary and Conclusions
For the reasons discussed above, analyses listed in Nash and Frishman (1983) for B, Gd, and Th (by ICP) have no meaning and should be ignored. Consequently, the postulated correlation between uranium and thorium to which Nash and Frishman alluded is also illusory. For those elements that were listed twice in our previous report, the ICP analyses are considered superior for Co, Cr, and V whereas the INAA analyses are the better determinations for Ce, La, Mn, Sc, Th, and Zr, although great care is required when interpreting results for Zr in uranium-rich samples.
Although the precision of the REE analyses reported in our previous paper is not high, the analyses are sufficiently good to indicate the general trend of REE abundances, and the REE-uranium correlation we reported earlier is probably real.
The deviations of the ICP analyses reported in Nash and Frishman (1983) from either the average analysis or our preferred analysis range from 8.7 to 195 percent of the amount present, and the range for the INAA analyses is similar (5.9 to 157 percent). Most deviations, however, are between 20 and 35 percent and many of the analyses are of sufficiently good quality to allow some chemical distinctions between different types of ore and different types of alteration to be made. 19  19  19  29  30  30  32  33  33  38  38  38  55  55  56  59  61  64  64  64  64  65  70  70  70  70  70  70  70  73  73  73  73  78  79  79  80  80  80  80  80  81  83  83  83  97  97 Co   CO   19  19  19  29  30  30  32  33  33  38  38  38  55  55  56  59  61  64  64  64  64  65  70  70  70  70  70  70  70  73  73  73  73  78  79  79  80  30  80  80  80  81  83  83  83  97  97 
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