There exist many application classes for which the users have significant flexibility in the quality of output they desire. At the same time, there are other constraints, such as the need for real-time response or limit on the consumption of certain resources, which are more crucial. This paper provides a combined language/compiler and runtime solution for supporting adaptive execution of these applications, i.e., to allow them to achieve the best precision while still meeting the specified constraint at runtime.
INTRODUCTION
In recent years, there has been much interest on adaptive or autonomic computing. Adapting applications or programs has been studied by many, and a variety of solutions have been proposed, including those through new algorithms [39] , runtime/middleware [34, 14, 3, 47, 41, 43] , and language/compilers [22, 19] .
There exist many application classes for which the users have significant flexibility in the quality of output they desire. At the same time, there are other constraints, such as the need for real-time response or limit on the consumption of certain resources, which are more crucial. For example, while visualizing simulation data, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. , etc. While it is preferable to view the image at the finest level, constraints such as the need for real-time response or interactivity, or limit on the battery consumption, could be more important. Examples of applications where the users allow some variation in the quality of output arise in multimedia (including video/audio streaming applications), image processing, scientific visualization, data mining/analysis on simulation data, among others.
Similarly, there are several environments in which one or more resource constraints could be crucial. Battery life, network bandwidth, and response time can all be important in a mobile or sensornetwork based environment. Memory can often be a significant constraint when computing on embedded systems [11] . Meeting the real-time constraint for processing the data is a necessity in the streaming data model [4] . While visualizing or analyzing data from a remote data repository, it is very desirable to maintain interactivity. In all such cases, application users want to achieve the most accurate or most fine-grained output from the applications, while still meeting the resource or time constraints. This paper proposes a language model for specifying applications which have flexibility in their quality of output. The key idea in our language extensions is to have the programmers specify adaptation parameters, i.e, the parameters whose values can be varied within a certain range. The constraints that need to be observed are also specified. In our current implementation, a data parallel dialect of Java is taken as the basis [20] . A special class is defined and it is required that all the adaptive parts of the application must extend this class.
For supporting program adaptation, we use a hybrid methodology, which combines compile-time analysis with runtime feedback. So far, our work has targeted execution time as the constraint. A program analysis algorithm states the execution time of an application component as a function of the values of the adaptation parameters and other runtime constants. These constants are determined by initial runs of the application in the target environment. Once these constants are known, we know which adaptation parameters can be modified and by how much to achieve a given change in execution time, or to maintain the same execution time for a given change in available resources.
Our approach for adaptation has been implemented and evaluated in the context of data-intensive applications executing in a distributed or grid-like environment. The grid concept is promoting the area of distributed data-intensive science [17, 25] , which involves analysis of large and/or geographically distributed scientific datasets for advances in sciences. With the dynamic nature of the grid environment, data analysis applications executing on it compete for communication bandwidth and computing power. Despite such contention, it is desirable to maintain certain level of interactivity. The underlying data analysis algorithms, typically arising from the areas of visualization, image analysis, or data mining, usually allow certain flexibility in the analysis, which can be specified through our language extensions.
To summarize, the main contributions of this paper are as follows.
We have identified a class of applications where the users have some flexibility in the quality of output they desire, and this flexibility can be exposed through adaptation parameters.
We have designed a small set of language extensions which can easily expose the adaptive features of applications of this class.
We suggest a novel way to achieve program adaptation by taking advantages of combining static analysis and runtime information.
A new static analysis algorithm is presented, which states the execution time of a program component as a function of adaptation parameters and other runtime constants.
This adaptation approach is implemented and evaluated for data-intensive grid-based applications. The experimental results show the efficacy of the approach.
The rest of the paper is organized as follows. The description of our target applications and the review of the coarse-grained pipelined execution model are presented in Section 2. Section 3 describes the language extensions for supporting adaptation. In Section 4, we present the system architecture, and the compiler and runtime support. The experimental results and related research efforts are discussed in Section 5 and 6, respectively. We conclude in Section 7.
BACKGROUND
In this section, we first discuss several application classes that involve flexibility in the quality of output. Then, we review the coarse-grained pipelined parallel execution model used for our target data-intensive applications.
Target Applications
We consider the following examples: Video/Audio Streaming Applications: Video, which usually consumes a large portion of the bandwidth required by a streaming multimedia application, is also flexible in the bandwidth needs. A distributed video stream server [41] needs to maintain a specific frame rate and can do so by altering the levels of fidelity for the video data. Similarly, distributed visual tracking systems [38] need on-the-fly adaptation as the available bandwidth varies. Real-Time Visualization: Large scale volume rendering involves an increasing amount of data, which makes interactive rendering infeasible. With the advanced visualization hardware support and the recent more efficient rendering algorithms, the speed of volume rendering has increased significantly. Yet, the average size of a volumetric dataset continues to grow even faster [39] . To tackle this problem, one can sacrifice image quality to some extent for speed, by a flexible level of detail control. Computer assisted medical surgery [13] and real time volume navigation [32] are good examples in this category. Likewise, a map display application [15] will be more attractive if it can adapt to system variations and offer different data services taking into account preferences of various users. Hot-list Query Processing: Imagine a nationwide company like Wal-Mart, where transactions are generated every moment at each local store site, forming streaming data [27] . The manager at the headquarter wants to query top 100 selling items at each time interval. So, the problem is of determining frequently occurring values from a stream, sub-streams of which arrive from different places. One option for solving this problem is to communicate all substreams to a single location, and then apply the original algorithm. However, bandwidth limitations may not allow this. An alternate solution will be to create a summary structure for each sub-stream, and then communicate these to a central location. We can expect that larger the size of the summary, more accurate the final results will be. Thus, the number of frequently occurring values at each sub-stream is the adaptation parameter used in this application. Image Processing: Virtual Microscope [2] is an application for providing a realistic emulation of a high power light microscope. In this application, users can specify a view screen and an acceptable range of resolution. Within a given time period, the server should be able to provide an image for view, while the resolution of the image could be varied depending on the resources availability. That is, the image quality might be traded for performance when necessary. Map viewer [24] is yet another adaptive image processing application. Data Mining/Analysis on Simulation Data: In scientific simulations, simulation data is continuously generated at each time-step for a grid of points. A variety of insights can be gained by analysis or mining of this data [48] . Due to the enormous volume, it is impossible to store information for each point on the grid at every time-step. Therefore, introducing adaptability to the processing of such data is a necessity. One can reduce the data quantity by downsampling the time dimension, space dimension, or both.
The applications in each of the above classes are long-running and iterative. This allows certain flexibility in adapting them at runtime.
Coarse-Grained Pipelined Parallel Execution Model
As we stated earlier, our language/compiler model for supporting adaptation has been implemented in the context of data-intensive applications executing in a grid environment. Here, we briefly discuss the coarse-grained pipelined parallel execution model [20] we are using for these applications.
In this model, the processing associated with an application is carried out in several stages. These stages are executed on a pipeline of computing units, each of which handles the intermediate results obtained from the previous stage. This model provides a natural vehicle for executing data-driven applications in scenarios where the data is available on a repository or a data collection site on the internet, and the final results are required on a user's desktop. It is usually not possible to perform all analysis at the site hosting such a shared data repository or a data collection instrument. Similarly, networking and storage limitations make it impossible to download all data at a single site before processing. Thus, the application needs to be broken into a process or stage that executes on the site hosting or collecting the data, one or more stages that executes on clusters or SMP machines, and a final stage that executes on the user's local machine.
Many research groups have developed runtime support and scheduling techniques for this class of applications [9, 45, 54] . In our recent work, we have developed language and compiler support for this form of parallelism [20] . Our work is being implemented and evaluated using DataCutter, which is an existing runtime system for supporting pipelined parallelism in a grid environment [10, 9] . Specifically, DataCutter supports a filter-stream model of execution. Typically, one filter executes one stage of the pipeline, using one or more input streams. The results of the processing are packed and sent as one or more output streams.
LANGUAGE EXTENSIONS
This section presents the language constructs we have introduced to support adaptivity. We have experimented with these constructs in the context of a data parallel dialect of Java that was used in our earlier work [20] . We initially review the main features of this dialect and then describe the new constructs for adaptivity.
We use a digital image retrieval application, the virtual microscope [2] , to illustrate the constructs. In this application, the user specifies a portion of an image that needs to be viewed at a remote location. This image can be retrieved and transferred over the network at one of many different resolution levels. Thus, the resolution level is a parameter whose value can be adjusted, subject to other constraints such as the response time and network bandwidth. The code for this application is shown in Figure 1 .
Data Parallel Constructs
The dialect we use borrows two concepts from object-oriented parallel systems like Titanium [55] and HPC++ [12] .
A Rectdomain is a collection of objects of the same type. Moreover, each object belonging to such a collection has a coordinate associated with it, which belongs to a pre-specified rectilinear section.
The foreach loop iterates over objects in a rectdomain, and has the property that the order of iterations does not influence the result of the computations.
In the code segment shown in Figure 1 , line (1) declares a two dimensional rectdomain VMSlide with the index starting from lowpoint and ending at hipoint. VScope is declared in line (2) as a two dimensional grid with element type VMPixel. The foreach loop in line (5) iterates over every pixel in the image file. Because of the semantics of the foreach, the ordering of the iterations does not influence the final results.
To denote that accumulation into the Output involves associative and commutative operations, we use a Java interface called Reducinterface. Any object of any class implementing this interface acts as a reduction variable [31] . A reduction variable has the property that it can only be updated inside a foreach loop by a series of operations that are associative and commutative. Furthermore, the intermediate value of the reduction variable may not be used within the loop, except for self-updates.
The construct
is used to capture the processing associated with each partition of the data file. The processing associated with each partition is assumed to be independent, except for updates to any object that belongs to a class that implements the Reducinterface. The size of each packet can be chosen at runtime. This is expressed through the prefix
to the variable.
In the code shown in Figure 1 , the set of input pixels is divided into
partitions, as shown in line (9) . Each such partition is processed independently, and an output is allocated and updated for each partition. Subsequently, in line (6), the outputs computed from each of the partitions are merged together.
Adaptation Constructs
Two extensions are added to support program adaptation. The class Adap Spec is a super class to all classes for which adaptation is desirable. All the adaptive classes must extend this class, and include super() in its own constructor. This requirement helps expose the adaptive classes to the compiler, and also ensures that both the constraints and the adaptation variables are specified.
The definition of this class is shown at the top of left-hand-side of Figure 1 . To define a constraint, the type should be specified, followed by the lower and upper bound of its value. As an example, in the line (7), it is stated that the response time should be less than 30 ms. To define an adaptation variable, one needs to state the variable name and the range of the acceptable values. The line (8) is showing that the application developer can accept the value of sub factor within range [1, 32] .
One obvious question is, "What is the part of the code on which the constraint applies ?" For this purpose, each adaptive class must provide a run function which encloses a unit of work, e.g. the amount of computation and communication needs to be finished within a specified time period. Thus, the compiler only needs to insert code to measure the response time (or other resource consumption) of the run method for each adaptive class.
ADAPTATION APPROACH AND SYSTEM ARCHITECTURE
In the previous section, we discussed how an application developer can expose the constraints and the adaptation parameters to the system. We now focus on the use of program analysis and runtime feedback for supporting the desired adaptation.
Consider an application which is executed for the first time in a given environment, or if the resource availability (e.g. available CPU cycles or network bandwidth) in the environment has changed recently. It is possible that with the initial or existing values of the adaptation parameters, the constraint(s) specified in the program may be violated. The key question is, how do we choose the adaptation parameter(s) whose value should be modified, and by how much do we modify these parameters. For this purpose, we need to compute the relationship between the execution time and the set of adaptation parameters.
We use a hybrid methodology, which combines compile-time analysis with runtime feedback. A program analysis algorithm could be zero). Once such an expression for execution time has been constructed, initial runtime runs are used to compute the values of the constants involved. These runs involve executing the processing phase with different values of adaptation parameters, and the resulting execution times are noted. By substituting the values of adaptation parameters and execution times in the above expression, a set of linear equations is generated. Solving these equations gives the value of the constants.
Once these constants are known, we know which adaptation parameters can be modified and by how much to achieve a given change in execution time, or to maintain the same execution time for a given change in available resources. We believe that our approach is more practical than most previous approaches to compilerbased modeling and prediction [1, 5, 53, 23, 35, 6, 30] , since we do not expect the compiler to estimate the constants.
As we had stated earlier, our approach has been implemented in the context of grid-based data-intensive applications using the coarse-grained pipelined execution model. The execution time for an application using this model typically depends upon the slowest or the bottleneck stage. This bottleneck stage can be a computational stage or a communication stage. In our earlier work, we had developed an algorithm for determining the communication that needs to be performed between the different stages in this model [20] . The output from this algorithm can be used for determining how the change in adaptation parameters can change the communication volume. Therefore, our discussion in this paper will focus on estimating the dependence of computation time on adaptation parameters.
Our overall system architecture is shown in Figure 2 . The system comprises three basic units, in addition to the the DataCutter Runtime system used for supporting pipelined parallel execution. The program analysis module takes as input the Data Parallel Java source code, and performs analysis to determine the relationship between execution time and the adaptation parameters. This module also inserts the profiling code that obtains execution times for the run routines. The filter-stream code for the DataCutter runtime system is generated by the code generation module. The adaptation module examines the execution log output by the runtime system and the expression computed by the program analysis module, and determines the runtime constants in the expression for execution time. This module is also responsible for modifying the values of Figure 2 : Overall System Architecture adaptation parameter(s) when the constraints are not met. Our system assumes that change in resource availability can be detected, using tools such as the Network Weather Service (NWS) [52] .
The next two subsections describe the techniques used in the program analysis and adaptation modules, respectively. Details of the code generation module were presented in our earlier work [20] .
Program Analysis for Supporting Program Adaptation
This subsection focuses on the program analysis component of our adaptation framework. As we stated earlier, our goal is to state the execution time of an application component as a function of the values of the adaptation parameters and other constants. The constant values must be independent of the values of the adaptation parameters, but need not be determined till runtime.
A number of projects have focused on predicting the execution time for a program [1, 5, 30, 53, 23, 35, 7] . With growing complexity of applications and machine architectures, it is becoming increasingly hard to make such predictions. However, since we use runtime runs to determine the constants, the problem we are addressing is much simpler than the general execution time prediction problem.
Our algorithm is presented in Figure 3 . Our algorithm performs interprocedural analysis but assumes structured control flow. Thus, the only control structures in a procedure are for or foreach loops, and if-then statements. The critical factors impacting the execution times of an application or application component are the iteration counts for the loops and the frequency of executing the body of a conditional.
We classify each conditional or loop into two classes, on the basis of whether the condition or the iteration count depends upon one or more adaptation parameters or not. The frequency of executing the body of a if statement whose condition does not depend upon any of the adaptation parameters is assumed to be constant. Similarly, the iteration count of a loop whose loop bounds or the termination condition does not depend upon any of the adaptation parameters is assumed to be constant. Note that neither of the assumption may hold true in practice. For example, the conditionals or the iteration counts could depend upon the input data. However, our goal is to infer the best that is possible at compile-time.
We also make the following two assumptions. First, the cost of execution of a block of assignment statements is assumed to be a constant. Second, the cost of execution of an if-then construct is the frequency of executing the then part multiplied by the cost of one execution of the then part. Similarly, the cost of execution of a loop is the iteration count multiplied by the cost of one execution of the loop body. Again, in the presence of deep memory hierarchies or complex pipelines, none of these assumptions may always be true. In view of the above assumptions, the main task for the algorithm is to determine where the iteration counts or the conditionals could depend upon the adaptation parameters, and how. A data structure is maintained to record all the variables directly or indirectly related to the adaptation parameters, along with how they are related to the adaptation parameters. When processing a function call, the mapping of the formal parameters to the argument list should also be noted down in for a new block, the scoping rules are also taken into account.
Note that the boolean expressions in the conditionals should be given more consideration. The input data of our target applications can be considered as a collection of objects with same type, as suggested by the data parallel construct Rectdomain. There is a coordinate associated with each object in the collection. Hence, any sampling based adaptation can be projected to the coordinate space, i.e. sampling rate 2 for the input data is comparable to step size 2 in the index array. Also worth mentioning is that this rectilinear section is continuous, which can help ease the branch prediction tasks. 
if (i£ 0) Center.renew();
for (j=0; j¢ k; j++) In the following part, we will take two example codes to illustrate the algorithm. Figure 4 shows a part of the code of the K-means clustering algorithm. For this application, is identified as its iteration count, and for the statements (6) and (7) in its loop body, the cost can be represented as The code for is sampled method in Figure 5 shows the processing of conditionals in our algorithm. The execution frequency of the if statement is 
Adaptation Module
We now briefly describe the functionality of the adaptation module. This module is responsible for two major tasks. First, it carries out a number of initial runs of the application to determine the values of the constants in the expression computed by program analysis module. Second, after the values of these constants are known, it modifies the values of adaptation parameters to meet the constraints specified by the programmer.
Consider the first task. The number of initial runs is typically equal to the number of unknown values in the expression that has been computed. This is because by supplying the initial values of the adaptation parameters and obtaining the execution times, we can obtain linear equations. The number of distinct equations that are required is equal to the number of unknown values. Let ¥ and ¦ be the adaptation parameters, and let be the constants. Consider an execution time expression of the form Once these constants are known, it is easy to select new values of the adaptation parameters to meet the given constraint.
EXPERIMENTAL RESULTS
In this section, we report on the experiments we conducted to evaluate our approach for supporting adaptive execution. We had two specific goals in designing our experiments. First, we wanted to evaluate if our approach, which combines static analysis and runtime feedback, can accurately predict execution times for our target applications. Second, we wanted to demonstrate that this approach can be used effectively with the compiler-generated code for achieving coarse-grained pipelined parallelism.
Before discussing the results we have obtained, we first describe the experimental setting, the applications we have used, and how adaptation plays a role in these applications.
Experimental Settings and Applications
In the long run, we expect that pipelined parallelism can be exploited in wide-area networks. However, this is going to require high bandwidth networks and certain level of quality of service support. Recent trends are clearly pointing in this direction, for example, the five sites that are part of the NSF funded Teragrid project expect to be connected with a 40 Gb/second network [44] . For our study, we did not have access to a wide-area network that gave high bandwidth and allowed repeatable experiments. Therefore, all our experiments were conducted within a single cluster. We assumed that input data is available on only a subset of the nodes, and final results are required or viewed on a single node. The cluster we used had 700 MHz Pentium machines connected through Myrinet LANai 7.0.
All the applications used in the experiments had three stages of processing. The data is read from the data repository, applicationspecific processing is performed on the dataset, and final results are forwarded to the end user. We used three different pipeline configurations. In the first configuration, the data is available at a single node, another node is available for computations, and the results are presented at yet another node. This configuration is designated as the 1-1-1 configuration. In the second configuration, data is available at 2 nodes in the cluster, another 2 nodes are available for computations, and the final results are required at one distinct node. This configuration is designated as the 2-2-1 configuration. In the third configuration, referred to as the 4-4-1 configuration, data is available at 4 nodes, another 4 nodes are available for computations, and the final results are required at another node.
We used three different applications in our experiments. Our goal was to create a set that is representative of the class of applications discussed in Section 2. Virtual Microscope is an emulation of a microscope which allows users to view part of the original image with different resolutions [2] . A query specifies a rectangular region and a range of values for the subsampling or the resolution factor for the desired output. This factor is used as the adaptation parameter. When the resources are adequate and stable, users can view the same image with a better resolution. When the resources such as the network bandwidth or CPU cycles are limited, a lower resolution image may have to be displayed to meet the constraint on the time.
The second application is comp-steer, based around the use of data stream processing for scientific data analysis. Here, a simulation running on one computer generates a data stream, representing intermediate values at different points in the mesh used for simulation. These values are sampled, communicated to another machine, and then analyzed. The processing time in the analysis phase is linear in the volume of data that is output after the sampling. The sampling rate, denoting the fraction of original values that are forwarded, is the adaptation parameter used in this application.
K-means clustering is a very commonly used clustering (data mining) technique [29] . An implementation of k-means was used as the third application. In this algorithm, a value or a range of values of " is taken as input. The goal of the algorithm is to partition a given set of multi-dimensional points into " clusters, using proximity within the multi-dimensional space as the criteria. Three steps in this algorithm are as follows: 1) start with " given centers for clusters; 2) for each data instance (point), find the center closest to it, assign this point to the corresponding cluster, and then move the center of the cluster closer to this point; and 3) repeat this process for a fixed number of iterations or until the assignment of points to the cluster does not change. There are a number of ways in which this algorithm can be adapted. Obviously, the more the iterations performed, the algorithm will give partitions which are closer to the optimal. So, the number of iterations needed could be varied when the resource availability changes. The other potential adaptation parameter is the number of clusters desired, since it also impacts the execution time.
Results from Virtual Microscope
We used a 800 MB image for this application. The query specifies a
range, and the value of the adaptation parameter, i.e., the resolution level ( ), can range from 1 to 10. Our program analysis algorithm determines the execution time as § § © ¥ . Two initial runs are required for computing the two constants. Here, we select the minimum and maximum value of for these runs. Figures 6, 7 and 8 compare the predicted execution time with the actual running time for the three different pipeline configurations. The difference between predicted and observed execution times are within 15%. Comparing the execution time across the different configuration shows that good speedups are achieved through the compiler and runtime support for coarsegrained pipelined parallelism.
Results from Comp-Steer
A dataset of size 1.2 GB was used. The adaptation parameter, sampling rate ( ), can vary between 1 and 100. Our program analysis algorithm states the execution time as § § © . Two runs are required for determining the constants, and are carried out using the minimum and maximum values of the sampling rate. Figures 9, 10 and 11 compare the predicted execution time with the actual running time for different pipeline configurations. The difference between predicted and experimental results is within 7.2%.
Comparison of execution times also shows good speedups from increasing the pipeline width.
Results from K-Means Clustering
The dataset used here comprises 9,000,000 3-dimensional points, with total size 108 MB. The application is run with different number of clusters ( " ) and different number of iterations ( ¡ ). We carried out a number of experiments with this application. , respectively. The difference between predicted and actual results is within 5%. One of the question we were interest in is, how accurate does our prediction stay when the choice of parameter values for initial runs is changed. In Figure 14 , we show the predicted results, calculated with the minimum and median values of . Three runs are required to obtain values of the three constants involved. Figure 16 shows the the actual execution times with different number of iterations and different number of clusters. In Figures 17 and 18 , we show two sets of predicted values, obtained by different sets of initial runs. The actual execution times and the two sets of predicted execution times are always within 8%.
Summary of Results
To summarize, the main observations from our results are as follows.
Our combined program analysis and runtime feedback based approach is quite precise in practice. The actual execution times are within 8% of the predicted execution times in almost all cases. This is quite impressive, considering that our model does not take memory hierarchy into account.
Our approach is effective irrespective of the choice of the set of parameters for initial runs. Our approach works well with the coarse-grained pipelined parallel execution model and data-intensive applications.
RELATED WORK
There is a large body of work on supporting development and execution of adaptive applications. In this section, we compare our approach to such related efforts. Language and Compiler Support for Adaptation: Program Control Language (PCL) is probably the closest to our work. It takes an aspect-oriented programming paradigm to allow adaptive behaviors to be specified separately from the base functionalities [22] . A set of language extensions has been incorporated into PCL for adaptation operations and performance monitoring. It also applies static task graph as a formal model for adaptation. A somewhat similar approach is taken by Alua [49] in the context of componentbased programming. The basic components of the system are written in a compiled language such as C, while the configuration part is specified by an interpreted language Lua. Diniz and Liu have proposed Selector as a language construct for adaptation [19] . Voss and Eigenmann have developed ADAPT, which uses a specialized language to allow the programmers to specify the adaptation that can be done at runtime [50] . Our approach is specifically focused on applications where the adaptation is through the change in values of adaptation parameters. For such applications, our language extensions require significantly less effort from the programmers. In the Grid Application Development Software (GrADS) project [8] , it is proposed that an application is encapsulated as a configurable object program that can be reoptimized for execution at runtime. Their goal is to support performance contracts guided dynamic optimization. Again, the focus and the approach is quite different from ours, and we are not aware of any existing implementation of their approach. Middleware Support for Adaptive Applications: A number of efforts exist on runtime or middleware support for adaptation. DART [46] is a system facilitating quick development of adaptive applications. It provides compile-time support for generating glue code on the basis of high-level keywords in the source code. [34] . Schwan and his group take into account the runtime resource management issues when supporting adaptable applications [43] . Odyssey [41] proposes an application-aware adaptation, where adaptive decisions are driven collaboratively by both operating system and applications. Task scheduling and migration for Grid computing are utilized in Condor [47] to achieve adaptability. CACTUS-G incorporates sophisticated application-transparent adaptation strategies into applications built on top of CACTUS [3] . In another effort, an architecture-based adaptation strategy is used to monitor an application and direct dynamic changes to it [16] . In comparison, our work is distinct in considering a class of applications where adaptation is based upon change in adaptation parameters, and providing an integrated language, compiler, and runtime approach. Other Efforts: There is some similarity between our work and the area of dynamic or adaptive compilation. Here, programs are first compiled and initiated, and then when runtime hardware configuration or system load changes, the system might recompile parts of the application. Efforts in this area include Merlin [37] , DyC [28] , C [21] , and the work from Washington University [42] .
Resource-aware programming (RAP) can be viewed as another way to support program adaptation. Systems supporting mobile and real-time applications also need to meet some resource constraints like response time or space limitation. RTC++ provides active objects to allow timing constraints specification for a task within an object declaration [36] . Hooman and his colleagues extend non-real-time programming languages with timing annotations, which enables timing constraints to be specified on an abstract level [33] . The Lagoona project [26] also adds language extensions to allow defining real-time constraints with a component-oriented paradigm. Other related works include Amulet from CMU [40] , Timber from OHSU [11] , and Chuck from Princeton [51] . Here, the focus has been on scheduling to meet real-time constraints, as opposed to adapting the output of the applications to meet certain constraints.
CONCLUSIONS
In this paper, we have focused on the class of applications where the users have some flexibility in the quality of output they desire. Examples of these applications arise in a number of domains, such as multimedia, image processing, visualization, analysis of streaming data, among others. Such applications have not received much attention in the past, as programming languages and compilers have always assumed that for a given input, the expected output from a program is fixed.
We have designed language, compiler, and runtime support for this class of applications. The main idea in our language support is to allow specification of adaptation parameters. At compile-time, our program analysis algorithm states the execution time as a function of adaptation parameters and other runtime constants. An initial set of runs are used for determining these runtime constants.
We have implemented this approach for data-intensive applications executing in a distributed environment. Our experiences with three data-driven applications have shown the feasibility of our approach. The adaptive nature of the applications can be expressed through our simple language extensions. The execution time model we derive through combined compile-time and runtime analysis is quite effective in practice, even though it does not explicitly account for memory hierarchies.
