Abstract-Wireless LANs (WLANs) are becoming increasingly popular for providing high data rate network access to mobile computers. Most of the currently deployed systems operate in the 2.4 GHz unlicensed frequency hand. However, increasing demand for higher data rates and network capacities has led to new system standards for the 5 GHz hand.
I. INTRODUCTION
HE traditional approach to coverage planning in cellular T networks aims to achieve optimal placement of the infrastructure such that the total number of base stations is minimized while maintaining a given Quality-of-Service in the entire coverage area. Hence, extensive system simulations based on terrain databases and using statistical propagation prediction tools are typically carried out. The costs for such sophisticated network optimization are justified by the large savings it yields, since the installation and operation of large-scale, often nationwide, networks requires substantial investments.
Wireless LANs (WLANs) follow a different paradigm. They are designed to provide low cost, best-effort connectivity and are usually deployed in an ad-hoc fashion, i.e. wherever coverage is needed and access to a wired backbone is available. Although certainly beneficial to the overall system performance, network planning for WLANs is regarded as too complex and too costly. In this paper, we investigate the performance improvements that can be obtained by optimizing the placement of WLAN access points (APs) and study ways to reduce the complexity of the optimization process.
Several methods for coverage planning in WLANs can be found in the literature, mostly based on random search [I], gradient descent 121 or genetic algorithms [3] . The performance of these methods strongly depends upon the initial starting conditions and the choice of simulation parameters. Since these parameters and a good starting set of APs are usually not known a priori, the above algorithms often suffer from slow convergence, and they may, in fact, not converge at all.
In this paper, we explore the use of simple heuristic algorithms such as pruning and neighborhood search to obtain a close-to-optimal solution to the AP placement problem. These algorithms do not exhibit the convergence problems described above and thus can be used either as standalone optimization routines or to obtain good starting solutions for use by more complex optimization algorithms.
The rest of this paper is organized as follows. Section I1 provides a brief summary of the WLAN standards considered in this work. Section I11 discusses the specific problems of coverage planning for such networks and introduces suitable propagation models and performance measures. In section IV, we review the different optimization approaches and select the most appropriate methods for numerical evaluation. The simulation results are then presented in section V, with special attention paid to reducing the overall complexity of the optimization. Section VI concludes with a summary.
WIRELESS LANs
Most of today's WLAN systems operate in the unlicensed 2.4 GHz band and follow the IEEE 802.1 l b standard, which is a wireless extension of the Ethernet standard and allows data rates up to 11 Mbps. A new generation, using the 5 GHz band and delivering up to 54 Mbps, is expected to appear on the consumer market soon. These systems are based on two harmonized standards developed by ETSI [4] and IEEE [ 5 ] . Both use advanced radio resource management schemes, such as link adaptation and dynamic channel allocation, for finetuning the network parameters. Although these algorithms ensure the best possible performance for a given network structure, they do not improve the topology itself, i.e. they cannot compensate for misplaced APs or fix coverage gaps.
In order to analyze the performance improvement achieved by optimizing AP locations, we need to consider a non-trivial network deployment, i.e. an environment where the propagation is difficult to estimate and hence an educated guess clearly results in suboptimal performance. An example of a trivial case is a completely symmetric environment, e.g. an open field without trees, houses or any other obstacles, or an empty room. In realistic situations it is usually not possible to guess (e.g. using geometric considerations) the local propagation situation.
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environments, manufacturing or storage facilities, shopping malls, conference venues, or other locations where network access for portable computers or other devices is required. A number of representative environments are proposed in [6] , and it was found that typical campus or downtown locations are the most difficult to cover. Hence, we will use the campus example for examining the performance of the network planning algorithms.
COVERAGE OPTIMIZATION

A. Wireless Campus Network
The campus environment has a typical urban layout with streets, small squares and complex building structures. The total area is approximately 100,000 m2, however only the outdoor part of 45,000 m2 should be considered as service area for network planning. Coverage from outdoor APs into the buildings is neglected, and only the streets and squares are used for estimating wireless coverage. All buildings are constructed with reinforced, 50 cm-thick concrete walls. APs are installed using masts or utilizing existing lamp poles, where available. The height of the APs is assumed to be 5m above street level.
The possible AP sites, from which the optimization algorithm should select a set that provides the best coverage, are limited to a grid. We discuss this approach in detail in section 111-B and choose a suitable grid size in section V-A. An illustration of the campus environment and the AP placement grid is shown in Fig. 7 .
The received power is sampled at M = 450 measurement points, regularly dispersed in the considered service area at 10 m intervals. Ray-tracing is used to obtain the propagation data, since it is a very accurate tool for modeling propagation in highly complex environments such as the one we are considering. Such detailed modeling is needed to accurately evaluate the impact of different AP locations on system coverage.
B. Grid-based Approach
The main disadvantage of ray-tracing is its computational complexity, which depends on the number of sample points M and AP locations N and is approximately of order 0 ( M N ) .
However, coverage optimization algorithms are also highly complex and combining both will most likely render the entire problem unsolvable. We therefore separate the two problems and perform propagation prediction and coverage optimization as independent, consecutive steps:
1. We define a finite set of possible AP installation sites A = { A I , . . . , A N } and the propagation data are then obtained for all sites in A. Hence, the inherently infinite search space is reduced to a finite set of size N .
2. The optimization algorithm identifies the subset of K sites that provide the best coverage. The fundamental tradeoff is now between selecting an appropriate number of grid points, N , such that the overall complexity is manageable and providing a sufficiently fine granularity for the coverage optimization to converge to a point close to the global optimum in the continuous search space. In order to find a reasonable grid size, we first need to introduce appropriate performance measures and then select suitable optimization schemes.
C. Objective Function
Coverage planning typically comprises two objectives: improving the average signal quality in the entire service area and minimizing the areas with poor signal quality. The two objectives are not always compatible and hence a suitable tradeoff must be found. We use an approach proposed in [2] , a combination of a minisuni and a minimax objective function.
The first objective is achieved by evaluating and minimizing the average pathloss, expressed by the function i=l over the entire service area. Here, M is the total number of measurement points in the service area and gZ(') is the pathloss from the i-th point to AP IC. Each point is assigned to the AP from which it measures the minimum pathloss, i.e.
The term gmax defines the maximum tolerable pathloss, which causes a penalty term of p gik) -gmax) to be added if the threshold of gmax is exceeded. By minimizing (l), we obtain a minisunz objective function.
In order to mitigate the worst-case situation, we consider the measurement point with the maximum pathloss and try to minimize its contribution, obtaining a minimax objective function:
Finally, the total objective function (OF) is a convex combination of (1) and (3), controlled by a balancing parameter 11, E [0,1] that defines the relative contributions of (1) and (3):
The optimal location for only one AP can be obtained by evaluating (4) for all possible AP locations and picking the one that achieves the minimum OF. Since the number of OF evaluations grows linearly with the number of possible AP sites, N , the global optimal solution in this case can be easily obtained via exhaustive search.
The problem of placing K APs out of N possible sites is a combinatorial problem of order 0 (6) , thus making exhaustive search algorithms appropriate only for cases where K and N are small. Since A ' is usually limited to a small range bounded by coverage (minimum number of APs to cover the area) and economic (maximum number of APs allowed by budget) constraints, one may be tempted to decrease N in order to make exhaustive search feasible. However, a small N is equivalent to a sparse quantization of the continuous search space, which increases the likelihood that none of the quantized grid points is sufficiently close to the global optimum in the continuous search space.
Unfortunately, there is no known polynomial time algorithm that can provide an exact solution to the above problem. Consequently, for realistic problems with a reasonably large N , heuristic-based and other locally optimal algorithms need to be explored.
IV. OPTIMIZATION ALGORITHMS
Different approaches to coverage optimization for wireless systems can be found in the literature. Prior work has mostly focused on gradient descent [2], random search [ 11 and genetic algorithms [3]. Gradient descent is an attractive approach because of existing convergence proofs that can guarantee convergence under a specific set of conditions (usually constraints on the step size in the negative direction of the gradient). Unfortunately, gradient descent depends upon knowledge of the OF surface or gradient estimate. Thus, it is restricted to cases where the OF is smooth, which is certainly not the case for the difficult propagation situation in the campus environment.
Random search and genetic algorithms do not require knowledge of the gradient. However, they lack strong convergence proofs, are highly dependent upon starting conditions and algorithm parameters, and lack a clear termination condition. Therefore, we propose a new pruning algorithm that is guaranteed to converge, does not require knowledge of the gradient, is independent of starting conditions, and can be used to provide a solution that can serve as a starting point for more complex search algorithms.
We first define a reference structure, which serves as a performance benchmark, and then outline the heuristic algorithms used in this paper.
A. Reference Installation
The simplest possible heuristic solution is a uniform, or regular placement. In this scheme, the environment is subdivided
This algorithm is clearly suboptimal. However. it is simple to implement, and it is reasonable to expect that a similar method will be employed in installations by users with no knowledge of the environment other than its general geometry. As such, it is a useful metric and can serve as a reference point for other more computationally expensive algorithms. Finally, it is important to point out that regular placement will be globally optimal in a completely symmetric environment.
B. Pruning
Pruning is a simple algorithm for combinatorial optimization. The pseudocode for this algorithm is shown in Table I. In the initialization stage, the algorithm starts with N APs, one for each available AP site. Then, each AP is iteratively removed, the OF is re-evaluated without the removed AP, and the removed AP is re-seeded. This proceeds until the algorithm has calculated the OF for every possible AP removal. The AP whose removal achieved the lowest OF is then permanently removed and the algorithm repeats for the remaining N -1 APs. This continues until there are only K APs left.
Pruning is greedy in the sense that it tries to minimize the OF at each step, without looking ahead to how that move may Third, pruning exhibits computational complexity behavior that is, in essence, the opposite of exhaustive search. That is, for a fixed N , exhaustive search becomes more complex as K grows while pruning at the same time becomes simpler.
As such, pruning provides a very attractive solution method for cases where K is very large. Fourth, pruning has a natural termination condition in that the algorithm is finished when exactly K APs remain and no further pruning is possible. And finally, pruning may be used to provide a good starting solution to other heuristic search algorithms, such as neighborhood search and simulated annealing, described below.
C. Neighborhood Search
Neighborhood search (NS) is a simple heuristic for finding a local optimum of the OF [8] . In general terms, for some initial solution So, the algorithm searches the neighborhood of So, N(So), for a solution SI that achieves a lower objective function. If such a solution is found, the algorithm moves to it and repeats the search. Otherwise, the algorithm is terminated with the last found solution. In practice, NS is commonly combined with steepest descent, whereby in the search step, the algorithm evaluates all the solutions in the neighborhood of the current solution and picks one that achieves the lowest OF. Table I1 shows the pseudocode for one possible implementation of NS for the AP placement problem. In this implementation, the algorithm starts out with an initial solution, obtained either randomly, by pruning, or by some other algorithm. Then, for every AP, NS performs a local search in the neighborhood of that AP for a better AP site, where the neighborhood of AP number k in a solution s, N k ( S ) , is defined as the set of p grid points that are closest (in Euclidean distance) to AP Ak. If NS is not guaranteed to achieve a globally optimal solution, though it is guaranteed that the solution it achieves will be at least locally optimal. Initial solutions that are "far away" from the global optimum are unlikely to converge to it. In fact, only solutions whose neighborhood includes the global optimum can be assured of convergence to it. Therefore, picking a good initial solution for NS is extremely important for achieving a low OF. For that reason, one of the main benefits of NS lies in its use as the last step for refining solutions obtained by regular placement, pruning, or other more complex optimization algorithms that can achieve good, though not necessarily locally optimal, solutions.
D. Simulated Annealing
Simulated annealing (SA) is a random search algorithm which slowly decreases the degree of randomness until it converges to a local optimum. A good example of how SA can be applied to cellular network planning is found in [ 11 and we will adopt the proposed approach for our purposes. T is a measure for the intensity of the random alterations to the system state S. To improve convergence, SA uses a cooling strategy, where the randomness is gradually reduced as the simulation progresses. Hence, SA tends to settle close to points with a low OF. The cooling strategy used for the AP placement problem is shown in Fig. 1 . During the first phase, corresponding to start temperature TO, the position of an AP can be changed over a large radius TO. Since we assume a grid of available sites, an AP can move to any of the no adjacent sites within the circle determined by TO. As the temperature is lowered, the circle becomes smaller and hence the number of available neighbors decreases. In the simulations, we use five temperature lev- The gradual decrease of the temperature T permits a large search space in the early phases of the algorithm and restricts it as the algorithm progresses and is likely close to finding an optimum. The acceptance probability P, (7') should prevent the algorithm from becoming trapped in a local optimum. It needs to be carefully tuned by adjusting y such that typically 0 5 P,(T) 5 0.1 to ensure convergence while permitting sufficient inertia to eventually escape a bad local optimum. The convergence speed of SA also strongly depends on the initial solution SO, which can be obtained either randomly, by regular placement, or by pruning. Due to the random nature of SA and the rough OF surface, it is difficult to determine convergence and decide when to stop the simulation. Therefore, we ran SA for a fixed number of iterations at each of the five temperature levels. Out of all the AP constellations which were evaluated at one temperature, the one resulting in the lowest OF was used as the start set for the next temperature level (or as the final solution when the simulation reached T4).
Finally, it has been shown that in order to guarantee convergence to the global optimum, SA will in general require more iterations than exhaustive search [9] . Thus, like the other heuristic algorithms described above, it is only practical to use SA to attempt to find a good local optimum.
V. SIMULATION RESULTS
A. Simulation Parameters and Grid Size Selection
The objective function in (4) is based on the pathloss, thus limiting the number of relevant system parameters to a few fundamental link layer constants, which are summarized in Ta- (3), with a slight emphasis on (1).
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As discussed in section III-B, we first need to identify a suitable grid point density to be used in the optimization algorithms. The results shown in Fig. 2 are obtained by restricting the service area to a subset that is sufficiently small so as to allow exhaustive search.
We notice that a 50 m quantization of the search space is too coarse. The grid points are likely too far from the global optimum in the continuous search space and hence system performance suffers considerably compared to a finer quantization, such as 20 m. However, refining the grid further to 10 m or 5 m yields no substantial performance improvement, particularly when considering the 10% outage limit. Therefore, we select the 20 m grid as the best tradeoff between complexity and accuracy of the obtained solution.
B. Fair Comparison of the Algorithms
For comparing the convergence behavior of different algorithms, a reasonable metric is required. All of the algorithms were implemented using the same math library functions in MATLAB 6 and hence the total simulation time should be a reasonably reliable indicator for the convergence speed of the different algorithms. All simulations were run on a 700 MHz Pentium processor using Linux.
Furthermore, it is important to provide the same starting conditions for all approaches. Pruning differs considerably in that respect from random search algorithms (e.g. SA). It starts by evaluating the OF for all grid points, whereas SA proceeds from a set of starting points which have been chosen according to certain criteria. Selecting appropriate starting conditions for SA requires some knowledge about the underlying system geometry. For a fair comparison between pruning and SA, we need to start both with the same information about the system, that is: no prior knowledge. Therefore, SA will be initialized with a randomly selected set of starting points and we will use the ensemble average over a number of independent realizations for evaluating convergence and the resulting system performance.
C. Convergence Speed and System Perjormance lowing algorithms:
We can now compare the convergence behavior of the folPruning SA (100, 1000 and 10000 iterations at each temperature)
8 Pruning followed by NS Pruning and SA (500 iterations at each temperature) Figs. 3 and 4 show convergence and system performance for 6 APs. All algorithms achieve considerable improvement compared to the reference installation and converge in a rather short time, however none reaches the performance target of 15 dB (SNR,i, in Table 111 ) in 90% of the service area. Note that pruning has no convergence behavior; instead, it produces one single solution after removing all excess APs and hence appears as a straight line in the figures.
Figs. 5 and 6 show that in the 8 AP case, most algorithms achieve adequate coverage. Pruning produces a solution in about the same time as for 6 APs. Additional NS after pruning yields a further 8% performance improvement (shown as an asterisk in Fig. 5 ) with virtually no extra computation time (additional 260 ms). An illustration of the optimization results is given in Fig. 7 , where the AP positions obtained from pruning followed by NS are shown as bold points (e).
By comparison, SA requires about 25 times longer than pruning to converge. If the number of iterations for SA is adjusted such that it uses approximately the same time as pruning with NS (= 60 s), it was found that SA produces an equally good or better solution with only a 30% probability. Using SA to refine the pruning solution improves performance in only about 10% of the cases. Since SA typically does not produce unique solutions, the major difficulty in using SA by itself lies in the uncertainty of deciding whether it found a reasonably good solution or was trapped in a bad local minimum. Hence, SA needs to be repeated a number of times if a relatively reliable outcome is required. (Note that the results for SA in Figs. 3-6 are obtained from ensemble averages over 10 independent realizations.)
The trends observed for 6 (8) APs are emphasized when using fewer (more) APs. Using the reference installation, ade- quate coverage could not be achieved with fewer than 12 APs. Hence, using even relatively simple optimization schemes, such as pruning together with NS, translates into a 33% infrastructure cost saving. On the other hand, for the same case of 12 APs, SA alone cannot produce a reliable performance improvement even for 10000 iterations per temperature level.
VI. SUMMARY
In this paper, we discussed different approaches to coverage planning for WLAN systems. A new optimization scheme, pruning, has been proposed, which is easy to implement, does not depend on a good starting solution, and requires no finetuning of simulation parameters. When combined with a comparably simple neighborhood search, it outperforms simulated annealing for realistic network sizes. Numerical simulations in a typical campus environment showed that 1/3 of the infrastructure costs (ie. number of APs) could be saved compared to a regular dispersed network, where the AP positions are selected uniformly within the environment.
