Five normal listeners were tested in detail for their auditory gap-detection thresholds, using stimuli in which the narrow-band noise markers of the gap differed in one or both of two auditory dimensions ͑frequency composition and ear stimulated͒. Gap thresholds for stimuli in which the markers differed along either single dimension averaged about 18 ms, while thresholds for markers differing across both dimensions were closer to 28 ms. These data suggest that the perceptual relative-timing operation that mediates between-channel gap detection is shared across auditory dimensions.
INTRODUCTION
Gap detection is a measure of auditory temporal acuity. It is typically studied by requiring a listener to specify which of two streams of otherwise homogeneous sound contains a brief silent period ͑''gap''͒ at its temporal midpoint; an adaptive tracking procedure is then used to determine the minimum detectable gap, or ''gap threshold.'' Recently, a distinction has been made, on both theoretical and empirical grounds, between the perceptual processes involved in the detection of gaps bounded by identical sounds and the detection of gaps bounded by different sounds ͑Phillips et al ., 1997, 1998͒ . Briefly, in the former ͑''within-channel''͒ case, the perceptual operation is construed as a discontinuity detection performed on the activity in the neural or perceptual channel representing the stimulus ͑see also Grose, 1991͒ . Depending on the stimulus, this process can have an acuity in the order of a few milliseconds ͑Eddins et al., 1992; Moore et al., 1993; Penner, 1977; Plomp, 1964͒. In the latter ͑''between-channel''͒ case, the perceptual operation is thought to be a relative timing of the offset of activity in the perceptual channel representing the leading marker and the onset of activity in the perceptual channel representing the trailing marker of the gap. Under these conditions, gap discrimination ͑Divenyi and Danner, 1977͒ and gap detection ͑Neff et al., 1982; Formby et al., 1993 Formby et al., , 1996 Formby et al., , 1998 Phillips et al., 1997 have poorer acuity, and gap detection has a dependence on the brevity of the leading marker, which is rarely seen in within-channel tasks ͑Phillips et al ., 1997, 1998͒ .
The effect on gap threshold of introducing a channel disparity between the leading and trailing markers is certainly qualitatively, and perhaps quantitatively, similar across stimuli whose markers differ in frequency composition, ear stimulated, or free-field location ͑Phillips et al Formby et al., 1998͒ . This similarity suggests that the perceptual machinery engaged to execute the relative-timing operation might be shared or common across those perceptual dimensions. An alternative interpretation is that this similarity is coincidental, and that the mechanisms or resources engaged in the execution of relative timing across differences in one dimension ͑e.g., frequency region͒ are independent of those engaged in between-channel gap detection across another dimension ͑e.g., ear stimulated͒.
One way to differentiate these hypotheses may be based on additive factors logic, originally intended for reactiontime data ͑Sternberg, 1969͒, but also used to advantage in studies of perceptual accuracy ͑e.g., Enns and Shore, 1997͒. The experiment is to compare gap-detection performance in a single set of listeners for stimuli in which the markers differ across either or both of two auditory dimensions. If the mechanisms mediating between-channel gap detection within one dimension are independent of those mediating between-channel gap detection in a second dimension, then gap markers differing across both dimensions should reveal an additivity of the between-channel temporal acuity disadvantage. On the other hand, if a single relative-timing mechanism operates over multidimensional perceptual or representational space, then the temporal acuity disadvantage will not be linearly additive. The purpose of the present study was to address this general question.
I. METHODS
Five listeners, all with absolute auditory sensitivities within laboratory norms, and all with extensive experience in auditory gap detection, participated in the study.
The stimuli were narrow-band ͑0.25 octave, 48 dB/ octave rolloff͒ noise signals with center frequencies of 4.0 and 1.0 kHz ͑after Phillips et al., 1997͒ . Sample waveforms generated by analog equipment were captured by Deck II™ software, and were edited into stimulus ''resource files'' by SOUNDEDIT™ software on a Power Macintosh 8600 computer. The experiment was then programmed in Hypera͒ Electronic mail: ears@is.dal.ca Card™, which called up the resource files as needed. Stimuli were delivered to the listener via Koss Pro/466 earphones at a comfortable listening level ͑approximately 30-35 dB sensation level͒, and all listener responses were executed as ''mouse clicks.'' This mode of stimulus generation used the same noise samples in each stimulus presentation. Two lines of evidence suggest that the use of ''frozen'' noise was inconsequential to the gap thresholds we obtained. First, in ongoing studies of some of the same listeners, we are drawing on different noise samples for each stimulus presentation, but the within-channel gap thresholds are the same as those reported here. Second, the within-channel gap thresholds in this study are similar or identical to those obtained in our earlier study using analog signals.
Every listener was tested with 16 stimulus conditions. Within-channel gap detection for 1.0 and 4.0 kHz noise was tested separately in each ear ͑a total of four conditions͒. These were essentially control conditions to ensure that the listeners had normal acuity for conventional gap-detection tasks. There were 12 between-channel conditions. In the following, the leading and trailing markers are identified with letters ͑specifying ear stimulated͒ and numbers ͑specifying stimulus center frequency in kHz͒ and are separated by a hyphen. Between-channel gap detection ''across frequency'' was studied factorially in both ears ͑four conditions, i.e., 4-1 kHz and 1-4 kHz in the left ͓L͔ ear, and right ͓R͔ ear, separately͒. Between-channel gap detection ''across ear'' was studied factorially for both frequencies ͑four conditions, i.e., R-L and L-R at the two frequencies, separately͒. Finally, each listener was tested with gap stimuli whose markers differed across both dimensions ͑four conditions: R4-L1, R1-L4, L4-R1, and L1-R4͒. For all 16 stimulus conditions, the leading marker duration was 10 ms, including 1.0 ms rise-fall times, and the trailing marker duration was 300 ms ͑same rise-fall times͒. The relatively short duration of the leading marker was selected to ensure the experimental detection of the relative-timing operation, because this is expressed behaviorally as elevated gap thresholds, and gap thresholds are most elevated in the between-channel case when the leading marker is brief ͑Phillips et al ., 1997, 1998͒. The general design of the study was otherwise as described in our previous reports ͑Phillips et al., 1997, 1998͒ . Listeners were tested individually. Gap thresholds for every stimulus condition were tested using a two-down/one-up adaptive tracking method ͑Levitt, 1971͒. Each stimulus trial consisted of the presentation of two gap-detection stimuli: one in which there was no audible silent period ͑nominally 2.0 ms, including 1.0 ms rise-fall times͒, and one in which there was a detectable silent period. These were presented in random order. The task of the listener was to specify by mouse click which stimulus contained the gap. After two successive correct responses, the computer decreased the gap duration by a factor of 1.2; following any single incorrect response, the gap duration was increased by the same factor. The adaptive tracking method was continued, without trialby-trial feedback, until there there had been 14 reversals in the direction of change of gap size, and the gap durations associated with the last ten such reversals were then averaged to calculate the gap threshold for that block of trials for that stimulus condition. Commonly, between 50 and 80 trials per stimulus condition were needed to obtain a single gap threshold.
Each listener was tested on every stimulus condition until gap thresholds were relatively stable ͑up to eight threshold determinations/condition͒. Data entered into the statistical analyses for each listener were the means of the last four gap thresholds obtained for each of the 16 stimulus conditions. Gap durations ͑and therefore gap thresholds͒ are specified as the durations of silent intervals, excluding the stimulus risefall times.
II. RESULTS
Averaged across both ears in each the five listeners, mean within-channel gap thresholds were 2.29 ms for the 4.0-kHz noise, and 5.48 ms for the 1.0-kHz noise. These values are similar or identical to those previously reported from this laboratory ͑Phillips et al., 1997͒. The difference in thresholds for the two noises probably reflects differences in absolute stimulus bandwidth ͑after Eddins et al., 1992͒ . Figure 1͑a͒ -͑c͒ shows the mean gap thresholds for each of the 12 between-channel conditions. For the four across-ear conditions ͓Fig. 1͑a͔͒, mean gap thresholds were in the range from about 14 to 22.5 ms ͑mean for that category of conditionsϭ17.86 ms͒. For the four across-frequency conditions ͓Fig. 1͑b͔͒, mean gap thresholds were in the range from
and the four across-both stimulus conditions in panels ͑a͒, ͑b͒, and ͑c͒, respectively. The 95% confidence interval, calculated with the subject variance removed ͑after Loftus and Masson, 1994͒ is shown as the error bars. ͑d͒ Shows the three group-mean gap thresholds, averaged across both listeners and condition for the data in panels ͑a͒, ͑b͒, and ͑c͒, respectively. Error bars in ͑d͒ are the 95% confidence interval. Abbreviations: R ͑right͒, L ͑left͒, 4 ͑4.0 kHz͒, 1 ͑1.0 kHz͒, FREQ ͑frequency͒.
18 to 20 ms ͑category meanϭ19.49 ms͒. Finally, for the stimulus conditions in which the leading and trailing markers differed in both dimensions ͓Fig. 1͑c͔͒, mean gap-detection thresholds were in the range from 26.5 to 32 ms ͑category meanϭ28.36 ms͒.
As in our previous studies, individual listeners differed markedly ͑up to a factor of four͒ in their absolute gap thresholds for the between-channel conditions, but relatively little in the pattern of gap thresholds across the stimulus conditions ͑Phillips et al., 1997, 1998͒. Because our interest was in differences in gap thresholds across stimulus conditions, and not in differences in absolute thresholds between listeners, the subject variance was partitioned out, and a 95% confidence interval ͑4.29 ms͒ was based on the listener-bycondition interaction ͑pooled error, after Loftus and Masson, 1994͒ . This confidence interval is shown in Fig. 1͑a͒ -͑c͒, and it applies to all 12 means plotted in Fig. 1͑a͒ -͑c͒. It is apparent that the mean gap thresholds for most of the eight conditions in which the markers differed across a single dimension were within a 95% confidence interval of each other ͓Fig. 1͑a͒ and ͑b͔͒. In contrast, the mean gap thresholds for ''across-both'' conditions, while mostly within a 95% confidence interval of each other, fell outside of a 95% confidence interval around the across-ear and across-frequency means.
The foregoing data suggest that the temporal acuities of the between-ear and between-frequency gap-detection mechanisms are very similar, but that listeners have poorer thresholds if the markers differ across both dimensions. The mean thresholds for the four across-ear, the four acrossfrequency, and the four across-both conditions were averaged separately and the means for these three categories of conditions are shown in Fig. 1͑d͒ . A new 95% confidence interval ͑3.31 ms͒ was calculated, and this is shown as the error bars in Fig. 1͑d͒ . The mean gap thresholds in Fig. 1͑d͒ were subjected to an analysis of variance ͑based on a new pooled error; see Loftus and Masson, 1994͒ . This confirmed that there were statistically significant differences between the three groups ͓F(2,8)ϭ15.45, pϽ0.01͔. Post hoc ͑t-test͒ comparisons confirmed that the group mean thresholds for the across-ear and across-frequency conditions did not differ (pϾ0.05), but that the group mean threshold for the acrossboth conditions was higher than either of the others ( p Ͻ0.01).
Finally, the data suggest that the effects on gap threshold of using markers that differ across different dimensions were not linearly additive. In none of the individual listeners ͑nor in the mean data: Fig. 1͒ , was the mean across-both gap threshold particularly close to the sum of the mean across-ear and mean across-frequency gap thresholds. The mean acrossboth gap thresholds were always less than the sum of the mean across-ear and across-frequency gap thresholds.
III. DISCUSSION
The general purpose of the present study was to determine whether gap thresholds for stimuli in which the leading and trailing markers differed across two dimensions ͑fre-quency composition and ear stimulated͒ were higher than those for stimuli in which the markers differed in only one dimension. The within-channel gap thresholds of the present listeners were similar to previous published accounts ͑Pen ner, 1977; Plomp, 1964; Phillips et al., 1997͒ . Betweenchannel gap thresholds have been studied less extensively, but the gap thresholds seen here were within range of those published by at least two laboratories ͑Formby et al., 1996 Phillips et al., 1997͒ . Our main findings were that, for the stimuli in this study, the between-channel gap-detection acuity was comparable for the cases in which markers differed in one dimension ͑either frequency composition or ear͒, and that acuity was poorer when the markers differed across both of those dimensions.
The further question concerns the additivity of these ''channel-crossing'' effects. A strict linear additivity would suggest independence of the processing of ''ear'' from the processing of ''frequency.'' This view is not without precedent in either the auditory neurophysiological ͑Evans, 1974; Knudsen and Konishi, 1978͒ or psychophysical literature ͑Deutsch and Roll, 1976 but see Bregman and Steiger, 1980͒ . We found that gap thresholds in the across-both conditions were systematically shorter than the linear sum of those seen in conditions in which the markers differed only along a single dimension. We take this to mean that the mechanisms or resources mediating the two kinds of between-channel gap-detection tasks are partially shared. Our data depart from those presented by Formby et al. ͑1998͒ who, using sinusoidal markers, found that dichotic ͑across-ear͒ temporal gap-detection thresholds were relatively insensitive to variations in the spectral composition of the markers. The reasons for this apparent disagreement are unclear, but might reflect that we used short leading markers to optimize the visibility of the between-channel process ͑af-ter Phillips et al., 1997 We are concerned, however, about the usefulness of conceptualizing auditory function in the additive factors framework, despite the success of that model in early reaction-time studies of cognitive processes ͑e.g., Sternberg, 1969͒ . From the neurological standpoint, the architecture of the mammalian auditory nervous system, while demonstrably containing circuits with identifiable and separable functions ͑e.g., encoding of interaural phase delays and interaural intensity differences͒, is tonotopically constrained throughout, so that much, if not all, low-level sensory processing is done on a frequency-specific basis. This means that the ''representation'' of frequency information is probably never completely isolated from ͑''independent of''͒ the processing or representation of other stimulus dimensions ͑e.g., Phillips et al., 1994͒. This conclusion is compatible with that drawn previously by Bregman and Steiger ͑1980͒ on purely psychophysical grounds. The modularity envisaged by the additive factors logic may therefore be misplaced in this level of perceptual analysis. In this light, the intended quantitative meaning of ''additivity'' becomes unclear.
In this regard, there is a different way of thinking about this issue ͑P. J. Fitzgibbons, personal communication͒. One could construe the mean gap thresholds for the across-ear ͑17.9 ms͒ and across-frequency ͑19.5 ms͒ conditions as the magnitudes of orthogonal vectors, in which case, their vector sum would be 26.4 ms-a value very close to ͑within a 95% confidence interval of͒ that we obtained for the across-both condition ͑28.4 ms͒. Whether this similarity is coincidental can be determined by future experiments. The conceptually important point is that this vector addition, as opposed to the linear addition implied by the additive factors logic, is consistent with the existence of a single relative-timing mechanism that operates over different, independent channels in multidimensional perceptual space.
This leads us to return to our ͑qualitative͒ account of how the within-and between-channel processes contribute to gap-detection performance. The leading and trailing gap markers have representations that occupy channels defined by frequency and/or ear. The acuity of gap-detection performance depends on the extent to which those representations overlap, and thus on the amount of substrate available for ͑high-resolution͒ discontinuity detection in the channels activated by the markers. The alternative mechanism, betweenchannel relative timing, has inherently poor acuity ͑Phillips et al Formby et al., 1998͒. In previous studies, decreasing the overlap of the spectral contents of leading and trailing markers increased gap-detection or gapdiscrimination thresholds ͑Divenyi and Danner, 1977; Neff et al., 1982; Formby et al., 1993 Formby et al., , 1996 Formby et al., , 1998 Phillips et al., 1997͒. In the present experiment, the imposition of both ear and frequency differences in the markers for the across-both conditions further reduced the representational overlap of the markers, and so resulted in a still poorer medium on which the within-channel process could operate. This, in turn, resulted in poorer temporal acuity than that seen in conditions in which the markers differed along a single dimension. In cases of nonoptimal representational overlap between the markers, it remains to be determined whether it is solely the sparser substrate available to the discontinuity detector, or some interaction between the outputs of concurrently activated within-and between-channel processes, which results in the gap-threshold elevations.
Finally, in a recent study of cochlear implant patients, Chatterjee et al. ͑1998͒ reported gap thresholds obtained using dissimilar ͑electrical͒ markers applied to a single cochlear-implant electrode pair. The markers differed in either pulse rate or pulse amplitude. Chatterjee et al. suggested that between-channel gap thresholds thus reflected the perceptual discontinuity between the markers ͑cf. our use of the more neurophysiological term ''representational overlap''͒. However, we know independently that tones of the same frequency but different amplitudes activate different central neurons ͑Phillips, 1990; Phillips et al., 1994͒ , and the same might apply to periodicities ͑Schreiner and Urbas, 1988͒. This means that Chatterjee et al.'s ͑1998͒ conclusion may be in keeping with our own.
