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Visualizing neuronal activation on a brain-wide scale yet with cellular resolution is a
fundamental technical challenge for neuroscience. This would enable analyzing how
different neuronal circuits are disrupted in pathology and how they could be rescued
by pharmacological treatments. Although this goal would have appeared visionary a
decade ago, recent technological advances make it eventually feasible. Here, we review
the latest developments in the fields of genetics, sample preparation, imaging, and
image analysis that could be combined to afford whole-brain cell-resolution activation
mapping. We show how the different biochemical and optical methods have been
coupled to study neuronal circuits at different spatial and temporal scales, and with cell-
type specificity. The inventory of techniques presented here could be useful to find the
tools best suited for a specific experiment. We envision that in the next years, mapping
of neuronal activation could become routine in many laboratories, allowing dissecting
the neuronal counterpart of behavior.
Keywords: immediate early genes, tissue clearing, light-sheet microscopy, high-throughput microscopy, image
analysis, whole-brain mapping
INTRODUCTION
The most direct readout of brain activity is behavior. Although there is a consensus about the fact
that our actions are a result of the coordinated activity of our neurons, the causal links between
these two phenomena are still largely unknown. Understanding how neuronal networks in the brain
drive specific behaviors, and how these networks change with experience is thus a fundamental
challenge of neuroscience. In addition, a deeper insight into the connection between brain activity
and behavior would also shed light on the mechanisms that disrupt this link in pathology, laying
the basis for better treatment of mental diseases.
From a methodological point of view, understanding this connection requires techniques for
whole-brain mapping. Indeed, neuronal activation patterns should be studied on the same scale of
the structural organization of neuronal networks, i.e., brain-wide. One would ideally need some
methods to record electrical activity simultaneously from all the neurons in the brain of a freely
behaving subject, with single-cell resolution. It is immediately apparent that no technique with
such capabilities exists, and even if we relax, some of the requirements in italics, whole-brain
mapping still sounds like a formidable task for state-of-the-art technologies. Traditional functional
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imaging methods used to reveal large-scale neuronal activity,
like functional magnetic resonance imaging (fMRI) or
electroencephalography (EEG), lack the proper spatial
resolution to record single-cell activity (Logothetis, 2008;
Michel and Brunet, 2019). On the other hand, single-cell
electrophysiology cannot scale to more than a handful of
neurons (Perin and Markram, 2013).
Over the last decade, in vivo optical methods have
demonstrated the ability to work across different scales
(Carrillo-Reid et al., 2017; Yang and Yuste, 2017; Sancataldo
et al., 2019), allowing registration of membrane potential or
of intracellular calcium in hundreds or even thousands of
neurons simultaneously (Ahrens et al., 2013; Prevedel et al.,
2014; Nöbauer et al., 2017). However, these techniques still suffer
several limitations:
1. There is a practical trade-off between spatial resolution
and field of view (FOV). For instance, calcium imaging
of the entire mouse cortex can be achieved only at coarse
resolution (Vanni et al., 2017), while single-cell recordings
are limited to a smaller spatial area (Prevedel et al., 2014).
2. Light scattering by nervous tissue limits imaging
penetration to less than an mm (Helmchen and Denk,
2005). Thus, in rodents, in vivo optical imaging is limited
to the cortex [unless endoscopic approaches are used
(Dombeck et al., 2010)]. Whole-brain imaging has
been achieved hitherto only in small organisms like the
nematode Caenorhabditis elegans or the larva of Danio
Rerio (zebrafish) (Ahrens et al., 2013; Prevedel et al., 2014).
3. Optical microscopes are usually quite sophisticated and
heavy, and thus hardly compatible with freely behaving
animals. Simpler systems—with poor resolution—can be
used on mice moving freely in their cage (Aharoni et al.,
2019). However, when single-cell resolution is sought, the
only acceptable compromise is to place a head-fixed animal
in a virtual reality environment (Dombeck et al., 2010).
To circumvent these constraints, a radical solution is to
tag activated neurons in vivo and image them subsequently
ex vivo (Figures 1A,B). Fixed murine brains can be cleared and
labeled using many different protocols (Figure 1C). Afterward,
a comprehensive yet high-resolution reconstruction of these
samples can be obtained using the latest developments in
ex vivo microscopy (Figure 1D). Finally, quantitative data can
be extracted from raw images using state-of-the-art algorithms
(Figure 1E). These inherent advantages have been exploited to
quantify brain-wide neuronal activation by targeting neurons
expressing immediate early genes (IEGs). These genes are
expressed by neurons under sustained activation (Bartel et al.,
1989) and are considered a reliable proxy for activity. Indeed, IEG
quantification is a classical method to study neuronal activation
in selected brain areas (Morgan et al., 1987; Sagar et al., 1988).
Ex vivo whole-brain mapping of IEGs eventually allows to
map activated neurons across the entire brain of a freely behaving
subject, with single-cell resolution. In the end, this is not too far
from the original challenge we issued a few lines before.
In the following, we review the latest technological
developments concurring to map and manipulate activated
neurons across the entire mouse brain. This ambitious goal is
today possible by combining advancements from multiple fields,
including genetics, tissue preparation, optical imaging, and
image analysis. The purpose of our review is to guide the reader
into this multidisciplinary research, offering the tools to choose
the techniques that are best suited for a specific application. For
detailed recapitulation of the single topics, we refer to excellent
reviews that have been published in the last years (Mayford and
Reijmers, 2016; Peng et al., 2016; Sbalzarini, 2016; Tainaka et al.,
2016; DeNardo and Luo, 2017; Power and Huisken, 2017; He




The first step to map activated neurons across the whole brain
is to tag them with a label allowing visualization through
an optical microscope. Different methods have been proposed
during the years, ranging from classical immunohistochemistry
to sophisticated transgenic or viral approaches. All these different
techniques share a common principle: the use of immediate early
genes (IEGs). In this section, we first recall the basic features
of IEGs and then describe in detail the various methods that
could be used to tag neurons according to the expression of
one of these genes.
IEG-Based Approaches as Useful Tools
to Access Activated Neurons
Nowadays, the discovery of IEGs has enabled us to reconstruct
functional maps with single-cell resolution. IEGs, such as c-fos,
Arc, and Egr1 (also known as ZiF268), are a class of genes that is
activated transiently and rapidly in response to a wide variety of
cellular stimuli (Hunt et al., 1988; Sagar et al., 1988; Kaczmarek
and Nikolajew, 1990; Hughes et al., 1992; Pinaud, 2004; Terleph
and Tremere, 2006; Bahrami and Drabløs, 2016). At the brain
level, the expression of all IEGs is induced by neuronal activity
through depolarization (Greenberg et al., 1986; Morgan et al.,
1987; Bartel et al., 1989; Sheng and Greenberg, 1990; Smeyne
et al., 1992). In this way, the rise of intracellular Ca2+ levels
activates second messenger pathways that, in turn, stimulate
transcriptional factors. Within few minutes, these factors trigger
the expression of the relative genes. For that reason, for a long
time, they have been used as an indirect marker to measure
neuronal activity. In addition to their rapid induction, IEG
proteins have a relatively short life due to their fast transcription
that is interrupted with the end of external stimulation. Thus, in
a few hours, the expression levels of these proteins return to their
baseline (Sheng and Greenberg, 1990).
These genes respond to a wide variety of intrinsic and extrinsic
stimuli, including growth factors, high intracellular levels of
Ca2+, and cAMP, strong depolarization, receptors activating, and
neurotransmitters, indicating a very general response mechanism
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FIGURE 1 | Scheme representing the different steps to perform whole-brain neuronal activation mapping. (A) Behavioral testing. (B) In vivo neuronal activation
tagging with endogenous fluorescence proteins. (C) Sample preparation protocol: clearing and staining (optional, when the tagging is not performed). (D) Imaging
with advanced fluorescence microscopy. (E) Data analysis with different algorithms. Created with BioRender.com.
(Bartel et al., 1989; Sheng and Greenberg, 1990; Ghosh et al.,
1994; Fowler et al., 2011). Regulation of gene transcription varies
according to the type of gene and brain region (Sheng and
Greenberg, 1990; Mayford and Reijmers, 2016). For example,
growth factors and membrane depolarization activate distinct
programs of early response gene expression (Bartel et al., 1989).
Cole et al. (1989) found that a rapid increase in IEGs due to
neuronal stimulation has a critical role in long-term change in
synaptic efficiency. They proved that in vivo stimulation of DG
hippocampal cells with electrodes was sufficient to produce long-
term potentiation (LTP), causing the induction only of Egr1,
while c-fos needed more prolonged stimulation (Cole et al., 1989;
Sheng and Greenberg, 1990). In both cases, the IEG activation
was correlated to the elevated presence of NMDA receptors
(Morgan et al., 1987; Sheng and Greenberg, 1990).
Starting from these characteristic features of IEGs, a series
of IEG-based tools have been developed either in the form of
transgenic mice or viral vectors (Reijmers et al., 2007; Guenthner
et al., 2013; Kawashima et al., 2013; Sakurai et al., 2016; Sørensen
et al., 2016; DeNardo et al., 2019; Hasan et al., 2019). These
genetic approaches have been developed to translate neuronal
activity into gene expression by making possible the visualization
of behavioral-relevant cells and also the access to the same
neurons in living animals or ex vivo tissue slices. Most of these
strategies pave the way to cell manipulation with chemogenetic or
optogenetic tools, giving to researchers the possibility to activate,
inactivate, and record neuronal activity using electrophysiology
or genetically encoded calcium indicators (Barth et al., 2004;
Wang et al., 2006).
Before describing in detail the mechanisms, advantages, and
disadvantages of each genetic approach, it is worth adding
a few general considerations. IEG transcripts or proteins are
present in neurons for a limited time after the stimulus that
elicited the activity of a specific brain circuit. Therefore, any
protocol aimed at mapping the presence of IEGs must be
performed within a limited time window after the behavioral
test. If proteins or transcripts have to be mapped directly,
e.g., with immunohistochemistry (IHC), this means that the
animal must be sacrificed after the stimulus, preventing further
behavioral tests. The limitation of IHC is related to IEG kinetics
because its peak expression and the return to baseline are
very rapid (Morgan et al., 1987). Genetic approaches, driving
recombination in the presence of IEGs, have been developed to
overcome this limitation allowing access to activated cells for a
period much longer than the IEG timescale, even 1 month later
(DeNardo et al., 2019).
The time window of IEG expression also defines the maximum
temporal resolution of the method, i.e., the capability to
distinguish neurons activated by the stimulus of interest from
those activated by subsequent or previous stimuli. When using
transgenic or viral strategies in combination with some drug,
the pharmacokinetics of the drug itself must also be taken into
account, as it will often extend the time window beyond the
natural half-life of IEG proteins (Sheng and Greenberg, 1990;
Reijmers et al., 2007; Guenthner et al., 2013). For instance, Cre-
based recombination systems isolates activated cells with a time
resolution similar to that of endogenous IEG expression (few
hours) (DeNardo et al., 2019), while in some approaches based
on Tet-tag, the half-life of the drug determines a time window of
few days (Reijmers et al., 2007). This loss of temporal resolution
leads to the labeling of more neurons than those activated in the
behavior of interest. These “false positives,” usually referred to as
“background,” effectively reduce the capability of the method to
find statistically significant variations in the number of activated
neurons between different areas or subjects.
On the contrary, “false negatives” can appear when the method
fails either to tag-activated cells or to maintain labeling after
the recombination event (as in the case of genetic methods).
In both cases, a fraction of IEG-positive neurons is missing,
again reducing statistical power. The main reasons for the
insufficient labeling of activated cells are limited efficiency of
the recombination mechanisms in selected cell types or also the
limited penetration of exogenous dyes (e.g., in IHC).
Here below, we describe in detail the existing methods
able to tag activated neurons, providing useful information
for researchers. Figure 2 summarizes them with schematic
illustrations, while Table 1 recapitulates the main features of
each method.
Immunohistochemistry
The immunohistochemical staining has been considered the
“gold standard” for the reconstruction of whole-brain activity
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FIGURE 2 | Diagram of immediate early gene (IEG)-based approaches for neuron tagging. For each method, information about the characteristic of the final effect is
described. In particular: the duration time (transient or not), the location (whole-brain or not), and if the method can be coupled with optogenetic and chemogenetic
tools (manipulation). TRE, tetracycline responsive element; Dox, doxycycline; tTA, artificial transcription factor; TXM, 4-hydroxytamoxifen; CreER, tamoxifen-inducible
recombinase; rtTA, reverse tetracycline transactivator; TeTb, bidirectional Tet promoter. Created with BioRender.com.
TABLE 1 | Summary of the main features of each immediate early gene (IEG) tagging method.
IHC Fos-GFP
Arc-dVenus
TetTag TRAP TRAP2 CANE vGATE E-SARE RAM
Whole-brain cell counts X X X X X
Projection mapping of activated cells X X X X X X
Tran-synaptic tagging X X X
Optogenetic or chemogenetic manipulation of activated cells X X X X X X X
Subsequent behavioral test X X X X X X
Cell-type specificity X
X, Means that this IEG tools has that feature.
maps at the cellular scale. Leveraging the fact that IEG synthesis
is induced by neuronal activity, the first way to visualize the
activity at the brain level was obtained by the immunostaining
of c-fos (Morgan et al., 1987; Sagar et al., 1988). Despite the
large number of genetic approaches developed in the last years,
IHC still remains the reference method to map IEG-expressing
cells. It has been coupled with many clearing techniques, such
as iDISCO, CLARITY, CUBIC, for the 3D reconstruction of
brain-wide activated circuits (Susaki et al., 2014; Tomer et al.,
2014; Renier et al., 2016). However, there are some limitations
concerning this method. After the stimulus, when IEGs arrive at
the transcription peak, animals have to be sacrificed, so it is not
possible to carry out other studies on the same animal.
Moreover, it is often interesting to understand whether
a neuronal ensemble, activated with a stimulus, could
be reactivated with a distinct one, and the traditional
immunohistochemistry does not allow this type of investigation.
In order to solve this latter problem, cellular compartment
analysis of temporal activity by fluorescent in situ hybridization
(catFISH) has been developed. This technique exploits different
compartmentalization of mRNA into the nucleus and the
cytoplasmic region (Guzowski and Worley, 2001). However,
starting from the previous method, a new double-labeling
technique is applied in order to study two sequential
stimuli separated by an appropriate interval. Thus, the
tyramide-amplified ICH-FISH (TAI-FISH) exploits different
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compartmentalization of IEG protein and the relative mRNA,
in this way the first stimulus is visualized by IEG cytoplasmic
protein while the second with the mRNA in the nucleus
(Xiu et al., 2014).
Fos-GFP and Arc-dVenus
As mentioned above, IEGs offer genetic access to neurons
activated in response to specific stimuli; therefore, strains of
transgenic or knock-in mice have been developed to directly
link IEG transcription to some type of reporter. Genes coding
for fluorescent proteins, LacZ markers or luciferase, are inserted
under the control of the IEG-promoters (Smeyne et al., 1992;
Barth et al., 2004; Wang et al., 2006; Xie et al., 2014; Kim Y. et al.,
2015; Vousden et al., 2015). This approach has been first proven
in transgenic mice in which Fos promoter drove transcription
of the β-galactosidase; neurons activated in response to light
pulse stimulation during the dark cycle were then identified as
Fos-LacZ positive through a blue pigment (Smeyne et al., 1992).
More recently, several transgenic models have used fluorescent
proteins as reporters in an activity-dependent manner (Barth
et al., 2004; Wang et al., 2006; Xie et al., 2014; Kim Y. et al., 2015;
Vousden et al., 2015). For example, Fos-GFP mice have been
used to map the neurons stimulated during social or parenting
behaviors (Kim Y. et al., 2015), while different activation patterns
involved in recalling contextual and tone fear memories at whole-
brain level were explored with the Arc-dVenus strain (Vousden
et al., 2015). The half-life of the fluorescent proteins is similar
to endogenous IEGs ones, leading to fluorescent peaks in a
short time, about 1–2 h, and lasts approximately 6–8 h. This
temporary access to neurons prevents manipulation of the same
activated cells later in time. Still, GFP-expressing cells may be
targeted in vivo for electrophysiological recording right after the
behavioral experiment (Barth et al., 2004). Fos-GFP and Arc-
dVenus have been included inside a pipeline that demonstrated,
for the first time, the possibility to detect neural activity on a
brain-wide scale, using automated whole brain imaging (Kim Y.
et al., 2015; Vousden et al., 2015).
TetTag
More complex strategies limit the expression of an IEG-linked
effector to some kind of pharmacological treatment. One of the
first approaches demonstrated in this sense is TetTag, which uses
Fos promoter to drive the expression of a doxycycline-repressible
tetracycline transactivator (tTA) (Reijmers et al., 2007). This
strategy has been developed to understand whether neurons
activated during fear learning are reactivated during fear memory
recall (Reijmers et al., 2007). This inducible expression system,
called Tet-Off, exploits the “switch-off” mode in the presence of
the doxycycline antibiotic (DOX). The TetTag strategy needs two
transgenes: the first requires the tTA, an artificial transcription
factor while the second, a tetracycline-responsive element (TRE)
that is a synthetic promoter. TRE needs to bind to tTA for the
expression of any genes. During the resting state, tTA is usually
bound to DOX and consequently unable to link to the TRE
sequence. Therefore, in the presence of a stimulus and of a diet
lacking in DOX at the same time, the Fos promoter stimulates
the synthesis of tTA, which now is able to bind TRE for the
effector expression, achieving neuronal labeling. Due to the slow
metabolism of DOX, the time window becomes very wide and
leads to high levels of neuronal background (Shockett and Schatz,
1996; Reijmers et al., 2007). Moreover, this method does not
allow to permanently access to activate neurons because TRE-
conditional effectors last only few days (Reijmers et al., 2007).
Finally, for the manipulation of behavioral-responsive
ensembles in many paradigms, this technique can be coupled
with optogenetic and chemogenetic tools, using some rhodopsins
and excitatory human M3 muscarinic (hM3Dq) receptors
directly as effectors (Koya et al., 2009; Garner et al., 2012; Liu
et al., 2012; Ramirez et al., 2013, 2015; Cowansage et al., 2014;
Redondo et al., 2014).
TRAP
Targeted recombination in active populations (TRAP) is another
drug-dependent approach, such as TetTag. However, compared
to the latter, TRAP shows a better temporal resolution and
permanent genetic access to neurons, making activated cells
permanently fluorescent (Guenthner et al., 2013). Like the
previous one, also this strategy needs two transgenes: the first
expressing a tamoxifen-inducible recombinase CreERT 2 in an
activity-dependent way, i.e., under the control of Arc and Fos
promoter (ArcTRAP and FosTRAP) (Feil et al., 1997). The
second exploits the Cre-Lox recombination under a ubiquitous
promoter for the reporter expression.
CreERT 2 is expressed in active cells but is not effective unless
in the presence of tamoxifen (TMX). When present inside cells,
TMX binds the ER site allowing CreERT 2 to move from the
cytoplasm to the nucleus, driving the expression of a reporter (i.e.,
fluorescent protein) by the removal of loxP-stop-loxP sequence
(Guenthner et al., 2013). The time window for “cell TRAPing”
is provided by the lifetime of TMX and, therefore, by its
metabolism and excretion. Due to the long lifetime of TMX,
Guenthner et al. (2013) have decided to use its metabolic form,
4-hydroxytamoxifen (4-TMX), limiting the time window to a
period <12 h. As a result, only neurons that are activated around
drug administration can be TRAPed.
This genetic tool has facilitated previously impossible
experiments, enabling the manipulation of neural ensembles
activated during a specific task later in time, even days after
(Ye et al., 2016; Ishii et al., 2017; Kim and Cho, 2017;
Girasole et al., 2018). Moreover, this method has allowed whole-
brain reconstructions and it is often coupled with clearing
approaches. Besides the many progresses made in this field,
TRAP has some limitations: the first is caused by the Arc and
Fos haploinsufficiency that provokes the disruption of their
endogenous expression; the second is about stochastic labeling
mainly due to random reporter expression.
TRAP2
Recently, TRAP has been improved with a new version, called
TRAP2 (DeNardo et al., 2019). The mechanism is the same
as TRAP with few but essential developments. TRAP2 is
further optimized with an improved Cre (iCre) to enhance
the effector expression (Shimshek et al., 2002). It preserves the
Fos endogenous expression, allowing keeping transgenic animals
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in homozygosis. Therefore, this capability of maintaining Fos
endogenous expression also improves the penetration in many
brain regions. Using the TRAP2 tool, Luo’s group has studied fear
memory retrieval in the prelimbic cortex.
CANE
Sakurai et al. (2016) have developed a “lock-and-key strategy”
for capturing activated neuronal ensembles with engineered mice
and viruses (CANE). In the CANE system, a destabilized targeting
avian leukosis (dsTVA) receptor, not present in mice, is knocked-
in to endogenous Fos locus. In the presence of external stimuli,
Fos and dsTVA are co-translated in the same neuron so that all
Fos+ cells have on their membrane the avian receptors. Before
any external stimulation, rabi/lentiviruses coated with a surface
glycoprotein (EnvA), a typical ligand of TVA, are delivered into
the brain and infect Fos+ neurons in the injection area. After
transfection, the virus genome is inserted into the neuron and
allows the effector expression (Sakurai et al., 2016).
CANE leads to a more precise temporal and spatial resolution
compared to previous techniques. Its short time window depends
a) on the brief half-life of dsTVA, which mimics the kinetics of the
endogenous Fos, and b) on tightened limitations of viral vectors
transduction. For those reasons, it enables low background and
it has been used to study “mild behavior” (i.e., brief behavioral
encounters or brief behavioral events). Moreover, this double-
control mechanism appears to permanently tag the majority of
activated cells, leading to high efficiency. The use of lenti and
rabiviruses allows the labeling of two or more ensembles in the
same brain region and also trans-synaptic tracing of activated
cells (Sakurai et al., 2016; Rodriguez et al., 2017; Jiang-Xie et al.,
2019; Tschida et al., 2019). CANE is an excellent technology,
able to reconstruct efferent and afferent connections, but it
cannot be used for whole-brain labeling because viral infection
is limited to the injection site. Moreover, virus delivery requires
stereotaxic surgery and anesthesia, which could alter behavior
and neuronal response.
vGATE
The most recent genetic approach, which uses a mixture of three
viruses, is called virus-delivered genetic activity-induced tagging of
cell ensembles (vGATE). This multilevel strategy has been used
to investigate fear memory engrams and especially to manipulate
hypothalamic oxytocin neurons with the aim of understanding
the role of this subpopulation in fear response (Hasan et al.,
2019). The authors used a system composed of three adeno-
associated viruses (AAV). The first one drives the expression of a
reverse tetracycline transactivator (rtTA) under the Fos promoter.
In order to have a permanent tagging of Fos+ neurons, a Tet
operator sequence has been integrated upstream of Fos promoter,
able to sustain an extensive induction of rtTA in the presence
of DOX through an autoregulatory expression loop. The second
virus contains a bidirectional Tet promoter that, in the presence
of the DOX, stimulates the expression of a fluorescent protein
and simultaneously activates the Cre recombinase. The last virus
uses a cell-type-specific promoter that, under a Cre recombinase,
expresses Channelrhodopsin-2 (ChR2) to optically manipulate
neuronal activity (Hasan et al., 2019).
Contrary to TetTag, this IEG-based method exploits a Tet-On
system, i.e., DOX “switch-on” mode. By the intraperitoneal DOX
injection, the transcriptional activator is expressed, providing a
better-controlled time window, which depends only on the drug
metabolism and viral transduction, avoiding the integration of
the DOX in the feed.
The great advantage of the vGATE is the lack of use of
transgenic mice; in this case, there is the possibility to switch to
other species. For instance, Hasan et al. (2019) have applied this
tool to rats for their study. Moreover, the last virus contains a
cell-type-specific promoter, and consequently, a specific neuron
subpopulation may be manipulated and visualized. The use of
viruses has its own limitations, yet it cannot be used for systemic
tagging due to the local nature of viral injection; furthermore, as
always in a complex stereotaxic surgery, the potential effects of
any brain injury on animal behavior could not be overlooked.
E-SARE
Recently, many researchers focused on endogenous promoters,
modifying their genomic sequences to have better control of the
transcription of IEGs induced by neuronal activity. Therefore,
viral strategies using engineered promoters have expanded the
horizon of IEG-based methods to improve the specificity and
efficiency of activated neurons, increasing reporter expression
level more than 20-fold. Kawashima et al. have introduced the
synaptic activity-responsive elements (SAREs), which regulate
Arc expression throughout the cooperation of three activity-
dependent transcription factors (CREB, MEF2, and SRF) to
induce a strong transcription (Kawashima et al., 2009). Exploiting
their study based on the SARE enhancer element of the Arc
promoter, the same authors have constructed a new synthetic
promoter called “E-SARE” that is composed of five tandem
repeats of SARE sequence fused into an Arc minimal promoter
(Kawashima et al., 2013). This genetic tool has been used to
tag neurons activated by different visual orientation stimuli.
In order to obtain a reliable circuitry map and to manipulate
permanently tagged neuronal ensembles, E-SARE has been
coupled to an inducible Cre sequence. The combination of
the E-SARE upstream of the CreERT 2 allows to have a tightly
controlled time resolution (Kawashima et al., 2013). This system
can be packed into AAV vectors or lentivirus without the use
of transgenic animals; consequently, the great advantage is the
potential “switching” to larger mammalian species.
RAM
Robust activity marking (RAM) system is another method, such
as E-SARE, that exploits a synthetic promoter to investigate
activity-dependent cells. This strategy has been used to label
and manipulate neuronal ensembles in the hippocampus of
animals subjected to contextual fear conditions (CFC) and in
the amygdala following tone-fear conditioning (TCF) (Sørensen
et al., 2016). The RAM promoter (PRAM) is composed of four
repeats of an enhancer module, which is composed by the AP-1
site and the neuronal-specific activity-dependent gene Npas4-
binding motif, upstream of Fos minimal promoter (Sørensen
et al., 2016). Related to existing IEG-genetic tools that do not
take advantage of synthetic promoters, RAM has been developed
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to reduce background levels, meaning that it only responds to
neuronal activity with a robust signal and to precisely control
the time of its activation. PRAM has been combined with an
improved version of a Tet-Off system with a destabilized version
of tTA (d2tTA) for many reasons: best activation time and tight
time-window that leads to lower basal expression. Moreover, the
PRAM small dimension allows to pack the entire DNA sequence
into a single virus, bypassing transgenic animals and using it
in other species like rats or flies, thanks to high conservation
of the sequence used (Sørensen et al., 2016). Finally, to show
the versatility of this method, a Cre-dependent RAM has been
developed to study cell type-specific ensembles activated by a
specific stimulus (Sørensen et al., 2016).
Different Approaches, Not Based on IEG,
to Tag Activated Neurons
IEG-based approaches have been generally used to tag neurons
activated during behavioral experiences. Still, these methods
cannot be used to study “mild” behaviors or behaviors that
produce neuronal activity less sustained in time. The reason
lies in the fact that these IEGs share some limitations, which
are mainly caused by the long time-window, ranging from
hours to days, and high-level background. For that reason,
photoactivatable approaches have been developed to overcome
the problems related to IEG’s nature, using calcium as indicator
for neuronal activity and light instead of drugs, as tool
for a more rapid temporal resolution and better control
of non-specific reporter expression, significantly lowering the
background. FLARE (Wang et al., 2017) and Cal-Light (Lee
et al., 2017) are the first Ca2+-and-light-gated tools that exploit
a transcriptional readout, while CaMPARI (Fosque et al., 2015) is
another Ca2+-and-light-gated tool that uses fluorescent protein
photoconversion.
TISSUE-CLEARING PROTOCOLS AS
FITTING TOOLS TO IMAGE
THREE-DIMENSIONAL (3D) BRAIN
VOLUME
Once neurons are activated and labeled in response to behavioral
stimuli, brain samples can be analyzed with optical microscopy.
However, given the opaque nature of biological specimens, the
full volume of the brain cannot be directly reconstructed in 3D.
From standard histology to more recent techniques, methods
based on serial sectioning are able to reconstruct the 3D volume
(for more details, see section “Quantifying Neuronal Activation
Across the Entire Murine Brain”). These methods are based on
mechanical operations that lead to sample disruption. Indeed, the
brain cutting could cause compression, stretching, or accidental
incision, which often make the volumetric reconstruction
hard. Although these approaches are widely used, the most
straightforward way to preserve the 3D structure is to make
specimens transparent through tissue clearing methods. The
transparency provides direct optical access to bulky specimens,
allowing to overcome sample sectioning. In general, keeping
brains intact rather than exploring smaller parts is important
to achieve a better comprehension of neuronal mechanisms. It
is evident that virus injections, generally used to tag neuronal
projections of neuronal subgroups activated by a particular
stimulus, or used to select specific subpopulations, could be
scarcely evaluated by two-dimensional (2D) sections. Neuronal
projections are extended in every possible direction; therefore,
brain cutting can result in loss of information about connections
between regions or about the virus pathway.
As mentioned above, a relevant problem to rapidly image large
volumes of tissue is associated with the milky aspect of the brain
due to its heterogeneous composition. This heterogeneity leads
to light scattering, with light rays diffused in random directions
by the microscopic components of the sample. This diffusion
of light hinders brain imaging. Indeed, light is scattered as a
result of the mismatch between the refractive indices (RIs) of
different tissue components (see Figure 3). Possible solutions
to overcome this problem consist of limiting the scattering
effects by reducing optical inhomogeneities within the sample
(Tuchin, 1997; Richardson and Lichtman, 2015). Thus, the
clearing protocols work by minimizing the mismatch between
macromolecules and the surrounding medium. Generally, the
“dry” part of biological tissue (proteins and lipids) has a high
RI (ranging from 1.4 to 1.6), while the surrounding medium is
mainly composed of water, which has an RI of 1.33 (Jacques,
2013). The first approach to achieve the transparency of the
brain is related to the removal of lipids that are the primary
source of scattering in the fixed sample. By eliminating lipids
from the sample, “dry” RI is reduced, and the surrounding
medium is replaced with a solution that has the same RI of
the delipidated tissue. The other approach consists of directly
acting on the surrounding medium, immerging the brain in
solutions able to increase the RI of the medium to homogenize
it with the components of our tissue. In conclusion, the clearing
approaches operate in two ways: on the brain components or on
the surrounding medium. Depending on the clearing approach
researchers use, the final RI for cleared brain or other tissues
ranges from 1.33 (water RI) to 1.6 (lipid RI).
In this section, we review all of the existing clearing methods.
Different classifications have been proposed (Richardson and
Lichtman, 2015; Silvestri et al., 2016; Tainaka et al., 2016). Still, we
try to gather them into three groups: (1) hydrophobic-reagent or
organic solvent-based clearing methods, (2) hydrophilic-reagent
or water-based clearing methods, and finally (3) hydrogel-based
clearing methods.
It is worth emphasizing that in this review, we are




More than a century ago, Spalteholz described, for the first
time, a clearing approach for fixed tissue using organic solvents
(Spalteholz, 1914). He replaced water with a high-RI mixture,
composed of benzyl benzoate and methyl salicylate, and observed
that biological tissue became almost entirely transparent. In
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FIGURE 3 | Physical principle underlying tissue clearing. In normal tissue (left) cellular components have a refractive index n2 significantly larger than that of the
surrounding medium (water, n1). This inhomogeneity results in scattering of light and thus opaqueness of the sample. Clearing methods try to match refractive
indices (right), so that tissue appears as a homogeneous optical medium where light can travel unhindered. Created with BioRender.com.
general, hydrophobic-reagent methods involve organic solvents
with high-RI and provide remarkable transparency of large
samples (i.e., brain) in a quick time (1–2 days), perfect for a
whole-brain pipeline. Due to their rapid “brain-transparentizing”
capability, this class is the most used among clearing techniques
(Costantini et al., 2019). Since tissues are mainly composed of
water, the main principle of this method is based on dehydration
and RI matching. The first step consists of water removal by
organic solvent as alcohols or ethers, which are also able to solvate
a small fraction of lipids. Dehydration usually leads to sample
shrinkage and hardening whereas agents used in the second step,
have the function to match the high-RI of water-free tissues and
also to remove the remaining lipids.
This general scheme, composed of dehydration and RI
matching, has been later used by Dodt, replacing methyl
salicylate with benzyl alcohol. BABB (the acronym of agents
used) has been created from this change (Dodt et al., 2007).
A relevant limitation of organic solvent-based clearing methods is
related to the dehydration step, which often leads to fluorescent
protein quenching. For that reason, this method is not suitable
for the endogenous reporters as GFP or tdTomato. Thus,
using this type of clearing on transgenic or transfected mice
is discouraged. The introduction of tetrahydrofuran (THF)
and dibenzyl ether (DBE), respectively, as dehydrated and RI
matching agent has developed 3DISCO techniques and has
improved fluorescence preservation that lasts for a few days
(Becker et al., 2012; Ertürk et al., 2012). This has been possible
by the elimination of peroxides generating from THF and
DBE before usage of these solvents. Other improvements have
allowed the development of many variants of DISCO-based
techniques. Renier et al. (2014) using iDISCO, overcame the
problem related to fluorescence quenching, combining clearing
with whole-mount immunohistochemistry, with the aim to
direct an antibody against the different fluorescent proteins.
Anyway, they have also used a combination of phosphate-buffer
saline (PBS) and dimethyl sulfoxide (DMSO) also to preserve
GFP expression for a few days. These techniques make tissue
highly transparent, and they allow permanent preservation of
specimens, owing to their hardening. Moreover, organic solvent-
based techniques are extremely rapid. To understand their speed,
just think that an entire brain is cleared in only a few days.
However, the use of many toxic and dangerous agents, the
scarce availability of appropriate immersion lenses for imaging,




The extensive use of endogenous fluorescent reporters, as
GFP or tdTomato protein, has driven the development of
new clearing protocols replacing organic solvents with water-
soluble reagents. These hydrophilic clearing methods exploit
two different approaches: passive immersion in high-RI aqueous
solution, and delipidation with hyperhydrating reagents. The
former approach is based on a direct immersion of the sample in a
high-RI solution to clear the sample gradually. In detail, saturated
sugar solutions that are prepared with elevated concentration of
sucrose or fructose are used in SeeDB and FRUIT techniques,
respectively (Ke et al., 2013; Hou et al., 2015). The practical
drawbacks of using high-sugar concentration are the high
viscosity that limits sample manipulation and could introduce
air bubbles, the potential precipitation at room temperature,
and browning coloration at more elevated temperatures. The
sugar viscosity causes slow penetration inside the sample, thereby
extending clearing time up to months. This problem can be
overcome using different water-based reagents with low viscosity
as 2,2′-thiodiethanol (TDE) and FocusClear (Chiang et al., 2002;
Staudt et al., 2007; Aoyagi et al., 2015; Costantini et al., 2015). The
use of this latter is limited by its expensive cost.
On the other side, hyperhydrating reagents operate increasing
osmotic pressure and water flux inside the cell. The water
entrance tries to maintain an aqueous environment for
fluorescence preservation, while the simultaneous use of
detergents for lipid removal lowers the tissue RI. Hyperhydrating
reagents are also used to hydrate and often partially denature
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proteins, the other major tissue component, further reducing
the overall RI closer to that of water. The Miyawaki group has
discovered the clearing ability of urea, thereby developing Scale
approach (Hama et al., 2011). Urea is able to simultaneously
penetrate and to break protein folded regions, requiring water
to adjust RI. Scale, which involves urea, glycerol, and a
detergent (Triton-X), was the first technique taking advantage
of hyperhydrating reagents. In general, these protocols produce
abundant hydration that leads to an optimal “specimen-
transparentizing” but causes sample swelling. Therefore, in the
ScaleS method, the substitution of glycerol with sorbitol was used
to avoid the deformation and expansion of the sample (Hama
et al., 2015). Although hydrophilic methods have overcome
fluorescence preservation problems relative to the use of organic
reagents, they require lengthy incubation times (from days to
months) to clear only small portions of tissue. Starting from
the ingredients of Scale solution, the Ueda group has developed
an alternative approach called CUBIC. The aim was to clear
entire organs and to accelerate clearing process without losing
safety and preservation of protein function, typical of this
clearing class (Susaki et al., 2014; Tainaka et al., 2014). They
have screened many chemical agents and find that a series
of amino alcohols have both decolorization and delipidation
functions. Therefore, a mixture of selected amino alcohols,
together with Triton-X and urea, has been included in the CUBIC
protocol. High concentrations of Triton-X maximize lipid
removal but also damage some protein epitopes. To allow whole-
mount immunostaining, CUBIC protocols found an optimal
concentration of detergent that permeabilizes membranes while
preserving epitopes useful for antibody labeling. New CUBIC
versions are extended even in the expansion microscopy (ExM)
field (CUBIC-X) (Murakami et al., 2018). ExM is a method
able to improve the resolution of light microscopy by physically
expanding biological samples (Chen et al., 2015). This approach
allows to reconstruct full details of small structures (i.e., synaptic
connections). In conclusion, another strategy that exploits
hyperhydrating reagents is ClearT that uses a solution composed
of water and formamide. Starting from ClearT , various methods
were proposed as ClearT 2 and RTF (Kuwajima et al., 2013;
Yu et al., 2018).
Tissue Transformation-Based Clearing
Methods
In the last years, new clearing approaches based on tissue
transformation have been developed to combine the advantages
of the abovementioned techniques. In 2013, the Deisseroth
group was the first to introduce a hydrogel-based clearing
method, called CLARITY (Chung et al., 2013). The basic idea
behind CLARITY is to transform a biological tissue, in our case
brain, into a hydrogel–tissue hybrid. The hydrogel, which is
mainly composed of acrylamide monomers, has the function of
stabilizing dispersed proteins and nucleic acid by covalent bonds.
Moreover, this hybrid construct has to support and preserve
tissue architecture after lipid removal. In general, for every tissue,
lipids have a structural function, but as we have explained before,
they are the primary source of scattering. Thus, their elimination
facilitates achieving brain transparency. The removal of all lipids
from the tissue using a high concentration of detergent [in this
case, sodium dodecyl sulfate (SDS)] is a process that takes a long
time, typically many weeks for an entire murine brain. To reduce
the incubation time of the sample, an electrophoretic field could
be applied to accelerate the diffusion of the ionic detergent.
Furthermore, the large gel meshes allow macromolecule
penetration, like antibodies or fluorescent dyes, and the hydrogel
itself increases the preservation of epitopes. For this reason,
CLARITY can often be coupled with immunostaining techniques
for the imaging of large tissue. Passive diffusion of probes requires
longer incubation times, and the application of stochastic
electric field has thereby sped up their diffusion (Kim S.Y.
et al., 2015). During the years, many variants of CLARITY
have been implemented. Researchers have looked for alternative
methods in which passive diffusion of detergent has been
preferred to electrophoretic transport. Also, the index-matching
solution Focus Clear has been replaced with cheaper ones. Thus,
PACT, PARS, CLARITY/TDE, CLARITY/glycerol are developed
(Tomer et al., 2014; Yang et al., 2014; Costantini et al., 2015).
Harsh conditions applied in the clearing process could cause
troubles for protein antigenicity, fluorescence reporters, and
tissue architecture. Chung lab has addressed these limitations by
promoting two different techniques. SWITCH protects protein
antigenicity for a rapid tissue clearing and unlimited rounds
of antibody labeling (Murray et al., 2015), while SHIELD
uses epoxides as chemical compounds able to create intra e
intermolecular crosslinking in order to preserve fluorescence
and probe-binding capability (Park et al., 2019). Moreover, these
hydrogel-based clearing approaches have demonstrated useful
for super resolution imaging, reconstructing details of neuronal
projections, or even synaptic contacts (Ku et al., 2016). MAP
technique exploits the idea of brain expansion, using a hydrogel
that is isotropically expanded. However, in contrast to classic
ExM, this approach avoids protein digestion, then the entire
proteome is preserved. Although the elevated cost and long
process, these hydrogel-based methods are commonly applied
over the whole brain or other organs with much more safety than
organic solvent ones.
QUANTIFYING NEURONAL ACTIVATION
ACROSS THE ENTIRE MURINE BRAIN
After tagging activated neurons and preparing samples for
imaging, murine brains have to be reconstructed in 3D with some
high-throughput optical microscope. In this section, we review
imaging methods used for whole-brain activation mapping,
together with the software tools necessary to extract quantitative
information from raw data.
Imaging
Three-dimensional optical imaging of biological tissue is
traditionally achieved using confocal (Conchello and Lichtman,
2005) or two-photon microscopy (Zipfel et al., 2003). These
methods afford three-dimensional resolution (which is also
known as “optical sectioning”) either by removing out of
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focus fluorescence with a spatial filter (confocal microscopy)
or by restricting fluorescence excitation to the focus of the
objective lens (two-photon microscopy). However, standard
implementations of both techniques are not suitable for whole-
brain reconstruction for two reasons. First, they are point-
scanning methods, meaning that the image is reconstructed
point-by-point. This approach is inherently slow, with typical
volumetric imaging rates in the order of 10−4 ÷ 10−3 mm3/s.
Considering that a mouse brain is about 1 cm3, this means that
10 to 100 days are needed to fully reconstruct one full murine
encephalon. Second, optical sectioning in two-photon or confocal
microscopy is proportional to the numerical aperture (NA) of
the imaging objective, i.e., the angle of emitted light that is
collected by the lens. Typically, NA is inversely proportional
to the objective working distance, i.e., the distance between the
first lens and the focal plane. Thus, high-NA objectives, which
are needed to achieve proper 3D resolution in confocal or two-
photon microscopy, usually have limited working distances that
cannot encompass the entire murine brain.
To overcome these limitations several approaches have been
developed during the years. Serial two-photon tomography
(STP) incorporates a vibratome inside a standard two-photon
microscope, reconstructing the volume by a continuous sequence
of cutting and imaging operations (Figure 4A; Ragan et al.,
2012). In this way, only the sample layers closer to the
vibratome cut are imaged, allowing the use of standard
high-NA objectives with limited working distance. To reduce
reconstruction times, a sampling strategy is usually adopted,
acquiring one optical section (1 to 2-µm thick) every 50 or
100 µm. STP has been exploited to study neuronal activation in
Fos-GFP and Arc-dVenus transgenic mice (Kim Y. et al., 2015;
Vousden et al., 2015).
Speed up of confocal microscopy can be obtained by
parallel scanning. Spinning-disk approaches exploit multiple
pinholes arranged on a rotating disk to image multiple spots
simultaneously, increasing the volumetric imaging rate to
10−1 mm3/s (Wilson, 2010). Seiriki et al. (2017) developed
block-face serial microscopy tomography (FAST), a spinning-
disk confocal system coupled with a vibratome (Figure 4A) that
can image entire mouse brains with micron resolution in 2.5 h.
The authors reported the use of FAST to map fluorescent neurons
in Arc-dVenus mice during acute vs. chronic restraint stress
(Seiriki et al., 2017).
Sectioning methods, like FAST and STP, are, in general, used
without any tissue clearing since the microscope does not need
to penetrate deep inside the sample. In addition, the specimen
needs to be sufficiently stiff to be adequately cut by the vibratome,
a requirement incompatible with most clearing protocols. On
the one hand, avoiding tissue clearing simplifies and speeds
up experimental procedures. On the other hand, this prevents
exogenous staining of samples, limiting the application of these
methods to animal models providing intrinsic fluorescence.
The technique of choice in combination with whole-brain
clearing is light-sheet microscopy (LSM) (Dodt et al., 2007;
Keller and Dodt, 2012; Ueda et al., 2020). In this method,
the sample is illuminated from the side with a thin sheet of
light, and fluorescence is collected along an axis perpendicular
to the illumination plane (Figure 4A). In this way, optical
sectioning is achieved in a plane-scanning rather than a
point-scanning approach. LSM is thus considerably faster than
confocal or two-photon microscopy: a whole mouse brain can
be reconstructed in a time ranging from hours to minutes,
depending on the resolution. Indeed, a key advantage of LSM
is its flexibility: the resolution of the system can be modulated
from tens of microns—sufficient to discriminate cell bodies when
neuronal processes are not labeled—to less than 1 µm—allowing
distinguishing axons and dendrites. Low-resolution LSM has the
merits of a simple optical layout and the reasonable size of
the generated datasets; for these reasons, several groups were
able to use it to study neuronal activation in large behavioral
cohorts (Susaki et al., 2014; Renier et al., 2016; Tatsuki et al.,
2016; Ye et al., 2016). However, when labeling of active neurons
includes small processes, a subcellular resolution is needed to
distinguish cell bodies from bundles of axons or dendrites. For
instance, Ye et al. (2016) used low-resolution LSM on TRAP
mice and were forced to exclude several brain regions from their
analysis. High-resolution LSM can instead produce a quantitative
mapping of neuronal activation independently of the labeling
strategy used. The challenges, in this case, are represented by the
size of the datasets produced (usually exceeding one TeraByte
per brain) and the need for more complex optical systems.
Indeed, high-resolution imaging through several millimeters of
tissue introduces optical artifacts even with the best possible
clearing. For instance, specimen-induced defocus needs to be
corrected automatically to produce sharp images (Tomer et al.,
2014; Silvestri et al., 2017; Matsumoto et al., 2019). Another
issue that has to be addressed is the presence of shadowing
artifacts introduced by adsorbing or scattering objects in the
sample. Different methods have been proposed in this respect,
including the use of non-Gaussian laser beams (Fahrbach and
Rohrbach, 2012; Müllenbroich et al., 2018a,b) and axial sweeping
of the excitation light sheet (Chakraborty et al., 2019; Voigt
et al., 2019). Anyhow, whatever optical improvement must rely
on a good optical clearing, which is an essential prerequisite for
the use of high-resolution LSM. The group of Hiroki Ueda has
pioneered IEG mapping at subcellular resolution, demonstrating
the potential of this approach to quantify neuronal activation
across the entire murine brains without excluding any areas
(Murakami et al., 2018; Matsumoto et al., 2019; Susaki et al.,
2020).
Whatever the microscopy method used to image brain
samples, the next step is to transform the raw images—which
are just a matrix of gray values—into semantically relevant
information. This process involves two different phases that could
be performed in parallel: cell detection (Figure 4B) and atlas
registration (Figure 4C).
Cell Detection
Automatic detection or segmentation of labeled cells is a well-
known problem in biomedical image analysis, and many different
methods have been developed during the years (Acciai et al.,
2016; Magliaro et al., 2019). However, whole-brain images
present some peculiar challenges that need to be faced. First,
datasets are usually extensive, ranging from tens of gigabytes
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FIGURE 4 | Representation of the three steps necessary to obtain neuronal quantification across the entire murine brain. (A) Scheme of advanced imaging
approaches for whole-brain reconstruction: serial two-photon tomography (STP), block-face serial microscopy tomography (FAST), and light-sheet microscopy
(LSM). (B) The spatial position of individual cells (left) can be automatically detected (right) using various algorithms, including machine learning ones (see text).
(C) Finally, brain volumes can be spatially aligned to reference atlas using different computational approaches (see text).
to tens of terabytes for a single sample. Thus, algorithms must
be fast and scalable. Second, in LSM images, the contrast is
very heterogeneous between deep and superficial brain regions
since excitation and fluorescence cross variable thicknesses of
biological tissue. Third, when the entire neuron is filled with
the fluorescent label (e.g., when using transgenic strategies), an
additional problem is represented by the presence of bright axons
or dendrites, which may confound the detection algorithm.
Standard pipelines for cell detection use a combination of
filters to homogenize contrast and highlight spherical objects,
followed by adaptive thresholding of the images and then some
operations/filters on binary data to refine segmentation. Such
pipelines are highly parametrical: estimation of parameters is
usually done on a small training set of manually annotated
images. Sometimes, different sets of parameters are estimated for
different brain areas to improve accuracy (Seiriki et al., 2017).
Standard image processing pipelines are effective when labeling
is confined to cell bodies, as in anti-c-fos immunohistochemistry
(Renier et al., 2016), or when imaging quality is highly
homogeneous, as in STP (Ragan et al., 2012) or FAST (Seiriki
et al., 2017). Their use in LSM images of transgenic animals
has been sometimes reported, but on a subset of brain regions
(Ye et al., 2016), or on the whole brain but without a clear
evaluation of the accuracy of the results (Menegas et al., 2015;
DeNardo et al., 2019).
Machine learning approaches can be used to cope with
complex or inhomogeneous images. In these methods, a model
for classification of pixels or image transformation is trained
using example data (“ground truth”) provided by the user. As a
general principle, the performances of the model increase with
its complexity (the number of hidden parameters). However,
more complex models require more ground truth for successful
training. Thus, in practice, a trade-off between performances and
manual annotation has to be found.
Ilastik (Berg et al., 2019) is a popular image-processing tool
implementing simpler models—a random forest classifier based
on a set of user-defined image features. This software allows
real-time training and testing, together with a user-friendly
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FIGURE 5 | Schematic of experimental pipelines that could be used for activation mapping.
environment suitable also for researchers with limited
background in computer science. Menegas and coworkers
reported its use in whole-brain LSM images, although not for an
application related to IEG mapping (Menegas et al., 2015).
More sophisticated models, like the multilayered neural
network used in the emerging field of deep learning (Gupta et al.,
2019), have the potential to process images with human-level
(or even super-human) performances. They are an established
standard in the analysis of natural images, and their application to
whole-brain image analysis has been reported (Kim Y. et al., 2015;
Kirst et al., 2020; Todorov et al., 2020). Even if they are extremely
powerful, their use is still quite limited in the field, probably
because they need large human-annotated training datasets. In
this respect, strategies to speed up labeling, e.g., by pinpointing
the position of the neuronal soma rather than segmenting the
neuronal volume, are promising to generate annotations much
faster (Frasconi et al., 2014; Silvestri et al., 2015).
Spatial Registration to Reference Atlas
Detected cells must then be assigned to a specific brain region
to allow precise quantification of which areas are elicited during
a specific behavior. Although anatomy experts can directly draw
major regions on the collected images (Seiriki et al., 2017), the
standard choice is to refer to standard atlases, like the classic
Franklin and Paxinos (Paxinos and Franklin, 2004) or the more
recent one from the Allen Institute for Brain Science (Jones et al.,
2009). This latter is the average of more than 1,000 whole-brain
images obtained with STP and is associated with a 3D parcelation
operated by a group of expert neuroanatomist. By registering,
i.e., aligning, a sample image to the atlas template (or vice versa),
detected cells can be directly assigned to a specific brain region.
Image registration is performed by finding the best
transformation mapping one image into the other and is
thus defined by the transformation itself, a quality metric, and an
optimization strategy. Intersample differences are usually quite
significant because of both biological variability (Scholz et al.,
2016) and the deformation introduced by chemical clearing
(Kutten et al., 2016). Global affine transformations, which are
composed of translation, rotation, global (anisotropic) scaling,
and shear, are usually not enough to match samples and reference.
Conversely, non-linear local transformations, like B-spline (Klein
et al., 2010; Fürth et al., 2018) or symmetric diffeomorphisms
(Avants et al., 2011; Kutten et al., 2016), can recover sample
deformations and provide reliable mapping onto the atlas.
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The parameters of any transformation are obtained by
maximizing some measures of registration quality. The most
commonly used are cross-correlation—which works nicely
for images sharing the same type of labeling—and mutual
information—which performs well when the datasets are based
on different stains. By coupling the quality metrics of choice
with a suitable optimization algorithm, it is then possible to find
the best transformation, mapping the sample to the atlas or vice
versa. The most common 3D registration tools used in the field
are probably Elastix (Klein et al., 2010) and ANTs (Advanced
Normalization Tools) (Avants et al., 2011), and they have also
been incorporated in larger projects like ClearMap (Renier et al.,
2016) or CUBIC-X (Murakami et al., 2018).
In practice, registration is performed on images at coarse
resolution, typically 25-µm-pixel size or worse. To facilitate
the process, a reference channel containing either tissue
autofluorescence (Kim Y. et al., 2015; Menegas et al., 2015; Renier
et al., 2016; Ye et al., 2016) or some kind of nuclear staining
[e.g., propidium iodide (Murakami et al., 2018)] is used rather
than the channel related to labeled cells. Several authors also
suggested to first perform a mutual registration of all the samples
into an “average brain,” followed by semi-manual registration
of this latter to the reference atlas (Vousden et al., 2015; Ye
et al., 2016; Murakami et al., 2018). Finally, it is worth noting
that direct 3D registration is often quite challenging, especially
for cleared samples that underwent severe deformations. Some
groups proposed hybrid strategies, where a first 3D coarse
alignment is followed by 2D accurate registration slice-by-slice
(Tainaka et al., 2014; Fürth et al., 2018; Murakami et al., 2018).
CONCLUSION AND OUTLOOK
It is not yet clear how neuronal activity is correlated to specific
behaviors. Stimuli from the world outside activate different
neuronal pathways inside the brain. In turn, this activation
triggers a cascade of events that eventually result in a precise
behavior. Whole-brain mapping is an emerging technique to
understand how the brain drives specific behaviors, even though
it is still rarely used because of its multidisciplinary nature.
Indeed, this sector of neuroscience ranges from genetics, sample
preparation to imaging, and image analysis. This paper reviews
the latest developments of each field with the general aim to
combine every area of interest into a single pipeline for a routine
and large-scale use.
Nowadays, there is not a unique way for visualizing neuronal
activation on a brain-wide scale. Hence, it is up to researchers
to choose the combination of methods best suited to their
experimental purpose. In Figure 5, we try to summarize all
the different experimental pipelines for whole-brain activity
mapping. As the scheme shows, the number of possible
combinations between labeling, clearing, imaging, and image
processing is very high, and thus the choice falls on practical
aspects. For instance, regarding short-term experiments where
animals are sacrificed immediately after the behavioral task, it is
preferable to use classic techniques as IHC rather than viruses
or transgenes. On the other hand, transgenic mice are more
appropriate for experiments that need to last over time, allowing
multiple behavioral tests.
Whole-brain activation mapping naturally complements
anatomical mapping, both in terms of cellular architecture (Kim
et al., 2017) and of long-range axonal projections (Oh et al.,
2014; Economo et al., 2016; Winnubst et al., 2019). Indeed, the
knowledge of structural wiring of neuronal networks helps the
interpretation of activity data. For example, co-activation of two
brain areas could occur either because they are directly connected
or via the involvement of a third brain region. This kind of
information cannot be inferred from activation data only, but
needs anatomical investigation and targeted stimulation with
opto- or chemogenetics (Ye et al., 2016; Franklin et al., 2017;
Vetere et al., 2017).
The majority of the techniques discussed in this review
have been hitherto applied only to rodents, mainly mice. An
important step for future research would be to map behavior-
related neuronal activation in larger mammalian species. While
transgenic strategies are currently not applicable to non-
human primates (NHP), viral approaches like RAM could be,
in principle, switched to map-activated neurons in different
animals (Sørensen et al., 2016). Indeed, large-scale clearing and
imaging methods have been demonstrated in small NHP like
the marmoset (Seiriki et al., 2017; Susaki et al., 2020). When
coupled with standard neuroimaging like functional magnetic
resonance imaging (fMRI) or positron-emission tomography
(PET), single-cell activation mapping in NHP could provide a
unique framework to better understand the relationship between
neuronal activity and imaging data. In turn, this would improve
the interpretation of fMRI and PET in humans, with relevant
implications for clinical practices.
In conclusion, this review confirms that the brain mapping is
a constantly evolving field of neuroscience, and we are convinced
that these approaches could not only be used in a routine way but
also and overall, on a larger scale, in the near future.
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