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ON COMMUTATIVE p-SCHEMES OF ORDER p4
KIJUNG KIM
Abstract. In this article, we consider the existence and schurity problem on
commutative p-schemes of order p4. Using the thin radical and thin residue,
we give sufficient conditions for such p-schemes to be schurian. We also give
questions related to our results.
Key words: association scheme; p-scheme; schurian.
1. Introduction
An association scheme is a combinatorial object which is defined by some al-
gebraic properties derived from a transitive permutation group (see Section 2 for
definitions). So, we can regard association schemes as a generalization of groups.
In this sense, p-schemes correspond to p-groups (see Section 2 for definitions). It is
known that all p-schemes of order p are unique up to isomorphism. Unlike p-groups
of order p2, the number of isomorphism classes of p-schemes of order p2 is 3. The
classification of p-schemes of order p3 is far from being complete.
As we mentioned the above, every transitive permutation group G on a finite
set X induces an association scheme RG, where RG is the set of orbits by the
componentwise action of G on X × X . We say that an association scheme S is
schurian if S = RG for a transitive permutation group G on X . Characterizing
schurian association schemes is one of the major topics in the theory of association
schemes. In the case of p-schemes, one can check that every p-scheme of order at
most p2 is schurian. In [2, 6], some non-schurian p-schemes of order p3 are given.
For a given association scheme, we can define its thin radical Oθ(S) and thin
residue Oθ(S), respectively (see Section 2 for definitions). We denote the orders
of Oθ(S) and O
θ(S) by nOθ(S) and nOθ(S), respectively. According to [3], all of
non-schurian commutative 2-schemes of order 16 are as-16.no.55, 59, 79, 85,
89, 90, 94, 95. Note that they satisfy nOθ(S) = 2 and nOθ(S) = 8. This article
is concerned with commutative p-schemes of order p4, where p is an odd prime. We
can construct a non-schurian commutative p-scheme of order p4 with nOθ(S) = p
(see Example 3.1). Our motivation is to find non-schurian p-schemes except for the
case nOθ(S) = p. Such attempt leads to classifying by schurian subclasses. Our
main result is the following.
Theorem 1.1. Let S be a commutative p-scheme of order p4. Assume that one of
the following conditions holds.
(i) Oθ(S) = Oθ(S), nOθ(S) = p
2 and S//Oθ(S) ∼= Cp2 .
(ii) nOθ(S) = nOθ(S) = p
2, Oθ(S) 6= Oθ(S) and ns = p2 for each s ∈ S \
Oθ(S)O
θ(S).
(iii) nOθ(S) = p
3.
Then S is schurian.
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Note that we prove the above result in Theorems 3.1, 3.2 and 3.5.
This article is organized as follows. In Section 2, we prepare some terminology
and notation. In Section 3, we give our main results. In Section 4, we prove
Theorem 3.2.
2. Preliminaries
Let X be a nonempty set, and let S be a partition of X × X . The set S is
called an association scheme (or shortly a scheme) on X if it satisfies the following
conditions:
(i) 1X := {(x, x) | x ∈ X} ∈ S;
(ii) For each s ∈ S, s∗ := {(x, y) | (y, x) ∈ s} ∈ S;
(iii) For all s, t, u ∈ S and x, y ∈ X , astu := |xs ∩ yt
∗| is constant whenever
(x, y) ∈ u, where xs := {y ∈ X | (x, y) ∈ s}.
For each s in S, we set ns := ass∗1X and call this (positive) integer the valency
of s. The unique relation containing a pair (x, y) ∈ X ×X is denoted by r(x, y).
For a subset U of S, put n
U
:=
∑
u∈U nu. We call nU the order of U . The scheme
S is called p-valenced if the valency of every element is a power of p, where p is a
prime. In particular, a p-valenced scheme S is called a p-scheme if |X | is also a
power of p.
Let P and Q be nonempty subsets of S. We define PQ to be the set of all
elements s ∈ S such that there exist elements p ∈ P and q ∈ Q with apqs 6= 0. The
set PQ is called the complex product of P and Q. If one of factors in a complex
product consists of a single element s, then one usually writes s for {s}.
A nonempty subset T of S is called closed if TT ⊆ T . Note that a subset T of
S is closed if and only if
⋃
t∈T t is an equivalence relation on X . A closed subset T
is called thin if all elements of T have valency 1. The set {s | ns = 1} is called the
thin radical of S and denoted by Oθ(S). Note that T is thin if and only if T is a
group under the relational product.
Let Y be a subset of X . For each s ∈ S, we define sY := s ∩ (Y × Y ). For each
closed subset T of S, we set TY := {tY | t ∈ T }. Let x be an element in X , and
T be a closed subset of S. Then TxT is an association scheme on xT :=
⋃
t∈T xt,
which is called subscheme of S defined by xT (see [9, Theorem 2.1.8]).
A closed subset T of S is called strongly normal in S, denoted by T ⊳♯ S, if
s∗Ts ⊆ T for every s ∈ S. We put Oθ(S) :=
⋂
T⊳♯S T and call it the thin residue
of S. Note that Oθ(S) = 〈
⋃
s∈S s
∗s〉 (see [8, Theorem 2.3.1]).
For each closed subset T of S, we define X/T := {xT | x ∈ X} and S//T :=
{sT | s ∈ S}, where sT := {(xT, yT ) | y ∈ xTsT }. Then S//T is an association
scheme on X/T , which is called the quotient (or factor) scheme of S over T (see [9,
Theorem 4.1.3]). Note that T ⊳♯ S if and only if S//T is a group (see [8, Theorem
2.2.3]).
Let S1 be an association scheme on X1. A bijective map φ from X∪S to X1∪S1
is called an isomorphism if it satisfies the following conditions:
(i) Xφ ⊆ X1 and Sφ ⊆ S1;
(ii) For all x, y ∈ X and s ∈ S with (x, y) ∈ s, (xφ, yφ) ∈ sφ.
An isomorphism φ from X∪S to X∪S is called an automorphism of S if sφ = s for
all s ∈ S. We denote by Aut(S) the automorphism group of S. On the other hand,
we say that S and S1 are algebraically isomorphic or have the same intersection
numbers if there exists a bijection ι from S to S1 such that arst = arιsιtι for all
r, s, t ∈ S.
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Let F and H be association schemes on W and Y , respectively. For each f ∈ F
we define
f := {((w1, y), (w2, y)) | y ∈ Y, (w1, w2) ∈ f}.
For each h ∈ H \ {1Y } we define
h := {((w1, y1), (w2, y2)) | w1, w2 ∈W, (y1, y2) ∈ h}.
Denote F ≀H := {f | f ∈ F} ∪ {h | h ∈ H \ {1Y }}. Then F ≀H is an association
scheme on W × Y , which is called the wreath product of F and H . We note that if
S is the wreath product of TxT and S//T for some closed subset T of S, then we
simply denote S by T ≀ (S//T ) instead of TxT ≀ (S//T ).
For each s ∈ S, we denote by σs the adjacency matrix of s. Namely σs is a
matrix whose rows and columns are indexed by the elements of X and (σs)xy = 1
if (x, y) ∈ s and (σs)xy = 0 otherwise.
We define the left stabilizer and right stabilizer of s ∈ S by
L(s) = {t ∈ S | ts = s} and R(s) = {t ∈ S | st = s}.
A map φ from a subset Y of X to X is called faithful if r(x, y) = r(xφ, yφ) for
x, y ∈ Y (see [9]).
Remark 2.1. For any x, y ∈ X there exists a faithful map φ from X to X such that
xφ = y if and only if Aut(S) is transitive on X .
For C,D ⊆ X and φ ∈ Sym(X), we say that C and D are compatible with respect
to φ if
r(x, y) = r(xφ, yφ) for each (x, y) ∈ C ×D.
We shall write C ∼φ D if C and D are compatible with respect to φ, otherwise
C ≁φ D.
The following lemma is a collection of basic facts.
Lemma 2.1 (See [1, 8]). Let S be an association scheme on X. For u, v, w ∈ S,
we have the following:
(i) au∗v1X = δu,vnu;
(ii) auvw = av∗u∗w∗ ;
(iii) auvw∗nw = avwu∗nu = awuv∗nv;
(iv) nunv =
∑
s∈S auvsns;
(v) lcm(nu, nv)|auvwnw;
(vi) gcd(nu, nv) ≥ |uv|.
Theorem 2.2 (See Theorem B of [5]). Assume that Oθ(S) ⊆ Oθ(S) and that
{s∗s | s ∈ S} is linearly ordered with respect to set-theoretic inclusion. Then S is
schurian.
The following is well known.
Theorem 2.3. Let S1 and S2 be association schemes. Then S1 and S2 are schurian
if and only if S1 ≀ S2 is schurian.
Lemma 2.4 (See Lemma 3.3 of [2]). Let S be a p-scheme of order p3 such that
Oθ(S) ∼= Cp × Cp. Then S is commutative if and only if Oθ(S)s = s for each
s ∈ S \Oθ(S).
3. Main results
Throughout this section, we assume that S is a commutative p-scheme of order
p4, where p is an odd prime. We divide our consideration into three subsections
depending on nOθ(S).
3
3.1. The case of nOθ(S) = p.
3.1.1. nOθ(S) = p and nOθ(S) = p.
Since Oθ(S) is a cyclic group, it follows from Theorem 2.2 that S is schurian.
3.1.2. nOθ(S) = p and nOθ(S) = p
3.
In this case, we give a non-schurian example.
Example 3.1. Let T be a non-schurian commutative p-scheme of order p3 such that
nOθ(T ) = p and nOθ(T ) = p
2 (see [2, Theorem 4.3]). Then T ≀ Cp is a non-schurian
commutative p-scheme of order p4 such that nOθ(T ≀Cp) = p and nOθ(T ≀Cp) = p
3.
3.2. The case of nOθ(S) = p
2.
3.2.1. nOθ(S) = p
2 and nOθ(S) = p.
Since Cp ∼= Oθ(S) ⊆ Oθ(S), it follows from Theorem 2.2 that S is schurian.
3.2.2. nOθ(S) = nOθ(S) = p
2 and Oθ(S) = Oθ(S).
In this case, S is isomorphic to a fission of the wreath product of two thin schemes
(see [7, Theorem 1]).
Theorem 3.1. Let S be a commutative p-scheme on X such that Oθ(S) = Oθ(S),
nOθ(S) = p
2 and S//Oθ(S) ∼= Cp2 . Then S is schurian.
Proof. If Oθ(S) ∼= Cp2 , then it follows from Theorem 2.2 that S is schurian.
Suppose Oθ(S) ∼= Cp × Cp. Since S//Oθ(S) ∼= Cp2 , there exists a unique closed
subset T such that Oθ(S) ⊆ T and nT = p3. By the definition of thin residue, we
haveOθ(T ) ⊆ Oθ(S). We divide our consideration into two cases : Oθ(T ) = Oθ(S)
and Oθ(T ) 6= Oθ(S).
(Case 1) Oθ(T ) = Oθ(S).
For x ∈ X , TxT is a commutative p-scheme on xT of order p3 such that
Oθ(TxT ) = Oθ(TxT ) ∼= Cp × Cp. By Lemma 2.4, we have nt = p2 for each
t ∈ T \Oθ(S). Note that TxT is schurian.
In the rest of (Case 1), we shall show ns = p
2 for each s ∈ S \ T .
Suppose that there exists s ∈ S \ T such that ns = p. If |R(s)| = 1, then
nOθ(S)s = p
3 and σs∗σs = pσ1X +
∑
t∈T\Oθ(S)
as∗stσt. By Lemma 2.1(iv), there
exist t ∈ T \Oθ(S) such that as∗st 6= 0. This contradicts O
θ(S) = Oθ(S). Thus,
we have |R(s)| = p.
Claim : σsσs = pσs′ for some s
′ ∈ S with ns′ = p.
Let s′ ∈ ss, (α, β) ∈ s′ and R(s) = 〈l1〉. Then there exists γ1 ∈ αs ∩ βs∗. Using
sl1 = s, for (α, γ1) ∈ s we have γ2 ∈ αs \ {γ1} such that γ2 ∈ αs ∩ γ1l
∗
1 . It follows
from l1s = s that β ∈ γ1s = γ2l1s = γ2s. Thus, we have γ2 ∈ αs ∩ βs∗.
Since sli1 = s for l
i
1 (2 ≤ i ≤ p − 1), by applying the same argument for l
i
1 we
obtain |αs ∩ βs∗| = p. This completes the proof of Claim.
By Lemma 2.1(iv) and Claim, we have ss = s′. Since S//Oθ(S) ∼= Cp2 and
s 6∈ Oθ(S), we have sOθ(S) ∩ s′Oθ(S) = ∅. Note that R(s) = R(s′).
By the argument used in the proof of Claim, we can show σs′σs = pσs′′ for some
s′′ ∈ S with ns′′ = p. Note that R(s) = R(s′′) and s′′ = sss. By repeating this
process, we have sp ∈ T \Oθ(S) with nsp = p, since S//O
θ(S) ∼= Cp2 . But, this
contradicts the fact that nt = p
2 for each t ∈ T \Oθ(S).
Therefore, we have ns = p
2 for each s ∈ S \Oθ(S), i.e., S ∼= Oθ(S) ≀ Cp2 . By
Theorem 2.3, S is schurian.
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(Case 2) Oθ(T ) 6= Oθ(S).
Since T is not thin and Oθ(T ) ⊂ Oθ(S), we have nOθ(T ) = p. This implies
|{t∗t | t ∈ T \Oθ(S)}| = 1.
Suppose that there exists s ∈ S \ T such that ns = p. Then it is easy to see
|R(s)| = p. By the same argument of (Case 1), we have sp ∈ T \ Oθ(S). This
implies |{R(s) | s ∈ S \Oθ(S)}| = 1. Thus, we have nOθ(S) = p, a contradiction.
Therefore, we have ns = p
2 for each s ∈ S \ T . Since s∗s = Oθ(S) and t∗t =
Oθ(T ) for all s ∈ S \ T and t ∈ T \Oθ(S), {s∗s | s ∈ S} is linearly ordered. It
follows from Theorem 2.2 that S is schurian. 
The following example is a schurian commutative p-scheme such that Oθ(S) =
Oθ(S) ∼= Cp × Cp and S//Oθ(S) ∼= Cp × Cp.
Example 3.2. (See [4, Subsection 4.1]) There exists a schurian commutative p-
scheme such that Oθ(S) = Oθ(S) ∼= Cp × Cp, S//Oθ(S) ∼= Cp ×Cp and ns = p for
each s ∈ S \Oθ(S).
Question 3.1. Is there a non-schurian p-scheme algebraically isomorphic to Ex-
ample 3.2 ?
3.2.3. nOθ(S) = nOθ(S) = p
2 and Oθ(S) 6= Oθ(S).
Since Oθ(S) has a nontrivial thin closed subset, we have |Oθ(S) ∩Oθ(S)| = p. By
[9, Lemma 2.1.1], Oθ(S)Oθ(S) is a closed subset. Also, we have nOθ(S)Oθ(S) = p
3.
Theorem 3.2. Let S be a commutative p-scheme on X such that nS = p
4, nOθ(S) =
nOθ(S) = p
2 and Oθ(S) 6= Oθ(S). Assume ns = p2 for each s ∈ S \Oθ(S)Oθ(S).
Then S is schurian.
In Section 4, we give our proof of Theorem 3.2.
Question 3.2. In Theorem 3.2, is it possible to exist s ∈ S \ Oθ(S)Oθ(S) with
ns = p ?
3.2.4. nOθ(S) = p
2 and nOθ(S) = p
3.
Lemma 3.3. Let S be a commutative p-scheme of order p4 such that nOθ(S) = p
2
and nOθ(S) = p
3. Then Oθ(S) ⊆ Oθ(S).
Proof. Suppose Oθ(S) 6⊆ Oθ(S). Since Oθ(S) contains a nontrivial thin closed
subset, we have |Oθ(S) ∩ Oθ(S)| = p and Oθ(S)Oθ(S) = S. The last equation
implies Oθ(S) = 〈s∗s | s ∈ Oθ(S)Oθ(S)〉 = 〈s∗s | s ∈ Oθ(S)〉 = Oθ(Oθ(S)). This
contradicts Oθ(Oθ(S)) ⊂ Oθ(S) (see [8, Theorem 2.4.6]). 
Proposition 3.4. Let S be a commutative p-scheme of order p4 such that nOθ(S) =
p2, nOθ(S) = p
3 and nt = p
2 for each t ∈ Oθ(S) \Oθ(S). Then we have ns ≥ p2
for each s ∈ S \Oθ(S).
Proof. Suppose that there exists s ∈ S \Oθ(S) with ns = p. Then |R(s)| = 1 or p.
When |R(s)| = 1, we have nsOθ(S) = p
3. Also, we have σs∗σs = pσ1X +∑
t∈Oθ(S)\Oθ(S)
as∗stσt. Since every t ∈ Oθ(S) \ Oθ(S) has the valency p2, this
is impossible.
When |R(s)| = p, we have nsOθ(S) = p
2. Since nsOθ(S) = p
3 andOθ(S) ⊆ O
θ(S),
we have ns′ = p or p
2 for each s′ ∈ sOθ(S) \ {s}.
If ns′ = p, then it follows from the previous argument that |R(s′)| = p.
If ns′ = p
2, then |R(s′)| ≤ p2. Since ns′Oθ(S) = p
3 and nOθ(S) = p
2, we have
|R(s′)| ≥ p. Suppose |R(s′)| = p. Then sOθ(S) = s′Oθ(S) but every element of
s′Oθ(S) has the valency p2, a contradiction. So, we have |R(s′)| = p2.
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Thus, we have sOθ(S) =
⋃
s′∈sOθ(S) s
′Oθ(S) and ns′Oθ(S) = p
2 for each s′ ∈
sOθ(S). This implies that S//Oθ(S) must be a thin p-scheme of order p
2. So, we
have Oθ(S) ⊆ Oθ(S), a contradiction.
Therefore, we have ns ≥ p2 for each s ∈ S \Oθ(S). 
Question 3.3. Is there a commutative p-scheme S of order p4 such that nOθ(S) =
p2, nOθ(S) = p
3 and ns = p
2 for each s ∈ S \Oθ(S) ?
3.3. The case of nOθ(S) = p
3.
In this subsection, we consider commutative p-schemes with nOθ(S) = p
n−1 and
nS = p
n in general form. Note that Oθ(S) ⊆ Oθ(S) since S//Oθ(S) ∼= Cp.
Theorem 3.5. Let S be a commutative p-scheme on X of order pn such that
nOθ(S) = p
n−1. Then S is schurian.
Proof. We take s ∈ S \ Oθ(S) such that min{nt | t ∈ S \ Oθ(S)} = ns. Then
ns = p
i for some 1 ≤ i ≤ n− 1. Note that |R(s)| ≤ pi and R(s) = L(s).
First of all, we show |R(s)| = pi. Suppose |R(s)| ≤ pi−1. By Lemma 2.1(v), for
each t ∈ Oθ(S) st is a relation with valency pi. Since |Oθ(S)//R(s)| ≥ pn−i, we
have nsOθ(S) ≥ p
i · pn−i = pn, a contradiction.
Claim : σsσs = nsσs′ for some s
′ ∈ S with ns′ = p
i.
Let (α, β) ∈ s′ ∈ ss and l1 ∈ R(s). Then there exists γ1 ∈ αs ∩ βs∗. Since
sl1 = s, for (α, γ1) ∈ s, we have γ2 ∈ αs ∩ γ1l∗1 for some γ2 ∈ αs \ {γ1}. It follows
from l1s = s that β ∈ γ1s = γ2l1s = γ2s. Thus, we have γ2 ∈ αs ∩ βs∗.
Applying the same argument for each l ∈ R(s) \ {l1}, we obtain |αs ∩ βs∗| = pi.
This completes the proof of Claim.
By Lemma 2.1(iv) and Claim, we have ss = s′. Since S//Oθ(S) ∼= Cp and
s 6∈ Oθ(S), we have sOθ(S) ∩ s′Oθ(S) = ∅. Note that R(s) = R(s′).
By the argument used in the proof of Claim, we can show σs′σs = p
iσs′′ for some
s′′ ∈ S with ns′′ = pi. By repeating this process, we have S =
⋃
0≤j≤p−1 s
jOθ(S).
This implies Oθ(S) = s∗s. Since {s∗s | s ∈ S} is linearly ordered, it follows from
Theorem 2.2 that S is schurian. 
4. Proof of theorem 3.2
We denote Oθ(S)Oθ(S) and Oθ(S) ∩Oθ(S) by T and H , respectively. We put
I := {0, 1, . . . , p2 − 1}, I◦ := {0, p, 2p, . . . , (p− 1)p}, I× := I \ I◦,
J := {0, 1, . . . , p− 1} and J× := J \ {0}.
Since S//Oθ(S) ∼= Cp2 or Cp × Cp, without loss of generality, we can assume
S =
⋃
i,j∈J
Oθ(S)sitj
such that s1 ∈ S \ T , t1 ∈ Oθ(S) \H , O
θ(S)si1 = O
θ(S)si and O
θ(S)ti1 = O
θ(S)ti
for each i ∈ J . Note that Tsi1 =
⋃
j∈J O
θ(S)sitj for each i ∈ J .
From now on, we fix δ ∈ X and r0 ∈ O
θ(S) \ H . We denote δOθ(S)si1t
j
1 by
Xi+jp.
Remark 4.1. We have T =
⋃
j∈J O
θ(S)tj1 =
⋃
j∈J Oθ(S)r
j
0.
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For each i ∈ J , we consider the set of equivalence classes on
⋃
j∈I◦ Xi+j induced
by
⋃
t∈Oθ(S)
t ∩ (
⋃
j∈I◦ Xi+j ×
⋃
j∈I◦ Xi+j). Denote it by {Ei,j | j ∈ J}.
For each i ∈ J , we take
βi,j ∈ Xi (j ∈ J)
such that
βi,j ∈ Ei,j and βi,j+1 ∈ βi,jr0.
The subindex j of βi,j is reduced by modulo p. Note that
⋃
l∈I◦ Xi+l = {βi,jt | j ∈
J, t ∈ Oθ(S)}.
Remark 4.2. {Xi ∩ Ei,j | j ∈ J} is the set of equivalence classes on Xi induced by⋃
h∈H h ∩ (Xi ×Xi).
Let XA :=
⋃
i∈I{X(i,j) | j ∈ J} be a partition of X , where {X(i,j) | j ∈ J} is the
set of equivalence classes on Xi induced by
⋃
h∈H h∩ (Xi×Xi). The subindex j of
X(i,j) is reduced by modulo p.
Remark 4.3. For k, l ∈ J , we have βk,jtl1 ∈ X(k+lp,j).
4.1. One-point stabilizer of the automorphism group.
In this subsection, we will show that for any s ∈ S, Aut(S)δ is transitive on δs.
For a fixed h0 ∈ H \ {1X}, define φ : X → X such that
(i) for each i ∈ I◦
φ|X(i,0) is the identity map,
(ii) for each (i, j) ∈ (I◦ × J×)
⋃
(I× × J)
φ|X(i,j) : X(i,j) → X(i,j) by α
φ = αh0.
Proposition 4.1. 〈φ〉 is a nontrivial subgroup of Aut(S)δ such that 〈φ〉 is transitive
on X(i,j) for each (i, j) ∈ (I × J) \ (I
◦ × {0}).
Proof. It follows from the definition of φ that 〈φ〉 is transitive on X(i,j) for each
(i, j) ∈ (I×J)\(I◦×{0}). It suffices to verifyX(i,j) ∼φ X(i′,j′) for all (i, j), (i
′, j′) ∈
I × J .
For (i, j), (i′, j′) ∈ I◦ × {0}, we clearly have X(i,j) ∼φ X(i′,j′) since φ|X(i,j) and
φ|X(i′ ,j′) are the identity maps.
For (i, j), (i′, j′) ∈ (I × J) \ (I◦ × {0}), we have
r(xφ, yφ) = r(xh0, yh0) = r(xh0, x)r(x, y)r(y, yh0)
= h∗0r(x, y)h0 = r(x, y)
for each (x, y) ∈ X(i,j) ×X(i,j).
For (i, j) ∈ I◦×{0} and (i′, j′) ∈ (I×J)\(I◦×{0}), we divide our consideration
into three cases.
(Case 1) i = i′ and j 6= j′ : we have X(i,j) ∼φ X(i′,j′) since X(i,j) ×X(i′,j′) ⊆ t
for some t ∈ Oθ(S) \H .
(Case 2) i 6≡ i′(mod p) : Then either j = j′ or j 6= j′. Whichever the case may
be, we have X(i,j) ×X(i′,j′) ⊆ s for some s ∈ S \ T . So, X(i,j) ∼φ X(i′,j′).
(Case 3) i 6= i′, i ≡ i′(mod p) and j 6= j′ : we have X(i,j) ∼φ X(i′,j′) since
X(i,j) ×X(i′,j′) ⊆ t for some t ∈ T \Oθ(S).

Define ψ : X → X such that
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(i) for each i ∈ I◦ and j ∈ J
ψ|X(i,j) = φ|X(i,j) ,
(ii) for each i ∈ J× and l, j ∈ J
ψ|X(i+lp,j) : X(i+lp,j) → X(i+lp,j+1) by (βi,jt
l
1h)
ψ = βi,j+1t
l
1h (h ∈ H).
Proposition 4.2. 〈ψ〉 is a nontrivial subgroup of Aut(S)δ such that for each (l, i) ∈
I◦ × J×, 〈ψ〉 is transitive on {X(i+l,j) | j ∈ J}.
Proof. First of all, we prove that every pair of subsets in {X(i,j) | (i, j) ∈ I
◦ ×
J}
⋃
{Xi | i ∈ I
×} is compatible with respect to ψ.
Since ψ|X(i,j) = φ|X(i,j) for each (i, j) ∈ I
◦ × J , it follows from the proof of
Proposition 4.1 that X(i,j) ∼ψ X(i′,j′) for (i, j), (i
′, j′) ∈ I◦ × J .
For (i, j) ∈ I◦ × J and i′ ∈ I×, we have X(i,j) ∼ψ Xi′ since X(i,j) ×Xi′ ⊆ s for
some s ∈ S \ T .
For i, i′ ∈ I× (i 6≡ i′(mod p)), we have Xi ∼ψ Xi′ since Xi ×Xi′ ⊆ s for some
s ∈ S \ T .
For i, i′ ∈ I× (i ≡ i′(mod p)), let us put i = i1+l and i′ = i1+l′ (i1 ∈ J and l, l′ ∈
I◦), we show Xi1+l ∼ψ Xi1+l′ . Let (x, y) ∈ Xi1+l×Xi1+l′ . Then x = βi1,jt
l
1h1 and
y = βi1,j′t
l′
1 h2 for some j, j
′ ∈ J× and h1, h2 ∈ H . We have
r(x, y) = r(βi1,jt
l
1h1, βi1,j)r(βi1 ,j, βi1,j′)r(βi1,j′ , βi1,j′t
l′
1 h2)
= (tl1h1)
∗r(βi1,j , βi1,j′ )t
l′
1 h2
and
r(xψ , yψ) = r(βi1,j+1t
l
1h1, βi1,j+1)r(βi1 ,j+1, βi1,j′+1)r(βi1 ,j′+1, βi1,j′+1t
l′
1 h2)
= (tl1h1)
∗r(βi1,j+1, βi1,j′+1)t
l′
1 h2.
(Case 1) j = j′ : we have r(xψ , yψ) = h∗1(t
l
1)
∗tl
′
1 h2 = r(x, y).
(Case 2) j 6= j′ : we have r(xψ , yψ) = h∗1(t
l
1)
∗rm0 t
l′
1 h2 = r(x, y) for some m ∈ J
×.
Finally, it follows from the definition of ψ that 〈ψ〉 is transitive on {X(i+l,j) | j ∈
J}. 
It follows from Propositions 4.1 and 4.2 that for each s ∈ S, 〈φ, ψ〉 is transitive
on δs.
4.2. Transitivity of the automorphism group.
In this subsection, for all α, β ∈ X we will construct a faithful map φ : X → X
such that αφ = β. We divide our consideration into four cases :
(I) αH = βH ,
(II) αH 6= βH and αOθ(S) = βOθ(S),
(III) αOθ(S) 6= βOθ(S) and αT = βT ,
(IV) αT 6= βT .
In the case (I), without loss of generality, we assume α, β ∈ X(0,j) for some j.
Put α0 = α and β0 = β, and take αi, βi ∈ X such that αi+1 = αit1 and
βi+1 = βit1 for each i ∈ J \ {p− 1}.
Define φ : X → X such that
(i) for each l ∈ I◦
φ|X(l,j) : X(l,j) → X(l,j) by α l
p
h 7→ β l
p
h (h ∈ H),
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(ii)
φ|X\
⋃
l∈I◦ X(l,j)
is the identity map.
Proposition 4.3. For α, β ∈ X (αH = βH), φ : X → X is a faithful map such
that αφ = β.
Proof. Set XB = {X(l,j) | l ∈ I
◦}. We divide XA into two parts, i.e., XB and
XA \XB.
ForX(i,j), X(i′,j′) ∈ XA\XB, we clearly haveX(i,j) ∼φ X(i′,j′) since φ|X\
⋃
l∈I◦ X(l,j)
is the identity map.
For X(l,j) ∈ XB and X(i,k) ∈ XA \XB,
(Case 1) i ∈ I◦ : we have X(l,j) ∼φ X(i,k) since X(l,j) × X(i,k) ⊆ s for some
s ∈ T \Oθ(S).
(Case 2) i ∈ I× : we have X(l,j) ∼φ X(i,k) since X(l,j) × X(i,k) ⊆ s for some
s ∈ S \ T .
For X(l,j), X(l′,j) ∈ XB, let us take (x, y) ∈ X(l,j) ×X(l′,j). Then x = α l
p
h1 and
y = α l′
p
h2 for some h1, h2 ∈ H . We have
r(x, y) = r(α l
p
h1, α l
p
)r(α l
p
, α l′
p
)r(α l′
p
, α l′
p
h2)
and
r(xφ, yφ) = r(β l
p
h1, β l
p
)r(β l
p
, β l′
p
)r(β l′
p
, β l′
p
h2).
(Case 1) l = l′ : we have r(xφ, yφ) = h∗1h2 = r(x, y).
(Case 2) l 6= l′ : we have r(xφ, yφ) = h∗1t
m
1 h2 = r(x, y) for some m ∈ J
×. 
In the case (II), without loss of generality, we assume α, β ∈ X0 such that
α ∈ X(0,0) and β ∈ X(0,1). By Proposition 4.3, we can assume α = β0,0 and
β = β0,1.
Define φ : X → X such that
(i) for each i, j ∈ J
φ|X(ip,j) : X(ip,j) → X(ip,j+1) by (β0,jt
i
1h)
φ = β0,j+1t
i
1h (h ∈ H),
(ii)
φ|⋃
i∈I×
Xi is the identity map.
Proposition 4.4. For α, β ∈ X (αH 6= βH and αOθ(S) = βOθ(S)), φ : X → X
is a faithful map such that αφ = β.
Proof. For i, i′ ∈ I×, we clearly have Xi ∼φ Xi′ since φ|⋃
i∈I×
Xi is the identity
map.
For i ∈ I◦ and i′ ∈ I×, we have Xi ∼φ Xi′ since Xi×Xi′ ⊆ s for some s ∈ S \T .
For ip, i′p ∈ I◦, let us take (x, y) ∈ Xip × Xi′p. Then x = β0,jti1h1 and y =
β0,j′t
i′
1 h2 for some j, j
′ ∈ J and h1, h2 ∈ H . We have
r(x, y) = r(β0,jt
i
1h1, β0,j)r(β0,j , β0,j′)r(β0,j′ , β0,j′t
i′
1 h2)
and
r(xφ, yφ) = r(β0,j+1t
i
1h1, β0,j+1)r(β0,j+1, β0,j′+1)r(β0,j′+1, β0,j′+1t
i′
1 h2).
Since r(β0,j , β0,j′) = r(β0,j+1, β0,j′+1), we have r(x
φ, yφ) = r(x, y). 
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In the case (III), without loss of generality, we assume α ∈ X0, β ∈ Xp. By
Propositions 4.3 and 4.4, we can assume α = β0,0 and β = β0,0t1.
Define φ : X → X such that for each i, j ∈ J
φ|⋃
l∈I◦ X(i+l,j)
:
⋃
l∈I◦
X(i+l,j) →
⋃
l∈I◦
X(i+l,j) by (βi,jt)
φ = βi,jt1t (t ∈ Oθ(S)).
Proposition 4.5. For α, β ∈ X (αOθ(S) 6= βOθ(S) and αT = βT ), φ : X → X
is a faithful map such that αφ = β.
Proof. For i, i′ ∈ J , let us take (x, y) ∈ Xi ×Xi′ . Then x = βi,j l1 and y = βi′,j′ l2
for some j, j′ ∈ J and l1, l2 ∈ Oθ(S). We have
r(x, y) = r(βi,j l1, βi,j)r(βi,j , βi′,j′)r(βi′,j′ , βi′,j′ l2)
and
r(xφ, yφ) = r(βi,j t1l1, βi,j)r(βi,j , βi′,j′)r(βi′ ,j′ , βi′,j′t1l2).
(Case 1) i 6= i′ : we have r(xφ, yφ) = l∗1t
∗
1s
k
1t1l2 = l
∗
1s
k
1 l2 = r(x, y) for some
k ∈ J×.
(Case 2) i = i′ and j 6= j′ : we have r(xφ, yφ) = l∗1t
∗
1r
k
0 t1l2 = l
∗
1r
k
0 l2 = r(x, y) for
some k ∈ J×.
(Case 3) i = i′ and j = j′ : we have r(xφ, yφ) = l∗1l2 = r(x, y).

In the case (IV), without loss of generality, we assume α ∈ X0, β ∈ X1. By
Propositions 4.3, 4.4 and 4.5, we can assume α = β0,0 ∈ X(0,0) and β = β1,0 ∈
X(1,0).
Define φ : X → X such that for each i ∈ J
φ|⋃
l∈I◦ Xi+l
:
⋃
l∈I◦
Xi+l →
⋃
l∈I◦
Xi+1+l by (βi,jt)
φ = βi+1,jt (j ∈ J, t ∈ Oθ(S)).
Proposition 4.6. For α, β ∈ X (αT 6= βT ), φ : X → X is a faithful map such
that αφ = β.
Proof. For i, i′ ∈ J , let us take (x, y) ∈ Xi ×Xi′ . Then x = βi,j l1 and y = βi′,j′ l2
for some j, j′ ∈ J and l1, l2 ∈ Oθ(S). We have
r(x, y) = r(βi,j l1, βi,j)r(βi,j , βi′,j′)r(βi′,j′ , βi′,j′ l2)
and
r(xφ, yφ) = r(βi+1,j l1, βi+1,j)r(βi+1,j , βi′+1,j′)r(βi′+1,j′ , βi′+1,j′ l2).
(Case 1) i 6= i′ : we have r(xφ, yφ) = l∗1s
k
1 l2 = r(x, y) for some k ∈ J
×.
(Case 2) i = i′ and j 6= j′ : we have r(xφ, yφ) = l∗1r
k
0 l2 = r(x, y) for some k ∈ J
×.
(Case 3) i = i′ and j = j′ : we have r(xφ, yφ) = l∗1l2 = r(x, y). 
It follows from Propositions 4.3 – 4.6 that Aut(S) is transitive on X .
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