We present an experimental and computational study of the ion and fusion neutron yields from explosions of deuterium clusters irradiated with 100-TW laser pulses. We find that the cluster explosion energy and resultant fusion yield are sensitive to the laser pulse rise time as determined by the pulse duration for a fixed envelope shape. Our experimental observations are consistent with the results of particle simulations of the laser-cluster interaction which show that the explosion energies of the clusters are determined by a single parameter: the ratio of the cluster ionization time to its intrinsic expansion time. This competition of time scales sets a fundamental constraint on the ion emission and resultant neutron yield performance of these targets as a function of laser-pulse duration.
The interaction of intense, ultrashort pulsed lasers with nanometer sized clusters is distinct from gaseous targets of the same composition and average density. For gases containing aggregates of atoms, the clustered ion distribution allows for local electrostatic charging and collective effects such as enhanced electron-ion scattering and inverse bremsstrahlung heating which together greatly increase the laser absorption and produce hot electrons, high energy, and highly charged ion fragments [1] [2] [3] [4] . By irradiating deuterium [5, 6] or deuterium rich clusters [7, 8] , nuclear fusion reactions can result, since the deuterium ions attain multi-kilovolt energies from the cluster explosions. In addition to serving as a nonperturbing, in situ probe of the relative ion-ion motion produced by the cluster explosions, this fusion source is also of interest as an ultrafast, pulsed neutron emitter for time resolved material damage studies.
As discussed by Perkins et al., developing such laser driven micro neutron sources suitable for fusion materials testing at high neutron fluence requires the achievement of high neutron yield but would provide a cost effective pure DD or DT fusion neutron source [9] . Table I lists a variety of candidate laser driven sources categorized by target composition. Compared with conventional beam target neutron sources, these sources with small target volumes and laser heat removal by sacrificial vaporization allow close coupling of irradiation specimens resulting in high point neutron fluxes with a pure DD or DT fusion spectrum at low power and low cost. In contrast to inertial confinement fusion (ICF), where, for example, 5 ϫ 10 9 DD fusion neutrons were produced from an ICF implosion by the Nova laser using 30 kJ of light [10] , the laser driven neutron sources considered here do not require a large scale laser facility and may offer an adequate neutron flux for materials studies at a fraction of the pulse energy and at much higher repetition rates. Nonetheless, in order to reach the required fluxes for this application, the yield of these sources must be increased by another two orders of magnitude, to 10 9 neutrons per shot. This article provides a detailed characterization and analysis of the fusion neutron yield dependence on laser parameters for deuterated cluster targets, and demonstrates that 10 9 neutrons per shot is possible with pulse energies below 500 J.
The purpose and motivation of this work was to study the laser-cluster interaction in the untested regime of peak laser intensities above 10 18 W/cm 2 and to fully characterize the resultant fusion yield as a function of the laser and target parameters in order to determine the optimum conditions and ultimate expected performance of these cluster fusion neutron sources on various state-of-the-art laser facilities. A related and hitherto unexplained feature observed in all clusterfusion experiments performed to date is that the neutron yield follows a quadratic power law dependence on pulse energy. In this article, we explain the observed fusion dependencies and report on the critical role that the laser field rise time, as determined by the pulse duration for a fixed envelope shape, has on the ion energies and resultant fusion yield of a deuterium cluster target. In particular, we find that for intensities above 10 18 W/cm 2 the ion energies are only weakly modified by changes in the pulse energy and therefore peak laser intensity at a given pulse duration. The result is that for a fixed pulse duration, the fusion yield dependence on pulse energy is determined primarily by the plasma volume scaling. It is well known that at much lower intensities, the cluster explosions are strongly intensity dependent since the larger aggregates in the ensemble of clusters will not undergo a complete Coulomb explosion, truncating the resultant ion distribution, and limiting the fusion yield [18] . In contrast to the observed insensitivity to changes in the pulse energy and therefore peak intensity, the ion energies are dependent on the pulse rise time, as determined by the pulse duration. While electron heating [19] and plasmon enhanced ionization [28] in cluster targets are also strongly dependent on the laser pulse duration, the phenomenon studied here is not a resonant effect but rather involves a basic competition of time scales. Using an analytic model and a simple particle simulation of the laser induced cluster explosions, we find that our data are consistent with an ensemble of clusters undergoing a pure Coulomb explosion for which the efficacy is determined by a single parameter: the ratio of the cluster ionization time to its intrinsic expansion time. This effect is related to the observation that nuclear motion can occur during laser ionization of single molecules and modify their fragmentation pattern [20] , and it sets fundamental constraints on the performance of these fusion neutron sources. In particular, it is shown that for peak laser fields which exceed the space charge forces of a given cluster, the explosion efficiency for a deuterium cluster is only marginally improved for reductions in the pulse duration below 200 fs.
In our experiments, a dense plume of deuterium clusters was produced by expansion of the gas from a high pressure ͑1000 psi͒, cryogenically cooled ͑114 K͒ reservoir into a vacuum through a 750-m orifice and a conical nozzle. Two different types of nozzles were used to obtain either a sonic (with a cone opening angle of 76°and length of 1 mm) or a supersonic (with a cone opening angle of 20°and length of 12.5 mm) expansion. The atomic density of the cluster plume (2.5 mm below the nozzle opening) was determined from an in situ, transverse, interferometric image of the plasma filament [21] and found to reach a peak density of 6͑±2͒ ϫ 10 18 cm −3 and 7͑±4͒ ϫ 10 18 cm −3 for the sonic and supersonic nozzles, respectively.
The gas plume was irradiated by a single pulse of 800-nm light from the LLNL (Lawrence Livermore National Laboratory) JanUSP laser [22] . The temporal envelope was Gaussian ͓I͑t͒ = I peak e −͑t / t p ͒ 2 ͔ and the pulse had a contrast of better than 10 −7 . The maximum pulse energy was 10 J and we varied the full width at half maximum duration ͑T FWHM =2t p ͱ ln2͒ of the compressed pulse from 100 fs to 1 ps by varying the grating spacing in the pulse compressor. After recompression, this pulse was focused into the gas plume by a 0.3-m focal length off-axis parabolic mirror producing a vacuum focal spot diameter of 5 m containing 30% of the total laser energy. This configuration yielded a peak intensity of 2 ϫ 10 20 W/cm 2 in vacuum with a prepulse intensity of 10 13 W/cm 2 , well below the ionization threshold of deuterium.
In order to characterize the energy distribution of the deuterium ions produced, we employed two Faraday cups. Cup A was 0.52 m behind the laser focus and aligned 15°from the laser propagation axis k, and cup B was 0.36 m from the focus and aligned 15°from the polarization axis and 90°f rom the first cup. Each detector was composed of a grounded screen and body followed by the electrode which was negatively biased ͑−400 V͒ to reject electrons accompanying the ions. A typical ion time-of-flight signal is shown in Fig. 1 , and possesses three distinct features: an initial 100-ns-wide photoelectron current spike from photons and energetic electrons (greater than 400 eV) ejecting secondary electrons from the negatively biased electrode, an ion current peak between 200 and 800 ns due to the arrival of energetic deuterium ions generated in the cluster explosions, and a large ion current starting after 2 s due to the arrival of slower deuterium ions whose energy is consistent with the breakout velocity of a Taylor-Sedov blast wave launched in the neutral plume by the filament expansion [21] . For each shot, the average ion energy Ē i and ion yield N i were determined from the energetic ion peak. Although the ions originate from the explosions of an ensemble of clusters with a distribution of cluster sizes, the energy distribution is well characterized by a Maxwellian distribution, and the resulting fit is shown in Fig. 1 by the thin solid line.
To determine the fusion yield, we counted the number of 2.45-MeV neutrons emitted with an array of plastic scintillating detectors. The characteristic deuterium fusion energy of the neutrons was verified by measuring their flight time of 46 ns/ m. The fusion neutron yield from an irradiated cluster plume formed in a sonic expansion of deuterium gas was measured as a function of pulse energy for two different pulse durations, 100 fs and 1 ps, and is shown in Fig. 2 . The error bars represent the (Poissonian) statistical uncertainty associated with the number of neutrons counted in a detector for each shot. The yield is well characterized by a power law dependence on pulse energy, Y = QE ␣ , where Q = 1.32ϫ 10 4 and ␣ = 2.15 and Q = 1.43ϫ 10 3 and ␣ = 2.29 for the 100 fs and 1 ps shots, respectively. Quite remarkably, this roughly quadratic dependence of the yield on pulse energy is robust over two orders of magnitude corresponding to two orders of magnitude in vacuum peak laser intensity, from 2 ϫ 10 20 to 2 ϫ 10 18 W/cm 2 for the 100 fs data. A very similar quadratic dependence was found previously with Q = 3.24ϫ 10 6 and ␣ = 2.29 for shots on the LLNL Falcon laser for pulse energies between 10 and 120 mJ [23] . For that experiment, the pulse duration was 35 fs and the vacuum focal spot size was 100 m yielding intensities between 2 ϫ 10 16 and 2 ϫ 10 17 W/cm 2 . Therefore this quadratic yield dependence on pulse energy is evidently independent of pulse duration, peak laser intensity (in the range 2 ϫ 10 16 to 2 ϫ 10 20 W/cm 2 ), and focal geometry. The absolute magnitude of the neutron yield is, however, clearly dependent on the pulse duration. In particular, the yield in our experiments for a fixed geometry is a factor of 8 smaller with 1-ps pulses than for 100 fs and is consistent with the predicted reduction in ion energies due to the longer cluster ionization time associated with the longer pulse duration.
It is important to note here that the explosion of a given cluster does not result in any fusion events and only serves to accelerate the constituent ions relative to one another. Only after the ions from neighboring clusters overlap does fusion begin, and this happens more than 50 fs after the ions have been fully accelerated (given the gas density and average cluster size in this experiment). Moreover, the average collision probability of a given ion as it traverses the filament and gas plume is less than 10 −8 , so the fusion events in this experiment can be viewed as a nonperturbative probe of the effective ion temperature long after the explosion dynamics are complete.
In order to identify the origins of the fusion yield dependence on the laser parameters, it is useful to investigate the ion emission from the plasma as a function of these parameters as well. Figure 3 shows, as a function of the pulse energy, the total yield and average energy of the energetic ion component emitted from irradiated deuterium clusters formed in a supersonic expansion. The average cluster size was measured by Rayleigh scattering to be (6 nm radius) a factor of 1.2 larger than that produced in the sonic expansion ͑5 nm͒. In addition to the ion yield, the fusion neutron yield expected from the measured ion spectra is calculated and shown along with the measured neutron flux for each shot. The points below 0.5 J are the average of ten or more shots while those above 0.5 J are the measurements from single laser shots. The dependence of the average energy and ion yield on pulse energy is fit by a power law (lines), and the average energy is given by Ē i ϳ 9.4E 0.18 keV for cup A and Ē i ϳ 11.2E 0.19 keV for cup B, while the total ion yield was, assuming isotropic emission, N i ϳ 4.3ϫ 10 14 E 1.1 for cup A and N i ϳ 3.4ϫ 10 14 E 0.94 for cup B. Despite the different placement of the two detectors, no major difference in the ion energies was observed, suggesting that the high energy portion of the ion emission was, for the most part, unmodified by inelastic collisions with the unionized part of the plume and also roughly isotropic. The ion energy measured along k (by cup A) was slightly lower (by 15%) than that measured perpendicular to k, and this difference is accounted for in the expected fusion yield in Fig. 2 . We note that this slight anisotropy seems consistent with recent measurements of exploding argon clusters [25] .
Although the energy and therefore intensity were varied over more than two decades (from 50 mJ to 6.3 J corre- sponding to peak vacuum intensities of 1.0ϫ 10 18 and 1.2 ϫ 10 20 W/cm 2 , respectively), the average ion energy varied by little more than a factor of 2. This observed insensitivity to variations of the input energy at a fixed pulse duration suggests that the cluster explosion mechanism is unaffected by the final peak laser intensity even when the laser field is large enough to induce relativistic electron motion. Furthermore, such an observation is indicative that the cluster explosion occurs before the peak field is attained.
The expected fusion yield generated inside the plasma filament was estimated from the expression
where d is the disassembly time of the filament, n D is the average deuterium density (measured in situ), ͗v͘ is the velocity averaged fusion cross section (calculated from the measured ion energies), and the integration is over the initial volume of the plasma. Since the measured ion density is approximately uniform over the interaction region, the initial plasma volume is simply V = N i / n D . The plasma disassembly time will depend on the volume and shape of the plasma and on the average ion velocity, which for a Maxwellian distribution is v = ͱ 16Ē i /3m ion . Assuming the shape of the plasma generated does not change with increasing pulse energy, we can write that d = ␥V 1/3 / v where the constant factor ␥ is a unitless quantity which accounts for the plasma geometry and is of order 1. In this case, Eq. (1) reduces to
where Ē i is now in units of eV. For a fixed geometry and constant density, the yield dependence on the measured ion emission is transparent and described by the quantity in parenthesis. In Fig. 3 (c) the estimated fusion neutron yield was calculated assuming the parameter ␥ = 1.0. Since for these data N i varied linearly with the pulse energy and
), the expected yield follows closely the actual yield dependence [shown by the dotted line in Fig. 3(c) ] for these shots of E 1.6 . Without performing a detailed calculation of the depletion of the laser pulse as it propagates through the cluster medium, the exact geometry (length and radial profile) of the plasma filament cannot be inferred. However, since it is that part of the plume illuminated above the ionization threshold which defines the relevant plasma volume, one can assume that the shape of the plasma volume grows with increasing pulse energy and at fixed pulse duration in the same way as does an isointensity contour of a paraxial beam propagating in a homogeneous medium. From previous observations of self-focusing and beam filamentation in cluster plumes [26] , we know this assumption is not ideal; however, the agreement between the measured and expected yield is good over the entire domain studied, supporting our assumption that these and other possible variations in propagation do not significantly alter the relevant plasma characteristics (geometry and density) as the pulse energy is varied. In addition, this agreement between the two sets of measurements provides a strict self-consistency check on the accuracy and validity of each.
It is evident that the roughly quadratic dependence of the neutron yield on pulse energy results from the fact that the ion number yield scales linearly with the pulse energy, and therefore the fusion yield should scale at least as fast as E 4/3 . The minor variation in ion average energy with pulse energy does contribute to the yield scaling but only as E 0.4 in this range. Over the two fold increase in ion energy the fusion reactivity increases by a factor of 10 (as the effective ion temperature increases from k B T =2/3Ē i = 4 keV for 50-mJ pulses to 9.3 keV for 5-J pulses), but at the same time, the plasma disassembly time (for a fixed volume) drops by a factor of 1.4. These two competing factors only increase the total fusion yield by a factor of 6 or 7, a much less significant increase compared to the factor of almost 500 in yield due to the increase in plasma volume. The fact that the yield scaling is slightly higher, E 2.2 , in the case of clusters produced in a sonic expansion (see Fig. 2 ), probably results from the fact that the gas density and cluster size vary more strongly with the distance from the jet center. In this case, larger pulse energies penetrate to regions of higher density and larger clusters where the resultant fusion reactivity is consequently larger.
From Fig. 3(b) it is clear that the cluster explosion energy is rather insensitive to changes in the peak laser intensity above 10 18 W/cm 2 (changing by a factor of 2 with a change of 100 in peak intensity) while strongly dependent on the pulse duration, as evident from the shift in the overall fusion yield for different pulse durations. In order to understand this aspect of deuterium cluster explosions, we have performed molecular dynamics simulations of the explosions of N-ion clusters, where the atomic ionization of the constituents is calculated from the Ammosov-Delone-Krainov (ADK) formula for tunneling ionization [27] , and the motion of the resulting plasma is calculated from classical, chargedparticle dynamics in the self-consistent field. These particle simulations are similar to the calculations of Teuber et al. [28] who considered metallic clusters and Last and Jortner who considered heteronuclear clusters [24] . Unlike in the work of Teuber et al., the ionization dynamics here are included in the simulation and not assumed to be spatially uniform across the cluster nor assumed to follow an ad hoc time dependence.
The simulations performed for various pulse durations and peak laser intensities (where we assume a temporal Gaussian pulse shape) provide the time scale t ion over which the cluster is stripped of 63% of its electrons, and the final average kinetic energy of the ions Ē i obtained in the explosion. Both quantities are scaled by the characteristic time t exp and energy E exp of the Coulomb expansion, where E exp = ͑3m ion /5͒͑a 0 / t exp ͒ 2 , t exp = ͱ 3m ion ⑀ 0 / e 2 n 0 , m ion is the ion mass, ⑀ 0 is the electric permittivity of free space, e is the average charge state per ion within the cluster, n 0 ϳ 3 ϫ 10 22 cm −3 is the ion density inside the cluster, and a 0 is the initial cluster radius.
The ionization probability of each atom within the cluster was calculated using the ADK rate induced by the electric field of the laser, and the electrons were assumed to vanish forever from the cluster as soon as they were extracted. This simplification was made to reduce the computational cost of the simulations without changing the character of the cluster explosions, but it may nevertheless affect the ionization rate. By neglecting the presence of the free electrons, electron-ion collisions are neglected which could also modify the cluster ionization rate and to some degree the cluster expansion dynamics.
In Fig. 4 the results of the simulation are shown for various cluster sizes and peak laser intensities where the pulse duration was scanned from 25 to 3200 fs (doubling between each data set). The results are, for the cases studied, independent of cluster size and lie on the same universal curve of explosion energy (normalized by E exp ) versus ionization time. The solid black line is the numerical solution of a simple fluid model of a self-similar, purely radial cluster expansion assuming a uniform mass and charge density, and an average ionization state for the entire cluster which varies as ͗q͘ =1−e −t/t ion , where the value for the ionization time is taken from the simulation. In this simple model, the equation of motion for the cluster radius is given by
, ͑3͒ where = r͑t͒ / r͑0͒ is the normalized cluster radius, = t / t exp is the normalized time, and g = t exp / t ion is the ratio of the expansion time to the ionization time. In the limit of instantaneous ionization ͑g → ϱ͒, Eq. (3) can be integrated [18] to give the normalized kinetic energy as a function of the normalized radius
In this limit ͑g → ϱ͒, the final ͑ → ϱ͒, normalized kinetic energy (of the cluster expansion) is one, corresponding to an average kinetic energy for the ejected ions of E exp . We can, in general, seek a solution to the final normalized kinetic energy as a function of g, and although we have found no analytic solution to (3), the following function closely approximates the numerical solutions shown in Fig. 4 :
. Average ion energy from a cluster explosion plotted against the ratio g = t exp / t ion . The cluster expansion time t exp ϳ 10.7 fs, and the cluster ionization time was calculated at various pulse durations between 25 and 3200 fs (doubling between each data set-the results at 100 fs and 800 fs are marked) for clusters of sizes N = 100 (empty circles and squares) and N = 1000 (filled squares). The peak laser intensities were 2.8ϫ 10 17 (circles) and 1.12ϫ 10 18 W/cm 2 (squares). The inset shows a calculation of the final explosion energy for a cluster of size N = 100, a pulse duration of 100 fs, and various peak laser intensities.
In the inset of Fig. 4 , the cluster explosion energy is shown at various peak intensities for a fixed pulse duration of 100 fs. Consistent with the experimental observations, the explosion energy is found to be almost completely independent of the peak laser intensity for 100 fs pulses.
In the simulation, as illustrated in Fig. 5 , electron extraction from the cluster is observed to begin at the tunneling ionization threshold ͑ϳ10 14 W/cm 2 ͒ and end once the the laser field exceeds the threshold for complete ion charge uncovering [18] (approximately when the laser field exceeds the space charge electric field of the fully stripped clustere.g., I Ͼ 2.7ϫ 10 16 W/cm 2 for N = 1000 or a =2 nm). Of course, the second threshold, which is shown in Fig. 5 for a cluster of radius a = 5 nm, depends on the size and density of the cluster and it will fall from its initial value as the cluster expands. In any event, because of the finite duration of the cluster ionization time, the cluster will explode more slowly than its characteristic expansion time t exp resulting in a final kinetic energy below the characteristic energy E exp by the factor 1 / F͑g͒.
The observed insensitivity to variations of the intensity at a fixed pulse duration can therefore be understood in the following way. If the peak intensity lies far above the second threshold, changes in the final laser intensity only affect logarithmically the ionization duration (by changing the average slope of the envelope between the two thresholds-see Fig. 5 ) and these logarithmically small changes in g, about the value g = 3 where F͑g͒ is relatively flat, have little effect on the final explosion energy.
For a pulse duration of 100 fs, the ionization time was t ion ϳ 5 fs and the average ion energy was 0.96 of E exp , while for a pulse duration of 1 ps, the ionization time was t ion ϳ 33 fs and the average ion energy was 0.67 of E exp , a reduction of 30% in energy. Under the same experimental conditions as for the data presented in Fig. 2 , the average ion energy was measured to be Ē i Ϸ 4 keV for an incident pulse of 1 J and 100 fs. If we assume the explosion energies were lower by 30% for the 1-ps shots, then the plasma reactivity would have been a factor of 4.3 lower and close to the measured factor of 8 reduction in fusion yield.
A similar reduction in the ion energies with increasing pulse duration was previously observed in explosions of metallic clusters; however, also in that case the maximum charge state attained by the ions was observed to exhibit a resonant enhancement as a function of pulse duration [28] . In that work the ion kinetic energies are observed to be unaffected by the additional cluster charging from plasmon enhanced ionization, and the authors conclude that the initial ionization dynamics during the cluster expansion are what determine the final kinetic energies. In a similar fashion, the explosion dynamics of deuterium clusters in these experiments is also determined by the ionization dynamics and is consistent with a single-parameter, Coulomb-explosion model where the efficacy of the explosion is determined by the ratio of the cluster ionization time to the intrinsic expansion time. The identification of this fundamental time scale and its role in cluster explosions explains the observation that the ion energies are almost completely independent of the peak laser intensity and, by consequence, why the observed fusion yield scaling is primarily a plasma volume effect. It is clear from Fig. 4 that, as a result of the rollover, there exists an intrinsic constraint on the performance of these fusion neutron sources, and the explosion efficiency is only marginally improved for reductions of the pulse duration below 200 fs. FIG. 5 . Schematic of cluster ionization and expansion dynamics during the laser pulse. The ionization time t ion is determined by the time required for the laser intensity to rise from the first threshold, at which atomic ionization begins, to the second threshold, at which the electric field of the laser exceeds the threshold for complete ion charge uncovering (approximately when the laser electric field exceeds the space charge electric field of the fully stripped cluster) [18] . The second threshold, which is shown for a cluster of radius a = 5 nm, depends on the size and density of the cluster and will fall from its initial value as the cluster expands. Because of the finite duration of the cluster ionization time, the cluster will explode more slowly than its characteristic expansion time t exp resulting in a final kinetic energy below the characteristic energy E exp by the factor 1/F͑g͒.
