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QUASI-INTERPOLANTS SPLINES : EXEMPLES ET APPLICATIONS
Paul Sablonnie`re, INSA de Rennes.
CONGRE`S RFMAO, RABAT 19-21 septembre 2005
Re´sume´ : Un quasi-interpolant spline (abre´viation QI) est un ope´rateur d’approximation





Le coefficient µα(f) de la B-spline Bα est une forme line´aire agissant sur la fonction f a`
approcher dans un voisinage du support de Bα. Le grand avantage de cette approche
est que le calcul d’un QI est direct et ne ne´cessite pas la re´solution d’un syste`me
d’e´quations, contrairement a` ce qui se passe pour un interpolant. C’est particulie`rement
inte´ressant en dimension 2 ou 3, ou` le nombre de B-splines peut eˆtre relativement grand.
Dans cet article, je de´cris quelques exemples de QIs de diffe´rents types sur des espaces
de splines a` une ou deux variables. Puis je pre´sente quelques applications en approxi-
mation et en analyse nume´rique.
AMS classification : 65D (analyse nume´rique et CAGD).
1 Introduction, de´finitions et notations
Soit F un espace de fonctions, S un espace de splines polynoˆmiales d’une ou plusieurs vari-
ables et Pn l’espace des polynoˆmes de degre´ total au plus e´gal a` n. On suppose que Pn ⊂ S et
Pn ⊂ F. On suppose aussi que S est engendre´ par la famille de B-splines B = {Bα, α ∈ A}.
Pour tout α ∈ A, Bα est une fonction a` support borne´ de´signe´ par supp(Bα). La famille A
des indices est finie ou infinie suivant que l’on travaille sur un domaine borne´ ou sur l’espace





ayant les proprie´te´s suivantes:
(i) Q est un ope´rateur exact sur Pn: Qp = p, ∀p ∈ Pn
(ii) Q est un ope´rateur local : le coefficient µα(f) est une forme line´aire qui ne de´pend que
des valeurs de f dans un voisinage de supp(Bα).
Voici le plan de l’article : dans la premie`re partie, je donne diffe´rents exemples de quasi-
interpolants splines en dimension 1 et 2. Je me limite ici aux QI quadratiques de classe
C1 sur une partition uniforme de la droite ou du plan, afin de simplifier la pre´sentation.
Mais il est possible de de´finir des QI de tous les degre´s sur une subdivision quelconque d’un
intervalle arbitraire en dimension 1. En dimension 2, on peut aussi de´finir des QI de tous
degre´s sur certaines triangulations. Je renvoie aux re´fe´rences (section 8) pour de plus amples
informations. Dans la deuxie`me partie, je donne quelques applications des quasi-interpolants
quadratiques, d’abord en dimension 2 a` l’approximation d’une fonction et de ses de´rive´es
partielles et a` la recherche de ses points stationnaires, puis en dimension 1 a` l’inte´gration et a`
la de´rivation approche´es d’une fonction, a` une me´thode pseudo-spectrale pour la re´solution
approche´e d’une e´quation diffe´rentielle, et enfin a` l’approximation des ze´ros d’une fonction.
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2 Quasi-interpolant splines quadratiques sur R
Soit F = C2(R) et S = S12(R, τ) l’espace des splines quadratiques de classe C
1 sur la
subdivision uniforme τ = Z+ 12 . Une fonction de S est dans C
1(R) et sa restriction a` chaque
intervalle [k− 12 , k+
1
2 ] est dans P2. De´signons par B(x) la B-spline quadratique de support
[− 32 ,
3
2 ] centre´ en 0, et posons Bk(x) = B(x − k): on a donc supp(Bk) = [k −
3
2 , k +
3
2 ].











On a bien suˆr P2 ⊂ S et les premiers monoˆmes s’expriment de la manie`re suivante dans la
base des B-splines (les monoˆmes sont note´s er(x) = x
r,∀r ≥ 0) :
e0(x) = 1 =
∑
k∈Z
Bk(x), e1(x) = x =
∑
k∈Z



























les valeurs de f et de D2f au point k, centre de supp(Bk). On l’appelle quasi-interpolant
diffe´rentiel (abr. DQI) et de plus c’est un projecteur sur S car Qg = g pour tout g ∈ S.
Une premie`re variante consiste a` remplacer D2f(k) par la diffe´rence seconde centre´e
δ2f(k) = f(k − 1)− 2f(k) + f(k + 1).


















(−f(k − 1) + 10f(k)− f(k + 1)) .
Comme D2 co¨ıncide avec δ2 sur P2, Q
∗ est aussi exact sur P2 et c’est un ope´rateur local car
µ∗k(f) n’utilise que les valeurs de f aux trois points entiers de supp(Bk), mais ce n’est plus
un projecteur sur S. On l’appelle quasi-interpolant discret (abr. dQI).









(−Bk−1 + 10Bk −Bk+1) .
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On montre alors facilement que ‖Q∗‖∞ est e´gale a` la norme de Tchebychev de la fonction












Avec les notations suivantes:






]} et dk(f,P2) = inf{|f − p|∞,k : p ∈ P2},
on montre (voir par exemple [5]) que pour tout f ∈ C(R) et tout k ∈ Z:
|Q∗f − f |∞,k ≤ (1 + ‖Q
∗‖∞)dk(f,P2) = 2.25 dk(f,P2).
Ceci montre que Q∗f est tre`s proche de la meilleure approximation polynoˆmiale de f dans
chaque intervalle. On en de´duit que sur la subdivision hZ, on a, pour une fonction f ∈ C3(R),
|Q∗f − f |∞ = O(h
3).
2.2 Quasi-interpolant inte´gral
On va de´finir maintenant une 2e`me variante du quasi-interpolant Q. Pour cela, on utilise





















Soit 〈f, g〉 =
∫
R







4 (−Bk−1 + 6Bk −Bk+1). On ve´rifie facilement que Q¯er = er pour r = 0, 1.




















donc Q¯ est exact sur P2 et c’est un ope´rateur local. On l’appelle quasi-interpolant inte´gral





ce qui montre que l’information sur f est obtenue au moyen des moyennes locales ponde´re´es




En introduisant la fonction de Lebesgue Λ¯ =
∑
k∈Z |B¯k|, on peut montrer que




On peut aussi approcher µ¯k(f) par des formules de quadrature de type Gauss associe´es a` la
fonction de poids Bk(x) (cf [7][?][?]). Voir aussi [18]
3
3 Quasi-interpolants splines quadratiques sur une tri-
angulation uniforme du plan
Soit τ la triangulation uniforme de type II du plan obtenue en trac¸ant les deux diagonales
dans tous les carre´s de sommets les points de (Z + 12 )
2. Les centres de ces carre´s sont
donc les points de Z2. On note ε1 = (1, 0) et ε2 = (0, 1) les vecteurs unitaires, et l’on
pose ε3 = ε1 + ε2 = (1, 1) et ε4 = −ε1 + ε2 = (−1, 1). Comme les areˆtes du re´seau
sont paralle`les a` ces directions, on parle de re´seau a` 4 directions (4-direction mesh). Soit
S = S12(R
2, τ) l’espace des splines quadratiques de classe C1 sur la triangulation τ . Il
existe une box-spline B ∈ S dont le support est l’octogone centre´ a` l’origine de sommets
{± 12 (3ε1 ± ε2),±
1
2 (3ε2 ± ε1)}. L’espace S est engendre´ par les translate´es entie`res de B:
B = {Bα(x) = B(x− α) ; α ∈ Z
2}.
On a e´videmment P2 ⊂ S. De plus, B est une partition de l’unite´,
∑
α∈Z2 Bα = 1, et
∫
Bα =
1. En revanche, la famille B n’est pas line´airement inde´pendante : cette proprie´te´, qui s’ave`re
assez geˆnante pour l’interpolation ou l’approximation au sens des moindres carre´s, ne joue
aucun roˆle dans la construction des QI ci-dessous (voir par exemple [1][2][3][21][22][23][10]
citeSab2[55]).
3.1 Quasi-interpolant discret







































on ve´rifie que Q est exact sur P2, i.e. Qp = p pour tout p ∈ P2. A partir de ce QI diffe´rentiel,
on peut, comme dans le cas d’une variable, de´finir un QI discret et un QI inte´gral qui sont
aussi exacts sur P2.
Pour construire le QI discret Q∗, on remplace ∆f(α) par le sche´ma aux diffe´rences classique
a` 5 points, centre´ au point α :





[f(α+ εi) + f(α− εi)],
qui ve´rifie
∆∗p(α) = ∆p(α), ∀p ∈ P2.





















[f(α+ εi) + f(α− εi)].
On de´montre que ‖Q∗‖∞ =
3
2 , par conse´quent l’ordre d’approximation d’une fonction f , de
classe C3 par exemple, est e´gal a` 3. En effet on a, dans chaque triangle T de la triangulation:






dT (f,P2) = inf{|f − p|∞,T : p ∈ P2}.
Donc si diam(T ) ≤ h pour tout T ∈ τ et si f est de classe C3, on a
|Q∗f − f |∞ = O(h
3).
On remarque que Q∗f est localement tre`s proche de la meilleure approximation de f dans
P2. Voir la section 4 ci-dessous pour des re´sultats plus pre´cis.
3.2 Quasi-interpolant inte´gral
On peut e´galement construire un QI inte´gral Q¯ en utilisant les moments d’ordre ≤ 2 de la























, r = 1, 2.





B¯α e´tant la fonction de´finie par
B¯α = 2Bα −
1
4
{Bα−ε2 +Bα−ε1 +Bα+ε1 +Bα+ε2}.
On ve´rifie alors facilement, en utilisant les repre´sentations (5) et (6) des monoˆmes, que Q¯
est exact sur P2 et que ‖Q¯‖∞ ≤ 3. De plus, Q¯ est local car le coefficient de Bα n’utilise que
des moyennes locales ponde´re´es de f dans la re´union des supports des 5 box-splines centre´s




et peuvent eˆtre approche´es par les formules de quadratures de Gauss associe´es au poids Bγ .
On obtient ainsi de nouvelles familles de QI discrets base´s sur les points de Gauss.
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4 Application : approximation d’une fonction de deux
variables et de ses de´rive´es partielles













[f(α+ εi) + f(α− εi)].
On sait que Q∗ est exact sur P2 et que ‖Q‖∞ = 1.5, donc Q
∗f est tre`s proche localement
de la meilleure approximation uniforme de f dans P2. C’est la raison pour laquelle on peut
espe´rer obtenir de bonnes approximations de f et de ses de´rive´es partielles a` partir de ce
QI quadratique C1 (voir aussi [14] et le nume´ro spe´cial dans lequel est publie´ cet article).
La plupart des re´sultats de cette section proviennent de [28]. Dans ce qui suit, on utilise
toujours la norme du max.
4.1 Estimations d’erreurs pour f et ses de´rive´es partielles
Si f ∈ C3(Ω), on de´montre les estimations d’erreurs suivantes, avec la notation ‖D3f‖ =





Pour les de´rive´es partielles premie`res, avec les notations Dε1 = ∂∂x , D
ε2 = ∂∂y , on a pour





















Les constantes indique´es ne sont pas optimales, mais elles en donnent un ordre de grandeur.
4.2 Majorations des de´rive´es partielles d’ordres 1 et 2 de Q∗f
On sait de´ja` que ‖Q∗f‖ ≤ 32‖f‖. On utilise les notations suivantes pour les de´rive´es partielles
































Comme π et χ sont affines par triangle, il suffit de les majorer aux sommets de ces triangles,
c’est a` dire aux sommets et aux centres des carre´s du re´seau. On obtient les majorations
suivantes:
‖π‖ et ‖χ‖ ≤ 2max{‖p‖, ‖q‖}.
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De meˆme, en calculant les de´rive´es partielles d’ordre 2 de Q∗f , constantes dans chaque
triangle de la triangulation, on obtient les majorations suivantes:




On voit donc que l’approximation de f par Q∗f ne dilate pas trop la fonction et ses premie`res
de´rive´es partielles. Pour ces calculs, on utilise les re´sultats de la pre´publication [44].
4.3 Superconvergence en certains points
Supposons que la fonction f ait des d.p. d’ordre 4 borne´es. Alors on observe que l’on a, au
centre, aux sommets et aux milieux des coˆte´s d’un carre´:
f −Q∗f = O(h4).
Comme l’erreur est en ge´ne´ral en O(h3), on a donc un phe´nome`ne de superconvergence en
ces points. En revanche, pour les d.p. premie`res, on n’a pas ce phe´nome`ne aux meˆmes
points, mais il est probable qu’il se produise en certains points inte´rieurs du carre´.
Pour les d.p. secondes, on a des re´sultats qui de´pendent de l’orientation des triangles. Par
exemple, pour les d.p. ∂
2
∂x2 sur les triangles Nord (N) et Sud (S), on a un phe´nome`ne de
superconvergence :













d’ou` une superconvergence pour la moyenne
1
2
(e20|E + e20|W ) = O(h
2).





Exemple: erreur sur le gradient de f(x, y) = exp(x2 + y2).
On donne des re´sultats sur l’erreur maximale |grad(f − Qf)| respectivement au centre et
aux sommets du carre´ [−0.5, 0.5]2 (on a ici h = 1N ):
N erreur centre erreur sommets
8 2.61− 04 4.84− 03
16 1.62− 04 2.15− 03
32 7.24− 05 7.09− 04
64 2.45− 05 2.04− 04
4.4 Un algorithme pour la de´termination des points stationnaires
de g = Q∗f
Compte tenu des re´sultats ci-dessus sur l’approximation des de´rive´es de f par celles de Q∗f ,
on propose l’algorithme suivant pour la recherche des points stationnaires de Q∗f qui sont
7
a` priori voisins des points stationnaires de f .
• Calculer π = ∂g∂x et χ =
∂g
∂y aux sommets de la triangulation T . Rappelons que ces
deux fonctions sont continues et affines par morceaux, par conse´quent elles sont entie`rement
de´termine´es par ces valeurs.
• Se´lectionner le sous-ensemble T ′ ⊂ T des triangles dans lesquels la somme des signes de
π (par exemple) est ±1
• Se´lectionner le sous-ensemble T ′′ ⊂ T ′ des triangles dans lesquels la somme des signes de
χ est ±1.
• Dans chaque triangle de T ′′, re´soudre le syste`me d’e´quations line´aires π = χ = 0.
On obtient ainsi les points stationnaires du quasi-interpolant g = Qf .
On peut alors faire une e´tude locale plus pre´cise dans chaque triangle de la triangulation
T ′′ ou` se trouve un point stationnaire. Rappelons que les d.p. secondes ρ, σ et τ de g sont
constantes dans chaque triangle.
• Etudier le signe de H = σ2 − ρτ .
⋆ si H < 0, et si ρ > 0 (donc τ > 0), alors g a un minimum local.
⋆ si H < 0, et si ρ < 0 (donc τ < 0), alors g a un maximum local.
⋆ si H ≥ 0, on a un point-selle ou un point de´ge´ne´re´.
Remarque: on peut e´videmment permuter les roˆles de π et χ dans l’algorithme.
Voici quelques exemples de´taille´s dans [28].
Exemple 1: f(x, y) = exp(x2 + y2).
On de´tecte facilement l’unique minimum de f en M0 = (0, 0).
Exemple 2 : f(x, y) = 34exp(−
1
4 ((9x− 2)
2 + (9y− 2)2)) + 34exp(−(
1
49 (9x+ 1)





2+(9y−7)2)) (fonction de Franke
[29]).
On de´tecte bien les 5 points stationnaires de f dans le carre´ [0, 1]2 :
⋆ le minimum local: M0 = (0.461, 0.783),
⋆ les maxima locaux: M1 = (0.207, 0.209) et M2 = (0.752, 0.327),
⋆ les points-selle ou de´ge´ne´re´s: M3 = (0.561, 0.256) et M4 = 0.621, 0.871)
Exemple 3 : f(x, y) = 100((x+ 1)2 − (y + 1))2 + x2 (fonction de Rosenbrock [8]).
On de´tecte assez difficilement (e´videmment, a` cause de la forme de la valle´e) l’unique mini-
mum de g en M0 = (0, 0).
5 Application : formule de quadrature en dimension 1
associe´e a` un QI quadratique discret
Supposons que I = [a, b] = [0, nh] et posons t−2 = t−1 = a, ti = ih pour 0 ≤ i ≤ n,
tn+1 = tn+2 = b, puis θ0 = a, θn+1 = b, et θi =
1
2 (ti−1 + ti), pour 1 ≤ i ≤ n. Dans ce cas
il existe n+ 2 B-splines {Bk, 0 ≤ k ≤ n+ 1}, de supports supp(Bk) = [tk−2, tk+1] formant
8
une base de l’espace des splines quadratiques sur la partition uniforme de I [1][5][12]. Les
donne´es sont ici les valeurs fi = f(θi), 0 ≤ i ≤ n+ 1. Le QI discret Q
∗ s’e´crit alors sous la
forme:




ou` les deux premie`res et les deux dernie`res formes coefficients sont :










(−fn−1 + 9fn − 2fn+1) , µ
∗
n+1(f) = fn+1,




(−fk−1 + 10fk − fk+1) .
Comme Q∗f est une excellente approximation de f sur I, on peut espe´rer une bonne ap-
proximation de I(f) =
∫ b
a
f par I2(f) =
∫ b
a
Q∗f . En inte´grant Q∗f , on obtient la formule


























On de´montre le re´sultat d’erreur suivant [47] : il existe C1 > 0 tel que, pour tout f ∈ C
4(I)
:
I(f)− I2(f) = C1h
4f (4)(γ1), γ1 ∈ I.
Cette formule est ”comple´mentaire” de la formule de Simpson. Pour celle-ci, il existe C2 > 0
tel que, pour tout f ∈ C4(I) :
I(f)− I∗2 (f) = −C2h
4f (4)(γ2), γ2 ∈ I.
Bien que γ1 6= γ2 en ge´ne´ral, en pratique on observe que les erreurs sont presque toujours
de signes oppose´s. De plus, les constantes ve´rifient 0 < C1 < C2 =
1
180 .
Exemple [49][50] : Comparons les re´sultats nume´riques obtenus en approchant les deux












En posant respectivement E2(f) = I(f) − I2(f), E
∗
2 (f) = I(f) − I
∗
2 (f), on obtient les
re´sultats suivants (la notation 0.73(−9) signifie 0.73× 10−9) :
n E∗2 (f1) E2(f1) E
∗
2 (f2) E2(f2)
128 0.73(−9) −0.55(−9) 0.14(−6) −0.11(−6)
256 0.45(−10) −0.33(−10) 0.90(−8) −0.67(−8)
512 0.28(−11) −0.21(−11) 0.56(−9) −0.41(−9)
1024 0.18(−12) −0.13(−12) 0.73(−9) −0.52(−9)
On voit que les erreurs sont de signes oppose´s et ont des valeurs absolues du meˆme ordre de
grandeur.
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6 Calculs de de´rive´es et me´thodes pseudo-spectrales
6.1 Matrice de de´rivation




















n+1. Pour 3 ≤ i ≤ n− 2, i.e. pour les




(fi−2 − 10fi−1 + 10fi+1 − fi+2).
Soit f ∈ Rn+2 et g′ ∈ Rn+2 les vecteurs de composantes respectives fi et g
′
i, pour 0 ≤ i ≤
n+ 1. On peut e´crire l’e´galite´ matricielle :
g′ = Df ,






−8/3 3 −1/3 0 0 0 . . . 0 0
−7/6 11/16 13/24 −1/16 0 0 . . . 0 0
1/6 −3/4 1/48 5/8 −1/16 0 . . . 0 0
0 1/16 −5/8 0 5/8 −1/16 . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 1/16 −5/8 0 5/8 −1/16 0
0 0 . . . 0 1/16 −5/8 −1/48 3/4 −1/6
0 0 . . . 0 0 1/16 −13/24 −11/16 7/6
0 0 . . . 0 0 0 1/3 −3 8/3


6.2 Erreur sur la de´rive´e
Si l’on suppose f suffisamment de´rivable, on a les estimations d’erreur suivantes.




























(et des re´sultats analogues a` la borne supe´rieure de l’intervalle).
Exemple [49] : conside´rons les deux fonctions f1(x) = (1+16x
2)−1 et f2(x) = e
−x sin(5πx)







max |f ′p(θi)− δfp(θi)|, ou` δfp(θi) est la diffe´rence centre´e de fp au point θi (avec les modifi-
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64 1.4(−2) 4.8(−2) 1.6(−2) 4.6(−2)
128 3.1(−3) 1.2(−2) 3.7(−3) 1.2(−2)
256 7.7(−4) 3.0(−3) 8.7(−4) 2.9(−3)
512 1.9(−4) 7.6(−4) 2.1(−4) 7.2(−3)
1024 4.7(−5) 1.9(−4) 5.2(−5) 1.8(−4)
On voit que les erreurs sont en O(h2), mais celles obtenues par le QI sont 3 a` 4 fois plus
faibles que celles fournies par la diffe´rence centre´e.
6.3 Me´thode pseudo-spectrale
Supposons que l’on veuille re´soudre le proble`me de Dirichlet homoge`ne suivant :
u′′(x) = f(x) pour x ∈ I = (−1, 1), u(−1) = u(1) = 0,
ou` l’on suppose par exemple f continue. Il est facile de montrer (voir par exemple [13] ou
[6] ) que le vecteur u ∈ Rn des valeurs approche´es de u(θi), pour 1 ≤ i ≤ n, est solution du
syste`me line´aire
D˜u = f ,
ou` f est le vecteur de composantes f(θi) et D˜ ∈ R
n×n la sous-matrice forme´e des lignes et
colonnes nume´rote´es de 1 a` n de la matrice D2.
Exemple 1 : choisissons f1(x) = 12x
2 − 4 qui correspond a` la solution u1(x) = (1− x
2)2,
et f2(x) = e
4x qui correspond a` la solution u2(x) = (e
4x − sinh(4)x − cosh(4))/16. Pour
p = 1, 2, on pose respectivement εp = max{|up(i) − up(θi)|, 1 ≤ i ≤ n}, ou` D˜up = fp. On
obtient les re´sultats suivants :
n 20 40 60 80 100
ε1 1.0(−2) 2.5(−3) 1.1(−3) 6.0(−4) 4.0(−4)
ε2 3.4(−2) 7.8(−3) 3.4(−3) 1.9(−3) 1.2(−3)
Les deux lignes font apparaˆıtre clairement une erreur en O(h2). On peut ame´liorer ces
re´sultats de fac¸on significative en choisissant des subdivisions adapte´es. Les re´sultats obtenus
seront publie´s ulte´rieurement.
7 Application : recherche de ze´ros
On peut approcher les ze´ros d’une fonction f par ceux du QI spline g = Q∗f qui sont cal-
culables exactement car g est quadratique par morceaux.
Exemple : Approximation des ze´ros du polynoˆme de Legendre f = P8 sur I = [−1, 1] par
ceux du QI g. Les ze´ros de P8 sont {±x1,±x2,±x3,±x4}, avec x1 ≈ 0.1834, x2 ≈ 0.5255,
x3 ≈ 0.7967, x4 ≈ 0.9603.
Voici les erreurs sur les ze´ros (en valeur absolue) pour diffe´rentes valeurs de n.
n 8 16 32 64 128 256
e1 1.5−2 5.4−4 4.3−5 1.3−5 2.0−6 3.6−8
e2 2.7−2 3.8−3 2.1−4 1.2−5 1.3−6 3.6−7
e3 1.1−1 1.2−2 5.6−4 4.3−5 3.3−6 9.2−8
e4 4.4−2 6.6−3 3.1−4 9.3−5 4.5−6 5.4−7
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8 Ge´ne´ralisations et de´veloppements
Le pre´sent survol n’est qu’une introduction aux QI quadratiques en dimensions 1 et 2, sur des
partitions uniformes, et a` quelques applications. Pour les extensions a` d’autres degre´s et a` des
partitions non uniformes, on peut consulter par exemple les livres ge´ne´raux [1][2][3][4][5][12],
les survols [16][17][45][49] et les articles [19][19][25] [26][28][31][32][33][35][53]. Plus re´cemment,
nous avons de´fini des QI a` deux variables sur des triangulations quelconques de type Powell-
Sabin [41][36][37] en utilisant les B-splines introduites par Dierckx [27].
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