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SOMMAIRE
Ce document traite d’llne fonction importante en analyse complexe et en théo
rie analytique des nombres. Nous verrons que la fonction zêta de Riemann peut
fournir une bonne approximation sur la répartition des nombres premiers. Cette
approximation sera utilisée pour montrer que la fonction zêta possède une pro
priété intéressante en théorie de l’approximation : la propriété d’universalité.
iViots clés Série de Dirichiet, hypothèse de Riemann, nombres premiers et
universalité.
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ABSTRACT
This document treats of an important function in complex analysis and in
analytic number theory. We will see that the Riemann zeta function can give a
good approximation of the distribution of prime numbers. This approximation
will be used to show that the zeta function has an illteresting property in ap
proximation theory the universality property.
Keywords : Dirichiet series, Riemann’s hypothesis, prime numbers and uni
versalitv property.
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INTRODUCTION
C’est dans son article Ueber die Anzaht der Prirnzahten unter einer gegebenen
Grèsse publié e 1859 que Bernhard Riemann a influencé plusieurs générations
de mathématiciens. La fonction zêta de Riemann prit alors toute son importance
en théorie des nombres. La conjectllre de Riemann sur l’emplacement des zéros
de cette fonction est encore alljourd’hui un problème ouvert. Plusieurs résultats
sur la fonction zêta de Riemann ont vu le jour dans l’espoir de répondre à cette
conjecture. Voronin montra aux alentours des aimées 1970 que la fonction zêta a
son importance dans un autre domaine des mathématiques : la théorie de l’ap
proximation. La fonction zêta posséderait la propriété d’universalité sur un disque
du plan complexe. La propriété est la suivante
Soit r E jO, 1/4[ et f une fonction hoÏomorphe sur D(0,r), continue et ne s’an
nulant pas sur D(0,r). Ators, pour tout e > 0 il existe un nombre réel T tel
que
max f(z)—(z++iT <e.
JzI<r \ 4 j
Un exemple d’une telle fonction est rare malgré le fait qu’il y en ait une infinité.
Les séries de Dirichlet seront à l’étude dans le premier chapitre. La fonction zêta
de Riemann étant elle-même une série de Dirichlet, il est pertinent pour ce mé
moire de s’attarder aux propriétés de telles séries. Il sera question de convergence,
de convergence absolue et de convergence uniforme de ces séries. Nous verrons
allssi quelques approximations de séries à l’aide des séries de Dirichlet.
Le deuxième chapitre sera entièrement consacré à la fonction zêta de Riemann.
Le prolongement méromorphe au plan complexe de cette fonction est le premier
2pas. Ensuite, nous nous intéressons à ses zéros. L’hypothèse rie Riemann sera ci
tée. Nous verrons quelques théorèmes approximant le nombre de ces zéros dans
un rectangle d’une région donnée. Nous terminerons ce chapitre en voyant ciue
l’étude des zéros nous fournit un estimé de ïr(x), le nombre de nombres premiers
inférieurs ou égals à x. L’approximation est
c ï
rr(c) rit.
2 log(L)
Cet estimé sera utilisé au troisièn;e chapitre.
Le but ultime de ce mémoire est la preuve de la propriété d’universalité de la
fonction zêta de Riemann. C’est dans le dernier chapitre qu’elle sera faite.
PR1LIMINAIRE$
Ces notations seront utilisées dans ce mémoire.
• D(zo,r) {z CHz — z0 < r}, où z0 est un nombre complexe et r> O
• N := {i, 2, 3, .
. .}, P := l’ensemble des nombres premiers
• Si E est un sous-ensemble de nombres complexes, alors désigne sa fermeture,
Int(E) désigne son ultérieur et rnes(E) est sa mesure de Lebesgue s’il est mesu
rable
• Ulle fonction f est holomorphe sur sous-ensemble fermé E non-vide si elle l’est
sur un sous-ensemble ouvert contenallt E
• Si n e N et p P, alors v(n) plus petit entier positif in tel que ptm divise n.
• [x] := partie entière de x et {r} partie fractionnaire de x
• {p}=1 est la suite des zéros non-triviaux de la fonction zêta de Riemann
Ce chapitre a pour but de rappeler des notions élérneiltaires d’analyse complexe.
Le lecteur pourra consulter les livres [SZ] et [Li] s’il veut voir les détails.
La fonction gamma sera très importante dans l’étude de la fonction zêta de
Riemanil. Elle sera utilisée entre autres dans l’exposition d’une formule explicite
du prolongement méromorphe de la fonction zêta de Riemaiin. La fonction f est
définie par le produit infini
= zefl (i
+ ) e,
où lim ( — lon) est la constante d’Euler. La fonction f est une
fonction méromorphe. Ses seules singularités sont des pôles simples aux entiers
4négatifs 0, —1, —2,
La plus connue des représeiltations de la fonction F est celle sous forme d’in
tégrale impropre dans le demi-plan Re(z) > O. En fait, sur ce demi-plail, elle est
donnée par
F()
= f tz_le_tdt
Dans ce demi-plan, la fonction f est une fonction définie à l’aide d’une intégrale
impropre. Dans ce mémoire, il sera question de l’holomorphie de telles fonctions.
Pour une fonction définie à l’aide d’une intégrale sur une courbe de C, nous avons
le théorème suivant
Théorème 0.0.1. Soit f une fonction continue sur Q x C, où Q est un sous-
ensemble ouvert de C et C est une courbe continûment différentiabte par morceaux
de C. Si f(., ) est hotomorphe sur Q pour tout C fixé, alors ta fonction
f(z) f f(z, )d est hotomorphe sur Q et
f’(z) f f(z,)d.
La généralisation de ce théorème aux intégrales impropres existe, mais il faut
cependant y ajouter des hypothèses. D’abord, une courbe infinie est une fonction
injective [n, +oc[ —è C continûment différentiable par morceaux sur [o., +oo[.
On note par C l’image de par [n, +oo[. Soit f une fonction définie et intégrable
sur C. Cela implique que pour tout T> a,
CT
F(T) f((t))’(t)dt existe.
a
On dit que
f f()d converge si lim F(T) existe.
Maintenant, considérons des intégrales impropres de la forme
f f(z,
5où z est une variable complexe. La fonction f est de cette forme avec l’intervalle
[O, +oo[ comme domaine d’intégratioll. Nous établirons u critère sur l’holomor
phie de telles follctions. Ce critère nécessite la notion de convergence uniforme
pour ces intégrales impropres.
Soit C une courbe infinie et E un sous-ensemble de C. Soit f : E z C — C
ue fonction telle que f(z,.) est intégrable sur C pour z E fixé. On dit que
f f(z, )d converge uniformément sur E vers F(z) si, en définissant
T
F(z, T) : f f(z, (t))’(t)dt pour tout z e E et T> a,
on a que lim F(z, T) = F(z) uniformément sur E.
T—+
Le théorème suivant est un critère très important permettant de conclure la
convergence uniforme d’une intégrale impropre.
Théorème 0.0.2. Soit f une fonction tette que déCTite dans ta définition précé
dente. Soit M, une fonction réette positive sur [a, +co[ tette que
1) f° M(t)dt converge
2) f(z,(t))’(t) <M(t) pour tout t a et z e E.
Alors, t’intégrate impropre f f(z, )d converge uniformément sur E.
Voici un théorème qi nous permettra de conclure sur l’holomorphie de fonc
tions définies à l’aide d’intégrales impropres. Ce théorème sera utile pour la suite
de ce mémoire.
Théorème 0.0.3. Soit f une fonction continue sur Q z C, où Q est un sous
ensemble ouvert de C et C est une courbe infinie. Si
Ï) f(., ) est hotomorphe sur Q pour tout e C fixé
2) J f(z, )d converge uniformément sur tes compacts de Q,
alors ta fonction F(z) f f(z, )d est hotomorphe sur Q et
F’(z) jfz(1
6La représentation de la fonction gamma sous forme d’intégrale dans le demi-
plan Re(z) > O permet de déduire les prochaines propriétés de cette fonction.
Proposition 0.0.1. Soit z e C tel que Re(z) > O. Alors,
1) F(z + 1) = zF(z)
2) f(1) 1
3) F(n + 1) = n! si n e N.
La première propriété est parfois appelée l’équation fonctionnelle de la fonc
tion f. La troisième propriété nous dit que la fonction f est une généralisation
de la factorielle n!. Les prochains théorèmes seront très utiles par la suite.
Formule de réflexion : La fonction f satisfait l’équation fonctionnelle
F(z)F(1—z) = n
sin(nz)
Formule de duplication de Legendre : La fonction F satisfait l’équation
fonctionnelle
() (z 1) = 2’F(z).
Formule de Stirling : Pour tout z tel que Arg(z) e [—n + 6, n
—
6], on a
logF(z) = (z
—
log(z) — z +1og+ O(z’).
lorsque z tend vers l’infini.
Corollaire 0.0.1. Pour tout z tel que Arg(z) <n, on a l’approximation
F’(z) t 1
F(z) =log(z)+Ojj
lorsque z tend vers l’infini.
7Le concept d’ordre d’une fonction entière sera utilisé à la section 2.6 de ce
mémoire. Pour une fonction entière f et r > O, notons
M(f;r) maxf(z)
I z =7
le module maximum de f(z) sur le cercle zj r. Une fonction entière est d’ordre
fini s’il existe une constante A > O et un r0 > O tels que
A/I(f; r) <eTA potir tout r > ro.
Dans ce cas, l’ordre de f, noté e(f), sera
e(f) := inf{A> Or0 > O Vr > r0 M(r; f) <eTAI.
Si une fonction entière n’est pas d’ordre fini, alors on dira qu’elle est d’ordre
infini et on convient que e(f) = +œ. Voici des définitions équivalentes d’une
fonction d’ordre fini.
1) Il existe une constante A > O et un r0 > O tels qe
M(r; f) < e pour tout r > r0.
2)11 existe des constantes A > O, B > O et un r0 > O tels que
M(r; f) <BeTA pour tollt r > r0.
3)11 existe des constantes A > O, B > O et un r0 > O tels que
M(r; f) < eBTA pour tout r > ro.
En particulier, une fonction entière f est dite de type exponentiel s’il existe
une constante A > O et un r0 > O tels que M(f; r) < cAr pour tout r > r0. Le
type d’une telle fonction est égal à inf{A > Oro > O Vr > r0 M(f;r) < e}.
On remarque qu’une fonction de type exponentiel est d’ordre plus petit ou égal
à un. Pour A O, une fonction entière de type exponentiel est de classe E”
si son type est plus petit ou égal à A. Il existe une formule explicite permettant
8de déterminer l’ordre d’une fonction entière qu’elle soit d’ordre fini ou non. Pour
toute fonction entière f,
= limsup
(lo(lo(M(r; f))))
logr
Soit f et f2 des fonctions entières. Alors,
1) Si ei) <e(f2), alors e(f1 + f2) e(f2).
2) Si e(fi) e(f2). alors e(fif2) e(f2).
3) Si P est un polynôme de degré plus grand ou égal à 1, alors e(fi/P) = ef1).
4) L’ordre de fi et l’ordre de sa dérivée coïncident.
Exemple 0.0.1. L’ordre d’un potynôme est O.
Exemple 0.0.2. Si P est un potynôrne de degré rri, alors e(e) = m.
Exemple 0.0.3. La Jonction 1/F étant une fonction entière, la formule de Stir
ting nous peTmet de concture que son oTdre est 1.
Chapitre 1
SÉRIES DE DIRICHLET
Les références pour ce chapitre sont [M], [T1], [$Z], [V] et [i’v[R].
1.1. INTRODUCTION
Une série de la forme Zane_z où {a}1 est une suite de nombres coni
plexes et {À}1 est une suite de nombres réels telle que
1) 0 < À1 <À9 < <À <
2) lim À = +oo
n— + DO
est dite série de Dirichiet. Ce chapitre est consacré entièrement aux séries de
Dirichiet.
Exemple 1.1.1. Dans un cadre ptus particuÏier, te deuxième chapitre de ce mé
moire sera entzèrement consacré à cette série de Dirichtet : ta fonction zêta de
Riemann
Remarquons que n donc que a 1 et À log(n). La suite
{ 1og(n)} est une suite de nombres réels croissants satisfaisant tes conditions
1) et 2) de la définition de série de Dirichtet.
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1.2. LE DOMAINE DE CONVERGENCE
La première étape est de savoir où cette série converge. Le domaine de conver
gence d’une série de Dirichiet est le plils grand ouvert connexe où cette série
converge. Par exemple, pour une série de Taylor, le domaille de convergence est
soit tout le plan complexe, soit un disque ouvert ou soit l’ensemble vide. Avant
de discuter du domaine de convergence d’une série de Dirichiet, voyons quelques
exemples.
Exemple 1.2.1. Considérons ta fonction (.
Pour tout z tel que Re(z) , on a que n1 = n—i et ta série Zn converge si
x > 1 et diverge si r < 1. Par te critère de comparaison pour tes séries, on conclut
que te domaine de convergence de ta série est te demi-plan Re(z) > 1.
Exemple 1.2.2. On considère une série de Taytor avec un rayon de
convergence R > 0, où R1 = limsup a On remarque que ta fonction
représentée par cette série de Taylor est une fonction hotomorphe sur te disque
ouvert D(0, R) avec un zéro d’ordre supérieur ou égal à 1 à t’origine. On applique
ta transformation w = e à cette série. La série obtenue est de ta forme
C’est une série de Dirichtet où .).,. = n. Cette série converge lorsque e—i < R.
Le domaine de convergence de la série est donc te demi-plan Re(z) > log(R).
En utilisant ta formule du rayon de convergence, te domaine de convergence de
togIa,I
cette serze est le deml-ptan Re(z) > lim sup
Dans ces deux exemples, le domaine de convergence est un demi-plan à droite.
En fait, le domaine de convergence d’ulle série de Dirichlet est soit un demi-plan
à droite, soit tout le plan ou soit l’ensemble vide. Énonçoils ce théorème.
11
Théorème 1.2.1. Four toute série de DirichÏet, il existe un u e [—oc, +oo] tel
que la série Zae’ converge dans te demi-plan Re(z) > u et diverge dans te
demi-plan Re(z) <u.
Le nombre u de ce théorème, noté u, est l’abscisse de convergence de la
série de Dirichiet La droite x = u est son axe de convergence.
Démontrons un lemme dont découle immédiatement le théorème 1.2.1. De pins,
ce lemme implique l’holomorphie des séries de Dirichiet sur leur demi-plan de
convergence.
Lemme 1.2.1. Si la série de Dirichlet converge en un point z0,
alors celle-ci converge uniformément dans tout cône fermé arg(z — zo) < 7,
où e [O, i-/2[.
DÉMoNsTRATIoN. Soit ‘y [O, [ et son côlle fermé
C7 := {z CH arg(z — zo) 7}.
t k
Montrons que la suite de fonctions ae” ‘ est une suite de Cauchy
1n=1 ) k=1
uniformément sur C7, c’est-à-dire que pour tout e > O, il existe un entier N6 > 2 tel
que pour tous entiers q,p> N6 et pour tout z 07 on a que ae’ < e.
p<n<q
Soit e> O et z e 07 tel que z = z0+z1, où z1 = x1+iy1 et x1 > O. Par hypothèse,
arg(zi) <‘y et alors tan(arg(z1)) = M, où M tan’y). Posons
:= ZakeÀ0.
011 sait par hypothèse que 11m S S. Pour q et p des nombres entiers tels que
n— œ
q > p> 2, nous avons ces inégalités
(Si,
— S—)
p<n<q p<n<q
((Sn — S)
—
(3_i —
p<n<q
12
= (S — $)(e”’ — e_1z1)
— ($p_i — + ($q
—
p<n<q—1
< ( sup — s) e_z1_e_À1zhI+$p_i_$p<n<q—1 p<n<q—1
( stip s — s) — e1z1 + Sp_i — S + $q — S.p<n<q—1 p<n<q—1
Il existe un entier N6 > 2 tel que — 3 E pour tout n> N6. Pour
2+ J(1+M2)
q — Ï > n > p, on a les illégalités suivantes
—
= z1 f e_uz1du < zi f e’c1u
— eI) < Vi + M2 (e_X1 — e_+11).
Il en découle l’inégalité
ae’ <
2
(Vi + M2 (c’ — e_1T1) +2)
p<n<q p<n<q—1
pour tout entier p> N6. On remarque que
> (e’ — e_À1x1) = — Àqxi < 1.
p<n<q—1
On conclut que c pour tout entier p > N6. Ce qui termine la
pnq
preuve.
D
On peut maintenant prouver le théorème i.2.i à partir de ce lemme.
DÉMoNsTRATIoN. Si la série ne converge en aucun point du plan,
alors on pose u = +oo. Par le lemme i.2.Ï, si Zare_À converge en un point
z1 x + iy1, alors la série converge dans le demi-plan Re(z) > Il suffit donc
de poser : u inf {Re(z)anez <
D
13
De ce lemme et de ce théorème suit ce corollaire.
Corollaire 1.2.1. Soit D, te domaine de convergence de ta série de Dirwhtet
00 00
ae”. Si D est non-vide, ato’rs ta fonction f(z) Zae est définie et
n=1
est hotomorphe sur D.
DÉMoNsTRATIoN. Montrons qe f est holomorphe sur D. Soit zo e D. Il existe
un disque ouvert V0 autour de z0 de rayon r contenu dans le domaine D. Soit
le point z1 = zo — r = x1 + iyy. Il s’agit du point de le plus près de l’axe de
convergence de la série. On considère le point w1 z1 — (xi o) mi poillt entre
et l’axe de convergence. On pellt trouver un 7 e [O, [ assez grand pour que le
cône fermé arg(z — wi) < ‘y contienne le disque fermé Vç. Par le lemme 1.2.1,
la série converge uniformément sr le cône fermé arg(z — w1) < ‘y, donc sr le
disque V0. La série de fonctions holomorphes converge uniformément
vers f sur V0. Donc, f est holomorphe sur V0. Puisque Vo est un ouvert arbitraire
de D, on peut conclure que f est holomorphe sur D.
D
1.3. LE DEMI-PLAN DE CONVERGENCE ABSOLUE
On sait que les séries qui convergent absolument ont la propriété que tous leurs
réarrangements convergent vers la même valeur. Une série de Dirichlet Zae’
converge absolument en z0 x0 + iyo si et seulement si la série
converge. Ell ce qui concerne les séries de Taylor, le domaine de convergence ab
solue et le domaine de convergence se confondent. Pour les séries de Dirichlet, ce
n’est pas toujours le cas.
Théorème 1.3.1. Pour toute série de Dirichtet, il existe un u e [—oo, +œ] tet
que ta série Za0e’ converge absotument dans te demi-ptan Re(z) > u et ne
converge pas absotument dans te demi-ptan Re(z) < u.
14
DÉMoNsTRATIoN. On coilsidère la série et le résultat découle direc
tement du théorème 1.2.1.
D
Le nombre u de ce théorème, noté est l’abscisse de convergence ab
solue de la série de Dirichlet La droite x = ua est son axe de
convergence absolue. L’abscisse de convergence absolue est plus grande ou
égale à l’abscisse de convergeilce, car une série qui converge absolument est une
série qui converge. Cet exemple montre qu’il n’y a pas toujours égalité entre les
deux abscisses.
Exemple 1.3.1. La série de Dirichtet converge dans te demi-plan à
droite Re(z) > O (La série réetle converge si x > O et diverge si x <
O). Mais, comme nous l’avons vu à t’exempte 1.2.1, son abscisse de convergence
absolue est égal à 1. De ptus,
°° 1 °° 2 1n+1
La Jonction (1 — 21_z)_(_:+1 est un prolongement méromorphe de ta Jonc
tion au demi-plan Re(z) > O.
Il existe des formules explicites pour u et a• Malheureusement, ces formules
ne sont pas aussi élégantes que celle du rayon de convergence pour une série de
Taylor. Cependant, pour certaines séries de Dirichiet, mie formule nous assure
que u
=
Théorème 1.3.2. Si est une série de DirichÏet telle que
hmsup--— < +00,
n—*+OO A
alors
loga
= = hmsup
n—oo
15
DÉMONSTRATION. Soit a := 1imsup’°. Montrons que a <a et u a.
ri—+00
a
< a : Il suffit de vérifier que la série converge absolument sur
l’intervalle ]a, +œ[. Soit z un point de cet intervalle. Soit b un nombre réel tel
que x > b > a. Par hypothèse, il existe un L > O tel que nL < ), pour tout
n 1. Il existe un entier b tel que log < bÀ pour tout n > nb. Si x > b,
alors
< < e_nL_ pour tout n > nb.
La série converge. On conclut que u <a.
u a Il suffit de vérifier que la série ane_À diverge pour z tel que Re(z) < a.
Il existe un nombre réel b tel que x < b < a. Soit une sous-suite { lOG-+k }
telle que b)flk < 10g afl pour tout k > 1. Pour les éléments de cette sous-suite,
a0jek ek >
La série diverge. On conclut que u a. L’égalité u = = a est
démontrée, car u0 u0.
D
Pour toute série de Dirichiet, il y a une borne supérieure sur la distance entre
u et 0a• De plus, cette borne ne dépend pas des coefficients a0. Aussi, citons des
formules nous permettant de déduire u0 et o-e. Les références pour ces formules
sont [V] et [SZ].
Théorème 1.3.3. Pour toute série de Dirichtet u—u < 11m
n=1 n—+00
Théorème 1.3.4. 1) Si o- > O, aÏors
= lim sup
n--+00
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2) Si o- < O, alors
= hifi sup
n—00
3) Si eT0 > O, alors
= hifi sup
n—00
4) Si u0 < O, alors
log ak
k=n+1
u0
= n—0o
1.4. LE DEMI-PLAN DE CONVERGENCE UNIFORME
Nous avons vu qu’une série de Dirichiet converge uniformément sur tous les
cônes fermés de sou demi-plan de convergeuce (voir le lemme 1.2.1). Intéressons-
nous maintenant aux points z0 — x0 + iy0 du demi-plan de convergence tels que la
série de Dirichiet converge uniformément dans tout demi-plan fermé Re(z) > x,
où x> Xo.
Théorème 1.4.1. Pour toute série de Dirichlet, il existe un u E [—oc, oc]
tel que ta série a0e converge ‘uniformément dans tout demi-plan fermé
Re(z) > uo, où u < u0.
DÉMoNsTRATION. Il y a deux cas à distinguer.
1)$’il existe au moins un u1 tel que la série converge uniformément
clans tout demi-plan Re(z) > u0, où u1 < u0, alors on pose u comme étant égal à
‘z
l’illfimum de ces u.
2)Au contraire, s’il ll’existe pas de tel u1, alors on pose u comme étant égal à +0e.
D
Le nombre u de ce théorème, noté u, est l’abscisse de convergence uni
forme de la série de Dirichiet Zafle_Z. La droite x u est son axe de
convergence uniforme. On peut situer cette nouvelle abscisse de convergence
par rapport aux abscisses u0 et u0.
Théorème 1.4.2. Pour toute série de DirichÏet, t’inégatité u0 u u0 est
satisfaite.
DÉMONSTRATION. Il est clair qe u0 < u, car la convergence uniforme implique
la convergence simple. Montrons que u, < u0, c’est-à-dire que, pour tout a> O, la
série ae’ converge llniformément dails le demi-plan fermé Re(z) > u + a.
Nous savons que converge. Soit e > O. Il existe un N6 > O tel
que ake_ u+a) <e pour tout n > N6. Soit z tel que Re(z) = x> u0 + a.
k=n+1
Alors,
00 00 00
) ake? ake’ ane_)+0) <
k=n+1 k=n+1 n1
pour tout n> N6 et quel que soit z tel que Re(z) u0 + a.
D
1.5. FoRMuLE DE LA MOYENNE ET APPROXIMATION DE SÉRIE
FINIE
Dans cette section, nous énoncerons un théorème concernant la moyenne d’une
fonction zêta généralisée sur une droite verticale du demi-plan de convergence.
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Une série de Dirichiet de la forme est appelée une fonction zêta gé
néralisée. Ce théorème sera utilisé dans la preuve de la propriété d’universalité
au chapitre 3. Ensuite, on utilisera les séries de Dirichlet pour approximer des
séries finies. D’abord, les séries de Dirichiet possèdent une propriété de la valeur
moyenne dans leur demi-plan de convergence uniforme.
Théorème 1.5.1. Soit f une Jonction zêta généralisée tette que a < oc. Soit a
un nombre réel tet que n > °a A tors,
11m
f
f(a + iy)2dy
DÉMONSTRATION. Pour tout y réel, la valeur absolue de la fonction zêta généra
lisée au carré est
œ 2
__ __
f(a + iy)2 = = a1nn’.
ri=1 ni=1 112=1
Puisque la fonction zêta généralisée converge uniformément sur la droite x n,
on intègre cette série terme à terme sur cette droite. On calcule que
T t1 f iy —iy — ) 2Ti(1o(n2)—ogfny)) fl2 n1n2n1 y
J—T 1 5jfl2rr=fl1.
La formule de la moyenne est obtenue lorsque T tend vers l’infini.
Il existe une formule de la moyenne dans le demi-plan de convergence. Il y a
certaines conditions pour que cette formule soit valide. Entre autres, il faut que
la série de Dirichlet soit d’ordre fini dans le demi-plan Re(z) n. Définissons
cette condition qu’il ne faut pas confondre avec la définition d’ordre d’une fonction
entière vue dans le chapitre préliminaire. Soit f une fonction holomorphe sur le
demi-plan fermé Re(z) > a. On dit que f est d’ordre fini dans le demi-plan
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Re(z) > a s’il existe un nombre réel A et un yo > 0 tel que
supf(+iy)
x>a
pour tout y > yo. Si la follction f est d’ordre fini clans le demi-plan Re(z) > a,
alors l’ordre de f dans le demi-plan Re(z) a est
inf{A E Ry0 > O Vy > Yo sup f(x + iy)
Si f n’est pas d’ordre fini dans le demi-plail Re(z) > a, alors o convient que
l’ordre de f dans le demi-plan Re(z) a est +oo. Remarquons que l’ordre dans le
demi-plail Re(z) > a peut être —oc. Cet ordre est dollné par la formule explicite
log (sup f(x + iy)
\x>a
fini sup
—
y+œ log y
Voyons nu exemple qui sera pertinent à la preuve de la propriété d’universalité.
° (—1)’’
Exemple 1.5.1. La série de Dirichlet Z est d’ordre fini dans tout
demi-plan Re(z) > a. où a > 0. Cette série converge dans te demi-plan Re(z) > 0,
mais ette ne converge absolument que dans le demi-ptan Re(z) > 1. On peut
œ
—1
supposer que a E ]O, 1{. La série conve7pe. Soit
ta suite des sommes partielles de cette série convergente et soit A : sup S.
n>1
Soit z = o/2 + x + iy un point du demi-plan Re(z) > a, où x > a/2. Soit N et
M des entiers positifs tels que N > M. Sur le demi-plan Re(z) > a, on sépare la
série
N M 1+1 1Z + (s —
_____
n=i n=1 n=5I±i
N-i
+
— (n + — (M +1)x±1v +
En laissant tendre N vers l’infini, on obtient que
M
-
Z na/2+x + A
— (n + 1)+i + (M + 1)
n=1 n=M+1
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Estimons tes trms derniers teTmes de cette dernière équation. Le premier est
borné, car x > a/2. It en est de même pour te dernier terme. Estimons te terme
du miÏieu
00 1 n+1 1A
nY
— (n + i)x+i
= A (x + iy) f t++ïdt
f 1 A+iy
<Ax+zy j —dt=
—
J+i t+1 x(M + 1)x
A / 42\1/2 A t 41/2
(M + 1)0/2 ‘ + (M + 1)0/2
1
+
pour assez grand. It existe une constante C> O teÏte que, pour assez grand,
f(z) <Cy.
On peut aussi montrer que toute fonction zêta généralisée est d’ordre fini dans
tout demi-plan fermé à l’intérieur du demi-plan de convergence (voir [T1] et [V]).
Voici un théorème de la moyenne pour les fonctions zêta généralisées d’ordre fini
dans un demi-plan fermé.
Théorème 1.5.2. Soit f(z) = — une fonction zêta génératisée d’ordre fini
dans un demi-ptan Re(z) a, où a > o. Si fZT f@ + iy)2dy est bornée
tors que T tend vers t’infini, ators
11m
f
f(x + iy)2dy
=
__
uniformément sur tout intervatte compact [ai, a2] de ]a, +oo[.
La preuve de ce théorème est faite dans [T1]. On peut approximer la valeur
d’une série finie a par une intégrale faisant intervenir la série de Dirichlet
n<x
qui lui est associée . L’approximation d’une série finie à l’aide d’une fonc
tion zêta généralisée sera utilisée au chapitre 2. Pour le reste de cette section,
on suppose que {a}1 est une suite quelconque de nombres complexes. Notons
(x) a la série finie associée à la suite {a}1 et f(z) la
n<x n=1
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fonctioll zêta généralisée associée à la suite {a}1. Voici le théorème d’approxi
mation.
Théorème 1.5.3. Soit f une fonction zêta généralisée telle que O < u < oc.
Alors, pour tout e> u1, et pour tout x qui n’est pas un entzeT
pc+ioo XZ 1 tC+iT XZ(x) — I f(z)—dz : lim / f(z)—dz.27f? Jc—iœ Z T—oo 2rrz JciT Z
Pour x > O, mi définit
1 1 pc+iT z
S(x) / —dz et I(x,T) : I f-dz.2nz z 27rz JcjT Z
On suppose que e est un nombre réel strictement positif fixé.
Lemme 1.5.1. La théorie des résidus nous permet de calculer que pour tout x > O
et pour tout T> O
xcT_i1ogx_i si O <x < 1 ou x> 1
I(x,T)-(x) <
cT six=1.
De plus,
O siO<x<1
5(x)= 1/2 six=1
1 six>1.
DÉMONSTRATION. Supposons que O < x < 1. On coilsidère la courbe rectangu
laire F aux sommets e + iT et U + iT, où U > e. Par le théorème de Cauchy,
l’intégrale f. Çdz est égale à O. Regardons l’intégrale sur chaque côté de F.
Sur le segment [e + iT, U + iT],
c 1 pU XcI dt<—I xtdt —
____
Ju t + iT — T J T log x T log c
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Cette dernière expression tend vers xcT_I Ïogx’ lorsque U tend vers l’infini. Il
en est de même pour l’intégrale sur le segment [U — iT, c — iT]. Sur le segment
[U+iT,U—iT],
T U--jt T T/U 1
LT U + idt <TU LT (U2 + t2)l/2dt TU LT/U (1 +
Cette dernière expression tend vers O lorsque U tend vers l’infini. Le théorème de
Cauchy implicjue que
II(x,T) )j <CT_llog_l.
Supposons que x> 1. On considère la courbe rectangulaire F aux sommets c+iT
et —U + iT, où U > O. Par le théorème des résidus l’intégrale —i-t f <dz est2ir F z
égale à 1. Regardons l’intégrale sur chaque côté de F. D’abord, sur le segment
[c + iT, —U + iT],
—U 1t+zT 1 C TC r_UI dt <—I Tdt= —
___
J t + iT — T J_ Tlog x Tlog
Cette dernière expression tend vers xcT_H logxl’ lorsque U tend vers l’infini. Il
en est de même pour l’intégrale sur le segment [—U — iT, c — iT]. Sur le segment
[-U+iT,-U-iT],
-T
-U+jt T 1 T/U 1L —U + it T’ LT (U2 + t2)h/2dt T_U LT/U (1 + t2)l/2dt.
Cette dernière expression tend vers O lorsque U tend vers l’infini. Le théorème
des résidus implique que
I(x,T)
—
(x) <TcT logx’.
On peut évaluer (r) clans ces cieux cas suivant les mêmes calculs, mais en rein-
plaçant U par T et en laissant T tendre vers l’infini. Finalement, supposons que
T 1. On calcule directement que
1 rc+iT1 1 tT
1(1 T)
—
I —dz I dt
2iri JciT z 2ni J-T C + it
cîT 1 1
=
—
I dt — I dt = — arctau(T/c).
2n J_T c2 + t2 2n j_ c2 + t2
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L’illtégrale 1(1, T) tend vers 1/2 lorsque T telld vers l’infini. On conclut que
6(1) = 1/2. On peut évaluer
1 °° 1
I(l,T) — 6(1)
= /C1+t2 L/ct2 =
Ceci complète la preuve de ce lemme.
D
Nous pouvons mailltenallt prouver le théorème 1.5.3.
DÉMONSTRATION. Etant donné que e> u, on intègre la série terme à terme
c+iœ z 00 c+i00 / 00f f(z)dz = f dz a6(x/n) =c—200 n=1 72=1 fl<X
D
Nous pouvons mailltenant approximer une série finie en approximant une in
tégrale impropre. Comme nous allons le voir plus tard, des approximations de la
forme
c+iT z
= f T f(z)dz + O(une fonction e x et en T)
n<x
C—2
seront très utiles. L’inégalité du lemme 1.5.1 sera utilisée pour de telles approxi
matiolls. Certains problèmes (parfois ouverts) sont de trouver une belle fonction
à l’intérieur du grand O. Par exemple, la célèbre hypothèse de Riemann est une
conjecture équivalente à montrer que
A(n) = x + O(x’2(log)2),
n<X
où A est la fonction de Von Mangoldt et la fonction ‘(x) := A(n) est la fonc
tion de Chebyshev (voir [MRI). Ces deux dernières fonctions seront des sujets du
prochain chapitre.
Chapitre 2
FONCTION ZÊTA DE RIEMANN
La fonction zêta de Riemann est la série de Dirichiet
définie ainsi dans le demi-plan Re(z) > 1. Ce chapitre sera consacré à cette
fonction. Nous verrons d’abord diverses représentations de la fonction zêta de
Riemann dans des régions du plan complexe. Entre autres, la fonction zêta pos
sède un prolongement méromorphe au plan complexe. Il sera aussi question de
l’équation fonctionnelle de cette fonction. Ensuite, des fonctions arithmétiques
reliées à la théorie des nombres seront introduites. Elles nous fourniront des pro
priétés sur les zéros de la fonction zêta. La table sera mise pour citer la célèbre
hypothèse de Riemann. Nous parlerons de la fonction entière définie par
(z) z(z - 1)nz/2F () ((z)
dont les zéros correspondent à des zéros de la fonction zêta de Riemann. Le théo
rème de factorisation d’Hadamard sera utilisé à ce moment. Nous pousserons un
peu plus loin dans cette voie en montrant l’existence de certaines régions où la
fonction zêta ne s’annule pas. Aussi, on calculera une approximation du nombre
de zéros de la fonction zêta dans une région du plan complexe. Pour finir, nous
rassemblerons plusieurs résultats de cette section pour montrer une approxima
tion de la répartition des nombres premiers. Les références pour ce chapitre sont
[KV], [A/IR], [E], [SZI, [T1], [T2], [Bi] et [R].
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2.1. FoRMuLE DE ( AVEC LES NOMBRES PREMIERS
Cette représentation, dite de Euler, est le premier lien entre la fonction ( et
les nombres premiers. Elle sera utilisée au chapitre suivant.
Théorème 2.1.1. Sur te demi-ptan Re(z) > 1, ta Jonction possède ta factori
sation
pEP
DÉMONSTRATION. On considère les produits partiels
Pk(z):=fl(1_).
1
Pour tout nombre premier p, la série géométrique est égale à (i
—
—
m=O
car p_Z pX < 1. La convergence absolue de ces séries nous permet de réar
ranger ce produit de séries
k œ
II (Z ) — Z ( my m mj=1 m=O (mi m,)Nu{O} \P1 P2 . ••P
Par le théorème fondamental de l’arithmétique, chaque entier positif plus grand ou
égal à deux est décomposable en un produit de puissances de nombres premiers.
On écrit le produit de cette façon
k 7m
ll(Z%z)= Z
j=1 m=O Vi>k v (m)=O
On a que (z) = lim (Pk(z) + Qk(z)), où
k—+œ
Z etQk(z):= Z .
Vi>k vp(m)=O i>k v(m)O
On remarque que lim Qk(z) = O sur le demi-plan Re(z) > 1. Ceci termine la
k—-m
preuve du théorème.
D
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2.2. PRoLoNGEMENT MÉROMORPHE DE Ç AU PLAN COMPLEXE
Pour obtenir le prolongement méromorphe de cette fonction, il nous faut uti
liser la fonction gamma. La définition et les propriétés de cette fonction sont
rappelées dans le chapitre préliminaire de ce mémoire. Rappelons que 1/f est
une fonction entière avec des zéros simples en 0, —1, —2,
Lemme 2.2.1. Sur te demi-plan Re(z) > 1, ta fonction ( a cette représentation
1 œz-l
et_idt
DÉMoNsTRATIoN. La représentation intégrale de la fonction gamma dans le
demi-plan Re(z) > 1 est donnée par F(z) = f00° uz_le_Idu. Le changement de
variable u = in nous donne que
roc roc
/ uzleudu nZ / tZ_l e_flt diJo Jo
On additionne les termes pour n 1, ..., N et on obtient que
N1 1 +œ N +œ -Nt
— f t (et) di = f ( - e ) dt
1 t+oc 1z—1 1 r+o0 tze_vtI di———-— I di.f(z) Jo et — 1 f(z) J0 et — 1
Ces deux intégrales existent, car
+oc z-1 —Nt +ocf et dt <f i2etdi < +00
pour tout N = 0, 1, 2, ... Il suffit de montrer que la deuxième intégrale tend vers
o lorsque N tend vers l’infini. Soit 6 E 10, 1[. On sépare cette intégrale
r°° e î t’e” [+00 1xl—Nt
I di < I di+ I di
J0 et_1 J et—1 j et—1
r5 x—1 p+oc x—1
/ di+e / di.
Jo et_1 J et_1
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La première de ces deux intégrales tend vers O lorsque décroît vers O. Pour f5
fixé, la deuxième intégrale tend vers O lorsque N tend vers l’infini.
D
Nous ne pouvons conclure que cette représentation de la fonction ( est un pro
longement méromorphe au plan complexe. Cependant, cette représentation sera
utile pour montrer qu’elle possède effectivement un prolongement méromorphe
au plan complexe.
Pour ce faire, considérons la fonction
f(z)
ez
—
Soit le développement en série de Taylor de f autour de l’origine. Cette
fonction est holomorphe partout sauf aux multiples non-nuls de 27ri. Le rayon de
convergence de cette série de Taylor est donc 2n. Pour z < 2n, l’équation
oo(a) . (> 1n) = z
nous fournit une relation pertinente sur les coefficients a du développement.
Comme ces deux séries convergent absolument dans le disque D(O, 2u), on peut
les multiplier terme à terme pour obtenir la relation
ci1 1 sinl
+...+
n!O! (n — 1)!1! 1!(n — 1)! o si n > 1.
Nous pouvons calculer, par récurrence, les coefficients a. Voici les premiers
d’entre eux
1 1 1 1
cio 1 , 2 , ci3 O, a = —, ci5 = O, ci6 =
La fonction f(z) + z/2 étant une fonction paire, les coefficients a2k+1 sont nuls
pour tout k > O. On appelle les a nombres de Bernoulli et nous les notons
par B. Il existe une formule explicite des nombres de Bernoulli non-nuls
2(2n)! °° 1
B27,
= (9-2n
“ k=1
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pour tout n> 1. Cela revient à dire que
(2rr)2’
C(2n)
= 2(2n)!B2n
pour tout n > 1. Les références sur les nombres de Bernoulli sont [SZ] et [E].
Utilisoils ces nombres pour montrer que la fonction se prolonge méromorphi
quement au plan complexe.
Théorème 2.2.1. La fonction ( se prolonge méromorphzquement au plan com
plexe avec comme sente singularité un pôle simple en 1. De plus, te residu en ce
pôle est 1 et la fonction ( possède des zéros aux entiers négatifs pairs —2, —4, —6,
DÉMONSTRATION. D’après le lemme précédent,
1 tz_l oc
C(z)f(z)
= f et — 1dt+f et —
sur le demi-plan Re(z) > 1. Soit
P(z) := f1 eE’idt et Q(z) := f e_idt
Si z E D(0, N), où N est un entier positif, et si t E [1, +oo[, alors
tz1 tN_1 (N + 1)! î°° 1
et
— 1 tN+1/(N + 1)! = et J dt < oo.
Par les théorèmes 0.0.2 et 0.0.3, la fonction Q(z) est entière. Montrons que la
fonction P(z) est méromorphe avec comme seule singularité un pôle simple en 1.
Par ce qui a été discuté précédemment, pour 0 t 1,
4z—1 4z—1 oc / t 1 fl—1 IJ \(
_tz_2____+V’ ( -‘-} -‘—‘2n
et_1 2 L_l\ (2n)! )n=1
La série de cette équation converge uniformément sur [0, 1], car le rayon de coilver
oc
gence de la série de Taylor
— (2n)!
22n est 2ir. Donc, nous pouvons intégrer
la série terme à terme. Sur le demi-plan fermé Re(z) 2,
1 1 œ 1’B 1
P(z)
= z—1 —
+ (2n)!
2n ()
Appelons H(z) le côté droit de cette équation. Montrons que H(z) est une fonction
méromorphe ayant des pôles simples en 1, 0, —1, —3, —5, —7, —9 Soit R > 2
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tel que R ne soit pas un entier. Soit n0 le plus petit entier positif n tel ciue
2n
— 1 > R. On sépare la série de H(z) e deux parties
1 1 n1 i i n—1 D
-I-
‘J -‘--‘2n
— z — 1 2z (2n)! z + 2n — 1
f 1
(2n)! z+2n—1
n=n
00 1’B 1
Vérifions que (2n)!
2n ( + 2n — i) converge uniformément sur le disque
=0
fermé D(O, R). Ainsi, cette dernière série sera une fonction holomorphe sur le
disque ouvert D(O, R) et H(z) sera méromorphe sur ce même disque ouvert
avec des pôles simples en 1, 0, —1, .., —2n0 + 3. Si z E D(0, R) et n > n0, alors
z+2n—1 2no—1—R Pour n a.ssez grand,
(—1)’B2 ( 1 B271 1 < (i271 1(2n)! \\z+2n—1) — (2n)! 2m0—R—1 — \2rr] 2m0—R—1’
car le rayon de convergence de la série
t_1_1B271
z2 est 2. Aussi, la série(2n)!
n =0
00 2n() converge. Le test M de Weierstrass implique la convergence unifl—77?Q
forme sur D(0, R). La fonction H(z) est méromorphe sur D(0, R) avec des pôles
en 1, 0, —1, —3, ..., —2n0 + 3. Comme R est arbitraire, la fonction H(z) est méro
morphe avec des pôles simples aux entiers 1, 0, —1, —3, ... La fonction H(z) est le
prolongernellt méromorphe de P(z).
Nous savions que (z) = + - dans le demi-plan Re(z) > 1. La fonction
1/F est une fonctioll entière avec des zéros simples en 0, —1. —2. —3, ... Ceci nous
permet de conclure que la fonction zêta se prolonge à une fonctioll méromorphe
ayant. comme seule singularité un pôle simple en 1. De pius, ce prolongemellt pos
sède des zéros simples aux entiers négatifs pairs —2. —4, —6, ... Le développement
en série de Laurent de + autour de 1 nous assure que le résidu tic la
fonction en 1 est 1.
D
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La fonction ( de Riemann possède donc des zéros aux entiers négatifs pairs.
Ce sont les zéros triviaux de la fonction (. Il existe une formule explicite du
prolongement méromorphe de la fonction ç
F(1
— z) f (_w)z
I dw2iri JHr (ew — 1)w
où Ir est le contour de Hanckel avec r < 2ir tel qu’illustré sur la figure 2.
C0)
FIG. 1. Contour de Hanckel
Il faut expliquer cette illtégrale, car la fonction (_W) est multivoque sur l’axe
réel positif. En fait,
J. (w’iz r z(Iog(t)_7ri) zlog(_w) +oo z(log(t)+7ri)/ dw dt + dw + dt,[[r (ew — 1)w + (et — 1)t (ew — 1)w (et_ 1)t
où C est le cercle centré à l’origine et de rayon r. Appelons cette iitégrale I7(z).
Rappelons que l’argument du logarithme est pris dans la branche principale. Il y
a trois étapes à vérifier
1) limlr(z) 2iri(z)/f(Ï — z) sur le demi-plan Re(z) > 1.
2) Pour tous r, s E JO, 2ir[ les fonctions I et I sont égales sur Re(z) > 1.
3) Pour tout r E ]0, 2r[ la fbnction L. est entière.
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1) Soit z + iy tel que x> 1. Alors,
r z(t) +œ zlog(t) zlog(_w)
Ir(z) = e f — 1) + e f (et — l)tdt + f (ew — l)w
+00 tz_l zlog(_w)
=2isin(z)f
et_idt+L (ew l)w’ (1)
où C est le cercle de rayon r positivement orienté. Vérifions que l’intégrale
f0 g dw telld vers O lorsque r telld vers O. Utilisons l’inégalité
zIog(_w) z1og(re(O))
I dw<2umax
Jc (ew — 1)w — OC[O,27r] eTe’° — 1
La fonction
—-
tend vers 1 lorsque w tend vers O. Si r est assez petit, alors
1 2
max
QE[O,2ir] eT’°
— 1 — r
Par cette inégalité,
e0
1og(re(Û_r))
eT log(r)
< 2 = 2rx_e_y9(°.
— r
En prenant le maximum sur les de cette expression et en tenant compte du fait
que x > 1, ce terme tend vers O lorsque r tend vers O. En laissant tendre r vers O
dans (1) et en utilisant la formule de réflexion de la fonction F, nous avons vérifié
que Ir(z) tend vers 27riC(z)/F(1 — z) sur Re(z) > 1 lorsque r tend vers O.
2) Soit r, s e ]O, 2u[ tel que s < r. Calculoils 10(z)
— I(z) sur le demi-plan
Re(z) > 1. Cette expression est une somme d’intégrales sur le contour de la fi
gure 2.
On calcule les intégrales suivallt ces courbes
r z(1og(t)_iir) B zIog(_w)
ir(z) — 15(z)
= f (ew — l)w f (et — 1) Ut + L (ew — 1)UW
A e0 log(—w) ez log(—w) s z(Iog(t)+ir)
+ dw+ dw+ Ut.
B (e’ — 1)w (ew — 1)w (e — 1)t
On considère la courbe fermée F1 qui va du point r jusqu’au point A sur G, du
point A jusqu’au point B, du point B jusqu’au point s sur —C5 et, finalement,
s à r. La courbe fermée F2 va du point r au point s, du point s au point B sur
32
—C3, du point B jusqu’au point A et, finalement, du point A jusqu’au point r
sur C7. Alors,
r zIog.(_w) zlog(_w)
Ir(Z) — 13(z) I dw + I dw,j1 (ew — 1)w j2 (ew — 1)w
où le logarithme log3 est pris suivant la branche de l’argument —
, ] et le loga
rithme log3 est pris suivant la branche de l’argument ] — , ]. Par le théorème
de Cauchy, ces deux intégrales sont nulles. Donc, la deuxième partie est prouvée.
On peut dire que le prolongement holomorphe de la fonction ne dépend pas du
choix de r pourvu que celui-ci soit strictement plus petit que 2ir. Donc, pour tout
r E]O, 27r[ nous avons que Ir(z) = 2ui(f(1 —
3) Vérifions que IT est une fonction entière. Par le théorème 2.2.1, la fonction ( est
holomorphe partout sauf en 1 où elle a un pôle simple. La fonction (f(1 — z))’
est une fonction entière possèdant un zéro simple en 1. Donc, ‘r est une fonction
entière. La formule explicite du prolongement méromorphe de la fonction ç est
ainsi prouvée.
Pour les sections à venir, une formule intégrale de la fonction dans le
demi-plan Re(z) > O sera très pratique. Pour z 1 sur le demi-plan Re(z) > O,
(z)= +zfdt
FIG. 2. Contour de I — 1
(2)
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où p(t) = t — [t] — 1/2.
Cette formule provient du théorème de sommation d’Euler et elle nécessite l’in
tégrale de Stieltjes (Voir l’annexe de [Kv]).
Formule de sommation : $oitf C’[a,b] à valeurs complexes. Alors,
f(n) f jtt + f p(t)f’(t)dt + p(a)f(a) - p(b)f(b).
a<n<b a a
Soit z tel que Re(z) > O et z Ï. Appliquons la formule de sommation à la
fonction
1
sur l’intervalle [Ï, N], où N est un entier positif. La formule de sommation entraîne
que
1+
i<n<N
Ni_z
— Ï N p(t) i N_z
=1+ 1—z
_zJ —jdt—+—-—.
En laissant N tendre vers l’infini, on a montré que la fonction et la fonction
+ + z f° dt coïncident. Par le théorème 0.0.2, on sait que l’intégrale
converge uniformément dans le demi-plan Re(z) > 0.
2.3. L’ÉQuATIoN FONCTIONNELLE DE LA FONCTION (
Une formule explicite du prolongement méromorphe de la fonction de Rie
mann nous informe que cette fonction satisfait une certaine équation. Il s’agit de
l’équation fonctionnelle de la fonction . Cette équation nous fournira, comme
nous le verrons plus loin, de l’information sur les zéros de
.
Considérons tout d’abord l’intégrale
‘RN (z) telle que définie à la section pré
cédente. Soit RN = 2n(N + 1/2), où N est un entier positif. Soit r ]0, 2n[.
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La soustraction de I(z) à IRN(z) est une somme d’intégrales sur la courbe de la
figure 2. En utilisant le théorème des résidils,
N zlog (—w)F(i—)
(IRN(Z)1r(Z)) = F(1 (w _ 1)W,2)
N zlog (—w)
+F(1 — z) Res ((ew
— 1)w’ _2nni)
N /zlog*(2ni) zlog**(27rni)
=F(1-z)( -
_____
‘
2nnz 2rrn
n=1
= — z)
((2n)ze/2 — (2nn)ze/2
2lFni
n=1
= —f(1 — z)(2n)’2sin () nz_1.
Les branches de logarithmes log et log sont définies à la section précédente.
Par la formule du prolongement méromorphe de la fonction ,
F(1_z)1()
C(z) — F(1 — z)(2n)2sin ()
Montrons que
‘RN (z) tend vers O lorsque N tend vers l’infini. Pour cela, il suffit
de le vérifier sur l’axe réel négatif. Soit x < O et e e JO, [. Considérons les disques
ouverts D(2rrni, e). Il existe une constante G6 > O ne dépendant que de e telle
que — > C sur C\ (u D(2nnie)). Donc,
nEZ
f e1°) [276 Rr 2nR
I dw<I —dw=
JCRN ( — 1)w — j0 C C6
Cette dernière expression tend vers O lorsque N tend vers l’infini. Pour x < O, on
obtient que
(x) = 2(2n)’ si () F(Ï - x)(1 -
Cette équation fonctionnelle est vraie dans tout le plan complexe, car chaque
côté de cette équation est une fonction méromorphe. En substituant z par 1 — z,
l’équation obtenue
- z) = 2(2nr cas () F(z)(z)
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est une autre forme de l’équation fonctionnelle. En utilisant le principe de réflexion
de la fonction F et la formule de duplication de Legendre, on écrit l’équation fonc
tionnelle sous sa forme symétrique: n_z/2p () Ç(z) = (lz)/2F (i) ((1 — z)
Sachant que (2n) = B, pour tout entier positif n, on déduit de l’équation
fonctionnelle que
f—1
C(—2n + 1) = 2n2n
pour tout n> 1.
2.4. FONCTIONS ARITHMÉTIQUES RELIÉES À LA FONCTION
Les fonctions arithmétiques sont les fonctions qui à chaque entier strictement
positif associent un nombre complexe. Certaines de ces fonctions sont reliées à
l’étude de la fonction Ç.
Pour tout entier n > 2, il existe une unique factorisation de n en un prodtiit de
puissances de nombres premiers. On note cette factorisation de n par fl p, où
Ici, ..., h sont des entiers strictement positifs. On définit la fonction de Mi5bius
par
1 sin=Ï
[L(n)= (_1)r sin>letki=...=kr=1
O sinon.
Cette fonction est intéressante à cause de la formule d’inversion de Mbius.
Formule d’inversion de M5bius : Soit f. g des jonctions arithmétiques. AÏors,
g(n)
dn
si et seuÏe’ment si
f(n) Z9(d) ().
dln
Pour montrer ce théorème, nous aurons besoin d’une propriété sur la fonction de
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Môbius.
Lemme 2.4.1. Si n> 1, ators = O.
dn
DÉMONSTRATION. Supposons que n s’écrit sous la forme où k1, ..., k
sont des entiers strictement positifs. Si cl > 1 est un diviseur de n tel que
(d) O, alors cl est un produit de nombres premiers Pji?j2Pjm OÙ {ji, ...,jm} Ç
{ i1, ..., Dans ce cas, on voit que [1(d) = (_l)m. Pour tout ni = 1, 2, ..., r, il
y a (,) choix de J1,32, j possibles. La formule du binôme nous permet de
conclure que
= (1) + ()-1 + (;)(_1)2 + ...
+ (:) ()T = (1- =dn
E
Définissons une opération sur l’ensemble des fonctions arithmétiques par
(f * g)(n) := f(d)g ().
dln
C’est le produit de Dirichiet de f et de g. Le produit de Dirichlet de f et
de g est une fonction arithmétique. De plus, cette opération est associative et
commutative. Les fonctions arithmétiques f telles que f(1) O forment un groupe
où l’élément neutre est
/
I 1. sin=1
e(n)=
O sin>1
et l’inverse d’un élément est défini par construction. On définit la fonction arith
métique
11(n) := 1.
Le lemme 2.4.1 affirme que [1* 11 = e. On peut énoncer la formule d’inversion de
Môbius avec le produit de Dirichlet
g = f *11 f = g *
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DÉMONSTRATION. () Si on suppose que g = f * lE, alors g * = (f * Il) * =
f *(t*ll) =f*e=f.
(=) Si on suppose que f g * t, alors f * f = f * (g * p) (f * t) * g = e * g = g.
D
Une fonction zêta généralisée peut s’exprimer sous la forme
Êf(n)Tiz
n= 1
où f est une fonction arithmétique. En particulier, la fonction zêta de Riemann
s’écrit
Le produit de Dirichiet entre deux fonctions arithmétiques permet d’écrire sous
forme de fonction zêta généralisée la multiplication de deux fonctions zêta géné
ralisées. Une représentation de la dérivée logarithmique de la fonction dans le
demi-plan Re(z) > 1 découlera de ce théorème.
œ
Théorème 2.4.1. Soit f(z) [Ç et g(z) = deux fonctions zêta
génératisées qui convergent absolument dans te demi-plan Re(z) > u0. Alors,
f(z)g(z) (f *g)(n)
sur te demi-plan Re(z) > u0.
DÉvIONSTRATION. Sur le demi-plan Re(z) > u,,
00 00 00 00
f(z)g(z) = f()g(în) = f(r)g(s) = (f *g)(n)
n=1 rn=1 n=1 rs=n 0=1
D
Voici une application de ce théorème à la fonction zêta de Riemann.
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Corollaire 2.4.1. La jonction zêta de Rie’mann n’a pas de zéros dans te demi
ptan Re(z) > 1 (Ce corottaire se montre aussi avec te théorème 2.1.1).
DÉMoNsTRATIoN. Considérons la fonction zêta généralisée
f(z)
Cette série de Dirichiet converge absolument dans le demi-plan Re(z) > 1, car
< 1 pour tout n > 1. Par le théorème précédent, on multiplie les séries de
Dirichiet f(z) et ç(z) et on obtient que
f(z)z)=Z* e(n) 1.
sur le demi-plan Re(z) > 1. On conclut que l’inverse de ((z) existe et donc
((z) O dans ce demi-plan.
D
Considérons la fonction arithmétique
f log(p) s’il existe des entiers m> 1 et p E tels que n = ptm
O sinon.
Cette fonction est connue sous le nom de fonction de Von Mangoldt. Cette
fonction a un lieu très intéressant avec la dérivée logarithmique de la fonction
(. D’abord, voici un lemme très pratique exprimant la fonction A sous forme de
produit de Dirichiet
Lemme 2.4.2. Pour tout entier positif n, A(n)
=
(i * log)(n).
DÉMONSTRATION. Considéroils la fonction g(n) A(d). Remarquons que
dln
g(1) = O. Si II s’écrit sous la forme alors
g(n) = kjlog(pj) = log (p11p...p) = log(n).
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Par la formule d’illversioll de Môbius, on conclut que
A(n) = (log*)(n).
D
Le prochain théorème est une conséquence immédiate du théorème 2.1.1. Montrons-
le à l’aide des fonctions arithmétiques.
Théorème 2.4.2. La dérivée logarithmique de ta fonction est donnée par
tif 00Z) —— 1kfl
C(z) —
n= 1
dans te demi-ptan Re(z) > 1.
DÉMONSTRATION. Considérons la fonction zêta généralisée
f(z) :=
Par la preuve du corollaire 2.4.1, on a que f(z)C(z) = 1. En dérivant cette dernière
équation, on obtient que C”(z)f(z) + C(z)f’(z) = O. En substituant f(z) = 1/C(z)
dans cette dernière équation, la dérivée logarithmique est égale à
/œ \ / 00 00(z) -
-
1 i(n) log(n)
-
(f * (jlog))(n)
(z)
— n=1
nz ) — n=1
= ( () log(n) - () lo(d))n=1 din din
00 00
= (log(n)( * 1)(n)
- ( * log)(n)) = - A(n)
en utilisant le lemme précédent et le fait que ii * ii = e.
D
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2.5. ENONC DE L’HYPOTHÈSE DE RIEMANN
Nous avons vu que la fonction zêta de Riemann possède des zéros aux entiers
négatifs pairs. Dans cette section, nous nous intéresserons aux zéros non-triviaux
de la fonction (. Nous verrons certaines de leurs propriétés. Nous terminerons
cette section en citant l’hypothèse de Riemann.
Propriété 1 :La fonction ( n’a pas de zéros réels strictement positifs.
1n+1
Nous avons vu à l’exemple 1.3.1 que ((z) = (1 — 21)1 dans le
demi-plan Re(z) > 0. Si x > 0, alors la série
°°( ‘n+1 r
=(i-+t-)+...
L_d \ 2’! 3x 4x
n=1 / “
converge vers un nombre réel strictement positif. Ceci justifie la propriété 1.
Pour poursuivre notre étude de la fonction (de Riemann, considérons la fonction
définie par
(z) := z(z — )Z/2f () ((z).
La fonction zF(z/2) est méromorphe. Ses seules singularités sont des pôles simples
en —2, —4, —6 La fonction (z — 1)((z) est entière et possède des zéros simples
en —2, —4, —6, ... En multipliant ces deux fonctions, on obtient une fonction en
tière. On conclut que la fonction est entière. L’équation fonctionnelle de la
fonction ( nous fournit cette propriété de la fonction .
Propriété 2 :La fonction est symétrique par rapport à t’axe x = 1/2, c’est-à-
dire (z) = (1 — z) pour tout nombre complexe z. Il en découle que ta fonction
prend toutes ses valeurs dans te demi-plan Re(z) 1/2.
Pour obtenir la valeur de (0), il suffit d’obtenir la valeur de (1). Par la re
présentation de la fonction ( dans le demi-plan Re(z) > 0,
lim(z_1)((z)=lim(z
2
+1+z(z_1)fdt)=1.
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Étant donné que F(1/2) la fonction est égale à 1/2 en z = 1. La propriété
2 nous dit que (O) = 1/2. En utilisant la représentation de la follction f en un
produit infini de follctions et par la définition de la fonction ,
1
Poursuivons notre étude des zéros de la follction sur l’axe réel. Utilisons la
propriété précédente. Pour x < O, on peut écrire
= x(x-1f()
-l/2+xp (lx) (f ())‘
Par la propriété 1, on conclut que la fonction ne s’annule pas sur l’axe réel né
gatif sauf s’il s’agit d’un entier négatif pair. Cette discussion se résume par cette
propriété.
Propriété 3 :Les zéros triviaux de ta fonction sont ses seuts zéros réets.
La fonction z(z — 1)n_z/2F(z/2) 11e s’anllule pas sur C \ R. Ce qui donne la
quatrième propriété.
Propriété 4 :Les zéros non-triviaux de ta fonction sont exactement tes zé
ros de ta fonction .
Il est donc très pertinent d’étudier la fonction . Voici une autre propriété de
la follction
Propriété 5 :Dans ta bande verticate O < Re(z) < 1, ta fonction est symétrique
par rapport à t’axe réet, c’est-à-dire (z)
=
sur cette bande veTticate.
Montrons cette propriété. Remarquons que pour tout z dans cette bande ver
ticale
7 œ
=
ze7zll(1+)e) =f().
n= 1
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Il suffit de vérifier que
=
sur cette bande. Pour O < Re(z) < 1 et z 1,
nous avons que
;y= +_‘ +fdt=(().
Par continuité de la fonction (, l’égalité ((r) est vraie sur l’axe Re(z) = O
et sur l’axe Re(z) Ï (sauf en 1 !). La propriété 5 est démontrée.
Utilisons maintenant un résultat de la dernière section pour pousser un peu plus
loin notre étude des zéros de la fonction ( Voici la propriété que l’on veut dé
montrer.
Propriété 6 :La fonction n’a pas de zéros sur tes axes Re(z) 1 et Re(z) = O.
D’abord, montrons ce lemme.
Lemme 2.5.1. La fonction satisfait ta retation
(C’(x)
+ 4Re (C’(x + + Re (C’(x + 2yi)(x+yz)) (x+2yz)j
pour tout x> Ï et pour tout y E R.
DÉMoNsTRATIoN. Soit z = x + iy tel que x> Ï et y E R. Par le théorème 2.4.2,
nous avons que
Re () = -ZRe ().
Si n = pW, où m > 1 et p est un nombre premier, alors
/A(n) tlog(p) log(p) cos(my log(p))
ReI l=Rel 1=
\\pmZ ) \ pmz ) ptmT
On conclut que
Re
((/(z)) = — log(p) cos(rny log(p))
pEPrnl p
L’identité
3+4 cos(&) + cos(29) 2 + 2 cos(9) + — + (cos(O))2)
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= 2(1 + cos(6))2 > O,
eutraîne que
(( +4Re +Re (‘2Yi)(x+2yz)
= —
(bo(P)) (3 + 4cos(mylog(p)) + cos(2mylog(p))) O.
peP n=i
D
Maintellant, nous pouvons montrer la propriété 6.
DÉMoNsTRATIoN. Supposons qu’il existe un yo e R tel que 1 + iy0 est un zéro
de la follction (. Notons que Yo # O, car 1 est le pôle simple de la fonction (.
Considérons la follction
f(z) := (C(z))3((z + iyo))4(z + i2yo).
Puisque la fonction (C(z))3 a un pôle d’ordre 3 en 1, la fonction (C(z + iyo))4 a
un zéro d’ordre au moins 4 en 1 et la fonction ((z + i2yo) n’a pas de pôle en 1,
alors f a un zéro d’ordre n en 1, où n > 1. Il existe une fonction holomorphe g
dans un voisinage de 1 et ne s’annulant pas en 1 telle que f(z) (z — 1)g(z).
On considère la dérivée logarithmique de f
f’(z) = n
+
g’(z)
f(z) (z-1) g(z)
tf’(x)NOn constate que lim inf Re L J = oc. Ou calcule la dérivée logarithmique de
x\i
f suivant la définitioll
f’(z) = 3(’(z
+
4(’(z + iyo)
+
(‘(z + i2yo)
f(z) ((z) ((z+iyo) ((z+i2yo)
Par le lemme 2.5.1, 011 voit que liminfRe <o, d’où la contradiction. La
x\i J()) -
fonction ( n’a pas de zéros sur l’axe Rc(z) = 1. Comme les zéros non-triviaux
sont symétriques par rapport à l’axe Re(z) = 1/2, la fonction ( n’a pas de zéros
sur l’axe Re(z) O.
D
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Voici un théorème regroupant ces propriétés.
Théorème 2.5.1. Les zéros non-triviaux de la fonction ( sont dans ta bande
verticale O < Re(z) < 1 et ils sont distribués d’une façon symétrique par rapport
aux axes Irn(z)
— O et Re(z) = 1/2.
On dit que la bande O < Re(z) < 1 est la bande critique de la follctioll et
la droite Re(z) = 1/2 est la droite critique de la fonction Ç. Maintenant, nous
pouvons citer l’hypothèse de Riemallil sur les zéros de la follction (.
Hypothèse de Riemann Les zéros non-triviaux de ta fonction ( sont tous
sur ta droite critique.
2.6. FACTORISATION DE LA FONCTION
Cette section a pour but d’exprimer la fonction entière sous la forme d’un
produit infini de fonctions. Il s’agit en fait d’llne application du théorème de fac
torisation d’Hadamard. Nous montrons ensuite qe la fonction a une infinité
de zéros non-triviaux. Rappelons le théorème de factorisation d’Hadamard. Nous
utilisons la notion d’ordre d’une fonction entière vue dans le chapitre préliminaire.
Théorème de factorisation d’Hadamard : Soit F une fonction entière d’ordre
un telle que F(O) O. Soit {z}EE, où E C N, tes zéros de F tels que O < z1 <
<...< zj <.... Alors, il existe des constantes A et B tels que
F(z) eH (1
—
z) e.
Vous trouverez des explications supplémentaires sur ce théorème dans les livres
[Li] et [$Z].
Théorème 2.6.1. La fonction est d’ordre 1.
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DÉMoNsTRATIoN. Montrons qu’il existe une constante c> O telle que, pour tout
assez grand, (z) < cIzIloglzI Par la propriété 2 de la section 2.5, il suffit de
montrer que cette propriété est vraie sur le demi-plan Re(z) > 1/2. Par la formule
de Stirling, il existe une constante e1 > O telle que
— l)n12f () <ciIzIlogIzI
pour tout z assez grand. Par la formule intégrale de la fonction c vue à la section
2.2, il existe une constante c2 > O telle que
C(z) < + 1 iF + z f dt < C2ZIlOZI
pour assez grand. Nous avons montré qu’il existe une constante e> O telle que
(z) <czlogIz pour tout z assez grand. On sait que log z < z quel que soit
a > O. En somme, l’ordre de la fonction est plus petit ou égal à 1. Remarquons
que lim ((x) — 1, car
00 p+œ
— / —dt= —j t X 1
Ceci implique que ((x) > 1/2 pour x assez grand. Par la formule de Stirling,
logF(x)
lim = 1.
x—oo xlogx
Pour x assez grand, on a que log F(x) xlog(x). Il existe alors une constante
e > O telle que (x) > pour x assez grand. L’ordre de la fonction est
alors égal à 1.
D
Corollaire 2.6.1. La Jonction ( a une infinité de zéros non-triviaux.
DÉMoNsTRATIoN. Supposons que la fonction a un nombre fini de zéros non-
triviaux z1,
...,
zJ\f répétés selon leurs multiplicités (voir la propriété 4 de la section
2.5). Posons
7
fl(z-z)
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Cette fonction est entière et sans zéro. D’après les propriétés sur l’ordre vues au
chapitre préliminaire, la fonction g est d’ordre 1. D’après le théorème de factori
sation d’Hadamard, il existe des constantes A et B telles que g(z) = La
fonction est égale à eA+Bz fl(z
— zN) pour tout nombre complexe z. D’après la
propriété 2 de la section 2.5, on a l’égalité
eBe_Bz fl(z — (1
— z)) = e_eBZ ll(z — z).
On sait que les zéros non-triviaux sont symétriques par rapport à l’axe x = 1/2.
En simplifiant les produits, on conclut que pour tout nombre complexe z il existe
un entier k tel que 2Bz = B + (2k + Ï)rri. Ceci est une contradiction, car B est
une constante qui ne dépend pas de z.
D
Notons {pn}1 la suite des zéros non-triviaux de la fonction (, OÙ
chaque p est égal à /37 + i’y. On suppose que la suite de ces zéros est ordonnée
telle que
P1P2PnH”
La fonction étant d’ordre 1, on peut la factoriser en un produit infini de fonc
tions. Cette factorisation nous sera très utile pour montrer des théorèmes concer
nant le nombre de zéros non-triviaux dans un rectangle de la bande critique.
Factorisation de la fonction Pour tout nombre complexe z,
(z) = e’1 fi — z z/o
où A = — log 2 et B = —/2 — 1 + log.
La détermination des constantes A et B est faite dans le livre [MB]. En prenant
la dérivée logarithmique de ce produit de fonctions, on montre ces représentations
de /‘ qui seront très utiles.
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Théorème 2.6.2. La dérivée togarithrriique de ta fonction est donnée par
œ /C(z) __ ‘ + ‘ 1 logir — F(z/2)
C(z) — z z—1 1z—p + + 2 2F(z/2)
En considérant ta dérivée togarithrniq’ue du produit de fonctions l/F, it existe une
constante e tette que
C’(z) 1 t 1 1 t 1 1
C(z) z—1 +) +z+2n
—) +c.
2.7. THÉoRÈMEs CONCERNANT LES ZÉROS NON-TRIVIAUX DE LA
FONCTION
Cette section sera consacrée à la répartition des zéros non-triviaux de la fonc
tion dans la bande critique. Les théorèmes de la Vallée-Poussin en sont des
exemples. Ce théorème sera fort utile pour donner une approximation de la dis
tribution des ilombres premiers. Nous verrons aussi une formule donnant ue
approximatioll du nombre de zéros non-triviaux dails un rectangle de la bande
critique.
Commençons par des théorèmes de la Vallée-Poussin. Ceux-ci montrent l’exis
tence d’llne région de la bande critique qui ne contient aucun zéro de la fonction
C. Les prochaills lemmes serviront à la preuve de ces théorèmes.
Lemme 2.7.1. It existe une constante e1 > O tette que
___
1
— < +cl
C(x) x-1
pour tout x e ]Ï, 2[.
DÉMoNsTRATIoN. Considérons la fonction f(z) (z—1)C(z). Cette fonction est
entière et ne s’annule pas dans le demi-plan Re(z) > 1. Le quotient de fonctiolls
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f’/f est holomorphe sur un ouvert contenant ce demi-plan fermé et
f’(x) — Ï + C’(x)
f(x) x-1 ((x)
En posant
J’(x)
C1 =1+ max
x[1,2] f(x)
le lemme est ainsi prouvé.
D
Lemme 2.7.2. Il existe une constante e2 > O telle que pour tout x e [1, 2] et
pour tout y > 2
1)
_Re(?) <c2loy_Re(
2) _Re(Ç) <c21ogy
3) Si p, f3 + iy est un zéro non-trivial de la fonction ç, alors
_Re() <c2logy---.
DÉMONSTRATION. Par le corollaire 2.6.2, la dérivée logarithmique de la fonction
est donnée par
___
— 1
+
1 — log()
_ +
F’(z/2) — 4 1 +(z)
— z z — 1 2 2F(z/2)
—
p p
Le corollaire 0.0.1 entraîne qu’il existe des constantes B > O et r > 2 telles que
tF’(z/2)’\ z
Re
F(z/2)) log +Bi
pour tout y > r et x e [1,2]. La fonction Re (‘) est bornée sur l’ensemble
des z e D(0, r) tels que x e [1, 2] et 2 < < r. Le fait que x e [1, 2] implique
que log z log(x2 + y2) < log(4 + y2) < log(2y2). Il existe une constante
A1 > O telle que
3e () <Ai log y
pour tout x E [1, 2] et pour tout y > 2. On remarque qe
/ 1 1\ x—1 x /1Re( +-) + Oi—\z—1 z) (x—1)2+y2 x2+y2 \\y2
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lorsque y tend vers l’influi. Il existe alors une constante c2 > O telle que
-Re () <C2lOg(y) - Re ( +
Ceci prouve 1). Pour 2) et 3), il suffit de remarquer que
Re(_1 +
— Pt fl) Z —
pour tout zéro non-trivial p,, = /3, + i,. de la fonction .
D
Voici une première version du théorème de la Vallée-Poussin.
Théorème de la Vallée-Poussin (version 1) : Il existe une constante e3 > O
tetÏe que ta fonction ( n’a pas de zéro dans l’ensemble décrit par tes :r+iy obéissant
à ces relations
C3
ety2.
— logy
DÉMONSTRATION. Soit p,, = /3,, H- i’y,, un zéro non-trivial de la fonction
.
Par
les deux lemmes précédents, il existe des constantes strictement positives e1 et e2
telles que
___
1
—Re( J <c1+
x—1
___
1
—Re ( - j < c2logy —
______
et
‘(x + i2y)
—Re ((x+i2y)) <c2ÏogyI
pour tout 1 < x < 2 et y 2. Par le lemme 2.5.1, il existe une constante A > O
telle ciue
4 3
+Alogy
x—3,, x—1
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pour tout 1 < x < 2 et y > 2. Posons x : 1 + où > O est suffisamment
petit pour que 1 <x < 2 quel que soit y > 2. En remplaçant x dans la relation
ci-dessus, on obtient l’inégalité
f 46
<1 3+A6n Ïogy
pour tout y 2. En prenant suffisamment petit, le théorème est montré e
46posant e3 = —
D
Théorème de la Vallée-Poussin (version 2) Il existe une constante c4 > O
tette que ta fonction ( n’a pas de zéro /3 + iy tet que
C4
3> 1 —
_________
1og(7 + 2)
DÉMoNsTRATIoN. La fonction ( n’a pas de zéro dans l’ensemble des x + iy tels
que x> 1 et y <2. Remarquons que
1) la fonction ( est continue et ne s’annule pas en 1 +iy tel que y [—2, 0[U10, 2].
2) la fonction a un pôle en 1.
Il existe alors une constante C1 > O telle que la fonction f n’a pas de zéro dans
daus l’ensemble des x + iy tels que x > 1 — C1 et y < 2. Le théorème précédent
nous dit que la fonction ( n’a pas de zéro dans l’ensemble des x + iy tels que
x > 1
—
et y 2. Il suffit de trouver UIIC constante e4 > O telle que
C3 C4
1 — <1
— pour tout y 2logy log(y+2)
et
Cl C4
1 — 1 — pour tout y <2.log(y + 2) log(y + 2)
On pose c1 := miu{c3, C1 log(2)} et le théorème est prouvé.
D
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On sait que les zéros 11011-triviaux de la fonction ( sont tous dans la bande cri
tique. Il est très pertinent de s’intéresser au nombre de ces zéros dans un rectangle
de la bande critique. Désignons par N(T) le nombre de zéros de la fonction
( dans le rectangle 0 < Re(z) < 1 et O < Irn(z) < T en comptant les multiplicités.
Théorème 2.7.1. Il existe une constante C > O tette que
1 + (T— )2 <Clog(T)
pour tout T > 2. De plus, te nombre de zéros non-triviaux p = /3, + tels que
0< %,, < 1 et T < <T+ 1 est pïus petit ou égal à 2Clog(T).
DÉMoNsTRATIoN. En considérant z = 2 + iT dans le lemme 2.7.2, nous avons
que
-Re() <C2 log)
-
Re (2 + T -
+
Le rapport est borné par Il existe une constante À1 > O telle
que
Re (2+_P +
I) <Àilog(T).
Soit p = /3 + i’y un zéro non-trivial de la fonction (. On calcule que
t 1 N 2—/3 1 1
Re2.T) (2)2+(T7)2 4+(T—)2 4(1+(T—)2)
et
Il existe une constante C > O telle que
1 + (T— 72 Clog(T).
Pour la deuxième partie, soit ÀT l’ensemble des zéros p non-triviaux de la fonc
tion tels que T < Im(p) < T + 1. On a que (T — 7)2 + Ï < 2 pour tout
=
/3v, + E AT. En sommant sur tous les éléments de AT, nous avons que
2’1<
1
— L (T—p,)2+1
PrT pEAT
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En utilisant la première partie, la seconde est montrée.
D
Le prochain lemme sera utile pour démontrer une approximation de N(T).
Lemme 2.7.3. Pour —1 < x < 2, nous avons l’approximation suivante
“-Ilx + iy
_________
+O(logy)((x+zy)
<1
tors que y tend vers l’infini.
DÉMONSTRATION. Par le théorème 2.6.2, la dérivée logarithmique de la fonction
( est égale à
/ 00 / j((z) 1 1 1 1 loglF F (z/2)
((z) — z — 1 + 1z
— p
+ + + 2 — 2F(z/2)
En utilisant le corollaire 0.0.1 comme au lemme 2.7.2, il existe une constante
a1 > 0 telle que
F’(z/2)
2F(z/2) <a1logy
pour tout —1 < x < 2 et y assez grand. On estime la dérivée logarithmique de
la fonction (par
/ 00
__
=
(z
1 + + O(logy (3)
lorsque y tend vers l’illfini. Posons z 2 + iy dans cette dernière éqilation. On
obtient alors que
(2+i_p,,
+1) = O(Ïogy), (4)
A(n)
lorsque y tend vers l’illfiui, car
n2
On additionne les équations
(3) et (4)
/ 00
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lorsque y tend vers l’infini. Si pn t3n+yn est un zéro non-trivial de la fonction
tel que y
—
“y 1, alors
1 1 2—x 3
<
z—pn 2+iy—p
— Y7n2 —
Par la première partie du théorème 2.7.1,
Z _72 1 + y6— 72 = O(log y)y—7j>1 72—1
lorsque y tend vers l’infini. Finalement, la deuxième partie du théorème 2.7.1
implique que
Z 2+iy—p722 Z l=O(logy)
Iy—7’I<l Iy—7,,j<l
lorsque y tend vers l’infini. En regroupant ces résultats, le théorème est prouvé.
D
Le prochain théorème est une approximation de N((T). Ce théorème utilise la
variation de l’argument de la fonction sur une courbe fermée. La variation de
l’argument d’une fonction f sur une courbe C est notée par arg(f(z)). Étant
donné z et Zf les points initial et final respectivement de la courbe C,
Ac arg(f(z)) = Arg(f(zf)) — Arg(f(z)) + 2nN
où N est le nombre de tours autour de l’origine que fait la courbe f(C) pour relier
f(x) et f(xf). Notons que Arg est l’argument inclus dans l’intervalle ] — n, n].
La définition de la variation de l’argument dépend du choix de la branche de
l’argument.
Principe de l’argument Soit C une simpte courbe fermée contin’i2m eut diffé
rentiabte par morceaux et orientée positivement. Soit f une fonction hotomorphe
dans et sur ta courbe C sauf possibtement en un nombre fini de pôÏes à l’intérieur
de C. Si f ne s’annule pas sur C, ators
A arg(f(z)) 2n(Nc(f)
- Pc(f)),
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où Nc(f) et Pc(J) sont te nombre de zéros et de pâtes respectivement de à l’in
térieur de C en comptant tes muttipticités.
Ce théorème est vrai pour n’importe quelle branche de l’argument, car la courbe
C est fermée. La variation de l’argument sera en fait le nombre de tours que fait
la courbe fermé f(C) autour de l’origine. La référence pour ce théorème est [31].
Dans ce qui vient, nous appliquerons le principe de l’argument à la fonction en
tière . Ceci nous permettra d’approximer N(T).
Lemme 2.7.4. Soit £1 l’union des segments [2, 2 + iT] et [2 + iT, (1/2) + iT].
A tors,
1) A arg(z — 1) = + O () lorsque T tend vers l’infini
2) A arg(n_z/2) -TIog(r)
3) A arg (F ( + i)) = log — + j + O () lorsque T tend vers l’infini.
DÉIvIONSTRATION. 1) Par définition, la variation de l’argument est
L .( 1Larg(z— 1) = Arg zT— —Arg(2)
=
+arcsm
Vi +4T2
arcsin(x)
A l’aide de la regle de l’Hospital, on calcule que lim 1. En utilisant
x—O X
cette limite, 1) est prouvé.
2) On calcule directement que
A arg(n2) = Arg(nnT12) — Arg(n_i) —Tlog()
3) Par la formule de Stirling,
arg(F((z/2)+1)) = Arg (r ( + ))_Ar9(F(2)) 1m (logr ( +
/73 iTN t5 iT\ 5 iT log(2rr) fi
2
Un calcul nous permet de conclure que A arg(F((z/2) + 1)) log — + +
O(i/T) lorsque T tend vers l’infini.
D
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Cette approximation de N(T) sera utilisée à la prochaine section.
Théorème 2.7.2. En utilisant te principe de l’argument, on a l’approximation
N(T)=r
lorsque T tend vers l’infini, où ‘îrS(T) = arg(((s)) et £ est ta courbe du lemme
précédent. De ptus, $(T) = O(logT) lorsque T tend vers l’infini.
DÉMONSTRATION. Soit R la courbe rectangulaire reliant les sommets 2, 2 +
iT, —Ï + iT et —Ï. On suppose que la courbe est orientée positivement. Le prin
cipe de l’argument nous dit que 2rN(T) = arg((s)). Par la propriété 2 de la
section 2.5, la variation de l’argument de la fonction sur la courbe rectangulaire
R est égale à 2u[1/2,2] arg((s)) = 2L arg((s)). Par définition de , on sait que
arg((z)) = arg(z —1) + arg(u2) + arg(F((z/2) + 1)) + arg((z)). Les variations
de l’argument ont été calculées au lemme précédent. Ces calculs entraînent que
lorsque T tend vers l’infini. Il reste à vérifier que $(T) = O(log(T)) lorsque T
tend vers l’infini. Sur le segment [2, 2 + iT], la variation [2,2+iT] arg((s)) est
bornée, car la fonction log(((z)) est bornée sur l’axe Re(z) = 2. En effet, par le
théorème 2.1.1,
log((2+iy)) _log (i
— piY)
(Si Re(z) > O et Re(w) > O, alors Arg(wz) =Arg(w)+Arg(z) et si Re(z) > O,
alors Arg(z’) = —Arg(z)). En utilisant le fait ciue — log(Ï — z) = pour
j=Ï
< 1, on a que
00
-1
log(\1— 2+iy)
Pn j_1 Pn n
On peut alors dire que
00
-1
—1
log((2 + iy)) < log (i_4) = log fl (i_4) = log((2)).
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Cela entraîne que la fonction log(((z)) est bornée sur l’axe Re(z) 2. Ceci im
plique que A[22+T] arg(((z)) = O(log(T)) lorsque T tend vers l’infini. Calculons
la variation de l’argument de (sur le segment de L,
[2+iT,1/2+iT] arg(((z)) = Arg(((1/2 + iT)) — Arg(((2 + iT))
p2+iT
Im(log(((1/2 + iT))) — Im(log(((2 + iT)))
= —] 1m ( ‘ ) dz.1/2+iT \ ((z)y
Par le lemme 2.7.3 et le théorème 2.7.1, pour T tendant vers l’infini, on estime la
dernière intégrale
p2+iT ft’( ‘\ p2+iT / 1I 1m t dz = / 1m ( ds + O(log(T))
J1/2+iT ((z) T7<1 J1/2+iT \S — Pn]
[2+iT,1/2+iTJ arg(z—p)+O(log(T)) < n+O(log(T)) = O(log(T)).
En somme, nous avons montré que $(T) = O(log(T)) lorsque T tend vers l’infini.
D
2.8. DISTRIBuTIoN DES NOMBRES PREMIERS
Nous sommes maintenant arrivés au point où nous pouvons approximer le
nombre de nombres premiers inférieurs à une valeur donnée. La distribution
des nombres premiers est définie par
:= 1.
pEP,p<x
Nous ne travaillerons pas directement sur la fonction n, mais plutôt sur la fonc
tion de Chebyshev. La fonction de Chebyshev, notée par I’, est définie sur les
nombres réels positifs , par
n<x
Une approximation de cette fonction nous en fburnira une sur la distribution
des nombres premiers. Approximons la fonction I’ par une intégrale comme il
a été question à la section 1.5. Considérons la fonction zêta généralisée f(z)
A(n)
Cette série de Dirichlet a une abscisse de convergence uniforme plus
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petite ou égale à 1, car son abscisse de convergence absolue est 1. Soit x > O. Par
les théorèmes 1.5.3 et 2.4.2, la fonction ‘I’ est représentée par
1 7 CF( XZ
=
— / t — “‘ ) —dz,2nz C(z)j z
où e > 1. On peut approximer cette intégrale impropre par une intégrale sur le
segment [c — iT, e + iT].
Théorème 2.8.1. Pour tout x > 1 et T assez grand, ta Jonction I’ peut être
approximée par une intégrale
(x)
lfC+iT (!(z))
dz+O
(x(1o(x))2)
2irz c—iT C(z) z T
torsque x tend vers l’infini et e 1 + (log(x))1.
Voyons d’abord 1111 lemme qui nous sera utile pour la preuve de ce théorème.
Notons la distance entre x et l’entier le plus près de x.
Lemme 2.8.1. Si z> 1 n’est pas un entier, alors
log () 1=( log(x))<n<2x
lors que z tend vers l’infini.
DÉMONSTRATION. Soit N := [z]. On divise la somme en trois parties
10g () ‘ log () ‘ + log () ‘ + log () ‘
<n<2x N<n<2x
Si n est un entier positif plus petit que N, alors
z /N 4 (N-n)\ (N-n)log(_) log — =—log 1—
> N
Cette inégalité implique que
Z log Z (N_ n) Z N + Nf dt = 0(xÏog(x))
v=1
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lorsque x tend vers l’infini. Si n = N, alors
t x tx - {x} {x}
log—)=—log(
\NI j x
Ceci entraîne que log () ‘ = O ( log(x)) lorsque x tend vers l’infini. Le
dernier terme où l’on somme sur les entiers n tels que N < n < 2x se traite
similairement au cas où l’on somme sur les entiers n tels que x/2 <n < N.
D
Nous pouvons maintenant montrer le théorème 2.8.1.
DÉMONSTRATION. On peut supposer sans perte de généralité que x — 1/4 est
un entier. En utilisant la notation du lemme 1.5.1, ‘Iî(x) = A(n) () et
(_) Çdz = A(n)I (, T). Par le lemme 1.5.1,
c+iT / z
- L (-) idz <ZA(n) 1 (,T) - ()
00 00
<A(n) (UT’ log () ‘ = xe log ()
.
Il suffit de montrer que eT’ log ()F’ = ((1o())2) lorsque x
tend vers l’infini. On sépare la série en deux parties. L’une somme sur les entiers
positifs tels que x/2 > n ou n > 2x et l’autre sur les entiers positifs tels que
x/2 < n < 2x. Si c/2 > n ou n > 2, alors log ()L’ est borné par (log2)’.
Dans ce cas, nous avons que
seT’ log () Tlog(2) Tlog(2) lon)
x/2>n ou n>2x n=2 n=2
La fonction J(t) = t log(t) est décroissante sur l’intervalle [el/c, +oo[. Utilisons
ce fait pour majorer la série A(n) par une intégrale. Lorsque tend vers
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l’infini, nous avons
ex log(n) < ex (log(2)
+
log(3) [ log(t)
Tlog(2)
— Tlog(2) 2 3 + J
— ex f log(2) + log(3) log(3)log(x) + (log(x))2 — f x(log(x))2
— Tlog(2) 2 3 + 3(log(x))1 3(Iog(x))-1) — T
lorsque x tend vers l’infini. Si x/2 < n < 2x, alors A(n) < log(n) < log(2x) et
>
(x)C
2 og(x))’ (2 .
Ceci implique, en utilisant le lemme précédent, que
Z A(fl)xeT1 log () xeT Z iog () ‘
x/2<n<2x x/2<n<2x
xeT’ log(2x) (2
. 2(bor(3/2))’)
log () ‘ = ((())2)
x/2<n<2x
lorsque x tend vers l’infini. Le théorème est prouvé.
D
nonçons maintenant une formule très explicite de la fonction I1. Pa.r la suite,
nous approximerons cette formule.
Formule explicite de : Pour tout x> O,
x 1
) __log(1_x2).
Nous allons prouver cette fornwle. D’abord, voici quelciues lemmes qui seront
utiles poui arriver à nos fins.
Lemme 2.8.2. Soit T > O. It existe un T1 E [T, T + Ï] et une constante A > O
tels que tout zéro non-trivial p = !3,+i. de e ta proprit€l que si y—T1 < 1,
alors — T > A(log(T)).
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DÉMONSTRATION. Montrons ce lemme par contradiction. Supposons que pour
tout y E [T, T + 1] et pour tout A > 0 il existe un zéro 11011-trivial p de ( tel que
— y < 1 et ‘y7. — y <A(logT)’. Par le théorème 2.7.1, le nombre de zéros
de la fonction dans le rectangle O < Re(z) < 1 et T < Irn(z) T + 1 est plus
petit ou égal à 2ClogT. Soit N : [2Clog(T)] + 5. Considérons une partition
T
= Yo <Yi < ..• <YN_1 <YN = T + 1 de [T, T + lj, où y — yj < 1/N pour
tout j = 1, ..., N. Soit A = log(T)/(2N). Pour tout j 1,..., N — 1 il existe un
zéro non-trivial /3 + i’y tel que
logT
‘
— 2NlogT 2N
Il y a au moins N — 1 zéros non-triviaux distincts dans le rectangle O < Re(z) < 1
et T < Im(z) < T + 1. Ceci est une contradiction, car le théorème 2.7.1 affirme
qu’il y a au plus N — 5 zéros non-triviaux dans ce rectangle.
D
Lemme 2.8.3. Soit P un entier positif impair et r > 0. Alors, il existe une
constante c> O telle que
<clog(2z)
sur (—P < Re(z) <—1) \ (ÛD(_2nr)).
DÉMoNsTRATIoN. On déduit de l’équation fonctionnelle de la fonction que
(1—z) 21_zlr_zcos(nz/2)F(z)((z). La dérivée logarithmique de cette équation
est
‘(1-z) n nz F’(z) ‘(z)
- — z) — log(2n) — tan () + F() +
Pour montrer ce lemme, il suffit de le montrer avec 1 — z au lieu de z dans l’énoncé
et sur S (Re(z) > 2) \ (u D(2n + 1, r)) où r> O est fixé.
1) La fonction tan(nz/2) est bornée sur S.
2) Par le corollaire 0.0.1, lorsque z tend vers l’infini, nous avons que
O(log(2z
-
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car z — 1 > x — 1> 1 implique que log z <1og(z — 1 + 1) <log(2z — Ïj).
3) On sait que
__
A(n)
Ç(z) — L 2
Ell réunissant ces faits, le lemme est prouvé.
D
Montrons la formule explicite de la fonctioll II’.
DÉMoNsTRATIoN. 011 peut supposer que x — 1/2 Z. Par le théorème 2.8.1,
1 [T 4 C’(z) XZ (x(log(x))21— 1—d+O2m Jc-iT (z) j z T
lorsque X terni vers l’infini, où c 1 + (logx)’. Soit C la courbe rectangulaire
aux sommets c + iT et —P + iT, où P est u entier positif impair. Calculons
l’intégrale
rT (‘(z) dz.
2qri JcjT (z)] z
Les singularités de (—Ç) sont 0, 1, les zéros triviaux et non-triviaux de la
fonction à l’intérieur de G. Par le théorème des résidus, l’intégrale est
1 f f C’(z) XZ — C’(O) X
211i ] (z)) — z - x
-
-
-
2m
(On peut utiliser le théorème 2.6.2 pour calculer les résidus). Considérons les
intégrales
1 [+zT 4 C’(z)N Xzd 1(2) 1 fc_iT f ‘(z)N XZ
T
2mJc+iT C(z))z ‘ T mJpT(z))z
1 f C’(z) XZ -etlp.=— j—2m ]_p+jT C(z) j z
On peut dire que
X -
__
- -
X
- -
-
+ o
(X(1ox))2)
b’,I<T O<2m.(P
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lorsque r tend vers l’infini. Par le lemme 2.7.3, pour tout x e [—1, 21
‘(x+iy) 1
=
. +O(logy)(x+ly)
IY7n 1<1
lorsque y tend vers l’infini. Par le lemme 2.8.2, il existe un T1 e [T, T + 1] et
une constante A > O tels que si p = f3,, + est n zéro non-trivial de où
‘y,-, — T1 < 1, alors ‘y,, — T1 A(log(T))1. La deuxième partie du théorème
2.7.1 implique qu’il existe une constante A1 > O telle que
Ti-7I<1 T,-7<1
T1 ‘
<Ai(log(T))2
pour T suffisamment grand. On conclut qu’il existe une constante B > O telle
que B(log(T))2 pour tout x e [—1,2] et y e [—T, T]. Cette inégalité
sera utilisée pour estimer i, i et Ip.
Estimoils I. Si r est suffisamment grand pour que c e [—1, 2], alors
1 [_1+ZT (C’(z) dz <B(log(T))2
[C
dt
2lri Jc+iT \. C(z)) z — 2rrT J_1
— B(log(T))2 Ç — i <Cx(log(T))2
— 2Tlog(x) x) — Tlog(x)
Par le lemme 2.8.3, on majore 41) par
r-1 fi (7\\2 i r—l(fl xîog; )) I I XII) +— I clog(2t+iT dt.Tlog(x) 2rr jp t + zT
La fonction f(x) = log(2x)/x est une fonction décroissante. Elle nous permet
d’écrire que
< C(log(T))2 clog(2T) [
T— +Tlog(x) 2rrT jp
— Cx(log(T))2
+
clog(2T) (1 — î
— Tlog(X) 2Tlog(X) X
Pour T assez grand, l’inégalité Iog(2T) < r(logT)2 est vérifiée. En laissant tendre
P vers l’infini, on obtient l’estimation
1(1)
—
4x(log(T))2
T — Tlog(x)
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lorsque x tend vers l’infini. Cette estimation est aussi vraie pour l’intégrale i.
Il e reste l’intégrale Ip à estimer. Ell utilisant le lemme 2.8.3 et la fonction
décroissante f, on estime l’intégrale Ip par
i T C’(—P+it) dt
2]_T C(—P+it) —P+it
< clog(2P) T
_ <
cTlog(2P)
— 2rrP J_T —
—2m.
L’intégrale Ip tend vers O lorsque P tend vers l’infini. De plus, la série
2m
O<2m<P
tend vers le développement en série de Taylor de — log(1 — x—2) lorsque P tend
vers l’illfini. On a l’approximation de la fonction I’
(x) = x -
__
- 7<T -
log(1 - x2) + Q (x(lo(x))2 + x(lo(T))2)
En laissant tendre T vers l’infini, la formule explicite de I’ est prouvée.
D
Dails le chapitre 3, 110115 utiliserons une approximation de la répartition des
ilombres premiers. 1no11çons cette approximation.
Approximation de 71(x) : Il existe une constante e> O telle que
71(x)
=
l(t)dt + O(xe_c),
lorsque x tend vers l’infini.
Une approximation de la fonction .I’ sera nécessaire pour montrer cette approxi
mation de la fonction 7F.
Théorème 2.8.2. Il existe une constante c1 > O telle que
(x) = x + O(xe_d1),
lorsque x tend vers t’irfini.
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DÉMONSTRATION. Dans la preuve de la formule explicite de II’, la fonction a été
approximée par
-
__
-
- log(1 - x-2) + o (x(lo(x))2 +
lorsque x tend vers l’infini. Par le théorème de la Vallée-Poussin (version 2), pour
T> 2, si p7. = /3 + iyr, est un zéro non-trivial de la fonction ( tel qe <T,
alors il existe une constante a > O telle que
a
log(T)
Cette inégalité entraîne que
I7nJ<T I7I<T
Montrons que = O((logT)2) lorsque T tend vers l’infini. Rappelons que
I7I<T
le nombre de zéros non-triviaux dans le rectangle O < Re(z) < 1 et O < Im(z) <T
est désigné par N(T). Pour n T fixé, ordonnons les parties imaginaires des pn
dans le rectangle par O < yJ <••• < yj <T. Alors,
Tri in
i—
= j(N(V+J) — N(7J)).
i=1 =1
Transformons cette série en intégrale de Stieltjes (Voir [R])
<i: dN((t) + 1T 1dN(t) = A + f 1dN(t)
où A est une constante positive. En intégrant par parties,
fT
dN(t) = N(T) — N(1) + f Nt)dt
Par le théorème 2.7.2, il existe une constante c > O telle que
N((T) 1 ÏTN 1 7 clogT c
T <_log(j—)__++ T
et
tT () t 1 t t 1 7 clogt c
il
2 dt<] 2 +)dt.
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Il existe une constante C > O telle que
1T
dN(t) <C(logT)2
pour T assez grand. En somme, flOilS avons montré que = O((log(T))2)
<T
lorsque T tend vers l’infini. Il existe une constante C > O telle que
<cxe()(1ogT)2.
Posons T et b> O telle que
logT =bet <b2 <a.
Le nombre T dépend de x. Avec ces choix, on a que
<Cxeb < CxeM
<T
pour r assez grand. Posons c1 := — b. On peut vérifier que ‘I’(x) x +
lorsque x tend vers l’infini. La fonction log(Ï — t_2) est bornée
sur [1, +oo[. Substituons le choix de T dans z(Iog(x))2 et x(log(T))2 L’hypothèse que
2b2 > a nous permet de conclure qu’il existe des constantes positives M1 et i”’2
telles que
x(log(x))2 = (1og())2
<M
Te1V e(d1)\
— 1
et
(log(T))2 b2 log(x)
<Tlog(x)e_d1 log()e(b_d1) —
lorsque x est assez grand. Le théorème est prouvé.
D
Nous pouvons maintenant montrer l’approximation de la répartition des nombres
premiers.
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DÉMONSTRATION. Considérons la follctioll
3(x).-
log
1<n<x
On remarque que
3(x) = (x) + Z log(pk) = (x) + Z .
pk<x,pEp,k>2 pk<x,pcp,k>2
Montrons que < (log 2)’log(x). Soit pi, P, •.., p les nombres
pk<x.pp,k>2
premiers tels que p < x pour tout j = 1, ..., m. Soit k1, k2 ‘m les entiers tels
que p3 <x <J+1 pour tout j = 1, ..., m. Remarquons que m < . En effet, si
un nombre premier p est tel que p2 < x, alors p < \/. Le nombre de nombres
premiers tels que p < est plus petit ou égal à De plus, il découle de
l’inégalité 2k <pki <x que k < (log2) log(x). Alors,
m k m k
< (log2)’1og(x).
j=1 k=1 j=1 k=1
Cela implique que 3(x) = mr(x) + O(\/logx) lorsque x tend vers l’infini.
En modifiant la définition de 3(x) avec l’intégrale de Stieltjes. on obtient
3(x)
- log(2) ((2) - (2 - c)) + Z log(n) ((n) - (n -
2<n<[x]
f log(t)d + Z f log(t)t) = f iog(t)t)1<n< [x]
où c ejO, 1[. L’intégration par parties pour les iutégrales de Stieltjes implique que
[x I’(x)3(x)= I
J2 t(logt)- logz
Par l’approximation de la fonction ‘I’ vue au théorème 2.8.2, oi a que
3(x)= / 1 2dt+ x
J2 (logt) logx
où
/ C xe_c /c xeR(x)<C( I dt+ I
\J2 (logt)- log(x) ) (log2) log(2)
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pour x > 2. Donc, R(x) = Q(xe”) lorsque x tend vers l’infini. On fait le
calcul
r 1 + X +
J2 (logt)- logX J2 \ logtj logx
t txN fi ÎX1 2
=1——-— 1+1 —dt+ =1 —dt+—-—
\ logt 2! J2 logt logx J2 logt log2
et l’approximation de 7f est prouvée.
D
Cette approximation sera utilisée dans le chapitre 3 qui traitera de la propriété
d’universalité de la fonction
.
Chapitre 3
UNIVERSALITÉ DE LA FONCTION ZÊTA DE
RIEMANN
En plus de son lien avec la théorie des ilombres, la fonction zêta de Riemalln
possède mie propriété qui la rend intéressante en analyse complexe. La fonction
C est une fonction universelle sur le disqile ouvert centré en 3/4 et de rayon r, où
r < 1/4.
Propriété d’universalité : Soit f une fonction hotornorphe sur D(O, r), conti
nue et ne s’annutant pas sur D(O, r). Alors, pour tout e > O il existe un nombre
réel T tet que
rnaxf(z)_C(z++iT)<e.
Le but de ce chapitre est la preuve de cette propriété. C’est-à-dire que si f est
une fonction holomorphe sur le disque ouvert D(O, r), continue et saris zéros sur
le disque fermé D(O, r), alors il existe une suite de nombres réels {t}1 telle que
la suite de fonctions {C(z + 3/4 + it)}1 converge uiriformément sur le disque
fermé D(O, r) vers f.
D’abord, on note X = (X)p une famille de variables réelles indexées par un
ilombre premier. On convient que = (O)PEp, où est égal à j/4 si p est
le j-ièrne ilombre premier. On convient aussi que := (O, O, O,
...). On définit les
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fonctions çii par
i(z,X) := H (i — e2
pEM
où jI est un sous-ensemble fini de nombres premiers et z est une variable com
plexe. On convient aussi que Ii(z) : (jj(z,). Étant donné que la fonction
ne tient compte que des variables de X indexées par un élément de M, la
fonction (ji est simplement écrite (i(z, (Xp)pE]I). Si M et N sont des sous-
ensembles finis de nombres premiers tels que M C N, alors on convient que
j(z, (X)N) (;(z. (X)1).
La première section de ce chapitre aura pour but de montrer que certaines séries
a, d’un espace de Hilbert réel ont la propriété que
“Pour tout élément h de il existe un réarrangement de ta série q
converge vers h.”
Une telle série apparaîtra dans la preuve du lemme fondamental.
Lemme fondamental t Soit r E ]O, 1/4[. Soit f une fonction hotomorphe, conti
nue et ne s’annulant pas sur te disque fermé D(O,r). Alors, pour tout e > O et
pour tout yo > O il exzste un sous-ensemble fini iii de nombres premiers tel que
{p E P Yo} C M et max f(z) — j(z + 3/4, <e.
ZI<T
La preuve de ce lemme est le sujet de la deuxième section. La troisième sec
tion portera sur l’approximation de l’intégrale d’une fonction sur un ouvert de
[O, 1]’’ par des valeurs moyennes de cette fonction le long d’une courbe. Il s’agit
d’approximation de Kronecker. finalement, c’est dans la dernière section que sera
faite la preuve de la propriété de la fonction . Les références pour ce chapitre
sont [KV], [V$], [T2], [N], [BH], [B2], [C], [CK], [f], [H] et [L2].
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3.1. SÉRIES CONDITIONNELLEMENT CONVERGENTES DANS UN ES
PACE DE HILBERT RÉEL
Un espace de Hilbert réel est un espace vectoriel H sur R muni d’un produit
scalaire réel (., •) H x H —* R. De plus, on exige que H soit un espace normé
complet avec la norme induite du produit scalaire. Dans cette section, H sera
toujours un espace de Hilbert réel et . sera la norme induite de H.
On sait qu’une série réelle a.7 qui converge conditionnellement possède la pro
priété suivante
Propriété : Pour tout nombre réel a, il existe un réarrangement de la série
a, qui converge vers a.
Le but de cette section est de montrer que certaines séries de l’espace de Hil
bert réel H possèdent cette propriété. Énonçons le résultat voulu.
Théorème 3.1.1. Soit a, une série de H telle que:
1) UaH2 < go
2) Pour tout h H tel que hW 1, il existe un réarrangement de la série
Z tan, h) qui converge conditionnellement dans R.
Alors, pour tout h H, il existe un réarrangement de la série a. qui converge
vers h.
Le reste de cette section a pour but la preuve de ce théorème. Nous avons
besoin d’un théorème de séparation bien connu en analyse fonctionnelle. La réfé
rence pour ce théorème est [BH].
Théorème de séparation Soit X un espace vectoriel sur R muni de la norme
Si E est un sous-ensemble strict de X convexe et fermé (avec la topologie de
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ta norme x), ators pour tout x0 X \ E, il existe un e > O et une fonctionnette
linéaire continue f X’ tels que
f(x) f(xo) — e pour tout x E.
Un corollaire découle de ce théorème. Ce corollaire utilise le théorème de repré
sentation de Riesz. Le théorème de représentation de Riesz est aussi discuté dans
[BH].
Corollaire 3.1.1. Soit E un ensembte convexe et fermé de H (dans ta topolo
gie de ta norme 1). Si E H, alors il existe un e E H tel que IIe = 1 et
sup(x, e) < oc.
xEE
DÉMONSTRATION. Soit a un élément de H tel que a E. Par le théorème de
séparation, il existe un nombre rée] e > O et une fonctionnelle linéaire continue
f E H’ tels que f(x) <f(a) — e pour tout x E E. La fonctionnelle f ne peut être
nulle, car sinon O < —e. Par le théorème de représentation de Riesz, il existe un
e E H tel que f(x) (x, e) pour tout x E H. On remarque que e O. Donc,
pour tout x E E
e e
D
Voici un lemme d’approximation dans l’espace de Hilbert réel H.
Lemme 3.1.1. Soit une série de H vérifiant tes mêmes hypothèses que le
théorème 3.1.1. Alors, pour tout h E H et pour tout e > O, ii existe des entiers
61,
..., Ci E {O, 1} tels que
h— eflafl <6•
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DÉMoNsTRATIoN. Soit h E H et e > O. Par l’hypothèse 1), il existe un entier
m > O tel que a2 <e2/4 Soit
n=m
{ xnan E {m,m + 1, ...} et Xn E [o, ï}.n=m
L’ensemble T est convexe et fermé. Montrons que T H. Par contradiction,
supposons que 7 H. Par le corollaire précédent, il existe un e E H tel que
Ï et sup (x, e) < oc. Par l’hypothèse 2), il existe un réarrangement de la
X E Pm
série e) qui converge conditionnellement dans R. Soit {(aflk, e)}1 une
sous-suite des (an, e) positifs telle que la série (a7,k, e) diverge. Pour tout e > 0
il existe un entier N > 0 tel que ( afl, e) > e. On remarque que
k=m
taflk,e)= (nane)
k=m n=m
où X, est égal à 1 si n = rik et 0 sinon. La série finie Àa est un élément de
n=m
Pm. Il s’agit d’une contradiction, car sup tx, e) < oc. Puisque Ï = H, il existe
xEPm
un entier N E {m,m+1,...,N} et des )u ,N E [0,1] tels que
<.
iViontrons par induction sur N que si les Àm, ..., )p E [0, 1] sont donnés, alors il
existe des 6m, ..., e E {0, 1} tels que
N N 2 N
— ca <
n=rn n=rn n=m
Pour le cas où N 1 il suffit de poser e1 E {0, 1} tel que — 61 < 1. Sup
posons que les nombres
, ..., ÀN+1 E [0, 1] soient donnés. Par l’hypothèse
d’induction, il existe des Cm, ..., e E {0, 1} tels que
N N 2 N
- <aW2.
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Il reste à déterminer N+1 E {O, 1}. Posons CN+1 E {O, 1} tel que
(ÀN+1 CN+1) — e)a, aN+1) o.
Avec ce choix de + et en tenant compte du fait que P’N+1 — CN+1)2 1, on
vérifie que
N 2 N 2
— e)a + (ÀN+l
— 6N+1)aN+1 = — c)a +
2 (tn — e)a, (ÀN+1 — CN+1)aN+1) + (N+1 — CN+1)2WaN+1U2
7l=m
2 + aN+12 <
Ceci termine cette preuve par induction. Donc, il existe des ri,..., 6N E {O, 1} tels
que
h — < h — + ea — nan < + = 6.
fl771 fl7Ti flTfl fl?fl
D
Lemme 3.1.2. Soit une série de H vérifiant tes mêmes hypothèses que
te théorème 3.1.1. Alors, pour tout h E H it existe une permutation {nk}1 des
entiers naturets telle qu ‘il existe une sous-suite des sommes partiettes de ta série
afl qui converge vers h.
DÉivIONSTRATION. Soit h E H. Construisons la suite {nk}1. Posons n1 := 1.
Par le lemme précédent en considérant la série a,,, il existe un sous-ensemble
fini T1 de {2, 3,
...} tel que
h-ai-Zan <
Si 2 T1, alors on ajoute 2 à T1. Notons N1 := max{nn e Ti} et T1
{ n2, ..., n71}. En utilisant encore une fois le lemme précédent en considérant la
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série a, il existe un sous-ensemble fini T2 de {N1 + 1, N1 + 2,
...} tel que
h-a- <•
nTï nCT9
Si 3 Ø T1 U T2, alors on ajoute 3 à T2. Notons N2 := max{nn T} et
T2 {flmi+i, ..., n,2}. De la même façon, on détermine T3 et ainsi de suite.
D
Lemme 3.1.3. 1) Si h1,
...,
hy sont des éléments de IHI tets que h1 + ... + hN = O,
alors il existe une permutatzon {ni,
..., nAr} de {1, ..., N} telle que
In \1/2
max hnk < (hU2
1<rn<N
—
— k=1 \n=1
2) Si h1,
...,
h sont des éléments de H, alors il existe une permutation {n1,..., n}
de {1, ..., N} telle que
N 1/2 N
<( h2) + 2
DÉMoNSTRATION. 1) Construisons {n1, ..., nN} par induction. Posons n1 1.
Supposons ciue l’on a choisi n, ..., n, où 1 p N — 1, tels que
1/9
maX (Êhflk2)
Déterminons un p±1 {n1, n} tel que
in p+i 1/2
1+1 ( flkH)
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Par hypothèse d’induction, il suffit de choisir un np+l {ni, ...,n} tel que
2
UhH Choisissons n’importe quel n1 tel que
(z1lflk1lflP+l) .
Un tel n1 existe. Sillon, pour tout n {n1, ..., n} on a que (z kflk, > o.
On additionne les produits scalaires et on obtient que
fp tp p p 2
O
< (h, Z i) = i’ — Z 1lflk) = —
k=1 71k{T11 } J k=1 k=1
C’est une contradiction. Avec un tel choix de n+i et en utilisant l’hypothèse
d’induction,
2 p 2 p
Zkflk = Zknk +2 (zhflkYhflP+l) + h2 <
2) Posons hN+l
—
h,. Par 1), il existe une permutation {n,
..., n’} de
{1,
..., N, N + 1} telle que
m N+1 1/2 N 1/2
<( h2) <( h2) + kN+l
N 1/2 N
= ( hU2) + hnW.
Supposons que hN+1 soit égal à k. On enlève kN+1 à l’ensemble {k, ...,
On obtient la permutation de l’ensemble {k1,
..., kN}, où n est
égal à n si k < j et n est égal à n1 si k > j. Avec cette permutation,
2
max < ll1X + < t UkkH + 21<m<N k 1<rn<N+1 k N+1
—
— k=1
—
— k=1 \k=1 / k=1
D
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Le prochain lemme sera crucial pour la preuve du théorème 3.1.1.
Lemme 3.1.4. Soit Zan une série de H telle que
1)aU2<oo
2 Il existe une sous-suite des sommes partielles de ta série a qui converge
vers h E H.
A tors, it existe un réarrangement de ta série a qui converge vers h.
DÉMoNSTRATIoN. Soit S, := a la suite des sommes partielles de la série
00
a12 et 5k := a une sous-suite des S,. qui converge vers h. En appli
12=1 j=1
quant le lemme précédent à l’ensemble {aflk+1, ..., a,.1 }, il existe une permutation
{ ..., aflkl} telle que
nk+m / 0k+1 \ 1/2 12k+I
max < t a 2 + 2
l<m<nk+1—’nk I
Jflk+l \J=nk+l J 312k+l
1/’)
<( a2) + 2USflk+l - $flkIL3k+l
Cette dernière expression tend vers O lorsque k tend vers l’infini, car la sous-
00 00
suite des 5k converge et la série a,.W2 converge. Montrons que la série a
n=1 j=1
converge vers h. Soit k0 suffisamment grand pour que
0k +10
E E
max a <
— et H50 — hU < —2 ‘k 2
J=fl k+ 1
pour tout k > k0. Soit N un entier plus grand ciue n.0. Si k+1 N > 71k
alors
N N nk+m
< Za—S,.k +HS,.k—Ï1U< max a +<e.
l<fl1’(llk+l’flk 2121 12=1
Donc, la série a converge vers h.
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Nous pouvons maintenant montrer le théorème 3.1.1.
DÉMONSTRATION. Soit h E lHI. Par le lemme 3.1.2, il existe une permutation
{n}y des entiers naturels telle qu’il existe une sous-suite des sommes partielles
de la série afl qui converge vers h. Par le lemme 3.1.4, il existe un réarrange
ment de la série a qui converge vers h.
D
3.2. PREuvE DU LEMME FONDAMENTAL
Cette section est consacrée entièrement à la preuve de ce lemme. Il s’agit d’une
application très puissante du théorème 3.1.1. De plus, l’approximation sur la ré
partition des nombres premiers y sera utilisée. Rappelons le lemme fondamental.
Lemme fondamental : Soit r E jO, 1/4[. Soit f une fonction hotomorphe, conti
nue et ne s’annulant pas sur te disque Jer’mé D(0,r). Alors, pour tout e > 0 et
pour tout go > O it existe un sous-ensemble fini M de nombres premiers tel que
{p E Pp yo} C M et ma.x f(z) — i(z + 3/4, <e.
lzIr
Fixons e > O et Yo > 0. La continuité de f sur le disque fermé D(0, r) implique
qu’il existe un nombre ‘y > 1 tel que
‘y2r < 1/4 et max f(z)
- f () <e.
En effet, f étant uniformément continue sur l’ensemble compact D(0, r), il existe
un E ]0, r[ tel que f(z) — f(w) <e pour tout z, w E D(0, r) tel que z
— w <.
En considérant un ‘ tel que 2 < on remarque que z — z/’y < pour tout
z E D(0, r). Il suffit de considérer n’importe quel ‘y tel que
1 (1 r
‘y E Ii, min —,j i—à
Considérons la fonction f1(z) := f(z/’y2). Par les hypothèses sur f. la fonction fi
78
est holomorphe, continue et ne s’annule pas sur le disque fermé D(O, 72r). Il existe
une fonction holomorphe g sur le disque ouvert D(O,72r) telle que fi(z) eg(z)
sur ce disque.
Posons R r. Soit A9(D(O, R)) l’ensemble des fonctions holomorphes sur le
discyue ouvert D(O, R) telles que f HA2 < oc, où u est la norme
If HA2
(fL<RI
f(z)12d1dy).
Muni de cette norme, cet espace vectoriel normé est complet. C’est un espace
de Bergman. De plus, c’est un espace de Hilbert réel car la norme est induite
du produit scalaire réel
(f, 9)A : 11m (Re (f f <R’ f(z)dxdY))
où f,g A2(D(O,R)).
Voici un théorème reliant la convergence dans l’espace A2(D(O, R)) et la conver
gence uniforme sur les compacts du disque D(O, R).
Théorème 3.2.1. Si {f,}1 est une suite de fonctions de A2(D(O, R)) qui
converge vers J E A2(D(O, R)) dans ta norme ators cette suite converge
uniformément sur tes compacts de D(O, R) vers f. Réciproquement, si {f,}°1
est une suite de fonctions hotomorphes quz conveige uniformément sur te disque
D(O. R) vers f, ators ta suite {f}1 converge vers f avec ta norme II 142.
La preuve de ce théorème est faite dans les premières pages de [HI. Remar
quons que la fonction g restreinte au disque D(O, R) est un élément de A2(D(O, R)).
Soit la série ‘uk(z), où ‘uk(z) — log (i_ où l’argunient du loga
rithme est pris dans la branche principale. On sait que
3
—log(1—w)=
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pour tout w D(O, 1). Par le théorème ci-dessus, s’il existe un réarrangement
00 00
u,(z) de la série Uk(z) qui converge vers g(z) dans A2(D(O, R)), alors
j=1 k=1
le réarrangement Uk (z) converge uniformément sur les compacts de D(O, R)
vers g(z). Ceci implique que
m 7 ki/2 —1
fi(z) = limfJ - e
z+3/4)
j1 Pk
uniformément sur les compacts de D(O, R). En particulier, la convergence est
uniforme sur le compact D(O, r). Il existe un entier positif m assez grand tel que
P {p e <Yo} et
771 7
J1(z)_ll1_Z+3/4) <•
—
Pi
La preuve du lemme fondamental serait terminée. Nous n’appliquerons pas le
théorème 3.1.1 maintenant. Nous allons plutôt considérer la série de A2(D(O, R))
où
hk(z)
z+3/4
Pk
00 00
Vérifions que la différence h(z) := uk(z)
—
hi(z) est une série qui converge
vers une fonction de A(D(O, R)). Comme le stipule le théorème 3.2.1, il faut
montrer que cette série converge uniformément sur le disque D(O, R). Les termes
de cette série sont de la forme — log(1
— w) — w = w2(1/2 + w/3 +
...) où w est
égal à hk(z). Si z e D(O, R), alors
<2(x±3/4) <2(_R+3/4) et À < 1.
La fonction 1/2 + w/3 + ... = —w2(log(1 — w) + w) est bornée par une constante
M dans le disque D(O, À). En somme, nous avons que
M
— hk(z) 2(-R+3/4)
p’
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sur le disque D(0, R). Par le test-M de Weierstrass, la série
— hk(z))
converge absolument. et uniformément sur le disque D(0, R).
Pour montrer qu’il existe un réarrangement de la série v(z) qui converge
vers g(z) dans A2(D(0. R)), il suffit de montrer qu’il existe un réarrangement
de la série hk(z) qui converge vers g(z) — k(z) dans A2(D(0, R)). Montrons
que pour toute fonction G de A2(D(0, R)) il existe un réarrangement de la série
k(z) qui converge vers G dans A2(D(0, R)). Il suffit de vérifier que la sé
rie kk(z) satisfait aux hypothèses du théorème 3.1.1. En ce qui concerne la
première condition, on remarque que
(ii ()2 (R!2 H2)
t / \ 2\ / 2
t ,2t 1 \ \ 21 1jR
kRI+3/4] ] = rrR -R+3/4
et alors
irR
-2R+3/2 <oo
k=1 k=
Il faut montrer que la série 1i(z) satisfait la deuxième condition du théorème
3.1.1. C’est-à-dire que, pour tout E A2(D(0, R)) tel que = 1, il existe
un réarrangement de la série Z(hh, )A2 qui converge conditionnellement dans
R. Le reste de cette section sera entièrement consacré à la vérification de cette
deuxième condition. Cette vérification est séparée en 5 étapes. Nous utiliserons le
critère des séries alternées.
Critère des séries alternées Soit a une série récite. It existe un ré
n=1
arrangement de cette sérze qui converge conditionnettement si et seute’meTzt si te
terme générat a, de ta série tend veTs O lorsque n tend vers l’infini et s’il existe
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deux sous-séries de Za, l’une tendant vers +00, t’autre vers —oc.
Soit e A2(D(O, R)) tel que IIIlA2 L
Étape 1 Calculons la série Z(hk, )A2.
Commençons par le terme général de la série
(hk, )A2 % (e (fi <1 e_2p+3/4(z)dxdy))
= lim (Re (e_12 ff <R’
Posons
R’(t) := e_3t/4 ff edxdy,z
où t > O. On remarque que
(hk, )A2 = 11m (Re(e2AR,(logpk))).
La fonction ço est holomorphe sur le disque ouvert centré en O et de rayon R.
Supposons que
(z) :=
soit sa représentation en série de Taylor sur ce disque. Substituons cette repré
sentation en série de et celle de e dans la définition de AR’(t),
AR’tt) = e3t/4fJ (() (anzn)dxdY
=
e3t/4 fL<’ (_1)f1tf1fl1fl2dd
— nl=0rL9=O
œ 00
Les séries et a0z0 convergent uniformément et absolument dans
tout disque centré en O et de rayon R’. On intègre la série double terme à terme
00 00 1
AR’ (t) e3t/4
— t a2
.fL1 z012dxdg.
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Un calcul permet d’évaluer les intégrales de chaque terme de la somme
f
ff z’2dxdy =IIR’ O sin1n2
et d’écrire AR’ (t) sous forme de série simple
( j \m— D!2m
ARI(t) = uR!2e_3t/t a7IL(m+1)!
,n=O
oe [ 1 \rn—4rn
niFixons un t> O pour 1 instant. Considerons la serie de Taylor w
- (m+1)!
m—O
Le rayon de convergence de la série az est plus grand ou égal à R, c’est-à-
dire lim sup am/m < R. Il en découle que le rayon de convergence de la série
in— in
ni t 7
de Taylor m est l’infini, car
m=O
t ilim sup lim sup t O.(m+1)! R
On conclut que cette série de Taylor est une fonction entière. Pour t > O fixé,
R’(t) tend vers R(t) lorsque R’ croît vers R. Soit
ni
‘
A(t) rrR2e_3t/4 ) a(m+1)!
m=O
Posons
(—1)mRm
rn+1
et alors
A(t) R2e3t14 (tRr.
rn =0
On sait par hypothèse que
À tILIR’ (z)2ddy) 1.
Si on calcule (z)2 avec la représentation en série de Taylor de p, alors on obtient
7m \ 7oo ni ni
= (Zanz) (\Zanzi)
n=0 n=0 n1=0.12=0
$3
On a pu réarranger la série double de cette façon car la série az converge
absolument dans le disque D(O, R). De plus, la série converge uniformément sur
le disque fermé D(O, R’) et alors
00 00
JLRI
(z)2dxdy
=
‘2dxy.
D’après les calculs précédents,
00 R’2’2—
fLI<R
(z)2dxdy = am
+ 1’
et alors
/ 00 2D!2m\
lini I rrR’2 :z a0, ‘u 1.m+1
\ m=D
2 2
Vérifions que 11m R’2 = R2’. Pour cela, nous aurons beR’/R m+1 rn+1
m=O m=O
soin du théorème de convergence monotone. La référence pour ce théorème est
[L2j.
Théorème de convergence monotone : Soit {f0}1 une suite monotone de
00
Jonctions à valeurs réelles de L1([O, +ooD telle que ta suite {f fn(x)dx}
est bornée. Alors, ta suite {f1,}1 converge vers f presque partout et dans ta
norme de L1([O, +oo[).
Soit {R}1 une suite croissante de nombres réels positifs tendant vers R. Consi
cÏérons la suite de fonctions définies par
fR o: am IR si ni < <‘m + 1.
Cette suite de fonctions est monotone. Transformons la série des fR en intégrale
de Lehesgue
00 m+1 +00
J(m) = f f(x)dx = f fR(x)dx.n=O n=D 10 0
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Il existe un nombre réel R0 > O tel que pour tout R > R.o la série fR (m.) est
m=1
bornée par (R’(1+c). Ceci est dû au fait que 11m (R/2 fR/(m)) = 1. La
m=1
suite {f000fi(x)dx}°°1 est borilée. Les hypothèses du théorème de convergence
monotone sont satisfaites. Ce théorème nous dit qu’il existe une fonction f E
L1([O, +oo[) telle que
lim fR,jx)
= f() presque partout sur [O, +oc[
n+œ
et
(+00 (+00
lim / fj(x)dx= / f(x)dx.
n_+00 Jo Jo
On sait lim fR (x) = fRtx) sr [O. +oo[. 011 conclut que
n_+00
00 9 00
11m am R1200 = R2.
R’/R m+1 711+1
mr=0
Utilisons les /3m définis précédemment. On remarque que
122m 2
2_
_____
— /‘n? /-‘m
— 9(m+1)-
On a donc que
11R22(m+1)
= 1.
m=0
Ces calculs nous permettent de conclure que
O<mI2<1etImI < lpourtoutm > O.
rn=0
Finalement, on peut conclure cette étape en disant que
Z(hk, )A2
=
Re(e2A(log(p)))
où
A(t) 11234
m=0
avec la propriété que < 1 pour tout entier ni..
On voit que Re(e’/2A(logpk)) tend vers O lorsque k tend vers Pinfini. Il ne
$5
reste cluà construire les deux sous-séries du critère des séries alternées.
Considérons maintenant la fonction
F(u) Ê
m=O
La fonction F est entière, car /3, < 1 pour tout ni,> 1. Nous avons besoin d’un
lemme concernant cette fonction F.
Étape 2 : Montrons que pour tout > O, il existe une suite {u3}1 crois
sante tendant vers +œ telle que F(u) > e(l+2»Uj pour tout j 1.
Supposons qu’il existe un > O tel que F(u) < pour toute suite
{ croissante tendant vers +oo. On peut supposer sans perte de généralité
que E ]O, 1[. On peut dire que
e(hLF(n)I <e’.
pour tout ‘u > O. Si u < O, alors
00 00
m=O m=O
< e(»LeH = e51’.
Considérons la fonction
G(’u) :=
Par ce qui a été démontré,
e’ pour tout ‘u E R. (5)
Nous utiliserons le théorème de Paley-Weiner concernant les transformées de Fou
rier clans L2(R). Les références pour ce théorème sont [32] et [CK]. Il y a des
rappels sur les fonctions de type exponentiel dans le chapitre prélirnu;iaire.
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Théorème de Paley-Weiner : Soit O < A < 00. Alors, G E L2(R) et G peut
être hotomorphiquement prolongée à une fonction de type exponentiel de classe
E” si et seulement s ‘il existe une fonction g E L2G — A, A[) telle que
G(u) = f g(x)e’’dx
pour tout x E R. De plus, si g n’est pas identiquement nulle presque paTto ut dans
tout intervalle ouvert autour de A ou —A, alors G est de type exponentiel A.
Vérifions que la fonction G(u) définie plus haut satisfait aux conditions du théo
rème de Paley-Weiner. La follctioll G est dails L2(R), car par (5),
ocf G(u)j2du <J e2tdu < +00.J—oc
—cc
La fonction G(z) est de type exponentiel plus petit ou égal à 2 + c, car
= eF(z) <et11 Z <e(2+)IzI
rn=1
En particulier. G est de classe E3. Donc, il existe une fonction g E L2(] — 3, 3[)
telle que
G(n) = f g(x)edx.
Le théorème de Paley-Weiner nous dit même que
g(z) = *
f
G(u)e°du.
On peut montrer que la fonctioll g est holomorphe dans une bande horizontale
contenant l’axe réel. En effet, 011 considère la bande horizontale Im(z) < . Utili
sons les théorèmes 0.0.2 et 0.0.3 du chapitre préliminaire. La fonction G(u)e_t
est entière par rapport à z pour tout n fixé. Vérifions que l’intégrale coilverge
uniformément sur la bande horizontale Im(z) < r. où r < à. Par (5),
IG(n)ezlL) < G(n) eT et / IG(n) eHTdu < e(T0dn < 00
-cc
-œ
sur la bailde horizontale Im(z) <r. La convergence uniforme sur Im(z) <r pour
tout r < à implique l’holomorphie de g sur une bande horizontale contenant l’axe
réel. tant donné que g n’est pas identiquement nulle presque partout sur cette
bande, la fonction G est de type exponentiel 3. C’est une contradiction car G est
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de type exponentiel plus petit ou égal à 2 + . Ce qui prouve l’étape 2.
Soit un > O qui sera déterminé plus tard. Soit une suite {nj}0_1 avec les pro
priétés de l’étape 2. Posons
On peut supposer que x > 1 pour tout j > 1 et que — xj > 2 pour tout
i j. Considérons la famille d’intervalles {[x — 1, x + 1]}. Par les propriétés
de la suite {n}1, il existe une constante e > O telle que
IA(x) I = 7rR2e3’i/4F(xjR) > nR2e3xj/4e_ +2(xF ce_xj(3/4++2
Soit 1o > O tel que R + 20R + 3/4 < 1
—
Un tel 6 existe. Il suffit de prendre
n’importe quel o tel que O < o < (1/4 — R)/(1 + 2R). On peut choisir encore
plus petit pour que
(xj) > e3(l0).
pour tout j 1.
tape 3 : Montrons que pour tout j > 1, il existe un polynôme pj(x) de degré
plus petit ou égal à N1 = ([xi] H- i) tel que pour tout x E [x — 1,x + 1
(x) = Pj@) + o(e’)
lorsciue j tend vers l’infini.
Soit x E [x — 1, xj + 1]. Nous approximons (c) sur l’intervalle [x — Ï, x + 1]
par le polynôme
pj(i) nR2 ( (_347) ( (R)rn).711 0 rn 0
Faisons quelcyues approximations pour montrer que la différence A(e) —p()j est
plus petite que Ce pour j assez grand. Bien sûr, il ne faut pas ciue la constante
C dépende de j. Remarquons que x < j + 1 <N + 1 <N2 + 1 et R eJO, 1/4[.
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Sur [x — 1, cj H- 1], nous avons que
- (])rn (xR)N2 (R)m13m
____
_____ ____
m=N2+1 I m=N+1 rn=O
/
rn!
— (N2)! /
(R)2 xR <6(1R) NN2eN
<e
= (N2)! — (i2)! — (N2)!
La dernière inégalité provient du fait que
(XR)N2 < ((N + 1)R)N2 <(2RN)N2 <NN2
On sait que
(N2N2
(N2)! = N2N2
- (N2)!
Pour j assez grand, nous avons la majoration
—(xR)’’I < e 2 ee_2N <ee_2Xi. (6)
m_T2±1 Ini!
I— NN
Pour tout x dans l’illtervalle [x — 1. x
—
1],
‘(3x/4)m
(3/4) (3r/4)N2 QQ
ni! ni! — (N21
(3x/4)m
mN2+i m=N2+1 m=O
Comme à l’inégalité (6), il existe une colistailte positive a2 telle que
*(_3x/4)h1
<a2e2. (7)
ni! I
rn=N2+1 I
De pius,
IN2 I
(XR) <xR (8)
ni!
m=O I
En utilisant (6), (7) et (8), pour j assez grand
/3m
- 3x/4)l N2
<R2 (xR)’
—
H
ni! ni!
m=1V2±1 iï=N2+1 rn=O
nR2 —3x/1 2x— a1e e + R2a2ee_2x3 Ce
pour tout r [rj
— 1, aj + 1]. L’étape 3 est prouvée.
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Étape 4 : Il existe des constantes A et C > O telles que pour tout j assez
grand l’intervalle {x — 1, x + 1] contient un sous-intervalle Ti de longueur plus
grande ou égale à C/N8 tel que
Re((x)) Ae° pour tout x e
ou
> pour tout x e Tj.
Soit l’intervalle [xj — 1, cj + 11. Nous avons vu que A(xj)I > e0)xj. Il y a
deux possibilités
Re((x))> e_ 0)r3 ou Im(()) > e_(1_j.
Supposons sans perte de généralité que Re(A(x)) > Par l’étape 3,
on sait qu’il existe une constante C ù ]O, 1/\/[ telle que pour tout j assez grand
max < Ce.
xEtxj—i,+1)
Donc, pour j assez grand
Re(p(x))
— Re((x)) — Re(p(x)) C*e_0)xj
où C := (1/)
— C.
Montrons l’étape 4 pour le polynôme p, c’est-à-dire, il existe un sous-intervalle r
de
— 1, x + 1] tel que Re(p(x)) C1et1° sur Tj et la longueur de Tj est
plus grande ou égale à C2/N3. Les constantes C1 et C2 ne doivent pas dépendre
de j. Soit
max
xE[xj—1,xj+1]
et
tel que
=
M.
On sait que M > C*e_(l_0)x3 pour tout j assez grand. Soit x un élément de
l’intervalle — b/2, + b/2], où le choix de b reste à déterminer. Saris perte
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de généralité, on suppose que x > x. Un tel x satisfait à
Re(p(x)) Re(p()) - Re(p())
-
Approximons Re(p(x))
— à l’aide d’un résultat de la théorie de l’ap
proximation. Ce théorème découle de la qualité des approximations des polynômes
de Chebyshev. La référence pour ce théorème est le livre [C].
Inégalité de Markov Soit P un potynôrne de degré n à coefficients réels.
A tors,
max P’(x) < n2 max P(x).
xC[xo—1,xo±1] — xE[xo—1,xo±1]
Cette inégalité nous permet d’écrire que
Re(p(x)) - Re(p(x)) f (Re(p))’(t)dt < f(N4)Mdt <
Donc,
> — N8lW = (1 — N8) iii.
En posant b 2(1 — C*)N_s, on obtient que Re(p(x)) C*e_(l_50)xj sur
— b/2, + b/2].
Maintenant on peut montrer l’étape 4. Par l’étape 3, pour j assez grand,
max pj(X) — A(x) <Ce_50)x3
xE[x3—1,x+l1
où C < C*. Alors, IRe(A(x)) (C — C)e_(l_0)xi sur r pour j assez grand. La
démarche est la même si Irn(A()) > Ae’°’. L’étape 4 est prouvée.
tape 5 Déterminons une sous-série de Re(e2A(1og(pk))) tendant vers
+oo et une autre tendant vers —oc.
Considérons l’ensemble des entiers positifs k tels que log(pk) E r pour un certain
j. Notons cet ensemble A. Soit A+ l’ensemble des k E A tels que k Omod4
si Re(A(w)) > sur r ou k lmocÏ4 si Im(A(r)) > sur
91
Tj. Soit A_ l’ensemble des k A tels que k 2mod4 si Re(A(x)) > Ae’°
sur r ou k 3mod4 si Irn(A(x)) > Ae_(l_0)xi sur Tj. Il faut montrer que
Re(e2(1og(p))) +œ et Re(e2(log(p)))
—oc.
keA keA_
Montrons que Re(e72A(Jog(p))) +œ. Par l’étape précédente, on re
kA
marque que iour j assez grand et pour k A± tel que log(pk) e
Re(e2A(log(pk))) >
et alors
Re(e 27lk/2(1og(p))) >
kEÀ i kEA,1og(pk)Er3
Estimons le nombre de nombres premiers pk tels que log(pk) e Tj et k nmod4
(n = 0, 1, 2, 3). Le nombre à estimer est égal à (i(e’3) — rr(ea)). Supposons que
r est de la forme [ce, a + ]. Par l’approximation sur la répartition des nombres
premiers vue au chapitre 2,
e°
— f + o (e’3e)
7 cj3
>(e
—e’) +01—
—
Il existe une constante c1 > O telle que
— 1) ee’3(e’3) —n(e) > + cy.
— e
On sait que e’3 > e’3 — 1 > 3. L’étape 4 nous dit que , qui est la longueur de r,
est plus grand que pour j assez grand. De plus, c >
— 1 implique que
e > exie_l. En réunissant ces inégalités, on obtient que
— (e) B ( ± /3 + ( ± /3)
cr3 t 1 N exa t 1 N B e t 1>3—I >3—l
—
j + 1) — .x x + x] 2
Donc.
Re(e 2(log(p))) ? ZAe(l0)x3 >
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Cette série tend vers +00. Donc, la série Re(e_i7tk/2A(log(pi.))) +00 et on
kA
montre de la même façon que = —oc. Ce qui prouve
kA_
l’étape 5.
La série (hk. )A2 converge conditionnellement. Ceci termine la preuve du
lemme fondamental.
3.3. APPROXIMATION DE KE0NECKER
Cette section concerne les courbes : [O, oo[ —* RN qui approximent toute
intégrale f0F(xi, ...,xN)dxl...dxN, où C [O, 1]N désigne l’hypercube de RIv,
par des valeurs moyennes de Fo7 sur [O, œ[. C’est-à-dire, existe-t-il des courbes
: [O, +oo[—* RN telles que
lim
lfT
= f F(xl,...,xjv)dxl...dxArTœ o c
pour toute fonction F intégrable de Riemann sur C et périodique de période 1
en chaque variable? Un théorème répondant à cette question sera utilisé dans la
preuve de la propriété d’universalité de la fonction à la section suivante.
Pour E RN et E un sous-ensemble non-vide de R’, on dit que appar
tient à E modulo 1 s’il existe un ZN tel que
— e E. On note cette
relation par e Emodl.
Théorème 3.3.1. Soit n, 2s c des nombres réels Q-tinéaireme’nt indépen
dants. Sozt ta courbe ‘y : [O, +œ[— RN définie par
‘y(t)
où5 := (ci,ci2, ...,cN). Pourto’utefonctionf e C(R” R) périodique de période
1 en chaque variable,
fT f(7(t))dt f f()&i:i...dx.
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Pour montrer ce théorème, exprimons f sous forme de série de Fourier. Rap
pelons que la série de Fourier d’une fonction f : RN — R est donnée par
+ +œ
ce1x
OÙ (xi ,...,xN), = (ni, -., nN) et
=
nx est le produit scalaire usuel
de RN De plus, si la série de Fourier converge vers f, alors les coefficients sont
donnés par
C (2u)N f2 f2 f()edxl...dxN.
Rappelons un théorème sur la convergence d’une série de Fourier vers f. Les réfé
rences sont [T].
Convergence des séries de Fourier La série de Fourier d’une fonction f
continûment différentiabte par morceaux de période 2n en chaque variable converge
un?formément et absolument vers f.
Montrons le théorème 3.3.1.
DÉMoNsTRATION. Soit f C00(RN.R) périodique de période 1 en chaque va
riable. La fonction f () satisfait aux hypothèses du théorème de convergence
des séries de Fourier. La série de Fourier de f est
+00 +00
f () = ...
‘1 —0O 0N00
où
= f ... f f()e2’cÏxi...dx1v.
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La convergence uniforme de la série de Fourier nous permet cette intégration
terme à terme
1T
f((t))dt = c + c
1T
e2it)dt.
EZN \{}
Les nombres ct, c9, cA sont Q-linéairement indépendants. Ceci nous assure
que • si . On calcule l’intégrale lorsque O
1 rT e27riTi7
— 1
—
____________
T o 2rrTii
Cette valeur moyenne telld vers O lorsque T telld vers l’infini. Le théorème est
prouvé, car
i jT f((t))dt c f f()dxl...dxN.
D
Ce théorème ne répond pas à la question posée au début de cette section. Il
le fait pour des fonctions de classe C°°. Nous voudrions un théorème semblable
pour des fonctions intégrables de Riemann seulement. Le prochain théorème sera
utile à la prochaine section.
Théorème 3.3.2. Soit ‘y une courbe définie comme au théorème 3.3.1. Soit D
un sous-ensemble connexe et mesurable au sens de Jordan de RN tel que D C G.
Soit F te volume de Jordan de D. Définissons
ET {t e ]O,T[7(t) Dmodl}.
Alors,
lii;i mes(ET) = F.
r— T
Expliquons ce qu’on veut dire par mesurable au sens de Jorclan. Soit E un
sous-ensemble borné de RN. Un parallélépipède ouvert P =]ai, b1[x
... x]aN, bN[ a
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un volume égale au produit fl(b — ai). Notons V(P) le volume de P. On peut
aussi calculer le volume d’une famille finie de parallélépipèdes ouverts {P}L1 et
note ce volume V (û pi). L’ensemble E est mesurable au sens de Jordan
inf{V(UPi)UPiDE}sup{V(UPi)UPiCE}=m<+oo
Dans ce cas, le nombre ru est le volume de Jordan. Voici une caractérisation
des ensembles mesurables au sens de Jordan qui sera utilisée.
Caractérisation : Soit E un sous-ensemble borné de RN. Alors, E est mesurable
au sens de Jordan si et seulement si pour tout e > O il existe deux familles de
paraïtétépipèdes ouverts {P}L1 et {P’}1 teltes que
n m m n
U CInt(E)CCUPj’et V(UP\UP) <e.
Les références pour cette caractérisation sont [N] et [FI. Nous pouvons montrer
le théorème 3.3.2.
DÉMoNsTRATIoN. Soit un nombre e > O arbitraire. Il existe deux familles de
parallélépèdes ouverts {P}j et telles que
Uc1nttD)cc U/c]_11[NetV(UI\U)<e.
jJ’ jEJ” jE J” jEJ’
Posons A : U et B : U P. On sait qu’il existe des fonctions et X2 de
jE]’ jE J”
classe C(RN, R) telles que O < 1, 0 < X2 < 1, () est égale à 1 si E A
mocll, O si E C \ D modi et X2(x) est égale à 1 si E D mocli, O si E C \ B
mocil (voir les partitions de l’unité clans [L2]). Soit la fonction x définie par x()
est égale à 1 si
. E D modl et O sinon. Ou voit que O < Xi X X2 < 1 sur RN
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Remarquons que
7nes(ET) / y(t))cÏt.
Jo
Par le théorème 3.3.1 et le fait que V(B \ A) <e,
,
îT
lim
— / Xi(7(t))dt = / x1()dx1...dx1v I xi()dxi...dx1vTœTj0 Jc JA
et
f x()dxi...dxv — f X()dxl...dN — e
1 fT
X2(7(t))dt
= f X2t)iN = f x2()dl...dxN
= L\DXH +fX2()dXi...dXN < f x()dx;...dxN+e.
Comme Xi X X2, il en est de même pour les valeurs moyennes
‘f <mes(ET) f 2(7(t))dt.
En laissant T tendre vers l’infini, on a que
lim mes(ET)
— f ()dx1. ..dxN <e.T—œT C
Le nombre e étant arbitraire, le théorème est prouvé.
D
Voici un théorème répondant à la question posée au début de cette section.
Les références pour ce théorème sont [HE] et [KV].
Théorème 3.3.3. Soit y une courbe définie comme au théorème 3.3.1. Alors,
lim
fT
F(7(t))dt
= f F()dxy...dxNT—+ooT C
pour toute fonction F intégrable de Riemann sur C et périodique de période 1 en
chaque variabte.
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Le dernier théorème de cette section est une généralisation du théorème 3.3.1
aux familles de follctions. Nous vérifions que la limite de ce théorème est vraie
uniformément par rapport à une famille de fonctions. Cependant, certaines condi
tions s’imposent sur cette famille de fonctions. Rappelons quelques définitions
concernant les familles de fonctions continues.
Soit E un sous-ensemble de RN et Q une famille de fonctions continues sur E
à valeurs complexes. La famille Q est équicontinue en i5j E E si pour tout
e > O il existe un 6 > O tel que
—
f(a) < e pour tout f E Q et pour
tout E E satisfaisant i — < 6. La famille Q est dite équicontillue sur E si
elle l’est en chaque point de E. La famille Q est uniformément bornée sur E
s’il existe une constante M > O telle que f() < M pour tout f E Q et pour
tout E E. La famille Q est précompacte sur E si pour tout e > O il existe
un nombre fini de fonctions fi f, de Q telles que pour toute f E Q il y a au
moins une fonction f telle que sup f()
— f( < e. Nous pouvons relier ces
fE E
définitions par un théorème.
Théorème d’Arzéla-Ascoli : Soit E un sous-ensembte compact de RN et Q
une famille de fonctions continues sur E à valeurs complexes. La famille Q est
précompa etc sur E si et seulement si elle est équicontinue et uniformément bornée
sur E.
La référence pour ce théorème est [L2]. Nous utiliserons ce théorème pour mon
trer une généralisation du théorème 3.3.1 aux familles de fonctions. Bien sûr, ce
théorème sera utilisé dans la prochaine section.
Théorème 3.3.4. Soit ‘y une courbe définie comme au théorème 3.3.1. Soit D un
sous-ensembte fermé et mesurable au sens de Jordan de RN tel que D C. Soit
QD un ensemble de fonctions continues sur D à valeurs complexes. Si la famille
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QD est uniformément bornée et équicontinue sur D, ators
11m f f(7(t))dt = f f()dxi...dxT—+ooT ET D
uniformément par rapport à f E D.
DÉMONSTRATION. Pour toute fonction f e Q, on considère le prolongement
périodique de f donnée par fW) O si e C \ D modi et f( = f() si 7 e D
modi, où ± est un élément de D et — E Z1v. Par le théorème d’Arzéla-Ascoli,
la famille D est précompacte. Montrons que pour tout e > O il existe un T0 > O
tel que
<
pour tout T > T0 et pour toute fonction f E . Soit e > O. Par définition de
famille précompacte, soient fi,
..., f. E 2D telles que pour toute f e il existe
une fj telle que sup f() — f()) < e/3. Par le théorème 3.3.3 appliqué à chaculle
eD
des fonctions fi,.... f,, il existe un T0 > O tel que pour tout T > T0 et pour tout
j=’,»n
fDLo)1N - TJE
J3t7t <
Vérifions que ce T0 est bien celui recherché. Soit f e Q. Si f est telle que
slip f()
— f( < e/3, alors
fD
-f f(7(t))dt ff -fidxl...dxN
+ fD
f()di ... - L f(7(t))dt + fE f((t))dt - L f(7(t))dt
<fdxi...dxN++fctt=6.
Le théorème est prouvé.
LI
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3.4. PREuvE DE LA PROPRIÉTÉ D’UNIVERSALITÉ
Le but de ce chapitre est la preuve de cette propriété. Rappelons que r est un
nombre de ]0, 1/4[.
Propriété d’universalité : Soit f une fonction hotomorphe sur D(0, r), conti
nue et ne s’annulant pas sur D(0,r). Ators, pour tout e > 0 il existe un nombre
réel T tel que
r
max f(z)—Cz+—+zT) <e.4
Nous avons besoin d’un autre lemme pour la preuve de cette propriété. La preuve
est faite dans [T2].
Lemme 3.4.1. Soit f une fonction holomorphe sur te disque fermé D(zo, R). Si
ffD(zo ‘R)
alors pour tout R’ E 10, R[
max f(z)
<
Soit e > 0. Comme à la section 3.2, il existe un nombre réel -y > 1 tel que
2r<1/4et maxJ(z)_f(%) <.
Considérons la fonction •fi(z) f(z/y2). La fonction fi est holomorphe et ne
s’annule pas sur le disque fermé D(0, 7r). On remarque que
max f(z)
— C(z+3/4+iT) <max f(z) — Ji(z) +max fi(z) — (z+3/4+iT).
IzIr
Le problème revient à montrer qu’il existe un T E R tel que
1
e
max fi(z)-Cz+-+zT) <
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Si on montre qu’il existe un T> O tel que
ff f1(z) — (z + + iT)
2 62nr2(7 — 1)2
=
z<yr 4 4
alors, par le lemme précédent,
1 3 •‘\ emax fi(z)—C z++zT <_
En somme, la preuve sera terminée si on montre qu’il existe un T> O tel que
If Ji(z)_C(z++iT)dxdY<ei.Iz7r 4
Posons R := r. Par le lemme fondamental, il existe un sous-ensemble fini M de
nombres premiers tel que {p e 1Pp Yo} M et
t 3—’\
___
fi(z)—Ciiz+9o)
<4Jf
Le nombre réel positif Yo sera déterminé plus tard. La fonction CM dépend des
variables z et (X)CM. Soit B B((9°)?EAI, 1/4) la boule ouverte de RlM
centrée en (°)pEM et de rayon 1/4. On remarque que la fonction CM est continue
sur D(0, R) x. Donc, la fonction CM est uniformément continue sur cet ensemble.
Il existe un S E ]0, 1/4{ tel que tous les éléments (z, (XP)PEJVI) et (z’, (X)r) de
D(0, R) x satisfont
CM (z + , (XP)PEM) — (z’ + , (X)CA)
<4
si z — z’ < S et — S pour tout p e M. En utilisant ce fait et le lemme
fondamental, on peut dire qu’il existe un S e 10, 1/4[ tel que
ax fi(z)
-
CA/I (z + , (xP)PM)
<2
(9)
si X — < pour tout p E M. Soit D l’ensemble des (X)EAJ tels que
— 6° <5 pour tout p E M. Les éléments de D satisfont l’équation (9).
On définit
(T) ( log(p)) =
OÙ T est un nombre réel. On remarque que
Ci (z+(r)) =CJ (z++ir,).
‘o’
Si (&3(r))?j’ Dmodl, alors
t 3 N JTfi(z)
— CI/I + , (t9P)PEAJ)
< 2R/
Utilisons l’inégalité a + b2 < 2a2 + 2b2, où a et b sont des nombres complexes.
Cette illégalité est un cas particulier de l’inégalité de Cauchy-Schwarz dans C2
avec les vecteurs ta, b) et (1, 1). Elle implique que
ff fi(z) - (z++iT)2dxdY4
On doit montrer qu’il existe un T> O tel que
Considérons
AT
T L (If I<R CM + + iT, — + + 2 dd dT,
où
ET {r E 12,T[(0p(T))pEi e Drnodl}.
Estimons lIT lorsque T tend vers l’infini. Soit Q {p e IPp < c}, où o est un
nombre réel à déterminer tel que c > max M.
Par le cas particulier de l’inégalité de Cauchy-Schwarz utilisé précédemment, on
a que
lIT L (1f <R CM (z + + iT, — C (z + + iT, 2 ddY)
+ f (ff C (z + + ir, — ( + + iT) 2 ddY) dT.
Soit
:=
.L1 (fL<RH (+ +iTO) —Cq (z+ +iTO)dXdY) dT
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et
$2:=f (ff Q(z++iT) _(z++iT)2ddy)dT.T ET z<R 4 4
Donc, AT < 23 + 232. Nous allons estimer $ et S2.
Estimons $. Par le théorème de Tonelli-Fubini,
= f! <R (T L c (z + , (r)) - q ( + , 8(T)) 2 dT)
Appliquons le théorème 3.3.4 à l’intégrale entre les paranthèses. Soit la courbe
(log(pi) log(p2) 1og(p))
‘\
:= j T, T, ..., T J2E 2n j
où T est une variable réelle. Les nombres réels log(pi) log(p2) 1og(pr(<) sont Q-
linéairement indépendants. Soit D* l’ensemble des variables (X)Q telles que
— <6/2 pour tout p E M et X E [0, 1] pour tout p E Q \ M. L’ensemble
D* est un sous-ensemble fermé et mesurable au sens de Jordan de R. On
définit une famille de fonctions sur D* par
:= j (z + , (X)) — (z + , (xP)PEQ)
2
pour tout z E D(0, R). Appelons Q cette famille de fonctions continues sur
à valeurs complexes. Vérifions que la famille Q satisfait aux hypothèses du théo
rème 3.3.4, c’est-à-dire qu’elle est uniformément bornée et équicontinue sur D*.
La famille Q est uniformément bornée sur D*, ca.r pour tout g E Q et pour
tout (XP)l,Eq E D*
9
/ —2iX / —2iX \
II i — pz+3/4)
— II i — pz+3/4)
pEJE pEQ
( (_, ) (i_ ))pEJI pEQ
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La famille Q est équicontinue sur D*, car la follction h(z, (XP)PEQ) gZ((X)EQ)
est uniformément continue sur D(0, R) x D*. Par le théorème 3.3.4,
1
lim
— g(7(r))dT
= I ... f gZ((X)EQ)dXl...dX?) (10)T—+oo T LT D*
uniformément par rapport à z. On remarque que
(z + , x)
= CM (z + , x) CQ\M (z + , x).
Ceci implique que
I...I Cq (z + , (XP)PEQ) — CM ( + , (XP)PEQ) 2 dXp1...dX)
=I...I CMt + , (X)eq) 2 (z + , (XP)CQ) — 12dXpl...dXp).
Par l’équation (9), il existe une constante e > O telle que
i (z + , (X)CQ
2
< max fi(z)
+ 2
j IzI<R
pour tout (XP)PEQ D. On obtient l’inégalité
Tf (z + (xP)PCQ) — CM (z + (X))
2
2
D*
Q\M (z + , (XP)PEQ) — dXdX<maxfi(zH+c f .f ChzR
Remarquons que la fonction Cq\M (z + , (XP)PEQ) — 1 est une série de Dirichlet
à plusieurs variables. En effet, si Q \ M = {p, ...,pj}, alors
CQ\f (z + , (X)Q) — 1 = t e
œ /
_27ri(n1XPi+...+nXPi))
n=1 fl1+...+flqfl
(pl...p)z+3/4
et
2 —rni)Xp, +...+(nq—mq)Xpj
CQ\M (z + (x)) 1
— Z (p1...p)z
•••j
rn1 rnq
Cette série de Dirichlet à plusieurs variables ne dépend que de X .
.
.X et alors
2I C “ TL. Q\M + ,
2
= IM f f Ci (z + , (xP)PEQ) — (11)
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On calcule que
J e23m3J dX = si flj mi.1 fo
En intervertissant les sommes et les intégrales dans l’équation (11), on a que
2f’.. f Q\AI ( + , (Xp)pQ) —
n=1 (ni+...+nq=n iq )
+3/2
— nyo
1 )
< 2x±3/2 2R+3/2— (‘l’ j12x
p00 1 1J t—2R+3/2 = -2RYo Yo
Finalement,
f L. ( + , (x)) — (z + , tx)c) 2
2 1Mi n;ax f,(z) + c
IzIR I —I Yo
2R+1/2(1/2
— 2R)
Par (10), nous avons l’estimé
$QQIM 2y0 R+1/2)
lorsque T tend vers l’infini. Fixons Yo de sorte que
2$, < IM,
pour T assez grand.
Estimons $2. Par le théorème de Tonelli-Fubini,
/ 1 f (z + + iT)
— Q (z + + iT,)
2
d) ddy.$2=ffJ
Fixons un point z1 = x +iy du disque fermé D(0, R). Estimoils l’intégrale entre
les parenthèses. D’abord, en faisant le changement de variable T, T + y,,
TIET (++) — (zl++iT2dT
1 CTI / 3<—I
— T ]2
+ + iT) — (1 + + T, ) 2
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1yi+T 3 f’ 3
C(xi+—+iTi)—CQ(x1+—+iT1,) UT1.T jy+2 \ 4 j 4 J
Par la formule explicite de la fonction dans le demi-plan Re(z) > O vue à la
section 2.2, la fonction ( est symétrique par rapport à l’axe réel dans la bande
critique, c’est-à-dire que CQi) = ((w) dans la bande critique. Il en est de même
pour la fonction (q(w, ). Cette propriété implique que
1ryi+T 3 t 3
Cfxl+—+iT1)—Q(xi+—+iri,) dr1
‘ yy+2 \ / 4 J
1 yl+T 3 2
fYl_T(4)(4)
UT1
2(yy+T) 1 çi+T / 3 . / 2
T 2(yl+T)]Y1T X1++z)_Qx1 +ZTi0] Ur1.
Il existe une constante G> O qui ne dépend que de R telle que
1 — 21_tx1n1+314)2 > c’.
En introduisant cette dernière inégalité dans l’intégrale, on obtient que
± T) f’ (Xi + + iTl) — Cq + + ji, 2 dr1
2(yl±T)fYIT1_ 2(Xl++Tl) (Xl++ZTl) _CQ(x1±±iTl)2UTl.
En se référant à l’exemple 1.3.1, la fonction (1 — 21j(w) est égale à la série de
—
Dirichlet dans le demi-plan Re(w) > 0. Calculons (1— 2’jq(w, )
sur ce même demi-plan. Nous avons que
7r(c)
—1
(1- 2)CQ(w,) - (1_21) ( - - (1- 21w)j1 Vj>ir() v (n)=O
n+ 1
—
n’a’
—
(2n)w
—
Vj>7r(cr) e (n)=O Vj>ir() v (n)=O Vj>ir(Q) (n)=O
En somme,
(1 — 21_1+T1)) ( (1 + + iTl) — ( + + iTlO)).
— Z
(_j)n+l
—
j>?r(c) v (n)O
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(_1)n+1
Considérons la série de Dirichiet
. Cette série définit une
J>7r(a) v, (n)#O
fonction holomorphe dans le demi-plan Re(z) > 0. Par l’exemple 1.5.1, elle est
d’ordre fini dans le demi-plan fermé Re(z) > a, où 1/2 < a < x1 + 3/4. De plus,
1 CY1+T
2(T + Yi) J (Ï — 21_n1)) ((a + ir1) — CQ(a + iTi,O)) 2 dTyyy—T
1 yl+T z (—l)’’+’\ (
(_1)n2+1\
2(T + Yi) fy1—T 7i J \i>() vp(n2)O ) d1.a+irl I a—T1
(12)
On calcule que
1
y;+T (_i)fl;+1t2+2 f O si n1
T—+ 9(T + Yi) f a±Tl a-ZTlim
—yi —T ‘i 2
La limite lorsque T tend vers l’infini de (12) est la série convergente
1z
j>7r() vp(ni)O
Par le théorème 1.5.2, la valeur moyenne
1 cyi+T1 2 21 7 3 2
2(y + T)
_y1T
c + +
— (Q (1 + + iTl) dT1J “—
______
tend vers
1 1
2(—R+3/4)
j>7r() vp(ni)O j>7r() vp(ni)O
lorsque T tend vers l’infini. Pour T assez grand,
2c .T’ 2
2T T
1 5iMI
<C Z 772(-R+3/4) +
j>ir() v(n)O
On pose un c assez grand tel que
1
72(—R+3/4) < rJ?239Cj>ir(c) vpj(n)O
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Avec ce choix de c,
fi_
9(Zl±+ir) k
(zi ++)
_
(zi ++ir)2dr
____
<Jii
quel que soit z D(O,R). On conclut que
232
pour un T assez grand. En combinant les estimés de S et $2, pour T assez grand,
on a que
AT
Par le théorème 3.3.2, lim / Ur = ML Finalement, il existe 1111 T> O tel
T—+œ T JEr
que
fL<R(4)’(4’4
et alors
/[f fi(z)—((z+—+iT dxdy<ei,
JJIzIR \ 4 1
ce qui termine la preuve de la propriété d’universalité de la fonction Ç
CONCLUSION
Nous avons montré que la fonction zêta de Riemann possède la propriété
d’universalité sur un disqile fermé de la bailde critique. Peut-ou en dire plus?
La réponse est oui. Bagchi a montré dans les années 80 que la fonction zêta de
Riemann possède la propriété d’universalité dans n’importe quel sous-ensemble
compact et simplement connexe de la bande verticale 1/2 < Re(z) < 1. Il moiltre
cette propriété pour une certaine classe de séries de Dirichiet. De plus, il y aurait
un lien entre l’universalité et l’hypothèse de Riemann. Le lecteur qui veut en sa
voir plus peut consulter les références [BB] et [LI.
Je crois qu’il est très pertinent de rechercher des séries de Dirichlet qui pos
sèdent cette propriété. Les exemples de fonctions possédant une telle propriété
sont plutôt rares.
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