La réalité augmentée appliquée au patrimoine culturel:une taxonomie by Gilson, Audrey
Institutional Repository - Research Portal
Dépôt Institutionnel - Portail de la Recherche
THESIS / THÈSE
Author(s) - Auteur(s) :
Supervisor - Co-Supervisor / Promoteur - Co-Promoteur :
Publication date - Date de publication :
Permanent link - Permalien :
Rights / License - Licence de droit d’auteur :
Bibliothèque Universitaire Moretus Plantin
researchportal.unamur.beUniversity of Namur
MASTER EN SCIENCES INFORMATIQUES









Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.




La réalité augmentée appliquée au patrimoine
culturel : une taxonomie
Audrey Gilson
Promoteur : (Signature pour approbation du dépôt - REE art. 40)
Bruno Dumas
Mémoire présenté en vue de l’obtention du grade de
Master en Sciences Informatiques.
Remerciements
J’adresse mes remerciements à toutes les personnes ayant facilité la réalisation
de ce mémoire, à commencer par le professeur Bruno Dumas, pour sa disponibilité et
ses précieux conseils m’ayant guidée dans ma réexion tout au long de la rédaction
de ce travail.
Je tiens également à exprimer ma gratitude à toutes les personnes rencontrées
au cours de ce parcours scolaire et particulièrement à Caroline, Thomas et Olivier
pour la motivation qu’il ont su m’apporter au quotidien.
Ma reconnaissance va également à Damien, pour son soutien indéfectible,
bien au-delà de ce mémoire.
Résumé
La réalité augmentée est présente et se développe dans de nombreux domaines,
y compris dans le domaine culturel et artistique. Si de nombreuses taxonomies ont
été développées pour la réalité augmentée, peu sont dédiées à l’application de cette
technologie dans la valorisation du patrimoine culturel. Ce travail a donc pour objec-
tif d’en développer une, axée plus précisément sur ce qu’apporte la réalité augmentée
aux visiteurs de musées, galeries ou sites historiques. Après avoir exposé les taxo-
nomies existantes et présenté de manière structurée les apports identiés dans la
littérature, une taxonomie sera développée. Celle-ci est basée sur cinq dimensions :
l’immersion, la personnalisation, la (re)construction virtuelle, la communication et
l’inclusion. Un classement et une analyse de 163 articles montre que la communica-
tion, la personnalisation et l’inclusion sont trois dimensions très peu représentées.
mots-clés : réalité augmentée, musées, patrimoine culturel, taxonomie
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La réalité augmentée est présente et se développe dans de nombreux domaines,
y compris dans le domaine culturel et artistique. Elle devient alors un outil de média-
tion muséale et permet, de manière plus générale, de valoriser le patrimoine culturel
quel que soit son lieu de conservation. Si la variété des dispositifs utilisés est grande,
son utilisation à travers les smartphones et tablettes en favorise l’accès à un large
public.
Le sujet de la réalité augmentée est largement étudié dans la littérature et de nom-
breuses taxonomies ont été développées an de classer de manière représentative
la diversité des systèmes existants. Cependant, chaque taxonomie l’aborde selon un
axe particulier et il en existe peu dédiées à la réalité augmentée utilisée spécique-
ment dans un cadre muséal. De plus, la question de l’accessibilité de ces systèmes
à des personnes sourant d’un handicap est très peu abordée de manière générale
et encore moins dans le cadre des taxonomies. C’est pourquoi il est nécessaire de




L’objectif de ce mémoire est de s’interroger sur les apports de la réalité aug-
mentée pour les visiteurs de lieux de conservation et d’exposition du patrimoine
culturel. Il est alors nécessaire de s’interroger sur les bénéces qu’apporte cette tech-
nologie aux visiteurs de musées, de galeries ou encore de sites historiques. Ce mé-
moire portera donc sur les questions suivantes : Quels sont les apports de la réalité
augmentée pour l’utilisateur dans le cadre de la valorisation du patrimoine culturel ?
Comment développer une taxonomie reétant ces apports ? Parmi ces apports, quels sont
ceux les plus représentés ?
Méthodologie
An d’y répondre, le travail s’articulera en deux parties.
Premièrement, un état de l’art a été établit sur base de recherches bibliographiques
réalisées en combinant les termes de recherche augmented reality, museum, cultural
heritage et taxonomy dans Google Scholar et Scopus an d’avoir une bonne couver-
ture des diérentes publications. Cet état de l’art présentera les concepts de réalité
augmentée et de taxonomies, un tour d’horizon des diérentes taxonomies existantes
avant d’aborder les apports identiés, illustrés d’exemples concrets d’applications.
Ensuite, à la lumière des diérents concepts développés dans l’état de l’art, les di-
mensions de notre taxonomie seront dénies et une nouvelle taxonomie sera mise
en place. Cette taxonomie sera appliquée à une sélection d’articles, suivi d’une ana-
lyse des résultats obtenus.
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2 Etat de l’art
2.1 Réalité augmentée
2.1.1 Dénitions
Il n’y a pas de dénition standardisée ou convenue de la réalité augmentée
[Normand et al., 2012]. Milgram [Milgram et Kishino, 1994] situe les dispositifs
visuels de réalité augmentée dans le continuum réalité-virtualité illustré à la Figure 1,
lequel lie l’environnement réel à la réalité virtuelle. Dans un environnement réel (ex-
trémité gauche) se trouvent exclusivement des objets réels. En y ajoutant des objets
du monde virtuel coexistant avec les objets du monde réel, l’environnement devient
de réalité mixte, laquelle comprend la réalité augmentée et la virtualité augmentée. A
l’extrémité droite du continuum se trouve la réalité virtuelle, dans laquelle les objets
qui entourent l’utilisateur sont exclusivement virtuels et il s’agit alors d’une immer-
sion totale dans le monde virtuel. La Figure 2 illustre concrètement ce continuum.
Figure 1 – Représentation simpliée du continuum réalité-virtualité par [Milgram
et Kishino, 1994]
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Figure 2 – Illustration du continuum réalité-virtualité par [Kolivand et al., 2018]
Azuma [Azuma, 1997] précise que contrairement à la réalité virtuelle, la réa-
lité augmentée permet à l’utilisateur de voir le monde réel, auquel est superposé ou
sont combinés, des objets virtuels. La réalité augmentée ne remplace donc pas la réa-
lité physique mais la complète en faisant coexister dans un même espace des objets
réels et virtuels.
Azuma donne également la dénition la plus largement admise de la réalité augmen-
tée [Baaziz, 2018], qui est tout système présentant ces trois caractéristiques :
— combine le réel et le virtuel ;
— est interactif en temps réel ;
— s’inscrit en trois dimensions.
La réalité augmentée ne se limite donc pas à une technologie spécique. Elle ne se
limite pas non plus au sens de la vue, mais peut être potentiellement appliquée à tous
les sens [Agarwal et Thakur, 2014].
Ces dénitions de la réalité augmentée s’accordent pour dire que sa base est
un environnement réel et l’augmentation est virtuelle. Rosa [Rosa et al., 2016] a une
approche diérente : la base de la réalité augmentée peut être réelle oumediated, avec
pour illustration les see-through head-mounted displays pour le premier cas de gure
et le video-based displays pour le second. De plus, l’augmentation peut être un stimuli
mediated ou virtuel (le stimuli étant entendu comme étant un élément qui compose la
perception de notre environnement). Cinq combinaisons de base/stimuli sont alors pos-
sibles : réel/mediated, réel/virtuel, mediated/mediated et réel/mediated/virtuel. Pour
compléter cette dénition, il est requis que la base et l’augmentation soient en lien
avec le contexte d’application et que, comme pour Azuma, le système soit interactif
en temps réel.
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Rekimoto [Rekimoto et Nagao, 1995] aborde la réalité augmentée en se ba-
sant sur l’interaction augmentée. Celle-ci est dénie comme un style d’interaction
homme-machine ayant pour objectif de diminuer les manipulations informatiques en
utilisant des informations environnementales comme entrée implicite, permettant à
l’utilisateur de porter son attention sur le monde réel et non sur l’ordinateur. La Fi-
gure 3 illustre la comparaison de styles d’interactions homme-machine, comprenant
l’interaction augmentée.
Figure 3 – Comparaison des styles IHM par [Rekimoto et Nagao, 1995]
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2.1.2 Historique
Figure 4 – Le Sensorama de Morton Heilig
Les prémices de la réalité aug-
mentée apparaissent à la n des années
1950 [Matuk, 2016] avec Morton Hei-
lig et le développement du premier si-
mulateur 3D immersif, Sensorama (Fi-
gure 4), décrit en 1955 dans The cinema
of the future [Carmigniani et al., 2011]
et dont le prototype a été construit en
1962. Celui-ci stimulait à la fois l’ouïe,
l’odorat et le toucher à travers la simula-
tion d’une moto roulant dans Brooklyn
[Cipresso et al., 2018].
Figure 5 – The Sword of Damocles par
[Sutherland, 1968]
Dès 1962, Ivan Sutherland dé-
veloppe un projet, le Ultimate Display,
souhaitant inclure des éléments gra-
phiques interactifs, ce qu’on ne retrou-
vait pas dans le Sensorama [Cipresso et
al., 2018]. C’est en 1968 qu’apparaît la
première expérience de réalité augmen-
tée générée par ordinateur [Billinghurst
et al., 2015] : Ivan Sutherland et Bob
Sproull développent le prototype d’un
système combinant un écran à tube ca-
thodique porté sur la tête et un système
de suivi mécanique monté au plafond
connecté à un ordinateur - The Sword of
Damocles (Figure 5). Ce système créait des images en trois dimensions qui apparais-
saient superposées au monde réel [Sutherland, 1968]. Il s’agit du premier optical
see-through head-mounted display [Carmigniani et al., 2011].
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S’en sont suivies dans les années 1970 et 1980 des recherches réalisées par
divers organismes tels que l’U.S. Air Force ou la NASA [Agarwal et Thakur, 2014].
C’est également dans les années 1980 que les premiers dispositifs commerciaux ap-
paraissent, avec par exemple le DataGlove commercialisé par VPL en 1985 qui est un
gant équipé de capteurs lui permettant de mesurer la exion des doigts, l’orientation
et la position, et d’identier les gestes des mains, le tout permettant de manipuler des
objets virtuels [Cipresso et al., 2018].
Le terme de Réalité augmentée apparaît en tant que tel au début des années 1990 avec
Caudell et Mizell, deux ingénieurs travaillant pour Boeing Corporation sur un sys-
tème visant à faciliter le travail de câblage pour les employés [Agarwal et Thakur,
2014].
La première expérience de réalité augmentée dans un contexte muséal a été
développée en 1995 par [Rekimoto et Nagao, 1995], avec le prototype NaviCam : un
ordinateur portable doté d’une petite caméra utilisée pour lmer l’environnement de
l’utilisateur y superpose les informations générées virtuellement. La reconnaissance
de la situation du monde réel se fait grâce à un code-barre coloré, utilisé comme
identiant, imprimé sur une feuille de papier placée près de l’objet à identier. Une
description personnalisée est alors générée sur base des informations personnelles
de l’utilisateur, en fonction de son âge, son niveau de connaissances, sa langue, etc.
En 2004 le projet ARCO, pour Augmented Representation of Cultural Objects, vise à
développer des technologies pour aider les musées à créer, manipuler, gérer et pré-
senter des objets culturels numérisés dans des expositions virtuelles accessibles tant
à l’intérieur qu’à l’extérieur du musée [Wojciechowski et al., 2004].
Le premier jeu mobile extérieur de réalité augmentée est ARQuake (Figure
6), développé par Bruce Thomas en 2000 [Carmigniani et al., 2011]. Celui-ci est une
extension du jeu vidéo de type FPS Quake, remplaçant les contrôles du clavier et de la
souris par des informations de position et d’orientation, et par un dispositif d’input
à deux boutons. Le joueur porte l’ordinateur portable sur son dos (Figure 7) ainsi
qu’un HMD. ARQuake se jouait sur le campus de l’Université d’Australie-Méridionale
[Thomas et al., 2000].
7
Figure 6 – Exemple d’ARQuake en ex-
térieur - [Piekarski et Thomas, 2002] Figure 7 – Ordinateur utilisé pour AR-
Quake - [Piekarski et Thomas, 2002]
La première application de réalité augmentée pour téléphone portable, basée
sur la détection de marqueurs, a été développée en 2004 [Mohring et al., 2004], mar-
quant le début de l’accès à la réalité augmentée par un très large public [Billinghurst
et al., 2015]. Les systèmes de caméras pouvant analyser l’environnement physique en
temps réel et lier les positions entre des objets et leur environnement sont dévelop-
pés en 2005. Ce type de caméra est devenu la base pour intégrer des objets virtuels
avec des systèmes de réalité augmentée [Carmigniani et al., 2011].
Ces dernières années, de nombreuses sociétés (tellesMicrosoft,Google ouApple)
ont investi dans le domaine de la réalité augmentée [Aliprantis et Caridakis, 2019].
En 2012 ont été présentées les Google Glass et en 2015 l’Hololens de Microsoft [Arth
et al., 2015].
Pokémon Go a peut-être été la première application de réalité augmentée à
avoir un impact à grande échelle sur la sensibilisation du public, permettant d’initier
une audience de masse à la réalité augmentée [He et al., 2018]. Plusieurs musées ont
d’ailleurs su tirer parti de cette popularité en créant des PokéStops et des arènes au
sein de leurs bâtiments an d’attirer des visiteurs [Sheehy et al., 2019].
Aujourd’hui, la réalité augmentée est utilisée dans des domaines très variés
(par exemple dans la médecine, le marketing, les jeux) et présente toujours de nou-
velles avancées technologiques, avec un nombre croissant de systèmes de d’applica-
tions disponibles pour les utilisateurs [Aliprantis et Caridakis, 2019].
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2.2 Taxonomies de la réalité augmentée
Après avoir déni ce qu’est une taxonomie, nous présenterons quels sont les
intérêts de leurs développements et de leur utilisation. Nous ferons ensuite un tour
d’horizon des taxonomies existantes pour la réalité augmentée, générales dans un
premier temps et appliquées au domaine du patrimoine culturel ensuite.
2.2.1 Dénitions
[Nickerson et al., 2013] diérencie les termes Classication, Framework, Ty-
pologie et Taxonomie, et les dénit comme suit :
— Classication : résultat concret de l’action de mettre des objets dans des
groupes ou des catégories. Un système de classication désigne quant à lui
le regroupement abstrait ou les catégories abstraites dans lesquelles peuvent
être placés des objets.
— Framework : est également un terme général utilisé pour l’organisation d’ob-
jets. Il peut être déni comme étant un ensemble d’hypothèses, de concepts, de
valeurs et de pratiques qui constituent une façon de comprendre la recherche
au sein d’un corps de connaissance.
— Typologie : désigne un système de regroupements conceptuels. Une typologie
est généralement multidimensionnelle, la diérenciant d’un système de classi-
cation, unidimensionnel.
— Taxonomie : peut désigner à la fois le processus, le système, et le résultat
d’application du système de regroupement dérivé empiriquement ou concep-
tuellement de données.
Bien que ces concepts se distinguent les uns des autres par certaines nuances dans
leurs dénitions, ils ont tous pour but de regrouper, classier et organiser des objets.
C’est pourquoi je prends la liberté, dans le cadre de ce travail, de considérer qu’ils re-
présentent le même concept de taxonomie. [Fuller et al., 2007] donne une dénition
très générale d’une taxonomie, qui est un système de classication qui est ordonné
d’une manière ou d’une autre. D’après [Nickerson et al., 2013], une taxonomie est
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constituée de dimensions ayant chacune des caractéristiques exclusives (un objet ne
peut avoir deux caractéristiques diérentes dans une dimension) et collectivement
exhaustives (chaque objet doit avoir une caractéristique dans une dimension), ce qui
revient à dire que chaque objet a exactement une des caractéristiques dans chaque
dimension.
2.2.2 Objectifs
La raison d’être des taxonomies est multiple. Tout d’abord, elles permettent de
fournir une structure et une organisation à la connaissance d’un domaine et de cette
manière de caractériser et classier les systèmes, de réalité augmentée dans le cas
présent. Cette classication permet de comparer les diérentes technologies et mé-
thodologies utilisées [Braz et Pereira, 2008] et de mettre en évidence les diérents
facteurs qui distinguent un système (de réalité augmentée) d’un autre [Milgram
et al., 1995]. Elle permet également aux chercheurs d’étudier les relations entre les
concepts et, par conséquent, d’émettre des hypothèses sur ces relations [Glass et
Vessey, 1995]. En eet, le rôle et la gestion des taxonomies dans la recherche sont
importants, la classication des objets aidant à la compréhension et l’analyse de do-
maines complexes [Nickerson et al., 2013]. De plus, les taxonomies permettent de
mettre en évidence les possibilités pouvant encore être pleinement exploitées dans
un domaine spécique en identiant les opportunités pour de nouvelles applications,
de fournir un aperçu des principaux domaines d’adoption de la technologie ou en-
core d’identier une nouvelle application comme étant novatrice [Pucihar et Kljun,
2018].
Les cadres de classication des systèmes de réalité augmentée sont nombreux. Ils
peuvent être généraux, c’est-à-dire ne s’appliquer à aucun domaine en particulier, ou
au contraire être plus spéciques, par exemple [Röltgen et Dumitrescu, 2020] pro-
posant une classication de la réalité augmentée utilisée dans le domaine industriel.
De plus, les taxonomies peuvent avoir des approches très diérentes d’une même
technologie : dans le cadre de la réalité augmentée, il existe des taxonomies orientées
technique, utilisateur, se centrant plutôt sur l’information ou encore sur l’interaction
[Brockmann et al., 2013].
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2.2.3 Taxonomies générales
Nous allons maintenant présenter plusieurs cadres permettant de classier les
systèmes de réalité augmentée.
Hugues [Hugues et al., 2011] propose une taxonomie fonctionnelle pour la
réalité augmentée et met en avant le fait que ce n’est pas la réalité qui est augmen-
tée mais bien la perception que nous avons de cette réalité. Cette taxonomie, pour
laquelle seuls les dispositifs visuels sont concernés, comporte deux grandes subdivi-
sions, reétant d’un côté la nature de la perception augmentée de la réalité et l’arti-
cialité de l’environnement de l’autre :
— La perception augmentée de la réalité : le système de réalité augmentée ap-
porte à l’utilisateur des informations additionnelles sur l’environnement phy-
sique. Cette fonctionnalité est subdivisée en fonction du degré d’intégration
du contenu virtuel avec l’environnement physique : documentation augmen-
tée, réalité avec perception ou compréhension augmentée, association percep-
tuelle du réel et du virtuel, association comportementale du réel et du virtuel,
substitution du réel par le virtuel ;
— La création d’un environnement articiel : le système de réalité augmentée
fournit à l’utilisateur des informations supplémentaires qui ne sont pas liées à
l’environnement physique, permettant une immersion de l’utilisateur dans un
environnement articiel. Cet environnement articiel peut être : imaginer la
réalité telle qu’elle pourrait être dans le futur, imaginer la réalité telle qu’elle
était dans le passé ou imaginer une réalité impossible.
Plusieurs classications se sont intéressées aux systèmes collaboratifs. Rene-
vier [Renevier et Nigay, 2001] dénit les systèmes de réalité augmentée collaboratifs
comme étant des systèmes dans lesquels l’augmentation de l’environnement réel d’un
utilisateur se produit par les actions d’autres utilisateurs et ne repose plus sur des in-
formations pré-stockées par l’ordinateur. En tenant compte de la distance entre les
utilisateurs, celle entre les utilisateurs et l’objet de la tâche dans le monde réel, et du
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fait qu’au moins un des utilisateurs doit être physiquement près de cet objet, il divise
les systèmes de réalité augmentée collaboratifs en trois classes :
— Collaboration à distance dans une réalité augmentée : au moins un utilisateur est
physiquement à côté de l’objet de la tâche et certains utilisateurs sont distants ;
— Collaboration à distance en réalité augmentée : il y a plusieurs objets des tâches,
reliés à distance entre eux et physiquement présents dans diérents sites. Chaque
utilisateur eectue des actions sur son propre objet physique de la tâche ;
— Collaboration locale dans une réalité augmentée : tous les utilisateurs sont po-
sitionnés ensemble à côté de l’objet de la tâche.
Wang [X. Wang et Dunston, 2006] propose une taxonomie également orien-
tée collaboration avec la réalité augmentée, et plus précisément basée sur le concept
de collecticiels, dénis comme étant des systèmes informatiques qui soutiennent des
groupes de personnes engagées dans une tâche (ou un objectif) commun et qui four-
nissent une interface vers un environnement partagé. En considérant, tout comme Re-
nevier, qu’au moins un utilisateur doit être physiquement à côté de l’objet augmentée,
il identie trois facteurs dont il faut tenir compte pour classier des systèmes de réa-
lité augmentée (appliqués au domaine de la construction initialement, mais pouvant
être étendus à une utilisation plus large) :
1. La mobilité : la distinction est faite entre les systèmes xes et les systèmes
mobiles utilisant la localisation de l’utilisateur ;
2. Le nombre d’utilisateurs : le système peut être utilisé par un seul utilisateur ou
être collaboratif. Une précision est apportée quant au fait qu’un système peut
être multiutilisateurs sans pour autant être collaboratif ;
3. L’espace : en cas de système collaboratif, les utilisateurs peuvent soit être phy-
siquement situés dans le même espace (collocated) soit être séparés géographi-
quement et collaborer à distance distributed).
La combinaison de ces trois dimensions est illustrée en Figure 8.
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Figure 8 – Les catégories des systèmes de réalité augmentée collaboratifs par [X.
Wang et Dunston, 2006]
Brockmann [Brockmann et al., 2013] reprend des éléments de la taxonomie
de Wang pour en proposer une nouvelle, toujours destinée aux systèmes collaboratifs
et se voulant plus adaptée aux nouvelles technologies disponibles. Sa classication
comporte six dimensions, chacune subdivisée en diérentes caractéristiques (appe-
lées manifestations) :
1. L’espace : cette dimension reprend le même concept que celle de Wang, à sa-
voir indiquer si les utilisateurs sont au même endroit en utilisant l’application
ou pas. A été ajouté la notion d’espace variable, dans lequel se retrouvent les
systèmes pouvant être à la fois utilisés au même endroit ou à distance ;
2. Le temps : cette dimension indique si un système est synchrone ou asynchrone.
Il est qualié de variable s’il est les deux à la fois ;
3. La mobilité : est également reprise de la taxonomie de Wang, indiquant si le
système est xe ou mobile (ou mixte si un utilisateur est lié à un certain endroit
tandis que les autres utilisateurs peuvent se déplacer librement) ;
4. Le contenu virtuel : précise si l’élément virtuel aché est la représentation de
l’utilisateur, un objet ou les deux ;
5. Le concept de rôle : dans le cadre d’une application collaborative, tous les utili-
sateurs peuvent avoir accès aux mêmes fonctionnalités (ils ont donc le même
rôle) ou avoir des fonctionnalités, et donc des rôles, diérents. C’est que qui
est mis en évidence avec cette dimension ;
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6. Le matériel de visualisation : cette dernière dimension permet de préciser le
matériel utilisé pour permettre la visualisation. Seul des dispositifs visuels sont
donc envisagés.
Si ces taxonomies se concentrant sur les applications collaboratives s’inté-
ressent, naturellement, par certains aspects, aux utilisateurs, d’autres sont plutôt
axées sur les dispositifs et se concentrent sur leurs caractéristiques techniques.
C’est le cas de celle présentée par Milgram [Milgram et al., 1995], qui se li-
mite strictement aux dispositifs visuels. Le point de départ de cette taxonomie est
le continuum réalité/virtualité présenté au point 2.1.1 et le constat que celui-ci ne
permet pas de mettre en évidence les diérents facteurs qui distinguent un système
de réalité augmentée d’un système de virtualité augmentée. L’idée est alors de repré-
senter l’environnement principal du système (de réalité ou de virtualité augmentée)
en termes d’un hyperespace multidimensionnel. Seules trois propriétés importantes
de cet hyperespace sont sélectionnées : la réalité, l’immersion et le caractère direct
d’un système. Sur base de ces trois propriétés, une taxonomie tridimensionnelle est
proposée, chaque dimension étant un continuum :
— "Extent of World Knowledge", EWK : est un continuum faisant référence à ce qui
est connu par l’ordinateur à propos du monde réel. Il s’étend d’un monde non
modélisé à un monde entièrement modélisé. La position d’un environnement
sur le continuum réalité-virtualité coïncide avec sa position sur le continuum
EWK, les deux concepts évoluant parallèlement (Figure 9) ;
— "Reproduction delity", RV : est la qualité de reproduction des images des objets
achés (concerne tant les objets réels que virtuels) ;
— "Extent of Presence Metaphor", EPM : est la mesure dans laquelle l’observateur
a un sentiment de présence dans la scène achée (voir point 2.3.4).
Normand [Normand et al., 2012] présente une taxonomie technique décrite
sur quatre axes :
1. Tracking : représente le nombre de degrés de liberté requis par l’application et
les exigences de précision spatio-temporelles. Cet axe se divise lui-même en
quatre classes, selon le degré de liberté. Les applications 0D sont celles pour
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Figure 9 – Parallélisme des deux continuums - [Milgram et Colqhoun, 1999]
lesquelles un marker est scanné et le contenu aché n’a pas de lien avec le
monde réel. Les applications 2D sont celles de localisation, qui fournissent des
informations sur un lieu donné et les 2D+0 est la même que la précédente, avec
l’ajout de la direction relative achée à l’utilisateur. Enn, avec les applications
6D diérents types de capteurs peuvent être utilisés individuellement ou de
manière combinée ;
2. Type d’augmentation : distingue deux possibilités, à savoir l’augmentation par
médiation (qui se divise elle-même en deux catégories, selon le dispositif utilisé,
optical see-through ou video see-trough) et l’augmentation directe (ou réalité
augmentée spatiale) ;
3. Base temporelle : cette dimension concerne le contenu de l’application. Elle
permet de la classer selon la base temporelle du contenu aché (il peut être
situé dans le passé, le présent, le futur ou être totalement imaginaire). Cette
dimension fait écho à l’environnement articiel de [Hugues et al., 2011] ;
4. Rendering modalities : cet axe permet de tenir compte des interactions multi-
modales. La dimension de tracking décrite ci-dessus étant directement liée aux
applications visuelles est adaptée en fonction des modalités utilisées par le sys-
tème.
Braaz[Braz et Pereira, 2008] a également développé une taxonomie tech-
nique, laquelle est établie sur base du postulat que tout système de réalité augmen-
tée est constitué potentiellement de six sous-systèmes. Ces six sous-systèmes cor-
respondent aux diérentes parties d’une architecture d’un système typique de réa-
lité augmentée pour les dispositifs visuels, tel que représenté en Figure 10. Si cette
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taxonomie est potentiellement applicable à tous les dispositifs, quelles que soit les
modalités utilisées, elle se concentre essentiellement sur les dispositifs visuels. Les
sous-systèmes identiés et utilisés en tant que dimensions sont les suivants :
1. Acquisition du monde réel : sous-système responsable d’acquérir des données
du monde réel, il peut s’agir des yeux de l’utilisateur comme d’une caméra et
concerne les cinq sens humains ;
2. Générateur du modèle virtuel : génère l’objet virtuel. Ce sous-système est dé-
composé selon les sens excités par cet objet ;
3. Mélange des réalités : mixe le monde virtuel au monde réel, se concentre sur la
technologie utilisée ;
4. Achage : pour acher la visualisation augmentée. Il y a donc une distinction
qui est faite entre les dispositifs d’acquisition de ceux d’achage ;
5. Manipulation du monde réel : cette dimension est utilisée pour identier des
dispositifs haptiques ;
6. Tracking : décrit les caractéristiques techniques utilisées pour permettre au
système de connaître la position de l’utilisateur et des objets environnants.
Chacun de ces sous-systèmes est décrit à l’aide de diérents champs, utilisés dans
l’application web développée pour enregistrer et caractériser les systèmes de réalité
augmentée. Cette application, ainsi que les systèmes enregistrés, semblent cependant
ne plus avoir été mise à jour depuis de nombreuses années.
Si elle se veut adaptée à toutes les modalités possibles pour un dispositif, cette
taxonomie proposée par Braz assume également de développer particulièrement, à
travers les champs disponibles, les caractéristiques propres aux systèmes visuels.
Lindeman [Lindeman et Noma, 2007] a une toute autre approche pour classier les
systèmes de réalité augmentée. Le système de classication présenté permet de les
décrire sur base de deux critères : le sens concerné par l’augmentation (visuel, auditif,
haptique, olfactif ou gustatif) et l’endroit où a lieu la rencontre entre les stimuli du
monde réel et ceux générés informatiquement. Cet endroit se situe dans un conti-
nuum allant de l’environnement physique au cerveau humain. La gure 11 illustre
ce continuum à travers des exemples concrets de technologies de réalité augmentée
(existantes ou envisagées) placées dans ce cadre de classication. Il est important de
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Figure 10 – Architecture d’un système typique de réalité augmentée d’après [Braz
et Pereira, 2008]
noter que bien qu’elle ait été pensée pour chaque sens individuellement, cette taxo-
nomie n’est pas adaptée aux systèmes multimodaux.
Enn, Mackay [Mackay, 1998] s’intéresse davantage à la cible de l’augmen-
tation. Celle-ci se divise en trois stratégies fondamentales :
— Augmenter l’utilisateur : l’utilisateur (trans)porte un dispositif, généralement
sur la tête ou dans les mains, pour obtenir des informations sur des objets
physiques ;
— Augmenter l’objet physique : l’objet physique est modié, en y incorporant des
dispositifs d’entrée, de sortie ou de calculs ;
— Augmenter l’environnement autour de l’utilisateur et de l’objet : ni l’utilisa-
teur ni l’objet ne sont directement aectés, mais des dispositifs indépendants
fournissent et collectent des informations sur l’environnement, achent des
informations sur les objets et saisissent des informations sur les interactions
de l’utilisateur avec ces derniers.
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Figure 11 – Taxonomie de la réalité augmentée par [Lindeman et Noma, 2007]
Pour résumer
De nombreuses taxonomies ont été développées an de classier les systèmes
de réalité augmentée. L’angle sous lequel cette classication est abordée peut être
très diérent d’une taxonomie à une autre et nous montre qu’un même système peut
être approché de multiples manières. Cette diversité met également en avant la dif-
culté de reéter dans une taxonomie la pluralité des caractéristiques liées à chaque
système.
Chaque taxonomie a donc un axe particulier : celles de Wang, Brockmann et Rene-
vier sont destinées aux systèmes collaboratifs et se concentrent essentiellement sur
les utilisateurs et leurs positions dans l’espace et le temps ; Milgram, Normand et
Braaz ont une approche beaucoup plus technique s’intéressant aux caractéristiques
techniques du système ; Lindeman se base sur le sens concerné par l’augmentation
et le lieu de mélange des stimuli et celle de Mackay s’axe sur la cible de l’augmenta-
tion. La majorité des taxonomies présentées ci-dessus sont applicables uniquement
à des dispositifs visuels de réalité augmentée. Si quelques-unes tiennent compte de
modalités non visuelles (Lindeman, Braaz), une seulement permet de tenir compte
des systèmes multimodaux (Normand).
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2.2.4 Taxonomies appliquées au patrimoine culturel
Outre ces taxonomies générales que nous venons de présenter, il existe des
taxonomies destinées aux systèmes de réalité augmentée qui sont utilisés dans un
contexte bien spécique. Nous nous intéressons ici à celles utilisées dans le cadre
du patrimoine culturel. Nous avons relevé deux taxonomies de la réalité augmentée
appliquée au patrimoine culturel.
La première est celle présentée par Foni [Foni et al., 2010], laquelle distingue
les diérentes approches pour constituer une représentation visuelle d’un objet du
patrimoine culturel, englobant à la fois les technologies de réalité augmentée et de
réalité virtuelle. Comme l’illustre la Figure 12, le cadre de cette classication se base
sur quatre dimensions :
1. le continuum considérant la quantité de virtualité présente dans une représen-
tation visuelle, se basant sur [Milgram and Kishino 1994] ;
2. le degré d’interactivité que représente une visualisation donnée, permettant aux
utilisateurs d’avoir une interaction en temps réel avec l’objet visualisé ;
3. le continuum de la cohérence visuelle et de précision, reétant le réalisme de
l’objet représenté ;
4. le degré d’automatisme, ou la durée du cycle du développement nécessaire pour
mener à bien un projet de visualisation.
Figure 12 – Espace taxonomique à 4 dimensions pour la représentation visuelle par
[Foni et al., 2010]
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La seconde est celle de Pucihar [Pucihar et Kljun, 2018]. Celle-ci se base sur
le travail de Tillon [Tillon et al., 2011], qui propose un modèle d’activités pour la
visite d’un musée, d’une galerie d’art ou d’un site archéologique. Ce modèle est basé
sur deux activités :
— l’activité analytique : description qui se concentre sur l’œuvre d’art dans son
contexte de création. Elle inclut trois sous-activités (description précise, objec-
tication et émergence de questions) ;
— l’activité sensible : permet aux visiteurs d’être plus sensibles aux impressions en
voyant une œuvre d’art. Cette activité est constituée de trois types de stimuli :
immersion, imprégnation et imagination.
Pucihar étend ce modèle en y ajoutant deux activités :
— l’activité de communication : celle-ci comprend la communication entre l’ins-
titution et le visiteur, la communication entre visiteurs et la communication
avec le monde extérieur ;
— l’activité de personnalisation : englobe la personnalisation du contenu, la pla-
nication de la visite et l’engagement personnalisé avec des artefacts.
Chaque activité se voit attribuer un score allant de 1 (minimal) à 3 (élevé). La taxono-
mie proposée est basée sur ces quatre activités et sur le type de technologie utilisée
(handheld, spatial, mirror ou HMD) (le tableau d’évaluation utilisé est illustré en Fi-
gure 13 et l’illustration du résultat en Figure14) .
Figure 13 – Tableau d’évaluation pour un système de réalité augmentée par
[Pucihar et Kljun, 2018]
Cette deuxième taxonomie a une approche très diérente de la première. En
utilisant ces activités comme dimensions, elle permet de se détacher de l’aspect tech-
nique de la première taxonomie, qui reprend principalement des dimensions qui se
retrouvent également dans des taxonomies générales et ne permet pas de mettre en
avant les spécicités des applications développées pour le patrimoine culturel.
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Figure 14 – Résultat (partiel) de l’application de la taxonomie par [Pucihar et Kljun,
2018]
2.3 Patrimoine culturel et apports de la réalité aug-
mentée
Avant tout, il est nécessaire de dénir ce qui est entendu par patrimoine cultu-
rel. D’après l’UNESCO [UNESCO, p. d.], le patrimoine culturel se compose comme
suit :
— le patrimoine culturel matériel :
— mobilier (peintures, sculptures, monnaires, instruments de musiques, armes,
manuscrits)
— immobilier (monuments, sites archéologiques)
— subaquatique (épaves de navire, ruines et cités enfouies sous les mers)
— le patrimoine culturel immatériel (traditions orales, arts du spectacle, rituels)
Nous nous intéresserons aux applications de réalité augmentée destinées à
valoriser le patrimoine culturel, que ce soit au sein de musées et galeries ou en plein
air.
La croissance rapide des applications de réalité augmentée en a fait une mé-
thode bien établie de diusion et de communication de contenus liés au patrimoine
culturel [Blanco-Pons, Carrión-Ruiz, Duong et al., 2019]. Cette technologie, qui
devient un outil utile et accessible [Krzywinska et al., 2020] fait partie des techno-
logies qui transforment la médiation et modie l’expérience d’une visite au musée,
à la galerie, sur un site historique. La médiation fait référence aux outils et systèmes
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utilisés par les institutions pour favoriser la rencontre entre le public et le contenu.
L’objectif d’une application de médiation est donc de rendre intelligible un objet/-
lieu/itinéraire et de réduire ainsi la distance psychologique qui le sépare du visiteur.
Une visite de musée est une expérience personnelle, subjectivement esthétique, entre
le visiteur et l’œuvre, censée renforcer le contact avec l’objet. L’objectif de la média-
tion, sous quelque forme que ce soit, est de faciliter cette expérience en rapprochant
le visiteur du contenu. Les applications de médiation numérique sont destinées à
façonner l’interaction visiteur/exposition en favorisant l’absorption cognitive et la
compréhension des objets ou des œuvres [Roederer et al., 2020]. Une caractéris-
tique importante de la réalité augmentée est qu’elle permet d’accéder et de présenter
les informations dans un contexte spécique et à un endroit pertinent dans le monde
réel [Amakawa et Westin, 2018].
Les apports de la réalité augmentée dans le contexte du patrimoine culturel
sont multiples : encourager la participation du visiteur, restaurer numériquement des
collections ou lieux inaccessibles, servir de guide, fournir du contenu personnalisé,
favoriser l’apprentissage, fournir des possibilités d’expériences sociales, permettre
la création de contenu, favoriser l’immersion et favoriser l’inclusion des personnes
sourant d’un handicap. Ces diérents aspects sont développés ci-dessous.
2.3.1 Encourager la participation du visiteur
De par plusieurs aspects, la réalité augmentée permet d’encourager le visi-
teur à découvrir le patrimoine culturel, quel que soit son lieu de conservation. La
réalité augmentée, tout comme la réalité virtuelle, s’inscrit dans une dynamique pro-
motionnelle de la culture muséale [Baaziz, 2018]. Les technologies de réalité aug-
mentée appliquées aux musées impliquent un engagement fort de l’utilisateur à se
déplacer, car c’est en étant sur les lieux physiques que l’expérience prendra tout son
sens [Carmigniani et al., 2011] et de cette manière, elle permet d’engager l’utilisa-
teur dans une participation active plutôt que dans une consommation passive [Kljun
et al., 2018]. La réalité augmentée peut aussi avoir un aspect attractif pour un visiteur
espérant proter, grâce à la réalité augmentée, d’une visite novatrice et plus intéres-
sante qu’une visite traditionnelle [Recupero et al., 2019]. De plus, l’utilisation de la
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réalité augmentée dans des musées encourage les utilisateurs à se renseigner sur les
diérentes ressources qui lui ont été présentées. [González Vargas et al., 2020]
L’utilisation de techniques de storytelling et également la gamication, qui
décrit des techniques inspirées du jeu, permettent d’accroître la participation des
utilisateurs [Motejlek et Alpay, 2019]. Dans le cadre de la gamication, les notions
de motivations intrinsèques et extrinsèques peuvent être distinguées. La première
fait référence aux récompenses internes, qui ne dépendent pas d’un contrôle externe,
alors que les secondes font appel à la notion de récompense et permet un engagement
sur le court terme. Avec la motivation extrinsèque, l’utilisateur exprime un désintérêt
lorsqu’il n’y a plus de récompense sauf s’il a trouvé une autre raison de continuer.
Il existe deux types de gamications : celles basées sur l’attribution de récompenses
et les serious game. Ces derniers sont intéressants du point de vue de l’expérience
utilisateur et de l’engagement, ayant leur intérêt dans la combinaison de la navigation
et de l’exploration avec des éléments de jeu [Paliokas et al., 2020].
Un prototype de Serious game en réalité augmentée a été développé pour le
musée de la bière Tsingtao. Ce jeu est développé pour les appareils mobiles tels que
les smartphones et tablettes des visiteurs et utilise en temps réel la localisation de
l’utilisateur et sa progression dans le jeu pour lui proposer du contenu. L’application
sous cette forme facilite une exploration plus large du musée et an d’encourager
davantage les visiteurs à l’utiliser, des récompenses sont délivrées dans le jeu sous la
forme de coupons à utiliser dans la boutique de souvenirs [Li et al., 2019]. ARQuiz est
une application en réalité augmentée sous la forme d’un quizz proposé aux visiteurs
d’un espace d’exposition. L’analyse de son utilisation a montré qu’il existe une cor-
rélation entre l’appréciation des visiteurs de l’exposition, et le degré d’appréciation
du quiz et de l’application [Noreikis et al., 2019].
Mapping the Symphony et National Science and Media Museum Gallery Listening Ses-
sions sont deux projets de réalité augmentée auditives ayant pour objectif de pro-
mouvoir l’exploration et l’engagement des visiteurs dans les institutions culturelles
et les expositions [Cliffe et al., 2019].
Dans le cadre d’un projet visant à promouvoir le patrimoine culturel lié à l’auteur
italien Italo Svevo, un circuit de réalité augmentée a été mis en place dans la ville de
Trieste ainsi qu’au musée littéraire de celle-ci. Un des objectif principal de ce pro-
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jet était d’engager les visiteurs grâce à l’utilisation de techniques de storytelling, en
particulier le public adulte et les personnes âgées, qui représentent la majorité des
visiteurs du musée [Fenu et Pittarello, 2018].
2.3.2 Restauration numérique et collections inaccessibles
Des artefacts peuvent ne pas être exposés au public, que ce soit partiellement
ou totalement, pour plusieurs raisons, principalement liées à la détérioration maté-
rielle au cours du temps. Un objet peut subir la perte d’un fragment, un site archéo-
logique n’exister plus que (très) partiellement ou encore un artefact avoir perdu ses
couleurs. Des applications de réalité augmentée de reconstruction peuvent alors per-
mettre à l’utilisateur de visualiser des ressources qui existent encore partiellement,
ou qui ont existées uniquement dans le passé [Bekele et al., 2018] et de commu-
niquer des informations à propos d’endroits disparus au cours du temps ou encore
qui sont trop fragiles pour être exposées à un public de masse [Harrington et al.,
2019].[Stanco et al., 2017] parle d’anastylose virtuelle pour décrire la reconstruction
de parties existantes mais démembrées dans un modèle virtuel.
Outre le problème lié à l’état des artefacts, les musées (archéologiques principale-
ment) sont également confrontés au problème d’un manque de place par rapport au
grand nombre d’artefacts possédés, rendant impossible l’exposition de tous ces ar-
tefacts. La réalité augmentée ore la visualisation virtuelle de ces artefacts, tout en
ajoutant de l’information et en améliorant l’expérience des visiteurs [A. Abate et al.,
2018]. Cette substitution, ou remplacement des objets réels par des objets virtuels,
peut également être utilisée en cas d’indisponibilité de l’artefact pour restauration,
prêt ou en cas de vol par exemple [Baaziz, 2018]. Elle peut alors permettre aux visi-
teurs de manipuler virtuellement ces objets du musée qui ne sont pas exposés.
La réalité augmentée peut s’avérer être utile également dans le cadre de la rétro-
ingénierie, consistant à étudier un objet an d’en comprendre le fonctionnement
ou la méthode de fabrication. La restauration virtuelle éphémère présente l’avan-
tage de permettre la modication de la rétro-ingénierie autant que nécessaire, par
exemple avec la découverte de nouveaux indices historiques. De plus, diérentes
versions d’un objet pouvant être réalisées, les visiteurs peuvent alors comparer leurs
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expériences face à diérents rendus en fonction des hypothèses historiques émises.
La réalité augmentée permet également la restauration numérique durable des ob-
jets par rétro-ingénierie et la sauvegarde numérique durable du patrimoine mondial
[Baaziz, 2018]. Elle permet également de contextualiser des objets isolés, comme l’a
fait [Nofal et al., 2018] avec un artefact isolé du palais de Nimrud en Irak conservé
aux Musées royaux d’Art et d’Histoire de Bruxelles. L’application est installée sur
une tablette appartenant au musée et permet d’acher à l’écran l’artefact intégré
dans la structure globale dans laquelle il se trouvait dans son contexte initial (Figure
15) : le contexte originel de l’artefact est reconstruit virtuellement.
Figure 15 – Contextualisation d’un artefact par [Nofal et al., 2018]
Le système de réalité augmentée proposé par [Kyriakou et Hermon, 2019]
au sein d’un musée du patrimoine culturel permet au visiteur d’interagir avec des
réplicas virtuels en trois dimensions d’artéfacts du musée. L’outil d’interaction avec
ces objets numériques en 3D est la main de l’utilisateur : le système mis en place
suit la rotation et la position des paumes et des doigts, utilisant ainsi l’interaction
naturelle, comme si l’utilisateur interagissait avec des objets du monde réel. L’objet
est aché sur l’écran d’un smartphone, utilisé avec un Google cardboard. Cette ap-
proche résout le problème d’inaccessibilité et de non-interaction avec les objets du
patrimoine culturel qui ne sont pas disponibles.
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Avec l’application de réalité augmentée de type miroir TinajAR , [Martínez et al.,
2018] réinterprète un ancien type de cave qui était utilisé dans le passé pour sto-
cker le vin dans le nord de l’Espagne, en lui donnant une utilisation diérente mais
signicative. Cette application expose des pièces de céramiques virtuelles tout en
expliquant le processus de poterie par le biais d’avatars virtuels. An de créer une
application plus attrayante et centrée sur les utilisateurs, ceux-ci peuvent voir une
image rééchie d’eux-mêmes, augmentée des poteries virtuelles. Par cette utilisation
de l’eet miroir, les visiteurs sont plus conscients de leurs actions ce qui fait d’eux le
véritable centre de l’application.
Sur les sites archéologiques, la réalité augmentée peut être utilisée pour reproduire
dèlement l’expérience perceptive d’un environnement, là où images, textes et ar-
tefacts ne montrent qu’une partie des sites, et ce en préservant l’intégrité des sites
[Harrington et al., 2019]. De plus, elle permet de visiter un lieu à la fois tel qu’il
est visible dans son environnement actuel et, par l’intermédiaire de la réalité aug-
mentée, tel qu’il a été par le passé [Durand et al., 2012], permettant aux visiteurs de
comparer un même endroit à deux époques diérentes. La réalité augmentée utilisée
pour la reconstruction de sites archéologiques peut également être développée sous
l’eau. Le système de réalité augmentée élaboré par [Čejka et al., 2020] est destiné aux
sites archéologiques subaquatiques. Il superpose des objets virtuels de reconstruction
à l’image réelle des fonds marins (ici à Baiae en Italie, voir Figure 16) à travers un
smartphone scellé dans une protection étanche.
Figure 16 – Reconstruction numérique sur un site archéologique subaquatique par
[Čejka et al., 2020]
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Le rôle de la réalité augmentée dans la redécouverte des sites du patrimoine
culturel en ruines et de son histoire est mis en avant par [Ali et Hamed, 2019] avec
le système imaginé à Qasr al-Abd (ou au Palais des esclaves) situé sur le site de l’Iraq
al-Amir en Jordanie. Via un dispositif portable, le visiteur parcourt le site tout en ap-
prenant et comprenant davantage ce qui le constitue et son histoire, via des recons-
tructions virtuelles de bâtiments, d’artefacts ainsi que d’animations reproduisant des
activités du quotidien et des événements historiques, le tout sous la forme narrative.
Les éléments sont achés sur l’écran en fonction de la position de l’utilisateur ce qui
permet d’obtenir des informations détaillées sur tout objet ou monument se trouvant,
ou s’étant trouvé dans le passé, sur le site et d’interagir avec eux. Un projet similaire
a été développé au Pakistan an de préserver et restaurer des sites et structures his-
toriques ainsi que des biens culturels [Jamil, 2019].
En Espagne, dans l’église Sant Climent de Taüll une restauration des peintures mu-
rales est projetée sur les restes réels de peintures romanes (Figure 17) grâce à six
projecteurs. Il s’agit du projet #Taull1123, ces peintures datant de l’année 1123.
Figure 17 – Restauration numérique par projection de couleurs dans l’église Sant
Climent de Taüll par [SIERRA et al., 2015]
Avec l’application mobile TheNew Philadelphia AR Tour, [Amakawa et Westin,
2018] cherche à donner un sens à un paysage désormais dénudé tout en défendant
le fait que ce n’est pas parce qu’il ne subsiste plus aucun bâtiment qu’un site his-
torique perd de son importance ou devient moins digne d’interprétation. Sur base
des sources disponibles, à savoir des preuves archéologiques, des dessins réalisés par
d’anciens habitants et des représentations d’autres bâtiments du 19e siècle, tout un
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contexte a été recréé virtuellement. Les visiteurs peuvent alors, grâce à l’application,
se promener sur le site de New Philadelphia, voir des bâtiments historiques placés
à leur emplacement d’origine et découvrir l’histoire des afro-américains esclaves au
19e siècle.
Figure 18 – Reconstruction de ce qui était autrefois North street par [Amakawa et
Westin, 2018]
Figure 19 – Photographie fusionnant
passé et présent par [Blanco-Pons,
Carrión-Ruiz, Duong et al., 2019]
Un dernier exemple de recons-
truction visuelle est celui de [Blanco-
Pons, Carrión-Ruiz, Duong et al.,
2019] avec le développement d’une ap-
plication de réalité augmentée pour les
monuments historiques situés sur la
Colline du Parlement à Ottawa. En pré-
vision d’un projet de rénovations, le-
quel rendra ces bâtiments inaccessibles
au public, l’application se veut être un
outil enrichissant les visites de ce site
durant les travaux de restauration. Le
contenu proposé est notamment une si-
mulation de la fusion de photos histo-
riques et actuelles (Figure 19). Cette ap-
plication est basée sur la vision et recon-
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naît les façades des diérents monuments tout en tenant compte des diérents fac-
teurs pouvant compliquer cette reconnaissance, tels que l’occultation d’une partie ou
les grandes variations de luminosité.
Les reconstructions auditives existent également. Les visiteurs du site archéo-
logique médiéval de Crkvina en Croatie peuvent, grâce à une application installée
sur leurs smartphones et des écouteurs, découvrir le paysage sonore du IXe siècle
[Sikora et al., 2018]. Cette promenade sonore a été développée avec la collaboration
des archéologues ayant réalisé des fouilles sur le site et essaye d’imiter les sons des
églises et monastères qui le constituent, tout en intégrant diérents sons d’arrière-
plan, de la géophonie (vent et eau) et de la biophonie (arbres, oiseaux, abeilles et ani-
maux domestiques). Le son est auralisé et les capteurs de localisation et d’orientation
du smartphone sont utilisés an que les sons que le visiteur entend correspondent à
sa localisation sur le site. Des commentaires audios délivrant des informations sur le
site font également partie de l’application.
2.3.3 Guide, contenu personnalisé et apprentissage
Grâce à l’évolution rapide de la technologie de réalité augmentée mobile, de
nombreux musées l’ont incorporée et utilisée en tant que guide pour leurs expositions
[Pollalis et al., 2018]. Elle permet également d’améliorer l’expérience d’apprentis-
sage des visiteurs, notamment grâce aux approches thématiques et personnalisées
pour visiter les lieux d’expositions. De plus, il a été montré que la réalité augmentée
portable favorise le processus d’apprentissage global en présentant des informations
instantanément disponibles et plus faciles à retenir. Il faut cependant noter que dans
certains cas, l’utilisateur peut mettre davantage l’accent sur l’appareil lui-même, re-
tenant les informations données par le dispositif plutôt que sur leur environnement
immédiat et ainsi omettre des détails de l’œuvre en elle-même [Dieck et al., 2018].
Au Musée d’histoire naturelle de l’Université du Colorado, le système Mata-
morphosis a été proposé aux visiteurs de l’exposition Becoming butteries, destinée à
éduquer les enfants aux cycles de vie de plusieurs espèces de papillons [Kelly et al.,
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2017]. Le corps et les mouvements des visiteurs sont détectés par un Kinect, qui leur
permet d’interagir avec un personnage animé projeté sur un écran, d’abord en se
tortillant pour sortir de l’œuf et devenir une chenille, puis en se déplaçant pour man-
ger des feuilles, en tendant les bras pour s’accrocher à une branche et devenir une
chrysalide... pour nir par faire des mouvements de bras pour permettre au papillon
de s’envoler. Il a été montré que l’intégration de fonctions telles que l’utilisation du
corps du visiteur comme input favorise l’apprentissage en engageant le visiteur dans
une exploration active [Kortbek et Grønbæk, 2008].
MRsive est un outil portable de réalité augmentée ayant une approche centrée
sur l’utilisateur, testée à la Galerie d’Art d’Ontario (AGO) et permettant notamment
de faciliter la navigation dans le musée [Al Rabbaa et al., 2019]. Le guidage se fait
grâce à diérentes interfaces de navigation (Figure 20) : le visiteur choisit tout d’abord
des points d’intérêts sur une carte, la caméra de son smartphone s’allume ensuite an
de scanner son environnement pour permettre la localisation au sein du bâtiment
en comparant les images de la vue directe à celles du modèle 3D enregistré dans la
base de données. Des èches apparaissent alors à l’écran au niveau du sol, menant
l’utilisateur à la destination sélectionnée précédemment. Lorsqu’il est bien arrivé à
l’œuvre désirée, celle-ci peut être scannée an de voir s’acher des informations
complémentaires sous la forme visuelle ou sonore.
Figure 20 – Les diérentes étapes de navigation avec MRsive par [Al Rabbaa et al.,
2019]
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The Loupe est une loupe en bois dans laquelle est placé un iphone. Il s’agit d’un
prototype qui a été mis en place dans trois musées : le Musée Allard Pierson à Am-
sterdam, Museon à La Haye et le Musée national d’histoire à Soa. Le visiteur utilise
cette loupe pour examiner les artefacts du musée, qui sont reconnus grâce à la ca-
méra du téléphone et un algorithme de reconnaissance d’images. Lorsqu’un artefact
est reconnu, un contenu (textes, images, animations) lié à celui-ci est alors aché
sur la loupe (Figure 21). En plus de faciliter l’exploration du musée en fournissant
des informations sur un artefact sur demande, la loupe peut être utilisée pour pro-
poser aux visiteurs une visite thématique en l’orientant sur certains artefacts plutôt
que d’autres [Van Der Vaart et Damala, 2015].
Figure 21 – La Loupe par [Van Der Vaart et Damala, 2015]
Au Musée des arts et Métiers à Paris, un système de réalité augmentée auditif
a été développé : SARIM, sous la forme d’un casque stéréo Bluetooth auquel est xé
un capteur d’orientation. En plus de créer une ambiance sonore (voir Immersion ci-
dessous), des commentaires audio donnent une description vocale de l’artefact aug-
menté (narration, témoignage ou dialogue avec l’artefact ou son inventeur). Avant de
commencer la visite, le visiteur renseigne son âge, sa langue, ce qui l’intéresse dans
le musée et s’il s’agit de sa première visite. Sur base de ces informations, un itinéraire
personnalisé sera alors proposé, lequel sera adapté dynamiquement durant la visite
d’après le comportement de l’utilisateur avec les artefacts exposés [F. Z. Kaghat et
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al., 2020].
ARtLens est une application de réalité augmentée développée pour être utilisée avec
Microsoft HoloLens au sein du Davis Museum dans le Massachusetts pour la collection
d’art africain [Pollalis et al., 2018] . Elle permet aux visiteurs du musée d’interagir
activement avec les artefacts ainsi que d’apprendre des informations les concernant
tout en restant concentré sur l’objet de l’exposition. En plus de fournir des informa-
tions (visuelles et auditives), l’application guide également l’utilisateur.
Enn, l’application pour le musée de la bière Tsingtao, présentée précédemment, de-
mande aux visiteurs, avant de commencer le jeu, de choisir les tags qui l’intéressent
an de déterminer un des cinq itinéraires du jeu possibles [Li et al., 2019].
2.3.4 Immersion et présence
Slater [Slater et Wilbur, 1997] distingue les concepts d’immersion et de pré-
sence. L’immersion est relative au dispositif utilisé et la mesure dans laquelle celui-ci
fournit une illusion de réalité étant :
— inclusive, c’est à dire excluant le monde réel ;
— étendue, ce qui correspond aux modalités sensorielles prises en compte ;
— environnante, c’est à dire panoramique, est non limitée à un champ étroit ;
— vivante, correspondant à la résolution, la délité et la richesse de l’énergie si-
mulée dans une modalité particulière.
L’immersion est donc directement liée à la technologie du système et peut donc être
décrite de manière objective et quantiable, contrairement à la présence. Cette der-
nière reète plutôt un état de conscience dont la description est à la fois subjective et
objective. Subjective par l’évaluation faite par l’utilisateur du système de son degré
de présence, de la mesure dans laquelle les éléments virtuels lui apparaissent comme
étant réellement présents. Objective par la similarité de comportement de ce même
utilisateur entre un monde virtuel et la réalité quotidienne. Le degré de présence dé-
pend en partie de l’immersion : plus elle est importante, plus la présence le sera éga-
lement. Deux paramètres inuencent cependant cette relation : le contexte d’appli-
cation et les exigences perceptuelles de l’individu. Il est à noter que si cette approche
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est orientée environnements complètements virtuels (réalité virtuelle), elle peut être
adaptée à la réalité augmentée, la présence pouvant alors être dénie comme étant
l’impression que des objets virtuels sont présents dans l’environnement réel, plutôt que
de transporter ou d’immerger l’utilisateur dans un autre environnement [Witmer et
Singer, 1998].
Bystrom [Bystrom et al., 1999] se base sur ces approches d’immersion et de
présence pour construire son modèle d’interaction dans un environnement virtuel :
IPP (Immersion, Presence, Performance). Celui-ci se divise en plusieurs couches re-
présentant les facteurs inuençant le sentiment de présence dans un environnement
virtuel. La première est le type de dispositif utilisé par l’utilisateur, dont les attributs
quantiables (tels que la résolution, le degré de liberté, etc.) constituent la deuxième
couche, correspondant à l’immersion telle que dénie précédemment. Ces caractéris-
tiques physiques inuencent la délité sensorielle, dénie comme étant la mesure dans
laquelle les modications virtuelles apportées par le dispositif sont similaires à celles
des informations sensorielles dans le monde réel, inuençant à son tour l’interaction
que l’utilisateur a avec l’environnement virtuel, le tout ayant une inuence sur le sen-
timent de présence. La présence est également directement inuencée par les tâches
réalisées par l’utilisateur.
Il existe de nombreuses approches tentant d’appréhender ces deux concepts
de présence et d’immersion, représentées par diérents termes mais représentant glo-
balement les mêmes idées. Zhang [Zhang et al., 2017] les a regroupées de la manière
suivante :
— Embodied immersion, ou immersion non-diégétique, localisée, physique, sensorielle(-
moteur), perceptuelle, spatiale, égocentrique, viscérale : permet à l’utilisateur
de ressentir la présence corporelle dans l’environnement virtuel, est basée sur
des stimuli sensorimoteurs et le contrôle de l’environnement virtuel, corres-
pondant donc à l’immersion décrite ci-dessus ;
— Empathetic immersion, ou immersion diététique, mentale, imaginative, ctive,
cognitive et émotionnelle, psychologique, narrative, exocentrique, par procu-
ration, présence de soi : permet à l’utilisateur de se former une représentation
mentale par le biais de l’imagination ou d’autres moyens psychologiques, cog-
nitifs ou émotionnels, correspondant donc à la présence décrite ci-dessus.
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La présence est donc essentiellement un paramètre cognitif alors que l’immersion
fait essentiellement référence aux paramètres physiques de l’information sensorielle
et est fonction de la technologie utilisée [Kalawsky, 2000].
Dans la réalité augmentée, diérents facteurs favorisent l’immersion et la pré-
sence de l’utilisateur. L’immersion avec la réalité augmentée peut être renforcée avec
un visuel réaliste : une corrélation a eectivement été mise en évidence entre la
perception de réalisme et le sentiment d’immersion et de présence dans la réalité
augmentée. La représentation en trois dimensions renforce également le sentiment
d’immersion et permet de vivre des expériences intenses en donnant vie à des si-
tuations historiques par exemple [Roederer et al., 2020]. De plus, l’immersion est
plus importante en optimisant la connexion au monde réel, c’est à dire en créant une
combinaison signicative du réel et du virtuel, en apportant une signication sup-
plémentaire au monde réel. Le contenu additionnel d’ambiance, avec des sons par
exemple, contribue également à renforcer l’immersion de l’utilisateur [Harrington
et al., 2019].
Les dispositifs et les caractéristiques favorisant l’immersion sont discutés au point
3.2.
Au Telegraph Museum à Porthcurno, une expérience d’escape room collabora-
tive utilisant Microsoft HoloLens a été mise en place. Celle-ci a pour but de simuler un
exercice d’entraînement à la télégraphie de la seconde guerre mondiale. L’avantage
de l’HMD est que le contenu diusé s’aligne directement sur le regard de l’utilisateur
et couvre la plus grande partie de son champ de vision, rendant l’expérience plus
convaincante et plus immersive que celle oerte par un smartphone ou une tablette.
Le respect des lois de la perspective ainsi que la diusion de sons renforcent encore
ce sentiment d’immersion [Krzywinska et al., 2020].
AR Perpetual Garden App est un prototype de système de réalité augmentée sous
forme d’une application pour appareils mobiles au Carnegie Museum of Natural His-
tory. Celui-ci propose des environnements virtuels immersifs utilisant à la fois la
représentation visuelle (des dioramas), des commentaires auditifs (apportant des pré-
cisions concernant ce qui est aché à l’écran) et des sons d’ambiance [Harrington
et al., 2019].
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Le système de réalité augmenté audio SARIM déjà présenté précédemment
(voir 2.3.3) a délimité deux zones sonores diérentes pour chaque artefact augmenté
(Figure 22). Dans la première, en bleu, le son émis est un son d’ambiance, celui produit
par cet objet ou par son environnement par exemple. Dans la seconde, en rouge, plus
proche de l’artefact, il s’agit d’un commentaire auditif fournissant des informations
liées à cet artefact. Le matériel utilisé a son importance puisqu’il s’agit d’un casque
stéréo auquel est xé un capteur permettant d’en obtenir la position en temps réel et
diusant un son binaural, le tout favorisant l’immersion de l’utilisateur [F. Z. Kaghat
et al., 2020].
Figure 22 – Zones sonores autour des artefacts par [F. Z. Kaghat et al., 2020]
Enn, un système se voulant particulièrement immersif a été mis en place au
Musée municipal de Faro, Portugal [Rodrigues et al., 2019]. M5SAR, pour Mobile Five
Senses Augmented Reality, est un système mobile de réalité augmentée s’étendant aux
cinq sens, basé sur la combinaison d’un smartphone (ou d’une tablette) sur lequel est
installé une application classique pour la vue et le son, et d’un appareil portable y
ajoutant le toucher, le goût et l’odorat (Figure 23). Selon l’œuvre et son histoire, le
musée a préparé une narration sur cinq sens, dénissant ce qui devait être utilisé,
comment le répartir dans le temps, sur quelle durée et avec quelle intensité. Chaque
sens peut être stimulé individuellement ou de manière combinée avec les autres. L’ap-
port du toucher, du goût et de l’odorat créé une expérience étendue, mais l’utilisation
d’un smartphone pour les deux autres sens limite son aspect environnant.
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Figure 23 – Système M5SAR par [Rodrigues et al., 2019]
2.3.5 Expériences sociales
La réalité augmentée améliore les interactions avec le monde physique et les
objets qui le composent mais elle peut également améliorer les interactions entre vi-
siteurs et susciter un discours productif chez ces derniers. Les conversations concer-
nant les objets exposés pendant et après la visite d’un musée s’intègrent dans un
système de construction de sens [Matuk, 2016].
Ces interactions peuvent prendre diérentes formes, allant de susciter un simple
échange à la collaboration. La possibilité de créer des expériences de réalité augmen-
tée collaboratives et multi-utilisateurs est cependant assez récente [Krzywinska et
al., 2020].
D’après [Franz, Reilly et al., 2019], la capacité de visiter un musée accompagné tout
en étant capable de communiquer et de partager des idées et des sentiments indivi-
duels est une part importante de l’expérience d’un musée, et le fait de pouvoir parta-
ger son expérience et d’échanger des opinions ainsi que des commentaires entre les
points d’intérêts est une source de plaisir pour les visiteurs [Recupero et al., 2019].
La réalité augmentée collaborative peut soit améliorer les interactions en face à face,
soit créer un sentiment de co-présence parmi les collaborateurs à distance [Lukosch
et al., 2015].
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Il est essentiel de favoriser la collaboration et les conversations entre les divers
groupes de visiteurs pour créer des expériences d’apprentissage intéressantes dans
les musées.Discovery Palace, un musée des sciences en Caroline du Nord, a développé
un prototype appelé IDEA, pour Interactive Data and Embodied Analysis, permettant
aux visiteurs du musée d’utiliser leurs corps pour explorer de grands jeux de don-
nées via un dispositif de projection. Ce système a été pensé de manière à encourager
la collaboration entre deux utilisateurs à un moment donné : un utilisateur contrôle
l’aspect start/stop du système alors qu’un autre en contrôle la navigation, le tout de-
vant être réalisé de manière collaborative [Mishra et Cafaro, 2018]. L’avantage de
la réalité augmentée spatiale, contrairement aux systèmes portatifs personnels, est
qu’elle permet à plusieurs utilisateurs de faire l’expérience synchronisée de la même
réalité augmentée [Matuk, 2016]. L’application pour le musée de la bière Tsingtao
présenté précédemment permet aux visiteurs de collaborer en ayant des interactions
dans le monde réel en cas de dicultés rencontrées dans le jeu [Li et al., 2019]
L’utilisation de la réalité augmentée peut également permettre aux visiteurs
de laisser leur créativité s’exprimer. Avec le projet I was here, les visiteurs peuvent
créer des gratis numériques à l’aide de la réalité augmentée mobile (Figure 24). Les
créations sont personnelles et uniquement achées à l’écran de l’utilisateur mais
peuvent être partagées, via les réseaux sociaux par exemple [Šimer et al., 2016].




La réalité augmentée peut s’avérer être utile pour favoriser l’accès aux lieux
culturels et leurs œuvres aux personnes sourant d’un handicap, qu’il soit sensoriel,
moteur ou encore les troubles neurodéveloppementaux. Seule la question de l’acces-
sibilité pour les personnes sourant d’un handicap sensoriel, visuel plus particuliè-
rement, sera abordée dans le cadre de ce travail.
La réalité augmentée peut fournir aux utilisateurs sourant de handicaps sen-
soriels l’opportunité d’interagir avec des éléments, là où ce ne serait pas possible
avec des dispositifs plus classiques [González Vargas et al., 2020]. Les personnes
aveugles et malvoyantes sont confrontées à de nombreuses contraintes lorsqu’elles
visitent les expositions des musées, étant donné la position centrale donnée à l’utili-
sation de la vue et le manque d’accès cognitif, physique et sensoriel aux expositions
ou aux artefacts. Ces dicultés sont accrues par l’inaccessibilité à l’utilisation de
technologies numériques [Vaz et al., 2018].
L’accès et la compréhension des œuvres pour les personnes malvoyantes passe
essentiellement par le toucher, permettant la construction d’une image mentale des
artefacts. Il n’est cependant pas toujours permis de toucher les objets exposés et la
limite est évidente quand il s’agit par exemple d’œuvres en deux dimensions. Si les
descriptions auditives peuvent être une porte d’accès aux expositions, elles peuvent
faire référence à des concepts non connus de personnes nées malvoyantes, entra-
vant la construction d’une image mentale de l’œuvre. Vaz [Vaz et al., 2020] a mis en
avant cinq types de dispositifs favorisant l’accessibilité aux œuvre exposées dans les
musées/galeries :
— dispositifs haptiques pour l’exploration des copies virtuelles : permettant une per-
ception kinesthésique, avec retour de force, et ainsi d’acquérir des informations
perceptuelles telles que la forme, le poids, la texture et les propriétés des ma-
tériaux, tout en manipulant des objets virtuels tridimensionnels ou d’autres
environnements générés par ordinateur ;
— réplicas interactifs tactilement : des réplicas d’œuvres sont augmentés auditi-
vement, améliorant l’accessibilité intellectuelle et sensorielle ;
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— reliefs tactiles avec lesquels l’interaction est basée sur des gestes : non invasif, peut
être utilisé directement avec les artéfacts originaux si c’est autorisé et s’avère
être particulièrement utile pour les images en 2D (peintures, photos, etc.) ;
— navigation assistée : aide à la navigation au sein de l’établissement, qui permet
alors d’être réalisée sans aide extérieure ;
— solution hybride : favorise à la fois l’accès aux collections et la navigation.
Tooteko est un système de réalité augmenté de type réplicas interactifs tacti-
lement et destiné à une utilisation avec des œuvres en trois dimensions exclusive-
ment (telles que les sculptures, les objets, l’architecture, et non les dessins, peintures,
gravures, etc.). Il permet de toucher un réplica de l’œuvre en modèle réduit, réa-
lisé à l’aide d’une imprimante 3D, de sentir les matériaux et de distinguer les détails
du bout des doigts tout en écoutant des informations audios contextuelles avec des
écouteurs. Cela est possible grâce à l’utilisation d’une bague spéciale pouvant lire
des capteurs se trouvant sur l’œuvre réduite (Figure 25). L’information auditive est
donc pertinente pour la partie de l’objet qui est touchée à un moment précis. Ce sys-
tème permet de proter de l’œuvre d’art dans son contexte, et non dans un musée
de répliques pour malvoyants. Il peut donc être particulièrement ecace pour l’ac-
cès aux objets du patrimoine culturel à des personnes qui sourent de déciences
visuelles, permettant ainsi une réduction sensible des barrières. De plus, cette réalité
augmentée peut s’avérer également utile pour d’autres catégories de visiteurs qui fa-
vorisent la dimension tactile, comme les enfants, avec l’adaptation du contenu à leurs
besoins [D’Agnano et al., 2020]. Outre le fait d’orir la possibilité d’interagir avec
des représentations tactiles des objets exposés, la réalité augmentée peut également
rapprocher les visiteurs ne sourant pas de handicaps des collections des musées, en
augmentant leurs expériences sensorielles[Bernardo, 2016]. Il est important que les
solutions déployées pour permettre l’accessibilité des collections soient bénéques à
tous types de visiteurs [Vaz et al., 2020].
Un prototype d’audioguide interactif contrôlé par les gestes a été mis en ap-
plication avec la peinture Le Baiser de Klimt [Reichinger et al., 2016]. L’objectif
est de permettre aux personnes sourant d’un handicap visuel de pouvoir découvrir
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Figure 25 – [D’Agnano et al., 2020]Tooteko - parties du système
l’œuvre par elles-mêmes, sans avoir besoin de quelqu’un pour les guider. La peinture
a dans un premier temps été transposée en un relief en 2.5 dimensions (Figure 26) puis
des régions ont été identiées comme ayant un intérêt pour la description de celle-ci.
Des textes audios ont été enregistrés, liés aux régions identiées ou dont le contenu
est plus général par rapport à l’œuvre. Une caméra (depth camera, attribuant à chaque
pixel une valeur de profondeur permettant de connaître la distance qui les sépare) est
alors placée au-dessus, permettant la reconnaissance des mains et des gestes de l’uti-
lisateur an de délivrer le contenu audio au moment opportun. L’évaluation de ce
prototype par des personnes malvoyantes a révélé l’utilité du système, particulière-
ment pour les personnes totalement aveugles qui ont apprécié l’autonomie dans leur
exploration de l’œuvre. Elle a également permis de mettre en avant le bénéce ap-
porté pour la création d’une image mentale et la compréhension de la peinture. Ce
dispositif a été développé avec un relief en 2.5D mais pourra être généralisé pour des
artefacts en deux ou trois dimensions.
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Figure 26 – présentation du système développé par [Reichinger et al., 2016]
Le buste et la tête d’une statue grecque archaïque ont été séparés, chaque
partie étant maintenant conservée dans un musée distinct (le Musée Civique du Châ-
teau d’Ursino (Catane) et le Musée Archéologique de Syracuse, tous deux en Sicile)
[Stanco et al., 2017]. Étant donné qu’un réassemblage n’est pas envisageable, une
anastylose virtuelle a été réalisée. Dans un premier temps, cette reconstitution a été
mise à disposition du grand public via une plateforme web, mais cette solution ex-
cluait complètement l’accès aux personnes ayant une décience visuelle. Un système
a alors été développé, permettant l’exploration de l’œuvre grâce à un dispositif hap-
tique appliquant des retours de force sur la main de l’utilisateur. S’il permet à un
public bien spécique d’avoir accès à l’œuvre là où ce n’était préalablement pas pos-
sible, ce dispositif d’interaction tactile permet également un accès diérent à l’œuvre




Le point 2.2.1 nous a montré que peu de taxonomies sont spéciques au patri-
moine culturel et que celles-ci ne représentent pas les six grands apports de la réalité
augmentée pour les musées, galeries, monuments et sites historiques identiés au
point 2.3. Nous proposons donc de développer une nouvelle taxonomie, reétant ces
apports pour les visiteurs de ces lieux.
3.1 Méthodologie
La méthode utilisée pour la création de cette taxonomie s’est largement inspi-
rée de celle développée par [Nickerson et al., 2013], dont les diérentes étapes sont
illustrées en Figure 27.
La première étape consiste donc à déterminer une méta-caractéristique, c’est à dire
une caractéristique qui nous servira de l conducteur pour déterminer les diérentes
dimensions et caractéristiques qui constitueront la taxonomie. Le choix de cette méta-
caractéristique dans le cadre de ce travail est l’apport de la réalité augmentée pour un
utilisateur dans le cadre de la visite d’un lieu proposant du contenu lié au patrimoine
culturel (à savoir : musées, galeries, sites et monuments historiques).
La seconde étape consiste en la détermination de conditions de terminaison : la mé-
thode proposée étant itérative, il est nécessaire de préciser les conditions que doit
satisfaire la taxonomie pour pouvoir dire que le processus est terminé.
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Deux conditions objectives de terminaison ont été retenues :
— chaque dimension doit être unique et non répétée ;
— chaque caractéristique doit être unique au sein d’une dimension.
De cette manière, nous nous assurons le respect de notre dénition de taxonomie,
telle qu’explicitée au point 2.2.1.
Les cinq conditions subjectives de terminaisons proposées par [Nickerson et al.,
2013] ont également été retenues, c’est à dire que la taxonomie doit être :
— concise : le nombre de dimensions de la taxonomie doit permettre à cette taxo-
nomie d’être signicative sans être trop complexe ;
— robuste : les dimensions et les caractéristiques qui les composent doivent per-
mettre une diérenciation susante des objets pour qu’ils présentent un inté-
rêt ;
— complète : il doit être possible de classer tous les objets d’un échantillon aléa-
toire ;
— extensible : de nouvelles dimensions ou caractéristiques doivent pouvoir être
ajoutées facilement quand de nouveaux types d’objets apparaissent ;
— explicative : les dimensions et caractéristiques ne doivent pas décrire en détails
les objets, mais plutôt fournir une explication utile sur la nature de ces objets.
La suite de la méthode est itérative, et les deux approches dénies ont été utilisées :
— du conceptuel à l’empirique : sur base de l’état de l’art établi précédemment ;
— de l’empirique au conceptuel : sur base des diérents systèmes évalués dans le
cadre de ce travail (voir 3.3).
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Figure 27 – Méthode de développement d’une taxonomie par [Nickerson et al.,
2013]
3.2 Dimensions et caractéristiques
3.2.1 Analyse
La taxonomie présentée par [Pucihar et Kljun, 2018] est intéressante à plu-
sieurs niveaux : elle a été développée pour les systèmes de réalité augmentée appli-
qués au domaine artistique et au patrimoine culturel, et elle est axée sur la perspective
de l’utilisateur. Cependant, les diérents aspects relevés au point 2.3 ne sont pas bien
représentés, principalement l’inclusion qui n’est pas du tout prise en compte et l’ac-
tivité analytique qui est très générale et pourrait être anée. De plus, l’attribution du
score aux diérentes activités n’a pas de base objective, elle est réalisée selon l’éva-
luation subjective des auteurs, et ne respecte pas notre dénition d’une taxonomie
qui dit que chaque objet a exactement une des caractéristique dans chaque dimension
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puisque si une activité n’est pas représentée par un système aucun score ne lui est
attribué, et il n’a donc pas une caractéristique dans chaque dimension. Enn, elle
n’est appliquée qu’à des dispositifs visuels alors que nous avons vu au point 2.3 qu’il
existait des dispositifs augmentant d’autres sens, qu’il est nécessaire de prendre en
compte. C’est pourquoi cette taxonomie sera utilisée comme point de départ pour
l’élaboration d’une nouvelle taxonomie des apports de la réalité augmentée dans le
cadre du patrimoine culturel, orientée sur l’apport aux utilisateurs, et sera modiée
et anée sur base de l’état de l’art établi précédemment ainsi que de l’évaluation des
diérents systèmes.
La première dimension de la taxonomie de [Pucihar et Kljun, 2018] est l’activité
analytique. Celle-ci est utilisée pour la description précise d’une œuvre, la situation de
cette dernière dans son contexte de création dans le patrimoine culturel ou dans l’es-
pace historique, et l’émergence de questions. L’apport d’informations complémentaires
concernant un artefact, un lieu, ou tout autre objet d’une exposition ou visite, est
présent dans une énorme majorité des systèmes rencontrés et semble donc assez peu
pertinent en tant que tel, il est nécessaire de l’aner. C’est pourquoi nous nous foca-
liseront uniquement sur l’aspect de reconstruction virtuelle, que ce soit d’un objet,
d’un lieu ou d’un contexte. Cette reconstruction peut évidemment être visuelle mais
peut également concerner les autres sens. Une reconstruction auditive pourrait par
exemple être celle d’un bruit produit par l’utilisation d’un artefact. Il peut aussi s’agir
d’une construction virtuelle donnant une autre dimension à l’objet exposé ou une
construction imaginaire. Nous utiliserons le terme (re)construction pour englober ces
constructions virtuelles.
La seconde est l’activité sensible, représentant l’immersion, l’imprégnation et
l’imagination. Comme nous l’avons vu au point 2.3.4, un système de réalité augmenté
peut être plus ou moins immersif d’après ses caractéristiques techniques, et si la pré-
sence est dicile à évaluer, il est possible pour l’immersion d’être quantiée. Pour
rappel, la taxonomie proposée par [Pucihar et Kljun, 2018] n’a aucun critère précis
quant à l’attribution des diérents scores et il est alors nécessaire de s’interroger sur
ce qui rend un système de réalité augmentée plus immersif qu’un autre an d’aner
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cette approche. La présence telle que dénie au point 2.3.4, étant dépendante de nom-
breux facteurs dicilement objectiables et quantiables, ne sera pas évaluée dans
le cadre de ce travail.
Marto [Marto et al., 2020], a montré une immersion plus importante avec
les dispositifs multimodaux, en combinant les modalités visuelles, auditives et olfac-
tives en sortie. Les systèmes multimodaux sont des systèmes informatiques dotés de
capacités multimodales pour l’interaction homme/machine et capables d’interpréter les
informations provenant de divers canaux sensoriels et de communication [Dumas et
al., 2017]. Au minimum deux modes d’entrée combinés de manière coordonnée sont
donc traités pas les systèmes d’entrée multimodaux [Liarokapis et al., 2017]. Selon
le domaine dans lequel il est utilisé, le terme de modalité peut avoir une signication
diérente [Turk, 2014]. En terme d’interaction homme/machine, la modalité est la
forme sous laquelle les informations sont achées ou transférées (parole, texte, visuel,
gestuelle, etc.) [Baig et Kavakli, 2020]. Il a été mis en évidence que les utilisateurs
préfèrent les inputs multimodaux à ceux unimodaux pour l’interaction, pour l’amé-
lioration de la manipulation et la abilité du système [Oviatt, 1997] et qu’associées
à la réalité augmentée, les représentations multimodales ont un eet positif sur l’en-
gagement de l’utilisateur [W. Lin et al., 2019]. Les systèmes multimodaux (en entrée
et en sortie) seront donc considérés comme étant immersifs.
Si le système n’est pas multimodal, les dispositifs et leurs caractéristiques dépendent
la modalité concernée.
Les dispositifs visuels de réalité augmentée sont nombreux. Les handheld (smart-
phones, tablettes) ont l’avantage d’intégrer divers capteurs (accéléromètre, gyromètre,
magnétomètre...) avec la possibilité de localisation et de tracking. Le tracking, néces-
saire pour superposer le contenu virtuel à l’environnement réel [Bekele et al., 2018],
peut être basé soit (1) sur le GPS ou des capteurs intégrés (accéléromètres, gyro-
mètres, NFC, Bluetooth, ...) soit (2) sur la reconnaissance d’image (que ce soit des
QR codes ou de la reconnaissance d’images en 2D ou 3D) [González Vargas et al.,
2020]. Si le premier favorise l’immersion [R. G. Boboc et al., 2019 ; Olaniyan et al.,
2020], c’est le contraire pour le second [Flavián et al., 2019]. Cependant, la petite
surface d’interaction ne permet pas une immersion totale de l’utilisateur dans l’en-
vironnement de réalité augmentée [Damala et al., 2013]. Les systèmes basés sur la
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reconnaissance d’images seront donc considérés comme peu immersifs et les autres
comme semi-immersifs [Bekele et al., 2018].
Tous les autres dispositifs visuels seront considérés comme étant immersifs. Cela in-
clut les HMD, permettant de couvrir la plus grande partie de la vision de l’utilisateur
[Jin, Ma et Liu, 2020], la SAR (Spatial Augmented Reality) [Park et al., 2015] ou en-
core les lunettes intelligentes [Kosmopoulos et Styliaras, 2018].
Concernant les dispositifs audio, il a été montré que le son spatialisé favorise l’immer-
sion [F. Z. Kaghat et al., 2020 ; Zhou et al., 2007]. Les dispositifs présentant cette ca-
ractéristique seront donc considérés comme immersifs et les autres semi-immersifs.
Enn, les interfaces haptiques sont, par essence, des systèmes immersifs qui four-
nissent un retour de force kinesthésique aux utilisateurs [Vaz et al., 2020]. Nous
considérerons que les systèmes olfactifs et gustatifs sont par essence également im-
mersifs.
Sur bases de ces caractéristiques et de leur impact sur l’immersion de l’uti-
lisateur, un arbre de décision a été créé an de déterminer le degré avec lequel un
dispositif de réalité augmentée favorise l’immersion (Figure 28). Ce degré d’immer-
sion va de 1 (peu immersif) à 3 (immersif). Dans le cas où le tracking serait hybride,
nous tiendrons compte du plus immersif.
Figure 28 – Évaluation du degré d’immersion d’un dispositif de réalité augmentée
sur base de caractéristiques techniques - échelle de 1 à 3, du moins immersif au plus
immersif
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L’activité suivante est celle de communication, qu’elle soit entre l’institution
et le visiteur, entre visiteurs ou avec le monde extérieur. La communication entre vi-
siteurs peut l’être dans le cadre d’utilisation de systèmes collaboratifs ou pour le par-
tage d’expérience ou de contenu. Ce partage est également ce qui est représenté par
la communication avec le monde extérieur. Quant à la communication entre l’institu-
tion et les visiteurs, elle semble être assez marginale. La collaboration entre visiteurs
et le partage de contenu ou d’expérience seront donc retenus comme caractéristiques.
La dernière est l’activité de personnalisation, qui comprend la personnalisa-
tion de contenu, l’aide à la planication de la visite et l’engagement personnalisé avec
les artefacts. Cette dimension est presque gardée telle quelle puisque sont conservées
comme caractéristiques la personnalisation de contenu et la personnalisation d’iti-
néraire.
L’apport encourager la participation du visiteur ne se retrouve dans aucune des
dimensions présentées ci-dessus. Cependant, la mise en place d’un système de réalité
augmentée destiné au public au sein d’une institution culturelle est directement liée
à l’attrait et la participation du visiteur, il ne sera donc pas retenu dans le cadre de
cette taxonomie.
La dernière dimension manquante à cette taxonomie est celle liée à l’inclusion.
Concernant les systèmes de réalité augmentée favorisant l’accès des personnes souf-
frant de handicaps sensoriels (auditif ou visuel) au patrimoine culturel, il est né-
cessaire d’assurer la disponibilité des mêmes informations sous diérentes formes
[Barbosa et al., 2019], mais également de pouvoir accéder à ces informations sous
diérentes formes. En eet, l’accessibilité multisensorielle est considérée particuliè-
rement importante pour l’inclusion, avec la traduction de données environnemen-
tales en modalités sensorielles alternatives, permettant de vivre des expériences sen-
sorielles supplémentaires ou améliorées [Sheehy et al., 2019]. De plus, la redondance
des modalités d’entrées est appréciée par les utilisateurs de systèmes multimodaux
[Oviatt, 1999], représentant alors un avantage pour tous les utilisateurs du système,
sourant d’un handicap ou non. Cette nécessité de permettre l’accès et d’assurer la
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disponibilité d’une information sous diérente forme peut être abordée grâce au mo-
dèle MMMM (v2) (pour Multimodal Man Machine Model, 2e version) [Dumas et al.,
2017]. Celui-ci décrit comment les modalités peuvent être fusionnées dans un sys-
tème multimodal interactif et présente à la fois le côté utilisateur et celui du système
(Figure 29).
En considérant les exigences énoncées ci-dessus, il faudra donc que le système as-
Figure 29 – MMMM - [Dumas et al., 2017]
sure une redondance en entrée et en sortie pour assurer une accessibilité aux per-
sonnes ayant un décit auditif ou visuel. Cette approche ne correspond cependant
pas exactement à ce que nous souhaitons développer dans le cadre de ce travail, à
savoir l’inclusion des personnes sourant d’un handicap visuel exclusivement. Il est
alors nécessaire de la préciser pour qu’elle soit davantage appropriée à cette pro-
blématique. Pour les personnes ayant un décit visuel, la combinaison des modalités
haptiques et auditives est la plus adaptée [Olaniyan et al., 2020]. De plus, nous avons
vu au point 2.3.6 que si la modalité d’entrée est tactile ou gestuelle alors un dispositif
peut avoir en sortie uniquement un signal audio.
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Pour être considéré comme favorisant l’accès d’une personne sourant d’un
handicap visuel au patrimoine culturel, le système devra donc, outre le fait évident
qu’il ne nécessite pas l’utilisation de la vue, répondre à au moins une des caractéris-
tiques suivantes :
— en sortie : redondance ou complémentarité haptique/auditif
— en entrée : toucher ou gestuel, et en sortie : audio
Enn, si en sortie une modalité visuelle est ajoutée, il faut que celle-ci soit redon-
dante pour que le système puisse être considéré comme étant inclusif. S’il s’agit de
modalités olfactives et/ou gustatives le système sera toujours considéré comme étant
inclusif, qu’elles soient redondantes ou complémentaires.
Enn, an de pallier le manque d’objectivité de l’attribution d’un score à une
activité, celui-ci est abandonné au prot d’une subdivision plus précise (caractéris-
tiques) de chaque dimension.
3.2.2 Présentation
Suite à notre analyse, les dimensions et caractéristiques suivantes ont donc
été retenues :
— Immersion : dans quelle mesure le dispositif de réalité augmentée favorise-t-
il l’immersion de l’utilisateur? Sur base de l’arbre de décision présenté précé-
demment :
— faible : le dispositif a un score de 1 d’après notre évaluation, il est peu
immersif ;
— moyenne : le dispositif a un score de 2 d’après notre évaluation, il est
moyennement immersif ;
— immersive : le dispositif a un score de 3 d’après notre évaluation, il est
immersif.
— Personnalisation : le système propose un contenu personnalisé au prol de
l’utilisateur. Deux facteurs ont été retenus comme pouvant être personnalisés :
— œuvre : le contenu proposé à l’utilisateur concernant l’œuvre (artefact
dans un musée, bâtiment, site archéologique, ...) est adapté à son prol
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et/ou de son comportement durant la visite ;
— itinéraire : le système sert de guide à l’utilisateur et lui propose un itiné-
raire susceptible de l’interesser, sur base de son prol et/ou de son com-
portement durant la visite ;
— mixte : l’œuvre et l’itinéraire sont personnalisés ;
— pas de personnalisation : le contenu proposé par le système de réalité aug-
mentée est le même pour chaque utilisateur.
— (Re)construction virtuelle : le système propose une (re)construction vir-
tuelle, liée à un lieu, un artefact, une exposition, ... Celle-ci peut être réelle
ou imaginaire.
— artefact/œuvre ;
— contexte/environnement : l’environnement qui devrait normalement en-
tourer l’œuvre exposée est reconstruit. Il peut s’agir de la contextualiser
spatialement, temporellement, ... ;
— mixte : concerne l’œuvre et son contexte ;
— pas de reconstruction virtuelle.
— Communication :
— collaboration : entre visiteurs durant l’utilisation du système. Les expé-
riences collectives favorisées par l’utilisation de la réalité augmentée entrent
dans cette catégorie, même s’il peut ne pas s’agir de collaboration au sens
strict ;
— partage d’expérience et/ou de contenu : pendant ou après l’utilisation du
système ;
— mixte : collaboration et partage ;
— pas de communication.
Inclusion : le dispositif proposé favorise-t-il l’inclusion de personnes sourant





3.3 Mise en application de la taxonomie
La taxonomie établie au point 3.2.2 va maintenant nous permettre de classer
une sélection d’articles. Cette sélection a été réalisée selon la méthodologie suivante :
— les recherches ont été réalisées dans Google Scholar, Scopus et Science Direct
— avec l’expression de recherche ("augmented reality" AND (museum OR mu-
seums OR gallery OR galleries OR "cultural heritage" OR "heritage context"))
— entre 2010 et 2020
— dans les titres, résumés et mots-clés pour Scopus et Science Direct, uniquement
dans le titre pour Google Scholar (la recherche dans les résumés et mots-clés
n’étant pas disponible)
Suite à cette recherche, nous avons obtenu 140 résultats dansGoogle Scholar, 51 résul-
tats dans Science Direct et 991 dans Scopus. Nous avons alors supprimé les doublons
et appliqué les critères de sélection suivants :
— critères d’inclusion :
— articles
— décrivant la mise en place eective d’un système de réalité augmentée
appliqué à un musée/galerie/site historique
— décrivant un système destiné à un public de visiteurs
(et non à la gestion d’un musée par exemple)
— en français ou en anglais
— présentant assez d’informations pour pouvoir évaluer les diérentes di-
mensions de la taxonomie
— critères d’exclusion :
— livres, reviews, surveys, thèses et mémoires
— applications destinées aux musées virtuels
De plus, si plusieurs articles décrivaient un même projet, nous avons conservé le plus
récent.
Le résultat de cette démarche nous a donné 163 articles, que nous avons analysés et
classés. Le résultat de cette analyse se trouve en Table 1.
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Table 1 – Mise en application de la taxonomie
Référence Immersion Personnalisation (Re)Construction Communication Inclusion
[A. F. Abate et al., 2011] immersive itinéraire contexte non non
[A. Abate et al., 2018] faible non œuvre non non
[Abdrabou et al., 2018] faible itinéraire non collaboration non
[Aljabar et al., 2019] faible non œuvre non non
[Alvaro-Tordesillas et al.,
2019]
faible non non collaboration non
[Andrade et Dias, 2020] moyenne non mixte partage non
[Angani et al., 2020] immersive non œuvre non non
[Antoniou et al., 2020] faible non contexte non non
[Arias-Espinoza et al., 2018] faible non œuvre non non
[Baker et al., 2019] faible non œuvre non non
[Banterle et al., 2017] faible non œuvre non non
[Barrile, Fotia, Bilotta et
De Carlo, 2019]
faible non œuvre non non
[Barrile, Fotia, Ponterio et
al., 2019]
faible non œuvre non non
[Barrile et al., 2018] moyenne non œuvre non non
[Basballe et Halskov, 2010] immersive non contexte non non
[Bellini et al., 2013] moyenne non non mixte non
[Belloli et al., 2020] immersive non œuvre non non
[Berlino et al., 2020] faible non œuvre non non
[Bernik et al., 2019] faible non œuvre non non
[Blanco-Pons, Carrión-
Ruiz, Duong et al., 2019]
faible non œuvre non non
[Blanco-Pons, Carrión-
Ruiz, Lerma et al., 2019]
moyenne non œuvre non non
[R. G. Boboc et al., 2019] moyenne non mixte non non
[R. Boboc et al., 2017] faible non œuvre non non
[Bolognesi, 2018] faible non œuvre non non
[Bolognesi et Aiello, 2019] faible non non non non
[Bozzelli et al., 2019] moyenne non mixte non non
[Brancati et al., 2016] immersive non non non non
[Breuss-Schneeweis, 2016] faible non non non non
[Bruno et al., 2019] moyenne non mixte non non
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Référence Immersion Personnalisation (Re)Construction Communication Inclusion
[Canciani et al., 2016] faible non œuvre non non
[Cannella, 2019] faible non œuvre non non
[Capuano et al., 2016] faible itinéraire non non non
[Cardoso et al., 2020] moyenne non non non non
[Carulli et Bordegoni,
2020]
immersive non contexte non non
[Čejka et al., 2020] moyenne non mixte non non
[Cesário et al., 2020] faible non œuvre non non
[Chan et al., 2013] moyenne non œuvre non non
[Chang et al., 2014] faible non non non non
[Chatzidimitris et al., 2013] faible non non partage non
[Chen et al., 2014] faible non œuvre non non
[Chiu et al., 2019] faible non non non non
[Cliffe et al., 2019] immersive non contexte non non
[Cliffe et al., 2020] immersive non contexte non non
[Clini et al., 2014] faible non non non non
[Coelho et Costa, 2017] faible non non partage non
[Cushing et Cowan, 2017] faible non contexte non non
[D’Agnano et al., 2020] moyenne œuvre non non oui
[D’Auria et al., 2014] immersive itinéraire contexte non non
[Damala et Stojanovic,
2012]
immersive œuvre non non non
[Damala et al., 2016] faible itinéraire non non non
[De Paolis et al., 2018] faible non œuvre non non
[Debenham et al., 2011] faible non œuvre non non
[Dela Cruz et al., 2018] faible non œuvre non non
[Dima et al., 2014] immersive non œuvre non non
[Duguleana et al., 2016] faible non œuvre non non
[Fakhour et al., 2020] moyenne non contexte non non
[Fenu et Pittarello, 2018] faible non mixte non non
[Flynn, 2013] immersive non œuvre collaboration non
[Franz, Alnusayri et al.,
2019]
immersive non mixte partage non
[Fusté-Forné, 2020] immersive non œuvre non non
[Gardoni et al., 2020] immersive non mixte non non
[Garofalo, 2019] immersive non œuvre non non
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Référence Immersion Personnalisation (Re)Construction Communication Inclusion
[Garozzo et al., 2019] faible non œuvre non non
[German et al., 2018] immersive œuvre œuvre collaboration non
[Gimeno et al., 2011] immersive non mixte collaboration non
[Gimeno et al., 2017] moyenne non mixte non non
[Grammenos et al., 2011] immersive non contexte non non
[Greci, 2016] faible non non partage non
[Guedes et al., 2020] faible non non non non
[Güleç Özer et al., 2016] faible non œuvre non non
[Gutierrez et al., 2015] faible non œuvre non non
[Hammady et al., 2020] immersive non mixte mixte non
[Han et al., 2019] immersive non non non non
[Harrington et al., 2019] immersive non mixte non non
[Haydar et al., 2011] immersive non œuvre non non
[Hook et al., 2013] faible non œuvre non non
[Huang et al., 2019] immersive non non non non
[Hurst et al., 2019] immersive non mixte non non
[Jakobsen et al., 2017] moyenne non mixte non non
[Jevremovic et Petrovski,
2012]
faible non œuvre partage non
[Jin, Ma et Li, 2020] immersive non mixte non non
[F. Kaghat et Cubaud, 2010] immersive non contexte non non
[F. Z. Kaghat et al., 2020] immersive itinéraire mixte non non
[Kakarountas et al., 2014] immersive œuvre non non non
[Kang, 2013] faible non non non non
[Kasapakis et al., 2016] moyenne non œuvre non non
[Keil et al., 2013] faible œuvre œuvre non non
[Kelly et al., 2017] immersive non mixte non non
[Kenderdine et al., 2014] moyenne non mixte non non
[M. Khan, 2014] immersive non mixte non non
[M. A. Khan et al., 2020] faible non non non non
[S. Kim et al., 2019] immersive non mixte non non
[T. Kim et al., 2013] immersive non œuvre collaboration non
[Kolstee et Van Eck, 2011] immersive non œuvre non non
[Koo et al., 2019] faible non non non non
[Kratky, 2015] immersive non non non non
[Květina et al., 2015] faible non mixte non non
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Référence Immersion Personnalisation (Re)Construction Communication Inclusion
[Leach et al., 2018] moyenne non œuvre non non
[Lee et al., 2015] immersive non œuvre non non
[Lee et al., 2019] immersive non œuvre non non
[Leopardi et al., 2020] immersive œuvre non non non
[Li et al., 2019] faible itinéraire œuvre collaboration non
[C. M. Lin et al., 2013] faible non œuvre non non
[T.-G. Lin et al., 2019] faible non mixte non non
[Litvak et Kuflik, 2020] immersive non non non non
[Madsen et Madsen, 2015] faible non œuvre non non
[Maniello, 2019] immersive non œuvre non non
[Mann et Fryazinov, 2019] faible non œuvre non non
[Martínez et al., 2018] immersive non œuvre collaboration non
[Marto et Gonçalves, 2019] faible non œuvre non non
[Mason, 2016] immersive non non non non
[Maurizio et al., 2017] faible itinéraire œuvre non non
[Meriem et al., 2018] moyenne non non partage non
[Miyata et al., 2011] immersive non œuvre non non
[Mohammed-Amin et al.,
2012]
faible non œuvre non non
[Morganti et Bartolomei,
2018]
faible non non non non
[Narciso et al., 2015] moyenne non œuvre non non
[Ohashi et al., 2019] faible non non non non
[Ohlei et al., 2018] faible œuvre œuvre non non
[Oleksy et Wnuk, 2016] faible non œuvre non non
[Osawa et al., 2016] faible non non non non
[Ozden et al., 2014] faible non non non non
[Paliokas et al., 2020] faible non œuvre non non
[Panou et al., 2018] moyenne non œuvre non non
[Pedersen et al., 2017] immersive non œuvre non non
[Perra et al., 2019] faible non non non non
[Petrelli, 2019] moyenne non mixte non non
[Petrucco et Agostini, 2016] moyenne non mixte non non
[Pierdicca et al., 2016] moyenne non non non non
[Pierdicca et al., 2015] faible non œuvre non non
[Pikov et al., 2015] faible non œuvre non non
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Référence Immersion Personnalisation (Re)Construction Communication Inclusion
[Poce et al., 2019] faible non non non non
[Pollalis et al., 2017] immersive non œuvre non non
[Pollalis et al., 2018] immersive non œuvre non non
[Purnomo et al., 2018] faible non œuvre non non
[Puspasari et al., 2019] faible non œuvre non non
[Ramirez et al., 2013] faible non œuvre non non
[Ridel et al., 2014] immersive non œuvre non non
[Rodrigo et al., 2019] faible non œuvre non non
[Rodrigues et al., 2019] immersive itinéraire mixte non non
[Roldan et al., 2019] immersive non œuvre collaboration non
[Ryffel et al., 2017] faible non œuvre non non
[Sauter et al., 2019] faible non non non non
[See et al., 2017] faible non œuvre non non
[Shakouri et Tian, 2019] moyenne non œuvre non non
[Simonettoa et al., 2013] faible non œuvre non non
[Sprung et Haxha, 2020] moyenne non œuvre collaboration non
[Stanco et al., 2012] faible non œuvre non non
[Sugiura et al., 2019](a) faible non non non non
[Sugiura et al., 2019](b) immersive non non non non
[Sulaiman et al., 2019] faible non mixte non non
[Supriyono et al., 2020] faible non œuvre non non
[Theodorakopoulos et al.,
2017]
immersive mixte contexte non non
[Torres-Ruiz et al., 2020] moyenne itinéraire non non non
[Vanoni et al., 2012] faible non œuvre non non
[Vazqez-Alvarez et al.,
2016]
immersive non mixte non non
[Verykokou et al., 2014] faible non œuvre non non
[C.-S. Wang, 2019] faible itinéraire non non non
[C.-S. Wang et al., 2018] moyenne itinéraire non non non
[Whiteside et al., 2014] faible non non non non
[Winzer et al., 2017] faible non contexte non non
[Yang et Chan, 2019] immersive non contexte non non
[Younes et al., 2017] moyenne non œuvre non non
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3.4 Analyse
Parmi ces 163 dispositifs analysés entre 2010 et 2020, la majorité (72%) ont été
mis en place après 2015 et près de la moitié (43%) date de 2019 et 2020.
Nous allons maintenant analyser les résultats obtenus pour chaque dimension.
Immersion
La moitié des dispositifs a été classée dans la catégorie peu immersif (Figure
30). D’après notre système d’attribution de niveau d’immersion, cela signie que la
moitié des systèmes utilisent des dispositifs portables, tels que des smartphones ou ta-
blettes, dont le tracking est basé sur les images, que ce soit de type QRcodes ou recon-
naissance d’images. La proportion de systèmes peu immersifs est la même pour les
systèmes développés entre 2010 et 2015 que pour ceux développés ces cinq dernières
années (51%). Une légère diminution est cependant perceptible pour les systèmes dé-
veloppés en 2019-2020 (47%). De plus, si 9% des systèmes développés entre 2010 et
2015 étaient moyennement immersifs, ils étaient 19% à l’être pour les cinq années
suivantes. Cette évolution du degré d’immersion pourrait s’expliquer par l’évolution
matérielle des diérentes technologies.
Nous pouvons faire un parallèle avec la taxonomie de Pucihar dont nous avons
repris la dimension d’immersion, an de comparer les niveaux d’immersion attribués
pour l’évaluation d’un même système. Leur évaluation étant basée sur un ressenti,
il serait intéressant de savoir si cette attribution subjective correspond aux résultats
obtenus avec notre méthode. Etonnement, seulement six articles analysés par Puci-
har se sont retrouvés également dans nos recherches (la méthode de recherche et
sélection d’articles n’était pas précisée et s’y retrouve un nombre non négligeable
d’articles antérieurs à 2010) :
— le système de [Kasapakis et al., 2016] a été considéré comme étant moyenne-
ment immersif dans notre taxonomie, alors que d’après Pucihar il ne présentait
pas cette activité appelée sensible, correspondant à l’immersion dans le cadre de
ce travail. Cette disparité se retrouve également pour le système de [Damala
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et Stojanovic, 2012] qui est considéré comme immersif dans ce travail alors
que pour Pucihar il a un score minimal ;
— des similitudes sont également observées : pour le système de [Kenderdine
et al., 2014] le score correspondant à moyennement immersif a été attribué des
deux côtés et ceux de [Pierdicca et al., 2015], [Keil et al., 2013] et [Chatzidimitris
et al., 2013] sont considérés comme étant des systèmes peu immersifs dans les
deux taxonomies.
De plus, nous observons par exemple qu’un système handheld marker-based ([Lu et
al., 2014]) a un score maximal pour l’activité sensible, alors qu’il serait au minimum
dans notre taxonomie.
Personnalisation
Concernant la dimension de personnalisation, celle-ci est assez peu représen-
tée. En eet, seuls 12% des systèmes étudiés proposent du contenu personnalisé
à l’utilisateur, que ce soit un itinéraire personnalisé (7%), du contenu associé aux
œuvres (4%) ou mixte (1%) (Figure 31). Aucune diérence signicative n’est égale-
ment remarquée entre les systèmes les plus anciens (11% de ceux développés entre
2010 et 2015 proposent un contenu personnalisé) et ceux développés ces dernières
années (13% pour la période 2016-2020).
Figure 30 – Répartition de l’immersion Figure 31 – Répartition de la personnalisation
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(Re)Construction
Si la majorité des systèmes propose une forme de (re)construction virtuelle
(Figure 32), 26% d’entre eux proposent un autre type de contenu. Il s’agit générale-
ment de dispositifs achant un complément d’information concernant les artefacts
de l’exposition, sous la forme de texte, d’une vidéo, d’une image, etc. Parmi celles
présentant un contenu sous la forme de (re)construction, deux tiers concernent les
œuvres exclusivement, près d’un quart les œuvres et leurs contextes, et seulement
12% proposent une (re)construction ne concernant que le contexte. Là encore le pour-
centage de (re)construction est similaire entre les dispositifs plus récents et les plus
anciens.
Communication
Tout comme l’aspect de la personnalisation, celui de la communication est
très peu développé (Figure 33). Parmi les systèmes proposant cette fonctionnalité, la
collaboration et le partage sont plus ou moins sur un pied d’égalité.
Figure 32 – Répartition de la (re)construction Figure 33 – Répartition de la communication
Inclusion
Une seule application parmi celles évaluées peut être considérée comme étant
adaptée à un public de personnes malvoyantes (Figure 34), il s’agit de Tooteko pré-
sentée au point 2.3.6. Un système se voulait accessible pour ce public aux besoins
spéciques [Guedes et al., 2020] mais ne répondait pas à nos critères d’inclusion. Il
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s’agit d’une application destinée à des appareils de type handheld achant de l’in-
formation sous forme d’un texte concernant l’œuvre lorsque l’utilisateur scanne le
QRcode qui y est lié. Le texte est disponible à l’écoute mais l’utilisation de la vue est
nécessaire pour avoir accès à ces informations. Elle permet cependant l’accès à une
certaine catégorie de personnes malvoyantes, mais certainement pas à celles souf-
frant de cécité.
Si nous devions évaluer le système de [Stanco et al., 2017] décrit au point 2.3.6 avec
notre taxonomie, celui-ci ne serait pas considéré comme étant inclusif non plus car
seule la modalité haptique est utilisée en sortie. S’il est vrai que ce dispositif permet
à des personnes malvoyantes de parcourir et de ressentir la sculpture de manière
virtuelle, elle ne la rend pas réellement intelligible. En eet, si le visiteur venait à
parcourir de la même manière le modèle imprimé en trois dimensions, il n’aurait pas
moins d’information qu’avec le dispositif haptique. Comme nous l’avons vu au point
2.3, l’objectif d’une application de médiation est de rendre intelligibles les artefacts. Il
serait alors intéressant de combiner ce dispositif haptique avec des commentaires au-
ditifs directement liés à la zone de l’œuvre qui est touchée, comme pour [D’Agnano
et al., 2020 ; Reichinger et al., 2016], ce qui permettrait d’apporter une réelle plus-
value au dispositif.
Si favoriser l’accès à tout type de public est un apport intéressant de la réalité
augmentée, il demande par contre potentiellement un plus gros investissement que
pour une application développée pour un smartphone, ne serait-ce que d’un point
de vue matériel (la facilité avec l’utilisation d’une application mobile est que chaque
visiteur utilise son propre smartphone). De plus, la majorité des dispositifs présentés
pour les personnes sourant d’un handicap visuel était basée sur une impression en
3D, qui est un processus assez long et coûteux, surtout pour les modèles de taille
moyenne à grande et avec d’autres matériaux que de simples polymères [Stanco et
al., 2017].
Il est également intéressant de noter qu’une des applications analysées est
destinée à un public malentendant : il s’agit d’une application pour smartphone pro-
posant quatre types de codes diérents pouvant être scannés, pour que chaque visi-
teur ait accès au contenu sous la forme la plus adaptée à ses besoins (le contenu est
disponible sous la forme textuelle, image, vidéo ou modèle 3D) [Baker et al., 2019].
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Figure 34 – Répartition de l’inclusion
3.5 Limitations
La taxonomie développée permet de classer des systèmes de réalité augmen-
tée destinés à une utilisation liée au patrimoine culturel en fonction de ses apports à
l’utilisateur, tels qu’identiés en point 2.3. Certaines limites sont cependant à soule-
ver quant à son application.
La dimension liée à l’inclusion est assez limitée puisqu’elle ne tient compte que
des handicaps visuels. Il existe cependant d’autres handicaps dont il serait judicieux
de tenir compte dans le cadre de l’accès au patrimoine culturel : auditif, physique,
cognitif, ... De plus, nous englobons dans notre analyse tous les troubles visuels dans
une seule catégorie, sans tenir compte des diérents degrés de cet handicap pouvant
être rencontrés. Il est également important de noter que dans notre approche nous ne
tenons compte que du public présentant uniquement un handicap visuel sans tenir
compte des cas de multi-handicaps.
La méthode développée pour déterminer le niveau d’immersion d’un système
permet de tenir compte de trois des quatre caractéristiques présentées par Slater
(point 2.3.4), à savoir l’aspect inclusif, étendu et environnant. Elle ne tient pas compte
de la caractéristique vivante relative à la résolution, la délité et la richesse de la
représentation. Bien que ce critère soit dicile à évaluer sans être in situ, le degré
de réalisme a un impact sur l’immersion de l’utilisateur et il est dès lors important
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d’en tenir compte lors du développement d’une application. En outre, nous avons
considéré les diérentes caractéristiques de Slater de manière individuelle : si un
système est multimodal, alors il est étendu et donc immersif ; ou si un casque HMD
est utilisé alors la vision est panoramique, donc environnante et immersive. Or nous
aurions pu tenir compte de la combinaison de ces diérents facteurs, qui combinés
renforcent l’immersion de l’utilisateur. Il y a donc un manque de granularité dans
notre approche. An d’illustrer ce propos, reprenons le système M5SAR présenté au
point 2.3.4 : nous avions vu que les modalités s’étendaient aux cinq sens mais que
l’image et le son provenaient d’un smartphone, le rendant peu environnant pour ces
modalités. L’immersion pourrait alors être plus présente en modiant le dispositif
visuel et auditif mais d’après le degré attribué avec notre évaluation il a déjà obtenu
une note d’immersion maximale.
Enn, dans le cadre de la réalité augmentée auditive, nous avions mis en avant l’im-
portance des sons d’ambiance pour favoriser l’immersion, il aurait alors pu être in-
téressant de tenir également compte du contenu pout évaluer l’immersion de ces
systèmes.
D’une manière générale, il pourrait être intéressant de tenir davantage compte
du contenu proposé à l’utilisateur, en remaniant la dimension (re)construction par
exemple an qu’elle tienne compte de tous les types de contenus. En eet, là où l’ab-
sence de communication pour un système met en avant un point qui pourrait être
développé, ce n’est pas le cas lors d’absence de (re)construction.
S’intéresser davantage au public cible du système, allant au-delà de l’aspect inclusif,
pourrait également être une approche complémentaire intéressante : l’apport est dif-
férent pour un public scolaire, des professionnels, un public plus général, etc.
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4 Conclusion
Après avoir déni ce que sont la réalité augmentée et les taxonomies, nous
avons fait état des diérentes taxonomies existantes pour classer des systèmes de réa-
lité augmentée, générales dans un premier temps et spéciques au domaine culturel
et artistique dans un second temps. Nous avons ensuite abordé la mise en applica-
tion de la réalité augmentée dans le cadre de la valorisation du patrimoine culturel
dans des musées, galeries et sur des sites historiques, en se concentrant sur l’apport
de celle-ci pour les visiteurs. Six grandes catégories d’apports ont été identiées :
favoriser la participation du visiteur ; restaurer virtuellement des artefacts ; guider le
visiteur, lui proposer du contenu personnalisé et favoriser son apprentissage ; favo-
riser l’immersion de l’utilisateur ; favoriser les expériences sociales à travers la colla-
boration et le partage et favoriser l’inclusion de personnes sourant d’un handicap,
visuel en particulier.
Face au constat que peu de taxonomies sont spéciques au patrimoine cultu-
rel et que celles-ci sont incomplètes, car ne représentent pas tous les apports, une
méthodologie a été établie an de dénir une nouvelle taxonomie. Cette méthodolo-
gie est itérative est basée sur l’approche de [Nickerson et al., 2013] et nous a permis
d’établir les diérentes dimensions, chacune composées de catégories.
An de déterminer les dimensions qui composent notre taxonomie, nous avons pris
comme point de départ la taxonomie établie par [Pucihar et Kljun, 2018] et l’avons
repensée à la lumière des apports identiés précédemment. Cinq dimensions ont été
retenues pour cette taxonomie. La première est celle de l’immersion, pour laquelle
une méthode d’évaluation du degré d’immersion a été développée permettant, sur
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base des modalités et du matériel utilisé, de déterminer si un système est peu im-
mersif, moyennement immersif ou immersif. Il s’agit plus exactement de déterminer
la mesure dans laquelle un dispositif de réalité augmentée favorise l’immersion de
ses utilisateurs. La seconde est celle de la personnalisation, qui peut être liée au prol
préétabli de l’utilisateur ou à son comportement durant la visite. La personnalisation
peut être liée au contenu associé à une œuvre, à un itinéraire de visite ou aux deux.
La troisième est celle de la (re)construction virtuelle et permet de dénir si le système
propose un contenu de construction ou de reconstruction virtuelle d’une œuvre et/ou
de son contexte. La suivante est celle de la communication et précise, dans le cas où
le dispositif de réalité augmenté favorise la communication entre les utilisateurs, si
c’est par le biais de la collaboration et/ou du partage d’expérience/de contenu. La
dernière est celle de l’inclusion et indique si le système évalué est adapté à un public
malvoyant. Des critères liés aux modalités utilisées ont été déterminés.
An de mettre en application cette taxonomie, 163 articles ont été sélection-
nés (entre 2010 et 2020) et évalués. L’analyse des résultats a montré que la moitié
des dispositifs étaient considérés comme étant peu immersifs, mais qu’ils tendaient à
être plus immersifs ces dernières années. Très peu de systèmes développent l’aspect
de la communication et de la personnalisation, mais ils sont une majorité à proposer
un contenu de type (re)construction virtuelle. Enn, une seule application était ac-
cessible aux personnes sourant d’un handicap visuel.
Dans ce travail nous avons donc développé une approche permettant d’objec-
tiver l’évaluation du degré d’immersion d’un système de réalité augmentée, déter-
miné les caractéristiques nécessaires à un système pour qu’il soit inclusif et accessible
aux personnes malvoyantes et développé une taxonomie permettant de distinguer les
bénéces apportés par la réalité augmentée à un visiteur d’un lieu culturel ou artis-
tique.
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La réexion, initiée dans ce mémoire, concernant l’accessibilité au patrimoine
culturel pour les personnes malvoyantes, via la réalité augmentée, n’est qu’une pre-
mière approche et il serait intéressant de la développer davantage. L’amélioration de
cette dimension peut se présenter sur deux axes : premièrement, aner l’évaluation
liée aux handicaps visuels en tenant compte des diérents types de décits visuels, et
deuxièmement, déterminer les critères d’inclusion pour les personnes sourant d’un
handicap, quel qu’il soit, tout en tenant compte du fait qu’ils puissent être multiples.
De plus, la dimension de l’immersion est un point qu’il pourrait être judicieux d’a-
ner également, en tenant compte de la combinaison des critères dénis par [Slater
et Wilbur, 1997] pour l’immersion.
Enn, il a été mis en avant que trois dimensions sont très peu représentées : la per-
sonnalisation, la communication et l’inclusion. Cette sous-représentation met en avant
des opportunités de développement pour des applications futures dans un cadre de
valorisation du patrimoine culturel.
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