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ABSTRACT 
 
Visualization of large dataset such as 3-Dimensional (3D) medical data effectively and economically is a big challenge 
for current generation of supercomputers. Grid Computing, on the other hand has matured sufficiently to make it a 
viable solution for the challenge. In this paper, we present our initial findings of our project for visualizing a heart 
model using a cluster grid. VTK (Visualization Toolkit) will be used for its affordability and the ability to perform 
parallel visualization which is portable to a variety of hardware and operating system. The grid will be constructed by 
having a 35 nodes cluster computer, “Sauron” in Virtual Reality Centre (VRC) as its core. 
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1.0 INTRODUCTION 
 
Visualizing a time varying 3D medical dataset such as the heart model is a resource (bandwidth, storage and processing 
speed) exhausting process. This is even more so when we are talking about computational fluid dynamics simulations in 
the heart model.  
  
1.1 GRID  
 
According to Buyya [12], grid is define as “a type of parallel and distributed system that enables the sharing, selection, 
and aggregation of geographically distributed "autonomous" resources dynamically at runtime depending on their 
availability, capability, performance, cost, and users' quality-of-service requirements.”  
 
A simple example would be several computers from different states, joining their resources’ capabilities in solving a 
single problem. Compared with other architecture such as clusters and high performance machines, grid doesn’t require 
us to own this hardware in order to utilize their resources. In other words, we are actually “borrowing” other people’s 
resources to solve our problem. Thus resulting in lower cost or more economic compared to other architecture. 
 
In contrast, because we are “borrowing” people’s resources, there are chances where people will stop “borrowing” their 
resources to the grid half way. This will cause our resources in the grid to be inconsistent. In all, grid enables us to have 
inconsistent, but maximum resources possible. 
 
1.2 OUR PROJECT 
 
In our project, we are using 3D fiber fluid model of a human heart by by Charles Peskin and David McQueen of the 
Courant Institute of Mathematical Science [3]. This model is simulated using the Immersed Boundary Method (IBM) 
developed. This heart model consists of 4,000 fiber points representing 600,000 discrete points and consisting of 57,000 
time steps for 1 single systolic contraction.  
  
Our project involves two major sections: (1) Heart Modeling and (2) Heart Visualization. In this paper, we focus only 
on the latter which will get the data (in 3D points) from the heart modeling group to visualize the heart model  
  
Now, to visualize such large data on the desktop would be very cumbersome and therefore allowing the visualization 
process to operate on the grid becomes more attractive [2]. For that, we have decided to utilize the resources available 
in our VRC as test bed. By creating a cluster grid [1], we will be able to have the necessary resource to take on the 
challenge.  
  
With this, studies on cardiovascular physiology such as hypertension and myocardial ischemia will be very useful. 
Apart from that, it will also be a tool for determining the causes and prevention measures of the heart attacks. 
 
 
©FCSIT, UM 2007    T5-1 
     Proceeding of the 2nd International Conference on Informatics, 2007 
2.  RELATED WORKS 
 
There are a lot of visualization works done previously by researchers. For instance, Ma [5] and Rowlan [6] both 
demonstrated runtime tracking of three-dimensional numerical simulations using direct volume rendering on a 
massively parallel computer which are time-dependant.  
 
Other than that, there are also researchers who developed visualization techniques of time-varying data as a post-
process. Silver and Wang [7] presented a volume based feature tracking algorithm to help visualize and analyze large 
time-varying datasets.  
 
And also not forgetting the high performance visualization systems such as Heerman [8] and Parker [9].  
 
All the works mentioned above are mostly dependant on either dedicated frame buffer, parallel I/O support, high-end 
graphical hardware or high-speed networks. Our project in contrast, looks for an economical solution in developing a 
visualization system to visualize the heart model. Therefore, grid computing environment are chosen.  
 
As for the visualization tools, Visualization Toolkit (VTK) was chosen among all the visualization software. This is 
mainly because it is open source and is freely available. Besides that, VTK is also grid enabled with its extensive 
libraries. There are also successful works using VTK on grid environment such as Dutra [10]. 
 
 
3.0 ARCHITECTURE 
 
        Fig.  1:  Architecture  of  the  system 
Proposed Architecture
•  3D points Data 
(at different time step) 
•  Heart torus Data 
Cluster Grid
VTK & Java (GUI)
Server
Client (public) 
 
Fig. 1 shows the intended architecture of our project. As we can see, the data in 3D points were received from the heart 
modeling group and will be processed using the grid established. Because in a grid environment, unlike in a cluster, 
resources are provisioned onto and removed from the grid on an ongoing basis. Therefore to overcome the 
inconsistency mentioned earlier and also to ensure the resources to be at an acceptable par, the grid are built by having 2 
clusters as its core. Then, thousands of time steps’ 3D point data will then be rendered using VTK on the grid into short 
animation. These animations will be stored into the server for public access. 
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4.0 INITIAL RESULTS 
 
As to date, we are still in the initial stage of our project. We have successfully installed and run VTK on one of the 
cluster in VRC. Works are in progress in manipulating 3D point data and also to monitor the time taken to render them. 
 
      
                  F i g .   2       F i g .   3  
 
However, our aim is to create a parallel visualization system over the grid. This system will be able to visualize time 
varying data which are passed from the heart modeling group. Fig. 2 and Fig. 3 are some snap shots examples of the 
data rendered using C++ instead of VTK by Soma [11].  
 
By using VTK, there will be more tools to manipulate the heart model rendered. With the mouse pointer, additional 
information such as pressure points and viscosity of the particular point pointed by the mouse pointer will be displayed 
out. 
 
Apart from that, there will also be a function to toggle between displaying only fiber fluid models such as Fig. 4 and 
displaying the heart wall model such as Fig. 5. 
 
     
           F i g .   4        F i g .   5  
 
 
5.0 CONCLUSION 
 
As a conclusion, visualization of 3D medical data such as the heart model is a resource exhausting process. Many works 
involving high end technology and incurring high cost had been done previously. Small and medium sized hospitals 
with low budget will not be able to afford those systems. On the other hand, with our system, medical information of 
the heart model would be available to the public with minimum cost.  
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As for future works, we would like to open the grid to the public for better processing speed and more resources. 
However, before we move on to that part, we have to look into security issues and also protocols to effectively manage 
the aggregation of the distributed resources. 
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ABSTRACT 
 
In this paper, we directly modelled the hierarchy and shared structures of human behaviours, and we present a 
framework of the Hidden Markov model based application for the problem of activity recognition. It is crucial to exploit 
and to robustly model and recognize complex human activities. Our goal is to exploit human motion to perform action 
recognition. Towards the end, we introduced the use of the Hidden Markov model, a rich stochastic model that has been 
recently extended to handle structures, for representing and recognizing simple actions. We proposed a framework for 
recognizing actions by measuring image and action-based information from video with the following characteristics: 
feature extraction; the method deals with both visual and auditory information, and captures both spatial and temporal 
characteristics; and the extracted features are natural, in the sense that they are closely related to the human 
perceptual processing. Our effort was to implementing idea of action identification by extracting syntactic properties of 
a video such as edge feature extraction, colour distribution, audio and motion vectors. In this paper, we present a two 
layers hierarchical module for action recognition. The first one performs supervised learning to recognize individual 
actions of participants using low-level audio-visual (AV) features. The second layer models actions, using the output of 
the first layer as observations, and producing a temporal segmentation of an action into group action segments. Both 
layers use Hidden Markov model-based approaches for action recognition and clustering, respectively.  
 
Keywords:  audio-visual, hidden Markov model, human action 
 
 
1.0 INTRODUCTION 
 
Human action is defined as a sequence of body postures with a specific timing constraint. Human actions are 
characterized by the spatio-temporal structure of their motion pattern. The detection and understanding of human action 
in videos is of high value for many applications: human computer interaction, surveillance, collaborative environments, 
training and entertainment, and medical support systems. Human action detection from video is an active research area 
in recent years. Detecting human actions has been one of the most interesting and challenging problems in multimedia 
applications. The automatic recognition of human actions has an increased importance in the last years, due to its utility 
in the surveillance and protection on civil areas.  
 
Recognizing human action is a challenging task due to the multiple body parts of interacting persons. First, it involves 
in getting the whole body motion data. For this, various techniques such as infrared rays can be considered. Then, it 
involves the interpretation of the human motion, which includes modelling of action, feature extraction, classification, 
and detection of the action. In general, almost all human action recognition systems work mainly at visual level only, 
but other information modalities can easily be available, and used as complementary information to retrieve and explain 
interesting action in a scene.  
 
Our proposed technique characterizes the scenes by integration cues obtained from both the video and audio tracks. We 
are sure that using joint audio and visual information can significantly improve the accuracy for action detection over 
using audio or visual information only. This is because multimodal features can resolve ambiguities that are present in a 
single modality.   Besides, we modelled them into multidimensional form.          
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2.0 PREVIOUS  WORKS 
 
Human tracking and, to a lesser extent, human action recognition have received considerable attention in recent years. 
Human action recognition has been an active area of research in the vision community since the early 90s. The many 
approaches that have been developed for the analysis of human motion can be classified into two categories: model-
based and appearance-based. A survey of action recognition research by Gavrila, in [5], classifies different approaches 
into three categories: 2D approaches without shape models, 2D approach with shape models and,3D approaches; the 
first approach to use 3D constraints on 2D measurements was proposed by Seitz and Dyer in [6].  
 
Many approaches have been proposed for behaviour recognition using various methods including Hidden Markov 
Model, finite state automata, context-free grammar, etc. [7] made use of Hidden Markov models to recognize the human 
actions based on low-resolution image intensity patterns in each frame. These patterns were passed to a vector 
quantizer, and the resulting symbol sequence was recognize using a HMM. Their method did not consider the 
periodicity information, and they have no systematic method for determining the parameters of the vector quantization. 
[8] presented a method to use spatio-temporal velocity of pedestrians to classify their interaction patterns. [9] proposed 
probabilistic finite state automata (FA) for gross-level human interactions.  
 
Previous works on audio and visual content analysis were quite limited and still at a preliminary stage. Current 
approaches for audiovisual data are mostly focused on visual information such as colour histogram, motion vectors, and 
key frames [1, 2, 3]. Although such features are quite successful in the video shot segmentation, scene detection based 
on the visual features alone poses many problems. Visual information alone cannot achieve satisfactory result. 
However, this problem could be overcome by incorporating the audio data, which may have additional significant 
information. For example, video scenes of bomb blasting should include the sound of explosion while the visual content 
may vary a lot from one video sequence to another. The combination of audio and visual information should be of great 
help to users when retrieving and browsing audiovisual segments of interest from database. Boreczky and Wilcox [4] 
used colour histogram differences, and cepstral coefficients of audio data together with a hidden Markov model to 
segment video into regions defined by shots, shot boundaries and camera movement within shots. 
 
3.0   METHODOLOGY 
 
Unlike previous approaches, our proposed technique characterizes the scenes by integration cues obtained from both the 
video and audio tracks. These two tracks are highly correlated in any action event. We are sure that using joint audio 
and visual information can significantly improve the accuracy for action detection over using audio or visual 
information only. This is because multimodal features can resolve ambiguities that are present in a single modality.   
Besides, we modelled them into multidimensional form.        
 
The audio is analysed by locating several sound effects of violent events and by classifying the sound embedded in 
video. Simultaneously, the action visual cues are obtained by computing the spatio-temporal dynamic activity signature 
and abstracting specific visual events. Finally, these audio and visual cues are combined to identify the violent scenes. 
Create table on comparison recognition percentage with using single source either visual or audio track alone, or 
combined audio-visual information.  
 
3.1  Colour Histogram and Histogram Intersection 
 
The distribution of colours in an image has proven to be very useful for object recognition. Building the colour indexes, 
colour distributions are now an integral part of many recognition schemes. This is not to say that colour alone suffices 
but rather that colour is one important cue that aids recognition. The colour information, for instance, can be represented 
using different colour models (e.g., RGB, HSV, YCbCr) and mathematical constructs, such as colour histograms, colour 
moments, colour sets, colour coherence vectors, or colour correlograms.  
 
  Colour histogram counts how much of each colour occurs in the frame. Given a discrete colour space defined 
by some colour axes (e.g. red, green, blue), the colour histogram is obtained by discretizing the image colours and 
counting the number of times each discrete colour occurs in the image array. The colours are defined by a normalization 
process:  
B G R
B
b
B G R
G
g
B G R
R
r
+ +
=
+ +
=
+ +
= ; ;
            (1) 
 
To identify objects based on their colour histograms, we must be able to judge the similarity of the colour histogram of 
an image to the colour histograms in the database. A method of comparing image and model histograms called 
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Histogram Intersection, which tells how many of the pixels in the model histogram are found in the image. It is 
especially suited to comparing histograms for recognition because it does not require the accurate separation of the 
object from its background or occluding objects in the foreground. Experiments show that Histogram Intersection can 
distinguish models from a large database and accuracy is insensitive to the histogram resolution used. 
 
Given a pair of histograms, I and M, each containing n bins, the intersection of the histograms is defined to be 
 
                                  (2) 
() j
n
j
j M I , min
1 ∑
=
The result of the intersection of a model histogram with an image histogram is the number of pixels from the model that 
have corresponding pixels from the model that have corresponding pixels of the same colour in the image. To obtain a 
fractional match value between 0 and 1, the intersection is normalized by the number of pixels in the model histogram. 
The match value is then 
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3.2 Motion 
 
The motion feature (moments of the motion field, motion histogram, motion intensity, or global motion parameters) is 
an important characteristic contained in video data. Motion differentiates the dynamic video data from the static 
imagery data. Most of the past works derived camera motion and operations parameters (zooming, panning, tilting) as 
their motion signatures. The drawbacks are difficult to support the direct access and manipulation of a specific object of 
interest. It is best to use object-based motion parameters (rotational and translational) to describe the motion activity. 
 
As motion is an important attribute of video and implicates some semantic cues in visual perception, we employ local 
motion to compute visual attention value. Motion information can be generated by block matching or optical flow 
techniques.The HMM expresses what the action is like by symbolic representation of time-series data. Different actions 
have different motion intensity and show different motion patterns. For instance, chasing cars action has larger motion 
intensity than reading news. 
 
Spatio-temporal dynamic activity of each video shot from motion sequence: 
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   = the i
th frame of motion sequence within the k
th video shot beginning at b
th frame and ending at e
th 
frame, and T is the associated shot length (T = e – b). The shorter length and more motion each shot has, the higher 
value its motion density indicates. 
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Dynamic Activity
Gun/explosion Detection
 
 
Fig. 1: Block diagram of low visual feature extraction 
 
3.3   Audio 
 
Sound is a powerful tool in filmmaking. As loudness is a fundamental component of film sound, it plays an important 
role in defining the overall texture of film. We use an audio feature vector consisting of n audio features, which is 
Low Level Feature Extraction 
 (input) 
HMM 
Blood Detection
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computed over each short audio clip. There are many audio clip features that are very useful. Getting some of them is 
time consuming and some of them are not important.  
 
Audio events are defined as short audio clips, which represent the sound of an object or an event/action. Based on 
elaborately selected audio features, fully connected HMMs will be used to characterize audio events, with Gaussian 
mixtures modelling for each state. To analyze audio sequences, several audio features from time-domain amplitude and 
frequency-domain spectrogram are extracted and utilized. In order to achieve computational simplicity and detection 
effectiveness, we use the below features: volume (energy), zero crossing rate, bandwidth, spectral flux.                                                   
 
Volume is the total spectrum power of an audio signal at a given time and is also referred as loudness. It is easy to 
compute for each frame and is a useful feature to detect silence or to distinguish speech from non-speech signals. The 
definition of volume is: 
 
            Vol
SF
s
d
Vol
max
0
2
| ) ( | ∫
=
ω
ω ω
                                        (5) 
 
where SF(ω) denotes the short-time Fourier Transform coefficients and ωs is the sampling frequency. 
 
Zero crossing rates has been extensively used in many audio processing algorithms, such as voiced and unvoiced 
components discrimination, end-point detection, audio classification, etc. This feature is defined as the average number 
of signal sign changes in an audio frame: 
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where x(i) is the input audio signal, N is the number of signal samples in a frame, and sign() is the sign function. 
 
Spectral Flux / Frequency Centroid (FC) are the first order statistics of the spectrogram, which represents the power-
weighted median frequency of the spectrum in a frame. It is formulated as follows: 
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Bandwidth (BW) is the second-order statistics of the spectrogram, which represents the power-weighted standard 
deviation of the spectrum in a frame. The definition of BW is as follows: 
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Frequency centroid and bandwidth are usually combined to describe statistical characteristics of the spectrum in a 
frame, and their reliability and effectiveness have been proved in previous work. The extracted features from each audio 
frame are concanated as a feature vector. In this experiment, all audio streams will down sampled to the 16 KHz, 16 
bits, and mono-channel format. Each audio will be 25 milliseconds. 
 
3.4 Fusion   
 
HMM is very effective for capturing the dynamic behaviour of a temporal and time-varying event. It can integrate 
multimodal features easily. Multimodal interaction can enhance the content findings of one source by using similar 
content knowledge extracted from the other sources. A discrete HMM is characterized by λ = (A, B, Π), where A is the 
state transition probability matrix, B is the observation symbol probability matrix, and Π is the initial state distribution.  
 
We will use multi-stage/multi-dimensional HMM to fuse the multimodal features. Multi-dimensional HMM: 
-  normal HMM trained on three feature sets: audio, colour and motion; 
-  multi-stream HMM combining individual audio and visual streams; 
-  asynchronous HMM combining audiovisual streams. 
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explosion  Cries 
Scream 
Explosion 
cries  gun 
Gun  scream 
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HMMs 
 
Fig. 2: Block diagram of audio feature extraction 
 
The lower layer is where a basic HMM is trained on individual modal features. See Fig. 3. Each stream is modelled 
independently.  An audio based HMM classifier (HMM Classifier 1) is first used to separate the input video sequence 
into few types of sound: scream, cries, explosion, etc. In the second stage, visual based HMM classifiers (HMM 
Classifier 2) are used to recognize colour of blood, flames and darkness. Same goes to third stage to use motion (HMM 
Classifier 3) to calculate the intensity of fast or slow motion. Shot break can be detected based on frame differences in 
both colour histogram and motion field. Separate audio and visual mappings (X) containing different combination rules 
of different multimodal information. This is where basic HMMs are trained on combined audio-visual features. This 
method involves aligning and synchronizing audio-visual features to form one concatenated set of features which is 
then treated as a single stream of data. Then to detect high-level semantic content we will be using pseudo-semantic 
feature modelling by applying two statistical techniques: GMM and HMM. The final detection is based on the fusion of 
the outputs of the three modalities by estimating their joint occurrence. 
 
Recognition was done simply by selecting the HMM that was most likely to generate the given sequence of feature 
vectors. The main advantage of such an approach is that adding a new action can be simply done by training a new 
HMM. 
Detected Action
 
Fig. 3: The Multidimensional System Framework 
HMM 
Classifier 1 
HMM 
Classifier 2
HMM 
Classifier III 
X X X X
Audio  Colour Motion 
GMM HMM
Training & Testing
Training & Testing
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4.    RESULTS AND DISCUSSION 
 
For each event, short video clips of each 5 – 10s in length are selected as the training data. Based on the results 
extracted from the training data, a complete specification of HMM with two model parameters (model size and number 
of mixtures in each state) would be determined. Each HMM must be trained so that it is most likely to generate the 
symbol patterns for its category. Training an HMM means optimising the model parameters (A, B,π) to maximise the 
probability of the observation sequence P (θ|λ).  See Fig. 4 to view some samples of collected data. 
 
      
    
Fig.4: Some samples of collected data on motion and audio 
 
We will be testing our algorithm on action movies. The original frames sequences captured contain complicated 
background and the positions of the actor/actresses moves during sequence. So, human area extraction and tracking are 
needed. We will be using the image pre-processing operations described below: 
a)  preparing background 
b)  blurring the images with a low pass filter 
c)  extracting human area 
d)  binarized the extracted images so that the white and black pixels corresponded to background and human areas  
 
We will be using precision and recall to measure our recognition results, which are well known metrics originally, 
defined in the information retrieval literature. Precision measures the proportion of correctly recognized actions, while 
recall measures the proportion of actions that are recognized. The correctness of the detection results and missing 
detection of the correct actions are judged by humans. We identified the percentage of recall and precision of the 
proposed framework. See Table 1. 
 
 
Table 1: Action detection results by audio only, audiovisual combination 
 
    Feature 
 
By audio only  By audio/visual 
combination 
Video Clip  Precision  Recall  Precision  Recall 
A 15/22  = 
68.2% 
15/20 = 
75% 
20/27 = 
74.1% 
20/20 = 
100% 
B 14/16  = 
87.5% 
14/15 = 
93.3% 
15/16 = 
93.8% 
15/15 = 
100% 
C 55/77  = 
71.4% 
55/84 = 
65.5% 
84/89 = 
94.4% 
84/84 = 
100% 
D 51/87  = 
58.6% 
51/73 = 
69.9% 
70/79 = 
88.6% 
70/73 = 
95.9% 
E   11/15  = 
73.3% 
11/28 = 
39.3% 
27/30 = 
90.0% 
27/28 = 
96.4% 
F 75/109  = 
68.8% 
75/98 = 
76.5%  
93/106 = 
87.7% 
93/98 = 
94.9% 
G 40/49  = 
81.6% 
40/93 = 
43.0% 
92/98 = 
93.9% 
92/93 = 
98.9% 
AVERAGE  72.77% 66.07%  88.93% 98.01% 
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5.   CONCLUSION 
 
We presented an approach to characterize and abstract human activity to support high level video indexing in movie 
databases. Human activities are represented by combining multiple audio-visual features. We hope that the proposed 
algorithm detects human actions by detecting spatio-temporal (time space and movement) phenomena which are 
physically associated with a human action in nature. The use of audio visual information and the adaptive components 
(HMM) to learn the entire actions represents on the important difference to related works. 
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ABSTRACT 
 
Knowledge transfers has been proclaimed as one of the most critical knowledge management (KM) activities in the 
current information age. Facilitating knowledge transfer has proven to be a difficult challenge of knowledge 
management. Hence, developing a successful KMS is crucial where developers need to balance between many technical 
aspects of the system without giving less importance to the knowledge issues. Developing KMS is a difficult task; in fact, 
there are different approaches towards this. One of them, which are proving to be useful, is that of intelligent agents. 
Here, we will critically examine existing application of software agents to support knowledge transfer process in an 
attempt to understand their strength and weaknesses. This paper will propose a new model called Intelligent Multi-
mobile Learning System. Later, the paper explains how KMS can be optimized using this software agent technology.   
 
Keywords:  knowledge transfer process, Agents 
 
 
1.0 INTRODUCTION 
 
Knowledge has become one of the most important sources of competitive advantage for firms in many industries, 
particularly those in which firms provide knowledge services to their clients. One of the main parts is knowledge 
transfer process. Nowadays, knowledge transfer process plays a big role in today’s growing society. However in reality 
of today’s knowledge transfer is that, knowledge transfer process is often incomplete and those who engage in 
knowledge transfer rarely achieve optimal results [1].  
 
Facilitating the transfer of knowledge between knowledge workers represent one of the main challenges of KM[2][3]. 
As a consequence, past research on knowledge management has led to the emergence of a broad range of instruments, 
modeling languages and theories for knowledge transfer. 
 
Developing KMS is a difficult task; in fact, there are different approaches towards this. For instance, the process/task 
based approach focuses on the use of knowledge by participants in a project [5]. Infrastructure/generic system based 
approach focuses on building a base system to capture and distribute knowledge for use throughout the organization [5]. 
Basically, the process of knowledge transfer occurs between individual, groups and organizations. However, in most 
today’s environment, knowledge is transferred through information technology.  
 
One of them, which are proving to be quite useful, is that of intelligent agents. As we know, Agents are programs that 
gather information or accomplish tasks without your immediate presence. Agents are usually given very small and well-
defined tasks. They are also called intelligent agents, personal agents, or bots [4]. A software agent is also a piece of 
software that acts for a user or other program in a relationship of agency. Such "action on behalf of" implies the 
authority to decide when (and if) action is appropriate. The idea is that agents are not strictly invoked for a task, but 
activate themselves. 
 
 
2.0 AGENTS  IN  KTP 
 
There are a number of agents that have been developed in order to improve the quality of knowledge transfer process. 
However, we choose four-agents/ approach to be discussed in this paper based on the advantages of the agents and the 
agents were well tested by the researchers.  
 
A Recommender System in E-Learning context 
 
An ”e-learning task recommender” is a recommendation system that would recommend a learning task to a learner 
based on the tasks already done by the learner and their successes, and based on tasks made by other ”similar” learners 
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[5]. This research also proposed an approach to build a software agent that uses data mining techniques such as 
association rules mining in order to build a model that represents on-line user behaviors, and uses this model to suggest 
activities or shortcuts. There are two cases from the prototype of e-learning Recommender Agent. Case one, the event 
would activate the agent, which would compare the learner’s profile and previous sequences of actions with the model 
already learnt at pre-processing time using the web log and other learners’ profiles [5]. Case two consider a shortcut 
predictor that suggests a list of direct links the learner may consider following. The prediction is based on the current 
sequence of activities or pages visited by the learner and the frequent sequences of visited pages or learning activities 
other users did in the past. This predictor is triggered by an event encompassing a given sequence of actions [5]. This 
Agent help learners better navigate the on-line materials by finding relevant resources faster using the recommended 
shortcuts and assist the learner choose pertinent learning activities that should improve their performance based on on-
line behavior of successful learners. Further details can be found in [5]. 
 
Constrained-Student Modeler Autonomous Agent 
 
Function of this autonomous agent is to interpret the student’s constraint violations arid draw a behavioral schema of 
the student’s knowledge transfer skills on neural networks concepts. This agent combined two concepts, which is the 
constraint based model framework and the agent technology to measure the students’ transfer of knowledge skills. The 
autonomous agent needs a way to look at student’s actions and a mechanism to analyze these actions and store the 
results. The advantages for this agents is this Student Modeler Autonomous Agent give more importance to the 
capability of the student to transfer his knowledge from one application to another or from one neural concept to 
another rather than traditional focus on diagnosis and assessment [6].  
 
 
An Agent-Oriented Modeling Approach 
 
In this approach authors introduce the Knowledge Transfer Agent (KTA) Modeling Method which describes how to 
create models of knowledge transfer by utilizing modeling extensions and standard i* framework modeling elements 
[7](see Fig.1). KTA is an intentional human, organizational or technological actor that focuses on the facilitation of 
knowledge transfer between two or more other actors. Authors introduced selective aspects of the agent-oriented i* 
modeling framework that acts as a conceptual foundation for this research. The i* framework for modeling strategic 
relationships between actors was chosen as the fundament for this work because of its ability to model both internal and 
external aspects of actors by means of strategic dependency (SD) and strategic rationale (SR) models, model common 
concepts such as soft goals, goals, tasks and resources and reason about modeled goals by means of goal evaluation 
algorithms [9]. 
 
 
Fig. 1: Selected elements of the i* framework 
 
 
The contributions of this work represent a first step towards a conceptualization of knowledge transfer instruments as 
agents, and thereby opens up the possibility of applying existing goal oriented evaluation algorithms [7]. 
 
Multi- agent Model 
 
[8] proposed knowledge life cycle model and a software agent to support at each stage of KMS. The stages of this cycle 
are acquisition, storage, use, application and evaluation. The multi-agent model is based on this life cycle whereby the 
authors try to avoid the lack of other architectures that are focused on the technology and forget the knowledge aspects. 
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The authors structured the agents into two agencies; knowledge agency and user agency. They group all the agents 
closely in charge of managing knowledge and supporting the different stages of the model proposed in one agency 
while Auxiliary agents is separated in another agency [8](see Fig. 2). 
 
Knowledge Agency is in charge of giving support to the KM processes. It consists of the Constructor Agent, the Captor 
Agent, the Searcher Agent, the Disseminator Agent and the Maintenance Agent that responsible to support each of the 
KM life cycles. On the other hand, the User Agency is formed of the Personal Agent and the Interface Agent. The 
Personal Agent monitors users’ tasks to obtain their preferences and needs [8].  
 
The main strength If this model lies in its ability to support different knowledge task, coherent with knowledge 
management implies giving support to different process and activities involved in KMS. A successful KMS should 
perform the functions of knowledge creation, storage/retrieval, transfer and application [11].  
 
 
 
Fig. 2: Agent Distribution 
 
In KM, the challenge lies in the effectiveness of the system to be able to transfer relevant information to the users. 
Therefore, a new concept must support and manage the information-to-knowledge and the knowledge-to-information 
cycle to ensure that the knowledge is being transferred completely and successfully to the user of the system. But, there 
is still some limitation using the listed agents for example Knowledge Transfer Agent Modeling method has only been 
applied on a conceptual level (a concrete implementation of the experience factory in a specific company), and only 
conclusions that are already known to the respective research community were drawn [7]. While for the Recommender 
System in E-Learning context, it hasn’t been proposed for on-line learning environments and no known e-learning 
system use such a software agent to enhance the on-line learning experience as described in research [5]. 
 
 
3.0  PROPOSED INTELLIGENT MULTI-MOBILE AGENT IN M-LEARNING 
 
In this section, the intelligent multi-mobile agent is proposed. As we know, mobile learning becomes more pervasive in 
today’s life. The businessmen and corporate use mobile as their important communication gadget and lots of mobile 
software is made for their business life. But for the students, there are lack of software is used or made to help them in 
student learning environment. So, we come out with one model which is an intelligent multi-mobile agent. The 
intelligent agent will help the students to success in their study environment. The student can use the system anywhere 
and anytime. The intelligent multi-agent in this model helps the transfer of knowledge between the lecturer and student 
and between agent’s database and student. The overview of knowledge transfer between lecturer and student will 
discuss in this paper.  
 
[12] An intelligent agent is a computational entity that acts on behalf of other entities in an autonomous fashion, 
performs its actions with some level of proactively and/or reactiveness and exhibits some level of the key attributes of 
learning, cooperation and mobility. [13] While, mobile agents are processes (i.e., executing programs) that can migrate 
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from one machine of a system to another machine (usually in the same system) in order to satisfy requests made by their 
clients.   
 
The intelligent multi-mobile agent is used to help system in e-learning for transfer knowledge process between mobile 
learning and e-learning of Faculty of Science Computer and Information Technology, UPM (FSKTM). By using 
Personal Digital Assistant (PDA), smart phone, or any mobile supporting 3G, GPRS and GSM, mobile agent helps the 
students and lecturers to work in flexible learning time and unlimited place. The main purpose of Intelligent Multi-
mobile agent is to help students in their study environment. This agent acts like a “personal assistant” for them. The 
agent helps the student to analyze, to solve, to find the student’s problem and solution. It also helps the student to 
schedule the timetable. In our research, we are focusing more in student final year project (FYP) schedule. The FYP’s 
schedule is controlled by student’s supervisor.  
 
Fig. 3 shows the communication between student and lecturer. The simple process is, firstly, lecturer will discuss the 
milestone and timetable with the student for student’s FYP. Then, lecturer uploads the related data and knowledge to 
his/her database and student also does the same thing. If student need help, he/she will use the agent to get the solution 
from both database. All the knowledge transfer is processed by agent and there are some agents do other work such as 
knowledge agent, event agent, search agent, computational agent, update agent and storage agent. Most important in 
this system is all the agents will analyze and together process the needed information and data in the databases to the 
knowledge and then the knowledge is successfully transferred to the student. To get the complete agent system, we 
provide the alert agent to remind the student FYP’s task*. Alert agent will remind the students by send short message 
service (sms) or email to them. It might be task alert, update notes alert or solution for problems alert. So the knowledge 
will transfer effectively by the intelligent multi-agents in this system.  
 
 
 
                                                                                                Mobile learning system   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3: Intelligent Multi-mobile Learning System 
 
With the intelligent multi-mobile agents, we hope the better knowledge transfer process can be produced and in the 
same time the students and lecturers can get the benefit by implement this system in their work.   
  
*task – refer to task that is planned by student in the milestone and FYP’s schedule. 
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4.0 CONCLUSION 
 
Nowadays, the challenge of KTP is how the process can be improved and determining a better approach to facilitate 
knowledge transfer process. 
 
These are agents that have proved to be very convenient in knowledge transfer activities since they avoid one of the 
problems of some KMS such as overloading the employees with extra work instead of helping them during their daily 
work. Agents can carry out many tasks on behalf of users. Moreover, they act when they consider that it is necessary to 
do so without needing users’ instructions. Another advantage of using agents is that they can collaborate with other 
agents already implemented to carry out concrete knowledge tasks. And all listed agents that we have described have 
fulfilled the objectives and a requirement to accelerate the speed of knowledge transfer and creation and also to measure 
the effectiveness of the knowledge transfer process. Hopefully, future research can overcome the limitation and further 
development of the system will deals with the usage of software agent systems and automatic classification. 
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ABSTRACT 
 
We present an initial investigation and findings of our research project. Visualizing large volume of three-dimensional 
(3D) medical data set such as the heart model is often limited to high-end computers. To overcome this limitation, a 
cluster of homogeneous PCs and message passing interface (MPI) are utilized to create a parallel visualization system 
that is portable to a variety of hardware platforms and operating system. Visualization Toolkit (VTK) is chosen as the 
visualization tool to analyze and render the heart model. Thus we solved the problem of visualizing heart model in a 
cluster environment. 
 
Keywords:  Parallel Visualization, Heart Model, Homogeneous Cluster, VTK, MPI. 
 
 
1.0 INTRODUCTION 
 
For a comprehensive understanding and manipulation of medical data set, high quality direct volume rendering is an 
essential prerequisite. However, visualizing large and time varying biological data set is very resource exhausted (such 
as processing speed bandwidth, and storage). In order to make it more widely available in a clinical environment, a 
more economical approach using clusters of homogeneous desktop PCs is proposed. A cluster is a type of parallel and 
distributed processing system, which consists of a collection of interconnected stand-alone computers working together 
as a single, integrated computing resource. In homogeneous cluster, all nodes have similar properties. Each node is 
much like each other such as the amount of memory and the type of interconnects. The workload is divided among each 
node through MPI [5].  
 
The fiber fluid model was first introduced by David M. McQueen and Charles S. Peskin. It consists of 4,000 fiber 
points representing 600,000 discrete points. The simulation is done using Immersed Boundary Method (IBM) and 
consists of 57,000 time steps. To visualize such large amount of data, we make use of the parallelism approach in a 
cluster environment. This is crucial for the study of cardiovascular physiology such as hypertension and myocardial 
ischemia. It will also be a useful tool for determining the causes and prevention measures of heart attacks. This virtual 
model of the heart can also be used to design artificial heart valves. [2]  
 
The cluster framework presented here is remotely accessed via MyRen. MyRen is Malaysia’s National Research and 
Education Network that is used by universities and research institutions for collaborative research [11]. It provides a 
high-speed broadband network for research organizations to link up to each other and carries out collaborative research 
or applications. Thus, a tele-collaborative surgery planning and knowledge sharing among medical expertise could be 
achieved here.  
 
 
2.0 RELATED  WORKS 
 
Scientific visualization is a powerful and effective tool for analyzing, interpreting and communicating medical data sets. 
To study the cardiac fluid dynamic of a human’s heart, a 3D computer model of the human heart was constructed in [2] 
using cone pairs and cylinders. But in this model, the boundaries of the fiber which makes up the muscle are not rigid 
and their movement is the results of forces imposed by the movement of the surrounding fluid.  
 
The Immersed Boundary Method (IBM) was introduced by David. M. McQueen and Charles. S. Peskin. This numerical 
method simultaneously computes the motion of a fluid and the motion of an elastic boundary immersed in, and 
interacting with, that fluid. The fluid is represented by Eulerian velocities and pressures that are stored on a regular 3D 
computational lattice. The parallel implementation of IBM was done on a shared-memory machine such as the Cray C-
90 computer. [1] 
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Work demonstrated in [3] augmented VTK to create a fully functional visualization system with added processes and 
communication abstraction to support task, pipeline, and data parallelism. An iso-surface of the ocean floor was 
presented. Many other approaches were attempted to visualize large data sets using parallelism [10] include parallel 
visualization algorithm and system. This includes ray-tracing [7], polygon rendering [8] and volume rendering [9]. 
Additional work has focused on parallel iso-surfacing and geometry optimization. 
 
 
 
3.0 FRAMEWORK 
 
 
 
  Compute Server in Cluster
 
Cluster
3D 
Visualization 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Client     Client 
 
 
 
 
 
 
 
 
 
 
Fig. 1: Client-Server Architecture in a Cluster Environment 
 
 
The architecture showed in Fig. 1 consists of a compute server, and one or more clients.  The computer server runs on 
Linux Red Hat operating system (OS), while the client can run on any OS. The compute server is remotely accessed 
through MyRen. It executes all the 3D point data set to generate the heart model and present it to the clients. It uses 
VTK to create a parallel visualization system that is portable to a variety of hardware platforms and OS. VTK provide 
large collection of visualization tools to analyze, slice, rotate and render the volume data. 
 
VTK is utilized here to enable parallel visualization. It is an opened-source, freely available software toolkit for 3D 
computer graphics, image processing and volume rendering [12]. VTK has been extended to distribute data sets over 
multiple processes. This allows out-of-core streaming of large data over time, and distributing data sets over multiple 
processes for data parallelism. The communication between processes is implemented through MPI. [4] 
 
With data parallelism, a large data set is partitioned into many independent subsets that are processed in parallel. To 
write a program that expresses data parallelism: 
 
•  copies of the same modules are run in each process 
•  these data parallel modules process independent subsets of data 
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•  the results of the last data parallel module are usually merged to create a single process result 
 
Data is partitioned into independent subsets using VTK streaming data mode. Streaming is the ability of a sequence of 
modules to process an independent subset of data. This data model supports: 
 
•  data separability - the ability to break data into independent pieces 
•  mappable input - the ability to determine what portion of an input data is required to generate a requested 
portion of the output data 
•  result invariance - the ability to return the same answer regardless of the number of pieces requested. [3] 
 
 
 
 
 
4.0  INITIAL RESULTS 
 
We manage to set up our cluster environment and installed VTK on the master node. We had successfully run a simple 
example to visualize a Cube. The result is show in Fig. 2 below: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2: Visualizing a Cube  
 
We aim to create a parallel visualization system which is capable of rendering large and time varying heart model. The 
final result would be something similar to the Fig. 3 below: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3: A simplified heart model simulated using cone and cylinder 
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However, our expected outcome would be able to visualize a more refined version of a dynamic heart model. In other 
words, it will look like an animation of a real pumping heart with fluid circulating inside in it.  
 
 
 
5.0  CONCLUSION 
 
We presented a comprehensive discussion of our initial studies for this research project. We had successfully set up our 
cluster, installed VTK on the master node and able to visualized a cube. Our next milestone will concentrate on task 
distribution among multiple nodes to achieve parallel visualization of the heart model. We would like to incorporate 
more manipulation tools such as zooming, rotating and slicing, into a more user friendly graphical user interface (GUI). 
We also hope to improve system efficiency such as load balancing which can help to decrease bottleneck and improve 
inter-nodal communication. 
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ABSTRACT 
 
The main objective of  most learning environments is to facilitate the process of learning and teaching. Components or 
features  such as explanation, fast feedback  and interaction,  assessment and students adaptation are some of the 
features provided to support the process of learning.  This paper describes one such learning environment which is 
designed to support software engineering course. This software engineering class is the third year course that covers 
main principles, techniques and methods of software development.  Besides imparting and delivering software 
engineering  knowledge, this course emphasize the development of software project which has to be implemented in a 
group. Hence, this learning environment uses experiential learning theory which provides a holistic model of the 
learning process  as an approach for designing. It is designed to cater several important learning features as well as to 
support monitoring process for the instructor. This project is still ongoing in the department of Software Engineering, 
University Malaya.  
 
Keywords:  Software Engineering, Experiential Learning Theory, Learning Environment   
 
 
1.0 INTRODUCTION   
 
In this new millennium, software systems have become crucial components of everyday activities.  So much life and 
assets depends on the development and quality of software systems which is basically depends on  adequate  source of 
skilled software developers or software engineers.  With current global and competitive economy, the industries are 
looking for certain qualities from the software engineering (SE) graduates  such as the ability to work in the team, the 
ability to be flexible and adaptable to change and the ability to continuously upgrading themselves [1]. Hence, 
educating and grooming quality software developers has become the vital agenda for universities as well as higher 
learning institutions.   
 
Several main challenges in SE education have been noticed and discussed as the result of  the increasing importance and 
pervasiveness  of software.  Shaw [2] has identified at least four of the challenges  which are summarized in Table 1.  
One of the relevant challenges  is on ensuring or keeping education current in the face of rapid change. It seems obvious 
that changes in software technologies for software development entails balanced change in the education of software 
developers. To be able to face this change, universities must be able to adapt quickly in their curriculum offering as well 
as to make use of new technology in support of education.  This awareness is critical to be realized by universities. This 
challenge requires that universities  be more innovative and inventive to supplement  traditional courses with utilizing 
appropriate technologies.  The learning and teaching process can  be enhanced and enriched to be more effective and to 
be able to increase the quality of the graduates.   Subsequently, one the research initiative towards this is the 
development of the learning environments . There are many  learning and supportive  features which can be included 
into such an environment. The learning environment is believed to be much more beneficial  if it is designed  based on 
established learning theory.   In this paper, a learning environment to support the learning and teaching of software 
engineering course is described based on Experiential Learning Theory. Its main objectives are to provide a platform to 
guide and share SE knowledge. At the same time, from the point of view of  instructor to provide essential guidance and 
monitor students’ progress.  
 
1.1 CONCEPTUAL  FRAMEWORK   
 
Experiential Learning Theory(ELT) [3] [4]  emphasizes the uses of experiential activities during the process of learning. 
The theory has become popular for the past twenty years and there are several variations  or several theorists who 
contribute to the development of   the theory.    Essentially, ELT  assumes that ideas are changeable and are formed and 
reformed through experience.  Learning is a process  in which concepts are derived and continuously modified through 
experience.  According to Piaget [5], one of the ELT theorists, learning occurs through the mutual interaction of the 
process of accommodation of concepts to experience in the world and the process of assimilation of events and 
experiences from the world  into existing concepts and schemas.  Hence, the process of cognitive growth from concrete 
to abstract and from active to reflective is based on this continual transaction between assimilation and accommodation.  
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To be more concise,   four common phases that make up  most of the learning models proposed under ELT is described. 
Fig, 1 shows the four phases of  Experiencing, Reflecting, Generalizing and Applying. The first phase emphasizes on 
concrete experience to test abstract concepts.  The personal experience  is critical for learning to give subjective 
personal meaning to abstract concepts. Experience can also provide a mutual reference point for testing the allegation 
and validity of ideas.   The second phase focus on the observations and reflections.  The objective is to integrate new 
experience with the past experiences and to be balanced between observation and action. Each individual should have 
the time to look back and evaluate the experience that he has undergone with the aim   to improve and aware the 
feedback that he has gained from the experience.  Effective reflection should enhance the richness of the experience. 
The third phase is the generalizing phase. This involve identifying  specific patterns   from the experience that can be 
applied in everyday life or future occurrence. Learning occurs when certain knowledge pattern or certain meaning are 
constructed based on the experience. This phase is important on trying to capture high level view from the specific 
experience gain.  The last phase which should be taken place as the result of experiential learning is to be able to apply 
the knowledge gain from the experience in other more complex circumstances.  
. 
 
Table 1: Four challenges for Software Engineering Education  [2] 
 
Challenges  for Software Education   Target Aspiration 
 
Identifying Distinct Roles in Software Development 
and Providing Appropriate Education for each 
Discriminate among different software developers 
Make undergraduate software education a valuable  
long-term investment  
Provide for specialization through training and 
graduate education 
Instilling an Engineering attitude in Educational 
Programs 
 
Integrate an engineering point of view in 
undergraduate computer science 
Keeping Education Current in the Face of Rapid 
Change  
 
Make curricula flexible and responsive to change.  
Exploit our own technology in support of education. 
Provide effective means for software engineers to 
keep their skills current. 
Establishing Credentials that Accurately Represent 
Ability  
 
Establish distinct and appropriate credentials for 
distinct software development roles when possible. 
Establish credentials that accurately reflect 
achievable practice.  
 
 
Experiencing  
Reflecting 
Generalizing  
Applying  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 1: Experiential Learning Cycle 
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Table 2:  Main characteristics   of ELT (Kolb, 1984) 
 
Characteristics of Experiential Learning  
 
1. Learning is best conceived as a process and not as outcomes. 
 
2. Learning is a continuous process which grounded in experience. 
 
3. Learning is an holistic process of adaptation to the world. 
 
4. Learning involves close dealing between the person and the environment. 
 
5. Learning is the process of creating knowledge.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 :High Level User Requirements 
 
 
Since, ELT is a well established and well-used theory to explain and enhance  learning, it has been chosen as the basis 
for designing our  software engineering course for  a degree of computer science programme.  Its summarized 
Open account 
Activate accounts 
Upload  resources: 
templates, tutorials, notes, 
quizes 
Create timeline and 
due date 
Broadcast 
announcement  
Download resources 
Submit assignment 
Do Quiz and 
online tutorial  
View progress 
report 
     Pose question in 
forum  
Contribute to 
discussion   
Send e-mail  
View student 
submission 
 Update and view 
marks  
Submit assignment 
Create topic for 
forum discussion  
Send instant 
message (chat)   
Create group 
discussion  
Student 
Instructor 
Student 
Instructor 
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characteristics of ELT is given in Table 2. The  learning environment is designed to  support the  four phases of ELT to 
ensure that the students  taking the course undergone a more stimulating learning process.   
 
1.2  COURSE LAYOUT AND USER REQUIREMENTS  
 
Software Engineering (SE) course is one of several courses offered to SE students with the objective to provide an 
overview of concepts, theories, development methodologies and strategies in SE areas. It is offered for third year 
student for the duration of fourteen weeks.  Its main teaching approach is through the traditional lecture and tutorial 
session with the supporting learning environment.   For the weekly tutorial session, the students receive questions to 
apply the knowledge they gain.  They will be able to discuss and answer in group discussion.   Besides, each group of 
students will be assigned to one software development project  to be developed within the semester. Each group of 
students consists of four to five students. The software projects will have to be implemented by the  group and each 
project  involved going through the systematic process of software development using proper SE methods and 
techniques. Most of these software projects are real-world projects at the smaller scale [6]. The idea is to ensure the 
student has been exposed to working in a group or a team.  
Essentially, the user requirements for the learning environment were gathered from the lecturers teaching Software 
Engineering class and  the requirements of ELT phases. Three type of users  are identified for the proposed learning 
environment which are  the administrator, the instructor(lecturer) and students.  Fig. 2 shows the use case diagram for 
the high level requirement for the proposed learning environment.  
 
 
1.3  DESIGN CONSIDERATIONS AND IMPLEMENTATION  
 
With the understanding of  ELT, our design on the learning environment intends to emphasize the important four phases 
of experiencing, reflecting, generalizing and applying the knowledge gained from the experience.   We exposed the 
students to knowledge of software development in the classrooms  during lectures.  At the same time, the students will 
be able to get supplemental material in the learning environments through digital resource.  Since, the students are 
assigned  software development project , they are given timeline and template to facilitate them on accomplishing their 
projects. There are  given several deliverables and milestones which have to be submitted during the project 
development process.  Two kinds of guidance are given to students. First, in terms of template guidance and timeline 
showing the activities that they have to perform.  The template guidance provides in terms of the format of deliverable 
that they have to produce and submit.  Second, in terms of questions. They can directly pose questions to instructor or 
get opinions from other students in the discussion forum.  The students will also have the facility to submit their 
projects online.  The reflecting  and generalizing process is encouraged during tutorial sessions as well as in the forum 
discussion through the learning environment. The instructor is responsible to initiate discussion that can reflect or relate 
the experience to the knowledge pattern that can be applicable in other circumstances.   The initial or gathered 
functional requirements for the design of this learning environments are grouped into the following five components. 
The component modules are shown Fig. 3.  
 
a)  Design Modules 
 
•  Timeline, template and project guidance 
This component provides explanation on  the process steps that the students have to go through to perform or 
develop a software project.  It describes the important phases of software development and outlines the main 
deliverables (output) from the phases. It also include the standard template of requirements documents, design 
documents, user manual, test plans and acceptance test plan.  
•  Discussion forum –discussion group 
This is the component in which the instructor or students can create discussion group based on certain theme or 
topic. The topic section can be opened to others to contribute or participate. The main purpose is to initiate the 
reflection and generalizing phases of the learning process.  
•  Monitoring – assignment submission , marks, quizzes 
This component is to facilitate instructor to collect assignment, to do marking and review the online quizzes 
that have been taken by students. Basically, this section helps in monitoring the progress of the students. The 
instructor can do the marking, store the marks and do basic analysis to compare the students’ performance.       
•  Quizzes,  Weekly Assignment  
This component intends to facilitate the understanding of Software Engineering  knowledge. It provides self-
quiz that can be taken by students based on SE topic. Weekly assignments are also available online given will 
be discussed in the tutorial class session. 
•  Digital Resources 
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This is a component to look for previous projects and information regarding previous implemented projects. 
This section also provides online tutorial with video-based especially for  modeling notation of Unified 
Modeling Language (UML).   
 
Student
Forum
Participate in Student Forum
Participate in Community Forum
View Student’s Forum
View Community’s Forum
Post new Thread
Reply Forum
Announcement
View Announcement
Handouts
Download Notes
Download Templates
SiteDash
View Student Marks
View Student Project Report Progress
Reporting on Student’s Project Progress
Change Password and other profiles
Submit Project/Assignment Work
View Submitted Assignments
Lessons
View Quizzes Questions
Complete Quizzes Questions
Communication
Send Mails to 
    Students or Lecturers
Search Email
Instant Messaging
Participate in the Talk
E-Library
View Terms and Definition
View Reference Books
View UML Flash Clips
 
 
 
 
 
 
Fig. 3: Functional Modules for Students and Lecturers 
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b)  User Interface  Design 
 
The design of the user interface is based on the metaphor of  microsoft windows.   Fig.  4 shows the main page of 
the learning environment. The background colour and textual representation can be customised to users 
preferences. Fig. 5 shows one of the screens for the administrator in which he can create user accounts as well as 
monitor the users in terms of active or inactive user accounts.  
 
 
 
 
 
Fig. 4: Main Page for the learning environment 
 
 
 
 
 
 
Fig.5  A page showing  active and inactive users for the system administrator 
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1.4  BENEFITS TO STUDENTS AND INSTRUCTORS  
 
The learning environment is very supportive to the students needs because it provides supplementary materials and 
guidance to students. It reinforces understanding software engineering concepts by providing tutorial and quizzes which 
can be taken by students at their own initiatives. Simultaneously , motivating the students for self-learning which is 
critical for future development of software developers.  It also focuses on communicating and sharing knowledge. Not 
only it provides a platform to pose questions or clarify misunderstanding, it also provides ways to share knowledge 
among each other.  Another words, it intends to cultivate the knowledge sharing culture among the future software 
developers.  This learning environment is currently been used by software engineering students and the user evaluation 
is still being carried out. Initial evaluation shows the students find the web-based learning environment to be useful for 
doing and discussing  their software project development. 
 
From the perspective of the instructors or lecturers, this learning environment helps them to monitor students progress 
by keeping track of their submission for deliverables or assignments. The online submission will also aid instructors to 
detect the students who are not progressing according to schedule and to rectify any weaknesses before it is too late. 
Similarly, from the forum discussion, the instructors can identify the pattern of questions posed by students  and will 
help the lecturers in preparing their lectures or tutorial sessions.  With the facility to broadcast information to students 
fast at any time will permit the instructor to always update students on any class scheduling changes or on any relevant 
information. This will indirectly foster close bond between the students and lecturers.  
 
1.5  SUMMARY AND FUTURE WORK  
 
Educating software developers for the rapidly changing and global environments demands that we make use of current 
technologies whenever and wherever possible. Beside  providing required and  sufficient knowledge, a conducive 
learning environment and learning process should be encouraged.   One such innovation is to provide the students with 
enriching learning environment and closer interaction  with the teaching staff.  The development of this web-based 
learning environment  intends to augment students with various  knowledge creation and sharing  facilities for 
educational purposes. There are numerous  collaborative features that we think can be further incorporated into the 
learning environment such as frequent reinforcement, essential skills assessment and synchronous forum discussion. 
The reflection and generalization phases can be performed by providing special post-mortem session after the 
completion of each project.  More importantly, the commitment of instructors and students in using, maintaining and 
providing feedbacks will ensure the success of the usage of this learning environment.  
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Abstract 
This research done by us aims to introduce a parallel approach to medical visualization. It will help to speed up the 
rendering performance of the medical volume visualization. Challenges faced by medical visualization in a standalone 
computing environment will be discussed. The proposed method uses a parallel approach which utilizes the cluster 
computing. The computers used in the cluster are desktop computers. The research also proposes the use of 
Visualization Tool Kit (VTK), an open source programming language to build the application. This research will assist 
in low cost building medical visualization application in the future. 
 
 
Keywords: Visualization, medical dataset, VTK and cluster 
 
1.  Introduction 
 
3D visualization has always been a great asset to the medical field. Areas like craniofacial and colonoscopy surgery 
have been using the computer aided surgery simulation. It is by using these simulators that doctors are trained and 
invasive surgeries are performed precisely without risking a patient’s life. The use of simulators applies to both 
preoperative and the postoperative surgery.  
 
On the technical side, however, it is important to note that when it comes to visualization, we are actually dealing 
with huge amount of graphical data and these usually possess a challenge in the speed of visualizing them.  Till to date, 
speed have remained a challenge for medical visualization.  Medical visualization usually consume a lot of processing 
and execution time when conducted on a standalone machines This has, however, solved to some extent with the 
introduction of supercomputers.  
 
Nevertheless, the disadvantages still exist, particularly in the cost of acquiring this machine. It is worthy to 
mention also, the fact that medical images are getting larger in size, doctors expect the images to be clearer and less 
compressed, in short, each pixel counts and no compression algorithm should be applied to it. As sizes grow, speed 
slows, and eventually supercomputer creators have to come up with a better, more costly supercomputer. Eventually, 
we will end up paying a lot.  
 
 What if, we can achieve the same speed performance by parallelizing the visualization? We can then save the cost 
of acquiring supercomputers and the performance will be equivalent with a supercomputer’s speed.  
 
The proposed research deals with the need to parallelize the visualization using VTK, an open source visualization 
programming language in a cluster computing. The research will be then be conducted in a homogeneous and a 
heterogeneous environment to see which yields a better result.  
 
We will also be discussing the visualization pipeline, types of virtual surgery done in the medical field. The section 
after that will cover the challenges in the medical 3D Visualization and the reasons needed to create a parallel 
visualization. 
 
Lastly, in the proposed solution section, we will be conversing on the principles used to create the cluster computing 
environment.  
 
2.  Background 
 
Visualization helps us to understand how certain processes work by modeling them. From visualizing climates to DNA 
molecule structures, visualization has been helping normal human being understand some of the most complex 
procedures that occurs around us. Visualization reduces and refines data streams, thus enabling us to window huge 
volumes of data in applications. Visualizing can be described as a process of exploring, transforming and viewing data 
as images (or other sensory forms) to gain understanding and insight into the data.[1]. The visualization process chain 
can be described in a flow chart form, like the one below 
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Figure 1. The Visualization pipeline, as defined by Kitware.[1] 
Data 
Transform 
Display 
Mapping 
 
The pipeline is divided into four main levels. The data level involves acquiring the data from the source. Then, 
algorithms to compute the finite elements or the boundary elements are applied to the data. Next, these data will be 
converted to extract, derive and enhance information in the transform level. [1]. In the mapping level, data is converted 
into abstract visual representations, for examples, triangles lists can be formed from points. The end result will be 
mapped to a graphic system for display or in other words, rendered to the graphics system. [2] 
    
2.1 Visualizing the Medical dataset 
 
Medical dataset are acquired from CT and MRI machines. The slices of images are obtained for different parts of the 
body. The images which will be in the Dicom format can then be converted to TIFF format to be used in the 
visualization computation Algorithms can then be applied on the 2D slices to obtain the 3D visualization. Marching 
Cubes algorithms are mostly used when creating the 3D visualization of the slices.  
 
2.2  Visualization in the Medical field. 
 
Computer technologies have been assisting the medical field in various aspects. Volume rendering, is one such 
technology which plays a great role in medical applications such specifically in surgical training. These applications 
help train future doctors by providing them an insight look into a human’s body.  
 
  Referring to the visualization pipeline, in medical visualization, sources of data usually comes from frozen 
cadavers. Parts of the cadaver’s body is cut up into thin slices each slices making up to approximately.., the slices are 
then scanned using CT or MRI. These CT images can then be used in the visualization process. The human body is a 
complex system, and no one certain cadaver’s body can be used to diagnose diseases. Nevertheless, one can not say that 
these images will never come in handy; doctors can train themselves to understand a disease and then check on the 
patients for the similarity of the disease.  
 
  Some of the basic medical visualization done uses the VHP project’s data. The projects helps beginners to test 
out their ideas using their data as most of the time, it is difficult to acquire a specific set of data.The Visible Human 
Project (VHP) which was developed by the National Library of Medicine consists of slices of human cadavers acquired 
by CT and MRI scanners. The male was sectioned at one millimeter intervals, the female at one-third of a millimeter 
interval.[3] Another similar project done was The Visible Korean Human Project (VKHP) which was based on the 
VHP’s formula but it was done in order to help diagnosing and treating patients belonging to the Oriental race. [4] 
Similar type of data sources were used to create other projects, among them are:  
 
Virtual Colonoscopy 
CT images are segmented and transformed into a 3D volume model. On the other hand, virtual colonoscopy which is 
actually quite common in the medical field today uses CT slices and a fly through algorithm is then applied to it. In this 
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case, CT slices of the colon are used to construct the 3d model. Compared to the traditional method (by screening the 
colon ), virtual colonoscopy provide the ability to zoom in the human body using a virtual camera for examination.  
 
Maxillofacial Surgery.  
In a maxillofacial surgery, preoperative planning is given a lot of importance as it is through this way that doctors will 
be able identify how a person’s jaw or cleft lip can be  transformed back into its proper position. Doctors are able to do 
the trial and error method by utilizing the computer simulated craniofacial application.[5] Based on our study, we have 
highlighted a number of maxillofacial surgery visualization done in the past, craniofacial surgery and cleft lip and palate 
are two most common surgeries done in a maxillofacial surgery. 
 
Craniofacial Surgery. Gori and his team members from the University of Bologna projected a method for elastic 
modeling of human tissue based on the use of embedded boundary condition techniques.[6] Embedded boundary 
condition models allow simulating the craniofacial surgery directly on the grid of the 3D CT image of the patient. The 
volume rendering method was used in the 3D reconstruction to visualize the hard and soft tissues. Another craniofacial 
surgery was implemented by Erwin Keeve to visualize a jaw alignment operation.[7] The marching cubes methods were 
used to reconstruct the 3d model from the CT images. 
 
Cleft lip and palate. By using the volume rendering technique, Schmidt and his project mates created a computational 
tool chain that helps to predict the effects of the surgery on the soft tissue displacement. [8]3D CT images were also 
used in this project. Simulation techniques such as a cutting tool are then projected on the volume model to achieve the 
expected output. The cutting tool divides the visualized skull into side or middle view.  
 
Heart. Modern multi-slice CT (MSCT) scanners allow attainment of 3D data sets covering the complete heart at 
different phases of the cardiac cycle. This enables the doctors to non-invasively study the dynamic behavior of the 
heart, such as wall motion artifacts.  
 
2.3  Result of the Study 
 
Based on the reviews done, it can be concluded that almost all the medical visualization projects makes use of the 
volume rendering methodology. One common factor, though, is the high cost of visualizing the end result. 
Supercomputers and grid have to be used to enhance the rendering speed. Therefore, it can be said that rendering speed 
remains a huge challenge in medical visualization due to the large amount of data used.  
 
3.0 Challenges in Medical Visualization 
 
It is important to note that medical visualization uses real human data set, mostly from MRI and CT scan.  These 
medical imaging components are occasionally improved to obtain the best/clearer images of the patient. Clearer images 
mean less compressed, and the lesser the image compression is, the larger the data size will be. Therefore, the rendering 
of the images will take longer time to be computed as it will now involve data in GB sizes. For example, 100 slices of 
CT skull data can easily make up to 1GB. To render this amount of data, we require at least one high performance 
supercomputer such as the SGI Onyx machine. And to perform visualization computation such as slicing will require 
more processor speed.  In short, speed is and will always remain a problem in medical visualization. Certain times, the 
availability of supercomputers can overcome this problem, but there should always be an alternative method to it.  
 
  We can sum up the challenges of medical visualization into five different categories, each that relates to each 
other as such ; 
 
Compression algorithm. Algorithms are usually used on CT and MRI slices to reduce the sizes of the data. These 
compressions usually results in loss of pixels on the images. Pixels are important as even one less pixel can cause errors 
in the image reading. For example, in a MRI breast cancer imaging, each pixel matters to the doctor as he or she has to 
check for the cancer cells in these images. These cancer cells are not apparent in these high – contrast, high – resolution 
images which is a result of the cancer either not being imaged properly or because its significance in the image are too 
thin to be identified. The latter issue becomes a problem. It would then be hazardous to identify any suspicious micro 
calcifications that are signs to existence of breast cancer.   
 
Size. When no compression algorithms are applied, naturally image slices will grow in sizes and most of the time 
consuming a whole lot of disk storage. While trying to do our research, we downloaded several free medical data from 
the The Stanford volume data archive. For example, the CT head dataset which consist of cadavers head, and made up 
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of 256 X 256 pixel, 16bit each easily came up to 14.1 MB, we would however prefer it to be in 512 X 512 size as it 
would be clearer but that would take up more storage space.  
 
Speed. In a medical visualization, volume and surface renderings are usually applied to the data. Rendering of the data 
is a very critical phase of the visualization, as this the phase that introduces us to the modeled information. However, 
due to large data size, volume rendering methodology that uses the marching cubes algorithm takes time to complete. It 
uses up a lot of processing power as it needs to render a huge size of slices.  
 
Time. This criteria depends heavily on the speed factor, as the slower the rendering takes place, the slower the final 
output will be. And visualization techniques such as zooming, rotating and changing the color of the pixel will take time 
to be computed. 
 
Cost. Due to speed and the slow time, the medical industry has opted to use supercomputers to render images. For 
example, supercomputers like SGI Onyx are deployed in the medical laboratories. These machines, though are powerful 
are actually very costly to obtain. Our main concern and the objective of this research is to overcome this factor as this 
would definitely help the third world countries who do not have the sufficient fund to obtain these machines.  
 
 
5.0. Our method 
Medical visualization can easily become so computation intensive that response times prohibit its practical use. There 
are cases, of course, where it is possible to achieve good response times; but for large data sets, large images, and 
animations, the need for computing power is immense. Thus, the standalone visualization method raises two main 
issues, first, the time it takes to visualize the medical data and second the high usage of the processing power. Both this 
issues can be solved if the visualization is done on a parallel architecture, the cluster computing.  
 
5.1 Source of Data 
 
For this research purpose, we will be using the volumetric heart data done by the Heart Modeling Group.  
 
5.2 Cluster Computing 
 
The main idea behind parallelizing the visualization is to test the visualization’s performance in a cluster computing 
environment.  A cluster is a type of parallel or distributed computer system, which consists of a collection of inter-
connected stand-alone computers working together as a single integrated computing resource. The key components of a 
cluster include, multiple standalone computers (PCs, Workstations, or SMPs), an operating systems, a high performance 
interconnect, communication software, middleware, and applications.[9] 
 
For this research in specific, there were three main aspects to be considered in order to parallelize the 
visualization in the cluster environment.  The aspects are the type hardware used in the cluster environment, the 
application software or the toolkit that will be used to visualize the medical data and the parallel algorithm to be 
deployed on the cluster. It is worthy to mention that the programming language used has to support parallelism.   
 
The following briefly explains the cluster components, the cluster computing consists of 32 nodes of Pentium IV 
machines. Red Hat Linux has been used as the operating system on these machines. However, Windows users are 
allowed to enter the cluster using the freeware Winscp or Putty to connect to the systems. An open source programming 
language knows as Visualization Tool Kit ( VTK) has been introduced in this research. The Visualization ToolKit 
(VTK) is a software system for 3D computer graphics, image processing, and visualization. It has been developed with 
well organized object oriented principles. VTK provides much easily ways to create useful graphics and visualization 
applications. It is an open source system and consists of a C++ class library, and several interpreted interface layers 
including Tcl/Tk, Java, and Python. VTK is built on top of OpenGL libraries, and the flexibility of learning the 
language has prompted us to start utilizing it for this research. There were two parallel algorithm studied, mainly 
Parallel Virtual Machine(PVM) and Message Passing Interface(MPI), we decided to use the MPICH, a version of MPI 
as it works with VTK. 
 
 
5.3 Expected Performance 
 
It is vital for us to know the difference in the computation time when visualization is done on a standalone and in a 
cluster computing environment. Therefore, for statistical purpose, we first had to run a prototype of the volume 
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visualization, the first one using surface rendering of CT head, and the second on a volume rendering visualization 
using the same dataset with added colors to increase the computation time. The result, as expected, the surface 
rendering was rendered faster than the volume rendering application.  
 
        
Fig. 2 : Surface rendering of CT head slices 
 
 
Fig. 3 : Volume rendering of CT head slices 
 
 
6.0  Discussion 
 
In the future, we will be testing the heart data on the cluster computers. We would, however focus on the volume 
rendering methodology first as from the prototype implementation it shows that a lot of processing power has been used 
to compute the volume rendering when compared to the surface rendering. The extensive use of the processing power in 
a standalone computer can obviously be decreased in a cluster computing environment as there more than one 
processors available in the environment.  Allocating the processor’s power for a certain computation is also important. 
The processing power in a cluster computing can only utilized wholly if the allocations are appropriate. Issues like load 
balancing and modifying current load balancing algorithm to suit application like this can be done following that.  
 
    
7.0  Conclusion 
 
The parallelization of the medical visualization raises many issues, security, QoS in the networking area. In order to 
parallelize any kind of data visualization (not restricted to medical visualization only), we need to study the 
visualization pipeline thoroughly.  Once that is done, we can focus on heterogeneous computing in which multiple 
processors can be used. In short, this research definitely paves a way for new challenger in the performance of medical 
visualization. Issues like QoS and bandwidth consumption can then be studied.  
More algorithms can be computed and tried on different kinds of parallel computing such as heterogeneous 
computing and grid computing. Lastly, we hope that the study that has been conducted were up to the mark and has 
explained in detail on our proposed solution 
 
©FCSIT, UM 2007    T5-35 
     Proceeding of the 2nd International Conference on Informatics, 2007 
8.0  Acknowledgements 
 
We would like to extend our gratefulness to the late Professor Selvanathan of University Malaya for his help in this 
project. We are also thankful to the Heart Modelling team, specifically, Mr. Soma, Mr. Alwin and Mr. Kevin for their 
assistance in creating the cluster computers to be used in the project.  
REFERENCES 
 
[1] W.Schroeder,  K.Martin,  B.Lorensen  The Visualization Toolkit An Object-Oriented Approach To 3D Graphics, 
4th Edition. Kitware, Inc.  
 
[2]  U. W Urich Lang,“Virtual and Augmented Reality Developments for Engineering Applications”, in Proceedings 
of European Congress on Computational Methods in Applied Sciences and Engineering, ECCOMAS 2004. 
 
[3]  M. J. Ackerman, "The Visible Human Project. A resource for education, " Acad. Med., vol. 74, pp. 667 670, 
1999. 
 
[4]      Jin Seo Park, Min Suk Chung, Sung Bae Hwang, Yong Sook Lee, Dong-Hwan Har, and Hyung-Seon Park. 
“Visible Korean Human. Improved serially sectioned images of the entire body”. IEEE Transactions on Medical 
Imaging 24(3):352-60, 2005. 
 
[5]  A. Sarti, R. Gori, C. Marchetti, A. Bianchi e C. Lamberti. “Maxillo-facial virtual surgery from 3D CT images”, 
VR in medicine, edited by Metin Akay and Andy Marsh, 1999, IEEE EMBS Series, IEEE Press. 
 
[6]  A. Sarti, R. Gori, C. Marchetti e A. Bianchi.”Hard and soft tissue cranio-facial surgery simulation from 3D CT 
images”.Craniofacial distraction Congress, New York City, November 1998. 
 
[7]  Keeve, E., Girod, S., Pfeifle, P., and Girod, B..”Anatomy-based facial tissue modeling using the finite element 
method”. In Proceedings of the 7th Conference on Visualization '96, San Francisco, California, United States, 
October 28 - 29, 1996 
 
[8]  Schmidt, J. G., Berti, G., Fingberg, J., Cao, J., Wollny, G.. “A Finite Element Based Tool Chain for. the 
Planning and Simulation of Maxillo-Facial Surgery”. European Congress on Computational Methods in Applied 
Sciences and Engineering 2004. 
 
[9]  Mark Baker, Rajkumar Buyya, Dan Hyde, " Topic 16: Cluster Computing," Euro-Par, pp. 702-703. 
 
 
BIOGRAPHY 
 
Kalpana Kanthasamy obtained her Bachelor’s of Computer Science from USM in 2005 majoring in Information 
Engineering. She is currently a postgraduate student at Faculty of Computer Science, University of Malaya. Her 
research areas include visualization and cluster computing.  
 
Dr. Woo Chaw Seng is a lecturer at the Department of Artificial Intelligence, University of Malaya. His research areas 
include image processing and digital watermarking. 
   
©FCSIT, UM 2007    T5-36 
     Proceeding of the 2nd International Conference on Informatics, 2007 
MODELING THE USER ACCEPTANCE OF LEARNING OBJECTS  
 
 
Siong-Hoe Lau
1, Peter C. Woods
2 
1 Faculty of Information Science and Technology,  
Multimedia University, 75450 Melaka, Malaysia. Email: lau.siong.hoe@mmu.edu.my 
2Knowledge Management Center, 
Multimedia University, 63100 Cyberjaya, Selangor, Malaysia. Email: p.woods@mmu.edu.my 
 
 
ABSTRACT 
 
This empirical study designed the Learning Object Acceptance Model to examine the underlying factors and causal 
relationships that determine learners’ behavioral intention to use learning objects in higher education. After a semester 
of practical exposure to the learning objects, data was collected from 312 university students. Structural Equation 
Modeling (SEM) was employed to test the hypothesized study model. The results showed that learning objects 
characteristics, perceived usefulness and perceived ease of use had significant effect on intention to use learning 
objects. After taking into account the learning object characteristics and user perceptions, individual characteristics 
were found to have no significant effect on intention to use learning objects. 
 
 
Keywords: Learning objects, Technology acceptance model, Perceived usefulness, Perceived ease of use. 
 
 
 
1.0 INTRODUCTION 
 
In an attempt to make the instructional resources more efficient and meet the diverse needs of learners, many 
organizations around the world, have been investing significant amounts of financial resources for the integration and 
utilization of learning objects into their e-learning systems [1]. Like any information system [2, 3], the success of 
learning object technology also depends on user satisfaction and acceptance. A high level of user satisfaction reflects 
the users’ willingness to accept and continue using the technology [4, 5]. 
 
 
Several theoretical frameworks have been proposed and empirically tested for the adoption of information technology, 
for example the Theory of Reasoned Action [6], the Technology Acceptance Model [7] and Innovation Diffusion 
Theory [8]. Those frameworks have been applied to a variety of information technologies in different contexts. Among 
them, Technology Acceptance Model (TAM) [9] is perhaps one of the most influential and frequently tested models, 
which widely applied to explain general information technology adoption in the Information Systems (IS) literature 
[10]. 
 
 
Although user acceptance received fairly extensive attention in prior research, however, there is only little literature 
studies about the application and validating the TAM that address student use and acceptance of educational 
technologies. Thus, the authors anticipated a need to test the TAM in learning object context to predict how users will 
respond to learning objects as supplementary learning resources for face-to-face traditional class.  
 
 
The purpose of this study was to build a model that will enhance our understanding by investigate and identify the 
underlying factors and hypothesized causal relationship that determined learners’ behavioral intentions to adopt learning 
objects in higher education. 
 
 
 
2.0  RESEARCH MODEL AND HYPOTHESES 
 
Building upon prior related research foundations, Fig. 1 portrays the preliminary Learning Object Acceptance Model 
(LOAM) for this study which integrates two external variables into the core determinants of TAM. Taken from TAM, it 
posits that three learning object characteristics (technical quality, content quality and pedagogical quality), and two 
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individual characteristics (self-efficacy and Internet experience) will directly affect both use belief constructs. Perceived 
ease of use will directly affect perceived usefulness, and both of the use beliefs will impact on the behavioral intention. 
Finally, behavioral intention to use the learning objects will directly affect the actual use of the learning objects. This 
research model involves testing four sets of hypotheses as follows: 
 
 
H1 : Perceived usefulness of learning objects is positively influenced by the learning object characteristics of 
technical quality (H1a), content quality (H1b), and pedagogical quality (H1c), the individual characteristics 
of self-efficacy (H1d) and Internet experience (H1e) and perceived ease of use (H1f). 
 
H2 :  Perceived ease of use of learning objects is positively influenced by the learning object characteristics of 
technical quality (H2a), content quality (H2b), and pedagogical quality (H2c),  and  the  individual        
characteristics of self-efficacy (H2d) and Internet experience (H2e). 
 
H3 :  Behavioral intention to use learning objects are positively affected by perceived usefulness (H3a) and 
perceived ease of use (H3b). 
 
H4 :  Actual use of the learning objects is positively influenced by behavioral intention to use. 
 
 
 
  Technical Quality (TQ) 
  Perceived 
Usefulness 
(PU) 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1: Learning object acceptance model (LOAM) 
 
 
 
3.0 THE  LEARNING  OBJECTS 
 
In this study, relevant learning objects for Digital Systems course were retrieved from various general repositories, for 
example Multimedia Educational Resource for Learning (http://www.merlot.org/), Connexions (http://cnx.org/) and 
Online Teaching and Wisconsin Online Resource Centre (http://www.wisc-online.com), which provide higher 
education level learning objects that anyone may view and use. These repositories where selected for being among the 
few learning objects repositories that permits public access, which made the study possible. In order to produce 
cohesive and pedagogically sound learning materials and to effectively search for relevant learning objects, the 
researcher designed a generic course structure consisting of a series of electronic folders, similar to the traditional 
course hierarchy (chapters, lessons and topics) to hold the retrieved learning objects. Relevant learning objects were 
linked into the syllabus each week from the lecture notes with the aim of helping students to understand the more 
abstract and complex aspects of learning content. 
 
 
 
4.0  RESEARCH DESIGN AND PROCEDURES 
 
Data for this study was collected via a questionnaire by the instructors. The scales for Self-Efficacy (SE), Internet 
Experience (IE), Perceived Usefulness (PU), Perceived Ease of Use (PEU), Behavioral Intention (BI) and Actual Use 
(AU) were adapted from previous literature studies [7, 11-16]. However, for the learning object characteristics, no 
H2 (+) 
Perceived 
Ease of Use 
(PEU) 
Behavioral 
Intention  
(BI)
Actual Use 
(AU) 
Content Quality (CQ) 
Pedagogical Quality (PQ) 
Self-Efficacy (SE) 
Internet Experience (IE) 
H4 (+)  H3 (+) 
H1 (+) 
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previously validated items that matched our constructs of interest were located. Therefore, items were developed based 
on features considered to be important for learning objects as cited in the literature [17-19].  
 
 
The target population for the study consisted of undergraduate students in Multimedia University who had the basic 
ability in using the computer and Internet. These students as a whole represented those who would be interested in using 
learning objects and could evaluate learning objects based on their current online learning experience. The research 
method used in this study emphasized the pre-usage intention of users and their intention to continue to use the learning 
objects. This empirical study called for the respondents to progress through three phases of learning objects 
participation: Introduction, Training, and Hand-on Experience. These approaches were designed to ascertain 
respondents progress through all three phases of learning objects usage as they evaluated and ultimately decided their 
actual behavioral intention to use learning objects. The data analysis proceeded in two stages by using the computer 
program AMOS Version 4.0. First, we examined indicators of reliability and validity to evaluate the adequacy of the 
Confirmatory Factor Analysis (CFA) model. Second, the path analyses used the maximum likelihood method of 
parameter estimation to test the structure model and hypotheses. 
  
 
 
5.0  DATA ANALYSIS AND RESUTLS 
 
There were 312 respondents from a total of 342 students participated in this study. Majority of the respondents have 2 to 
4 years of computer experiences and spend about 2 to 4 hours on the Internet everyday. 
 
 
5.1 Instrument Validation 
 
In this study, measurement scale reliability and validity were assessed via CFA. Convergent validity of scale item was 
assessed by using three criteria; (1) reliability, (2) composite or construct reliability, and (3) average variance extracted 
(AVE) as recommended by Fornell and Larcker [20]. The standardized CFA loadings for all scale items were exceeded 
the minimum loading criterion of 0.70. Further, the composite or construct reliabilities of all factors also exceeded the 
required minimum of 0.80. In addition, average variance extracted values of all constructs exceeded the threshold value 
of 0.50. Hence all three conditions for convergent validity were met. Evidence of discriminant validity was obtained by 
comparing the square root of the average variance extracted of each latent construct with the correlations between 
factors [21]. All the square root of the average variance extracted were greater than the correlations between factors, 
hence, the discriminant validity criterion was also met for CFA models, giving us further confidence in the adequacy of 
our measurement scales. 
 
 
5.2  Test of Structure Model and Hypotheses 
 
The next step in our data analysis was to examine the significance and strength of hypothesized effects in our research 
model. The results of the analysis of the structural model, including path coefficients, path significances, and variance 
explained (R
2 values) for each dependent variable are illustrated in Table 1. 
  
 
Table 1: Standardized causal effects for the final structural model 
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Endogenous 
Variables  Determinant  Standardized Causal Effects  Results  Direct Indirect Total 
Perceived Usefulness   H1 - Technical Quality  .097  .130  .227  Not supported 
(R
2 = .631)  H2 - Content Quality  .114 .121 .235  Not  Supported
 H 3 - Pedagogy Quality  .344  .055  .400  Supported
 H 7 - Self-Efficacy  .020  .018  .038  Not supported 
 H 9 - Internet Experience  -.010  -.013  -.023  Not supported 
 H 11 - Perceived Ease of Use  .343    .343  Supported
     
 
Perceived  Ease of 
Use 
H4 - Technical Quality  .379   .379  Supported
 
(R
2 = .657)  H5 - Content Quality  .353    .353  Supported
 H 6 - Pedagogy Quality  .161    .161  Supported    Proceeding of the 2nd International Conference on Informatics, 2007 
 H 8 - Self-Efficacy  .053    .053  Not supported 
 H 10 - Internet Experience  -.037    -.037  Not supported 
     
 
Behavioral Intention   H12 - Perceived Ease of Use  .234  .177  .412  Supported
(R
2 = .498)  H13 - Perceived Usefulness  .517    .517  Supported
  Technical  Quality   .206 .206   
  Content  Quality   .204 .204   
  Pedagogy  Quality   .245 .245   
  Self-Efficacy   .032 .032   
  Internet  Experience   -.021 -.021   
         
Actual Use  H14 - Behavioral Intention  .527    .527  Supported
(R
2 = .278)  Perceived Usefulness    .273  .273   
  Perceived Ease of Use    .217  .217   
  Technical  Quality   .109 .109   
  Content  Quality   .108 .108   
  Pedagogy  Quality   .129 .129   
  Self-Efficacy   .017 .017   
  Internet  Experience   -.011 -.011   
         
Note. N = 312,  
*p < .001; 
**p < .05 
 
Starting from the perceived usefulness of learning objects, pedagogical quality (β = .344, p < .001) had significant 
positive relationships on it. The total influence of this determinant on perceived usefulness was .400, primarily due to its 
significant direct relationships. As expected, perceived ease of use had significant positive relationships on perceived 
usefulness (β = .343, p < .001). These determinants explained about 63% of the variance of perceived usefulness of 
learning objects. Therefore, hypotheses H3,  and H11 were supported. The total influences of self-efficacy, Internet 
experience, technical quality, and content quality were all insignificant.  
 
 
As to perceived ease of use, the major determinant of perceives ease of use was technical quality (β = .379, p < .001), 
followed by content quality (β = .353, p < .001) and pedagogical quality (β = .161, p < .05). All total influences were 
statistically positive significant and solely due to direct relationships. The total influences of self-efficacy and Internet 
experience were insignificant. Therefore, hypothesized H4, H5, and H6 were supported. These determinants accounted 
for approximately 66% of the variance of perceived ease of use.  
 
 
With regards to behavioral intention to use learning objects, about 50% of the variance in behavioral intention could be 
explained by perceived ease of use (β = .234, p < .001) and perceived usefulness (β = .517, p < .001). The major 
determinant was perceived usefulness with a total influence of .517, solely due to the direct relationship followed by 
perceived ease of use with a total influence of .412, mainly due to direct relationship (.234) and partly due to indirect 
relationship (.177). Therefore, hypotheses H12, and H13 were supported. 
 
 
Finally, behavioral intention to use had a significant positive relationship on the actual use (β = .527, p < .001). 
Therefore, hypotheses H14 was supported. The model accounted for approximately 28% of the variance of actual use of 
learning objects. 
 
 
To summarize, the proposed Learning Object Adoption Model (LOAM) hypothesized fourteen relationships. Most of 
the parameters exhibit correct signs, appropriate standard errors, and significant critical ratios. The paths between 
IE/PEU, SE/PEU, TQ/PU, CQ/PU, IE/PU and SE/PU were insignificant as shown in Table 1. Thus all insignificant six 
paths and two variables (Internet Experience and Self-Efficacy) were deleted. 
 
 
The resulting path diagram is presented in Fig. 2. The factor correlations of .638 between pedagogical quality with 
technical quality, .764 between technical quality and content quality and .671 between pedagogical quality and content 
quality were highly correlated yet distinct constructs. Therefore, the distinctions of these three external variables were 
appropriate and supported.  
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*
 
 
 
 
 
 
 
 
 
 
 
 
*p<.001, 
**p<.05 
 
 
Fig. 2: Final LOAM Model 
 
 
 
6.0  DISCUSSION, IMPLICATIONS AND LIMITATION 
 
In this study, respondents evaluated the learning objects and rated their beliefs and perceptions after being introduced, 
trained and experienced them. The results pointed that the learning objects characteristics had significant effect on the 
use belief constructs which, was consistent with the influence of more general system characteristics reported in studies 
of other information technologies [22, 23]. On the other hand, individual characteristics were found to have no 
significant effect on use belief constructs. This result was somewhat surprising given the robust effects of individual 
characteristics in other studies [24-26]. One possibility explanation that may account for this finding is that because the 
respondents were all highly computer literate and with long experience of the Internet. 
 
 
The results also suggest that the users' perceptions of usefulness and ease of use of learning objects had significant 
influences on their behavioral intention to use learning objects. In line with other researches [7, 13, 27], user 
perceptions of usefulness had even stronger influences on intention to use than user perceptions of the learning objects’ 
ease of use. Additionally, users who indicated that they intend to use the learning objects also performed well in the 
prediction of their actual use of learning objects. 
  
 
The findings of this study have several implications for researchers and practitioners. Educators and instructional 
designers of learning objects should carefully consider the needs and values of learning object users, and ensure that the 
suggested learning objects characteristics in this study are present prior to implementation. For example, learners who 
perceived that the learning objects had better turnaround time and flexible which allowed for a better feeling of control 
over course content would indicated that the learning objects were easier to use. Moreover, learners who indicated that 
the learning objects fitted in with their learning contexts with comprehensive, up-to-date, easy to comprehend contents 
together with appropriate pedagogy features to support their learning goals helped them to become committed towards 
the learning. 
  
 
Although the findings provide meaningful insights for learning objects context, the study has some limitations. This 
study only looked at one subject matter at one higher education institution. The results may not be generalizable to other 
users or to other types of subjects. Further generalization could be achieved by examining more diverse users from 
different background in other degree program, and at other universities. 
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7.0 CONCLUSION 
 
This study contributes to the understanding of user acceptance of learning objects by identify the underlying factors and 
causal relationships that predicted learners’ behavioral intention and subsequent actual use of learning objects. The 
proposed study model, LOAM demonstrated that the learning objects characteristics; pedagogical quality, technical 
quality and content quality were important external stimuli for learners as they formed the perception and intention to 
use learning objects. After taking into account the learning object characteristics and user perceptions, individual 
characteristics were found to have no significant effect on intention to use learning objects. 
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ABSTRACT 
The paper is focusing on the development of a learning model for children with learning difficulty by applying 
multimedia authoring activity. The learning model is abbreviated as MAL-ACHILD which stands for Multimedia 
Authoring Learning Assists Children With Learning Difficulty.  Furthermore, the study examines how effective the 
 model to be used among the children.  The model comes together with a multimedia courseware which is designed 
based on authoring activity suited for the children with learning difficulty.   
Keywords: multimedia authoring learning, children with learning difficulty, Kid Pix 
1.0 INTRODUCTION 
   The paper is focusing on the development of a learning model for children with learning difficulty by applying 
multimedia authoring activity. The learning model is abbreviated as MAL-ACHILD which stands for Multimedia 
Authoring Learning Assists Children With Learning Difficulty.  Furthermore, the study examines how effective the  
model to be used among the children.  The model comes together with a multimedia courseware which is designed 
based on authoring activity suited for the children with learning difficulty.   
 
Upon using the courseware, the children is expected to acquire skills such as listening, reading and writing.   
After development stage, the courseware will be assessed on the ability of helping the children in acquiring listening, 
reading and writing skills.  Apart from that, the children will be observed on the development of critical and creative 
thinking skills upon using the courseware.  Based on the findings of the research,    a guide book will be produced for 
parents, teachers and curriculum developers in handling children with learning difficulties. 
 
  The development of the new learning model is due to the difficulty in searching for such courseware in the 
market.  This situation may impede the potential of the children with learning difficulty to learn as their normal  friends. 
The learning package that MAL-ACHILD offers is hoped to be able to develop critical and creative thinking skills 
among the children.  Thus, they are able to expand their skills and ideas project management skills which facilitates 
them into other into other subordinate skills such as research skills, organization and planning skills, reflection skills 
and presentation skills.  
 
  Predominantly the Ministry of Education is crucially in need of a suitable approach to help 162,000 school 
students who are facing learning difficulty.  They are particularly having problem in acquiring reading and writing 
(Berita Harian, 26.5 2006)
20. In the report, Datuk Noh mentioned about the introduction of ‘Kelas Intervensi Awal 
Membaca dan Menulis’ (KIA 2M) or Early Intervention Class of Reading and Writing.  The class is introduced for 
students with learning difficulty particularly in the acquisition of reading and writing.   Hence, MAL-ACHILD is 
intended to help the group of students in acquiring the skills. 
 
The new learning model is hoped to motivate children with learning difficulty to venture into other aspects of 
learning.  Hence, parents, teacher  and curriculum developers will benefit from the guide book in handling children with 
learning difficulty.  
 
2.0 REVIEW OF RELATED LITERATURE 
 
2.1 CHILDREN WITH LEARNING DIFFICULTY 
 
 According  to  Mercer (1997)
9, there are thousands of problems in children’s learning difficulty arising from the 
combination of cognitive and social-emotional problems.  Nonetheless, it is essential for teachers to identify the 
attributes of children with learning difficulty and able to manage suitable intervention to help them.  Figure below lists 
out  the attributes of children with learning difficulty comprising problems in reading, writing, calculating, social 
interaction and behavioral control. 
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CHILDREN WITH LEARNING 
DIFFICULTY 
 
Fig 1: MAL-ACHILD INSTRUCTIONAL MODEL                                     
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FIG 2: ATTRIBUTES OF CHILDREN WITH LEARNING DIFFICULTY 
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2.1.1 Difficulty In Acquiring Reading Skill  
 
  Difficulty in acquiring reading skill is one of the major problem among children who are having difficulty in 
learning.  Approximately 80% of students having difficulty in learning are facing problems in reading (Learner, 2000)
8.  
Aspects which are glaringly contribute to the problems are difficulty in reading comprehension, identifying vocabulary 
and oral reading.  Due to the problems, most of the students fail in their academic.  The failure leads to the problems of 
lack of self-esteem and lack of self efficacy. 
 
  Torgensen and Wagner (1998)
18 indicate that students with problems in reading mostly due to their difficulty 
in coding the words and understanding the rule of controlling the similarity in the pronunciation and the spelling 
(Raskind, 2001)
12.  For example a simple word ‘cat’, most students having problems in reading are not able to relate the 
pronunciation of the word and the alphabets that make the word.  Thus, problem in phonology contributes greatly to the 
difficulty in reading.     
 
  Dyslexia is a common term associating difficulty in reading.  Dyslexic students are having problems in 
identifying and understanding words.  As listed below are the attributes of dyslexic students: 
•  Difficulty in associating  alphabet or words with its sound 
•  Prefer graphic than words 
•  Try to guess meaning through graphic 
•  Alphabet and words are wrongly written.  For example ‘b’ is written as ‘d’ 
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•  Difficult to differentiate sounds 
•  Confused in identifying left and right 
•  Often skipping lines when reading 
•  Easily forgot news words learnt 
 
The aims of reading is to understand what is being read.  Comprehension requires one to explain phrases, 
sentences and paragraphs.  Students with learning difficulty, they are still at the stage of identifying words.  Their 
comprehension is not on par as the ordinary students.  Thus they are not able to read smoothly with little understanding 
of what being read. 
 
2.1.1 Difficulty In Acquiring Writing Skill  
 
  Writing skill requires one to translate language comprehension into the symbol system (Smith, 1998)
16.  
Following are the list of problems in acquiring writing skill among students with difficulty in learning: 
•  Difficulty in holding a pencil or a pen when writing 
•  Writing letters in different sizes 
•  Writing a word with gaps in between the alphabets 
•  Weak in spelling (plus or minus certain alphabet) 
•  Difficulty in relating between graphic and words 
•  Unable to use accurate vocabulary 
•  Unable to organize paragraphs 
•  Immature flow of ideas 
•  Lack of using complex sentence structure 
 
As a whole, writing skill among students with learning difficulty is low compared to the normal students.  However, 
writing skill among students with learning difficulty can be enhanced if early intervention is taken.  This can further be 
more effective if  a systematic teaching method is introduced. 
 
2.2 CONSTRUCTIVISM  
 
The process of developing multimedia courseware emphasizes on the how a student construct knowledge.   
Hence, this suits the philosophical fundamental of constructivism that describes the assumption that knowledge is 
constructed, not transmitted.  The central focus of constructivism is learning rather than teaching (Williams; 2000)
21. 
The constructivism learning framework is described in figure 1. 
 
Dewey’s idea supports constructivist models which includes the need to center student instruction around relevant, 
meaningful activities.  He further elaborates that learning should be hands-on and experience based, rather than abstract.  
He objected to commonly used teaching methods that used a one-way channel of communication – from teacher to 
student through drill and memorization (Smith & Smith ; 1994)
16.  Multimedia authoring activity initiates students to 
perform hands on and experience based learning.   Simultaneously, students are allowed to experience relevant and 
meaningful activities in the process of developing the multimedia courseware. 
 
Multimedia construction activity is a platform in discovering and developing creative potential of individuals.  
Learning is further enhanced when students use multimedia tutorial CD in guiding them throughout the process.   
Students are able to learn independently at their own pace.  Vygotsky, in relation supports the idea that the human 
personality is linked to its creative potential and education should be designed to discover and develop this potential to 
its fullest in each individual (Davydov; 1995)
1.   
 
Like Vygotsky,  the Cognition and Technology Group at Vanderbilt (1995)5 believes that learning is most 
meaningful to students when it builds or scaffolds on experiences they have already had.  Students are also more likely 
to remember knowledge that they build or generate themselves, rather than that which they simply receive passively.  
Thus, this describes the approach of multimedia authoring activity in providing the  convenient learning strategy and 
environment.  
 
Bruner’s relevance principle on learning process is that active participation  is best achieved by providing discovery 
learning environments which allows students to explore alternatives and recognize relationships between ideas (Bruner 
;1973).  Multimedia authoring provides students a platform for cognitive growth through exploration and problem 
solving.  Thus, it encourages creative and critical thinking skills which naturally enhance the authoring process. 
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Another constructivist view from Papert (1980), students need flexibility to  develop their own “powerful ideas” or 
insights about new concepts.  Hence, the process of multimedia authoring develops students’ potential in building and 
applying their own knowledge.   Students acquire the skills of handling multimedia authoring resources such as video, 
audio, animation, photographs, text and others in producing a multimedia product.  
 
Many constructivist models of technology use the concepts of scaffolding and developing each individual’s 
potential.  Many visual tools including multimedia, are used under the assumption that they can help bring the student 
up from their level of understanding to a higher level by showing graphic examples.  Apart from that, multimedia 
construction thus giving them real life experiences relevant to their individual needs.   
 
CONSTRUCTIVISM LEARNING FRAMEWORK (Williams; 2000)
21. 
 
LEARNING FRAMEWORK  Constructivism 
ASSUMPTION  Knowledge is constructed by individuals 
DEFINITION OF LEARNING  Students build and apply their own knowledge 
LEARNING STRATEGIES  Collect unorganized information from the world and 
create concepts and principles. 
GENERAL  ORIENTATION  Personal discovery of knowledge. Discover 
relations between concepts. Teachers provide 
instructional context for active and self regulated 
students 
 
 
 
 
 
 
 
 
 
 
3.0 MULTIMEDIA AUTHORING 
Multimedia is defined as multiple media or a combination of media.  The examples of media are still pictures, 
sound, motion, video, animation and text items which are combined in a product for the purpose of communicating 
information.  Multimedia system comprises of variety of software and  media configuration.  They are classified 
according to their storage equipment such as interactive videodiscs (IVD), CD-ROMs (compact disc read only 
memory), digital versatile discs (DVD), compact disc interactive (CDI), digital video interactive (DVI) and compact 
disc photograhic (photo CDs.   
 
There are five types of multimedia formats.    The  first two, commercial multimedia software packages and   
commercial interactive videodisc packages are developed by companies and sold to educators and other consumers.  
The others are authoring tools as presentation software, video production and editing systems and multimedia authoring 
systems   that educators and others can use to develop their own products.     
 
Multimedia authoring systems as the focus of the study, have evolved that non-technical skill levels can develop 
complex and professional looking multimedia products.  Predominantly, multimedia authoring plays a major role in 
preparing students for the information intensive and digital world where ubiquitous electronic networking allows 
incorporation of variety of media into their communications.   
 
The process of multimedia authoring requires resources such as audio, video, photographs, graphic images, 
animation and text. Apart from that multimedia authoring also requires hardware such as computer with keyboard and 
monitor, digital camera, scanner, video digitizer, camcorders and other video input, audio card, audio speakers, video 
disc players and CD-ROM or DVD drive. 
 
In relation to the study, multimedia authoring software which are classroom-based are HyperStudio (Robert 
Wagner, Inc.), Microworlds Project Builder (LSCI), Multimedia Toolbook (Asymetrix), Digital Chisel (Pierian Spring 
Software), Macromedia Authorware, Macromedia Director, Mpower (Tom Snyder). Kid Pix above all meets the criteria 
to consider when evaluating the merits of children's software. Kid Pix as a classroom resource only when they see that it 
will enhance their students' skills, interest, or understanding.  Thus, the study intended to use the software in helping 
students with learning difficulties.  This is due to its attributes which may be able to assists the students.  The followings 
are the attributes of Kid Pix which is helpful for students with learning difficulties: 
 
-  Easy to use.  
Kid Pix mimics non-digital drawing models by beginning with a blank screen, similar to a blank piece of paper. 
There are pull-down menus at the top of the screen and fourteen easy-to-use, intuitive drawing tools on the left. Each 
tool has a corresponding sound, and the program has a feature that allows for the creation of additional sounds, so that 
users can input cues or instructions. 
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Kid Pix offers a range of activities for novice and experienced users alike. The program's tools include: over 100 
colored stamps of pictures that appeal to children; sound effects which can be turned off and on; an "Electric Mixer" 
that allows students to scramble and animate images; a "Wacky Brush" that produces squiggles, dribbles, and other 
design elements with kid appeal; a random paint mixer that creates colorful patterns; and a "small kids mode" for 
younger users. 
 
-  Interactive 
Children create images in Kid Pix by manipulating one or more of the drawing tools they've selected. Children 
interact by: creating images; making decisions about what to do next; reacting to what they've designed; and sharing 
their creations with others. There is also a "Hidden Pictures" option that works as a great prediction activity for 
individuals or small groups. 
 
-  Interesting 
In addition to its intuitive interface, Kid Pix makes every effort to make its operations fun. Its erasing tools, for 
example, include: a "Black Hole" that swallows up images; a "Drop-Out" that chunks part of the picture until nothing is 
left; "Sliding Doors" that slide over and obliterate the image; and a "Firecracker" that clears the screen with an 
explosive blast. 
 
-  Student-controlled.  
In addition to its intuitive interface, Kid Pix makes every effort to make its operations fun. Its erasing tools, for 
example, include: a "Black Hole" that swallows up images; a "Drop-Out" that chunks part of the picture until nothing is 
left; "Sliding Doors" that slide over and obliterate the image; and a "Firecracker" that clears the screen with an 
explosive blast. 
 
-  Designed to create learning 
Kid Pix can be integrated into almost any curricular activity. Teachers can examine their curriculum with an eye to 
opportunities for students to create graphic elements that demonstrate or apply curriculum-based themes, concepts, 
and/or skills. Students can create an almost endless variety of products, including posters, newsletters, greeting cards, 
business cards, place mats, slide shows, booklets, etc. During a unit on ancient Egypt, for example, students could use 
Kid Pix to: create travel posters; conduct a slide show presentation for younger students; write and illustrate a 
newspaper; create storyboards illustrating a variety of topics; illustrate biographical or other essays; devise fictive 
autobiographies; create images for poems and stories; make business cards relevant to occupations studied; conduct 
research and create graphs to convey information about the society; or design greeting cards that demonstrate 
familiarity with Egyptian culture and holidays. 
The Kid Pix Teacher's Guide includes many suggested applications for enhancing creativity. Individual projects are 
described, including autobiographies, story maps, picture poems, and comic strips. Ideas for collaborative projects 
include theme quilts, totem poles, slide shows, and alphabet and number books. 
 
4.0 CONCLUSION 
It is hoped that instructional designers and educators will be able to apply procedures of designing and 
developing  tutorial to design and produce interactive multimedia courseware for teaching and learning. Educators, 
students and content developers will be able to use simple and easy-to-use software such as Kid Pix as an authoring tool 
to develop interactive multimedia products. Educators and administrators will be inspired to integrate technology into 
multidisciplinary subjects and use technology as cognitive tools to enhance students’ learning. 
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ABSTRACT 
 
The proposed approach in this paper is region based segmentation technique based on Quadtree decomposition and 
edge detection. The technique allows an efficient recognition and segmentation of objects in images. Edge detection 
enhancement method is proposed to overcome some of the most prominent problem associated with this technique. 
Edges were detected, enhanced, and regions were segmented. Furthermore, cross-correlation between images is 
proposed as a method to measure the similarity which means that the proposed technique may be useful to be used in 
CBIR (content-based image retrieval).  
  
Keywords: Quadtree decomposition, Sobel, segmentation, and cross correlation coefficient. 
 
1.0  Introduction  
 
Segmentation of images is essential to understand them. Since early years a variety of techniques have been developed 
to segment images by identifying regions of some common property [1]. These can be classified into two main classes: 
1. Merging algorithms: in which neighboring regions are compared and merged if they are similar in some property. 
2. Splitting Algorithms: in which large non-uniform regions are divided into small areas. The division stops when 
meeting the uniformity criterion. 
 
Uniformity criteria may define as setting limits on the measured property, or by using statistical measures, such as 
standard deviation or variance. 
 
Categories of shape-based retrieval approaches may categorized as global shape feature-based methods and region-
based querying, and modal-based querying. In Anil and Vailaya [3], they combine color and shape in the retrieval 
process. The Canny operator is used for edge detection. Histogram normalization is used to make the algorithm scale 
invariant. In addition, to handle the rotation invariance problem for edge direction, they use a histogram match across 
all possible shifts.  
 
The region-based querying methods use segmentation techniques to segment the image to a homogeneous region and 
use these regions to extract the shape features [4]. In [5], a method for representing and matching trademarks, using 
positive and negative shape features is proposed. The region-based approaches do not take into consideration the spatial 
layout information between regions. The layout information is important in describing complex objects and their 
relations in the image. To overcome this limitation of the region-based approach, some researchers propose region 
graph-based which takes into account the spatial relationships between regions of interest. In [6], a hybrid graph 
representation for color based image retrieval is presented. They used modified color adjacency graph and spatial 
variance graph to handle the spatial similarity.  
 
The model based querying is proposed to overcome the problems of shape deformation and automatic matching. All 
methods belonging to this approach have taken advantage of the model information of the object of interest. In ([7],[8]), 
an image similarity based on elastic template matching is proposed. They used 1-Dimensional template model of the 
object contour and a 2-Dimensional template of the gray level pattern within the region. 
 
This paper is organized as follows. Section 3 describes the proposed technique. Section 3 reviews the proposed 
techniques for evaluating similarity between digital images, Section 4 presents the experimental results, and Section 5 
concludes the paper. 
 
2.0  Proposed Technique  
There are a variety of edge detectors available to researchers. Longi provides a succinct review of the more significant 
approaches [9]. Marr and Hildreth convolve a mask over the image and label zero-crossings of the convolution output 
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as edge points [10]. Gregson uses a combination of contrast thresholding and an analysis of direction dispersion to find 
edges [11]. Baker and Binford, and Ohta and Kanade label peaks in the magnitude of the first derivative of the intensity 
profile along a scan-line as feature points for matching [12]. Other popular gradient edge detectors are the Roberts, 
Sobel and Prewitt operators [13]. For the purposes of this work, Sobel operator is selected. But these operators outline 
only the edges of the object which yield to unsatisfactory results in case of comparing two images. Since any variation 
of the image brightness will make the same image looks different after applying the edge detector. In order to overcome 
these problems image filtration is done as a pre-processing stage. After that, the Quadtree decomposition is combined 
with the results of Sobel edge detection to decompose each sub-image using the presence of edges in the sub-image as 
the binary decision. Finally, cross correlation coefficient of image query may compared with the cross correlation of the 
target image to measure the similarity criterion. 
2.1  Edge detection and Enhancement technique  
 
Edges in images may be detected using one of the many available detectors. Sobel edge detector is chosen based on an 
empirical testing of some images. But the edge detection process enhanced in two stages as follows: 
 
•  Stage I: Filtration process  
 
In this process the candidate image filtered by  
Remove all objects containing few pixels  
Fill in a gap if available 
Fill any holes, so that regions can be used to estimate 
The following image shows the original image as well as the image after applying Sobel edge detector utilizing the 
enhancement stage. 
 
 
a) Original Image  b) Image after applying Sobel detector   
 
Fig. 1: a) Original image b) image in a with Sobel enhancement 
 
• Stage II: Image Cropping  
The following simple algorithm is applied to the image before utilizing edge detection process: 
Automatic Cropping Algorithm (image I) 
-scan image row by row  
    if    then crop the row  r y x y x I ∈ ∃ = , 0 ) , (
-scan image column by column   
  if   then crop column   c y x y x y x I ∈ ∈ ∃ = , , 0 ) , (
 
 
age  Fig.2: Cropped im
©FCSIT, UM 2007    T5-52 
     Proceeding of the 2nd International Conference on Informatics, 2007 
 
.2  Quadtree Decomposition  
 window decomposition algorithm is given in [14] which decomposes a two-dimensional window of size n x n in a 
ition. The following 
 
Fig. 3: Quadtree decomposition 
Active images will have a Quadtree decomposition contain g many small blocks, while less active images will contain 
.0  Similarity Measurement using Cross-Correlation 
.1  Cross-Correlation 
ross-correlation is compares two different sequences. The cross-correlation function (CCF) of two sequences x[n] and 
2
 
A
feature space (e.g., an image) of size h x h into its maximal Quadtree blocks in O(n log log h) time. 
After the edge detection enhancement phase, the image is segmented using the Quadtree decompos
figure shows the Quadtree decomposition of the image in Figure 1.   
 
in
large blocks 
 
3
 
3
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y[n] is defined in terms of time averages by the following Equation. 
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In signal processing, the cross-correlation (or sometimes "cross-covariance") is a measure of similarity of two signals, 
commonly used to find features in an unknown signal by comparing it to a known one. It is a function of the relative 
time between the signals, is sometimes called the sliding dot product, and has applications in pattern recognition and 
cryptanalysis. The cross-correlation is similar in nature to the convolution of two functions. Whereas convolution 
involves reversing a signal, then shifting it and multiplying by another signal, correlation only involves shifting it and 
multiplying (no reversing). 
3.2  Cross-Correlation Coefficient (CCC) 
ometimes it is preferable to express the cross correlation of two signals in terms of the cross-correlation coefficient. It 
 
S
is calculated by normalizing the cross-correlation of the two signals with the power of the two signals i.e. by setting m = 
0. The cross-correlation coefficient lies between -1 and +1, with zero indicating no correlation between the two signals. 
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4.0  Experimental Testing  
 
The proposed technique was experimented with many query images and a huge database consists of 1000 images. The 
images in the database were selected randomly. The following figure shows a sample of retrieved sets. The query image 
(reference image) at the top-left corner and the set of retrieved images arranged based on the similarity using cross 
correlation coefficient. 
 
reference image 
 
ccc = 0.95 
 
ccc=0.90 
 
ccc= 0.45 
 
ccc=0.30 
 
ccc=0.29 
Fig.4: Retrieved set with ccc values  
 
The sample retrieved set shows that the technique is efficient in identifying similarity between images and able to 
recognize objects even if the image suffers from orientation problem.  
   
5.0  Conclusion  
 
A new object recognition and retrieval technique is proposed in this paper. The new approach may be categorized under 
the region-based methods for shape-based retrieval. The approach is able to solve the most prominent drawback of 
using region-based methods, that is, the problems related to the unrelated intensity edges to the boundary of the objects 
within the image.  
The proposed approach if fully automated which means that there is no need for any user interference. The speed of 
performance shows that the proposed approach is fast, that is natural because most of the time consuming process are 
done as an off-line process in the pre-processing stage. The use of cross-correlation allows us to define a new means of 
similarity which proves its efficiency. 
The approach proves through the different experiment conducted that the major problems facing the shape-based 
retrieval using low-level image processing operations can be addressed and solved. These problems are speed, user 
interference, and noise and other image artifacts.  
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ABSTRACT 
 
The widespread usage of multimedia data in recent years has led to an enormous interest in making these data 
available through the Web. Due to the complex requirements of multimedia data, the design and implementation of 
web-based information systems to fulfil the search, retrieval, and presentation necessities for such systems is not a 
trivial task. This paper surveys systems and methods for creating meaningful multimedia presentations to answer user 
information queries.  Initial work in this area is carried out by introducing a standard reference model for the 
intelligent multimedia presentation systems (SRM-IMMPS). The standard reference model introduces a high-level 
architecture and a plan-based approach to generate automated multimedia presentation. The paper focuses on 
annotated multimedia data processing and describes different frameworks for automated multimedia presentation 
generation.  
 
Keywords:  Automated Multimedia Presentation, Knowledge-driven Presentation Generation, Semantic Web. 
 
 
1.0 Introduction 
 
In the current Web, most of the information search and retrieval systems are typically limited to list the links or objects 
to form the user query results. Although, current advancements of the Web and information presentation systems allow 
having rich media enabled information presentation in the form of hypermedia, most of the current information search 
and retrieval systems only list the results as hyperlinks to the users. Various research in this area have focused on 
developing efficient methods to provide more relevant information and enhancing the ranking algorithms such as 
PageRank [1], HITS [2], Teoma [3]. On the other hand, the user’s main purpose of searching for information is 
frequently obtaining the knowledge, not the list of the related documents. By employing an automated multimedia 
generation mechanism, information retrieval systems would be able to present the query results to the users in an 
enhanced form acting as knowledge retrieval systems instead of being only information retrieval systems. The use of 
multimedia data along with different knowledge representation techniques improves the quantity and quality of 
information manipulated by information retrieval systems in areas such as medicine, and computer aided design. 
Intelligent multimedia presentation generation is a discipline to exploit knowledge-base and reasoning amongst other 
techniques to produce meaningful presentations for query answering systems [4]. 
 
The initial work in this area is carried out by introducing a standard reference model for intelligent multimedia 
presentation systems (SRM-IMMPS) [5]. The standard reference model describes high-level design characteristics and 
plan-based approach to generate multimedia presentations. The proposed approach assumes that the required attributes 
and specifications of multimedia data are available and it only focuses on describing a plan-based approach to create the 
multimedia presentations. The model emphasises the significance of knowledge representation and processing in 
producing adaptive multimedia presentations. 
 
The information search and retrieval and finding more relevant and meaningful results amongst a tremendous amount of 
different types of information (i.e. text, image, video, etc.) is an immense challenge for the next generation of the search 
engines. The analysis and interpretation of meaningful relationships between the users (social network), contents 
(semantic web) and the context (user preferences, and environment status) are some of the issues that could help in 
providing more intelligent and effective information search and retrieval mechanisms for the next generation of the 
Web.  The information system design has also been recently influenced by state-of-the-art Semantic Web technologies. 
The Semantic Web technologies enable the system to effectively express and manipulate the knowledge over the Web. 
The knowledge representation and reasoning mechanisms of semantic web could also facilitate generating personalised, 
and enhanced multimedia presentation through an automated process.  In this paper we study some of the current 
advancements in semantic-enhanced multimedia presentation generation systems. 
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2.0 Presentation Generation Frameworks 
 
In some respects, the presentation generation process is similar to movie making. Here a structuring process is 
concerned that the individual shots that have been created are assembled into sequences which are grouped into scenes 
containing a single coherent line of the story [6]. A presentation generation system has the same goal of communicating 
a message to the user. In order to achieve this goal, the system is required to specify the individual parts of a 
presentation. To enhance the authoring process, these specifications should be defined as transparently as possible and 
should emphasise on manipulation of messages rather than on presentation parts. This requires the presentation items to 
be organised in a way that supports higher-level narrative manipulation. In this section we study the different 
approaches used for the presentation generation systems. We begin our analysis by investigating a number of automatic 
and semi-automatic presentation generation systems. We study the construction of (semi-) automatic presentation 
systems through four major steps as defined by Bordegoni et al [5]: 
i. selecting and addressing the items of the presentation based on the queried topic (with regards to a 
knowledge-based reasoning process);  
ii. specifying the narration structure of the presentation and organising the multimedia objects through different 
slots; 
iii. organising the items into a coherent presentation structure, which includes the temporal and spatial layout 
specifications; 
iv. specifying the interaction between the user and the presentation system (e.g. refining the query results based 
on user’s detail selection, user preferences, presentation style, etc).  
 
Our analysis of the presentation construction production process concentrates primarily on designing an automatic 
narration generation and organisation system that supports the first three of these—the selection, narration  generation 
and structuring processes. We are less concerned with the last—the interaction between the individual users with the 
system—which requires the user profiles and user interaction handling mechanisms to be used. Neither do we focus on 
the data formats used, nor the necessary trade-offs for presentation environments’ requirements that the presentation is 
intended to be played on. We consider data objects as annotated items, and data format that each particular item 
represents would require synchronisation, bandwidth, and other similar considerations which are far from the scope of 
this paper. As far as we are concerned, data formats which could be played/shown through a Web interface satisfy our 
requirements. 
 
2.1  HERA- Presentation Generation Based on Ad-Hoc Query 
 
The HERA project [7], [8] describes a methodology to generate dynamic hypermedia presentations based on an ad-hoc 
query. The automatically driven hypermedia presentation is generated through different sources of intelligence which 
are embedded into the system. The design knowledge shares the designer’s expertise and expresses guidelines to present 
the data collections. The navigation design for HERA is specified based on slice concepts which are adapted from the 
RMM data model [9]. The navigation structure encounters the “slice” as a hierarchical composition of retrieved data 
and in a higher level of abstraction as a set of slices which are provided to the hierarchy.  
 
The HERA system is logically represented in two main components: presentation manager and data manager. The 
presentation manager is responsible to handle all the user interactions and to deliver the generated hypermedia 
presentation to the user. The data manager translates the user’s query into system’s query form based on the underlying 
database. The presentation is arranged in frames, where each frame contains sub-frames that include the slices. The data 
manager only delivers a part of the retrieved information to the presentation manager and keeps the other relevant 
frames in the store. The other parts of the information are not included in the current frame structure. During the 
presentation browsing session, when the user focuses on a specific concept which is not included in its detail record or 
slice at the current frame structure, this particular part of information is retrieved from the available backup slices [10]. 
 
2.2 SampLe - A Multi-layered Semantic Knowledge Framework 
 
Falkovych et al [11] described a framework for semi-automatic multimedia presentation generation process. The system 
utilises contextual information in a framework to access, interpret, evaluate and manipulate the presentation structure. 
The system includes an interactive interface to compose the multimedia presentations with the user control. The system, 
which is called SampLe, employs the Semantic Web technologies and defines domain, discourse, and media ontology 
for underlying knowledge-base. The authoring process in SampLe is defined through the following steps. 
- Theme identification: defines the presentation theme in terms of content, media types, and interactivity.  
- Specification of presentation structure: specifies selecting and changing of the presentation structure through 
the genre templates. 
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- Collection of material: provides the information retrieval mechanisms depending on the selected or defined 
genre. 
- Arrangement of material: defines a coherent sequence for the content and discourse structure.  
 
In order to facilitate the above steps, the system requires media dependent and also contextual information in a 
particular domain. In this way, SampLe suggests three layers of the annotation for the data items which are described in 
the following.  
- Domain annotation: contains a domain specific meta-data description which in particular is fine arts. This 
domain meta-data describes the domain concepts and their relationships. 
- Discourse annotation: defines the role(s) of each particular object in the domain. Each information unit can 
play role(s) in the presentation with respect to its defined domain characteristics and construction status.  
- User related annotation: defines the relevancy of the information unit to a particular group of users (e.g. 
student, teacher, expert).  
 
The strength of the system is in using an ontology to map the user specified topic to the discourse domain concepts. 
When the presentation topic is specified according to the system known concepts, the objects would be selected and 
retrieved from the repository. Another important feature of the system is using predefined templates as genres and 
assigning roles to the entities. The genres define the conceptual parts of the presentation and with a role based approach 
the main characteristic and following objective would be selected and bound as multimedia elements to the presentation 
structure. Although SampLe attempts to define user interface and an interactive environment to create user navigated 
semi-automatic multimedia presentation, it proposes a framework that can be used in order to satisfy some of the main 
requirements for an automated presentation generation process. 
 
2.3 Creating the Structure through Semantic Inference 
 
Little et al [12] described an intelligent semi-automatic multimedia presentation generation approach using a 
semantic inference mechanism. They proposed a high-level architecture which generates multimedia presentations by 
using both reasoning and multimedia presentation generation tools. The meta-data schema is represented based on 
Dublin Core [13] and OAI [14] archives for metadata descriptions. In Little et al’s work, an inferring engine processes 
the OAI and Dublin Core metadata. It applies logical rules to find out the semantic relation between the items.  As a 
result, data items and their peer items would be the potential candidates to participate in the individual slides of the 
presentation structure. After semantic inference, the system employs a set of semantic relationship using a hierarchy in 
which all semantic relationships are derived from the top-level MPEG-7 semantic relationships [15].  
 
The system employs mapping rules to describe the logical spatial and temporal constraints. A set of mappings 
illustrates the corresponding mapping from the MPEG-7 semantic relationships to the spatio-temporal constraints. This 
approach to express “grouping” between media items is to align them together spatially which is required to generate 
the final presentation structure. The significant aspects of Little et al’s work are the iterative search process (iteratively 
search and navigate the OAI archives), semantic inference (Dublin Core meta-data and logical reasoning are used to 
realise meaningful relationships between the objects), mapping process (the inferred semantic relations are mapped to 
the spatial and temporal constraints), presentation generation process (generating the presentation based on media 
objects, relations, mapped semantic relations), and user-directed presentation (when user asks to regenerate a 
presentation by selecting a media item of interest in the current presentation). The generated presentation is presented in 
SMIL [16] format and could be stored and replayed by referring to the generated SMIL document. Although the system 
focuses on automatic processing of metadata to integrate semantically-related objects within multimedia presentations, 
it does not effectively employ the common knowledge representation techniques. An effective solution could be using 
ontologies to represent the common knowledge and employing reasoning mechanisms to interpret the relationships 
through an interoperable and flexible framework. Little et al did not also report focusing on user intentions and 
perspectives on the queried topic to generate context-aware and enhanced multimedia presentations [12]. 
 
 
2.4  Virtually Zero Input Presentation Environment (Vizipen) 
 
Vizipen [17] is a semi-automatic multimedia presentation generation system. The system is designed for educators and 
in particular K-12 teachers to prepare animated visual presentations. Vizipen employs XML serialisation to represent 
content specific description of multimedia resources. These specifications are called indexes. The multimedia indexes 
are defined based on contextual and content analysis for the objects. A multimedia web search agent is used to identify 
multimedia content elements on the Web and to associate semantic information to them. The elements and their 
associated semantics are then stored into a relational database. 
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The automatic multimedia element collection and semantic associations are enabled through a knowledge-base. In 
particular, Vizipen uses digitised curricula that are represented through a knowledge-base.  The concepts are classified 
as the following categories: people, places, locations, artefacts, events, documents, celestial objects etc. Each concept in 
the domain knowledge is represented as a “topic’ and the topics are associated to the categories. For example “Abraham 
Lincoln” can be a person or the name of a ship. In this case, the associated category identifies the type of the provided 
“topic”.  The approach is very similar to the Semantic Web knowledge representation methods, but Mariappan and 
Aslandogan [17] did not report using Semantic Web technologies to represent the domain knowledge or interpret the 
meaningful relationships between the concepts. Using XML for concept representation and describing the resource has 
its own limitations. XML is mostly suitable to describe the contents within the documents, but not amongst the 
documents [18]. The domain concepts are represented in XML topic map [19] and could be transformed into standard 
knowledge representation format (e.g. hierarchical format), in order for easy adaptive navigation during the 
presentation. The system includes a presentation template engine that is a database of predefined animation templates 
with replaceable components. These templates are created using SVG [20] and HTML+TIME [21]. The presentation 
generation engine facilitates automated presentation generation by assigning objects to the predefined structures. The 
generator uses XML and the XSLT [22] to produce the ultimate presentation.  
 
In Vizipen, the presentation is associated with a topic and knowledge descriptor document which is extracted from 
digitised curricula represented as concepts in the categories. The multimedia presentation that contains media objects is 
automatically generated using replaceable templates (from template engine), contextual data (concept dictionary) and 
the multimedia objects (from the multimedia database). There is a major challenge in associating the concept dictionary 
artefact and multimedia elements in the data source (whether they are retrieved from the web using an agent or they are 
manually inserted objects). The system specification provides help agents that are responsible for contextual analysis 
and classification. Consequently, the indexing and retrieval process for multimedia objects in a particular subject is 
strongly dependent on the detection and identification process in the system and the web-based information collections 
which address a wide-range of multimedia objects as input. Sine the Web provides a widespread collection of different 
information from different domains and in different representation forms and terminologies; this would be a challenging 
issues with regards to the generated presentation’s accuracy and credibility. 
 
2.5 TOPIA - Structuring and Presenting Annotated Data 
 
Rutledge et al [23] described a framework to generate hypermedia presentation from annotated multimedia data stored 
in an RDF repository. The discussed research focuses on using Semantic Web technologies and information 
presentation through the semantics and contextual meta-data. The RDF data is stored in an RDF repository and queried 
using an RDF Query Language [24]. The user submits a query in text format and then the system encodes the text query 
to the RDF Query Language. Initially all the data items that match with the query topics are selected and form the leaf 
nodes of a hierarchical structure. The system extracts a sub-graph from the main RDF graph (knowledge-base) 
structure. The nodes, hierarchy and their sequence are included in a document model which is called structured 
progression. The submitted query is used to select the concepts and to form the leaf nodes of the structured progression. 
The clustering process then finds additional resources that form the composite nodes. The composite nodes are 
expressed using lattice and inference rules. The lattices are formed through the leaf node and relate data sources with 
common properties. The inference rules refer to the domain knowledge to realise the roles for the objects and fulfil 
certain template rules’ requirements. The proposed system employs the Dublin Core meta-data specifications to 
represent the attributes and explanations for the media items. In this way, Dublin Core is provided as an RDF-encoded 
set of meta-data tags. The system queries Dublin Core tags and retrieves the multimedia objects based on the link to the 
binary object in their RDF descriptions.  
 
The significant issues in the above are forming the enhanced structured progression and generating the final 
presentation based on the clustering and inferring processes.  The clustering uses lattice clustering algorithm and 
emphasises using common features of the leaf nodes to determine the other related data. The semantic relation 
extraction involves processing the RDF graph in the repository. The inference rules stipulate the selection of relevant 
object based on the RDF detail class and property descriptions, i.e. rdfs:subClass, rdfs:subProperty. The clustering 
component accesses the RDF repository and applies the rules for concept lattice preparation.  The system creates the 
stories through a combinational approach. The data resources are selected based on the query and clustering mechanism 
(bottom-up design) and the higher level information are applied to the structure to organise the presentation (top-down 
design). The proposed system is domain dependent and uses discourse information. In a recent work, Rutledge et al [25] 
have reported using domain semantics rather than discourse information. In this case, the hierarchical structuring is still 
used to present the group of relevant results to the user. However, the same results could be classified in other relevant 
groups [25], [26]. 
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2.6 Adaptive Presentation Generation 
 
Aroyo et al [27] proposed a hypermedia generation systems which deals with the external as well as the internal 
information resources. The outside information is retrieved by the information retrieval agent from the Web. Aroyo and 
his colleagues believe most of the applications focus on the local data sources which have fully known features. They 
propose a framework which deals with partially known information included from external resources and in particular 
the Web.  Although the main focus of their work is on collecting the information rather than the presentation generation 
itself, the proposed architecture provides a structure to deal with the multimedia information in terms of meta-data 
processing and selecting appropriate objects.  
 
Aroyo et al’s system [27] defines three main components to support the adaptive hypermedia presentation generation. 
The components are represented as, user model, domain model and application model. The domain model represents a 
semantic structure of the concepts and relationships between the concepts in the system. The concepts and their 
descriptive attributes are defined in a domain model. It conceptualises the entities and defines how this entities are 
related to each other in terms of domain relationships. The user model is an overlay model of the domain model which 
defines the same concepts and associates user-attributes to the represented concepts. For example, the concepts are 
represented in different topics and levels in the domain model, and the user model defines the user’s level of knowledge 
or interest for these concepts. The application model is a set of rules which link the domain and user model in order to 
generate the final presentation. In fact, the application model defines the constraints and rules for presentation 
construction and structuring purposes. The crux of the system is how the information retrieval agents’ result is related to 
the domain concepts. In the context of the local data, it sounds straightforward, the information is described with the 
domain model attributes and the system refers to domain and user model to process and select the appropriate data. In 
the case of “external contents”, the situation is different. The system employs an ontology to “reason” the external data 
which is collected using an information retrieval agent. The ontology defines associations between the terms known as 
concepts in the domain and the external concepts. Although all the attributes of the outside contents are not known to 
the system and they might use different terminology to describe the data, the ontology works as an interface to provide 
interoperability between the external terms and the system concepts represented in the domain model. This allows the 
author to use perception and knowledge of the search space to demand for external resource search and retrieval. 
 
2.7 MANA- An Automated Hypermedia Presentation Generation System 
 
MANA [28] is an integrated hypermedia presentation generation system which is divided into 4 layers, namely 
resource, discourse, aggregation and presentation layers. The resource layer provides the explanatory and binary 
resources. This layer maintains a standard interface to access the documents and their descriptive attributes. The 
discourse layer corresponds to the domain ontology and enables the system to select the candidate objects to be 
included in the presentation based on their relevance to the submitted query and also their meaningful relationships. The 
discourse layer contains an inference engine which is responsible to search for the complex relationships (i.e. semantic 
associations) between the objects according to the domain ontology concepts. Fig. 1 illustrates instance semantic 
associations between the objects in a painting Art domain ontology.  
 
Fig 1. Semantic associations in a sample domain ontology 
 
The inference engine also provides a ranking mechanism for semantic associations. The system uses the ranking 
measurements to extent a presentation spanning over a topic selected from the knowledge-base. The ranking weights are 
used to define the robustness of the semantic associations between the main entity and other entities.  This produces a 
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weighted graph structure which is used as the fundamental narrative structure to organise the hypermedia presentation. 
The aggregation layer uses event based representations of the candidate results to generate the narration structure. The 
presentation layer includes a set of templates and refers to the presentation genre to select one of the templates and 
generate the presentation layout based on the specified features [27], [28]. Fig. 2 shows the presentation generation 
steps in the MANA system.  
 
Fig. 2. Presentation generation steps in MANA 
The importance of including the tasks in the separate layers is that each can be replaced by a similar component while 
.0 Presentation Generation Systems- Summary 
he reviewed works demonstrate different approaches to presentation generation process with more or less capabilities 
 rhetorical structure could specify how the relationship between the objects could be used to define the structure of the 
 
leaving the system structure itself unchanged. This allows multiple implementations for different components and also 
applying different ontology and data representation models in the same underlying system architecture, e.g., the layout 
can be tailored to specific output environments, the domain ontology can be changed with a different domain ontology.  
The resource layer uses an RDF/XML repository and also a relational database. An important aspect of the layer is that 
the resources are represented in the standard semantic web format where the structure is based on the proposed data 
model and the specifications are independent from the other layers. The discourse layer which includes the inference 
engine also acts independently. Although, the specifications in the discourse layer are domain dependent and 
corresponds to the domain ontology, the inference engine functions autonomously. This means changing the discourse 
domain as long as the data is represented based on the designed data model does not affect the inferring process. The 
aggregation layer customises the narrative of the presentation based on the contextual perspectives and associated ranks. 
In this context, as long as the designated context-indicators correspond to the concepts in the domain ontology the 
narration creation process would be a self-determining process.  The standard template specification in the presentation 
layer facilitates a uniform approach to structuring and generating the hypermedia presentation compositions. Temporal 
and spatial layouts play a particularly important role in hypermedia presentations, and these aspects have to be 
coordinated among multiple objectives of the presentation. The presentation layer considers these aspects based on the 
presentation genre, output environment, bandwidth, and presentation size. 
 
3
 
T
in the web-based environments. The multimedia presentation process could employ simple pre-defined template that is 
filled-in with media items during the presentation generation process. In this case all the spatial, temporal and 
navigational structures are predefined and predetermined. The user only defines the presentation target, and then the 
presentation goal proceeds to select appropriate data items. The selected media sequentially fill in the predefined 
template. An alternate approach is using enhanced structures which include flexible spatial, temporal constraint 
specifications. In this case, various constraints are taken into account during the presentation structuring phase to define 
the dynamic template of the presentation. In some works the meaningful relationships between the objects are used to 
analyse and select the information from the data sources (e.g. Little et al’ work described in [12], and MANA [28]).  
 
A
presentation. It is similar to what is called design ontology in Rutledge et al [23]. The expert knowledge is expressed as 
a set of rhetoric constraints. Once the objects are selected, the rhetoric structure will be used to analyse the collections 
and then based on the relationships between the document objects, the rhetoric constraints will be added to the 
presentation design structure. The realisation process translates these constraints to appropriate rules in the form of 
presentation generation structure. Our design for an automated presentation generation system, MANA, is inspired by 
the standard Reference Model for Intelligent Presentation Systems (SRM-IMMPS) [5]. In MANA, the presentation 
generation system is defined through the following layers: Resource Layer, Discourse Layer, Aggregation Layer, and 
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Presentation Layer.  MANA employs implicit data hidden in the relations between the objects and the user preferences 
to extract explicit knowledge about the objects and to organise the objects in a presentation scenario. The domain 
ontology and the narration ontology are used for specifying high level knowledge about the discourse domain and the 
presentation structure. We have emphasised the contribution of the knowledge representation to the automatic 
presentation generation process. The system utilises an inference engine which is responsible to realise the relationships 
between the objects. With regards to typical information search and retrieval systems, we introduce a knowledge-driven 
query answering system which provides a multi-paradigm search method based on different attributes and ranking 
metrics. Table 1 demonstrates the desired feature for different reviewed work in the previous section. 
 
Table 1. The features of the reviewed works 
4. Conclusion 
he idea behind the automated multimedia presentation generation mechanisms is that the system instead of providing a 
hile we feel that the components designed in different systems are, apart from the reported omissions, functionally 
eferences 
]  S. Brin, L.Page, “The anatomy of a large-scale hypertextual Web search engine,” In proceedings of the 7
th 
[2]   M, no. 48, pp. 604-632, 1999. 
sis 
 
T
list of results, as what happens in the typical information search and retrieval systems, collects a list of candidate objects 
based on the relevancy to a query and also semantic relations between the objects and presents the results as a rich 
multimedia presentation to the user. It is more than 10 years that the Standard Reference Model for Intelligent 
Multimedia Presentation Generation has been introduced by Bordegoni et al [5]. In recent years different works have 
contributed to implement the model or other methods to enhance and employ annotated multimedia data, and to obtain 
user’s interest on a query topic in order to knowledge-driven and context-based presentations.  
 
W
adequate, they do not necessarily present a comprehensible architecture for an intelligent multimedia presentation 
generation system which provides satisfactory results to a query at the level of results list provided by the current Web 
search engines such as Google.  Questions can be asked on: how do the systems work for a huge set of data when for 
each level they may retrieve a number of candidate objects, and how the individual components of a presentation 
generation process can be improved to enhance the presentation structure. In particular, there may be better ways of 
integrating the different parts of the systems with each other and better ways of processing the results and visualising 
the correspondences among the objects in order to generate an enhanced presentation. The dynamic ontology creation 
and updating will also improve the functionality of the system and will facilitate a broader range of information 
resources to be accessed by the system. Other improvements lie in the area of interactivity of the interface, e.g. by 
allowing the user to manipulate and alter the templates, for example to change the structure and order of the events or 
styles to generate a more customised presentation template. 
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ABSTRACT 
 
This paper describes a novel approach for retrieving images which are chromatically similar to a query image. The 
technique makes use of vector model from the literatures of information retrieval for image similarity match. With a 
properly devised colour space discretisation technique, collections of pixels having similar colour content are 
identified, grouped and sorted according to the proportional spread, in term of total pixels in a given image. Weights 
are assigned to each identified groups. The sorted data will then be stored in an ASCII file, ready for the image 
retrieval process. The proposed technique will be benchmarked against the histogram-based approach, which is a 
common approach for colour image retrieval, in term of retrieval accuracy. A standard dataset that currently contains 
1338 colour images, known as Uncompressed Colour Image Database (UCID), is used for the benchmarking purpose. 
The proposed technique has shown an improved performance in term of retrieval accuracy over the traditional 
histogram-based approach. 
 
Keywords:  Hue Pattern, Bucket, Content-based Image Retrieval 
 
 
1.0 Overview 
 
Applications of Images are crucial in diverse fields [1] such as biomedicine, military, commerce, education, 
entertainment etc. The twentieth century has unquestionably witnessed an unparalleled growth in the number of images 
and availability of image retrieval tools. This has undoubtedly given a raised interest among researchers how images 
could be efficiently and accurately retrieved from huge collections of stored images.  
 
Apparently, with the advancements in digital technologies and devices, more and more digital images are becoming 
available every day. Many techniques have been proposed either at the experimental stage or commercial environment, 
to ease the image retrieval process. Traditionally, retrieval of these images is performed using a technique known as 
image annotation where each image is attached with a meaningful keyword that best describes the image content. Other 
popular technique is the use of Content-based Image Retrieval system[1], or CBIR for short, which has been a popular 
technique among the researchers to retrieve images based on their visual attributes, such as colour, shape, texture etc.  
 
In this paper, a novel approach for colour image retrieval based on the vector model from the literatures of information 
retrieval has been implemented. This new approach will be benchmarked against the popular histogram-based approach 
for retrieving images having similar chromatic content to a given query image. The rest of the paper is organised as 
follows. Related works for image retrieval based on the colour content are given in Section 2. Section 3 provides an 
overview of the proposed technique. Section 4 provides some background information on the vector model whereas the 
information on experimentation is given in Section 5. Section 6 presents the results with some concluding remarks and 
future works given in Section 7. 
 
2.0 Related  Works 
 
A technique known as Integrated Colour-Spatial Approach is proposed by Hsu et al. [2] where a set of representative 
colours are used to aid in the image matching process. After the representative colours have been determined, the spatial 
information about these colours are obtained using maximum entropy discretization with event covering method.   
Selection of colours is performed by using two colour histograms. Once the selection of colours is complete, each 
stored image will then be partitioned into regions of rectangular shapes with each region being occupied by a single 
colour, derived from the colour discretization process explained above. The partitioning process is performed with the 
help of stacks, implemented in C language that runs under the Unix environment with a test data of 260 images. To test 
the similarity between two images, a similarity distance function has been developed, which is based on the degree of 
overlap between regions of the same colour. 
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Unlike the technique proposed by Hsu et al. [2], Smith and Chang's algorithm [3] also partitions the image into regions 
but the authors allow a region to contain multiple colours. The partitioning process is making use of a sequential 
labeling algorithm. They extend the technique histogram back-projection [4] to back-project sets of colours on to the 
image. Instead of blurring the back-projected images, the authors use morphological filtering to identify the colour 
regions. 
 
Pass and Zabih [5] have proposed a histogram-refinement approach for image matching process. More formally, their 
technique is known as Colour Coherent Vectors (CCV) where pixels with similar colour content will be connected to 
form larger components. From these connected components, a given pixel will then be judged whether it belongs to a 
given component. For instance, when a yellow pixel belongs to an identified component, the pixel is said to have high 
coherence. Otherwise, it’s of low coherence. Once a pixel has been determined for its coherence, the information of the 
pixel will then be stored in vector format, ready for the retrieval process. 
 
From all the techniques discussed above, they are either based on histogram-refinement method or image partitioning 
method. The colour correlograms [6] approach is neither of these methods. The colour correlogram is concerned with 
how the spatial correlation of pairs of colours changes with distance. A colour histogram captures only the global colour 
distribution within image whereas the colour correlogram considers also its local colour distribution. 
Stricker and Dimai [7] proposed a technique known as Spectral Covariance and Fuzzy Regions, where an image is 
divided into five fuzzy with central region being the most “important” region during  the image matching process. They 
proposed a similarity function that enables the query image to be compared with rotated versions of the images in the 
database at rotation angles 0, 90, 180 and 270 degrees. 
 
The Spatial Colour Histogram [8] approach makes use of three types of spatial colour histograms, i.e. annular, angular 
and hybrid colour histograms with the intention of capturing spatial information of pixels within an image. The key 
difference between the proposed technique with the ones highlighted above is that both the spatial information and 
colour information are equally important and the spatial and colour contributions to a final histogram can be balanced 
through tuning of some parameters. 
The methodology Spatial-Chromatic Histogram [9] considers the statistical aspects of pixels, i.e. both mean and 
standard deviation having the same colour and their spatial arrangement within the image. The authors synthesise some 
values information about the location of pixels having the same colour and their arrangement within the image. 
 
3.0 Proposed  Technique 
 
Generally, the entire model (figure 1.0) for image retrieval of the proposed technique is divided into two phases, as 
follows: - 
 
(a) Phase 1 - Image Preprocessing  
(b) Phase 2 - Image Retrieval  
 
During phase 1, each stored image will be preprocessed where the chromatic content of the image will be analyzed and 
stored into an ASCII file, which will then be fetched into memory store for image retrieval purpose. Here, each and 
every pixel within a stored image will be grouped into a bucket depending on its hue pattern. In other words, a bucket 
contains all the pixels with the same defined hue pattern. The number of buckets depends on the number of defined hue 
patterns from the RGB colour space. Once all the buckets have been completely filled, i.e. when the entire image is 
completely processed, the collection of buckets will then be sorted in descending order of pixel quantities, i.e. ranging 
from the bucket that contains the most pixel count to the one with the least pixel count. Intuitively, dominant colours 
within an image can also be determined. During the sorting process, the pixel count within a bucket will be converted 
into a non-binary weight, i.e. the percentage value of its present rate over the image dimension. These weights will be 
stored into an ASCI I file. 
 
A similarity function, adopted from the classic information model [10], i.e. vector model will then be used for image 
similarity match. The computed non-binary weights, which were stored in the ASCII file during phase 1 above serve as 
input data into the similarity function. The returned values from this function will then be used to judge the similarity of 
a retrieved image against the query image. 
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Fig. 1.1: Averaged Recall & Precision Values 
 
7.0 Conclusions 
 
The field of image retrieval has been an active research field in recent decades. The widespread use of multimedia data 
in various industries, such as financial institutions, medical field, weather forecast, fashion designs, building 
architectural designs etc. has further encouraged the production of multimedia data such as images, graphics etc. Also, 
with a gradual decrease in production costs of digital devices such as scanners, digital cameras etc. the field of image 
retrieval has even offered more promising challenges to researchers. Consequently, huge amounts of multimedia data 
are produced and users are confronted with the problem of how they could efficiently and effectively retrieve the 
desired images from large collections of stored images. It is hoped that with the implementation of the proposed 
technique above, it helps ally the problem of retrieving the desired images from a huge collection of image databases. 
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