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1 INTRODUCTION 
Over the past several years, methods for reliable and reconfigurable fault tolerant con-
trol of aircraft have been researched extensively. The motivation for this development 
is that many existing control systems on aircraft will not guarantee dynamic stability in 
the presence of one or more control surface failures due to the subsequent performance 
degradation of the control system. The deterioration inherited by the aircraft may then 
cause the pilot to lose control of the aircraft. In case of such a failure there is a potential 
loss of hundreds of human lives coupled with millions of dollars to replace the aircraft . 
Furthermore, due to proposed safety regulations by the Federal Aviation Administra 
tion FAA and similar military interests, the need for aircraft that can withstand control 
surface failures is greatly increasing. For example, the FAA performance target for com-
mercial aircraft is, by 2007, to reduce the airline fatal accident rate by 80% from the 
1994-1996 baseline and continue to maintain the low rate from then on. In order to meet 
these needs the aircraft control systems must be designed to accomodate potential actu-
ator and sensor failures while maintaining overall stability and reasonable performance. 
This requirement translates to the control objective of maintaining adequate stability 
and performance during all flight conditions including the period after a loss or break 
down of a control surface. Recent incidents of aircraft Loss of Control (LOC) caused by 
control surface failures are given below to illustrate the need for fault tolerant control 
systems. 
1. On June 4, 2003 at Seymour Johnson air force base in Utah the pilot of a F-15E 
2 
Strike Eagle lost control of the aircraft after a shaft connected to the pilots controls 
disconnected from the right stabilizer causing a complete loss of effectiveness of 
that control surface. The pilot and co-pilot onboard ejected and survived, but the 
X40.4 million aircraft was destroyed. 
2. In another incident, in 1989, a DC-10 aircraft executed an emergency crash landing 
in Sioux City, IA, after its hydraulic system was totally disabled by shrapnel from 
the failure of its tail engine. The pilots managed to crash land the plane using 
only wing engine thrust. 
These examples indicate that the failure of actuators and/or sensors on board of aircraft 
is always a possibility. 
Most civil transport aircraft and military aircraft use eight separate control surfaces 
to achieve desired flight performance. Any one of these can fail for reasons such as 
hydraulic system failure, ice build-up on the wings and tail, or a failed connection from 
the control system computer to the control surface actuators. These failures and others 
can all be classified into one of the following types: Lock-In Place (LIP); Hard-Over-
Failure (HOF); Float; and Loss of Effectiveness (LOE) all of which may have disastrous 
effects. However, many of the control surfaces are redundant in the sense that they 
can produce similar dynamics, leaving the aircraft with the ability to be stabilized with 
proper reconfiguration of the control surfaces. The goal of the reliable or reconfigurable 
fault tolerant control system is then to assure stability in the aircraft, even with control 
surface failures, by taking advantage of the redundancy in the control surfaces. Sev-
eral methods have been used to accomplish this including adaptive techniques, model 
predictive techniques, switching and tuning techniques, and H~ techniques. 
The H~ design techniques have been utilized since the beginning of the 1980's to de` 
sign controllers that are robust to plant uncertainties. In the case of the mixed sensitivity 
problem, the uncertainty is usually expressed by the designer by forming weighting func-
3 
tions to impose conditions on certain signals in the system which are known to contain 
some uncertainty. The McFarlane -Glover robustification method, however, attempts 
to maximize the amount of coprime-uncertainty the system can withstand and does 
not require the use of weighting functions. Several control design methods have been 
developed for designing robust controllers for systems wherein the plant uncertainty de-
scription is given in terms of parametric uncertainty and/or measurement uncertainty 
caused by outside disturbances. However, little work has been done on the modelling 
and control of systems with control surface failure types of uncertainties. In particular, 
applications of H~ controller design in this axea have not been thoroughly investigated. 
The difference between the H~ controller approach and the more common fault 
accommodation techniques is that only a single controller is used to stabilize the system. 
In most methods the use of controller switching is required in the event of failure. The 
attraction of using a single controller design to account for system faults is that there 
axe no switching transients that may de-stabilize the system during a fault and there 
is no need for complicated fault detection systems. Fault detection and isolation (FDI) 
systems have problems in that false fault detections may occur and the control system 
may inadvertently de-stabilize the aircraft. Also there are delays required to both detect 
and isolate the fault. 
The goal of the research presented in this thesis is to eliminate the problems encoun-
tered by FDI systems by focusing on the development of reliable control techniques that 
can robustify the control system and account for control surface failures. 
1.1 Literature Review 
A considerable amount of research has been done on the topic of reconfigurable fault 
tolerant flight control techniques within the last decade. Most of the current methods 
utilize a control system in which multiple controllers are predesigned -one for the nominal 
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"healthy" system and one for each of the possible fault scenarios. One such technique is 
multi-mode switching control which uses Model Predictive Control (MPC) and Multiple 
Models, Switching and Tuning (MMST) techniques. This method uses observers which 
detect the type of failure that has occurred by measuring the dynamics of the aircraft 
and estimating the input to the aircraft. The system can then switch to the appropriate 
controller in order to stabilize the aircraft. Another method uses an adaptive algorithm 
technique to continuously update controller parameters to stabilize the aircraft at the 
inset of a fault. Although there is a large collection of literature on the use of switching 
control techniques, there is limited literature on the use of a single controller design which 
is robust to a set of fault scenarios and still provides adequate performance. The efrective 
single controller designs that have been presented in literature are mostly based on H~ 
control methods. A brief review of H~ control theory is presented next as a background 
for control design development presented later. 
Robust control methods that can solve H~ based control problems have existed since 
the early 1980's. The original H~ control theory was first introduced by Zames [1981] . 
This theory was the first to look at bringing plant uncertainty, specified in the frequency 
domain, into use in modern control techniques. Soon after Doyle [1984] presented the 
first solution to a general rational multi-input multi-output H~ optimal control prob-
lem. This procedure involved co-prime factorizations of transfer function matrices that 
reduced the problem to a Hankel norm problem. This problem was then solvable by the 
state-space methods presented by Glover [1984] . Similar approaches were also presented 
in [Francis and Doyle, 1987] . However, these first methods that were developed produced 
very high controller orders and were di$icult to work with. More recent advances include 
Doyle's paper on State-space solutions to standard H2 and H~ control problems [1989] 
and Glover and McFarlane's paper on robust H~ stabilization of normalized co-prime 
factor plant descriptions [1989] . These methods produced controllers comparable to the 
original plant order. As the development of the personal computer grew these methods 
5 
began to be used more in applications as larger and more complex systems were intro- 
duced and the use of more classical control methods, such as Bode's gain and phase 
margin techniques became impractical. Also, these methods provide a very good means 
of accounting for various uncertainties in a system such as parametric uncertainties in 
the actual plant, uncertainties in the control input signal, and uncertainties in the signal 
measurements from the output of the system. In short, the use of H~ techniques for the 
use of controller design has rapidly advanced over the past decade and has been shown 
to work for a wide range of problems. 
Robust H~ control methods have just recently been used in the problem of fault tol-
erant flight control. As expected, for fault tolerant control problems the uncertainty in 
the system is the set of possible fault scenarios that may possibly occur. One paper that 
has looked at this method is Komatsu's paper on the realization of fault tolerant con-
trol for the reusable launch vehicle [2002] . This paper presents an H~ controller design 
method by using an input multiplicative uncertainty weight to model the fault uncer-
tainty. Furthermore, it is shown that the method is successful in stabilizing the launch 
vehicle in the presence of Loss of Effectiveness actuator faults. Another paper, written 
by Jonckheere presents a method of H~ control using model matching techniques. This 
paper also shows that the concept is workable for various aircraft models. 
1.2 Contributions of this Work 
This thesis is aimed at two specific research objectives: 
1. The first objective is to explore three different control design methodologies, namely, 
LQG, Ham , and McFarlane-Glover robustifying technique for the design of an air-
craft autopilot for a civilian as well as a fighter aircraft system. 
For this work, it is assumed that the aircraft is "healthy" , i.e., it has all the control 
surfaces and sensors working properly. All three controller designs are compared 
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via simulated time and frequency responses and some conclusions are made. 
2. The second objective is to explore the feasibility of modeling the actuator surface 
failures as some kind of plant uncertainty and design a single robust controller 
that can accommodate failure types of uncertainty while maintaining closed-loop 
stability with acceptable level of performance. 
For this work, a particular type of failure considered is the Lock-In-Place (LOP) 
actuator (control surface) failure. The two advanced control designs evaluated 
include McFarlane-Glover robustifying design and a mixed sensitivity H~ design. 
The McFarlane -Glover technique is used on a baseline LQG controlled system 
Furthermore, this design methodology is shown to be applicable to a civilian as 
well as military type of aircraft which have significantly different dynamics. This 
control method also sets a foundation for the development of a similar H~ based 
fault tolerant control strategy. 
1.3 Thesis Organization 
The organization of this thesis is as follows: Chapter 2 presents a mathematical model 
of an aircraft which is chosen as the focus configuration for comparing different robust 
controller designs for an autopilot. The uncertainties considered are in the parameters 
of the phugoid modes of the system. Numerous simulation results are given to present 
time as well as frequency responses to compare three different controllers. Chapter 3 
describes various actuator faults that commonly occur and then develops the framework 
for describing the "faulty" plant. This plant model is then used for the design of fault 
tolerant control system. In particular, the actuator failure considered is that of locked 
ailerons and rudder. Chapter 4 presents the results for fault tolerant control design for 
a jet fighter aircraft model as well as a civil transport aircraft model. Finally, Chapter 
5 gives some concluding remarks and suggestions for future work. 
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2 ROBUST CONTROLLER DESIGN 
2.1 Introduction 
In spite of considerable amount of literature [23, 1, 43, 2, 21, 24, 26, 37, 38] that 
exists on the design of automatic flight control systems, the research effort in this area 
continues to grow as a result Of continued advances made in the areas of control the-
ory, actuator/sensor technology, propulsion technology, and materials technology. In 
the light of these technological advances numerous new possibilities exist for improving 
the existing autopilot designs. In particular, the robust control design methodologies 
emerged during last decade [22, 36, 6, 13, 18, 21, 30, 44, 45] have had tremendous 
impact on the control design methodologies. Specifically, in the applications such as 
flight control where human lives are at stake it becomes extremely important to ensure 
that autopilot design is made as robustly stable as possible especially for civil trans-
port aircraft. This research is aimed at evaluating different robust control strategies 
for an aircraft autopilot design. The objective of the control design is not only the 
stability robustness and performance under normal operating conditions but also in the 
presence of actuator failures. Different control paradigms considered include LQG, H am , 
and McFarlane Glover-based robustified control design. This chapter focuses on pre-
senting underlying mathematical framework for these controller designs and developing 
mathematical model of the aircraft system which is the target application. 
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2.2 Mathematical Model 
Two robust control design methodologies are evaluated using amulti-input multi-
output (MIMO) aircraft autopilot configuration using an example of a fighter aircraft 










Figure 2.1 Schematic of fighter aircraft model 
aircraft configuration shown in Fig. 2.1 is given in the state-space form as follows: 
x(t) = Ax(t) + B~(t) 
y(t) = Cx(t) + Dw(t) (2.1) 
where, the state variable vector x(t) is given by 
T 
x(t) _ ~ u(t), w(t), q(t), 8(t), v(t), p(t), r(t), ~(t) 
The state variables represent change in forward velocity (~c), change in vertical velocity 
(w), change in pitch rate (q), change in pitch attitude (B), change in sideslip velocity 
(v), change in rolling velocity (p), change in yawing velocity (r), and change in rolling 
attitude (~). 
The control input vector u is given by 
u~t~ — [ ~SSYM~t~~ SLEF~t~~ bTEF~t~~ bSDIFF~t~~ ~LEFD~t~~ STEFD~t~~ bA~t~~ ~R~t~ 
~T 
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where, sSsY~s, SLEF, and (STEF denote the inputs due to longitudinal control surfaces, 
symmetrical stabilizer, leading edge flaps, and trailing edge flaps, respectively. The 
control inputs SsDIFF, SLEFD, aTEFD, SA, and SR are for the lateral motion caused by 
differential stabilizer, differential leading edge $ap, differential trailing edge flap, aileron, 
and rudder, respectively. The output vector y is given by 
y—[ 4 nzCy a r p ny~y ~ JT 
which represent the pitch rate, normal acceleration at the C.G., angle of attack, yaw 
rate, roll rate, lateral acceleration at the C.G., and roll attitude. The system matrices 
A, B, C, and D (taken from [23]) at the $fight condition of Mach 0.6 and at the altitude 
of 3000 meters are given by 
—.0133 —.0173 —29.2 —32.2 0 0 0 0 
—.073 —1.14 636.0 —1.46 0 0 0 0 
.000012 — .011 — . 81 .0005 0 0 0 0 
0 0 1.0 0 0 0 0 0 
0 0 0 0 — .244 — 645 29.5 32.2 
0 0 0 0 .007 — .217 — .015 0 
0 0 0 0 — .029 .7 — 3.12 0 
0 0 0 0 0 .046 1.0 0 
A= 
B= 
0 0 0 0 0 0 0 0 
—. 2 — .645 — .456 0 0 0 0 0 
— .241 — .523 .328 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 —.21 0 0 0 30.37 
0 0 0 .5 74 0 — .327 .0044 — .465 
0 0 0 .395 0 2.49 25.2 41.3 
0 0 0 0 0 0 0 0 
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0 0 1.0 0 0 0 0 0 
C = 
— .0023 — .0354 — .324 — .0453 0 0 0 0 
0 .00lfi 0 0 0 0 0 0 
0 0 0 0 0 1.0 0 0 
0 0 0 0 0 0 1.0 0 
0 0 0 0 — .0076 .044 .9162 0 
0 0 0 0 0 0 0 1.0 
D = 
0 0 0 0 0 0 0 0 
— .00fi2 .021 — .014 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 —. OOOfi5 0 0 0 .943 
0 0 0 0 0 0 0 0 
The open-loop eigenvalues of the system which were calculated are given in Table 2.1. 
Mode Eigenvalue Frequency (rad/s) Damping ratio 
Phugoid —0.007 f j0.057 0.057 0.122 
Short Period —0.98 f j2.63 2.810 0.349 
Spiral —0.001 0.001 1.000 
Roll Subsidence —3.01 3.010 1.000 
Dutch Roll —0.286 f j2.25 2270 0.126 
Table 2.1 Open-loop eigenvalues 
The open-loop singular values of the system are shown in Fig. 2.2. 
The objective is to design an autopilot that is robust to parametric and modelling 
uncertainties and can achieve a desirable performance. It is also desired to obtain a 
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Figure 2.2 Open-loop singular values 
quantitative assessment of robustness achieved by the controller in terms of the percent-
age of uncertainty that can be tolerated. The next section gives details of the design 
procedure used to obtain a robust controller that achieves these objectives. 
2.3 Controller Design 
This section will focus on various controller designs. In particular, the design method-
ologies considered include LQG, McFarlane-Glover-based two-loop design, and an H~ 
design. The first three subsections will present each of these designs and then the sub-
sequent section will present a comparison of these three designs. 
2.3.1 LQG Design 
Let the aircraft system under consideration be described by the following set of 
equations: 
~(t) = A~(t) + Bu(t) + ~(t) 
12 
m(t) = C~(t) + Du(t) + ~(t) 
y(t) = m(t) 
(2.2) 
where ~(t) is the control input, ~7(t) is the actuator noise, ~(t) is the measurement 
noise, y(t) is the performance output, and m(t) is the measurement output. r~(t) and 
~(t) are assumed to be uncorrelated zero mean white noise processes. The performance 
function for LQG was considered as: 
J E { 2 Joy L~~t~T Q~~t~ 
+ uT ~t~R~~t~~ dt J (2.3) 
where matrices Q = QT > 0 and R = RT > 0 denote the state and control weighting, 
respectively. The state weighting matrix Q is selected to be Q = G"T QC where Q = 
QT > 0 is the design parameter. This selection of Q allows weighting of outputs instead 
of a complete state vector. 
The optimal control input is given by: 
u(t) _ —K~(t) _ —R-1BTPi(t) (2.4) 
where, ~(t) is the estimated state, K is the regulator gain, and P is the solution of 
the following (steady-state) algebraic R.iccati equation (ARE): 
ATP + PA — PBR-1 BT P + Q = 0 (2.5) 
~(t) is the solution of following observer (Kalman filter) dynamics: 
~(t) _ (A — LC — BK)~(t) + LC~(t) + L~(t) (2.6) 
where, L is the Kalman gain given by: L = E(t)C~V-1. V = E ~~'~'T
solution of the following ARE called as the filter R.iccati equation. 
and ~ is the 
13 
EAT + AE — ECTV-10E + BW-1BT = O (2.7) 
where, W = E [r~r~T
The LQG controller is the combination of the Kalman filter (Eq. 2.6) and regulator 
(Eq. 2.4). 
The closed-loop system is given by 
A —BK 
LC A — LC — BK + LDK 
r~(t) 
L~(t) 
y = [ C —DK, 







Figure 2.3 LQG closed loop system 
The control design parameters were chosen as, Q and R are taken from [23] 
Q = diag [200, 7, 7, 10, 1, 6, 1 ] 
R = diag [1, 100, 50, 1, 100, 60, 5, 10] 
~2.s~ 
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W = 104 x diag 106, 106, 106, 1, 1, 1, 1, 1 
V = I7 (2.9) 
For these design parameters, the state feedback gain matrix and the observer gain 
are calculated as 
K = 
—0.003 —0.028 —15.606 —1.900 0 0 0 0 
—0.000 —0.001 —0.340 —0.041 0 0 0 0 
.000 .001 0.424 0.054 0 0 0 0 
0 0 0 0 —0.004 3.926 0.039 —0.744 
0 0 0 0 0 0 0 0 
0 0 0 0 0 —0.037 0.003 0.009 
0 0 0 0 —0.002 .077 .411 0.242 
0 0 0 0 —0.004 —0.0166 0.557 0.181 
L = 106 x 
— 0.09379 — 3.0551 — 2.323 0 0 0 0 
—0.0168 —0.0570 0.0802 0 0 0 0 
0.0956 — 0.0293 0 0 0 0 0 
0.0240 0.0783 0.0575 0 0 0 0 
0 0 0 0.0026 O.Ofi72 —0.0739 0 
0 0 0 0.0999 —0.0012 0.0032 0 
0 0 0 —0.0012 0.0740 0.0672 0 
0 0 0 0 0 0 0.1 
The resulting singular values of the LQG controller are shown in Fig. (2.4). 
The closed-loop eigenvalues are listed in Table (2.2). 
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LQG t;orrtroller Singular Values 
Frequency (nadlasc) 
Figure 2.4 LQG controller singular values 
Mode Eigenvalue Frequency (rad/s) Damping ratio 
Phugoid —0.021 f j0.032 0.0387 0.55 
Short Period —3.000 f j2.916 4.190 0.717 
Spiral —0.612 0.612 1.000 
Roll Subsidence —3623 36.23 1.000 
Dutch Roll —1.176 f j1.931 2260 0.520 
Table 22 LQG closed-loop eigenvalues 
The open-loop and closed-loop responses for the LQG controlled system to an initial 
angle of attack of, a = 0.0015 rad and to an initial sideslip velocity disturbance of 6.5 
ft/s are given in Figs. 2.5 through 2.11. These responses show a desirable improvement 
from the uncontrolled system response. Having obtained the baseline LQG design that 
gives desirable performance, an outer-loop robustifying controller is designed next as 
given in section 3.2. The outer-loop will be designed to make this LQG design tolerant 
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Figure 2.5 LQG pitch response 
2.3.2 McFarlane-Glover R,obustification 
The McFarlane-Glover loop shaping technique, originally introduced in 1990, consists 
of pre-and-post-compensation of the plant. This controller design methodology is a two- 
step process. The first step involves design of an inner-loop controller whose primary 
objective is to achieve the best possible performance (i.e., shape the plant to meet high 
performance levels) without any consideration to stability robustness. Then, in the sec-
ond step of the design, the focus is on obtaining an outer-loop controller that robustifies 
the overall design (i.e., provides increased stability margins) using the McFarlane-Glover 
H~ loop shaping procedure. In this work, an LQG-based design is used as the baseline 
design or hereafter referred to as the inner-loop design. In the second step, the compen-
sated plant is robustified with respect to coprime uncertainty using an Ham-optimal loop 
shaping technique (suggested by McFarlane-Glover [22]) . 
The classical control design techniques typically lack guarantees of robust stability 
especially for MIMO systems since there is no systematic way to handle simultaneous 
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Figure 2.6 LQG angle of attack response 
model such perturbations using norm-bounded dynamic matrix perturbations. This 
allows controls engineers to quantify the robustness levels by examining the maximum 
singular values of appropriate closed-loop transfer functions. Given below is a brief 
theoretical background to the robust stabilization procedure. 
Consider a plant with normalized left coprime factorization 
G = M- 'N (2.10) 
Let the plant model in Eq. (2.10) have some uncertainties and let the perturbed 
plant be modelled as 
G p = ~M + ~M) - '(N + ON) (2.11) 
where, OM and 0~ are stable unknown transfer functions representing uncertainty 
in the plant. Then, the robust control problem at hand is to design a feedback controller 
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Figure 2.7 LQG roll attitude response 
Gp = {~M -~ OM~-1 ~N + ON~ ~ II I ON ~M J Iloo < EI (2.12) 
where ~ > 0 gives the stability margin. The McFarlane-Glover solution to this 
robust stabilization problem is to maximize the stability margins. The feedback system 
of Fig.2.12 is robustly stable if and only if the nominal feedback system is stable and 





(I — GK)-1M-1 
1 
<- (2.13) 
The minimum achievable ~ and the corresponding stability margin is given by 
-~ _ 
grain — ~rraa~ — {1-II [N MI IIH}' =(l+p(XZ))> (2.14) 
where, ~~ ' ~~x denotes the Hankel norm, p is the spectral radius, and Z > 0 is the 
unique solution to the following AR,E 
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Figure 2.8 LQG roll response 
9 10 
ZC T R -1CZ + BS -1B T = O (2.15) 
where, (A, B, C, D) is the minimal realization and 
R=I+DD T
S=I+D TD 
Similarly, X > 0 is the unique solution to the following ARE 
(A— BS-1DTC)TX +X(A— BS-1DTC) — 
XBS-1 BTX + CTR-1C = 0 
The controller that guarantees the inequality 
[K I  J CI — GK)- ~M- ~ <~ 
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Figure 2.9 LQG normal load factor response 
A+BF+72(LT)-1ZC~'(C+DF) I y2(LT)-'ZCT 
B T X i _ DT 
The most attractive feature of McFarlane-Glover technique lies in the fact that one 
can use the control design technique of one's choice to achieve the best possible per-
formance without any considerations to uncertainties in the plant and then use the 
McFarlane-Glover procedure to enhance robustness (i.e., "robustify") in the outer-loop 
by sacrificing performance only to the extent necessary. Moreover, this procedure allows 
to quantify the level of robustness that one has achieved in the process. A numerical 
example given in section 4.0 will illustrate this design and compare with LQG and H~ 













-0.06 ̀  
-O.DB 
0 
- Open Loop 
- lQG 
2 3 4 5 6 7 8 9 10 
Time 
Figure 2.10 LQG lateral load response 
The McFarlane-Glover design resulted in the following controller parameters: 
S= 
where, 
1.0000 — .0001 .0001 0 0 0 0 0 
— .0001 1.0004 — .0003 0 0 0 0 0 
.0001 — .0003 1.0002 0 0 0 0 0 
0 0 0 1.0000 0 0 0 —.0006 
0 0 0 0 1.0000 0 0 0 
0 0 0 0 0 1. o000 0 0 
0 0 0 0 0 0 1.0000 0 
0 0 0 — .000fi 0 0 0 1.8892 
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Figure 2.12 Feedback system for robustified design 
0.000 0.000 0.001 -0.001 0.000 0.000 0.000 0.000 
0.000 0.000 0.016 - 0.011 0.000 0.000 0.000 0.000 
0.001 0.016 2.066 0.483 0.000 0.000 0.000 0.000 
-0.001 -0.011 0.483 10.044 0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 0.000 - 0.002 0.000 0.002 
0.000 0.000 0.000 0.000 - 0.002 0.610 0.001 - 0.235 
0.000 0.000 0.000 0.000 0.000 0.001 0.015 0.020 





















0.000 -0.006 0.000 0.000 0.000 0.000 
0.000 - 0.003 0.000 0.000 0.000 0.000 
-0.000 -0.162 0.000 0.000 0.000 0.000 
0.000 -0.591 0.000 0.000 0.000 0.000 
o.000 o.000 o.000 
o.000 o.000 o.000 
0.000 0.000 0.000 - 0.013 0.000 0.002 
0.000 0.000 0.000 0.000 -0.003 -0.001 
0.000 0.000 0.000 0.005 - 0.003 - 0.002 
- 0.000 - 0.001 0.000 0.000 0.000 0.000 
o.000 o.000 o.000 o.000 o.000 
o.000 
-o.000 o.000 o.000 o.000 0.000 0.000 
-0.162 -0.591 0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 0.000 0.000 
0.000 0.000 0.000 - 0.013 0.000 0.005 
0.000 0.000 0.000 0.000 - 0.003 - 0.003 
0.000 0.000 0.000 0.002 - 0.001 - 0.002 
0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.000 
o.000 o.000 o.000 o.000 o.000 o.000 o.000 o.000 
o.000 o.000 o.000 o.000 o.000 o.000 o.000 o.000 
0.002 0.000 0.000 2.384 0.000 0.000 0.000 0.000 
o.000 o.000 0.000 0.000 0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 0.000 0.000 -o.000 -o.000 
o.000 o.000 o.000 o.000 o.000 -o.000 o.00l o.000 
o.000 o.000 o.000 o.000 o.000 -o.000 o.000 o.000 
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1.354 -0.062 0.000 -0.001 0.000 0.000 0.000 0.000 
- 0.062 0.067 0.000 0.000 0.000 0.000 0.000 0.000 
o.000 o.000 o.000 o.000 
o.000 o.000 o.000 o.000 
-o.00l o.000 o.000 o.000 o.000 
o.000 o.000 o.000 
0.000 0.000 0.000 0.000 0.859 - 0.000 0.005 0.001 
o.000 o.000 o.000 o.000 -o.000 
o.000 o.000 o.000 
o . o00 0.000 0.000 0.000 0.005 O. o00 0.002 0.000 
0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 
1.351 -0.062 0.000 -0.001 0.000 0.000 0.000 0.000 
- 0.043 0.066 0.000 0.000 0.000 0.000 0.000 0.000 
0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
-0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 0.440 - 0.000 0.004 0.001 
o.000 o.000 o.000 o.000 o.00l o.000 o.000 o.000 
0.000 0.000 0.000 0.000 -0.009 0.000 0.001 0.000 


































































0.000 0.000 0.000 0.000 
o.000 o.000 o.000 o.000 
o.000 o.000 o.000 o.000 
o.o~ o.000 o.000 o.000 


















































0.000 0.004 0.501 0.114 0.000 0.000 
0.001 0.009 1.093 0.246 0.000 0.000 
-0.000 -0.006 -0.672 -0.163 0.000 0.000 
0.000 0.000 0.000 0.000 0.001 - 0.351 
0.000 0.000 0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 - 0.001 0.197 
0.000 0.000 0.000 0.000 - 0.000 - 0.02 7 









o.oao o.o~ -o.00l -0.040 0.000 0.000 0.000 0.000 
-o.000 o.000 0.002 -o.o8s o.000 o.000 o.000 o.000 
o.000 o.000 -o.00l 0.052 0.000 0..000 0.000 0.000 
0.000 0.000 0.000 0.000 - 0.000 0.008 0.001 - 0.001 
o.000 o.000 o.000 o.000 o.000 o.000 o.000 o.000 
o . o00 0.000 0.000 0.000 0.000 - o . oos o .007 0.004 
0.000 0.000 0.000 0.000 - 0.001 - 0.011 O.Os 8 0.032 





-0.943 0.002 0.000 -o.000 o.000 o.000 o.000 o.000 
0.249 -0.952 0.001 -0.000 0.000 0.000 0.000 0.000 
4.865 13.714 - 0.999 0.022 0.000 0.000 0.000 0.000 
-85.586 8.383 0.006 -0.917 0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 -0.965 -0.000 0.002 0.001 
0.000 0.000 0.000 0.000 -18.350 -1.046 -0.200 -0.106 
0.000 0.000 0.000 0.000 1.025 0.000 -0.904 0.012 
0.000 0.000 0.000 0.000 25.766 0.060 0.588 - 0.406 
.167 0.002 0.000 -0.000 0.000 0.000 0.000 0.000 
0.353 0.151 0.001 -0.000 0.000 0.000 0.000 0.000 
16.165 13.802 0.104 0.011 0.000 0.000 0.000 0.000 
- 82.517 8.3 74 0.006 0.183 0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 0.004 - 0.000 0.001 0.001 
0.000 0.000 0.000 0.000 4.151 0.048 - 0.165 - 0.106 
0.000 0.000 0.000 0.000 -0.900 0.009 0.1fi2 0.012 
0.000 0.000 0.000 0.0~ - 23.320 0.071 0.395 0.696 
-0.053 0.003 0.000 0.000 0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
-0.000 -0.001 0.000 0.000 0.000 0.000 0.000 0.000 
- 54.330 2.384 - 0.012 0.055 0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 0.380 - 0.001 0.008 0.002 
0.000 0.000 0.000 0.000 - 0.104 0.000 - 0.030 - 0.001 











0.003 0.000 0.000 
-1.103 0.000 0.000 
- 0.001 -1.103 0.000 
2.353 -0.012 -1.047 
0.000 0.000 0.000 
o.000 o.000 o.000 
0.000 0.000 0.000 

























ry = 1.4501 
In the McFarlane-Glover controller design the ry value represents the amount of co- 
prime uncertainty the McFarlane-Glover controlled system can allow. In this case with 
ry = 1.4501 the system can allow 69% co-prime uncertainty. The resulting McFarlane-
Glover controller is a eighth order dynamic system where the singular values of the 
McFarlane-Glover controller are shown in Fig. (2.13). 
wlcFarlane Glover CantroMar Singular Values 
Frequency (rad/sec) 
Figure 2.13 McFarlane-Glover controller singular values 
The closed-loop eigenvalues are shown in Table (2.3). 
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Mode Eigenvalue Frequency (rad/s) Damping ratio 
Phugoid —0.020 f j0.027 0.035 0.601 
Short Period —3.460 f j3.392 4.850 0.714 
Spiral —0.835 0.835 1.000 
Roll Subsidence —60.62 60.62 1.000 
Dutch Roll —1.374 f j 1.998 2.430 0.567 
Table 2.3 Closed-loop eigenvalues with McFarlane-Glover design 
For McFarlane-Glover design, the open- and closed-loop initial condition responses 
for the angle of attack of, a = 0.0015 rad and to an initial sideslip velocity disturbance 
of 6.5 ft/s are given in Figs. 2.14 through 2.20. The responses for the LQG controller 
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Figure 2.14 McFarlane-Glover pitch response 
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Figure 2.15 McFarlane-Glover angle of attack response 
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Figure 2.17 LQG roll response 
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Figure 2.20 McFarlane-Glover yavv response 
2.3.3 H~ Controller Design 
10 
In this section, an H~-based robust control design is presented for the fighter aircraft 
autopilot under consideration. Similar to the McFarlane-Glover design, the goal of H~ 
design is to shape the singular values of specified transfer functions over a given frequency 
range in order to meet the required performance and robustness properties. 
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To be able to draw a fair comparison between the H~ design and the McFarlane-
Glover design a 20% uncertainty is assumed in both the damping ratio and the phugoid 
mode frequency for an H~ design. The relative difference between the set of uncertain 













Figure 2.21 Relative uncertainty 
The given additive uncertainty is bounded by a transfer function, w~(s), given by 
0.1065s4 + 0.02699s3 + 0.00531 s2 -}- 0.0002985s + 4.408e — 6 wa = 
s4 + .02324s3 + .006309s2 + 7.144e — 5s + 8.846e — 6) 
(2.17) 
This additive uncertainty description is then transformed into a multiplicative un-
certainty description by taking the ratio of the additive uncertainty function to the 
maximum singular value of the nominal plant. 
The multiplicative uncertainty weight, wi, is then given by 
wZ = 
0.612s4 +- 0.1474s3 +- 0.1752s2 + 0.0015s + 1.0286e — 5 
s4 + 20.49s3 + . 8571 s2 + 0.08378s + .00158 
~2.is) 
The closed-loop system can then be described as shown in Fig. (2.23) where the 




Figure 2.22 Multiplicative uncertainty weight 
WZ = diag(w$, wZ, wZ, wZa wZ, wZ, wZ) (2.19) 
and the uncertainty matrix Di satisfy the condition 
~i K 
Ilo+llm <_ i 
---►~ w. --► o~ 
y 
G 
Figure 2.23 System with multiplicative uncertainty weight 
(2.Zo) 
The sensitivity function relates the reference disturbance input of the closed-loop 
system to the output of the plant and is given as 
S = (I + GK)-1 (2.21) 
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It is desired to attenuate the gain on the sensitivity function as much as possible in 
order limit the effects of the disturbance. In order to do so a weighting function, w~, is 
used consisting of the form 
w~ _ 
s+A 
(1~M)s + wb (2.22) 
where M is the bound on the sensitivity gain at high frequencies, wb is the approx-
imate bandwidth, and A is the bound at low frequencies. The weighting function, W~, 
is chosen as a diagonal matrix consisting of the first order transfer functions was and is 
given in Eq. (2.23). 
Wp = diag(wP, w~, wp, w~, wp, zv~, w~) (2.23) 
wPs in the above equation are given as described in Eq. (2.24). The specific wP(s) 
chosen is given below 




The bode plot of the weighting function is shown in Fig. (2.24). 
The H~ controller is then determined by solving the stacked mixed sensitivity prob-





< 1 (225) 
The block diagram of the generalized plant for the stacked problem is shown in Fig. 
(2.25) 
The equations relating the inputs to the outputs are given as: 
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Using an H~ algorithm in the ~,c-toolbox of MATLAB, the controller was computed 
and the H~ norm function was determined to be 0.427. The controller obtained has 15 















Figure 2.26 H~ Controller singular values 
To show the robustness comparison the maximum sensitivity value plot of the H~ 
solution is shown in Fig. (2.35). The peak value shown is equal to 4.1. 
The open-loop and closed-loop responses for the McFarlane-Glover controlled sys-
tem to an initial angle of attack of, a = 0.0015 rad and to an initial sideslip velocity 
disturbance of 6.5 ft/s are given in Figs. 2.27 through 2.33. The responses from the 
LQG controller presented in section 3.1 and the responses from the McFarlane-Glover 
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Figure 2.27 H~ pitch response 
2.4 Comparison of Controller Designs 
Figures 2.5-2.11 give a comparison of open- and closed-loop time responses for pitch, 
angle of attack, roll attitude, roll, normal load factor, lateral load factor, and yaw motion 
of the LQG controlled system. It can be seen that the baseline LQG design produces 
a very satisfactory response. However, LQG design assumes that the plant model is 
perfectly known which is often not the case, and therefore, the primary concern is that 
of robustness. The traditional LQG design methodology can not account for the plant 
uncertainties apriori which potentially can lead to closed-loop instabilities. Nevertheless, 
if one can tackle the problem of robustness separately LQG design is one of the most 
powerful techniques to design a controller. 
For the case of the fighter aircraft under consideration, the McFarlane-Glover robus-
tifying procedure was applied to the base-line LQG inner-loop design given in section 
2.3.1. Figure (2.35) shows that the singular values of the sensitivity function for the 
LQG controlled system reach a peak value of 2.57. This high peak value indicates low 
stability margins that exist within the system at certain frequencies. The LQG closed-
39 
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Figure 2.28 H~ angle of attack response 
10 
loop system is therefore post compensated using the robust stabilization technique of 
McFarlane and Glover. Using the left coprime factorization of the pre-compensated 
nominal plant, the perturbed plant can be written as in Eq. (2.11) where both OM and 
ON are unknown stable transfer functions which represent uncertainty in the system. 
The objective of the robust stabilization given in section 2.3.2 is to minimize ~ > 1 
where ~ is defined in Eq. (2.13) . The value of min obtained after robustification of the 
base-line LQG system was ~ = 1.4501. This value indicates a significant improvement 
in the stability margins which can also be seen by observing the singular value plot in 
Fig. (2.35) where the peak of the maximum singular value of sensitivity function is 
reduced to 1.045. The comparison of the closed-loop time responses for baseline LQG 
design and robustified McFarlane-Glover design shown in Figs 2.14 through 2.20 shows 
that robustification is achieved without any noticeable degradation in performance. In 
addition, a quantitative measure of robustness is also obtained in the process. 
For the H~ controller design the objective is to minimize the norm of the stacked cost 
function given in Eq. (2.26) . Unlike the McFarlane-Glover problem the uncertainties in 
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Figure 2.29 H~ roll attitude response 
in Fig. (2.35) the H~ system peaks at 4.1 which is much higher than the LQG system 
or the McFarlane-Glover system. This is because the parametric uncertainty which was 
modelled is not handled well by the system and the controller can not allow for both 
low sensitivity and the modelled parametric uncertainty. It is also shown in Fig. 227 
through 2.33 that the time response of the H~ system is worse than the responses from 
the LQG or the McFarlane-Glover systems. 
2.5 Remarks 
This chapter presented comparison of three different control designs for an autopilot 
of a fighter aircraft. The three designs considered included an LQG, McFarlane Glover 
robustifying design, and an H~ design. It was observed that the McFarlane Glover 
controller design was tolerant to a significant level of uncertainty while giving almost 
same level of performance as baseline LQG design. It was also observed that in compar-
ison to H~ design the McFarlane-Glover design produced lower sensitivity peaks while 
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Figure 2.30 H~ roll response 
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Figure 2.31 H~ normal load factor response 
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Figure 2.32 H~ lateral load response 
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Figure 2.35 Maximum singular value of sensitivity function 
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3 AIRCRAFT FAULT DESCRIPTION 
3.1 Introduction 
Chapter 2 presented three different control design paradigms including two robust 
control methodologies which were aimed at increasing the robustness of the system in 
the presence of plant uncertainties and unwanted disturbances. The simulation results 
demonstrated the effectiveness of these designs in increasing the system's stability mar-
gins. However, these control systems which are designed to account for some level of 
plant uncertainty may not stabilize the aircraft in the presence of some kind of failure; 
for example, control surface (actuator) failure. The changes in the system dynamics 
caused by the failure of actuator and/or sensor could lead to weak, or sometimes, zero 
controllability and/or observability. The kind of uncertainties considered in the previous 
chapter dealt only with parametric inaccuracies and/or variations. One can conceivable 
argue that the dynamic changes that will take place as a result of failure can also be 
modelled as "uncertainty" ; however, the magnitude of the changes will be significant 
enough to warrant a special design consideration at an early stage in the design. The 
reason being, one can only allow those failures in the system which will not destroy con-
trollability of the system. In view of this, a thorough analysis of potential fault scenarios 
is needed prior to the design of controller. Moreover, the robust control design should 
explicitly account for failure modes under which controllability is not destroyed. 
As stated previously, if the potential fault scenarios are not taken into account pro-
actively during the control system design, the aircraft may not be able to survive a fault. 
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This chapter focuses on defining different failure scenarios for the aircraft model. This 
model will be used to demonstrate the fault-tolerant control design methodology in the 
next chapter. This chapter presents specific faults for the fighter aircraft model and also 
demonstrates the effect of these faults on the controller designed in the previous chapter 
which was based on parametric uncertainty considerations only. 
3.2 Aircraft Model and Fault Description 
A common control surface configuration for the most aircrafts is shown in Fig. (2.1). 
As mentioned previously, these control surfaces can be deflected to create forces to cause 
either longitudinal motion (Pitch and Lift) or lateral motion (Roll and Yaw). In order to 
gain an understanding of the purpose of each control surface, presented in table (3.1) is a 
list of various control surfaces and the resulting motion caused by the deflection of these 
control surfaces. Each of these control surfaces has the possibility of experiencing a 





Trailing Edge Flaps 




Takeoff /Landing Stability 
Pitching Motion 
Change in Lift Force 






Aid in Rolling Motion 
Aid in Rolling Motion 
N/A 
Table 3.1 Response to control surface deflection 
failure. The following is the list of possible failure conditions that can emerge due to 
one or many factors. 
• Lock-In-Place (The control surface remains stationary in an unknown deflection 
due to a malfunction in the mechanical drive.) 
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• Hard-Over-Failure (The control surface is forced to the limit of its deflection due 
to a malfunction in the mechanical drive.) 
• Float (The mechanical drive is disconnected from the control surface causing the 
control surface to deflect only by inertial forces.) 
• Loss of Effectiveness (The aerodynamic force on the control surface is reduced to 
an ineffective magnitude due to damage to the control surface or to extreme flight 
conditions. ) 
3.2.1 Lock-In-Place Actuator Fault 
The lock-in-place actuator failure [Mehra, Boskovic) is modelled as 
where u~ is a constant value corresponding to the locking position of the j th actuator 
and tj is the unknown failure time. 
In the presence of lock-in-place actuator faults the input vector u to the plant (2.1) 
can be described as: 
u(t) = v(t) + ~(u — v(t)) (3.2) 
where v(t) is the designed control input and
/ ( T 
u\t~ - lu lu u2~ ...~ 4Lm ~ 
where ~i is given as 






3.3 Fault Model for Fighter Aircraft Configuration 
The fault considered for the Fighter Aircraft model in Fig. (2.1) [R.EF] is that of a 
simultaneous lock-in-Place failure of both the rudder (~7) and aileron (~8) inputs. It is 
also assumed that these control surfaces lock in the neutral position (0° deflection). The 
resulting input signal can be represented by 
u~t~ _ ~(t) + diag{0, o, o, o, o, o,1, i} - ~u — v(t~) 
where v(t) is defined as 
v(t) _ [v~(t), vz(t), v3(t), v4(t), vs(t), vs(t)~ ~(t), v$(t)lT
and u due to the non-deflected locking positions of the rudder and ailerons is given as 
u = [0, 0, 0, 0, 0, 0, 0, 0]T
The input signal then becomes 
~vl\t~~ v2lt~~ v3~t~~ v4~t~~ v5~t~~ v6\t~~ v7~t~~ v8~t~~Tu(t) _ 




The fault in the rudder and aileron control surfaces is also equivalent to a change in 
the input matrix (B matrix) and the direct response matrix (D matrix) of the linearized 
system where the B matrix and the D matrix for the healthy system are 
Bhealthy — 
0 0 0 0 0 0 0 0 
—. 2 — .645 — .456 0 0 0 0 0 
— .241 — .523 .328 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 —.21 0 0 0 30.37 
0 0 0 .574 0 — .327 .0044 — .465 
0 0 0 .395 0 2.49 25.2 41.3 
0 0 0 0 0 0 0 0 
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0 0 0 0 0 0 0 0 
Dhealthy = 
— .0062 .021 — .014 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 — .00065 0 0 0 .943 
0 0 0 0 0 0 0 0 
The B matrix for the system with the failed aileron and rudder can then be represented 
~y 
Bf ailed = Bhealthy — Bhealthy • diag{0, 0, 0, 0, 0, 0,1,1 } 
Bfailed = 
0 0 0 0 0 0 0 0 
—.2 —.645 —.456 0 0 0 0 0 
— .241 — .523 .328 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 —.21 0 0 0 0 
0 0 0 .574 0 —.327 0 0 
0 0 0 .395 0 2.49 0 0 
0 0 0 0 0 0 0 0 
and the corresponding D matrix is given as 
D f ailed = Dhealthy — Dhealthy ' d2CL9 { 0, 0, 0, 0, ~ ~ ~ ~ 1 ~ 1 } 
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0 0 0 0 0 0 0 0 
D f ailed = 
- .0062 .021 - .014 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 -.00065 0 0 0 0 
0 0 0 0 0 0 0 0 
3.4 Effect on System Response 
The baseline control system presented in (REF) is that of a linear quadratic regulator 
(LQR). It is known (Kalman, 1964; Safonov and Athens, 1977) that for LQR controlled 
systems (assuming that all states are available) the system will have infinite gain margin, 
a gain reduction margin equal to 0.5, and a minimum phase margin of 60°. The effects 
of actuator failure on the controlled aircraft, even with excellent stability margins, are 
given in Table (3.2). It lists the eigenvalues for the nominal (healthy plant) and the 
plant with the rudder and aileron failures. It is shown that the spiral mode becomes 





Healthy -0.021 f j0.032 0.039 0.55 
Faulted Phugoid -0.021 f j0.032 0.039 0.55 
Healthy -3.002 f j2.916 4.190 0.717 
Faulted Short Period -3.002 f j2.916 4.190 0.717 
Healthy -0.610 0.610 1.000 
Faulted Spiral 0.245 0.245 -1.000 
Healthy -36.230 36.230 1.000 
Faulted Roll Subsidence -3.515 3.515 1.000 
Healthy -1.176 f j 1.931 2260 0.520 
Faulted Dutch Roll -1.301 f j2.528 2.840 0.457 
Table 3.2 LQR stability comparison 
unstable after the ailerons and rudder failure Occurs. This is due to the large dependence 
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of the motion of the aircraft on the rudder and aileron as seen from the laxge coefficients 
in the 7-th and 8-th columns of the B and D matrix. The closed-loop eigenvalues for 
the LQG controlled system are shown in Table (3.3), the robustified LQG closed-loop 
eigenvalues are shown in Table (3.4), and the H~ closed-loop eigenvalues are shown in 
Table (3.5). 





Healthy -0.021 f j0.032 0.039 0.550 
Faulted Phugoid -0.021 f j0.032 0.039 0.550 
Healthy -3.002 f j2.916 4.190 0.717 
Faulted Short Period -3.002 f j2.916 4.190 0.717 
Healthy -0.612 0.612 1.000 
Faulted Spiral 0231 0.231 -1.000 
Healthy -36.230 36.230 1.000 
Faulted Roll Subsidence -3.590 f j0.265 3.600 .997 
Healthy -1.176 f j 1.931 2.260 0.520 
Faulted Dutch Roll -1264 f j 2.552 2.850 0.1~l~ 
Table 3.3 LQG stability comparison 





Healthy -0.020 f j0.027 0.035 0.601 
Faulted Phugoid -0.020 f j0.027 0.035 0.601 
Healthy -3.460 f j3.392 4.850 0.714 
Faulted Short Period -3.460 ~ j3.392 4.850 0.714 
Healthy -0.835 0.835 1.000 
Faulted Spiral 0.333 0.333 -1.000 
Healthy -60.62 60.62 1.000 
Faulted Roll Subsidence -3.571 f j0.168 3.580 .999 
Healthy -1.374 f j1.998 2.430 0.567 
Faulted Dutch Roll -1.566 f j2.715 3.130 0.500 
Table 3.4 McFarlane Glover stability comparison 
In order to demonstrate the effect of the aileron and rudder failure, the same initial 
state response that was used in Chapter 2 is simulated for both the nominal "healthy" 
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Healthy -0.020 f j0.033 0.039 0.535 
Faulted Phugoid -0.021 f j0.033 0.039 0.535 
Healthy -2.370 f j3.420 4.160 0.569 
Faulted Short Period -2.370 f j3.420 4.850 0.714 
Healthy -0.806 0.806 1.000 
Faulted Spiral 0.104 0.104 -1.000 
Healthy -52.10 52.10 1.000 
Faulted Roll Subsidence 0.043 0.043 -1.000 
Healthy -0.671 f j2.040 2.150 0.313 
Faulted Dutch Roll 0.037 f j0.671 0.672 -0.052 
Table 3.5 H~ stability comparison 
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Figure 3.4 Failure comparison (yaw rate response) 
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Figure 3.7 Failure comparison (roll attitude response) 
3.5 Summary Remarks 
This chapter presented failure scenarios for the aircraft model and its effect on the 
control system stability. In particular, the effect of lock-in-place actuator failure on the 
stability of the aircraft was analyzed. It was shown that the robust controller design 
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based on parametric uncertainty models could not survive the failure in the rudder and 
aileron control surfaces. Furthermore, in the case of the fighter aircraft, it is shown that 
only the lateral dynamics of the aircraft are affected by the fault. The reason for this is 
that the longitudinal and the lateral dynamics of the aircraft are completely decoupled as 
seen by the block diagonal structure of the state-space matrices and the only faults that 
occur are in the inputs to the lateral motion dynamics. The fact that longitudinal and 
lateral dynamics of the aircraft are decoupled indicates that there are only four possible 
control surface to create lateral motion. Since the rudder and aileron are assumed to 
fail the only control surfaces left to affect the lateral motion are the differential motion 
of the leading edge flaps and the differential motion of the trailing edge flaps. 
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4 FAULT TOLERANT CONTROLLER FORMULATION 
This chapter is aimed at presenting various controller design methodologies that can 
systematically accommodate certain actuator failures at the design stage while main-
taining areasonable level of stability and performance in the autopilot design. 
4.1 Int ro duct ion 
The formulation of fault tolerant controller designs is presented and is demonstrated 
on the fighter aircraft model. Also, the method presented is compared to the results 
of an adaptive controller technique using a model Of a Boeing 747's lateral dynamics. 
The controller design method is meant to form a controller which will keep the air-
craft from destabilizing in the event of multiple actuator faults. The previous chapter 
demonstrated the effects of actuator faults on the closed-loop fighter aircraft system and 
results reflected that the robustified controller techniques of McFarlane and Glover and 
the parametric uncertainty-based H~ controller were not able to provide fault tolerance 
for the case of the rudder and aileron failures in the fighter aircraft because the designs 
were meant to account for only parametric uncertainty. In the case of failures such as 
loss or degradation of actuators the uncertainty model used in Chapter 2 (i.e., pares 
metric type) can not capture these types of failures. Therefore, McFarlane-Glover type 
controller design can not be used as it does not allow to model a specific type of uncer-
tainty such as actuator loss/degradation. H~ type controller design however is possible 
for such failures. As a result, this chapter focuses on the design of H~ fault-tolerant con-
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troller for lock in-place actuator failure. It is then shown that both the fighter aircraft 
model and the Boeing 747 model are able to be stabilized in the presence of multiple 
actuator faults. 
4.2 Problem Formulation 
The system considered for the controller formulation is a linear, time-invariant system 
as presented in Eq. (2.1) where A E ~nxn' B  E  ~nxm' C ~ ~ S~Txn ~ and D E ~rx'n are 
known constant parameter matrices. The performance output vector y(t) E ~'' is known 
to be available for measurement and u(t) _ [ul , ..., um]T E ~m is the input vector to the 
system. The fault considered is that of a lock in-place actuator fault as modelled in Eq. 
(3.1), where the actuator failure times t~ are unknown. Furthermore, it is assumed that 
it is known which components of the input vector will fail. For the case of the fighter 
aircraft it is assumed that the rudder and ailerons are the only control surfaces capable 
of failure. The goal of the controller design is to ensure the system remains stable in the 
presence of the rudder and aileron actuator faults, specifically, 
~t(eig(G~)) < 0 and ~J2(eig(G~ f )) < 0 
where G~ is the nominal "healthy" closed loop system and G~ f is the faulted closed 
loop system. In addition, the nominal closed loop system must present an acceptable 
level of time response performance and stability robustness. 
4.3 Controller Formulation 
The nominal closed loop plant is shown in block diagram form in Fig. (4.1) using 
the constant system matrices A, B, C, D 
The system shown in Fig. (4.1) is equivalent to the system shown in Fig (4.2) where 










Figure 4.2 Standard block diagram form 
The possibility of actuator failures in the system presents large uncertainties in the 
control input vector. To account for these uncertainties they must first be modelled 
mathematically; this is done in the controller formulation method presented here by 
introducing an additive uncertainty structure to both matrix B and matrix D. This is 
shown in Fig. (4.3) where the matrix uncertainty blocks El E ~n~m and E2 E ~''~m are 













Figure 4.3 Closed loop system with failure Uncertainty 
and 
r~ is a diagonal matrix to account for actuator failures and is described below in Eq. 
(4.5). 
~ = diag(r~l , r~2i ~--, gym) 
where 
(4.5) 
1 i f the ith actuator is considered capable of failure 
~2 — (4.6) 
p otherwise 
O1 and O2 are defined as the delta blocks and by the H~ formulation method are 
given the condition 
~~Q1~~~ < 1 and ~~02~~~ < 1 (4.7) 
Wp is the weighting function on the performance output of the closed loop plant. 






  K ~ 
Figure 4.4 General plant configuration 
where the system "P" can be defined as: 
x(t) = Alx(t) + Bl w(t) + B2~(t) 
z(t) = Clx(t) + Dllw(t) + D12u(t) 
y(t) = C2x(t) + D21w(t) + DZZu(t) 
The plant can then be partitioned into the transfer shown below in Eq. (4.9). 
~J~s) ~ Pzi~s) Pza(S) ~ ~ u(s) ~ 
The closed loop transfer function from w(s) to z(s) is then given by the linear -
fractional expression in Eq. (4.10). 
F'L~P~ K) = Pii + P12K(I — PzzK)-lPai (4.10) 
The goal of the H~ design is to then minimize ~~FL(P, K)~~~ over all stabilizing LTI 
controllers. This can easily be done using different algorithms in MATLAB such as 
hinfsyn and hinflmi. 
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4.4 Simulation 
The simulation presented here is that of a initial state response where the initial 
state vector is set as: 
xo = [0, 1, 0, 0, 6.46, 0, 0, 0]T
Using the method presented above the augmented system is formed, where the rria 
trices El , E2 i and W~ are given below. 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
000000 0 0 
0 0 0 0 0 0 0 0 
El — 
0 0 0 0 0 0 0.0044 30.370 
0 0 0 0 0 0 25.20 —0.4650 
0 0 0 0 0 0 0 41.300 
0 0 0 0 0 0 0 0 
~'2 = 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0.9430 
0 0 0 0 0 0 0 0 
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Figure 4.5 Performance weight bode plot 
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The resulting controller consists of 15 states, 7 inputs, and 8 outputs with the singular 
value plot shown in Fig. (4.6). 
The sensitivity values for the healthy and faulted plant are shown below in Fig. (4.7). 
As expected, this plot shows that the aircraft after the aileron and rudder fault has 
a much higher sensitivity to changes in the control loop. However, it is demonstrated 
in Figs. (4.8 - 4.14) that the aircraft after the aileron and rudder fault still maintains 








Figure 4.6 Controller singular values 
4.5 Comparison of Robust H~ and Adaptive Methods 
4.5.1 Mathematical model 
The system used to compare the effectiveness of the robust H~ technique and the 
adaptive technique is a model of a Boeing 7471ateral dynamics. The aircraft is modelled 
as a linear time-invariant system with the state space form given as before in Eq. (2.1). 
x(t) = ax(t) + Bu(t) 
~(t) = cx(t) + D~(t) 
where, the state variables are given by: 
T 
The state variables represent side slip velocity (Q), yaw rate (r), roll rate (p), and 
roll angle (~) and the control inputs are given by 
u — Srl ~r2 br3 ~r4 
~T 
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~0 3 ~o Z ~o' ~o° ~o' 
frequency, radlsec 
Figure 4.7 Maximum sensitivity singular values 
where b,.l through br4 axe each inputs from different sections of a four section rudder. 
The system matrices A, B, C, and D (taken from [5]) at the flight condition of Mach 
0.8 and an altitude of 40, 000 ft are given by 
A = 
B 
—0.0558 —0.9968 0.0802 0.0415 
0.598 — 0.115 — 0.0318 0 
— 3.05 0.388 — 0.465 0 
0 0.0805 1 0 
0.0073 0.02 0.015 0.01 
—0.473 —0.8 —0.7 —0.5 
0.153 0.32 0.26 0.18 
0 0 0 0 
C = [I4~ D = ~~a~ 
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Figure 4.8 Pitch rate response (H~) 
9 10 
The eigenfrequencies of the open-loop system are given in Table 4.1. 
Mode Eigenvalue Frequency (rad/s) Damping ratio 
Dutch Roll —0.033 ~ j0.947 0.035 0.947 
Spiral —0.0073 0.0073 1.000 
Roll Subsidence —0.5627 .5627 1.000 
Table 4.1 Eigenvalues of Boeing 747 lateral dynamics 
4.5.2 Simulation 
Using the method presented above the augmented system is formed, where the ma 
trices E1, E2, and W~ are given below. 
E1 = 
0 0 0.015 0.01 
0 0 —0.7 —0.5 
0 0 0.26 0.18 
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Figure 4.9 Normal load response (H~) 
E2 = 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
W~ =ding (Wi  , Wi , Wi , Wi ) 
Wl = 
s -~ .2 
.5s -}- .9 
The bode plot of Wp 1 is shown in Fig. (4.15). 
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Figure 4.10 Angle of attack response (H~) 
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D21 = I p 4
L 
D22 = ~ p4 J 
The resulting controller consists of 8 states, 4 inputs, and 4 outputs with the singular 
value plot shown in Fig. (4.16). 
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Figure 4.12 Roll rate response (H~) 
As expected, this plot shows that the aircraft after the two rudder section faults has a 
much higher sensitivity to disturbances in the control loop. However, it is demonstrated 
in Figs. (4.18 - 4.21) that the aircraft after the faults still maintains stability and 
adequate performance. 
4.5.3 Regulation 
The goal of the regulator design is to force all desired signals to the smallest mag-
nitude as possible for the complete operation period. The simulation presented here is 
that of a initial state response where the initial state vector is set as: 
xo = [0.1, 0.01, —0.01, .5]T
and the locking positions of the third and fourth rudder sections are set to u3 = u4
= 0 and the locking times are set to t3 - t4 =0. The time response of the state vector 
is demonstrated in Figs. (4.18 - 4.21) which shows that the system simulated with the 
fault does not degrade in performance at all compared with the healthy system. 
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Figure 4.13 Lateral load response (H~) 
4.5.4 Tacking 
The goal of the tracking design is to "track" a given model or signal such that the error 
between the actual response and the model response is minimized. Adaptive control is 
used mainly with model tracking. The following simulation compares the results of both 
the H~ control technique presented in Section 2.3 and an adaptive control technique. 
In demonstrating these control techniques a reference model is used and is defined by 
the state space matrices {A~, BM, C11,I , D1,,1} (taken from [5]}. 
AM = 
—0.0638 —0.9744 0.0784 0.0406 
0.9180 —1.0120 — 0.407 0.0350 
—3.1780 0.7466 —0.4939 —0.0142 
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Figure 4.14 Roll attitude response (H~) 
~%M = 
1 0 0 0 
0 1 0 0 
oo l o 






The reference inputs are given as rl(t) _ .005sin(0.1t) rod, and r2(t) _ .005rad 
and were taken from [5] . For the case of the Boeing 747 lateral motion control it is 
simulated that actuator ~4 fails at t = 30s with u4 = .15rad. and actuator u3 fails 
at t = 60s with u3 = .1 rod. The initial conditions are xo = [0.1, 0.01, —0.01, .5]T and 
x,n (0) _ [0, 0, 0, 0.6]x' . The results are shown in Fig. (4.22 - 4.27) . The response for the 




Figure 4.15 Performance weight bode plot 
not meant to be the same response. As expected, the responses show adequate tracking 
throughout the duration of the simulation and the recovery time at the moments of the 






Figure 4.16 Controller singular values 
4.6 Conclusions 
This chapter presented a method to realize a reliable controller for a fighter aircraft 
with the considered failure scenario of a simultaneous aileron and rudder fault. Simula-
tions of the closed loop system demonstrated that the reliable controller stabilized the 
faulted system while the robust controllers in Chapter 2 caused the faulted system to 
reach instability. It can be concluded from the simulations that fault tolerant control of 
an aircraft is possible with the use of a single time invariant reliable controller. The re-
liable control method was also compared to that of an adaptive control method through 
the simulation of a Boeing 747's lateral dynamics. The model tracking problem revealed 
that the reliable H~ controller created a higher closed loop tracking performance with 
less energy than that of the adaptive controller. An argument can then be made in 
that the reliable control method presented in this work is a better control choice given 
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Figure 4.19 Yaw rate response 
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Figure 4.21 Roll angle response 
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Figure 4.27 H~ controller inputs 
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5 CONCLUSIONS AND FUTURE WORK 
In this chapter some concluding remarks and suggestions for future research are 
given. Suggestions for future research are by no means an exhaustive list. 
5.1 Concluding Remarks 
The research work presented in this thesis has two separate contributions to the 
field of flight control design. The first contribution is the analysis and synthesis of two 
advanced control design methodologies for design of an aircraft autopilot, in particular, 
the two methodologies that were evaluated included (1) McFarlane-Glover robustifying 
methodology and (2) the weighted sensitivity H~ design methodology. These control 
design methodologies were used to design an autopilot for the fighter aircraft model in 
Chapter 2 along with conventional LQG design. The methodologies presented enable the 
designer to account for uncertainties in the system in a systematic way. The uncertainties 
of interest are parametric uncertainties in specific modal parameters of the system. The 
McFarlane Glover controller accomplishes this by robustifying apre-designed closed 
loop system which is designed solely for performance without regard to any stability 
robustness. The H~ method achieves uncertainty robustness by designing a controller 
to minimize weighted transfer functions where the weights are selected by the designer. 
The two different controller design methodologies were demonstrated on a 8th order 
fighter aircraft model with both the lateral and longitudinal dynamics considered. The 
aircraft consisted of 7 measurable outputs and 8 controlled inputs. Results of the control 
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design methodologies demonstrate the large increase of robustness in the aircraft shown 
by the decrease in the sensitivity peaks. 
Chapter 3 presented various actuator surface failure modes for the aircraft and their 
effects on the closed-loop performance of the aircraft. Using a simulation of a lock-in-
place failure of the fighter aircraft's control surfaces (ailerons and rudder) it is shown in 
Chapter 3 that the aircraft equipped with traditional robust controller designs becomes 
largely unstable in the lateral dynamics. This is mainly due to the loss of the large input 
forces the rudder and ailerons provide to the control of the aircraft. 
The second contribution of this thesis is the fault tolerant controller design method-
ology presented in Chapter 4. The results of the simulated fault on the aircraft system 
provide evidence that the robust controllers designed to account for only parametric 
uncertainty, such as those presented in Chapter 2, will not account for actuator faults in 
a aircraft. In order to account for such uncertainties a more specific controller formula-
tion was developed using an additive uncertainty structure on the system matrices. The 
weighting scheme was developed to specifically account for the fault of both the ailerons 
and the rudder. The advantage of the method is that only a single controller is required 
to stabilize the aircraft and the need for a fault detection system is eliminated from the 
controller's perspective. 
5.1.1 Suggest ions for Future Work 
The robust control design methodologies presented in this thesis uses a linearized 
model of the plant as the nominal design model. The control design methodologies 
presented in this thesis can take into account the uncertainties in the aircraft dynamics 
to some extent and use this linear model effectively as long as the flight conditions do not 
change by large amount. In the case of a big change in the flight conditions the designer 
has to obtain a new linearized model and repeat the design process. Future research 
needs to address how a designer can use multiple linearized models in di.~erent flight 
83 
regimes and associated uncertainty models effectively to synthesize aparameter-varying 
controller. The idea is to design a controller that maintains its structure throughout 
the Sight envelope and only a selected few controller parameters change with the big 
changes in fight conditions. 
Another area that needs to be explored is the merging of adaptive and the robust 
control design methodologies presented in this thesis to exploit their individual advan-
tages. Future research should also investigate other fault-tolerant architectures based 
on model predictive control and compare them with the results of the work presented 
in this thesis. The design process presented here needs to be extended to account for 
various sensor failures as well. Eventually, the design methodology should be able to 
handle the failures in actuators and sensors simultaneously. 
Finally, better methods for modelling actuator and sensor failures will be needed to 
design a less conservative and reliable controller. 
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