H−holomorphic curves are solutions of a modified pseudoholomorphic curve equation involving a harmonic 1−form as perturbation term. Following [7] we establish an asymptotic behaviour of a sequence of finite energy H−holomorphic cylinders with small dα−energies. Our results can be seen as a first step toward establishing the compactness of the moduli space of H−holomorphic curves, which in turns, due to the program initiated in [3] , can be used for proving the generalized Weinstein conjecture.
Introduction
Let (M, α) be a closed, contact 3−dimensional manifold, ξ = ker(α) the contact structure, and X α the Reeb vector field, defined by ι X α α ≡ 1 and ι X α dα ≡ 0. Denote by π α : T M → ξ the projection along the Reeb vector field. By definition, it is obvious that the Reeb vector field is transversal to the contact structure so that the tangent bundle splits as T M = RX α ⊕ ξ. Note that (ξ, dα) is a symplectic vector bundle. We choose a compatible almost complex structure J ξ on ξ, i.e. g J ξ (·, ·) = dα(·, J ξ ·) defines a smooth fiberwise metric on the vector bundle ξ → M. From the spliting of the tangent bundle, this metric can be extended to a Riemann metric on M, by g = α ⊗ α + g J ξ . Associated to J ξ , we consider the almost complex structure J on R × M, defined by J(v, w) = (−α(v), J ξ • π α w + vX α ) for all (v, w) ∈ T (R × M) ∼ = T R ⊕ T M. This structure is R−invariant. The Riemann metric g on M is extended to a Riemann metric on R × M, by g = dr ⊗ dr + g, where r is the R−coordinate on R × M. As in [7] , let P ⊂ R be the set P = {0} ∪ {T > 0 | there exists a T − priodic orbit of X α }.
In the following we assume that all periodic orbits of the Reeb vector field are non-degenerate, i.e. the linearization of the flow of X α , restricted to the contact structure along the periodic orbit, does not contain 1 in its spectrum. A non-degenerate T −periodic orbit is isolated among the periodic orbits with period close to T [5] . Due to the non-degeneracy condition, we define for each E 0 > 0,
Note that h E 0 depends on E 0 and is positive. If E 1 E 2 , then h E 1 h E 2 . A pseudoholomorphic curve (or J−holomorphic curve) is a smooth map u = (a, f) : S → R × M, where (S, j) is a Riemann surface such that J(u) • du = du • j. being the Hofer energy, we assume the finite Hofer energy condition E H (u; S) < +∞. Here A is the set of smooth functions ϕ : R → [0, 1] with ϕ ′ (r) 0. By a local computation it can be easily checked that the integrand of the Hofer energy is non-negative. In [7] , Hofer, Wysocki and Zehnder studied pseudoholomorphic cylinders u = (a, f) : [−R, R] × S 1 → R × M with a finite Hofer energy and a small dα−energy, defined by
It has been shown that for sufficiently large R > 0 and a sufficiently small dα−energy, the curve u is either close to a point in R × M, in the case of vanishing center action, or close to a cylinder over a periodic orbit, in the case of non-zero center action. In the later case, precise estimates by determining the shape of the cylinder have been derived. It should be pointed out that these results have been used in the proof of the SFT compactness theorem [1] , [6] . In this paper we will derive similar results for H−holomorphic cylinders and establish a notion of convergence under certain conditions. A smooth map u = (a, f) : S → R × M, defined on a Riemann surface (S, j), togehter with a harmonic 1−form γ on S (i.e., γ satisfies dγ = d(γ • j) = 0) is called a H−holomorphic curve if
The H−holomorphic curve equation differs from the pseudoholomorphic curve equation due to the presence of the harmonic 1−form γ in the second equation of (1.2). Because of this perturbation, the Hofer energy of such a map may have negative integrand. To overcome this drawback, we slightly modify the definition of the Hofer energy according to
where the first and second terms are the α− and dα−energies of u on S, respectively. If the perturbation 1−form γ vanishes, then the energy and the Hofer energy of u are equal. As an additional condition we require u to have finite energy, i.e. E(u; S) < +∞. This modification of the pseudoholomorphic curve equation was first suggested by Hofer [2] and used extensively in the program initiated by Abbas et al. [3] to prove the generalized Weinstein conjecture in dimension three. However, due to a lack of a compactness result of the moduli space of H−holomorphic curves, the generalized Weinstein conjecture has been proved only in the planar case, i.e. when the leaves of the holomorphic open book decomposition [10] have zero genus. In this regard, our results can be seen as a first step towards establishing the compactness of the moduli space of H−holomorphic curves. The L 2 −norm of the harmonic perturbation 1−form γ is defined as
In the following, we consider finite energy H−holmorphic cylinders u = (a, f) : [−R, R]× S 1 → R× M with harmonic perturbation γ. We define the period of γ over the cylinder as P(γ) = and the co-period by
Furthermore, the conformal period is defined as τ = P(γ)R while the conformal co-period is defined by σ = S(γ)R.
The goal of our analysis is to establish the asymptotic behaviour of finite energy H−holomorphic cylinders with a uniformly small dα−energy and harmonic perturbation 1−forms having uniformly bounded L 2 −norms and uniformly bounded conformal periods and co-periods. More precisely, we consider the sequence of H−holomorphic cylinders u n = (a n , f n ) : [−R n , R n ] × S 1 → R × M with harmonic perturbations γ n , fulfilling the following conditions:
A2 There exist the constants δ 0 > 0 and C 1 > 0 such that df n (z) := sup v eucl. =1 df n (z)v g < C 1 for all z ∈ ([−R, −R + δ 0 ] ∐ [R − δ 0 , R]) × S 1 .
A3
The energy of u n , as well as, the L 2 −norm of γ n are uniformly bounded by the constants E 0 > 0 and C 0 > 0, respectively. A4 ForẼ 0 = 2(C 1 + E 0 ), the dα−energy of u n is uniformly bounded by h/2, where h = hẼ 0 . A5 There exists a constant C > 0 such that for all n ∈ N, we have |τ n |, |σ n | < C, where τ n is the conformal period of γ n on [−R n , R n ] × S 1 , i.e. τ n = R n P n , and σ n is the conformal co-period of γ n on [−R n , R n ] × S 1 , i.e. σ n = R n S n . Here, P n and S n are the period and co-period of γ n on the cylinder [−R n , R n ] × S 1 . After going over to a subsequence, we assume that τ n → τ and σ n → σ as n → ∞ for some τ, σ ∈ R and τ, σ 0.
The task is to describe an asymptotic behaviour of such cylinders. More precisely, we derive the following results. For a finite energy H−holomorphic cylinder u = (a, f) : [−R, R] × S 1 → R × M with harmonic perturbation γ we introduce the notion of center action as in [7] which may be defined as the unique element A(u) ∈ P which is sufficiently close to
For more details the reader might consult Section 2.2. By Theorem 11 it follows that A(u) is either 0 or strictly greater than some positive constant which will be determined in Section 2.2. We distinguish between two cases; the first case is when there exists a subsequence of u n with a vanishing center action and the second case is when there is no subsequence of u n with this property. In this regard, Theorem 2 deals with the asymptotic behaviour in the case of vanishing center action, while Theorem 4 deals with the asymptotic behaviour in the case of positive center action.
Before stating the main result we construct a sequence of diffeomorphisms θ n : [−R n , R n ] → [−1, 1] with certain properties. The construction is similar to that given in [6] and will eneable us to describe the C 0 −convergence.
Remark 1. For every sequence h n ∈ R + such that h n < R n and h n , R n /h n → ∞ as n → ∞ consider a sequence of diffeomorphisms θ n : [−R n , R n ] → [−1, 1] with the following properties:
1. The left and right shifts θ 2. On [−R n + h n , R n − h n ] we define θ n as a linear diffeomorphism. More precisely, we require,
where Op([−R n + h n , R n − h n ]) and Op([−1/2, 1/2]) are sufficiently small neighbourhoods of the intervals [−R n + h n , R n − h n ] and [−1/2, 1/2], respectively.
Theorem 2. Let u n be a sequence of H−holomorphic cylinders with harmonic perturbations γ n that satisfy A1-A5 and possesing a subsequence having vanishing center action. Then there exists a subsequence of u n , still denoted by u n , the H−holomorphic cylinders u ± defined on (−∞, 0]×S 1 and [0, ∞)×S 1 , respectively, and a point w = (w a , w f ) ∈ R × M such that for every sequence h n ∈ R + and every sequence of diffeomorphisms 1. For any sequence s n ∈ [−R n + h n , R n − h n ] there exists τ {s n } ∈ [−τ, τ] such that after passing to a subsequence, the shifted maps u n (s + s n , t) + S n s n , defined on
. The shifted harmonic perturbation 1−forms γ n (s + s n , t) posses a subsequence converging in C ∞ loc to 0.
The left shifts u
Their asymptotics are 0.
3. The right shifts u + n (s, t) + R n S n := u n (s + R n , t) + R n S n , defined on (−h n , 0] × S 1 , posses a subsequence that converges in C ∞ loc to a pseudoholomorphic half cylinder C 0 −convergence:
The maps v
− n − R n S n : [−1, −1/2] × S 1 → R × M defined by v − n (s, t) = u n ((θ − n ) −1 (s), t), converge in C 0 to a map v − : [−1, −1/2] × S 1 → R × M such that v − (s, t) = u − ((θ − ) −1 (s), t) and v − (−1/2, t) = (w a , φ α τ (w f )).
+ n + R n S n : [1/2, 1] × S 1 → R × M defined by v + n (s, t) = u n ((θ + n ) −1 (s), t), converge in C 0 to a map v + : [1/2, 1] × S 1 → R × M such that v + (s, t) = u + ((θ + ) −1 (s), t) and v + (1/2, t) = (w a , φ α −τ (w f )).
An immediate Corollary is
Corollary 3. Unter the same hypothesis of Theorem 2 the following C ∞ loc −convergence results hold.
The maps
which is asymptotic to some constant as s → −1/2.
The maps v
n with respect to the complex structrue [(θ
and that θ
The convergence of the harmonic perturbations γ n follows from Corollary 39, while the convergence of v + n is proved in an analogous manner.
In the case of positive center action we have the following. Theorem 4. Let u n be a sequence of H−holomorphic cylinders with harmonic perturbations γ n satisfy A1-A5 and possesing no subsequence with vanishing center action. Then there exist a subsequence of u n , still denoted by u n , the H−holomorphic half cylinders u ± defined on (−∞, 0] × S 1 and [0, ∞) × S 1 , respectively, a periodic orbit x of period T ∈ R\{0}, and the sequences r ± n ∈ R with |r + n − r n n | → ∞ as n → ∞ such that for every sequence h n ∈ R + and every sequence of diffeomorphisms θ n : [−R n , R n ] → [−1, 1] as in Remark 1, the following convergence results hold (after a suitable shift of u n in the R−coordinate).
1. For any sequence s n ∈ [−R n + h n , R n − h n ] there exists τ {s n } ∈ [−τ, τ] such that after passing to a subsequence, the shifted maps
The left shifts u
3. The right shifts u
The right shifted harmonic perturbation 1−forms γ C 0 −convergence:
The maps f
3. The maps f
4. There exist C > 0, ρ > 0 and N ∈ N such that for any R > 0, a n • θ
An immediate corallary is
Corollary 5. Unter the same hypothesis of Theorem 4 and the notations from Theorem 2 we have the following C ∞ loc −convergence results.
The maps
which is asymptotic to some constant as s → −1/2. Establishing this, we need to make use of a modified version of the results from [7] .
The maps v
Remark 6. If the sequence of H−holomorphic curves u n together with the harmonic perturbations γ n satisfy condition A1-A4 we can conclude that the left and right shifts u ± n together with the harmonic perturbations γ ± n defined on [0, h n ] × S 1 and [−h n , 0] × S 1 , respectively, converge after a suitable shift in the R−coordinate in C ∞ loc , to the H−holomorphic half cylinders u ± with harmonic perturbations dΓ ± defined on [0, ∞) × S 1 and (−∞, 0] × S 1 , respectively. The H−holomorphic curves u ± are asymptotic to the points w ± = (w ± a , w ± f ) ∈ R × M or trivial cylinders over Reeb orbits (x ± , T ). Without the assumption A5, the asymptotic data of u − and u + cannot be described as in Theorems 2 and 4. In fact, droping assumption A5 it is not possible to connect the asymptotic data w − or x − (T ·) of the left shifted H−holomorphic curve u − to the asymptotic data w + of x + (T ·) of the right shifted H−holomorphic curve u + by a compact cylinder as in Theorems 2 and 4. In the proof of these theorems it will become apparent that A5 is a necessary condition for the C 0 −convergence result.
Outline of the paper
The paper is organized as follows. We begin by considering a general H−holomorphic cylinder u = (a, f) :
with harmonic perturbation γ and having the following properties:
B3
The conformal period τ = PR, where P is the period of γ over the cylinder [−R, R] × S 1 as defined in (1.4), is bounded, i.e. for the constant C > 0 from Assumption A5, we have |τ| C.
B4
There exist the constants δ 0 > 0 and
In Section 2, this H−holomorphic curve is transformed, as in [20] , by the flow φ α : R × M → M of the Reeb vector field X α into a usual pseudoholomorphic curve with respect to a domain dependent almost complex structure that varies in a compact set. Here, condition B3 is essential. The transformed curve is a J Ps −holomorphic curve. The lower index Ps, where P is the period of the harmonic perturbation and s the coordinate in [−R, R], describes the variation of the complex structure J Ps ; we have |Ps| C for all s ∈ [−R, R]. The conditions imposed on the energy are transferred to the J Ps −holomorphic curves. We then derive a notion of center action for the J Ps −holomorphic curves by employing the same arguments as in Theorem 1.1 of [7] ; here, we distinguish the cases when the center action vanishes and is greater than h. In Section 3 we consider the case of vanishing center action. First, we derive a result for J Ps −holomorphic curves, which is similar to that established in Theorem 1.2 of [7] , and which basically states that a finite energy J Ps −holomorphic curve with uniformly small dα−energy and having vanishing center action, is close to a point in R × M. This is done by using a version of monotonicity Lemma for J Ps −holomorphic curves given in Appendix B. Then we describe the asymptotic behaviour of J Ps −holomorphic curves, and finally, by using the inverse transformation with the flow of the Reeb vector field, we translate these results in the language of H−holomorphic cylinders and prove Theorem 2.
In Section 4 we formulate the above findings in the case of positive center action. We prove a result which is similar to that stated by Theorem 1.3 of [7] for J Ps −holomorphic curves, and then Theorem 4. In order to prove Theorems 2 and 4 we use a compactness result for a sequence of harmonic functions defined on cylinders and possessing certain properties; this is established in Appendix A.
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2 J Ps −holomorphic curve and center action
In this section we transform a H−holomorphic curve into a pseudoholomorphic curve with domain-dependent almost complex structure on the target space R × M, and introduce a notion of center action for this curve.
J Ps −holomorphic curve
We consider a H−holomorphic curve u = (a, f) : [−R, R] × S 1 → R × M with harmonic perturbation γ satisfying Assumptions B1-B4, and construct a new map u = (a, f) :
we find by straightforward calculation that
Remark 7. Obviously, as γ is a harmonic 1−form, the 1−form −Pdt + γ is harmonic with vanishing period over [−R, R] × S 1 . Thus −Pdt + γ is globaly exact, i.e. there exists a harmonic function Γ : [−R, R] × S 1 → R which is unique up to addition by a constant such that −Pdt + γ = dΓ . By technical reasons, which will become apparent later on, we choose Γ such that it has a vanishing mean value over
where Γ was choosen as in Remark 7. Define the domain-dependent almost complex structure
for all ρ ∈ [−C, C] and all p ∈ M, where C > 0 is the constant from Assumption B3. Note that for a H−holomorphic
where a and f are the maps defined by (2.3) and (2.1), respectively, is pseudoholomorphic with respect to the domain-dependent almost complex structure J varying in a compact space of almost complex structures, i.e.
Moreover, for the α− and dα−energies we have
Proof. By (2.2) and (2.3) it is obvious that (2.6) holds. Let us consider (2.5). The left-hand side of this equation goes over in π α df(s, t)•i = dφ α Ps π α df, while the right-hand side goes over in
where J is a domain-dependent almost complex structure. The energies transform as follows. The dα−energy remains unchanged, since dα is invariant under the flow φ α . For the α−energy we have by using (2.6) that
Remark 9. The α−energy of u n , that was constructed from u n (satisfying Assumptions A1-A5), is uniformly bounded. To show this we argue as follows. Due to Assumption A2, the quantities
are uniformly bounded by the constant C 1 > 0. Hence, according to the definition ofẼ 0 we obtain
For this reason it makes sense to assume, by Proposition 8, that the energy of u n is uniformly bounded.
To analyse the properties of the transformed pseudoholomorphic curve u, we consider the following additional structure on M: On the contact structure ξ = ker(α), let J : [−C, C] × M → End(ξ) be the parameter-dependent almost complex structure defined by (2.4) having the property J ρ (p) 2 = −id for all ρ ∈ [−C, C] and all p ∈ M. On R × M we use the following family of Riemannian metrics:
for all ρ ∈ [−C, C] and all p ∈ M, where r is the coordinate on the R−component of R × M.
Definition 10. A triple (u, R, P) is called a J Ps −holomorphic curve if P, R ∈ R with R > 0, and u = (a, f) :
2. u solves the i − J Ps −holomorphic curve equation 
Center action
In the following we apply the results established in [7] to this new curve, and introduce the notion of the center action for the J Ps −holomorphic curve (u, R, P). The next result is simillar to Theorem 1.1 of [7] .
Theorem 11. For all ψ such that 0 < ψ < h/2, there exists h 0 > 0 such that for any R > h 0 and any J Ps −holomorphic curve (u, R, P) there exists a unique element T ∈ P such that T Ẽ 0 and
To prove the theorem we need the following Proof. We prove this lemma by using bubbling-off analysis. Let us assume that the assertion is not true. Then we find δ 0 > 0 such that for any C 1,n = n there exist the J P n s −holomorphic curves (u n , R n , P n ) with R n > δ 0 such that sup
Consequently, there exists the points
Set R n := du n (s n , t n ) g eucl. ,g Pnsn and note that R n → ∞. Choose a sequence ǫ n such that ǫ n > 0, ǫ n → 0 and ǫ n R n → +∞. Now, apply Hofer's topological lemma [10] to the continous sequence of functions du n (s, t)
with the properties:
Thus we have found the points (s ′ n , t ′ n ) and a sequence ǫ ′ n such that:
We do now rescaling. Setting z
and dũ n (0) g eucl. ,g Pns ′ n = 1, and moreover, thatũ = (ã,f) solves
As P n s ′ n is bounded by C, we go over to some convergent subsequence, i.e., P n s ′ n → ρ as n → ∞. From the uniform gradient bound (2.8) it follows that there exists a subsequence converging in C ∞ loc to some curvẽ u = (ã,f) : C → R × M such that:
2. the gradient bounds go over in dũ(z) g eucl. ,g Ps ′ 2 and dũ(0) g eucl. ,g Ps ′ = 1.
From the last two results,ũ is a usual non-constant pseudoholomorphic plane with bounded energy by the constant E 0 (finite energy plane). As the dα−energy is smaller than h we arrive at a contradition (see [8] ).
Proof. (of Theorem 11) We prove Theorem 11 by contradiction. Assume that we find 0 <ψ < h/2 such that for any constant h 0,n = n, there exist R n > h 0,n = n and the J Ps −holomorphic curves (u n , R n , P n ) satisfying
for any T ∈ P with T Ẽ 0 . By Lemma 12, we have for δ = 1,
As |P n R n | C and R n → ∞ it follows that P n → 0 as n → ∞. Furthermore, by the boundedness of P n R n , the metrics g P n s are equivalent for all s ∈ [−R n , R n ] and all n (the almost complex structures J τ varies in a compact set). Hence there exists a constant C 2 > 0 such that
for all n and all s ∈ [−R n , R n ]. By making the constant C ′ 1 larger (eventually by multiplying it with C 2 ) we obtain
Thus the maps u n converge in C
for which we have:
The rest of the proof proceeds as in the proof of Theorem 1.1 from [7] .
As in [7] , the unique element T ∈ P associated with the J Ps −holomorphic curve (u, R, P) satisfying the assumptions of Theorem 11 is called the center action of u and is denoted by T = A(u). If the curve u = (a, f) : [−R, R]×S 1 → R×M fulfills the assumptions of Theorem 11, the actions of all loops are estimated by
Remark 13. From the definition of the constant h, the center action A(u) of a curve u fulfilling the assumptions of Theorem 11 satisfies A(u) = 0 or A(u) h.
Before going any further we make a remark about the metrics involved.
Remark 14. For any ρ, the norms induced by the parameter-dependent metrics g ρ on R × M that are defined by (2.7) are equivalent, i.e. there exists a positive constant C 1 > 0 such that
This follows from the fact that the parameter-dependent almost complex structure J ρ varies in a compact set.
Vanishing center action
In view of Remark 13 and Theorem 11 we consider the case in which there exists a subsequnce of u n with vanishing center action. We use a version of the monotonicity lemma (Corollary 50) to characterize the behaviour of a J Ps −holomorphic curve (u, P, R) (Theorem 16). Using these results we describe the convergence of a sequence of J Ps −holomorphic cylinders (Theorem 18) and then prove Theorem 2.
Behaviour of J Ps −holomorphic curves with vanishing center action
The following result is an adapted version of Lemma 2.1 from [7] :
Lemma 15. For all δ > 0 there exists h 0 > 0 such that for any R > h 0 and any J Ps −holomorphic curve (u, R, P) fulfilling the assumptions of Theorem 11 with ψ = h/4 and having vanishing center action, the loops
Proof. The proof is similar to that given in [7] .
The next theorem characterizes the behaviour of a J Ps −holomorphic curve (u, R, P) with vanishing center action.
Theorem 16. For any ǫ > 0 there exists h 1 > 0 such that for any R > h 1 and any
Proof. In the first part of the proof we employ exactly the same arguments as in the proof of Theorem 1.2 from [7] . With ǫ > 0 as in the statement of the theorem, we choose δ > 0 and 0 < r ǫ sufficiently small such that 6δ < C 8 r 2 and 4δ + r ǫ 2 .
For the J Ps −holomorphic curve (u, R, P) with R > h and h = h 0 as in the Lemma 15, and satisfying the assumptions of Theorem 24, we have diam
The definition of the Hofer energy and Stoke's theorem give
If the conclusion of Theorem 16 is not true for this h, we find a point
for all t, t ′ ∈ S 1 . Choosing a point s 1 between 0 and s 0 such that
for all t, t ′ ∈ S 1 , using r ǫ/2 − 4δ, and applying the monotonicity Lemma 50 to the open ball
In view of (3.3), this implies that C 8 r 2 2δ, which is in contradiction to the choice in (3.2). Hence
1 as claimed by Theorem 16.
Proof of Theorem 2
We are now well prepared to describe the convergence and the limit object of the H−holomorphic cylinders u n with harmonic perturbations γ n . Consider a sequence of H−holomorphic cylinders u n = (a n , f n ) : [−R n , R n ] × S 1 → R × M with harmonic perturbation 1−forms γ n satisfying Assumptions A1-A5. As in Section 2 we transform the map u n into a J Ps −holomorphic curve u n with respect to the domain-dependent almost complex structure J ρ . We consider the new sequence of maps f n defined by f n (s,
1 → R×M is a J P n s −holomorphic curve. Due to Remark 9 the triple (u n , R n , P n ) is a J P n s −holomorphc curve as in Definition 10. After shifting u n by −a n (0, 0) in the R−coordinate, we assume by Proposition 34 that a n (0, 0) is bounded. Hence, after going over to a subsequence, we assume that
By Theorem 16 applied to the sequence of J P n s −holomorphic curves (u n , R n , P n ) we have the following Corollary 17. For every sequence h n ∈ R + satisfying h n < R n and h n , R n /h n → ∞ and every ǫ > 0 there exists
ǫ (w) for all n N. Moreover, for the period P n and co-period S n we have that h n P n , h n S n → 0 as n → ∞.
Proof. Consider a sequence h n ∈ R + such that h n < R n and h n , R n /h n → ∞ as n → ∞ and let ǫ > 0 be given. From Theorem 16 there exists h ǫ > 0 and N ǫ ∈ N such that for all n N ǫ , we have R n > h ǫ and
. By making N ǫ sufficiently large and accounting of h n → ∞, we may assume that for all n N ǫ , we have that R n > h n > h ǫ , which in turns, gives
The second statement follows from the fact that R n P n → τ, R n S n → σ and h n R n → ∞ as n → ∞.
To describe the C 0 −convergence of the maps u n we define a sequence of diffeomorphisms, which is similar to that constructed in Section 4.4 of [6] . For a sequence h n ∈ R + with h n < R n and h n , R n /h n → ∞ as n → ∞, let θ n : [−R n , R n ] → [−1, 1] be a sequence of diffeomorphisms defined as in Remark 1. We define the maps
and
where, u ± n (s, t) = u n (s ± R n , t) and u ± n (s, t) = u n (s ± R n , t) are the left and right shifts of the maps u n and u n , respectively. The next theorem states a C ∞ loc − and a C 0 −convergence result for the maps u n .
Theorem 18. There exist a subsequence of the sequence of J P n s −holomorphic curves (u n , R n , P n ), also denoted by (u n , R n , P n ), and the pseudoholomorphic half cylinders u ± defined on (−∞, 0] × S 1 and [0, ∞) × S 1 , respectively such that for every sequence h n ∈ R + and every sequence of diffeomorphisms
1 satisfying the assumptions of Remark 1, the following convergence results hold:
The maps v
− n : [−1, −1/2] × S 1 → R × M converge in C 0 to a map v − : [−1, −1/2] × S 1 → R × M such that v − (−1/2, t) = w.
Proof. We prove only the first and second statements of the C ∞ loc -and C 0 -convergences because the proofs of the third statements are exactly the same with those of the second statements. For the sequence h n ∈ R + with the property h n , R n /h n → ∞ as n → ∞, consider the sequence of diffeomorphisms
1 , converge, due to Corollary 17 and Lemma 12, in C ∞ loc to w. To prove the second statement of the C ∞ loc −convergence we consider the shifted maps u
. By Lemma 12, these maps have bounded gradients, and hence, after going over to some subsequence, they converge in
with respect to the standard complex structure i on [0, +∞) × S 1 and the almost complex structure J −τ on the domain; here, τ is the limit of P n R n as n → ∞. Let us show that u − is asymptotic to w ∈ R × M, i.e. let us show that lim r→∞ u − (r, t) = w. We prove by contradiction. Assume that there exists a sequence
Thus for arbitrary k and n such that n N k we have
By Theorem 16, there exists
. Making k and n N k larger we may also assume that dist g 0 (u − (s k , t k ), w ′ ) < ǫ/10. After fixing k and making n N k sufficiently large we get dist g 0 (u
. As a result, we find dist g 0 (w, w ′ ) 3ǫ/10, which is a contradiction to dist g 0 (w,
. This follows from the fact that (θ 
, and the proof of the first statement is complete. The proof of the second statement of the C 0 −convergence is exactly the same as the proof of Lemma 4.16 in [6] .
We are now in the position to prove Theorem 2.
Proof. (of Theorem 2) As before, we focus only on the proofs of the first and second statements of the C ∞ loc − and C 0 −convergences, because the proofs of the third statements are similar to those of the second statements. For the sequence h n ∈ R + with the property h n , R n /h n → ∞ as n → ∞, consider the sequence of diffeomorphisms
fulfilling the assumptions of Remark 1. By the construction described in Section 2, we have
) and a n (s, t) = a n (s, t) − Γ n (s, t).
For the sequence of harmonic functions Γ n (s, t), the L 2 −norms of dΓ n are uniformly bounded, while by Remark 7, the functions Γ n can be chosen to have vanishing average. By Theorems 16 and 37, u n (0, ·), u n (0, ·) → w = (w a , w f ) ∈ R × M as n → ∞. Hence a n (0, ·), a n (0, ·) → w a . Recall that P n R n → τ ∈ R + ∪ {0}. By Theorems 18 and 37, for any sequence s n ∈ [−R n + h n , R n − h n ] there exists a subsequence of shifted maps
, where τ {s n } is the limit point of P n s n . The shifted harmonic 1−form defined on [−R n + h n − s n , R n − h n − s n ] × S 1 takes the form γ n (s + s n , t) = dΓ n (s + s n , t) + P n dt. Thus by Theorem 37, we have γ n (s + s n , t) → 0 in C ∞ loc as n → ∞, and this finishes the proof of the first statement. To prove the second statement of the C ∞ loc −convergence we transfer the convergence results for the shifted maps u 
where
Thus, by Theorems 18 and 37, u
, and can be regarded as a H−holomorphic map with harmonic perturbation dΓ − . This finishes the proof of the second statement. For the third statement, we proceed analogously; the only difference is that the asymptotic of the map u + is (w a , φ α −τ (w f )). To prove the first statement of the C 0 −convergence, we consider the maps v n and recall that s, t) ), a n (s, t) = a n (s, t) + Γ n (s, t), and v n (s, t) = (a n ((θ
for s ∈ [−1/2, 1/2]. If S n R n → σ as n → ∞ we have, using Theorem 38, that
Noting that
for s ∈ [−1/2, 1/2], and that P n R n → τ and P n h n → 0 as n → ∞, it follows that
and dist g 0 (φ
which is a segment of a Reeb trajectory. The proof of the first statement is complete. To prove the second statement we consider the maps v − n , for which we have
This finishes the proof of the second statement of the C 0 −convergence, and so, of Theorem 2.
Positive center action
In this section we consider the case when there is no subsequence of u n with vanishing center action. Note that in this case, due to Remark 13, the center action of u n is bounded from below by the constant h > 0 defined in Assumption A4. As in the previous section we first characterize the asymptotic behaviour of the J Ps −holomorphic curves with positive center action (Theorem 24). We then prove a convergence result for the transfomed psudoholomorphic curves u n and induce a convergence result on the H−holomorphic curves u n with harmonic perturbations γ n by undoing the transformation. Theorem 28 establishes the convergence of the transformed pseudoholomorphic curves u n .
Behaviour of J Ps −holomorphic curves with positive center action
Via the natural action of S 1 on C ∞ (S 1 , M), defined by (e 2πiϑ ⋆ y)(t) := y(t + ϑ) for e 2πiϑ ∈ S 1 , we choose an S 1 −invariant neighbourhood W in the loop space C ∞ (S 1 , M) of the finitely many loops t → x(T t), 0 t 1, defined by the periodic solutions x(t) of X α with periods T Ẽ 0 . Moreover, as the contact form is assumed to be non-degenerate, we choose the neighbourhood W so small that it separates these distinguished loops from each other. The following result, which is similar to Lemma 3.1 of [7] , ensures that "long" J Ps −holomorphic curves (u, R, P) with small dα−energies and positive center action are close to some periodic orbit of the Reeb vector field.
Lemma 19. Given any
in the loop space of the loops defined by the periodic solutions of X α with periods T Ẽ 0 , there exists h > h 0 (the constant h 0 is guaranteed by Theorem 11) such that the following hold: For any R > h and any J Ps −holomorphic curve (u, R, P) such that
. Moreover, with T = A(u) being the center action, the loops f(s) will be in the S 1 −invariant neighbourhood of a loop t → x(T t) corresponding to a T −periodic orbit x(t) of the Reeb vector field.
According to [7] , W separates the loops of the periodic orbits with periods T Ẽ 0 , and so, all these loops f(s, ·) for s ∈ [−R + h, R − h] are in the neighbourhood component of W containing precisely one of the distinguished loops defined by a periodic orbit (x, T ) with period T Ẽ 0 . From α(X α ) = 1 we find
and so, given ǫ > 0 we can choose W so small that
Proof. (of Lemma 19)
The proof is almost the same as that of Lemma 3.1 from [7] . For completeness reasons we outline the parts which are different. Argueing indirectly, we find a constant 0 < ψ < h/2 as in Theorem 11, a sequence R n with R n n + h 0 , and a sequence of J P n s −holomorphic curves (u n , R n , P n ) having positive center actions and satisfying f n (s n , ·) ∈ W for some sequence s n ∈ [−R n + n, R n − n]. By assumption, the center actions are positive. Hence A(u n ) = T n h, and by an earlier inequality, we find that
for all n and all s ∈ [−R n , R n ]. We define the new curves
, g n (s, t)) = (a n (s + s n , t), f n (s + s n , t)).
These curves have bounded total energies, small dα−energies, and satisfy
and g n (0, ·) ∈ W for all n. The left and right ends of the interval [−R n − s n , R n − s n ] converge to −∞ and +∞, respectively. Define now the sequence of mapsṽ n = (
As in the proof of Theorem 11, the gradients ofṽ n are uniformly bounded. Hence, by Arzela-Ascoli's theorem, a subsequence ofṽ n converges in
The rest of the proof follows as in Lemma 3.1 of [7] .
In view of Lemma 19 we fix a non-degenerate periodic solution x(t) of period T Ẽ 0 and analyze the curves (u = (a, f), R, P) with f([−R, R] × S 1 ) ⊂ U, where U is a small tubular neighbourhood of x(R). To study long curves with positive center action we need some special coordinates. Denote by α 0 the standard contact form α 0 = dϑ + xdy on S 1 × R 2 with coordinates (ϑ, x, y). The next lemma introduces the "standard coordinates" near a peridioc orbit of the Reeb vector field. For a proof we refer to [8] .
Lemma 20. Let (M, α) be a 3−dimensional manifold equipped with a contact form, and let x(t) be the T −periodic solution of the corresponding Reeb vector fieldẋ = X α (x) on M. Let τ 0 be the minimal period such that T = kτ 0 for some positive integer k. Then there exist an open neighbourhood
for a positive smooth function f : U → R satisfying f ≡ τ 0 and df ≡ 0 (4.3)
The following description is borrowed from [7] . As S 1 = R/Z we work in the covering space and denote by (ϑ, x, y) the coordinates, where ϑ is mod 1. In these coordinates, the contact form α is α = f · α 0 for a smooth function f : R 3 → (0, ∞) defined near S 1 × {0}, being periodic in ϑ, i.e. f(ϑ + 1, x, y) = f(ϑ, x, y), and satisfying (4.3). The
Reeb orbit X α = (X 0 , X 1 , X 2 ) has the components
The vector field X α is periodic in ϑ of period 1 and constant along the periodic orbit x(R), i.e. X α (ϑ, 0, 0) = (τ −1 0 , 0, 0). The periodic solution is reperesented as x(T t) = (kt, 0, 0), where T = kτ 0 is the period, τ 0 the minimal period, and k the covering number of the periodic solution. The subsequent lemma is rather technical and describes the behaviour of a long J Ps −holomorphic curve (u, R, P) in the coordinates introduced by Lemma 20.
Lemma 21. For any N ∈ N, δ > 0, there exists h > 0 such that for any R > h and any J Ps −holomorphic curve (u, R, P) as in Lemma 19, the representation u(s, t) = (a(s, t), ϑ(s, t), z(s, t) = (x(s, t), y(s, t))) of the cylinder in the above local coordinates satisfies the following: For all (s, t) Proof. The proof is more or less the same as that of Lemma 3.3 in [7] . We argue by contradiction. There exist N ∈ N, δ 0 > 0 such that for any h n = 2n we find R n > 2n and the J P n s −holomorphic curve (u n , R n , P n ) satisfying the following. Representing the maps u n in local coordinates by u n (s, t) = (a n (s, t), ϑ n (s, t).z n (s, t)),
we assume the existence of a sequence (s n , t n ) ∈ [−R n − n, R n − n] × S 1 and a multiindex α with 1 |α| N such that
We define the translated sequenceṽ n :
, v n (s, t)) = (a n (s + s n , t) − a n (s n , t n ), f n (s + s n , t)).
By the R−invariance of J τ for all τ, these maps satisfy the same assumptions on the energy as the u n , and solves
The rest of the proof is exactly as in [7] .
We compute the Cauchy-Riemann equations for the representation u(s, t) = (a(s, t), f(s, t)) = (a(s, t), ϑ(s, t), z(s, t)) = (a(s, t), ϑ(s, t), x(s, t), y(s, t)) of a J Ps −holomorphic curve (u, R, P) in the local coordinates R × R 3 of the tubular neighbourhood given in Lemma 20. In the following, we adopt the same constructions as in [7] . On R 3 we have the contact form α = fα 0 . At point m = (t, x, y) ∈ R 3 , the contact structure ξ m = ker(α m ) is spanned by the vectors
We denote by J ρ (m) the 2 × 2 matrix representing the compatible almost complex structure on the plane ξ m in the basis {E 1 , E 2 } for all ρ ∈ [−C, C]. In the basis {E 1 , E 2 }, the symplectic structure dα| ξ m is given by the skew symmetric matrix function f(m)J 0 , where
Therefore, in view of the compatibility requirement, the complex multiplication J ρ (m) has the properties J ρ (m)
is a symmetric matrix for all ρ ∈ [−C, C], and it follows that x, y ρ :
is an inner product on R 2 which is left invariant under
The Reeb vector field X α can be written as
and d is the derivative with respect to the z−variable. In particular, if z = 0 we obtain
We introduce the 2 × 2 matrices depending on u(s, t) and Ps by J(s, t) = J Ps (f(s, t)) = J Ps (ϑ(s, t).z(s, t)),
S(s, t) = [∂ t a − ∂ s a · J(s, t)] D(f(s, t)).
In the basis {E 1 , E 2 } of the contact plane ξ m at m = f(s, t) and for the representation u(s, t) = (a(s, t), ϑ(s, t), z(s, t)) ∈ R × R × R 2 , we write
We find z s + J(s, t)z t + S(s, t)z = 0 and further on, with z(s, t) = (x(s, t), y(s, t)), a s = (ϑ t + xy t )f(f) and a t = −(ϑ s + xy s )f(f).
It is convenient to decompose the matrix S(s, t) into its symmetric and anti-symmetric parts with respect to the inner product ·, −J 0 J(s, t)· = ·, −J 0 J Ps (f(s, t))· on R 2 by introducing
where S * is the transpose of S with respect to the inner product ·, −J 0 J(s, t)· . Explicitly we have S * = JJ 0 S T J 0 J, where S T is the transpose matrix of S with respect to the Euclidian inner product ·, · in R 2 . In terms of B and C, the above equation becomes z s + J(s, t)z t + B(s, t)z + C(s, t)z = 0.
The operator A(s) :
is self-adjoint with respect to the inner product ·, · s in
The norms x 2 s := x, x s are equivalent to the standard L 2 (S 1 , R 2 )−norms (denoted by · ) in the following sense:
Lemma 22. There exist the constants h, c > 0 such that for all R > h and all J Ps −holomorphic curves (u, R, P) satisfying the assumptions of Lemma 21, all x ∈ L 2 (S 1 , R 2 ), and all s ∈ [−R, R], we have
Proof. The first inequality is obtained due to the fact that the domain-dependent complex structure J ρ (p), for ρ ∈ [−C, C] and p ∈ M, varies continously in a compact subset of the set of complex structures. For the second inequality we additionally use the that −J 0 J(s, t) is uniformly positive definite.
Lemma 23. There exists a constant h > 0 such that for every R > h and every J Ps −holomorphic curve (u, R, P) satisfying the assumptions of Lemma 21, the following holds true. If u = (a, f) is the reparametrization in local coordinates and A(s) the associated operator, then there exists a constant η > 0 such that
Proof. We prove the inequality by contradiction. Assume that this is not true. Then for any h n = 2n we assume the existence of R n ∈ R + such that R n > 2n and a sequence of J P n s −holomorphic curves (u n , R n , P n ) satisfying the assumptions of Lemma 21 and
Here ǫ 0 > 0 is the constant defined by (4.2). Representing u n in local coordinates as u n (s, t) = (a n (s, t), ϑ n (s, t), z n (s, t)) we have the associated operator
where J n (s, t) = J P n s (f n (s, t)) and where S n (s, t) and B n (s, t) are defined as above. We assume that there exists a sequence s n ∈ [−R n − n, R n + n] and ξ n ∈ W 1,2 (S 1 , R 2 ) such that ξ n s n = 1 and A n (s n )ξ n s n → 0. (4.5)
We consider now the translated maps v n (s, t) = (b n (s, t), v n (s, t)) = (a n (s + s s , t) − a n (s n , 0), f n (s + s n , t)) for all n and (s, t) ∈ [−n, n] × S 1 . Argueing as before we find thatṽ n →ṽ in C
, whereṽ is a cylinder over a distinguished periodic orbit x(t) lying in the center of the tubular neighbourhood. Hence in local coordinates we can writeṽ(s, t) = (T s + a 0 , kt + ϑ 0 , 0) with two constants a 0 and ϑ 0 . Setting s = 0 we obtain ∂ ∂t a n (s n , t) → 0,
as n → ∞, uniformly in t. Consequently, it follows that
as n → ∞, uniformly in t and for some τ {s n } given by P n s n → τ {s n } . Since J n (s, ·)ξ s = ξ s for every ξ ∈ L 2 (S 1 , R 2 ) and from Lemma 22, there exists a constant c > 0 such that for all n ∈ N and
Consequently, the sequence ξ n as constructed in (4.5) is bounded in W 1,2 . Since W 1,2 is compactly embedded in L 2 , a subsequence of ξ n converges in L 2 . Therefore, by assumption (4.5), the limits (4.6) and (4.7), and the estimate (4.8) we have that after going over to a subsequence, ξ n is a Cauchy sequence in W 1,2 (S 1 , R 2 ) so that
and (4.6) and (4.7) one concludes that ξ solves the equation
which is a contradition to the fact that the periodic orbits x(t) = (kt + ϑ 0 , 0) was assumed to be non-degenerate.
The next theorem is similar to Theorem 1.3 of [7] ; the only difference is that it is formulated for pseudoholomorphic curves with respect to a domain-dependent almost complex structure on the target space R × M.
Theorem 24. Let h 0 > 0 be the constant appearing in Theorem 11 and being associated with 0 < ψ < h/2. Then there exist the positive constants δ 0 , µ, and ν < min{4π, 2µ} such that the following hold: Given 0 < δ δ 0 , there exists h h 0 such that for any R > h and any J Ps −holomorphic curve (u, R, P) such that A(u) > 0, there exists a unique (up to a phase shift) periodic orbit x(t) of the Reeb vector field X α with period
In addition, there exists a tubular neighbourhood
Using the covering R of S 1 = R/Z, the map u is represented in local coordinates R × U as u(s, t) = (a(s, t), ϑ(s, t), z(s, t))
where (a 0 , ϑ 0 ) ∈ R 2 are constants. The functionsã,θ, and z are 1−periodic in t, and the positive integer k is the covering number of the T −periodic orbit represented by x(T t) = (kt, 0, 0). For all multiindices α there exists a constant C α such that for all (s, t) ∈ [−R + h, R − h] × S 1 the following estimates hold:
.
For the proof of the theorem we need the following
Remark 25. By Lemma 21, which is similar to Lemma 3.3 from [7] , we have |∂ α s f(s, t)| δ for all α 1 and all (s, t) ∈ [−R + h, R − h] × S 1 . As a result, the derivatives with respect to the s coordinate of J(s, t) and B(s, t) contain factors estimated by δ. This can be seen as follows. Recalling that J(s, t) = J Ps (ϑ(s, t), z(s, t)) we find
For R sufficiently large, the assumption on the universal bound of the conformal co-period gives |P| δ; consequently, |∂ s J(s, t)| = O(δ). In a similar way it can be shown that |∂ Now, the proof of Theorem 24 proceeds as in [7] by using Lemma 23 and Remark 25, and for this reason, it is omitted here.
Proof of Theorem 4
Applying Theorem 24 to the sequence of J P n s −holomorphic curves (u n , R n , P n ) we find the following.
Corollary 26. For any ǫ > 0 there exist h > 0 and N ǫ,h ∈ N such that for any n N ǫ,h , we have
uniformly in t.
For h > 0 sufficiently small and in regard of Condition A2 we continue to denote the cylinder
In view of (4.9) we assume that the quantities r − n := inf t∈S 1 a n (−R n , t) and r
Recalling that P n , S n and 1/R n are zero sequences we reformulate the above findings as in Corollary 17.
Corollary 27. For every sequence h n ∈ R + satisfying h n < R n and h n , R n /h n → ∞ and every ǫ > 0 there exists N ∈ N such that dist g 0 (f n (s, t), x(T t)) < ǫ and |a n (s, t) − T s − a 0 | < ǫ for all n N. Moreover, for the period P n and co-period S n we obtain that h n P n , h n S n → 0 as n → ∞.
Proof. The proof of the first and second statement follows as in Corollary 17.
The next theorem which states a C ∞ loc − and a C 0 −convergence result for the maps u n with positive center action is the analog of Theorem 2.
Theorem 28. There exists a subsequence of the sequence of J P n s −holomorphic curves (u n , R n , P n ), also denoted by (u n , R n , P n ), and the pseudoholomorphic half cylinders u ± defined on (−∞, 0] × S 1 and [0, ∞) × S 1 , respectively such that for every sequence h n ∈ R + and every sequence of diffeomorphisms
1. For any sequence s n ∈ [−R n + h n , R n − h n ] there exists a subsequence of the shifted maps u n (s + s n , t) − T s n , defined on
The left shifts u
C 0 −convergence:
The maps f
4. For any R > 0, there exist ρ > 0 and N ∈ N such that a n • θ
Proof. As in Theorem 2 we prove only the first and second statements of the C ∞ loc −convergence. Let h n ∈ R + be a sequence satisfying h n < R n and h n , R n /h n → ∞ as n → ∞ and let the sequence of diffeomorphisms θ n : [−R n , R n ] → [−1, 1] fulfill the assumptions of Remark 1. To prove the first statement we consider the shifted maps u n (·+s n , ·), defined on [−R n +h n −s n , R n −h n −s n ]× S 1 , for any sequence s n ∈ [−R n +h n , R n −h n ]. By Corollary 27, there exists a subsequence of u n (s + s n , t) − T s n that converges in C ∞ loc to a trivial cylinder (T s + a 0 , x(T t)) over the Reeb orbit x(T t). To prove the second statement, we consider the shifted maps u
with respect to the standard complex structure i on [0, +∞) × S 1 and the almost complex structure J −τ on the domain, whereτ = lim n→∞ P n R n . We show that u − is asymptotic to a trivial cylinder over the Reeb orbit x, i.e. (T s + a 0 , x(T t)). In fact, for proving
we argue by contradiction. Assume that there exists a sequence
using Corollary 27 and employing the same arguments as in Theorem 2 we are led to the contradiction dist g 0 (w, w ′ ) 3ǫ/10. Consider now the R−coordinate a n . To prove (4.10) for the R−coordinate it is sufficient to replace f − by the function a − (r, t) − T r − a 0 and to repeat the above arguments. Because, (θ
This finishes the proof of the C ∞ loc −convergence. To prove the first statement of the C 0 −convergence, we use Corollary 17 which yields dist g 0 (f n (θ
uniformly. For the second statement we take into account that the maps f Proposition 29. For any R > 0, there exist ρ > 0 and N ∈ N such that a n • θ
Proof. The proof follows exactly the steps from Lemma 4.10, Lemma 4.13, and Lemma 4.17 of [6] .
We give now the proof of Theorem 4, which closely follows the proof of Theorem 2.
Proof. (of Theorem 4)
We start by proving the first statement of the C ∞ loc −convergence. Let h n ∈ R + be a sequence satisfying h n < R n and h n , R n /h n → ∞ as n → ∞ and let the sequence of diffeomorphisms θ n : [−R n , R n ] → [−1, 1] fulfill the assumptions of Remark 1. As in the proof of Theorem 2 we consider for (s, t) s, t) ) and a n (s, t) = a n (s, t) − Γ n (s, t), (4.11) and that by Remark 7, the functions Γ n can be chosen to have vanishing average. By Theorem 16, u n (0, ·), u n (0, ·) → (a 0 , x(T t)) ∈ R × M as n → ∞. Hence a n (0, ·), a n (0, ·) → a 0 . By Theorems 28 and 36, for any sequence
) over the Reeb orbit x(T t), where τ {s n } = lim n→∞ P n s n . To prove the second statement of the C ∞ loc −convergence, we consider the shifted maps u
n , where r − n := inf t∈S 1 a n (−R n , t), together with the maps u − n satisfy (3.7) giving (3.8); whence by Theorems 28 and 37, u
, and can be regarded as a H−holomorphic map with harmonic perturbation dΓ − . As in Theorem 2, the statement concerning the harmonic perturbations γ n follows from Corollary 39, while the proof of the third statement proceeds analogously; the only difference is that the asymptotic of the map u + is (T s + a 0 , φ α −τ (x(T t))). To prove the first statement of the C 0 −convergence, we consider the maps f n satisfying f n (s, t) = φ α P n s (f n (s, t)) and
There exists a constant c > 0 such that for all (s, t) ∈ [−1/2, 1/2] we have
Accounting of (3.9) we deduce that for (s,
which is a segment of a Reeb trajectory. To prove the second statement we consider the maps v
and use (3.10) to conclude that v
The third statement is proved in a similar manner, while the last statement follows from Proposition 29 and the fact that the harmonic functions Γ n are uniformly bounded in C 0 . More precisely, with Γ n as defined in Appendix A, we can write a n (θ
Hence by Theorem 36 there exists a constant C 0 > 0 such that Γ n is uniformly bounded in
Since we have assumed that the sequence S n is positive we get
On the other hand, from Proposition 29 we have that for every R > 0 there exist ρ > 0 and N ∈ N such that a n (θ
Thus we obtain a n (θ
for all n N and all (s, t) ∈ [−ρ, ρ] × S 1 . If we assume that S n R n → σ as n → ∞ we find a n (θ
for all n N and all (s, t) ∈ [−ρ, ρ] × S 1 . For C := σ + 1 + C 0 the last statement readily follows. The proof of Theorem 4 is finished.
A Compactness of harmonic cylinders
In this section we describe the C ∞ loc -and C 0 -convergence of a sequence of harmonic functions Γ n on cylinders
This result is used in the proof of Theorems 2 and 4. The analysis is performed in the following setting:
1 such that dΓ n is a harmonic 1−form with respect to the standard complex structure i on R×S 1 , i.e. if s, t are the coordinates on
C3 Γ n has vanishing average over the cylinder [−R n , R n ] × S 1 , i.e. for all n ∈ N we have
C4 the L 2 −norm of dΓ n is uniformly bounded, i.e. there exists a constant C > 0 such that
The subsequent lemma gives a decomposition of Γ n in a linear term and a harmonic function satisfying properties C1-C4 and having a uniformly bounded L 2 −norm.
Lemma 30. There exists a sequence S n ∈ R with |S n | C/2R n such that the harmonic function Γ n :
Proof. We consider the Fourier series of the harmonic function Γ n , i.e.
Because Γ n has vanishing mean value, we have
As Γ n is a harmonic function, the coefficients c n k can be readily computed; we find
2), d n = 0, and the Fourier expansion of Γ n takes the form
For every s ∈ [−R n , R n ] we have
and so,Γ n is a real valued function harmonic function. On the other hand by Hölder inequality we find the estimate
We show now that dΓ n has a uniform L 2 −bound. By (A.3) and Hölder ineuqality we get
ThusΓ n satisfies the property C4 from above, and obviously, properties C1-C3. Next we prove estimate (A.1). By (A.3), the L 2 −norm ofΓ n computes as follows
On the other hand we have
we end up with
Remark 31. The quantity S n can be interpreted as the co-period of the harmonic 1−form dΓ n over the closed curve {0} × S 1 with respect to the standard complex structure i on R × S 1 .
In particular, we see that for all n we have
The next lemma establishes uniform bounds on the derivatives ofΓ n .
Lemma 32. For any δ > 0 and k ∈ N 0 there exists a constantC =C(δ, k, C) > 0 such that
C for all n ∈ N and R δ n := R n − δ.
Proof. Set F n := ∂ sΓn + i∂ tΓn : [−R n , R n ] × S 1 → C, and note that F n is a holomorphic function with uniformly bounded L 2 −norm, i.e.
for all n ∈ N. AsΓ n is harmonic it is obvious that
Hence |F n | 2 is subharmonic. By using the mean value property for subharmonic functions we conclude that for any δ > 0 and any z = (s, t)
Since these estimates hold for all
In particular, by using (A.5), we find
for all n ∈ N. By the Cauchy integral formula for holomorphic fuctions and (A.6) we deduce that the derivatives of F n are uniformly bounded on
Using (A.4) and the mean value property and Hölder inequality forΓ n we find that for all
Hence we get
Remark 33.
1. From the proof of Lemma 32 the following result can be established: By Arzelá-Ascoli theorem, for any sequence
, where F n = ∂ sΓn + i∂ tΓn , contains a subsequence, also denoted by F n (· + s n , ·), that converges in C ∞ loc to some holomorphic map F; F depends on the sequence {s n }, has bounded L 2 -and C 0 -norms, and is defined either on a half cylinder or on R × S 1 . In the later case, when R δ n − s n and R δ n + s n diverge, F has to be 0. Indeed, by Liouville therem, F has to be constant, while from the boundedness of the L 2 −norm we conclude that F is 0.
2. By Lemma 32, (A.4) and the Liouville theorem for harmonic functions,Γ n (0, ·) converges to 0. By Lemma 32
and Remark 33, the sequence of harmonic functionsΓ n (· + s n , ·) with
, contains a subsequence that converges in C ∞ loc to some harmonic function defined either on a half cylinder or on R × S 1 . In the later case the limit harmonic function has to be 0 by the same arguements as above.
To simplify notation we drop the index δ. We define the harmonic functionsΓ Proposition 34. For any ǫ > 0 there exists h > 0 such that for any R n > h we have
Proof. Assume that this is not the case. Then there exist ǫ 0 , C 0 > 0 such that for any h k := k there exist R n k > k and a sequence (
and by Remark 33 we conclude that the H k converge in C ∞ loc to some harmonic function H : R × S 1 → R with bounded L 2 and C 0 −norms. By the Liouville theorem for harmonic function, H ≡ 0. This gives a contradiction to |H k (0, t k )| = |Γ n k (s k , t k )| ǫ 0 , and the proof is finished.
Corollary 35. For every sequence h n ∈ R + satisfying h n < R n and h n , R n /h n → ∞ and every ǫ > 0 there exists N ∈ N such that Γ n C 0 ([−R n +h n ,R n −h n ]×S 1 ) < ǫ for all n N. Moreover, for the co-period S n we obtain that h n S n → 0 as n → ∞.
Proof. Consider a sequence h n ∈ R + with h n < R n and h n , R n /h n → ∞ as n → ∞ and let ǫ > 0 be given. By Proposition 34, there exist h ǫ > 0 and N ǫ ∈ N such that for all n N ǫ we have R n > h ǫ and
By taking N ǫ sufficiently large and since h n → ∞ we assume that for all n N ǫ ,
we have R n > h n > h ǫ , giving Γ n C 0 ([−R n +h n ,R n −h n ]×S 1 ) < ǫ. By Remark 31 it follows from R n S n → σ and R n /h n → ∞ as n → ∞ that h n S n → 0 as n → ∞.
In the following the subsequenceΓ k will be denoted byΓ n . To describe the C 0 −convergence of the mapsΓ n for a sequence h n ∈ R + with h n < R n and h n , R n /h n → ∞ as n → ∞, we consider the sequence of diffeomorphisms θ n defined in Remark 1 is needed. Further on, let us introduce the maps
We prove the following Theorem 36. For every sequence h n ∈ R + satisfying h n < R n and h n , R n /h n → ∞ as n → ∞, the following convergence results hold for the mapsΓ n and Γ n and their left and right shiftsΓ ± n and Γ ± n , respectively. C ∞ loc −convergence:
1. For any sequence s n ∈ [−R n +h n , R n −h n ] there exists a subsequence of the sequence of shifted harmonic functionsΓ n (· + s n , ·), also denoted byΓ n (· + s n , ·), which is defined on
and converges in C ∞ loc to 0.
The harmonic functionsΓ
3. The harmonic functionsΓ
Proof. First we prove the C ∞ loc −convergence of the harmonic funcitons Γ n .
1. By Remark 33, for any sequence s n ∈ [−R n + h n , R n − h n ] the sequence of shifted harmonic maps Γ n (· + s n , ·) contains a subsequence, also denoted by Γ n (· + s n , ·), which is defined on
Consider the shifted maps
By Lemma 32, these maps have uniformly bounded derivatives, and hence after going over to some subsequence, they converge in
In the following we show that Γ − is asymptotic to 0, i.e. that lim s→∞ Γ − (s, t) = 0. We prove by contradiction. Because the Γ n are uniformly bounded in C 0 , we assume that there exists a sequence (
Putting ǫ := |w| > 0, using Proposition 34, and argueing as in Theorem 2 we are led to the contradiction ǫ = |w| 3ǫ/10. As (θ
3. The proof for the maps Γ + n proceeds as in Case 2.
To prove the C 0 −convergence of the harmonic funcitons Γ n , we prove that the functions Γ n , Γ − n and Γ + n converge in C 0 . 
From Corollary 35 it follows that
Γ n C 0 ([−1/2,1/2]×S 1 ) → 0 as n → ∞.
Consider now the maps Γ
n (−σ) −R n + h. Therefore, by the monotonicity of θ n , we have θ
3. For the maps Γ + n we proceed analogously.
In the following, we establish a convergence result for the harmonic functions Γ n . For this purpose, we define the harmonic functions Γ
Moreover, by means of the homeomorphism θ n , we define the maps
We are now in the position to derive a convergence result for the sequence of harmonic functions Γ n .
Theorem 37. For every sequence h n ∈ R + satisfying h n < R n and h n , R n /h n → ∞ as n → ∞, the following C ∞ loc −convergence results hold for the maps Γ n and Γ n and their left and right shifts Γ ± n and Γ ± n , respectively:
1. For any sequence s n ∈ [−R n +h n , R n −h n ] there exists a subsequence of the sequence of shifted harmonic functions Γ n (· + s n , ·), also denoted by Γ n (· + s n , ·) and defined on [−R n + h n − s n , R n − h n − s n ] × S 1 , such that Γ n (· + s n , ·) − S n s n converges in C ∞ loc to 0.
The harmonic functions
Γ − n + S n R n : [0, h n ] × S 1 → R converge in C ∞ loc to a harmonic functionΓ − : [0, +∞) × S 1 → R which is asymptotic to 0. Furthermore, Γ − n + S n R n : [−1, −1/2] × S 1 → R converge in C ∞ loc ([−1, −1/2) × S 1 ) to the map Γ − : [−1, −1/2) × S 1 → R such that lim s→− 1 2 Γ − (s, t) = 0 in C ∞ (S 1 ).
. By Theorem 36, the first assertion readily follows. Putting Γ − n (s, t) − S n R n = S n s +Γ − n (s, t), using the fact that Γ − n (s, t) + S n R n = S n (θ
which is asymptotic to 0 as s → −1/2, and applying Theorem 36 finishes the proof of the second assertion. The third assertion is proved in a similar manner.
To derive a notion of C 0 convergence we assume that the sequence S n R n converges, i.e. S n R n → σ as n → ∞. Note that this assumption is the same as Assumption A5 of Section 1.
Theorem 38. For every sequence h n ∈ R + satisfying h n < R n and h n , R n /h n → ∞ as n → ∞, the following C 0 −convergence results hold for the maps Γ n together with their left and right shift Γ ± n :
1. There exists a subsequence of Γ n that converges in
2. There exists a subsequence of Γ
3. There exists a subsequence of Γ
Proof. We consider Γ n (s, t) = S n θ −1 
to 0, and applying Theorem 37 proves the second assertion. The third assertion follows in an analogous manner.
Finally, we establish a convergence result for the derivative of Γ n . Due to Lemma 30, we have dΓ
For a sequence h n ∈ R + satisfying h n < R n and h n , R n /h n → ∞ as n → ∞, consider the sequence of diffeomorphisms θ n : [−R n , R n ] → [−1, 1] as in Theorem 2. In terms of θ n we obtain the equations dΓ For the choice C 2 := c 0 K/(4π), the assertion then readily follows.
Corollary 41. Let (W, J 0 ) be as above, and let W −δ ⊂ W with δ > 0 consists of points in W having the distances to ∂W (with respect to the metric g 0 ) at least δ. Then there exist the constants C 3 , ǫ 0 > 0 such that for any J Ps −holomorphic curve (u, R, P) and any compact subset K ⊂ [−R, R] × S 1 with smooth boundary satisfying u(K) ⊂ W −δ and diam g 0 (u(K)) ǫ 0 , we have
Proof. Cover W −δ by balls p∈W\∂W B Remark 43. u * g 0 is a positive semi-definite Riemann metric, i.e. u * g 0 vanishes only when the derivative of u vanishes. Due to Carleman similarity principle [21] this occurs only in a finite number of points.
Proof. Let C 3 and ǫ 0 be the constants from Corollary 41, (u, R, P) a J Ps −holomorphic curve, and K ⊂ [−R, R] × S 1 a compact set with smooth boundary such that K ⊂ u −1 (W −δ ) and diam u * g 0 (K) ǫ 0 . Noting the inequality
we obtain diam g 0 (u(K)) ǫ 0 , while by means of Corollary 41 we find
On the other hand, by definition we have
where vol u * g 0 is the 2−form defined by vol u * g 0 (v, w) = g 0 (du(v), du(v))g 0 (du(w), du(w)) − g 0 (du(v), du(w)) For a J Ps −holomorphic curve (u, R, P) we define a positive semi-definite Riemannian metric on [−R, R] × S 1 by h u,(s,t) = g Ps (u(s, t))(du(s, t)·, du(s, t)·).
Note that this metric is not exactly a pull-back metric since g is parameter dependent. By (2.9), there exists a constant C The next theorem is the key feature in the proof of the monotonicity lemma.
Theorem 45. Let S be a compact surface with non-empty boundary ∂S and let h be a positive semi-definite Riemann metric that vanishes only in a finite number of points away from the boundary ∂S. Let d = d h be the distance function with respect to h. Assume that there exist the constantsC,ε > 0 such that for all compact subsurfaces S ′ ⊂ S\∂S with diam h (S ′ ) ǫ,
Then, for all r ∈ (0,ǫ/2) and all x ∈ S such that B r (x) ⊂ S\∂S, we have area h (B r (x)) 1 4C r 2 .
Proof. Let P = {p 1 , ..., p N } ⊂ S be the points where the metric h vanishes. Leth be an arbitrary Riemann metric on S and consider for ρ > 0 the balls B ρ (p i ) for all i = 1, ..., N. After making ρ sufficiently small assume that B ρ (p i ) and ∂S are pairwise disjoint for all i = 1, ..., N, and for ρ < r that
is a manifold with boundary. Consider the distance function d x : S → R, y → d(x, y). As this defines a metric on S, d x is 1−Lipschitz continous, and by the co-area formula [9] , we obtain
Bh ρ (p i ) dt. From the isoperimetric inequality it follows that
Separating the variables and integrating with respect to r ′ over the full measure set of noncritical values of d x yields 2 A(r) 1 √C r.
Hence area h (B r (x)) A(r) r 2 /(4C).
The next corollaries follow from Theorem 45.
Corollary 46. Let (W, J 0 ) be as above and δ > 0. Let g 0 be a Hermitian metric for J 0 . Then there exist the constants C 6 , ε 2 > 0, such that for all J Ps −holomorphic curves (u, R, P), all r ∈ (0, ǫ 2 /2), and all x ∈ [−R, R]×S Proof. Let C 5 , ε 1 > 0 be as in Corollary 44. Pick a J Ps −holomorphic curve (u, R, P). For any compact subset
The following version is also valid:
Corollary 50. There exist the constants C 8 , ǫ 4 > 0 such that for any J Ps −holomorphic curve (u, R, P), any r ∈ (0, ǫ 4 ), and any .
