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Resumen
La E/S constituye en la actualidad uno de los principales cuellos de botella de los sistemas distribuidos
de propo´sito general, debido al desequilibrio existente entre el tiempo de co´mputo y de E/S. Una de
las soluciones propuestas para este problema ha sido el uso de la E/S paralela. En esta a´rea, se han
originado un gran nu´mero de bibliotecas de E/S paralela y sistemas de ficheros paralelos.
Este tipo de sistemas adolecen de algunos defectos y carencias. Muchos de ellos esta´n concebidos
para ma´quinas paralelas y no se integran adecuadamente en entornos distribuidos y clusters. El uso
intensivo de clusters de estaciones de trabajo durante estos u´ltimos an˜os hace que este tipo de sistemas
no sean adecuados en el escenario de computacio´n actual.
Otros sistemas, que se adaptan a este tipo de entornos, no incluyen capacidades de reconfiguracio´n
dina´mica, por lo que tienen una funcionalidad limitada.
Por u´ltimo, la mayor´ıa de los sistemas de E/S que utilizan diferentes optimizaciones de E/S, no
ofrecen flexibilidad a las aplicaciones para hacer uso de las mismas, intentando ocultar al usuario
este tipo de te´cnicas. No obstante, a fin de optimizar las operaciones de E/S, es importante que las
aplicaciones sean capaces de describir sus patrones de acceso, interactuando con el sistema de E/S.
En otro a´mbito, dentro del a´rea de los sistemas distribuidos se encuentra el paradigma de agentes,
que permite dotar a las aplicaciones de un conjunto de propiedades muy adecuadas para su adaptacio´n
a entornos complejos y dina´micos. Las caracter´ısticas de este paradigma lo hacen a priori prometedor
para abordar algunos de los problemas existentes en el campo de la E/S paralela.
Esta tesis propone una solucio´n a la problema´tica actual de E/S a trave´s de tres l´ıneas principales:
(i) el uso de la teor´ıa de agentes en sistemas de E/S de alto rendimiento, (ii) la definicio´n de un
formalismo que permita la reconfiguracio´n dina´mica de nodos de almacenamiento en un cluster y
(iii) el uso de te´cnicas de optimizacio´n de E/S configurables y orientadas a las aplicaciones.

Abstract
Nowadays, the I/O system is one of the major bottlenecks in general purpose distributed systems,
because of the difference between the computing and I/O time. Parallel I/O is one of the proposed
solutions to this problem. In this area, a great number of parallel I/O libraries and parallel file systems
have been developed.
These systems have some drawbacks. Many of these ones are thought for parallel machines and are
not suitable for distributed systems and clusters. The proliferation of these last environments make
worse this disadvantage.
Other systems, which are based on clusters, do not include dynamic reconfiguration features and
provide a limited functionality.
Finally, most of the I/O systems that use I/O optimizations, do not provide flexibility to the
applications, trying to hide these features to such applications. Nevertheless, with the aim of increasing
I/O operations performance, it is important to allow the applications to describe their access patterns
and to interact with the I/O system.
On a different domain, the agents paradigm offers several characteristics to the applications, very
appropriate for their adaptation to complex and dynamic environments. These features are promising
for solving some of the problems on the parallel I/O field.
This thesis proposes a solution of the I/O problem through three different lines: (i) the usage of
agents theory in high-performance I/O systems, (ii) the definition of a formalism that allows storage
servers of a cluster to be reconfigured dynamically and (iii) the usage of configurable and application-
oriented I/O optimization approaches.
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Capı´tulo 1
Introduccio´n
Los sistemas de E/S han sido frecuentemente “marginados” en el mundo de la arquitectura, cuyos
logros en el campo de los procesadores han ocultado y mantenido en la sombra toda la problema´tica
del sistema de almacenamiento y recuperacio´n de la informacio´n.
Un ejemplo de este abandono lo constituye el hecho de que benchmarks populares tales como
SPEC hayan descalificado a benchmarks cuyas fases de E/S ocupan ma´s de un 5% del tiempo total
de proceso.
No obstante, la importancia de los sistemas de E/S y de su rendimiento es hoy en d´ıa incuestionable.
Para demostrar esto, simplemente basta con fijarse en los nombres utilizados para las distintas e´pocas
de la informa´tica [JCB02]. Al per´ıodo transcurrido entre los an˜os 60 y 80 se le denomino´ e´poca de
la revolucio´n de la computacio´n. Por el contrario, al per´ıodo que comienza a partir de los an˜os 90
se le denomina era de la informacio´n. Este cambio de mentalidad da un mayor protagonismo a la
informacio´n y a los sistemas que se encargan de su almacenamiento y recuperacio´n.
El aumento de la importancia de la informacio´n frente al procesamiento tambie´n ha sido recogido
por el campo de la programacio´n. La programacio´n orientada a objetos [Boo91], que ha supuesto un
cambio radical en dicha disciplina, da mayor prioridad a los datos que la programacio´n cla´sica.
Por otro lado, las mejoras en los tiempos de acceso de los discos no han guardado proporcio´n con
el incremento del rendimiento de los procesadores, que ha mejorado ma´s de un 50% cada an˜o. A
pesar de que la densidad magne´tica media se ha incrementado de forma dra´stica [Hug02], superando
incluso lo estimado por la ley de Moore y reduciendo los tiempos de transferencia del disco entre un
60% y un 80% cada an˜o, el tiempo total de acceso so´lo se ha reducido un 10% cada an˜o, debido
a su dependencia de sistemas meca´nicos. La ley de Amdahl afirma que el speedup logrado por los
procesadores queda limitado por el componente del sistema ma´s lento. De aqu´ı, se concluye de nuevo
que es necesario mejorar el rendimiento del sistema de E/S a fin de acercarlo al rendimiento de la
CPU. Una de las formas de realizar esta tarea es llevar a cabo operaciones de E/S en paralelo, a trave´s
del uso de sistemas de ficheros paralelos.
Es de especial revelancia esta limitacio´n para determinadas aplicaciones que gestionan grandes
cantidades de datos y han de hacerlo de forma eficiente. En los u´ltimos an˜os han cobrado relevancia
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pu´blica los temas relacionados con las ciencias de la vida y el comportamiento humano y, por extensio´n,
las aplicaciones asociadas a los mismos. El conocimiento del genoma humano, los progresos en la
neurociencia o el desarrollo de la Inteligencia Artificial son algunos de los aspectos en los que se centra
la actividad cient´ıfica del siglo que acaba de comenzar, de tal modo que ya se empieza a hablar de
era del conocimiento. Tal vez la distincio´n ma´s clara entre la era del conocimiento y la era de la
informacio´n sea el e´nfasis de la primera en el significado y sema´ntica de dicha informacio´n. Pero es
obvio que ambos conceptos, informacio´n y conocimiento, esta´n intimamente relacionados, aunque no
pocas veces se tiende a olvidar.
Es por tanto l´ıcito pensar que los sistemas que se encargan de la recuperacio´n y del almacenamiento
de la informacio´n dependan de las aplicaciones que utilizan dicha informacio´n y que van a permitir
explotar el conocimiento inherente en la misma. Existe una tendencia a disen˜ar e implementar los
sistemas de almacenamiento sin tener muchas veces en cuenta las capas superiores por las que son
utilizados, siendo los primeros totalmente transparentes a estas u´ltimas. No obstante, parece razonable
establecer determinados patrones de almacenamiento, que permitan optimizar el acceso a los datos
dependiendo del dominio de la aplicacio´n.
Por u´ltimo, los avances realizados en el campo de las redes han provocado un cambio de escenario
en los sistemas de E/S actuales, tendie´ndose a utilizar nodos de E/S distribuidos, de forma ana´loga a
las denominadas SAN (Storage Area Network).
Debido a las mejoras producidas en el hardware y sobre todo al decremento sufrido por los precios
de los componentes informa´ticos, los clusters han aparecido como una alternativa muy atractiva en el
campo de la computacio´n paralela y distribuida.
En este marco y a fin de integrar distintas funcionalidades deseables en el sistema de almacena-
miento se pueden utilizar diferentes tecnolog´ıas de sistemas distribuidos, entre las que se encuentra
la tecnolog´ıa de agentes, que destaca por su relativa juventud y por su adaptacio´n a diferentes do-
minios. El uso de agentes tambie´n permite proporcionar otras caracter´ısticas adicionales, tales como
autonomia, reactividad y proactividad.
1.1. Estudio del problema
Los actuales avances en el disen˜o de procesadores junto con la proliferacio´n de estaciones de trabajo
de alto rendimiento y las mejoras en la tecnolog´ıa de redes ha creado un enorme intere´s en el disen˜o
y construccio´n de software para sistemas distribuidos y paralelos. Dentro de este intere´s, el disen˜o de
sistemas operativos, y como parte de los mismos, el de sistemas de ficheros y almacenamiento para
entornos distribuidos ha ocupado un lugar preferente.
Los sistemas de ficheros proporcionan una capa de abstraccio´n a las aplicaciones que les permite
explotar el sistema de E/S de una forma eficiente y sencilla. Por un lado, los sistemas de ficheros
distribuidos permiten el acceso y la comparticio´n de mu´ltiples dispositivos de almacenamiento. No
obstante, este tipo de sistemas quedan limitados por el acceso secuencial a cada servidor, lo que
convierte a dichos servidores en un cuello de botella en el sistema. De este modo, el sistema de E/S
limita el incremento de rendimiento logrado por las nuevas arquitecturas.
De cara a resolver toda la problema´tica que plantea la E/S, se han propuesto diferentes solucio-
nes, entre las que cabe destacar el uso de sistemas de E/S paralelos. Actualmente, la E/S paralela
se utiliza en diferentes tipos de aplicaciones, cada una de las cuales tiene requisitos muy diferentes.
Por este motivo, han surgido diferentes bibliotecas de E/S paralela que ofrecen a los programadores
de aplicaciones un conjunto de funciones de E/S altamente especializadas y que intentan obtener el
ma´ximo rendimiento y flexibilidad para cada clase de aplicacio´n. Esta situacio´n ha desembocado en
una falta de estandarizacio´n de la E/S paralela. No existe una API esta´ndar utilizada por todas las
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bibliotecas de E/S. El resultado es una falta de portabilidad de las bibliotecas de E/S paralela. De
hecho, MPI-IO es la u´nica iniciativa real de intento de estandarizacio´n de la interfaz paralela de E/S.
El principal problema de las bibliotecas de E/S paralela es que esta´n concebidas fundamentalmente
para el desarrollo de aplicaciones paralelas y no ofrecen una solucio´n gene´rica para su uso en siste-
mas distribuidos. Por otro lado, los sistemas de ficheros paralelos operan independientemente de la
aplicaciones ofreciendo una mayor flexibilidad y generalidad.
No obstante, los sistemas de ficheros paralelos existentes adolecen de algunos defectos y carencias,
a saber:
En general, se trata de soluciones “ad-hoc”, que utilizan servidores propios, incompatibles con
los de otros sistemas de ficheros. Adema´s, el uso de servidores propios hace ma´s complejo el
sistema de E/S y complica su instalacio´n y uso.
Estos sistemas esta´n especialmente pensados para ma´quinas paralelas y, en general, no se inte-
gran de forma adecuada en entornos distribuidos de propo´sito general. La proliferacio´n de este
tipo de entornos agrava au´n ma´s este inconveniente.
La explotacio´n de los sistemas de ficheros paralelos, as´ı como de la computacio´n paralela en
general ha estado unida tradicionalmente a entornos formados por grandes computadores con
una alta capacidad de procesamiento, pero a cambio de un alto coste.
Los sistemas de ficheros paralelos no suelen estar concebidos para su uso en entornos de com-
putacio´n heteroge´neos. El incremento de entornos de este tipo provoca que estos sistemas no
suplan las necesidades actuales de computacio´n.
La mayor´ıa de los sistemas de E/S que utilizan diferentes optimizaciones de E/S, tales como
caching, prefetching o hints, no ofrecen flexibilidad a las aplicaciones para hacer uso de las
mismas, intentando ocultar al usuario este tipo de te´cnicas. No obstante, para aplicaciones
cr´ıticas en el tiempo o soluciones muy optimizadas ser´ıa interesante disponer de algu´n tipo de
interfaz que permitiera adaptar dichas te´cnicas a su dominio concreto.
Adema´s de estas desventajas, el escenario de computacio´n actual ha cambiado en los u´ltimos
an˜os, utiliza´ndose de forma intensiva clusters de estaciones de trabajo, en lugar de los tradicionales
supercomputadores especializados.
Como parte integrante de estos clusters se utilizan un conjunto de servidores de ficheros tradicio-
nales y distribuidos, sin caracter´ısticas de paralelismo, pero capaces de proporcionar la funcionalidad
necesaria para acceder a los ficheros almacenados en los mismos. Estos servidores esta´n ampliamen-
te probados, por tratarse de servidores de uso extendido. Un ejemplo caracter´ıstico de este tipo de
servidores lo constituyen los servidores NFS [SGK+85].
Dentro del a´rea de los sistemas distribuidos se encuentra el paradigma de agentes, que permite
abordar los problemas de una forma completamente nueva en el mundo de la computacio´n. A pesar
de que esta disciplina suele suscribirse dentro del a´rea de la Inteligencia Artificial Distribuida (IAD),
se ha utilizado en campos muy diversos. La principal ventaja de la tecnolog´ıa de agentes es su aporte
conceptual, que permite dotar a las aplicaciones de un conjunto de propiedades muy adecuadas para
su adaptacio´n a entornos complejos y dina´micos. Las caracter´ısticas de este paradigma lo hacen a
priori prometedor para abordar algunos de los problemas existentes en el campo de la E/S paralela.
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1.2. Antecedentes y motivacio´n de la tesis
La presente tesis surge a partir de la investigacio´n iniciada por el Grupo de Sistemas Operativos del
Departamento de Arquitectura y Sistemas Informa´ticos de la Facultad de Informa´tica de la Universi-
dad Polite´cnica de Madrid en el a´rea de sistemas de E/S paralela. En este contexto, la primera l´ınea
de investigacio´n realizada por dicho grupo consistio´ en el disen˜o y realizacio´n del sistema de ficheros
ParFiSys [GCPdM99], que proporciona un conjunto de servicios de E/S para aplicaciones cient´ıficas
y que permite explotar el paralelismo inherente en multicomputadores gene´ricos de paso de mensajes.
La experiencia en la realizacio´n del sistema ParFiSys se redirigio´ a otros aspectos dentro del mismo
a´rea de conocimiento, tales como el disen˜o e implementacio´n de un sistema basado en te´cnicas de E/S
colectivas para aplicaciones irregulares, denominado Compassion [NsPCC02] o el de un sistema de
ficheros paralelo para aplicaciones multimedia denominado MiPFS [FGC00].
A partir de la experiencia de dicho grupo en la realizacio´n de sistemas de E/S, se planteo´ la con-
veniencia de desarrollar un sistema de E/S de propo´sito general para un entorno distribuido mediante
el uso de servidores tradicionales y distribuidos existentes. Algunos investigadores del grupo pasa-
ron a formar parte de la Universidad Carlos III de Madrid, consolidando el Grupo de Arquitectura
y Computadores de dicha Universidad. Esta u´ltima l´ınea de investigacio´n se esta´ desarrollando co-
mo colaboracio´n entre ambos grupos de investigacio´n pertenecientes a la Universidad Carlos III y la
Universidad Polite´cnica de Madrid.
Este trabajo de investigacio´n se ha materializado en dos l´ıneas principalmente: (i) el desarrollo del
sistema de ficheros Expand [GCPS02], que se centra en el disen˜o e implementacio´n de la arquitectura
de un sistema de ficheros paralelo que utiliza servidores NFS mediante el uso de te´cnicas tradicionales
de E/S paralela y (ii) el disen˜o de una arquitectura multiagente para E/S en clusters, que se basa
en el uso de la tecnolog´ıa de agentes para proporcionar un alto rendimiento a las operaciones de E/S
[PCG+03a].
La presente tesis se inscribe dentro de esta u´ltima l´ınea, aunque ambas l´ıneas comparten la arqui-
tectura ba´sica del sistema y tienen como objetivo comu´n el desarrollo de una arquitectura que emplee
servidores existentes.
1.3. Objetivos de la tesis
La falta de solucio´n al problema de la E/S en sistemas distribuidos, y ma´s espec´ıficamente en
clusters, es la que motiva esta tesis, cuyo objetivo central es demostrar la factibilidad de aplicar
la teor´ıa de agentes en el campo de la E/S paralela. Para tratar de demostrar esta hipo´tesis
de partida, se llevara´ a cabo el disen˜o e implementacio´n de una arquitectura multiagente de E/S
paralela para clusters, utilizando el paradigma de agentes, con la intencio´n de proporcionar un alto
rendimiento a la solucio´n. El uso de agentes proporciona una serie de caracter´ısticas que permiten,
de una forma modular y extensible, an˜adir funcionalidad a un sistema software. Estas caracter´ısticas
son, entre otras, la autonomı´a, la reactividad y la proactividad.
La arquitectura planteada se basara´ en el uso de servidores de ficheros tradicionales o distribuidos,
ampliamente utilizados, como repositorios de los datos, siendo la parte cliente la que se encargue de
proporcionar paralelismo a la solucio´n integral. Segu´n se afirma en [CF96], “. . . el hecho de que los
sistemas distribuidos no sean adecuados para los sistemas paralelos es lo que ha llevado al disen˜o
de varios sistemas de ficheros paralelos . . .”. Esta tesis pretende conciliar ambos tipos de sistemas,
permitiendo que los sistemas distribuidos puedan ser utilizados precisamente para la construccio´n de
un sistema de ficheros paralelo, proporcionando caracter´ısticas paralelas de E/S al acceso a servidores
tradicionales o distribuidos.
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Como primer prototipo del sistema, se empleara´n servidores NFS. No obstante, el sistema de-
bera´ poder utilizar cualquier otro tipo de servidor tradicional o distribuido, si se implementa la interfaz
adecuada con el sistema de ficheros objetivo de esta tesis doctoral.
Con la intencio´n de resolver los problemas descritos de los sistemas de E/S actuales, utilizando la
teor´ıa de agentes, no empleada previamente en este tipo de sistemas, pero adecuada en el campo de
los sistemas distribuidos, se pretende definir una nueva arquitectura de E/S de alto rendimiento en
clusters. La propuesta planteada tiene como principales objetivos:
Ana´lisis de la viabilidad del uso de la teor´ıa de agentes en sistemas de E/S de alto
rendimiento.
Estudio formal de la reconfiguracio´n dina´mica de nodos de almacenamiento en un cluster.
Estudio de te´cnicas que permitan proporcionar mayor interactividad a las aplicaciones
respecto al sistema de E/S subyacente, a fin de incrementar el rendimiento de dichas
aplicaciones.
Para satisfacer los anteriores objetivos, se proponen los siguientes hitos:
El disen˜o e implementacio´n de una arquitectura de E/S paralela para clusters basada en el
empleo de servidores heteroge´neos existentes y ampliamente probados, tales como servidores
NFS. Esta propuesta es diferente a la de la mayor´ıa de los sistemas de ficheros paralelos, que
se construyen desde cero, sin basarse en otras implementaciones y desarrollando tanto el cliente
como el servidor. Esta arquitectura debe poder adaptarse a sistemas de almacenamiento actuales
tales como las SAN.
La definicio´n de un formalismo denominado grupo de almacenamiento, que permita gestionar y
configurar de una forma dina´mica los servidores que forman parte de la arquitectura.
La definicio´n de te´cnicas de optimizacio´n de E/S configurables por parte de las aplicaciones.
La utilizacio´n de la teor´ıa de agentes como marco conceptual para el disen˜o y desarrollo de la
arquitectura de E/S.
Como se ha mencionado anteriormente, uno de los objetivos de la arquitectura planteada es man-
tener la independencia de los servidores, de forma que no sea necesario implantar ningu´n mo´dulo
adicional en los mismos ni modificarse. Por tanto, el objetivo es construir un mo´dulo cliente que per-
mita acceder en paralelo a los datos distribuidos entre varios servidores convencionales. A este mo´dulo
se le denominara´ MAPFS (MultiAgent Parallel File System) [PGC01]. Los ficheros MAPFS deben
distribuirse a lo largo de un conjunto de servidores, de forma que coexistan con particiones distri-
buidas y tradicionales. Esta caracter´ıstica hara´ que el sistema se integre adecuadamente en entornos
distribuidos.
El acceso en paralelo a datos distribuidos tiene fundamentalmente dos ventajas:
1. Reduce el cuello de botella que constituye el acceso a servidores convencionales o distribuidos.
2. Mejora el uso de los recursos del sistema, debido a que la distribucio´n de los datos entre diferentes
servidores implica un mejor equilibrio de carga.
Por otro lado, la naturaleza heteroge´nea con que se pretende dotar a MAPFS permitira´ el acceso
a servidores con diferentes arquitecturas y sistemas operativos.
Adema´s de estas caracter´ısticas ba´sicas, MAPFS debe permitir la adicio´n de funcionalidades op-
cionales, tales como el uso de cache o tolerancia a fallos. Respecto a la primera de las propiedades, el
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uso de almacenamiento intermedio o cache en el sistema de E/S es una de las soluciones que se han
dado al problema de la E/S en sistemas distribuidos y paralelos, a fin de incrementar el rendimiento de
dicha fase. En cuanto a la tolerancia a fallos, no ha sido an˜adida de forma tradicional a los sistemas de
ficheros paralelos, aunque actualmente la mayor´ıa de estos sistemas la tienen en cuenta ya incluso en
las primeras fases de disen˜o. Estos son algunos de los servicios que se desean proporcionar al sistema
de ficheros. Se desea que este conjunto de servicios se pueda extender con nuevas funcionalidades de
una forma sencilla y flexible.
Para llevar a cabo el disen˜o e implementacio´n de estos servicios, se hara´ uso del paradigma de
agentes. Los agentes son primordialmente una herramienta de disen˜o y una abstraccio´n que permite
construir sistemas complejos. Son apropiados para la realizacio´n de la arquitectura propuesta, debido a
su capacidad para enfrentarse a entornos dina´micos. Es por ello que se propone la divisio´n del sistema
MAPFS en dos subsistemas, uno de los cuales constituya un sistema multiagente. El otro subsistema
constituira´ el nu´cleo del sistema de ficheros y contendra´ la funcionalidad ba´sica del mismo.
Se propone implementar los servicios de tolerancia a fallos y caching mediante el sistema multia-
gente asociado. Este subsistema tambie´n debe ser el responsable de planificar la recuperacio´n de la
informacio´n (information retrieval) [Voo94], dado que la misma debe estar distribuida entre diferentes
nodos. Por tanto, las propiedades que debe proporcionar el sistema multiagente al sistema de ficheros
son:
Servicio de caching y/o prefetching.
Tolerancia a fallos, en la forma de disponibilidad de los datos.
Servicio distribuido de recuperacio´n de informacio´n.
Otros servicios adicionales deben poder an˜adirse a trave´s del mismo subsistema, que se encargara´ de
dar soporte al sistema de ficheros. De este modo, todos los servicios quedan desacoplados del nu´cleo
central.
Por otro lado, la mayor´ıa de los sistemas de ficheros proporcionan una interfaz y acceso comunes
a las aplicaciones, a pesar de sus diferentes requisitos de E/S. De cara a adaptarse a estas necesida-
des, MAPFS debe ofrecer una interfaz de configuracio´n, que permita describir patrones de acceso e
informacio´n adicional (hints) sobre los datos.
De este modo, MAPFS debe ofrecer una solucio´n integral, al permitir que las aplicaciones, que
forman parte del nivel superior, configuren el sistema de E/S con la finalidad de mejorar el rendimiento
de la ejecucio´n de las mismas. Para completar esta solucio´n integral, es necesario permitir a las
aplicaciones poder interactuar con la parte servidora de la arquitectura, pero sin modificar dichos
servidores. De este modo, se utilizara´ el concepto de grupo de almacenamiento, que permita
abstraer de forma lo´gica el concepto de grupo de servidores y llevar a cabo una gestio´n dina´mica de
los mismos. Para su correcto funcionamiento y mayor flexibilidad, el entorno distribuido en el cual se
implante el sistema de ficheros, debe poder variar su topolog´ıa de forma dina´mica. El formalismo de
grupos debe permitir modificar dicha topolog´ıa, sin afectar al rendimiento de las operaciones de E/S.
1.4. Organizacio´n de la tesis
El trabajo se divide en tres bloques tema´ticos, cada uno de las cuales se divide a su vez en cap´ıtulos:
El primer bloque recoge el estado actual de las a´reas de investigacio´n relacionadas con la presente
tesis, a fin de encuadrar en el contexto actual dicho trabajo.
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• El cap´ıtulo 2 analiza las diferentes tecnolog´ıas existentes en la computacio´n distribuida y
paralela, as´ı como las nuevas tendencias dentro de este campo.
• El cap´ıtulo 3 describe la tecnolog´ıa de agentes, como un nuevo paradigma de desarrollo
de sistemas distribuidos. Esta tecnolog´ıa aporta una serie de conceptos deseables para el
desarrollo de subsistemas auto´nomos dentro de la arquitectura propuesta.
• El cap´ıtulo 4 presenta los sistemas de E/S actuales, haciendo e´nfasis en los sistemas de E/S
distribuidos y paralelos.
El segundo bloque constituye el nu´cleo de esta tesis, al presentar la solucio´n ofrecida a la pro-
blema´tica descrita en este cap´ıtulo.
• El cap´ıtulo 5 muestra el disen˜o de la arquitectura MAPFS, como solucio´n integrada que
permite hacer frente a los problemas descritos en la seccio´n 1.3.
• El cap´ıtulo 6 describe la estructura de un agente en el sistema y detalla el agente proxy
como ejemplo de uso de este paradigma en la arquitectura MAPFS.
• El cap´ıtulo 7 analiza el formalismo de grupos de almacenamiento como abstraccio´n lo´gica
de los nodos de almacenamiento.
• El cap´ıtulo 8 describe diferentes optimizaciones realizadas por la arquitectura MAPFS de
cara a incrementar el rendimiento de la fase de E/S de las aplicaciones. Adema´s, define
los perfiles de E/S como especificaciones de E/S de las aplicaciones, las cuales permiten
detallar por parte de e´stas la topolog´ıa del sistema, los sistemas de agentes adicionales y
las optimizaciones utilizadas.
• El cap´ıtulo 9 describe aspectos relacionados con la implementacio´n del prototipo de la
arquitectura propuesta.
• El cap´ıtulo 10 enumera y describe diferentes campos de aplicacio´n de la arquitectura pro-
puesta.
• El cap´ıtulo 11 muestra y evalu´a diferentes escenarios que utilizan el sistema de E/S pro-
puesto.
El tercer y u´ltimo bloque enumera las conclusiones y futuras l´ıneas de trabajo.
• El cap´ıtulo 12 analiza las aportaciones realizadas por este trabajo y describe las posibles
l´ıneas de investigacio´n y desarrollo que se derivan de esta tesis.
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Capı´tulo 2
Sistemas distribuidos y paralelos
2.1. Introduccio´n
En sus inicios, los sistemas informa´ticos se compon´ıan de un computador central con una gran
potencia de ca´lculo y muchos terminales “tontos” que se conectaban a e´l. Todas las aplicaciones
se ejecutaban en el sistema central, utiliza´ndose los terminales exclusivamente para la introduccio´n
de mandatos o instrucciones y la presentacio´n de resultados. Esta configuracio´n era poco flexible e
insegura. Un fallo del computador central paralizaba totalmente el trabajo de todos los usuarios. Al ser
dichos sistemas muy caros y dif´ıciles de mantener, era impensable utilizar mecanismos de redundancia
que evitaran que el host central fuera un punto u´nico de fallo.
La aparicio´n de equipos con una potencia de ca´lculo media pero a un precio asequible, las estaciones
de trabajo o PC, hizo evolucionar el anterior escenario a otro en el que los sistemas informa´ticos se
componen de numerosos equipos de baja y media potencia conectados entre s´ı en una red. Las redes
permiten compartir los recursos entre todos los computadores que las componen, abriendo un nuevo
abanico de posibilidades a las aplicaciones, pero introduciendo tambie´n nuevos problemas.
Esta nueva situacio´n implica un cambio en el hardware, pero de forma paralela tambie´n una
evolucio´n del software. En esta l´ınea, los sistemas operativos permiten controlar tanto recursos propios
como de otras ma´quinas. Por su parte, las aplicaciones se ejecutan en diferentes estaciones de trabajo
y son capaces de comunicarse entre s´ı, apareciendo las primeras aplicaciones distribuidas. Este te´rmino
se extiende a los denominados sistemas distribuidos, que engloban tanto la parte software como la
parte hardware.
Por otro lado, aparece el concepto de paralelismo como te´cnica que permite eliminar el cuello
de botella que implica el hecho de utilizar un u´nico elemento de computacio´n. En el caso de que el
elemento de computacio´n sea un procesador, se habla de procesamiento paralelo. En caso de que
el elemento de computacio´n sea el sistema de E/S, se habla de E/S paralela y, de forma gene´rica, se
denomina computacio´n paralela. Este concepto va de la mano del concepto de sistemas distribuidos,
ya que e´stos u´ltimos proporcionan el entorno adecuado bajo el cual se puede aplicar la te´cnica de
paralelismo, aunque no el u´nico. La seccio´n siguiente analiza los diferentes sistemas de computacio´n de
alto rendimiento, que permiten proporcionar grandes prestaciones de procesamiento en la actualidad.
12 2. Sistemas distribuidos y paralelos
2.2. Sistemas de computacio´n de alto rendimiento
La necesidad de entornos de alto rendimiento ha propiciado la aparicio´n y establecimiento de
diferentes sistemas de computacio´n, capaces de proporcionar una mayor capacidad de co´mputo y
mejores prestaciones, entre los que se encuentran los sistemas distribuidos, a saber:
MPP (Massively Parallel Processors): Se trata de un sistema que no comparte elementos de
computacio´n. Esta´ formado por varios nodos (de un orden entre 100 y 1000 elementos), inter-
conectados a trave´s de una red de conexio´n ra´pida. Cada nodo ejecuta una copia del mismo
sistema operativo.
SMP (Symmetric Multiprocessors): Estos sistemas permiten que todos los procesadores que lo
forman compartan ba´sicamente todos los recursos del sistema: memoria, sistema de E/S, etc.
So´lo se ejecuta una copia del sistema operativo.
CC-NUMA (Cache-Coherent Nonuniform Memory Access): Los procesadores pertenecientes a
un sistema de este tipo comparten la memoria del sistema completo, aunque el tiempo de acceso
a cada una de las porciones de la misma no es homoge´neo.
Sistemas distribuidos: Cada nodo ejecuta una copia del sistema operativo, pudiendo ser e´ste
diferente en cada uno de los nodos. Se distinguen por poseer un menor acoplamiento entre los
diferentes nodos.
Clusters: Un cluster se define como un conjunto de estaciones de trabajo interconectadas a trave´s
de alguna tecnolog´ıa de red. Se caracterizan por estar formadas por estaciones de trabajo de alto
rendimiento, conectadas a trave´s de redes de alta velocidad. Esta definicio´n no entra en conflicto
con la de sistemas distribuidos, aunque se suele reservar el te´rmino cluster para aquellos sistemas
que proporcionan a un bajo coste algunas de las caracter´ısticas siguientes: (i) alto rendimiento;
(ii) escalabilidad; y (iii) alta disponibilidad.
Todos estos sistemas permiten el incremento de rendimiento y el procesamiento paralelo. Las
caracter´ısticas que diferencian a todos estos sistemas aparecen en [HX98] (tabla 2.1).
La tendencia en computacio´n paralela ha pasado en los u´ltimos an˜os del uso de grandes plataformas
de supercomputacio´n especializadas al uso de sistemas de propo´sito general, formados por componentes
ma´s desacoplados y tambie´n ma´s baratos. El uso de clusters ha sido en este sentido una de las grandes
revoluciones dentro del mundo del procesamiento paralelo.
2.3. Sistemas distribuidos
Desde un punto de vista general, los sistemas distribuidos permiten resolver algunos problemas
de los sistemas centralizados. Para paliar las deficiencias de estos u´ltimos, los sistemas distribuidos
ofrecen las siguientes ventajas [Tan92]:
Comparticio´n de recursos: Las estaciones de trabajo permiten el acceso a sus recursos compar-
tidos a trave´s de la red.
Reduccio´n de costes: Las redes de estaciones de trabajo ofrecen una mejor relacio´n precio/ren-
dimiento que los grandes hosts o mainframes.
Tolerancia a fallos: Los sistemas distribuidos permiten replicar recursos y procesos, a fin de
proporcionar fiabilidad y disponibilidad al sistema. De este modo, el fallo de un nodo no implica
el fallo del sistema global.
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Caracter´ıstica MPP SMP CC-NUMA S. Distribuidos Clusters
Nu´mero de O(100)-O(1000) O(10)-O(100) O(10)-O(100) O(10)-O(1000) O(1000) o
de nodos inferior
Complejidad Grano fino Grano medio Grano medio Amplio rango Grano medio
del nodo o medio o grueso o grueso
Comunicacio´n Paso de Centralizado DSM Ficheros Paso de
entre nodos mensajes / compartidos, mensajes
Variables RPC, paso de
compartidas en mensajes e IPC
memoria
distribuida
(DSM)
Espacio de Mu´ltiple U´nico U´nico Mu´ltiple Mu´ltiple o
direcciones u´nico
Copias y Varios sistemas Un u´nico Muchos Varias Varias
tipo de operativos sistema sistemas plataformas plataformas
sistemas micro-kernel o monol´ıtico homoge´neas homoge´neas
operativos monol´ıticos o micro-kernel
Cuadro 2.1: Taxonomı´a de sistemas de computacio´n de alto rendimiento
Mayor escalabilidad: Las aplicaciones distribuidas suelen ser ma´s escalables, debido a que esta´n
concebidas para su implantacio´n y ejecucio´n en un entorno que consta de un conjunto variable
de recursos.
Adaptacio´n a determinadas aplicaciones: Existen algunas aplicaciones que son inherentemente
distribuidas.
En el otro sentido, los sistemas distribuidos originan nuevas una nueva problema´tica, que au´n no
ha sido resuelta:
Tal vez la ma´s significativa sea su alta complejidad, que demanda un nuevo tipo de software,
tambie´n ma´s complejo.
Al entrar en juego el uso de una red de interconexio´n, se originan nuevos problemas, debido
a que la red pasa a ser un elemento cr´ıtico. La latencia de la red y las posibles pe´rdidas de
mensajes son algunos de estos problemas.
La seguridad de la red es uno de los temas ma´s controvertidos y ma´s abiertos de los sistemas
distribuidos, en el sentido de que au´n quedan muchos aspectos por resolver en este terreno.
Las aplicaciones distribuidas siguen generalmente el modelo cliente/servidor. La motivacio´n fun-
damental de este modelo, que justifica su existencia y utilizacio´n, es solucionar el problema de la
coincidencia temporal de las diferentes partes implicadas en la comunicacio´n. Este problema es com-
plejo, debido a la diferente escala de tiempo por la que se rigen los distintos nodos que forman parte
de la comunicacio´n. El modelo cliente/servidor resuelve este problema desde el punto de vista concep-
tual, asignando un papel a cada una de las partes que intervienen, asociado a un comportamiento que
debe seguir. Tiene la gran ventaja de ser aplicable en todos los a´mbitos del problema, permitiendo
as´ı capturar la complejidad que presentan las interacciones entre aplicaciones distribuidas.
El cliente inicia la comunicacio´n haciendo una peticio´n al servidor y se queda esperando su res-
puesta. El servidor, por su parte, esta´ siempre en ejecucio´n, y su tarea ba´sica es escuchar posibles
peticiones. Cuando llega una peticio´n la atiende, ejecutando las tareas necesarias y transmitiendo la
Mar´ıa de los Santos Pe´rez Herna´ndez ARQUITECTURA MULTIAGENTE PARA E/S DE ALTO RENDIMIENTO EN CLUSTERS
14 2. Sistemas distribuidos y paralelos
respuesta al cliente. Este modelo reduce la complejidad del problema de la comunicacio´n entre apli-
caciones a uno u´nico, resolver la comunicacio´n entre el cliente y el servidor, representando el cliente
y el servidor cualesquiera entidades que se comuniquen. Una misma entidad puede ejercer el rol de
servidor o cliente, dependiendo de la entidad o entidades con las que establezca comunicacio´n.
Una de las caracter´ısticas deseables de un sistema distribuido es la transparencia, que permite que
el sistema se perciba como un sistema u´nico y no como un conjunto de componentes independientes.
Hay diversos tipos de transparencia:
Transparencia de localizacio´n: Los usuarios o aplicaciones que utilizan el sistema no deben saber
do´nde se encuentran situados los recursos. Por este motivo, el nombrado de los recursos no debe
hacer referencia a dicha localizacio´n.
Transparencia de migracio´n: Los recursos deben poder migrar libremente a otra localizacio´n sin
que sus nombres tengan que cambiar.
Transparencia de replicacio´n: Los usuarios o aplicaciones que utilizan el sistema no conocen
cua´ntas copias existen de un recurso. El sistema es libre de hacer copias de un determinado
recurso. Evidentemente an˜adir esta caracter´ıstica supone un problema de coherencia entre las
copias, que sera´ necesario resolver.
Transparencia de concurrencia: Mu´ltiples usuarios o aplicaciones pueden compartir los recursos
de forma automa´tica como si los usaran en exclusividad.
Transparencia de paralelismo: El sistema distribuido debe ser capaz de tomar ventaja del para-
lelismo del sistema global, sin que el usuario o la aplicacio´n se percaten de ello.
La situacio´n ideal es aque´lla en la que el sistema es transparente respecto a todos los criterios enun-
ciados.
De cara a implementar sistemas distribuidos, se utilizan los denominados entornos de desarrollo
distribuidos. E´stos u´ltimos consisten en un conjunto de herramientas que facilitan el desarrollo de
sistemas distribuidos, proporcionando un conjunto de servicios y funcionalidades ba´sicas y ocultando
la complejidad de bajo nivel. Los entornos de desarrollo distribuidos se caracterizan por facilitar la
implantacio´n de soluciones distribuidas, cumpliendo los siguientes requisitos:
1. La comunicacio´n sobre una red de conexio´n debe ser transparente para los usuarios; es decir, se
debe ocultar la comunicacio´n real entre los componentes del sistema distribuido.
2. Se deben poseer mecanismos de conversio´n adecuados para que distintos computadores puedan
comunicarse.
3. Deben existir mecanismos de nombrado y de localizacio´n de servicios.
La tendencia actual en el campo de los sistemas distribuidos es el uso de middlewares. Un midd-
leware consiste en una capa de software situada encima del sistema operativo y de sistemas de comu-
nicaciones heteroge´neos, que ofrece un conjunto esta´ndar de servicios y una interfaz uniforme a las
aplicaciones distribuidas [BMB+00], [ACC+00]. Estos sistemas se caracterizan por ser independientes
tanto del fabricante, como del hardware y sistema operativo que les da soporte.
Se pueden considerar las llamadas a procedimiento remotos y los sistemas de ficheros en red como
los primeros middlewares. Actualmente, el a´mbito de entornos que se clasifican de esta forma es
mucho ma´s amplio, tomando un papel destacado los modelos de componentes distribuidos, tales como
CORBA de OMG, DCOM de Microsoft o Enterprise Java Beans de Sun.
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2.3.1. RPC (Remote Procedure Call)
A la hora de programar aplicaciones que se comuniquen a trave´s de la red, se puede hacer uso de lo
que Stevens denomina programacio´n de red expl´ıcita. Los sockets o XTI [Ste98] constituyen tecnolog´ıas
que pertenecen a esta taxonomı´a y son frecuentemente utilizados en la programacio´n de aplicaciones
distribuidas. Por contraposicio´n, otra alternativa es la programacio´n de red impl´ıcita [Ste99]. RPC
[BN84] (Llamada a Procedimiento Remoto) forma parte de este tipo de programacio´n. White [Whi75]
es uno de los primeros autores que describe esta tecnolog´ıa.
RPC utiliza la tradicional llamada a procedimiento, pero el proceso invocador, que se denomina
cliente, y el proceso que contiene el procedimiento invocado, el servidor, pueden estar ejecutando en
diferentes ma´quinas. Estas ma´quinas pueden utilizar diferentes formatos para los datos: los tipos de
datos pueden ocupar distinto taman˜o y la ordenacio´n de los bytes puede ser tambie´n diferente (por
ejemplo, ordenacio´n big-endian frente a ordenacio´n little-endian). Sun RPC utiliza XDR (External
Data Representation) para la descripcio´n y la codificacio´n de los datos [Sri95b]. Por tanto, XDR es
un lenguaje de descripcio´n de datos y un conjunto de reglas para la codificacio´n de los mismos.
Cualquier ma´quina en la que resida un servidor RPC debe ejecutar un programa denominado port
mapper o rpcbind, que asocia los programas proporcionados por dicho servidor con distintos puertos
TCP y UDP. Cuando un cliente RPC se inicia, contacta con el port mapper a fin de obtener el
nu´mero de puerto del servicio deseado. Una vez obtenido, contacta con el servidor propiamente dicho,
utilizando normalmente TCP o UDP.
En 1981 aparece Courier, que se considera el primer producto RPC desarrollado. La primera versio´n
de Sun RPC aparecio´ en 1985. Su nombre oficial es ONC/RPC (Open Network Computing/Remote
Procedure Call), pero normalmente se denomina Sun RPC [Sri95a]. Las versiones iniciales de Sun
RPC utilizaban sockets y los protocolos TCP o UDP. En los an˜os 90, fue reescrito, utilizando TLI, el
predecesor de XTI, permitiendo el uso de cualquier protocolo de red soportado por el kernel.
Probablemente la aplicacio´n ma´s extendida que utiliza Sun RPC es NFS (Network File Systam),
el sistema de ficheros de Sun [NFS89], [NFS95]. Normalmente NFS no es construido a partir de las
herramientas RPC esta´ndar, sino que esta´ optimizado. No obstante, la mayor´ıa de los sistemas que
soportan NFS, tambie´n soportan Sun RPC. Algunas implementaciones de NFS residen dentro del
nu´cleo del sistema operativo por motivos de rendimiento.
Otro ejemplo de software que utiliza el sistema RPC y que es muy utilizado en los sistemas UNIX
es NIS (Network Information System) [NIS02], que permite la comparticio´n de datos de configuracio´n
y administracio´n, mediante las denominadas bases de datos NIS.
A mediados de los an˜os 80, Apollo disen˜o´ su propio paquete RPC para competir con Sun, denomi-
nado NCA (Network Computing Architecture) [ZDL+89] y su implementacio´n se llamo´ NCS (Network
Computing System). Apollo fue adquirido por Hewlett Packard en 1989 y NCA paso a desarrollarse
dentro de DCE (Distributed Computing Environment).
2.3.2. Componentes u objetos distribuidos
Debido a que el ana´lisis y disen˜o orientado a objetos son herramientas para luchar contra la crecien-
te complejidad del software, resulta lo´gico aplicarlo a las aplicaciones distribuidas, que se caracterizan
precisamente por su complejidad.
Los componentes u objetos distribuidos constituyen una extensio´n de la filosof´ıa de llamadas a
procedimientos remotos en un entorno orientado a objetos. Los objetos pueden ser distribuidos a
trave´s de una red heteroge´nea y deben ser capaces de interoperar entre s´ı.
Los componentes tienen las siguientes propiedades principales:
No deben estar sujetos a un determinado lenguaje. Componentes implementados en diferentes
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lenguajes deben ser capaces de interaccionar entre s´ı.
No deben estar sujetos a una determinado tipo de computador o sistema operativo, independi-
zando los modos de representacio´n de la arquitectura subyacente. Adema´s, la localizacio´n f´ısica
del componente debe ser transparente al sistema.
Pueden utilizarse de una forma dina´mica. Esto implica que existen mecanismos que permiten
en tiempo de ejecucio´n hallar componentes que proporcionen una determinada funcionalidad.
Por tanto, las tecnolog´ıas de componentes distribuidas ofrecen grados de libertad en el protocolo
de comunicacio´n, en el lenguaje de programacio´n y en la arquitectura subyacente (hardware y sistema
operativo).
De algu´n modo, los componentes suponen la implementacio´n software del concepto de plug-and-
play.
El concepto de componente ha supuesto un avance extraordinario en el desarrollo de los sistemas
distribuidos, siendo ampliamente utilizados en la construccio´n de aplicaciones distribuidas.
La principal limitacio´n de las tecnolog´ıas de componentes es que a pesar de que permiten resolver
algunos de los problemas de bajo nivel de las soluciones distribuidas, no logran facilitar el disen˜o de
la solucio´n a un nivel ma´s alto. Estas cuestiones quedan fuera de los objetivos de estas tecnolog´ıas,
hacie´ndose necesario utilizar otros paradigmas, tales como el de agentes (ve´ase cap´ıtulo 3).
Las tecnolog´ıas de componentes distribuidos ma´s utilizadas son CORBA de OMG [OMG01],
DCOM de Microsoft [Mic96] y Enterprise Java Beans de Sun [Sun01], [Sun02].
2.4. Computacio´n paralela
La computacio´n distribuida permite resolver algunos de los problemas de la computacio´n tradicio-
nal. No obstante, la aparicio´n de aplicaciones con unos requisitos de procesamiento y una demanda de
velocidad cada vez mayores no encaja adecuadamente con la computacio´n distribuida. De una forma
au´n ma´s dra´stica, las aplicaciones denominadas GCAs (Grand Challenge Applications) [GCA] repre-
sentan problemas no resolubles en una cantidad de tiempo razonable ni en los computadores actuales
ni en los sistemas distribuidos. Aplicaciones que permiten modelar grandes estructuras de ADN o
predecir el tiempo atmosfe´rico constituyen ejemplos de este u´ltimo tipo de aplicaciones. Finalmente,
la experiencia demuestra que cualquiera que sea la velocidad de computacio´n de los procesadores
actuales, siempre habra´ aplicaciones que requieran au´n mayor potencia computacional.
Una forma de incrementar esta velocidad es paralelizar las aplicaciones con el objetivo de optimizar
el acceso a los recursos.
La computacio´n paralela no es una idea reciente. Ya Gill en 1958 escrib´ıa sobre programacio´n
paralela [Gil58]. Holland en 1959 describ´ıa “un computador capaz de ejecutar un nu´mero arbitrario
de subprogramas simultane´amente” [Hol59]. En 1963, Conway describe el disen˜o de un computador
paralelo y su programacio´n [Con63]. Durante todo este tiempo, se ha realizado investigacio´n en esta
a´rea. En 1996 Flynn y Rudd escribieron en [FR96]: “la continua tendencia hacia sistemas de alto
rendimiento ... nos conduce a la siguiente conclusio´n: el futuro es paralelo”.
El desarrollo de aplicaciones paralelas es una tarea compleja. En primer lugar, depende en gran
medida de la disponibilidad de herramientas y entornos software adecuados. En segundo lugar, los
desarrolladores de software paralelo deben enfrentarse a problemas que no aparecen en la programacio´n
secuencial, tales como la comunicacio´n, la sincronizacio´n, el particionado y distribucio´n de los datos,
el reparto de carga, la tolerancia a fallos, la heterogeneidad de la arquitectura, los interbloqueos
o las condiciones de carrera, entre otros. Algunos de estos problemas ya aparecen en los sistemas
distribuidos.
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Existen dos te´cnicas principales de programacio´n paralela:
La primera te´cnica se basa en el paralelismo impl´ıcito. En esta te´cnica, el usuario no especifica
y, por tanto, no puede controlar la planificacio´n del proceso y la distribucio´n de los datos. Esta
te´cnica es utilizada a nivel del lenguaje de programacio´n y de los compiladores.
La segunda te´cnica se basa en el paralelismo expl´ıcito. En esta te´cnica, el programador es res-
ponsable de paralelizar las aplicaciones, realizando la descomposicio´n de las tareas, asignando
los recursos a las diferentes tareas e implementando la estructura de comunicacio´n.
El uso del paralelismo expl´ıcito suele proporcionar mejor rendimiento.
Los principales modelos y te´cnicas de programacio´n paralela son:
Compiladores paralelos: Esta te´cnica tiene una funcionalidad muy limitada, ya que se restringen
a aplicaciones que exhiben comportamientos regulares, tales como aplicaciones que realizan
ca´lculos en bucles. Se ha comprobado que esta te´cnica es bastante u´til en el caso de aplicaciones
que se ejecutan en multiprocesadores con memoria compartida o en procesadores vectoriales con
memoria compartida, pero no en procesadores con memoria distribuida. El problema de este
u´ltimo tipo de sistemas es que tienen un tiempo de acceso a memoria no uniforme.
Lenguajes paralelos: Los lenguajes paralelos han tenido poco e´xito entre los programadores de las
aplicaciones, debido a que los usuarios no suelen estar dispuestos a aprender un lenguaje nuevo
exclusivamente para programacio´n paralela. Como alternativa, se suelen utilizar lenguajes de
alto nivel tradicionales y bibliotecas, que permitan extender las caracter´ısticas de los primeros.
Ejemplos de lenguajes paralelos lo constituyen SISAL [FCO90] y PCN [Fos91].
Paso de mensajes: Esta te´cnica permite realizar programas paralelos eficientes para sistemas
de memoria distribuida. El presente trabajo utiliza esta te´cnica, por lo que se analiza ma´s
detalladamente en la siguiente seccio´n.
VSM y DSM: VSM (Virtual Shared Memory) implementa un modelo de programacio´n de memo-
ria compartida en un entorno de memoria distribuida. Linda [ACG86] constituye un ejemplo de
este tipo de programacio´n. DSM (Distributed Shared Memory) [NL91] es la extensio´n del mode-
lo de programacio´n de memoria compartida en sistemas que f´ısicamente no contienen memoria
compartida. A diferencia de paso de mensajes, en un sistema DSM, un proceso que quiera obte-
ner algu´n valor no necesita conocer su ubicacio´n; el sistema lo localiza de forma automa´tica. En
la mayor´ıa de los sistemas DSM, los datos compartidos pueden ser replicados a fin de aumentar
el paralelismo y la eficiencia de las aplicaciones.
Programacio´n paralela orientada a objetos: La orientacio´n a objetos proporciona un modelo de
abstraccio´n que facilita el disen˜o de las aplicaciones. Si en lugar de simples objetos se hace uso
de objetos compartidos, es posible llevar a cabo una te´cnica similar al modelo de datos compar-
tido pero orientada a objetos. La principal dificultad de esta te´cnica es que au´n la comunidad
cient´ıfica no hace un uso extendido del paradigma de programacio´n orientado a objetos, utili-
zando lenguajes tradicionales tales como C o Fortran. Algunos entornos orientados a objetos,
tales como CC++ y Mentat, se han implementado para llevar a cabo una programacio´n paralela
[WL96].
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2.5. Paso de mensajes
El paso de mensajes es un modelo de comunicacio´n muy extendido en la computacio´n paralela. Per-
mite la implementacio´n de programas paralelos en sistemas de memoria distribuida. La programacio´n
de este tipo de sistemas se puede realizar de tres formas diferentes:
1. Utilizando un lenguaje especial de programacio´n paralela.
2. Utilizando una extensio´n de un lenguaje secuencial de alto nivel existente.
3. Utilizando un lenguaje secuencial de alto nivel existente y una biblioteca de paso de mensajes.
Respecto a la primera opcio´n, tal vez el u´nico lenguaje de programacio´n especial que permite paso
de mensajes sea Occam, disen˜ado para su utilizacio´n en el procesador Transputer [Inm84], [Inm86].
Algunos ejemplos de la segunda opcio´n son el lenguaje CC++, que es una extensio´n del lengua-
je C++ y Fortran M, que es una extensio´n del lenguaje FORTRAN. Ambas extensiones permiten
programacio´n paralela en general [Fos95].
La tercera opcio´n es la ma´s comu´n, debido a que utiliza lenguajes de alto nivel sin modificar.
Para proporcionar las caracter´ısticas de paso de mensajes utiliza bibliotecas que proporcionan dicha
funcionalidad. Las dos tecnolog´ıas que se van a destacar en este apartado tanto por su importancia
como su extendido uso son MPI y PVM, que constituyen proyectos desarrollados para proporcionar
herramientas software que permitan implementar el modelo de paso de mensajes en estaciones de
trabajo.
2.5.1. MPI
MPI (Message Passing Interface) [MPIc] es una interfaz esta´ndar de paso de mensajes, que ha
sido desarrollada por un consorcio de laboratorios de investigacio´n, universidades y organizaciones
comerciales, regentados bajo el nombre de MPI Forum [MPIb].
MPI es un paradigma de paso de mensajes, donde las tareas se comunican a trave´s del env´ıo de
mensajes. El objetivo principal de MPI es lograr la portabilidad en un entorno distribuido, de forma
similar al de un lenguaje de programacio´n que permita la ejecucio´n transparente de aplicaciones
sobre sistemas heteroge´neos. Al tratarse de una interfaz, MPI define la sintaxis y sema´ntica de las
operaciones que pueden utilizarse para llevar a cabo la comunicacio´n por paso de mensajes. Todas
las implementaciones existentes de MPI proporcionan dicha interfaz, manteniendo el comportamiento
ba´sico de las operaciones.
La primera versio´n de MPI [MPI94] paso´ a ser esta´ndar en 1994. Esta versio´n proporciona pri-
mitivas de comunicacio´n punto a punto bloqueantes y no bloqueantes. Da soporte a tipos de datos
derivados y permite realizar operaciones colectivas. Otras operaciones permiten establecer diferentes
topolog´ıas de comunicacio´n o modificar el entorno de los procesos.
MPI-2 [MPI97] fue desarrollado en 1997 y an˜ade algunas novedades a la primera versio´n de MPI.
Tal vez las caracter´ısticas ma´s destacables sean la gestio´n dina´mica de procesos y el acceso a opera-
ciones de E/S paralela. De hecho, MPI-2 proporciona un conjunto bastante rico de operaciones de
E/S, englobadas bajo el nombre de MPI-IO [TGL99b], [CFF+95]. Estas utilidades esta´n totalmente
integradas con el resto de funciones de MPI.
MPI ha sido aceptado como un esta´ndar de paso de mensajes por muchos fabricantes, entre los que
se incluye DEC, Hitachi, IBM o Sun Microsystems. Algunas implementaciones son soluciones propie-
tarias; otras, por el contrario, son portables a diferentes arquitecturas. Las implementaciones tambie´n
se pueden caracterizar por ser de libre distribucio´n o no. Adema´s de implementaciones comerciales,
existen un conjunto de implementaciones realizadas por centros de investigacio´n o universidades, que
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son de libre distribucio´n, entre las que destacan MPICH [MPIa] o LAM-MPI [LAMb]. En [LAMa] se
presenta una lista de implementaciones MPI disponibles.
2.5.2. PVM
PVM (Parallel Virtual Machine) consiste en un conjunto de bibliotecas que permite la ejecucio´n
de aplicaciones concurrentes o paralelas, en un entorno distribuido y heteroge´neo de computadores
con sistema operativo tipo UNIX.
Al igual que MPI, se basa en el mecanismo de paso de mensajes.
PVM fue desarrollado para un proyecto de computacio´n distribuida de la NASA llamado Beowulf
[BEO], que consiste en la creacio´n de un cluster de computadores personales comunes mediante el uso
de varios canales de comunicacio´n que permit´ıan tener una red de alta velocidad para la comunicacio´n
de los distintos componentes del cluster. Las caracter´ısticas ma´s importantes de PVM son su simpli-
cidad, debido a su fa´cil instalacio´n y su interfaz de programacio´n sencilla, y su flexibilidad, debido a
que se adapta a diferentes arquitecturas y distintas redes y, adema´s, que se trata de un software de
dominio pu´blico.
A diferencia de PVM, MPI consiste en una especificacio´n que debe guiar las diferentes implemen-
taciones que existen. Esto constituye una primera diferencia entre PVM y MPI, ya que la filosof´ıa bajo
la cual se construyeron ambos sistemas es diferente. No obstante, PVM tambie´n se puede considerar
una especificacio´n de una biblioteca para computacio´n paralela, si se toma como tal la versio´n Oak
Ridge de PVM [GBD+94a], [DGMP95]. De aqu´ı surge la principal confusio´n a la hora de comparar
MPI con PVM, ya que se tiende a comparar la especificacio´n de MPI con la implementacio´n de PVM
[GL97]. Normalmente las especificaciones esta´ndares especifican el mı´nimo nu´mero de caracter´ısticas,
ya que e´stas deben ser de obligado desarrollo en las diferentes implementaciones. Por el contrario, las
implementaciones ofrecen mucha ma´s funcionalidad.
A pesar de que MPI es el esta´ndar de la computacio´n paralela, no se presenta como competencia
de otras bibliotecas de este estilo, tipo PVM. Se pueden tener ambas tecnolog´ıas ejecutando sobre una
misma plataforma hardware. De hecho, existe una implementacio´n denominada Unify [CVRS94], que
consiste en un subconjunto portable de operaciones pertenecientes a la especificacio´n MPI, construidas
encima de PVM. Unify permite que los programadores puedan desarrollar aplicaciones en las que
convivan co´digo MPI y co´digo PVM. Se ha disen˜ado para que un programador pueda migrar de forma
gradual las aplicaciones PVM a MPI.
PVM ofrece una ma´quina virtual, que se implementa mediante los denominados demonios PVM.
Esta ma´quina virtual le proporciona un sistema operativo distribuido sencillo y u´til. Adema´s hace uso
de interfaces especiales, para interactuar con otros sistemas de gestio´n de recursos.
A diferencia de MPI, PVM no ofrece un conjunto de operaciones de E/S paralela integrado dentro
del resto del sistema [GL97]. No obstante, existen algunos proyectos como PIOUS [MS94], basados en
PVM y que ofrecen todo un abanico de operaciones de E/S paralelas.
2.6. Clusters y sistemas de alto rendimiento
En los u´ltimos an˜os y dentro del campo de la computacio´n paralela, se ha originado una ten-
dencia a utilizar clusters de estaciones de trabajo, en lugar de los tradicionales supercomputadores
especializados. Los principales motivos que han originado este hecho han sido [ACP95], [BFY96] que:
El rendimiento de las estaciones de trabajo se ha incrementado de forma vertiginosa y es muy
probable que se mantenga esta tendencia.
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Debido al uso de nuevos protocolos y tecnolog´ıas de red, el ancho de banda esta´ incrementando y
la latencia se esta´ reduciendo, aunque no al mismo ritmo. Mientras que el futuro puede deparar
redes con anchos de banda del orden de terabits por segundo, la latencia esta´ dominada por la
propagacio´n de los retardos, hecho que no se espera que cambie significativamente.
El precio de un cluster de estaciones de trabajo es ma´s bajo.
Debido a las caracter´ısticas de las estaciones de trabajo, es ma´s fa´cil integrar e´stas en redes ya
existentes que computadores paralelos especializados. Au´n ma´s, cada uno de los nodos puede
mejorarse de forma sencilla, incrementando simplemente memoria o procesadores adicionales.
Existe un mayor nu´mero de herramientas para estaciones de trabajo y adema´s esta´n ma´s pro-
badas.
De estas caracter´ısticas, se deduce que las dos ventajas fundamentales de los clusters son su esca-
labilidad y su bajo coste.
De forma somera, un cluster se define como una coleccio´n de estaciones de trabajo o PC que esta´n
interconectados a trave´s de alguna tecnolog´ıa de redes y que muestran una imagen u´nica del sistema1
[BB99], [SB99].
Los clusters pueden clasificarse en diferentes categor´ıas, dependiendo de diversos aspectos [BB99]:
Aplicacio´n del cluster: Segu´n el dominio de aplicacio´n, los cluster se clasifican en: (i) clusters
de alto rendimiento (HP Clusters: High Performance), es decir, aquellos clusters que permiten
lograr una gran eficiencia en el proceso de la informacio´n y (ii) clusters de alta disponibilidad
(HA Clusters: High Availability), es decir, aque´llos que suelen utilizarse para aplicaciones cr´ıticas,
en donde es necesario garantizar la disponibilidad de los recursos.
Hardware de cada nodo: Dependiendo del tipo de nodo que se utilice, se pueden distinguir
los clusters de PC (CoPs), tambie´n denominadas Pilas de PC (PoPs), clusters de estaciones de
trabajo o workstations (COWs) y clusters de SMPs (CLUMPs).
Sistema operativo de cada nodo: Segu´n el sistema operativo que se ejecute en cada nodo,
los clusters se diferencian en:
• Clusters Linux, si ejecutan este sistema operativo (ejemplo: Beowulf).
• Clusters Solaris (ejemplo: Berkeley NOW).
• Clusters NT (ejemplo: HPVM).
• Clusters AIX (ejemplo: IBM SP2).
• Clusters Digital VMS.
• Clusters HP-UX.
• Clusters Microsoft Wolfpack.
Configuracio´n de cada nodo: La arquitectura y el sistema operativo de cada uno de los
nodos condiciona el tipo de clusters. Segu´n esta caracteristica, se pueden distinguir dos tipos de
clusters: (i) clusters homoge´neos, que son aquellos clusters en los cuales los nodos tienen una
arquitectura similar y ejecutan el mismo sistema operativo y (ii) clusters heteroge´neos, en los
cuales los nodos tienen una arquitectura diferente y/o ejecutan diferentes sistemas operativos.
1SSI (Single System Image)
ARQUITECTURA MULTIAGENTE PARA E/S DE ALTO RENDIMIENTO EN CLUSTERS Mar´ıa de los Santos Pe´rez Herna´ndez
2.7. COMPUTACIO´N GRID 21
Niveles de clustering: Segu´n el nu´mero y ubicacio´n de los nodos, se distinguen los siguientes
tipos de clusters, de menor a mayor complejidad:
• Clusters en grupo, donde el nu´mero de nodos oscila entre 2 y 99 y que se encuentran
unidos por alguna tecnolog´ıa de comunicacio´n tipo SAN (System Area Networks), quedando
confinados dentro de un mismo centro.
• Clusters departamentales, cuyo nu´mero de nodos se encuentra entre 10 y 100 y los cuales
pertenecen a un mismo departamento.
• Clusters organizativos, que suelen estar formados por varios centenas de nodos y que per-
tenecen a una misma organizacio´n.
• Metacomputadores nacionales, que permiten unir diferentes sistemas departamentales y
organizativos y que tienen conexiones tipo WAN o basadas en Internet.
• Metacomputadores internacionales, que incluyen desde miles hasta millones de nodos y que
se basan en Internet para llevar a cabo la comunicacio´n.
Las claves del e´xito de los sistemas paralelos basados en un cluster son principalmente dos: las
mejoras realizadas en estaciones de trabajo y en la red. Ambas han permitido incrementar el rendi-
miento de dichos componentes y la disponibilidad de APIs esta´ndar de programacio´n, que permiten
beneficiarse de este incremento. Precisamente MPI es uno de los esta´ndares ma´s utilizados en una
arquitectura de este tipo.
2.7. Computacio´n grid
En la actualidad existe una gran cantidad de problemas cuya resolucio´n excede la capacidad de los
computadores. Todo esto ocurre a pesar de que un PC de hoy es ma´s ra´pido que un supercomputador
Cray de hace 10 an˜os. A pesar de esto, en muchas ocasiones los computadores son infrautilizados.
Esta circunstancia, y otras, hacen pensar que es posible construir un escenario en el cual todo este
tipo de computacio´n sea posible en un futuro, gracias a [Fos99]:
1. Mejoras en la tecnolog´ıa: Se espera que los cambios en la tecnolog´ıa VLSI y en la arquitectura
de los procesadores incrementen la capacidad computacional en un factor de 10 en los pro´ximos
5 an˜os y un factor de 100 en los pro´ximos 10.
2. Aumento del nu´mero de aplicaciones con accesos espora´dicos a los recursos de computacio´n:
Debido a este motivo, se perfila un escenario en el cual se acceda a los recursos bajo demanda.
Si se establecen mecanismos que permitan el acceso fiable y transparente a los recursos, desde
el punto de vista de la aplicacio´n es como si los recursos se dedicaran de forma exclusiva a la
misma.
3. Incremento de la utilizacio´n de “tiempos muertos” de computacio´n: La mayor´ıa de los PC y esta-
ciones de trabajo se encuentran frecuentemente “ociosos”. De hecho, en los entornos acade´micos
y comerciales la utilizacio´n de los mismos es aproximadamente del 30% [ML91].
4. Mayor comparticio´n de recursos computacionales: surgen problemas que pueden resolverse en
colaboracio´n y a trave´s del acceso a mu´ltiples recursos.
5. Nuevas te´cnicas y herramientas para resolucio´n de problemas: Una gran variedad de te´cnicas
puede mejorar la eficiencia o la facilidad con la que la computacio´n se aplica a la resolucio´n de
problemas.
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El te´rmino “grid” fue acun˜ado a mediados de los an˜os 90 para denotar una determinada infraestruc-
tura de computacio´n distribuida en el campo de la ingenier´ıa y de la ciencia avanzada [FK99]. Desde
entonces, se han realizado considerables avances en la construccio´n de dicha arquitectura [SWDC97],
[BCF+98], [JGN99], que intenta dar salida al escenario descrito.
Al igual que en el campo de los agentes, no existe una perspectiva u´nica de lo que es la compu-
tacio´n grid. Una posible definicio´n de lo que se denomina el “problema grid” [Fos01] consiste en “la
comparticio´n controlada y coordinada de recursos y el uso dina´mico de los mismos en organizaciones
virtuales”. La comparticio´n no se refiere exclusivamente al intercambio de ficheros, sino al acceso di-
recto a computadores, datos, aplicaciones y otros recursos que pueden ser utilizados por un conjunto
de aplicaciones que pueden colaborar a fin de resolver problemas. La comparticio´n debe ser controlada
a partir de reglas. Al conjunto de individuos o instituciones que definen dichas reglas se les denomina
organizaciones virtuales (VO: Virtual Organizations).
No obstante, en torno a esta definicio´n no consensuada surgen otras cuestiones en las que tampoco
existe una visio´n u´nica y uniforme, entre las que se encuentran la necesidad de “tecnolog´ıas grid” o la
definicio´n de aplicaciones grid.
2.7.1. Tecnologı´a grid
La arquitectura grid necesita definir relaciones de comparticio´n flexibles. Adema´s requiere un so-
fisticado control sobre co´mo se utilizan los recursos compartidos, sobre la delegacio´n y la aplicacio´n de
pol´ıticas locales y globales. Las tecnolog´ıas distribuidas actuales no permiten cumplir los requisitos de
dicha arquitectura. Las tecnolog´ıas de Internet permiten la comunicacio´n y el intercambio de informa-
cio´n entre diferentes equipos, pero no proporciona te´cnicas que permitan realizar un uso coordinado
de los recursos situados en diferentes ubicaciones. Tecnolog´ıas de computacio´n distribuida tales como
CORBA permiten la comparticio´n de recursos, pero so´lo a nivel de una u´nica organizacio´n.
Por tanto, es necesario el uso de una nueva tecnolog´ıa, en la cual el problema central es la inte-
roperabilidad, que asegure que se puedan iniciar relaciones de comparticio´n entre diferentes partes,
permitiendo la participacio´n dina´mica de nuevas entidades a trave´s de diferentes plataformas, lengua-
jes y entornos de programacio´n.
En primer lugar, una arquitectura grid necesita identificar y definir los protocolos que gobiernan la
interaccio´n entre los diferentes componentes. Estos protocolos van a permitir definir los mecanismos
ba´sicos por los cuales los usuarios de las VO y los recursos negocian, establecen y gestionan las
relaciones de comparticio´n.
En segundo lugar, los protocolos permiten definir servicios esta´ndar que proporcionen determinadas
capacidades a los participantes del VO. Los servicios se caracterizan por los protocolos que utilizan y
por el comportamiento que implementa, de una forma similar a los servicios CORBA. Globus Toolkit
[GLO] se ha convertido en el esta´ndar “de facto” de los principales protocolos y servicios grid.
Por u´ltimo y a fin de proporcionar abstracciones de programacio´n del grid, es conveniente defi-
nir APIs (Application Programming Interfaces) y SDKs (Software Development Kits) que permitan
facilitar la programacio´n de aplicaciones grid y proporcionen portabilidad.
En los u´ltimos an˜os han surgido diferentes plataformas, tales como Globus [FK97], Legion
[GWF+97] y UNICORE [AS99], que constituyen infraestructuras para la computacio´n grid. Como ya
se ha mencionado, Globus se esta´ convirtiendo en el esta´ndar de computacio´n grid.
2.7.2. Aplicaciones grid
Basa´ndose en algunos entornos de pruebas y en sistemas experimentales se han identificado cinco
clases principales de aplicaciones grid:
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Supercomputacio´n distribuida: Este tipo de aplicaciones utiliza grids con el objetivo de
agregar mu´ltiples recursos computacionales que permitan resolver problemas no resolubles en
un u´nico sistema.
Computacio´n de alto rendimiento: En este caso, el grid se utiliza para planificar un gran
nu´mero de tareas independientes o ligeramente acopladas, de cara a aprovechar ciclos de pro-
cesador no utilizados, frecuentemente pertenecientes a estaciones de trabajo ociosas. El sistema
Condor de la Universidad de Wisconsin [LLM88] permite gestionar un pool de cientos de esta-
ciones de trabajo de diferentes universidades y laboratorios del mundo. Estos recursos se han
utilizado en campos tan dispares como la simulacio´n molecular de cristales l´ıquidos o el disen˜o
de motores diesel.
Computacio´n bajo demanda: Las aplicaciones bajo demanda usan el grid para solicitar
recursos a corto plazo, que no pueden obtenerse de forma local.
Computacio´n intensiva de datos: El objetivo de este tipo de aplicaciones es obtener nueva
informacio´n de datos que se encuentran geogra´ficamente distribuidos entre diversas fuentes,
tales como repositorios, bibliotecas digitales o bases de datos. En la actualidad, existe un gran
nu´mero de aplicaciones que operan sobre grandes cantidades de datos. Diferentes aplicaciones
de datos intensivas (data-intensive applications o data grids) se han utilizado en varios dominios,
tales como la f´ısica [Hol00], la modelizacio´n climatolo´gica [LEG+97], la biolog´ıa [YFH+96] o la
visualizacio´n [FL99].
Computacio´n colaborativa: Las aplicaciones colaborativas tienen como objetivo lograr la
interaccio´n entre humanos, de forma que las tareas se realicen de acuerdo a esta colaboracio´n.
Muchas de las aplicaciones colaborativas permiten la comparticio´n de recursos tales como ficheros
o simulaciones.
Esta tesis esta´ relacionada con la gestio´n de recursos en sistemas paralelos y distribuidos. Por tanto,
tiene una estrecha relacio´n con la problema´tica grid y ma´s concretamente con las aplicaciones grid
que tienen un uso intensivo de datos. Actualmente, existen diferentes sistemas que ofrecen servicios
para el acceso a recursos de un data grid. El acceso a recursos heteroge´neos con diferentes interfaces
y funcionalidades se resuelve, en la mayor´ıa de los casos, por medio de nuevos servicios que ofrecen
un acceso uniforme a diferentes tipos de sistemas. Ejemplos de este tipo de sistemas lo constituye
Globus [VTF01], Storage Resource Broker (SRB) [BMRW98], DataCutter [BFK+00], DPSS [TLJ+99]
y BLUNT [MR00]. Todos estos sistemas utilizan la replicacio´n para mejorar el rendimiento de las
operaciones de E/S y la disponibilidad del sistema.
Mar´ıa de los Santos Pe´rez Herna´ndez ARQUITECTURA MULTIAGENTE PARA E/S DE ALTO RENDIMIENTO EN CLUSTERS
24 2. Sistemas distribuidos y paralelos
ARQUITECTURA MULTIAGENTE PARA E/S DE ALTO RENDIMIENTO EN CLUSTERS Mar´ıa de los Santos Pe´rez Herna´ndez
Capı´tulo 3
Agentes
3.1. Introduccio´n
¿Que´ es un agente? Responder a esta pregunta no es una tarea sencilla u obvia. No existe una
definicio´n precisa de un agente, al igual que no existe una definicio´n comunmente aceptada para el
te´rmino inteligencia artificial, a´rea en la que tambie´n de forma parcial, muchos autores suscriben
el concepto de agente. De hecho, existen muchas definiciones de los agentes, dependiendo de los
autores y sus intereses. Au´n sin tener una definicio´n exacta del concepto, s´ı se tiene en el conjunto de
investigadores una percepcio´n comu´n del agente como un elemento que se comunica con su entorno de
forma significativa, casi definitoria del mismo. Por ello, se presenta como interesante determinar co´mo
se pueden comunicar entre ellos y con su entorno, as´ı como los medios que deben usar. Dado el aspecto
androide que se le da, parece lo´gico que la comunicacio´n se lleve a cabo mediante un lenguaje. Pero
¿este lenguaje debe ser universal, comu´n a todos los agentes?, ¿debe poder modelar situaciones reales
en base a la abstraccio´n de conceptos como se deduce de las capacidades androides que se imputan a
los agentes?, ¿debe permitir el conocimiento de nuevos elementos en un entorno dina´mico y variable?.
A estas preguntas intenta responder este cap´ıtulo, intentando establecer el estado de la cuestio´n
tanto en los aspectos ba´sicos como en el concepto de la comunicacio´n y de la cooperacio´n entre
diferentes agentes.
3.2. ¿Que´ es un agente? Conceptos ba´sicos de los agentes
Para encontrar la definicio´n de una entidad debemos determinar una serie de caracter´ısticas que la
identifiquen y diferencien de todas las dema´s. Una caracter´ıstica comu´n de la literatura sobre agentes
es la falta absoluta de una definicio´n formal del concepto de agente y el hecho de que siempre se
intenta definir, utilizando un adjetivo calificativo del mismo, tras el que se esconde esta grave falta
o deficiencia. Por otra parte, este adjetivo suele conllevar una serie de atributos determinantes que
distorsionan totalmente el objetivo primario de determinar que´ es un agente. Por todo ello, suele
ocurrir que la concepcio´n de la esencia de un agente viene dada a posteriori, basada en la experiencia
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obtenida del trabajo realizado para la construccio´n del software necesario para lograr el objetivo
planteado. Esto no es muy adecuado, ya que lo ideal es comprender un concepto antes de utilizarlo
y no a la inversa, aunque bien es cierto que en muchas ocasiones el proceso de comprensio´n de un
concepto es un proceso iterativo y que se realimenta con la etapa de utilizacio´n del mismo.
Por estos motivos, la definicio´n de un agente no es algo inmediato, sino que consiste en un ejercicio
de ana´lisis de diversas fuentes bibliogra´ficas. De entre la oferta existente de aquellos expertos que tra-
bajan sobre el tema se puede observar que la definicio´n de un agente es acorde con la investigacio´n que
realizan, incluso con el intere´s directo de la misma. Y la mayor´ıa, como ya sen˜alabamos previamente,
se basan en caracter´ısticas del agente para definirlo.
A continuacio´n se enumeran algunas de las definiciones de agentes ma´s revelantes, tanto por su
originalidad como por su alcance.
Franklin y Graesser definen un agente, basa´ndose en el concepto de autonomı´a [FG96]: “Un
agente auto´nomo es un sistema con capacidad de autonomı´a, con propuestas de acciones en un mundo
real”.
Wooldridge y Jennings enfocan la definicio´n de un agente basa´ndose en sus propiedades [WJ95a]:
“un agente es un sistema hardware o software que consta de las siguientes propiedades:
Autonomı´a: un agente opera sin intervencio´n directa de humanos u otros, y tiene un determinado
control sobre su acciones y su estado interno;
capacidad de relacio´n (social): un agente interactu´a con otros agentes (y posiblemente con
humanos) a trave´s del uso de algu´n tipo de lenguaje de comunicacio´n de agentes.
Reactividad: un agente es capaz de percibir el entorno y responder en un tiempo adecuado a
los cambios que ocurren en el mismo.
Proactividad: un agente no actu´a simplemente en respuesta a su entorno, sino que es capaz de
tomar la iniciativa a fin de lograr los objetivos”.
Rao y Georgeff [RG95] definen los agentes como entidades racionales que poseen actitudes mentales:
creencias, deseos e intenciones, definiendo lo que denominan arquitectura BDI (Belief, Desire and
Intention). Las creencias consisten en el conocimiento que el agente tiene sobre s´ı mismo y su entorno.
Los deseos son los objetivos que un agente desea satisfacer a largo plazo. Las intenciones son los
objetivos a corto plazo, es decir, los que en cada momento el agente intenta llevar a cabo. En base a
dicha arquitectura, definen todo un modelo lo´gico, que constituye un modelo de comportamiento de
agentes auto´nomos.
Russell y Norvig, que se dedican al uso pra´ctico de la Inteligencia Artificial en entornos reales,
definen un agente en tres pasos [RN94], ordenados por un orden creciente de complejidad:
Agentes gene´ricos: “Un agente es algo que puede ser visto como un perceptor de su entorno a
trave´s de sensores y que actu´a sobre dicho entorno a trave´s de actuadores (que modifican este
entorno)”. Esta definicio´n es realizada en un sentido muy amplio y muchos elementos software
podr´ıan considerarse agentes si nos ajustamos estrictamente a dicha definicio´n.
Agentes racionales: “Un agente racional ideal realiza cualquier tarea a fin de maximizar su
rendimiento, y en base a evidencias que le proporciona la secuencia de percepciones y cualquier
otra fuente de conocimiento que el agente tenga”.
Agentes auto´nomos: “Un agente es auto´nomo siempre que sus acciones y elecciones dependen de
su propia experiencia, en lugar del conocimiento del entorno que le ha proporcionado el disen˜ador
originalmente.”
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Pattie Maes, pionera en el estudio de agentes, [Mae90b] pone el ep´ıteto de auto´nomos a los agentes
y los define de la siguiente forma: “Agentes auto´nomos son los sistemas computacionales que se
desarrollan sobre entornos complejos y dina´micos, conociendo, actuando de forma auto´noma sobre
e´ste y trabajando para lograr un conjunto de metas para las que fue disen˜ado”.
Virdhagreswaran en su l´ınea de trabajo con agentes mo´viles en el campo de la Inteligencia Artifi-
cial define un agente como “el te´rmino usado para representar dos conceptos ortogonales. El primero
es la capacidad de los agentes para su ejecucio´n auto´noma. El segundo es la capacidad para realizar
razonamientos dentro de su a´mbito”. Por tanto, de nuevo se basa en la caracter´ıstica de autonomı´a y
adema´s enfoca la definicio´n en la capacidad de razonamiento o inteligencia de los agentes.
Barbara Hayes-Roth [HR95] se basa en la caracter´ıstica de la inteligencia para definir un agente,
concretamente un agente inteligente: “Los agentes inteligentes esta´n continuamente realizando tres
funciones:
Percepcio´n dina´mica de las condiciones de su entorno.
Acciones que afectan a las condiciones de su entorno.
Razonamiento para interpretar lo percibido, resolver problemas, prever interferencias y deter-
minar actuaciones”.
Otros autores enfatizan otras caracter´ısticas opcionales de los agentes, como son la movilidad
[WP99],[Kna96] o la cooperacio´n. Esta u´ltima caracter´ıstica, por ser de especial relevancia en este
trabajo, se analiza ma´s detalladamente.
Todas estas definiciones en alguna medida contribuyen a tomar conciencia del te´rmino agente y a
ser capaces de distinguir un agente de lo que en te´rminos estrictamente te´cnicos podr´ıa denominarse
simplemente proceso.
Tal vez la u´nica certeza que tenemos sobre los agentes es que han constituido un hito en el mundo
de la Inteligencia Artificial.
3.2.1. Agencias
Los agentes, debido a su cara´cter social, comparten con los humanos algunas caracter´ısticas. Una de
ellas es la necesidad de “habitar” en lugares espec´ıficos, con los que se comunican para determinar sus
caracter´ısticas y posibilidades. Estos lugares o entornos se denominan agencias y son imprescindibles
para el desarrollo de los agentes.
Un agente necesita estar ubicado en un lugar o entorno que le es propicio, que es lo que se denomina
agencia. A fin de conocer su entorno, el agente debe utilizar un conjunto de sensores adecuado.
3.2.2. Taxonomı´a de agentes
La clasificacio´n de los agentes se puede llevar a cabo de acuerdo con las caracter´ısticas de los
agentes, segu´n sus mu´ltiples peculiaridades:
Reactividad o respuesta a est´ımulos exteriores y actuacio´n consecuente que cambia el entorno.
Proactividad o capacidad para tomar la iniciativa y actuar en pro de la consecucio´n de unos
objetivos.
Autonomı´a, es decir, condicio´n de una entidad que de nadie depende en ciertos aspectos.
Persistencia o continuidad en el tiempo.
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Comunicacio´n y sociabilidad, es decir, capacidad de comunicarse con otros agentes.
Capacidad de aprendizaje y adaptacio´n al medio.
Movilidad, es decir, capacidad de transporte entre diferentes ma´quinas.
Personalidad y estados emocionales (caracter´ısticas androides).
De esta forma, se han catalogado diferentes tipos de agentes segu´n la existencia o no de las ante-
riores caracter´ısticas, de los cuales los ma´s conocidos o estudiados son:
Agentes auto´nomos, [FG96], [MPT94], si poseeen la caracter´ıstica de autonomı´a.
Agentes inteligentes, [KJ98], [CKL94], [WJ95a] si poseen la capacidad de aprendizaje y adapta-
cio´n al medio.
Agentes sociales, [Fon93], [Wer89] si son capaces de comunicarse con otros agentes.
Agentes mo´viles, [Try99], [WP99], [Whi95], [Bau99], [Kna96] si poseen la caracter´ıstica de mo-
vilidad.
Tambie´n se pueden clasificar por su funcio´n en agentes de regulacio´n, planificacio´n o adaptacio´n
[Bru91].
Se pueden realizar muchas otras clasificaciones de acuerdo a las tareas que van a ejecutar. De esta
forma, los virus pueden llegar a clasificarse como agentes de software, en contraposicio´n con los de
Vida Artificial1 [Bel92] y como sistemas de computacio´n en contraposicio´n con los biolo´gicos.
3.3. Origen de los agentes
La programacio´n orientada a objetos represento´ en su d´ıa un gran salto adelante con respecto a la
programacio´n basada en procedimientos. Constituyo´ una completa revolucio´n en el campo de desarrollo
de aplicaciones, al permitir beneficiarse de dos conceptos que se complementan y se realimentan:
abstraccio´n y reutilizacio´n. El desarrollo de los componentes distribuidos supuso la aplicacio´n de esta
metodolog´ıa en un entorno distribuido. La teor´ıa de agentes va un paso ma´s alla´ en el procesamiento
distribuido permitiendo la interaccio´n dina´mica de componentes auto´nomos y heteroge´neos.
Por tanto, los agentes se pueden considerar el siguiente paso evolutivo en la programacio´n de
sistemas, precedie´ndoles los sistemas orientados a objetos. En este sentido, los sistemas cada vez se
encuentran ma´s pro´ximos al lenguaje natural y, en el caso de los agentes, a las caracter´ısticas humanas.
De hecho, como hemos visto previamente, es bastante comu´n en Inteligencia Artificial caracterizar
un agente utilizando nociones mentales, tales como conocimiento, creencia, intencio´n y obligacio´n; e
incluso algunos investigadores hablan de agentes emocionales [WJ95a].
Pero un agente no es un objeto ni viceversa. Ambas entidades comparten el concepto de abstraccio´n.
Pero a diferencia de los objetos, los agentes se caracterizan por ser auto´nomos y depender del entorno
en el que se encuentran situados. Por otro lado, los objetos dependen de su estado (atributos) y de los
elementos externos que invocan sus me´todos.
Adema´s, una de las caracter´ısticas fundamentales que distingue los agentes de otras abstracciones
software es el concepto de continuidad temporal [FG96], de forma que un agente se encuentra activo
de una manera continua en espera de est´ımulos que le lleguen del exterior y en respuesta a los mismos,
lleva a cabo acciones dependiendo de determinados factores de su entorno.
1Dentro del a´rea de Vida Artificial, se estudian los mundos artificiales. E´stos incluyen aplicaciones lu´dicas, que con-
tienen mundos donde agentes nacen, crecen, se alimentan, se reproducen y mueren, y otras aplicaciones, que, utilizando
ba´sicamente las mismas te´cnicas, tratan de reproducir caracter´ısticas de sistemas vivos
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3.4. Los agentes en la pra´ctica
Como otros conceptos en informa´tica, el concepto de agente queda muy difuso y es dificil de
delimitar su contorno. No obstante, en este campo trabajan numerosos equipos obteniendo resultados
cada vez mejores. Por ello, no deber´ıa ser un problema ponerse de acuerdo en un punto tan importante
as´ı como ba´sico como es la terminolog´ıa a emplear. El estudio de los agentes avanza en tres frentes
comunes y diferentes:
Teor´ıa de agentes: esencialmente especificaciones sobre su conceptualizacio´n, tanto de los
agentes como de las propiedades que debe tener, y de la manera en que se deben formalizar y
representar ambos.
Arquitecturas de agentes: representa el paso de la especificacio´n a la implementacio´n. Este
campo permite la busqueda de las estructuras hardware y software ma´s apropiadas para dicha
implementacio´n.
Lenguajes de agentes: el tercer campo de estudio es el de los lenguajes para la comunicacio´n
de los agentes. Debido a que los agentes tienen un cara´cter social y son capaces de comunicarse,
es necesario emplear un lenguaje para la comunicacio´n entre dichas entidades. Esta a´rea se
encarga del desarrollo de dicho lenguaje.
3.5. Teorı´a de agentes
Las teor´ıas de agentes son un conjunto de especificaciones que permiten conceptualizar los agentes.
Estas teor´ıas, en definitiva, son formalismos que permiten representar las propiedades de los agentes.
A trave´s del uso de estos formalismos, se desarrollan teor´ıas que determinan las propiedades deseables
de los agentes. Adema´s, una teor´ıa de agentes debe ser capaz de representar los aspectos dina´micos
relacionados con los agentes. Por lo que una teor´ıa de agentes completa debe definir las relaciones
existentes entre los diferentes atributos de los agentes.
Los agentes suelen considerarse como sistemas intencionales. Fue el filo´sofo Daniel Dennett quie´n
acun˜o´ este te´rmino [Den78], [Den87]. Estos sistemas se caracterizan por estar formados por creencias,
deseos e intenciones. De cara a modelizar estos sistemas, se han desarrollado diferentes teor´ıas que se
recogen en [WJ95a]. A continuacio´n se describen cada uno de estos modelos.
3.5.1. Teorı´a de conocimiento y accio´n
Moore [Moo90] fue uno de los pioneros en el uso de la lo´gica en el campo de los agentes. Moore
estudio´ lo que denomino´ “pre-condiciones de conocimiento para acciones”, es decir, aquellas cuestiones
que un agente necesita conocer a fin de llevar a cabo una accio´n. Este formalismo permite a un agente
alcanzar una determinada meta a partir de informacio´n incompleta. Algunas cr´ıticas, as´ı como mejoras
a la teor´ıa se recogen en [Mor89] y [Les89].
3.5.2. Teorı´a de intencio´n
Una de las teor´ıas ma´s influyentes en el a´rea de los agentes es la denominada teor´ıa de intencio´n,
que desarrollaron Cohen y Levesque [CL90a], [CL90b].
A partir del ana´lisis que hizo Bratman [Bra87], [Bra90], Cohen y Levesque identificaron las propie-
dades que debe satisfacer una teor´ıa de la intencio´n. A partir de estos criterios, aplicaron una solucio´n
de dos capas para la formalizacio´n de la intencio´n:
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1. Construyeron una lo´gica para agentes racionales, definiendo operadores modales ba´sicos y sus
relaciones.
2. Sobre esta capa, introdujeron una serie de constructores derivados. La intencio´n es uno de estos
constructores.
Singh realizo´ una cr´ıtica a la teor´ıa de intencio´n en [Sin92].
3.5.3. Modelo BDI
El trabajo realizado por Cohen y Levesque habla so´lo de dos comportamientos ba´sicos de los
agentes: las creencias y las metas. La intencio´n se define en esta teor´ıa en te´rminos de estos com-
portamientos ba´sicos. Por el contrario, Rao y Georgeff crearon un entorno basado en tres primitivas,
las creencias (beliefs), los deseos (desires) y las intenciones (intentions), desarrollando el modelo BDI
[RG91b], [RG91a], [RG92a], [RG93], [RG95], [Rao96]. El modelo BDI esta´ basado en un modelo de
ramificacio´n a trave´s del tiempo (branching-time model) [EH86], en el cual la exploracio´n de las in-
tenciones se lleva a cabo a trave´s de ramas construidas a lo largo del tiempo. Rao y Georgeff tambie´n
consideraron la posibilidad de an˜adir planes sociales a su formalismo [RG92b], [KLR+92].
Este modelo ha sido ampliamente utilizado. Ejemplos de arquitecturas que lo utilizan son IRMA
(Intelligent Resource-Bounded Machine) [BIP88] y PRS (Procedural Reasoning System) [GL87].
3.5.4. Modelo de Singh
Singh desarrollo´ un modelo bastante complejo, que incluye una familia de modelos lo´gicos para la
representacio´n de intenciones, creencia, conocimiento y comunicacio´n en un entorno tipo branching-
time [Sin90], [Sin91a], [Sin91b], [SA91]. [Sin94] recoge un compendio y una extensio´n de todos estos
art´ıculos.
3.5.5. Modelo de Werner
Werner [Wer88b], [Wer89], [Wer90], [Wer91], construyo´ un modelo general de agentes, basa´ndose
en un amplio abanico de campos, tales como economı´a, teor´ıa de juegos, teor´ıa de auto´matas y filosof´ıa.
Werner hizo e´nfasis en el aspecto social y cooperativo de los agentes [Wer88a], que colaboran formando
sistemas multiagente (ve´ase seccio´n 3.9).
3.5.6. Modelizacio´n de sistemas multiagentes
Wooldridge [Woo92], [WF92], desarrollo´ en su tesis doctoral una familia de modelos lo´gicos que
permiten representar las propiedades de los sistemas multiagentes. La principal diferencia de este
modelo frente a las te´cnicas anteriores es que e´stas u´ltimas tienen como objetivo el desarrollo de un
entorno general para teor´ıa de agentes. Por el contrario, este modelo consiste en la construccio´n de
formalismos que pueden ser utilizados en sistemas multiagente reales, donde se necesitan protocolos
de cooperacio´n.
3.6. Arquitecturas de agentes
Se puede definir una arquitectura como la porcio´n de un sistema que proporciona y gestiona los
recursos de un agente. La arquitectura constituye la parte pra´ctica de la agencia, ya que describe
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aquellos aspectos relacionados con la construccio´n de sistemas que permiten a un agente mostrar la
conducta enunciada en las teor´ıas de los agentes.
Maes [Mae91] define una arquitectura de agentes como una metodolog´ıa particular para la cons-
truccio´n de agentes, que especifica co´mo un agente puede descomponerse en un conjunto de mo´dulos
y co´mo estos mo´dulos deben interaccionar a fin de proporcionar respuesta a la forma en que los datos
de entrada y el estado interno de los agentes determinan las acciones y los futuros estados del agente.
Por su parte, Kaelbling [Kae91] afirma que una arquitectura de agentes consiste en una coleccio´n
espec´ıfica de mo´dulos software y/o hardware, disen˜ados t´ıpicamente como cajas con flechas que des-
criben los datos y el control de flujos entre los mo´dulos. Tambie´n an˜ade que una forma ma´s abstracta
de ver una arquitectura ser´ıa como una metodolog´ıa general que permite el disen˜o modular de tareas
particulares.
En todo caso, las arquitecturas de agentes pueden ser clasificadas basa´ndose en distintos criterios.
La bibliograf´ıa de agentes muestra dos diferentes clasificaciones de las arquitecturas:
1. Las arquitecturas de agentes pueden clasificarse como arquitecturas horizontales o verticales
[MPT94]. En las primeras, todas las capas tienen acceso a sensores y actuadores. Por el contra-
rio, en las arquitecturas verticales so´lo la capa ma´s baja tiene acceso a dichos elementos. Las
arquitecturas horizontales tienen como ventaja el paralelismo entre capas y como desventaja la
necesidad de tener un gran conocimiento de control para llevar a cabo la coordinacio´n entre
ellas. Por su parte, las arquitecturas verticales reducen este control a cambio de una mayor
complejidad de la capa ma´s baja.
2. Las arquitecturas de agentes tambie´n pueden clasificarse segu´n el tipo de procesamiento emplea-
do [WJ95a] en arquitecturas deliberativas, reactivas e h´ıbridas. A continuacio´n se analizan
ma´s detalladamente estos tipos de arquitecturas.
3.6.1. Arquitecturas deliberativas
Este tipo de arquitecturas tienen como base la Inteligencia Artificial Simbo´lica y concretamente
los trabajos realizados por Newell y Simon [NS76], segu´n los cuales un sistema de entidades f´ısicas
o s´ımbolos capaz de manipular estructuras simbo´licas puede mostrar una conducta inteligente. A
partir de esta hipo´tesis, aparece el concepto de agente deliberativo [GN87]. Estos agentes toman los
fundamentos de la teor´ıa cla´sica de planificacio´n en Inteligencia Artificial [JHD90][RK94], [SMD94],
segu´n la cual a partir de un estado inicial, un conjunto de planes y un estado final como objetivo, el
agente deliberativo construye los pasos a seguir.
Se pueden distinguir dos tipos de arquitecturas deliberativas [WJ95a], las arquitecturas inten-
cionales y las arquitecturas sociales.
Las arquitecturas intencionales son aque´llas que permiten hacer razonamientos en base a creencias
e intenciones. Ejemplos destacados de arquitecturas intencionales son las arquitecturas basadas en los
modelos BDI [HS96].
Las arquitecturas sociales [MCd96] incluyen agentes sociales que mantienen modelos de otros
agentes y en base a los cuales son capaces de razonar. Se pueden dividir en dos grupos. El primer
grupo consiste en agentes intencionales con capacidad de razonamiento sobre la existencia de otros
agentes. Ejemplos de arquitecturas de este tipo lo constituyen GRATE [Jen92], [JML+92], COSY
[BS92], [Had93], [HS96] y DA-SoC [HYGO94]. El segundo grupo consta de aquellas arquitecturas
cla´sicas que se han centrado en la cooperacio´n, dejando en segundo plano las intenciones de los agentes.
ARCHON [Wit92], [CN96], IMAGINE [Hau94], [Ste96] y Coopera [SAvL96] constituyen ejemplos de
este segundo tipo.
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3.6.2. Arquitecturas reactivas
Las arquitecturas reactivas [Fer96] constituyen una alternativa frente a las arquitecturas delibe-
rativas, ya que no utilizan un enfoque simbo´lico, sino conductista, mostrando un comportamiento
est´ımulo-respuesta. Estas arquitecturas no utilizan un modelo del mundo a partir del cual construir
los planes, sino que utilizan un conjunto de sensores, que activan una serie de actuadores bajo deter-
minadas condiciones.
Brooks fue una de las voces ma´s cr´ıticas contra el paradigma simbo´lico, afirmando que no es
necesario el uso de una representacio´n expl´ıcita del modelo para que una arquitectura muestre un
comportamiento inteligente [Bro86], [Bro90], [Bro91a], [Bro91b]. De hecho, propuso la llamada arqui-
tectura de subordinacio´n (subsumption architecture). Esta arquitectura se encuentra compuesta por
un conjunto de niveles que siguen una determinada conducta. Cada nivel esta´ formado por una red de
ma´quinas de estado finitas. En base a esta arquitectura, Brooks construyo´ un gran nu´mero de robots.
Steels [Ste90] llevo´ a cabo un trabajo similar al construir un sistema que simulaba la exploracio´n de
Marte (Mars Explorer), haciendo uso de agentes basados en este tipo de arquitectura.
Chapman y Agre [CA86] tambie´n exploraron alternativas al paradigma de planificacio´n de Inteli-
gencia Artificial. Observaron que la mayor´ıa de las actividades son rutinarias y no requieren razona-
miento abstracto nuevo, ya que una vez aprendidas, pueden llevarse a cabo de la misma forma, con
pocas variaciones. Basa´ndose en esto, propusieron el sistema PENGI [AC87], que utiliza una estruc-
tura de bajo nivel, similar a un circuito digital, que lleva a cabo actualizaciones perio´dicas, a fin de
permitir tratar nuevas clases de problemas.
Rosenschein y Kaelbling [Ros85], [RK86], [KR90], [Kae91] propusieron una arquitectura reactiva
en la cual un agente se especifica de forma declarativa. Su especificacio´n es compilada y convertida en
una ma´quina digital, que satisface la misma. La lo´gica utilizada para la especificacio´n de los agentes
es una lo´gica modal del conocimiento. Un agente se especifica en base a dos componentes: percepcio´n
y accio´n.
Pattie Maes [Mae89], [Mae90a], desarrollo´ una arquitectura de agentes, denominada Agent Network
Architecture [Mae91]. Dicha arquitectura esta´ compuesta por un conjunto de agentes, que consisten
en una serie de mo´dulos que se activan de forma independiente. Cada uno de los mo´dulos se enlazan
entre s´ı a trave´s de sus pre-condiciones y post-condiciones, de forma ana´loga a los enlaces de una red
neuronal.
Ferber [FD92] propone una arquitectura reactiva multiagente de tareas competitivas, en la cual
cada agente debe decidir que´ tarea debe realizar de entre varias posibles, seleccionando aque´lla que
proporciona el mayor nivel de activacio´n. El sistema MANTA [DF92], [DCF95], [Fer96] utiliza esta
misma aproximacio´n, modelizando el sistema como una colonia de hormigas, en la cual cada hormiga
decide que´ accio´n debe realizar a fin de cumplir sus objetivos.
3.6.3. Arquitecturas hı´bridas
Una arquitecturas h´ıbrida, como su nombre indica, combina caracter´ısticas deliberativas y reac-
tivas, utilizando tanto mo´dulos deliberativos como reactivos, que colaboran dentro del agente. Los
mo´dulos reactivos llevan a cabo el procesamiento de aquellos est´ımulos que no precisan de delibe-
racio´n. Por su parte, los mo´dulos deliberativos establecen las acciones necesarias para satisfacer los
objetivos locales y globales de los agentes. Generalmente, el mo´dulo reactivo tiene prioridad en aquellas
situaciones que requieren una reaccio´n en un tiempo limitado.
Georgeff y Lansky [GL87] desarrollaron una de las ma´s conocidas arquitecturas, PRS (Procedural
Reasoning System). PRS es una arquitectura BDI, compuesta por una librer´ıa de planes y por re-
presentaciones simbo´licas expl´ıcitas de las creencias, deseos e intenciones. No obstante, la librer´ıa de
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planes contiene planes parcialmente elaborados, que se denominan a´reas de conocimiento o KA (know-
ledge area). Las KAs pueden ser activadas por las metas o por los datos. Adema´s, tambie´n pueden ser
reactivas, permitiendo que el sistema PRS pueda responder ra´pidamente a cambios en el entorno. El
sistema PRS se ha utilizado en simulacio´n de entornos espaciales, as´ı como en otros dominios [GI89b],
[GI89a].
Ferguson desarrollo´ la arquitectura h´ıbrida TOURINGMACHINES en su tesis doctoral [Fer92a],
[Fer92b]. La arquitectura consiste en dos subsistemas, uno de percepcio´n y otro de accio´n, que sirven
de interfaz con el entorno de agente, y tres capas de control, que comunican ambos subsistemas
[Fer95a]. La primera capa, la capa reactiva, permite responder de una forma ra´pida a los eventos.
La segunda capa, la capa de planificacio´n, construye planes y selecciona las acciones que se deben
ejecutar para satisfacer las metas de los agentes [Fer95b]. La tercera capa, la capa de modelizacio´n,
contiene representacio´n simbo´lica del estado cognitivo de otras entidades en el entorno del agente.
Estos modelos se manipulan a fin de resolver conflictos en las metas.
INTERRAP [MP94], [Mu¨l94], [MPT94], [MPT95], [Mu¨l96] es una arquitectura h´ıbrida y estructu-
rada en capas, al igual que TOURINGMACHINES, pero a diferencia de e´sta, las capas son subdivididas
en capas verticales, de modo que cada capa contiene una base de conocimiento y un conjunto de com-
ponentes de control que utilizan la misma. La capa ma´s baja se llama interfaz con el mundo (world
interface), que accede a su correspondiente base de conocimiento del modelo del mundo. Esta capa
gestiona la interfaz entre el agente y su entorno. La capa siguiente es el componente basado en el com-
portamiento. El objetivo de este componente es la implementacio´n y control de la capacidad reactiva
del agente, a trave´s del uso de patrones de comportamiento, PoB (patterns of behaviour). La siguiente
capa esta´ constituida por el componente basado en planes, que esta´ formado por un planificador que
genera planes para un u´nico agente, en respuesta a las peticiones realizadas por el componente basa-
do en comportamiento. La capa de mayor nivel es el componente de cooperacio´n, que genera planes
conjuntos para varios agentes, en respuesta a las peticiones realizadas por el componente basado en
planes. Algunas aplicaciones se han basado en esta arquitectura [FMP96].
3.7. Comunicacio´n de agentes
El objetivo fundamental de la cooperacio´n entre agentes es la interaccio´n entre los mismos para
conseguir un objetivo comu´n en un espacio distribuido. Para permitir la coordinacio´n y cooperacio´n
entre agentes es necesario utilizar un marco donde puedan comunicarse. Se puede diferenciar un amplio
rango de formas de comunicacio´n [Wer89], que vamos a analizar a continuacio´n.
3.7.1. Sin comunicacio´n
Es posible tener varios agentes en un sistema y no utilizar ninguna forma de comunicacio´n entre
ellos (communication-free). La interaccio´n en este caso se debe a la inferencia de las intenciones
del resto de los agentes [RG88], [GGR88]. En muchas ocasiones, se utiliza la probabilidad como
herramienta para la representacio´n de la incertidumbre acerca de los movimientos del resto de los
agentes [RB89].
3.7.2. Comunicacio´n primitiva
El nivel ma´s bajo de comunicacio´n entre agentes lo constituye el trasiego de un nu´mero fijo de
mensajes entre los agentes que forman el sistema. As´ı, en [Geo89] se utiliza un agente intermedio que
se encarga de sincronizar a dos agentes que compiten por un determinado recurso. La comunicacio´n
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lograda mediante este esquema esta´ muy limitada.
3.7.3. Comunicacio´n mediante pizarra
Una forma de comunicacio´n muy utilizada en las aplicaciones relacionadas con la Inteligencia
Artificial es la denominada “arquitectura de pizarra” [Cor91], [CL92]. Para utilizar este me´todo de
comunicacio´n, se utilizan tres elementos:
Una pizarra, que constituye la base de datos global y que es el lugar donde se comparte el
conocimiento del sistema.
Varias fuentes de conocimiento, que intercambian el conocimiento que poseen a trave´s de la
pizarra.
Un mecanismo de control, que permite controlar el acceso concurrente a la pizarra por parte de
las fuentes de conocimiento.
Algunos ejemplos de arquitecturas de agentes que usan la comunicacio´n mediante pizarra son
[CC94], [CM01], [Wit92] y [CN96].
3.7.4. Paso de mensajes
Este paradigma constituye un medio de comunicacio´n no exclusivo de agentes [Ari90], [And00]. No
obstante, los agentes pueden utilizarlo a fin de comunicarse entre ellos. Para ello, es necesario definir el
formato de los mensajes y el protocolo utilizado para el env´ıo e interpretacio´n de los mismos. Existen
una gran cantidad de sistemas multiagente que utilizan este mecanismo de comunicacio´n, tales como
Accord [GS94] o MadKit [GF01].
3.7.5. Comunicacio´n de alto nivel
Los agentes han constituido un paso evolutivo en el desarrollo de aplicaciones, permitiendo utilizar
te´cnicas de inteligencia artificial en dicho campo. En ese sentido, se han estudiado las interacciones
entre agentes en el nivel de conocimiento [New82], llegando a modelos como el BDI [RG91b], [RG95],
[Rao96], que se describio´ anteriormente.
Para estudiar las interacciones entre agentes, se han aplicado a sistemas multiagente te´cnicas del
campo del lenguaje natural, tales como [GS86] y [FA93].
Los lenguajes de comunicacio´n actualmente utilizados, tales como KQML [CFF+92], [ARP93],
[LF97a], [FLM97], pueden clasificarse en esta categor´ıa (ve´ase seccio´n 3.11).
3.8. Cooperacio´n entre agentes
La coordinacio´n se define como la interaccio´n entre un conjunto de agentes para llevar a cabo
una determinada tarea [DLC89], [Gas92]. Por otro lado, la cooperacio´n es una clase espec´ıfica de
coordinacio´n, en la cual los agentes cooperan entre s´ı para detectar inconsistencias entre los resultados
parciales de cada uno de ellos e integrar estos resultados con los suyos propios [HS95].
Las dos principales ramas para el disen˜o de me´todos y arquitecturas dedicadas espec´ıficamente al
problema de la cooperacio´n entre agentes son [DR94]:
Sistemas multiagente (MAS: MultiAgent System).
Resolucio´n de problemas distribuidos (DPS: Distributed Problem Solving).
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La diferencia principal entre ambas disciplinas radica en la coordinacio´n entre los agentes que
constituyen el sistema. En el primer caso, los agentes tienen mayor autonomı´a y pueden tener objetivos
globales diferentes. Por el contrario, en la DPS, existe un plan central expl´ıcito para la resolucio´n del
problema global.
So´lo analizaremos la primera rama, que es la que esta´ ma´s estrechamente relacionada con el tema
de la agencia, aunque ambos campos se solapan y se realimentan.
3.9. Sistemas multiagente
De nuevo hemos de preguntarnos, ¿que´ es un sistema multiagente o MAS? Al igual que el caso
de los agentes tambie´n se han propuesto diferentes definiciones [FM99]. Desde el punto de vista de la
Inteligencia Artificial, un MAS se define como una red de agentes, que trabajan en cooperacio´n para
encontrar respuesta a problemas que no se pueden resolver de forma individual por cada uno de ellos
[DLC89].
Desde un punto de vista ma´s general, en [JSW98] se define un MAS como un sistema compuesto
por mu´ltiples componentes auto´nomos que poseen las siguientes propiedades:
Cada agente tiene la capacidad de solucionar el problema de forma parcial y no el problema
global.
No existe un sistema de control centralizado.
Los datos no esta´n centralizados.
La ejecucio´n es as´ıncrona.
Independientemente de co´mo se defina un MAS, una de las caracter´ısticas de los mismos es su
modularidad, que permite que un problema complejo pueda ser resuelto a trave´s de la participacio´n de
un conjunto de agentes, que se encargan de resolver aspectos particulares de dicho problema [JFL+01].
El motivo del creciente intere´s que esta´ suscitando el campo de los sistemas multiagente viene dado
principalmente por la capacidad que tienen de realizar las siguientes tareas [Syc98]:
1. Resolver problemas demasiado complejos para un u´nico agente centralizado.
2. Permitir la interconexio´n de mu´ltiples sistemas heredados (legacy systems) a trave´s, por ejemplo,
de wrappers o envoltorios, que permitan la interconexio´n [GK94].
3. Proporcionar soluciones a problemas que pueden ser resueltos a trave´s de una sociedad de
componentes auto´nomos que interaccionan [GS96], [DBM+92], [KLR+92], [CMS83].
4. Proporcionar soluciones que utilicen de forma eficiente fuentes de informacio´n distribuidas es-
pacialmente.
5. Proporcionar soluciones a entornos donde el conocimiento experto esta´ distribuido [LS93].
6. Incrementar el rendimiento de las aplicaciones, aumentando la eficiencia, fiabilidad, extensibili-
dad, robustez, mantenimiento, rapidez, flexibilidad y reutilizacio´n de las mismas.
A pesar de que los MAS proporcionan una gran cantidad de ventajas, tambie´n presentan algunas
dificultades [BG88c], [Syc98]:
1. La formulacio´n, descripcio´n y descomposicio´n de problemas as´ı como la obtencio´n de resultados
por parte de un grupo de agentes.
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2. La comunicacio´n e interaccio´n de agentes.
3. La toma de decisiones por parte de los agentes a fin de obtener soluciones globales.
4. La representacio´n y razonamiento de los agentes sobre las acciones, planes y conocimiento de
otros agentes con los cuales se coordinan.
5. El tratamiento y resolucio´n de los conflictos entre los agentes que se coordinan.
6. El disen˜o y metodolog´ıa de desarrollo de MAS.
Tal vez el mayor reto de un MAS sea que exhiba un comportamiento colectivo coherente. La
coherencia es una propiedad global del MAS que permite que el sistema se comporte como una
unidad y que debe ser medida por la eficiencia, calidad y consistencia del comportamiento global
del sistema. Existen diferentes me´todos que permiten incrementar la coherencia y que se analizan a
continuacio´n.
3.9.1. Razonamiento individual sofisticado
El razonamiento individual sofisticado de cada agente puede incrementar la coherencia del MAS
porque cada agente individual puede razonar sobre efectos no locales correspondientes a acciones
locales, intuir el comportamiento de otros agentes o explicar y posiblemente reparar conflictos. Como
ejemplo, en la infraestructura multiagente RETSINA [SPvVG96], [SPvVG01] cada agente tiene una
arquitectura de razonamiento sofisticada que consiste en diferentes mo´dulos que operan de forma
as´ıncrona. Entre estos mo´dulos se encuentra el mo´dulo de comunicacio´n y coordinacio´n que se encarga
del env´ıo y recepcio´n de mensajes, as´ı como su interpretacio´n.
3.9.2. Organizaciones
Una organizacio´n o estructura organizativa se define como un patro´n de las relaciones de control
e informacio´n entre los nodos del MAS. Una organizacio´n proporciona un entorno para la interaccio´n
de agentes a trave´s de la definicio´n de papeles, intuiciones sobre el comportamiento y relaciones de
autoridad. En entornos abiertos, los agentes del sistema no esta´n predefinidos esta´ticamente, sino que
pueden formar parte del mismo de forma dina´mica. En este escenario, se utilizan agentes intermedia-
rios para la localizacio´n de los agentes. Cuando un agente es iniciado, anuncia sus capacidades al agente
intermediario. Cualquier agente que busque un determinado agente con unas capacidades determina-
das consulta al agente intermediario. Se han identificado diferentes clases de agentes intermediarios
[DSW97].
Existen distintos tipos de estructuras organizativas:
Organizacio´n jera´rquica: Un u´nico agente resolutor o un grupo especializado se encarga de
realizar la toma de decisiones en cada nivel de la jerarqu´ıa. Los agentes superiores de dicha
jerarqu´ıa ejercen el control sobre los recursos y las tomas de decisiones.
Comunidad experta: Esta organizacio´n es plana y cada resolutor se especializa en un a´rea par-
ticular del problema. Los agentes se relacionan utilizando determinadas reglas [LS93], [LLC91].
Organizacio´n de mercado: El control se realiza de forma ana´loga al mercado, haciendo que
los nodos compitan por las tareas y recursos realizando ofertas y contratos y evaluando las
propuestas a trave´s de la valoracio´n econo´mica de los servicios y la demanda [MW96], [SD83],
[San93].
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Comunidad cient´ıfica: Se toma como modelo la comunidad cient´ıfica [KH81]. Las soluciones
se construyen de forma local, se comunican a otros resolutores que pueden comprobar dichas
soluciones y refinarlas [Les91].
3.9.3. Asignacio´n de tareas
Este problema consiste en asignar responsabilidades y recursos para la resolucio´n de tareas a un
agente. Minimizar las interdependencias entre las tareas tiene dos ventajas respecto a la coherencia:
1. Mejora la eficiencia de la resolucio´n de los problemas, ya que se decrementa la sobrecarga de
comunicacio´n existente entre los diferentes agentes.
2. Muy probablemente se mejore la consistencia de la solucio´n, ya que se minimizan los conflictos
potenciales.
La asignacio´n de tareas puede ser resuelta mediante el protocolo CNP, que se analiza ma´s adelante
en este cap´ıtulo.
3.9.4. Planificacio´n multiagente
La planificacio´n multiagente [DLC89], [Dur96] tiene como objetivo hacer posible la cooperacio´n
entre los agentes mediante la realizacio´n de un plan que detalle las interacciones entre dichos agentes
y sus acciones. Un plan multiagente intenta garantizar la consistencia global.
Los primeros trabajos realizados en este terreno corresponden a [CMS83] y [DLC89], donde las
interacciones entre los agentes son guiadas por estrategias de cooperacio´n que permiten mejorar el
rendimiento colectivo.
Dependiendo de si el plan es creado por un solo agente o por todos los agentes, se distinguen dos
tipos de planificacio´n, a saber:
planificacio´n centralizada: un agente toma el papel de coordinador y se encarga de generar un
plan global a partir de los planes de los diferentes agentes [SCHR+88], [Geo89].
planificacio´n distribuida: cada agente genera planes parciales. Estos agentes pueden llevar a
cabo negociaciones a fin de construir planes ma´s coordinados. El algoritmo PGP (Partial Global
Planning) [DL88], [DL89], permite la construccio´n de planes globales parciales a partir de los
planes locales de diferentes agentes.
3.9.5. Cooperacio´n funcionalmente precisa
Este modelo (Functionally Accurate, Cooperative Distributed Systems) [Les91] se caracteriza por
el hecho de que los agentes no necesitan tener toda la informacio´n de forma local para resolver sus
subproblemas, sino que para resolver el problema, deben interaccionar con el resto e intercambiar
resultados parciales.
En contraposicio´n a este modelo, se encuentra el modelo CA/NA (Completely Accurate, Nearly
Autonomous), en el cual cada agente tiene toda la informacio´n necesaria para resolver el problema y
si no es as´ı, la solicita a otro agente.
Algunos sistemas que siguen este modelo son el sistema de pizarra Hearsay II [FL77], [LE80] y
el entorno para supervisio´n de veh´ıculos distribuido DVMT (Distributed Vehicle Monitoring Testbed)
[DLC87], [LCD87].
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3.9.6. Reconocimiento y resolucio´n de conflictos
Debido a que los sistemas multiagente carecen de puntos de vista, conocimiento o control globales,
existen grandes posibilidades de que surjan inconsistencias en las metas, planes o creencias de los
agentes. Para lograr una resolucio´n coherente del problema, estas discrepancias deben reconocerse y
eliminarse.
Algunos me´todos empleados para llevar a cabo este proceso son [AG92], [BG88b]:
Una primera solucio´n consiste en utilizar un agente que pueda conocer los estados de todos los
agentes y determinar las diferencias y resolverlas. El problema de esta solucio´n reside en el hecho
de que este agente se convierte en cuello de botella del sistema y punto u´nico de fallo.
Se puede recurrir a un a´rbitro o criterio jera´rquico para resolver discrepancias entre los distintos
agentes [SCHR+88].
Se pueden resolver conflictos utilizando casos similares del pasado [Syc89].
Si las discrepancias son originadas por restricciones conflictivas, el problema puede resolverse si
se relajan las restricciones que no sean esenciales [SF89].
La te´cnica principal para resolver conflictos en un sistema multiagente es la negociacio´n. En
[SCHR+88] se propone utilizar la negociacio´n de cara a resolver conflictos entre agentes.
3.9.7. Asignacio´n de recursos
Otro aspecto cr´ıtico relacionado con los sistemas multiagente es la asignacio´n de recursos de forma
efectiva a los diferentes agentes. De nuevo, se puede utilizar la negociacio´n en escenarios donde la
escasez de recursos provoca que no se puedan cumplir todos los objetivos. Para ello se puede extender
el protocolo CNP a fin de abarcar la negociacio´n en la asignacio´n de los recursos disponibles.
3.10. Comparticio´n de planes multiagente
Un posible escenario de cooperacio´n entre agentes es especificado en [HS95] y resuelto a trave´s de
la ejecucio´n del siguiente conjunto de pasos:
Se proporciona a los agentes metas, o lo que es lo mismo, descripciones del estado deseado del
“mundo” o entorno.
Los agentes realizan una serie de acciones.
Tambie´n construyen una serie de planes, con el fin de lograr la meta u objetivo.
Deben tener planificada una serie de eventos.
Deben ejecutar el plan de acuerdo a dicha planificacio´n.
La cooperacio´n se logra debido a la ejecucio´n de planes compartidos, as´ı como a la planificacio´n
conjunta.
El agente tiene que tener el suficiente conocimiento para poder modificar el “mundo” o entorno,
ejecutando las tareas pertinentes; adema´s debe conocer que´ agentes cooperantes pueden llevar a cabo
dichas tareas. La actividad de un agente esta´ formada por una serie de fases, que forman el denominado
“bucle de agentes ba´sico” (basic agent loop). Las fases correspondientes son:
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Fase de activacio´n de metas: Una meta activa es similar a un deseo en un entorno BDI. En
esta primera fase es necesario definir las metas que un agente debe intentar lograr mediante la
ejecucio´n de tareas. Un agente puede tener varias metas activas en un instante determinado,
aunque debe haber una restriccio´n: cada una de ellas debe ser compatible con las dema´s.
Fase de construccio´n de planes: En esta fase, es necesario construir el plan que permita lograr las
metas activadas en la fase anterior. Un plan es un conjunto de eventos, cada uno de los cuales se
define por una tarea asociada, el agente ejecutor y un conjunto de restricciones sobre los recursos
necesarios para llevar a cabo dicha tarea. Las dependencias se reflejan en un orden parcial de
eventos, que determinan el orden cronolo´gico de ejecucio´n. Un agente puede usar una variedad
de me´todos para encontrar un plan adecuado. Entre las diferentes alternativas, se encuentran
las siguientes:
• Acceder a los planes a trave´s de una biblioteca de planes, construida previamente. Es una
solucio´n muy poco flexible y su eficiencia depende del tipo de problema que se desee resolver.
• Razonamiento hacia atra´s desde las metas.
• Razonamiento hacia adelante desde el estado actual.
Fase de planificacio´n: En esta fase es necesario escoger un plan o´ptimo (plan que tenga el
menor coste, de acuerdo a una funcio´n de coste escogida apropiadamente) del conjunto de planes
hipote´ticos. Las tareas correspondientes se planifican de acuerdo al orden de eventos del sistema.
Un plan es similar a la intencio´n en el modelo BDI.
Fase de ejecucio´n: Esta fase consiste en la ejecucio´n de la planificacio´n obtenida en la fase anterior.
Para llevarlo a cabo, la fase debe llamar a las tareas apropiadas y manejar las interrupciones de
acuerdo a los eventos.
En este escenario, la cooperacio´n entre diferentes agentes se lleva a cabo principalmente a trave´s de
la comparticio´n de planes multiagente. Estos planes son similares a los planes de un u´nico agente en el
hecho de que tratan con interdependencias entre acciones. No obstante, su diferencia fundamental es
que los primeros son ma´s elaborados, ya que las acciones deben ser asignadas a diferentes agentes, los
cuales se comunican entre s´ı. Por tanto, la cooperacio´n se reduce al proceso de distribucio´n de metas,
planes y tareas a trave´s de diferentes agentes.
3.10.1. Aplicaciones de sistemas multiagentes
Se han desarrollado diferentes aplicaciones y arquitecturas multiagente, que pueden abarcan dife-
rentes dominios.
Las primeras aplicaciones de MAS aparecieron a mediados de los an˜os 80 y se han ido incremen-
tando a lo largo de los an˜os, extendie´ndose el dominio de las mismas, que abarca desde el control de
procesos hasta la gestio´n de informacio´n.
Una de las primeras aplicaciones MAS fue la aplicacio´n DVMT (Distributed Vehicle Monitoring)
[Dur87] [DL89], [Dur96].
En [Par87] se describe el sistema YAMS (Yet Another Manufacturing System), que aplica el proto-
colo CNP al control de manufacturas. YAMS utiliza un sistema multiagente, donde cada componente
del proceso es representado por un agente. Otros sistemas desarrollados en la misma a´rea incluyen
aque´llos que permiten el disen˜o de productos manufacturados [DB96] y disen˜o colaborativo [CFE+93].
El sistema multiagente ma´s conocido para control de procesos es ARCHON, una plataforma soft-
ware que permite construir MAS y una metodolog´ıa asociada para construir aplicaciones con dicha
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plataforma [JCL95a]. ARCHON ha sido aplicado en varias aplicaciones de control, tales como gestio´n
de transporte, electricidad o control de un acelerador de part´ıculas.
Otros sistemas de control de procesos basados en agentes han sido implementados para monitorizar
y diagnosticar fallos en plantas nucleares [WW97], control aeronau´tico [SQ93] y control clima´tico
[HC95]. OASIS [LL92] es un sistema de control de tra´fico ae´reo, en el cual los agentes permiten
representar los sistemas de control ae´reo.
Adema´s, existen una variedad de aplicaciones MAS en el campo de las telecomunicaciones. En
[WV94], se utilizan agentes que negocian la configuracio´n de una llamada.
Flores y Wijngaards describen una arquitectura gene´rica MAS para colaboracio´n dina´mica en
un entorno abierto [FW99]. Este trabajo considera el agente como una entidad social y enfatiza la
importancia del factor social en la interaccio´n de los agentes.
Otros problemas que utilizan sistemas basados en agentes para su resolucio´n incluyen control de
redes, transmisio´n, gestio´n de servicio´n y gestio´n de redes.
3.11. Lenguajes de agentes
Al igual que los humanos poseemos una gran cantidad de lenguas, que en cierta medida limitan
nuestro entendimiento comu´n y por ello buscamos un lenguaje comu´n para comunicarnos (la mayor´ıa
de las veces empleando el ingle´s como veh´ıculo de entendimiento), los agentes tambie´n necesitan
comunicarse e intercambiar informacio´n a trave´s de estructuras reconocibles e interpretables. Estas
estructuras forman lo que se denomina lenguaje de agentes.
El campo de los lenguajes de agentes recoge dos a´reas de trabajo, a saber:
Lenguajes de construccio´n del software de agentes, de forma que la implementacio´n de los agentes
responda a su arquitectura y especificacio´n. Tambie´n incluye la forma de compilacio´n y ejecucio´n
de los mismos.
Los lenguajes de construccio´n del software de agentes se pueden dividir a su vez en otros dos
tipos de lenguajes, dependiendo del aspecto del agente que permitan programar:
• Lenguajes de programacio´n de la estructura del agente, es decir, aque´llos que permiten
programar las funcionalidades ba´sicas de un agente. Los lenguajes empleados pueden ser
tanto lenguajes de propo´sito general(Java, C, C++, Lisp, Prolog, entre otros) as´ı como
lenguajes espec´ıficos, tales como April [MC95] del proyecto IMAGINE [Hau94] o CUBL
(Concurrent Unit Based Language) del proyecto DAISY [Pog95]. Una de las principales
desventajas del uso de lenguajes de propo´sito general es que el disen˜o del agente debe
hacerse partiendo de cero. No obstante, la metodolog´ıa de orientacio´n a objetos permite
facilitar esta tarea.
• Lenguajes de programacio´n del comportamiento del agente, es decir, aquellos lenguajes
que permiten definir el conocimiento de un agente, tanto conocimiento inicial (por ejemplo,
modelo de entorno BDI), como primitivas de mantenimiento del conocimiento (reglas, pla-
nes o similar) o primitivas de obtencio´n de objetivos (reglas, planes o similar). Se pueden
distinguir cuatro tipos de lenguajes de programacio´n del comportamiento del agente:
◦ Lenguajes de descripcio´n de agentes: los agentes “heredan” de una clase agente gene´rica,
que permite la descripcio´n ba´sica del modelo de agente. Esta descripcio´n es traducida a
un lenguaje ejecutable. Ejemplos de este tipo de lenguajes lo constituyen MACE ADL
[GBH88] o AgentSpeak [WRR95].
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◦ Lenguajes de programacio´n orientados a agentes: Se trata de los lenguajes del deno-
minado paradigma de orientacio´n a agentes o AOP (Agent Oriented Programming),
definida por Shoham [Sho93], [Sho97]. Estos lenguajes permiten modelar los estados
mentales de los agentes y las transiciones entre ellos. Ejemplos de lenguajes de este
tipo son AGENT0 [Sho91], [TV91], PLACA [Tho94] y Agent-K [DE94].
◦ Lenguajes basados en reglas de produccio´n: Algunos lenguajes de agentes utilizan reglas
de produccio´n para programar la base de conocimiento. Algunos ejemplos de este tipo
de lenguajes son DYNACLIPS [CKL94], basada en CLIPS [Gia88], MAGSY [Fis93],
basada en OPS5 [For81] y RTA [WG94].
◦ Lenguajes de especificacio´n: Son lenguajes que permiten especificar agentes. A partir de
esta especificacio´n se puede generar la conducta del agente, as´ı como verificar sus pro-
piedades. Ejemplos de estos lenguajes son METATEM [Fis94] y DESIRE [BDKJT97].
Lenguajes de comunicacio´n de agentes o ACL (Agent Communication Language), es decir,
que´ lenguajes deben emplear los agentes para comunicarse en su entorno. Los agentes inte-
ractu´an y cooperan entre s´ı intercambiando mensajes y e´stos pueden provenir del entorno (a
trave´s de sus sensores) o proceder de modificadores del entorno a trave´s de sus operadores.
Ambos sentidos deben poseer un determinado lenguaje para su compresio´n.
Los lenguajes de comunicacio´n de agentes pueden ser clasificados de la siguiente forma:
• Lenguajes procedimentales: Utilizan directivas procedimentales, de forma que cuando un
agente recibe un mensaje ejecuta un determinado procedimiento. Este tipo de lenguajes
suelen basarse en lenguajes de scripts, tales como Perl o Tcl y se suelen utilizar en la im-
plementacio´n de agentes de usuario o agentes mo´viles. Sodabot [Coe94], Agent Tcl [Gra95],
[Gra96] o Telescript [Whi95] constituyen ejemplos de este tipo de lenguajes.
• Lenguajes declarativos: Utilizan sentencias declarativas para llevar a cabo las peticiones y
las respuestas que forman parte de un acto de comunicacio´n. Tambie´n se pueden utilizar
para definir otros aspectos relacionados con los agentes. El ejemplo ma´s representativo de
este tipo de lenguajes lo constituye KQML [FLM97], que forma parte del proyecto KSE
(Knowledge Sharing Effort).
En la figura 3.1 se puede ver la clasificacio´n de los diferentes lenguajes de agentes y adema´s co´mo
encajan los diferentes protocolos en el cuadro general.
Dentro de los lenguajes vistos, el resto de este cap´ıtulo se va a centrar en la descripcio´n de los len-
guajes de comunicacio´n de agentes, debido a que son ampliamente utilizados en sistemas multiagente.
Los agentes para su comunicacio´n e interoperabilidad necesitan:
1. Un lenguaje comu´n.
2. Unas ideas comunes sobre el conocimiento que intercambian.
3. La capacidad para poder intercambiar informacio´n que viene dada por los dos puntos anteriores.
Para resolver un problema tan complejo como el intercambio de informacio´n, las diferentes l´ıneas
de investigacio´n comparten una sistema´tica comu´n: la descomposicio´n del problema en problemas ma´s
pequen˜os.
Dentro de estas l´ıneas de investigacio´n se encuentra una de las l´ıneas ma´s avanzadas tanto por sus
novedades como por sus resultados, el KSE. El me´todo empleado por el consorcio KSE considera que
la capacidad de comunicacio´n y comparticio´n de informacio´n es de vital importancia, estableciendo
los componentes necesarios de los agentes:
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Tecnología de Lenguajes
Lenguajes de Agentes Protocolos
Lenguajes de Construcción
de Agentes
Lenguajes de Comunicación
de Agentes
Lenguajes de Programación
de la Estructura del Agente
Lenguajes de Programación
del Comportamiento del Agente
CORBA
Java RMI
Otros
- Lenguajes de
propósito general
(C,C++,Java,
Lisp,Prolog)
- Lenguajes
específicos
(April,CUBL)
- Lenguajes
procedimentales
(Sodabot,
Telescript)
- Lenguajes
declarativos
(KQML)- Lenguajes de
descripción de
agente (MACE ADL,
AgentSpeak)
- Lenguajes de
programación
orientado a agentes
(AGENT0, PLACA,
Agent-K)
- Lenguajes
basados en reglas
de producción
(MAGSY,DYNACLIPS,
RTA)
- Lenguajes de
especificación
(METATEM, DESIRE)
Figura 3.1: Taxonomı´a de los diferentes lenguajes de agentes
Componentes de comunicacio´n.
Componentes de representacio´n.
Otros componentes o aque´llos no relacionados directamente con la comparticio´n de informacio´n
y conocimiento.
Asimismo, dentro del problema general, el traspaso de conocimiento mutuo esta´ dividido en dos
problemas:
Traduccio´n de los lenguajes de informacio´n.
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La compatibilidad o comparticio´n del contenido sema´ntico de la representacio´n del conocimiento
entre las diferentes aplicaciones.
Se contempla, por tanto, no so´lo el problema de traduccio´n de los sistemas de representacio´n de
conocimiento, sino tambie´n el problema de interpretacio´n y significacio´n de la representacio´n.
Por otra parte, para resolver los aspectos relacionados con la comunicacio´n, hemos de definir tres
componentes claramente diferenciados:
Protocolo de interaccio´n.
Lenguaje de comunicacio´n.
Protocolo de transporte.
Se considera protocolo de interaccio´n al de mayor nivel estrate´gico y que permite establecer el
conjunto de interacciones entre agentes. Estos protocolos pueden abarcar desde esquemas sencillos
basados en axiomas hasta esquemas de negociacio´n, pasando por protocolos de teor´ıa de juegos. Un
ejemplo de esquema de negociacio´n lo constituye el protocolo de contratos o CNP, que ya hemos
mencionado anteriormente y que a continuacio´n se describe.
Se llama lenguaje de comunicacio´n al medio a trave´s del cual se diferencia el contenido de la actitud
de la comunicacio´n, pudiendo distinguir aserciones, respuestas o interrogaciones.
El protocolo de transporte es el mecanismo que permite llevar a cabo el “transporte” utilizado para
la comunicacio´n. Ejemplos de protocolos de transporte lo constituyen protocolos tales como SMTP o
HTTP.
Sobre la base de estas premisas, el KSE ha determinado en sus investigaciones tres importantes
v´ıas [ANS98],[ARP93],[Gru93] que han obtenido tres productos sobre los que realizar su trabajo, a
saber:
KIF.
Ontolingua.
KQML.
3.11.1. Protocolo de contratos o CNP
CNP (Contract Net Protocol) [Smi80] [SD81], [Smi88], es un protocolo muy utilizado en los sistemas
multiagente, que permite llevar a cabo el control de tareas por parte de agentes cooperantes. Para ello,
este protocolo se basa en la realizacio´n de contratos entre diferentes agentes. El agente que contrata a
otros toma el papel de gestor, y los agentes que realicen la tarea toman el papel de agentes contratados.
El gestor se encarga de supervisar a los agentes contratados. Para llevar a cabo la asociacio´n entre
gestor y contratados se lleva a cabo un proceso de negociacio´n, que consiste en el env´ıo de ofertas por
parte del gestor a los posibles contratados. E´stos las evaluara´n, acepta´ndolas o rechaza´ndolas. En el
caso de que la oferta se acepte, se afirma que se ha “firmado un contrato” por parte de ambos agentes.
Los agentes contratados pueden a su vez actuar como gestores, subcontratando la tarea que deben
realizar o parte de ella.
Sandholm y Lesser realizaron extensiones al protocolo CNP, debido a la necesidad de trabajar con
la incertidumbre presente en los procesos de negociacio´n [San93]. Otras extensiones fueron llevadas a
cabo por Sycara, introduciendo teor´ıa financiera a fin de obtener esquemas contractuales flexibles en
entornos variables [Syc97].
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3.11.2. KIF (Knowledge Interchange Format)
KIF es la solucio´n que presenta el consorcio KSE para los aspectos sinta´cticos de la representacio´n
del conocimiento. Pretenden con este lenguaje tener una poderosa herramienta para expresar lenguaje
y metalenguaje. Y se formulo´ con dos directrices diferentes:
1. La creacio´n de un lenguaje para el desarrollo de la Inteligencia Artificial dirigido a la interope-
ratividad entre componentes.
2. La creacio´n de un formato comu´n de intercambio que permitiera interaccio´n con otros lenguajes.
3.11.3. Ontolingua
Una ontolog´ıa define un conjunto de clases, funciones, y objetos constantes propios de cada domi-
nio del discurso e incluye una axiomatizacio´n para construir la interpretacio´n. El resultado permite que
las sentencias sean interpretadas sin ambigu¨edades e independientes del contexto y dejando expl´ıcitos
los detalles relevantes. Las ontolog´ıas son de gran utilidad en las aplicaciones de comunicacio´n. De he-
cho, se establece que “un agente representa una ontolog´ıa si sus acciones observables son consistentes
con la definiciones de la ontolog´ıa”.
Ontolingua es una herramienta que permite intercambiar ontolog´ıas entre diferentes entidades.
Los trabajos sobre el problema de contenido del conocimiento representado de manera formal,
llevaron a la utilizacio´n de un formalismo KIF, y de un lenguaje de comunicacio´n que se describe
a continuacio´n, KQML. Para ello, KSE realiza la construccio´n de ontolog´ıas en varios dominios. Se
escriben e´stas en KIF, usando un vocabulario de definiciones de ontolog´ıa.
3.11.4. KQML (Knowledge Query Manipulation Language)
KQML ha sido concebido como un formato de mensaje y un protocolo de manejo de mensajes para
su uso entre agentes que comparten su conocimiento en tiempo real. Los mensajes KQML son trans-
parentes u opacos, segu´n como se entienda, al contenido que transportan. E´stos comunican sentencias
en cualquier lenguaje, pero enviando adema´s una actitud respecto a dicho contenido (asercio´n, res-
puesta, pregunta). Las primitivas del lenguaje se llaman performatives (directivas), que es un te´rmino
perteneciente a la teor´ıa de lenguajes. Dichas directivas definen las acciones permitidas u operaciones
que los agentes pueden esperar que ocurran en la comunicacio´n con otros agentes.
Hacer una distincio´n entre protocolo y lenguaje de comunicacio´n es, segu´n los expertos, a menudo
difuso.
Un protocolo de comunicaciones puede encajar con una de estas tres clases:
Un protocolo de transporte tal y como se han definido anteriormente (HTTP, SMTP o FTP
entre otros).
Una aplicacio´n marco de alto nivel para interaccio´n, como negociacio´n, protocolos de teor´ıa de
juegos, planificacio´n, etc.
Un posible intercambio va´lido de primitivas de comunicacio´n.
Dar un lenguaje comu´n a agentes que permita aminorar las dificultades de comunicacio´n consiste
en generar una sintaxis, una sema´ntica y una norma pra´ctica o praxis.
El concepto de representacio´n y recuperacio´n de informacio´n no es universal y existen mu´ltiples
lenguajes diferentes que intentan resolver el problema que se presenta, tal como SQL. Ante la existencia
de muchos lenguajes que se pueden encontrar en su entorno, la solucio´n ma´s o´ptima parece ser el uso de
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lenguajes de traduccio´n entre los distintos lenguajes nativos. Si se acepta la viabilidad de la traduccio´n,
todav´ıa queda el problema de conocimiento del contexto que deben compartir con el fin de interpretar
el contenido del mensaje no so´lo en el plano sema´ntico, sino tambie´n en el ontolo´gico.
Los contenidos de las ontolog´ıas en ciertos campos como medicina, biolog´ıa o bolsa constituyen un
aspecto importante de la comunicacio´n.
Por ello, KQML se configura en primer lugar segu´n las normas pra´cticas o praxis y en segundo lugar
sobre la base de la sema´ntica. Se obtiene as´ı un lenguaje y un conjunto de protocolos que permiten
conectar e intercambiar informacio´n entre agentes.
KQML se divide en tres niveles:
Un nivel de contenido.
Un nivel de mensaje.
Un nivel de comunicacio´n.
El nivel de contenido alberga el contenido real del mensaje, que puede incluir varios tipos de
codificacio´n expresables en notacio´n binaria, texto o ASCII, y otras que puedan contener informa-
cio´n intercambiable. Para lograrlo, la implementacio´n de KQML ignora la parte del mensaje en s´ı,
interesa´ndose u´nicamente por su longitud (do´nde comienza y do´nde termina).
En el nivel de comunicacio´n se engloba un conjunto de caracter´ısticas que se tratan a bajo nivel
como para´metros relacionados con la comunicacio´n, como son la identidad del remitente y del receptor
y el identificador u´nico asociado a la comunicacio´n.
El nivel de mensaje se usa para codificar un mensaje que una aplicacio´n puede mandar a otra.
Esta capa forma parte del nu´cleo ba´sico del lenguaje KQML y determina las formas de interaccio´n de
los agentes que utilicen KQML.
La sintaxis de KQML se basa en listas limitadas por pare´ntesis, incapaz de ocultar las ra´ıces
del lenguaje, es decir el lenguaje Common LISP. El elemento inicial de la lista es una directiva; los
restantes argumentos son pares de nombres clave y valores.
Ejemplos de mensajes de un agente a otro son:
(ask-one
:sender agente_remitente
:content (PRICE aralia >price)
:receiver bolsa-madrid
:reply-with aralia_accion
:language LPROLOG
:ontology MSE-TICKS)
En este mensaje se utiliza la directiva para preguntar por el valor de las acciones de una empresa
ficticia denominada Aralia en la Bolsa de Madrid, que debe responderse mediante el lenguaje Prolog
y con la ontolog´ıa propia de las cotizaciones de la Bolsa de Madrid.
(tell
:sender bolsa-madrid
:content (PRICE aralia 15,36)
:receiver agente_remitente
:in-reply-to aralia_accion
:language LPROLOG
:ontology MSE-TICKS)
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Este mensaje podr´ıa ser una respuesta al anterior, en la que se devuelve el valor de la accio´n dada
la ontolog´ıa. No es necesario poner la moneda, ya que se entiende que la cantidad viene dada en euros
(esto debe ser descrito por la ontolog´ıa).
Uno de los requisitos del lenguaje KQML es que pueda interactuar con una amplia variedad de
arquitectura de agentes. El me´todo de introducir un pequen˜o nu´mero de directivas mediante las
cuales los agentes pudieran descubrir las especificaciones correspondientes a la metainformacio´n, con
sus requisitos y capacidades, permite definir una clase especial de agentes llamados “facilitadores”
(facilitators). Un facilitador es un agente intermedio que realiza varios servicios, entre los que se
encuentra el mantenimiento del servicio de nombres, es decir, asociacio´n de nombres simbo´licos con
direcciones f´ısicas, servicios de enrutamiento de mensajes segu´n contenido, reconocimiento de patrones
entre informaciones de proveedores y clientes o servicios de medicio´n y traduccio´n. Por tanto, los
facilitadores son agentes que trabajan utilizando conocimiento sobre los servicios de informacio´n y que
son capaces de solicitar a otros agentes dicha informacio´n y adema´s ofrecer servicios de forwarding o
brokering.
3.11.5. Un lenguaje multi-agente: MAI2L
MAI2L [HS95] es un caso pra´ctico de lenguaje de comunicacio´n, ma´s restrictivo que KQML y
con un entorno de aplicacio´n ma´s cerrado. En resumen, se trata de una respuesta menos ambiciosa,
aunque conceptualmente similar a KQML. El prototipo de este lenguaje esta´ implementado en C y
disponible en plataformas UNIX y Windows. La base de conocimiento (KB: Knowledge Base) de un
agente en este sistema esta´ formada por tuplas, denominadas te´rminos MAI2L. Las acciones MAI2L
y los planes MAI2L son te´rminos especiales en este sistema. Hay cuatro aspectos a tener en cuenta
respecto a las acciones y planes, a saber:
Personajes o participantes: Representan aquellos agentes que participan en una accio´n o
en un plan multiagente. Dicho plan se compila en planes separados para cada participante y
contiene puntos de sincronizacio´n.
Precondiciones: Son las condiciones que se deben satisfacer para que la accio´n o el plan se
ejecute.
Procedimientos: Consiste en una llamada a una funcio´n. La ejecucio´n de la misma se lleva a
cabo en el nu´cleo del agente.
Efectos: El efecto de un plan o accio´n modifica la KB.
Debido a que MAI2L se ha disen˜ado como un lenguaje multi-agente, soporta distribucio´n de metas,
planes y tareas entre diferentes agentes. Para lograr dicho objetivo, utiliza primitivas de cooperacio´n
a nivel ba´sico y me´todos de cooperacio´n a un mayor nivel. Cuando se crea un agente, se registra
mediante el servicio de directorios ADS (Agent Directory Service), que es a su vez otro agente (en la
terminolog´ıa anteriormente citada, un facilitador). ADS almacena informacio´n sobre los detalles de
comunicacio´n de los agentes y sus tipos y capacidades. A continuacio´n, la parte de comunicacio´n del
agente espera nuevas conexiones, ejecutando las acciones send y receive predefinidas, las cuales son
planificadas por el nu´cleo del agente.
La accio´n receive tiene como argumentos una lista de agentes del cual puede recibir mensajes el
agente que hace la llamada, as´ı como un timeout o tiempo de espera. La parte de comunicacio´n
env´ıa el contenido del mensaje a cada agente, de forma que se lleve a cabo el procesamiento
correspondiente.
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La accio´n send permite enviar un mensaje a un solo agente o a una lista de agentes. Esta accio´n
debe determinar la direccio´n del agente o agentes (consultando al ADS si fuera necesario),
generar los te´rminos MAI2L correspondientes y finalmente llevar a cabo el env´ıo.
Las primitivas de cooperacio´n representan la transferencia de conocimiento de un agente a uno o
ma´s agentes mediante te´rminos MAI2L, utilizando una meta espec´ıfica. Por otro lado, los me´todos
de cooperacio´n son planes multi-agente independientes del dominio que se utilizan para construir y
ejecutar planes multi-agente espec´ıficos del dominio.
3.12. Agentes y sistemas de recuperacio´n de informacio´n
Una de las posibles aplicaciones de los agentes es la gestio´n de informacio´n. A este tipo de agentes
se les denomina agentes de informacio´n (information agent).
Papazoglou et al. [PLS92] definen un agente de informacio´n como un agente que tiene acceso a,
al menos, una y potencialmente muchas fuentes de informacio´n y es capaz de recoger y manipular
dicha informacio´n de cara a responder a las consultas realizadas por los usuarios y por otros agentes
de informacio´n.
De acuerdo a la clasificacio´n de Dick Stenmark [STE], los agentes de informacio´n se pueden clasi-
ficar en:
Agentes interfaz: Se utilizan para decrementar la complejidad de sistemas de informacio´n ma´s
sofisticados y sobrecargados. Algunos de ellos permiten interpretar el lenguaje natural.
Agentes de sistema: Ejecutan como parte integrante de los sistemas operativos o de dispositivos
de la red. Realizan labores tales como inventario de hardware, interpretacio´n de los eventos de
red, gestio´n de copias de seguridad o de dispositivos de almacenamiento o deteccio´n de virus.
Estos agentes no suelen trabajar de forma directa con las aplicaciones de usuario.
Agentes asesores: Se emplean en complejos sistemas de ayuda o de diagnosis.
Agentes de filtrado: Se utilizan para reducir la sobrecarga de informacio´n eliminando datos que
no encajan con determinados perfiles.
Agentes de recuperacio´n de informacio´n (information retrieval agents): Se encargan de buscar y
recuperar informacio´n y se pueden utilizar como gestores de documentos.
Agentes de “navegacio´n”: “Navegan” a trave´s de redes internas y externas, recordando enlaces,
pre-cargando informacio´n y almacenando enlaces interesantes.
Agentes de monitorizacio´n: Proporcionan al usuario informacio´n sobre determinados eventos que
se encarga de monitorizar, tal como movimientos, actualizaciones o borrados de informacio´n.
Agentes de recomendacio´n: Este tipo de agentes se utiliza de forma colaborativa. Estos agentes
realizan recomendaciones sobre determinadas decisiones a tomar por los sistemas.
Agentes para profiling: Estos agentes construyen sites con informacio´n y recomendaciones adap-
tadas a las necesidades individuales de cada usuario.
Algunos sistemas utilizan agentes que cumplen varios de estos papeles.
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Capı´tulo 4
E/S distribuida y paralela
4.1. Introduccio´n
Salvo raras excepciones, las aplicaciones requieren interactuar con el exterior, a trave´s de la entrada
o salida de datos. El sistema de E/S es el encargado de gestionar en el computador los dispositivos
que ejercen de interfaz del mismo. Aunque tradicionalmente se ha discriminado la importancia de
este sistema frente al estudio del procesador, lo cierto es que constituye una parte fundamental de
la arquitectura de cualquier computador. Como afirma Patterson en el pro´logo de [JCB02], “Un
computador sin dispositivos de E/S es como un coche sin ruedas - no puedes llegar muy lejos sin
ellas”.
La mayor´ıa de las aplicaciones utilizan los ficheros como una forma de almacenamiento perma-
nente de la informacio´n y como medio de comparticio´n con otras aplicaciones. El sistema de ficheros
es la parte del sistema de E/S que se encarga de la gestio´n de los ficheros y proporciona un me-
canismo de abstraccio´n a los usuarios, de forma que oculta todos aquellos detalles relacionados con
el almacenamiento y distribucio´n de la informacio´n en los discos, as´ı como el funcionamiento de los
mismos.
Los sistemas de ficheros tradicionales o secuenciales son aquellos sistemas que se ejecutan en
entornos monoprocesador o SMP y ofrecen sus servicios u´nicamente a los usuarios de dichos sistemas.
Un ejemplo de sistema de este tipo lo constituye el sistema de ficheros de UNIX (UFS: UNIX File
System) [Bac86]. En UNIX cada fichero se representa como una secuencia de bytes lineal y un puntero a
partir del cual se realizan las operaciones de E/S [Tho78]. UFS proporciona un conjunto de operaciones
ba´sicas de acceso a ficheros, que permiten acceder de forma contigua a los datos almacenados en discos
locales. Esta interfaz no es adecuada para los requisitos de aplicaciones distribuidas y paralelas.
4.2. Sistemas de ficheros distribuidos
Con la aparicio´n de las redes de interconexio´n, surgio´ la necesidad de compartir datos entre dife-
rentes ma´quinas, problema que origino´ la aparicio´n de los sistemas de ficheros distribuidos [Svo84],
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[LS90]. Los sistemas de ficheros distribuidos permiten que procesos de mu´ltiples computadores puedan
acceder a un conjunto comu´n de ficheros. Un sistema de este tipo garantiza la transparencia de acceso
a los ficheros en un entorno distribuido, ofreciendo un espacio de almacenamiento global que permite
a mu´ltiples clientes compartir los dispositivos de almacenamiento.
Aunque un sistema de ficheros distribuido esta´ formado por mu´ltiples servidores y dispositivos de
almacenamiento, el acceso a la informacio´n no se realiza en paralelo.
NFS [SGK+85], AFS [HKM+88], Coda [SKK+90], Sprite [OCD+89] o GFS [SRO96] son ejemplos
de sistemas de ficheros distribuidos.
4.2.1. NFS
NFS (Network File System) fue disen˜ado originalmente por Sun Microsystems en 1985 [SGK+85].
NFS permite el acceso transparente a ficheros y directorios situados en ma´quinas remotas, para poder
utilizarlos como si fueran locales. Sigue un esquema cliente-servidor, de forma que el nodo remoto se
denomina servidor NFS y el nodo local se denomina cliente NFS. El servidor situ´a directorios de su
propio a´rbol de directorios a disposicio´n de otros nodos que se encuentran conectados a trave´s de una
red. Para llevar a cabo esta tarea, el servidor debe exportar dichos directorios. Los clientes a fin de
utilizar los directorios exportados previamente deben “montarlos” en algu´n directorio de su propio
sistema de ficheros, directorio al cual se denomina “punto de montaje”.
Los clientes y servidores se comunican a trave´s de la red mediante el uso de RPC. El servidor NFS
tiene una interfaz que permite programar cualquier cliente para comunicarse con el mismo [NFS89],
[NFS95].
El protocolo NFS fue disen˜ado sin estado, de modo que el servidor escribe de forma estable los
datos que hayan sido modificados antes de devolver los resultados al cliente. El cliente hace peticiones
al servidor que incluyen toda la informacio´n necesaria para completar la operacio´n. Esta propiedad del
servidor le permite que sea sencillo recuperarse de un fallo, ya que si un cliente “cae” no afecta a las
operaciones del servidor o de otros clientes. Si es el servidor el que falla, e´ste so´lo necesita reiniciarse.
El protocolo NFS proporciona otro protocolo denominado NLM (Network Lock Manager), que
permite gestionar cerrojos sobre los ficheros.
NFS de Sun Microsystems se transformo´ en el e´sta´ndar para compartir archivos bajo plataforma
UNIX. Actualmente existen implementaciones de NFS para otros sistemas operativos. Como ejemplo,
Linux tiene dos implementaciones diferentes del servidor NFS: un servidor NFS en espacio de usuario
y otro servidor NFS en el nu´cleo del sistema operativo [Lu99].
4.2.2. AFS
AFS (Andrew File System) es un sistema de ficheros distribuido que permite una cooperacio´n entre
diferentes nodos a fin de compartir de una forma eficiente los recursos a trave´s de una LAN o una
WAN. Para ello, AFS utiliza un esquema cliente-servidor
AFS fue desarrollado originalmente en el Centro de Informacio´n Tecnolo´gica de la Universidad de
Carnegie-Mellon.
La unidad organizativa ma´s importante de AFS es la celda, que consiste en un conjunto de servi-
dores agrupados, que almacenan la estructura de los volu´menes o suba´rboles en los que se divide el
a´rbol de directorios completo AFS. Adema´s tambie´n existen servidores de autenticacio´n, que permiten
gestionar la seguridad de acceso a AFS a trave´s del protocolo Kerberos.
El uso de cache permite incrementar el rendimiento de AFS, reduciendo de forma significativa el
tra´fico por la red. AFS esta´ disponible para muchas plataformas, entre las que se incluyen SUN, HP,
SGI, DEC o IBM.
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4.2.3. Coda
Coda (COnstant Data Availability) es un sistema de ficheros implementado en la Universidad
Carnegie Mellon y descendiente del sistema de ficheros AFS. De hecho, fue disen˜ado con el objetivo
de mejorar la disponibilidad de los datos existente en AFS. En Coda pueden existir mu´ltiples copias
de cada fichero en diferentes servidores. De este modo, proporciona tolerancia a fallos al uso de los
ficheros, eliminando el impacto que supone que un servidor deje de funcionar e incluso permitiendo
que los clientes puedan trabajar en modo desconectado, cuando tienen en memoria local los ficheros
correspondientes.
4.2.4. Sprite
Sprite es un sistema operativo distribuido que fue desarrollado bajo el proyecto de investigacio´n
SPUR (Symbolic Processing Using RISCs). Al igual que NFS, Sprite utiliza RPC para llevar a cabo
la comunicacio´n a trave´s de la red.
El sistema de ficheros de Sprite esta´ tambie´n distribuido a trave´s de mu´ltiples servidores y clientes
y proporciona transparencia de nombres a la vez que un buen rendimiento.
El servidor Sprite registra los accesos a los ficheros y gestiona la consistencia de caches de los
diferentes clientes [NWO88]. No utiliza disco local y proporciona una sema´ntica UNIX.
Las operaciones de lectura tienen un rendimiento excelente. Por el contrario, las operaciones de
escritura tienen un rendimiento muy limitado, debido a las altas latencias asociadas a las escrituras
individuales de bloques de datos al disco y las actualizaciones de metainformacio´n asociadas. Sprite
utiliza la te´cnica LFS (Log-structured File Storage) [RO92] para incrementar el rendimiento de estas
operaciones de escritura, acumulando un conjunto de dichas operaciones en memoria y, posteriormente,
escribie´ndolas a disco en grandes y contiguos segmentos de datos de taman˜o fijo. Estos segmentos se
denominan log segments, debido a que se escriben en el orden exacto en el que se actualizaron. De este
modo, se evita la sobreescritura de los datos, hacie´ndose necesario el uso de un sistema de recoleccio´n
de basura o garbage collector, que se encargue de liberar segmentos que ya no se utilicen.
4.2.5. xFS
xFS fue propuesto por un grupo de UC Berkeley. xFS consiste en un sistema de ficheros “sin ser-
vidor” (serverless network file system) [ADN+96], lo que implica que distribuye las responsabilidades
del sistema de ficheros, el almacenamiento y los recursos a trave´s de los nodos correspondientes de
la red de a´rea local. xFS surge como respuesta a las limitaciones de los sistemas distribuidos tradi-
cionales, aprovechando las oportunidades ofrecidas por redes de a´rea local ma´s eficientes, tales como
ATM o Myrinet. xFS implementa un sistema de almacenamiento tipo RAID (ve´ase seccio´n 4.3.1),
distribuyendo los datos a trave´s de los discos de cada uno de los nodos. xFS utiliza tambie´n una
te´cnica basada en logs.
Este tipo de sistemas de ficheros dan un buen soporte a SAN (ve´ase seccio´n 4.3.2) y proporcionan
alta disponibilidad, al no basarse en un u´nico servidor central, que constituya un u´nico punto de fallo
en el sistema. Algunos autores denominan a este tipo de sistemas de ficheros Shared-Disk File Systems
o incluso Cluster File Systems, ya que los datos se distribuyen entre todos los dispositivos de los nodos
de la red de a´rea local. Otros sistemas de ficheros que encajan dentro de esta clasificacio´n son Zebra
[HO01], Frangipani [TML97], GFS y Petal [LT96].
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4.2.6. GFS
GFS (Global File System) consiste en un sistema distribuido que permite a mu´ltiples nodos acceder
y compartir discos y dispositivos de cintas en una red de almacenamiento [SRO96]. Al igual que xFS,
GFS constituye un sistema de ficheros “sin servidor”.
La primera versio´n de GFS se conocio´ como GFS-1 y aparecio´ en verano de 1995. En dicha versio´n,
se utilizo´ tecnolog´ıa Fibre Channel a fin de procesar grandes datasets cient´ıficos en equipos Silicon
Graphics. GFS fue por tanto implementado en el sistema operativo IRIX de Silicon Graphics. Esta
implementacio´n utilizaba discos SCSI paralelos y mandatos para llevar a cabo la sincronizacio´n, los
cuales bloqueaban completamente los dispositivos, haciendo por tanto imposible acceder de forma
simulta´nea a la metainformacio´n. Este cuello de botella fue resuelto en la segunda versio´n, denomi-
nada GFS-2, a trave´s de la implementacio´n de grano fino de los cerrojos, que no bloqueaban todo
el dispositivo [Sol97]. Esta solucio´n no era escalable, debido a la contencio´n de la red. Adema´s, se
requer´ıa el uso de grandes ficheros para obtener un buen rendimiento, debido a que no hab´ıa cache en
los clientes ni para la metainformacio´n ni para los datos de los ficheros.
En 1998 se empezo´ a portar el co´digo al sistema operativo Linux, integrando GFS en el kernel.
De esta forma, se logro´ construir un sistema de ficheros de propo´sito general escalable y que permite
la comparticio´n de dispositivos a trave´s del uso de una red heteroge´nea. Adema´s, permite realizar
caching de metainformacio´n y ficheros. Esta versio´n se denomino´ GFS-3 [PBB+99].
4.3. E/S paralela
El uso de las redes de interconexio´n introduce otro segundo reto, que consiste en la ejecucio´n
eficiente de todo tipo de aplicaciones, tanto distribuidas como paralelas. En este sentido, hay que
destacar la amplia difusio´n de servidores Web y la tendencia actual en el campo de la supercomputacio´n
hacia la sustitucio´n de los grandes y costosos supercomputadores por redes o clusters de estaciones de
trabajo. As´ı lo refleja [TOP99], donde aparecen varios clusters de estaciones de trabajo entre los 500
supercomputadores ma´s potentes del an˜o.
Los sistemas de ficheros distribuidos ofrecen un espacio de almacenamiento global que permite
a mu´ltiples clientes compartir los dispositivos de almacenamiento. En estos sistemas cada fichero se
almacena en un servidor, y el ancho de banda de acceso a un fichero se encuentra limitado por el
acceso a un u´nico servidor, lo que convierte a los servidores en un cuello de botella en el sistema.
Este problema, que se ha dado en llamar crisis de la E/S [PGK88], [KGP89], [Pat94] sigue sin estar
resuelto en sistemas distribuidos de propo´sito general.
Dicha crisis es originada por el desequilibrio existente entre el tiempo de co´mputo y el tiempo
de E/S, ya que esta diferencia supone un salto cualitativo en la escala de tiempos. Mientras que
el rendimiento de los procesadores y de los sistemas de computacio´n se ha incrementado de forma
dra´stica en los u´ltimos an˜os (ley de Moore)[Moo65], [Moo75] la velocidad de acceso de los sistemas de
almacenamiento no ha seguido la misma evolucio´n1. Esta diferencia es au´n ma´s acusada en sistemas
multiprocesadores, donde, en el caso ideal, se multiplica el rendimiento del procesador por el nu´mero
de procesadores del sistema. Mientras este salto no se acorte, la E/S continuara´ siendo uno de los
principales cuellos de botella de la denominada HPC (High-Performance Parallel Computing).
Se han propuesto diferentes soluciones para resolver el problema de la crisis de la E/S, entre las
que cabe destacar las siguientes:
Utilizacio´n de paralelismo en el sistema de E/S con la distribucio´n de los datos de un fichero
entre diferentes dispositivos y servidores.
1La capacidad de almacenamiento s´ı se ha visto incrementada en una tasa de un 60 a un 80% por an˜o
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Empleo de sistemas de almacenamiento de altas prestaciones (redes de almacenamiento).
4.3.1. Empleo de paralelismo en el sistema de E/S
La idea original de la E/S paralela procede de la aparicio´n del sistema RAID (Redundant Array of
Inexpensive Disks). Estos sistemas fueron descritos inicialmente a principios de los an˜os 80 [Law81],
[PB86], aunque se hicieron populares debido al trabajo realizado por un grupo de investigadores de
UC Berkeley [PGK88], [KGP89], [PCGK89].
Un RAID consiste en un conjunto de dos o ma´s discos que, dependiendo del nivel de RAID que
se implemente, ofrecen mejor rendimiento y mayor grado de tolerancia a fallos que un u´nico disco,
debido a que distribuyen los datos a trave´s del conjunto de discos y almacenan y utilizan, si fuera
necesario, datos redundantes para recuperarse de fallos f´ısicos de los dispositivos.
[PGK88] y [CGKP90] definen inicialmente seis organizaciones RAID diferentes:
RAID nivel 0: Consiste en un array de discos no redundante y, por tanto, no proporciona
tolerancia a fallos. So´lo permite la distribucio´n de los datos.
RAID nivel 1: Consiste en un array de discos espejos. Los datos son duplicados para incre-
mentar su disponibilidad.
RAID nivel 2: Se trata de un array de discos que utiliza el co´digo de Hamming como co´digo
de redundancia.
RAID nivel 3: Array de discos que utiliza como proteccio´n de los datos la paridad de los
mismos y como unidad de distribucio´n de los datos el byte.
RAID nivel 4: Igual que RAID nivel 3, excepto que la unidad de distribucio´n de los datos es
el bloque.
RAID nivel 5: Igual que RAID nivel 4, pero la paridad se distribuye a lo largo de los discos.
Los diferentes niveles RAID ofrecen grandes diferencias entre rendimiento y tolerancia a fallos.
De estos sistemas, los ma´s empleados son el RAID nivel 1 (mirroring) [BG88a], [CHLY95], [CK89]
y los sistemas basados en la paridad [GP93], [GHW90], [LK91], entre los que destaca RAID nivel
5. El sistema RAID nivel 1 tiene como principal ventaja la fa´cil recuperacio´n de los datos en caso
de fallo en uno de los discos, en detrimento del espacio de almacenamiento, del que hace un pobre
aprovechamiento, ya que todos los datos son duplicados. Por otro lado, en el sistema RAID nivel 5
las operaciones de E/S tienen mejor rendimiento. Las operaciones de lectura son eficientes debido a
la posibilidad de leer en paralelo. Las operaciones de escritura son ma´s costosas, por el hecho de tener
que generar la paridad. Por otro lado, la recuperacio´n es costosa, pero el aprovechamiento del espacio
de almacenamiento es mejor.
El sistema HPRaid [WGSS96] implementa una jerarqu´ıa de dos niveles: el primer nivel utiliza
mirroring de los datos activos; el segundo nivel utiliza paridad RAID 5 para los datos no activos. El
sistema se encarga de gestionar de forma automa´tica y transparente la migracio´n de bloques de datos
entre los dos niveles, combinando las ventajas de rendimiento del RAID nivel 1 con la capacidad del
sistema RAID nivel 5.
Muchos trabajos han sido publicados sobre los sistemas RAID, su rendimiento y variaciones de
disen˜o para optimizar los mismos. Se puede encontrar bibliograf´ıa comentada sobre los sistemas RAID
en [CLG+94].
Posteriormente han surgido otros niveles de RAID, tales como RAID-6, RAID-7, RAID-10 o RAID-
53.
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Figura 4.1: Diferencias entre replicacio´n y paralelismo en el sistema de E/S
Si los sistemas RAID son utilizados por un servidor de ficheros tradicional, el ancho de banda de
los discos es limitado por el ancho de banda de la memoria del servidor. Por el contrario, si varios
servidores se utilizan paralelamente, el ancho de banda del sistema de E/S puede incrementarse de
dos formas:
1. Se utilizan varios discos independientes, de forma que el sistema de ficheros puede acceder a los
datos en paralelo, ya que e´stos se distribuyen a trave´s de los diferentes discos.
2. La distribucio´n de datos mediante el empleo de particiones distribuidas [CPdM+97b], lo que
permite que un u´nico fichero se distribuya entre varios discos y servidores de E/S. Esta solucio´n
permite acceder en paralelo a los datos de un mismo fichero, algo que no se puede conseguir con el
empleo de sistemas de ficheros distribuidos tradicionales. Hay que hacer notar, sin embargo, que
el empleo de paralelismo en el sistema de ficheros es diferente al empleo de sistemas de ficheros
replicados. En un sistema de ficheros replicado, cada disco (en cada servidor) almacena una
copia completa de un fichero. Utilizando E/S paralela, cada disco (en cada servidor) almacena
una porcio´n del fichero, lo que permite acceder al fichero en paralelo utilizando menos discos y
sin crear problemas de consistencia. La figura 4.1 muestra la diferencia entre estos dos enfoques.
Por tanto, el empleo de paralelismo en el sistema de E/S puede realizarse sobre un sistema dis-
tribuido compuesto por varias ma´quinas con discos conectados, lo que permite incrementar el ancho
de banda del sistema de E/S [dRBC93] si se explota el acceso a los datos en paralelo. El paralelismo
se consigue con la distribucio´n de los datos entre varios servidores y discos, lo que permite leer (y
escribir) los datos de los ficheros en paralelo desde diferentes servidores.
En la arquitectura gene´rica de un sistema de E/S distribuido-paralelo pueden distinguirse diferentes
niveles funcionales [Eck90]:
Nodo de proceso (NP), realiza las peticiones de E/S. Se le denomina tambie´n cliente.
ARQUITECTURA MULTIAGENTE PARA E/S DE ALTO RENDIMIENTO EN CLUSTERS Mar´ıa de los Santos Pe´rez Herna´ndez
4.3. E/S PARALELA 55
Nodo de E/S (NES), ejecuta las operaciones de E/S sobre ficheros y dispositivos lo´gicos. Se
le denomina tambie´n servidor.
Controlador, transfiere bloques f´ısicos desde/hacia los dispositivos f´ısicos.
Dispositivo, almacena los datos en bloques f´ısicos.
Actualmente existen dos alternativas para la implementacio´n de paralelismo en el sistema de E/S:
Bibliotecas de E/S paralela. La computacio´n paralela se utiliza en diferentes tipos de apli-
caciones, cada una de las cuales tiene requisitos muy diferentes. Por este motivo, han surgido
diversas bibliotecas de E/S paralela que ofrecen a los programadores de aplicaciones un conjunto
de funciones de E/S altamente especializadas y que intentan obtener el ma´ximo rendimiento y
flexibilidad para cada clase de aplicacio´n.
PASSION (Parallel And Scalable Software for I/O) [CTB+96], [CBH+94], [TBC+94] y Panda
[SW94], [SCJ+95], [SW96] son dos ejemplos de bibliotecas de E/S con APIs especiales para la
parte de E/S paralela.
PASSION intenta dar solucio´n al problema de la E/S proporcionando un lenguaje, un compilador
y un entorno de ejecucio´n. Este proyecto utiliza diferentes te´cnicas para optimizar los accesos no
contiguos, entre las que se incluyen el cribado de datos y la te´cnica de dos fases (ve´ase seccio´n
4.3.4)
Por su parte, Panda fue desarrollado con el objetivo de producir nuevas te´cnicas de gestio´n de
datos para aplicaciones que tuvieran un uso intensivo de E/S. Panda es una biblioteca de E/S
disen˜ada para aplicaciones que ejecutaran en estaciones de trabajo ordinarias, en arquitecturas
paralelas con memoria distribuida y en redes de estaciones de trabajo (NOWs). Panda esta´ for-
mado por un conjunto de clientes y servidores, uno por cada nodo de procesamiento y E/S
respectivamente. La aplicacio´n comunica con el cliente Panda a trave´s de una interfaz de alto
nivel. El cliente pasa a los servidores una descripcio´n de alto nivel de la peticio´n de E/S, que
incluye la distribucio´n en memoria y disco. Los servidores se encargan de atender la peticio´n y
devolver los resultados a los clientes. Esta biblioteca permite elegir una organizacio´n de datos
eficiente entre los servidores y, por tanto, optimizar los accesos a los ficheros por parte de los
nodos clientes.
Jovian [BBS+94] es otra biblioteca de E/S para aplicaciones SPMD. Su principal optimizacio´n
consiste en unir muchas peticiones de E/S pequen˜as en una u´nica peticio´n grande. Para ello,
distingue dos tipos de procesos: procesos de aplicacio´n (AP: Application Process) y procesos de
unio´n (CP: Coalescing Process). Todos los APs env´ıan peticiones de E/S a CPs predetermina-
dos y los CPs se encargan de llevar a cabo la E/S colectiva. A continuacio´n, los CPs realizan
las operaciones de E/S y transfieren directamente los datos a su correspondiente AP. Estas
transferencias suponen una sobrecarga por la copia en memoria.
Otras bibliotecas de E/S paralela son DRA (Disk Resident Arrays) [NF96], MIOS [TG96], VIP-
FS [HRC95], ChemIO [NFK98] o VIPIOS [BMS96].
Las diferentes bibliotecas de E/S existentes proporcionan distintas APIs a las aplicaciones. Esta
situacio´n ha desembocado en una falta de estandarizacio´n de la E/S paralela. No existe una API
esta´ndar utilizada por todas las bibliotecas de E/S. El resultado es una falta de portabilidad de
las bibliotecas de E/S paralela.
Como se describe en la seccio´n 2.5.1, MPI se ha convertido en el esta´ndar “de facto” para la
programacio´n de arquitecturas multicomputador y multiprocesador, as´ı como para los clusters
de estaciones de trabajo.
Mar´ıa de los Santos Pe´rez Herna´ndez ARQUITECTURA MULTIAGENTE PARA E/S DE ALTO RENDIMIENTO EN CLUSTERS
56 4. E/S distribuida y paralela
Dentro de MPI, surge MPI-IO [CFF+95], [MPI96] que constituye la u´nica iniciativa real de
intento de estandarizacio´n de la interfaz paralela de E/S. MPI-IO comienza como un proyecto
de investigacio´n de IBM en 1994. MPI-IO se beneficia de dos caracter´ısticas que MPI ya po-
see: la capacidad de definir conjuntos de procesos, a trave´s de lo que en MPI se denominan
comunicadores y la capacidad para especificar patrones de acceso complejos, a trave´s de los
denominados tipos de datos MPI (MPI datatypes). MPI-IO da soporte a mu´ltiples operaciones
de E/S paralelas y optimizaciones, tales como acceso a ficheros no contiguos, E/S colectiva, E/S
as´ıncrona, preasignacio´n de ficheros o punteros compartidos. En 1997, MPI-IO se incluye dentro
del esta´ndar MPI-2. MPI-IO debe implementarse sobre un determinado sistema de ficheros a
fin de garantizar un buen rendimiento en el acceso en paralelo a los ficheros. No obstante, MPI-
IO es so´lo una especificacio´n, por lo que es necesario utilizar una determinada implementacio´n
de la misma. ROMIO [TGL99b] es una implementacio´n portable de MPI-IO, realizada en el
Argonne National Laboratory. El componente que permite la portabilidad de esta implemen-
tacio´n es ADIO (Abstract Device Interface for Parallel I/O) [RTL96], que ofrece una interfaz
abstracta para E/S paralela. ROMIO es implementado encima de ADIO y so´lo ADIO debe ser
implementado de forma separada para los diferentes sistemas de ficheros.
Sistemas de ficheros paralelos. Segu´n [Sto98], un sistema de ficheros paralelo es aque´l que
elimina el cuello de botella de E/S agregando de forma lo´gica mu´ltiples dispositivos de alma-
cenamiento independientes y nodos de E/S mediante un sistema de almacenamiento de alto
rendimiento. El ancho de banda puede incrementarse mediante direccionamiento del disco
independiente (el sistema de ficheros puede acceder a datos de diferentes ficheros de forma
concurrente) y declustering de datos (un solo fichero se puede acceder en paralelo).
Un sistema de ficheros paralelo opera, al igual que los sistemas de ficheros distribuidos, in-
dependientemente de la aplicaciones ofreciendo una mayor flexibilidad y generalidad que las
bibliotecas.
Los sistemas de ficheros paralelos pueden ser clasificados segu´n diferentes taxonomı´as. Una
posibilidad es clasificarlos como sistemas comerciales o sistemas orientados a la investigacio´n, a
saber:
• Sistemas comerciales tales como PIOFS [CFP+95], para IBM SPs, PFS [EK93], [RP95]
para las Paragon, CFS [Pie89], [Nit92] para Intel o SFS [LIN+93], [BGST93] para Thinking
Machines CM-5.
• Sistemas de ficheros de investigacio´n: Algunos sistemas de ficheros proporcionan interfaces
de E/S paralelas portables y no propietarias, como PIOUS [MS94], [MS95] y PETSc/Cha-
meleon I/O [GGL93]. El primero consiste en una interfaz paralela basada en PVM [GBD+94b].
El segundo puede ejecutar encima de sistemas de ficheros propietarios, as´ı como de las pla-
taformas p42 [BL92], PICL3 (Portable Instrumented Communication Library)[GHPW90] y
PVM.
Vesta [CJF93], [CFPS93], [DCP95] es un sistema de ficheros que ejecuta en el sistema IBM SP1.
Este sistema permite definir vistas sobre los ficheros, usar operaciones colectivas y as´ıncronas.
Vesta es implementada en una arquitectura cliente-servidor, ejecuta´ndose los servidores en los
nodos de E/S. E´stos llevan a cabo prefetching y escritura retardada.
2p4 es una biblioteca que contiene macros y subrutinas desarrolladas por ANL para programacio´n de ma´quinas
paralelas. Al igual que PVM y MPI, p4 ofrece un modelo de programacio´n maestro-esclavo
3PICL es una biblioteca de subrutina que implementa una interfaz de paso de mensajes gene´rica en variedad de
multiprocesadores. PICL esta´ obsoleto y ha sido sustituido por MPICL
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PPFS [JER+95] es un sistema de E/S paralelo formado por un conjunto de mo´dulos que controlan
las caracter´ısticas de caching, prefetching, consistencia de datos, patrones de acceso y layouts de
ficheros. La interfaz proporcionada a los usuarios es similar a la tradicional interfaz POSIX.
Galley [NK96] es un sistema de ficheros paralelo construido en Dartmouth College. Galley tiene
una arquitectura cliente-servidor, donde los nodos de E/S contienen un gestor de cache y un
gestor de discos. No obstante, su interfaz es tan compleja que es dif´ıcil para un programador de
aplicaciones realizar llamadas a funciones Galley a fin de obtener un alto rendimiento.
ParFiSys [CPdM+96], [CPdM+97b], [CPdM+97a] consiste en un sistema de ficheros paralelo
que proporciona un conjunto de servicios de E/S para aplicaciones cient´ıficas y que permite
explotar el paralelismo en sistemas de E/S distribuidos.
PVFS (Parallel Virtual File System) [CIRT00] es un sistema de ficheros paralelo, que permite que
aplicaciones secuenciales y paralelas almacenen y accedan a ficheros distribuidos a trave´s de un
conjunto de servidores de E/S. PVFS ha sido desarrollado para clusters Linux, proporcionando
un gran ancho de banda en operaciones de lectura y escritura concurrentes realizadas desde
mu´ltiples procesos o threads a un fichero comu´n.
MOPI (MOSIX Scalable Parallel Input/Output) [ABS02] utiliza la capacidad de migracio´n de
procesos que tiene MOSIX [BO98] para acceder en paralelo a segmentos de datos que se encuen-
tran distribuidos entre diferentes nodos. Para utilizar este sistema de E/S de forma eficiente se
ha implementado el sistema de ficheros MFS (MOSIX File System), que proporciona una visio´n
unificada de los ficheros distribuidos en los nodos del cluster MOSIX. A diferencia de la mayor´ıa
de los sistemas de ficheros en red, que permiten llevar los datos desde el servidor al cliente a
trave´s de la red, los algoritmos utilizados en MOSIX migran el proceso al nodo en el cual la
informacio´n reside, eliminando de ese modo la sobrecarga de comunicacio´n entre el proceso y el
servidor de ficheros (salvo por el coste de la migracio´n de los procesos).
Expand [GCPS02], [GCC+02] consiste en un sistema de ficheros paralelo que utiliza servidores
NFS en la parte servidora, siendo el cliente el que proporciona el paralelismo. La arquitectura
de E/S objeto de esta tesis tiene en comu´n con este sistema de ficheros la arquitectura ba´sica.
Otros sistemas de ficheros paralelos ampliamente referenciados en la bibliograf´ıa son Bridge
[DSE88], nCUBE [DdR92], HFS [Kri94], Scotch [Gib95] y ParFiSys [CPdM+96], [CPdM+97b],
[CPdM+97a].
El principal problema de las bibliotecas paralelas de E/S es que esta´n concebidas fundamental-
mente para el desarrollo de aplicaciones paralelas y no ofrecen una solucio´n gene´rica para su uso en
sistemas distribuidos. En cuanto a los sistemas de ficheros paralelos, su principal problema es que
esta´n especialmente pensados para ma´quinas paralelas y no se integran adecuadamente en entornos
distribuidos de propo´sito general. Adema´s, cada sistema de ficheros paralelo utiliza una estructura de
fichero paralelo diferente, incompatible con la de otros sistemas.
4.3.2. Sistemas de almacenamiento de altas prestaciones (redes de
almacenamiento)
El esquema tradicional para gestionar el espacio de almacenamiento en un sistema distribuido ha
consistido en disponer de uno o varios servidores de disco accesibles a trave´s de una red de a´rea local,
con los problemas que anteriormente se han descrito. Recientemente se ha propuesto la introduccio´n
de una nueva red dedicada exclusivamente al subsistema de almacenamiento: la SAN (Storage Area
Network) [GNA+97]. Una SAN (ve´ase la figura 4.2) enlaza los dispositivos de almacenamiento (como
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Figura 4.2: Configuracio´n de un sistema con Storage Area Networks
por ejemplo discos, RAID y cintas) y los servidores con el objetivo de crear un gran espacio de
almacenamiento que puede ser gestionado conjuntamente.
Con la introduccio´n de la SAN distinguimos entre dos redes diferentes. Por un lado, la que une los
clientes y los servidores puede ser una red de a´rea local (e.g., Fast-Ethernet). De otro lado, la SAN se
encarga de conectar los dispositivos de almacenamiento a los diferentes servidores que proporcionan
la informacio´n a los clientes.
El problema de la SAN es su alto coste, lo que puede limitar su uso. No obstante, es una solucio´n
cada vez ma´s utilizada.
4.3.3. Distribucio´n de los datos en sistemas de ficheros paralelos
Uno de los aspectos clave que hay que resolver en un sistema de ficheros paralelo es co´mo se lleva
a cabo la distribucio´n de los datos a trave´s de los diferentes nodos. Existen varias formas de distribuir
los datos de un fichero. Una posible clasificacio´n de la distribucio´n de los datos es descrita por Garc´ıa
en [Gar98], a saber:
Distribucio´n horizontal: Se distribuye el fichero por bloques de datos. Se pueden distinguir
dos tipos de distribucio´n horizontal:
1. Agrupada: Los bloques de un fichero se distribuyen de forma secuencial en uno o varios
dispositivos. Con este tipo de distribucio´n, se pueden tener tres tipos de ficheros:
Ficheros autocontenidos: Ficheros cuyos bloques se almacenan en un solo disco.
Ficheros extendidos: Ficheros que se extienden a ma´s de un disco, si su taman˜o sobre-
pasa la capacidad de uno o ma´s dispositivos.
Multificheros: Ficheros formados por subficheros, a los que se accede de manera inde-
pendiente. Un multifichero es creado por un programa paralelo a partir de un nu´mero
determinado de subficheros, que normalmente es igual al nu´mero de procesos del pro-
grama; cada subfichero se direcciona con independencia del resto y puede modificar su
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taman˜o sin afectar al resto. Los multificheros se benefician de las ventajas que ofrece
un u´nico fichero (un u´nico nombre para todo el conjunto de datos) y las ventajas que
ofrecen mu´ltiples ficheros (la capacidad de acceder a los subficheros de forma indepen-
diente).
2. Desagrupada: Los bloques de un fichero se distribuyen siguiendo un determinado patro´n
de entrelazado entre los distintos dispositivos. Se pueden distinguir a su vez cuatro tipos
de distribucio´n desagrupada:
Irregular: Ficheros distribuidos de forma aleatoria a trave´s de los dispositivos.
Circular: Ficheros distribuidos segu´n un patro´n circular.
Vecino ma´s cercano: Cada bloque del fichero se asigna al dispositivo ma´s cercano.
Funcio´n de usuario: Para determinar el acceso a cada bloque, se utiliza una funcio´n
definida por el usuario.
Distribucio´n vertical: En este tipo de distribucio´n, se fragmentan los bloques de cada fichero,
asignando dicha fragmentacio´n a los diferentes dispositivos de los que consta el sistema.
Tambie´n se pueden utilizar distribuciones de datos h´ıbridas.
4.3.4. Optimizaciones de la E/S paralela
El salto existente entre la velocidad de acceso a los dispositivos de almacenamiento secundario y la
velocidad de las unidades de procesamiento ha llevado a los disen˜adores hardware a intentar mejorar
las capacidades del sistema de E/S proporcionando acceso a mu´ltiples discos, ofreciendo procesadores
de E/S y buses de E/S con un alto ancho de banda [dRC94]. No obstante, el software tambie´n juega un
papel importante en el intento de minimizar este salto. Para ello, los sistemas de E/S paralela pueden
aplicar diferentes te´cnicas de optimizacio´n que intenten reducir las latencias de E/S. Actualmente se
utilizan diversas te´cnicas, entre las que destacan las siguientes:
Cribado de datos (data sieving) [TGL98], [TGL99a]. Para reducir el efecto de una alta latencia
de E/S es cr´ıtico hacer tan pocas peticiones al sistema de ficheros como sea posible. El cribado
de datos es una te´cnica que permite hacer pocas peticiones grandes y contiguas al sistema de
ficheros incluso si las peticiones del usuario suponen pequen˜os accesos no contiguos. La idea
ba´sica del cribado de datos es realizar grandes peticiones de E/S y extraer, en memoria, los
datos que realmente se necesitan. Se leen ma´s datos de los que realmente se requieren, pero au´n
as´ı se incrementa el rendimiento de E/S.
Uso de operaciones colectivas, en las cuales todos los procesos que forman parte de una
aplicacio´n cooperan en cada peticio´n de E/S. Las peticiones de E/S individuales se combinan
a fin de obtener una u´nica peticio´n de E/S mayor. De este modo, se incrementa de forma
significativa el ancho de banda de E/S efectivo. Respecto a esta opcio´n, se pueden distinguir
diferentes te´cnicas que permiten llevarla a cabo:
• Agrupacio´n de peticiones de E/S(grouping I/O requests) [Nit92]: Esta te´cnica permite
minimizar el nu´mero de acceso a discos, ordenando las peticiones de acuerdo a la ubicacio´n
de los datos en disco.
• E/S en dos fases (two-phase I/O) [dRBC93]. La idea que subyace en esta te´cnica es llevar
a cabo la E/S en dos fases: una fase de E/S y una fase de comunicacio´n. En la fase de E/S,
se lleva a cabo la operacio´n de E/S que mezcla las peticiones de todos los procesos. Si la
Mar´ıa de los Santos Pe´rez Herna´ndez ARQUITECTURA MULTIAGENTE PARA E/S DE ALTO RENDIMIENTO EN CLUSTERS
60 4. E/S distribuida y paralela
peticio´n no es contigua, se utiliza cribado de datos. En la fase de comunicacio´n, los procesos
redistribuyen los datos para lograr la distribucio´n deseada. En las operaciones de lectura,
la primera fase es la fase de E/S y la segunda fase es la de comunicacio´n. En las operaciones
de escritura el orden es el inverso.
• E/S directa a disco (disk-directed I/O) [Kot94]: Esta te´cnica permite que las operaciones
de E/S colectivas sean enviadas a los procesadores de E/S, que se encargan de examinar
dichas peticiones, realizando una lista de bloques de disco a transferir y ordenando la misma.
Finalmente, se utiliza doble buffering y mensajes especiales para realizar la transferencia.
Esta te´cnica supone la optimizacio´n del acceso a disco y un menor uso de memoria y CPU.
• E/S directa a servidor (server-directed collective I/O) [SCJ+95]: La filosof´ıa ba´sica de
esta te´cnica consiste en que los servidores de E/S se encargan de gestionar de forma activa
las operaciones de E/S. Esta te´cnica esta´ basada en la te´cnica de la E/S directa a disco y
consiste en que los servidores de E/S dirigen el flujo de las peticiones de E/S. Los servidores
de E/S conocen la distribucio´n de los datos a trave´s de los nodos de computacio´n y de los
nodos de E/S. Y, por tanto, aprovechan este conocimiento para optimizar las operaciones
de E/S. La te´cnica de E/S directa a servidor es la versio´n a nivel lo´gico de la te´cnica de
E/S directa a disco.
En [Kan01] se describe una te´cnica basada en la E/S colectiva, denominada MCIO (Multi-
Collective I/O), que permite optimizar los accesos de mu´ltiples procesos a mu´ltiples ficheros,
teniendo en cuenta los patrones de acceso entre ficheros. La diferencia con la E/S colectiva es
que e´sta so´lo permite combinar los accesos de diferentes procesos a un u´nico fichero.
Incremento de la funcionalidad de las interfaces tradicionales de operaciones de E/S de bajo
nivel (read(), write(), . . .) an˜adiendo nuevas interfaces de alto nivel (por ejemplo, una
operacio´n para realizar la lectura de una matriz).
Modelizacio´n de patrones de acceso frecuentes, de forma que se optimice el acceso al disco en
funcio´n del dominio de las aplicaciones.
Caching y prefetching : Estas dos te´cnicas permiten la reutilizacio´n de los datos de los ficheros,
aprovechando la localidad de referencia que pueda darse entre procesos.
Uso de hints que recojan informacio´n que permita optimizar los accesos de E/S.
A continuacio´n, se describen en detalle estas tres u´ltimas te´cnicas.
4.3.5. Patrones de acceso
El rendimiento de los accesos de E/S depende en gran medida de dos aspectos relacionados: la
disposicio´n de los datos (data layout) en los ficheros, que se denomina patro´n de almacenamiento
(storage pattern) y la distribucio´n de los datos a trave´s de los diferentes nodos, es decir, el patro´n
de acceso (access pattern). En aquellos casos donde ambos patrones no coincidan, permitir que cada
nodo acceda de forma independiente puede llevar a que se realicen un gran nu´mero de peticiones de
E/S pequen˜as, lo que degrada la eficiencia de dichos accesos.
Por tanto, una buena disposicio´n de los datos es cr´ıtica en la mejora del rendimiento de las opera-
ciones de E/S. En sistemas tales como nCUBE [DdR92] o Vesta [CFPS93], el usuario tiene un mayor
control sobre el layout.
Adema´s, el conocimiento de los patrones de acceso permite utilizar dicha informacio´n de la forma
ma´s eficiente posible, incrementando el rendimiento global del sistema de E/S.
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Se han llevado a cabo una gran cantidad de estudios sobre las cargas de los sistemas de ficheros,
siendo e´stos tradicionales, distribuidos o paralelos. En [Smi81] se lleva a cabo un estudio sobre el
comportamiento de los mainframes de IBM respecto a los accesos a ficheros por parte de un editor
interactivo a fin de predecir los efectos de la migracio´n automa´tica de ficheros. En [Flo86], [FE89]
y [OCH+85] se estudian patrones de acceso a los ficheros para sistemas UNIX aislados. Respecto a
sistemas distribuidos, en [BHK+91] se estudian patrones de acceso en el sistema distribuido Sprite
[OCD+89]. [RBK92] analiza los patrones de acceso en un entorno comercial y sobre una plataforma
VAX/VMS. Se han llevado a cabo varios estudios sobre cargas de trabajo de E/S cient´ıficas, tales
como [dRC94], [MK91b] y [PP93]. Tambie´n se han realizado estudios sobre cargas de trabajo de
E/S de programas cient´ıficos paralelos [Cro89], [Kot93], [CK93], [CHKM93], [GGL93]. Dentro de este
apartado, es destacable el trabajo realizado mediante el proyecto CHARISMA (CHARacterizing I/O
in Scientific Multiprocessor Applications), que lleva a cabo un estudio de la carga de trabajo a nivel
de sistema de ficheros de un entorno de produccio´n paralelo [KN94], [PEK+94].
Las aplicaciones cient´ıficas utilizan ficheros grandes y tienen accesos que se caracterizan por su
secuencialidad [MK91b], [GGL93], [PP93]. Muchos sistemas constan de sistemas de ficheros paralelos
derivados del sistema operativo UNIX, lo que hace que tengan un rendimiento muy bajo, ya que
UNIX fue disen˜ado para una carga de trabajo de propo´sito general [OCH+85], [Flo86], [FE89]. Los
programas cient´ıficos paralelos utilizan patrones de acceso diferentes a las cargas de trabajo de un
sistema monoprocesador o un sistema distribuido [NKP+95] [KN95]. Una de las soluciones que se
han propuesto para resolver estas diferencias es el uso de la E/S colectiva. En un sistema con una
interfaz tradicional al estilo de UNIX, las peticiones al sistema de ficheros se hacen de forma individual,
incluso si la cantidad de datos requerida es pequen˜a. Por el contrario, un sistema que proporcione E/S
colectiva permite la peticio´n conjunta de muchos procesos.
En todo caso, estudios experimentales [CACR95], [RMA+96], [SR97], [SACR01] han demostrado
que las aplicaciones paralelas tienen patrones de accesos bastante complejos, variables tanto espacial
como temporalmente.
Por otro lado, han surgido algunos sistemas de ficheros enfocados a datos estrechamente relacio-
nados con un campo espec´ıfico. En este sentido, el sistema ChemIO [NFK98], utiliza como conjunto
de datos de entrada datos relativos a aplicaciones qu´ımicas.
Panda [Sea96], [Cho99] prefiere ocultar los detalles f´ısicos a las aplicaciones, definiendo lo que
denomina esquemas Panda (Panda schemas) de forma transparente a las mismas, aunque tambie´n
permite que la aplicacio´n tenga un control expl´ıcito del sistema.
PPFS define un conjunto de patrones de accesos que deben ser especificados en el momento de
abrir o crear un fichero paralelo [EKHM93].
Madhyastha y Reed [MR97] utilizan modelos de Markov ocultos (HMM: Hidden Markov Models)
y redes neuronales para clasificar los patrones de acceso dentro de un fichero.
En [Kan01] se propone un compilador que permite mejorar el rendimiento de E/S de co´digo
cient´ıfico. La responsabilidad del compilador consiste en analizar los patrones de acceso de los datos
de aplicaciones individuales y determinar patrones de almacenamiento y estrategias de E/S adecuados
para los primeros.
MPI-IO utiliza los denominados tipos de datos MPI (MPI datatypes) para describir la disposicio´n de
los datos tanto en memoria como en el fichero, de forma que se puede representar de forma compacta
cualquier patro´n de acceso no contiguo [TGL98], [TGL02]. El layout de los datos en memoria se
especifica en cada funcio´n de lectura/escritura en MPI-IO. El layout de los datos en el fichero es
definido por la vista del mismo. Cuando se abre un fichero, se define dicha vista. Un proceso puede
modificar la vista de un fichero haciendo uso de la funcio´n MPI File set view().
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4.3.6. Caching y prefetching de E/S
El empleo de una cache o almacenamiento intermedio en un sistema de E/S permite beneficiarse
de la localidad temporal y espacial de los datos y de un acceso ma´s ra´pido a los mismos, lo que permite
aliviar el problema de la crisis de la E/S [Smi85].
Una cache almacena una copia de los datos recientemente utilizados en un dispositivo de alma-
cenamiento ma´s ra´pido que aque´l en el que se encuentran los mismos. El uso de cache en el sistema
mejora su rendimiento ya que reduce la contencio´n en los accesos a los dispositivos, la carga en los
nodos de E/S y la contencio´n en la red de interconexio´n, al poder acceder a una gran parte de los
datos de forma local.
Respecto al tipo de datos que almacena la cache en el sistema, podemos distinguir claramente dos
tipos: datos correspondientes a bloques del fichero, hablando en este caso de cache de bloques y
metadatos correspondientes a la informacio´n que necesita utilizar el sistema de ficheros para la gestio´n
de los mismos, denomina´ndose a dicha cache cache de metainformacio´n.
La cache de bloques mejora el rendimiento de tres formas diferentes:
1. La cache de bloques utiliza el principio de proximidad de referencias en los accesos a un fichero,
tanto proximidad temporal como espacial. En un sistema de ficheros paralelo la proximidad
temporal sobre un fichero es una situacio´n poco frecuente, debido a que predomina el acceso
de tipo secuencial. Sin embargo, se da una alta proximidad espacial, debido al gran nu´mero de
peticiones de E/S de taman˜os pequen˜os [KN95], [PEK+94].
2. La cache de bloques permite la lectura adelantada (prefetching) de bloques de datos antes de
que sean solicitados por las aplicaciones. Mejora el rendimiento de las operaciones de lectura,
sobre todo en el caso de uso de patrones de tipo secuencial.
3. La cache de bloques permite el uso de pol´ıticas de escritura diferida, que retrasa la escritura
de los datos modificados a los dispositivos de almacenamiento secundario. De este modo, se
mejora el rendimiento de las operaciones de escritura.
Existen distintos para´metros de disen˜o en relacio´n a la eleccio´n de la cache de bloques en sistemas
de ficheros paralelos y distribuidos [Gar98]:
Localizacio´n de la cache: Se puede situar la cache u´nicamente en los NES, pero eso supone el
uso de un esquema centralizado y, por tanto, no escalable para un sistema de E/S distribuido-
paralelo, ya que no reduce el acceso a recursos compartidos, tales como la red, la cache de los
nodos de E/S y los dispositivos. No obstante, resuelve el problema de la coherencia de cache.
La localizacio´n de la cache en los NP supone una solucio´n ma´s escalable, ya que reduce la
contencio´n en la red de interconexio´n, en los NES y en los dispositivos, lo que permite ofrecer un
mayor paralelismo en el acceso a los datos. Por el contrario, complica la resolucio´n del problema
de coherencia de la cache.
Granularidad de la cache: Se refiere al taman˜o de los datos almacenados en la misma. El
aumento de taman˜o incrementa la probabilidad de aciertos en accesos posteriores y decrementa
la utilizacio´n de la red de interconexio´n, aunque aumenta la latencia de las operaciones de E/S.
No es adecuado para aplicaciones paralelas que accedan a datos no contiguos en el fichero.
Taman˜o de la cache: Viene determinado por los patrones de E/S utilizados. Incide en la tasa
de aciertos de dicha cache. Para patrones secuenciales, basta una cache de taman˜o pequen˜o,
ya que la reutilizacio´n de bloques es muy pequen˜a. Para otros patrones, puede ser necesaria
ARQUITECTURA MULTIAGENTE PARA E/S DE ALTO RENDIMIENTO EN CLUSTERS Mar´ıa de los Santos Pe´rez Herna´ndez
4.3. E/S PARALELA 63
la utilizacio´n de una cache de mayor taman˜o. Es necesario conocer el comportamiento de las
diferentes aplicaciones que utilicen el sistema de ficheros para calcular el taman˜o o´ptimo de la
cache, intentando optimizar la relacio´n coste-rendimiento.
Pol´ıtica de reemplazo: Es la pol´ıtica utilizada para decidir que´ bloques se eliminan de la
cache. Hay diferentes pol´ıticas, entre las que destacan FIFO (First In First Out), aleatoria, LRU
(Least Recently Used) y MRU (Most Recently Used). Los factores que determinan la eleccio´n de
la pol´ıtica de reemplazo incluyen los patrones de acceso a ficheros, las caracter´ısticas f´ısicas de
los discos utilizados, la arquitectura multiprocesador o el uso de prioridades.
Pol´ıticas de actualizacio´n: Determina co´mo y cua´ndo volcar los bloques modificados al disco.
Hay diferentes pol´ıticas de actualizacio´n:
Escritura inmediata (write-through): Los bloques son escritos a disco en cuanto alguna apli-
cacio´n los modifica.
Escritura diferida (write-back): Los bloques se mantienen en la cache hasta que se requieren
bloques libres en demanda a nuevas peticiones. Variantes de esta pol´ıtica son: write-on-close,
que vuelca todos los bloques modificados a disco cuando se cierra el fichero y write-full, que
retrasa la escritura a disco hasta que el buffer de la cache se llena.
La escritura diferida reduce la latencia de las escrituras y permite eliminar las escrituras a disco
de ficheros temporales de corta duracio´n. Adema´s, tambie´n mejora el rendimiento al permitir
agrupar operaciones. No obstante, introduce un problema de fiabilidad en el sistema de ficheros.
Lectura adelantada: Tambie´n llamado prefetching. Consiste en la lectura de bloques por
adelantado antes de que sean solicitados por las aplicaciones. De este modo, se puede lograr
solapar el tiempo de E/S con el tiempo de co´mputo de las aplicaciones.
Por otro lado, tambie´n se puede utilizar una estructura cache para la metainformacio´n. Se denomina
metainformacio´n en un sistema de ficheros a la informacio´n que describe la estructura del sistema de
ficheros de forma global y la estructura de cada fichero en particular, es decir, su nombre, atributos e
informacio´n de direccionamiento del mismo.
La metainformacio´n puede ser persistente, si se localiza en disco (ej: bloques de datos), o transitoria,
si existe u´nicamente cuando se accede al fichero (ej: puntero de posicio´n).
Algunos metadatos son visibles a las aplicaciones (ej: longitud de un fichero) y otros son ocultos
(ej: distribucio´n del disco).
Esta informacio´n puede almacenarse en caches. Las principales caches de metainformacio´n que
proporciona un sistema de ficheros son:
Cache de particiones, que permiten un ra´pido acceso a la informacio´n que describe cada
particio´n. Ejemplo: superbloque de UNIX.
Cache de atributos de ficheros, que almacena los atributos de aquellos ficheros que se esta´n
utilizando. Ejemplo: i-nodo de UNIX y tabla de i-nodos.
Cache de nombres, que optimiza la decodificacio´n de nombres en un sistema de ficheros.
Cache de informacio´n de direccionamiento, que almacena informacio´n que permite acceder
a los bloques que forman el fichero. Ej: i-nodo en UNIX, que se complementa con el uso de bloques
indirectos.
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Las te´cnicas de caching y prefetching de ficheros se han convertido en te´cnicas esta´ndar en el
campo de los sistemas de ficheros secuenciales y distribuidos [GA94], [NWO88], [HKM+88]. En este
tipo de sistemas, la te´cnica de prefetching ma´s comu´nmente utilizada consiste en leer secuencialmente
el fichero de forma adelantada, lo que implica detectar si una aplicacio´n accede de forma secuencial
sobre un fichero y en caso afirmativo, leer los bloques de datos en dicho orden secuencial [MJLF84],
[MK91a].
Un gran nu´mero de sistemas de ficheros distribuidos proporcionan dos niveles de cache, tales como
Sun NFS, Sprite, AFS o CODA.
Por otro lado, las te´cnicas de caching y prefetching tambie´n se han implantado en los sistemas
de ficheros paralelos a fin de optimizar el rendimiento de las operaciones de E/S [EK89], [KCF+96],
[PGG+01].
Existen algunos trabajos que utilizan compresio´n de datos para el disen˜o de estrategias de prefet-
ching o´ptimas [CKV93], [KV94], [VK96]; otro trabajo define estrategias de prefetching a trave´s de un
modelo probabil´ıstico de las secuencias de peticiones [PSV94].
En [KCF+96] se describe un modelo teo´rico que permite caracterizar un sistema, a fin de aplicar
las te´cnicas de caching y prefetching.
Tambie´n se ha estudiado la combinacio´n de las te´cnicas de prefetching y caching [CFKL95].
4.3.7. Hints
Los hints (“pistas”) son una te´cnica ampliamente utilizada para mejorar el rendimiento del sistema,
no restrigie´ndose al campo de los sistemas de ficheros. Ya en 1983, Lampson describio´ su uso en sistemas
operativos, tales como Alto o Pilot, en redes como Arpanet o Ethernet y en lenguajes como Smalltalk
[Lam83].
En el contexto de los sistemas de ficheros, los hints se suelen utilizar como informacio´n histo´rica a
fin de optimizar las te´cnicas de caching y prefetching. De hecho, es su uso ma´s habitual. La pol´ıtica de
reemplazo LRU, por ejemplo, se basa en el histo´rico de los accesos para elegir los datos a reemplazar.
Por otro lado, se pueden utilizar hints en la fase de prefetching para decidir cua´ntos bloques se deben
leer por adelantado. Como un ejemplo de esta pra´ctica, en el sistema OSF/1 se realiza un prefetching
de hasta 64 bloques cuando se detectan largas ejecuciones secuenciales [PGG+01]. En otros trabajos
se detectan patrones de acceso ma´s complejos para realizar un prefetching no secuencial dentro del
fichero [KE91].
Existe un gran nu´mero de trabajos que se centran en inferir accesos futuros basados en accesos
pasados [Kor90], [TD91], [GA94]. En [KE91], se utiliza el histo´rico de acceso para predecir la carga
de E/S y por tanto, mejorar la fase de prefetching. Para ello Kotz y Ellis imprementaron predictores
de patrones, que permiten predecir la carga de E/S futura.
Una clase alternativa de hints son aque´llos que permiten expresar conocimiento avanzado sobre
un componente del sistema que pueda tener algu´n tipo de repercusio´n en otros, como puede ser el
sistema de memoria virtual o la cache, de forma que el sistema recomienda determinadas pol´ıticas a
fin de incrementar el rendimiento de las aplicaciones [Tri79], [CFL94].
Se pueden utilizar hints para expresar conocimiento ma´s detallado. Por ejemplo, en el campo de las
bases de datos, se puede utilizar esta informacio´n para la gestio´n de buffers, de modo que se utilicen
los accesos de una consulta para determinar el nu´mero de buffers a asignar [CY89], [NFS91], [CR93].
En [PGS93] se distinguen dos tipos diferentes de hints, disclosing hints (“hints que muestran”)
y advising hints (“hints que aconsejan”). Los primeros describen el conocimiento necesario sobre el
comportamiento de la aplicacio´n, mientras que los segundos recomiendan co´mo gestionar los recursos
a fin de incrementar el rendimiento de las aplicaciones. Los disclosing hints tienen tres ventajas sobre
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los advising hints:
1. La informacio´n que proporcionan es independiente de la implementacio´n del sistema, por lo que
se trata de un mecanismo de optimizacio´n de E/S portable.
2. Proporcionan informacio´n que permite tomar una decisio´n sobre la pol´ıtica a elegir, en lugar de
especificar la pol´ıtica expl´ıcitamente. Esto supone una mayor robustez, ya que en caso de que
no haya recursos suficientes para llevar a cabo la mejor pol´ıtica, se pueden escoger alternativas
que permitan resolver el problema de forma parcial.
3. Este tipo de hints se expresa en te´rminos de la interfaz del sistema.
En MPI-IO tambie´n se pueden especificar hints a trave´s del uso de su interfaz [TGL02]. La estruc-
tura MPI Info permite especificar pares de la forma (clave, valor), que proporcionen informacio´n
adicional sobre las operaciones de E/S. Existe un conjunto de claves reservadas, entre las que se en-
cuentran hints relacionados con patrones de acceso o la disposicio´n de los datos sobre dispositivos
de E/S. Un ejemplo de estos hints lo constituye la clave striping unit, que especifica la unidad de
distribucio´n de los ficheros a trave´s de los diferentes dispositivos de E/S.
En definitiva, los hints proporcionan a los sistemas de E/S un papel ma´s activo, ya que tradicio-
nalmente e´stos se han comportado de una forma pasiva, respondiendo exclusivamente a las peticiones
de lectura y escritura de las aplicaciones. A partir de la informacio´n proporcionada por los hints,
los sistemas de E/S pueden, por ejemplo, reconfigurarse a fin de incrementar el rendimiento de las
aplicaciones.
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Capı´tulo 5
Disen˜o de MAPFS
5.1. Introduccio´n
Los sistemas de ficheros proporcionan a las aplicaciones la capacidad de almacenar informacio´n de
una forma persistente. Consisten en una capa software que proporciona una visio´n lo´gica de los dispo-
sitivos de almacenamiento, ofreciendo una interfaz de acceso adecuada a los mismos y los mecanismos
apropiados de proteccio´n.
Inicialmente se utilizaron sistemas de ficheros tradicionales, los cuales so´lo permiten acceso a los
ficheros a los usuarios de dichos sistemas.
Con la proliferacio´n de las redes de interconexio´n, los sistemas de ficheros distribuidos aparecieron
como respuesta a la necesidad de compartir informacio´n distribuida entre diferentes servidores. En
este tipo de sistemas, cada fichero se almacena en un servidor. No obstante, el acceso a los datos no
se lleva a cabo en paralelo.
Ninguno de estos tipos de sistemas de ficheros resuelven el problema ya descrito de la crisis de
la E/S. En esta situacio´n, surge la E/S paralela, como un intento de resolver este problema. La E/S
paralela y ma´s concretamente los sistemas de ficheros paralelos permiten un acceso paralelo a los
datos, proporcionando mejor rendimiento a las operaciones de lectura y escritura.
Como vimos en el cap´ıtulo 1.3, estos sistemas de ficheros adolecen de algunos defectos. El objetivo
de esta tesis incluye el disen˜o de MAPFS, que consiste en un nuevo sistema de ficheros paralelo
y multiagente, orientado a su uso en clusters de estaciones de trabajo y que intenta resolver los
problemas anteriormente resen˜ados [PGC01]. MAPFS consiste en un mo´dulo cliente que permite
acceder en paralelo a los datos distribuidos entre varios servidores de ficheros. En una primera fase,
MAPFS se ha implementado de forma que pueda emplear particiones distribuidas a trave´s de varios
servidores NFS.
Por otra parte, MAPFS se basa en una arquitectura multiagente que sirve como soporte para la
adquisicio´n de los datos y que le proporciona las caracter´ısticas de tolerancia a fallos y caching, como
servicios adicionales, que pueden ser ampliables por parte del sistema.
Adema´s, MAPFS posee una interfaz que incluye operaciones tradicionales, colectivas, avanzadas,
de tolerancia a fallos y de caching.
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El objetivo del presente cap´ıtulo es la descripcio´n del disen˜o de MAPFS tanto desde un punto de
vista arquitecto´nico como desde el punto de vista del disen˜o de la entidad ba´sica, el fichero. En la
primera seccio´n se analizan los requisitos de disen˜o del sistema de ficheros de una forma global. En
la segunda seccio´n se describe la arquitectura de MAPFS, haciendo e´nfasis en el aspecto modular del
mismo. Finalmente, se describen de una forma detallada los dos subsistemas que componen el sistema
MAPFS, el subsistema de ficheros y el subsistema multiagente.
5.2. Requisitos de disen˜o
Esta seccio´n analiza los requisitos de disen˜o de MAPFS, concluyendo la necesidad de implementar
dos subsistemas que se complementan, con el objetivo de proporcionar la funcionalidad requerida.
Los principales objetivos que sirven como gu´ıa para el disen˜o del sistema de ficheros MAPFS son:
1. Proporcionar una interfaz que permita utilizar el sistema como un cliente capaz de interactuar
con un servidor de ficheros tradicional o distribuido, tal como NFS.
2. Realizar las peticiones de MAPFS a los servidores de ficheros en paralelo. De este modo, el
sistema podra´ beneficiarse de la caracter´ıstica de paralelismo.
3. Permitir la utilizacio´n de servidores heteroge´neos, con distintos sistemas operativos y distintos
sistemas de ficheros.
4. Incrementar la portabilidad del sistema de ficheros, reduciendo las partes dependientes de la
implementacio´n.
5. Incrementar la autonomı´a del sistema, ofreciendo diferentes tareas independientes y configurables
de mantenimiento, tolerancia a fallos e incremento del rendimiento.
6. Realizar un disen˜o del sistema modular y flexible. De esta forma, sera´ sencillo ampliar la fun-
cionalidad del mismo y modificar sus caracter´ısticas propias.
7. Utilizar clusters de estaciones de trabajo como plataforma subyacente, debido a que el escenario
de computacio´n actual ha cambiado en los u´ltimos an˜os, comenzando a utilizarse de forma masiva
clusters de estaciones de trabajo, en lugar de los tradicionales supercomputadores especializados.
MAPFS debe adaptarse tambie´n a un sistema de almacenamiento basado en SAN.
8. Definir un formalismo que permita gestionar y configurar de una forma dina´mica los servidores
que forman parte de la arquitectura. Este formalismo se denomina grupo de almacenamiento y
se describe en el cap´ıtulo 7.
9. Proporcionar diferentes optimizaciones de E/S, tales como caching, prefetching o hints, ofreciendo
flexibilidad a las aplicaciones para que puedan hacer uso de las mismas. Para ello, MAPFS
ofrecera´ una interfaz que permitira´ adaptar dichas te´cnicas al dominio propio de las aplicaciones
que lo utilicen. Estas optimizaciones se detallan en el cap´ıtulo 8.
Para cumplir estos objetivos, los requisitos de disen˜o que debe cumplir MAPFS, de forma que
sirvan de gu´ıa para el disen˜o de la arquitectura y la modelizacio´n del fichero dentro del sistema
integral, son principalmente:
Arquitectura cliente-servidor: El paradigma utilizado es el modelo cliente-servidor. El tra-
bajo se centrara´ en la creacio´n de un cliente muy ligero que permita la paralelizacio´n, sin la
modificacio´n del servidor de ficheros correspondiente. De este modo, el sistema permite utilizar
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servidores tradicionales o distribuidos, tales como NFS [SGK+85], [HKM+88], AFS [Kaz88],
Calypso [BDK95] o cualquier otro servidor.
La arquitectura software cliente-servidor es una infraestructura modular, versa´til y basada en
paso de mensajes, que proporciona flexibilidad, interoperabilidad y escalabilidad a las soluciones
software frente a un entorno centralizado. Estas caracter´ısticas son deseables para nuestro sistema
de ficheros MAPFS, por lo que utilizar un modelo cliente-servidor parece una decisio´n acertada.
No obstante, han surgido nuevas arquitecturas que ofrecen ventajas a la solucio´n ma´s simple
de arquitectura cliente-servidor. Un tipo especial de arquitectura cliente-servidor lo constituye
la arquitectura de tres niveles, en la cual se interpone una capa entre el cliente y el servidor,
dividiendo de este modo las diferentes tareas del proceso global entre todas las capas o niveles
que constituyen el modelo.
El disen˜o de tres niveles tiene ventajas sobre la arquitectura de dos niveles. En concreto:
• Debido a que se incrementa la modularidad, es ma´s sencillo modificar o reemplazar uno de
los niveles sin afectar al resto.
• Separar la lo´gica de la aplicacio´n de la gestio´n de los datos permite un mejor equilibrio de
carga.
La arquitectura de tres niveles es la base para la computacio´n basada en componentes. El nivel
o capa de interfaz de aplicacio´n (API) so´lo es una parte de la computacio´n de N niveles. En la
capa intermedia hay un conjunto de componentes que dan servicio tanto a otros componentes
como al cliente final, y que interactu´an entre s´ı. En este contexto se van a ubicar el servicio
de tolerancia a fallos y el servicio de caching. De hecho, estos servicios se van a implementar a
trave´s del uso de agentes [JW98], [FG96].
Si nos fijamos en la arquitectura gene´rica de un sistema de E/S distribuido-paralelo, podemos
distinguir los niveles funcionales, que se describen en el cap´ıtulo 4:
• nodo de proceso: NP;
• nodo de E/S: NES;
• controlador;
• dispositivo.
En el caso de MAPFS, los NP y NES no tienen una entidad tan diferenciada, ya que funden
en cierto modo sus capacidades, al hacer uso de entidades intermedias que se van a encargar de
realizar la tarea de paralelizacio´n. E´sta es una decisio´n de disen˜o condicionada por el hecho del
uso de agentes en la tarea de recuperacio´n de la informacio´n.
La ventaja de utilizar los clientes de este modo es que permite el uso de diferentes servidores
(incluso aque´llos que no tienen ninguna caracter´ıstica de paralelismo), proporcionando de esta
forma la caracter´ıstica de heterogeneidad, que permite que el cliente pueda interactuar con
distintos servidores de ficheros.
Metainformacio´n como estructura independiente del fichero: La metainformacio´n co-
rrespondiente al sistema de ficheros sera´ independiente de la estructura del fichero, de forma que
su gestio´n y tratamiento sean ma´s modulares.
Clientes concurrentes:MAPFS lleva a cabo la E/S paralela de forma inversa a la convencional.
Generalmente los sistemas de ficheros paralelos utilizan servidores multithread, que se encargan
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de atender las peticiones de E/S de forma concurrente. En el caso de MAPFS, son los clientes
los que se encargan de realizar las diferentes peticiones a los servidores de forma concurrente.
La eficiencia lograda dependera´ del tiempo de servicio de los servidores, pero siempre es mayor
que la de una peticio´n secuencial, como queda demostrado en el cap´ıtulo 11.
Configurable: Se debe permitir la configuracio´n del sistema, de forma que sea parametrizable.
Tolerancia a fallos: La distribucio´n de los datos a trave´s de un conjunto de discos y servidores
hace al sistema ma´s vulnerable. Por este motivo, el sistema de ficheros MAPFS debe ser capaz de
proporcionar la capacidad de tolerancia a fallos a nivel de cliente. Cuando hablamos de tolerancia
a fallos, nos referimos a disponibilidad de los datos [Jal94]. La disponibilidad es el porcentaje
de tiempo que un sistema esta´ proporcionando su servicio.
En el caso de un entorno cliente-servidor, normalmente se proporciona la capacidad de tolerancia
a fallos en el servidor. Este tipo de tolerancia es diferente dependiendo del tipo de servidor, a
saber:
Servidores con estado: En este caso, cuando se abre un fichero, el servidor almacena infor-
macio´n y proporciona al cliente un identificador u´nico a utilizar en las posteriores llamadas.
Cuando se cierra un fichero, se libera la informacio´n. Las ventajas que ofrecen este tipo de
servidores son:
1. Mensajes de peticio´n ma´s cortos.
2. Un mejor rendimiento (se mantiene la informacio´n en memoria).
3. Facilitan la lectura adelantada.
4. Capacidad por parte del servidor para analizar el patro´n de accesos que realiza cada
cliente.
Servidores sin estado: Cada peticio´n es autocontenida, es decir, contiene el identificador del
fichero y posicio´n. La ventaja fundamental de este tipo de servidor es que es ma´s tolerante
a fallos. Adema´s, se reduce el nu´mero de mensajes, debido a que no son necesarias las
operaciones de apertura y cierre de sesiones (normalmente llamadas open y close). Por
otro lado, no se utiliza memoria en el servidor para almacenar el estado y, por tanto, es un
servicio ma´s escalable.
MAPFS debe proporcionar la misma funcionalidad que un servidor sin estado, pero permitiendo
que sea la parte cliente la que se encargue de la recuperacio´n de los datos en caso de fallo en la
parte del servidor.
La idea de utilizar la metodolog´ıa de agentes para dotar al sistema de tolerancia a fallos radica
en la idea de que dicha caracter´ıstica se gestione de forma distribuida e independiente del cliente
MAPFS.
Uso de distintos niveles de cache: El sistema de ficheros MAPFS debe explotar la localidad
temporal y espacial de los datos que requieren los clientes. Por ese motivo, debe proporcionar
una estructura cache que contenga los datos ma´s recientes.
La tecnolog´ıa de agentes tambie´n se puede utilizar a este nivel, de forma que se logre indepen-
dencia en la gestio´n de las caches del sistema.
Autonomı´a: La autonomı´a es una caracter´ıstica que permite a una entidad actuar por s´ı mis-
ma y en nombre de otras entidades. Se trata de una caracter´ıstica muy adecuada en sistemas
distribuidos que incluyen diferentes funcionalidades adicionales y configurables. Por tanto, ser´ıa
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deseable que el sistema tuviera procesos auto´nomos que se encargaran de tareas tales como
adelantar peticiones sobre el sistema de ficheros o gestionar la tolerancia a fallos.
Modelo de fichero: MAPFS debe utilizar un modelo de fichero que permita una distribucio´n
de datos sencilla y eficiente, pudiendo basarse en el modelo de ficheros de los sistemas de ficheros
del servidor para construir su propio modelo. Como ejemplo, en el caso de utilizar servidores
NFS sobre el sistema de ficheros UNIX, el modelo de fichero MAPFS debe poder construirse
a partir del modelo del sistema de ficheros de UNIX, para de este modo, poder proyectarse de
forma adecuada sobre el conjunto de servidores.
Segu´n los requisitos establecidos, se pueden diferenciar dos aspectos de la arquitectura de E/S,
objeto de esta tesis:
1. Aspectos relacionados con las caracter´ısticas intr´ınsecas de un sistema de ficheros paralelo.
2. Aspectos relativos a la distribucio´n de los datos y del procesamiento de los mismos. Debido a
que este trabajo tiene como objetivo principal el uso de la agencia dentro del campo de la E/S,
parece apropiado distinguir en el disen˜o de la arquitectura un mo´dulo encargado de resolver la
problema´tica asociada.
Estas dos l´ıneas distinguen los dos subsistemas en los que se divide el sistema global, subsistema
de ficheros y subsistema multiagente. Las secciones 5.2.1 y 5.2.2 muestran la idiosincrasia de cada uno
de estos subsistemas.
5.2.1. Implicaciones para el disen˜o de sistemas de ficheros
Existen una serie de caracter´ısticas que hace que un sistema de ficheros sea portable y ofrezca un
gran rendimiento. Algunas de estas caracter´ısticas que se presentan en [TGL99b] son:
Acceso de gran rendimiento a ficheros. El sistema de ficheros debe disen˜arse de forma que permita
un acceso de gran rendimiento desde mu´ltiples procesos a un fichero comu´n. Esto implica que las
peticiones concurrentes (y en particular las escrituras) no sean serializadas dentro del sistema
de ficheros.
Debido a que varios clientes pueden acceder de forma concurrente a la informacio´n, es necesario
resolver los problemas de concurrencia generados por este proceso. Para ello es necesario tener
un control de la sincronizacio´n. Debido a que todas las caracter´ısticas de optimizacio´n y funcio-
nalidad adicionales del sistema de ficheros (caching, tolerancia a fallos) son proporcionadas por
el sistema multiagente asociado, tambie´n parece adecuado integrar el servicio de sincronizacio´n
en el mismo sistema. Esto hace que los mecanismos utilizados sean independientes del sistema
de ficheros e incluso que las pol´ıticas utilizadas dentro de esos mecanismos se puedan modificar
de una forma ma´s sencilla 1.
Soporte a ficheros mayores de 4 Gbytes (232). Es importante que el sistema de ficheros sea capaz
de soportar ficheros grandes. Esto implica que la interfaz del sistema de ficheros y las estructuras
de datos internas deben utilizar enteros de 64 bits para representar los desplazamientos de los
ficheros.
Modelo de ficheros gene´rico. En el caso de MAPFS, vamos a basarnos en dos modelos diferentes
de ficheros:
1Es una de las ventajas del disen˜o modular.
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1. Modelo de subficheros: Este modelo corresponde segu´n la taxonomı´a anterior a la distribu-
cio´n de datos horizontal de multificheros, descrito en la seccio´n 4.3.3.
2. Modelo de distribucio´n c´ıclica: La distribucio´n del fichero lo´gico a trave´s de los dispositivos
f´ısicos se realiza haciendo uso de una unidad de reparto para su “troceado” (striped). Este
modelo corresponde a la distribucio´n vertical, descrito tambie´n en 4.3.3.
En el presente trabajo se debe dar cabida a ambos modelos, de forma que el sistema resultante
sea lo ma´s gene´rico posible.
Configuracio´n de la distribucio´n de datos de los ficheros. Sera´ necesario establecer mecanismos
que permitan controlar y modificar la distribucio´n de los datos de los ficheros dependiendo de
los patrones de acceso de las aplicaciones.
Pol´ıticas de caching/prefetching variables. El sistema de ficheros debe detectar y adaptarse au-
toma´ticamente a patrones de acceso cambiantes y/o proporcionar una interfaz para el usuario
que especifique los patrones de acceso o las pol´ıticas de caching/prefetching. Se pueden utili-
zar hints para almacenar esta informacio´n adicional y de este modo mejorar dichas pol´ıticas
[GCPdM99].
Interfaz extendida frente a sistemas de ficheros tradicionales. La interfaz del sistema de fiche-
ros paralelo MAPFS proporciona un conjunto de operaciones adicionales, utilizadas dentro del
entorno de los sistemas de ficheros paralelos. Se pueden distinguir tres tipos:
1. Operaciones para accesos no contiguos. Para acceder a datos no contiguos, se puede hacer
una lectura contigua de una cantidad mayor de datos y una posterior criba. Esta operacio´n
se puede llevar a cabo de una forma eficiente. No obstante, es mejor llevar a cabo esta criba
de datos dentro del sistema de ficheros (cuando e´sta se hace dentro del sistema de ficheros,
no existe ninguna diferencia respecto al caching regular; los datos leidos/escritos extra
pueden quedar en la cache y no necesitan ser descartados). Por este motivo, el sistema de
ficheros debe proporcionar una interfaz que soporte acceso no contiguo [RTL96], que permite
incrementar el rendimiento de aplicaciones que utilizan diferentes patrones de acceso. Se
desea adema´s que el sistema se pueda monitorizar. Una de las me´tricas interesantes es
aque´lla que nos permite evaluar el espacio desperdiciado por la operacio´n previamente
comentada.
2. Operaciones de lectura y escritura no bloqueantes. Al utilizar estas funciones, el proceso
no se bloquea durante las operaciones de lectura y escritura. Estas rutinas no bloqueantes
tienen que devolver un objeto o handle que se puede utilizar para comprobar la finalizacio´n
de la operacio´n.
3. Operaciones de E/S colectiva. Mediante estas operaciones, los procesos que forman parte
de una aplicacio´n cooperan en cada peticio´n de E/S. Las peticiones de E/S individuales se
combinan en una u´nica peticio´n de E/S, incrementa´ndose de este modo el ancho de banda
de E/S efectivo de forma significativa.
Aparte de los requisitos propios del sistema de ficheros, de forma paralela se deben enumerar los
requisitos del sistema multiagente encargado de la adquisicio´n de los datos y otras funcionalidades.
5.2.2. Implicaciones para el disen˜o del sistema multiagente
En esta seccio´n se desea proporcionar las l´ıneas a seguir en el disen˜o del sistema multiagente, que
se va a encargar de la recuperacio´n de la informacio´n en el sistema de ficheros paralelo.
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La naturaleza del problema de la creacio´n de un sistema de ficheros paralelo puede ser resuelto
de una forma ma´s natural a trave´s de un sistema distribuido, ya que una de las caracter´ısticas en las
que se basa este tipo de sistema de ficheros es la distribucio´n de los datos. Un sistema multiagente
es inherentemente distribuido, lo que facilita la tarea de integracio´n entre dicho sistema y el sistema
de ficheros paralelo. No obstante, los sistemas distribuidos se caracterizan por ofrecer soluciones ma´s
complejas, aunque mucho ma´s adaptables al dominio del problema.
El sistema multiagente de MAPFS consiste en un conjunto de agentes, que poseen las siguientes
caracter´ısticas:
El sistema multiagente debe gestionar los agentes de los que consta de una forma transparente.
La caracter´ıstica de movilidad hace posible la transferencia de co´digo entre los distintos nodos
que forman el sistema. Esta transferencia puede ser muy u´til en cualquier sistema de recuperacio´n
de informacio´n y de forma particular en la construccio´n de MAPFS. Los agentes mo´viles son
u´tiles en tres a´reas diferentes. Una de las a´reas es la computacio´n mo´vil, tal como los porta´tiles
o las PDAs. El segundo campo es la obtencio´n dina´mica de software. El tercer campo es el de los
sistemas de recuperacio´n de informacio´n (information retrieval). MAPFS se podr´ıa beneficiar de
esta u´ltima caracter´ıstica. De hecho, los agentes mo´viles presentan una serie de caracter´ısticas que
les hace muy adecuados en el uso de un sistema distribuido. Algunas de ellas quedan referenciadas
en [LO98], a saber:
• Reduccio´n del tra´fico por la red: El tra´fico generado en los sistemas distribuidos suele ser
un cuello de botella. Si se hace uso de agentes mo´viles, se puede evitar en gran medida
parte del tra´fico. La idea es migrar la computacio´n hacia los datos, en lugar de los datos
hacia el lugar de co´mputo. Surge una panora´mica completamente distinta. El transporte
de los mensajes debe incluir el estado y el co´digo.
• Mejora de la latencia: Algunos sistemas de tiempo real no pueden ejecutarse de forma
distribuida, debido al aumento de la latencia que ocasiona el uso de la red. Con el uso
de los agentes mo´viles, esta limitacio´n puede vencerse, debido a que los agentes mo´viles
ejecutara´n de forma local. Son los propios agentes los que migran a los diferentes nodos.
• Ejecucio´n as´ıncrona y auto´noma: Los agentes mo´viles pueden actuar de forma as´ıncrona y
auto´noma al proceso que les creo´. De hecho, pueden desconectarse y posteriormente volver
a conectarse.
• Se adaptan de forma dina´mica: Los agentes mo´viles pueden distribuirse a trave´s del sistema
de forma que se adapten a las caracter´ısticas cambiantes del mismo.
• Son naturalmente heteroge´neos: Los agentes mo´viles suelen ser independientes de la ma´qui-
na y de la capa de transporte. Esta es una caracter´ıstica muy deseable, ya que los sistemas
distribuidos suelen ser heteroge´neos.
• Son robustos y tolerantes a fallos: Los agentes mo´viles tienen la habilidad de moverse entre
diferentes nodos, por lo que el hecho de que caiga un nodo en la red no implica que la
aplicacio´n tambie´n falle. Los agentes mo´viles pueden ser lanzados a diferentes nodos para
continuar su ejecucio´n. Esto hace que sea ma´s sencillo programar aplicaciones distribuidas
tolerantes a fallos y robustas haciendo uso de los agentes mo´viles.
Todas estas caracter´ısticas son deseables para la adquisicio´n de datos en un entorno distribuido.
No obstante, los agentes mo´viles tienen como principal desventaja su complejidad, lo que hace
que sea dif´ıcil su integracio´n en cualquier sistema. MAPFS implementa una solucio´n intermedia,
como se vera´ en el cap´ıtulo 9.
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Fich1 Fich12 Fich3 FichN
Cliente1 Cliente2 ClienteM
Servidor1 Servidor2 ServidorY ServidorL
ClienteX
RED
MAPFS
Figura 5.1: Comunicacio´n entre MAPFS y servidores convencionales a trave´s de la red
Para resolver el problema de la adquisicio´n de la informacio´n de una forma transparente y
eficiente, se va a proceder a definir una jerarqu´ıa de agentes, distribuyendo las tareas entre los
diferentes agentes.
El uso de un sistema multiagente implica una coordinacio´n entre los agentes que lo forman
[LF97b], [Nec94]. Por tanto, sera´ necesario establecer un protocolo de comunicacio´n, as´ı como
un modelo de coordinacio´n entre los agentes que se encargan de la recuperacio´n de la informacio´n.
5.3. Arquitectura de MAPFS
Segu´n los requisitos descritos anteriormente, la arquitectura del sistema de ficheros MAPFS es
una arquitectura cliente-servidor que debe proporcionar la funcionalidad necesaria a nivel de cliente,
pudiendo conectarse a cualquier servidor convencional que le proporcione la capacidad de almacena-
miento. El paralelismo debe proporcionarse en el cliente.
El sistema MAPFS se encuentra ubicado en el cliente, en el espacio de usuario (desacoplado del
ke´rnel). MAPFS modela de forma lo´gica un “servidor ligero” de ficheros en el cliente que, de forma
transparente al usuario, sea capaz de conectarse a un servidor existente, como por ejemplo NFS, a
trave´s de la red de una forma transparente al usuario (ve´ase figura 5.1).
Los ficheros se almacenan finalmente en varios servidores, que constituyen la parte servidora de
la arquitectura subyacente. Para gestionar los servidores, e´stos se agrupan de forma lo´gica. A estos
grupos en el sistema de ficheros MAPFS se les denomina grupos de almacenamiento y se describen
en el cap´ıtulo 7.
Si nos centramos en NFS como sistema de ficheros del servidor, MAPFS consiste en un sistema de
ficheros paralelo que emplea particiones distribuidas a trave´s de varios servidores NFS. La figura 5.2
muestra la arquitectura del sistema propuesto en este caso.
Como se ha descrito en la seccio´n anterior, el sistema MAPFS se puede dividir de una forma
natural en dos subsistemas: subsistema de ficheros, denominado MAPFS FS y subsistema multiagente,
denominado MAPFS MAS. En la figura 5.3 queda representada la relacio´n entre ambos subsistemas.
Ambos subsistemas se complementan a fin de lograr el objetivo de MAPFS, es decir, realizar la
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Figura 5.2: Arquitectura del sistema de ficheros paralelo propuesto mediante uso de NFS
adquisicio´n de datos de una forma eficiente y transparente al usuario. En las secciones 5.4 y 5.5 se
detallan ambos sistemas.
Por otro lado, MAPFS debe proporcionar una interfaz de aplicacio´n, as´ı como la capacidad de
conexio´n a trave´s de una red en un entorno distribuido. Esto se lleva a cabo mediante la Interfaz de
usuario y el Gestor de comunicaciones respectivamente.
Adema´s, el sistema de ficheros debe utilizar un esquema de redundancia que permita tolerancia a
fallos al estilo de los sistemas RAID. Esta funcionalidad se lleva a cabo mediante el uso del Gestor de
Tolerancia a Fallos. Este gestor se comunica con una determinada agencia. Una agencia no es ma´s
que un soporte software donde habitan varios agentes. Estos agentes permitira´n proporcionar cierta
autonomı´a al sistema para lograr dicha caracter´ıstica.
Finalmente, MAPFS se encarga de gestionar una cache propia del sistema de ficheros. El mo´dulo
encargado se denomina Gestor de cache y se comunica con una cache, as´ı como con el sistema de
agentes.
Para realizar el ensamblaje de todas las funciones del sistema de fichero, as´ı como modelar un
fichero, hacemos uso del Gestor de ficheros, que es el nu´cleo central del sistema de ficheros.
En la figura 5.4 aparece la estructura de un cliente MAPFS, formado por todos los mo´dulos de los
que se compone.
5.3.1. Interfaz de usuario
La interfaz de usuario es el mo´dulo que proporciona acceso a la funcionalidad del sistema de
ficheros MAPFS. En la seccio´n 5.4 aparece descrita de forma detallada la interfaz del sistema. Arqui-
tecto´nicamente, la interfaz de usuario es un mo´dulo que se comunica con el gestor de ficheros, que es
el que contiene el modelo del fichero utilizado por MAPFS. El gestor de ficheros es el que se encarga
de realizar el conjunto de operaciones que la interfaz de usuario proporciona. El principal objetivo de
dicha interfaz es aislar a los procesos que utilizan MAPFS de la implementacio´n y del modelo interno
del fichero.
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Figura 5.3: Subsistemas que forman el sistema de ficheros MAPFS
5.3.2. Gestor de comunicacio´n
Este mo´dulo permite gestionar la comunicacio´n del sistema MAPFS con el servidor de ficheros.
Este mo´dulo tiene tres tareas principales:
Realizar la transferencia de informacio´n y metainformacio´n del sistema MAPFS.
Encargarse de la comunicacio´n entre el gestor de cache y el servidor de ficheros para la actuali-
zacio´n de la cache.
Realizar la distribucio´n de agentes a trave´s de la red formada por el sistema distribuido MAPFS.
Por este motivo, el gestor de comunicacio´n queda enlazado al gestor de ficheros, al gestor de cache
y al sistema multiagente.
5.3.3. Gestor de tolerancia a fallos
Este gestor permite proporcionar tolerancia a fallos al sistema de ficheros. El sistema de ficheros
debe utilizar un esquema de redundancia que permita tolerancia a fallos al estilo de los sistemas
RAID. El sistema de archivos debe permitir esta posibilidad cuando se cree un archivo, de forma que
la caracter´ıstica de tolerancia se establezca a nivel de archivo.
Para gestionar la tolerancia, se utilizan agentes que forman parte del sistema multiagente asociado
a MAPFS. A dichos agentes se les denomina agentes de tolerancia. Por este motivo, el gestor de
tolerancia a fallos esta´ conectado al sistema de agentes. Tambie´n se debe comunicar con el gestor de
ficheros debido al hecho de que la tolerancia se establece a nivel de archivo.
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Figura 5.4: Mo´dulos que constituyen un cliente MAPFS
5.3.4. Gestor de cache
El empleo de una cache o almacenamiento intermedio en el sistema de E/S permite beneficiarse
de la proximidad de los datos y de un acceso ma´s ra´pido a los mismos. Una cache tiene una copia de
los datos ma´s recientemente utilizados por el sistema en un dispositivo ma´s ra´pido que el dispositivo
de almacenamiento original de los mismos. Esta caracter´ıstica es au´n ma´s deseable en el caso de
MAPFS, ya que al utilizar una cache, el sistema tiene menor dependencia del servicio que ofrezca el
servidor convencional o distribuido contra el cual actu´e el cliente MAPFS. No obstante, el uso de cache
en la parte cliente crea un problema de coherencia importante, que es necesario resolver. De nuevo,
es necesario utilizar un conjunto de agentes que forman parte de la agencia o sistema multiagente
del sistema de ficheros, los cuales se encargan de la gestio´n de la cache del mismo. Los agentes que
realizan esta tarea se denominan agentes de cache y son los responsables de utilizar un protocolo
de coherencia de cache as´ı como de controlar la transferencia de datos entre los dos dispositivos de
almacenamiento, el disco del servidor y la memoria del cliente.
El gestor de cache se comunica con el gestor de ficheros, puesto que se encarga de optimizar el
acceso a los mismos, con la estructura que sirve de cache al sistema y por tanto almacena la informacio´n
correspondiente, con el sistema de agentes que se encargan de la gestio´n de la cache y con el gestor
de comunicacio´n, como vimos anteriormente.
5.3.5. Gestor de ficheros
Es el mo´dulo encargado de modelizar la entidad ba´sica del sistema de ficheros, es decir, el propio
fichero. Por lo tanto, se comunica con el resto de los mo´dulos para permitirles acceso a la funcionalidad
primaria.
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5.4. Subsistema de ficheros de MAPFS
El nu´cleo central del sistema de ficheros MAPFS lo constituye el subsistema de ficheros, tambie´n
denominado MAPFS FS. Este subsistema se encarga de implementar la interfaz del sistema de fi-
cheros, proporcionando paralelismo y caracter´ısticas adicionales que incrementan el rendimiento y la
funcionalidad del mismo.
La funcionalidad que proporciona el sistema de ficheros MAPFS queda reflejada en la interfaz del
mismo.
La mayor´ıa de los sistemas de ficheros paralelos existentes utilizan una interfaz al estilo UNIX y se
limitan a ofrecer operaciones de apertura, cierre, lectura, escritura y posicionamiento de ficheros, no
mostrando a los usuarios la estructura paralela de los ficheros, ni permitiendo ofrecer optimizaciones
del acceso y uso de los mismos, del cual se podr´ıan beneficiar si no se ocultara dicha caracter´ıstica.
Estas interfaces tan simples no son apropiadas en sistemas paralelos, cuyas aplicaciones realizan
una gran cantidad de accesos concurrentes a ficheros y tienen patrones de acceso ma´s complejos.
Por otro lado, dada la caracter´ıstica de tolerancia a fallos con la cual se desea dotar a MAPFS,
tambie´n sera´ necesario ofrecer operaciones relativas a dicha caracter´ıstica.
Extendiendo la interfaz de los sistemas de ficheros tradicionales y distribuidos, MAPFS va a pro-
porcionar cinco tipos de operaciones, que se enumeran a continuacio´n. Todas las operaciones recogidas
en esta seccio´n son descritas de forma detallada en el ape´ndice A.
1. Operaciones ba´sicas: Se trata de las operaciones t´ıpicas de un sistema de ficheros. En principio,
MAPFS permite la utilizacio´n de un subconjunto de las primeras:
mapOpen(): operacio´n de apertura de fichero.
mapClose(): operacio´n de cierre de fichero.
mapCreat(): operacio´n de creacio´n de fichero.
mapReadContig(): operacio´n de lectura contigua de ficheros.
mapWriteContig(): operacio´n de escritura contigua de ficheros.
mapSeek(): operacio´n de modificacio´n de puntero.
mapFcntl(): operacio´n para establecer u obtener informacio´n sobre un fichero abierto.
2. Operaciones avanzadas: En este apartado se contemplan todas aquellas operaciones adicio-
nales que presentan los sistemas de ficheros paralelos y que le permiten an˜adir funcionalidad y
mejora de rendimiento al mismo, excepto las operaciones de E/S colectiva, que se han distinguido
en su propio apartado.
Las aplicaciones paralelas necesitan frecuentemente leer o escribir datos que este´n localizados de
forma no contigua en los ficheros e incluso en memoria. Las operaciones mapReadStrided() y
mapWriteStrided() son versiones bloqueantes de las llamadas read() y write() que soportan
cualquier tipo de acceso no contiguo que pueda expresarse mediante los para´metros que reciben.
La interfaz del sistema de ficheros MAPFS proporciona versiones no bloqueantes de todas sus
llamadas de lectura y escritura.
Los nombres de este tipo de operaciones se forman an˜adiendo el sufijo I al nombre de la opera-
cio´n original. Como ejemplo, la operacio´n mapIreadContig() es la versio´n no bloqueante de la
operacio´n mapReadContig().
Para operaciones no bloqueantes, se establece un mecanismo de callback, de forma que se pueda
especificar una operacio´n que se lleve a cabo cuando una operacio´n no bloqueante haya finalizado.
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La interfaz del sistema de ficheros MAPFS proporciona versiones con posibilidad de establecer
callbacks para todas las operaciones no bloqueantes de lectura y escritura.
Los nombres de este tipo de operaciones se forman an˜adiendo el sufijo Cal al nombre de la
operacio´n original. Como ejemplo, la operacio´n mapCalReadContig() es la versio´n bloqueante
de la operacio´n mapReadContig().
3. Operaciones colectivas: Se trata de operaciones orientadas a proporcionar paralelismo al
sistema. Para ello hacemos uso del concepto de E/S colectiva, muchas veces utilizado en la
bibliograf´ıa de sistemas de ficheros paralelos.
Si procesos que realizan transferencias de grandes cantidades de datos, lo´gicamente relacionados,
hacen uso de la interfaz que proporciona un sistema de ficheros tradicional, esta´n obligados a
hacerlo a trave´s de mu´ltiples peticiones pequen˜as no contiguas, perdie´ndose el sentido de una
u´nica transferencia grande. Por el contrario, si se hace uso de una interfaz colectiva, se permite a
dichos procesos realizar una u´nica peticio´n grande, lo que permite que el sistema de E/S pueda
incrementar el rendimiento de dicha transferencia de datos.
Para permitir el uso de E/S colectiva, MAPFS proporciona versiones colectivas de todas las
rutinas de lectura y escritura, tanto operaciones contiguas como no contiguas. Una rutina co-
lectiva debe ser invocada por todos los procesos pertenecientes al grupo que abra el fichero. Sin
embargo, una rutina colectiva no implica necesariamente una barrera de sincronizacio´n entre
dichos procesos. Eso dependera´ de la sema´ntica de las operaciones.
Los nombres de este tipo de operaciones se forman an˜adiendo el sufijo Coll al nombre de la
operacio´n original. Como ejemplo, la operacio´n mapReadContigColl() es la versio´n colectiva de
la operacio´n mapReadContig().
4. Operaciones miscela´neas: Algunas operaciones adicionales para la gestio´n de ficheros son las
siguientes:
mapDelete(): Operacio´n para eliminar un fichero.
mapResize(): Operacio´n para redimensionar un fichero.
mapRename(): Operacio´n para modificar el nombre de un fichero.
mapInit(): Operacio´n para abrir una sesio´n, inicializando para´metros de configuracio´n y
estructuras de datos.
mapFinish(): Operacio´n para cerrar una sesio´n, liberando estructuras de datos.
5. Operaciones de tolerancia a fallos y cache: Las caracter´ısticas de tolerancia a fallos y
caching deben proporcionarse de una forma transparente. Por tanto, los usuarios no pueden
utilizar estas operaciones y no aparecen en la interfaz de usuario de MAPFS. Son operaciones
internas, que lleva a cabo el sistema multiagente. Estas operaciones consisten en:
Operaciones relacionadas con la recuperacio´n de datos (disponibilidad de los datos).
Sincronizacio´n entre la cache y el dispositivo de almacenamiento secundario.
Coherencia de cache.
No obstante, MAPFS ofrece operaciones a las aplicaciones de usuario para configurar hints que
permiten incrementar el rendimiento de las operaciones de caching y prefetching (ve´ase la seccio´n
8.5).
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La interfaz del sistema de ficheros MAPFS se ha disen˜ado en base a la interfaz ADIO [RTL96].
ADIO consiste en una interfaz de bajo nivel esta´ndar para E/S paralela. Esta interfaz no esta´ pensada
para utilizarse directamente por programadores de aplicaciones, sino a nivel del sistema operativo,
por desarrolladores de bibliotecas.
5.4.1. Modelo de fichero en MAPFS
El fichero es el objeto ba´sico y fundamental de un sistema de ficheros. Por tanto, es necesario en todo
sistema de ficheros disen˜ar la estructura de un fichero gene´rico, que debe contener la metainformacio´n
necesaria para describir el mismo. A esta estructura se le va a denominar map-node. La informacio´n
que a priori va a ser necesaria incluye:
Nombre global del fichero: Este nombre debe proporcionar transparencia de localidad. El nombre
global debe representar de forma un´ıvoca el fichero al que referencia. Esta informacio´n al igual
que ocurre en UNIX no debe encontrarse en el map-node, sino que debe encontrarse en las
entrada del directorio que contenga dicho fichero. La diferencia estriba en el caso del modelo de
subficheros, el cual podr´ıa tener diferentes nombres lo´gicos en cada uno de los nodos en los que
se distribuye.
Taman˜o del fichero: Representa el taman˜o en bytes del fichero.
F lag para diferenciar el tipo de modelo: Flag que diferencie el tipo de modelo que se va a utili-
zar en la paralelizacio´n del acceso a los ficheros (modelo de subficheros o modelo de distribucio´n
c´ıclica).
Posicio´n: Apuntador a la posicio´n del fichero en un dispositivo. Para determinar dicha posicio´n,
es necesario tener almacenado el dispositivo y posicio´n relativa a ese dispositivo en el cual se
encuentra el apuntador, en el caso de un modelo de distribucio´n c´ıclica y el nombre del subfichero
y posicio´n relativa a dicho subfichero en el caso de un modelo de subfichero.
Proteccio´n: Control de acceso y permisos para la realizacio´n de las diferentes operaciones sobre el
fichero.
Tiempos: Tiempos de creacio´n, de acceso y de modificacio´n, al estilo del sistema de ficheros de UNIX.
Identificacio´n de usuario: Identificacio´n del duen˜o y del grupo al que pertece el duen˜o del fichero.
Hints o pistas: Se pueden establecer pistas para incrementar el rendimiento de acceso y modificacio´n
de los ficheros. Estas pistas pueden ser proporcionadas por la aplicacio´n o bien pueden ser
construidas por el sistema multiagente asociado.
Estructura que apunta a los datos del fichero: Esta estructura depende del tipo de modelo an-
terior y, por tanto, del valor que toma el flag. Si se trata de un modelo de distribucio´n c´ıclica,
esta estructura consiste en una lista con la localizacio´n del fichero a trave´s de los mu´ltiples dis-
positivos (en concreto, una lista encadenada de posiciones a trave´s de los distintos dispositivos
que forman el sistema). Si se trata de un modelo de subficheros, esta estructura consiste en una
lista de los subficheros y taman˜o de las porciones correspondientes a dichos subficheros por los
que esta´ formado el fichero original.
En la figura 5.5 se puede ver representado el map-node.
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Figura 5.5: Estructura del map-node
5.4.2. Distribucio´n de los datos de los ficheros
Para realizar la distribucio´n de la informacio´n dentro del sistema de ficheros MAPFS, vamos a
utilizar el concepto de grupo de almacenamiento, que se describe en el cap´ıtulo 7. En las secciones 7.4
y 7.4.2 se analiza la distribucio´n de los datos y su funcionamiento interno.
5.4.3. Nombrado de ficheros
Un aspecto fundamental de cualquier sistema de ficheros es el mecanismo de nombrado de los
ficheros. En MAPFS se va a utilizar un esquema de nombrado basado en los sistemas de ficheros
tipo UNIX y se va a utilizar el concepto de directorio. En el caso de MAPFS hay que extender
dicho concepto para que permita el manejo de grupos de almacenamiento. El nombrado de ficheros se
describe en la seccio´n 7.8.
5.5. Subsistema multiagente de MAPFS
MAPFS consiste en un sistema de ficheros paralelo integrado con un sistema multiagente, que se
encarga fundamentalmente de la gestio´n de la recuperacio´n de la informacio´n (information retrieval).
Uno de los campos donde los agentes pueden ser muy u´tiles es precisamente en la construccio´n de
un sistema de recuperacio´n de informacio´n (information recovery systems). Como hemos visto an-
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teriormente, MAPFS consta de dos subsistemas con objetivos claramente definidos: (i) el sistema
MAPFS FS, que proporciona las capacidades de un sistema de ficheros paralelo y (ii) MAPFS MAS,
que se encarga precisamente de la tarea de la recuperacio´n de la informacio´n. MAPFS MAS es un
subsistema independiente, que proporciona soporte al subsistema principal (MAPFS FS) en cuatro
a´reas diferentes:
Acceso a la informacio´n: Esta caracter´ıstica es la tarea principal del sistema MAPFS MAS
y consiste en la recuperacio´n de la informacio´n. Dicha informacio´n se encuentra almacenada en
los nodos de E/S (concretamente, un conjunto de discos distribuidos a trave´s de varios nodos).
Los agentes interaccionan en u´ltima instancia con la interfaz del subsistema MAPFS FS.
Servicio de caching : MAPFS explota la localidad temporal y espacial de los datos almace-
nados en los servidores. Para ello, utiliza una cache, que contiene una copia de los datos ma´s
recientes en un dispositivo de almacenamiento ma´s ra´pido que el dispositivo de almacenamiento
original. Sin embargo, utilizar una cache implica un problema importante de coherencia. Dentro
del subsistema MAPFS MAS existen un conjunto de agentes que gestionan esta caracter´ıstica.
Estos agentes se denominan agentes cache y son los responsables de utilizar un protocolo de
coherencia de cache y de controlar la transferencia de informacio´n entre ambos dispositivos de
almacenamiento. Para mejorar la eficiencia del sistema, los agentes cache pueden construir y
utilizar hints, caracter´ıstica que se describe en el cap´ıtulo 8.
Servicio de tolerancia a fallos: La idea de utilizar la metodolog´ıa de agentes para dotar al
sistema de tolerancia a fallos radica en la idea de que dicha caracter´ıstica se gestione de forma
distribuida e independiente del cliente MAPFS. Por este motivo, se utilizan agentes de tolerancia
a fallos procedentes del subsistema MAPFS MAS.
Uso de hints: Como se analiza en el cap´ıtulo 8, el sistema multiagente puede crear crear hints
de forma dina´mica, mediante el ana´lisis de los patrones de acceso en tiempo de ejecucio´n y la
posterior construccio´n de dichos hints.
A fin de lograr dichos objetivos y como hemos visto, el sistema MAPFS MAS esta´ formado por
un conjunto de agentes que interaccionan entre ellos, es decir, un sistema multiagente (MAS). El uso
de un MAS implica coordinacio´n entre los agentes de los que consta.
5.5.1. Jerarquı´a de agentes
Los agentes utilizados para la resolucio´n de un problema pueden asociarse a un determinado nivel
de abstraccio´n del mismo. De hecho, descomponer un problema en niveles de abstraccio´n permite
simplificar el proceso de descomposicio´n de tareas [LE80], [WHRB+81].
MAPFS utiliza una jerarqu´ıa de agentes, que permite resolver de una forma eficiente y transparente
el problema de la adquisicio´n de los datos. Segu´n las tareas que debe llevar a cabo el MAS, el sistema
esta´ formado por los siguientes tipos de agentes:
Agentes extractores: Se encargan de llevar a cabo la adquisicio´n de datos en el sistema de
ficheros MAPFS.
Agentes distribuidores: Se van a encargar de distribuir a los agentes extractores. E´stos cons-
tituyen un nivel ma´s alto en la jerarqu´ıa de los agentes.
Agentes de cache: Esta´n asociados a uno o ma´s agentes extractores en cada instante, existiendo
la posibilidad de modificar este enlace. Se utilizan para proporcionar eficiencia al sistema, ya
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Figura 5.6: Relacio´n entre los distintos tipos de agentes que forman el sistema
que permiten que la informacio´n se adquiera en un tiempo ma´s corto, al guardar una copia de
los datos en un soporte de almacenamiento que tiene una velocidad de acceso mayor.
Agentes de tolerancia a fallos: Al sistema de adquisicio´n de datos se le desea proporcionar
caracter´ısticas de tolerancia a fallos (visto desde el punto de vista de disponibilidad de datos).
Es necesario introducir esta caracter´ıstica para evitar que un fallo de uno de los agentes afecte a
todo el sistema. Para ello, se utilizara´n los denominados agentes de tolerancia, que permiten
proporcionar tolerancia al sistema de ficheros MAPFS.
Agentes constructores de hints: Las tareas desarrollados por estos agentes esta´n basadas
en las optimizaciones descritas en el cap´ıtulo 8. No obstante, en este cap´ıtulo se describen las
interacciones de estos agentes con el resto de la jerarqu´ıa.
En la figura 5.6 queda representada la relacio´n entre las diferentes clases de agentes. A continuacio´n,
se describe el modelo de cooperacio´n de los mismos.
5.5.2. Modelo de cooperacio´n de MAPFS
Uno de los aspectos definitorios de un sistema multiagente es la cooperacio´n entre los agentes que lo
forman. Dichos agentes cooperan con el objetivo de resolver un problema global. En el caso de MAPFS,
el problema global consiste en incrementar la eficiencia del acceso a los datos y proporcionarle robustez,
an˜adie´ndole la caracter´ıstica de tolerancia a fallos [PGC02]. Debido a la modularidad del paradigma
de agentes, es posible ampliar el nu´mero de caracter´ısticas del sistema multiagente, extendiendo la
funcionalidad del mismo.
La coordinacio´n entre diferentes agentes para la resolucio´n de un problema implica la descompo-
sicio´n del problema global en problemas parciales, que son resueltos por cada uno de los agentes de
una forma coordinada. Por tanto, es necesario llevar a cabo una representacio´n de estos problemas
parciales. De hecho, la descomposicio´n de los problemas depende en gran parte de su formulacio´n
[BG88b]. De este modo, se han formalizado varios conceptos que nos permiten describir las tareas de
los agentes y el modelo de cooperacio´n del MAS [HS95]. Esta formalizacio´n se ha realizado en base a
la visio´n simbo´lica de un agente.
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En primer lugar, cada agente debe conocer sus metas, es decir, la descripciones del estado
deseado del entorno de los agentes. Las metas dependen del tipo de agente utilizado, a saber:
• Los agentes extractores son subordinados de los agentes distribuidores y no dependen del
entorno.
• Las metas de los agentes distribuidores son totalmente dependientes del entorno y son
las ma´s parecidas a los objetivos del sistema completo. Estas metas corresponden a las
peticiones de los usuarios.
• Las metas de los agentes cache corresponden a las peticiones de los agentes extractores.
Cada peticio´n de informacio´n realizada por los agentes extractores, es resuelta por los
agentes cache. Si la informacio´n no esta´ disponible en la estructura cache, dichos agentes
intentan obtener los datos.
• Los agentes de tolerancia a fallos son activados so´lamente cuando la copia original de los
datos en los nodos no esta´ disponible.
• Los agentes hints se encargan de la construccio´n de dicha metainformacio´n con el objetivo
de incrementar el rendimiento de la E/S. Pueden activarse por parte de cualquiera de los
agentes, dependiendo del nivel donde se aplique el uso de esta metainformacio´n. En el caso
de MAPFS, se ha limitado su uso por parte de los agentes extractores y los agentes cache,
como quedo´ reflejado en la figura 5.6.
Formalmente, las metas de los agentes pueden ser representadas y descritas de la siguiente forma:
• gda: metas de los agentes distribuidores;
• gea: metas de los agentes extractores;
• gca: metas de los agentes cache;
• gfta: metas de los agentes de tolerancia a fallos;
• gha: metas de los agentes hints.
El modelo de cooperacio´n se establece a nivel de grupo de almacenamiento. Aunque el cap´ıtulo
7 los describe de forma detallada, en esta seccio´n es suficiente saber que un grupo de almacena-
miento es una agrupacio´n de servidores de almacenamiento en el sistema de ficheros MAPFS.
Van a existir diferentes subsistemas multiagente, uno por cada grupo de almacenamiento. A
continuacio´n se definen las metas de los diferentes agentes:
gda(x) = exists(d,Gy)
donde x es un agente distribuidor perteneciente a cualquier servidor
Sz/Sz ∈ Gy
∧ d es un objeto concreto
∧ exists es un predicado que indica si un objeto esta´
disponible para un usuario en un grupo de almacenamiento.
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gea(x) = serves(x, y)
donde x es un agente extractor perteneciente a cualquier grupo de
almacenamiento Gz/ y es un agente distribuidor perteneciente al mismo
grupo
∧ serves es un predicado que indica si x ha satisfecho
la peticio´n del agente y.
gca(x) = provides(x, y)
donde x es un agente cache perteneciente a cualquier grupo de
almacenamiento Gz/ y es un agente extractor perteneciente al mismo
grupo
∧ provides es un predicado que indica si x tiene los
objetos requeridos por el agente y en la estructura cache.
gfta(x) = provides fault tolerance(x, y)
donde x es un agente de tolerancia a fallos perteneciente a cualquier
grupo Gz/ y es un agente extractor perteneciente al mismo
grupo
∧ provides fault tolerance es un predicado que es falso
so´lo cuando el agente y no puedo obtener los datos y el agente x
no puede proporcionar tales datos. En otro caso, el predicado es
verdadero.
gha(x) = provides hints(x, y)
donde x es un agente hint perteneciente a cualquier grupo
Gz/ y es un agente cache perteneciente al mismo grupo
∧ provides hints es un predicado que es falso so´lo cuando el agente y
no puedo obtener la metainformacio´n solicitada por el agente y
En otro caso, el predicado es verdadero.
De acuerdo a las metas de cada agente, los planes contienen instrucciones o acciones precisas para
lograr alcanzar los objetivos. Nuevamente, las acciones y planes dependen del tipo de agente. Se
definen de la siguiente forma:
• pda: planes de los agentes distribuidores
• pea: planes de los agentes extractores
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• pca: planes de los agentes cache
• pfta: planes de los agentes de tolerancia a fallos
• pha: planes de los agentes hints
pda(x) = if¬exists(d,Gy) −→ ∀y / is a ea(y)
∧ y ∈ Gy entonces ask(d,y)
donde x es un agente distribuidor perteneciente a cualquier servidor
Sz/Sz ∈ Gy
∧ d es un objeto concreto
∧ is a ea es un predicado que es verdadero si y es
un agente extractor y falso en caso contrario
∧ ask es una funcio´n que genera un evento que permite
solicitar que el agente y realice la recuperacio´n del objeto d.
pea(x) = if¬serves(x, y) ∧ is asked(y, d) −→
∀z / is a ca(z) entonces ask(d,z)
donde x es un agente extractor perteneciente a cualquier grupo
de almacenamiento Gz/ y es un agente distribuidor perteneciente al
mismo grupo ∧ d es un objeto concreto
∧ is a ca es un predicado que es verdadero si z es un agente cache
y falso en otro caso
∧ ask es una funcio´n que genera un evento que permite
solicitar que el agente z realice la recuperacio´n del objeto d.
pca(x) = if¬provides(x, y) ∧ is asked(y, d) −→
obtain(d)
donde x es un agente cache perteneciente a cualquier grupo
de almacenamiento Gz/ y es un agente extractor perteneciente al
mismo grupo ∧ obtain es una funcio´n que permite obtener la
informacio´n del disco y almacenarla en la estructura cache.
pfta(x) = if¬provides fault tolerance(x, y)
∧ is asked(y, d) −→ obtain duplicate(d)
donde x es un agente de tolerancia a fallos perteneciente a cualquier
grupo de almacenamiento Gz/ y es un agente extractor perteneciente
al mismo grupo ∧ obtain duplicate es una funcio´n que permite obtener
la informacio´n de la re´plica del disco y proporciona´rsela al agente y.
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pha(x) = if¬provides hints(x, y)
∧ is asked(y, h) −→ obtain(h)
donde x es un agente hint perteneciente a cualquier grupo
de almacenamiento Gz/ y es un agente extractor perteneciente al
mismo grupo ∧ obtain es una funcio´n que permite obtener
la metainformacio´n y proporciona´rsela al agente y.
Las funciones obtain y obtain duplicate() deben proyectarse en el sistema MAPFS FS como
operaciones de lectura/escritura paralelas, que dependiendo de la aplicacio´n concreta pueden
ser no contiguas, colectivas o no bloqueantes.
Cada agente debe contener un conjunto de eventos planificados, que deben gestionarse a trave´s
del uso de agentes. Hay dos clases de eventos: (i) los eventos originados por el usuario y (ii) los
eventos originados por los propios agentes. El primer tipo es el origen del resto de eventos, ya
que so´lo cuando una aplicacio´n de usuario realiza una peticio´n de E/S, se inicia el a´rbol de
eventos. Dicho a´rbol aparece en la figura 5.7.
Como se puede observar en dicha figura, el orden en el cual se generan los eventos es el siguiente:
1. En primer lugar, un programa de usuario realiza una peticio´n de E/S. Esto genera un
evento de usuario, que es capturado por un agente distribuidor.
2. Esto genera a su vez un evento de extraccio´n, dirigido hacia un agente extractor, el cual es
el responsable de obtener y enviar los datos.
3. Normalmente, el agente extractor busca los datos en la cache, delegando en el agente cache
esta tarea. El agente cache debe llevar a cabo tanto la devolucio´n de los datos al agente
extractor como su almacenamiento en la estructura cache.
4. A menos que los datos no este´n disponibles en el disco original, el evento de tolerancia a
fallos no se genera. En caso necesario, el agente de tolerancia a fallos es el encargado de
obtener los datos del disco de soporte. Estos datos no son almacenados en la estructura
cache, debido a que un evento de esta ı´ndole es poco probable.
De acuerdo con la planificacio´n, los agentes deben ejecutar el plan. El modelo de planificacio´n
es dirigido por eventos. Si se genera un evento y las premisas o condiciones se cumplen, las
acciones correspondientes se ejecutan, modifica´ndose el estado del sistema.
La cooperacio´n se logra a trave´s del uso de planes compartidos, es decir, realizando la
planificacio´n de una forma compartida. De esta forma, la cooperacio´n se alcanza a trave´s de
dos esquemas diferentes: (i) hay re´plicas de todos los agentes; dichos agentes deben coordinar
sus esfuerzos con el objetivo de satisfacer las metas globales del sistema; por ejemplo, la es-
tructura cache debe dividirse en secciones y cada agente cache debe gestionar una seccio´n; el
agente distribuidor es el encargado de distribuir el trabajo. Esta clase de planificacio´n es deno-
minada intra-planificacio´n. (ii) Cada grupo de almacenamiento debe interoperar con el resto
de los grupos de almacenamiento a fin de planificar el sistema completo. Esta planificacio´n es
denominada inter-planificacio´n.
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Figura 5.7: A´rbol de eventos en MAPFS
5.5.3. Relacio´n entre la arquitectura de MAPFS y el MAS
Esta seccio´n describe co´mo el sistema multiagente encaja dentro de la arquitectura MAPFS, ana-
lizando el contenido de cada uno de los mo´dulos de MAPFS:
Interfaz de Usuario: Este mo´dulo proporciona accesso a la funcionalidad de MAPFS, ofreciendo
la interfaz del sistema. Por tanto, el MAS no esta´ relacionado con este mo´dulo.
Gestor de Comunicacio´n: Este mo´dulo es el responsable de tres tareas diferentes, que se descri-
bieron previamente: (i) transferencia de informacio´n en el sistema MAPFS; (ii) comunicacio´n
entre el Gestor de Cache y el Gestor de Ficheros y el servidor de almacenamiento a fin de que la
cache pueda actualizarse y (iii) distribucio´n de los agentes en el sistema MAPFS. Este mo´dulo
es el canal de distribucio´n de los agentes pertenecientes a todos los MAS.
Gestor de Cache: Es el mo´dulo encargado de modelar el protocolo de coherencia de cache, que
implementan los agentes cache.
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Gestor de Tolerancia a Fallos: Este mo´dulo garantiza la disponibilidad de los datos. Esta carac-
ter´ıstica la realizan los agentes de tolerancia a fallos.
Gestor de Ficheros: Este mo´dulo implementa la funcionalidad correspondiente al subsistema
MAPFS FS. Los agentes extractores realizan peticiones a este mo´dulo.
Agencia: Se trata del soporte software donde los diferentes agentes se crean y desarrollan su
trabajo. Por tanto, el Gestor de Comunicacio´n, el Gestor de Cache, el Gestor de Tolerancia a
Fallos y el Gestor de Ficheros esta´n enlazados con la agencia.
Las metas y planes deben implementarse en los mo´dulos correspondientes, dependiendo del tipo de
agente asociado a los mismos.
5.6. Resumen
Este cap´ıtulo ha descrito el disen˜o del sistema de ficheros MAPFS desde un punto de vista arqui-
tecto´nico, haciendo hincapie´ en la divisio´n en subsistemas del sistema global; por un lado, el subsistema
de ficheros, que se encarga de las funcionalidades relativas a la gestio´n y modelizacio´n del fichero y
por otro lado, el subsistema multiagente, que se encarga de la adquisicio´n de datos, y que adema´s
an˜ade la funcionalidad de caching y tolerancia a fallos, dejando abierta la posibilidad de extender
dicha funcionalidad.
Adicionalmente, el cap´ıtulo ha analizado el modelo de fichero utilizado en MAPFS, detallando la
estructura que define el mismo y la interfaz de acceso al sistema de ficheros.
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Capı´tulo 6
Estructura de un agente en el
sistema MAPFS
6.1. Introduccio´n
La tecnolog´ıa de agentes permite abordar problemas de una forma completamente nueva en el
mundo de la computacio´n. A pesar de estar intimamente relacionado con el mundo de la Inteligencia
Artificial Distribuida (IAD) [AG92], [BG88b], [LL93], [Lab96], [BG92] algunos trabajos han demostra-
do que esta disciplina puede utilizarse en campos totalmente ajenos al mismo. En la u´ltima de´cada, un
gran nu´mero de aplicaciones han aparecido en el campo de los negocios [JFN+96], en gestio´n ele´ctrica
[JCL+95b], [CN96], en control [ADS99], [AFC00], en redes [GCS96] o aplicaciones industriales, en
general [Ha¨g97], [Jen92]. La principal ventaja de la tecnolog´ıa de agentes es su aporte conceptual,
que permite llevar a cabo el ana´lisis y disen˜o de aplicaciones desde un punto de vista ma´s cercano al
lenguaje natural y dotar a las mismas de una serie de propiedades que les proporcionan una mayor
capacidad para enfrentarse a entornos complejos y cambiantes.
Por otro lado, existen diferencias que parecen irreconciliables entre la denominada programacio´n
de sistemas y las soluciones propuestas dentro de la tecnolog´ıa de agentes. Los principales motivos
son:
La programacio´n de sistemas interacciona a muy bajo nivel con el propio sistema. El paradigma
de agentes permite una interaccio´n a un nivel mucho ma´s alto.
La eficiencia es un requisito muy estricto en el caso de la programacio´n de sistemas. Introducir
una capa de abstraccio´n siempre implica una pe´rdida de eficiencia en la ejecucio´n de cualquier
sistema.
No obstante estas desventajas pueden ser salvadas, debido a que la disciplina de agentes diferencia
claramente la teor´ıa de agentes de las arquitecturas de agentes (ve´ase secciones 3.5 y 3.6), siendo las
primeras las que proporcionan los conceptos y las segundas las que proponen ya soluciones concretas.
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Esta tesis muestra co´mo utilizar la teor´ıa de agentes como marco conceptual para el disen˜o y
desarrollo de un sistema de ficheros, utilizando tecnolog´ıas ma´s cercanas a la programacio´n de sistemas,
pero beneficia´ndose de la aportacio´n sema´ntica de los agentes.
6.2. Estructura gene´rica de un agente
El concepto de agente ofrece un conjunto de propiedades muy interesantes desde el punto de vista
de la computacio´n. Algunas de estas caracter´ısticas son la autonomı´a, la reactividad y la proactividad,
que facultan al sistema a adaptarse a cambios en las condiciones de ejecucio´n. Segu´n Jennings et al.
en [JSW98], tambie´n habr´ıa que an˜adir como caracter´ısticas propias de un agente la situacio´n en la
cual se encuentra y la flexibilidad.
Adema´s, una caracter´ıstica adicional muy ligada a los agentes y muy interesante en el caso del
sistema de ficheros MAPFS es la de la inteligencia. Los agentes inteligentes suelen realizar frecuente-
mente la toma de decisiones del sistema. En este contexto, el sistema de agentes de MAPFS se encarga
de la construccio´n de hints de forma dina´mica, modificando los mismos segu´n el conocimiento que se
vaya adquiriendo al analizar los patrones de informacio´n que se extraigan. Como se vera´ en el cap´ıtulo
8, los hints o pistas pueden ser definidos por el usuario o calculados por el subsistema multiagente.
En este u´ltimo caso, es necesario definir un algoritmo de procesamiento de los hints, que permita
aprovechar esta informacio´n de una forma adecuada.
Por otro lado, existen diferentes tipos de agentes, los cuales se encargan de realizar diferentes tareas
en el sistema, como se describe en la seccio´n 5.5.1. Por tanto, es necesario identificar en el sistema el rol
o papel de dicho agente. Esta caracter´ıstica ya ha sido identificada y utilizada en algunas arquitecturas
de agentes, entre las que destaca la plataforma de agentes MADKIT [GF01]. Esta arquitectura define
el modelo denominado AGR (Agent-Group-Role), en el cual el papel o labor de un agente constituye
uno de los conceptos clave del mismo. El papel o rol consiste en una representacio´n abstracta de la
funcio´n o servicio que ofrece un agente. Del mismo modo, en MAPFS se utiliza el concepto de rol para
distinguir la funcio´n espec´ıfica de un agente.
Definicio´n 1 En MAPFS, un agente se define formalmente como la siguiente tupla:
< Id Ag, Rol, Red Int >
donde:
Id Ag: Se trata de un identificador del agente, que debe referenciar de forma un´ıvoca a cada
uno de los agentes que forman el sistema.
Rol: Representa el tipo de agente, tomando valores en el siguiente dominio:
[Cache, Distribuidor,Extractor,Tolerancia, Hint]. No obstante, este dominio puede in-
crementarse con otros valores, siempre que se implemente el servicio correspondiente.
Red Int: Representa la red de interaccio´n del agente espec´ıfico con otros agentes que se comu-
nican con el mismo. La red de interaccio´n puede representarse como un vector de las relaciones
existentes entre el agente Id Ag y el resto de los agentes, de modo ana´logo a la construccio´n de
la matriz de agrupacio´n que se vera´ en la seccio´n 7.3.2.
En adicio´n a estos campos, aparece el concepto de grupo de almacenamiento, como se describe en
el cap´ıtulo 7. Un agente queda asociado a uno de estos grupos, con el objetivo de atender sus peti-
ciones. Por razones de simplicidad, un agente so´lo se utiliza para un u´nico grupo de almacenamiento.
An˜adiendo esta caracter´ıstica, la definicio´n de grupo de almacenamiento queda modificada como se
muestra a continuacio´n.
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Definicio´n 2 Considerando el concepto de grupo de almacenamiento, un agente en MAPFS se define
como la tupla:
< Id Ag, Grupo, Rol, Red Int > (6.1)
donde Grupo identifica el grupo de almacenamiento al cual pertenece el agente y Red Int consiste
en el vector de relaciones entre el agente Id Ag y el resto de agentes pertenecientes al grupo de
almacenamiento Grupo.
Uno de los aspectos fundamentales de un sistema multiagente es la comunicacio´n entre los diferentes
agentes que forman parte del mismo. Como se describe en el cap´ıtulo 3, existen lenguajes espec´ıficos
para agentes que permiten dicha comunicacio´n, entre los que destaca el lenguaje KQML. Este lenguaje
esta´ formado por un conjunto de mensajes, denominados performatives, que permiten de una forma
flexible especificar elementos de comunicacio´n entre los agentes. En el art´ıculo [LF97a], Labrou y Finin
describen de forma detallada las performatives reservadas, algunas de las cuales se utilizan en esta
seccio´n.
A partir del modelo de cooperacio´n de MAPFS, se ha definido el conjunto de performatives que
permiten la comunicacio´n entre los agentes pertenecientes al MAS de un determinado grupo de alma-
cenamiento. Previo a la definicio´n de las performatives, se necesita definir los siguientes conjuntos de
elementos para un determinado grupo de almacenamiento:
DA: Conjunto de agentes distribuidores
EA: Conjunto de agentes extractores
CA: Conjunto de agentes cache
FTA: Conjunto de agentes de tolerancia a fallos
HA: Conjunto de agentes hints
A continuacio´n se describen las performatives KQML necesarias para la interaccio´n de los agentes del
sistema.
Cuando se realiza una peticio´n de un elemento d, el agente distribuidor se encarga de realizar las
peticiones del mismo a los diferentes agentes extractores. Supongamos que x es un agente distribuidor
de un grupo de almacenamiento Gx. La figura 6.1 contiene la performative que lleva a cabo el agente
distribuidor.
Si el agente extractor seleccionado posee el elemento d, entonces dicho agente lleva a cabo la
performative de la figura 6.2, indica´ndole al agente distribuidor que el dato d esta´ disponible en el
grupo de almacenamiento Gx.
Por otro lado, si el agente extractor no posee el elemento d, es decir, no se encuentra en la estructura
cache, debe ejecutar la performative de la figura 6.3, solicitando a cada agente cache la obtencio´n de
dicho dato.
El predicado ask(d,z) en el agente cache z provoca la ejecucio´n de la funcio´n obtain(d).
A continuacio´n, el agente cache env´ıa al agente distribuidor, a trave´s del agente extractor asociado
al primero, informacio´n sobre la finalizacio´n de la operacio´n, indica´ndole que el elemento d se encuentra
disponible en el grupo de almacenamiento Gx. Este proceso se lleva a cabo a trave´s de la performative
de la figura 6.4.
De este modo, se cierra el ciclo. No obstante, la estructura cache tiene un ma´ximo conjunto
de entradas, que deben reemplazarse por otros elementos a trave´s de una determinada pol´ıtica de
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Paso 1
x ∈ DA
y ∈ EA
(ask-if
:sender x
:receiver y
:reply-with id da
:language Prolog
:ontology MAPFS
:content “exists(d,Gx)”)
Figura 6.1: Performative de peticio´n de datos de un agente distribuidor a un agente extractor
Paso 2.1
(tell
:sender y
:receiver x
:in-reply-to id da
:reply-with id ea
:language Prolog
:ontology MAPFS
:content “exists(d,Gx)”)
Figura 6.2: Performative de respuesta de un agente extractor a un agente distribuidor si posee los
datos solicitados
reemplazo. Cuando se invalida una determinada entrada, el agente cache z env´ıa la performative
representada en la figura 6.5.
El agente cache tambie´n puede hacer uso de los metadatos proporcionados por los agentes hints,
enviando la performative de la figura 6.7. De este modo, se solicita la metainformacio´n identificada
por h.
El agente hint se encarga de la construccio´n de la metainformacio´n necesaria, devolvie´ndosela al
agente cache a trave´s de la performative de la figura 6.8.
Por otro lado, si se proporciona tolerancia a fallos al sistema, es necesario que cada agente extractor
contacte con un determinado agente de tolerancia a fallos de forma simulta´nea a la peticio´n de datos
al agente cache. Por tanto, en el agente extractor y se ejecutara´ la performative de la figura 6.6.
En este caso, el predicado ask(d,v) en el agente de tolerancia a fallos v provoca la ejecucio´n de
la funcio´n obtain duplicate(d).
Como en el caso del agente cache, el agente de tolerancia a fallos env´ıa al agente distribuidor, a
trave´s del agente extractor asociado, un aviso sobre la finalizacio´n de la operacio´n. De este modo, se
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Paso 2.2
z ∈ CA
(achieve
:sender y
:receiver z
:in-reply-to id da
:reply-with id ea
:language Prolog
:ontology MAPFS
:content “ask(d,z)”)
Figura 6.3: Performative de peticio´n de datos de un agente extractor a un agente cache
Paso 3.1
(forward
:from z
:to x
:sender z
:receiver y
:reply-with id ca
:language KQML
:ontology kqml-ontology
:content (achieve
:sender z
:receiver x
:in-reply-to id ea
:reply-with id ca
:language Prolog
:ontology MAPFS
:content “exists(d,Gx)”)
Figura 6.4: Performative de respuesta de un agente cache a un agente distribuidor una vez obtenidos
los datos
indica al agente distribuidor que el elemento d se encuentra disponible en el grupo de almacenamiento
Gx, debido a la disponibilidad de los datos, proporcionada por los agentes de tolerancia a fallos. Este
proceso se lleva a cabo a trave´s de la performative de la figura 6.9.
Como se puede comprobar, los pasos 3.1 y 3.3 producen el mismo resultado, siendo redundante la
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Invalidacio´n
(forward
:from z
:to x
:sender z
:receiver y
:reply-with id ca’
:language KQML
:ontology kqml-ontology
:content (unachieve
:sender z
:receiver x
:in-reply-to id ea
:reply-with id ca’
:language Prolog
:ontology MAPFS
:content “exists(d,Gx)”)
Figura 6.5: Performative de invalidacio´n de un determinado dato en la cache
Paso 2.3
v ∈ FTA
(achieve
:sender y
:receiver v
:in-reply-to id da
:reply-with id ea’
:language Prolog
:ontology MAPFS
:content “ask(d,v)”)
Figura 6.6: Performative de peticio´n de datos de un agente extractor a un agente de tolerancia a fallos
ejecucio´n de ambos pasos. Precisamente esa redundancia es la que se desea conseguir en el sistema, a
trave´s del uso de los agentes de tolerancia a fallos.
La figura 6.10 muestra el flujo de ejecucio´n de las performatives del sistema. En l´ınea discontinua
se representa el escenario en el cual el dato solicitado esta´ en la estructura cache y en l´ınea punteada
se representan escenarios ma´s complejos, tales como aque´l en el que los datos solicitados no se encuen-
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Paso 3.2
u ∈ HA
(achieve
:sender z
:receiver u
:reply-with id ca”
:language Prolog
:ontology MAPFS
:content “ask(h,v)”)
Figura 6.7: Performative de peticio´n de hints de un agente extractor a un agente hint
Paso 4.1
(tell
:sender u
:receiver z
:in-reply-to id ca”
:reply-with id ha
:language Prolog
:ontology MAPFS
:content “exists(h,Gx)”)
Figura 6.8: Performative de respuesta de un agente hint a un agente cache una vez obtenidos los hints
correspondientes
tran disponibles en la estructura cache y es necesario acceder al dispositivo de almacenamiento para
obtenerlos, o bien, cuando se desea proporcionar tolerancia a fallos o finalmente, cuando se utiliza el
agente hint para mejorar el proceso de caching/prefetching.
6.3. Agente proxy o cache. Un ejemplo de agente
Como ejemplo de agente en MAPFS se ha utilizado lo que a lo largo del texto se ha denominado
agente cache o agente proxy. Este u´ltimo te´rmino es ma´s adecuado, dado que en el presente trabajo
no se consideran aspectos de coherencia, caracter´ıstica intr´ınsecamente relacionada con el concepto de
cache. Por tanto, los agentes utilizados en dicha propuesta ejercen de proxies o elementos intermediarios
que contienen una copia de los datos que se desea leer o escribir. Esta propuesta es suficiente para
validar nuestro sistema, ya que lo que se desea comprobar dentro de este apartado de la tesis es que
el paradigma de agentes se adapta adecuadamente a nuestro propo´sito de optimizar el rendimiento de
un sistema de ficheros paralelo.
Por tanto, aunque de forma conceptual se habla de agente cache, la implementacio´n realizada y
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Paso 3.3
(forward
:from v
:to x
:sender v
:receiver y
:reply-with id fta
:language KQML
:ontology kqml-ontology
:content (achieve
:sender v
:receiver x
:in-reply-to id ea’
:reply-with id fta
:language Prolog
:ontology MAPFS
:content “exists(d,Gx)”)
Figura 6.9: Performative de respuesta de un agente de tolerancia a fallos a un agente distribuidor una
vez obtenidos los datos
evaluada esta´ ma´s cercana al concepto de agente proxy. No obstante, a lo largo del texto se nombrara´n
ambos te´rminos indistintamente.
Una vez realizado este inciso, vamos a proceder a definir un agente cache. En primer lugar, es
necesario detallar cua´les son los objetivos de este tipo de agente. Si analizamos el cap´ıtulo 5, se puede
concluir que los agentes cache:
1. Esta´n asociados a uno o ma´s agentes extractores en cada instante.
2. Se utilizan para proporcionar eficiencia al sistema, ya que permiten que la informacio´n se adquie-
ra en un tiempo ma´s corto, al guardar una copia de los datos en un soporte de almacenamiento
que tiene una velocidad de acceso mayor.
3. Son los responsables de utilizar un protocolo de coherencia de cache as´ı como de controlar la
transferencia de datos entre los dos dispositivos de almacenamiento, el disco del servidor y la
memoria del cliente.
Debido a que la coherencia queda fuera de los objetivos de esta tesis, el cometido de los agentes
cache se puede reducir a dos tareas ampliamente utilizadas en los sistemas de ficheros existentes, a
saber, la labor de prefetching y de caching de los datos. La tarea de prefetching permite incrementar el
rendimiento de las operaciones de lectura, debido a la lectura adelantada de los datos ma´s probable-
mente utilizados en posteriores operaciones. La tarea de caching permite incrementar el rendimiento
de las operaciones de lectura y escritura, debido a la localidad de los datos y a la posibilidad de
retardar la escritura.
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Paso 1
Agente distribuidor
ask-if
tell
Agente extractor Agente extractor
Paso 3.1
Agente cache
forward
Paso 3.2
Agente cache
achieve
Paso 2.1 Paso 2.2
Invalidación
Paso 3.1
achieve
Agente extractor
achieve
Agente t.f.
forward
Paso 3.3
Paso 2.3
tell
Agente hint
Paso 4.1
Figura 6.10: Flujo de ejecucio´n de las performatives del sistema
A continuacio´n se va a definir un agente cache, basa´ndonos en la definicio´n 6.1 de agente gene´rico.
Definicio´n 3 Un agente cache para un grupo de almacenamiento Gx se define como la tupla:
< Id Ag C, Gx, Cache, Red Int C >
donde Red Int C representa la red de interaccio´n del agente cache con otros agentes que se comu-
nican con el mismo. Se representa mediante un vector de relaciones entre el agente cache y el resto
de agentes del grupo de almacenamiento Gx. Segu´n la figura 5.6, se comprueba que los agentes cache
esta´n relacionados entre s´ı, con los agentes extractores y con los agentes hints. Por este motivo, el
vector Red Int C cumple la siguiente expresio´n:
Red Int C = (rii) donde rii =
{
1 =⇒ i ∈ CA ‖ i ∈ EA ‖ i ∈ HA
0 ⇐= i ∈ DA ‖ i ∈ FTA
Las dos condiciones de la anterior expresio´n son suficientes o necesarias, pero no ambas. La libertad
ofrecida por la anterior expresio´n permite establecer diferentes relaciones de los agentes cache con los
agentes extractores, hint y cache de su grupo de almacenamiento.
La relacio´n existente entre un agente cache y un agente extractor se deriva de forma directa de la
performative representada en la figura 6.3. De este modo, un agente cache al menos esta´ asociado a
un agente extractor. Adema´s puede existir relacio´n entre agentes cache si colaboran con el objetivo de
servir a un u´nico agente extractor. Los agentes cache tambie´n pueden relacionarse con agentes hints,
a partir del uso de la directiva de la figura 6.7.
La performative de la figura 6.3 puede tener diferentes instancias, que corresponden a diferentes
agentes colaboradores. Asimismo, pueden existir tambie´n diferentes instancias de la performative de
la figura 6.7, si el agente cache colabora con diferentes agentes hint.
Los agentes cache se pueden clasificar de acuerdo al nu´mero de relaciones que se establecen entre
ellos.
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Definicio´n 4 Se denomina agente cache ma´ximo a aquel agente cache relacionado con el ma´ximo
nu´mero de agentes posibles, es decir, aquel agente cache:
< Id Ag C, Gx, Cache, Red Int C >
cuya red de interaccio´n Red Int C se define:
Red Int C = (rii) donde rii =
{
1 ⇐⇒ i ∈ CA ‖ i ∈ EA ‖ i ∈ HA
0 ⇐⇒ i ∈ DA ‖ i ∈ FTA
Definicio´n 5 Se denomina agente cache mı´nimo a aquel agente cache relacionado con el mı´nimo
nu´mero de agentes posibles. Como se menciono´ anteriormente y por su sema´ntica, un agente cache
esta´ asociado al menos a un agente extractor. Por tanto, un agente cache es un agente cache mı´nimo:
< Id Ag C, Gx, Cache, Red Int C >
sii ∃ un u´nico agente con identificador j, j ∈ EA, tal que:
Red Int C = (rii) donde rii =
{
1 ⇐⇒ i = j
0 e.o.c.
Como hemos mencionado anteriormente, las tareas que debe llevar a cabo un agente cache son la
de caching y prefetching de datos. Para cada una de estas tareas, existe una caracter´ıstica configurable
que permite establecer el taman˜o o la ventana de datos que se van a procesar. A este para´metro se le
denomina factor y se define a continuacio´n.
Definicio´n 6 Se denomina factor de caching al par [desplazamiento, numero bloques], que
describe la ventana de datos que se va a guardar en cache despue´s de una operacio´n de lectura o
escritura.
Definicio´n 7 Se denomina factor de prefetching al par [desplazamiento, numero bloques],
que describe la ventana de datos que se va a leer por adelantado y guardar en la estructura cache para
posteriores accesos. La operacio´n de prefetching puede realizarse junto a una operacio´n de lectura,
permitiendo traer datos por adelantado.
Ambos factores son dependientes del taman˜o de acceso. Los agentes cache tienen como objetivo
calcular factores de caching y prefetching o´ptimos, o al menos, muy cercanos al o´ptimo, con la ayuda
de los agentes hints.
A continuacio´n vamos a ver como encaja el agente cache con las propiedades de un agente gene´rico,
descritas anteriormente:
Situacio´n: el entorno en el que se encuentra un determinado agente cache corresponde al grupo
de almacenamiento al cual pertenece. En cierto modo, el agente cache esta´ confinado dentro de
dicho grupo.
Autonomı´a: Los agentes cache dependen de los agentes extractores, debido a que esta´n asociados
a los mismos, sirvie´ndolos como intermediarios. No obstante, los procesos de prefetching y caching
pueden realizarse de forma auto´noma, a partir de una peticio´n del agente extractor.
Reactividad: Los agentes deben ser reactivos a su entorno y a los est´ımulos producidos en el
mismo. En este escenario, los est´ımulos corresponden a peticiones de E/S de las aplicaciones y
a fallos del sistema, respecto a la disponibilidad de los datos. Las peticiones son directamente
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recogidas por el agente distribuidor, que se comunica a trave´s de performatives con los agentes
extractores, los cuales a su vez se comunican por medio de performatives con los agentes cache.
Por tanto, la comunicacio´n entre agentes permite que un agente cache reaccione a est´ımulos
producidos en el entorno de la aplicacio´n. Por otro lado, si, por algu´n motivo, no se puede
acceder a los datos, los agentes de tolerancia a fallos deben encargarse de resolver la problema´tica
asociada.
Proactividad y flexibilidad: Los agentes cache pueden determinar factores de caching y prefet-
ching de una forma dina´mica. Para ello, se pueden basar en ejecuciones pasadas, que se pueden
almacenar en histo´ricos clasificados por taman˜o de acceso. Toda la informacio´n que permite
mejorar estos aspectos se almacenan en forma de hints. Los agentes cache delegan en los agentes
hints la recuperacio´n o construccio´n de estos metadatos.
Comunicacio´n: Las performatives descritas en la seccio´n 6.2 establecen el mecanismo de comu-
nicacio´n de todos los agentes entre s´ı, incluidos los agentes cache.
6.4. Resumen
En este cap´ıtulo se ha mostrado co´mo se adapta el paradigma de agentes a un campo inicialmente
ajeno al mismo, como es la E/S. En la introduccio´n del cap´ıtulo se han referenciado algunos ejemplos
de cooperacio´n entre la disciplina de agentes y otras a´reas de conocimiento, siendo satisfactorio el
resultado de la aplicacio´n.
A fin de alcanzar el objetivo propuesto, se describe la estructura gene´rica de un agente en el sistema
MAPFS, realizando una definicio´n formal de un agente y del modelo de comunicacio´n utilizado entre
los agentes que forman parte del sistema. Esta u´ltima parte es resuelta a trave´s de la definicio´n de
performatives KQML adaptadas al dominio del problema.
Finalmente, se analiza ma´s en detalle uno de los agentes utilizados en MAPFS, el agente cache,
manifestando co´mo las propiedades del mismo se adaptan a las propiedades gene´ricas de un agente.
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Capı´tulo 7
Grupos de almacenamiento
7.1. Introduccio´n
El concepto de agrupacio´n es fundamental en todos los a´mbitos de la vida. Edwin P. Hubble, al que
se considera el fundador de la cosmolog´ıa observacional, dec´ıa en los an˜os 30 que el mejor sitio para
buscar una galaxia era al lado de otra, afirmando una de las verdades fundamentales de la cosmolog´ıa
moderna: las galaxias se encuentran en agrupaciones. De hecho, toda la materia tiende a agruparse:
las part´ıculas subato´micas en a´tomos, los a´tomos en mole´culas, las mole´culas en objetos. Incluso los
seres humanos nos agrupamos en lo que denominamos sociedad.
Al igual que el mundo real, el mundo de la informa´tica tambie´n se encuentra formado por un
gran nu´mero de ejemplos de agrupaciones. Conceptos tales como grupo de procesos, grupo de bloques
o grupo de usuarios son utilizados para representar conjuntos de objetos o entidades propias de la
computacio´n.
La mayor´ıa de estas agrupaciones se caracterizan por poseer la caracter´ıstica de sinergia, que de
una forma sencilla significa que “el todo es ma´s que la suma de las partes”, es decir, que cuando
dos o ma´s componentes se agrupan, pueden originar resultados cuyas propiedades son diferentes a la
suma de las propiedades individuales de cada componente. Esto es ba´sicamente lo que se requiere a
cualquier agrupacio´n en informa´tica: la utilidad del grupo frente a las caracter´ısticas individuales de
las entidades que constituyen el mismo.
7.2. Grupos de almacenamiento
Un grupo de almacenamiento se define como un conjunto de servidores que se agrupan como
soporte de almacenamiento en un sistema de ficheros y, ma´s concretamente dentro de este trabajo, el
sistema de ficheros MAPFS.
Se dice que un fichero esta´ asociado a un grupo de almacenamiento si dicho fichero se encuentra
distribuido a trave´s de los servidores que forman dicho grupo.
La formacio´n de los grupos de almacenamiento se denomina agrupacio´n y puede realizarse segu´n
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diferentes pol´ıticas, con el objetivo de optimizar el acceso por grupo de almacenamiento. De esta
forma, se lograra´ alcanzar el objetivo final, que consiste en la optimizacio´n del acceso a los ficheros.
El concepto de grupo de almacenamiento es similar al de grupo de procesos, pero mientras el
proceso es un concepto clave del sistema operativo, un grupo de almacenamiento queda enfocado
dentro del sistema de ficheros.
De forma intuitiva, un grupo de almacenamiento parece tener un cara´cter ma´s esta´tico que un
grupo de procesos, debido a que:
1. Un proceso es una entidad ma´s dina´mica y cambiante que un servidor de almacenamiento.
2. Un servidor de almacenamiento posee mayor complejidad que un proceso.
No obstante, uno de los objetivos de la definicio´n de los grupos de almacenamiento es proporcionar
dinamismo a la gestio´n de los servidores, de forma que el sistema MAPFS proporcione una interfaz
que permita agregar y modificar de forma dina´mica servidores a grupos de almacenamiento existentes
o nuevos.
Por otro lado, del mismo modo que la particio´n es una abstraccio´n lo´gica del concepto f´ısico de
disco, as´ı el concepto de grupo de almacenamiento se puede ver como una abstraccio´n lo´gica del
concepto de servidor de almacenamiento1.
Otro ejemplo que permite ver el concepto de grupo de almacenamiento como un paso ma´s en la
abstraccio´n del sistema de E/S lo constituye el sistema de ficheros FFS (Fast File System) de UNIX
BSD [MJLF84]. Dicho sistema de ficheros divide las particiones en grupos de bloques, los cuales
contienen una copia del superbloque, as´ı como de los nodos-i y los bloques de datos. En este caso, los
motivos que llevan a usar los grupos de bloques son los siguientes:
1. Lograr que los bloques de datos se encuentren cerca de los nodos-i correspondientes.
2. Lograr que los nodos-i de los ficheros se encuentren cerca del nodo-i del directorio que los alberga.
De esta forma, se incrementa la velocidad de acceso a los datos.
En el caso del sistema de ficheros FFS, la agrupacio´n se lleva a cabo dentro del propio sistema
de ficheros y a nivel de particio´n. En el caso de los grupos de almacenamiento de MAPFS, por el
contrario, la agrupacio´n es realizada a nivel de conjunto de servidores, lo que constituye un salto en
la jerarqu´ıa del sistema de E/S.
Teniendo en cuenta esto, las principales ventajas de los grupos de almacenamiento son las siguien-
tes:
1. Abstraccio´n lo´gica del concepto de servidor: Utilizar abstracciones lo´gicas de conceptos
f´ısicos en un sistema siempre facilita su gestio´n y explotacio´n, as´ı como permite modelar el
sistema de cara a llevar a cabo su validacio´n.
2. Gestio´n dina´mica de los servidores: Como hemos indicado previamente, el uso de los grupos
de almacenamiento permite una gestio´n dina´mica de los servidores, a trave´s de la interfaz ofrecida
por el sistema MAPFS.
3. Eficiencia de las operaciones de almacenamiento: Del mismo modo que definir grupos
de procesos permite que las operaciones sobre dichos grupos se realicen de forma ma´s eficiente,
tambie´n la definicio´n de los grupos de almacenamientos mejora las operaciones sobre los mismos.
1Para ser exactos, es el concepto de grupo de particiones (en algunos sistemas como Windows 2000 llamados volu´me-
nes seccionados o distribuidos) el que tiene esta semejanza con el grupo de almacenamiento
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4. Reparto de carga: Establecer los grupos de almacenamiento, de forma que se ajusten los
factores correspondientes2 facilita y mejora el reparto de carga. Lo importante es conocer los
valores correspondientes que optimizan esta caracter´ıstica.
5. Migracio´n transparente: Un grupo de almacenamiento engloba a un conjunto de servidores
y lo hace de forma transparente al usuario. El sistema puede ser capaz de llevar a cabo una
modificacio´n del conjunto de grupos de almacenamiento de forma transparente, a fin de mejorar
y optimizar el funcionamiento del sistema completo.
Por otro lado, la u´nica desventaja de la introduccio´n de los grupos de almacenamiento en el sistema
MAPFS es el incremento de la complejidad del mismo.
7.3. Caracterı´sticas de los grupos de almacenamiento
En un primer paso, los grupos de almacenamiento pueden considerarse como una particio´n del
conjunto de servidores que forman el sistema.
Para definir dicha particio´n, previamente debemos conocer algunas definiciones de la teor´ıa de
conjuntos [Hal87] (ve´ase ape´ndice B).
En el caso de MAPFS, supongamos que tenemos un conjunto de servidores S =
⋃
i,j Si(j). Sobre
dicho conjunto, definimos G = {G1, G2, . . . Gn} grupos de almacenamiento. Cada grupo Gi contiene
un conjunto de servidores Si(j), es decir:
G1 = {S1(1), . . . , S1(m)}
G2 = {S2(1), . . . , S2(r)}
...
Gn = {Sn(1), . . . , Sn(l)} (7.1)
La aplicacio´n que permite construir esta asociacio´n entre servidores y grupos de almacenamiento
se denomina funcio´n de agrupacio´n y se denota como λG : S→ G. Se cumple que:
λG(Si) = Gj ⇐⇒ Si ∈ Gj
λG debe estar definida para todo el dominio de S.
Sea RG una relacio´n definida sobre el producto cartesiano de los elementos de S, que llamaremos
relacio´n de agrupacio´n. La relacio´n RG entre dos servidores Si y Sj se define como:
SiRGSj ⇐⇒ ∃t/Si ∈ Gt ∧ Sj ∈ Gt
Proposicio´n 1 Si la funcio´n de agrupacio´n es una aplicacio´n inyectiva, es decir, cada servidor so´lo
pertenece a un grupo de almacenamiento, se cumple la siguiente propiedad:
SiRGSj ⇐⇒ λG(Si) = λG(Sj)
Demostracio´n 1
SiRGSj ⇐⇒ ∃t/Si ∈ Gt ∧ Sj ∈ Gt ⇐⇒ ∃t/λG(Si) = Gt = λG(Sj)
y adema´s t es u´nica, por ser la funcio´n de agrupacio´n una aplicacio´n inyectiva.
2realizar un tuning
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Proposicio´n 2 Si la funcio´n de agrupacio´n es una aplicacio´n inyectiva, la relacio´n RG es una relacio´n
de equivalencia, que define la particio´n que aparece en la ecuacio´n (7.1), es decir, RG es una particio´n
del conjunto de servidores S. Por tanto, cumple las propiedades reflexiva, conmutativa y transitiva.
Demostracio´n 2 Ve´amos la demostracio´n de que se cumplen las tres propiedades:
Propiedad reflexiva:
RG es reflexiva sii SiRGSi ∀Si ∈ S⇐⇒ ∃t/Si ∈ Gt ∧ Si ∈ Gt ⇐⇒ ∃t/Si ∈ Gt
⇐⇒ ∃t/λG(Si) = Gt (7.2)
Por definicio´n de la funcio´n de agrupacio´n, un servidor siempre esta´ asociado a un grupo de
almacenamiento al menos. Y en este caso, como la funcio´n de agrupacio´n es inyectiva, so´lo
estara´ ligado a uno de ellos.
Luego la relacio´n de agrupacio´n cumple la propiedad reflexiva, c.q.d.
Propiedad sime´trica:
RG es sime´trica sii (SiRGSj ⇐⇒ SjRGSi) sii ((∃t/Si ∈ Gt ∧ Sj ∈ Gt)⇐⇒ (∃l/Sj ∈ Gl ∧ Sx ∈ Gl))
(7.3)
Por la naturaleza de la relacio´n de agrupacio´n, siempre va a darse esta propiedad. Eso se de-
muestra haciendo t=l en la anterior expresio´n.
Por tanto, RG es sime´trica c.q.d.
Propiedad transitiva:
RG es transitiva sii SxRGSy ∧ SyRGSz =⇒ SxRGSz sii
((∃t/Sx ∈ Gt ∧ Sy ∈ Gt) ∧ (∃l/Sy ∈ Gl ∧ Sz ∈ Gl))⇐⇒ (∃p/Sy ∈ Gp ∧ Sx ∈ Gp)
Dado que la funcio´n de agrupacio´n es inyectiva:
SxRGSy =⇒ λG(Sx) = Gu = λG(Gy)
GyRGGz =⇒ λG(Sy) = Gu = λG(Sz)
=⇒ λG(Sx) = λG(Sz) =⇒ GxRGGz
Por tanto, RG es transitiva c.q.d.
7.3.1. Limitaciones de la definicio´n del grupo de almacenamiento co-
mo particio´n
La ventaja de utilizar una particio´n para definir los grupos de almacenamiento frente a otro tipo
de agrupacio´n diferente es la simplicidad de este tipo de relacio´n. Esto puede verse simplemente
analizando algunos escenarios:
ARQUITECTURA MULTIAGENTE PARA E/S DE ALTO RENDIMIENTO EN CLUSTERS Mar´ıa de los Santos Pe´rez Herna´ndez
7.4. MODELO DE DISTRIBUCIO´N DE LOS DATOS EN MAPFS 109
Si un servidor pertenece a dos grupos de almacenamiento diferentes, no se puede realizar de
forma tan sencilla el equilibrado de carga: si un determinado grupo de almacenamiento es el de
menor carga del sistema y se decide almacenar un nuevo fichero en dicho grupo por ese motivo,
podr´ıa ocurrir que se estuviera sobrecargando otro grupo al cual pertenezca el servidor que
comparte ambos grupos de almacenamiento.
El ca´lculo y optimizacio´n de los para´metros de un grupo de almacenamiento, que veremos ma´s
adelante, se complica en el caso de que haya interrelaciones entre diferentes grupos de almace-
namiento. Si la estructura de los grupos de almacenamiento se deja abierta, dicha optimizacio´n
podr´ıa ser un problema np-completo.
No obstante, el problema de este tipo de grupos de almacenamiento es que no representan de
forma correcta el dinamismo del sistema; es decir, no son adecuados para caracterizar situaciones en
las cuales distintos servidores pueden unirse a grupos existentes o cambiar de grupo. ¿Que´ ocurrir´ıa en
ese caso con los ficheros que estaban almacenados en ese servidor? Por tanto, para estos casos veremos
que es necesario ampliar el modelo utilizando otro tipo de agrupaciones para la construccio´n de la
relacio´n de agrupacio´n.
Los grupos de almacenamiento que no cumplen las propiedades reflexiva, sime´trica y transitiva los
denotaremos como grupos de almacenamiento no ortogonales por contraposicio´n al otro tipo de
grupos de almacenamiento, que se denominan grupos ortogonales.
Para poder identificar las relaciones de agrupacio´n o´ptimas, debemos previamente conocer cua´l es
el modelo de distribucio´n de los datos en un grupo de almacenamiento, ya que la definicio´n de dicho
grupo esta´ intimamente ligada al modelo de fichero utilizado en el sistema.
7.3.2. Representacio´n de la relacio´n de agrupacio´n
La matriz de la relacio´n de agrupacio´n se denomina matriz de agrupacio´n y se construye a
partir de la siguiente expresio´n:
MG = (mgij)donde mgij =
{
1 si (Si, Sj) ∈ RG
0 si (Si, Sj) 6∈ RG
(7.4)
En el caso de grupos ortogonales, se trata de una matriz sime´trica, por lo que so´lo es necesario
almacenar la mitad de los elementos de esta matriz. Adema´s, en este caso, se dice que MG representa
un cierre transitivo.
7.4. Modelo de distribucio´n de los datos en MAPFS
Antes de pasar a definir el modelo de distribucio´n de los datos en el sistema de ficheros MAPFS,
plantee´monos previamente por que´ los grupos de almacenamiento dependen de dicho modelo.
Lo primero que debemos analizar es que´ ofrece un u´nico servidor y que´ ofrece un grupo de alma-
cenamiento. De forma somera, un servidor consta de ficheros, directorios, que almacenan bloques de
datos y de metainformacio´n, que permite gestionar estos bloques de datos para que sean accesibles
a trave´s del uso de los anteriores conceptos lo´gicos. Adema´s, tiene un conjunto de operaciones que
se utilizan como interfaz de acceso a los datos. En definitiva, un servidor consta de un conjunto de
objetos, los cuales ofrecen una serie de me´todos.
Ana´logamente, los grupos de almacenamiento deben ofrecer la misma imagen a las aplicaciones
y de este modo, mantenerse transparentes a las mismas. Por tanto, los grupos de almacenamiento
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ofrecen los mismos conceptos lo´gicos que un servidor, aunque ofrecen las ventajas analizadas en la
seccio´n 7.2.
Esto da respuesta a nuestra pregunta: el modelo de distribucio´n de los datos condiciona los grupos
de almacenamiento, porque e´stos deben ofrecer una imagen u´nica de la informacio´n. Es decir, el uso
de grupos de almacenamiento debe ofrecer al sistema todas las propiedades que ofrece un servidor de
forma aislada. Adema´s, debe permitir ampliar sus funcionalidades, debido a que se define un nuevo
nivel en la jerarqu´ıa de E/S. Por tanto, sera´ necesario resolver todos los problemas planteados por
la distribucio´n de los datos de forma interna, quedando esta problema´tica transparente al usuario.
De hecho, las aplicaciones de usuario so´lo vera´n el grupo de almacenamiento y el nombre del fichero,
encarga´ndose el formalismo de grupos de almacenamiento de resolver la proyeccio´n de estos para´metros
de entrada sobre la estructura f´ısica correspondiente.
Para definir el modelo de distribucio´n de datos, vamos a plantear una serie de escenarios posibles
de funcionamiento del sistema, que permitan establecer el alcance del mismo:
1. Creacio´n de un grupo de almacenamiento a partir de servidores vac´ıos: En este caso, la formacio´n
del grupo es previa a la creacio´n de ficheros o directorios en los servidores. Por tanto, el grupo
ya esta´ configurado antes de la distribucio´n de la informacio´n.
2. Creacio´n de un grupo de almacenamiento a partir de servidores no vac´ıos: El grupo de almace-
namiento se compone de servidores que ya tienen ficheros. Redistribuir esta informacio´n entre
los componentes del nuevo grupo es una opcio´n muy costosa, por lo que sera´ necesario tratar
con ficheros distribuidos entre diferente nu´mero de servidores dentro de un mismo grupo de
almacenamiento.
3. Unio´n de un servidor a un grupo de almacenamiento existente: Este caso constituye una gene-
ralizacio´n del anterior, ya que partimos de un servidor que se agrega a un grupo ya constituido
y que, por tanto, tiene ya realizada la distribucio´n de los ficheros entre los servidores. Como en
el caso anterior, la redistribucio´n no es una opcio´n va´lida, ya que es muy ineficiente.
4. Creacio´n de un grupo de almacenamiento a partir de dos grupos existentes: Este caso vuelve
a constituir de nuevo una generalizacio´n del caso anterior. En este caso son diferentes grupos
con diferentes distribuciones los que se unen para formar un nuevo grupo y de nuevo, se puede
descartar la redistribucio´n.
5. Eliminacio´n de un servidor de un grupo de almacenamiento: En este caso, debido a que no se
quiere perder la informacio´n almacenada en el servidor, es necesario redistribuir la informacio´n
entre el resto de los componentes del grupo de almacenamiento. Esta operacio´n no debe ser
realizada muy frecuentemente, debido a que es muy costosa. Adema´s es recomendable llevarla a
cabo en horas de baja ocupacio´n del sistema.
6. Eliminacio´n de un grupo de almacenamiento: La informacio´n del grupo de almacenamiento
debe ser redistribuida en otro grupo de almacenamiento diferente. Del mismo modo que el caso
anterior, esta operacio´n debe realizarse en horas de baja ocupacio´n del sistema.
A continuacio´n se va a proceder a analizar cada uno de estas situaciones, intentando dar una
solucio´n a los problemas que se plantean en cada una de ellas.
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7.4.1. Creacio´n de un grupo de almacenamiento a partir de servidores
vacı´os
Esta situacio´n implica que la fase de configuracio´n de los grupos de almacenamiento se lleva a
cabo antes de la creacio´n de ficheros y, por tanto, de la distribucio´n de la informacio´n a trave´s de
dichos ficheros. En este caso, la distribucio´n de los datos sobre el nuevo grupo de almacenamiento se
realiza a trave´s un conjunto de nodos inicialmente vac´ıo y, por tanto, todos los ficheros de este grupo
de almacenamiento se distribuyen de forma homoge´nea entre dichos nodos.
A continuacio´n, se describe cua´l es el funcionamiento interno de dicha distribucio´n de la informa-
cio´n.
7.4.2. Funcionamiento interno de la distribucio´n de los datos
Para el funcionamiento de los grupos de almacenamiento, es necesario decidir dos aspectos rela-
cionados con la distribucio´n de la informacio´n y metainformacio´n, a saber:
Do´nde se encuentra situada la metainformacio´n, es decir, el map-node de un determinado fichero.
Cua´l es el nodo inicial a partir del cual se realiza el reparto de los datos de los diferentes ficheros.
Para tomar estas decisiones, el criterio que se va a tener en cuenta a la hora de decidir los anteriores
para´metros es mantener el equilibrio de ocupacio´n de almacenamiento. Debido a que los distintos discos
que forman parte del sistema de almacenamiento pueden tener distintos taman˜os, es necesario llevar
un registro del espacio libre.
Las decisiones de disen˜o que se han tomado para resolver la problema´tica descrita son:
Por motivos de simplicidad a la hora de acceder a la metainformacio´n de los distintos ficheros,
e´sta se almacenara´ en un u´nico nodo, que vamos a denominar nodo maestro y que sera´ diferente
para cada uno de los ficheros del grupo de almacenamiento, pudiendo ejercer este rol cualquiera
de los nodos del grupo. Para asignar dicho papel, se utilizara´ un algoritmo, que debe cumplir
dos caracter´ısticas:
1. Permitir una distribucio´n homoge´nea de los nodos maestros.
2. Dicho algoritmo debe ser ra´pido en ejecucio´n, ya que se va a ejecutar cada vez que se
requiera acceder a la metainformacio´n.
La descripcio´n funcional del mismo es la siguiente:
ENTRADA: Nombre del fichero que se va a utilizar.
SALIDA: Nodo maestro donde se encuentra almacenada la informacio´n
del fichero de entrada.
PROCESO: masterNode(file)
Esta funcio´n se ejecuta de forma interna en cada grupo de almacenamiento.
masterNode() consiste en una funcio´n hash que debe utilizar el nombre del fichero como clave
para el ca´lculo del nodo maestro. El cara´cter modular de la implementacio´n de MAPFS FS
permite reemplazar dicha funcio´n por cualquier otra que respete los requisitos de disen˜o.
El nombre del fichero en un sistema es u´nico. Por tanto, en ese sentido no hay ningu´n problema
en utilizarlo como informacio´n de entrada al algoritmo. El problema aparece cuando se renombra
un fichero, ya que en este caso, el nodo maestro puede modificarse. En este caso, el problema
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se puede resolver incrementando la funcionalidad de la funcio´n de renombrado, mapRename().
Para ello, esta funcio´n debe realizar las siguientes tareas:
1. Renombrar el fichero existente con el nuevo nombre.
2. Calcular el nodo maestro a partir del nuevo nombre.
3. Redistribuir la metainformacio´n desde el antiguo nodo maestro al nuevo nodo maestro, en
caso de que fuera diferente. Esta redistribucio´n no es muy costosa, ya que la metainforma-
cio´n supone un porcentaje muy pequen˜o de los datos.
Por el mismo motivo, el nodo inicial debe variar de forma homoge´nea, aunque en este caso se debe
decidir dicho nodo teniendo en cuenta el espacio libre de los distintos nodos que forman el sistema.
La descripcio´n funcional del algoritmo que permite determinar el nodo inicial correspondiente a
un fichero es la siguiente3:
ENTRADA: Nombre del fichero que se va a utilizar.
Lista de capacidades de almacenamiento de los diferentes nodos.
SALIDA: Nodo inicial donde se empiezan a almacenar los bloques de datos
del fichero de entrada.
PROCESO: beginningNode(file,storageCapList)
El proceso puede llevarse a cabo a trave´s del siguiente algoritmo:
1. Se recorre la lista de almacenamiento storageCapList4 en busca del nodo con mayor capa-
cidad de almacenamiento sobrante.
2. En el nodo resultante se comenzara´n a almacenar los datos del fichero, en rodajas del
taman˜o especificado como configuracio´n.
3. Se calcula el nodo maestro del fichero (masterNode(file)).
4. El identificador del nodo inicial se almacena en la metainformacio´n que contiene el nodo
maestro correspondiente.
Por tanto, es necesario definir una nueva entrada para la estructura que describe la metain-
formacio´n, es decir, el map-node. De esta forma, la estructura queda representada en la figura
7.1.
7.4.3. Creacio´n de un grupo de almacenamiento a partir de servidores
no vacı´os
Esta seccio´n trata de la creacio´n de un grupo de almacenamiento a partir de servidores que ya
contienen ficheros, sean e´stos distribuidos o no. La diferencia frente al caso anterior radica en que es
necesario llevar a cabo un proceso de reconstruccio´n de la informacio´n si se desea homogeneizar los
servidores que forman parte del grupo de almacenamiento, es decir, que los ficheros se distribuyan
a trave´s de todos los servidores pertenecientes a dicho grupo de almacenamiento. El problema de la
reconstruccio´n de la informacio´n se trata en la siguiente seccio´n ya que afecta a todos aquellos casos
en los que la topolog´ıa se ve modificada por cambios en alguno de los nodos.
3Nuevamente este algoritmo puede ser sustituido por otro diferente que cumpla las condiciones impuestas
4La lista de capacidades de almacenamiento de los diferentes nodos se puede calcular en cada instante a partir de
la invocacio´n a la llamada al sistema statfs(). Esta llamada tiene la cabecera int statfs(const char *path, struct statfs
*buf) y devuelve informacio´n sobre un sistema de ficheros montado
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Tamaño del fichero
Flag Tipo Modelo
Posición
Protección
Tiempo de creación
Tiempo de acceso/modif
Dueño y grupo del fichero
Pistas o “hints”
Datos del fichero
Núm. disp/
Nomb. subf.
Pos. Relativa
Disp. X/
Subf. “x”
Pos.inicio -
Pos.final
Enlace a
sig. puntero
map-node:
Nodo inicial
Figura 7.1: Estructura del map-node, incluyendo el nodo inicial
7.4.4. Reconstruccio´n de la informacio´n
Uno de los aspectos relacionados con la distribucio´n de la informacio´n y metainformacio´n que
queda por decidir es la forma en la que se lleva a cabo la reconstruccio´n de la informacio´n en el caso
de que algu´n nodo se an˜ada a la topolog´ıa inicial o que servidores que contienen ficheros formen un
nuevo grupo de almacenamiento.
Una primera alternativa consiste en realizar la reconstruccio´n de la informacio´n mediante una
te´cnica de fuerza bruta. Esta te´cnica consiste en la consecucio´n de los siguientes pasos:
1. Realizar la lectura de todos los ficheros.
2. Escribir los datos le´ıdos en nuevos ficheros teniendo en cuenta la nueva topolog´ıa.
3. Borrar los ficheros antiguos.
Esta opcio´n es muy poco eficiente. Teniendo en cuenta que en entornos de altas prestaciones es
factible la posibilidad de incorporar nodos de forma puntual para ofrecer ma´s servicios, el cambio
de topolog´ıa de una red puede ser una operacio´n bastante utilizada. Esto unido a las facilidades que
ofrecen los clusters para realizar toda la reconfiguracio´n de forma dina´mica [Buy99a], indica que la
te´cnica de fuerza bruta no es una solucio´n aceptable.
Por otro lado, al modificar la topolog´ıa, las operaciones de E/S necesitan tener conocimiento de
los nuevos cambios. La ventaja de redistribuir la informacio´n es que estos cambios son transparentes
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para dichas operaciones.
Los para´metros que pueden verse modificados al cambiar la topolog´ıa de la red son:
El nodo maestro de un fichero. Eso es debido a que el nu´mero de nodos se ha modificado.
El nodo inicial de un fichero. Eso es debido a que al an˜adir o eliminar nodos, las capacidades de
almacenamiento del conjunto de nodos global se ven modificadas.
Los grupos de almacenamiento permiten llegar a una solucio´n intermedia, de forma que so´lo se lleve
a cabo la redistribucio´n de los datos si se elimina un nodo de un grupo de almacenamiento existente.
Para evitar la redistribucio´n, cada vez que se incluya un nodo en la topolog´ıa, se creara´ un nuevo
grupo de almacenamiento, que incluira´ a los nodos existentes ma´s el nuevo nodo. Las operaciones de
E/S se realizara´n sobre un determinado grupo de almacenamiento.
Por el contrario, si un nodo desaparece de la topolog´ıa, se debe redistribuir su informacio´n para
que se mantenga operativa. No obstante, esta reconstruccio´n se lleva so´lo a nivel de su grupo de
almacenamiento.
Por tanto, la ventaja que ofrecen los grupos de almacenamiento respecto a la reconstruccio´n y que
puede an˜adirse a las ya descritas en la seccio´n 7.2 es la simplicacio´n del proceso de reconstruccio´n por
los dos motivos ya mencionados, a saber:
1. Las operaciones de reconstruccio´n se restringen a nivel de grupo.
2. Adema´s, en principio, la reconstruccio´n so´lo se lleva a cabo en el caso de eliminacio´n de nodos.
No obstante, evitar el proceso de reconstruccio´n en las operaciones de adicio´n tiene un efecto cola-
teral: si la topolog´ıa cambia frecuentemente, se crea un gran nu´mero de grupos de almacenamiento con
ligeras diferencias entre ellos. Para eliminar esta desventaja, el sistema proporciona una funcio´n de de-
fragmentacio´n de grupos de almacenamiento, cuya finalidad es la misma que la de la defragmentacio´n
de disco [WC00], [NST99], salvo que en este caso, la funcio´n permite redistribuir toda la informacio´n
y homogeneizar los grupos de almacenamiento, evitando la fragmentacio´n de los datos entre muchos
grupos. Esta operacio´n es proporcionada por MAPFS y se denomina mapGroupDefragm(). Su funcio-
namiento consiste en la implementacio´n de la te´cnica de fuerza bruta que hemos descrito previamente.
Esta operacio´n de mantenimiento debe realizarse en horas de baja ocupacio´n del sistema, para que no
afecte a las operaciones de E/S.
Por tanto, la introduccio´n de los grupos de almacenamiento modifica ligeramente las funciones
que permiten calcular los nodos maestro e inicial. Para llevar a cabo dichas operaciones, se debe
almacenar la informacio´n sobre la constitucio´n de los grupos de almacenamiento. Las modificaciones
son las siguientes:
La funcio´n de obtencio´n del nodo maestro:
ENTRADA: Nombre del fichero que se va a utilizar.
Identificacio´n del grupo de almacenamiento.
SALIDA: Nodo maestro donde se encuentra almacenada la informacio´n
del fichero de entrada.
PROCESO: masterNode(file, group)
La implementacio´n de un posible algoritmo es equivalente al anterior, pero teniendo en cuenta
que se aplica dentro de un grupo de almacenamiento.
Por otro lado, la funcio´n de obtencio´n del nodo inicial puede describirse de la siguiente forma:
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ENTRADA: Nombre del fichero que se va a utilizar.
Lista de capacidades de almacenamiento de los diferentes nodos.
Identificacio´n del grupo de almacenamiento.
SALIDA: Nodo inicial donde se empiezan a almacenar los bloques de datos
del fichero de entrada.
PROCESO: beginningNode(file,storageCapList,group)
El proceso puede llevarse a cabo a trave´s del siguiente algoritmo:
1. Se recorre la lista de almacenamiento storageCapList en busca del nodo con mayor capaci-
dad de almacenamiento sobrante dentro del grupo de almacenamiento correspondiente.
2. En el nodo resultante se comenzara´n a almacenar los datos del fichero, en rodajas del
taman˜o especificado como configuracio´n.
3. Se calcula el nodo maestro del fichero (masterNode(file,group)) dentro del grupo de alma-
cenamiento correspondiente.
4. El resultado de calcular el nodo inicial se almacena en la metainformacio´n que contiene el
nodo maestro correspondiente.
Esta es solamente una de las pol´ıticas utilizadas. El sistema MAPFS permite sustituir esta pol´ıtica
por otra diferente.
Por tanto, de cara a constituir un grupo de almacenamiento a partir de servidores no vac´ıos y
evitar la reconstruccio´n de la informacio´n, no debemos crear un u´nico grupo, sino tantos grupos
como diferentes distribuciones de los ficheros haya ma´s uno que incluya a todos los servidores y que
denominaremos grupo principal.
Definicio´n 8 Denominamos distribucio´n de un fichero a la lista de servidores (S1, S2, . . . , Sn) a trave´s
de los cuales esta´ homoge´neamente repartido o distribuido.
Definicio´n 9 Denominamos grupo principal correspondiente a un conjunto de servidores a aque´l
grupo de almacenamiento que incluye a todos los servidores de dicho conjunto y que tiene una misma
distribucio´n para todos los ficheros que alberga.
Es muy probable que al constituir un grupo principal por primera vez, e´ste sea vac´ıo. En otro caso,
el grupo principal coincidir´ıa con una distribucio´n existente. En esta situacio´n, el grupo principal
so´lo se computa una vez en el ca´lculo del nu´mero de grupos de almacenamiento, o bien como grupo
principal, o bien como distribucio´n existente.
En el caso ma´s t´ıpico, si se unen n servidores que no tienen ningu´n fichero en comu´n, sera´ nece-
sario crear n+1 grupos de almacenamiento, uno por cada servidor y otro que es el grupo principal,
inicialmente vac´ıo.
Como podemos ver, la introduccio´n del concepto de grupo de almacenamiento diluye un poco el
concepto de servidor, de forma que ahora la propiedad de los ficheros no es tanto del servidor, como
del grupo de almacenamiento que contiene al mismo. Los servidores sirven como contenedores de la
informacio´n y los grupos de almacenamiento como gestores de dicha informacio´n.
El grupo principal es el grupo visible por las aplicaciones, ya que el resto de los grupos se utilizan
exclusivamente para evitar la degradacio´n del sistema, eliminando la necesidad de reconstruccio´n de
la informacio´n. Por esta razo´n, al resto de los grupos se les denomina grupos invisibles. Tambie´n se
les puede llamar grupos secundarios, por contraposicio´n a grupo principal.
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Definicio´n 10 Denominamos grupo invisible o grupo secundario a cualquier grupo de almacenamien-
to que no sea grupo principal de un conjunto de servidores.
Observacio´n 1 El grupo principal correspondiente a un conjunto de servidores es un superconjunto
de todos los grupos de almacenamiento que incluyan a alguno de esos servidores.
7.4.5. Unio´n de un servidor a un grupo de almacenamiento existente
Un escenario frecuente en el uso de un cluster de nodos es an˜adir un nuevo nodo o servidor. En
esta situacio´n, dicho servidor puede agregarse a un grupo de almacenamiento ya existente. Se pueden
dar dos casos:
1. El servidor esta´ vac´ıo. Es decir, no contiene ningu´n fichero.
2. El servidor no esta´ vac´ıo y, por tanto, es necesario seguir proporcionando acceso a los ficheros
que contenga.
En el primer caso, y segu´n vimos en la seccio´n anterior, para evitar la reconstruccio´n de la informa-
cio´n, tendremos que crear un u´nico nuevo grupo de almacenamiento, el grupo principal, que contiene
a todos los servidores. Se mantiene el grupo de almacenamiento original para la gestio´n de los ficheros
de los que constara. En este caso, el grupo principal estara´ vac´ıo.
En el segundo caso, debemos crear dos nuevos grupos de almacenamiento: un grupo de almace-
namiento para albergar los ficheros del nuevo servidor y el grupo principal, que estara´ inicialmente
vac´ıo. Adema´s, se ha de mantener el grupo original, como en el caso anterior.
7.4.6. Creacio´n de un grupo de almacenamiento a partir de dos grupos
existentes
Sean dos grupos de almacenamiento principales Gx y Gy a partir de los cuales deseamos crear
un tercer grupo de almacenamiento que denominaremos grupo unio´n Gz. A fin de evitar la re-
construccio´n de los ficheros de ambos grupos de almacenamiento en uno nuevo, el grupo unio´n Gz
estara´ constituido por todos los servidores que forman parte de los grupos originales Gx y Gy, mante-
nie´ndose los ficheros existentes hasta ese momento en dichos grupos. A partir de entonces, cualquier
operacio´n realizada sobre el nuevo grupo se realizara´ sobre todos los servidores que pertenezcan al
mismo, salvo que se refieran a ficheros existentes en los grupos originales. Este comportamiento queda
transparente a las aplicaciones de usuario que utilizan el sistema, ya que para dichas aplicaciones so´lo
existe un u´nico grupo de almacenamiento Gz a partir de haberse llevado a cabo la unio´n, ya que es el
nuevo grupo principal.
Obse´rvese que la unio´n de grupos de almacenamiento se hace sobre grupos principales, ya que
e´stos son los u´nicos que ven las aplicaciones. No obstante, los grupos invisibles asociados a los grupos
principales no desaparecen al realizar la unio´n de dos grupos de almacenamiento, sino que pasan
a formar parte del nuevo grupo de almacenamiento como grupos invisibles. A su vez, los grupos
principales Gx y Gy pasan tambie´n a ser grupos invisibles del nuevo grupo principal Gz. Es decir:
Gx ∪Gy = Gz
Gz es grupo principal
Gx y Gy se convierten en grupos invisibles de Gz
Si Gw es grupo invisible de Gx o Gy
=⇒ Gw es grupo invisible de Gz
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La u´nica excepcio´n a esta regla se da cuando alguno de los grupos originales Gx o Gy esta´ vac´ıo.
En ese caso, el grupo vac´ıo desaparece al hacer la unio´n.
Proposicio´n 3 Cada servidor del sistema pertenece a un u´nico grupo principal.
Demostracio´n 3 Por reduccio´n al absurdo, supongamos que esta afirmacio´n no es cierta. En ese
caso, existira´ al menos un servidor Si que pertenezca a dos grupos principales diferentes Gx y Gy.
De la definicio´n de grupo principal se deduce que Gx y Gy son superconjuntos de todos los grupos de
almacenamiento que incluyen a dichos servidores, incluidos ellos mismos. Por tanto, Gx es supercon-
junto de Gy y Gy es superconjunto de Gx, de lo que se deduce que Gx es igual a Gy. Esto contradice
que los dos grupos principales sean diferentes. De este modo queda demostrado que cada servidor del
sistema pertenece a un u´nico grupo principal.
Definicio´n 11 Se denomina relacio´n de agrupacio´n principal a la relacio´n de pertenencia a un
grupo principal. Se denota como RGP . Esta relacio´n se define del siguiente modo:
SiRGPSj ⇐⇒ Si ∈ Gx ∧ Sj ∈ Gx
siendo Gx un grupo principal.
Proposicio´n 4 Los grupos principales de un sistema constituyen una particio´n de los servidores
existentes en el sistema.
Demostracio´n 4 Para ello debemos demostrar las propiedades reflexiva, sime´trica y transitiva de la
relacio´n de agrupacio´n principal. La relacio´n RGP esta´ basada en la relacio´n de pertenencia, que es
una relacio´n de equivalencia. Por tanto, RGP tambie´n lo es y los grupos principales constituyen una
particio´n de los servidores del sistema, c.q.d.
Observacio´n 2 Los grupos principales de un sistema son grupos ortogonales.
Obse´rvese que esta propiedad es muy interesante, ya que permite beneficiarse de las ventajas de
ver los grupos principales como una particio´n de los servidores, lo que simplifica la gestio´n de los
mismos.
A la aplicacio´n que permite construir la asociacio´n entre servidores y grupos de almacenamien-
to principales la denominaremos funcio´n de agrupacio´n principal. Se denota como λGP (Si). Se
cumple que:
λGP (Si) = Gj ⇐⇒ Si ∈ Gj
∧Gj es un grupo principal.
Proposicio´n 5 La funcio´n de agrupacio´n principal es una funcio´n inyectiva.
Demostracio´n 5 Por reduccio´n al absurdo, supongamos que esta afirmacio´n no es cierta. En ese
caso, existira´ al menos un servidor Si, tal que λGP (Si) es igual a dos grupos de almacenamiento Gx
y Gy diferentes. Pero eso contradice a la proposicio´n 3. Por tanto, la funcio´n de agrupacio´n principal
es una funcio´n inyectiva.
Definicio´n 12 La matriz de una relacio´n de agrupacio´n principal se denomina matriz de agrupa-
cio´n principal y se construye a partir de la siguiente expresio´n:
MGP = (mgpij)donde mgpij =
{
1 si (Si, Sj) ∈ RGP
0 si (Si, Sj) 6∈ RGP
(7.5)
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Al igual que cualquier matriz de agrupacio´n correspondiente a una funcio´n de agrupacio´n inyectiva,
so´lo es necesario almacenar la mitad de los elementos de esta matriz.
Por otro lado, tal y como se ha establecido en la creacio´n de los grupos secundarios, se puede
observar que existe una relacio´n de orden entre los grupos secundarios del sistema y su correspondiente
grupo principal. Esta relacio´n de orden es una relacio´n de “pertenencia”, considerando los servidores
que forman parte del grupo de almacenamiento. A esta relacio´n la denominaremos pertenencia
grupal. Ma´s au´n, cada grupo principal en conjuncio´n con los grupos secundarios que contiene forma
un ret´ıculo.
Definicio´n 13 Sea PG una relacio´n definida sobre los grupos de almacenamiento del sistema, que
denominamos relacio´n de pertenencia grupal. La relacio´n PG entre dos grupos de almacenamiento Gi
y Gj se define como:
GiPGGj ⇐⇒ Gi = {Si(1), . . . , Si(m)} ⊆ Gj = {Sj(1), . . . , Sj(r)}
Proposicio´n 6 La relacio´n de pertenencia grupal PG es una relacio´n de orden.
Demostracio´n 6 Para demostrar que PG es una relacio´n de orden, tendremos que demostrar que
cumple las propiedades reflexiva, antisime´trica y transitiva.
propiedad reflexiva:
PG es reflexiva sii GiPGGi ∀Gi ∈ G
⇐⇒ Gi = {Si(1), . . . , Si(m)} ⊆ Gi = {Si(1), . . . , Si(m)}
Por tanto, cumple la propiedad reflexiva, ya que un conjunto siempre se incluye a s´ı mismo.
propiedad antisime´trica: Supongamos que GiPGGj y que GjPGGi. En ese caso:
Gi = {Si(1), . . . , Si(m)} ⊂ Gj = {Sj(1), . . . , Sj(r)}∧
Gj = {Sj(1), . . . , Sj(r)} ⊂ Gi = {Si(1), . . . , Si(m)}
=⇒ Gi = Gj
Por tanto, se cumple la propiedad antisime´trica.
propiedad transitiva: Supongamos que GiPGGj y que GjPGGt. En ese caso:
Gi = {Si(1), . . . , Si(m)} ⊂ Gj = {Sj(1), . . . , Sj(r)}∧
Gj = {Sj(1), . . . , Sj(r)} ⊂ Gt = {St(1), . . . , St(l))}
=⇒ Gi ⊂ Gt
debido a que la inclusio´n de conjuntos tiene la propiedad transitiva.
Por tanto, la relacio´n de pertenencia grupal es una relacio´n de orden, c.q.d.
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Definicio´n 14 Se denomina grupo de almacenamiento nulo al grupo de almacenamiento que no con-
tiene ningu´n servidor y se denota como ∅. Por definicio´n, cualquier grupo incluye al grupo nulo.
Definicio´n 15 Se denomina ret´ıculo principal de un grupo principal al ret´ıculo formado por el grupo
principal, sus grupos secundarios y el grupo nulo y que tiene como relacio´n de orden la relacio´n de
pertenencia grupal PG. Al conjunto formado por el grupo principal GPi, sus grupos secundarios y el
grupo nulo se le denota como
∑
GPi y al ret´ıculo principal (
∑
GPi, PG).
Proposicio´n 7 Un ret´ıculo principal es un ret´ıculo.
Demostracio´n 7 Para demostrarlo, debemos probar que:
(
∑
GPi, PG) es un conjunto ordenado: Esta afirmacio´n ya ha sido demostrada al probar que la
relacio´n de pertenencia grupal es una relacio´n de orden.
∀Gx, Gy ∈
∑
GPi ∃ sup{Gx, Gy}.
∀Gx, Gy ∈
∑
GPi ∃ inf{Gx, Gy}.
Para demostrar las dos u´ltimas afirmaciones, podemos encontrarnos en dos situaciones diferentes:
1. Gx y Gy son comparables: Eso implica que GxPGGy o GyPGGx. Por tanto, en este caso, el
supremo es el mayor de los grupos de almacenamiento y el ı´nfimo el menor segu´n el orden
establecido por la relacio´n de pertenencia grupal.
2. Gx y Gy no son comparables: En este caso, debemos demostrar que existe al menos un conjunto
Gz, tal que GxPGGz y GyPGGz. Si demostramos esto, tendremos la seguridad de que existe un
conjunto que contiene a ambos y por tanto, quedara demostrado que existe un ma´ximo. Por tanto,
la existencia de supremo estar´ıa asegurada. El grupo principal GPi cumple siempre esto, ya que
como vimos en la observacio´n 1, el grupo principal es un superconjunto de todos sus grupos
secundarios. Por tanto, queda demostrada la existencia de supremo. Por otro lado, debemos
demostrar que existe al menos un conjunto Gz, tal que GzPGGx y GzPGGy. Si demostramos
esto, tendremos la seguridad de que existe un conjunto contenido por ambos y por tanto, que
existe un mı´nimo. De este modo, la existencia de ı´nfimo estar´ıa asegurada. El grupo que siempre
cumple esto es el grupo nulo, ya que por definicio´n, cualquier grupo incluye al grupo nulo. Luego,
queda demostrada la existencia de ı´nfimo.
Un ret´ıculo principal es un ret´ıculo, c.q.d.
Definicio´n 16 Un ret´ıculo principal se puede definir tambie´n como una terna (
∑
GPi,∨,∧) donde
las operaciones disyuncion (∨) y conjuncio´n (∧) consisten en:
∀Sx, Sy ∈
∑
GPi, Sx ∨ Sy = sup{Sx, Sy}, Sx ∧ Sy = inf{Sx, Sy}
En el caso de los ret´ıculos principales, las operaciones de disyuncio´n y conjuncio´n coinciden con
la unio´n de conjuntos (∪) e interseccio´n de conjuntos (∩) respectivamente.
Observacio´n 3 Cada particio´n del sistema forma una estructura de ret´ıculo sobre el conjunto de
servidores de dicha particio´n. Al conjunto de todos los ret´ıculos le denominamos particio´n reticular.
Ejemplo 1
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G 4
G1 G2
φ
G 3
φ
G 5
φ
G 6
φ
Figura 7.2: Particio´n reticular correspondiente al escenario 1
G 4
G1 G2
φ
G 3
φ
G 7
G5 G6
φ
Figura 7.3: Particio´n reticular correspondiente al escenario 2
Escenario 15:
G1 = {S1, S2}
G2 = {S3, S4}
G′3 = {S5, S6}
G′4 = {S1, S2, S3, S4}
G′5 = {S7, S8}
G′6 = {S9, S10}
La figura 7.2 muestra la particio´n reticular del escenario 1.
Escenario 2: Se unen los grupos G5 y G6. Se an˜ade un servidor al grupo G3.
G1 = {S1, S2}
G2 = {S3, S4}
G′3 = {S5, S6, S11}
G′4 = {S1, S2, S3, S4}
G5 = {S7, S8}
G6 = {S9, S10}
G′7 = {S7, S8, S9, S10}
La figura 7.3 muestra la particio´n reticular del escenario 2.
5Los grupos que contienen una ’ son los grupos principales
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G 4
G1 G2
φ
G 3
φ
G 7
G5 G6
φ
G1
φ
G2
φ φ φ
G5 G6
Figura 7.4: Subret´ıculos correspondientes a los grupos secundarios
Proposicio´n 8 Cada grupo secundario constituye el ma´ximo de algu´n subret´ıculo del ret´ıculo princi-
pal y, por tanto, cada ret´ıculo principal tiene al menos tantos subret´ıculos como grupos secundarios.
Demostracio´n 8 Dado un ret´ıculo principal (
∑
GPi, PG), por cada grupo secundario GSi(j) se puede
construir un subret´ıculo que tiene como u´nicos elementos dicho grupo secundario y el grupo nulo.
Denotaremos este subconjunto como GSRi(j). Se puede comprobar que este subconjunto constituye un
subret´ıculo:
1. El subconjunto es ret´ıculo, porque esta´ ordenado (el grupo nulo esta´ relacionado con cualquier
grupo secundario) y adema´s tiene supremo (el grupo secundario) e ı´nfimo (el grupo nulo).
2. Adema´s se ha de comprobar que:
∀x, y ∈ GSRi(j), supPGPi{x, y} = supGSRi(j){x, y}
∧ infPGPi{x, y} = infGSRi(j){x, y}
En este caso, x e y so´lo pueden corresponder con el grupo secundario y con el grupo nulo y se
cumple la proposicio´n anterior, ya que:
supPGPi{∅, Si(j)} = Si(j)
supSRi{∅}, Si(j)} = Si(j)
infPGPi{∅, Si(j)} = ∅
infSRi{∅, Si(j)} = ∅
De esta forma, queda demostrado que al menos existen tantos subret´ıculos como grupos secundarios.
Ejemplo 2 En la figura 7.4 se muestran los subret´ıculos que se pueden construir a partir de los grupos
secundarios.
7.4.7. Eliminacio´n de un servidor de un grupo de almacenamiento
Las operaciones de eliminacio´n son las u´nicas operaciones que exigen la redistribucio´n de los fiche-
ros, a fin de no perder la informacio´n almacenada en el componente eliminado. Como se ha mencionado
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G 4
G2
φ
G 3
φ G7
G5 G6
φ
G 8
Figura 7.5: Particio´n reticular correspondiente al escenario 3
anteriormente, este tipo de operaciones no deben ser realizadas muy frecuentemente debido a que son
muy costosas. Por este motivo, es recomendable llevarlas a cabo en horas de baja ocupacio´n del
sistema.
En el caso de eliminacio´n de un servidor de un grupo de almacenamiento, los ficheros son re-
distribuidos entre el resto de los componentes del grupo de almacenamiento. La metainformacio´n
correspondiente debe ser regenerada, ya que al modificarse la topolog´ıa, es necesario recalcular el
nodo maestro y el nodo inicial. Adema´s, el grupo de almacenamiento principal queda modificado al
eliminarse el servidor.
Puede ocurrir que el servidor eliminado pertenezca a algu´n grupo de almacenamiento invisible
asociado al principal. En ese caso, es necesario tambie´n redistribuir la informacio´n de tales grupos de
almacenamiento en el nuevo grupo de almacenamiento principal y eliminar los primeros.
Ejemplo 3
Escenario 3: Se elimina el servidor S1. Eso implica que el grupo secundario G1 desaparece.
Despue´s se une el servidor S1 (vac´ıo) al grupo G7.
G2 = {S3, S4}
G′3 = {S5, S6}
G′4 = {S2, S3, S4}
G5 = {S7, S8}
G6 = {S9, S10}
G7 = {S7, S8, S9, S10}
G′8 = {S1, S7, S8, S9, S10}
La figura 7.5 muestra la particio´n reticular del escenario 3.
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G4
G2
φ
G 3
φ
G7
G5 G6
φ
G8
G 3
Figura 7.6: Particio´n reticular correspondiente al escenario 4
Escenario 4: Se unen los grupos G4 y G8.
G2 = {S3, S4}
G′3 = {S5, S6}
G4 = {S2, S3, S4}
G5 = {S7, S8}
G6 = {S9, S10}
G7 = {S7, S8, S9, S10}
G8 = {S1, S7, S8, S9, S10}
G′9 = {S1, S7, S8, S9, S10, S2, S3, S4}
La figura 7.6 muestra la particio´n reticular del escenario 4.
7.4.8. Eliminacio´n de un grupo de almacenamiento
Esta operacio´n se realiza sobre grupos de almacenamiento principales. Aquellos grupos invisibles
asociados al grupo de almacenamiento que se va a eliminar, tambie´n deben ser eliminados. Por tanto,
tanto la informacio´n del grupo de almacenamiento principal como la de los grupos invisibles asociados
debe ser redistribuida en un grupo de almacenamiento principal diferente, recalculando los nodos
maestros e iniciales de cada fichero en dicho grupo principal. La seleccio´n del grupo de almacenamiento
sobre el cual se va a realizar la redistribucio´n se debe calcular en base a las capacidades de los grupos
de almacenamiento existentes, de modo similar al ca´lculo del nodo inicial. La especificacio´n de esta
operacio´n es la siguiente:
ENTRADA: Grupo de almacenamiento a extinguir.
Lista de capacidades de almacenamiento de los diferentes grupos
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principales de almacenamiento.
SALIDA: Grupo de almacenamiento donde se almacenara´n los datos del
grupo de almacenamiento a extinguir.
PROCESO: selectionNewStorageGroup(group,storageGroupCapList)
El proceso puede llevarse a cabo a trave´s del siguiente algoritmo:
1. Se recorre la lista de almacenamiento storageGroupCapList en busca del grupo de almacena-
miento con mayor capacidad de almacenamiento sobrante. Esta lista se calcula como se indica
en la seccio´n 7.6.
2. En el grupo resultante se comenzara´ a distribuir los ficheros almacenados en el grupo group.
7.5. Operaciones de grupos
Unido al concepto de grupo, existe un conjunto de operaciones que permiten gestionar dichas
entidades. Las operaciones de grupos modifican las relaciones existentes entre los diferentes grupos de
almacenamiento. Como ya hemos visto, la funcio´n de agrupacio´n principal asociada es inyectiva y la
relacio´n de agrupacio´n principal constituye una relacio´n de equivalencia. Siempre nos va a interesar
mantener esta propiedad, de cara a beneficiarnos de la representacio´n de dicha relacio´n.
Del mismo modo que los grupos de almacenamiento, tambie´n existen dos tipos de operaciones de
grupos:
Operaciones ortogonales: Son las operaciones que mantienen las propiedades que permiten
que una determinada relacio´n de agrupacio´n RG sea una relacio´n de equivalencia y, por tanto,
que el conjunto cociente RG/S sea una particio´n del conjunto de servidores S.
Operaciones no ortogonales: Son las operaciones que “rompen” alguna de las propiedades de
una relacio´n de equivalencia RG y por tanto, convierten a un grupo de almacenamiento ortogonal
en no ortogonal.
Estas operaciones permiten modificar las relaciones existentes entre servidores y grupos de alma-
cenamiento6. Realmente son funciones que permiten modificar la funcio´n de agrupacio´n, por lo que se
trata de “metafunciones” que operan sobre el dominio de funciones: O : F → F . Estas funciones son:
mapJoin(Sx,Gy): Permite que un servidor se una a un grupo de almacenamiento.
Si denominamos λ
′
GP (Si) a la funcio´n de agrupacio´n antes de realizar la operacio´n mapJoin()
y λGP (Si) a la funcio´n de agrupacio´n despue´s de realizar dicha operacio´n, se cumple que:
λ
′
GP (Sx) = Gz ∧mapJoin(Sx, Gy) =⇒ λGP (Sx) = Gy
Esta operacio´n equivale a realizar un cambio de grupo de almacenamiento, operacio´n que es
llevada a cabo por la funcio´n mapChange() que veremos ma´s adelante. La u´nica diferencia es
que la operacio´n mapJoin() no necesita conocer el estado anterior, es decir, no necesita saber
a que´ grupo de almacenamiento estaba ligado previamente el servidor. De hecho, esta funcio´n
tambie´n se puede utilizar para inicializar la relacio´n de agrupacio´n y, en este caso, el servidor
no se encuentra inicialmente vinculado a ningu´n grupo de almacenamiento. En esta situacio´n se
dice que el servidor pertenece exclusivamente a su grupo unario.
6Nos referimos en este contexto a grupos de almacenamiento principales, ya que son los u´nicos grupos visibles
ARQUITECTURA MULTIAGENTE PARA E/S DE ALTO RENDIMIENTO EN CLUSTERS Mar´ıa de los Santos Pe´rez Herna´ndez
7.5. OPERACIONES DE GRUPOS 125
Definicio´n 17 Se denomina grupo unario de un servidor Si al grupo de almacenamiento que
incluye so´lo a dicho servidor. Se denota como {Si}.
Por tanto, la sema´ntica de la operacio´n mapJoin() para inicializacio´n es la siguiente:
λ
′
GP (Sx) = {Sx} ∧mapJoin(Sx, Gy) =⇒ λGP (Sx) = Gy
mapBreak(Sx,Gy): Desvincula a un servidor de un grupo de almacenamiento. El problema
de aplicar esta operacio´n es que si no se realiza posterior e inmediatamente una operacio´n
mapJoin(), que incluya al servidor en un grupo de almacenamiento, se eliminan las propiedades
que hacen que RG sea una relacio´n de equivalencia y, por tanto, que el conjunto cociente RG/S
sea una particio´n del conjunto S, debido a que uno de los servidores queda desligado. Esto es
debido a que la operacio´n mapBreak() es una operacio´n no ortogonal. Para evitar este problema,
existen dos alternativas:
1. Utilizar los grupos unarios en la definicio´n de la operacio´n. De este modo, desvincular un
servidor de un grupo de almacenamiento equivale a eliminar el servidor de dicho grupo,
construyendo su grupo unario y, por tanto, hacerle part´ıcipe de un u´nico grupo principal.
Como se puede comprobar, los grupos unarios se utilizan para modificar el dominio de
servidores S sobre el cual se define la relacio´n de agrupacio´n. En el caso de la operacio´n
mapJoin(), los grupos unarios permiten an˜adir un servidor a dicho dominio, mientras que
en el caso de la operacio´n mapBreak(), permiten eliminar de una forma gradual un servidor
de dicho dominio.
2. Modificar la relacio´n entre un servidor y un grupo de almacenamiento, utilizando la opera-
cio´n mapChange(), que se describe a continuacio´n. Esta es la opcio´n ma´s adecuada, ya que
se trata de una operacio´n ortogonal, que no modifica el dominio de servidores S.
mapChange(Sx,Gy,Gz): Modifica la funcio´n de agrupacio´n, eliminando la relacio´n que existe
entre el servidor Sx y el grupo de almacenamiento Gy y relaciona´ndolo con el grupo Gz. Esta
operacio´n equivale a hacer la siguiente secuencia de sentencias:
mapBreak(Sx, Gy);
mapJoin(Sx, Gz);
La ventaja de agrupar las dos funciones en una so´la es que e´sta u´ltima se puede definir como
una operacio´n ato´mica a nivel de sistema, es decir, definir que su ejecucio´n se lleve a cabo de
forma completa e indivisible en el sistema.
Si de nuevo denominamos λ
′
G(Si) a la funcio´n de agrupacio´n antes de realizar la operacio´n
mapChange() y λG(Si) a la funcio´n de agrupacio´n despue´s de realizar dicha operacio´n, se cumple
que:
λ
′
G(Sx) = Gy ∧mapChange(Sx, Gy, Gz) =⇒ λG(Sx) = Gz (7.6)
Proposicio´n 9 La operacio´n mapChange() es una operacio´n ortogonal y, por tanto, no modifica las
propiedades de la relacio´n de agrupacio´n RG.
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Demostracio´n 9 Sea R
′
G una relacio´n de equivalencia que representa la relacio´n de agrupacio´n antes
de aplicarle la operacio´n mapChange(). Al ser una relacio´n de equivalencia cumple las propiedades
reflexiva, sime´trica y transitiva.
Sea RG la relacio´n de agrupacio´n despue´s de aplicarle la operacio´n mapChange().
Sean λ
′
G y λG las funciones de agrupacio´n correspondiente a la asociacio´n existente entre servidores
y grupos de almacenamiento antes y despue´s de aplicar la operacio´n mapChange().
Veamos la demostracio´n de que RG conserva las propiedades correspondientes:
Propiedad reflexiva:
Partimos de que R
′
G es reflexiva y que se ha realizado la operacio´n mapChange(Sx,Gy,Gz):
Segu´n la ecuacio´n (7.2) RG es reflexiva sii ∃t/s ∈ Gt
Se pueden dar dos casos:
1. s 6= Sx:
R
′
G es reflexiva =⇒ sR
′
Gs.
La relacio´n de agrupacio´n no ha cambiado para el elemento s
=⇒ sRGs =⇒ RG es reflexiva
2. s = Sx:
mapChange(Sx, Gy, Gz) =⇒ λG(Sx) = Gz
=⇒ ∃t = z/Sx ∈ Gt
=⇒ RG es reflexiva
Luego la relacio´n RG es reflexiva c.q.d.
Propiedad sime´trica:
De nuevo partimos de que R
′
G es sime´trica y que se ha realizado la operacio´n
mapChange(Sx,Gy,Gz).
Se pueden dar cuatro casos:
1. s 6= Sx ∧ u 6= Sx:
R
′
G es sime´trica sii sR
′
Gu⇐⇒ uR
′
Gs.
La relacio´n de agrupacio´n no ha cambiado para los elementos s y u
=⇒ (sRGu =⇒ uRGs) =⇒ RG es reflexiva
2. s = Sx ∧ u 6= Sx:
λG(s) = Gz. Si sRGu⇐⇒ λG(s) = λG(u) = Gz ⇐⇒ uRGs
=⇒ RG es sime´trica
3. s 6= Sx ∧ u = Sx: Demostracio´n equivalente al anterior caso.
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Figura 7.7: Interfaz gra´fica del sistema MAPFS que muestra la topolog´ıa del sistema
4. s = Sx ∧ u = Sx:
s = u =⇒ sRGu ∧ uRGs por la propiedad reflexiva
Luego la relacio´n RG es sime´trica c.q.d.
Propiedad transitiva: Partimos de que R
′
G es transitiva, la funcio´n de agrupacio´n λ
′
G es
inyectiva y que se ha realizado la operacio´n mapChange(Sx, Gy, Gz).
Si consideramos que λG es una aplicacio´n inyectiva, la transitividad de RG queda demostrada,
a saber:
sRGu =⇒ λG(s) = Gx = λG(u)
uRGv =⇒ λG(u) = Gx = λG(v)
⇐⇒ λG(s) = λG(v)⇐⇒ sRGv
Por tanto, lo u´nico que debemos demostrar es que λG es inyectiva.
Fija´ndonos en la sema´ntica de la operacio´n mapChange() (ecuacio´n (7.6)) y partiendo de que
la funcio´n λ
′
G es inyectiva, el u´nico cambio que existe entre esta funcio´n y la nueva funcio´n de
agrupacio´n λG se lleva a cabo sobre el elemento Sx. Pero λG define un u´nico valor para dicho
elemento. De aqu´ı deducimos que λG es una aplicacio´n inyectiva.
Luego la relacio´n RG es transitiva c.q.d.
De esta forma, queda demostrado que la operacio´n mapChange() es una operacio´n ortogonal.
La figura 7.7 muestra la interfaz del sistema MAPFS. A trave´s de dicha interfaz, se pueden realizar
cambios sobre la topolog´ıa del sistema.
Por otro lado, tambie´n se ha definido un conjunto de operaciones sobre grupos de almacenamiento,
a saber:
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Operacio´n mapUnion(Gx, Gy), que permite calcular la unio´n de dos grupos de almacenamiento
existentes, como queda descrito en la seccio´n 7.4.5. Esta operacio´n puede utilizarse usando como
para´metros los ı´ndices de los grupos de almacenamiento entre los cuales se va a calcular la unio´n,
es decir mapUnion(i,j) calcula la unio´n de los grupos de almacenamiento Gi, Gi+1, . . ., Gj .
Operacio´n mapIntersection(Gx, Gy), que permite calcular el grupo de almacenamiento in-
terseccio´n de dos grupos de almacenamiento. De forma ana´loga a la operacio´n anterior, map-
Intersection() tambie´n puede utilizarse usando como para´metros los ı´ndices de los grupos de
almacenamiento entre los cuales se va a calcular la interseccio´n.
Operacio´n mapComplementary(Gx), que permite calcular el grupo de almacenamiento comple-
mentario de Gx, es decir el grupo Gy, que contiene todos los servidores existentes salvo los que
contiene el grupo Gz.
Operacio´n mapSubstract(Gx, Gy), que devuelve un grupo de almacenamiento que contiene
aquellos servidores existentes en el grupo Gx y no existentes en el grupo Gy.
Hay que tener cuidado al utilizar estas funciones, ya que en general no se trata de operaciones
ortogonales, aunque utilizadas de una forma controlada, permiten mantener las propiedades de la
relacio´n de agrupacio´n principal. Adema´s, estas operaciones son u´tiles para definir distintos conjuntos
y propiedades.
Proposicio´n 10 Sustituir dos grupos de almacenamiento principales por la unio´n de ambos (a trave´s
del uso de la operacio´n mapUnion()) constituye una operacio´n ortogonal y, por tanto, no modifica las
propiedades de la relacio´n de agrupacio´n principal RGP .
Demostracio´n 10 Partimos de una relacio´n de agrupacio´n principal R′GP , que es una relacio´n de
equivalencia. Sean Gx y Gy grupos de almacenamiento que van a ser sustituidos por el grupo unio´n
de ambos Gz. Si denotamos RGP a la relacio´n de agrupacio´n principal resultante de llevar a cabo
esta operacio´n, vamos a demostrar que esta relacio´n tambie´n es de equivalencia y, por tanto, que la
operacio´n es ortogonal. Nos basta con probar que λGP es inyectiva.
λGP es inyectiva ⇐⇒ ∀Si ∃ un u´nico grupo Gw/Si ∈ Gw
λGP (Si) = Gz, si Si pertenec´ıa a Gx o a Gy
λGP (Si) = λ′GP (Si), si Si pertenec´ıa a Gx o a Gy
Para los dos casos existentes:
Si pertenec´ıa a Gx o a Gy:
λGP (Si) = Gz ∧ λGP (Si) 6= Gw∀w 6= z, ya que λ′GP es inyectiva
Si no pertenec´ıa a Gx ni a Gy:
λGP (Si) = λGP (Si) 6= Gz, porque ese grupo es nuevo y no estaba definido previamente
Por tanto, λGP es inyectiva. De ah´ı se deduce que RGP es una relacio´n de equivalencia y la
operacio´n definida ortogonal c.q.d.
Proposicio´n 11 La interseccio´n de dos grupos de almacenamiento principales es vac´ıa
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Demostracio´n 11 Por reduccio´n al absurdo, supongamos que no es cierto. Por tanto, existen dos
grupos de almacenamiento principales que comparten al menos un servidor Si. Pero eso contradice
que la funcio´n de agrupacio´n principal sea inyectiva. Por tanto, la interseccio´n de dos grupos de
almacenamiento principales es vac´ıa, c.q.d.
Proposicio´n 12 Dado un conjunto de n servidores Si, una relacio´n de agrupacio´n principal RGP que
particiona el conjunto de servidores en m grupos de almacenamiento Gj, se cumple que ∀j ∈ 1, . . . ,m:
Gj = mapComplementary (mapSubstract(mapUnion(1,m), Gj))
Demostracio´n 12
mapUnion(1,m) ≡ S, siendo S el conjunto de servidores existentes, ya que los grupos principales
forman una particio´n del conjunto de servidores S
mapSubstract(S,Gj) ≡ Conjunto de grupos principales de almacenamiento, salvo Gj por
definicio´n de la operacio´n mapSubstract()
mapComplementary(mapSubstract(S,Gj)) ≡ Gj por definicio´n de la operacio´n
mapComplementary()
Finalmente, debido a que los grupos de almacenamiento permiten la gestio´n, el almacenamiento
y la recuperacio´n de ficheros, la interfaz del sistema de ficheros queda modificada, para dar cabida al
concepto de grupo de almacenamiento. Estas modificaciones se muestran en la pro´xima seccio´n.
7.5.1. Modificacio´n de la matriz de relacio´n por parte de las operacio-
nes de grupos
Las operaciones de grupos implican la modificacio´n de la funcio´n de agrupacio´n principal, lo que a
su vez supone cambiar la relacio´n de dicha agrupacio´n y, por tanto, la matriz de agrupacio´n principal
que almacena el cliente MAPFS. Ve´amos co´mo afectan las diferentes operaciones a esta matriz7:
Operacio´n mapJoin(): Las modificaciones sobre la matriz de agrupacio´n dependen del objetivo
con el cual se utilice esta funcio´n, a saber:
• Si se utiliza para la inicializacio´n de la relacio´n de agrupacio´n, el cambio que implica sobre
la matriz es la introduccio´n de unos en el lugar que corresponde a la interseccio´n entre el
servidor y los servidores del grupo de almacenamiento asociado y ceros en el resto. Es decir:
λ
′
GP (Sx) = ∅ ∧mapJoin(Sx, Gy) =⇒ mgpxw =
{
1 ∀w / mgpxw ∈MGP ∧ Sw ∈ Gy
0 ∀u / mgpxu ∈MGP ∧ Su /∈ Gy
• Si se utiliza para la modificacio´n de la relacio´n que existe entre un servidor y un grupo
de almacenamiento, el cambio que implica sobre la matriz es la introduccio´n de unos en el
lugar que corresponde a la interseccio´n entre el servidor y los servidores del nuevo grupo de
almacenamiento y la insercio´n de ceros en el lugar que corresponde a la interseccio´n entre
el servidor y los servidores del antiguo grupo de almacenamiento al que estaba asociado; es
decir:
7En este contexto, cuando se habla de grupo de almacenamiento, se refiere a grupo de almacenamiento principal
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λ
′
GP (Sx) = Gz ∧mapJoin(Sx, Gy) =⇒ mgpxw =
{
1 ∀w / mgpxw ∈MGP ∧ Sw ∈ Gy
0 ∀u / mgpxu ∈MGP ∧ Su ∈ Gz
(7.7)
Operacio´n mapBreak(): Esta operacio´n implica la introduccio´n de un 0 en la posicio´n de la
matriz correspondiente a la interseccio´n entre el servidor y los servidores del correspondiente
grupo de almacenamiento, es decir:
λ
′
GP (Sx) = Gy ∧mapBreak(Sx, Gy) =⇒ mgpxw = 0 ∀w, donde mgpxw ∈MGP ∧ Sw ∈ Gy
Operacio´n mapChange(): La aplicacio´n de esta operacio´n equivale a la ecuacio´n (7.7):
λ
′
GP (Sx) = Gz ∧mapChange(Sx, Gz, Gy) =⇒ mgpxw =
{
1 ∀w / mgpxw ∈MGP ∧ Sw ∈ Gy
0 ∀u / mgpxu ∈MGP ∧ Su ∈ Gz
Operacio´n mapUnion(): La aplicacio´n de esta operacio´n implica que los servidores de los dos gru-
pos de almacenamiento quedan relacionados, y, por tanto, la matriz de agrupacio´n contendra´ un
uno en la interseccio´n entre todos esos servidores.
λ
′
GP (Sx) = Gw ∧ λ
′
GP (Sy) = Gu ∧mapUnion(Gw, Gu) =⇒ mgpxy = 1
donde mgpxy ∈MGP
7.6. Para´metros de agrupacio´n de MAPFS
Los grupos de almacenamiento permiten la gestio´n del almacenamiento y recuperacio´n de infor-
macio´n en el sistema de ficheros MAPFS.
Hay varios factores relacionados con los grupos de almacenamiento que se pueden ajustar de forma
que se optimice el funcionamiento de dicho sistema. Estos factores permiten el ana´lisis de determinadas
caracter´ısticas que pueden afectar al rendimiento de las aplicaciones y esta´n basados en los grupos de
almacenamiento principales, sin tener en cuenta los grupos de almacenamiento invisibles o secundarios.
Esto no supone ninguna limitacio´n, por dos motivos:
Las aplicaciones so´lo ven los grupos de almacenamiento principales.
La operacio´n mapGroupDefragm() permite la defragmentacio´n de los grupos de almacenamiento,
de forma que los grupos invisibles desaparecen, quedando so´lo los grupos de almacenamiento
principales. Como se menciono´ previamente, a pesar de ser una operacio´n costosa, puede ser
realizada durante horas de baja ocupacio´n del sistema.
Por este motivo, para calcular estos para´metros se utilizara´ la relacio´n de agrupacio´n principal,
que por simplicidad a partir de este momento se va a denotar como relacio´n de agrupacio´n.
A continuacio´n se describen los factores o para´metros de agrupacio´n:
Factor de agrupacio´n. Se denota como αG(S,G), donde S es el conjunto de servidores y G
el conjunto de grupos de almacenamiento. Consiste en el nivel de agrupamiento que tienen los
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servidores. Para calcular este factor, se halla el ratio entre el nu´mero de servidores y el nu´mero
de grupos de almacenamiento. Suponiendo que existen p servidores y n grupos, la expresio´n que
permite calcular el factor de agrupacio´n es:
αG(S,G) =
∑
i,j Si(j)∑n
z=0Gz
= p/n
En los casos l´ımites, el valor del factor de agrupacio´n oscila entre los siguientes valores:
• αG(S,G) = 1 ⇐⇒ p=n, es decir, hay un grupo de almacenamiento por cada uno de los
servidores. En este caso, el uso de los grupos de almacenamiento no aporta ninguna ventaja,
ya que un grupo corresponde a un servidor y viceversa.
• αG(S,G) = p ⇐⇒ n=1, es decir, so´lo existe un grupo de almacenamiento. En este caso,
todos los servidores son tratados de la misma forma desde el punto de vista del almacena-
miento y se utilizan como copias exactas. Es lo que denominaremos servidores clones.
Nivel de homogeneidad de agrupacio´n. Se denota como βG(S,G) y consiste en medir co´mo
se distribuyen los servidores a trave´s de los grupos de almacenamiento, de forma que βG(S,G)
toma un valor alto en el caso de que la distribucio´n sea homoge´nea y toma un valor bajo si
es poco uniforme. Si denotamos como Nr al nu´mero de servidores que existen en un grupo
de almacenamiento Gr y ordenamos los grupos de forma ascendente en funcio´n del nu´mero de
servidores que tienen, la expresio´n que nos permite calcular el valor del nivel de la homogeneidad
de agrupacio´n es la siguiente:
Nr =
∑
j
Sr(j) βG(S,G) =
n∏
i=1,j=i
Ni/Nj
Ejemplo 7.1. Supongamos que tenemos 10 servidores. Se pueden llevar a cabo diferentes agrupa-
ciones. Algunas de estas distribuciones las mostramos a continuacio´n. El factor de agrupacio´n
(αG(S,G)) y el nivel de homogeneidad (βG(S,G)) aparecen junto a la distribucio´n correspon-
diente:
Primera distribucio´n:
G1 = {S1, S2, . . . , S9, S10}
• αG(S,G) = 10/1 = 10 (Servidores clones)
• βG(S,G) = 10/10 = 1 (Nivel de homogeneidad ma´ximo: los servidores esta´n distribui-
dos en la misma proporcio´n a trave´s de los grupos de almacenamiento).
Segunda distribucio´n:
G1 = {S1, S2}
G2 = {S3, S4}
G3 = {S5, S6}
G4 = {S7, S8}
G5 = {S9, S10}
• αG(S,G) = 10/5 = 2
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• βG(S,G) = (2/2)15 = 1 (Nivel de homogeneidad ma´ximo: los servidores esta´n distri-
buidos en la misma proporcio´n a trave´s de los grupos de almacenamiento).
Tercera distribucio´n:
G1 = {S1, S2}
G2 = {S3, S4, S5}
G3 = {S6, S7, S8, S9, S10}
• αG(S,G) = 10/3 = 3, 3ˆ
• βG(S,G) = (2/2) ∗ (2/3) ∗ (2/5) ∗ (3/3) ∗ (3/5) ∗ (5/5) = 0, 16
Cuarta distribucio´n:
G1 = {S1, S2}
G2 = {S3, S4}
G3 = {S5, S6, S7}
G4 = {S8, S9, S10}
• αG(S,G) = 10/4 = 2, 5
• βG(S,G) = (2/2)2 ∗ (2/3) ∗2 ∗(2/2) ∗ (2/3)2 ∗ (3/3)3 ≈ 0, 20
Quinta distribucio´n:
G1 = {S1}
G2 = {S2}
G3 = {S3}
G4 = {S4}
G5 = {S5}
G6 = {S6}
G7 = {S7}
G8 = {S8}
G9 = {S9}
G10 = {S10}
• αG(S,G) = 1
• βG(S,G) = 1
Nivel de homogeneidad de carga. Conociendo el nivel de homogeneidad de agrupacio´n,
podemos modificar la funcio´n de agrupacio´n de forma dina´mica para lograr un mayor equilibrado
de carga, suponiendo que los servidores reciban la carga de forma homoge´nea.
En caso de que la carga no sea homoge´nea, podemos hablar de un nuevo ı´ndice a medir: nivel de
homogeneidad de carga, que denotaremos como γG(S,G). El nivel de homogeneidad de carga
es equivalente al nivel de homogeneidad de agrupacio´n, en el caso de que cada servidor tenga
igual carga de trabajo. En otro caso, para definir el nivel de homogeneidad de carga hay que
tener en cuenta un nuevo para´metro: la carga de cada servidor, que denominaremos lr(u) para un
servidor Sr(u) dado. Este para´metro no es esta´tico, es decir, depende del tiempo (lr(u) ≡ lr(u)(t))
y, por tanto, γG(S,G) tambie´n es dependiente del tiempo (γG(S,G) ≡ γG(S,G, t)).
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Si denotamos como Lr(t) a la carga de un grupo de almacenamiento en un instante t, se cumple
que:
ÃLr =
∑
j
lr(j)
En un determinado instante de tiempo t, γG(S,G, t) se define como:
γG(S,G, t) =
n∏
i=1,j=i
Li(t)/Lj(t)
es decir, se calcula de forma similar al nivel de homogeneidad de agrupacio´n, pero teniendo en
cuenta la carga del grupo de almacenamiento en lugar del nu´mero de servidores del mismo.
Granularidad de un grupo de almacenamiento. Se denomina granularidad a la razo´n
existente entre la cantidad de trabajo realizado por una tarea y la cantidad de comunicacio´n que
llevo´ a cabo. En te´rminos gene´ricos se habla de granularidad fina cuando hay poca computacio´n
por comunicacio´n, mientras que es gruesa cuando hay gran cantidad de computacio´n por comu-
nicacio´n entre tareas. En el caso de un grupo de almacenamiento Gi, se define su granularidad
en un determinado intervalo de tiempo T (δG(Gi, T )) como la razo´n entre la carga del mismo y
la cantidad de comunicacio´n realizada por el grupo de almacenamiento en dicho intervalo, que
denotaremos como C(Gi). Es decir,
δG(Gi, T ) = (LGi(t+ T )− LGi(t))/C(Gi)
Para definir C(Gi), necesitamos conocer la cantidad de comunicacio´n de cada uno de los servi-
dores que lo forman, es decir:
C(Gi) =
∑
j
c(Si(j))
considerando que c(Si(j)) es la cantidad de comunicacio´n llevada a cabo por el servidor Si(j).
Este para´metro es dif´ıcil de formalizar y depende mucho de la plataforma de distribucio´n uti-
lizada, aunque puede ser medido a trave´s de herramientas de monitorizacio´n de la plataforma
correspondiente.
El valor de C(Gi) puede ser dividido en coste de comunicacio´n intra-grupal, es decir, comunica-
cio´n debida a los mensajes establecidos por los servidores del grupo Gi y coste de comunicacio´n
inter-grupal, es decir, comunicacio´n debida a los mensajes establecidos entre los servidores de
Gi y cualquier otro servidor de un grupo diferente. En principio, con el uso de los grupos de
almacenamiento se tiende a minimizar este segundo te´rmino:
C(Gi) = Cintra−grupal(Gi) + Cinter−grupal(Gi)
C(Gi) =
∑
j,k
c(Si(j), Si(k)) +
∑
j,k,l 6=i
c(Si(j), Sl(k))
De la expresio´n anterior y de las motivaciones de los grupos de almacenamiento, se suponen las
siguientes premisas:
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• c(Si, Si) = 0
• Se ha de intentar minimizar el segundo te´rmino, es decir: ∑j,k,l 6=i c(Si(j), Sl(k)) → 0.
En el funcionamiento normal del sistema, este te´rmino es despreciable frente al valor de
Cintra−grupal, ya que las operaciones son realizadas dentro de un mismo grupo de alma-
cenamiento. En fases de reajuste de grupos (aplicacio´n de las operaciones mapJoin(),
mapBreak() y mapChange()), es cuando este factor no es despreciable. Pero estas fases
no suelen llevarse a cabo de forma muy frecuente ni intercaladas con las fases de trabajo
normal.
Esfuerzo de paralelizacio´n. Este factor se puede medir como el tiempo de gestio´n de las tareas
paralelas. El tiempo total de trabajo se puede calcular como la suma del tiempo de gestio´n y el
tiempo de trabajo u´til.
Nivel de cooperacio´n. Este factor mide el grado de coordinacio´n que existe entre dos gru-
pos de almacenamiento. Al igual que con la comunicacio´n, existen dos niveles de cooperacio´n:
cooperacio´n interna y cooperacio´n externa.
La cooperacio´n interna es aque´lla que existe dentro de un grupo de almacenamiento y tiene
sentido debido a que dicho grupo no es una entidad ato´mica, sino que esta´ formado por un
conjunto de MAS (ve´ase seccio´n 5.5). Por tanto, si denominamos ²G(Gi) al nivel de cooperacio´n
interna de un grupo de almacenamiento Gi, se cumple que:
²G(Gi) =
∑
j
ζM (j)
donde ζM (j) mide el nivel de cooperacio´n del sistema multiagente j.
Denotaremos ζG(Gi, Gj) al nivel de cooperacio´n externa entre dos grupos de almacenamiento
Gi y Gj . De este modo, se cumple que:
ζG(Gi, Gj , T ) =
∑
j
θM (i, j)
donde θM (i, j) mide el nivel de cooperacio´n entre dos sistemas multiagente i y j.
Capacidad de almacenamiento de un grupo de almacenamiento: Este para´metro es
utilizado para medir la capacidad sobrante de un determinado grupo de almacenamiento. Este
factor puede ser u´til para determinados procesos, uno de los cuales es el ca´lculo de la seleccio´n
del grupo de almacenamiento sobre el cual se va a realizar la redistribucio´n de ficheros, tal y
como se describe en la seccio´n 7.4.8. La capacidad de un grupo de almacenamiento Gr se denota
como Pr y es igual a la suma de las capacidades de todos los servidores que forman parte del
mismo. Al igual que el para´metro “carga de un grupo de almacenamiento”, la capacidad de
almacenamiento de un grupo es dependiente del tiempo. Por tanto, se cumple que:
Pr(t) =
∑
j
pr(j)(t)
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donde pr(j)(t) corresponde a la capacidad de almacenamiento sobrante del servidor Sr(j) en el
instante t.
Un para´metro relacionado con e´ste u´ltimo es la capacidad total de un grupo de almacenamiento
Gr, que denominaremos PTr y que es igual a la suma de las capacidades totales de cada uno de
los servidores que posee (ptr(j)). Por tanto, la relacio´n existente entre la carga de un grupo de
almacenamiento y su capacidad de almacenamiento viene dada por la siguiente expresio´n:
Lr(t) = PTr(t)− Pt
7.7. Polı´ticas de agrupacio´n
De cara a construir la relacio´n de agrupacio´n nos vamos a basar en diferentes pol´ıticas, a fin
de poder implementar distintos algoritmos de planificacio´n para la construccio´n de los grupos de
almacenamiento.
La relacio´n de agrupacio´n es conocida por el cliente MAPFS, es decir, el cliente es consciente de la
relacio´n existente entre los grupos de almacenamiento y los servidores. De hecho, es en la parte cliente
donde esta´ almacenada la matriz de relacio´n principal y donde se puede modificar (ve´ase 9.5).
Por otro lado, es posible tener replicados ficheros entre diferentes grupos de almacenamiento, por
motivos de tolerancia a fallos o equilibrado de carga. En ese caso, sera´ necesario llevar a cabo una
planificacio´n que se encargara´ de decidir a que´ grupo de almacenamiento se env´ıa la operacio´n de E/S
correspondiente a un fichero. Adema´s, se puede llevar a cabo una migracio´n de los ficheros a cada
grupo de almacenamiento por los mismos motivos.
Por tanto, existen tres para´metros configurables, cuya relacio´n sera´ necesario optimizar mediante
el uso de diferentes pol´ıticas, a saber:
Relacio´n de agrupacio´n, es decir, la asociacio´n entre los servidores y los grupos de almacena-
miento.
Asociacio´n entre los ficheros y grupos de almacenamiento.
Replicacio´n de los ficheros entre diferentes grupos de almacenamiento.
En este trabajo se definen un conjunto de pol´ıticas ba´sicas para construir la relacio´n de agrupacio´n
principal. No obstante, el sistema puede ser extendido con la adicio´n de nuevas pol´ıticas. Las pol´ıticas
ba´sicas se describen a continuacio´n.
7.7.1. Agrupacio´n por contenido
Los ficheros se distribuyen entre los diferentes servidores de almacenamiento de que disponga el
sistema. La distribucio´n de la carga de los servidores puede llevarse a cabo de forma dina´mica. Es
lo´gico agrupar a los servidores por su contenido, es decir, por los ficheros que albergan. De este modo,
si se optimizan las operaciones por grupo de almacenamiento, se consigue optimizar el acceso a los
ficheros. Esta es la pol´ıtica que se utiliza por defecto.
No obstante, tal y como esta´n definidos los grupos de almacenamiento, esta pol´ıtica no permite la
replicacio´n de ficheros entre distintos grupos de almacenamiento, porque la relacio´n de agrupacio´n se
basa precisamente en el contenido de los servidores. Para eliminar esta restriccio´n podemos hacer uso
de otro tipo de grupo de almacenamiento, denominado grupo de replicacio´n.
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Definicio´n 18 Denominamos grupo de replicacio´n de un grupo principal o invisible Gx en otro grupo
principal o invisible Gy a un grupo invisible Gz, utilizado para almacenar una copia de los ficheros
del grupo Gx en los servidores del grupo Gy. Por tanto, se cumple que:
fileu ∈ Sv ∧ Sv ∈ Gx ⇐⇒ fileu ∈ Sw/Sw ∈ Gz
Sv ∈ Gy ⇐⇒ Sv ∈ Gz
El grupo de replicacio´n Gz es un grupo invisible del grupo principal Gy.
Si redefinimos la pol´ıtica de agrupacio´n por contenido de los servidores de tal forma que se refiera
so´lo a grupos principales, podemos implementar la replicacio´n a trave´s del uso de los grupos de
replicacio´n. E´stos u´ltimos no modifican las propiedades de los grupos de almacenamiento principales,
que siguen teniendo una misma relacio´n de agrupacio´n principal, ya que se trata de grupos invisibles.
Adema´s por este motivo, la replicacio´n se gestiona de forma transparente a las aplicaciones. De este
modo, si queremos replicar ficheros de un grupo de almacenamiento en otro grupo de almacenamiento
diferente, crearemos un nuevo grupo de replicacio´n que contiene todos los servidores de este u´ltimo.
A continuacio´n se copiara´n los ficheros del primero en el grupo de replicacio´n.
Un grupo de replicacio´n esta´ asociado a dos grupos de almacenamiento diferentes, el grupo con el
que comparte los servidores y el grupo con el que comparte los ficheros. Al primero de los grupos se le
denomina grupo proveedor de servidores y al segundo grupo proveedor de ficheros. A ambos
grupos se les denomina grupos proveedores de un determinado grupo de almacenamiento.
Definicio´n 19 Un grupo de almacenamiento Gx se denomina grupo proveedor de servidores de un
grupo Gy sii Gy es grupo de replicacio´n de otro grupo Gz en el grupo Gx.
Definicio´n 20 Un grupo de almacenamiento Gx se denomina grupo proveedor de ficheros de un grupo
Gy sii Gy es grupo de replicacio´n de Gy en otro grupo Gz.
Las operaciones realizadas sobre los grupos proveedores pueden implicar cambios en el grupo de
replicacio´n asociado. La forma en que se deben realizar estos cambios se muestra a continuacio´n:
Si el grupo proveedor de servidores de un grupo Gx modifica su conjunto de servidores, e´ste
u´ltimo debe modificar su topolog´ıa de forma ana´loga.
Si el grupo proveedor de ficheros de un grupo Gx modifica alguno de sus ficheros, e´ste u´ltimo
debe modificar sus correspondientes ficheros de forma ana´loga.
La modificacio´n de ficheros de un grupo proveedor de servidores no afecta al grupo de replicacio´n
asociado.
La modificacio´n de la topolog´ıa de un grupo proveedor de ficheros no afecta al grupo de repli-
cacio´n asociado.
Respecto a la modelizacio´n de los grupos de replicacio´n, la particio´n reticular de los servidores
mantiene su estructura. El u´nico cambio que sufre esta estructura es la adicio´n del grupo de replicacio´n
entre el grupo proveedor de servidores y el grupo que se encuentra inmediatamente por debajo en el
diagrama de Hasse8. La relacio´n de pertenencia grupal se mantiene exactamente igual.
Ejemplo 4
8El grupo proveedor de ficheros no se utiliza para calcular la particio´n reticular
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Por otro lado, hay que analizar cua´l es el comportamiento de la operacio´n de defragmentacio´n
mapGroupDefrag() frente a los grupos de replicacio´n. Al ejecutar esta operacio´n, los grupos de re-
plicacio´n son los u´nicos grupos invisibles que no se eliminan, ya que su objetivo es dar soporte a la
replicacio´n de ficheros. Por tanto, es necesario distinguir entre grupos de replicacio´n y grupos invisibles
en general, de forma que cuando se lleve a cabo la operacio´n de defragmentacio´n, so´lo se eliminen
aquellos grupos secundarios que no sean adema´s grupos de replicacio´n.
La pol´ıtica de agrupacio´n por contenido permite modificar la relacio´n de agrupacio´n de forma
dina´mica, siempre que la plataforma distribuida subyacente permita cambiar los ficheros de ubicacio´n
f´ısica dina´micamente.
7.7.2. Agrupacio´n por topologı´a
Utilizando esta pol´ıtica, los servidores se agrupan segu´n la topolog´ıa de la red. De este modo,
la relacio´n de agrupacio´n se construye en base a la distribucio´n f´ısica de los servidores. Una posible
opcio´n es agrupar los servidores por cercan´ıa. Esta pol´ıtica permite optimizar las peticiones a un grupo
de almacenamiento, basa´ndose en que los mensajes enviados a trave´s de la red a servidores cercanos
entre s´ı, tendra´n una latencia similar.
Otra ventaja de esta pol´ıtica es que el sistema multiagente asociado a cada grupo de almacena-
miento puede adaptarse perfectamente a e´ste, debido a la capacidad de los sistemas multiagente de
situarse en una determinada topolog´ıa. Por tanto, el sistema multiagente puede compartir la estruc-
tura del correspondiente grupo de almacenamiento, mejorando el tiempo de comunicacio´n existente
entre los agentes del mismo.
No obstante, esta pol´ıtica tiene como desventaja el hecho de que establece la relacio´n de agrupacio´n
de forma esta´tica. Si se desea modificar la relacio´n de agrupacio´n, es necesario cambiar la topolog´ıa
de la red y a continuacio´n utilizar las operaciones mapJoin(), mapChange() y mapDelete() para
establecer las nuevas relaciones existentes entre servidores y grupos de almacenamiento.
7.7.3. Agrupacio´n por similitud
Esta pol´ıtica permite agrupar los servidores por similitud. La similitud se mide evaluando las
caracter´ısticas te´cnicas de los servidores. Esta pol´ıtica permite optimizar las peticiones a un grupo de
almacenamiento, basa´ndose en el hecho de que todos los servidores que forman dicho grupo tienen
una capacidad de procesamiento similar.
Al igual que la pol´ıtica anterior, esta pol´ıtica establece los grupos de forma esta´tica y basa´ndose
en aspectos ajenos a la informacio´n almacenada. No obstante, tanto esta pol´ıtica como la anterior
permiten el uso de prioridades en la asignacio´n de ficheros a los distintos grupos, de forma que se
fomente el uso de los grupos de almacenamiento con un valor de prioridad ma´s alto. De este modo, si
asignamos a los grupos de almacenamiento con una topolog´ıa ma´s adecuada o caracter´ısticas te´cnicas
mejores, valores ma´s altos de prioridad, favoreceremos el uso de este tipo de grupos, que con seguridad
ofrecera´n un mejor rendimiento.
7.7.4. Relacio´n entre polı´ticas y para´metros de agrupacio´n
Esta seccio´n muestra co´mo afectan las diferentes pol´ıticas utilizadas para la construccio´n de la
relacio´n de agrupacio´n a los para´metros de agrupacio´n.
Dependiendo del tipo de pol´ıtica que se defina, los para´metros se pueden interpretar de distintas
formas, a saber:
Si la pol´ıtica utilizada es “agrupacio´n por contenido”, el significado de los para´metros es el
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siguiente:
factor de agrupacio´n: se trata del nivel de agrupacio´n que tienen los servidores, teniendo en
cuenta que los grupos esta´n formados por servidores que comparten ficheros. Si el factor de
agrupacio´n es alto implica que existe una pequen˜a cantidad de grupos de almacenamiento o
un u´nico grupo de almacenamiento. En este u´ltimo caso, todos los ficheros esta´n distribuidos
entre todos los servidores, esto es:
filex ∈ Si ∀i ∈ 1, . . . , n
No obstante, puede darse el mismo caso si se da el proceso de “encadenamiento” de ficheros,
es decir:
∃ un conjunto de ficheros filei/i ∈ 1, . . . , n tal que:
file1 ∈ S1 ∧ file2 ∈ S1
file2 ∈ S2 ∧ file3 ∈ S2
file3 ∈ S3 ∧ file4 ∈ S3
. . .
file(n−2) ∈ Sn−2 ∧ file(n−1) ∈ S(n−2)
file(n−1) ∈ S(n−1) ∧ filen ∈ S(n−1)
filen ∈ Sn
Si el factor de agrupacio´n es bajo implica que existe una gran cantidad de grupos de
almacenamiento y, por tanto, no existe una interseccio´n entre los ficheros de cada servidor.
nivel de homogeneidad de agrupacio´n: este para´metro mide la forma en que se distribuye
la relacio´n de agrupacio´n. Si el nivel de homogeneidad de agrupacio´n es alto implica que los
grupos de almacenamiento tienen una distribucio´n similar en cuanto a nu´mero de servidores.
En este caso, la comparticio´n de ficheros es homoge´nea entre los diferentes servidores. Por
el contrario, si el nivel de homogeneidad de agrupacio´n es bajo implica que la distribucio´n
de los ficheros no es homoge´nea.
nivel de homogeneidad de carga: El nivel de homogeneidad de carga es un concepto similar
al anterior, pero tiene en cuenta que los servidores pueden tener diferente carga. Si el nivel
de homogeneidad de carga es alto implica que los grupos de almacenamiento tienen una
distribucio´n similar de carga y, por tanto, si el acceso a los ficheros es similar, la eficiencia
sera´ mayor y el tiempo de acceso a los ficheros sera´ o´ptimo. Por el contrario, si el nivel de
homogeneidad de carga es bajo y el acceso a los ficheros es similar, algunos servidores sera´n
“cuello de botella” del sistema.
Si la pol´ıtica utilizada es “agrupacio´n por topolog´ıa”, el significado de los para´metros es el
siguiente:
factor de agrupacio´n: se trata del nivel de agrupacio´n que tienen los servidores, teniendo en
cuenta que los grupos esta´n formados por servidores dispuestos en una misma topolog´ıa. Si
el factor de agrupacio´n es alto implica que todos los servidores se encuentran en un mismo
tramo de una red f´ısica y que las latencias de los mensajes enviados son similares. Por el
contrario, una red con servidores situados en diferentes tramos f´ısicos conduce a un valor
muy bajo de este para´metro.
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nivel de homogeneidad de agrupacio´n: Si el nivel de homogeneidad de agrupacio´n es alto
implica que los grupos de almacenamiento tienen una distribucio´n similar en cuanto a
nu´mero de servidores. En este caso, la distribucio´n f´ısica de los servidores es homoge´nea. Por
el contrario, si el nivel de homogeneidad de agrupacio´n es bajo implica que la distribucio´n
f´ısica de los servidores no es homoge´nea.
nivel de homogeneidad de carga: A diferencia del anterior concepto, e´ste tiene en cuenta
la carga de los diferentes servidores. Si el nivel de homogeneidad de carga es alto implica
que los grupos de almacenamiento tienen una distribucio´n similar de carga y, por tanto,
el tra´fico en la red tendra´ una distribucio´n homoge´nea y el servidor de ficheros dara´ un
servicio eficiente. Por el contrario, si el nivel de homogeneidad de carga es bajo algunos
tramos de la red estara´n ma´s cargados que el resto y sera´n “cuello de botella” del sistema.
Si la pol´ıtica utilizada es “agrupacio´n por similitud”, el significado de los para´metros es el
siguiente:
factor de agrupacio´n: se trata del nivel de agrupacio´n que tienen los servidores, teniendo en
cuenta que los grupos esta´n formados por servidores que son te´cnicamente similares. En este
caso, el factor de agrupacio´n esta´ intimamente relacionado con las caracter´ısticas te´cnicas
de los equipos utilizados. Si el factor de agrupacio´n es alto implica que todos los servidores
son similares y, por tanto, tienen una capacidad de procesamiento similar. Por el contrario,
un valor muy bajo de este para´metro indica diferencias te´cnicas importantes entre todos los
servidores que constituyen el sistema. En este caso es importante redistribuir las peticiones
dependiendo del nu´mero y caracter´ısticas te´cnicas de los servidores que forman cada grupo
de almacenamiento.
nivel de homogeneidad de agrupacio´n: Si el nivel de homogeneidad de agrupacio´n es alto
implica que los grupos de almacenamiento tienen una distribucio´n similar en cuanto a
nu´mero de servidores. En este caso, hay un nu´mero similar de servidores con diferentes
caracter´ısticas te´cnicas. Por el contrario, si el nivel de homogeneidad de agrupacio´n es bajo
implica que la distribucio´n de los servidores respecto a sus capacidades de procesamiento no
es homoge´nea. En este u´ltimo caso, interesa estudiar de nuevo el nu´mero y caracter´ısticas
te´cnicas de los servidores que forman cada grupo de almacenamiento, a fin de redistribuir
las peticiones.
nivel de homogeneidad de carga: Si el nivel de homogeneidad de carga es alto implica que
los grupos de almacenamiento tienen una distribucio´n similar de carga y, por tanto, la
carga es independiente de la capacidad de procesamiento. Esto puede no interesar en el
caso de que haya muchas diferencias de un grupo a otro. Lo ideal es que los servidores
con mayor carga sean aque´llos con mayor capacidad de procesamiento. Por otro lado, si
el nivel de homogeneidad de carga es bajo, es posible que haya servidores no utilizados y
otros sobrecargados y que, por tanto, constituyan el “cuello de botella” del sistema.
Los restantes para´metros no esta´n relacionados con la pol´ıtica utilizada, sino con las caracter´ısticas
de los servidores y el modelo de cooperacio´n e implementacio´n del sistema de ficheros MAPFS.
7.8. Nombrado de ficheros
Como vimos en la seccio´n 5.4.3, MAPFS utiliza un esquema de nombrado basado en los sistemas de
ficheros tipo UNIX, pero en el caso de MAPFS hay que extender dicho concepto para que permita el
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manejo de grupos de almacenamiento. Ahora que conocemos los grupos de almacenamiento, estamos
en condiciones de especificar esta extensio´n.
En cada uno de los nodos se almacenan los ficheros correspondientes al grupo de almacenamiento
al que pertenecen.
El nombre del fichero es un nombre global, igual para cada uno de los nodos en los que se almacena.
El sistema de directorios tiene la siguiente estructura:
/mapfs/group<id stg group>/<filename>
donde id stg group corresponde al identificador del grupo de almacenamiento y
filename es el nombre del fichero global
Siguiendo esta estructura, se puede utilizar otro concepto ba´sico del sistema de ficheros tipo UNIX,
el montaje. Se puede utilizar como punto de montaje del grupo de almacenamiento <i> cualquier
directorio y como directorio de almacenamiento en el servidor /mapfs/group<i>, de modo que se
monten de forma transparente al usuario cada uno de los directorios /mapfs/group<i< de los nodos
servidores sobre el directorio especificado por el usuario. Las operaciones se realizara´n contra dicho
grupo de almacenamiento.
La figura 7.8 muestra la forma de llevar a cabo el proceso de montaje mediante el uso de grupos de
almacenamiento. La figura representa el proceso, mostrando cada una de las capas de la arquitectura
de MAPFS y estableciendo el orden en el que se llevan a cabo cada uno de los subprocesos.
Como se puede observar en la figura, este proceso esta´ formado por un conjunto de pasos:
1. El cliente MAPFS se encarga de “montar” un determinado grupo de almacenamiento, sobre
el cual va a realizar las operaciones de E/S. Este grupo de almacenamiento se montara´ sobre
un determinado directorio. El directorio donde esta´n almacenados los ficheros MAPFS en los
servidores es mapfs/group<i> para el grupo principal cuyo identificador sea i. La interfaz del
subsistema MAPFS FS proporciona la operacio´n de montaje, que tiene la siguiente estructura:
void mapMount (Mapfs_Group group, char *dir);
2. Para realizar el montaje, se debe acceder a la base de datos de grupos9, que contiene la informa-
cio´n sobre los nodos que forman el grupo de almacenamiento. El sistema multiagente se encarga
de implementar este paso. En el caso de que el fichero este´ almacenado en un grupo principal,
la matriz de agrupacio´n contiene esta informacio´n.
3. Una vez conocida la configuracio´n, se puede acceder a los nodos en los que se distribuye el
fichero.
4. Una vez conocido el nodo, se puede acceder al directorio mapfs/group<i> de dicho servidor.
5. Las operaciones de E/S se realizan de forma transparente al usuario sobre los ficheros almace-
nados en los nodos servidores. Dependiendo de la funcio´n de distribucio´n utilizada, los datos
se distribuyen de distinto modo entre los nodos existentes en dicho grupo de almacenamiento
(ve´ase seccio´n 7.9.
Esta es la operativa para los grupos de almacenamiento principales. Para los grupos secundarios y
de replicacio´n el nombrado es diferente. A los grupos secundarios se les an˜ade el sufijo “ s” y el nu´mero
9Se describe en la seccio´n 9.5.1
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Figura 7.8: Proceso de montaje en MAPFS
del grupo secundario, de forma que los ficheros pertenecientes al grupo secundario nu´mero 3 del grupo
principal 2 se almacenan en la ruta /mapfs/group<2> s3 de cada uno de los servidores. De forma
ana´loga, a los grupos de replicacio´n se les an˜ade el sufijo “ r” y el nu´mero de grupo de replicacio´n,
de tal forma que los ficheros pertenecientes al grupo de replicacio´n nu´mero 1 del grupo principal 3
se almacenan en la ruta /mapfs/group<3> r1. El proceso de montaje es ana´logo al de los grupos
principales, salvo que no se utiliza la matriz de agrupacio´n para obtener los nodos correspondientes.
De este modo, pueden existir ficheros con el mismo nombre en distintos grupos de almacenamiento.
El nombrado es transparente al usuario. La aplicacio´n de usuario so´lo debe especificar el punto de
montaje. A trave´s de las tablas de la base de datos de grupos se puede conocer si el fichero se encuentra
en un grupo principal o en un grupo secundario. De forma transparente, tambie´n se puede acceder a
posibles re´plicas en otros grupos de almacenamientos.
Por u´ltimo, cuando un cliente no vaya a utilizar un determinado grupo de almacenamiento, es
conveniente que realice una operacio´n que “desmonte” el grupo de almacenamiento. Esta operacio´n
tiene el siguiente formato:
void mapUmount (char *dir);
Despue´s de llevar a cabo esta operacio´n, el directorio dir no estara´ asociado al grupo de almace-
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namiento correspondiente.
Las ventajas que ofrece el montaje de ficheros MAPFS son principalmente dos:
1. Permite ocultar el uso de grupos de almacenamiento. Una vez montado el grupo, las aplicaciones
acceden a los ficheros pertenecientes a dicho grupo a trave´s del punto de montaje.
2. Homogeneidad con otros sistemas de ficheros, como el de UNIX, que utilizan el montaje para
acceder a diferentes dispositivos del sistema.
7.9. Funciones de distribucio´n
Las funciones de distribucio´n determinan co´mo distribuir la informacio´n a trave´s de los distintos
nodos que forman un grupo de almacenamiento. La distribucio´n de los datos proporciona la capacidad
al sistema para realizar las operaciones de E/S de una forma paralela. Por este motivo, la distribucio´n
y, por extensio´n, las funciones de distribucio´n toman un papel fundamental en MAPFS.
Una funcio´n de distribucio´n asocia un determinado offset o desplazamiento de la informacio´n con
un nodo en el grupo de almacenamiento.
Definicio´n 21 Se denomina funcio´n de distribucio´n a una funcio´n fdG(Gx, file, offset) = (Sy, Oy),
donde:
Gx: Identificador del grupo de almacenamiento en el cual se va a realizar la distribucio´n.
file: Nombre del fichero al que se va a acceder.
offset: Desplazamiento de la informacio´n.
Sy: Identificador del nodo al que corresponde dicho desplazamiento.
Oy: Desplazamiento de la informacio´n correspondiente al nodo.
De cara a optimizar el rendimiento global del sistema, el criterio que se suele utilizar para definir
diferentes funciones de distribucio´n es maximizar la distribucio´n para favorecer el paralelismo en las
operaciones de acceso a los datos. Es por ello que la funcio´n round-robin, que permite distribuir los da-
tos de una forma circular, dependiendo del taman˜o de bloque elegido, puede proporcionar unos buenos
para´metros de distribucio´n. La eleccio´n del taman˜o de bloque es un aspecto clave en el rendimiento
de esta funcio´n de distribucio´n, ya que si seleccionamos un taman˜o de bloque pequen˜o lograremos
maximizar la distribucio´n entre los nodos, pero se incrementara´ el nu´mero de operaciones de E/S, ya
que los datos esta´n ma´s fragmentados entre los diferentes nodos. Por otro lado, si elegimos un taman˜o
de bloque grande, los datos pueden no distribuirse homoge´neamente entre los servidores10 (a no ser
que el taman˜o del fichero sea un mu´ltiplo del taman˜o de bloque), pero se decrementara´ el nu´mero de
operaciones de E/S. Por tanto, es necesario llegar a un compromiso entre ambas opciones. Adema´s,
dependiendo del taman˜o de los ficheros utilizados por el sistema, la eleccio´n del taman˜o de bloque
tambie´n puede variar.
De este modo, y de una forma operativa, en el caso de utilizar round-robin, los para´metros que nos
interesa calcular a la hora de llevar a cabo la distribucio´n en un grupo de almacenamiento compuesto
por servidores vac´ıos a partir de los datos proporcionados por el usuario a las operaciones de E/S son:
Nodo o nodos en el que debe almacenarse/obtenerse la informacio´n. Para ello se utiliza el nodo
inicial, descrito en la seccio´n 7.4.2. Una vez almacenados los datos en este nodo inicial, el resto
se almacena de forma circular.
10desequilibrando el nivel de homogeneidad de carga
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Figura 7.9: Distribucio´n de los datos en el sistema de ficheros MAFPS
Bloque absoluto: Se trata del bloque de un fichero visto de una forma global, del fichero completo,
es decir, como si no se hubiera distribuido.
Bloque horizontal: Se trata del concepto de bloque desde el punto de vista de la distribucio´n
horizontal del mismo sobre los diferentes nodos.
Offset vertical: Se trata del desplazamiento de un fichero visto desde el punto de vista de un
nodo. Se calcula a partir del offset global11.
La figura 7.9 muestra el proceso de distribucio´n suponiendo que en un determinado grupo de
almacenamiento tenemos tres servidores y que el nodo inicial es el nodo 0. El esquema ser´ıa equivalente
en caso de que el nodo inicial fuera diferente, salvo que los bloques se mostrar´ıan desplazados respecto
al nodo inicial.
Las expresiones que permiten calcular los para´metros anteriores se enuncian a continuacio´n y
requieren conocer el taman˜o del bloque del sistema (tBloque), el nu´mero de servidores del grupo de
almacenamiento (N SERV) y el offset global (que de forma simplificada denominaremos offset) a partir
del cual se realizara la operacio´n de E/S.
Nodo (nodo): El nodo inicial a partir del cual se van a distribuir o esta´n distribuidos los datos
de un determinado fichero se calcula a partir de un algoritmo que tiene como salida dicha
11El offset global es proporcionado a trave´s de las primitivas del sistema de ficheros
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informacio´n y que esta´ descrito en la seccio´n 7.4.2. Los datos se van distribuyendo en un orden
circular a trave´s de los nodos del grupo de almacenamiento. Por tanto:
nodo = (nodo anterior+1)%N SERV
donde % representa la operacio´n mo´dulo. A esta funcio´n de distribucio´n se le denomina
round-robin, por analog´ıa con el algoritmo de planificacio´n con el mismo nombre [Tan87], [Dei87].
Se puede utilizar cualquier otra funcio´n de distribucio´n. Este tipo de funciones junto con las
pol´ıticas a la hora de crear los grupos de almacenamiento son configurables y van a condicionar
el rendimiento del sistema (ve´ase secciones 7.7 y 7.9).
Bloque absoluto (bAbsoluto): Determinar el bloque absoluto consiste en calcular el nu´mero de
orden que ocupa el bloque que contiene el dato representado por offset en el fichero global o
completo. Por tanto:
bAbsoluto = offset/tBloque
Bloque horizontal: (bHorizontal) Determinar el bloque horizontal consiste en calcular el nu´me-
ro de orden que ocupa el bloque que contiene el dato representado por offset respecto a la
distribucio´n horizontal del fichero a trave´s de los nodos. Por tanto:
bHorizontal = bAbsoluto/N SERV
Offset vertical (oVertical): El offset vertical representa el desplazamiento de un dato a trave´s de
un u´nico nodo. Por tanto:
oVertical = (bHorizontal ∗ tBloque) + offset%tBloque
Conociendo el nodo y el offset vertical, conocemos el lugar exacto donde se ubica un determinado
dato que se desea leer o escribir.
Por tanto, la funcio´n de distribucio´n round-robin se puede definir:
fdRRG(Gx, file, offset) = (Sy, Oy)
fdRRG = ((beginningNode(file, StorageCapList) + (offset/tBloque))%N SERV, oVertical )
considerando que los nodos del grupo de almacenamiento se numeran desde el 0 hasta N SERV.
Como podemos ver, la eleccio´n del taman˜o de bloque (tBloque) condiciona la distribucio´n round-
robin.
El sistema MAPFS permite la definicio´n de otras funciones de distribucio´n diferentes, las cuales
sera´n utilizadas por las operaciones de E/S a la hora de acceder a la informacio´n.
7.10. Trabajos relacionados
Existen algunos sistemas de ficheros que tienen conceptos similares a los grupos de almacenamien-
to de MAPFS. En concreto, el sistema de ficheros xFS utiliza el concepto de stripe group para
definir subconjuntos de servidores de almacenamiento. Por su parte, GFS denomina NSP (Network
Storage Pool) a una coleccio´n de dispositivos compartidos f´ısicamente. A continuacio´n se describen las
diferencias y analog´ıas de cada una de estas propuestas con la de MAPFS.
ARQUITECTURA MULTIAGENTE PARA E/S DE ALTO RENDIMIENTO EN CLUSTERS Mar´ıa de los Santos Pe´rez Herna´ndez
7.10. TRABAJOS RELACIONADOS 145
7.10.1. Stripe group en XFS
En xFS, un stripe group es un conjunto de servidores de almacenamiento. xFS distribuye los datos
a trave´s de los discos de los servidores de almacenamiento, implementando un RAID software. Adema´s
utiliza un sistema de striping, basado en logs, de forma ana´loga al sistema Zebra. Los stripe groups
tienen como funcionalidad ba´sica eliminar el problema de la escalabilidad, que surge cuando el stripe
abarca a un gran nu´mero de discos. Llevando a cabo esta agrupacio´n, es posible realizar el proceso
de distribucio´n sin que el rendimiento se vea decrementado. De hecho, Zebra, que no utiliza estas
agrupaciones, queda limitado precisamente por un nu´mero ma´ximo de servidores que puede utilizar de
una forma eficiente. Al igual que en MAPFS, xFS permite llevar a cabo una reconfiguracio´n dina´mica,
cuando un nodo deja de funcionar o se une a xFS. Para gestionar el funcionamiento de los stripe
groups, xFS utiliza una estructura denominada stripe group map, que recoge informacio´n sobre cada
stripe group. De cara a permitir la reconfiguracio´n, xFS distingue dos tipos de grupos, grupos actuales
y grupos obsoletos. Cuando un servidor de almacenamiento entra o deja de formar parte del sistema,
xFS cambia el map, de forma que cada servidor activo pertenezca exactamente a uno de los grupos de
almacenamiento actuales. Si esta reconfiguracio´n cambia la membres´ıa de un grupo concreto, xFS no
borra la antigua entrada del grupo. En su lugar, marca dicha entrada como “obsoleta”. Los clientes
so´lo escriben sobre grupos actuales, aunque pueden leer tanto de grupos actuales como obsoletos.
De este modo, no se hace una transferencia de datos de los grupos obsoletos a los grupos actuales,
evitando degradar el funcionamiento del sistema. En los sistemas basados en logs, existe un proceso
que se encarga de ir eliminando las entradas obsoletas. En este caso, un proceso cleaner es el encargado
de transferir los datos desde los grupos obsoletos a los grupos actuales a trave´s del tiempo. Cuando
este proceso termina de mover el u´ltimo dato de un grupo obsoleto, xFS elimina su entrada del stripe
group map.
Por tanto, las similitudes existentes entre los stripe groups de xFS y los grupos de almacenamiento
de MAPFS son:
1. Ambos sistemas permiten una reconfiguracio´n dina´mica. El concepto de grupo actual de xFS
equivale a grupo principal de MAPFS y el de grupo obsoleto a grupo secundario de MAPFS.
2. La estructura stripe group map es equivalente a la base de datos de grupos de MAPFS.
Por su parte, las diferencias entre ambas propuestas son:
1. xFS implementa los stripe groups para poder llevar a cabo RAID sobre un gran nu´mero de discos,
sin afectar al rendimiento, tal y como se propone para sistemas de RAID grandes [CLG+94].
MAPFS permite la definicio´n de diferentes pol´ıticas de agrupacio´n, en funcio´n de los para´metros
que se deseen optimizar.
2. Los grupos de almacenamiento de MAPFS constituyen un formalismo, que se basa en conceptos
matema´ticos tales como la particio´n y los ret´ıculos.
3. Los grupos obsoletos de xFS son grupos de so´lo lectura, frente a los grupos secundarios, que son
de lectura y escritura. Esto es debido al mecanismo de log utilizado por xFS.
4. La eliminacio´n de grupos obsoletos en xFS se realiza a trave´s del cleaner, proceso utilizado en
xFS de forma gene´rica, frente a la eliminacio´n de grupos secundarios en MAPFS, que tiene que
realizarse de forma expl´ıcita a trave´s de la operacio´n de defragmentacio´n.
5. MAPFS permite la replicacio´n de los ficheros mediante el uso de grupos de almacenamiento de
replicacio´n.
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7.10.2. NSP en GFS
En GFS, se denominan NSP o pools a las colecciones de dispositivos f´ısicamente compartidos.
Los subpools permiten particionar los NSP de acuerdo a los atributos o caracter´ısticas de dichos
dispositivos. Estas caracter´ısticas corresponden a la latencia y al ancho de banda de los mismos.
Un subpool de dispositivos de alto ancho de banda contiene dispositivos conectados a los clientes a
trave´s de uno o ma´s enlaces que permiten proporcionar esta caracter´ıstica. Por su parte, un subpool
de baja latencia esta´ formado por dispositivos de estado so´lido. Una implementacio´n de GFS puede
explotar diferentes caracter´ısticas de rendimiento, utilizando diferentes subpools. Por ejemplo, puede
situar ficheros frecuentemente referenciados en subpools de baja latencia y grandes ficheros en subpools
de alto ancho de banda. Colocando datos y metainformacio´n en diferentes subpools puede tambie´n
incrementar el rendimiento de las operaciones de E/S, colocando, por ejemplo, la metainformacio´n en
subpools de baja latencia y los datos reales de los ficheros en subpools de alto ancho de banda.
Por otro lado, se define en GFS los grupos de recursos o RG (Resource Groups). Los RG distribuyen
los recursos del sistema de ficheros a trave´s de un NSP. Pueden existir mu´ltiples RG por dispositivo.
Los RG facilitan la colocacio´n de los ficheros en los diferentes subpools.
Usuarios avanzados o determinadas aplicaciones pueden explotar el paralelismo transferiendo fi-
cheros entre los RG. La migracio´n de ficheros permite repartir la carga entre los diferentes dispositivos.
Los datos y la metainformacio´n pueden proyectarse sobre mu´ltiples grupos de recursos y subpools.
Por tanto, las similitudes existentes entre los pools de GFS y los grupos de almacenamiento de
MAPFS son:
1. La pol´ıtica de agrupacio´n por similitud es ana´loga a la forma en que se dividen los NSP en
subpools.
2. Ambas propuestas permiten realizar una migracio´n de los ficheros, a fin de equilibrar la carga
del sistema global.
Por u´ltimo, las diferencias entre ambas te´cnicas son:
1. Los grupos de almacenamiento MAPFS permiten agrupar servidores de almacenamiento, frente
a los pools, que consisten en agrupaciones de dispositivos f´ısicos.
2. Los grupos de almacenamiento permiten definir distintas pol´ıticas de agrupacio´n.
3. Los datos se proyectan sobre un u´nico grupo de almacenamiento principal o secundario, aunque
es posible tenerlos replicado en los grupos de replicacio´n.
4. En GFS no se define una reconfiguracio´n dina´mica de los grupos.
7.11. Resumen
Este cap´ıtulo ha descrito el concepto de grupo de almacenamiento, enumerando las ventajas que
ofrece y describiendo las caracter´ısticas del mismo.
Esta seccio´n muestra co´mo la introduccio´n de los grupos de almacenamiento permite dotar al
sistema de las caracter´ısticas que se enumeraban en la introduccio´n del cap´ıtulo, a saber:
1. Abstraccio´n lo´gica del concepto de servidor: Los grupos de almacenamiento permiten
abstraer de forma lo´gica el concepto de servidor, ya que en el sistema de ficheros MAPFS las
operaciones referencian a los grupos de almacenamiento en lugar de referenciar a los nodos y e´stos
simplemente quedan como concepto intermedio entre los ficheros y los grupos de almacenamiento.
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2. Gestio´n dina´mica de los servidores: El sistema permite gestionar de forma dina´mica los
nodos dentro de los grupos de almacenamiento, a trave´s de operaciones tales como la unio´n de un
servidor a un grupo de almacenamiento, unio´n de dos grupos de almacenamiento o eliminacio´n
de un nodo de un grupo de almacenamiento.
3. Eficiencia de las operaciones de almacenamiento: El uso de diferentes pol´ıticas para
optimizar los grupos de almacenamiento hace que el acceso a los mismos se realice de una forma
ma´s eficiente.
4. Reparto de carga: Debido a la facilidad que ofrecen los grupos de almacenamiento para
calcular la carga de un determinado grupo, se puede hacer un equilibrado de la carga para
permitir que el uso del sistema sea ma´s eficiente.
5. Migracio´n transparente: Las operaciones de grupos permiten migrar la informacio´n entre
distintos grupos de almacenamiento, siguiendo determinados criterios basados en el ca´lculo de
para´metros.
Por tanto, el uso integrado de los grupos de almacenamiento y el sistema de ficheros MAPFS
proporciona mayor flexibilidad, rendimiento y funcionalidad a las operaciones de E/S. Y deducimos
que la solucio´n dada por los grupos de almacenamiento ofrece la caracter´ıstica de sinergia, que guio´ la
bu´squeda en este cap´ıtulo.
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Capı´tulo 8
Optimizaciones de MAPFS
8.1. Introduccio´n
El sistema MAPFS proporciona una interfaz que permite realizar E/S colectiva. No obstante, esto
no es suficiente para adaptar las necesidades de las aplicaciones al sistema de almacenamiento que le
da soporte.
Los modelos de E/S dentro del sistema MAPFS surgen como respuesta a los siguientes problemas:
Las aplicaciones tienen diferentes patrones de acceso a los datos, dependientes del dominio de
la propia aplicacio´n.
La informacio´n adicional que permite optimizar el rendimiento de acceso a los datos es tambie´n
dependiente de la aplicacio´n.
La mayor´ıa de los patrones de acceso estudiados corresponden a aplicaciones cient´ıficas. De he-
cho, se han llevado a cabo una gran cantidad de estudios sobre cargas de trabajo de E/S cient´ıfi-
cas, tanto en entornos paralelos como secuenciales, entre los que destacan [Cro89], [MK91b],
[PP93], [Kot93], [CK93], [CHKM93], [GGL93] y [dRC94].
8.2. Optimizaciones de MAPFS
A pesar de que MAPFS puede ser visto como un sistema de ficheros de propo´sito general, se puede
configurar a fin de ajustar su funcionamiento y rendimiento a diferentes patrones de acceso de
E/S. En el entorno de los sistemas de ficheros, los patrones de acceso se utilizan para incrementar el
rendimiento de las operaciones de E/S.
Con el objetivo de optimizar el sistema de E/S, los sistemas de ficheros tienen determinados
para´metros configurables que permiten adaptar la funcionalidad de los mismos a las aplicaciones que
los utilizan. Los principales para´metros de configuracio´n del sistema de ficheros MAPFS son:
Caching y Prefetching de E/S: Los datos procedentes del disco y cuya probabilidad de uso
sea alta son almacenados en memoria cache, de forma que el tiempo de acceso a ellos sea menor.
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Esta te´cnica permite incrementar el rendimiento de las operaciones de E/S. Esta operacio´n se
realiza en MAPFS mediante MAPFS MAS, que como hemos visto, es un subsistema multiagente
independiente. Este subsistema puede configurarse y permite realizar un ajuste del sistema
dependiendo de los patrones de acceso de E/S. Las caracter´ısticas androides de los agentes que
lo forman (inteligencia, proactividad y autonomı´a) permiten reajustar los parametros de caching
y sus pol´ıticas de una forma dina´mica.
Hints: La tarea anterior puede realizarse de una forma ma´s eficiente si se utilizan hints o
pistas sobre los patrones de acceso futuros. Los sistemas de almacenamiento que utilizan hints
permiten mejorar el rendimiento del sistema debido a que proporcionan informacio´n que logra
decrementar los fallos de cache y llevar a cabo un prefetching de los datos que ma´s probablemente
sean utilizados en las proximas ejecuciones. En otras palabras, cuanta mayor informacio´n tenga el
sistema sobre los accesos, menor incertidumbre habra´ a la hora de “adivinar” los accesos futuros
y, por tanto, los resultados del prefetching y caching mejorara´n. Los hints tambie´n permiten
optimizar las operaciones de E/S en combinacio´n con otras te´cnicas diferentes, debido a que se
encargan de proporcionar informacio´n adicional sobre la informacio´n almacenada.
Adema´s de estas caracter´ısticas, como la mayor´ıa de los sistemas de ficheros, MAPFS posee algunas
caracter´ısticas que permiten incrementar el rendimiento y la flexibilidad de las aplicaciones que utilizan
el API de MAPFS. Como se vio´ en la seccio´n 5.4, el API de MAPFS ofrece diferentes alternativas:
accesos no contiguos (tanto en memoria como en el fichero)1, E/S colectiva2, E/S no bloqueante3 y
la posibilidad de comprobar si una operacio´n de lectura o escritura no bloqueante se ha completado4.
Estas caracter´ısticas junto con las anteriores permite que MAPFS se adapte a las necesidades de
diferentes aplicaciones.
La mayor´ıa de los sistemas de ficheros ofrecen transparencia total a las aplicaciones de usuario,
ocultando detalles sobre la distribucio´n o layout de los datos. Algunos sistemas de ficheros tales
como Vesta [CF96], [CFPS93], [CF94] o nCUBE [DdR91], [dR92b], [dR92a] proporcionan un control
expl´ıcito del usuario sobre la forma en que los datos son almacenados, a fin de optimizar los accesos
esperados sobre los datos. La diferencia fundamental que existe entre las optimizaciones de MAPFS
y este tipo de sistemas de ficheros es que MAPFS proporciona una interfaz para que la aplicacio´n de
usuario pueda especificar el acceso a los datos. Para ello, la aplicacio´n debe basarse en la sema´ntica
de uso de dicha informacio´n. Esta diferencia es muy sutil, pero muy importante, ya que permite una
mayor flexibilidad.
A continuacio´n se van a analizar las dos capacidades del sistema MAPFS anteriormente mencio-
nadas.
8.3. Caching de E/S y prefetching
Para utilizar estas caracter´ısticas, es necesario tener una estructura cache, de forma que determi-
nados datos de E/S se almacenen en memoria.
La eficiencia de una cache esta´ determinada en gran medida por la pol´ıtica de reemplazo. Una
pol´ıtica de reemplazo muy utilizada es la pol´ıtica LRU (Least Recently Used). Esta pol´ıtica asume
que los datos utilizados ma´s recientemente (basa´ndose en la localidad temporal5) son probablemente
1por ejemplo, operacio´n mapReadStrided()
2por ejemplo, operacio´n mapReadStridedColl()
3por ejemplo, operacio´n mapIReadStrided()
4por ejemplo, operacio´n mapReadDone()
5La localidad temporal establece que si un elemento ha sido referenciado en un determinado instante, muy proba-
blemente sera´ referenciado en un tiempo cercano
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utilizados nuevamente y, por tanto, cada nuevo acceso a un elemento mueve el mismo a la cola de
la lista de elementos de dicha cache. El elemento que se encuentra al frente de la lista es el primer
candidato a abandonar la misma.
Otras pol´ıticas ampliamente utilizadas son la pol´ıtica FIFO (First In First Out), que reemplaza el
elemento ma´s antiguo o la MRU (Most Recently Used), tambie´n conocida como LIFO, que reemplaza
el elemento ma´s recientemente utilizado.
Frecuentemente se han utilizado histo´ricos para los procesos de caching y prefetching. De hecho,
la pol´ıtica LRU es un tipo espec´ıfico de histo´rico, en el cual la historia consiste en los accesos ma´s
recientes a los datos. En el caso de prefetching, la te´cnica ma´s utilizada es “sequential readahead”, que
consiste en realizar lecturas secuenciales por adelantado, basa´ndose en el hecho de que estas lecturas
sera´n utilizadas en un futuro cercano con una alta probabilidad. Esta te´cnica es utilizada en la mayor´ıa
de los sistemas operativos [FO71], [MJLF84] que explotan la preponderancia de lecturas secuenciales
de ficheros completos [OCH+85], [BHK+91]. No obstante, dicha te´cnica tiene una utilidad limitada
cuando los ficheros son pequen˜os y es incluso contraproducente cuando los patrones de acceso son no
secuenciales.
8.4. Incremento del rendimiento a trave´s del uso de hints
MAPFS utiliza hints en el acceso a los ficheros. Los hints se definen como aquellas estructuras
conocidas y constru´ıdas por el sistema de ficheros y que permiten mejorar el rendimiento de las
rutinas de lectura y escritura.
Los hints se almacenan dentro del map-node definido en la seccio´n 5.4. En MAPFS, los hints se
pueden determinar de dos formas diferentes:
Los hints pueden ser proporcionados por el usuario, es decir, la aplicacio´n de usuario proporciona
al sistema de ficheros la informacio´n necesaria para incrementar el rendimiento de las rutinas de
E/S sobre un determinado fichero.
El subsistema multiagente MAPFS MAS puede construir los hints. De hecho, una de las carac-
ter´ısticas de los agentes es su capacidad de aprendizaje. La creacio´n de hints de forma dina´mica
es posible debido a esta caracter´ıstica. Si se selecciona esta opcio´n, el sistema multiagente debe
estudiar los patrones de acceso de la aplicacio´n correspondiente a fin de construir los hints que
permitan optimizar los procesos de caching y prefetching.
Los hints dependen del patro´n de acceso a los datos de las aplicaciones. A este patro´n o perfil de
acceso le denominaremos esquema de acceso de datos. El ana´lisis de los perfiles de acceso es una
de las estrategias ma´s utilizadas para lograr soluciones de alto rendimiento a problemas de diferentes
dominios. En base a este concepto, se definen los hints como la translaccio´n de los esquemas de acceso
de datos a la estructura de hints del map-node (ve´ase seccio´n 5.4).
Como ejemplo de uso de hints del sistema de ficheros MAPFS, se va a considerar una aplicacio´n
de Data Mining [PPG+02b], que permite obtener patrones de comportamiento de conjuntos de datos
que se almacenan en bases de datos. En este tipo de escenarios, los esquemas de acceso de datos se
basan en estructuras de tipo vector, debido a que las tablas que se utilizan en Data Mining tienen esta
estructura. Las operaciones de lectura y escritura se realizan por filas. De este modo, si un elemento
de la tabla es le´ıdo o escrito, es muy probable que la fila que contiene el elemento sea le´ıda o escrita
en sucesivas ejecuciones. Por tanto, de cara a optimizar las operaciones de lectura y/o escritura, se
puede proceder a almacenar en cache o realizar un prefetching de la fila entera (ve´ase figura 8.1).
Este esquema de acceso puede ser modelado y resuelto a trave´s del particionado de datos MPI-IO
[CFF+95], concretamente a trave´s del uso de un tipo de datos vector.
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Sistema de
almacenamiento
...
...
...
Campo 1 Campo 2 Campo n-1 Campo n
.. ..
Fila 1
Fila 2
Fila j
Fila m-1
Fila m
Campo i
...
...
Copia en
memoria
.. .. Fila j
Campo i
Acceso (i,j) Caching Prefetching/ Datos[(j,0);...;(j,n)]
Figura 8.1: H ints para realizar el caching y prefetching de datos utilizando una estructura tabular
Pero si dos tablas esta´n relacionadas, la regla para construir los hints adecuados es un poco ma´s
complicada, ya que es necesario aplicar la operacio´n join sobre los datos. La figura 8.2 muestra el
resultado de construir los hints para el procesamiento de dos tablas relacionadas por un atributo o
campo.
Si existen ma´s interacciones entre las tablas, las reglas son ma´s complejas. La sema´ntica de las
aplicaciones que utilizan un sistema de Data Mining afecta a los hints del sistema de E/S subyacente.
Por tanto, este u´ltimo sistema debe ser suficientemente flexible para permitir que las aplicaciones
puedan modificar los hints. En este caso, los hints se deben utilizar para optimizar el acceso a la base
de datos, ya que esta operacio´n tiene una alta carga computacional. El caso o´ptimo es aque´l en el que
so´lo se accede a los registros seleccionados.
La mayor´ıa de los accesos a los datos pueden establecerse en base a atributos. En el caso de
aplicaciones de Data Mining, las consultas o queries se basan en los valores de determinados atributos
de la base de datos. En otro tipo de aplicaciones, se puede utilizar metainformacio´n que, como su
propio nombre indica, almacene informacio´n adicional sobre los propios datos, permitiendo acceder de
una forma ma´s eficiente a los mismos. Esta metainformacio´n tambie´n puede estructurarse en base a
atributos. Por tanto, ser´ıa deseable que los hints en MAPFS fueran capaces de almacenar expresiones
regulares sencillas, formadas por operadores booleanos aplicados a dichos atributos. Estas expresiones
permiten clasificar la informacio´n almacenada. En el caso de aplicaciones de Data Mining, permiten
analizar las diferentes tuplas de la base de datos y evaluarlas. Estas expresiones deben cumplir al
menos dos requisitos:
1. Deben ser almacenadas como metainformacio´n asociada a los datos.
2. Deben ser calculadas en poco tiempo, debido a que su objetivo principal es incrementar el
rendimiento del sistema.
Por estos motivos, es necesario almacenar todas estas reglas y expresiones en la estructura de hints
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Sistema de
almacenamiento
Campo 2
..
Copia en
memoria
.. .. Fila r’
Campo j
Caching/Prefetching Datos[Tabla2,(r,j)]
Tabla1 Tabla2
Campo 1 Campo i
..
..
..
..
..
..
..
..
..
Campo n
..
..
..
..
..
..
..
..
..
..
Fila r
.. .. Fila r
Campo i
Fila r’
..
.. ..
..
IF ((Tabla1.Campoi = Tabla2.Campoj) & Acceso(Tabla1,r,i))
Caching/Prefetching Datos[Tabla1,(r,0);...;(r,n)]
Caching/Prefetching Datos[Tabla2,(r,0);...;(r,m)]
Campo 2Campo 1 Campo j Campo m
Figura 8.2: H ints para realizar el caching y prefetching de datos utilizando dos estructuras tabulares
y, por tanto, debe definirse una sintaxis apropiada para este almacenamiento. La pro´xima seccio´n
describe dicha sintaxis.
Como ejemplos de aplicaciones cient´ıficas, se pueden considerar operaciones sobre matrices. Desde
el punto de vista del uso de los hints, la suma de dos matrices es equivalente a la operacio´n sobre dos
estructuras tabulares, representada en la figura 8.2. En este caso, al acceder al primer elemento de
la fila i de la primera matriz, se podr´ıa optimizar la lectura de las matrices si se llevara a cabo un
prefetching de las filas i completas de ambas matrices. El problema aparece cuando una fila no cabe
de forma completa en la cache. En este caso, la regla no es tan obvia. Este ejemplo se analiza en la
seccio´n 8.4.1.
En el caso de la multiplicacio´n de dos matrices, las reglas para realizar un prefetching o´ptimo
tampoco son tan obvias.
Supongamos una operacio´n de multiplicacio´n entre matrices:
A[M,N ] ∗B[N,P ] = C[M,P ]
tal que las matrices esta´n almacenadas por filas en sus respectivos ficheros y son de un taman˜o
considerable, tal que incluso una fila o columna no cabe de forma completa en la cache.
Por otro lado, supongamos un algoritmo de multiplicacio´n tradicional:
Mar´ıa de los Santos Pe´rez Herna´ndez ARQUITECTURA MULTIAGENTE PARA E/S DE ALTO RENDIMIENTO EN CLUSTERS
154 8. Optimizaciones de MAPFS
for (i=0; i<M; i++)
for (j=0; j<P; j++)
for (k=0; k<N; k++)
C[i][j]+=A[i][k]*B[k][j];
A continuacio´n, se analizan las posibles estrategias de prefetching.
8.4.1. Reglas de prefetching sobre la matriz A
Con respecto a la matriz A, en lugar de leer por anticipado la fila correspondiente al elemento
pedido, convienen otras estrategias, debido a los siguientes hechos:
Cada vez que se acaba de trabajar con la fila en curso (cada vez que avanza “i” despue´s de
usar la fila P veces), queda un hueco en el prefetching. En este caso, ser´ıa conveniente pedir por
anticipado elementos de la fila “i+1”.
Es posible que no exista espacio suficiente para almacenar la fila completa en la cache. Luego,
ser´ıa razonable leer anticipadamente so´lo una ventana de K valores, que corresponder´ıan a los
K elementos siguientes al pedido, pero de una forma circular (mo´dulo N), donde K puede venir
determinado por distintos factores, tales como el taman˜o de la cache, la carga del sistema o
incluso puede ser dina´mico.
Segu´n esto, se pueden definir las siguientes reglas:
REGLA 1:
Se puede proponer un prefetching de fila con ventana circular K (mo´dulo N), un ciclo de P
repeticiones por fila, un avance secuencial por filas (y sin ciclo de repeticio´n de matriz). Es decir:
read(A[i, j]) =⇒
Si no estamos en el u´ltimo ciclo (no de veces accedido A[i, j] < P ) :
• Prefetching de A[i, j + 1] a A[i, (j +K)%N ]
Si estamos en el u´ltimo ciclo (==P) =⇒ (avance a siguiente fila):
• Prefetching de los K siguientes elementos tanto de la fila actual,
si quedan, como los primeros de la fila “i+1”, si es necesario y i < M
Consideraciones:
• Dependiendo del taman˜o de la cache y el de la matriz, es posible que en cada ciclo todav´ıa
quede en la cache parte de la fila, pero se parte del supuesto de que hacer un prefetching
de algo que esta´ en cache no implica sobrecarga.
• Si por cada elemento se piden los K siguientes elementos, segu´n se pasa de trabajar con el
elemento A[i, j] al elemento A[i, j + 1], se piden de forma anticipada los mismos que antes
ma´s uno nuevo. Por tanto, ser´ıa conveniente llevar a cabo esta operacio´n de una forma
agrupada, para evitar pedir uno a uno cada elemento nuevo.
REGLA 1 (de otro ejemplo, como la suma de matrices):
Si la matriz A fuera un operando de una suma, el prefetching realizado deber´ıa ser de fila con
ventana K, sin ciclo y con avance secuencial por filas (y sin ciclo de repeticio´n de matriz).
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REGLA 1 (de otro ejemplo diferente):
Para especificar la regla correspondiente a otro ejemplo diferente, supongamos que la matriz A
toma parte en una operacio´n que implica accederla secuencialmente X veces. En este caso ser´ıa
conveniente realizar un prefetching de fila con ventana K, sin ciclo de repeticio´n por fila, con
avance secuencial por filas y con un ciclo de X repeticiones de matriz:
8.4.2. Reglas de prefetching sobre la matriz B
El prefetching sobre la matriz B es ma´s problema´tico, ya que, en el caso de la multiplicacio´n de
matrices, hay que acceder a dicha matriz por columnas, lo que “rompe” la eficiencia, forzando accesos
pequen˜os. En este caso, cabe plantear diferentes estrategias.
Prefetching horizontal:
Cuando se accede al elemento B[i, j], es conveniente traer una pequen˜a ventana K’ de esa
misma fila, correspondientes a los elementos posteriores al pedido, pero siempre con sentido
circular (mo´dulo P). No´tese que estos valores no se usara´n inmediatamente, sino que hay que
esperar hasta que se incremente el ı´ndice “j” del bucle, es decir, que se complete el ca´lculo de
un elemento de C. Por tanto, no es posible que K’ sea muy grande pues, en caso contrario, la
informacio´n no cabr´ıa en la cache.
REGLA 2:
Sobre la matriz B, se puede realizar un prefetching de fila con ventana circular K’ (mo´dulo P),
un ciclo de M repeticiones por fila y sin avance por filas (ni ciclo de repeticio´n de matriz), puesto
que despue´s de los M ciclos, el algoritmo ya habra´ terminado.
Prefetching vertical:
Parece razonable que la solicitud de lectura de B[i, j] cause un prefetching de elementos en esa
columna: B[i+1, j], B[i+2, j], . . . Sobre este prefetching “vertical” (de columna) se pueden hacer
las siguientes consideraciones:
• Aunque la lectura adelantada vertical parece razonable en teor´ıa, puede causar lecturas
pequen˜as obteniendo un mal rendimiento del dispositivo.
• Por otro lado, si se considera que el prefetching es transitivo (ve´ase seccio´n 8.4.3), al dis-
pararse la regla que activa el prefetching de B[i+ 1, j], lo hara´, por transitividad, la regla
anterior (REGLA 2), que pedira´ la ventana K’ en horizontal. Esto mejorara´ el rendimiento
del dispositivo.
Teniendo en cuenta que la columna puede ser ma´s grande que la cache y que no se desea traerla
entera por prefetching, se pueden utilizar las siguientes dos reglas combinadas:
1. El prefetching de fila con ventana K’ segu´n la REGLA 2.
2. La nueva regla correspondiente al prefetching vertical (REGLA 3).
REGLA 3:
Sobre la matriz B, se realizar´ıa un prefetching de columna con ventana K”, sin ciclo de repeticio´n
por columna, con avance secuencial por columnas y con un ciclo de M repeticiones de matriz.
En el caso de que la columna completa no quepa en la cache, desaparece el efecto positivo de
la REGLA 2 ya que lo que se trae anticipadamente en horizontal es expulsado. Por tanto, K’
deber´ıa ser igual a 0.
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8.4.3. Prefetching transitivo o inducido
Una regla de prefetching permite realizar un prefetching de datos “probablemente referenciados”
en la pro´xima lectura. Esta regla de prefetching esta´ asociada a un determinado bloque de datos. En
el caso de la multiplicacio´n de matrices, esta´ asociada a un elemento o un conjunto de elementos. Si
permitimos el uso de reglas de prefetching transitivas, el acceso a un determinado bloque de datos,
que esta´ asociado a una determinada regla de prefetching, permite invocar a su vez otra regla de
prefetching, asociada al bloque de datos que se ha traido por la primera regla.
No obstante, es necesario controlar esta transitividad, ya que, en determinados casos, puede ocurrir
que se acabe leyendo el fichero completo.
8.4.4. Prefetching inducido entre ficheros
Este tipo de prefetching consiste en “adelantar” datos de un fichero, inducido por accesos en otro
fichero.
REGLA 4:
En el caso de la multiplicacio´n de matrices, se plantea un prefetching inducido con ciclo P, de
manera que el primer acceso a A[i, j] causa el prefetching de B[j, 0], de B[j, 1] y as´ı sucesivamente.
8.4.5. Combinacio´n de reglas de prefetching
Juntando todas las reglas planteadas hasta ahora, resulta que un acceso a A[i, j] causa los siguientes
accesos:
1. Por la REGLA 1, se hace prefetching de los siguientes K elementos de la fila “i” con cara´cter
circular y posibilidad de avanzar a la “i+1” si esta´ en el u´ltimo ciclo.
2. Por la REGLA 4, se hace prefetching de B[j, x] (si es la x-e´sima vez que se accede a ese elemento).
3. Por transitividad se aplican las siguientes reglas:
a) La REGLA 2 y se accede a los K’ elementos de la fila j de B.
b) La REGLA 3 y se accede a los K” elementos de la columna x de B.
8.4.6. Ca´lculo de hints sobre bloques de datos
Los hints deben calcularse para un conjunto de datos relacionados. En el caso de aplicaciones de
Data Mining, los hints se calculan por cada tupla o conjunto de tuplas. En el caso de aplicaciones
cient´ıficas, depende del particionado de los datos. Si consideramos operaciones sobre matrices, alma-
cenadas por filas, los hints pueden calcularse por elementos de la matriz o conjuntos de elementos.
En general, se puede almacenar una estructura hint por cada conjunto de datos, que denominaremos
bloque. Este bloque es una divisio´n lo´gica de los datos, por contraposicio´n a bloque f´ısico, el cual se
utiliza en los sistemas de ficheros como unidad de transferencia. Los hints se dividen en diferentes
campos, que dependen de la aplicacio´n de usuario.
8.5. Configuracio´n del sistema MAPFS
Debido a que las aplicaciones de usuario pueden configurar los hints, es necesario que el sistema
proporcione reglas sinta´cticas para establecer los para´metros del sistema, los cuales permiten configurar
el sistema de E/S.
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Sistema Almacenamiento
API de E/S API Configuración Hints API Control de Usuario
Figura 8.3: API del Sistema de Almacenamiento
Por otro lado, si los hints son creados por el subsistema multiagente, tambie´n es necesario alma-
cenarlos de una forma predefinida. En cualquier caso, deben introducirse reglas le´xicas y sinta´cticas
en el sistema.
El sistema se puede configurar a trave´s de diferentes operaciones, que son independientes de las
operaciones de E/S, aunque estas u´ltimas utilizan las primeras. Las operaciones de configuracio´n se
dividen en:
1. Operaciones de configuracio´n de hints: Son operaciones para establecer los hints del sistema
y, por tanto, permiten modificar y acceder a los diferentes campos de los hints.
2. Operaciones de control de usuario: Son las operaciones que utilizan de forma directa las
aplicaciones de usuario. Las aplicaciones pueden gestionar el rendimiento del sistema so´lo a
trave´s de este API.
La figura 8.3 muestra los tres niveles en los cuales el API del sistema de almacenamiento se divide,
incluyendo el API de las operaciones de E/S.
Como muestra esta u´ltima figura, hay tres formas de acceder al mo´dulo de configuracio´n de hints:
1. Las operaciones de E/S pueden solicitar informacio´n sobre valores de los hints y modificarlos.
2. Las operaciones de control de usuario pueden modificar los hints. Esta es la forma normal en la
que las aplicaciones de usuario interacciona con los hints.
3. Con el objetivo de proporcionar flexibilidad al sistema, se puede acceder al mo´dulo de configu-
racio´n de hints directamente a trave´s de las operaciones de configuracio´n de hints, es decir, su
API. El sistema multiagente puede construir los hints a trave´s de esta interfaz, ya que dicho
sistema queda integrado dentro del propio sistema de ficheros.
El API de E/S MAPFS se describe en el ape´ndice A. Las operaciones de configuracio´n de hints
son las siguientes:
Mapfs Hints * mapHintsNew(int block ident): Esta operacio´n crea una nueva estructura
hint para el bloque cuyo identificador es block ident.
void mapHintsFree(Mapfs Hints *hint): Esta operacio´n libera una estructura hint.
int mapHintsSet(Mapfs Hints *hint, int code field, void * value): Esta operacio´n mo-
difica un campo de la estructura hint con un valor. La operacio´n devuelve 0 si se realiza de forma
correcta y -1 en caso contrario.
void * mapHintsGet(Mapfs Hints *hint, int code field): Esta operacio´n devuelve el va-
lor de un campo concreto de la estructura hint. Si el campo no esta´ definido, esta operacio´n
devuelve NULL.
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Las operaciones de control de usuario tienen una estructura similar:
Mapfs CtrlUser * mapCtrlUserNew(Mapfs Tuples *tupl): Esta operacio´n crea una nueva es-
tructura de control de usuario para un conjunto de tuplas representado por tupl.
void mapCtrlUserFree(Mapfs CtrlUser *ctrlUser): Esta operacio´n libera una estructura de
control de usuario.
int mapCtrlUserSet(Mapfs CtrlUser *ctrlUser, int code field, void *expr): Esta ope-
racio´n modifica un campo de la estructura de control de usuario con una expresio´n. La operacio´n
devuelve 0 si se realiza de forma correcta y -1 en caso contrario.
void *mapCtrlUserGet(Mapfs CtrlUser *ctrlUser, int code field): Esta operacio´n de-
vuelve el valor de un campo concreto de una estructura de usuario de control. Si el campo
no es definido, esta operacio´n devuelve NULL.
Estas operaciones hacen llamadas internas a las operaciones del API de configuracio´n de hints.
Por otro lado, las expresiones regulares proporcionadas por las aplicaciones de usuario se construyen
a trave´s de la siguiente regla, basada en la induccio´n:
exprbool es una expresio´n va´lida;
si expr es una expresio´n va´lida, entonces NOT (expr) es tambie´n una expresio´n va´lida;
si expr1 y expr2 son expresiones va´lidas, entonces (expr1 AND expr2) es tambie´n
una expresio´n va´lida;
si expr1 y expr2 son expresiones va´lidas, entonces (expr1 OR expr2) es tambie´n
una expresion va´lida;
donde exprbool es una expresio´n booleana aplicada a un atributo o un conjunto de atributos.
Debido al cara´cter recursivo de la regla, se pueden construir expresiones con infinitos te´rminos.
Para que una expresio´n pueda calcularse en poco tiempo, es necesario limitar esta recursividad. Por
tanto, se debe introducir otra regla:
Una expresio´n debe tener como ma´ximo diez te´rminos.
Este nu´mero de te´rminos es configurable por el sistema concreto que utilice MAPFS.
8.5.1. Un ejemplo de aplicacio´n de los modelos de E/S: un sistema de
Data Mining
Como ejemplo de aplicacio´n se va a considerar un conjunto de tuplas de una tabla con productos
y sus precios correspondientes (ve´ase la tabla 8.1)
Podemos utilizar tres expresiones regulares diferentes para optimizar los accesos a la tabla:
Barato (B): Esta etiqueta se aplica a aquellas tuplas cuyo precio es menor que 10e.
Precio Medio (M): Esta etiqueta se aplica a aquellas tuplas cuyo precio es mayor que 10e y
menor que 1000e.
Caro (C): Esta etiqueta se aplica a aquellas tuplas cuyo precio es mayor que 1000e.
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Identificador Nombre Descripcio´n Precio
21 “Item21” “Descripcio´n de Item21” 5e
23 “Item23” “Descripcio´n de Item23” 6e
26 “Item26” “Descripcio´n de Item26” 100e
27 “Item27” “Descripcio´n de Item27” 200e
30 “Item30” “Descripcio´n de Item30” 1500e
32 “Item32” “Descripcio´n de Item32” 2000e
Cuadro 8.1: Tabla de productos
Hints Identificador Nombre Descripcio´n Precio
B 21 “Item21” “Descripcio´n de Item21” 5e
B 23 “Item23” “Descripcio´n de Item23”’ 6e
M 26 “Item26” “Descripcio´n de Item26” 100e
M 27 “Item27” “Descripcio´n de Item27” 200e
C 30 “Item30” “Descripcio´n de Item30” 1500e
C 32 “Item32” “Descripcio´n de Item32” 2000e
Cuadro 8.2: Asociacio´n entre la tabla de productos y los hints
En este caso, se asocia un hint por cada tupla con el valor correspondiente. La tabla 8.2 muestra
esta asociacio´n.
En este ejemplo, el bloque corresponde a una tupla. Los hints son utilizados en la resolucio´n de
consultas relacionadas con el precio y permiten realizar el caching y prefetching de datos con similares
precios, realizando un clustering previo de los datos. El uso de los hints evita consultar registros que
no comparten la misma categor´ıa respecto al precio. La clasificacio´n puede realizarla la aplicacio´n de
usuario (a trave´s del API de control de usuario) o el sistema multiagente (directamente a trave´s del
API de configuracio´n de hints).
8.5.2. Otro ejemplo de aplicacio´n de los modelos de E/S: multiplica-
cio´n de matrices
Como se describio´ anteriormente, en el caso de la multiplicacio´n de matrices, es posible aplicar
diferentes reglas e incluso una combinacio´n de las mismas. Estas reglas se caracterizan por distintos
para´metros, que constituyen las expresiones a partir de las cuales formar la regla sinta´ctica corres-
pondiente. Estos para´metros y las expresiones asociadas son las que se detallan a continuacio´n:
Tipo de prefetching: Puede ser por filas (horizontal) o por columnas (vertical). Las expresiones
correspondientes son: Tipo = Fila o Tipo = Columna.
Tipo de ventana: Puede ser circular o no circular. Las expresiones correspondientes son: Tipo Ven-
tana = Circular o Tipo Ventana = No Circular.
Taman˜o de la ventana: Especifica el nu´mero de elementos a leer en cada ciclo de prefetching. La
expresio´n asociada es: Ventana = K.
Existencia de ciclo por fila o por columna: Dependiendo del tipo de prefetching realizado, esta-
blece si se van a llevar a cabo ciclos por fila/columna o no. Las expresiones correspondientes son:
Ciclo por fila o NOT(Ciclo por fila) y Ciclo por columna o NOT(Ciclo por columna).
Existencia de ciclo por matriz. Especifica el nu´mero de ciclos realizados por matriz. Un valor 0
indica que no existe ciclo por matriz.
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Prefetching transitivo. Establece la transitividad de las reglas de prefetching utilizadas. Las
expresiones asociadas son: Transitivo o NOT(Transitivo).
Estas expresiones se combinan mediante operadores AND para formar la regla de prefetching corres-
pondiente. Dependiendo de la matriz y operacio´n sobre dicha matriz que se considere, estos campos
pueden tomar distintos valores, segu´n se describio´ en la seccio´n 8.4.
Estos campos conforman el factor de prefetching, que se describe en la seccio´n 6.3. En los ejemplos
descritos, se ha utilizado la capacidad de hints junto a la optimizacio´n de caching y prefetching. No
obstante, los hints se pueden utilizar en conjuncio´n de otras te´cnicas o algoritmos diferentes, con el
objetivo de mejorar las operaciones de E/S. En la seccio´n 10.5 se puede ver un ejemplo de uso de hints
con un algoritmo que permite descartar l´ıneas de ficheros de entrada a fin de mejorar un algoritmo
muy conocido en el campo de las bases de datos, el algoritmo Apriori.
8.5.3. Funciones de evaluacio´n de hints
Las expresiones regulares permiten establecer la sintaxis necesaria para configurar los hints de
un sistema. No obstante, no son lo suficientemente gene´ricas para ser utilizadas en cualquier tipo de
sistemas, ya que pueden existir sistemas que no se adapten adecuadamente a dichas expresiones. Para
generalizar la idea anterior, se definen en esta tesis las funciones de evaluacio´n de hints, que consisten
en funciones del tipo:
boolean func_evaluacion(int block_ident, Mapfs_Hints *hints);
que reciben un identificador de un bloque de datos que se desea evaluar y la estructura de hints
utilizada y devuelven un valor verdadero o falso asociado a dicho bloque de disco, dependiendo de los
hints implantados.
El u´nico requisito que deben cumplir las funciones de evaluacio´n es que este´n definidas para todos
los identificadores de bloques de datos existentes, asocia´ndoles un valor booleano. Por tanto, son menos
restrictivas respecto a la forma de los hints. No obstante, su uso de los hints es ma´s complejo. Por
otro lado, existen dos alternativas respecto a la ubicacio´n de las funciones de evaluacio´n:
Pueden situarse en la parte servidora. El problema de esta opcio´n es que sobrecarga el servidor
de datos. Debido a que MAPFS se caracteriza por descargar al servidor de tareas diferentes a
la del acceso a los datos, esta opcio´n no es adecuada.
Pueden situarse en la parte cliente. De este modo, el cliente proporciona al servidor las funciones
de evaluacio´n. El servidor simplemente se encarga de proporcionar los datos y los metadatos (en
este caso los propios hints). Adema´s tiene sentido el hecho de que sea el cliente el que implemente
la funcio´n de evaluacio´n, ya que es el que tiene la lo´gica del procesamiento de la informacio´n.
Por tanto, esta opcio´n es la seleccionada.
Debido a que el cliente (en nombre de la aplicacio´n de usuario o no) puede generar las funciones
de evaluacio´n, que utilizara´ el servidor para evaluar los diferentes bloques, es necesario establecer
una forma de comunicar dichas funciones de evaluacio´n al servidor. A priori, pueden existir diferentes
formas de llevar a cabo esta comunicacio´n, a saber:
1. El servidor puede tener una biblioteca de funciones de evaluacio´n, establecidas de forma esta´tica
por el cliente. Esta solucio´n no es va´lida, puesto que no permite incrementar el nu´mero de
funciones de evaluacio´n.
2. Se utilizan lenguajes interpretados, tipo Java, para permitir que el co´digo sea transmitido y
pueda ser ejecutado en cualquier nodo.
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3. Se utiliza una biblioteca de funciones de evaluacio´n en el servidor, pero se permite una fase inicial
de registro, que permite que el cliente inserte las funciones de evaluacio´n correspondientes. Esta
u´ltima fase, se puede realizar de diferentes formas: mediante FTP o ya que se esta´ utilizando
NFS y MPI, se puede compartir el a´rbol de directorios.
4. Utilizar movilidad de co´digo. Realizar el proceso anterior, pero permitiendo la migracio´n de
co´digo desde el nodo cliente al nodo servidor. E´ste detecta cuando no tiene una funcio´n de
evaluacio´n y se la solicita al cliente en tiempo de ejecucio´n. Esta es la solucio´n ma´s completa.
E´sta es una decisio´n de disen˜o, que hay que tener en cuenta a la hora de implementar las optimizaciones
de MAPFS.
Por otro lado, debido a que el ana´lisis de los patrones de acceso y el empleo de hints es una
operacio´n en cierto modo “tangencial” al sistema, es adecuado que se lleve a cabo por parte del sistema
multiagente. Por tanto, cuando en esta seccio´n hablamos de cliente, nos referimos a la posibilidad
de ejecucio´n en varios nodos clientes por parte de un sistema multiagente, en contraposicio´n a la
ejecucio´n en el servidor de los datos6. Debido a que el primer prototipo de MAPFS utiliza MPI para
la implementacio´n del sistema multiagente, una eleccio´n bastante acertada consiste en utilizar tambie´n
MPI como me´todo de comunicacio´n de las funciones de evaluacio´n.
8.6. Perfiles de E/S
A lo largo de este cap´ıtulo y cap´ıtulos anteriores se ha dejado constancia de que MAPFS tiene
como principal ventaja la flexibilidad, que se manifiesta en la forma de para´metros configurables en
diferentes aspectos del propio sistema de ficheros, a saber:
Configuracio´n de la topolog´ıa del sistema, a trave´s del establecimiento de los nodos de E/S y
sus relaciones. Esta caracter´ıstica se logra a trave´s del uso de los grupos de almacenamiento.
Especificacio´n de patrones de acceso: Aunque MAPFS consiste en un sistema de E/S de propo´sito
general, puede configurarse para adaptarse a diferentes patrones de acceso de E/S.
Existen algunas funcionalidades tangenciales al propio sistema de ficheros y que pueden ejecu-
tarse en diferentes nodos del sistema, incluso en los servidores de datos. De hecho, trasladar
estas ejecuciones a los servidores de datos ayuda a reducir la latencia y el tra´fico de la red. La
tecnolog´ıa de agentes se ha utilizado para implantar estas caracter´ısticas.
Todos estos para´metros permiten caracterizar las necesidades de E/S de las aplicaciones que uti-
lizan MAPFS y, por tanto, determinan el perfil de E/S de cada aplicacio´n.
Dentro de esta tesis, se define perfil de E/S de una aplicacio´n a la configuracio´n del sistema MAPFS
utilizada para dicha aplicacio´n. Concretamente, un perfil de E/S esta´ compuesto por:
La topolog´ıa del sistema de almacenamiento, que consiste en definir el conjunto de ret´ıculos
principales del sistema.
Un conjunto de estructuras de control, que permiten configurar y optimizar los accesos de la apli-
cacio´n al sistema de almacenamiento. Estas estructuras sera´n traducidas por parte del sistema
a hints.
Una descripcio´n del sistema multiagente, que especifica el conjunto multiagente que da soporte
al sistema MAPFS.
6Tambie´n es posible que el sistema multiagente se ejecute sobre los servidores de los datos, aunque en este caso se
esta´ sobrecargando a dichos nodos con el acceso a los datos y la ejecucio´n de la correspondiente funcionalidad
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De una manera formal, se puede definir un perfil de E/S en base a definiciones realizadas en
cap´ıtulos previos.
Definicio´n 22 Se define perfil de E/S de una aplicacio´n x y se denota como p(x) a la siguiente tupla:
({(
∑
GPi, PG)}i, {(codigoj , expresionj)}j , {< Id Agk, Gl, Rol, Red Intk >}k,l)
El perfil de E/S permite definir todos los aspectos anteriormente mencionados. La informacio´n re-
cogida por el perfil de E/S es procesada por el sistema de ficheros MAPFS y utilizada para incrementar
el rendimiento de E/S de la aplicacio´n correspondiente.
8.7. Resumen
A diferencia de muchos de los trabajos realizados anteriormente, el sistema MAPFS permite que
la aplicacio´n defina sus propios “patrones de acceso” a priori, en lugar de caracterizar la carga de
trabajo correspondiente. Esto hace que el modelo sea ma´s flexible, sin impedir que se puedan rea-
lizar caracterizaciones de la carga y utilizar la misma interfaz para “alimentar” al sistema con esta
informacio´n.
El ana´lisis y uso de patrones de acceso permite aumentar el rendimiento de las operaciones del
sistema de ficheros MAPFS. Este cap´ıtulo ha descrito los hints como metainformacio´n que permite
modelar conocimiento acerca de los datos y patrones de acceso a los mismos. Asimismo, se han
analizado dos de las te´cnicas utilizadas en conjuncio´n con los hints para hacer efectivas estas mejoras,
a saber, las te´cnicas de caching y prefetching. No obstante, como ya se menciono´ anteriormente, los
hints son independientes del algoritmo que se aplique a los mismos, pudie´ndose utilizar diferentes
te´cnicas en conjuncio´n con los mismos.
Los perfiles de E/S constituyen la especificacio´n de los para´metros de configuracio´n de MAPFS
apropiados para cada una de las aplicaciones que hacen uso del sistema MAPFS. Estos perfiles recogen
informacio´n sobre la topolog´ıa del sistema, las estructuras de control de usuario y una descripcio´n del
MAS que da soporte al sistema de ficheros.
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Capı´tulo 9
Implementacio´n de MAPFS
9.1. Introduccio´n
En los cap´ıtulos anteriores se ha analizado el sistema MAPFS desde un punto de vista descriptivo,
incidiendo en aquellos aspectos que le caracterizan y diferencian del resto de sistemas de ficheros que
engrosan la bibliograf´ıa sobre E/S paralela. No obstante, a fin de que este trabajo sea exhaustivo, es
importante ofrecer pautas sobre la implementacio´n e implantacio´n del sistema MAPFS. Este cap´ıtu-
lo muestra los aspectos ma´s importantes de la implementacio´n del sistema, relaciona´ndolos con las
caracter´ısticas del sistema descritas en cap´ıtulos previos.
9.2. Arquitectura global del sistema MAPFS
Esta primera seccio´n muestra el sistema MAPFS desde un punto de vista arquitecto´nico, des-
cribiendo las caracter´ısticas que afectan al sistema de forma general. La implementacio´n de los dos
subsistemas que componen el sistema se describen en apartados posteriores.
En primer lugar es importante destacar que el sistema MAPFS ha sido disen˜ado para su uso en
clusters de estaciones de trabajo. Como ya se ha mencionado anteriormente, en la computacio´n paralela
y distribuida ha habido una tendencia incremental hacia el uso de clusters, debido principalmente a
su bajo coste y su facilidad de integracio´n. Por otro lado, existen dos caracter´ısticas de los clusters
que son especialmente u´tiles en el caso de MAPFS, a saber:
Un cluster es un sistema que permite procesamiento paralelo o distribuido. Es la mezcla de
ambas caracter´ısticas la que permite que un cluster sea la eleccio´n hardware ma´s acertada en el
caso de implementar MAPFS, debido a que este sistema de ficheros tambie´n hace uso de dichas
caracter´ısticas.
Un cluster tiene la capacidad de establecer un sistema RAID por software, debido a que propor-
ciona la capacidad de tener datos redundantes, incrementando de este modo la disponibilidad
de la informacio´n almacenada en el sistema. De hecho, para implementar un sistema de ficheros
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paralelo, se pueden utilizar los discos asociados a cada estacio´n de trabajo, empleando una de las
particiones para proporcionar tolerancia. Esta solucio´n contrasta con la empleada por sistemas
que permiten realizar RAID por hardware, ma´s sofisticados pero que resultan excesivamente
caros.
Otro de los objetivos del sistema MAPFS es el empleo de tecnolog´ıas de servidor ya consolida-
das, utilizando dichos servidores como meros repositorios de datos y proporcionando caracter´ısticas
adicionales a partir de los mo´dulos implementados en la parte cliente.
Como primer prototipo, se ha utilizado el sistema de ficheros NFS en la parte del servidor. Como
ya se destaco´, NFS es un sistema de ficheros en red, desarrollado inicialmente por Sun, que permite el
acceso a ficheros remotos. El uso de servidores NFS presenta varias ventajas frente a otras propuestas,
a saber:
1. Se integra muy bien en los sistemas distribuidos convencionales, ya que pra´cticamente todos
ellos disponen de servidores NFS. Adema´s, el empleo de particiones distribuidas puede convivir
con el empleo de particiones tradicionales.
2. El sistema de ficheros NFS se adapta fa´cilmente a un cluster de estaciones de trabajo.
3. Se facilita la construccio´n del sistema de ficheros paralelo, puesto que se parte de un servidor
existente, cuyo funcionamiento se encuentra ampliamente probado. Este enfoque es diferente a
lo que hacen todos los sistemas de ficheros paralelos actuales, que se basan en construir desde
cero tanto el cliente como el servidor del sistema de ficheros paralelo. Esto hace ma´s dif´ıcil su
integracio´n en entornos distribuidos, como lo demuestra la experiencia del grupo de investigacio´n
en el desarrollo del sistema de ficheros paralelo ParFiSys [CPdM+96], [GCPdM99].
4. Permite acceder en paralelo tanto a los datos de diferentes ficheros, como a los de un mismo
fichero, lo que reduce el cuello de botella que plantea el acceso a servidores convencionales.
5. Mejora el uso de los recursos del sistema ya que la distribucio´n de los datos entre diferentes
servidores NFS conduce a un mejor equilibrio de la carga, ya que evita que haya servidores muy
ocupados mientras otros tienen mucho espacio libre.
6. Se adapta a la naturaleza heteroge´nea de un sistema distribuido, ya que permite utilizar de
forma conjunta servidores residentes en ma´quinas y sistemas operativos de diferentes fabricantes.
As´ı por ejemplo, se podr´ıa construir una particio´n distribuida utilizando ma´quinas con sistemas
operativos Linux, UNIX y Windows 2000 sin necesidad de realizar cambios en los clientes del
sistema de ficheros.
Todas las implementaciones de NFS soportan el protocolo NFS, un conjunto de llamadas a proce-
dimientos remotos (RPC) que permiten a los clientes realizar operaciones sobre ficheros remotos. En
estas caracter´ısticas nos hemos basado para implementar este primer prototipo, haciendo uso de estas
llamadas RPC para acceder a los ficheros almacenados en los servidores NFS. El protocolo NFS es
independiente del sistema operativo empleado y es el sistema de ficheros en red ma´s ampliamente uti-
lizado. Aunque originariamente se desarrollo´ para su uso en redes de sistemas UNIX, se ha extendido
a otros sistemas operativos como Windows 2000. De este modo, el uso de NFS tambie´n permite bene-
ficiarse de la heterogeneidad del entorno. Por tanto, esta primera fase plantea la construccio´n de un
sistema de ficheros paralelo que emplee particiones distribuidas a trave´s de varios servidores NFS. No
obstante, de cara a futuras implementaciones, se propone un sistema que permita acceso a servidores
tradicionales o distribuidos ya implementados, mediante el uso de una interfaz unificada, que debe
ser traducida a las llamadas concretas que permiten comunicar la parte cliente con la parte servidora.
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De esta forma, incluso se podr´ıan utilizar diferentes tipos de servidores como repositorios de datos,
proporcionando heterogeneidad software en la parte del servidor. El uso de clusters heteroge´neos dota
a su vez al sistema de heterogeneidad hardware.
A continuacio´n se va a detallar la arquitectura del sistema de ficheros MAPFS, mostrando tanto
la parte cliente como servidora.
9.2.1. Arquitectura en tres niveles de MAPFS
El problema de la arquitectura de MAPFS surge de la necesidad de mantener los servidores de
ficheros inalterados. Por tanto, toda la funcionalidad adicional debe llevarse a cabo por los clientes
MAPFS. No obstante, el papel de cliente tiene como caracter´ıstica inherente su escasa capacidad
de procesamiento y el hecho de que sobrecargar el cliente con toda la funcionalidad, convierte a este
elemento en cuello de botella del sistema. Esto rompe con los requisitos de alto rendimiento del sistema
MAPFS. La solucio´n propuesta para resolver esta disyuntiva es el uso de una arquitectura de 3 niveles,
cuyas capas se describen a continuacio´n:
Clientes MAPFS: Los clientes toman un papel destacado en el sistema MAPFS. Los clientes
corresponde al subsistema de ficheros (ve´ase seccio´n 5.4), que contiene la implementacio´n de las
operaciones de E/S. Estas operaciones se traducen finalmente en llamadas de acceso a los datos
de los servidores.
Servidores finales de almacenamiento: A fin de cumplir los requisitos de disen˜o del sistema
MAPFS, los servidores utilizados en el sistema no deben modificarse. Estos servidores almacenan
la informacio´n del sistema y deben ser accesibles a trave´s de una interfaz utilizada por la parte
cliente.
Sistema multiagente de apoyo a los clientes MAPFS: Con el objetivo de descargar a los
clientes de todo el procesamiento, se utiliza un sistema multiagente, que puede ejecutarse en
diferentes nodos, incluidos los nodos servidores de datos. Esto no contradice el requisito de no
modificar los servidores, ya que este proceso es totalmente independiente y queda desacoplado
de la propia funcionalidad del servidor de ficheros. El sistema multiagente permite llevar a cabo
cinco tareas fundamentalmente:
1. Soporte al sistema de ficheros, interactuando con el subsistema de ficheros en la tarea de
recuperacio´n de los datos.
2. Gestio´n de la cache del sistema.
3. Gestio´n de la tolerancia a fallos.
4. Gestio´n de los grupos de almacenamiento.
5. Creacio´n y gestio´n de los hints.
La figura 9.1 muestra la divisio´n en 3 capas del sistema y las relaciones entre ellas, as´ı como las
interfaces entre las mismas.
En la jerarqu´ıa ma´s alta de la figura aparece la interfaz del subsistema de ficheros, que esta´ formada
por las llamadas al propio sistema de ficheros. Este subsistema se comunica con dos mo´dulos:
1. Con el subsistema multiagente, a trave´s de la interfaz MAPFS MAS. Este subsistema sirve de
apoyo al propio subsistema de ficheros.
2. Con los servidores de datos, a trave´s del uso de RPC o alguna tecnolog´ıa de acceso a los mismos.
En el caso de uso de servidores NFS, se utiliza la interfaz RPC a los servidores NFS, especificada
en [NFS95].
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Figura 9.1: Divisio´n en 3 capas o niveles de la arquitectura de MAPFS
Respecto al subsistema multiagente, lo primero que destaca en la figura es el uso de MPI como
tecnolog´ıa utilizada para la implementacio´n del marco en el que se situ´a el propio subsistema. Como
ya se ha descrito en el cap´ıtulo 6, el uso de arquitecturas de agentes no es adecuada en este entorno,
debido principalmente a dos motivos:
1. La programacio´n de sistemas interacciona a muy bajo nivel con el propio sistema. El paradigma
de agentes permite una interaccio´n a un nivel mucho ma´s alto.
2. La eficiencia es un requisito muy estricto en el caso de la programacio´n de sistemas. Introducir
una capa de abstraccio´n siempre implica una pe´rdida de eficiencia en la ejecucio´n de cualquier
sistema.
Por tanto, se ha eligido como tecnolog´ıa de implementacio´n MPI, principalmente por las siguientes
caracter´ısticas:
1. Constituye una interfaz esta´ndar de paso de mensajes, que permite a diferentes agentes del
sistema comunicarse a trave´s del env´ıo de mensajes.
2. El paso de mensajes tambie´n permite llevar a cabo la sincronizacio´n de los procesos.
3. MPI se utiliza ampliamente en los clusters de estaciones de trabajos.
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4. El uso de MPI permite incrementar la eficiencia de la solucio´n, debido a su capacidad para la
programacio´n de aplicaciones paralelas.
5. Permite gestio´n dina´mica de procesos.
6. Da soporte a tipos de datos derivados.
7. Proporciona operaciones que permiten establecer diferentes topolog´ıas de comunicacio´n o modi-
ficar el entorno de los procesos.
Estas propiedades de MPI se utilizan para proporcionar las caracter´ısticas propias de los agentes:
Autonomı´a: La capacidad que tiene MPI de crear de forma dina´mica procesos permite el uso
de procesos independientes que se comunican entre s´ı y que se caracterizan por su autonomı´a
frente al proceso global.
Reactividad: La reaccio´n al entorno o a la ejecucio´n de otros procesos llega a un determinado
proceso a trave´s de un mensaje MPI. De hecho, las performatives KQML empleadas en la
comunicacio´n entre los agentes son traducidas a mensajes MPI en la implementacio´n del sistema
MAPFS, como se describe en la seccio´n 9.4.
Movilidad: Permitir que un sistema multiagente tenga la caracter´ıstica de movilidad, requiere
del uso de arquitecturas que permiten la migracio´n de procesos o funciones similares, tales como
MOSIX [BO98]. No obstante, estas arquitecturas son ma´s complejas. Por otro lado, el sistema
de ficheros MAPFS no necesita una movilidad absoluta. Realmente lo que se ha implementado
en el caso de MAPFS es lo que hemos denominado “movilidad geogra´fica de funcionalidad”, por
contraposicio´n a la movilidad de proceso y que implica que se puede decidir en que´ nodo ejecutar
una determinada funcionalidad, pero no recrear un proceso en otro nodo. De este modo, no es
necesario guardar el estado de los procesos que migran, sino que son las funcionalidades las que
cambian de lugar de ejecucio´n, detenie´ndolas y volvie´ndolas a lanzar.
Como implementacio´n de MPI, se ha utilizado LAM/MPI [LAMb], que incluye muchas de las
caracter´ısticas de MPI-2, u´tiles para nuestros propo´sitos, entre las que destaca la gestio´n dina´mica de
procesos. Adema´s esta implementacio´n proporciona tolerancia a fallos y es de libre distribucio´n.
9.3. Implementacio´n del subsistema de ficheros
Debido a que el sistema de ficheros MAPFS se beneficia principalmente de las caracter´ısticas de
paralelismo y distribucio´n, es necesario elegir una forma de llevar a cabo el procesamiento paralelo
y distribuido. Respecto a la primera caracter´ıstica, el procesamiento paralelo se logra a trave´s del
uso de mu´ltiples procesos que procesan las peticiones de E/S de una forma paralela. La ejecucio´n de
los procesos se realiza a trave´s del uso de MPI. Respecto a la segunda caracter´ıstica y debido a que
el sistema de ficheros que se utiliza inicialmente es NFS y que dicho sistema utiliza como me´todo
de comunicacio´n las RPC, el sistema de ficheros MAPFS tambie´n va a utilizar este mecanismo para
acceder a los ficheros que se almacenan de una forma distribuida. En la figura 9.2 queda representada
la arquitectura del subsistema de ficheros de MAPFS, MAPFS FS, en el que se muestra el acceso a
los nodos distribuidos.
Por tanto, el subsistema se puede dividir en tres capas o niveles:
Capa de comunicacio´n: Este nivel se encarga de realizar las operaciones que permiten la
comunicacio´n con los servidores, de forma que se pueda llevar a cabo el acceso a los ficheros de
forma remota. Esta capa utiliza el mecanismo de comunicacio´n de RPC.
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Figura 9.2: Arquitectura del subsistema MAPFS FS
Capa de paralelismo Esta capa es la que interacciona tanto con el subsistema de ficheros
como con el subsistema multiagente. Se utiliza MPI como interfaz de paso de mensajes. MPI
permite el uso de ficheros de esquema, que especifican los nodos en los cuales se van a ejecutar las
copias del cliente MAPFS. Estos ficheros permiten modificar la topolog´ıa del sistema de forma
dina´mica durante la ejecucio´n de las aplicaciones. En la seccio´n 9.4 se muestra co´mo se utilizan
dichos ficheros de esquema.
Interfaz del sistema de ficheros Esta interfaz se ha descrito en la seccio´n 5.4 y constituye el
medio de interaccio´n con las aplicaciones de usuario.
En la figura 9.3 se muestra la estructura del subsistema de ficheros as´ı como las llamadas que
permiten invocar a los diferentes componentes del mismo.
9.4. Implementacio´n del subsistema multiagente
Como hemos afirmado anteriormente, se utiliza un subsistema multiagente como soporte a la
recuperacio´n de datos, proporcionando dicho subsistema caracter´ısticas que permiten incrementar el
rendimiento de las operaciones de E/S realizadas.
Cada cliente MAPFS esta´ asociado a un u´nico grupo de almacenamiento y este grupo de almace-
namiento asociado a un determinado sistema multiagente. La topolog´ıa utilizada para la ejecucio´n del
cliente MAPFS constituye la particio´n de nodos correspondientes a dicho grupo de almacenamiento.
En la figura 9.4 se muestra el flujo de control en la jerarqu´ıa de procesos agentes de un determinado
grupo de almacenamiento. La base de datos de grupos se describe en la seccio´n 9.5.1.
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Figura 9.3: Estructura en niveles del subsistema MAPFS FS
En la base de datos de grupos se encuentra almacenada la informacio´n relacionada con la topolog´ıa
de nodos para un determinado fichero. La ejecucio´n de los nodos extractores sobre dicha topolog´ıa se
realiza mediante el uso de la llamada MPI Comm spawn() y los ficheros de esquema, los cuales utilizan
la estructura MPI Info.
La rutina MPI Comm spawn() permite arrancar un determinado nu´mero de procesos MPI y estable-
cer comunicacio´n con ellos, a trave´s de un intercomunicador. Los procesos arrancados son referenciados
como procesos hijos. Uno de los para´metros de esta llamada es una estructura de tipo MPI Info, que
contiene informacio´n adicional sobre la creacio´n de los procesos. Esta estructura consiste en un con-
junto de pares (clave,valor). Una de las claves interpretadas por la llamada MPI Comm spawn() es
SCHEMA NAME, que permite especificar un nombre de fichero esquema, que contiene la topolog´ıa de
servidores donde se va a ejecutar los procesos hijos.
En el caso de MAPFS, el agente distribuidor se encarga de construir de forma dina´mica el fichero
esquema, segu´n la informacio´n almacenada en la base de datos de grupos, y arrancar las copias del
proceso extractor en la topolog´ıa especificada por dicho fichero.
Cada agente extractor ejecuta a su vez una copia del agente cache, segu´n la misma dina´mica. En la
seccio´n 6.3 se describe la problema´tica relativa a este tipo de agentes. Respecto a su implementacio´n,
MPI proporciona una utilidad para llevar a cabo el proceso de caching. Esta utilidad permite adjuntar
informacio´n, denominada atributos en terminolog´ıa MPI, a los comunicadores que se utilizan para la
comunicacio´n. Mediante esta utilidad es posible:
Pasar informacio´n entre diferentes llamadas, asocia´ndola con un comunicador MPI.
Recuperar ra´pidamente la informacio´n.
Garantizar que nunca se recupera informacio´n obsoleta, incluso si el comunicador se libera y se
utiliza posteriormente.
Por u´ltimo, la tolerancia a fallos es una caracter´ıstica opcional, tal y como se ha definido en el
sistema. En caso de aplicarse, cada agente extractor ejecuta una copia del agente de tolerancia a fallos.
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Figura 9.4: Flujo de control en el subsistema multiagente correspondiente a un determinado cliente
MAPFS
El problema de la tolerancia a fallos tambie´n se puede resolver a nivel de implementacio´n mediante
el uso de MPI. MPI permite proporcionar tolerancia a fallos mediante un esquema cliente/servidor,
siguiendo la estrategia que se enuncia a continuacio´n:
Crear un proceso hijo por cada uno de los procesos.
Establecer un manejador de errores para la comunicacio´n entre cada par (padre, hijo). El error
que se puede generar es MPI ERRORS RETURN.
Si la comunicacio´n padre-hijo tiene un error, asumir que el proceso que no responde esta´ muerto
y liberar el intercomunicador correspondiente.
Crear otro proceso hijo para reemplazar el proceso muerto. Esto es opcional, pero conveniente
para seguir proporcionando el servicio de tolerancia a fallos.
En la figura 9.5 se muestra gra´ficamente la implementacio´n de esta caracter´ıstica.
Finalmente, uno de los aspectos ma´s relevantes de un sistema multiagente es precisamente la
comunicacio´n. Como se describe en el cap´ıtulo 6, a fin de comunicar los diferentes agentes, se utilizan
performatives KQML.
KQML permite definir una abstraccio´n del nivel de transporte entre diferentes agentes. Este nivel
debe cumplir los siguientes requisitos:
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Figura 9.5: Implementacio´n de la tolerancia a fallos en el sistema MAPFS
Los agentes esta´n conectados mediante enlaces de comunicacio´n unidireccionales.
Estos enlaces pueden tener un retardo de transporte distinto de cero.
Cuando un agente recibe un mensaje, conoce el enlace por el cua´l llega el mensaje.
Cuando un agente env´ıa un mensaje, puede dirigirlo a un determinado enlace.
Los mensajes enviados a un u´nico destino, llegan en el orden en el que se enviaron.
El env´ıo de mensajes es fiable.
Esta abstraccio´n se puede implementar de mu´ltiples formas. Los enlaces pueden implementarse
como conexiones TCP/IP sobre Internet, existentes durante la transmisio´n de los mensajes. Tambie´n
pueden implementarse mediante mecanismos de comunicacio´n entre procesos, tales como colas de
mensajes o sockets. Sin tener en cuenta co´mo se lleve a cabo la comunicacio´n realmente, KQML
considera la comunicacio´n entre los agentes como paso de mensajes punto a punto. MPI es una buena
opcio´n para la implementacio´n, por las caracter´ısticas descritas anteriormente y porque se adapta
completamente a los requisitos demandados por este tipo de performatives.
Debido a que la implementacio´n final se lleva a cabo mediante MPI, es importante conocer co´mo
se traducen en el sistema las performatives a mensajes MPI. La tabla 9.1 muestra las traducciones de
algunos de las performatives ma´s utilizadas.
Hay que destacar que MPI so´lo resuelve el problema de comunicacio´n. La sema´ntica es propor-
cionada por el contenido de los mensajes, a trave´s de las estructuras MPI y por el procesamiento del
mensaje por parte del agente receptor.
9.5. Implementacio´n de los grupos de almacenamiento
Esta seccio´n muestra los aspectos ma´s relevantes sobre la implementacio´n de los grupos de alma-
cenamiento en el sistema de ficheros MAPFS.
La informacio´n sobre los grupos de almacenamiento debe ser conocida por el cliente MAPFS, ya
que los servidores se utilizan como meros contenedores de informacio´n. Para representar los grupos de
almacenamiento principales, el cliente MAPFS utiliza la matriz de agrupacio´n principal, que necesita
muy poco espacio para su almacenamiento. No obstante, en el funcionamiento normal del sistema, es
necesario tambie´n utilizar los grupos de almacenamiento secundarios y de replicacio´n. Para homoge-
neizar la informacio´n correspondiente a todos los tipos de grupos de almacenamiento se utiliza una
base de datos, que se describe a continuacio´n.
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Performative KQML Mensajes MPI
ask-one MPI Send
MPI Recv de un u´nico elemento ba´sico
ask-all MPI Send
MPI Recv de un vector de elementos
stream-all MPI Send
MPI Recv por cada uno de los elementos a enviar + uno para eos
eos MPI Send
tell MPI Send
untell MPI Send
deny MPI Send
insert MPI Send
uninsert MPI Send
delete-one MPI Send
delete-all MPI Send
undelete MPI Send
achieve MPI Send
unachieve MPI Send
error MPI Send
sorry MPI Send
forward MPI Send
Interpretacio´n de la performative que incluye
Cuadro 9.1: Traduccio´n de performatives KQML a mensajes MPI
9.5.1. Base de datos de grupos
A fin de gestionar de una forma eficiente los grupos de almacenamiento, se utiliza una base de
datos que contiene la configuracio´n en un instante determinado del sistema respecto a su divisio´n en
grupos. Dicha base de datos tiene tres tablas diferentes que describen el estado de agrupacio´n del
sistema:
1. Una tabla que almacena informacio´n general sobre cada grupo de almacenamiento del sistema.
Hay una entrada (o tupla) por cada grupo de almacenamiento del sistema. De cara a implemen-
tar un grupo de almacenamiento, es necesario identificarlo de forma u´nica en el sistema. Para
designar un grupo de almacenamiento se utiliza un identificador de tipo Mapfs Group.
Adema´s de este campo, que constituye la clave, por cada entrada se debe almacenar la siguiente
informacio´n:
El tipo de grupo de almacenamiento: Es necesario distinguir si se trata de un grupo de
almacenamiento principal, secundario o de replicacio´n.
La jerarqu´ıa de cada grupo de almacenamiento. En el caso de grupos secundarios, hay
que´ especificar el grupo principal al que´ pertenece. En el caso de grupos de replicacio´n, es
necesario indicar los grupos proveedores. Por u´ltimo, en caso de grupos principales, este
campo no tiene ningu´n significado.
El espacio libre del grupo de almacenamiento: para calcular este para´metro, se debe tener en
cuenta el espacio libre de cada uno de los nodos de almacenamiento que forman el grupo. Se
puede utilizar una funcio´n sobre este conjunto de datos para obtener el para´metro requerido.
No obstante, este ca´lculo depende de la funcio´n de distribucio´n utilizada. Si se utiliza la
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funcio´n round-robin, debido a que la informacio´n se distribuye en forma de rodajas en cada
uno de los nodos de un grupo, el espacio disponible viene marcado por el espacio libre del
nodo con menos capacidad de almacenamiento, por lo que la funcio´n mı´nimo parece una
buena opcio´n, aunque una funcio´n ma´s sofisticada deber´ıa tener en cuenta que no siempre
se realiza la distribucio´n de forma equitativa (los nodos ma´s pro´ximos al nodo inicial de un
fichero tendra´n mayor o igual cantidad de datos de dicho fichero que los nodos ma´s lejanos).
Para´metros de agrupacio´n: se trata de campos calculados para cada uno de los grupos y
que pueden variar a lo largo del tiempo, debido a su cara´cter dina´mico (ve´ase seccio´n 7.6).
2. Una tabla que relacione los grupos de almacenamiento con los servidores que pertenecen a los
mismos. En el caso de los grupos principales, bastar´ıa con utilizar la matriz de agrupacio´n. Por
homogeneidad, esta informacio´n se muestra como tabla. Adema´s, esta tabla contiene un nu´mero
de orden para secuenciar los servidores o nodos correspondientes a un determinado grupo de
almacenamiento.
3. Una tabla que relacione ficheros con grupos de almacenamiento. A partir de esta tabla y la
anterior, podemos conocer la distribucio´n de un determinado fichero en un grupo de almacena-
miento.
9.6. Implementacio´n de las estructuras de control de usuario y hints
Las estructuras de control de usuario permiten, a trave´s de la interfaz descrita en la seccio´n 8.5,
establecer informacio´n de control que incremente el rendimiento de las operaciones de E/S. Esta
informacio´n es traducida a hints por parte del sistema y almacenada, procedie´ndose a su uso en dichas
operaciones.
En el cap´ıtulo 5 se detalla la estructuramap-node y se describen los hints como uno de los campos de
dicha estructura. Esto implica que los hints son creados y utilizados por fichero. Esto ofrece flexibilidad
a las aplicaciones, ya que se pueden especificar diferentes hints para diferentes ficheros. No obstante,
almacenar los hints en el map-node supone un problema, debido a que esta estructura no permite
que aplicaciones diferentes puedan utilizar diferentes hints para un mismo fichero. Este problema se
puede resolver asociando una estructura hint a un descriptor de fichero abierto. Por este motivo, la
estructura map-node pierde el campo hints, quedando como en la figura 9.6.
De este modo, los hints pasan a ser metadatos asociados a ficheros abiertos y so´lo se pueden utilizar
durante el tiempo que ese fichero este´ abierto, perdie´ndose la informacio´n correspondiente al cerrarse.
De ah´ı, que los hints puedan almacenarse en memoria por parte del sistema de ficheros. La estructura
hint consiste en una lista de pares (clave, valor).
La operacio´n que permite aplicar una estructura hint a un determinado fichero MAPFS abierto
previamente es:
void mapHintsApply( Mapfs_File file, Mapfs_hints *hint);
Por su parte, la operacio´n que debe utilizar una aplicacio´n para aplicar una determinada estructura
de control a un determinado fichero MAPFS abierto previamente es:
void mapCtrlUserApply( Mapfs_File file, Mapfs_CtrlUser *ctrlUser);
9.7. Interfaz gra´fica del sistema MAPFS
Con el objetivo de evaluar el sistema y proporcionar aplicaciones u´tiles para el usuario del sistema
MAPFS, se han implementado un conjunto de herramientas que permiten convertir ficheros tradicio-
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Tamaño del fichero
Flag Tipo Modelo
Posición
Protección
Tiempo de creación
Tiempo de acceso/modif
Datos del fichero
Núm. disp/
Nomb. subf.
Pos. Relativa
map-node:
Nodo inicial
Dueño y grupo del fichero
Disp. X/
Subf. “x”
Pos.inicio -
Pos.final
Enlace a
sig. puntero
Figura 9.6: Estructura del map-node, eliminando el campo de hints
nales en ficheros MAPFS y viceversa, as´ı como otras funciones interesantes (ve´ase seccio´n 11.5). Estas
utilidades invocan internamente a la interfaz del sistema de ficheros MAPFS.
Existen dos formas de ejecutar estas herramientas MAPFS, a saber, en modo mandato y en modo
gra´fico. En modo mandato, implica arrancar un cliente MPI que se encargue de ejecutar la herramienta
correspondiente. Para facilitar esta labor, se ha implementado una interfaz gra´fica en Java, denominada
MapView, que permite realizar las operaciones de una forma sencilla e intuitiva.
Esta interfaz gra´fica se puede utilizar de dos modos diferentes, modo operacional y modo visuali-
zacio´n.
El modo operacional permite ejecutar las utilidades, interaccionando directamente con los ficheros.
La figura 9.7 muestra el modo operacional de la interfaz gra´fica del sistema.
Por otro lado, el modo visualizacio´n permite visualizar la topolog´ıa del sistema, mostrando los gru-
pos de almacenamiento y dando la posibilidad al usuario de interaccionar con el sistema, modificando
dicha topolog´ıa. Entre las operaciones que se pueden realizar se encuentran las siguientes:
1. Creacio´n de nuevos grupos de almacenamiento.
2. Modificacio´n de la relacio´n de agrupacio´n.
3. Cambio de un servidor de grupo.
4. Eliminacio´n de un grupo de almacenamiento.
5. Comprobacio´n de que un servidor esta´ operativo (tping).
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Figura 9.7: M odo operacional de la interfaz gra´fica del sistema MAPFS
Figura 9.8: M odo visualizacio´n de la interfaz gra´fica del sistema MAPFS
6. Visualizacio´n de los ficheros almacenados en un determinado grupo de almacenamiento.
La figura 9.8 muestra el modo visualizacio´n de la interfaz gra´fica del sistema.
9.8. Resumen
Este cap´ıtulo ha descrito algunos aspectos de implementacio´n, necesarios para comprender de
forma completa la arquitectura del sistema MAPFS y encajar las distintas piezas que componen la
misma. Concretamente, el cap´ıtulo incluye caracter´ısticas de la implementacio´n de los subsistemas en
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que se divide el sistema global, de los grupos de almacenamiento y de las estructuras de control y hints.
La u´ltima seccio´n describe la interfaz gra´fica proporcionada para facilitar el uso de las herramientas
relacionadas con el sistema MAPFS.
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Capı´tulo 10
Posibles aplicaciones de MAPFS
10.1. Introduccio´n
Un sistema de ficheros sirve de soporte a aplicaciones de niveles superiores y tiene sentido siempre
que sea capaz de proporcionar su servicio de una forma eficiente y lo ma´s transparente posible. Es por
ello que este trabajo, adema´s de presentar el sistema de ficheros MAPFS, tambie´n analiza y evalu´a
las posibles aplicaciones que se puedan desarrollar sobre el mismo.
Las aplicaciones precisan cada vez ma´s potencia y capacidad de almacenamiento. Tradicionalmente
estas aplicaciones con una mayor necesidad de potencia de co´mputo han procedido del campo de la
investigacio´n cient´ıfica e ingenieril, donde es necesario realizar simulaciones de sistemas complejos,
lleva´ndose a cabo una gran cantidad de calculos nume´ricos. Hoy en d´ıa, tambie´n las aplicaciones
comerciales necesitan procesar una gran cantidad de datos. Como ejemplos de esta tendencia existen
aplicaciones que permiten reconocer la voz o la imagen, o aplicaciones de Data Mining que permiten
reconocer patrones a trave´s de una cantidad ingente de datos. Otras aplicaciones encajan dentro de
los campos de la telemedicina, de la bioinforma´tica o en el campo de los juegos (entornos virtuales,
por ejemplo).
HPDA (High Performance Data Analysis) es un sistema que surge como propuesta para dar solu-
cio´n a estas necesidades y, por tanto, permite llevar a cabo un ana´lisis de grandes cantidades de datos,
logrando un alto rendimiento. HPDA utiliza MAPFS como sistema de ficheros.
Aunque HPDA surge como un entorno independiente de aplicacio´n, dicho sistema va a ser utilizado
ba´sicamente por dos tipos de aplicaciones: aplicaciones deWeb Mining y aplicaciones de bioinforma´ti-
ca. Estos campos son lo suficientemente versa´tiles y representativos como para validar el sistema
integral. Adema´s, ya en [MZ00] se enuncia como propuesta el uso de sistemas de ficheros paralelos
para la construccio´n de sistemas escalables paralelos de Data Mining (PKDD).
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10.2. Web Mining
El ana´lisis de las enormes cantidades de datos que las organizaciones generan d´ıa a d´ıa como
consecuencia de las operaciones realizadas, dio lugar a la aparicio´n a finales de los 80 del te´rmino KDD
para describir el conjunto de acciones encaminadas a analizar dichos datos para obtener informacio´n
de intere´s. Data Mining, siendo tan so´lo una parte de tal proceso, es la fase que ma´s atencio´n ha
atra´ıdo y, como consecuencia, en los diez u´ltimos an˜os son numerosos los sistemas desarrollados tanto
en universidades como para su uso comercial (Intelligent Miner, Quest, DBMiner o Clementine por
nombrar algunos).
No obstante Internet supone un nuevo reto para este tipo de te´cnicas y sistemas. Los datos recogidos
v´ıa web difieren en naturaleza y contenido a los datos que tradicionalmente se estaban analizado. Por
otra parte, el ana´lisis de usuarios que navegan por la Web requiere una primera identificacio´n de los
mismos, cuestio´n que en la actualidad es imposible realizar debido a: (i) infraestructura subyacente: el
protocolo http es no persistente y (ii) las herramientas y sistemas tradicionales no esta´n ajustadas para
este tipo de informacio´n. La obtencio´n de un sistema capaz de analizar perfiles de navegantes web en
tiempo real es de vital importancia para todo tipo de organizaciones que han comenzado a desarrollar
su actividad en Internet en los u´ltimos tiempos y que como resultado de ello esta´n perdiendo el trato
personalizado con sus usuarios.
La combinacio´n de las dos a´reas, Data Mining y la web da lugar a lo que se conoce como Web
Mining, que se define como “la aplicacio´n del proceso de KDD a datos recogidos en los logs de los
servidores, o la informacio´n recogida en la web, . . . . As´ı, se puede decir que Web Mining consiste
en hacer uso de las te´cnicas de Data Mining para automatizar el descubrimiento y extraccio´n de
informacio´n a partir de documentos y servicios existentes en la web” [Etz96].
Es importante destacar que los sistemas que se esta´n desarrollando asumen tratamiento de datos
desde ficheros planos no teniendo una infraestructura de bases de datos adecuada para los datos que
se esta´n recogiendo.
Internet supone un flujo de datos nuevo y desconocido. Este flujo de datos “clickstream” contiene
cada referencia de cada uno de los movimientos realizados por un usuario mientras estaba conectado en
un sitio Web. Como consecuencia, este flujo de datos es un registro del comportamiento de los usuarios
mucho mejor que cualquiera de los registros de datos existentes hasta el momento. El flujo de datos
generado en cualquier sitio Web es una serie de acciones microsco´picas que se pueden unir en sesiones y
que analizados de manera eficiente permitir´ıa entender y descubrir muchos de los comportamientos de
los usuarios. Analizando convenientemente este flujo de datos es posible obtener perfiles de navegantes,
predecir futuros comportamientos y personalizar pa´ginas web dina´micamente entre otras.
No obstante, la informacio´n que se recoge en los servidores web y en el los servidores de aplicaciones
no es completa, y no se esta´ analizando correctamente pues ba´sicamente se esta´n aplicando heur´ısticas
y herramientas de visualizacio´n y OLAP, lo que hace que no sea u´til para la mejora de las operaciones
llevadas a cabo en la Web como pueden ser el comercio electro´nico en todas sus variantes (B2B, B2C,
. . . ). Los datos que se generan por un servidor Web no son simplemente otra fuente de datos. Se
puede decir que es un flujo de datos en continua evolucio´n. En la actualidad existen ma´s de doce
formatos diferentes para capturar los datos de los servidores. Cada uno de estos formatos tienen
componentes opcionales que si se usan podr´ıan ayudar a identificar usuarios, sesiones y en ultima
instancia comportamientos.
Sin embargo, las organizaciones necesitan construir la infraestructura para la revolucio´n que ha
supuesto la red Internet si quieren sobrevivir en el entorno competitivo en el que se manejan. El e´xito
de la mayor´ıa de actividades que se van a desarrollar en los pro´ximos an˜os en la Web va a depender de
co´mo los servidores Web respondan a sus visitantes. So´lo entendiendo el flujo de datos generado por
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los servidores Web se podra´ dar un servicio personalizado a los usuarios. Entender este flujo de datos
va a suponer construir la infraestructura de bases de datos para dar soporte a la toma de decisiones.
Todo esto no se podra´ conseguir sin una metodolog´ıa que permita analizar mediante proyectos de Data
Mining los grandes volu´menes de datos que se van a generar en los pro´ximos an˜os en los diferentes
sitios web. Tal metodolog´ıa tiene que contemplar no so´lo los procesos de ana´lisis en s´ı mediante las
te´cnicas mas avanzadas de bases de datos, sino que tendra´ que establecer los pasos a seguir para
poder capturar la informacio´n adecuada que permita conocer quie´nes son los visitantes y cua´les son
sus pautas de comportamiento.
Con seguridad podemos afirmar que en los pro´ximos an˜os surgira´n nuevas capacidades para alma-
cenar y extraer informacio´n de los servidores web. El lenguaje XML y el lenguaje HTML dina´mico
han hecho que las pa´ginas web sean ma´s expresivas y personales, lo que afectara´ a los flujos de datos
generados. Debido a la naturaleza distribuida de la web los datos se esta´n recogiendo simulta´neamen-
te por servidores f´ısicos diferentes. Incluso cuando los formatos de estos servidores son compatibles
surge el problema de la sincronizacio´n de dichos ficheros. Por otra parte, se tienen datos generados
por los proveedores de servicio de Internet (ISP), por los proxies, por los motores de bu´squeda y se
necesita que todos estos datos se analicen en el servidor que queremos estudiar. Otra de las grandes
frustraciones con el flujo de datos generados es el anonimato de las sesiones. Esto es debido en parte a
las caracter´ısticas del protocolo http subyacente. Este problema se tiene que estudiar en profundidad
para encontrar la mejor solucio´n para poder identificar los usuarios de manera u´nica. Para analizar
los comportamientos no va a ser suficiente colocar cada suceso que ocurre en una pa´gina o cada ges-
to de un usuario en una base de datos. Esto tan solo nos proporcionar´ıa una descripcio´n inu´til del
comportamiento. Estos datos han de ser enriquecidos e interpretados para intentar encontrar perfi-
les de comportamiento, grupos de usuarios, valor potencial de los usuarios y todo de cara a poder
proporcionar un servicio personalizado.
Por tanto, sera´ necesario disen˜ar un entorno que permita recoger la informacio´n de forma correcta
y que permita un posterior procesado de la misma de manera eficiente de tal forma que sea posible
identificar correctamente a los usuarios, se puedan obtener las sesiones de manera automa´tica y final-
mente se pueda extraer conocimiento. No obstante todo ello necesita de una infraestructura en la que
el almacenamiento y el posterior acceso a los datos se realice de manera eficiente.
Como consecuencia, para resolver el problema se plantea el disen˜o e implementacio´n de un sistema
que sera´ capaz de:
Recoger datos provenientes de la Web.
Procesar los datos de cara a la obtencio´n inteligente de sesiones e identificacio´n de usuarios.
Almacenar los datos en un soporte especialmente disen˜ado para este tipo de datos.
Acceso eficiente a los datos almacenados.
Ana´lisis de los datos recogidos en tiempo real.
Los mayores problemas en el ana´lisis de datos se deben principalmente a que no existe una ar-
quitectura ni un soporte de datos adecuado. En primer lugar se trata de resolver el problema de la
recogida de los datos y la identificacio´n de sesiones y usuarios donde nos encontramos con el problema
de la no persistencia del protocolo http. Tal problema se podr´ıa solucionar mediante la modificacio´n
de la recogida de los logs de los servidores. Una vez subsanado este problema se ha de disponer de un
soporte de almacenamiento eficiente para poder acceder a grandes volu´menes de datos.
Se trata de que todo el entorno sea eficiente para lo que se plantea el disen˜o e implementacio´n de
una arquitectura de soporte a todas las operaciones derivadas del ca´lculo de perfiles web en tiempo
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real. Las necesidades de co´mputo y las prestaciones a nivel de entrada/salida requeridas por estas
operaciones hacen necesaria la utilizacio´n de instalaciones hardware de altas prestaciones. El desarrollo
de cluster basados en tecnolog´ıa PC proporciona un rendimiento elevado a un coste muy inferior al
de instalaciones basadas en grandes servidores centrales.
Adema´s se hace necesario el estudio de los algoritmos de Data Mining. En la actualidad, los
algoritmos que se esta´n utilizando para el descubrimiento de informacio´n son los algoritmos de Data
Mining que mejores resultados han demostrado en los u´ltimos an˜os. Sin embargo y debido al tipo y
naturaleza de los datos con los que se esta´ tratando se hace necesario el disen˜o e implementacio´n de
nuevos algoritmos. Como entorno de soporte al desarrollo de todas las operaciones derivadas de los
nuevos algoritmos a tratar proponemos utilizar una arquitectura de agentes.
10.3. Bioinforma´tica
Desde que en Febrero de 2001 Celera Genomics presento´ en la revista Science el mapa del genoma
humano, numerosos grupos de investigacio´n en biolog´ıa y gene´tica han abordado ambiciosos proyectos
dentro de esta a´rea. Las oportunidades que brinda la biogene´tica en la deteccio´n precoz y tratamiento
de gran nu´mero de enfermedades ha hecho de esta l´ınea de investigacio´n el campo ma´s fruct´ıfero de
la medicina experimental.
Las necesidades de co´mputo de estos experimentos son muy elevadas, principalmente debido a dos
factores; en primer lugar el taman˜o de los datos que tratan, por ejemplo, el genoma humano consta
de tres mil millones de bases, y en segundo lugar porque los algoritmos utilizados son cada vez ma´s
complejos y sofisticados lo cual implica la necesidad de recorrer los datos a analizar en varias ocasiones.
Dentro de estos algoritmos se encuentran, por ejemplo, las te´cnicas de Data Mining, cuya aplicacio´n
a este campo se denomina Bio Mining. El soporte de computacio´n requerido por estos experimentos
implica un desembolso econo´mico muy cuantioso en un computador con la potencia necesaria.
Las necesidades de los investigadores espan˜oles que trabajan en gene´tica o biolog´ıa molecular a
nivel de potencia de ca´lculo se han incrementado al mismo ritmo que han ido creciendo los trabajos
realizados sobre dichos campos. Tal y como se recalco´ en las II Jornadas Nacionales de Bioinforma´tica,
celebradas en Ma´laga a lo largo del mes de Junio de 2001, los experimentos de ana´lisis de prote´ınas o
secuencias de bases que se esta´n realizando en centros como el CNB (Centro Nacional de Biotecnolog´ıa)
requieren el uso de grandes entornos de computacio´n. El coste de una instalacio´n de este estilo por
medio de grandes computadores es excesivamente elevado y adema´s sufren de unas severas limitaciones
a la hora de su actualizacio´n o renovacio´n.
Dentro de las a´reas de intere´s de los investigadores en el campo de la bioinforma´tica, se puede poner
como ejemplo el agrupamiento de patrones de expresio´n ge´nica. Para el primer caso se han utilizado
algoritmos derivados de la inteligencia artificial, tales como las redes neuronales auto-organizativas
[PPT+01], o estacio´n de reglas de asociacio´n (algoritmo Apriori) [RAPL+00]. Los algoritmos de este
estilo realizan numerosas iteraciones sobre los datos a analizar, hasta lograr agrupar los elementos
en diferentes clases de equivalencia. Si el conjunto de datos a analizar incluye miles de genes, y
considerando que el taman˜o medio de un gen es de 30000 bases, el tiempo de ejecucio´n de los algoritmos
y los recursos computaciones utilizados son muy elevados, por lo que la plataforma HPDA se puede
adaptar perfectamente a este tipo de ana´lisis, como ya veremos.
El creciente intere´s que en la actualidad se ha producido por el estudio del genoma, as´ı como
por toda la investigacio´n relacionada con el ana´lisis de datos gene´ticos en la previsio´n y deteccio´n
de diversos tipos de enfermedades (hereditarias o degenerativas), impone la necesidad de combinar
dos factores. Un elemento fundamental en este tipo de problemas, ya mencionado, es la necesidad de
co´mputo y de recursos informa´ticos. En u´ltimo lugar y no por ello menos importante, los algoritmos
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y te´cnicas de ana´lisis de la informacio´n del entorno bioinforma´tico juegan un papel determinante en
el desarrollo y los objetivos del sistema integral.
10.3.1. Aplicacio´n de algoritmos de Data Mining a datos biogene´ticos
La explotacio´n pra´ctica de un sistema con estas caracter´ısticas se basa en su adecuacio´n a las
operaciones y datos que van a tratar. Las caracter´ısticas de los datos que afectan directamente a su
procesamiento por el sistema se basan en dos factores; en primer lugar, en las te´cnicas aplicadas a los
mismos y en segundo lugar, en el volumen y taxonomı´a de los propios datos.
1. Las te´cnicas habitualmente usadas son te´cnicas de estudio estad´ıstico. Estas te´cnicas no consi-
guen nada ma´s que una informacio´n global de para´metros estad´ısticos, tales como distribuciones
o correlaciones entre valores. El estado del arte en te´cnicas de ana´lisis de este tipo de datos
apunta hacia el uso de algoritmos de Machine Learning o de Data Mining.
2. Las bases de datos de geno´mica o de s´ıntesis de prote´ınas incluyen centenares de miles o incluso
millones de registros, cada uno de los cuales dispone, a su vez de varios miles de atributos. Esto
hace que su gestio´n en memoria principal de un computador sea en muchos casos imposibles.
3. La combinacio´n del volumen de datos con los algoritmos tradicionales abre la puerta a multitud
de problemas que no se dan en entornos con diferentes caracter´ısticas. Algoritmos tales como la
extraccio´n de reglas de asociacio´n mediante variantes del algoritmo Apriori de Agrawal, a la hora
de trabajar con problemas de gran taman˜o, presentan nuevas problema´ticas. En este caso, por
ejemplo, las propias estructuras intermedias de almacenamiento del algoritmo (los conjuntos
de atributos candidatos en cada iteracio´n en Apriori) exceden, incluso en varios o´rdenes de
magnitud, el volumen de los datos a tratar.
10.4. HPDA
En la actualidad el incremento de potencia asociado a su reducido coste ha hecho de la tecnolog´ıa
PC una herramienta u´til ma´s alla´ de su aplicacio´n inicial como terminal de trabajo. Sin embargo
las prestaciones de un PC, incluso de u´ltima generacio´n, distan mucho de las necesidades de ca´lculo
y almacenamiento masivo de entornos como los de Web Mining o bioinforma´tica. Como alternativa
esta´ siendo utilizado en numerosos problemas de super-computacio´n la agrupacio´n de computadores
de tipo PC en redes o clusters. Estas redes de computadores tienen dos grandes ventajas; por un
lado, la potencia de ca´lculo y almacenamiento combinada de todos sus elementos es equivalente a
grandes instalaciones de un solo computador, teniendo adema´s un coste apreciablemente menor; por
otro lado, el disen˜o de un cluster de procesadores permite la escalabilidad y la actualizacio´n del entorno
agregando o reemplazando sus componentes segu´n lo exijan las necesidades del problema.
No obstante, los entornos de computacio´n distribuida, como estos clusters de PC, son mucho ma´s
dif´ıciles de explotar y utilizar que los entornos centralizados.
Entre las cuestiones ma´s relevantes en el aprovechamiento de los entornos de procesamiento masivo
se encuentran los problemas de almacenamiento o de entrada/salida distribuida. La distribucio´n de los
datos en los nodos de un cluster hace de su acceso una operacio´n no transparente; sin embargo, propor-
ciona un grado de escalabilidad y una oportunidad de paralelizar las operaciones de lectura/escritura
sobre los elementos del cluster. Otro factor importante en la utilizacio´n de un cluster de computadores
son los mecanismos para repartir y equilibrar la carga. Estos mecanismos deben permitir utilizar el
nu´mero de nodos necesarios para minimizar el tiempo de ejecucio´n de un conjunto de tareas. Las
te´cnicas de equilibrado de carga deben evitar que se encuentren nodos ociosos mientras que otros
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Figura 10.1: Arquitectura de HPDA
nodos de proceso se encuentran saturados. La resolucio´n ideal a este problema debe permitir que los
factores tanto de los procesos de entrada/salida como de la gestio´n de las tareas repartidas entre los
nodos sean lo ma´s transparente posible al investigador y sus algoritmos y te´cnicas. Esta idea debe
mantener un equilibrio con el grado de aprovechamiento de los recursos del cluster. De poco sirve una
capa que oculte completamente los problemas antes citados, pero que no utilice ma´s que una pequen˜a
fraccio´n de las capacidades del cluster que recubre.
Como hemos mencionado anteriormente, HPDA da respuesta a estas necesidades y consiste en
un sistema que integra varios niveles o capas, a fin de realizar un ana´lisis de datos de una forma
eficiente. El sistema es independiente del dominio de las aplicaciones, aunque en el desarrollo del
prototipo se han disen˜ado dos capas que pueden utilizar este sistema y que permiten sacar partido de
la infraestructura subyacente: una capa de aplicacio´n para algoritmos de Web Mining y otra capa de
aplicacio´n para algoritmos de bioinforma´tica.
Como consecuencia, HPDA consiste en una arquitectura que proporciona un soporte eficiente de la
recogida, almacenamiento y el posterior ana´lisis de los datos pertinentes. Para el acceso eficiente a los
datos se hace necesario implementar un sistema de almacenamiento masivo al que se pueda acceder en
paralelo. En este punto entra en juego el sistema de ficheros paralelo MAPFS. El entorno resultante
pretende as´ı eliminar los problemas de los actuales sistemas de recogida y ana´lisis de datos. Adema´s,
el sistema permitira´ el ana´lisis en tiempo real de los datos recogidos, cuestio´n que tampoco es posible
a menos que se disponga de un soporte adecuado.
La figura 10.1 muestra la arquitectura gene´rica del sistema en cuestio´n.
Debido a las caracter´ısticas del sistema de ficheros MAPFS, el sistema multi-agente es compartido
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por MAPFS y por las capas superiores que aprovechan los servicios ofrecidos por los agentes que lo
forman.
La arquitectura propuesta para el desarrollo del sistema planteado se basa en un cluster de es-
taciones de trabajo de tipo PC de gama media con gran capacidad de almacenamiento. Por encima
de este hardware se utiliza un sistema de almacenamiento paralelo (MAPFS) que permite la gestio´n
y recuperacio´n de la informacio´n con un alto grado de rendimiento. La configuracio´n del entorno y
la parametrizacio´n del sistema de ficheros paralelo se controla por medio de un sistema de agentes
cooperantes. Sobre la base de los servicios proporcionados por estos elementos se apoyan los servido-
res de informacio´n convenientemente modificados que se utilicen para proporcionar el servicio y un
conjunto de librer´ıas y herramientas relativas al dominio de las aplicaciones. La informacio´n analizada
por este entorno es proporcionada por los servidores anteriormente citados, analizada por medio de
los algoritmos de ana´lisis de datos (principalmente, Data Mining) y sus resultados y perfiles sera´n
realimentados a los servidores de informacio´n para futuras utilizaciones.
10.5. Algoritmo Apriori
En el campo de Data Mining toman un papel destacado las denominadas reglas de asociacio´n.
Las reglas de asociacio´n permiten modelizar patrones u´tiles e interesantes en muchos escenarios de
Data Mining. Estos patrones representan caracter´ısticas que “suceden juntas” y que son deducidas a
partir de los datos. La aplicacio´n ma´s conocida de las reglas de asociacio´n se conoce como “problema
de la cesta de la compra”, un problema gene´rico que trata con la identificacio´n de los productos que
realiza un cliente en la misma compra. El problema de la cesta de la compra define una clara tarea
de reconocimiento de patrones, que es aplicable a muchos otros problemas, tales como la prediccio´n
de fallos en redes, ana´lisis del genoma o tratamientos me´dicos, entre otros. Las reglas de asociacio´n se
utilizan en escenarios donde hay grandes bases de datos, los cua´les contienen millones de instancias.
Una regla de asociacio´n es una implicacio´n de la forma A → B, donde A y B son conjuntos de
datos llamados “elementos”. Estos conjuntos no tienen elementos comunes (A
⋂
B = ∅) y no son
vac´ıos (A 6= ∅ ∧ B 6= ∅). La regla A → B debe leerse como “si una instancia cumple la caracter´ıstica
A, entonces cumple tambie´n la caracter´ıstica B”.
Una regla de asociacio´n tiene dos para´metros nume´ricos que definen la calidad de la misma:
soporte de una regla de asociacio´n: El soporte de una regla R = A → B representa cuantas
instancias son descritas por la regla, es decir, soporte(R) = |A⋃B|, donde |X| es el nu´mero de
instancias con la caracter´ıstica X.
confianza de una regla de asociacio´n: La confianza de una regla R = A → B es el soporte del
antecedente de la regla dividido por el soporte de todos los elementos que aparecen en la regla,
es decir, confianza(R) = |B|/|A⋃B|.
El algoritmo Apriori propuesto por Agrawal [AIS93] es el algoritmo ma´s conocido de reglas de
asociacio´n. Este algoritmo tiene dos fases diferentes: (i) ca´lculo de conjuntos frecuentes y (ii) extraccio´n
de reglas utilizando estos conjuntos frecuentes. La primera de estas dos fases se convierte en un
“cuello de botella” en el algoritmo Apriori. En esta primera fase es necesario acceder al sistema de
almacenamiento para obtener una gran cantidad de datos que deben procesarse. El acceso al sistema
de E/S es lento y los sistemas tradicionales no incrementan el rendimiento de las operaciones de E/S.
El algoritmo Apriori calcula los conjuntos frecuentes en varias fases iterativas en cada una de las
cua´les el algoritmo recorre la base de datos entera una vez. Cada iteracio´n comienza con cada grupo
de conjuntos de datos candidatos que son validados despue´s de que la base de datos entera es le´ıda y
los soportes de los conjuntos calculados.
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Una optimizacio´n posible de este algoritmo es el ca´lculo paralelo de estos conjuntos de datos fre-
cuentes, distribuyendo los conjuntos de datos candidatos entre diferentes nodos. Cada uno de los nodos
recorre la base de datos entera para calcular el soporte de sus propios candidatos. Los algoritmos Data
Distribution [AS96] e Intelligent Data Distribution [HKK97] son ejemplos de este tipo de algoritmos.
Por otro lado, se puede tambie´n llevar a cabo lo que se denomina paralelismo de datos, particio-
nando la base de datos entre los diferentes nodos. Con esta te´cnica, cada uno de los nodos so´lo recorre
sus datos locales, calculando el soporte de cada candidato y posteriormente combinando sus resultados
con los del resto de los nodos. PEAR [Mue95], FDM [CHN+96] y NPA [SK96] son algoritmos que
permiten hacer el ca´lculo del soporte de forma paralela.
Tambie´n existen algoritmos h´ıbridos que combinan paralelismo de ca´lculo y de datos. Shintani y
Kitsuregawa [SK99] presentan varios algoritmos, que distribuyen tanto los datos como los conjuntos
de candidatos para mejorar el ca´lculo de los soportes.
Otra alternativa es incrementar el rendimiento reduciendo el taman˜o de la base de datos despue´s
de cada recorrido de la misma. DHP [PCY95] elimina registros de la base de datos cuando el nu´me-
ro de candidatos es menor que el taman˜o del pro´ximo conjunto de datos. PDM [CHN+96] es una
implementacio´n paralela de este algoritmo.
Otros algoritmos paralelos han sido propuestos teniendo en cuenta arquitecturas hardware o ca-
racter´ısticas especiales. Zaki et al. disen˜aron algoritmos eficientes para arquitecturas con memoria
compartida [ZOPL96] o clusters de SMP [ZPOL97].
Como aplicacio´n de MAPFS se presenta una optimizacion del algoritmo Apriori, haciendo uso
de dicho sistema de ficheros y distribuyendo los datos a trave´s de un cluster de nodos [PPG+02a].
MAPFS proporciona acceso paralelo a los datos, reduciendo el cuello de botella que constituye el
acceso a servidores convencionales. Para ello, se ha modificado ligeramente el algoritmo Apriori de
forma que utilice la interfaz de MAPFS.
Como ya hemos mencionado, algunos algoritmos eliminan registros en etapas iniciales, de forma que
reducen el taman˜o del problema. Otros algoritmos comienzan con el conjunto completo de atributos
y durante las mu´ltiples iteraciones el conjunto se va reduciendo. Si determinados atributos se marcan
como eliminados, una estrategia interesante ser´ıa saltar su posicio´n en futuras lecturas. Esta es la
te´cnica utilizada en esta optimizacio´n. El sistema de almacenamiento es el responsable de descartar
bloques de datos cuyos elementos no son candidatos para las siguientes etapas del algoritmo. La idea
principal es utilizar la informacio´n generada en una iteracio´n para reducir la entrada de datos de la
pro´xima iteracio´n.
Ve´amos como se lleva a cabo la optimizacio´n. Sea I el conjunto de todos los conjuntos de elementos.
El algoritmo Apriori se puede definir del siguiente modo:
1. Se calculan las ocurrencias de elementos que determinan los mayores conjuntos de datos de 1
elemento, que denominaremos L1.
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2. Se lleva a cabo el siguiente bucle:
for (k=2; Lk−1 6= ∅; k++) {
/* Generacio´n de nuevos candidatos */
Ck= candidates gen(Lk−1);
forall itemsets i in I do
/* Obtener candidatos de i */
Ci = subset(Ck, i)
forall candidates c in Ci do
c.count++;
Lk = {c ∈ Ck/c.count >= min support}
}
3. La salida es:
⋃
k(Lk).
donde candidates gen() es una funcio´n que acepta el conjunto de todos los mayores conjuntos de
datos de k− 1 elementos Lk−1, y devuelve un superconjunto de todos los mayores conjuntos de datos
de k elementos. Estos conjuntos de datos permiten encontrar reglas de asociacio´n entre diferentes
elementos.
Por otro lado, el para´metro min support se define para garantizar que las reglas son significativas.
Para optimizar el algoritmo Apriori, se ha utilizado la implementacio´n de Christian Borgelt, que
utiliza un a´rbol de prefijos para organizar los contadores de los conjuntos de elementos [CHR]. Esta
implementacio´n utiliza ficheros planos como datos de entrada y ficheros de salida que contienen las
reglas de asociacio´n junto a su confianza y soporte. La optimizacio´n se realiza a nivel del sistema de
ficheros. El sistema de almacenamientos se encarga de descartar en la iteracio´n i aquellos bloques de
datos que no sean miembros de los candidatos en el nivel i− 1.
Esta propuesta utiliza hints, construidos mediante un subsistema multiagente que permite incre-
mentar el rendimiento de la lectura de la informacio´n. La implementacio´n de Christian Borgelt lee
todas las l´ıneas de fichero de entrada en cada iteracio´n. De cara a incrementar el rendimiento, el
bloque escogido es una l´ınea del fichero de entrada. El sistema de almacenamiento utiliza hints que
definen si un bloque (una l´ınea) debe evaluarse en la pro´xima iteracio´n o no. Los bloques se marcan
como eliminados si no han sido seleccionados en la iteracio´n anterior. Si un bloque esta´ marcado como
eliminado, el sistema de ficheros salta este bloque en la lectura y de este modo, se reducen los datos
de entrada.
La implementacio´n de Christian Borgelt se ha modificado ba´sicamente en dos aspectos:
1. Utiliza las operaciones de E/S de MAPFS.
2. Interacciona con MAPFS para comunicar al sistema de almacenamiento que un conjunto de
elementos pertenece a los candidatos. Si para algu´n conjunto de elementos, no se “avisa” al
sistema de almacenamiento de que dicho conjunnto pertenece a los candidatos, este bloque se
marca como eliminado.
Por tanto, las mejoras llevadas a cabo sobre la implementacio´n son ba´sicamente dos:
1. acceso paralelo a los datos;
2. uso de hints para descartar bloques de datos.
La seccio´n 11.6 recoge la evaluacio´n de esta modificacio´n, que permite aumentar la eficiencia de
una aplicacio´n ya bastante mejorada.
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10.6. Resumen
Este cap´ıtulo describe la interaccio´n entre diferentes aplicaciones y el sistema de ficheros MAPFS,
como plataforma subyacente para el acceso a los datos. Como ejemplo de interaccio´n se describe el
sistema HPDA (High Performance Data Analysis), sistema que permite llevar a cabo un ana´lisis de
grandes cantidades de datos, logrando conseguir un alto rendimiento. HPDA utiliza MAPFS como
sistema de ficheros. A pesar de que HPDA se ha concebido como un entorno independiente de aplica-
cio´n, dicho sistema va a ser utilizado ba´sicamente por dos tipos de aplicaciones: aplicaciones de Web
Mining y aplicaciones de bioinforma´tica, que necesitan acceder a una gran cantidad de informacio´n.
Adema´s del ana´lisis del sistema HPDA, en este cap´ıtulo se ha procedido a describir la mejora
realizada sobre el algoritmo Apriori. Esta implementacio´n permite que el sistema de almacenamiento
tome decisiones sobre los datos de entrada, mejorando la eficiencia del algoritmo a trave´s del acceso
paralelo a los datos y el uso de hints.
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Capı´tulo 11
Evaluacio´n de MAPFS
11.1. Introduccio´n
Los sistemas deben ser medidos o evaluados para conocer las deficiencias y ventajas que presentan.
Aunque una evaluacio´n cualitativa puede resultar u´til para validar un sistema, es necesario cuantificar
los resultados a fin de comparar el rendimiento de la solucio´n. Un sistema validado cualitativamente
puede no cumplir requisitos cuantitativos que le faculten para su funcionamiento real.
Por otro lado, hay una tendencia a evaluar los sistemas en condiciones ido´neas y por tanto, en
situaciones no reales, bien sea porque las medidas se realizan en per´ıodos de tiempo donde no hay
carga de trabajo, bien sea porque el entorno de pruebas no se corresponde con el entorno en el cua´l
el sistema va a ser implantado o bien porque se utilice una herramienta de simulacio´n. Pero estas
medidas no se adaptan al funcionamiento real.
Por este motivo, en este cap´ıtulo se recogen las evaluaciones realizadas sobre el sistema de ficheros
MAPFS sobre un entorno real de trabajo y con aplicaciones o herramientas reales, a fin de justificar
la utilidad de dicho sistema.
11.2. Evaluacio´n de un sistema
Para evaluar un sistema, debemos tener en cuenta que la eficiencia esta´ limitada por la Ley de
Amdahl [Amd67], [SBN82]. Esta ley afirma que “la mejora obtenida en el rendimiento al utilizar algu´n
modo de ejecucio´n o componente ma´s ra´pido esta´ limitada por la fraccio´n de tiempo que se pueda
utilizar ese modo o componente ma´s ra´pido”. Es decir,
Seff =
Sf
Sf (1− f) + f
donde:
f: es la fraccio´n del sistema que puede ser mejorada;
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Sf : el factor de mejora y
Seff : es la mejora global lograda o speedup del sistema.
Obviamente, para un valor pequen˜o de f, Seff ≈ 1, cualquiera que sea el valor de Sf . Es decir, la
mejora global lograda es insignificante.
Un aspecto importante que se deriva de la ley de Amdahl es el hecho de que “el speedup obtenido
por un sistema esta´ limitado por el componente ma´s lento del sistema”.
La ley de Amdahl aplicada al campo del paralelismo se puede expresar de la siguiente forma: dada
una aplicacio´n paralela que puede ser ejecutada en n procesadores interconectados, el speedup logrado
por la misma viene dado por la siguiente expresio´n:
Seff =
n
n ∗ (1− f) + f =
1
(1− f) + f/n (11.1)
Para este ca´lculo, se han tenido en cuenta dos simplificaciones:
1. Se asume el caso ideal de que N trabajadores pueden hacer el trabajo en una fraccio´n 1/N del
tiempo que necesita un trabajador.
2. Se ignora el coste de comunicacio´n.
Segu´n la expresio´n 11.1, el valor ma´ximo del speedup esta´ limitado por el nu´mero de procesadores.
Esta es la cota ma´xima, salvo en determinadas situaciones en las que se produce un feno´meno deno-
minado speedup superlineal, que consiste en que el aumento en el nu´mero de procesadores tambie´n
implica una mejora de otros factores, como por ejemplo un incremento de la cache global.
Otro ı´ndice relacionado con la me´trica del rendimiento en un sistema paralelo es la eficiencia.
La eficiencia es una medida de la fraccio´n de tiempo que un procesador esta´ siendo utilizado. Se
define como la razo´n entre el speedup y el nu´mero de procesadores:
E =
Seff
n
Este ı´ndice oscila entre 0 y 1 (salvo en casos de speedup superlineal).
11.3. Evaluacio´n de MAPFS. Pruebas de casos
Para evaluar el sistema de ficheros MAPFS, se han utilizado tres tipos de aplicaciones:
1. Operaciones de E/S: Se van a denominar operaciones de E/S en este apartado a aque´llas que
se utilizan para la transformacio´n de ficheros convencionales en ficheros MAPFS y viceversa,
as´ı como operaciones comunes entre ficheros.
2. Operaciones que explotan el paralelismo en el servidor: Cuando se hace referencia a paralelismo
en el servidor, nos referimos al paralelismo que proporciona la distribucio´n de los datos en los
servidores y el acceso en paralelo a cada uno de ellos. Cualquier operacio´n realizada en el sistema
de ficheros MAPFS utiliza este tipo de paralelismo. Este tipo de aplicaciones permite que un
u´nico cliente pueda acceder a informacio´n distribuida en un conjunto de servidores de forma
ma´s eficiente que a dicha informacio´n situada en local (en un u´nico nodo y accediendo mediante
los servicios UNIX), si se utilizan determinados taman˜os de acceso.
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3. Operaciones que explotan el paralelismo en el cliente: Si se paraleliza un determinado algoritmo,
se puede llevar a cabo la ejecucio´n de n copias del algoritmo en la parte cliente. De este modo,
la aplicacio´n se beneficia del paralelismo en el servidor, inherente en el sistema de ficheros de
MAPFS, y del paralelismo espec´ıfico de la aplicacio´n cliente.
Para las evaluaciones, se ha utilizado principalmente un cluster de 4 procesadores AMD Athlon
a 650 MHz, discos SCSI, memoria principal de 256 MB y memoria cache de 512 KB unidos por una
red Gigabit. El sistema operativo instalado en los PC es Linux v. 2.4.7-10. Como entorno principal,
se ha utilizado un u´nico grupo de almacenamiento, construido sobre cuatro servidores de NFS. Las
pruebas han consistido en la evaluacio´n del rendimiento de los tres tipos de aplicaciones anteriores
sobre ficheros de distintos taman˜os, utilizando tambie´n diferentes taman˜os de acceso (1KB, hasta 512
KB). Las pruebas se han realizado en un entorno no dedicado y en horas de trabajo. Las medidas se
han calculado como el valor media de 10 ejecuciones.
Respecto a la evaluacio´n de los grupos de almacenamiento, se ha analizado el funcionamiento del
sistema utilizando dos grupos con un nu´mero de nodos y caracter´ısticas f´ısicas diferentes, a partir de
un escenario en el que se an˜ade un nodo a un determinado grupo de almacenamiento. Asimismo, se
ha calculado el tiempo de reconstruccio´n de los datos en el caso de uso de una operacio´n de defrag-
mentacio´n. Uno de los grupos de almacenamiento es el anteriormente citado y el otro esta´ formado
por un conjunto de 8 nodos biprocesadores Intel Xeon a 2.40GHz, discos SCSI, memoria principal de
900 MB y memoria cache de 512 KB unidos por una red Gigabit. El sistema operativo instalado en
este u´ltimo cluster es Linux 2.4.20.
Para estudiar co´mo afecta el nu´mero de nodos de E/S al rendimiento de la aplicacio´n, tambie´n se
ha llevado a cabo una evaluacio´n del sistema con un nu´mero de nodos que oscila entre 2 y 8 nodos,
utilizando el cluster de 8 nodos.
Antes de llevar a cabo la evaluacio´n, es interesante caracterizar el sistema empleado adecuadamente.
Para ello, se han evaluado la red y los discos de cada nodo, que son los recursos que limitan y
condicionan el rendimiento del sistema.
A continuacio´n se pasa a describir la evaluacio´n de estos recursos en los dos clusters utilizados en
las pruebas. Posteriormente, se muestran cada una de las evaluaciones de las diferentes aplicaciones
sobre el sistema de ficheros MAPFS.
11.4. Caracterizacio´n del entorno de pruebas
El sistema de ficheros MAPFS utiliza principalmente dos recursos del cluster de nodos, la red,
debido a su caracter´ıstica distribuida y los discos, debido a que utiliza este tipo de dispositivos como
sistema de almacenamiento de los ficheros.
Para evaluar la red, se ha utilizado la herramienta NetPIPE (Network Protocol Independent Perfor-
mance Evaluator) [TC02], que encapsula las mejores caracter´ısticas de las herramientas de evaluacio´n
ttcp y netperf, permitiendo representar el rendimiento de la red bajo una variedad de condiciones.
Esta herramienta realiza pruebas tipo ping-pong, enviando mensajes de taman˜o variable e incremental
entre dos procesos a trave´s de la red o bien dentro de una arquitectura de memoria compartida.
Los resultados obtenidos para el cluster de 4 nodos se representan en la figura 11.1. Como se puede
observar, el ancho de banda ma´ximo es inferior a 30MB/s.
Por otro lado, la figura 11.2 muestra los resultados de evaluacio´n de la red para el cluster de
8 nodos. Destaca el hecho de que el ancho de banda ma´ximo es aproximadamente 112MB/s, muy
superior al valor del cluster de 4 nodos.
Respecto a la evaluacio´n de los discos, se ha utilizado la herramienta hdparm para medir el ancho
de banda de dichos dispositivos. Despue´s de un conjunto de pruebas de evaluacio´n, se ha concluido
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Figura 11.1: Evaluacio´n del ancho de banda de la red del entorno de pruebas (Cluster de 4 nodos)
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Figura 11.2: Evaluacio´n del ancho de banda de la red del entorno de pruebas (Cluster de 8 nodos)
que el ancho de banda de los discos correspondientes a los 4 nodos del primer cluster tiene el valor
medio de 25, 8045 MB/s, obteniendo una varianza de las medidas realizadas respecto a la media de
0, 00057475. Respecto al cluster de 8 nodos, la herramienta muestra que el valor medio del ancho
de banda de los discos es de 46, 7150 MB/s, siendo el valor de la varianza respecto a la media de
0, 99980700. De nuevo, se puede observar un ancho de banda superior en este u´ltimo caso.
11.5. Evaluacio´n de las operaciones de E/S
Para el desarrollo de las evaluaciones, as´ı como para lograr la integracio´n entre un sistema de
ficheros tradicional y el sistema de ficheros MAPFS, se ha implementado el siguiente conjunto de
herramientas:
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...
8192 x<=8192
Operación Lectura:
for i=1 to n
nfs_read(b );i
b
1
b
2
b
3
b
n-1
b
n
Operación Escritura:
for i=1 to n
nfs_write(b );i
...b
1
b
2
b
3
b
n-1
b
n
8192 8192 8192
8192 x<=81928192 8192 8192
Figura 11.3: Agrupacio´n de operaciones de lectura y escritura
pwrite: Esta herramienta permite distribuir los datos de un fichero de un sistema de ficheros
tradicional a trave´s de un grupo de almacenamiento.
pwrite(ft) = fMAPFS
donde:
ft : fichero tradicional
fMAPFS : fichero MAPFS
pread: Esta operacio´n permite realizar la funcio´n inversa a pwrite, es decir, construir un fichero
tradicional a partir de un fichero MAPFS.
pread(fMAPFS) = ft
pcopy: Esta herramienta permite copiar un fichero MAPFS en otro fichero MAPFS. Se utiliza
para evaluar el rendimiento de las operaciones de lectura y escritura de MAPFS.
pcopy(fMAPFS) = f2MAPFS
pcat: Esta herramienta se ha utilizado exclusivamente para la evaluacio´n de la operacio´n de
lectura MAPFS mapReadContig(). La operacio´n consiste en la lectura de un fichero MAPFS,
descartando su contenido.
pflush: De forma ana´loga a la herramienta anterior, e´sta se utiliza so´lo para evaluar la operacio´n
de escritura MAPFS mapWriteContig(). La operacio´n consiste en la escritura de un determinado
buffer en un fichero MAPFS.
Tras las pruebas realizadas en una fase inicial, se dedujo que las operaciones de lectura y escritura
MAPFS tienen mejor rendimiento en los siguientes casos:
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Figura 11.4: Evaluacio´n de las operaciones de conversio´n entre ficheros convencionales y ficheros
MAPFS (pwrite y pread) con ficheros de 150 MB
A medida que aumenta el taman˜o del fichero.
A medida que se incrementa el taman˜o de acceso. Esta tendencia disminuye a partir de un
determinado taman˜o, que depende de la operacio´n realizada y del taman˜o del fichero. No obs-
tante, NFS tiene una limitacio´n en las operaciones de escritura y lectura nfsproc read 2 y
nfsproc write 21, ya que so´lo permite leer y escribir un ma´ximo de 8192 bytes [NFS89]. Pa-
ra eliminar esta limitacio´n, las operaciones que se realicen con un taman˜o de bloque superior,
MAPFS las trata como una agrupacio´n de operaciones de taman˜o ma´ximo. En la figura 11.3 se
muestra la forma de abordar la agrupacio´n de operaciones de lectura y escritura.
En aplicaciones que tienen una significativa proporcio´n de operaciones de E/S frente a la fase
de procesamiento.
Cuando el sistema se utiliza de un modo paralelo, es decir, no se mezclan operaciones de E/S
paralelas y secuenciales y el procesamiento de la informacio´n tambie´n se lleva a cabo de una
forma paralela. Cuando se secuencia alguna de ellas, puede ocurrir que la fase secuencial se
convierta en “cuello de botella” de la fase paralela. Precisamente a esta caracter´ıstica es a la que
se ha denominado paralelismo en el cliente. E´ste es uno de los motivos por los que el sistema de
ficheros MAPFS se ha portado a MPI, de forma que la fase de procesamiento se pueda paralelizar
e integrar de una forma sencilla y esta´ndar.
Debido a que las operaciones de E/S utilizadas para la evaluacio´n so´lo explotan el paralelismo
del servidor, se observo´ que para taman˜os de acceso pequen˜os (menores de 16 KB), los tiempos de
dichas operaciones eran peores que las homo´logas en local, debido principalmente al excesivo nu´mero
de operaciones de E/S, que obligan a utilizar de forma intensiva la red. A partir de un taman˜o de
acceso de 16 KB, el rendimiento de las operaciones de E/S se incrementa frente al acceso local.
Las figuras 11.4, 11.5, 11.6 y 11.7 muestran los resultados de evaluacio´n de las operaciones de E/S,
a partir de este taman˜o de acceso y para ficheros de 150 MB.
Para comprobar que esta tendencia se mantiene en el caso de ficheros con un taman˜o mayor, se
han realizado las mismas pruebas para ficheros de taman˜o 300 MB y pruebas de lectura y escritura
1operaciones que utiliza NFS para llevar a cabo la lectura y escritura respectivamente
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Figura 11.5: Evaluacio´n de la operacio´n de copia de ficheros (pcopy) con ficheros de 150 MB
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Figura 11.6: Evaluacio´n de la operacio´n de lectura (pcat) con ficheros de 150 MB
para ficheros de 1 GB. Los resultados se muestran en 11.8, 11.9, 11.10, 11.11 y 11.12. Estas u´ltimas
pruebas tambie´n se han realizado en el segundo cluster. La figura 11.13 muestra el resultado de esta
evaluacio´n.
Otro efecto que se ha analizado en este trabajo ha sido la influencia del nu´mero de nodos de E/S
utilizados. Para ello, se ha utilizado el segundo cluster. La figura 11.14 muestra el tiempo de ejecucio´n
de la operacio´n de escritura respecto al nu´mero de nodos de E/S y el taman˜o de acceso. Como se
muestra en dicha figura, el tiempo de ejecucio´n decrece a medida que aumenta el nu´mero de nodos de
E/S, debido al incremento del paralelismo de servidor.
Todas estas evaluaciones se han realizado sin hacer uso del subsistema multiagente, que permite
optimizar las operaciones de lectura y escritura MAPFS mediante el uso de prefetching y caching.
Para comprobar que el sistema multiagente permite mejorar estas operaciones, se ha llevado a cabo
una evaluacio´n de la operacio´n de lectura, mediante uso de un sistema multiagente que proporciona la
caracter´ıstica de prefetching secuencial con una ventana de 64 Kbytes y utilizando taman˜os de bloque
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Figura 11.7: Evaluacio´n de la operacio´n de escritura (pflush) con ficheros de 150 MB
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Figura 11.8: Evaluacio´n de las operaciones de conversio´n entre ficheros convencionales y ficheros
MAPFS (pread y pwrite) con ficheros de 300 MB
menores (entre 1 KB y 8 KB), que proporcionan rendimientos peores sin el uso de dicho subsistema.
La figura 11.15 muestra dicha evaluacio´n.
Por tanto, las conclusiones que se pueden deducir de las evaluaciones realizadas son:
1. El sistema MAPFS mejora el rendimiento de las operaciones de lectura y escritura locales,
utilizando un u´nico cliente. Para taman˜os de acceso pequen˜os (entre 1 KB y 8 KB) es necesario
utilizar el sistema multiagente proxy para lograr esta mejora.
2. Las operaciones que mezclan operaciones de lectura y escritura (pread, pwrite y pcopy) tienen
un mejor speedup frente a las operaciones locales que las operaciones de un u´nico tipo (pcat y
pflush). Esto es debido a que como so´lo se utiliza paralelismo en la parte del servidor, la u´nica
forma de permitir aumentar el paralelismo global es intercalando fases de E/S. La figura 11.16
compara el speedup de las operaciones de E/S.
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Figura 11.9: Evaluacio´n de la operacio´n de copia de ficheros (pcopy) con ficheros de 300 MB
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Figura 11.10: Evaluacio´n de la operacio´n de lectura (pcat) con ficheros de 300 MB
3. La relacio´n existente entre el rendimiento de las operaciones de E/S y el taman˜o de acceso
utilizado se mantiene con diferentes taman˜os de fichero de entrada.
11.6. Evaluacio´n de operaciones que explotan el paralelismo en el ser-
vidor
De cara a utilizar una aplicacio´n real que utilice el sistema de ficheros MAPFS y evaluar su
rendimiento, se ha implementado una optimizacio´n del algoritmo Apriori (ve´ase seccio´n 10.5). Esta
optimizacio´n permite beneficiarse de dos ventajas del sistema de ficheros MAPFS:
Acceso paralelo a los datos.
Uso de hints, que permiten descartar l´ıneas en sucesivas iteraciones.
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Figura 11.11: Evaluacio´n de la operacio´n de escritura (pflush) con ficheros de 300 MB
0
5
10
15
16K 64K 128K 256K 512K
An
ch
o 
de
 b
an
da
(M
B/
s)
T@TamanoDeAccesoBytes
pwrite MAPFS
pread MAPFS
Local
PSfrag replacements
Taman˜o de acceso (bytes)
Figura 11.12: Evaluacio´n de las operaciones de conversio´n entre ficheros convencionales y ficheros
MAPFS (pread y pwrite) con ficheros de 1 GB
Para llevar a cabo la evaluacio´n del sistema, hemos utilizado ficheros de entrada de 150 MB que
contienen 131072 items por l´ınea, generados sinte´ticamente a partir de un conjunto de un nu´mero
de posibles items que oscila entre 35 y 50. Por su parte, dado un soporte de 1, el nu´mero de reglas
generadas a partir de este tipo de ficheros oscila entre 1500 y 3000.
En la figura 11.17 se muestra la diferencia de tiempo de ejecucio´n del algoritmo Apriori utilizando
el sistema de ficheros MAPFS que accede a los datos de una forma distribuida y un sistema de ficheros
tipo UNIX que accede a los datos en local.
Como hemos mencionado, una de las mejoras implementadas por el sistema de ficheros MAPFS
es el uso de hints para optimizar el acceso a los datos. En el caso del algoritmo Apriori, los hints
nos permiten descartar l´ıneas del fichero de entrada en las sucesivas iteraciones de dicho algoritmo,
realizando por tanto un acceso a los datos selectivo. En la figura 11.18 se muestra el porcentaje de
l´ıneas descartadas para diferentes valores de soporte.
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Figura 11.13: Evaluacio´n de las operaciones de conversio´n entre ficheros convencionales y ficheros
MAPFS (pread y pwrite) con ficheros de 1 GB en el cluster de 8 nodos
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Figura 11.14: Influencia del nu´mero de nodos de E/S utilizados
Este proceso implica optimizar la ejecucio´n del algoritmo. La figura 11.19 muestra los tiempos de
ejecucio´n del algoritmo con y sin hints. Aunque la figura no muestra unas diferencias muy notables,
la optimizacio´n es considerable, por los siguientes motivos:
1. A medida que se incrementa el taman˜o del fichero, la diferencia es mayor. En ficheros muy
grandes, esta diferencia en tiempo de ejecucio´n es muy apreciable.
2. El algoritmo Apriori utilizado como base [CHR] ya esta´ muy optimizado, por lo que la mejora
lograda es muy significativa.
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Figura 11.15: Evaluacio´n de la operacio´n de lectura (pcat) con uso de MAS y ficheros de 150 MB
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Figura 11.16: Speedup de las operaciones de E/S
11.7. Evaluacio´n de operaciones que explotan el paralelismo en el
cliente
Hasta este punto se ha realizado una evaluacio´n de soluciones que so´lo explotan el paralelismo en
el servidor. No obstante, las aplicaciones que en mayor medida permiten beneficiarse de un sistema
de ficheros paralelo y, en particular, del sistema de ficheros MAFPS son aque´llas que explotan el
paralelismo en la parte cliente.
Para llevar a cabo esta evaluacio´n, se ha implementado una aplicacio´n que permite realizar la
multiplicacio´n de dos matrices almacenadas en fichero y cuyo resultado se escribira´ tambie´n en fichero.
Se han implementado dos diferentes versiones de esta aplicacio´n, una paralela y otra secuencial:
La aplicacio´n paralela (pmatrix) se encarga de realizar accesos a los ficheros que almacenan
las matrices, procesando diferentes filas de la matriz en paralelo. Debido a que como entorno
de ejecucio´n se utiliza un grupo de almacenamiento formado por 4 nodos, el nu´mero de filas
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Figura 11.17: Evaluacio´n de la ejecucio´n del algoritmo Apriori con MAPFS y en local
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Figura 11.18: Porcentaje de l´ıneas descartadas en Apriori con uso de hints
procesadas de forma paralela es 4 y en cada iteracio´n, la aplicacio´n crea 4 clientes que acceden
simulta´neamente a los ficheros.
La aplicacio´n secuencial (smatrix) realiza el proceso de una forma secuencial y accediendo a los
datos en local.
En la figura 11.20 se recoge la evaluacio´n de la ejecucio´n de ambas aplicaciones, utilizando un
fichero de matrices de 100 MB y diferentes taman˜os de acceso, desde 1 KB a 8 KB.
Si se utiliza la multiplicacio´n de matrices en conjuncio´n con el MAS proxy, los resultados son au´n
mejores. Como se puede comprobar en la figura 11.21, el speedup de esta solucio´n esta´ por encima
de 3,7 y a medida que se incrementa el taman˜o de acceso se aproxima a 4, que es el valor ma´ximo
teo´rico2, obteniendo un valor de 3,98 para un taman˜o de acceso de 8 KB.
2salvo en casos de speedup superlineal
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Figura 11.19: Evaluacio´n de la ejecucio´n del algoritmo Apriori con y sin hints
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Figura 11.20: Evaluacio´n de la ejecucio´n de la multiplicacio´n de matrices
Otro de los aspectos que hay que tener en cuenta a la hora de evaluar la arquitectura MAPFS es el
comportamiento del sistema respecto al nu´mero de procesos que ejecutan una determinada aplicacio´n.
La tabla 11.1 muestra las diferencias de tiempo de proceso por fila de la aplicacio´n pmatrix, depen-
diendo del nu´mero de procesos utilizados. Como se puede observar, la diferencia no es significativa,
debido a que para este tipo de aplicaciones, la solucio´n o´ptima es aque´lla cuyo nu´mero de procesos es
igual al nu´mero de nodos del grupo de almacenamiento correspondiente.
11.8. Evaluacio´n de los grupos de almacenamiento
De cara a evaluar el funcionamiento del sistema MAPFS en una situacio´n real, es necesario validar el
uso de los grupos de almacenamiento en un escenario determinado. Para llevar a cabo esta validacio´n, se
han utilizado los dos clusters descritos anteriormente y se han definido dos grupos de almacenamiento
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Figura 11.21: Speedup de la solucio´n paralela de multiplicacio´n de matrices
Taman˜o de bloque Nu´mero de procesos Tiempo
(bytes) (segundos)
1024 4 2,2690
1024 8 2,2296
1024 16 2,2422
2048 4 1,8745
2048 8 1,8765
2048 16 1,8777
4096 4 1,7631
4096 8 1,7611
4096 16 1,7598
8192 4 1,7598
8192 8 1,7540
8192 16 1,7561
Cuadro 11.1: Tiempos de proceso de la aplicacio´n pmatrix dependiendo del nu´mero de procesos
siguiendo la pol´ıtica de agrupacio´n por similitud, debido a las diferencias te´cnicas de los servidores que
componen ambos clusters. El primer grupo de almacenamiento, que denominaremos G1, esta´ formado
por los cuatro servidores pertenecientes al primer cluster. El segundo grupo de almacenamiento, G2,
esta´ compuesto por seis de los ocho servidores del segundo cluster. Por tanto, el escenario inicial se
puede describir de la siguiente forma:
G1 = {S1(1), S1(2), S1(3), S1(4)}
G2 = {S2(1), S2(2), S2(3), S2(4), S2(5), S2(6)}
Estos dos grupos de almacenamiento se utilizan durante un determinado intervalo de tiempo. Las
operaciones de E/S se pueden realizar sobre cualquiera de los dos grupos de almacenamiento, siguiendo
como criterio de eleccio´n las necesidades correspondientes a la aplicacio´n que utiliza dichas operaciones
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Figura 11.22: Ancho de banda proporcionado por los grupos de almacenamiento G1 y G2 en una
operacio´n de escritura de un fichero de 150 MB
de E/S. El grupo de almacenamiento G2 proporciona mejor rendimiento. Por otro lado, el grupo de
almacenamiento G1 ofrece mayor capacidad de almacenamiento. La figura 11.22 muestra los anchos
de banda proporcionados por ambos grupos para una operacio´n de escritura de un fichero de 150 MB.
Dependiendo de la demanda de la aplicacio´n y la carga de los clusters, as´ı como del espacio
de almacenamiento requerido, sera´ conveniente utilizar uno de los dos grupos. Supongamos que en
los grupos de almacenamiento G1 se han almacenado ficheros que ocupan 1 GB y en el grupo de
almacenamiento G2 ficheros que ocupan 2 GB.
A continuacio´n, se realiza un cambio en la topolog´ıa del sistema, an˜adiendo dos servidores al grupo
de almacenamiento G2, segu´n se muestra en la figura 11.23.
Los dos servidores an˜adidos constituyen un nuevo grupo secundario que denominaremos G3 y
que suponemos que esta´ vac´ıo. Por otro lado, el grupo de almacenamiento G2 pasa a ser otro grupo
secundario. Finalmente, el grupo G′4 esta´ formado por los 8 servidores del segundo cluster. Los grupos
secundarios se representan sombreados en la figura.
Al an˜adir 2 nodos al segundo grupo de almacenamiento principal, el rendimiento de las operaciones
realizadas sobre este grupo se incrementan. La figura 11.24 representa los anchos de banda de ambos
grupos en una operacio´n de escritura.
Las aplicaciones so´lo ven los grupos principales. No obstante, las operaciones realizadas sobre
ficheros del grupo G′4 que se hubieran creado antes de an˜adir los dos servidores, el sistema las pro-
yecta sobre el grupo G2 de forma transparente al usuario. Las operaciones con estos ficheros seguira´n
proporcionando un ancho de banda similar al representado en la figura 11.22.
Vamos a suponer que despue´s de llevar a cabo la adicio´n de los servidores, al finalizar las operaciones
de E/S realizadas en el sistema, el grupo G′1 contiene ficheros que ocupan 4 GB y el grupo G
′
4 ficheros
que ocupan 12 GB, distribuye´ndose estos u´ltimos ficheros entre el grupo secundario G2 (10 GB) y el
grupo principal G′4 (2 GB).
Si se realiza una operacio´n de defragmentacio´n, se lleva a cabo una reconstruccio´n de los datos de los
grupos secundarios sobre los grupos principales a los que pertenecen. En este caso, so´lo sera´ necesario
reconstruir los datos del grupo secundario G2, debido a que el grupo G3 esta´ vac´ıo. Suponiendo que el
sistema ha utilizado un taman˜o de acceso de 16K, el tiempo necesario para realizar esta reconstruccio´n
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Figura 11.23: Cambio de topolog´ıa en el sistema
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Figura 11.24: Ancho de banda proporcionado por los grupos de almacenamiento G′1 y G
′
4 en una
operacio´n de escritura de un fichero de 150 MB
es de aproximadamente 6 minutos, que corresponde al tiempo de lectura de los 10 GB contenidos en el
grupo de almacenamiento secundario y volcado al grupo de almacenamiento principal asociado. Esta
operacio´n es conveniente realizarla durante per´ıodos de baja carga del sistema, para evitar entrar en
conflicto con las operaciones de E/S ordinarias.
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Figura 11.25: Comparacio´n de la ejecucio´n de la multiplicacio´n de matrices de PVFS frente a MAPFS
(una u´nica fila)
11.9. Comparacio´n con PVFS
Este cap´ıtulo no ser´ıa completo si la solucio´n propuesta no fuera comparada con otro sistema de
ficheros paralelo. Para realizar dicha comparacio´n, se ha elegido PVFS, por tener como principales
ventajas las siguientes [CIRT00]:
Se trata de un sistema de ficheros paralelo desarrollado para clusters Linux.
Proporciona un gran ancho de banda en operaciones de lectura y escritura concurrentes realizadas
desde mu´ltiples procesos o threads a un fichero comu´n.
Es robusto y escalable.
Da soporte a mu´ltiples APIs: un API nativa de PVFS, la interfaz de E/S UNIX/POSIX as´ı como
otras APIs, entre las que se incluye MPI-IO.
Es de libre distribucio´n y sencillo de instalar.
Permite beneficiarse tanto de paralelismo en el cliente como en el servidor.
Para realizar la comparacio´n, se ha implementado la multiplicacio´n de matrices en PVFS, a trave´s
de su interfaz nativa.
[htb]
La figura 11.25 representa el tiempo de ejecucio´n de las solucio´n PVFS y de la solucio´n MAPFS
para una u´nica fila de la matriz, con o sin uso de MAS. El MAS se encarga de realizar el prefetching
de las filas y columnas de las matrices implicadas, segu´n se describe en la seccio´n 8.4.
Los resultados muestran que en el caso del procesamiento de una u´nica fila:
La solucio´n MAPFS sin uso de MAS es ligeramente ma´s lenta que la solucio´n PVFS.
La solucio´n MAPFS con uso de MAS es sin embargo ma´s ra´pida que la solucio´n PVFS.
A medida que se incrementa el taman˜o de los ficheros de entrada, todas las soluciones convergen
en velocidad.
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Figura 11.26: Comparacio´n de la ejecucio´n de la multiplicacio´n de matrices de PVFS frente a MAPFS
(fichero completo de 100 MB)
En todo caso y debido al hecho de que PVFS ofrece un gran rendimiento, ambas soluciones
MAPFS son satisfactorias, llegando incluso a mejorar la solucio´n dada por PVFS.
No obstante, a medida que se incrementa el nu´mero de filas procesadas, las diferencias en los
tiempos de ejecucio´n empiezan a ser significativas. En la figura 11.26 se muestra la evaluacio´n de la
ejecucio´n de la multiplicacio´n de un fichero completo de matrices de taman˜o 100 MB en PVFS y en
MAPFS, con y sin MAS.
11.10. Resumen
Este cap´ıtulo recoge una evaluacio´n de diferentes tipos de aplicaciones que utilizan el sistema de
ficheros MAPFS y que se benefician de diferentes aspectos del mismo:
Paralelismo en el servidor, que es inherente al propio sistema. Se ha comprobado que con deter-
minados taman˜os de acceso y simplemente haciendo uso de esta caracter´ıstica, las aplicaciones
pueden mejorar sustancialmente el acceso a la informacio´n.
Paralelismo en el cliente: Si ejecutamos varios clientes que acceden en paralelo a la informacio´n,
el speedup del sistema se acerca al nu´mero de nodos o nu´mero de clientes, obteniendo un valor
pro´ximo al speedup ma´ximo.
Uso del sistema multiagente: El sistema de ficheros MAPFS permite el uso de un subsistema
multiagente que le proporciona determinadas caracter´ısticas adicionales. En las pruebas realiza-
das, se ha evaluado el rendimiento de las operaciones de E/S haciendo uso de un MAS que tiene
funcionalidad de proxy; concretamente, se ha evaluado la operacio´n de lectura con prefetching.
Uso de hints: Otra ventaja del sistema de ficheros MAPFS es la posibilidad de que la aplicacio´n
utilice estructuras de control que se proyectan en determinados hints, los cua´les informan sobre
la sema´ntica de los datos. En este apartado se han llevado a cabo dos evaluaciones diferentes, una
evaluacio´n de la implementacio´n del algoritmo Apriori con creacio´n de hints de forma dina´mica
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por parte del MAS asociado y la evaluacio´n de una multiplicacio´n de matrices, a trave´s del uso
de estructuras de control de usuario, proporcionadas por la propia aplicacio´n. En ambos casos,
el uso de estas estructuras permite mejorar el rendimiento.
Finalmente, se ha realizado una comparacio´n del sistema de ficheros MAPFS frente a PVFS,
observando que ambas soluciones son similares, llegando incluso a ser mejor la primera, cuando utiliza
un MAS. Por tanto, estas evaluaciones validan de forma cuantitativa la solucio´n ofrecida por MAPFS.
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Capı´tulo 12
Conclusiones y l´ıneas de trabajo
futuras
12.1. Introduccio´n
La realizacio´n de la presente tesis ha alcanzado de una forma adecuada los objetivos fijados. La
consecucio´n de estas metas se ha materializado en el disen˜o e implementacio´n de la arquitectura de
E/S MAPFS. Este trabajo tiene como principal aportacio´n el uso de sistemas multiagente en
arquitecturas de E/S.
Otras aportaciones del trabajo han supuesto la definicio´n de un marco completo de trabajo en el
que las aplicaciones pueden especificar sus demandas de E/S y adaptarse a la arquitectura de E/S
subyacente. Esta caracter´ıstica le proporciona un valor an˜adido al sistema MAPFS, debido a la idea
de que el sistema de E/S no debe ser un elemento aislado y totalmente transparente a las aplicaciones,
sino que debe integrarse dentro del sistema global como un elemento ma´s, principalmente por el hecho
de que constituye un importante cuello de botella.
A continuacio´n se analizan ma´s en detalle las aportaciones realizadas, que satisfacen las hipo´tesis
planteadas en el cap´ıtulo 1 .
12.2. Aportaciones en el campo de los sistemas de ficheros
La construccio´n del sistema de ficheros MAPFS ha permitido fundir dos a´reas que parecen tener
bastante poco en comu´n: la E/S paralela y la tecnolog´ıa de agentes. Para lograr dicho objetivo, se han
utilizado algunas tecnolog´ıas que tienden puentes entre ambos campos, a saber:
Uso de mecanismos de comunicacio´n, tales como RPC o MPI.
Uso de mecanismos de concurrencia y paralelismo, tales como MPI.
Abstracciones y conceptos procedentes del campo de la agencia, tales como sistemas multiagente,
cooperacio´n entre agentes o performatives KQML.
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La distancia, a veces insalvable, que existe entre la filosof´ıa de construccio´n de sistemas de bajo
nivel y el uso de la tecnolog´ıa de agentes se ha solventado en su mayor parte separando las cuestiones
conceptuales y de disen˜o de las cuestiones de implementacio´n y uso de herramientas de desarrollo, de tal
forma que finalmente se desecho´ el uso de herramientas propias de entornos de agentes por no adaptarse
correctamente al problema planteado, sin desechar no obstante todas las posibilidades conceptuales que
proporcionan dichos entornos. De este modo, el desarrollo de MAPFS se ha beneficiado de las ventajas
del uso de la teor´ıa de agentes, demostrando de este modo que es factible utilizar paradigmas de
alto nivel en la implementacio´n de sistemas, tales como la construccio´n de un sistema de
ficheros paralelo. Algunas de estas ventajas son:
Dotar a los procesos pertenecientes al sistema MAPFS MAS de caracter´ısticas propias de los
agentes, tales como la autonomı´a, la proactividad y la reactividad.
Dotar al sistema de un modelo de coordinacio´n que permite gestionar las operaciones de todos
los procesos involucrados.
Incrementar la eficiencia de la solucio´n obtenida a trave´s principalmente del modelo de coordi-
nacio´n utilizado.
Aumentar las funcionalidades del sistema de una forma modular y flexible.
De una manera global, la construccio´n de MAPFS ha permitido el desarrollo de un sistema de
ficheros paralelo en tres niveles totalmente diferentes, a saber:
1. Se ha realizado un desarrollo completo de un sistema de ficheros a nivel de cliente.
2. A nivel de servidor, se ha permitido configurar los grupos de almacenamiento, que permiten
abstraer el papel del servidor y llevar a cabo una reconfiguracio´n dina´mica del sistema, en base
a determinados para´metros o caracter´ısticas del mismo.
3. A nivel de aplicacio´n, se han definido los perfiles de E/S, que permiten la adaptacio´n del sistema
de almacenamiento a las necesidades de cada aplicacio´n.
Este u´ltimo nivel aporta a la solucio´n capacidad para incrementar el rendimiento de las aplicaciones.
Por este motivo, el sistema MAPFS es especialmente apropiado para su uso por parte de aplicaciones
HPC.
12.3. Aportaciones en el campo de las aplicaciones de alto rendimien-
to
Tradicionalmente el sistema de E/S ha sido marginado a favor de la creacio´n de procesadores cada
vez ma´s potentes. No obstante, la importancia adquirida por el acceso y tratamiento de la informacio´n
en las nuevas aplicaciones ha supuesto un auge en esta disciplina. Este tipo de aplicaciones requieren
accesos a grandes conjuntos de datos a grandes velocidades.
Por otro lado, tambie´n ha existido una tendencia en E/S a ofrecer interfaces y comportamientos
homoge´neos independientemente de las aplicaciones que los utilizan. Esto conlleva un decremento
del rendimiento de algunas de las aplicaciones, que pueden ejecutarse de una forma ma´s eficiente si
proporcionan al sistema patrones de acceso a los datos.
En este sentido, esta tesis define los perfiles de E/S, como un conjunto de estructuras
que permiten especificar la demanda de E/S de una determinada aplicacio´n. Los perfiles
incluyen la informacio´n correspondiente a la topolog´ıa del sistema, al MAS que da soporte al sistema
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de ficheros y a las estructuras de control de usuario, que permiten a las aplicaciones informar sobre los
patrones de acceso a los datos. Estas estructuras de control se traducen a hints, a fin de incrementar
el rendimiento de las operaciones de E/S. No obstante, tambie´n es posible que el MAS asociado cree
hints de forma dina´mica durante la ejecucio´n de la aplicacio´n.
En el plano de las evaluaciones, se ha realizado una evaluacio´n exhaustiva de varias apli-
caciones que utilizan el sistema MAPFS de diferentes formas, concluye´ndose que el uso de este
sistema mejora el rendimiento de las mismas. De forma significativa, la evaluacio´n de una mul-
tiplicacio´n de matrices ha permitido validar el uso de estructuras de control de usuario y la evaluacio´n
del algoritmo Apriori, como aplicacio´n dentro del campo de Data Mining, ha supuesto la validacio´n
de la creacio´n de hints por parte del MAS.
Las aportaciones realizadas por este trabajo pueden ser clasificadas como teo´ricas, cuando ofrecen
marcos, conceptos o formalismos aplicables a escenarios gene´ricos, o pra´cticas, si corresponden a
disen˜os o implementaciones concretos de las anteriores soluciones. A continuacio´n se detallan las
aportaciones de la presente tesis desde estos dos puntos de vista.
12.4. Aportaciones teo´ricas
Algunas de las aportaciones teo´ricas de esta tesis proceden del uso de la teor´ıa de agentes a un
campo tradicionalmente ajeno al mismo, como es el de la E/S. En este terreno, se ha definido una
arquitectura multiagente lo suficientemente general como para permitir que sea utilizada de
una forma eficiente por aplicaciones tan diferentes entre s´ı como son las aplicaciones cient´ıficas o las
aplicaciones de Data Mining. Este trabajo da suficientes referencias de la adaptacio´n de diferentes
dominios a la misma. En este aspecto, la inclusio´n de los perfiles de E/S toma un papel destacado al
constituir el puente entre la aplicacio´n y la arquitectura de E/S. Dicha arquitectura gene´rica tambie´n
facilita la inclusio´n de funcionalidades adicionales.
La otra gran aportacio´n teo´rica de este trabajo es la definicio´n de los grupos de almacena-
miento, que consisten en un conjunto de formalismos matema´ticos que permiten modelar y gestionar
el sistema de almacenamiento de una forma o´ptima. Los grupos de almacenamiento pretenden ser una
abstraccio´n lo´gica del concepto de servidor, haciendo posible su gestio´n dina´mica. La definicio´n de
para´metros correspondientes a los grupos de almacenamiento permite establecer de una forma anal´ıti-
ca un conjunto de pol´ıticas de creacio´n de los mismos, que sean aplicables a diferentes escenarios de
computacio´n.
12.5. Aportaciones pra´cticas
Respecto a las aportaciones pra´cticas, hay que destacar que se ha realizado el disen˜o completo
de una arquitectura multiagente de E/S paralela para clusters, as´ı como la implementacio´n
de un primer prototipo de esta arquitectura, en la que se utiliza NFS como sistema de ficheros
en el servidor. Asimismo, se ha definido una interfaz de E/S con un amplio abanico de operaciones
y una interfaz gene´rica y flexible que permite que las aplicaciones describan patrones de
acceso, a fin de optimizar sus accesos al sistema de E/S.
La evaluacio´n de la implementacio´n realizada ha sido muy satisfactoria, mejorando sistemas de
E/S existentes y constituyendo una nueva manera de abordar la E/S.
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12.6. Lı´neas de trabajo futuro
Segu´n hemos analizado en este cap´ıtulo, los objetivos que se plantean al comienzo de la tesis se han
alcanzado de una forma satisfactoria. Adema´s, esta tesis abre nuevas l´ıneas de trabajo, que permiten
extender las metas logradas. Estas l´ıneas esta´n orientadas tanto a incrementar la funcionalidad de la
solucio´n propuesta como a desarrollar nuevos aspectos relacionados con la misma. En ambos casos, se
puede distinguir entre l´ıneas de desarrollo o implementacio´n y l´ıneas de investigacio´n.
12.6.1. Lı´neas de desarrollo
Respecto al desarrollo del sistema propuesto, hay que indicar que se ha realizado un primer proto-
tipo que utiliza NFS. Esta primera versio´n es limitada, ya que so´lo incluye la implementacio´n de las
operaciones de E/S ba´sicas. Una primera tarea consiste en la extensio´n de estas operaciones, llevando
a cabo una implementacio´n de operaciones avanzadas, colectivas y miscela´neas, que permitan incre-
mentar la funcionalidad proporcionada por el sistema e incluso mejorar el rendimiento del mismo con
el uso de operaciones ma´s adaptadas a un entorno paralelo.
Otra l´ınea de trabajo relacionada consiste en el desarrollo del sistema MAPFS utilizando otros
tipos de servidores de ficheros e integra´ndolos con el prototipo ya construido. De este modo, se permite
el uso de sistemas heteroge´neos en la parte servidora de la arquitectura, mediante el uso de una interfaz
unificada.
Adema´s, el prototipo de MAPFS realizado no proporciona tolerancia a fallos, no habie´ndose im-
plementado un agente de tolerancia a fallos. E´ste y otros servicios adicionales constituyen l´ıneas de
desarrollo futuros. De hecho, el agente cache considerado no utiliza ningu´n protocolo de coherencia,
ya que este aspecto queda fuera de los objetivos de la tesis. Otra posible l´ınea es proporcionar esta
caracter´ıstica al agente cache.
Respecto a la escritura de ficheros, es necesario plantear una sema´ntica de coutilizacio´n, que permi-
ta especificar el efecto de varios procesos accediendo de forma simulta´nea a un mismo fichero MAPFS.
Sera´, por tanto, necesario, ampliar la interfaz con operaciones que permitan establecer cerrojos sobre
dichos ficheros.
En el campo de los grupos de almacenamiento, se pretente realizar como trabajo futuro la adicio´n
de nuevas funciones de distribucio´n y su posterior evaluacio´n. Estas funciones de distribucio´n se
realimentara´n con la informacio´n recogida por los para´metros de agrupacio´n de MAPFS.
12.6.2. Lı´neas de investigacio´n
Adema´s de las l´ıneas futuras de desarrollo, con la realizacio´n de esta tesis se abren nuevas l´ıneas
de investigacio´n, que permiten el desarrollo de nuevas tesis. Dada la factibilidad de desarrollo de
un sistema de ficheros utilizando la teor´ıa de agentes, como trabajo futuro se puede plantear la
construccio´n de diferentes gestores del sistema operativo, siguiendo la misma filosof´ıa. Adema´s esta
alternativa queda respaldada por diferentes trabajos realizados, ya que los agentes han sido utilizados
de forma extensiva como gestores de recursos [GMM+01], [MKKS01], caracter´ıstica ba´sica de un
sistema operativo. De hecho, estos trabajos utilizan el concepto de planificador y de dispatcher de
tareas. En [GF01] incluso se habla de micro-kernel de agentes como nu´cleo sobre el que descansan
una serie de mo´dulos de sistema y mo´dulos de aplicacio´n, que actu´an como un conjunto de servicios
o facilidades que permiten el desarrollo eficiente de herramientas para agentes.
Por otro lado, dadas las caracter´ısticas del sistema multiagente, ser´ıa interesante utilizar algoritmos
que permitan entrenar a los agentes, a fin de mejorar el conocimiento de los mismos y por tanto su
funcionamiento. Por ejemplo, en el caso del agente cache ser´ıa posible el uso de algoritmos o heur´ısticas
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que le permitan el ca´lculo o´ptimo de los factores de caching y prefetching.
Por u´ltimo y debido a que MAPFS proporciona una interfaz de acceso a datos de alto rendimiento,
es posible utilizarlo como infraestructura subyacente para determinadas aplicaciones grid. Una pla-
taforma grid de altas prestaciones involucra un conjunto heteroge´neo de nodos de computacio´n que
pueden residir en diferentes ubicaciones, poseer una estructura diferente y utilizar diferentes pol´ıticas.
El uso de MAPFS como plataforma grid para aplicaciones de datos intensivas ya se ha propuesto en
[PCG+03b]. La flexibilidad del sistema de ficheros MAPFS y el uso de grupos de almacenamiento
le convierten en una opcio´n muy interesante como nu´cleo de una plataforma grid que proporcione
servicios para el acceso eficiente a datos. MAPFS permite extender este tipo de servicios de forma
incremental.
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Ape´ndice A
Operaciones de E/S del sistema de
ficheros MAPFS
A.1. Introduccio´n
La mayor´ıa de los sistemas de ficheros paralelos existentes utilizan una interfaz similar a la del
sistema de ficheros UNIX, limita´ndose a operaciones de apertura, cierre, lectura, escritura y posicio-
namiento de ficheros y sin operaciones ma´s avanzadas que permitan beneficiarse de la caracter´ıstica
de paralelismo.
No obstante, MAPFS ofrece una interfaz que permite realizar operaciones ma´s eficientes en un
entorno paralelo.
A continuacio´n se describen las operaciones del sistema de ficheros MAPFS clasificadas por su
tipo, mostrando su estructura y funcionalidad.
A.2. Operaciones ba´sicas
Son las operaciones t´ıpicas de un sistema de ficheros, que permiten llevar a cabo tareas ba´sicas del
mismo.
1. Operacio´n de apertura:
Mapfs_File mapOpen (Mapfs_Comm comm, char *global_filename, int access_mode,
int flags, Mapfs_Hints *hints, int perm, int *error_code);
Los para´metros que recibe esta funcio´n tienen la siguiente lectura:
comm: todas las aperturas se consideran operaciones colectivas (ve´ase ma´s adelante opera-
ciones de E/S colectivas). El comunicador comm especifica el proceso participante.
global filename: especifica el nombre global del fichero.
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access mode: especifica el modo de acceso del fichero, (MAP CREATE, MAP RDONLY, MAP WRONLY,
MAP RDWR, MAP TRUNC, MAP DELETE ON CLOSE, MAP EXCLUSIVE o MAP ATOMIC).
flags: En el caso de creacio´n del fichero (access mode == MAP CREATE), se debe especificar
adema´s el tipo de modelo de distribucio´n de los datos del mismo. En caso contrario, el fichero
ya tendra´ establecida dicha caracter´ıstica.
hints: puede utilizarse para pasar “pistas” hints a la implementacio´n del sistema de fi-
cheros MAPFS para una posible mejora del rendimiento. Ejemplos de hints incluyen la
especificacio´n de la disposicio´n del disco, informacio´n sobre prefetching/caching, estilos de
acceso a ficheros, patrones de particionado de datos e informacio´n requerida para uso en
sistemas heteroge´neos. Los hints son opcionales. Si no esta´n definidos, se utilizan valores
por defecto. Su formato se describe en la seccio´n A.6.
perm: Especifica los permisos de acceso del fichero al estilo UNIX.
error code: El e´xito o fallo de la operacio´n de apertura se recoge en este para´metro.
La operacio´n devuelve un valor del tipo Mapfs File, que actuara´ como descriptor de fichero.
2. Operacio´n de cierre:
void mapClose (Mapfs_File fd, int *error_code)
La operacio´n de cierre tambie´n es colectiva. Todos los procesos que abrieron el fichero, deben
cerrarlo. La operacio´n recibe la estructura fd que corresponde al descriptor del fichero devuelto
por la operacio´n mapOpen y devuelve un co´digo de error correspondiente a la finalizacio´n de la
misma.
3. Operacio´n de creacio´n:
Mapfs_File mapCreat (Mapfs_Comm comm, char *global_filename,
Mapfs_Hints *hints, int perm, int *error_code);
Los para´metros que recibe esta funcio´n son equivalentes a los de la operacio´n mapOpen. De hecho,
la llamada
mapCreat(comm, global_filename, hints, perm, &error_code);
es equivalente a
mapOpen (comm, global_filename, MAP_CREATE|MAP_TRUNC|MAP_WRONLY, hints, perm,
&error_code);
4. Operaciones de lectura y escritura contigua:
void mapReadContig (Mapfs_File fd, char *buf, int offset, int size,
Mapfs_Status *status, int *num_bytes)
void mapWriteContig (Mapfs_File fd, char *buf, int offset, int size,
Mapfs_Status *status, int *num_bytes)
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Las rutinas de lectura/escritura contiguas se utilizan cuando los datos a leer o escribir esta´n
contiguos tanto en memoria como en el fichero. mapReadContig y mapWriteContig son versiones
independientes y bloqueantes de las llamadas read y write. Son las operaciones ma´s sencillas
de lectura y escritura que ofrece la interfaz del sistema de ficheros MAPFS. Los para´metros que
reciben estas funciones son:
fd: corresponde al descriptor del fichero sobre el que se va a hacer la operacio´n de lectura
o escritura.
buf: se trata de la direccio´n del buffer en memoria en el cua´l se almacenara´n los bytes le´ıdos
del fichero o donde se encuentran los bytes que se van a escribir en el fichero.
offset: desplazamiento a partir del inicio desde el cua´l se va a realizar la lectura o escritura.
size: nu´mero de bytes de datos que deben leerse o escribirse en el fichero.
status: recoge informacio´n sobre la operacio´n realizada, tal como el e´xito o fallo de la
operacio´n de lectura o escritura.
num bytes: recoge informacio´n sobre la cantidad de datos realmente le´ıdos o escritos.
5. Operacio´n de modificacio´n de puntero:
Mapfs_Offset mapSeek (Mapfs_File fd, Mapfs_Offset offset, int whence,
int *error_code)
Esta funcio´n puede utilizarse para cambiar la posicio´n del puntero de fichero. Los para´metros
que recibe esta funcio´n son:
fd: corresponde al descriptor del fichero sobre el que se va a realizar la operacio´n de posi-
cionamiento del puntero.
offset: desplazamiento respecto al punto de referencia sobre el cual se posicionara el
puntero.
whence: puede tomar los valores MAP SEEK SET, MAP SEEK CUR o MAP SEEK END, de forma
ana´loga a la llamada al sistema de UNIX lseek.
error code: El e´xito o fallo de la operacio´n de posicionamiento del puntero se recoge en
este para´metro.
Esta operacio´n devuelve el valor del puntero resultante.
6. Operacio´n para establecer u obtener informacio´n sobre un fichero abierto:
void mapFcntl (Mapfs_File fd, int cmd, Mapfs_Fcntl_t *fcntl,
int *error_code)
Se puede utilizar para establecer u obtener informacio´n sobre un fichero abierto, tal como el
desplazamiento, modo de acceso y “pistas” (hints).
Los para´metros que recibe esta funcio´n son:
fd: corresponde al descriptor del fichero sobre el que se va a realizar la operacio´n.
cmd: comando que se utilizara´ para aplicarle al fichero abierto correspondiente.
fcntl: estructura que contiene los valores a establecer o recuperar respecto al fichero.
error code: El e´xito o fallo de la operacio´n se recoge en este para´metro.
Es similar al establecimiento de vistas en el caso de ROMIO [TGL99a].
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A.3. Operaciones avanzadas
Se trata de operaciones que presentan los sistemas de ficheros paralelos incrementando la funcio-
nalidad de su interfaz y mejora de rendimiento de las aplicaciones.
1. Operaciones de lectura y escritura no contigua:
void mapReadStrided (Mapfs_File fd, char *buf, int mem_list_count,
long *mem_offsets, int *mem_lengths, int file_list_count,
Mapfs_Offset *file_offsets, int *file_lengths,
Mapfs_Status *status, int *error_code)
void mapWriteStrided (Mapfs_File fd, char *buf, int mem_list_count,
long *mem_offsets, int *mem_lengths, int file_list_count,
Mapfs_Offset *file_offsets, int *file_lengths,
Mapfs_Status *status, int *error_code)
Las operaciones mapReadStrided y mapWriteStrided son versiones bloqueantes de las llamadas
read y write que soportan cualquier tipo de acceso no contiguo que pueda expresarse mediante
los para´metros que reciben.
Los para´metros recibidos por estas funciones son:
fd: corresponde al descriptor del fichero sobre el que se va a realizar la operacio´n de E/S
no contigua.
buf: se trata de la direccio´n del buffer en memoria en el cua´l se almacenara´n los bytes le´ıdos
del fichero o donde se encuentran los bytes que se van a escribir en el fichero.
mem list count: es el nu´mero de entradas en mem offsets y mem lengths.
mem offsets y mem lengths: son listas de desplazamientos y longitudes que permiten re-
presentar localizaciones de memoria no contiguas.
file list count: es el nu´mero de entradas en file offsets y file lengths.
file offsets y file lengths: son listas de desplazamientos y longitudes que permiten
representar localizaciones en el fichero no contiguas.
status: recoge informacio´n sobre la operacio´n realizada, tal como la cantidad de datos
realmente le´ıdos o escritos.
error code: El e´xito o fallo de la operacio´n de lectura o escritura se recoge en este para´me-
tro.
Esta interfaz se puede considerar como una generalizacio´n del readv/writev de UNIX permitiendo
la no contigu¨idad en el fichero.
Se debe observar que mapReadContig y mapWriteContig son casos especiales de mapReadStrided
y mapWriteStrided.
2. Operaciones de lectura y escritura no bloqueantes: La interfaz del sistema de ficheros MAPFS
proporciona versiones no bloqueantes de todas sus llamadas de lectura y escritura.
void mapIreadContig(Mapfs_File fd, char *buf, int offset, int size,
Mapfs_Request *request, int *num_bytes)
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void mapIwriteContig (Mapfs_File fd, char *buf, int offset, int size,
Mapfs_Request *request, int *num_bytes)
void mapIreadStrided (Mapfs_File fd, char *buf, int mem_list_count,
long *mem_offsets, int *mem_lengths, int file_list_count,
Mapfs_Offset *file_offsets, int *file_lengths,
Mapfs_Request *request, int *error_code)
void mapIwriteStrided (Mapfs_File fd, char *buf, int mem_list_count,
long *mem_offsets, int *mem_lengths, int file_list_count,
Mapfs_Offset *file_offsets, int *file_lengths,
Mapfs_Request *request, int *error_code)
void mapIreadContigColl (Mapfs_File fd, char *buf, int offset, int size,
Mapfs_Request *request, int *num_bytes)
void mapIwriteContigColl (Mapfs_File fd, char *buf, int offset, int size,
Mapfs_Request *request, int *num_bytes)
void mapIreadStridedColl (Mapfs_File fd, char *buf, int mem_list_count,
long *mem_offsets, int *mem_lengths, int file_list_count,
Mapfs_Offset *file_offsets, int *file_lengths,
Mapfs_Request *request, int *error_code)
void mapIwriteStridedColl (Mapfs_File fd, char *buf, int mem_list_count,
long *mem_offsets, int *mem_lengths, int file_list_count,
Mapfs_Offset *file_offsets, int *file_lengths,
Mapfs_Request *request, int *error_code)
Las rutinas no bloqueantes devuelven un objeto request que se puede utilizar para comprobar
la finalizacio´n de la operacio´n. Para ello, se utilizan las siguientes rutinas:
int mapReadDone (Mapfs_Request *request)
int mapWriteDone (Mapfs_Request *request)
Estas rutinas hacen una comprobacio´n sobre el descriptor request para determinar si la ope-
racio´n se ha completado y no requiere una accio´n posterior. Devuelven true si la operacio´n ha
sido completa y false en caso contrario.
int mapReadIcomplete (Mapffs_Request *request, Mapfs_Status *status,
int *error_code)
int mapWriteIcomplete (Mapfs_Request *request, Mapfs_Status *status,
int *error_code)
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Estas rutinas no se bloquean esperando que la operacio´n se complete. Realizan algu´n proceso
adicional necesario para completar la operacio´n. Si la operacio´n se ha completado, devuelve true
y establece el valor de la variable status; en caso contrario, devuelve false. Si se ha detectado
un error, devuelven true y establecen el valor de error code de forma apropiada.
void mapReadComplete (Mapfs_Request *request, Mapfs_Status *status,
int *error_code)
void mapWriteComplete (Mapfs_Request *request, Mapfs_Status *status,
int *error_code)
Estas rutinas se bloquean hasta que la operacio´n especificada se completa y se establece el valor
de la variable status. Si se detecta un error, se actualiza el valor de error code de forma
apropiada y la funcio´n devuelve el control de ejecucio´n.
Para operaciones no bloqueantes, se establece un mecanismo de callback, de forma que se pueda
especificar una operacio´n que se lleve a cabo cuando una operacio´n no bloqueante haya finalizado.
La interfaz del sistema de ficheros MAPFS proporciona versiones con posibilidad de establecer
callbacks para todas las operaciones no bloqueantes de lectura y escritura. Las cabeceras de
dichas funciones son:
void mapCalReadContig(Mapfs_File fd, char *buf, int offset, int size,
Mapfs_Request *request, int *num_bytes, void (*operation)())
void mapCalWriteContig (Mapfs_File fd, char *buf, int offset, int size,
Mapfs_Request *request, int *num_bytes, void (*operation)())
void mapCalReadStrided (Mapfs_File fd, char *buf, int mem_list_count,
long *mem_offsets, int *mem_lengths, int file_list_count,
Mapfs_Offset *file_offsets, int *file_lengths,
Mapfs_Request *request, int *error_code, void (*operation)())
void mapCalWriteStrided (Mapfs_File fd, char *buf, int mem_list_count,
long *mem_offsets, int *mem_lengths, int file_list_count,
Mapfs_Offset *file_offsets, int *file_lengths,
Mapfs_Request *request, int *error_code, void (*operation)())
void mapCalReadContigColl (Mapfs_File fd, char *buf, int offset, int size,
Mapfs_Request *request, int *num_bytes, void (*operation)())
void mapCalWriteContigColl (Mapfs_File fd, char *buf, int offset, int size,
Mapfs_Request *request, int *num_bytes, void (*operation)())
void mapCalReadStridedColl (Mapfs_File fd, char *buf, int mem_list_count,
long *mem_offsets, int *mem_lengths, int file_list_count,
Mapfs_Offset *file_offsets, int *file_lengths,
Mapfs_Request *request, int *error_code, void (*operation)())
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void mapCalWriteStridedColl (Mapfs_File fd, char *buf, int mem_list_count,
long *mem_offsets, int *mem_lengths, int file_list_count,
Mapfs_Offset *file_offsets, int *file_lengths,
Mapfs_Request *request, int *error_code, void (*operation)())
El para´metro operation especifica la operacio´n que debe ejecutarse despue´s de que la operacio´n
de lectura y escritura correspondiente haya finalizado.
A.4. Operaciones colectivas
Para permitir el uso de E/S colectiva, MAPFS proporciona versiones colectivas de todas las rutinas
de lectura y escritura, tanto operaciones contiguas como no contiguas.
void mapReadContigColl (Mapfs_File fd, char *buf, int offset, int size,
Mapfs_Status *status, int *num_bytes)
void mapWriteContigColl (Mapfs_File fd, char *buf, int offset, int size,
Mapfs_Status *status, int *num_bytes)
void mapReadStridedColl (Mapfs_File fd, char *buf, int mem_list_count,
long *mem_offsets, int *mem_lengths, int file_list_count,
Mapfs_Offset *file_offsets, int *file_lengths,
Mapfs_Status *status, int *error_code)
void mapWriteStridedColl (Mapfs_File fd, char *buf, int mem_list_count,
long *mem_offsets, int *mem_lengths, int file_list_count,
Mapfs_Offset *file_offsets, int *file_lengths,
Mapfs_Status *status, int *error_code)
Los para´metros tienen el mismo significado que en las versiones ba´sicas.
A.5. Operaciones miscela´neas
Algunas operaciones adicionales para la gestio´n de ficheros son las siguientes:
1. Operacio´n de eliminacio´n de un fichero:
void mapDelete (char *global_filename, int *error_code)
Esta operacio´n permite eliminar un fichero en el sistema MAPFS.
2. Operacio´n de redimensionado de un fichero:
void mapResize (Mapfs_File fd, Mapfs_Offset size, int *error_code)
Esta operacio´n sirve para redimensionar un fichero del sistema MAPFS.
3. Operacio´n de renombrado de un fichero:
void mapRename (char *old_filename, char *new_filename, int *error_code)
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Esta operacio´n permite modificar el nombre de un fichero, de old filename a new filename.
4. Operaciones de apertura y cierre de sesio´n:
void mapInit (int *argc, char ***argv, int *error_code)
void mapFinish (int *error_code)
Estas dos operaciones permiten abrir y cerrar una sesio´n para realizar gestiones con ficheros, ini-
cializando algunos para´metros de configuracio´n, as´ı como ciertas estructuras de datos necesarias
para dicha gestio´n.
A.6. Operaciones de configuracio´n de hints
Son operaciones para establecer los hints del sistema y, por tanto, permiten modificar y acceder a
los diferentes campos de los hints. Las operaciones de configuracio´n de hints son las siguientes:
Mapfs Hints * mapHintsNew(int block ident): Esta operacio´n crea una nueva estructura
hint para el bloque cuyo identificador es block ident.
void mapHintsFree(Mapfs Hints *hint): Esta operacio´n libera una estructura hint.
int mapHintsSet(Mapfs Hints *hint, int code field, void * value): Esta operacio´n mo-
difica un campo de la estructura hint con un valor. La operacio´n devuelve 0 si se realiza de forma
correcta y -1 en caso contrario.
void * mapHintsGet(Mapfs Hints *hint, int code field): Esta operacio´n devuelve el va-
lor de un campo concreto de la estructura hint. Si el campo no esta´ definido, esta operacio´n
devuelve NULL.
A.7. Operaciones de control de usuario
Son las operaciones que utilizan de forma directa las aplicaciones de usuario. Las aplicaciones
pueden gestionar el rendimiento del sistema so´lo a trave´s de este API.
Las operaciones de control de usuario son las siguientes:
Mapfs CtrlUser * mapCtrlUserNew(Mapfs Tuples *tupl): Esta operacio´n crea una nueva es-
tructura de control de usuario para un conjunto de tuplas representado por tupl.
void mapCtrlUserFree(Mapfs CtrlUser *ctrlUser): Esta operacio´n libera una estructura de
control de usuario.
int mapCtrlUserSet(Mapfs CtrlUser *ctrlUser, int code field, void *expr): Esta ope-
racio´n modifica un campo de la estructura de control de usuario con una expresio´n. La operacio´n
devuelve 0 si se realiza de forma correcta y -1 en caso contrario.
void *mapCtrlUserGet(Mapfs CtrlUser *ctrlUser, int code field): Esta operacio´n de-
vuelve el valor de un campo concreto de una estructura de usuario de control. Si el campo
no esta´ definido, esta operacio´n devuelve NULL.
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Ape´ndice B
Teor´ıa de conjuntos
B.1. Introduccio´n
Una de las herramientas ma´s ba´sicas y u´tiles que proporciona la Ciencia Matema´tica es el concepto
de relacio´n. Este concepto permite el ana´lisis y el estudio de los conjuntos. Este ape´ndice analiza y
define las propiedades, teoremas y principios ba´sicos de la denominada teor´ıa de conjuntos.
B.2. Teorı´a de conjuntos
De forma intuitiva, se define un conjunto como la reunio´n en un todo de objetos bien definidos y
diferenciables entre s´ı, que se llaman elementos del mismo. Con esa idea intuitiva en la mente, se van
a definir de manera formal algunos conceptos ba´sicos de la teor´ıa de conjuntos.
Definicio´n 23 Si A y B son dos conjuntos, se llama producto cartesiano de A y B, y se escribe
AxB al conjunto de los pares ordenados (a, b), donde el primer elemento pertenece al conjunto A y el
segundo a B; es decir:
AxB = {(a, b)/a ∈ A, b ∈ B} (B.1)
Definicio´n 24 Si A1, A2, . . . , An son conjuntos, se llama producto cartesiano de A1, A2, . . . , An y
se escribe A1xA2x . . . xAn al conjunto de las n-uplas ordenadas (a1, a2, . . . , an) donde ai pertenece a
Ai, ∀i = 1, . . . , n, es decir:
A1xA2x . . . xAn = {(a1, a2, . . . , an)/ai ∈ Ai, ∀i = 1, . . . , n} (B.2)
Definicio´n 25 Una relacio´n R entre dos conjuntos A y B (o relacio´n de A en B) es un subconjunto
del producto cartesiano AxB.
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Definicio´n 26 Si R ⊆ AxB es una relacio´n y (a, b) ∈ R, se dice que a esta´ relacionado con b
mediante la relacio´n R y se escribe aRb. Es decir:
aRb⇐⇒ (a, b) ∈ R (B.3)
Si (a, b) 6∈ R se dice que a no esta´ relacionado con b y se escribe a¬Rb.
Definicio´n 27 Sea R una relacio´n en un conjunto A.
1. Se dice que R es reflexiva si, y so´lo si, todo elemento de A esta relacionado con el mismo.
2. Se dice que R es sime´trica si, y so´lo si, aRb implica bRa.
3. Se dice que R es antisime´trica si, y so´lo si, aRb y bRa implica a=b.
4. Se dice que R es transitiva si, y so´lo si, aRb y bRc implica aRc.
Definicio´n 28 Sea R una relacio´n de A en B. Se denomina relacio´n inversa de R y se denota como
R−1 a la relacio´n de B en A definida de la siguiente forma:
R−1 = {(b, a) ∈ BxA/(a, b) ∈ R}
Definicio´n 29 Sean R1 una relacio´n de A en B y R2 una relacio´n de B en C. Se denomina relacio´n
compuesta de R1 y R2 y se denota como R1R2 a la relacio´n de A en C definida de la siguiente
forma:
R1R2 = {(a, c) ∈ AxC/∃b ∈ B, (a, b) ∈ AxB ∧ (b, c) ∈ BxC}
B.3. Relaciones de equivalencia
Definicio´n 30 Una relacio´n R en un conjunto A es de equivalencia si y so´lo si es reflexiva, sime´trica
y transitiva.
Definicio´n 31 Si R es una relacio´n de equivalencia en A y a es un elemento cualquiera de A, se
llama clase de a y se escribe [a] al siguiente subconjunto de A:
[a] = {x ∈ A/xRa} (B.4)
es decir, el subconjunto formado por todos los elementos de A que esta´n relacionados con a. Cual-
quier elemento de la clase [a] se llama representante de la clase.
Definicio´n 32 Si R es una relacio´n de equivalencia en un conjunto A, al conjunto formado por todas
las clases de equivalencia se le llama conjunto cociente de A respecto de la relacio´n R y se representa
mediante A/R, es decir:
A/R = {[a]/a ∈ R} (B.5)
Definicio´n 33 Una particio´n en un conjunto A es una familia de subconjuntos no vac´ıos, disjuntos
dos a dos, y tales que la unio´n de todos ellos es A.
Teorema 1 Si R es una relacio´n de equivalencia en un conjunto A, el conjunto cociente A/R es una
particio´n en A.
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B.4. Representacio´n de una relacio´n
Para llevar a cabo la representacio´n de una relacio´n se pueden utilizar dos formalismos, la matriz
de la relacio´n y el digrafo de una relacio´n. Ambos formalismos so´lo se pueden utilizar para representar
relaciones entre conjuntos finitos.
B.4.1. Matriz de una relacio´n
Definicio´n 34 Si A y B son dos conjuntos finitos, no vac´ıos, con m y n elementos respectivamente
A=a1, . . . , am y B=b1, . . . , bn y R una relacio´n de A en B, llamaremos matriz de la relacio´n R y
la representaremos por MR a la matriz de orden mxn siguiente:
MR = (mij)donde mij =
{
1 si (ai, bj) ∈ R
0 si (ai, bj) 6∈ R
(B.6)
Observacio´n 4 La matriz de una relacio´n caracteriza a la relacio´n y, por tanto, conociendo la rela-
cio´n conocemos la matriz y viceversa.
Observacio´n 5 Si la relacio´n R es una relacio´n de equivalencia, su matriz es sime´trica (propiedad
conmutativa) y todos los elementos de su diagonal son unos (propiedad reflexiva). Por tanto, so´lo
deben almacenarse la mitad de los elementos, como en el caso de una matriz triangular.
B.4.2. Digrafo de una relacio´n
Definicio´n 35 El digrafo de una relacio´n R en un conjunto A consiste en una representacio´n
gra´fica que se obtiene mediante el siguiente me´todo:
1. Cada elemento de A se representa mediante un punto en el plano.
2. Si xRy, entonces se unen los puntos x e y mediante un arco de curva dirigido de x hacia y. El
punto x se denomina extremo inicial y el punto y extremo final.
Ejemplo 5 Sea A = {a, b, c} y la relacio´n R:
R = {(a, a), (a, c), (b, b), (b, c), (c, b)}
La figura B.1 representa el digrafo de la relacio´n R.
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B.5. Cierres de una relacio´n
Sea R una relacio´n cualquiera en un conjunto A. Existe al menos una relacio´n reflexiva, sime´trica o
transitiva mı´nima que contiene a dicha relacio´n. Este apartado muestra co´mo hallar la mı´nima relacio´n
de equivalencia que contiene a R.
Definicio´n 36 Se denomina cierre reflexivo de una relacio´n R y se denota como r(R) a la mı´nima
relacio´n reflexiva que contiene a R.
Definicio´n 37 Se denomina cierre sime´trico de una relacio´n R y se denota como s(R) a la mı´nima
relacio´n sime´trica que contiene a R.
Definicio´n 38 Se denomina cierre transitivo de una relacio´n R y se denota como t(R) a la mı´nima
relacio´n transitiva que contiene a R.
Proposicio´n 13 Sea R una relacio´n en A. Se cumple que:
1. r(R) = R⇐⇒ R es reflexiva
2. s(R) = R⇐⇒ R es sime´trica
3. t(R) = R⇐⇒ R es transitiva
4. r(r(R)) = r(R), s(s(R)) = s(R) y t(t(R)) = t(R)
Teorema 2 Sea R una relacio´n en A y ∆ = {(a, a) : a ∈ A}. Se cumple que:
1. r(R) = R ∪∆
2. s(R) = R ∪R−1
3. t(R) =
⋃∞
k=1R
k
Teorema 3 Sea R una relacio´n en A y |A| = n, entonces t(R) = ⋃nk=1Rk.
Proposicio´n 14 Sea R una relacio´n en A y |A| = n y MR la matriz de la relacio´n R. Sean Mr(R),
Ms(R) y Mt(R) las matrices de los cierres reflexivo, sime´trico y transitivo, respectivamente. Se cumple
que:
Mr(R) =MR + I
Ms(R) =MR +M tR
Mt(R) =
n∑
k=1
MkR
B.6. Relaciones de orden
Definicio´n 39 Una relacio´n R en un conjunto A es de orden si y so´lo si es reflexiva, antisime´trica
y transitiva. Para especificar una relacio´n de orden se suele utilizar la notacio´n <=.
Definicio´n 40 Un conjunto ordenado es un par (A,R) donde A es un conjunto y R es una relacio´n
de orden definida en A.
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Definicio´n 41 Si R es una relacio´n en un conjunto A, se dice que dos elementos a y b de A son
comparables por la relacio´n R si aRb o bRa.
Definicio´n 42 Si R es una relacio´n de orden en A en la cua´l todo par de elementos de A son
comparables por R, se dice que la relacio´n R es un orden total en A. En ese caso, se dice que el
conjunto A esta´ totalmente ordenado. Un orden no total se denomina orden parcial.
Definicio´n 43 Sea A un conjunto ordenado y S ⊂ A un subconjunto no vac´ıo de A.
Se dice que un elemento m es ma´ximo en S si y so´lo si ∀x ∈ S se cumple que x <= m.
Se dice que un elemento m es mı´nimo en S si y so´lo si ∀x ∈ S se cumple que m <= x.
Se dice que un elemento c de A es cota superior de S si y so´lo si ∀x ∈ S se cumple que x <= c.
Se dice que un elemento c de A es cota inferior de S si y so´lo si ∀x ∈ S se cumple que c <= x.
Se dice que un elemento s de A es supremo de S si y so´lo si s es cota superior de S y ∀c, cota
superior de S se cumple que s <= c.
Se dice que un elemento i de A es ı´nfimo de S si y so´lo si i es cota inferior de S y ∀c, cota
inferior de S se cumple que c <= i.
Teorema 4 Sea A un conjunto ordenado y S ⊂ A un subconjunto de A. El ma´ximo y el mı´nimo de
S, en caso de existir, son u´nicos.
Teorema 5 Sea A un conjunto ordenado y S ⊂ A un subconjunto de A. El supremo e ı´nfimo, en caso
de existir, son u´nicos.
B.7. Representacio´n de una relacio´n de orden. Diagrama de Hasse
En el caso de que se deseen representar relaciones de orden, se puede utilizar el denominado
diagrama de Hasse, que es similar al digrafo de la relacio´n, pero con las siguientes simplificaciones:
1. Cada elemento del conjunto se representa mediante un punto en el plano, pero si xRy, entonces x
se representa por debajo de y. De este modo, se suprimen las direcciones de los arcos del digrafo,
ya que todas son en sentido ascendente.
2. Debido a que las relaciones de orden son reflexivas, se suprimen los arcos que unen un mismo
punto.
3. Debido a que las relaciones de orden son transitivas, se eliminan aquellos arcos obtenidos al
hallar el cierre transitivo del resto.
4. Se utilizan segmentos para unir los puntos en lugar de arcos de curva.
Ejemplo 6 Sea A = {a, b, c, d} y la relacio´n de orden R:
R = {(a, a), (a, c), (a, d), (b, b), (b, c), (b, d), (c, c), (c, d), (d, d)}
La figura B.2 representa el diagrama de Hasse de la relacio´n R.
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B.8. Retı´culos
Definicio´n 44 Un ret´ıculo consiste en un conjunto ordenado (R,<=), que cumple que ∀x, y ∈ R:
1. existe supremo de x, y
2. existe ı´nfimo de x, y
Observacio´n 6 Si dos elementos son comparables, el supremo de ambos es el mayor y el ı´nfimo el
menor.
Observacio´n 7 Todo conjunto totalmente ordenado es un ret´ıculo, ya que cualquier par de elementos
son comparables y, por tanto, el supremo es el mayor de ambos y el ı´nfimo el menor.
Definicio´n 45 Un ret´ıculo es una terna (R,∨,∧) donde R es un conjunto que tiene dos operaciones
internas binarias denominadas disyuncio´n (∨) y conjuncio´n (∧), que cumplen las siguientes propie-
dades:
1. idempotente: x ∨ x = x, x ∧ x = x;∀x ∈ R.
2. conmutativa: x ∨ y = y ∨ x, x ∧ y = y ∧ x; ∀x, y ∈ R.
3. asociativa: x ∨ (y ∨ z) = (x ∨ y) ∨ z, x ∧ (y ∧ z) = (x ∧ y) ∧ z; ∀x, y, z ∈ R.
4. absorcio´n: x ∨ (x ∧ y) = x, x ∧ (x ∨ y) = x; ∀x, y ∈ R.
Proposicio´n 15 Las dos definiciones 44 y 45 de ret´ıculos son equivalentes.
Definicio´n 46 Un ret´ıculo es acotado si y so´lo si tiene ma´ximo y mı´nimo. Al ma´ximo se le suele
denominar elemento unidad o universal y al mı´nimo elemento nulo y se pueden representar como 1 y
0, respectivamente.
B.8.1. Propiedades de los retı´culos
Proposicio´n 16 Sea (R,<=) un ret´ıculo. ∀x, y, z ∈ R, se cumplen las siguientes propiedades:
x <= z ∧ y <= z ⇐⇒ supx, y <= z
z <= x ∧ z <= y ⇐⇒ z <= infx, y
x <= y ∧ z <= u =⇒ supx, z <= supy, u ∧ infx, z <= infy, u
x <= y =⇒ supx, z <= supy, z ∧ infx, z <= infy, z
x <= y ⇐⇒ supx, y = y
x <= y ⇐⇒ infx, y = x
supx, y = y ⇐⇒ infx, y = x
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Proposicio´n 17 Si (R,<=) es un ret´ıculo acotado, se cumplen las siguientes propiedades:
1. ∀a ∈ R, 0 <= a <= 1
2. ∀a ∈ R, supa, 0 = a ∧ infa, 0 = 0
3. ∀a ∈ R, supa, 1 = 1 ∧ infa, 1 = a
Proposicio´n 18 Todo ret´ıculo finito R es acotado.
B.8.2. Subretı´culos
Definicio´n 47 Sea (R,<=) un ret´ıculo y A ⊂ R un subconjunto de R. Se dice que (A,<=) es un
subret´ıculo de (R,<=) si y so´lo si se cumplen las siguientes condiciones:
1. (A,<=) es un ret´ıculo.
2. ∀x, y ∈ A, supAx, y = supRx, y e infAx, y = infRx, y.
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