Abstract. Using equivariant localization formulas we give a formula for conformal blocks at level one on the sphere as suitable polynomials. Using this presentation we give a generating set in the space of conformal blocks at any level if the marked points on the sphere are generic.
Introduction
We consider conformal blocks on the Riemann sphere in the sl m Wess-Zimono-Novikov-Witten conformal field theory. For a partition λ = (λ 1 , λ 2 , . . . , λ m ) ∈ N m we denote | λ | = λ i , and d(λ) = λ 1 − λ m . We fix the level ℓ of the theory with ℓ ≥ d(λ) and distinct points z 1 , . . . , z | λ | , ∞ on the sphere. We assign to each finite point z a the standard m-dimensional vector representation of sl m , denoted by V , and to infinity -the irreducible sl m representation with highest weight (−λ m , . . . , −λ 1 ). The associated space of conformal blocks CB ℓ z (λ) can be realized as a vector subspace of the tensor product V ⊗| λ | , and the tensor product can be realized as a suitable vector space of polynomials. The subspace of conformal blocks CB ℓ z (λ) ⊂ V ⊗| λ | is defined as the set of solutions to a system of differential equations due to the description of conformal blocks in [FSV1, FSV2] . We solve that system for ℓ = 1. In that case dim CB 1 z (λ) = 1 and we give a formula for one remarkable polynomial generating the one-dimensional space of conformal blocks (for m = 2 a formula was given in [V08] ).
A striking property of the formula is its similarity to equivariant localization formulas. According to these formulas, if a torus acts on a compact manifold with a finite fixed point set, then the integral of an equivariant cohomology class on the manifold can be computed by collecting some data at the fixed points. From these data one writes down a rational function which will be equal to the integral of the equivariant cohomology class. Not only our conformal block has the structure of the rational function from a localization formula, but the proof showing that it is indeed a conformal block uses equivariant localization. We hope that this connection between conformal field theory and equivariant cohomology will be useful in both areas in the future.
Taking suitable products of conformal blocks at level one, we construct elements in the space of conformal blocks CB ℓ z (λ) at any level. We show that the constructed elements generate CB ℓ z (λ) for generic z. The proofs are based on our formula for conformal blocks at level one.
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Spaces of conformal blocks
2.1. The Lie algebras gl m , sl m and their representations. Let e i,j , i, j = 1, . . . , m, be the standard generators of the complex Lie algebra gl m satisfying the relations [e i,j , e s,k ] = δ j,s e i,k − δ i,k e s,j . We identify the Lie algebra sl m with the subalgebra in gl m generated by the elements e i,i − e j,j and e i,j for i = j, i, j = 1, . . . , m.
A vector u in a gl m -module has weight λ = (λ 1 , λ 2 , . . . , λ m ) ∈ C m , if e i,i u = λ i u for i = 1, . . . , m. The vector u is called singular if e i,j u = 0 for 1 ≤ i < j ≤ m.
Let λ = (λ 1 , λ 2 , . . . , λ m ) ∈ N m be a partition, i.e. let λ i ≥ λ j for i < j. Throughout the paper we will use the following shorthand notations: | λ | = λ i , and d(λ) = λ 1 − λ m . The irreducible finite dimensional gl m -module with highest weight λ will be denoted by L λ . The module L (1,0,...,0) is the standard m-dimensional vector representation of gl m . We will denote it by V . The module V , and other gl m -modules will also be considered as sl m -modules.
The Lie algebra gl m acts on C[y (1) , . . . , y (m) ] by the differential operators e i,j → y (i) ∂/∂y (j) . This action preserves the degree of polynomials. The standard gl m -module V is identified with the subspace of C[y (1) , . . . , y (m) ] consisting of homogeneous polynomials of degree one. For a given partition λ ∈ N m , the polynomial ring
1 , . . . , y
admits a gl m -module structure by the rule e i,j →
a . The gl m -module V ⊗| λ | is identified with the subspace of R m,λ consisting of polynomials that have homogeneous degree 1 with respect to each m-tuple of variables y
2.2. Conformal blocks. Consider the Lie algebra gl m , its vector representation V , a partition λ, and the gl m -module V ⊗| λ | as identified with a subspace of R m,λ in (1). Recall the action of e i,j on the latter, namely
The space of singular vectors of weight λ is
Fixing distinct complex numbers z = (z 1 , . . . , z | λ | ) we define the differential operators
For a positive integer ℓ ≥ d(λ) we define the space of conformal blocks at level ℓ by
If ℓ − d(λ) + 1 is greater than the y (m) -degree (namely, λ m ) of singular vectors from SV(λ), then the defining equation of level ℓ conformal blocks is vacuous, hence we have
Let us emphasize that in the definition above, as well as in the whole paper, z denotes a collection of distinct complex numbers.
Remark 2.1. This definition of conformal blocks is nonstandard. Usually the space of conformal blocks in a WZW model is defined if one has a set of distinct points on a Riemann surface marked with irreducible representations of an affine Lie algebra, see [KL] . If the Riemann surface is the Riemann sphere, then one can describe the space of conformal blocks in terms of finite dimensional representations of the corresponding finite dimensional Lie algebra. That description is one of two main results of [FSV1] and [FSV2] . We take that description as our definition for the case when the marked points of the Riemann sphere are z 1 , . . . , z | λ | , ∞ and the associated representations are the standard sl m -modules assigned to all finite points z a and the irreducible sl m highest weight module assigned to the point at infinity with the highest weight (−λ m , . . . , −λ 1 ).
2.3. "Symmetry and vanishing" description of conformal blocks for λ = (N, . . . , N). Assume that λ = (N, . . . , N) ∈ N m . In this case we can interpret the space of conformal blocks as follows.
Let C = C m| λ | be the vector space with coordinates y
Consider the vector subspace
The special linear group SL m acts diagonally on the polynomial ring R m,λ of (1) by substitution in each set y The following theorem is the SL m analogue of [R, Thm. 4.3] , also [LV, Lemma 1.3] . Its proof is straightforward calculation. 3. Rational functions: localizations, divided differences 3.1. Rational function identities obtained from localization formulas. In this section we collect some identities for rational functions that will be useful in producing elements in the spaces of conformal blocks. The resultant of the sets A and B of variables is defined to be
Later we will also drop the set signs, and write eg. R(a|b, c) for R({a}|{b, c}) = (a − b)(a − c). For sets A 1 , A 2 , . . . , A m of variables R(A 1 |A 2 | . . . |A m ) we will denote the generalized resultant i<j R(A i |A j ). For a set I of indices, z I will denote the set of variables {z i } i∈I . Lemma 3.1. Let k < n be positive integers. Let p (resp. q) be symmetric polynomials in k (resp. n − k) variables. Let {1,...,n} k denote the set of k-element subsets of {1, . . . , n}. For such a subset I, letĪ denote the complement set {1, . . . , n} − I. Then for
is an identity of rational functions in the variables z 1 , . . . , z n .
This lemma is well known in at least two areas of mathematics: the theory of symmetric functions (in terms of generalized Lagrange interpolation, see e.g. [L, Thm. 7.7 .1]), and in the theory of equivariant localization. Let us recall this latter argument. If the torus T acts on the compact manifold M with fixed points f 1 , . . . , f r , and α ∈ H * T (M; Q) is an equivariant cohomology class, then the Atiyah-Bott equivariant localization theorem [AB] states that
.
Here e(T f M) is the T -equivariant Euler class of the representation of T on the tangent space of M at f . Let us choose M to be the Grassmannian Gr k (C n ), with the T = (S 1 ) n action induced by the standard T -action on C n . Let α be the p-value of the Chern roots of the universal subbundle over M, times, the q-value of the Chern roots of the universal quotient bundle over M.
Then the localization theorem proves Lemma 3.1.
Consider the partition λ = (λ 1 , . . . , λ m ) ∈ N m . Correspondingly, we can consider the partial flag manifold F λ parameterizing the flags of linear subspaces
Let the tautological bundle over F λ corresponding to the j'th linear space V j be called E j (j = 0, 1, . . . , m). For j = 1, . . . , m let γ j be the collection of the Chern roots of the quotient bundle E j /E j−1 . The standard action of
Then for the symmetric polynomials p j in λ j variables (j = 1, . . . , m), the equivariant localization theorem gives
,
where I = (I 1 , I 2 , . . . , I m ) is a partitioning of the integers {1, . . . , | λ |} into m parts satisfying
, then the left hand side of (5) vanishes, establishing the identity that the right hand side is 0.
3.2. Localization formulas vs divided differences. For a polynomial p in variables z 1 , z 2 , . . ., the ith divided difference is defined by
It is well known that the divided difference operators ∂ i satisfy the relations
Hence ∂ ω can be defined for a permutation of indexes, as ∂ ir · · · ∂ i 1 , where s i 1 · · · s ir is a reduced word for ω in terms of the elementary transpositions s i . The algebra of divided differences is closely related with localization formulas. For example, let k < n, and let ω (k,n−k) be the following permutation of {1, . . . , n}:
Let p and q be symmetric polynomials in k and n − k variables respectively. Then
More generally, consider the partition λ again. We define the permutation ω λ as follows. For
[In plain language ω λ is described by dividing the numbers from 1 to | λ | into groups of cardinality λ i in order, then reversing the order of the groups without changing the relative positions of pairs of numbers in the same group.]
Then for the symmetric polynomials p j in λ j variables (j = 1, . . . , m), we have
where the summation runs for partitions I as in (5). 3.3. A generalized divided difference. In the next chapter we will mention an extended version of divided difference operations. This applies to functions depending not only on z 1 , z 2 , . . ., but on other sets of variables. We modify only the numerator in the definition (6) by applying the transposition i ↔ (i+1) to certain sets of variables (including the z's). These sets of variables will be indicated in the upper index of the ∂ sign, eg.
Generalized divided differences with fixed upper indexes also satisfy the relations (7), hence ∂ x,y,z ω is defined for permutations ω. Observe, however, that our generalized divided difference operators do not preserve polynomials.
4. The P z (λ) function 4.1. Definition, examples. Let m ≥ 2, and let λ = (λ 1 , . . . , λ m ) ∈ N m be a partition. We will study various expressions in the variables
a . Definition 4.1. We define
where the summation runs for I = (I 1 , . . . , I m ) with
Recall that associated with the partition λ we defined the permutation ω λ in Section 3.2, and recall the extended divided difference operation from Section 3.3. The function P z (λ) can be written in the concise form
Example 4.2.
[where perm means the permanent of a matrix.]
Remark 4.3. In [V08, (3. 2)] the rational function det y
is considered (with the substitution y
(1) j = 1 for all j). One can show that this function is equal to
4.2.
Vanishing properties. The function P z (λ) satisfies remarkable differential equations with respect to variables y (i) j . Recall the differential operators from (2). Theorem 4.4. We have
Proof. The effect of the terms of the differential operator e k,l on a square-free y-monomial is that they replace a y (l) variable with the corresponding y (k) variable. Hence we have
Therefore, the y-monomials occurring in e k,l P z (λ) are of the form
. . , | λ |}, and
For such a monomial, and a v ∈ K k define
Then the coefficient of
The main observation in the last equality is that the sign ±1 does not depend on the choice of v ∈ K k . In the factor
of the last expression we consider the variables z K l as parameters. In the remaining variables this expression is of the form of the identity in Lemma 3.1. Hence it is 0 if the numerator has smaller degree than the denominator, ie. if
Now recall the differential operators from (3).
Theorem 4.5. We have
Proof. The proof of (10) is analogous with the proof of Theorem 4.4. The change is that formula (9) expressing the coefficients of y-monomials of e z k,l P z (λ) has to be replaced with
vanishes due to Lemma 3.1 if the numerator has smaller degree than the denominator, i.e. if 1 + (
To prove (11) observe that the effect of the terms of the differential operator e z k,l 2 on squarefree y-monomials is replacing two y (l) variables with the corresponding y (k) variables times the corresponding z variables. That is, we have
Therefore, the y-monomials occurring in (e
For such a monomial, and v = w ∈ K k define
The main observation in the last equality is, again, that the sign ±1 does not depend on the choice of v = w ∈ K k . The factor
vanishes-because of Lemma 3.1-if the degree 2 + 2(λ l − 2) of the numerator is less than the degree 2λ k of the denominator, i.e. if λ k ≥ λ l .
4.3. P z (λ) functions are conformal blocks. Let m ∈ N, let λ ∈ N m be a partition, and let ℓ ≥ d(λ), as before. Recall that a function in the variables y 
a , • it vanishes under the action of the differential operator
a for all k < l, • it vanishes under the action of the differential operator (
The properties of the P z (λ) function presented in Sections 4.1, 4.2 translate to the following theorem.
Theorem 4.6. We have
Dimensions of CB ℓ z (λ) spaces are independent of z. They are calculated, e.g. as structure constants in so-called fusion rings, see e.g. [Z] , [GV] . A special case of these results is that dim CB 4.4. Asymptotics. When concrete formulas are known for conformal blocks, one can often derive Selberg integral formula type applications, see e.g. [MV] , [FSV] , [V08] . In these applications one needs certain asymptotic properties of conformal blocks. Now we show such an asymptotic property of P z (λ).
We define the discriminant of the ordered list of variables x 1 , . . . , x n by
Observe thatP
Direct calculation gives the following theorem.
Theorem 4.8. For N ≥ 2 the limit ofP (N) as
5. P z (N, . . . , N) satisfies the KZ equations at level 1.
The trivial vector bundle η : V ⊗| λ | × X λ → X λ has the KZ connection at level ℓ,
where Ω = ⊕ m a,b=1 e a,b ⊗ e b,a is the gl m Casimir operator and Ω (i,j) : V ⊗| λ | → V ⊗| λ | is the linear operator acting as Ω on the i-th and j-th factors and as the identity on all the other factors.
Consider the subbundle of conformal blocks with fiber CB
It is well known [KZ] that this subbundle is invariant with respect to the KZ connection at level ℓ.
For ℓ = 1 this subbundle is a line-bundle, with P := P z (N, . . . , N) being a nowhere zero section in it (see Theorem 4.7). Since the KZ connection has regular singularities, the functioñ
for some choice of numbers a ij , must be a solution of the KZ equations with ℓ = 1,
Equivalent to (13) is (i,j) reduces to the following operator:
In our conventions Ω
for all i = j.
Proof. Without loss of generality we choose i = 1. The coefficient of
..,kN } on the left hand side of (14) is Multiplying with R, and checking the residue at z N +1 = z 1 we obtain
which implies a 1,N +1 = −m/(m + 1). For the other a i,j 's the result follows by symmetry.
Summarizing, we obtained that
satisfies the KZ differential equation (13).
Remark 5.2. In proving that (16) satisfies the KZ equations we used a priori that (14) holds for some constants a i,j . Equivalently, we made a particularly lucky choice of a hyperplane to take the residue of the coefficient of a well-chosen monomial. The fact that the resultingP satisfies the KZ equations, equivalently, that other residues would give the same a i,j 's encode remarkable identities. For example, one has
(for the same R as in the proof above). It would be interesting to see direct proofs of these properties; or even more interestingly, a combinatorial proof using the form (8) of P .
Remark 5.3. We may consider the sl m KZ equations instead of the gl m version (13) above. The only change in (13) is that the gl m Casimir operator has to be replaced with the sl m Casimir operator. In our conventions the sl m Casimir operator is
Arguments analogous to the above prove that
is a solution to the sl m KZ equations. and that the functions P z (λ) of Section 4.1 form a basis in these spaces. Recall also that for these λ's e i,j P z (λ) = 0 if i < j, as well as
Now we are going to use these P z (λ) functions as building blocks to produce elements of CB ℓ z (λ) for ℓ ≥ 1 and any λ. In Section 7 we will show that these elements span the space of conformal blocks for generic z.
Definition 6.1. Let λ ∈ N m be a partition, and let k 1 , . . . , k | λ | be pairwise different integers. We define P (k 1 ,...,k | λ | ) (λ) to be obtained from P z (λ) by substituting
for y (j) a and z ka for z a for all j = 1, . . . , m and a = 1, . . . , | λ |.
For example
Definition 6.2. Let λ ∈ N m be a partition, and let ℓ ≥ d(λ). Put formally λ 0 = ℓ + λ m . Let U = {U 1 , . . . , U ℓ } be a partitioning of the set {1, 2, . . . , | λ |} into ℓ subsets such that for every j = 0, . . . , m−1 we have exactly λ j −λ j+1 of the U j 's satisfying |U j | ≡ j mod (m). Consider each U j as an ordered set, ordered by the natural ordering of integers. Define the partition µ (j) ∈ N m to be the unique partition with |µ
Proof. The proposition follows from the Leibnitz rule of differentiating products. Indeed, for i < j
and the factor e i,j P (Ua) (µ (a) ) in each term is 0. Similarly,
where the •'s stand for integers whose sum in each term is see (17) . Hence, at least one of the factors in each term is 0.
Example 6.4. Let m = 2, λ = (3, 3), and ℓ = 2. Four of the 16 choices of Q functions are
P
(1,2,3,4,5,6) (3, 3), P (1,2) (1, 1) · P (3,4,5,6) (2, 2), P (3,4) (1, 1) · P (1,2,5,6) (2, 2), P (5,6) (1, 1) · P (1,2,3,4) (2, 2). 
The collection of the 2 N −1 polynomials (parameterized by H)
form a basis of the space of conformal blocks CB a (without z-dependence). Their relation with Q(U ) functions, as well as a recursive property of the L ℓ (λ) spaces will result in proving that dim CB ℓ z (λ) = dim L ℓ (λ); as well as in proving the fact that the Q(U ) functions span the space of conformal blocks for generic z. For notational simplicity in Sections 7.1-7.4 we show the m = 2 case in detail, then sketch the necessary changes to obtain the results for general m in Section 7.5.
where [x] is the integer part of x. For a collection of sets U 1 , . . . , U k the R-polynomial will be the product of the R-polynomials of the individual U i 's. Below, the U i will always be disjoint sets. For example R({1, 2, 3}, {4, 5}) = (y 1 − y 2 )(y 4 − y 5 ).
Definition 7.1. Let λ = (λ 1 , λ 2 ) be a partition, and let ℓ ≥ d(λ). We define the vector space }, which turns out to be a 4-dimensional space. We have
which is 5-dimensional.
7.2. Asymptotics of Q(U) functions for m = 2. Let m = 2 and λ = (λ 1 , λ 2 ) be a partition. In this section we make the following notational simplifications: instead of the variables y (1) a and y (2) a we will write x a and y a respectively. Define
Straightforward calculation proves the following statement.
Theorem 7.3. We have
Recall the definition of Q(U) functions from Definition 6.2. Theorem 7.3 yields the following observation.
where α i 's are suitable integers, and A β (U)'s are functions of x 1 , . . . ,
by Φ(g) = g (considered as a polynomial in one more variables),
) . Here SF (="square-free map") is the linear map obtained by dropping the non-square-free terms.
Example 7.8. For example, for the map Ψ :
The map Φ is induced by the natural embedding
The map Φ is a linear embedding, provided we show that it indeed maps into L ℓ (λ 1 + 1, λ 2 ). It is enough to check this for generators of L ℓ (λ). Let R(U) be such a generator. Since ℓ > d(λ) there is at least one even part in U. Adding the element λ 1 + λ 2 + 1 to an even part we define
. Now we need a lemma.
Lemma 7.9. We have
where the summation runs for those a ∈ {1, 2, . . . , | λ |} which are largest elements in odd parts of U .
Proof. The right hand side of (18) is clearly square-free. The difference
where the summation is for those b's which are not largest numbers of odd parts of U. These b's grouped in pairs occur in
we obtain that no term of the difference is square-free. This proves the lemma.
Our next claim is that Ψ indeed maps into L ℓ (λ 1 , λ 2 + 1). Indeed, we have
where a is as in the lemma. This is further equal to
where the sum runs for those U ′ that are obtained from U by adding λ 1 + λ 2 + 1 to an odd part of U.
Checking the coefficient of y λ 1 +λ 2 +1 shows that Ψ is an embedding. Hence, we have that both Φ and Ψ are linear embeddings. This proves (3) and (4). Our last claim is that the images of
only intersect in 0 (for d(λ) < ℓ, λ 2 > 0). This follows from the fact that Ψ(g) depends on the variable y λ 1 +λ 2 +1 for all non-zero g, while no Φ(g) depends on this variable. This proves (2).
Remark 7.10. The definition of the maps Φ and Ψ are inspired by the definition of so-called iterated singular vectors from [MV05] , [RV] .
7.5. Conclusion. Theorems 7.6, 7.7, together with Corollary 7.5 prove inductively that for m = 2 we have dim CB
Comparing with the middle term of Corollary 7.5 we obtain the following theorem.
Theorem 7.11. Let m = 2. The Q(U ) functions of Definition 6.2, for all different choices of U, span the space of conformal blocks CB ℓ z (λ) for generic z. In fact Theorem 7.11 holds for m ≥ 2 too. The proof goes along the same argument, as the one presented above for m = 2, in Sections 7.1-7.4. The analogue of Theorem 7.3 for higher m is as follows.
where α i 's are suitable integers, and A β (λ)'s are functions of y (i)
det y (i) P m k=u+2 λ k +(u+1)λ u+1 +(v−1)u+j i,j=1,...,u .
The R(U ) functions for general m are thus obtained by certain index shifts from (19), and the space L ℓ (λ) is obtained as the span of R(U) functions. After these definitions the proofs of Sections 7.1-7.4 go through to the general m ≥ 2 case.
We conjecture that the Q(U ) functions generate CB ℓ z (λ) not only for generic z, but for any z = (z 1 , . . . , z m ) with z i = z j for i = j. 7.6. Bases in conformal blocks. A byproduct of our proof of Theorem 7.7, is that we can choose a basis of CB ℓ z (λ) by just following how the relevant U partitions change at the possible paths of Φ and Ψ maps. Here is what can be obtained this way, explained for m = 2.
Fix λ = (λ 1 , λ 2 ) and ℓ ≥ λ 1 − λ 2 . Consider a permutation w 1 , w 2 , . . . , w | λ | of the multiset {+, . . . , + a . We define
