In this exposition we prove an existence theorem for a quantum mechanical dynamical entropy based on von-Neumann's measurement theory. To that end we introduced a Shannon type of information associated with a quantum channel or measurement based on Araki's relative entropy. This is an invariance for the dynamics which generalizes Kolmogorov-Sinai 's notion of dynamical entropy of a measure preserving transformation. In this context we also introduce a natural notion of channel capacity as a generalization of Shannon's capacity of a channel and finds its relation with A.S. Holevo's notion of capacity.
1
Introduction:
A measurement in classical dynamics gives rise to a measurable partition ζ = (ζ i ) of the configuration space ( measure space) (M, B, µ). For a partition ζ, we can associate a family of measure µ ζ i (E) = µ(E∩ζ i ) µ(E) measure and check that Shannon information defined by H µ (ζ) = − i µ(ζ i )lnµ(ζ i ) can be re-expressed as i µ(ζ i )S(µ i , µ) where S(., .) is the Kullbeck-Liebler relative entropy. In other words H µ (ζ) can be interpreted as the average KullbeckLiebler divergence of the final measures (µ i ) with respect to the initial measure µ. One important feature of the classical measurement is the invariance properties i.e. i µ(ζ i )µ i = µ, which reflects that a measurement do not disturb the system. Given two such partitions or measurements ζ = (ζ i ), η = (η j ), we write ζ • η = (ζ i ∩ η j ) as their joint measurement. One more feature in information theory is the following sub-additive property , i.e.
In the quantum case, we consider a triplet (A, θ, φ) , where A is a C * or von-Neumann algebra, θ is a * automorphism and φ is a state. For the present discussion, we assume A is a von-Neumann algebra and all the maps appear here are assumed to be normal. In particular φ is a normal state. A quantum measurement, according to von-Neumann [Ne] , give rise to a spectral resolution of identity i.e. a countable family of orthogonal projections (ζ i ∈ A) and the final possible states are φ i (x) = 1 φ((ζ i ) φ(ζ i xζ i ).
The major difficulties with this family of partitions are the following:
(a) given two such partitions ζ, η there is no natural meaning to joint measurements.
(b) In a real quantum case i φ(ζ i )φ i (x) = φ(x) ∀x ∈ A.
The difficulties (a) we avoid by respecting the time order of the dynamics and for (b) we adopt the quantum mechanical Kullbeck-Liebler ( Araki's relative entropy ) divergence of the average final state with the final possible state. In other-words we define
where (ζ i ) is a family of positive maps on A so that ζ = i ζ i is a unital map.
Such a family will be a referred as a partition of A. For any two partition ζ, η
A partition ζ will be called Schwartz type if
for all x ∈ A. We prove for any Schwartz type partitions that
where
. The basic inequality (1.1) ensures existence of dynamical entropy h φ (θ, ζ) defined by
for any Schwartz type partition ζ and a φ preserving automorphism θ where
, where we note that (θζ i ) is also a Schwartz type partition once (ζ i ) is so. Thus the class of Schwartz type of measurements are too large to destroy the characteristic for a particular dynamics (θ). In mathematical term we note that sup ζ h φ (θ, ζ) is independent of θ,if supremum is taken over all Schwartz type of partitions.
Thus we need to look at a smaller class. We say a partition or measurement (ζ i ) is admissible for the state φ if h φ (I, ζ) = 0 and (ζ i ) is invariant for the state φ if φ • ζ = φ. Thus for a resolution (ζ i ) of identity into orthogonal projection on H we define ζ i by ζ i (x) = ζ i xζ i , ∀x ∈ A. It is obvious that h φ (I, ζ) = 0. However such a measurement need not be invariant. Nevertheless the class of invariant admissible measurements are not small. In this regard
Accardi's notion [AcC,OhP] of φ-conditional expectation will take a leading role for constructions of an invariant measurements.
We define dynamical entropy h φ (θ) as supremum of h φ (θ, ζ) over all admissible invariant measurement. h φ (θ) is an invariance for the dynamics. We prove that the map φ → h φ (θ) is convex on the convex set of θ invariant nor- In the last section we prove that this notion is indeed a generalization of Kolmogorov-Sinai invariance.
2
Araki's relative entropy :
Let A be a von-Neumann algebra and φ be a faithful normal state. Without loss of generality let also (A, φ) be in the standard form (A, J, P, ω) [BrR] where ω ∈ H, a cyclic and separating vector for A, so that φ(x) =< ω, xω > and the closer of the closable operator S 0 : xω → x * ω, S possesses a polar decomposition S = J∆ 1/2 with the self-dual positive cone P as the closure of
and JAJ = A ′ , where A ′ is the commutant of A 0 . We define the modular automorphism group σ = (σ t , t ∈ IR) on A by
Furthermore for any normal state ψ on A there exists a unique vector ζ ∈ P so that ψ(x) =< ζ ψ , xζ ψ >.
Following Araki [Ar] we define the relative entropy S(ψ 1 , ψ 2 ) for two normal state ψ 1 , ψ 2 on A where ψ 1 (x) =< ζ 1 , xζ 1 > and ψ 2 (x) =< ζ 2 , xζ 2 > for some
The closer of the closable operator
. So by definition, ∆(ω, ω) = ∆. The Araki's relative entropy is defined by
where ψ 2 << ψ 1 means that ψ 2 (x * x) = 0 implies ψ 1 (x * x) = 0 for x ∈ A. We recall in the following proposition few well-known properties of relative entropy.
PROPOSITION 2.1: (a) Lower bound:
(c) Ullhamm's monotonicity: For any Schwartz type positive unital normal map τ from A to B,
(d) Lower semi-continuity: If lim n→∞ ψ n = ψ and lim n→∞ φ n = φ in weak * topology, then S(ψ, φ) ≤ lim inf n→∞ S(ψ n , φ n ). Moreover; if there exists a positive number λ satisfying ψ n ≤ λφ n , then lim n→∞ S(ψ n , φ n ) = S(ψ, φ).
(e) Donald's identity: For any family of normal positive functional (ω i , i ≥ 1) and φ we have
where i ω i = ω.
PROOF:
We refer to the monograph [OhP] .
We end this section with a simple result.
Proposition 2.2: Let A be a semi-finite von-Neumann algebra in its standard form and ψ be a positive linear normal functional so that ψ << φ.
Then there exists a y ∈ A ′ so that ψ(x) = φ(y * xy) and moreover S(ψ, φ) = φ((y * y)ln(y * y)).
Proof: We will explore the fact that the modular operator ∆ associated with φ is affiliated with the von-Neumann algebra A. For the first part we use well known Dixmiar's Lemma [Di] . For the second part recall that S(yω, ω)xyω = x * ω, thus S(yω, ω)y = S(ω, ω) by the cyclic property of ω. Hence ∆(yω, ω) = y * ∆(ω, ω)y, Since ∆ is affiliated )i.e. it 's spectral projections commutes with A ′ ) we conclude the result.
For a faithful normal state φ on a semi-finite von-Neumann algebra A and a family of positive normal functional φ i on A so that i φ i = φ we have
, φ) ≤ S(φ). Thus there exists a family (y i ) of operators in com-
. Since π(A) and π(A ′ ) are isomorphic via Tomita's conjugate operator J, we conclude that there exists a family of operators (x i ) in π(A) thus in A so that i x * i x i = 1 and
Note that (2.**) is valid for any x = (x i ) where i x * i x i = 1. In case (x i ) are projections we get back the familiar expression i −φ(
where S(φ) could be infinity [OhP] .
3
Quantum Information:
Let (Ω, F , µ) be a measure space with µ as a probability measure defined on F , a σ-field of measurable subsets of the configuration space Ω. A classical measurement give rise to a partition of the configuration space. In case the partition is (ζ i ), Shannon information gain H s (ζ) is defined by
It is simple to verify that H s (ζ) = i µ(ζ i )S(µ i , µ) where µ i is the conditional probability measure defined by
. In other-words we can say a measurement give rises to a family of probability measure (µ i ) and H s (ζ) is the expected value of the relative entropy of the final measure with respect to the initial measure. We also note that µ = i µ(ζ i )µ i and µ i are orthogonal. We will adopt this point of view in the quantum case with a generalized concept of measurement.
We start with the following general set up. We say a family of positive maps ζ = (ζ i : A → B) determines a partition of unity for B if i ζ i (I) = I, where I denote for unity in the appropriate spaces. We also set ζ = i ζ i . So for any positive normal state φ on B as an input or initial state,
is the final or output state on A with probability φ(ζ i (I)).
In case A = B, we say (ζ i ) is a measurement. We say it is an invariant
We say it is a von-Neumann type of measurement if ζ i (x) = ζ i xζ i , where (ζ i ) is family of orthogonal projections in A so that
Sinai considered partitions of the form ζ i (ψ) = ψχ ζ i , where (ζ i ) is a measurable partition of the configuration space M. In such a case ζ(x) = x, for all x ∈ A, thus invariant for any state. However in a true quantum situation there are few measurements those are invariant even for a given state of physical interest.
For a partition of unity (ζ i ), we set
By convexity property of relative entropy we verify that
We consider the von-Neumann algebra A ζ = ⊕ i∈ζ A i where each A i are copies of the von-Neumann A and two states φ 1 ζ (a) = i∈ζ φ(ζ i (a i )) and φ 2 ζ (a) = i∈zeta φ(ζ i (I))φ(ζ(a i )). By rescaling and additivity property of relative entropy we verify that
and also
For any two partitions of unity ζ, η, ζ i : A → B and η j : C → A, we set
We say a partition of unity ζ : A → B is Schwartz type if each ζ i satisfies
although mild, is motivated by the monotonicity property of relative entropy. 
Proof: First part is an easy consequence of joint continuity property (d) in Proposition 2.1. We claim the following two inequalities:
and i∈ζ,j∈η
For the first inequality, we note that both {φ(ζ i η j (I)) : i ∈ ζ, j ∈ η} and {φ(ζ i (I)φ(ζη j (I)) : i ∈ ζ, j ∈ η} are probability measure on the index set ζ × η. The inequality is nothing but the well known statement that relative entropy of any two probability measure is always non-negative. For the second inequality we first appeal to Donald's identity to check that i∈ζ,j∈η
Now for each i ∈ ζ we check that j∈η S(φζ i η j , φζη j ) = S(φζ i IE η , φζIE η ) where IE η : C η → A is the unital Schwartz type map defined by
Thus by Ullhamm's monotonicity we conclude the second inequality. By (3.3)
we conclude the proof. The convex property of the map follows by convex property of relative entropy once we appeal to the identity (3.7)
The following proposition is a little generalized of Proposition 3.1.
Proposition 3.2: For any three Schwartz type partition ζ :
for any normal state φ on A.
Proof: Essential steps are same as in Proposition 3.1. By Donald's identity and Ullhamm's monotonicity we check that i∈ζ,j∈η,k∈β
Also by Jensen's inequality we check that i∈ζ,j∈η,k∈β
Quantum Channel and It's Capacity:
Let A and B be the output and input von-Neumann algebra. A unital Schwartz type positive map ζ : A → B is called a quantum channel. We say a family (ζ i ) of Schwartz type positive maps is a code for ζ if i ζ i = ζ. For a given quantum channel ζ and a code (ζ i ) we set information gained by a measurement (η j ) on the output algebra A by
We also set
where H c φ (ζ) = − φ(ζ i (I))lnφ(ζ i (I)).
For such a channel ζ, we consider the channel ζ (n) : A ⊗ ... ⊗ A :→ B... ⊗ B by ζ i 1 ,ı 2 ,..,ın = ζ i 1 ⊗ ζ i 2 ⊗ .. ⊗ ζ in and set
where (η n ) are measurements on A (n) and φ
For any measurements η n and η m on A (n) and A (m) respectively, we verify
We define capacity C ζ of the channel ζ by the following
where existence of those two limits are guaranteed by the sub-additive property of the sequences 0
In the following proposition we enlist few elementary property of capacity of a channel.
Proposition 4.1: For a channel ζ with a specific code (ζ i ) and initial state φ, we have the following inequality:
Proof: For any n ≥ 1, the inequality D n φ (ζ) ≤ C n φ (ζ) follows from (3.6). For the other inequality we check that
We define capacity C(ζ) of the channel ζ : A → B by C(ζ) = sup φ sup (ζ i ): i ζ i =ζ C φ (ζ), where supremum is taken over all normal state φ on A and code (ζ i ) so that i ζ i = ζ. We also set D(ζ) = sup φ sup (ζ i ):
Note here that D(ζ) corresponds to A. S. Holevo's notion for channel capac-
thus the upper bound is very similar to well known Holevo's bound [Ho] . It will be of great importance if one can construct a quantum channel so that D(ζ) < C(ζ). For two channels ζ 1 : A 1 → B 1 and ζ 2 : A 2 → B 2 we consider the product channel ζ 1 ⊗ ζ 2 : A 1 ⊗ A 2 → B 1 ⊗ B 2 and similarly for any two possible codding for ζ 1 and ζ 2 respectively we choose associated tensor product codes. Same question remains open now about that ζ → C(ζ). An farther discussion in this direction we need to deal with explicit examples which is rather a deviation of the main theme of the present exposition.
Quantum Dynamical Entropy:
Now we aim to develop, a quantum mechanical analogue of dynamical entropy introduced by Kolmogorov and Sinai [See e.g. Pa] . This topics has a rich history and several attempt have been made to generalize this concept to the non-commutative case, we refer to [OhP,Con] for details. In this exposition we aim to propose a new notion of quantum dynamical entropy. We prove a general existence theorem and discuss it's analytical properties.
We fix a von-Neumann algebra A and assume that it is in standard form.
Let θ be a * -automorphism on A and φ is a normal state , invariant for θ. We adopt the same notation for measurement and channels assuming that both input and output algebras are same.
Proposition 5.1: For an unital * -automorphism θ on A with φ = φ • θ
for any partition ζ, where θ(
Proof: Since the relative entropy of any two normal states remain invariant i.e. S(ψ 1 , ψ 2 ) = S(θψ 1 θ −1 , θψ 2 θ −1 ), by an automorphism, the equality is immediate.
Proposition 5.2: For a countable partitions ζ with H φ (ζ) < ∞,
Proof: We set a n (ζ) = H φ (θ n (ζ)|θ n−1 (ζ)•..•ζ). By Proposition 3.1 and Proposition 4.1 we check that 0 ≤ a n+1 (ζ) ≤ a n (ζ) ≤ H φ (ζ), thus the limit n→∞ a n exists.
Since a n (ζ) are monotonically decreasing, their limit h φ (ζ) is also same as limit n→∞ 1 n 1≤k≤n a k (ζ). So if we interpret a n (ζ) as information gain in the nth step, h φ (ζ, θ) is indeed the average information gained for large n. In case
It is simple to check that for a partition ζ, h φ (ζ, θ) = h φ (θ • ζ, I), where I is the identity map on the von-Neumann algebra A. Thus in case we define dynamical entropy of (A, θ, φ) to be the supremum over all the partitions, then the value will be independent of θ. It suggest that we must reduce the class so that dynamical entropy for identity map is zero. To that end we restrict ourself to admissible measurements M a i.e. the class of measurements for which h φ (I, ζ) = 0, where I is the identity automorphism on A.
Thus we define dynamical entropy h φ (M a , θ) of the automorphism θ with respect to the invariant state φ for θ by
The value h φ (M a , θ) could be infinite. As in classical theory we expect this notion to play an important role when 0 < h φ (M a , θ) < ∞. In the following proposition we find a sufficient condition for h φ (M a , θ) to be zero.
Proposition 5.3: Let h φ (M a , θ) be the dynamical entropy defined over vonNeumann class of measurements, then the following hold:
If we intend to obtain information of a system by repeated measurement and the measurement is used for that purpose, then only invariant φ-measurement 
Proof:
Convex property of the map φ → h φ (ζ, θ) follows from the joint convex property of the relative entropy. In the following we give more details. First we recall that h φ (ζ,
It is not clear whether we need this restriction on partition.
6
Abelian partition and Kolmogorov Sinai theorem:
Let (Ω, F , µ) be a probability space and θ be a one-to-one and onto measurable map on Ω so that µ • θ = µ. In this section we will characterize the maximal class of measurements that commute with the class of measurements associated with measurable partitions. We will show although the class is larger then that studied by Kolmogorov-Sinai, the dynamical entropy is same.
Proposition 6.1: Let ζ = (ζ i ) be a family of positive maps so that i ζ i (1) = 1 and ζ i η j = η j ζ i for any η j (ψ) = η j ψ, where (η j ) is a partition of the probability space Ω into measurable sets. Then there exists a family of bounded measurable function ζ i so that ζ i (ψ) = ζ * i ψζ i and i ζ * i ζ i = 1.
Proof : Since µ(ζ i (ψ)) ≤ µ(ψ), there exists a family of bounded measurable functions ζ i so that µ(ζ i (ψ)) = µ(ζ * i ψζ i ) for all bounded measurable function ψ. Since ζ i commutes with η j (ψ) = η j ψη j , we verify that µ(η j ζ i (ψ)η j ) = µ(ζ * i η j ψη j ζ i ) for any measurable partition (η j ).Hence ζ i (ψ) = ζ * i ψζ i . We also note that unless we demand that ζ i are non-negative functions this family of functions are not uniquely determined by the family of positive maps.
We denote by L = {ζ :
For any ζ ∈ L we check that
and the following relations as in Kolmogorov-Sinai theory hold: Proposition 6.2: For any finite or countable partitions ζ, η, β ∈ L following hold:
Proof: (a) and (b) follows from the general case. Since L is a commutative class, (b) is equivalent to (c). (d) also follows from the general case.
We define dynamical entropy h µ (ζ, θ) as in Proposition 5.2 and note in the present case ζ is an invariant partition for µ. Proof: In spirit we follow [Pa] . Take ζ n = θ n (ζ) • ... • ζ) for any partition ζ and verify the following step by Proposition 6.2
≤ H(η n ) + nH(ζ|η).
Thus the result follows.
In case η is a simple partition of measurable sets then H(ζ|η) = − i∈ζ µ(IE η [ζ i (1))]lnIE η [ζ i (1)]) + i∈ζ µ(ζ i (1)lnζ i (1)) where E η (ψ) = j <η j ,ψ>µ µ(η j ) χ η j is the conditional expectation on the σ-field generated by the partition η. So given any partition ζ ∈ L and ǫ > 0 there exists a simple partition η so that H(ζ|η) ≤ ǫ. Thus a simple consequence of Proposition 4.3, we have the following result.
Theorem 6.4: Let (Ω, F , µ) be a probability space and θ is a one-one and onto measurable µ-invariant map. Then sup ζ∈L h µ (ζ, θ) = sup ζ∈L 0 h µ (ζ, θ).
In the following we show that the dynamical entropy is same even when we restrict to the class L ∩ C(Ω) or L ∩ C ∞ (M), (in case Ω is a locally compact topological space ) for a regular measure µ. To that end we start with the following proposition where L 0 is the class of partition of unity into disjoint measurable sets (ζ i ). . Thus ζ n is a partition of unity with elements in C(Ω). Thus
Theorem 6.6: Let Ω be a compact Hausdorff space with a regular probability measure µ and θ be a homeomorphism on Ω. Then h µ (θ) = sup ζ∈L∩C(Ω) h(ζ, θ).
