We present a unified large-system analysis of linear receivers for a class of random matrix channels. The technique unifies the analysis of both the minimum-mean-squared-error (MMSE) receiver and the adaptive least-squares (ALS) receiver, and also uses a common approach for both random independent, identically distributed (i.i.d.) and random orthogonal precoding. We derive expressions for the asymptotic signal-to-interference-plus-noise ratio (SINR) of the MMSE receiver, and both the transient and steady-state SINR of the ALS receiver, trained using either i.i.d. data sequences or orthogonal training sequences. The results are in terms of key system parameters, and allow for arbitrary distributions of the power of each of the data streams and the eigenvalues of the channel correlation matrix. In the case of the ALS receiver, we allow a diagonal loading constant and an arbitrary data windowing function. For i.i.d. training sequences and no diagonal loading, we give a fundamental relationship between the transient/steady-state SINR of the ALS and the MMSE receivers. We demonstrate that for a particular ratio of receive to transmit dimensions and window shape, all channels which have the same MMSE SINR have an identical transient ALS SINR response. We demonstrate several applications of the results, including an optimization of information throughput with respect to training sequence length in coded block transmission.
In particular, large-system analysis of the matched filter, decorrelator, and minimum-mean-squared-error (MMSE) receivers, which have knowledge of the channel state information, has been exhaustively studied for the downlink, using results such as the Silverstein-Bai theorem [2] , Girko's law [3] , and free probability [4] . In this paper, we take a different approach to the problem, which allows us to consider random independent and identically distributed (i.i.d.) and orthogonal channels (or matrix of signatures) in the same treatment, in contrast to the existing separate analyses of i.i.d. [5] and orthogonally precoded [6] , [7] channels. The new approach also allows us to consider a more general class of signal models, and a receiver which does not have the benefit of channel state information, namely, the adaptive least-squares (ALS) receiver.
In this paper, we consider both the MMSE and ALS receivers. The ALS receiver approximates the MMSE receiver and requires training symbols [8] . In particular, the autocorrelation matrix of the received vector (an ensemble average), which is used in the MMSE receiver, is replaced in the ALS receiver by a sample autocorrelation matrix (a time average). Given sufficient training symbols, the performance of the ALS receiver approaches that of the MMSE receiver. In this paper, two types of adaptive training modes are considered, based on those presented in [9] , where either the training sequence is known at the receiver, or a semi-blind method is employed. In a timevarying environment, weighting can be applied to the errors to create data windowing, which allows for tracking. When implemented online as a series of rank-updates with exponential windowing, this receiver is often referred to as the recursive least-squares (RLS) receiver [8] . To prevent ill-conditioning of the sample autocorrelation matrix with RLS filtering, diagonal loading can be employed, which refers to initializing this matrix with a small positive constant times the identity matrix.
Prior relevant work on ALS techniques (in particular, as applied to channel equalization and estimation) includes [10] , where an approximate expression is derived for the transient excess mean squared error (MSE) of the ALS receiver with respect to the MMSE receiver, often referred to as self-noise, for a general channel model and windowing function. Also, an approximate expression is given for the convergence time constant of the receiver when tracking nonstationary signals. Steady-state and transient analysis of the RLS receiver was also considered in [11] . A comprehensive treatment of ALS techniques and variations is contained in [8] . 0018 -9448/$20.00 © 2006 IEEE The application of ALS to code-division multiple access (CDMA) was considered in [12] , where the convergence of a blind multiuser detector based on a stochastic gradient-descent adaptation rule is also analyzed. In [9] , approximate expressions are given for the relationship between the MMSE signal-to-interference-plus-noise ratio (SINR) and the steady-state ALS SINR with exponential windowing for direct-sequence CDMA (DS-CDMA) in flat fading. This was extended in [13] to a steady-state analysis of two-stage algorithms based on RLS using decision-directed adaptation. A review of adaptive interference mitigation techniques is given in [14] .
Large-system analysis for ALS receivers was first considered in [15] , [16] , which considered DS-CDMA in flat fading with i.i.d. training sequences, and an ALS receiver with diagonal loading and rectangular or exponential weighting. The transient SINR (i.e., after a given number of training symbols) and steady-state SINR (i.e., after an unlimited number of training symbols) of the ALS receiver was derived in the limit where the number of transmit dimensions, the number of multiplexed data streams, and the number of training symbols all tend to infinity with fixed ratios. With rectangular windowing and no diagonal loading, a relationship between the MMSE SINR and the transient ALS SINR was given. In other work, large-system analysis has been applied to so-called subspace-based blind ALS receivers in [17] [18] [19] .
In this paper, we consider a more general complex-valued additive white Gaussian noise (AWGN) matrix-vector channel model of the form , where is an arbitrary matrix, is an arbitrary diagonal matrix, and is either an i.i.d. or orthogonal matrix. For example, the model applies explicitly to downlink synchronous DS-CDMA or multicarrier (MC) CDMA in frequency-selective fading, as well as multiple-input multiple-output (MIMO) channels. In fact, if we additionally require that the data vector is unitarily invariant, then the MMSE and ALS results we obtain apply to all AWGN matrix-vector systems of the form , provided that the eigenvalues of converge to a well-behaved deterministic distribution. As such, the results can be applied to systems not previously considered in large-system analysis, such as equalization of single-user finite-impulse-response (FIR) channels. For this channel model, we derive the SINR of the MMSE receiver, with either i.i.d. or orthogonal , in the large-system limit where the number of transmit and receive dimensions, and the number of multiplexed data streams all tend to infinity with fixed ratios. The expression for the SINR is a function of these ratios and the received SNR, and allows for arbitrary asymptotic eigenvalue distributions (a.e.d.'s) of and . This result can also be derived under the same set of assumptions using the -transform from free probability. However, unlike the free probability technique, we show that the technique used to derive this result also applies to the ALS receiver.
For the ALS receiver, we extend the work of [16] to the general channel model described. We consider an arbitrary data windowing function and both i.i.d. and orthogonal training sequences. That is, we determine both the transient and steadystate ALS SINR in the limit described for the MMSE receiver, and also as the number of training symbols tend to infinity. Also, we present an expression which relates the SINR of the MMSE receiver to the transient and steady-state SINRs of the ALS receiver for the case of i.i.d. training sequences and no diagonal loading. We demonstrate that in this situation, for a particular ratio of receive-to-transmit dimensions and window shape, all channels, which have the same MMSE SINR, have an identical transient ALS SINR response. Since our results hold for all well-behaved matrix-vector systems for which the data vector is unitarily invariant (as previously discussed), the MMSE-ALS relationship is in fact seen to be a fundamental property of adaptive least-squares estimation.
It is interesting to compare our results to an approximate expression for the steady-state ALS SINR given in [9] for the special case of DS-CDMA in a flat-fading channel, with i.i.d. spreading and exponential weighting. A comparison of the expressions reveals the approximation in [9] to be excellent, particularly for large window sizes. Also, we note that for a general channel model, the study in [11] previously came to the conclusion that the ALS convergence rate is independent of the channel; however, their conclusion was based on making several approximations, and only exponential windowing (RLS) was considered. This conclusion was stated for DS-CDMA in [9] ; however, an explicit relationship between the MMSE SINR and the transient ALS SINR, such as derived in this paper, is not given in either of those papers.
Unfortunately, we have not determined a simple relationship between the MMSE SINR and ALS SINR with orthogonal training sequences and/or diagonal loading. This remains an open problem. Inspection reveals that with orthogonal training sequences and no diagonal loading, the transient relationship will depend on the channel.
During the course of the analysis we solve for the Stieltjés (or Cauchy) transforms of the a.e.d.'s of both the autocorrelation matrix and the weighted sample autocorrelation matrix of the received signal. These expressions are found using matrix manipulations, which do not require the use of free probability. The first transform can also be derived using free probability; however, such techniques cannot be applied to derive the second transform, since the associated constituent matrices are not free. As such, the results are of independent mathematical interest.
Through numerical studies, we demonstrate the applicability of the large-system results to finite systems, and the benefits of orthogonal precoding and training is examined. We demonstrate an application of the results in the optimization of information throughput with respect to training sequence length in coded block transmission.
The paper is arranged as follows. Section II outlines the general transmission model, the receivers considered, and defines the large-system limit. Section III discusses the general approach we take for the analysis. Section IV reviews analytical approaches to the MMSE SINR problem, and presents the general solution based on the unified analytical approach. An alternate expression for the MMSE SINR, different from those presented in [1] , is also presented which allows the relationship between the MMSE SINR and ALS SINR to be derived in certain cases in later sections. Section V presents the general result for the ALS SINR. A simple relationship between the ALS SINR and MMSE SINR with i.i.d. training and without diagonal loading is then presented in Section VI. Finally, numerical studies are presented in Section VII.
II. SYSTEM MODEL
This paper considers a general matrix-vector transmission model. It applies to a wide range of practical data communication systems, including frequency-flat fading MIMO channels, and both frequency-flat and frequency-selective fading downlink DS-or MC-CDMA channels.
A. General Transmission Model
In matrix notation, 1 the received signal in the th symbol period is
• is a complex-valued channel matrix. • contains either -random orthonormal columns, i.e., we assume that is obtained by extracting columns from an Haar-distributed 2 unitary random matrix, or -i.i.d. complex elements 3 with mean zero and variance . For example, i.i.d. real and imaginary parts which are either with equal probability, or i.i.d. Gaussian with zero mean and variance . We shall call the first case "isometric (iso.) ," and the second case "i.i.d. ," as is done in [6] .
• is a diagonal matrix of transmit coefficients, i.e., . In fact, the results which follow depend only the values of , and so to simplify notation, without lack of generality, we may assume , , is nonnegative and real valued. • either contains transmit data or training symbols (for an ALS receiver). Elements of can be either i.i.d. with zero mean and unit variance 3 (for data and i.i.d. training cases), or they can be drawn from a set of orthogonal sequences (for orthogonal training, as explained further in Section II-D). • contains i.i.d., zero mean, circularly symmetric, complex Gaussian entries with variance per dimension . • , , , , and are mutually independent.
B. Discussion
The general transmission model in (1) is widely applicable, and in particular includes the following systems. [20] can also be described by (1), with i.i.d. and , where is i.i.d., and is diagonal. In this case, models the propagation from the transmitter to a "scattering array," modeled by , and models the propagation from the scattering array to the receiver. The rank of the scattering array matrix determines the richness of the MIMO channel.
• If we additionally require that the data vector is unitarily invariant, then the MMSE and ALS asymptotic SINR results we obtain apply to all AWGN matrix-vector systems of the form , under certain conditions on the channel matrix , and the data and noise vectors, and . A full explanation is given in Section II-E.
C. MMSE Receiver
The output of the MMSE receiver with full channel state information (CSI) and knowledge of for stream at symbol interval is given by (2) where (3) (4) Now, identifying the signal and interference components of the received signal in (1), i.e., , the corresponding output SINR is defined as SINR (5) where the expectation in (5) is with respect to and . The subscript indicates that this is a nonasymptotic quantity.
D. ALS Receiver
The output of the ALS receiver with training symbols for stream at symbol interval is given by (6) where (7) (8) (9) with training semiblind (10) and where • contains training data, where the th row of is . The th column of will be denoted as . We consider both i.i.d. and orthogonal training sequences, i.e., -contains i.i.d. elements with zero mean, unit variance, and finite positive moments, or contains either random orthogonal rows or columns.
If then , and we assume that is obtained by extracting columns from an Haar-distributed unitary random matrix. If , then , and we assume that is obtained by extracting columns from a Haar-distributed unitary random matrix. We shall call the first case "i.i.d. ," and the second case 4 "orthogonal (ort.) ." • contains observation noise, where the th column is . • is a diagonal loading constant, and . • is a diagonal data windowing matrix, i.e., where for . For example, with exponential weighting , where , or, without windowing . Note that, although strictly speaking the model in (1) applies only to time-invariant systems, we include windowing to allow for practical situations such as slowly time-varying channels, or users entering/leaving the system. The term "semiblind" in (10) refers to the case when and are known, and there is no training data, whereas "with training" refers to when just is known. For more details on the practical issues, see [9] , where this ALS formulation is considered for DS-CDMA in flat fading.
The SINR for the th stream at the output of the ALS receiver, SINR , is defined by the right-hand side of (5), however, with replaced by .
E. Large-System Limit
We define and , and for the ALS receiver, . Throughout this paper, we consider the asymptotic limit with , , and constant. For isometric , . 4 As the columns of iso. S S S are orthonormal, while the columns/rows of ort. B B B are just orthogonal, we do not refer to B B B as isometric.
With data windowing it is necessary to consider how is defined for each so that the empirical distribution function (e.d.f.) of its diagonal values converges to something appropriate. Any finite window length becomes negligible in the large-system limit as , therefore, it is necessary to scale the window shape with the system size. For example, as in [16] , with exponential windowing we define as the "average" window length, and take with constant. To facilitate the large-system analysis, we also require that , , and each have a uniformly bounded spectral norm, 5 that is, a bound which is independent of the system dimension . Also, we require the empirical distribution functions of the eigenvalues of , , and to converge in distribution almost surely to nonrandom distributions on the nonnegative real axis, which will have compact support due to the previous assumption. We also assume that the limiting distributions of , , and are nontrivial, i.e., do not have all mass at zero.
Proposition 1: The large-system MMSE and ALS SINRs corresponding to the transmission model in (1) are the same as the large-system MMSE and ALS SINRs, respectively, computed for any matrix-vector system of the form in which
• , , and are mutually independent, • satisfies the same conditions as above, • the data/training vector satisfies the same conditions as above, and additionally is unitarily invariant, 6 • the channel matrix is such that the e.d.f. of satisfies the conditions on mentioned in the previous paragraph, and corresponds to taking , to be isometric, and , respectively. Proof: Since is unitarily invariant, all data streams have identically distributed SINRs. Since has the same distribution as , where is a Haar-distributed random unitary matrix, we see that the distribution of the MMSE and ALS SINR associated with are, respectively, the same as that for , and will share a common large-system limit, if it exists. Proposition 1 implies that our model encompasses the classic equalization model. Namely, represents samples at the output of a single-input single-output (SISO) FIR channel of length , i.e., 5 In particular, this condition is required for the derivations in the appendices, which frequently rely on Lemma 9 in Appendix I along with other key lemmas as a precursor to the asymptotic analysis contained in the remaining appendices. 6 That is, the elements of U U Ub b b have the same joint distribution as b b b for any If a cyclic prefix of appropriate length is used, we set defined in Proposition 1 equal to the circulant channel matrix. Therefore, from Proposition 1, the corresponding model (1) takes , as isometric, and as or, equivalently, as an diagonal matrix with the -point discrete Fourier transform (DFT) of on the diagonal.
III. UNIFIED LARGE-SYSTEM ANALYSIS
In Sections IV and V, we derive the asymptotic SINR for the model (1) with both MMSE and ALS receivers. The SINR in both cases is directly related to the Stieltjés transform 7 of the a.e.d. of the received signal correlation matrix for the MMSE receiver, and for the ALS receiver. For the MMSE case, there are a number of existing methods for finding such transforms directly (see, e.g., [1] ). However, those methods do not extend to the ALS problem. We now discuss a general approach, which applies to both i.i.d. and isometric for both the MMSE and the ALS receiver.
The aim is to derive a set of equations for each "constituent" dimension in (or ), which can be solved for the Stieltjés transform. For example, has three constituent dimensions ( , , and ), while has four, since it also includes . Each equation is based on expanding the simple identity (or ) in each constituent dimension. That is, since (or ) is Hermitian, this term in the identity can be written as a sum of vector outer products, where the sum index runs up to the value of the dimension. Taking the normalized trace of both sides of the resulting equation can be simplified, and involves terms which have equivalent asymptotic forms, which can be evaluated using an asymptotic extension to the matrix inversion lemma. These equivalent forms are in terms of scalar variables, some of which are mixed matrix moments. Each of these moments can be expressed in terms of the other variables.
The result is a set of equations, which can be solved for the Stieltjés transform, and other unknowns (e.g., various matrix moments). Interestingly, in all cases we consider, the equations can be written in a form such that solving for the Stieltjés transform numerically amounts to zero-finding in at most two dimensions.
IV. ANALYSIS OF MMSE RECEIVER
It has been shown that, for both i.i.d. and isometric , the asymptotic SINR for the th stream at the output of the full-CSI MMSE receiver in (3) satisfies [7] , [21] 
under the limit considered, where denotes almost-sure convergence (see Definition 1 in Appendix I)
and 7 The Stieltjés (or Cauchy) transform of the distribution of a real-valued random variable X is the expected value of 1=(X 0 z), where z 2 is the transform variable, and = fx j x 2 ; Im(x) > 0g (e.g., see [2] ).
We now discuss some existing methods for computing the limit of the moment in (12) with the MMSE full-CSI receiver, and note that the methods do not extend to the ALS receiver. We then present the main result of this section, namely, a general SINR expression, which applies to both i.i.d. and isometric , derived using the approach discussed in Section III.
For i.i.d. , and square invertible , the SINR can be obtained in terms of the limiting distribution of and , using the result of Silverstein and Bai [2] after writing (13) as was done in [22] , and for more general channel distributions in [6, Theorem 2] . More generally, a solution for arbitrary (nonsquare) channel models can be obtained for i.i.d. via Girko's law (see, e.g., [5, Lemma 1] , or [23, Theorem IV.2] for just the Stieltjés transform of ), again in terms of the limiting distributions of and . We note that neither of these techniques can be used to compute the output SINR for the MMSE receiver with isometric , or the ALS receiver.
For isometric and square , the asymptotic SINR was first presented in [6] with , and was extended in [7] to include general . Although this approach could also be used to consider nonsquare , it does not extend to the ALS receiver since it relies on the particular structure of , which is not shared by .
A. Asymptotic SINR for MMSE Receiver
The following theorem allows us to evaluate the limit of (and hence the asymptotic MMSE SINR) for general channels and for either i.i.d. or isometric . The theorem is in terms of the Stieltjés transform of the e.d.f. of the eigenvalues of . That is, we generalize the definition of from (4) by replacing by a complex variable (i.e., ), such that the Stieltjés transform of the e.d.f. of the eigenvalues of is given by
The theorem is given in terms of the two additional random sequences , as defined in (12) using the redefinition of , and . The variable is defined in terms of matrix equations, and is given in Appendix III-A since the definition is lengthy and is not needed to state the following result. 
for . The expectations in (20) and (21) are with respect to the scalar random variables and , respectively, and the distributions of and are the asymptotic eigenvalue distributions of and the first nonzero eigenvalues of , respectively, and . Proof: See Appendix III.
Remarks:
• If (17)-(19) has a unique solution 8 for any given , then Theorem 1 additionally implies that the e.d.f. of the eigenvalues of almost surely converges in distribution to a deterministic distribution, whose Stieltjés transform is . Moreover, we have that converges almost surely to the deterministic value in the limit considered, and so, letting and taking , as suggested by (11), the MMSE SINR of the th data stream almost surely converges to .
• For i.i.d. , Theorem 1 can be obtained via Girko's law (see, e.g., [23, Theorem IV.2]). For isometric , this result appears to be new. However, in both cases Theorem 1 can be derived (under the same set of assumptions) using the -transform from free probability, or the method of [24] . We give a different proof, relying only on elementary matrix manipulations. The primary reason for presenting this result is to lead into the ALS analysis, which will follow the same general procedure outlined in the proof of Theorem 1 in Appendix III.
• The following steps describe how to find numerically via Theorem 1 for specific distributions of and , and given values of , , and .
-Consider (18) as a scalar function of , i.e., . -Numerically find the unique positive root of using standard techniques (e.g., using a routine such as fzero in Matlab), where, for a given value of , the corresponding values of and are directly evaluated using (19) for , and (17) for . 8 Certainly, for i.i.d. S S S, the equations of Theorem 1 have a unique solution, since the same result can be obtained via Girko's law, for which the solution is known to be unique. Although it is not proved, we believe that this is also true for isometric S S S. Numerical studies support this.
• In fact, (17) is just one of many possible expressions which can be derived from the identity . Other expressions involving derived in this manner include (22) 
These expressions, derived in Appendix III, are used in the proof of Theorem 1.
• If is exponentially distributed with mean one (i.e., MCor DS-CDMA in frequency-selective Rayleigh fading), , where , and where is the first-order Exponential Integral.
B. Alternate Representation of MMSE SINR
We now present an alternate expression for the asymptotic value of SINR , which will allow us to determine the relationship between the asymptotic MMSE SINR and the asymptotic ALS SINR considered later in Sections V and VI. This expression depends on the additional random sequences , , which, along with the auxiliary random sequences , , are defined in terms of matrix equations in Appendix III-A. (The definitions of these variables are lengthy, and are not needed to state the following result; so to facilitate the flow of results they are not stated here.)
It is shown in Appendix V that, under the assumptions in Section II-E SINR (24) as with and . Moreover, , , and , , in the limit considered, where , , and , , are solutions to the following set of equations. For i.i.d. 
for , and , , , , , , , , and are determined from Theorem 1.
Again, assuming that (17)- (19) and also (25)-(28) have unique solutions, then we also have that the SINR of the th data stream converges almost surely to the deterministic quantity .
V. ANALYSIS OF ALS RECEIVER
In this section, we derive the asymptotic SINR for the adaptive receiver, using the general approach discussed in Section III.
First, we derive the asymptotic transient ALS SINR after a specified number of training intervals (either with training, or semiblind). Our aim is to characterize the typical transient response of the receiver as a function of , i.e., as the number of training symbols increases. The resulting expression is in terms of several large matrix variables involving the sample autocorrelation matrix. We present a theorem which gives the Stieltjés transform of the a.e.d. of the sample autocorrelation matrix, and fixed-point expressions for each variable required to compute the asymptotic SINR.
Second, from the transient SINR solution we determine the steady-state asymptotic ALS SINR, that is, the SINR as the number of training intervals (either with a training sequence, or semiblind) goes to infinity (i.e.,
). Without data windowing, we verify that the solution for the ALS SINR converges to the MMSE SINR. Then we determine the steady-state SINR when an arbitrary windowing function is used.
A. Transient ALS SINR
The following result relates the transient SINR of the ALS receiver to six auxiliary random sequences, and , . The definitions of these variables are in terms of matrix traces and quadratic forms, and are quite lengthy. So, for clarity of presentation, and also since asymptotically equivalent values of these variables can be calculated from subsequent results, the definitions are given in Appendix VII-A. is the mean of the a.e.d. of , and the definitions of and , are given in Appendix VII-A. Proof: See Appendix VIII. Note that the definitions and derivations of Appendix VII necessarily precede Appendix VIII.
Remarks:
• Expressions, which can be used to compute asymptotically equivalent values of and , , are presented in Theorem 3 and Lemma 1.
• The preceding ALS SINR expression resembles the alternate MMSE SINR expression (24) derived in Section IV-B. However, a simplified expression for the ALS SINR, such as that presented for the MMSE SINR in Theorem 1, is not possible. This is due to the fact that a simplification of the interference power, as discussed in the proof of (24) in Appendix V, is not possible for the ALS receiver.
The following theorem and lemma give a sufficient number of relations to calculate the asymptotic moments required for the asymptotic SINR in (32) of Theorem 2.
In a similar manner to Section IV, first, we determine expressions for the Stieltjés transform of the e.d.f. of the eigenvalues of the sample autocorrelation matrix. That is, we generalize the definition of as follows, , where , such that the Stieltjés transform of the e.d.f. of the eigenvalues of is given by . The result is necessarily stated in terms of the additional random sequences , , , , , and . As in Theorem 2, the definitions of these variables are in terms of matrix traces and quadratic forms, and are lengthy. To facilitate the presentation of results, the definitions of these variables are given in Appendix VII-A. 
• If (38)-(47) have a unique solution , , , , , , for any given , then Theorem 3 additionally gives that the e.d.f. of the eigenvalues of almost surely converges in distribution to a deterministic distribution, whose Stieltjés transform is . • Note that for i.i.d. and (i.e., i.i.d. training sequences and no diagonal loading), , , and satisfy the same equations as , , and from Theorem 1. Moreover, due to (51), we have that is a function of only , , and the window shape. This observation, along with the alternate MMSE SINR expression of Section IV-B, are the key elements in determining the relationship between the ALS and MMSE SINRs, outlined later in Section VI. • For exponential weighting with (where is the large-system window size defined in Section II-E), in Appendix VI the e.d.f. of is shown to converge in distribution to the fixed distribution (48) which is the relevant distribution of required in (46). Also, for , values of which are required can be evaluated using (48), and are given by (49) (50)
• In fact, (38) is one of many possible expressions, which can be derived from the identity . Other expressions involving derived in this manner include
Note the similarity to the expressions (22)-(23), derived in a similar manner for the MMSE receiver. These expressions, derived in Appendix VII, are used in the proof of Theorem 3. • Note that , , and are all of the form , for which the following simple and useful identity holds:
. Observe also that the last equality in each of (22), (23), (53) and (54) follows from the identity (55), as does (50). This identity also relates (51) to (52), although in a less obvious way.
• The set of equations in Theorem 3 can be solved numerically in a similar manner to that discussed for the MMSE case after Theorem 1. Here, however, it is advantageous to consider (40) and (43) as a two-dimensional equation in the variables 9 , and . During zero finding, given these values, the remaining variables , , , , , , , and can be directly calculated. • For reference, an independent treatment of the asymptotic distribution of sample covariance matrices of informationplus-noise signals is given in [25] . Using Theorem 3, we may now calculate and , which are asymptotically equivalent to and , two of the quantities which appear in the asymptotic SINR expression of Theorem 2.
The following lemma gives expressions, which may be solved for quantities asymptotically equivalent to , , and which occur in (32) . This identity can be used to simplify the calculation of certain terms in Lemma 1, and also gives (71). • These equations can be solved numerically using three zero-finding routines, two of which are for two variables, while the third is for one variable. Specifically, 1) First solve the subset of equations given by (69), (56), (57), and depending on the type of , (58) and (59), or (60) and (61), and depending on the type of , (62) and (63), or (64) and (65), to find , , , , , , and . This can be done numerically using a zero-finding routine for the two variables and .
2) Solve the subset of equations given by (69), (56), (57), and depending on the type of , (58) and (59), or (60) and (61), and depending on the type of , (62) and (63), or (64) and (65), to find , , , , , , and . This can be done numerically using a zero-finding routine for the two variables and . 3) Now solve the subset of equations given by, (69), (56), and depending on the type of , (58) or (60), and depending of the type of , (62) and (63), or (64) and (65), to find , , , , and . This can be done numerically with a zero-finding routine for one variable, namely, . • The solution (56) is one of many possible expressions, which can be derived from the identity All possible expressions involving derived in this manner include
When solving the set of equations in Lemma 1, both of these expressions are more useful than (56) when considering (i.e., no diagonal loading).
B. Steady-State ALS SINR
We now determine the steady-state ALS SINR, that is, the SINR as the number of training intervals (either with a training sequence, or semiblind), from the transient ALS SINR expressions in Section V-A. Of course, with no windowing (i.e., ), the output SINR converges to that of an MMSE receiver with full CSI. We first verify this result, and then turn to the more interesting case of data windowing and (optionally) diagonal loading. We will see that the steady-state response is the same for both i.i.d. and orthogonal training sequences, which matches intuition, since i.i.d. training sequences become orthogonal as . An approximate analysis of the steady-state performance of the ALS receiver with exponential windowing was presented in [9] for DS-CDMA with flat fading. The large-system steadystate ALS performance is considered in [16, Corollary 2] . In [16] , results from asymptotic analysis of reduced rank filters are used, which rely on arguments related to noncrossing partitions. Here we give a more direct derivation of the large-system steady-state performance of the ALS receiver for the general transmission model (1) .
Strictly speaking, Theorems 1 and 3 require , however, for the following discussion we shall implicitly consider and , respectively. 1) No Windowing: We first consider the limit of the equations in Theorem 3 as , and show that without windowing (i.e., ) the ALS SINR converges to the MMSE SINR. First note that for both i.i.d. and orthogonal , which means , and therefore and . Moreover, and from Theorem 1. We see that the expressions for the ALS moments , , and from Theorem 3 converge to the MMSE moments , , and , respectively, in Theorem 1 at as . Now consider the limit of the equations in Lemma 1 with no windowing as . Clearly, , , and all , and hence also , , and also for either i.i.d. or orthogonal . It follows that and . Substituting the preceding limits into (58)-(61), we see immediately that as , the variables , , , , and satisfy the same set of equations as , , , , and for the MMSE receiver, which appear in the SINR expression in Section IV-B, given by (25)- (28) . Therefore, as , and therefore, the ALS SINR converges to the MMSE SINR as . The diagonal loading constant disappears in this limit.
2) Fixed-Length Data Windowing: The following results apply to fixed-length windowing functions. That is, the large-system window size does scale with . 10 For example, in the case of exponential windowing, this corresponds to fixed . More precisely, we define fixed-length windowing as
where, for given , denotes a scalar random variable with distribution , given by the (compactly supported) a.e.d. of
. In other words, converges in distribution to a delta-distribution at zero as , with the mean of of 10 Of course, the actual window size should increase with N in order to define a meaningful large-system limit, as explained in Section II-E. Here we are referring to the large-system window size after the large-system limit has been determined. With exponential windowing this is the difference between L and L.
order . For example, for exponential windowing, the mean window size is . We have the following corollary to Theorem 2, Theorem 3, and Lemma 1, which specifies the steady-state ALS SINR with fixed-length windowing. Corollary 1: Under the limit specified in Theorem 2, and also as , provided all asymptotic moments exist, the asymptotic steady-state SINR for the ALS receiver for stream with fixed-length windowing is given by the asymptotic ALS SINR specified in Theorems 2, 3, and Lemma 
where , and we have used (51) to obtain (80).
VI. RELATIONSHIP BETWEEN MMSE AND ALS RECEIVERS
In this section, we present a simple relationship between the SINRs of the MMSE and ALS receivers given in the previous sections. We note that this relationship has recently been studied in the special case , i.i.d. , i.i.d. training, and no diagonal loading. An approximate relation was given for rectangular windowing in [17] , with a corresponding exact large-system expression given in [16, Corollary 1] . Also, [9] obtained approximate expressions for the steady-state SINR relationship ( ) with exponential windowing.
A. Transient Response
The following theorem applies to any , both i.i.d. and isometric , and any windowing shape. The only restrictions are that there is i.i.d. training and no diagonal loading (i.e.,
). The theorem relates the expressions in Theorem 3 and Lemma 1 to the alternate MMSE SINR expression of Section IV-B. 
which depends only on , , and the window shape.
Proof: See Appendix X.
• To calculate , note that from (51) we have for any window shape. Since is a fixed known function of , we can invert this equation to find . For example, with exponential windowing, we obtain from (49) that (86) and with rectangular windowing, . Given , we can directly calculate from the definition given in (46), and from (85). The point here is that , , and are essentially constants, depending only on , , and the window shape. • Remarkably, Theorem 4 implies that SINR only depends on , , the window shape, and SINR . That is, the convergence rate of the ALS SINR to the steadystate value is independent of the channel (of course, the steady-state value itself depends on the channel). Stating this another way, for a particular and window shape, all channels, which have the same MMSE SINR, have an identical transient ALS SINR response. "Channel" here refers to the product . This has been observed in [9] , [11] , although a transient SINR relationship, such as that given in Theorem 4, has not previously been determined.
• Recall that due to Proposition 1, Theorem 4 also holds for the general AWGN model for which is unitarily invariant, and the eigenvalues of are well behaved. In that sense, Theorem 4 is a fundamental property of linear estimation. • In fact, our assumption that the additive noise is i.i.d. complex Gaussian distributed is an unnecessary restriction, as all results presented hold for any distribution such that is unitarily invariant, and the elements of are i.i.d. with zero mean and variance . • With exponential windowing we have (87) and for rectangular windowing, we have . With rectangular windowing and (i.e., square ) this matches the expression derived in [16] for DS-CDMA with i.i.d. signatures in flat fading. With exponential weighting, we have from (87) that
Note that as (i.e., as we increase the window size) (using L'Hôpital's rule), and SINR SINR , as expected.
In [9] , similar approximate relationships were derived for the steady-state performance of the ALS receiver with exponential windowing for DS-CDMA in flat fading. The equivalent value of there is , which converges to as after substituting . Fig. 1 shows a plot of this approximation, which is quite accurate when compared to the exact large-system value at , particularly for large .
C. Capacity Relationship
Consider the difference in capacity per data stream 11 of the MMSE and the ALS receivers, defined as SINR SINR
We have from (83) As , the capacity difference approaches zero, whereas as , the difference approaches SINR . Recall that only depends on (the ratio of training symbols to transmit dimensions), (the ratio of receive to transmit dimensions), and the window shape, and does not depend on the SNR, the (normalized) number of data streams , or the channel distribution. Nor does this value depend on whether is i.i.d. or isometric. Fig. 1 shows the steady-state value of versus with exponential windowing and a range of values. 
VII. NUMERICAL STUDIES
We now present various applications of the results presented in previous sections. We shall focus on three example systems.
• The first is the standard model of a MIMO channel with rich scattering, for which we set and i.i.d., so that and represent the number of transmit and receive antennas, respectively. • The second example system is CDMA in frequency-selective Rayleigh fading, for which contains either i.i.d. or isometric signatures, and is a square matrix (hence ), for which the a.e.d. of the channel correlation matrix is exponential with mean one (i.e., for is the density used to compute the values). • The third example system is a SISO FIR channel with a cyclic prefix, as described after Proposition 1 in Section II-E, where (i.e., where the ALS and MMSE receiver is used to equalize the so-called Proakis Channel-C [27, p. 616]). That is, the empirical results will be obtained using given by the circulant matrix obtained from , and . As described in Proposition 1, the analytic results are obtained from the isometric equations with and distributed according to the spectra of , i.e.,
where is the step function, and DFT , where DFT denotes the th element of the -point DFT of . Unless otherwise stated, we shall assume equal transmit power per data stream (i.e., ), and SNR 10 dB, where SNR is defined as the energy transmitted per data stream in each symbol interval, divided by .
In the following plots, we determine empirical values from averages of a size system with quaternary phase-shift keying (QPSK) modulation for comparison with the large-system results. The asymptotic values for the MMSE curves have been determined from Theorem 1, and the asymptotic values for the ALS curves have been determined from Theorem 2, Theorem 3, and Lemma 1. The steady-state values of the ALS receiver have been determined from Corollary 1. Where possible, the ALS SINR has been determined from the MMSE SINR using Theorem 4 (i.e., any situation with i.i.d. training sequences and no diagonal loading).
A. Transient ALS SINR Response and Comparison With Empirical Values
1) MIMO Example: First, we demonstrate the relevance of the large-system limit to practical finite systems. Fig. 2 shows both asymptotic and empirical values of MMSE and ALS SINR versus training length for the example MIMO system with rich scattering. For the ALS receiver, the diagonal loading value is , and rectangular windowing is used. Clearly, the empirical (finite) values match the analytic (asymptotic) values very closely.
Note that the orthogonal training sequences clearly outperform the i.i.d. training sequences, particularly for "small"
. This gap also widens as the number of receive dimensions decreases. Also, the performance of the semiblind ALS receiver is comparable to the performance of the ALS receiver with training for the to transmit to receive antennas ratio case, but is significantly worse in the to transmit to receive antennas ratio case.
2) CDMA in Frequency-Selective Fading: Fig. 3 shows empirical and asymptotic values of MMSE and ALS SINR versus for the example CDMA system in frequency-selective Rayleigh fading with . The ALS receiver uses rectangular windowing and a diagonal loading constant . Curves are shown for both i.i.d. and isometric signatures, and i.i.d. and orthogonal training sequences. Again, the empirical (finite) values match the analytic (asymptotic) values. Fig. 3(b) shows the intuitively pleasing result that for a small number of training symbols (i.e., small ), orthogonal training sequences improve the performance of the ALS receiver more than isometric signatures, and as increases, this situation is quickly reversed. This is due to the fact that the i.i.d. training sequences of length become "more orthogonal" as increases, and also since isometric signatures consistently outperform i.i.d. signatures.
In subsequent plots, we shall omit the empirical values, and concentrate on applications of the analytical results. Fig. 4 shows empirical and asymptotic values of MMSE and ALS SINR versus for the example SISO FIR system at 20-dB SNR. The ALS receiver uses exponential windowing and a diagonal loading constant . Curves are shown for both i.i.d. and orthogonal training sequences. Note that Proposition 1 requires that is unitarily invariant, whereas the empirical values in the figure are based on standard QPSK modulation (i.e., is not unitarily invariant). Clearly, at least in this case, the asymptotic results are a very good approximation for nonunitarily invariant data vectors.
3) Equalization:
We remark that, in practice, an adaptive LS equalizer for a SISO FIR channel would process the inputs sequentially, as opposed to the block processing assumed here. Hence, the conver- 
B. Capacity With Exponential Windowing
Now we examine the performance of the ALS receiver with both rectangular and exponential windowing, relative to the MMSE receiver. Fig. 5 shows the capacity difference per-signature as a function of the window size (determined from (92) and (93)) for the example CDMA system in frequency-selective Rayleigh fading with i.i.d. signatures, i.i.d. training, and a system load of . Curves for the ALS receiver are shown with both rectangular and exponential windowing, and diagonal loading constant . Also, , that is, one quarter of the signatures are transmitted at half the power of the remaining signatures.
In this figure, we do not take into account the loss in rate due to the training. This is considered in the following subsection. Rather, for a single-channel use at a certain SNR, we wish to see the relative capacity of the MMSE receiver (using full CSI) and the ALS receiver, as a function of the number of training symbols used to generate the filter. Also, for the ALS receiver, we wish to compare exponential windowing with rectangular windowing at a given value of as a function of the exponential windowing window size .
First, we see that for either type of windowing, increasing the number of training symbols is an exercise in diminishing returns. Also, we see that as the window size increases, exponential windowing asymptotes to rectangular windowing, as would be expected for the time-invariant system model (1) . Of course, exponential windowing is included to allow for time-varying channels. As such, the curves for exponential windowing are a valid approximation for a time-varying system in which the coherence time of the system 12 is at least as large as the effective window size created by the exponential windowing. As such, the values of capacity or SINR obtained represent best possible values, which are only attained if the system remains static for the duration of the ALS training period. Extending these results to time-varying systems is an open problem, and is likely to be difficult.
C. Application: Throughput Optimization
We now demonstrate how the results can be used to optimize the throughput with packet transmissions. More training symbols gives a higher ALS SINR, but leaves less room for data-carrying symbols in the packet. Clearly, there is an optimal ratio of training symbols to data-carrying symbols. Such an optimization has been considered for MIMO block-fading channels and SISO FIR channels in [28] , [29] with an optimal (maximum-likelihood) receiver. In that work, the training symbols are used to estimate the channel directly. A lower bound on the capacity is derived, and is used to optimize the training length. Related work in [30] applies the large-system transient analysis in [16] for the MIMO i.i.d. channel to optimize the training length with an ALS receiver (without exponential windowing or diagonal loading). It is shown there that for large packet lengths ( ) the training length that maximizes capacity grows as . Optimization of power levels between the training and data symbols is also investigated.
Suppose we consider a packet containing symbols, of which the first are training symbols, and the remainder consists of data-carrying symbols. There are equal power data streams, which are coded independently with capacity-achieving 13 codes with rate SINR . We focus on the ALS receiver with known training symbols. The number of information bits per block is therefore , while the number of transmit dimensions per block is . Therefore, the number of information bits per transmit dimension (hereafter referred to as "normalized capacity") is , where and . We shall consider the additional limit with in order to optimize with respect to the normalized training length . We keep constant, and unless otherwise stated, in the numerical examples 10 dB. Fig. 6(a) shows the normalized capacity of the example CDMA system in frequency-selective fading as a function of and for a normalized block length of . The ALS receiver uses rectangular windowing and no diagonal loading. Fig. 6(b) shows the additional normalized capacity obtained, relative to the results for i.i.d. training in Fig. 6(a) , if orthogonal training sequences are used. Although not shown, plots analogous to Fig. 6 may also be obtained for iso. . Fig. 6(a) shows that there is an optimum value of , i.e., the ratio of training length to block length, for each value of system load, . Fig. 7(a) shows the value of normalized capacity at the optimum value of , again for , as a function of the system load . Fig. 7(b) shows the corresponding value of (expressed as a percentage of ) which maximizes the normalized capacity. Also shown in Fig. 7(a) is the normalized capacity of the MMSE receiver at the same value of , for both types of signatures. Of course, the MMSE receiver assumes perfect CSI.
We now consider throughput optimization for the example MIMO system, and consider the growth in normalized capacity with respect to the normalized block length . In this example, since represents the number of transmit dimensions, the number of transmit dimensions per block is , and hence, the number of information bits per transmit dimension is . Fig. 8(a) shows the growth in normalized capacity, optimized with respect to . These results show that the gain in using orthogonal training sequences appears to be more pronounced in situations where there is a high ratio of transmit antennas to receive antennas (i.e., ). Figs. 8(b) and 9 show the optimal value of training length corresponding to Fig. 8(a) , for i.i.d. and orthogonal training sequences, respectively. In Fig. 8(b) , is expressed as a percentage of the block length . In Fig. 9 , it is interesting to note the case , where we see that is never optimal. Recall that for , we have orthogonal rows of and for , we have orthogonal columns of . Clearly, orthogonal columns are preferable. If the axis were extended, we would see the same behavior in the other curves.
VIII. CONCLUSION
Determining the transient behavior of ALS algorithms with random inputs is a classical problem, which is relevant to many communications applications, such as equalization and interference suppression. The large-system results presented here are the first set of exact results, which characterize the transient performance of ALS algorithms for a wide variety of channel models of interest. Namely, our results apply to any linear input-output model (see Proposition 1) , where the input is unitarily invariant, and the channel matrix has a well-defined a.e.d. with finite moments. As such, these results can be used to evaluate adaptive equalizer performance in the context of space-time channels. This represents a significant generalization of the previous large-system results in [16] , which apply only to an i.i.d. channel matrix. Furthermore, the analytical approach relies only on elementary matrix manipulations, and is general enough to allow for orthonormal spreading and/or training sequences, in addition to i.i.d. sequences. Numerical results were presented, showing that orthogonal training sequences can significantly outperform i.i.d. training sequences.
For the general ALS algorithm and model considered, the output SINR can be expressed as the solution to a set of nonlinear equations. These equations are complicated by the fact that they depend on a number of auxiliary variables, each of which is a particular large matrix moment involving the sample covariance matrix. Still, it is relatively straightforward to solve these equations numerically. Illustrative examples were presented showing the effect of training length on the capacity of a block-fading channel.
In the case of i.i.d. training sequences and no diagonal loading, the set of equations for output SINR yields a simple relationship between the SINRs for ALS and MMSE receivers, which accounts for an arbitrary data-shaping window. This relation shows that ALS performance depends on the channel matrix only through the MMSE. In other words, ALS performance is independent of the channel shape given a target output MMSE. Whether or not an analogous relation holds with orthogonal training sequences and/or diagonal loading remains an open problem. Application of the analysis presented here to more general channel models (e.g., multiuser/multiple-antenna) is also a topic for further study.
APPENDIX I PRECURSOR TO ASYMPTOTIC ANALYSIS
Definition 1: Let and denote a pair of infinite sequences of complex-valued random variables indexed by . These sequences are defined to be asymptotically equivalent, denoted , iff as , where denotes almost-sure convergence in the limit considered.
Clearly
is an equivalence relation, transitivity being obtained through the triangle inequality. We shall additionally define asymptotic equivalence for sequences of vectors and matrices in an identical manner as above, where the absolute value is replaced by the Euclidean vector norm and the associated induced spectral norm, respectively.
If and , it follows that , again due to the triangle inequality. Multiplication, however, requires a little more care. Note that the multiplicative part of Lemma 2 holds for any mixture of matrices, vectors or scalars for which the dimensions 14 A sequence fa g of complex-valued N 2 1 vectors or scalars is uniformly bounded above over N if sup ja j < 1, or in the case of complex-valued N 2 N matrices, sup ka k < 1.
of and are such that makes sense, due to the submultiplicative property of the spectral norm. The following definition and related results, however, are concerned with scalar complex sequences.
Also, it can be shown that any of the requirements for uniform upper bounds in Lemma The following lemma is an asymptotic extension of the matrix inversion lemma, and is used extensively in the subsequent appendices to remove matrix dimensions as described in Section III. It is based on an approach in [16] . 
where depends only on , , and . Proof: See Appendix II-C.
In addition, we remark that it can be shown that the restrictive requirements of uniform upper bounds in (97)-(98) may be replaced by bounds of the form given in either (94) or (95). Throughout the subsequent derivations, we shall use the fact that since we have assumed that the e.d.f.'s of , , and converge in distribution almost surely to compactly supported nonrandom distributions on , we have [32] (107) (108) (109) almost surely, where is the th singular value of , and is any fixed, bounded, continuous function on the support of the a.e.d. of , the first eigenvalues of , and , respectively.
APPENDIX II PROOFS FOR APPENDIX I

Lemma 2:
Proof: The fact that can be seen after writing and hence, Alternatively, we may add and subtract from to obtain The division property, , can be shown in the same way If we have that is uniformly bounded below by some constant , then, given a realization for which , we may take sufficiently large such that and hence, for all . Using this fact, and the uniform upper bounds for or , we obtain the result. The same argument holds if we have that is uniformly bounded below. In the same way, also using , we obtain an identical uniform upper bound on , and hence obtain (101).
In what follows, we will drop the dependence on from , , , , , , and to clarify the derivations. Define and according to the following equations:
The matrix inversion lemma gives
First consider , and note from (118), (96), Lemma 2, (98), (112), and (113) that (119) In fact, in the remainder of the proof, we shall repeatedly use (96), (98), (101), (112), (113), and (115) in order to apply Lemma 2, without explicitly stating this, however, it should be clear from the context. From (119) we obtain (120) (121) From this, we obtain (122) Before we consider , we first analyze the denominator of the second term in (117). First, due to (122), we may take large enough such that for all , and hence, with (115) we obtain . With this fact, we obtain , since Before considering , we note that from (98), (101), (126), and similar arguments preceding (123), that for all for sufficiently large, and hence Considering using (116) and the preceding discussion, we obtain Similarly Lemma 7: Proof: The proof continues from the proof of Lemma 6. Again, we drop the subscript for convenience. We see from (96) Combining the above, we obtain (106).
APPENDIX III PROOF OF THEOREM 1
The analysis in these appendices is based on removing a single dimension from matrices and vectors, as described in Section III. The dimension removed will correspond to a particular data stream, transmit/receive dimension, or symbol interval. For example, in what follows, represents the matrix with the th transmit dimension removed. The symbol is used in this case since the th transmit dimension is removed. We will use when removing the th data stream, and for removing the th received symbol interval. Appendix I contains several important definitions and results required for the following analysis. In particular, we define and according to Definition 2 in Appendix I, where the maximum is over and , respectively, and the limit is as with and constant, as described in Section II-E. , respectively, where is with the th column removed, and is with the th row and column removed. That is, .
The following proposition shows that we may substitute with an equivalent matrix, without lack of generality. This substitution is essential in the analysis which follows.
Proposition 2: For the model (1), the distribution of both the Stieltjés transform of the empirical eigenvalue distribution (e.e.d.) of and the MMSE SINR are invariant to the substitution of for , where is an Haar-distributed random unitary matrix, and is an diagonal matrix containing the singular values of .
Proof: Let be an independent Haar-distributed random matrix. Now, note that the quantities of interest, namely, and , are unchanged by the substitution of for . That is,
Writing
, where is the singular value decomposition of , the unitary invariance of and infers the result for the Stieltjés transform. A similar treatment of gives the result for the MMSE SINR.
Therefore, in the remainder of this appendix, we substitute with everywhere. 15 We denote the th column of as , for , and define for . Define as the diagonal elements of , note that , and define for . For isometric only, we also require the following generalization of the system model and asymptotic limit. 16 We shall assume that and have dimensions and , respectively, where . Also, we shall include the limit with where . That is,
where the definition of is extended to . Note also that now has dimension , and the maximum involved in shall be over . The desired result will be obtained by considering . For i.i.d. , , and hence, and . We can now define for (129)
where . Also, denotes with the effect of the th transmit dimension removed, , by replacing , , and with , , and , respectively, where 15 We stress that V V V D D D is an equivalent matrix, as defined in Proposition 2, as opposed to a decomposition of H H H. 16 Without this step, it is not possible to show the uniform asymptotic equivalence in (131). and where and are and with their th column and row removed, respectively, and is with both the th column and row removed.
Returning to (128) and (129), note that these quadratic forms are uniformly asymptotically equivalent to the following expressions, derived in Appendix IV. These will be important in the subsequent analysis.
where (132)
Also, note that (134) from Lemma 9 or Lemma 10, the Borel-Cantelli lemma, and (108). The positivity of (134) is implied by and . Note that is implied by the assumption that the distribution of has a compact support on , and does not have all mass at zero.
In addition, letting and , we have (135) This is shown in a similar manner to (134) using (107). For iso. , it first requires written as described before (179). We now give several bounds on particular matrix and vector norms which are required in order to apply Lemmas 2 and 3 later. First, the assumption that gives are bounded above almost surely, that is, have a upper bounds of form given in (95) . For this to be the case for (142), it also requires the assumption that .
Derivations:
We start by applying Lemma 6 to , i.e., to extract the th data stream from , as described in Section III. Namely, we substitute , , , , and for , , , , and in the lemma, respectively. Condition (96) is satisfied trivially, while (134) and (137)-(142) satisfy (97) and (98), respectively, in the almost-sure sense. Hence, 17 where For future reference, note that from (146), following the proof of (150) gives
To prove the remaining equations in Theorem 1, we consider another expansion of the correlation matrix , this time to remove the th transmit dimension, , as described in Section III (153) where and are defined after (129) and above (135), respectively. 17 Of course, (146) holds with = in place of , due to the matrix inversion lemma. We use Lemma 6 instead in order to obtain (147), which is needed to show (149).
We now apply Lemma 6 to (153), where , , , , and in the statement of the lemma correspond to , , , , and , respectively. We shall now verify that the conditions of the Lemma are satisfied. For any , since we have and , and moreover (154)
where corresponds to in the lemma, and (155) satisfies condition (96) of the lemma. Since , condition (97) is satisfied, and along with (142)-(143) condition (98) is satisfied in the almost-sure sense. Note that , defined in (129), corresponds to in the lemma. Therefore,
a.s.
which we shall now use to derive (18) and (19) . Note that (158) will be required when using Lemma 3, to satisfy almost-sure uniform bound conditions. With i.i.d. , we see from (131) that (151) gives an expression for . For isometric , we see from (131) that in addition to (151) we require (159) where we have used . Continuing with the preceding application of Lemma 6, we may use Lemma 7 to determine an equivalent asymptotic representation of the argument in the sum in (159), where in the statement of Lemma 7 corresponds to . That is, using (155)-(157), we note that the terms corresponding to and are both asymptotically equivalent to , while the terms corresponding to , , and are asymptotically equivalent to , , and , respectively. Therefore, after some algebra, we obtain from (106) We now simplify the preceding solution by noting that the identity may also be expanded in the dimension , as opposed to the dimension in (150). That is, where denotes the random vector (Note that we have highlighted the dependence of , , and on for what follows). Also, each element of almost-surely converges to zero, and the vector-valued function is given by where for i.i.d. , and for isometric . We show that has a limit by the following steps. 18 where for i.i.d. , and for isometric . 7) Moreover, on , since is analytic, we have the analytic continuation for each (due to the identity theorem [36] ). 8) Assuming this set of equations has a unique solution , we have , and that on , every convergent subsequence of converges to the same point . Moreover, this implies almost-sure convergence of the whole sequence, i.e., on , converges to for each , as stated in (14)- (16) . Finally, (174) and (175) gives (17)- (19) at .
Shortcut to (164): Note that due to the conditions of Lemma 10, the uniform asymptotic equivalence in (131) does not hold for isometric if . This is the motivation for introducing the independent parameter and specifying . Moreover, this extra step yields the trace expression in (131), which was used in (163) to derive the relationship (164) for . However, the following argument shows that it is possible to arrive at (164) directly, without introducing the parameter , and without relying on Lemma 10 to provide an expression, which does not depend on .
First, we note that since , we may state (176)
Now we assume (without proof) that is uniformly asymptotically equivalent to another sequence, which does not depend on . In that case, for isometric with , we can write
With this assumption, (162) holds at , and combining this with (176) and (151) gives which indeed corresponds to (164) at . Moreover, establishing the convergence of (173) to (174) is unaffected by the parameter .
In what follows, we will use this argument as a shortcut to derive analogous relations in Appendix VII. The assumption (177) can be proven by introducing , and taking the appropriate limits with . Because we cannot take when is finite (see Lemma 10), this does not establish (177) for . However, this assumption, combined with (176), leads to the same expressions in Theorem 1, which are obtained by introducing the parameter , and taking after the large-system limit.
APPENDIX IV PROOF OF (130) AND (131) IN APPENDIX III
Here we show and for in the limit considered. The remaining cases are shown in an identical manner using the same results as outlined below.
For isometric , we need the following representation. Let and denote the th column and th row of the Haar distributed matrix from which is obtained, respectively. Define for , so that , , and therefore, 
where and are defined in Appendix III-A, and we have used and (136). It is clear from (137) and (143) that the terms inside the bracket of (180) are almost-surely uniformly bounded above over and , so . Moreover, as , and therefore, we have completed the proof of (131) for i.i.d. . Now turning to (131) for isometric , we may apply Lemma 10 to (179), where the appropriate choice of orthogonal projection matrix is , and simplify using where is defined in (133). Then, using the same steps outlined above in showing and for i.i.d. , it can be shown that also for isometric .
APPENDIX V ALTERNATE MMSE SINR OF SECTION IV-B
Note from (146) that the filter has the same SINR as . The associated signal and interference powers are and , respectively, as defined in Appendix III-A. It is easily shown that the latter term simplifies to (when ), and hence the MMSE SINR is . Namely as We now seek expressions for each of the variables which enter the interference power, without using the preceding simplification. Following the assumptions and results of Appendix III, first, note that in extension to (154) , where is a discrete random variable uniformly distributed on the set , and where is the step function, i.e., is zero for and unity for . Now and similarly, the limit of the lower bound on simplifies to . Taking the limit of the Riemann sum in (188) then gives where we have also used . This establishes that as , converges in distribution to for .
APPENDIX VII PROOF OF THEOREM 3
As in Appendix III, the analysis in this appendix is based on removing a single dimension from matrices and vectors, as described in Section III. We will use when removing the th transmit dimension, when removing the th data stream, and for removing the th received symbol interval. We define , , and according to Definition 2 in Appendix I, where the maximum is over , , and , respectively, and the limit is as with ,
, and constant, as described in Section II-E.
Definitions:
As in Appendix III, throughout this appendix, we substitute with without loss of generality, where is an
Haar-distributed unitary matrix, is a diagonal matrix containing the singular values of . The justification for this substitution in this case will be established later in Proposition 3. We denote the th column of as , and define for . Also, define via , and let for .
Define the following quantities: 
where is defined in (132) (with and hence, ), and .
Although the derivations of the uniform asymptotic equivalence in (200)-(203) are not shown, note that they rely on expressions derived later in this appendix, namely, (232)-(234) and (245)-(247).
Also, analogous to the discussion in Appendix III-C, we assume that is uniformly asymptotically equivalent to another sequence, which does not depend on , in which case , as stated in (203). Applying the shortcut described in Appendix III-C will give an asymptotic expression for , which, in the large-system limit, leads to (39) in Theorem 3. To make this rigorous, we could introduce a new independent parameter , corresponding to the number of columns in . Then, the large-system limit would also contain the condition with , and (39) is obtained by letting (after taking the large-system limit). A similar argument is applied to the other variables (for ort. , ),
(for ort. , ), and (for iso. ).
Note that (134) again applies, and also Note that up until this point, none of the analyses has relied on the fact that we have made the substitution of with . Therefore, we are in a position to state the following proposition, which shows that this substitution is valid. Note that the analysis in the remainder of this appendix relies on this substitution having been made throughout.
Proposition 3: For the model (1), the distribution of both the Stieltjés transform of the e.e.d. of and the asymptotically equivalent ALS SINR given in (32) are invariant to the substitution of for , where is an Haar-distributed random unitary matrix, and is an diagonal matrix containing the singular values of .
Proof: Using (232)-(233), we may derive the asymptotically equivalent form of the ALS SINR given in (32) (see Appendix VIII), which depends on and , . Now note that the distributions of , , and , are unchanged by the substitution of by . That is, let be an independent
Haar-distributed random matrix. Then
Note that , and so, writing , where is the singular value decomposition of , the unitary invariance of , , and implies the result for the Stieltjés transform of . A similar treatment of and gives the result for the asymptotically equivalent form of the ALS SINR given in (32) .
Expanding Dimension :
Writing and substituting this into (8) , in a similar manner to (230), we have for some (239)
We now apply Lemma 6 to (239), where , , , , and in the lemma correspond to , , , , and , respectively. Therefore, and in the lemma correspond to and , respectively. We have (214), (216), and , which almost-surely satisfy conditions (97)-(98) of the lemma. We now show (240) which, with (137) satisfies condition (96) of the lemma. To see this, note that , since
Also, since , we have (242) From (242), we find (243) Considering the argument in the preceding sum, note that (244) where we define , , and from , , and in (197)-(199), respectively, with the contribution of transmit dimension removed, as explained in Appendix VII-A. Returning to (243), and additionally using which is shown in an identical manner to (229), it follows that Now, since , , and are in almost surely (through an application of Lemma 5), and also since is almostsurely uniformly bounded above over and (which is shown identically to (217)), we have (240).
So we may apply Lemma 6 to (239), to obtain which is proven in an identical manner to (229), also using (225), and may be simplified using (229) To derive an expression for , we start with (242) and obtain (262) for which, like (244), we have (263) where we have additionally used , which follows from Lemma 7, continuing on from the application of Lemma 6 in Appendix VII-B3. Therefore, from (262) 
That is, (232) is the equivalent asymptotic form for the semiblind LS filter given in (7) . Also, using (265), (232), and (233) we obtain the equivalent asymptotic form for the ALS filter with training. We can express the asymptotic form for both receivers as
where ALS with training semiblind ALS.
We now compute the large-system SINR for the filter (266) for stream , and symbol interval . For notational simplicity, we drop the subscript in this appendix. Note therefore that in this appendix denotes with the th element removed. Since cancels in the ratio when calculating the SINR, we ignore this constant. The signal component is using (138), (218), and (231). The interference component is Therefore, the signal power is asymptotically equivalent to . Also, the interference power, averaged over the data symbols and noise is asymptotically equivalent to Moreover, the variables , , , , , , , , , and satisfy the same set of equations as , , , , , , , , , and , respectively (for appropriate values of , , and ), if we set , , and assume that is i.i.d.
APPENDIX X SKETCH OF PROOF OF THEOREM 4
We provide a sketch of the proof for i.i.d. only, mainly due to the fact that the equations are simpler to manipulate. However, the same approach is valid for isometric .
First, according to the remark made after Theorem 3, with i.i.d. and we have . That is, the term in the numerator of the asymptotic SINR in (32) can be written as SINR . Consider the denominator of the alternate MMSE SINR expression in Section IV-B with i.i.d. . Solving (25) and (26) for gives which from Appendix V equals . The next step is to simplify the term in the denominator of the ALS SINR (32) . To do this, we solve (58), (59), (62), and (57) to find , , , in terms of and , and then substitute into (58). We then solve (56), (59), and (62) for , and in terms of and , and substitute into (58). Combining these results gives Now we use the identity (72) to obtain , and so we have that SINR (268)
Next we simplify the term in the denominator of the ALS SINR (32) . To do this, we solve (56), (63), (62); (62) and (63) for , , , ; and , and form the sum Substituting (268) and
, and simplifying with (72) gives (269) Substituting (268) and (269) into (32) along with the expressions for and from (33) , and simplifying gives (83) and (84).
