Past discussions of the relative strengths of nested casecontrol and case-cohort designs have not fully considered cohorts with stored biological samples in which biomarker analyses are planned. Issues related to biomarker analyses can affect an investigator's choice of design and the conduct of these two designs. The key issues identified are effects of analytic batch, long-term storage, and freezethaw cycles on biomarkers. In comparison with the nested case-control design, the case-cohort design is less able to handle these challenges. Problems arise because most implementations of the case-cohort design do not allow for simultaneous evaluation of biomarkers in cases and reference group members, and there is no matching. By design, the nested case-control study controls for storage duration and the batching of biological samples from cases and controls is logistically simple. The allowance for matching also means that subjects can be matched on the number of freeze-thaw cycles experienced by the biological sample. However, the matching generates complex data sets that can be more difficult to analyze, and the costly biomarker data generated from the controls has few uses outside of testing the specific hypotheses of the study. In addition, because the same subject can serve as a control and a case, or multiple times as a control, biomarker analyses and sample batching can be more complex than initially anticipated. However, in total, of the two designs, the nested case-control study is better suited for studying biomarkers that can be influenced by analytic batch, longterm storage, and freeze-thaw cycles. (Cancer Epidemiol Biomarkers Prev 2005;14(8):1899 -907) 
Introduction
Although population-and hospital-based case-control studies (1) (2) (3) are commonly used for molecular epidemiologic studies, a growing number of large cohort studies has been established over the past decade in which biological samples have been collected and stored for future molecular epidemiology studies (4, 5) . By avoiding the problems of questionable temporal relationships between biomarkers and disease risk that hamper traditional case-control studies, cohort studies can examine the relationships in a methodologically superior manner. The stored biological samples collected from the cohort members at baseline are precious and represent a finite resource that must be used as efficiently as possible. Two related, yet methodologically distinct study designs-the casecohort and the nested case-control studies-offer logistic efficiency over full cohort analyses and are typically used for molecular epidemiologic studies within prospective cohort studies. Prior literature has described the differences between these two designs and the trade-offs in selecting one design over another (6) (7) (8) (9) (10) (11) . However, the use of biomarkers adds another level of complexity in making a choice between the two designs and in the conduct of the studies. These issues have been briefly discussed in a previous publication (12) . In this paper, we describe in depth how biomarker analyses alter the calculus of deciding which design to use and some of the ways in which the study conduct is altered.
In the case-cohort design, which was first proposed as the ''case-base'' design by Miettinen (13) and subsequently refined by Prentice (14) , a random subset (known as ''subcohort'') of the total baseline cohort is selected as a ''control'' or reference group. In some instances, the subcohort is chosen as a stratified random sample, with stratification on important confounding factors (15, 16) . To estimate effects, the exposure distribution among this reference group is compared with that in a case group of interest arising from this cohort. Apart from random errors, the distributions of exposure (i.e., biomarker) or any other factors in this random subset should represent that of the total cohort at the beginning of the observation period. Because the ratio of exposed to unexposed individuals (with respect to the biomarker of interest) in the reference group is same as in the total cohort at baseline, the estimated odds ratio using a case-cohort study represents the risk ratio for the same biomarker-disease relationship had a full cohort analysis involving all cohort members been done (17) (18) (19) . Alternatively, the follow-up data for the subcohort (including those who develop disease) may be treated as representative of the person-time experience of the total cohort, and case-cohort studies can be analyzed with appropriate weighting to estimate the rate ratio for the biomarker-disease relationship (9, 14) . If a baseline cohort member later develops the disease of interest during the observation period, this member is also treated as a case and thus also contributes to the exposure distribution among the cases (9, 14) . The major advantage of this design is that the same reference group, who are a random subset of the baseline cohort, can be used for multiple different case groups arising from the cohort (6) . This advantage relies on the supposition that the quality of exposure measurement in the subcohort is the same as for the case series. This is likely to be true for stored questionnaire data (20) , the modeling of occupational exposures based on industrial hygiene records and job histories (21) , or the modeling of ambient exposures using data-based residential histories and air monitoring records (22) . As will be discussed, this assumption may not hold for biomarker analyses. A major limitation of this design is that subcohort members cannot be matched to cases on any potential confounders because subcohort members are selected randomly from the total cohort.
In the nested case-control design, controls are selected concurrently as cases develop (i.e., they are selected from the cohort members who are still disease-free at the time a case occurs). This sampling procedure is called incidence density sampling. By matching on the time at risk (i.e., duration between enrollment/biospecimen collection and disease onset), the ratio of exposed to unexposed number of controls represents, on average, the ratio of exposed to unexposed person-time for the total cohort. This allows the odds ratio derived from the nested case-control study to estimate the incidence rate ratio for the biomarker-disease relationship had a full cohort analysis involving all cohort members been done. A cohort member selected as a control at a given time because he is at risk for disease at the time a case occurs may be again selected as a control for a subsequent case as long as he remains unaffected by the disease of interest. The major advantage of the nested case-control design is its ability to match controls with cases on follow-up duration between biological sample collection and disease development. In addition to matching on follow-up duration, it is common for controls to be matched to cases on other characteristics, such as age and gender. However, additional layers of matching make the control series less representative of the person-time experience of the total cohort. In fact, the primary complaint with nested case-control studies is that the intricate matching used in the design means that the control series is highly selected and cannot be used for other studies and do not provide representative data on the entire cohort (11) .
The Use of Biomarkers Brings Additional Layers of Complexity to Nested Case-Control and Case-Cohort Studies
As noted above, there are several papers in the literature that describe the relative strengths and weaknesses of the nested case-control and case-cohort designs and provide guidance in selecting a study design. These papers have discussed both practical or logistic concerns and comparisons of statistical efficiency and power (6, 7, 10) . However, the use of biomarkers adds additional complexities to comparing these two designs (12) . The pertinent issues that must be considered with the addition of biomarkers to these study designs are analytic batch effects, storage effects, and freeze-thaw cycles. Below, we describe these issues in general terms without regard to a particular study design. In later sections of this paper, we describe how these issues impact the case-cohort and nested case-controls designs.
Batch Effects. Analytic batches can be defined as a group of biological samples that are analyzed together under a particular set of conditions. In studies in which samples are analyzed in multiple batches, the laboratory strives to duplicate the relevant conditions across batches. The goal is to assure that analytic results derived from any given sample are not influenced by the particular analytic batch in which the sample was analyzed. However, our experience and published articles have shown that this goal is not often met for many laboratory assays (23) (24) (25) (26) (27) . Figure 1 shows the mean polycyclic aromatic hydrocarbon-DNA adduct in prostate tissue samples by batch measured by immunohistochemistry (28) . The prostate samples were assigned to batches using a random number generator. The difference between the mean of the highest and lowest batch is 0.15 absorbance units or 39% of the highest batch. Each batch contained two laboratory control slides cut from the same tissue block. Thus, it is possible to use the control slides to partially normalize the data shown here (28) . However, because of random error in the assay within batch, there is variability in the control slides and normalization is not completely efficient; therefore, batch effects remain. Even commercial ELISA kits from the same manufacturer have shown substantial variation among different lots of kits (24) .
Batch effects can create random noise or bias (29, 30) . The effect of batch is expected to have the same consequences as misclassification of exposure in epidemiologic studies. Such misclassification usually implies an underestimation of the association between analyte and disease if the measurement error is evenly distributed among cases and controls. However, when the errors are unevenly distributed, bias arises. Hence, it is important to have the same proportion of cases and controls in different batches to avoid such bias. Batch effects can occur with and without time effects. In the example from the work on prostate tissue samples, the effect of batch does not seem to be related to time; all of the samples were analyzed within a short period of time and there does not seem to be a strong trend across batches. However, there can also be time-related effects where laboratory results seem to drift with time, either producing higher or lower results over time (30) .
Batches are created through a number of constraints that prevent all of the samples from being analyzed together. These constraints may be technological, such as the number of wells on an ELISA or PCR plate or the number of samples that can be loaded into robotic device. The constraints might be administrative and driven by the need to complete particular milestones for funding agencies or for publications or by the availability of reagents. They might also be logistic and determined by the rate of subject recruitment and transport and shipping limitations. Finally, batches might be defined by the limits of endurance of the laboratory technicians or other staffing issues.
It should also be noted that there are often batches and meta-batches (i.e., batches nested within batches). For instance, a coordinating center might send a laboratory 200 samples in one batch. However, the assay technology may only be able to analyze 40 samples per run, and so the shipped batch is analyzed in five batches over the course of 5 weeks. At some later date, perhaps z6 months later, a second meta-batch of samples would be shipped from the coordinating center to the laboratory, and again these samples would be analyzed in multiple laboratory runs. This is essentially the case with the prostate tissue samples shown in Fig. 1 . These 11 batches of samples represent the first meta-batch sent to the laboratory from the coordinating center. After several more months of recruitment, a second large meta-batch of samples will be sent to the laboratory where they will be split into smaller analytic batches.
Storage Effects. The second issue is the concern that for some biomarkers the levels of the biomarker may be influenced by the duration of sample storage, or that storage duration will reduce the accuracy of the assay. This is a concern often discussed during study planning and in reviewers' comments to grant applications but the published data demonstrating storage effects on biomarker level is sparse. Antioxidant micronutrients in plasma (31, 32) , and cotinine and creatinine in urine, have been reported to be stable in samples stored for many years (33) . Benzo(a)pyrene-DNA adducts have been reported to be stable in samples stored for 10 months (34) . However, levels of other markers, such as lipoprotein A, total and high-density lipoprotein cholesterol, triglycerides (35) (36) (37) , HIV p24 antigen (38) , free prostate-specific antigen (39) , progesterone (40) , estradiol (41) , hepatitis virus C RNA concentrations (42) , and salivary IgA (43) , have been shown to change during sample storage. Additionally, for paraffin-embedded tissue sections, the reliability of immunohistochemical and fluorescence in situ hybridization assays for HER2 decline with storage time (44) , as does antigenicity for tissue microarrays (45) . Typically, investigators worry about biomarker levels decaying, with measured levels of biomarkers declining over time; however, there are examples of measured biomarker levels increasing over time (40) . Storageinduced changes in biomarker levels can be substantial. Evans et al. (35) have reported a 19% decrease in lipoprotein A in serum samples stored for 3 years at À70jC. Additionally, Bolelli et al. (40) reported a 30% increase in serum-free testosterone and a 40% decrease in progesterone in samples stored at À80jC for 3 years. In part, the sparse data on this issue may reflect the logistic difficulties in conducting a study to test whether longterm storage impacts biomarker levels.
Another concern is that for mechanical freezers, the internal temperature can vary by location and time within a freezer and temperature can vary across freezers (46, 47) . After long-term storage in such freezers, it may be appropriate to match samples on storage location in the freezer (47) . Storing samples in the liquid phase of liquid nitrogen, as is being done in the European Prospective Investigation into Cancer and Nutrition (EPIC), probably provides the most consistent storage conditions. However, in large cohort studies such as EPIC, samples are stored centrally and then shipped to the investigator's laboratories for analyses, where they may be stored in mechanical freezers for substantial time periods. It may even be advisable to physically arrange the samples in these mechanical freezers in a configuration appropriate for the study design, with matched sets of cases and controls stored in close proximity for nested case-control studies or in a random order for case-cohort studies.
The impact of storage effects on study validity depends on whether it reduces assay precision or alters the level of the biomarker. If assay precision is altered by storage effects, random error may be increased for biomarkers stored longer. This will reduce statistical power and, depending on how the study is implemented, may cause bias. If storage duration alters the biomarker level, the effect on study validity depends on whether biomarker levels change in a half-life -like fashion at an absolute linear rate or a relative rate. Depending on how the study is implemented and the mathematical function describing how biomarker levels change, bias may be away or toward the null.
It should also be understood that for large multicenter cohorts, it may take many years to assemble the entire cohort and thus storage time may be affected by logistic considerations. If recruitment begins at different centers at different times, storage duration becomes associated with site and the demographic and exposure characteristics of the subjects recruited at that site. In EPIC, the Oxford site was one of the first to begin recruiting and subjects recruited at this site tend to have a higher socioeconomic status. A large proportion of the subjects were vegetarians. Thus, sample storage duration is not randomly distributed across lifestyle risk factors. A related issue is that sample handling and processing may vary by site and may influence biomarker levels. Thus, whereas there is less empirical data demonstrating that duration of storage may alter biomarker analyses, it is an issue of concern.
Freeze-Thaw Cycles. It is typical for whole-blood samples drawn from study subjects to be separated into constituent parts, such as WBC, serum, and RBC, and then frozen in multiple small aliquots. However, many laboratory assays require sample volumes that are smaller than the stored aliquots, so during a particular study a sample aliquot may be thawed, sampled from, and then the remaining biological sample refrozen for future studies. However, it is possible that thawing and refreezing may alter components of the biological sample. Thus, when the sample is thawed a second time to be assayed for a new biomarker study, the level of the biomarker may differ from the level that would have been measured if the sample was being thawed for the first time. There are several physical and chemical mechanisms through which the freezing process may alter the chemical properties of a biological sample (48) . During freezing, there is a concentration of solutes in the residual liquid phase of the sample and ionic strength increases that may cause protein precipitation and denaturation (48, 49) . Furthermore, as ice crystals precipitate out of solution, the pH of the remaining liquid phase can change by several pH points, which may cause lipid degradation and protein denaturation (48) (49) (50) .
It has been shown that levels of serum or plasma cholesterol (51), cotinine (52) (62), and tissue inhibitor of metalloproteinase-1 (63); freeze-thaw cycles have also been shown to degrade DNA (64, 65) . The impact of freeze-thaw cycles on biomarker levels can be substantial. Sgoutas et al. (59) reported a 27% decrease in lipoprotein A levels as measured by ELISA after two freezethaw cycles to À20jC, and a 23% decrease after four cycles to À70jC. Bellete et al. (65) reported that after three freeze-thaw cycles, the content of DNA stored in sterile distilled water was reduced by more than half. In these experiments, the copy number of the target DNA sequence and the volume of distilled water influenced DNA decay (65) .
Thus, biomarker levels and study results could be influenced by the sequence in which hypotheses are tested in a given bank of samples. Thus, for a given aliquot of biological material in which an investigator plans to measure several biomarkers, the sequence of assays and required freeze-thaws must be carefully planned. For instance, in a saliva sample, cortisol should be analyzed within the first or second round of freeze-thaws, whereas progesterone can be analyzed in a later round (55 cycles, the calculus in deciding whether to use a nested casecontrol study or a case-cohort study is the same as for studies using other stable measures, such as questionnaire data or exposure-job history matrices. For example, with vigilant laboratory quality control, genotyping assays are thought to have little batch effect and the DNA is thought to be stable (44, 66) . For biomarkers that suffer from decay and/or batch effects, the calculus in choosing a study design begins to change.
In the following text, we will describe the issues for casecohort studies and nested case-control studies. In this discussion, we refer to grant funding periods, which reflect the U.S. and European scientists' experience of the work of conducting a nested case-control or case-cohort study (case identification, control or subcohort selection, and laboratory analyses) being done within a maximum of 3-to 5-year period set by funding agencies. Due to differences in the way research funds are distributed internationally, scientists in other countries may not experience such sharp temporal delineations. However, a key issue in thinking about the conduct of nested case-control or case-cohort studies is how the work required for the study relates temporarily to the life course of the underlying cohort.
Case-Cohort Studies
The Initial Case-Cohort Study. For the initial case-cohort study being launched within a cohort, there are two scenarios that need to be considered. The first scenario is if an investigator were to launch a new cohort with an a priori plan for conducting case-cohort analyses at a future date. This might be termed a prospective case-cohort study. The second is if a cohort has been in existence for some time and, after a period of follow-up, a case-cohort study is conducted within the cohort. This might be termed a retrospective casecohort study. In the prospective scenario, the subcohort is selected as soon as the cohort is fully assembled and the cases are identified later during the course of cohort follow-up. In this prospective scenario, there are incentives to begin laboratory analyses of samples from subcohort members as soon as the subcohort is selected. First, this allows the bulk of the laboratory work to be completed quickly. The ability to quickly begin laboratory work is similar to the logistic efficiency advantage that has been previously cited for casecohort studies when extensive field work is required to gather data from study subjects (6) . Furthermore, early completion of the bulk of the laboratory work allows for cross-sectional studies of correlates of biomarkers to begin right away. Whereas it should not drive design decisions, one of the advantages of the case-cohort design is that, because the subcohort is a random sample of the cohort, crosssectional analyses of biomarkers in the subcohort provide valid information on the overall cohort. In addition, prevalent cases identified at baseline as the cohort is assembled can be compared with the subcohort.
For example, in the Health Effects of Arsenic Longitudinal Study-a prospective cohort study of arsenic exposure and premalignant, malignant, and nonmalignant outcomesresearchers identified substantial numbers of premalignant skin lesions during the baseline assessment of the cohort (67) . Incident cases of skin lesions and other outcomes are being ascertained during the follow-up of this cohort for prospective case-cohort analyses of the effects of arsenic, genotype, and other biomarkers on these lesions. In addition, the researchers exploited the baseline data to investigate the same associations in a cross-sectional fashion by comparing individuals with prevalent skin lesion ascertained during cohort assembly with the subcohort group. Some of the biomarker data from the subcohort samples generated as part of the cross-sectional studies, e.g., urinary arsenic species and genetic polymorphisms, will also be used in future case-cohort analyses involving incident cases in this cohort.
In such a prospective case-cohort study, as incident cases accrue during follow-up, the investigators might begin analyzing biological samples from cases. However, if subcohort samples were analyzed at the beginning of the grant funding period, this approach would very closely align case-cohort status to duration of sample storage and analytic batch, setting the stage for bias. Biological samples from cases that arise from the subjects selected to be part of the subcohort will already have been analyzed, and thus there will be no difference in the circumstances of analyses for these cases and the subcohort. In general, however, the majority of cases are expected to arise from the vast bulk of study subjects not selected as part of the subcohort. Because samples from these cases were not analyzed with the subcohort, the circumstances of analyses for these samples will likely differ from those of the subcohort.
If batch effect is the main concern and storage time is unlikely to affect the biomarker, then a valid approach is to wait until the end of follow-up to begin laboratory analyses when all cases of interest are identified. Then, samples could be randomly assigned to analytic batches with proportional numbers of case and subcohort samples in each batch. If multiple case types are of interest, then batch assignment can also take multiple case types into consideration. On the other hand, if both batch effect and storage time are of concern, then an alternative approach would be to analyze subcohort and case samples as cases accrue by creating balanced batches with proportional numbers of case and subcohort samples in each batch. In this approach, the laboratory work is spread out over the duration of the grant period, with the pace of laboratory work dictated by case accrual. This approach requires good estimates of the likely incidence rate for the cases so that the number of subcohort members to be assigned to each batch can be estimated. Careful estimation of the number of subcohort samples to be assayed in each batch over the time course of follow-up is most critical if the batch effect includes a time component. With this approach, case and subcohort samples analyzed together would not be matched on other characteristics; subcohort members would still be randomly chosen. Theoretically, with very careful planning, it is possible to include multiple case groups in analytic batches in this approach if the various case series are ascertained concurrently. However, it may not be feasible if different types of cases have different induction periods, causing largely nonoverlapping occurrence of different case types during the follow-up period (see below). However, because differences in sample storage duration may still exist between cases and subcohort members, it may be appropriate to control for sample storage duration in the statistical analyses whenever effects of storage duration are of concern.
The retrospective scenario is more typical in which a casecohort study would be implemented in an existing cohort that has been followed-up for a number of years and accrued enough cases for analyses. In this scenario, an investigator would retrospectively select a subcohort from the baseline members of the cohort and compare them to the cases. Samples from the subcohort and the case series would be analyzed contemporaneously, and samples should be randomized to batches to avoid bias due to batch effects. This is similar to first option in the prospective scenario when storage time is not of concern. If the samples vary in the amount of time they have been frozen and sample decay is a concern, then control for storage time in the statistical analyses is the only option, as the opportunity for simultaneous batch assignment as cases accrue is no longer available. If storage time varies by case-subcohort status, statistical control for storage time should remove any bias due to storage-related changes in the biological sample. Additionally, in the more complex situation where storage time is associated with potential risk factors for disease, potential bias can be removed by statistical control for storage time.
For the first case-cohort study launched in a cohort, whether implemented prospectively or retrospectively, it does not seem that the effects of freeze-thaw cycles will inherently bias the analyses. Unless previous case-only studies required case samples or previous cross-sectional studies using subcohort and prevalent case samples required subcohort members to undergo freeze-thaws, it is unlikely that the prevalence of samples that have been thawed will differ between cases and the subcohort members. Even if previous biomarker studies had been conducted within a cohort, it is likely that there will be multiple aliquots of each sample fraction available for analyses, so if one has previously been thawed, another could be used. Should the extent of freeze-thaw cycles differ between the case series and the subcohort, then statistical control for the freeze-thaw cycles could be implemented.
Issues Related to Analyses of the Subsequent Case Series and the Original Subcohort. One of the often-cited strengths of casecohort studies is that the subcohort can be used as a reference group for a variety of different case groups (6) . One could imagine a case-cohort study implemented early in cohort follow-up for a common cancer and then after much further follow-up the subcohort would be used as a reference group for a series of rarer or long-latency cancers. Here, tremendous logistic efficiency is gained because data from the reference group already exists in study databases. However, in studies using biomarkers susceptible to batch or storage effects, this advantage may essentially be outweighed by the potential for bias.
It may be of interest to analyze the same biomarkers in subsequent case series that were previously analyzed in the subcohort and a prior case series. However, the samples from successive case series will be analyzed in new analytic batches, separate from the subcohort samples previously analyzed, essentially guaranteeing batch effects. If the batch effect is not related to time (i.e., batch effect represents a random effect), it is theoretically possible that, overall, the batches of case samples will reflect the same random noise as the subcohort and bias will be minimal. However, this possibility cannot be verified in the data, calling into question the results. If the batch effect includes a time-related component, as seen in laboratory drift, bias is guaranteed. Another possibility is that technology may have progressed in the time between analyses of the subcohort and analyses of the new case series. If samples from the new case series are to be analyzed by an assay that has been incrementally improved or with a completely new technology, assay results from the new case series may differ substantially from assay results previously generated for the subcohort. When batch effect or changing technology is the main concern and the effects of storage time and freeze-thawing are less of a concern, then one may wish to analyze a new aliquot of samples from the previously analyzed subcohort samples. Analyses can proceed, taking case-control status into consideration during batches or by randomizing subjects to batches. However, having to reanalyze samples from the subcohort nullifies the efficiency advantage of the case-cohort design.
If effects of storage time are of concern and the same biomarkers are analyzed in the new case series that were previously analyzed in the subcohort, the situation becomes less manageable and control for storage time becomes increasingly difficult. As the duration of time between the laboratory analyses conducted in the subcohort and the analyses conducted for the new case series grows, the difference in the length of time the samples were stored before being analyzed for case series and subcohort members increases. This makes statistical control for duration of storage more difficult for longer latency cancers due to sparse data at the tails of the distribution of storage times.
Alternatively, the hypotheses to be tested in subsequent case series may involve biomarkers that were not previously analyzed in the subcohort. In this scenario, biological samples from the new case series and the previously identified subcohort could be analyzed for the new biomarker, and samples could be randomized to batches to combat bias due to batch effects. However, depending on the biological material to be analyzed, the sample aliquots from the subcohort may have already been thawed and refrozen in prior rounds of laboratory analyses. For instance, if a serum biomarker was analyzed in the original case-cohort analyses for one case type and a different serum biomarker is of interest in the subsequent case-cohort study for a different case type, serum aliquots from the subcohort may have already gone through a round of thawing and refreezing. The samples from the new case series are less likely to have been previously thawed because the samples were not of interest until the new case series was identified. Thus, when new biomarkers are to be analyzed in subsequent case series and the subcohort, storage conditions may impact study validity.
Issues in the Statistical Analysis of Biomarker Data. An advantage of the case-cohort design is that the time scale for the follow-up analyses is not fixed by the design of the study (6) . In a nested case-control study, controls are typically matched to cases on duration of follow-up and/ or age and thus all analyses must use this as the time scale. In a case-cohort study, an investigator may select the time scale best suited for the particular analyses (6) . A common time scale for cohort and case-cohort analyses is duration of follow-up; however, age and year can both independently influence disease risk and age maybe the more appropriate time scale (6, 68) .
The selection of the underlying time scale may alter which subcohort members are included in risk set with a particular case. If duration of follow-up is used as the time scale, then for a case occurring after T X duration of follow-up only those subcohort members who contribute T X duration or more of follow-up and are still at risk of disease will be included in the risk set with the case (9) . Subcohort members who are the same age as the case but who have been not been followed for T X duration, perhaps because they were enrolled into the cohort later during the enrollment period, will not be included in the risk set with this case. The situation is different if age is used as the time scale. For a case who develops disease at age 60 who has been followed for T X duration, members of the subcohort who are age 60 or older and who are still at risk of disease are included in the risk set, whether or not they have been followed for T X duration.
Depending on the context of the study and the biomarker in question, different time scales might be more or less appropriate. For a genetic polymorphism for which the effect is thought to occur over the duration of the life course, age might be the most appropriate time scale rather than duration of follow-up. For a biomarker that might be influenced by a strong generational cohort effect, such as blood lead levels (69), calendar year might be more appropriate. For a biomarker that reflects a new onset of exposure, such as a new occupational exposure, time since exposure onset might be most appropriate. In general, the case-cohort design can accommodate separate analyses of each of these biomarkers using different time scales for each analysis. In a nested casecontrol study, each of the biomarkers could be analyzed but they would all use the same time scale set by the matching criteria. However, in some implementations of the case-cohort design, the use of biomarkers may limit the investigator's flexibility in choosing time scales. Previously, it was suggested that in the prospective case-cohort design, subcohort members could be proportionately assigned to laboratory batches based on the incidence of case accrual. However, the suggestion of proportionate assignment of subcohort members assumes that duration of follow-up is Cancer Epidemiology, Biomarkers & Prevention 1903 the appropriate underlying time scale. In some instances, it may be more appropriate to prospectively assign subcohort members to laboratory batches based on the expected age distribution of cases.
Another possible consideration in the statistical analyses is the appropriate weighting of cases that arise from outside of the subcohort (9). Approaches described by Prentice (14) and Barlow (70) use a weighting of 1 in the denominator of the pseudolikelihood for cases that arise outside the subcohort, whereas an approach by Self and Prentice (71) uses a weighting of 0. Furthermore, the approach of Barlow weights the cases in the subcohort before failure and the subcohort controls by the inverse of the sampling fraction. At this time, the optimal weighting scheme for case-cohort analyses is unclear (9) . However, the extent to which biomarker data from cases arising outside the subcohort have been differently affected by batch effects and storage conditions may impact the performance of the weighting schemes. Different weighting schemes may be more or less appropriate for different biomarker analysis scenarios.
Nested Case-Control Studies. In nested case-control studies, controls are matched to cases typically using a quite intricate criteria. At a minimum, controls are matched to cases on length of follow-up since entry into the cohort study. In a case-control study nested in the Physicians Health Study, controls were additionally matched to cases on age, smoking status (never, ex, current), cigarettes per day in current smokers (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) (36) (37) (38) (39) , and 40+ cigarettes per day), and analytic batch (4). In Genair/EPIC, a case-control study of noncurrent smokers nested in EPIC, controls were matched to cases on age, gender, country, smoking status (never, ex-smoker), and analytic batch (72) . A result of this matching is that controls are not a representative sample of the cohort at baseline, and thus cannot be used as controls for future case groups as can be done with subcohort members in a case-cohort study. Studies of future case series in EPIC will not be able to use the Genair/EPIC control series and its biomarker data and will require a new reference group and new biomarker analyses. Major advantages of nested case-control design are that matching on length of follow-up, as is common, effectively matches on sample storage time. Also, individual matching allows for easy matching on analytic batch, removing batch effects. However, depending on how the study is conducted, there are several nuances that need to be considered.
In a nested case-control study, a control matched to a case at time A may later develop the disease and becomes a case at time B. In this scenario, the study subject is treated as both a control (at time A) and a case (at time B). For cancer outcomes, this might be expected to be a rare occurrence, but when one considers matching controls to cases on age, smoking status, and cigarettes smoked per day (73) , the probability of a control later becoming a case is not trivial. Additionally, because of the amount of matching, there may be relatively few subjects available to be selected as controls within certain strata of matching variables. Thus, a subject may be selected as a control for a case at time A and again as a control at time B. For questionnaire data, the same data point, e.g., cigarettes smoked per day, is used for the subject at time A when she is a control and at time B when she is a case or if selected again as a control. However, things are more complex when biomarker data is used from a subject who contributes information more than once in a study.
Biomarker Analyses When a Subject Appears Multiple Times in a Nested Case-Control Study. The possibility of a subject occurring multiple times within a nested case-control study has implications for sample batching. If a nested case-control study is implemented at the end of cohort follow-up, batching can be arranged such that a single biological sample from an individual that occurs in the data set multiple times can be placed in one batch, along with all the subjects to which that individual is matched. Another scenario is when a nested case-control study is implemented such that samples from cases and controls accrued in the past are analyzed, whereas follow-up continues prospectively for another couple of years. Here, it is possible for a subject selected to be a control for a past case (time A) to become a case during the continued follow-up and be matched to a set of controls at time B. In this scenario, a biological sample from the subject may have already been analyzed previously when the subject acted as a control at time A (see Fig. 2 ). However, it would be improper for this data point from time A to also be used as the data point when the subject is a case at time B. This is because, if time A biomarker data, when the subject was a control, is used when the subject is a case at time B, biomarker data from the controls at time B will come from a different laboratory batch than the biomarker data from the case at time B. Furthermore, storage duration for cases and controls will differ at time B if the data point from time A is used for the case at time B. It would be most appropriate if a new aliquot of biological material from the case at time B were analyzed with the controls matched to the case at time B. Likewise, if a subject serves as a control for multiple cases, multiple samples from that control should be analyzed, one for each instance where the subject is represented in the data set. This is analogous to making sure the quality of exposure data is the same for cases and controls. Clearly, this issue is a larger problem for more common diseases and may not be impossible to address if the laboratory assay consumes large volumes of biological sample. An additional problem occurs if the biomarker is influenced by freeze-thaw cycles and the same sample aliquot used at time A must be thawed out again for analyses at time B. In this circumstance, one must weigh the measurement concerns arising from batch effects versus the measurement concerns associated with free-thaw cycles. One option would be to use aliquots from the subjects matched to the individual in question, which have also been previously thawed.
Cross-Sectional Analyses among Controls. An issue with nested case-control studies is the validity of cross-sectional analyses conducted in the controls. For instance, it might be of interest to assess whether a biomarker is associated with particular exposures in the controls. Analyses have been conducted in controls to determine whether carcinogen-adduct levels are associated with various genetic polymorphisms and demographic and lifestyle characteristics (73, 74) . As pointed out above, such analyses in the subcohort of a case-cohort study would be valid and results could be extrapolated to the entire cohort. We emphasize that the choice between conducting a nested case-control or case-cohort study should be driven by the need to most validly assess exposure-disease hypotheses. However, these types of secondary analyses have been published and there are concerns regarding their validity. Figure 2 . Laboratory batching in a nested case-control study in which a control later becomes a case. This figure illustrates a nested casecontrol study in which two controls are matched to each case. The circled study subject is a control at time A and becomes a case at time B. Samples from all of the cases and controls accrued before the grant period are analyzed in batch 1 at the beginning of the grant period. Cases and controls that accrue during the grant period are analyzed in batch 2 at the end of the grant period. A sample from the circled subject should be analyzed in both batch 1 and batch 2.
In a nested case-control study, it is typical that controls are matched to cases in a 2:1 or 3:1 ratio. Due to the individual matching of controls to cases, the control series are not independent observations; in fact, each set of controls constitutes a highly intercorrelated cluster (i.e., many variables in each control set will be correlated within control sets because each control was tightly matched to a case, and thus is correlated with the case). For instance, among controls matched to lung cancer cases in Genair/EPIC, body mass index, which was not a matching variable, is significantly correlated within pairs of matched controls (r = 0.17, P = 0.01). Such correlations can also occur for biomarker levels due to matching on batch within case-control sets. Thus, biomarkers levels and potential determinants of biomarkers may be intercorrelated within matched control sets creating very clustered data structures. This is illustrated in Fig. 3 . This clustering must be taken into account in the cross-sectional analyses. b coefficients from standard least-square linear regression, logistic regression analyses, or t tests will typically have artificially small SE values because of this clustering and robust variance estimators will be necessary. An appropriate approach is to use generalized estimating equations or mixed models and to use the match ID variable as the cluster variable.
A separate issue is that the controls are typically not a representative sample of the cohort at baseline, and caution is required when extrapolating results of cross-sectional analyses in the controls to the overall cohort. It is possible that crosssectional results in controls will produce a quite biased representation of associations in the overall cohort at baseline. The issues of bias and precision are illustrated in Table 1 . The association between body mass index and gender and age was analyzed in the controls from Genair/EPIC and the corresponding portion of the EPIC cohort in which Genair/ EPIC was nested. Analyses of the controls from Genair/EPIC were conducted using linear regression analyses and then with generalized estimating equations. Comparisons of crosssectional analyses show that linear regression b coefficients calculated from the controls are quite different from those calculated from the corresponding cohort at baseline. Additionally, the SE values of the b coefficients are substantially smaller in the linear regression analyses of the controls compared with generalized estimating equation analyses of the controls.
There are several possible reasons for the discrepancies in the b coefficients. One possibility is that the relationship between age and body mass index may be nonlinear and plateau at older ages. The selected controls are likely to be older than the overall cohort due to matching to the cases. Thus, analyses in controls from Genair/EPIC may occur in a flatter portion of the overall age -body mass index curve and generate a lower b coefficient. Another possibility is that the distribution of important uncontrolled confounders differs between the Genair/EPIC controls and the overall cohort, producing different confounding effects in the analyses. A final possibility is that one or more of the matching factors are effect modifiers of the effects of age and gender and the analyses in the Genair/EPIC controls really represent stratum-specific analyses within a larger context of interaction. In any case, the problem is that because the controls are not generally representative of the overall cohort, care must be taken in extrapolating cross-sectional results from the controls to the overall population.
Discussion
Substantial resources have been invested in launching large cohort studies that collect biological samples. It is prohibitively inefficient to analyze biological samples from each of the study subjects and then conduct standard cohort analyses. As such, nested case-control and case-cohort analyses serve as the primary tools for conducting molecular epidemiologic studies within cohorts. A recent review shows that the nested casecontrol approach is more commonly used than the case-cohort, probably because case-cohort methods have been developed more recently (9) . However, there is dissatisfaction with the nested case-control approach because the matching usually creates very complex data sets that are not intuitively understood and have limited uses beyond the immediate case-control analyses.
A body of literature already exists that compares and contrasts the strengths of these two study designs; thus far, there has been little consideration of how the addition of biomarker analyses alters the balance (12) . The concerns raised by biomarker analyses regard assuring that the quality of the biomarker data is comparable in the case series and the reference group (controls or subcohort). We have identified three key areas of concern: batch effects, storage effects on biological samples, and freeze-thaw effects on biological samples. Table 2 summarizes the strengths and weaknesses of the two designs in addressing these issues. In our own experience, batch effects present the most consistent problem, yet of the areas of concern, batch effects seem to be the least well described in the literature. Batch effects can generate random noise, bias, or may cause clustering in the data. The manner in which these effects can impact a study depends on the temporal relationship between the time period in which the work of a nested case-control or case-cohort study is done and the life course of the underlying cohort. The effects also depend on when in the time period the laboratory begins the analytic runs of the samples. These timing issues influence batching decisions, differences in storage duration between cases and subcohort members, and the likelihood that sample aliquots will have endured freeze-thaw cycles. Intercorrelations among control sets due to matching to cases. This figure illustrates three matched case-control sets from a larger nested case-control study population and shows the clustering of control subjects. Instead of treating controls as a series of independent observations, investigators must acknowledge that pairs of controls may represent highly correlated clusters. In this illustration, instead of treating the control series as six independent subjects, the control series should be visualized as three clusters of two subjects. Xs and Zs represent correlation coefficients for variables in the case-control sets. If controls were matched to cases on age and gender, then the individual controls matched to the case will be highly correlated with each other for these characteristics. Because biological samples from the controls were likely to have been assayed in the same laboratory batch, the biomarker data is likely to be correlated within matched pairs as well. Table 1 . Analyses of body mass index, gender, and age in controls from Genair/EPIC and in the EPIC cohort
In terms of batching samples to particular analytic runs, the nested case-control design provides logistically the simplest approach. Samples can be identified for batching as the controls are matched to the cases. The only potentially awkward circumstance occurs if a study subject is represented multiple times in the study. In this circumstance, an investigator would ideally analyze separate aliquots of that subject's biological sample at each point in which the subject appears in the study. In the case-cohort design, the ideal situation occurs if all of the cases for analyses and the subcohort have been identified at the beginning of the time period in which the work of the case-cohort study is done. In this circumstance, biological samples can be randomly assigned to batches. If case selection is ongoing and biological samples are being analyzed before the entire study sample is identified, creating laboratory batches that are balanced with respect to case-subcohort status is challenging.
On balance, for biomarkers that suffer from batch effects and/or storage decay, we feel the nested case-control study provides a better approach to dealing with these issues. The primary complaint with the nested case-control study is that the matching is not intuitive and that investment in generating biomarker data from the controls cannot be used as reference data for other case series or compared with other populations. Thus, there is a tremendous investment in generating data that has few secondary uses. Typically, the case-cohort design is thought to provide an answer to these issues, but analytic batch effects and storage effects on samples can largely nullify this advantage. For biomarkers that do not suffer from storage effects, batch effects, and freeze-thaw cycles, the issues in choosing between study designs are essentially the same as confronted with questionnaire data. In this case, we feel that the investment in generating reference data should be leveraged as much as possible and that the case-cohort design is the preferred approach. 
