Latest algorithms for automatic neural architecture search perform remarkable but few of them can effectively design the number of channels for convolutional neural networks and consume less computational efforts. In this paper, we propose a method for efficient automatic architecture search which is special to the widths of networks instead of the connections of neural architecture. Our method, functionally incremental search based on function-preserving, will explore the number of channels rapidly while controlling the number of parameters of the target network. On CIFAR-10 and CIFAR-100 classification, our method using minimal computational resources (0.4∼1.3 GPU-days) can discover more efficient rules of the widths of networks to improve the accuracy by about 0.5% on CIFAR-10 and a∼2.33% on CIFAR-100 with fewer number of parameters. In particular, our method is suitable for exploring the number of channels of almost any convolutional neural network rapidly.
Introduction
In recent years, deep learning has achieved great success in the field of computer vision. As the crucial factor affecting the performance of convolutional neural networks, many excellent neural architectures have been designed, such as VGG (Simonyan and Zisserman 2015) , ResNet (He et al. 2016a) , DenseNet (Huang et al. 2017) , SENet (Hu, Shen, and Sun 2018) and so on. Although these human-designed neural architectures constantly refresh the classification accuracy on specific datasets, they rely heavily on expert experience and it is extremely difficult to manually design suitable neural architectures when faced with brand new image tasks. With more and more attention paid to the research of automatic neural architecture search, many prominent neural architectures discovered by various kinds of neural architecture search algorithms (Real et al. 2018; Pham et al. 2018; Liu et al. 2018a; Cai et al. 2018b; Liu, Simonyan, and Yang 2018; Cai, Zhu, and Han 2018) . Some of them have gradually surpassed the human-designed neural architectures in performance.
The choice of the number of channels has become an important research point since the initial human-designed convolutional neural networks were designed. Many classical convolutional neural networks, such as AlexNet (Krizhevsky, Sutskever, and Hinton 2012) , VGG and ResNet usually sharply increase the feature map dimension (the number of channels) at downsampling locations in order to roughly increase the diversity of high-level attributes. Several subsequent researches have improved the number of channels for these thin and deep networks and achieve better results. For example, WRNs (Zagoruyko and Komodakis 2016) increase the widths of residual networks and PyramidNet (Han, Kim, and Kim 2017) design the additive and multiplicative pyramid shapes to gradually increase the number of channels. With the continuous development of the filed of neural architecture search, many algorithms (Fang et al. 2019; Tan and Le 2019) tend to seriously consider the number of channels for convolutional neural architectures. Although these methods have achieved outstanding results, they are all computational expensive and the search efficiency are not satisfactory.
In this paper, we propose a novel method based on function-preserving for efficient search for the width of neural networks and rethink the number of channels for convolutional neural networks. Functionpreserving transformations derive from Net2Net (Chen, Goodfellow, and Shlens 2016) , which target at transferring the information in the well-trained teacher neural networks into the student neural networks rapidly. This method has been well used in network morphism (Wei et al. 2016 ) and several neural architecture search algorithms (Cai et al. 2018a; Wistuba 2018; Zhu et al. 2019) . Differently, we pay more attention on the number of channels instead of the connections of neural architectures. We propose the functionally incremental search which based on function-preserving to efficiently explore the number of channels of almost any network rapidly. We do confirmatory experiments on several classical convolutional neural networks and improve the performance of the original networks while controlling the number of parameters of the models. Based on the search results, we discuss the rules of the number of channels for convolutional neural networks in combination with a series of additional supplementary experiments.
The results of our experiments show that our search method achieves better classification accuracy (accuracy can be improved by about 0.5% on CIFAR-10 and a∼2.33% on CIFAR-100) with fewer number of parameters by optimizing the number of channels for classical convolutional neural networks. The search process consumes approximately 0.4∼1.3 GPU-days 1 computational resources which mainly depends on the complexity of the network.
Our contributions are summarized as follows:
• We propose an efficient neural architecture search method based on function-preserving, functionally incremental search, which may control the number of parameters and explore the number of channels for almost any convolutional neural network rapidly.
• Based on the search results of our method and a series of additional supplementary experiments, we rethink the rules of the number of channels for convolutional neural networks.
• We achieve better classification accuracy by modifying the widths of the original networks with remarkable architecture search efficiency which we attribute to the use of our method. of  the  code  implementation  for  search  and  several  neural  architectures  we  discovered on CIFAR-10 are available at https://github.com/Search-Width/Search-the-Number-of-Channels.
Part

Related Work
In this section, we review the number of channels designed manually, function-preserving transformations and neural architecture search which are most related to this work.
The Number of Channels Designed Manually. For convolutional neural networks, appropriate depth and width choices may achieve higher accuracy and smaller model size. Even slight changes to the number of channels for the neural architecture will have a huge impact on the performance of the network. Based on ResNet (He et al. 2016a ) blocks, Zagoruyko and Komodakis (Zagoruyko and Komodakis 2016) propose the wide residual networks (WRNs) which decrease depth and increase width of residual networks and show that these are far superior over their commonly used thin and very deep counterparts. In addition, for many classical convolutional neural networks such as VGG (Simonyan and Zisserman 2015) and ResNet, the number of channels is sharply increased at downsampling locations. It is considered to increase the diversity of high-level attributes and then roughly ensure effective performance of networks. Instead of this method, PyramidNet (Han, Kim, and Kim 2017) gradually increase the feature map dimension at all units to involve as many locations as possible and the design has proven to be an effective means of improving generalization ability. From the existing researches as above, we can notice that convolutional neural networks can be improved by manually designing the number of channels but the method relies heavily on human experience.
Function-Preserving Transformations. Transferring a well-trained neural network to a new one with its network function completely preserved mainly contains two methods: Net2Net (Chen, Goodfellow, and Shlens 2016) and network morphism (Wei et al. 2016) . They can transfer the information stored in the teacher neural network into the student neural network rapidly based on function-preserving. Although they target at the same problem, there are several major differences between them. For example, Net2Net's operations only work for idempotent activation functions while network morphism may handle arbitrary non-linear activation functions. Based on function-preserving, we can quickly change the neural architecture while reducing redundant training. Thus, the search algorithm may explore the number of channels for convolutional neural networks with less search time and computational effort.
Neural Architecture Search. The latest algorithms for neural architecture search mainly include evolutionary algorithm (EA) (Liu et al. 2018b; Real et al. 2018) , reinforcement learning (RL) (Zoph and Le 2017; Pham et al. 2018) , Bayesian optimization (BO) (Kandasamy et al. 2018 ) and gradientbased methods (Liu, Simonyan, and Yang 2018; Luo et al. 2018) . The algorithms of automatic neural architecture search are increasingly concerned with their own efficiency (such as search time) besides focusing on the effect of neural architectures discovered. Several methods (Cai et al. 2017; Cai et al. 2018a; Zhu et al. 2019 ) based on function-preserving perform prominent with less computational effort. However, existing methods basically pay less attention on the number of channels. Fang et al. (Fang et al. 2019 ) propose a differentiable method called DenseNAS which can search for the width and the spatial resolution of each block simultaneously. In general, efficient search for the number of channels for convolutional neural networks is an intractable and poorly researched problem. In this work, we propose a novel method based on evolutionary algorithm and function-preserving transformations for efficient search specifically for the number of channels for convolutional neural networks and achieve remarkable results.
Proposed Methods
In this section, we review the approach to widen a convolutional layer based on function-preserving and illustrate our method of functionally incremental search in details.
Widening a Convolutional Layer.
Assume that x is the input to the network, functionpreserving transformation is to choose a new set of parameters θ ′ for a student network G(x; θ ′ ) which transform from the teacher network F (x; θ) such that:
Figure 1: Visualization of the Functionally incremental search. The top half of (a) ∼ (h) are the 8 kinds of function to incrementally explore the number of channels and the bottom half are the schematic diagrams of the corresponding models after width changes. The range of each function is 0 ∼ N on the horizontal axis and 0 ∼ λ on the vertical axis.
Assume that the i-th convolutional layer to be changed is represented by a
is extend by replicating the parameters along the last axis at random and the parameters in W (i+1) need to be divided along the third axis corresponding to the counts of the same filters in the i-th layer. U is the new parameter matrix and f ′ is the number of filters in the layer i+1. Specifically, A noise δ is randomly added to every new parameter in W (i+1) to break symmetry. The operation for widening a layer can be expressed as follows:
3.2 Functionally Incremental Search.
The function for incremental search and the schematic diagrams of the corresponding models after width changes are visualized in Fig.1 . Assume that N represents the number of convolutional layers in the network. λ represents the rate of increase, in other words, the number of channels will increase to 1 + λ times at most. The range of the independent variable x is (0, N ] .
Function of Increasing Slop and Its Symmetric Function.
The function of increasing slop is shown in Fig.1(a) and it can be expressed as:
The function shown in Fig.1(b) is symmetric with the function in eq.(5) about x = N/2. It can be expressed as:
Thus, after the incremental changes according to these two functions, the number of channels for the convolutional layers in the network are opposite. The following symmetric functions have the same effects.
Function of Constant Slop and Its Symmetric Function.
The function of constant slop is shown in Fig.1(c) and it can be expressed as:
Similar to the above, the function shown in Fig.1(d) is symmetric with the function in eq. (7) about x = N/2. It can be expressed as:
Function of Decreasing Slop and Its Symmetric Function. The function of decreasing slop is shown in Fig.1 
(e).
It is symmetric with the function in eq.(6) about f (x) = λ/2 and can be expressed as:
Similar to the above, the function shown in Fig.1(f) is symmetric with the function in eq.(9) about x = N/2. It can be expressed as:
Piecewise Function of the Step Shape. Assume that K i represents the number of convolution layers before the i-th downsampling operation. Set n = max{i} + 1, the function of the Step Shape is shown in Fig.1 (g) and it can be expressed as:
The function shown in Fig.1(h) is the opposite of the function in eq. (11) and it can be expressed as:
Notice that these two functions are not necessarily symmetric about x = N/2 as the number of convolution layers may be different for every two intervals divided by the downsampling operation.
Figure 2: Several complex rules of the width for the network may be discovered by calculating the increments by the initial fixed number of channels. The black curves represent the number of channels after multiple changes.
Calculate the Increment of the Widths. The methods used to calculate increments mainly include: Calculating by the initial fixed number of channels and calculating by the number of channels that may change during the search process. For the former, Each calculation is based on the initial network in which the number of channels will be unchanged. Several examples of this are visualized in Fig.2 . As shown in Fig.2(a) , the width of the network may decrease and then increase after multiply changes. In Fig.2(b) and Fig.2(c) , the number of channels per layer may become the same or become unpredictably complex. In this case, several functions (e.g. f (x) = λ in Fig.2(b) ) become useless because their effects can be generated by the addition of other functions. For the latter, Each calculation is based on the new network in which the number of channels is changed per round. Assume that Θ is the initial set of the convolutional layers in the network and the width of the i-th layer is represented as θ i . Θ ′ is the set after n changes and ξ represents a random selected function. It can be expressed as:
In this case, we may add the function f (x) = λ/2 to ensure that the network with the same number of channels in all convolutional layers can be produced. Various complex rules of the number of channels may be discovered gradually through the above two methods. For the sake of search efficiency, we prefer the latter one in our experiments.
Search Based on Evolutionary Algorithm.
Our search method is based on the evolutionary algorithm. The initial network is randomly mutated several times to form the initial population of size P 1 . Then we use tournament selection (Goldberg and Deb 1990) to select an individual for mutation: a fraction k of individuals is selected from the population randomly and the individual with highest fitness is final selected from this set. After several rounds, the population size will reach P 2 . From this point on, the individual with the lowest fitness in the population will be discard while a new individual is generated through mutation. Thus, the population size remains unchanged (P 2 ) until the end of the evolution.
Experiments
In this section, we introduce the implementation of experiments and report the performances of functionally incre- mental search. The experiments are mainly implemented in accordance with the methods mentioned in Sect.3 and we make a detailed introduction here. In addition, we compare the networks discovered with the original classical ones to prove the feasibility and efficiency of our method.
Initial Model.
The method for constructing the initial model is described in Fig.3 . The widths of the original network are usually varied as shown on the left and we choose the same number of channels for every convoluaional layer as shown on the right in the schematic diagram. The main purpose of this is to create a large and free enough search space and then we can use our method to discover the widths of networks that may be more suitable for the given datasets. In other words, We will select a small number of channels (usually half of the minimum number of channels) from the classical convolutional neural network for search. For example, the number of channels for ResNet-18 includes 64×4, 128×4, 256×4 and 512×4. We will construct a small network with the same depth (16 convolutional layers) but the number of channels are all initialized to 32. The weights are initialized as He normal distribution (He et al. 2016a ) and the L2 regularization of 0.0001 is applied to the weights.
Dataset.
For CIFAR-10 and CIFAR-100, We randomly sample 10,000 images by stratified sampling from the original training set to form a validation set for evaluate the fitness of the individuals while using the remaining 40,000 images for training the individuals during the evolution. We normalize the images using channel means and standard deviations for preprocessing and apply a standard data augmentation scheme (zero-padding with 4 pixels on each side to obtain a 40 × 40 pixels image, then randomly cropping it to size 32 × 32 and randomly flipping the image horizontally).
Search for the Number of Channels.
We search for the number of channels with the evolution algorithm mentioned in Sect.3.3. In our experiments, A muta- tion represents a functionally incremental change. As mentioned in Sect.3.2, each calculation is based on the new network in which the number of channels is changed per round. So we add the function f (x) = λ/2 besides the other 8 functions and the probability of choosing each mutation is the same from the beginning to the end. Here, we describe the general process of search and the implementation details of different networks respectively.
The General Process of Search. In the process of search, the rate of increase λ is fixed to 0.2. The initial population consists of 12 individuals, each formed by a single mutation from the initial model. The size of k in tournament selection is fixed to 3 and we start to discard individuals when the population size grows to 20. In other words, we discard the individual with the lowest fitness while we select an individual to mutate and put the new individual back into the population after the population size reaches 20. All the networks are trained with a batch size of 128 using SGDR (Loshchilov and Hutter 2017 ) with Nesterov's momentum set to 0.9, initial learning rate l max = 0.05, T 0 = 1 and T mult = 2. But the initial models will be trained for different epochs (usually 31 epochs with SGDR, a few may start with additional 10 epochs with SGD) because it takes more epochs to train a large-scale network to convergence. The individuals generated by mutation are trained for 15 epochs and then we calculate the fitness (accuracy) on the validation dataset. The process is repeated until the number of parameters of the individual with the highest fitness is similar to the comparison network. One search process of ResNet-18 on CIFAR-10 is visualized in Fig.4 . The horizontal axis represents the search time. The vertical axis on the left represents the percentage of individuals in each range of fitness as shown in illustration. The vertical axis on the right represents the highest fitness of the population. The bar chart represents the percentage and the line chart represents the change of the highest fitness. Although the process of evolution will slow down gradually, we can notice that the fitness of the population increases steadily and rapidly via our method. Finally, the individual with the highest fitness will be selected for more training and be used to compare with the original network. Specifically, we search ResNet-18 for several times while other classical convolutional neural networks just once.
Implementation Details of ResNet-18. For ResNet-18, we train the initial models for 31 epochs with SGDR. As the feature map dimension of the network is increased at every unit, we use projection shortcuts conducted by 1 × 1 convolutions. The two convolution layers of a residual block are changed separately, that is, there is no identity. We conduct an additional experiment to show that this operation will not lead to lower accuracy of the network. We train the network whose feature map dimension is increased at every unit and the original ResNet for 511 epochs respectively. The accuracy of the two networks are almost the same (the former may be about 0.05% higher).
Implementation Details of ResNet-34. For ResNet-34, we train the initial models for 10 epochs with SGD and then 31 epochs with SGDR. As the feature map dimension of the network is increased at every unit, we also use projection shortcuts conducted by 1 × 1 convolutions. Although it will not affect the comparison of our method, this operation may lead to slightly lower accuracy than the original ResNet-34. On the one hand, Cutout and SGDR may have some effect. On the other hand, the crucial cause of this problem has been discussed by He et al. (He et al. 2016b) . A projection shortcut can hamper information propagation and lead to optimization problems, especially for very deep networks.
Implementation Details of VGG-16. For VGG-16, there are several differences with the original VGG-16 and other networks. We change the the number of fully-connected layers to 2, which contain a hidden layer with 512 units and a softmax layer. Dropout layers are added to the convolutional layers (drop rate = 0.3 or 0.4) and fully-connected layers (drop rate = 0.5). The weights are initialized as Xavier uniform distribution and the L2 regularization of 0.0005 is applied to the weights. We train the initial model for 30 epochs with SGD and then 31 epochs with SGDR. Comparison against the results of classical networks on CIFAR-10 and CIFAR-100. To enable a fair comparison, we retrain the original networks by the same training method with the best networks discovered by our search. After modifying the number of channels for the classical convolutional neural networks, the number of parameters and the classification error are both reduced. The numbers in brackets denote the performance improvement over the original baselines. Implementation Details of SE-ResNet-50. For SEResNet-50, we train the initial model for 10 epochs with SGD and then 31 epochs with SGDR. Not exactly the same as ResNet-34, we use projection shortcuts conducted by 1×1 convolutions but we take the layers in an interval separated by the downsampling operation as a whole. In addition, the 3 convolutional layers of the bottleneck block are identical and the ratio of the number of channels is fixed to 1:1:4.
Training Methods and Results.
The training methods we mentioned here refer to the methods used for finally training the networks to convergence for comparison of their performances. We used exactly the same training methods to train the original classical networks and the best network discovered by our functionally incremental search. Based on the training results, the comparative analysis proves the effectiveness of our method.
Training Methods. Networks are trained on the full training dataset until convergence using Cutout (Devries and Taylor 2017). All the networks are trained with a batch size of 128 using SGDR (Loshchilov and Hutter 2017 ) with Nesterov's momentum for 511 epochs (several networks may be trained for several epochs with SGD first, such as . The hyper-parameters of the methods are as follows: the cutout size is 16 × 16 for Cutout, momentum = 0.9, l max = 0.1,T 0 = 1 and T mult = 2 for SGDR. Finally, the error on the test dataset will be reported.
Comparison with Classical Networks. The comparison against the results of original classical networks on CIFAR-10 and CIFAR-100 is presented in Table 1 . We show the comparison of the number of parameters and the test error on the datasets. The numbers in brackets denote the performance improvement over the original baselines. In addition, we add the search time for our method to show the efficiency of the search. Specifically, the number of parameters of the networks used to compare the test error on CIFAR-100 are slightly more than on CIFAR-10 because of the last fullyconnected layer (10-way and 100-way). Since the number of parameters are almost the same, we only show the one for CIFAR-10 in the table. Our method is suitable for exploring the number of channels of almost any network rapidly and we select several classical networks for experiments. We can notice that our method using minimal computational resources (0.4∼1.3 GPU-days) can discover more efficient widths of networks (the accuracy can be improved by about 0.5% on CIFAR-10 and 0.37%∼2.33% on CIFAR-100 with fewer number of parameters).
Rethinking the number of channels.
Based on the rules of the widths searched by our method for different convolutional neural networks, we can notice that the number of channels discovered are quite different from those designed manually by the predecessors. To further analyse the rules of the number of channels, we conduct a series of additional supplementary experiments for ResNet-18 and PyramidNet-110 on CIFAR-10.
Additional Supplementary experiments. We change the original (increasing) number of channels for ResNet-18 to constant (256×16) and decreasing (512×4,256×4,128×4,64×4) respectively. In addition, we change the number of channels we discovered by functionally incremental search for ResNet-18 to the opposite order (the second row in Table 1 with the results searched for 0.92 GPU−days). Then we use the same methods mentioned above to train the networks to convergence. The comparison of results for different rules of the number of channels for ResNet-18 on CIFAR-10 is presented in Table  2 . For PyramidNet-110, we also conduct a series of similar experiments. We select the original additive PyramidNet (the performance is slightly better than multiplicative PyramidNet) whose widening factor α = 84 and the feature map dimension of the first convolutional layer is 16. In order to avoid the problems brought by projection shotcuts, we consider the option used in the original PyramidNet: zero-padded identity mapping shortcuts. In other words, we only use projection shotcuts when decreasing the feature map dimensions. As comparisons, we change the original number of channels for PyramidNet to constant (62×110) and that designed according to the rule of the number of channels we discovered by our method for ResNet. The training methods are the same and the comparison of results for different rules of the number of channels for PyramidNet-110 on CIFAR-10 is presented in Table 3 .
Discussions on the number of channels. Combined with our previous experiment results, we can notice that the performance of increasing the feature map dimension sharply at downsampling locations is not very excellent. It is even possible that the most suitable rule of the number of channels for the convolutional neural networks on a particular dataset is not necessarily continuously increasing. Surprisingly, the decreasing number of channels may achieve better performance if only the number of parameters is taken into account without considering the amount of computation (FLOPs). Fluctuating widths of the networks can perform better than that sharply increase the widths at downsampling locations and that gradually increase the feature map dimension at all units to involve as many locations as possible. It seems like a good solution to use our search method to explore a complex and fluctuating rule of the number of channels suitable for a given dataset.
Conclusions
We proposed an efficient method based on functionpreserving to search the number of channels for convolutional neural networks. The classical convolutional networks with the widths explored by the functionally incremental search perform better than the original ones. Obviously, The networks modified by our method contain fewer parameters and achieve higher accuracy on the CIFAR-10 and CIFAR-100. We notice that the amount of computation (FLOPs) is also an important part of the performance of networks. Therefore, we are trying to add the number of parameters and amount of computation into the fitness evaluation function besides the accuracy. 
