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Abstract
The classification of high dimensional images is becoming more and more relevant as image
processing techniques make ground into fields such as medicine and biology. In particular,
these techniques are starting to see an application in the computerized analysis of histological
images, to determine, for example, whether a tissue is carcinogenic or not. In this MSc thesis
we explore the Multiple Instance Formulation for high resolution image classification and
extend it to arbitrary sized images. We also review the state of the art techniques used for
sampling patches from high resolution images, and propose a new sampling paradigm which
has shown to improve the generalization performance of the trained classifier. We compare
the proposed methods on two custom made artificial datasets based on the MNIST dataset,
and two histological datasets for breast cancer and sun exposure classification.
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Chapter 1
Introduction
1.1 Motivation and contributions
Histology is the study of the anatomy of cells and tissues using a microscope. A section of the
tissue is sampled from the specimen of interest and then stained and mounted on a microscopy
slide to be analyzed by specialists. With the recent advances of whole slide digital scanners,
tissue histology slides can now be digitized and stored in specialized image formats which
has allowed the appearance of computerized image analysis in the field. Processing this kind
of images is not an easy task due to their high resolution. In this work we study how deep
learning strategies, which have proven to be successful in other image classification tasks,
can be used in the context of histological image classification. Concretely, we extend the
Multiple Instance formulation to train patch-based classifiers on arbitrary sized images and
propose a new patch-sampling paradigm which boosts the generalization performance of
the classifier when compared to the state of the art techniques. We validate the results on
two custom made artificial datasets and two histological datasets for breast cancer and sun
exposure classification.
This work is part of a project in collaboration with the "Centre de Regulació Genòmica" of
the "Parc de Recerca Biomèdica de Barcelona" which aims to find discriminative features in
histological images which can be associated with variations in genetic information. Finding
a way to process the high resolution histology images using deep learning is a key step in
the project’s direction. The results obtained in this thesis have led to the publication of an
extended abstract in the Medical Image for Deep Learning Conference [25] and a workshop
paper on the Deep Learning in Medical Image Analysis workshop [26] of the Medical Image
Computing and Computer Assisted Interventions Conference [24].
The implementation of the algorithms is written in PyTorch and the computing power is
provided by the servers available for students at the "Universitat Politècnica de Catalunya".
2 Introduction
1.2 Work Plan
This project has been carried out as the Final Master’s Thesis of the "Master of Telecommu-
nication Engineering" at "Universitat Politècnica de Catalunya". Myself and Prof. Verónica
Vilaplana, my supervisor, have arranged weekly meetings to revise the work’s progress.
1.2.1 Work packages
The work packages of the project are defined as follows:
• WP1: Project Management
• WP2: Research about state of the art
• WP3: Dataset Preparation
• WP4: Main Architecture
• WP5: Experimentation
1.2.2 Milestones
The milestones are listed in Table 1.1.
Table 1.1 Milestones
Work package Milestone Date
1 Project Definition 28/02/18
2 SoA Documentation 06/04/18
3 MNIST Dataset Documentation 20/04/18
3 Histological Dataset Download 20/04/18
4 Implementation base MIL formulation 30/04/18
4 Implementation arbitrary sized images MIL 14/05/18
4 Implementation Grid Sampling 30/04/18
4 Implementation Uniform Sampling 14/05/18
4 Implementation Adaptive Sampling 28/05/18
2 Revise MIDL Publications 04/06/18
5 Documentation Results on MNIST datasets 18/06/18
5 Documentation Results on MNIST datasets 18/06/18
1 Master’s Thesis Deliverable 12/07/18
1 Oral Defense 19/07/18
1.2 Work Plan 3
1.2.3 Gantt Diagram
The Gantt diagram with the work packages and the different tasks can be seen in Figure 1.1.
1.2.4 Deviations from initial plan
The initial plan was to evaluate the proposed strategies on The Cancer Imagine Archive
Lung [12] and the CAMELYON 2016 [9] datasets of Whole Slide Tissue Images. However,
limitations in storage and computing power available on the servers of the Image Processing
Group impeded this task. Instead the algorithms are validated on two custom made datasets
and two other histological datasets. The scalability of the implementations is assured.
4 Introduction
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Chapter 2
Related Work and State of the Art
Before the appearance of deep learning, histological images were analyzed with traditional
image processing techniques: hand-crafted features such as cell size, shape and texture
were extracted from them and then fed into a machine learning pipeline to classify between
multiple phenotypes. The first application of image processing on analytical histology for
cancer detection was introduced by True et al. [21]. They used morphological features like
area fraction, shape, size and object counting to detect cell abnormalities. Kowal et al. [22]
used various algorithms for nuclei segmentation on a dataset of 500 images showing an
image classification accuracy rate of 96% . Similarly, George et al. [33] proposed a diagnosis
system based on nuclei segmentation of cytological images using various machine learning
models, such as support vector machines. Zhang et al. [5] proposed a system based on a
rejection cascade approach to classify breast cancer tissue images between normal, in situ
and invasive carcinoma using handcrafted features.
As opposed to classical pipelines based on feature engineering, deep learning classifiers
automatically learn a hierarchy of increasingly complex features directly from data. In the
recent years, deep learning methods have been used with great success in the task of image
classification [29, 16], object detection [15, 27] and image segmentation [28]. However,
these methods rely on the availability of high amounts of training data which is not always
the case in the field of medical imaging: privacy concerns and the lack of specialists to label
the images causes data scarcity and ill-labeled samples.
It is not until recently, with the appearance of massive digitalization techniques, that
these advances in artificial intelligence are starting to see an application in medical imaging.
Araujo et Al., [4] propose a convolutional neural network which retrieves information at
different scales and classifies low resolution histology microscopy images into various types
of breast cancer. These types of neural networks can learn useful features directly from the
training images and reduce the necessity to extract handcrafted features for the classification
of pathological images. Similarly, Spanhol et Al. [20] make use of another convolutional
neural network to classify histology images into different breast cancer subtypes.
6 Related Work and State of the Art
Nevertheless, all these algorithms are designed to work on well-labeled, pre-cropped
patches from larger whole slide tissue images. In order to classify high resolution images
such as Whole Slide Images directly, researchers have used multiple instance learning to train
weakly supervised patch-level classifiers with only image-level labels[19, 23]. Hou et Al.
[18] use a novel expectation maximization algorithm to train a patch based multiple instance
neural network, and obtain an image-wise score using support vector machines [31] on the
histograms of the patch-level predictions for histology image classification. Campanella et
Al. [10] validate the concept of multiple instance learning for arbitrary sized images for
the problem of prostate cancer classification. In the literature, the patches used to train the
multiple instance learning models are extracted from the images in a grid-like manner. No
previous work has been found that details a different strategy than conventional regular grid
sampling for this task.
Chapter 3
Technical Background
Artificial neural networks are computing systems capable of learning to perform tasks by
considering examples, without being explicitly programmed. They are formed by a collection
of neurons, which are densely connected amongst them. A neuron is the smallest unit of
information in a neural network, and after being trained, they can activate (output large real
numbers) when a certain structure is present in the input data. The task during training is
to learn the weights of the connections between neurons, which scale the signal that goes
through them.
The simplest type of artificial neural network, called multilayer perceptron, is composed
of at least three layers, each layer containing one or more neurons. The first layer serves as
input for the neural network; one or more intermediate layers called hidden layers, which
have an arbitrary number of neurons, allow the neural network to approximate complex
functions; and the output layer, which has the same dimension as the number of classes in
the classification problem, carries out the predictions.
Fig. 3.1 Structure of the multilayer perceptron [8].
Other types of architectures have been proposed in the literature to solve more complex
problems such as image classification. Convolutional networks are especially suited for this
task. These types of classifiers perform a series of filtering and pooling operations which
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reduce the dimensionality of the input data permitting the classification of entire images
between multiple classes. Nowadays, VGGNet [30] and ResNet [17] are the reference
convolutional networks for multiple computer vision applications. The VGGNet is composed
by a set of convolutional and pooling layers. Shallower layers learn simple features, such
as edges and simple forms; and deeper ones are capable of learning more abstract concepts,
such as faces or entire scenes. The ResNet contains shortcut connections at each layer which
permit training deeper and more complex networks capable of solving harder classification
problems.
Fig. 3.2 Structure of a convolutional neural network with the VGG architecture [2].
Training a neural network is the process of finding a set of parameters so that the
network’s outputs closely match the known outputs found in the training dataset. Once this
set of parameters is computed, the model can be used to classify new unseen data. Usually, the
parameters of a neural network are optimized iteratively using mini-batch gradient descent:
during an iteration, a subset of the training data is forwarded through the network (the output
of the network is computed for this subset of training data). Then, the loss value is obtained,
which is a measure of divergence between the output values predicted by the network and
the ground truth values provided in the training dataset. Then, in the backward pass, the
derivative of the loss value as a function of the parameters of the neural network is computed
and the parameters are slightly in the direction which minimizes the loss. This process is
carried out until the loss value has converged to a minimum or the neural network achieves
a satisfying accuracy in an independent validation dataset. A full pass through the whole
training dataset is called an epoch.
9Fig. 3.3 Diagram of the training process of a neural network for supervised classification [7].

Chapter 4
Histology Image Classification
In order to be useful for analysis, histological images need to be captured at very high
resolutions, which results in image dimensions of up to 100 000 x 100 000 pixels.
Fig. 4.1 Discriminative features in whole slide images are concentrated on small regions
[10].
Conventional classifiers (such as convolutional neural networks for natural image classi-
fication) can’t be used to predict the label of these high resolution images due to memory
constraints. A solution could be to resize them until they can be fed into a conventional neural
network but a lot of fine grained information would be lost in the process of down-sampling.
Another approach, which ensures no information losses, consists in dividing the high res-
olution images into patches and training patch-level classifiers instead, whose predictions
can be aggregated to form an image-wise score. The two main components involved in these
processing pipelines are:
• Patch sampler: its task is to divide the high resolution images into a collection of
patches. These need to be small enough to fit into a conventional classifier, while at
the same time contain enough information to be relevant for classification.
• Classifier: its task is to classify each one of the patches at the output of the patch
sampler into a certain class.
Fig. 4.2 Diagram of weakly supervised training of patch-based classifier.
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4.1 Patch-Based classifiers
The type of labels available in the training dataset largely determines the learning paradigm
used to train the patch-based classifiers. In the case patch/pixel level annotations are available,
a fully supervised classifier can be trained . Under these conditions, each patch from a high
resolution image can be used in an independent manner during training, since they are all
paired with a label describing their contents.
Fig. 4.3 Diagram of fully supervised patch-based classifier
Then, the class of the entire image can be inferred as an aggregation of its patches’
predictions. Figure 4.3 shows the typical architecture of a patch-based classifier trained with
patch level annotations.
Fig. 4.4 Patch-based annotations are not always available, since they require specialized
technicians [13].
However, since the labeling process can be very time consuming and require specialized
technicians patch level annotation are not always available and many times histological image
datasets contain only image-level annotations. Given that tissues may contain a mixture of
structures and textures, image labels can’t be used to train a fully supervised patch-based
classifier. For example, an image labeled as carcinogenic may contain regions which do not
present this phenotype. Instead, the Multiple Instance Learning paradigm is used to train a
patch-level classifier in a weakly supervised manner, when only image labels are present in
the dataset.
4.1 Patch-Based classifiers 13
Fig. 4.5 Diagram of weakly supervised training of patch-based classifier.
4.1.1 Multiple Instance Learning
The multiple instance learning paradigm is a weakly supervised learning algorithm where
training data is arranged in bags, where each bag X contains a set of instances X =
{x1,x2, ...,xM} and a label Y , Y ∈ {0,1} in the case of binary classification. It is assumed
that individual labels y1,y2, ...,yM exist for the instances within a bag, but they are unknown
during training. Furthermore, only some of the instances may convey information about
the class in a bag. The objective of the Multiple Instance formulation is to learn a model,
at training time, which can be used to predict the class labels of unseen bags. The MIL
paradigm infers an instance-based classifier from the training data and constructs bag-level
scores as an aggregation of instance-level responses.
The Standard Multiple Instance assumption states that a bag labeled as positive (Y = 1)
contains at least one instance of the positive class (ym = 1 at least for one m) and a bag
labeled as negative (Y = 0) contains none, hence all of its instances are of the negative class
(ym = 0 for all m) [32, 1]. Under this conditions, the max operator can be used to aggregate
instance predictions and obtain bag-wise scores: Y = maxm(ym): if the bag is positive, the
top-ranked instance should have a probability of being positive that approaches one, while if
it is negative, the probability should approach zero, so the maximum scoring instance in a
bag can be used to describe its contents.
Fig. 4.6 Diagram of the Multiple Instance Learning paradigm [3].
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The MIL paradigm has been used to train a patch-based classifier for high resolution
images when only image labels are available. An image (bag) is divided into M patches
(instances) which are treated jointly in the classifier. If an image is positive (Y = 1), it
will contain at least one positive patch (ym = 1 at least for one m). On the contrary, if the
image is negative (Y = 0), all its patches will be negative (ym = 0 for all m). The task of
the patch-based classifier is to output high activations when a positive patch in present at its
input.
Multiple Instance Learning neural networks
Conventional neural networks can be employed as instance classifiers for the multiple instance
learning paradigm. The max aggregating function is stacked at the output of a conventional
neural network to aggregate patch predictions into image-wise scores. That way, the gradient
flow is restricted for all but the maximum scoring patch of the high resolution image, and the
parameters of the neural network are updated using the information present on this patch only.
The aggregating can be implemented in a number of different ways[18] [19] [23], which
give more weight to the maximum scoring instances in a bag (approximations of the max
function):
• Strict Max: Y = maxm(ym)
• Top-K: Y = 1K ∑ topK(ym)
• SoftMax: Y = so f tmax(ym)
• LSE: Y = r−1log( 1M ∑(r ∗ ym))
The Multiple Instance Learning neural networks can be implemented in two different
manners depending on the type of max aggregating function used:
• Differentiable aggregating functions: all the instances in a bag are forwarded to-
gether through the classifier, which already incorporates the max aggregating function
and directly outputs a bag-wise score. If a bag contains a very high number of instances
(like in the case of high resolution image classification) this implementation can be
very resource intensive.
4.1 Patch-Based classifiers 15
Fig. 4.7 Diagram of multiple instance learning formulation for differentiable aggregating
functions.
• Non differentiable aggregating functions: if the MIL aggregating can be computed
as a sum of a subset of instances in a bag (such as the Strict Max or the Top-K function),
the multiple instance classification task can be performed in two differentiated steps.
First, during the inference step, the score for every instance in a bag is computed
and the indexes of the maximum scoring instances are stored. After that, the neural
network is trained with these maximum scoring instances only in the training step. In
this implementation, the selection of the maximum instances and the training of the
neural network are done separately, which permits training Multiple Instance neural
networks on arbitrary sized images, since the patches of an image can be forwarded
separately one from each other during the first step.
Fig. 4.8 Diagram of multiple instance learning formulation for non-differentiable aggregating
functions.
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4.2 Sampling strategies
Since the multiple instance neural network uses a small subset of the patches in a high
resolution image to update its weights at every iteration, selecting an appropriate sampling
strategy is crucial to ensure satisfying results. The sampling strategies are divided into two
categories: off-line sampling (usual approach), which performs the sampling process only
once during the whole training process and on-line sampling (proposed approach), which
re-samples the images at every epoch during training.
4.2.1 Off-line sampling
The images are transformed into a collection of patches in an off-line manner only once and
before starting the training process. The same subset of patches is used to represent the high
resolution image at every epoch.
Fig. 4.9 Diagram of off-line patch sampling.
Regular sampling
This strategy divides the high resolution images into a regular grid of patches, with or without
overlap. Patches belonging to the background are optionally removed from this subset, so
that only relevant information is used for classification.
Fig. 4.10 Regular sampling.
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4.2.2 On-line sampling
The images are re-sampled every time they go through the training loop, ensuring a different
subset of patches is fed to the neural network at every epoch.
Fig. 4.11 Diagram of on-line patch sampling.
Random sampling
A uniform distribution is used to select a different subset of patches from an image at every
epoch so that all patch subsets are given an equal probability. This sampling approach is very
similar to the random cropping strategy used for data augmentation in image classification:
a random patch is taken from every input image, ensuring that the neural network doesn’t
over-fit on a particular subset of patches during training time. Figure 4.12 shows three patch
subsets resulting from this strategy, which would be used to feed the neural network in three
different epochs during training.
Fig. 4.12 Random uniform sampling
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Adaptive sampling
Adaptive sampling concentrates the effort of sampling on the most meaningful regions of
a high resolution image at each instant during training time. In the MIL paradigm, these
regions are the ones associated with the higher activation at the output of the neural network.
Figure 4.13 shows the output probability map of an image, which contains the output of every
possible patch after being forwarded through the neural network. The most desirable patches
to train the multiple instance neural network would be those found around high activations in
this output probability map.
Fig. 4.13 Sampling from the highest regions in the output probability map.
However, evaluating every patch in an image can be very expensive due to their high
resolution. The strategy proposed in this work estimates the output probability map of an
image using a variation of a genetic Monte Carlo method. The patches used to train the
neural network are cropped around high activations in this output probability map estimation.
Fig. 4.14 Diagram of adaptive sampling
Every time an image goes through the training loop:
1. Initialization: n image points are sampled following a uniform distribution.
2. Evaluation: a patch centered on each point is sampled and forwarded though the
network. The output produced by the patch is used to represent the point.
3. Normalization: the point scores are re-scaled between 0 to 1. The points whose value is
closer to 1 will be the ones corresponding to patches which have obtained high outputs
from the neural network.
4. Re-sampling: the lowest scoring points are removed, and the same number of points
are re-sampled on top of the higher scoring ones.
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5. Displacement: the new points are slightly displaced according a random 2D Gaussian
distribution.
6. Return to step 2 for k iterations
Fig. 4.15 Representation of adaptive sampling on a 1D signal.
The proposed method relocates patches which would have not been relevant for classifi-
cation into more discriminative regions in the image, that is, around the patches with higher
activations. This process is performed at every iteration, since the discriminative regions in
the image may vary as the network learns during the training process.

Chapter 5
Experimental Validation
5.1 Datasets
5.1.1 Artificial datasets - MNIST Sparse and MNIST Clustered
Motivation
The purpose of these datasets is to validate the proposed methods in a controlled environment.
Since the discriminative regions are well defined in their images, they permit visualizing the
concepts learned by each one of the classifiers and provide comparative measures amongst
them.
Dataset
Each image is of size 1024x1024 pixels and consists of the aggregation of 28x28 images
from the MNIST dataset over a black background. The MNIST Database is a large database
of handwritten digits that is commonly used for evaluating image processing systems. A
positive image in the MNIST Sparse and MNIST Clustered datasets contains at least one
MNIST digit corresponding to the class ’9’, while a negative image contains only digits
corresponding to the rest of the classes (’0’ to ’8’). The target digit ’9’ has been chosen to
represent the discriminative regions in order to pose a harder problem to the neural network,
since it can easily mistaken for ’4’ or ’5’ [19].
Table 5.1 Number of images used for train and test for the MNIST Sparse and MNSIT
Clustered datasets.
# Clust. Pos. Clust. Neg. Spar. Pos. Spar. Neg.
Train 500 500 500 500
Test 200 200 200 200
These datasets imitate two different distributions found in histological images. The
MNIST-Sparse dataset has the relevant regions (where the target number is localized) spread
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Fig. 5.1 Images extracted from MNIST Sparse dataset (a) and MNIST Clustered dataset (b).
Target numbers (9) are marked with red squares in both images.
through the image. On the contrary, the MNIST-Clustered dataset has the target patches
concentrated in space. The training and test subsets contain 1000 and 400 images, respectively.
Figure 5.1 shows two examples extracted from the two datasets, where the target digits ’9’
have been highlighted using red squares.
5.1.2 BACH: Breast CAncer Histology [6]
Motivation
According to the World Cancer Research Fund, breast cancer is the most prevalent form
of cancer among women [14]. Early diagnosis and treatment are crucial to prevent the
progression of the disease and reduce its morbidity rate. Automated analysis from histopatho-
logical images plays a key role in computer-aided breast cancer diagnosis or prognosis and
has a huge potential to reduce the workload of pathologists and improve the quality of the
interpretation.
Dataset
The dataset is formed by 400 breast microscopy tissue images divided in 4 different classes:
normal, benign, invasive and in-situ carcinoma. There are 100 different Hematoxylin &
Eosin stained images with a dimension of 2048 x 1536 pixels for each class. The images in
the BACH Dataset have been already pre-cropped from regions in whole slide tissue images
which were known to contain the labeled pathology and hence, from a MIL perspective, most
of the patches (instances) that are extracted from an image (a bag) are consistent with the
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image label. The benign and invasive classes are used to create a binary problem on which to
test the algorithms, which results in 160 images for training and 40 for testing.
Fig. 5.2 Images extracted from the BACH Dataset for benign (a) and invasive (b) classes.
Table 5.2 Number of images used for train and test for the BACH dataset [6].
# Invasive Benign
Train 80 80
Test 20 20
5.1.3 GTEx: Sun Exposure Classification [11]
Motivation
The Genotype-Tissue Expression Project [11] was designed to help us better understand how
changes in gene expression affect the development of a disease. The Biorepositories and
Biospecimen Research Branch (BBRB) collected tissue samples from over 900 donors which
resulted is a high-quality genomic and tissue database for use internationally by the medical
research community. The scope of the project carried out between the "Parc de Recerca
Biomèdica" and the "Universitat Politècnica de Catalunya" is to characterize how changes in
gene expression get reflected as variations in the structure of the tissues across the human
body.
Dataset
The Skin subset of the GTEx dataset is composed of 990 and 808 whole slide images for sun
exposed and not sun exposed skin tissue respectively, which are captured at resolution levels
which range from 0.5 to 8 microns per pixel. Most of the slides contain more than one tissue
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sample from a donor so each slide is preprocessed to separate the multiple samples and these
are treated as independent instances in the database, resulting in a total of 10058 images, 20
% of which is used for testing purposes.
Table 5.3 Number of images for the train and test splits for the GTEx dataset [11].
# Sun Exposed Not Sun Exposed
Train 4341 3712
Test 1015 990
Fig. 5.3 Images extracted from the GTEx Skin dataset for the sun-exposed (a) and not-sun-
exposed (b) classes.
Fig. 5.4 Illustration of the preprocessing step carried out on the GTEx Skin Dataset.
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5.2 Experiments on the artificial datasets
A VGG-like architecture [30] with a receptive field of 40x40 pixels is used as patch-based
classifier to evaluate the performance of the sampling algorithms on the MNIST-Sparse and
MNIST-Clustered datasets. The VGG-net [30] is a convolutional neural network which is
composed by a series of convolution and pooling layers, which reduce the dimensionality of
the input image in order to produce a prediction. The ReLu function is used as activation
function and batch normalization is included in the neural network to improve its generaliza-
tion performance. The classifiers are trained with Adam optimization, using a learning rate
of 1e−4.
Fig. 5.5 VGG-like neural network used in the MNIST Clustered and MNIST Sparse datasets.
Patches are extracted without overlap for the regular grid method, resulting in 625 patches
per image. The same number of patches is used for the random uniform and adaptive Monte-
Carlo training strategies. One iteration is used on the Monte-Carlo algorithm, as it was found
to be enough to perform a correct estimation of the output probability map of an image. Since
information is known to be very localized in space, the strict max aggregating function is
used to aggregate patch predictions into image-wise scores.
The train and test curves for the neural network trained on the MNIST Sparse and MNIST
Clustered are presented in Figures 5.6 and 5.7 respectively and the test accuracy results are
shown on table 5.4.
Fig. 5.6 Train and validation accuracy on the MNIST-Sparse dataset for the proposed sampling
strategies: grid (left), uniform (center), Monte-Carlo (right).
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Fig. 5.7 Train and validation accuracy on the MNIST-Clustered dataset for the proposed
sampling strategies: grid (left), uniform (center), Monte-Carlo (right).
Table 5.4 Test accuracies for the various sampling strategies on the MNIST-Sparse and
MNIST-Clustered
Test accuracy MNIST Spar. MNIST Clust.
Off-line Regular sampling 0.520 ± 0.01 0.523 ± 0.01
On-line Random sampling 0.759 ± 0.03 0.83 ± 0.01
On-line Adaptive sampling 0.825 ± 0.02 0.852 ± 0.03
The curves on figures 5.6 and 5.7 confirm that selecting an appropriate sampling strategy
is key to ensure the patch-based classifiers are able to learn useful features from the high
resolution images. The neural networks trained with the off-line sampling strategy fail
to validate on the independent test split, but the ones trained with the proposed sampling
methods succeed to do so. Moreover, the proposed adaptive sampling method outperforms
the rest: the networks trained with this strategy converge faster (in number of epochs) and to
a higher test accuracy than the rest.
The output probability maps of one positive image of the MNIST Clustered dataset
are computed to visualize the discriminative regions learned by each one of the classifiers
and shown in figure 5.8. As expected, the classifiers trained with the proposed sampling
strategies succeed to localize the regions in the image where the target number 9 is located.
On the contrary, the ones trained with the usual methods produce high activations in spurious
locations of the output probability map.
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(a) (b) (c)
Fig. 5.8 Output probability map for off-line regular sampling (a), on-line random sampling
(b) and on-line adaptive sampling (c).
Figure 5.9 shows the results of three neural networks trained with regular sampling and
varying amounts of overlap (0%, 50% and 75% overlap) compared to the two proposed
on-line sampling strategies.
Fig. 5.9 Comparison between the off-line regular sampling strategies with different amounts
of overlap, and the on-line and adaptive adaptive strategies.
Despite the test accuracy increasing as the overlap between patches gets larger, the
on-line sampling methods still outperform the ones described in the state of the art. Also,
incrementing the amount of overlap amongst patches translates into increases in training
time, since the amount of instances contained in a bag gets larger. Table 5.5 summarizes
these results. The output probability maps of these neural networks still show high activation
in spurious locations on the images as seen in figure 5.10.
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Table 5.5 Test accuracy and number of patches for the various sampling strategies on the
MNIST Sparse dataset.
Sampling Strategy patches/bag Test Acc. Train Time Mult.
Off-line Regular 0% overlap 625 0.545 1
Off-line Regular 50% overlap 2500 0.701 4
Off-line Regular 75% overlap 9801 0.853 15.68
On-line Random 625 0.980 1
On-line Adaptive 625 0.983 1
(a) (b) (c)
Fig. 5.10 Output probability map for off-line regular sampling with 0 % overlap (a), 50%
overlap (b) and 75% ovelap (c).
5.3 Experiments on the histological datasets
A ResNet-like [17] architecture is used in the ICIAR Part A and GTEx Skin datasets with
a receptive field of 224x224. This neural network includes skip connections, which permit
increased gradient flow to facilitate training. The neural networks are trained with Adam
optimization and a learning rate of 1e−4.
Similar to the MNIST experiments, patches are extracted without overlap for the grid
sampling strategy, and the same number of patches/points is used for the on-line sampling
strategies, which results in 54 patches per image for the ICIAR dataset. The number of
patches in the case of the GTEx dataset is variable since images have varying sizes. Patch
scores are aggregated using the max operator into an image-level scores for the GTEx Skin
dataset, since relevant information is expected to be very localized in space. On the other
hand, the Top-K (with K = 10) aggregating function is used in the ICIAR Part A dataset,
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Fig. 5.11 ResNet architecture used in the experiments of histological image classification.
since patch labels are expected to be consistent with the label of the image. The accuracy
results for each sampling strategy are shown in Table 5.6.
Table 5.6 Test accuracies for the various sampling strategies on the BACH and GTEx Skin
datasets
Test accuracy ICIAR PartA GTEx Skin
Off-line Regular sampling 0.776 0.826
On-line Random sampling 0.790 0.920
On-line Adaptive sampling 0.847 0.942
The results are very similar to the ones obtained for the artificial datasets: the neural
networks trained with the proposed adaptive sampling strategy outperform the rest. However,
this time the classifiers trained using the off-line regular sampling strategy also succeed to
validate in the independent test split.
The output maps of one positive image of the GTEx Skin dataset are computed to compare
the performance between the regular grid sampling and the proposed adaptive sampling and
shown on Figure 5.12. Despite both neural networks succeeding to localize the discriminative
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regions which show a variation when a tissue is exposed to the sun (the outer layer of the
skin), it is clear from the pictures that the classifier trained with off-line regular sampling
strategy obtains a suboptimal solution, where the discriminative regions are displaced from
the center of the patch.
(a)
(b)
Fig. 5.12 Output probability map for off-line regular sampling (a) and the on-line adaptive
strategy (b) together with the patches classified as positive in each image
Chapter 6
Discussion
In this section we try to shed light on the reasons which may have caused the proposed
sampling strategies to be superior to the ones found in the state of the art. In order to do so,
we use a piece of a positive image of the MNIST Sparse dataset, shown in Figure 6.1, to
accompany the explanations.
Fig. 6.1 Region of a positive image from the MNIST Sparse database used to illustrate the
pros and cons of the reviewed sampling strategies.
6.1 Off-Line vs On-Line sampling strategies
We argue the off-line sampling strategies proposed in the state of the art might not be
sufficient to provide a meaningful subset of patches in which to train the neural network.
The regular grid sampling strategy may fail to sample the discriminative regions in an image,
specially if the patch size or the overlap amongst patches is small. Figure 6.2 shows how the
state of the art method fails to capture the majority of the discriminative regions from this
region of the high resolution image (the ones containing the target number 9).
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Fig. 6.2 Sampling may provide a subset of patches which don’t contain the discriminative
regions in an image.
The neural network trained on this patch subset may fail to learn useful features since the
sampling strategy has produced a biased subset, which fails to represent the distribution of
the original images. Incrementing the overlap amongst patches will increment the chances of
sampling an entire discriminative region at the cost of slowing the training process.
Fig. 6.3 Diagram showing how an off-line patch sampling may provide a biased subset of
patches to the neural network.
Contrary to the usual approach, the proposed on-line sampling strategies re-sample the
images randomly during training. Even if the subsets produced at each epoch are biased, the
neural network will see all possible patches from an image as the training progresses. This
fact ensures that the neural network is capable of learning the distribution of the original
images instead of the artifacts produced during sampling.
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Fig. 6.4 Re-sampling the image at every epoch will yield all possible patches in it to the
classifier.
6.2 Random vs Adaptive Sampling
As reviewed in chapter 4, the multiple instance formulation uses the highest scoring patch
from a high resolution image to update the parameters of the classifier. It is then desirable for
a sampling strategy to provide this highest scoring patch to the neural network. However, the
random sampling strategy may fail to provide this patch since it doesn’t have any information
on which regions are discriminative. Moreover, it may waste a lot of effort in regions which
are not, such as background pixels.
Instead, the proposed adaptive strategy uses the feedback from the neural network to
sample from the most discriminative regions in an image for each instant during its training
process, which may vary as the neural networks learns. However, the use of the adaptive
sampling strategy involves forwarding the patches k (number of iterations) times through the
classifier, so it is a bit slower than the random sampling approach.
Fig. 6.5 Black points corresponds to the sampled points at epochs 2, 6, 8 and 37 during the
training process of the neural network for the sun-exposure classification problem.

Chapter 7
Budget
The costs associated with this project are mainly personal costs: a junior engineer working
as full-time worker for the master thesis, and a senior engineer to supervise the work of the
former.
Table 7.1 Wages associated with each one of the persons involved in this project.
Wage Hours/Week Total Weeks Total
Junior Engineer 15 C / h 20 20 6000 C
Senior Engineer 30 C / h 6 20 3600 C
The GPU cluster of the Image Processing Group of the Signal and Theory of Commu-
nications Department at UPC has been used to run the algorithms. The cost of this service
is approximated with the Amazon Web Services prices. An average of 1.2 jobs have been
running all day during the development of the project. The cost associated with this service
on AWS would be of 0.68 C/hour, so the estimated total cost of 5 months rent of a Amazon
Web Services computer with a GPU card is of 2935 C.
Table 7.2 Cost associated with the use of the Image Processing Group GPU cluster.
GPU cards Cost / Hour Hours / Day Days Total
GPU Cluster 1.2 0.68 C 24 150 2935 C
Finally, the total cost of the project as a result of the sum of personal costs and hardware
costs adds up to 12535 C.

Chapter 8
Conclusion and Future Work
In this work we have reviewed the multiple instance learning formulation and extended it to
arbitrary sized images. We have also proposed a new sampling paradigm which consists on
re-sampling the high resolution images at every epoch during training time. The classifiers
trained with the proposed methods have obtained higher generalization performance when
compared with the state of the art techniques in multiple high resolution image classification
tasks.
The proposed adaptive strategy concentrates the patch sampling effort around the highest
regions in the estimation of the output probability map, taking benefit of the spatial correlation
present in tissue images. However, it does not have information on the appearance of these
regions. As future work, we would like to explore the use of a more sophisticated method
which feeds patches to the classifier from regions visually similar to the already found to be
discriminative. A possible solution would be to use a multi-resolution approach. A small
neural network would be used to estimate the output probability map of the high resolution
image from a downsampled version of it. In a way, this method would be similar to the
attention strategies used in natural image classification, but using a low-version of the high
resolution image as input. The attention network would be trained from the output of the
multiple instance neural network, so the training would be performed in a closed loop. Figure
8.1 depicts this solution.
Fig. 8.1 Diagram of possible solution for attention based histological image classification.
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Abstract
In this paper we propose a patch sampling strategy based on sequential Monte-Carlo
methods for Whole Slide Image classification in the context of Multiple Instance
Learning and show its capability to achieve high generalization performance on
the differentiation between sun exposed and not sun exposed pieces of skin tissue.
1 Introduction
Deep learning has been widely used in the context of image classification with great success. However,
neural networks can not be directly applied to very high resolution images, such as Whole Slide
Tissue images, due to the high computational cost involved. A common solution consists in dividing
the image into patches and using patch-level annotations to train a supervised classifier. However,
these patch-level annotations are not usually available, specially when working with medical datasets.
On the contrary, image-level annotations are much easier to obtain so practitioners have used Multiple
Instance Learning to train patch-level classifiers in a weakly supervised manner using them [5] [2]
[4] [3].
Nevertheless, not much attention has been paid to how the image is transformed into a collection
of patches. Patches are usually sampled using a regular grid (with or without overlapping) [2] and
fed directly to the MIL neural network. In this work we propose a novel patch sampling strategy
which concentrates the effort on the most discriminative regions of the image for a given instant in the
training process, permitting faster convergence and higher generalization performance. We compare
this approach to the conventional grid sampling and uniform sampling techniques.
2 Method
2.1 Multiple Instance Learning
Multiple Instance Learning (MIL) is a kind of weakly supervised learning algorithm which uses as
input a set of N bags, where each bag n contains Mn instances. Considering the standard Multiple
Instance assumption (SMI), a bag is negative if all its instances are negative. On the other hand,
a bag is positive, if at least one instance in the bag is positive [6]. In the case of high resolution
image classification, an image (bag) n is divided into Mn patches (instances), and these patches are
processed as pertaining to the whole image. If an image is positive (label of image Yn = 1), it will
contain at least one positive patch (label of patch ynm = 1 at least for one m). On the contrary, if the
image is negative (label of image Yn = 0), all its patches will be negative (label of patch ynm = 0
for all m). Then, the most discriminative instance in a bag will be the one with the higher output:
Yn = maxm(ynm) [5].
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In this work we propose a patch sampling strategy based on sequential Monte-Carlo methods for Whole Slide Image classification in the
context of Multiple Instance Learning and show its capability to achieve high generalization performance on the classification of sun exposure
and breast cancer in the GTEx and the BACH datasets.
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MULTIPLE INSTANCE LEARNING
- Positive image: contains at least
one positive patch.
- Negative image: all its patches
are negative.
SoA OFF-LINE GRID SAMPLING
The image is divided
into a regular grid of
patches, with or
without overlap.
ON-LINE MONTE-CARLO SAMPLING
A Sequential Monte-Carlo method is used to concentrate the
effort on the most relevant regions of a high resolution image,
the ones associated with the higher activations at the output
of the neural network. The output probability map for an
image is estimated and the patches corresponding to the
higher scoring regions are used to train the classifier.
A uniform distribution is applied to select the patches used to
train the neural network at every epoch. This means that the
neural network will see a different subset of patches every
time the image goes through the training loop. As the number
of training epochs increases, the network will tend to see all
possible patches from every image.
VISUAL RESULTS
NUMERICAL RESULTS
DATASETS
[3]
MNIST Clust MNIST Spar BACH GTEX
Test accuracy MNIST Spar MNIST Clust BACH GTEx Skin
Grid 0.520 ± 0.01 0.523 ± 0.01 0.776 0.826
Uniform 0.759 ± 0.03 0.83 ± 0.01 0.790 0.920
Monte-Carlo 0.825 ± 0.02 0.852 ± 0.03 0.847 0.942
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Abstract. We propose a patch sampling strategy based on a sequential
Monte-Carlo method for high resolution image classification in the con-
text of Multiple Instance Learning. When compared with grid sampling
and uniform sampling techniques, it achieves higher generalization per-
formance. We validate the sampling strategy on two artificial datasets
and two histological datasets for breast cancer and sun exposure classi-
fication.
Keywords: histological image classification · deep learning · multiple
instance learning · patch sampling · monte carlo methods.
1 Introduction
Deep learning is widely used for image classification with great success [4] [9].
However, neural networks can not be directly applied to very high resolution
images, such as Whole Slide Tissue images, due to the high computational cost
involved. A common solution consists in dividing the image into patches and
using patch-level annotations to train a supervised classifier. However, patch-
level annotations are not usually available, especially when working with medical
datasets. On the contrary, image-level annotations are much easier to obtain so
practitioners have used Multiple Instance Learning (MIL) to train patch-level
classifiers in a weakly supervised manner, aggregating patch-level predictions
into image-level scores [10] [5] [7] [6].
When the input images are small enough, the MIL formulation can be imple-
mented using a global Max Pooling layer at the output of a Fully Convolutional
Network [8]. However, in the case of high resolution images, this implementation
is not possible due to memory constraints. This is why patches are usually sam-
pled using a regular grid (with or without overlap) [5] [2] before being fed to the
neural network. Grid sampling may skip some zones in the image which might
be relevant for classification, and concentrate too much effort in zones which are
not. In this work we propose a novel patch sampling strategy which extracts
knowledge from the network to focus attention on the most discriminative re-
gions in an image for a given instant in the training process, permitting better
convergence and higher generalization performance. We compare this approach
