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Abstract—Sparse signal recovery or compressed sensing can
be formulated as certain sparse optimization problems. The
classic optimization theory indicates that the Newton-like method
often has a numerical advantage over the gradient method for
nonlinear optimization problems. In this paper, we propose the
so-called Newton-step-based iterative hard thresholding (NSIHT)
and the Newton-step-based hard thresholding pursuit (NSHTP)
algorithms for sparse signal recovery and signal approximation.
Different from the traditional iterative hard thresholding (IHT)
and hard thresholding pursuit (HTP), the proposed algorithms
adopts the Newton-like search direction instead of the steepest
descent direction. A theoretical analysis for the proposed algo-
rithms is carried out, and some sufficient conditions for the guar-
anteed success of sparse signal recovery via these algorithms are
established. Our results are shown under the restricted isometry
property which is one of the standard assumptions widely used
in the field of compressed sensing and signal approximation.
The empirical results obtained from synthetic data recovery
indicate that the proposed algorithms are efficient signal recovery
methods. The numerical stability of our algorithms in terms of
the residual reduction is also investigated through simulations.
Index Terms—Compressed sensing, signal recovery, sparse
optimization, Newton-like method, thresholding method
I. INTRODUCTION
The compressed sensing (CS) theory was first introduced by
Donoho, Cande`s, Romberg, and Tao (see, e.g., [7], [8], [14]).
It goes beyond the restriction of the classic Nyquist-Shannon
sampling theory in signal processing [12]. The compressed
sensing together with its sparse optimization models has
widely been studied and applied in diverse areas such as the
image processing [20], [25], [38], data separation [21], pattern
recognition [35], and wireless Network communication [27],
to name a few. The mathematical foundation for CS and sparse
optimization problems can be found in such references as [20],
[21], [25], [41].
The sparse optimization model is a backbone for the devel-
opment of the theory and algorithms for CS and many other
aspects of signal processing. One of the important optimization
models for CS is the following minimization with a sparsity
constraint:
min
x
{‖y −Ax‖22 : ‖x‖0 ≤ k}, (1)
where the function ‖x‖0 denotes the number of nonzero
components of the vector x, A ∈ Rm×n (m  n) is a
measurement matrix, and y is the acquired information (called
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measurements) of the unknown signal to recover. Depending
on application environments, the CS or signal recovery model
can take other forms such as
min
x
{‖x‖0 : y = Ax} (2)
and the form
min
x
{‖x‖0 : ‖y −Ax‖22 ≤ η}. (3)
The model (2) is widely studied in noiseless settings, while
the model (3) is more plausible from a practical viewpoint due
to the existence of noises. These sparse optimization problems
are known to be NP-hard in general [32]. Clearly, the main
difficulty for solving such a sparse optimization problem lies
in the combinatorial nature of locating the support of the
unknown signal.
Several approaches can be used to possibly solve the
sparse optimization problems arising from signal recovery or
approximation. For instance, `1-minimization and reweighted
`1-minimization [10], [11], [43] are widely used to solve the
problems (2) and (3). The dual-density-based method [41],
[44] and other heuristic algorithms such as the orthogonal
matching pursuit (OMP) [17], [39], compressive sampling
matching pursuit (CoSaMP) [33], and subspace pursuit (SP)
[13] are also useful methods for solving the problems (2) and
(3). The hard-thresholding-type methods provide a simple way
to ensure that the iterates generated by an iterative algorithm
are feasible to the model (1). Two commonly used thresholding
techniques are the hard thresholding (e.g., [2]-[5], [25], [26])
and soft thresholding (e.g., [15], [16], [19], [22], [28]). The
iterative hard thresholding (IHT) combined with a pursuit step
forms the so called hard thresholding pursuit (HTP) in [23].
Some latest developments and applications of IHT and HTP
can be found in [1], [18], [29], [30], [31], [37], [40]. It is worth
mentioning that Zhao [42] (see also in [45]) proposed a new
thresholding technique called the optimal k-thresholding. This
technique can successfully overcome the numerical oscillation
phenomenon in existing HTP-type methods, and was shown
to be an efficient thresholding technique from both theoretical
and practical viewpoints.
The iterative scheme of the IHT algorithm
xp+1 = Hk(xp + λAT (y −Axp))
was derived by adopting the steepest descent direction of the
objective function of the problem (1) at the iterate xp (see,
e.g., [2]-[4]). The Hk(·) is called a hard thresholding operator
which retains the largest k magnitudes and zeroes out the rest
components of a vector. The theoretical properties of IHT and
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2its variants have been widely studied over the past decade
(see, e.g., [2]-[4], [23]-[25]). The classic optimization theory
[6], [34] has shown that the Newton-like method usually has
a faster convergence than the gradient method, and thus it is
generally more efficient than the steepest descent method for
solving nonlinear optimization problems. This motivates us
to develop a new hard thresholding method which adopts a
Newton-like search direction instead of the steepest descent
direction.
Given a twice continuously differentiable function f with
gradient ∇f(x), when its Hessian matrix ∇2f(x) is nonsin-
gular at the iterate xp, the classic Newton’s method takes the
following iterative scheme:
xp+1 = xp − λ(∇2f(xp))−1∇f(xp),
where λ > 0 is a certain stepsize that can be determined
by a certain line search method (see [34] for details). In
compressed sensing scenarios, however, the Hessian matrix
of the objective function in (1) is singular. Although a direct
use of the aforementioned Newton’s method is difficult, one
is still able to develop a Newton-like method for the signal
recovery problem (1). We describe the algorithms in detail in
the next section. The main work of this paper includes: (a) We
establish some sufficient conditions for the guaranteed success
(i.e., convergence) of the proposed algorithms for sparse signal
recovery; (b) We investigate the numerical behaviour (stability
and signal recovery capability) of the proposed algorithms
through simulations.
The paper is organized as follows. The algorithms are
introduced in Section II. The convergence of the algorithms
in noiseless situations is shown in Section III. The analysis of
the algorithms in noisy settings is carried out in Section IV.
The numerical results are discussed in Section V.
II. NEWTON-STEP-BASED HARD THRESHOLDING
ALGORITHMS
We first introduce some notations. We use A ∈ Rm×n with
m  n to denote the measurement matrix and y ∈ Rm the
measurements of the unknown signal x∗ ∈ Rn. The `2-norm
is defined as ‖x‖2 :=
√∑n
i x
2
i , where x ∈ Rn. Throughout
the paper, we use [N ] to denote the set {1, . . . , n}. Given
a set S ⊂ [N ], S := [N ] \ S is the complement set of S.
We use |S| = card(S) to denote the cardinality of the set
S. The support of a vector x is denoted by supp(x) := {i :
xi 6= 0}. We use I to denote the identity matrix. Given a
matrix A, AT denotes its transpose, and the `2-norm of A is
defined as ‖A‖2 :=
√
λmax(ATA). For a given set Ω ⊆ [N ],
unless otherwise stated xΩ is the subvector of x with entries
indexed by Ω, and AΩ denotes a submatrix of the matrix A
with columns indexed by Ω.
For convenience of discussion, we may write the problem
(1) equivalently as
min
x
{1
2
‖y −Ax‖22 : ‖x‖0 ≤ k}.
Let f(x) = 12‖y − Ax‖22. The gradient and Hessian of f(x)
are given, respectively, by
∇f(x) = −AT (y −Ax), ∇2f(x) = ATA.
Clearly, the matrix ATA is singular since A ∈ Rm×n and
m  n. In order to develop a Newton-like method for the
model (1), we need to introduce a suitable modification of the
Hessian of f(x). A simple idea is to perturb the Hessian with a
parameter  > 0 such that ATA+I is positive definite, where
I ∈ Rn×n is the identity matrix. Such a perturbation of the
Hessian leads to the following Newton-like iterative method
for minimizing the unconstrained function f(x) :
xnew = xp + λ(ATA+ I)−1AT (y −Axp)), (4)
where xp is the current iterate, and xnew is the new iterate
generated as above. However, the vector xnew may not be k-
sparse and thus may not satisfy the constraint of the problem
(1). Therefore, to develop an iterative method that generates
iterates satisfying the constraint of (1), it makes sense to
consider the following iterative scheme:
xp+1 = Hk
(
xp + λ(ATA+ I)−1AT (y −Axp)) ,
where the hard thresholding operator retains only the largest
k magnitudes of the vector xnew obtained by the Newton-like
method (4). We now formatively state the algorithms for the
problem (1) as follows.
Algorithm 1 [Newton-Step-Based Iterative Hard Threshold-
ing (NSIHT)]
• Input: measurement matrix A, measurement vector y,
sparsity level k, parameter  > 0, and stepsize λ.
• Iteration:
xp+1 = Hk
(
xp + λ(ATA+ I)−1AT (y −Axp)) .
• Output: The k-sparse vector x∗.
It is possible to further reduce the objective of the problem
(1) by performing a pursuit step as traditional HTP algorithms,
leading to the following algorithm called NSHTP.
Algorithm 2 [Newton-Step-Based Hard Thresholding Pursuit
(NSHTP)]
• Input: measurement matrix A, measurement vector y,
sparsity level k, parameter  > 0, and stepsize λ.
• Iteration:
xp = Hk
(
xp + λ(ATA+ I)−1AT (y −Axp)) ,
xp+1 = arg min
z
{‖y −Az‖22 : supp(z) ⊆ supp(xp)}.
(5)
• Output: The k-sparse vector x∗.
The step (5) is called a pursuit step, which is to minimize
the objective function over the support of the iterate generated
by the NSIHT. As a result, ‖y − Axp+1‖2 ≤ ‖y − Axp‖2.
The solution to the pursuit step (5) can have a closed form
when the sparsity level k is low. In fact, any k columns of A
are linearly independent when k is low enough, for instance,
lower than the spark of the matrix. Denote the support set
of xp by Ω. Then the problem (5) becomes an unconstrained
minimization problem min ‖y −AΩzΩ‖2, to which when AΩ
3has linearly independent columns, the solution to the problem
is given explicitly as xΩ = ((AΩ)TAΩ)−1(AΩ)T y.
In later sections, we carry out theoretical analysis for the
above algorithms and establish the sufficient conditions for the
guaranteed success of signal recovery via these algorithms in
both noiseless and noisy environments. Before doing so, we
first introduce the restricted isometry constant (RIC) of a given
matrix, which is very useful tool and has been widely used in
the CS literature.
Definition 2.1: [9] The q-th order restricted isometry con-
stant (RIC) δq of a matrix A ∈ Rm×n is the smallest number
δq ∈ (0, 1] such that
(1− δq)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δq)‖x‖22
for all q-sparse vectors x.
In the above definition, q is an integer number. A vector x
is called q-sparse if the number of nonzero components of x
is smaller than or equal to q, i.e., ‖x‖0 ≤ q. An alternative
expression of the q-th order restricted isometry constant (see
[23], [24]) is δq = maxS⊂[N ],|S|≤q ‖ATSAS − I‖2. In this
paper, the matrix A is said to satisfy the q-th order restricted
isometry property (RIP) if δq is smaller than 1. It was shown
that the random matrices such as Bernoulli and Gaussian ran-
dom matrices may satisfy the RIP with a dominant probability
[8], [9], [25], [36]. The matrix satisfying the RIP is often called
a RIP matrix, which is widely used in the analysis of various
compressed sensing algorithms.
III. GUARANTEED SUCCESS OF NSIHT IN NOISELESS
SETTINGS
We first analyze the NSIHT algorithm when the measure-
ments y := Ax of the signal x are accurate. Without loss
of generality, we assume in this section that the target signal
x is sparse. Our analysis here can be easily extended to the
case when the signal can be sparsely approximated. We show
that the success of signal recovery can be guaranteed under
a standard RIP assumption and the suitable choice of the
parameter  as well as the stepsize λ. Before showing the main
result of this section, we need some useful technical results.
Lemma 3.1: [25] Let Am×n with m n be a measurement
matrix. Given vectors u, v ∈ Rn, if |supp(u) ∪ supp(v)| ≤ t,
one has
|〈u, (I −ATA)v〉| ≤ δt‖u‖2‖v‖2.
The next lemma is key for our later analysis.
Lemma 3.2: Let Am×n with m  n be a measurement
matrix. Given vectors u, v ∈ Rn and an index set Ω ⊂ [N ],
if σ21 <  and λ ≤  + σ2m, where σ1, σm are the largest and
smallest singular values of the matrix A, respectively, then one
has
|〈u, (I − λ(ATA+ I)−1ATA)v〉|
≤ (δt + σ21 −
λσ21
+ σ21
)‖u‖2‖v‖2 if |supp(u) ∪ supp(v)| ≤ t,
and
‖[(I − λ(ATA+ I)−1ATA)v]Ω‖2
≤ (δt + σ21 −
λσ21
+ σ21
)‖v‖2 if |Ω ∪ supp(v)| ≤ t.
Proof. The matrix (I +ATA)−1 can be written as
(I +ATA)−1 =
1

(I +
1

ATA)−1. (6)
It is well known that if a square matrix M satisfies ‖M‖2 < 1,
then
(I+M)−1 = I−M+M2−M3+· · · = I+
∞∑
i=1
(−1)iM i. (7)
In order to use (7), we choose the parameter  such that
‖1

ATA‖2 =
√
1

λmax(ATA) < 1,
i.e.,  > σ21 , where λmax(A
TA) = σ21 is the largest eigenvalue
of ATA, Under such a choice of , by (7), the matrix (I +
1
A
TA)−1 can be expanded as
(I +
1

ATA)−1 = I +
∞∑
i=1
(−1)i
(
1

ATA
)i
= I +
∞∑
i=1
(−1

)i(ATA)i. (8)
By using (6) and (8), we have
I − λ(ATA+ I)−1ATA
= I − λ

(I +
1

ATA)−1ATA
= I − λ

[
I +
∞∑
i=1
(−1

)i(ATA)i
]
ATA
= I + λ
[
−1

ATA+
∞∑
i=1
(−1

)i+1(ATA)i+1
]
= I + λ
∞∑
j=1
(−1

)j(ATA)j
= (I −ATA) +B,
where
B = ATA+ λ
∞∑
j=1
(−1

)j(ATA)j .
Then
|〈u,(I − λ(ATA+ I)−1ATA)v〉|
= |〈u, (I −ATA+B)v〉|
= |〈u, (I −ATA)v〉+ 〈u,Bv〉|
≤ |〈u, (I −ATA)v〉|+ |〈u,Bv〉|, (9)
where the last relation follows from the triangle inequality. By
Lemma 3.1, the first term of the right-hand side of (9) can be
bounded as ∣∣〈u, (I −ATA)v〉∣∣ ≤ δt‖u‖2‖v‖2, (10)
where t = |supp(u) ∪ supp(v)|. We now bound the term
|〈u,Bv〉|. Note that
|〈u,Bv〉| ≤ ‖B‖2‖u‖2‖v‖2. (11)
4It is sufficient to bound the ‖B‖2. To this need, let A =
UΣV T be the singular value decomposition, where U, V are
two orthogonal matrices with U ∈ Rm×m and V ∈ Rn×n and
Σ =

σ1
σ2 0m×(n−m)
. . .
σm

m×n
,
where σi, i = 1, . . . ,m are singular values of A satisfying
σ1 ≥ σ2 ≥ · · · ≥ σm. Under the choice of , it is very easy
to see that the eigenvalues of the matrix B are given as
eig(B)i = σ2i −
λσ2i
+ σ2i
, i = 1, . . . ,m,
eig(B)i = 0, i = m+ 1, . . . , n.
Also, it is easy to verify that if λ is chosen such that λ ≤
+σ2m, where σm is the smallest singular value of the matrix
A, then σ21 − λσ
2
1
+σ21
is the largest eigenvalue of B, i.e.,
‖B‖2 = σ21 −
λσ21
+ σ21
. (12)
Substituting (12) into (11) leads to
|〈u,Bv〉| ≤
(
σ21 −
λσ21
+ σ21
)
‖u‖2‖v‖2. (13)
Combining (9), (10) and (13) immediately yields the first
inequality of the lemma. The second inequality in the lemma
follows immediately from the first one. In fact, for any set
Ω ⊂ [N ], we see that∥∥[(I − λ(ATA+ I)−1ATA)v]
Ω
∥∥2
2
= 〈[(I − λ(ATA+ I)−1ATA)v]Ω,
[(I − λ(ATA+ I)−1ATA)v]Ω〉
= 〈[(I − λ(ATA+ I)−1ATA)v]Ω,
(I − λ(ATA+ I)−1ATA)v〉
≤ (δt + σ21 −
λσ21
+ σ21
)
· ‖[(I − λ(ATA+ I)−1ATA)v]Ω‖2‖v‖2,
where the final inequality follows from the first inequality
in the lemma that we just shown above by setting u =
(I − λ(ATA + I)−1ATA)v]Ω. Dividing through the above
inequality by ‖ [(I − λ(ATA+ I)−1ATA)v]
Ω
‖2 leads to
the second inequality of the lemma. 
The following property for the hard thresholding operator
Hk is implied from the analysis of IHT by Foucart [23].
However, we include a simple proof here for completeness.
Lemma 3.3: For any vector z ∈ Rn and any k-sparse vector
x ∈ Rn, one has
‖Hk(z)− x‖2 ≤
√
3‖(z − x)S∪S∗‖2
where S = supp(x) and S∗ = supp(Hk(z)).
Proof. Let S and S∗ be defined as above. Since S∗ is the
support for the largest k magnitudes of z, we have ‖zS‖22 ≤
‖zS∗‖22. Eliminating those elements in S ∩ S∗ leads to
‖zS\S∗‖2 ≤ ‖zS∗\S‖2 = ‖(z − x)S∗\S‖2,
where the equality follows from the fact xS∗\S = 0. Since
[Hk(z)]S\S∗ = 0, we also have
‖zS\S∗‖2 = ‖(x−Hk(z)− x+ z)S\S∗‖2
≥ ‖(x−Hk(z))S\S∗‖2 − ‖(z − x)S\S∗‖2.
Combing the above two relations, we get
‖(x−Hk(z))S\S∗‖2 ≤ ‖(z − x)S\S∗‖2 + ‖(z − x)S∗\S‖2
≤
√
2‖(x− z)S∪S∗‖2.
Therefore,
‖x−Hk(z)‖22 = ‖ (x−Hk(z))S∗ ‖22 + ‖ (x−Hk(z))S∗ ‖22
= ‖ (x− z)S∗ ‖22 + ‖ (x−Hk(z))S\S∗ ‖22
≤ ‖ (x− z)S∗ ‖22 + 2‖(x− z)S∪S∗‖22
≤ 3‖ (x− z)S∪S∗ ‖22,
as desired. 
The main result of this section is summarized as follows.
Theorem 3.4: Let the restricted isometry constant δ3k of the
measurement matrix A ∈ Rm×n satisfies that δ3k < 1√3 . Let
 be a given parameter satisfying
 > max
{
σ21 ,
(
σ21 − σ2m
1√
3
− δ3k
− 1
)
σ21
}
. (14)
If the stepsize λ in NSIHT is chosen such that
+ σ21 −
(
1√
3
− δ3k
)
+ σ21
σ21
< λ ≤ + σ2m, (15)
where σ1 and σm are the largest and smallest singular values
of A, respectively, then for any k-sparse signal x ∈ Rn with
accurate measurements y := Ax, the sequence {xn} generated
by the NSIHT algorithm converges to the signal x.
Proof. It is sufficient to prove that there exists a constant
ρ < 1 such that the sequence generated by the NSIHT satisfies
the relation below:
‖xp+1 − x‖2 ≤ ρ‖xp − x‖2,
which ensures the convergence of the {xp} to x. Note that
y = Ax. We define
up :=xp + λ(ATA+ I)−1AT (y −Axp)
=xp + λ(ATA+ I)−1ATA(x− xp).
Denote by S = supp(x) and Sp+1 = supp(xp+1). By the
structure of the algorithm, xp+1 = Hk(up). We immediately
have the following relation from Lemma 3.3:
‖xp+1 − x‖2 ≤
√
3‖(up − x)Sp+1∪S‖2. (16)
From
up − x = xp − x+ λ(ATA+ I)−1ATA(x− xp),
we immediately have that
‖(up − x)Sp+1∪S‖2
= ‖[(I − λ(ATA+ I)−1ATA) (xp − x)]Sp+1∪S‖2. (17)
Since |Sp+1| ≤ k, |S| ≤ k and |supp(xp)| ≤ k, we easily see
that
|Sp+1 ∪ S ∪ supp(xp − x)| ≤ 3k.
5Under the condition  > σ21 , it follows from Lemma 3.2 that∥∥[(I − λ(ATA+ I)−1ATA) (xp − x)]
Sp+1∪S
∥∥
2
≤
(
δ3k + σ
2
1 −
λσ21
+ σ21
)
‖xp − x‖2, (18)
where λ ≤ + σ2m. Merging (16), (17) and (18), we obtain
‖xp+1 − x‖2 ≤
√
3
(
δ3k + σ
2
1 −
λσ21
+ σ21
)
‖xp − x‖2, (19)
where the constant
δ3k + σ
2
1 −
λσ21
+ σ21
> 0
is guaranteed under the condition λ ≤  + σ2m. In addition,
to ensure the convergence of the iterates {xp}, the constant
coefficient of the right-hand side of (19) must be smaller than
1, i.e.,
ρ :=
√
3
(
δ3k + σ
2
1 −
λσ21
+ σ21
)
< 1,
which is guaranteed if λ is taken such that
λ > + σ21 −
(
1√
3
− δ3k
)
+ σ21
σ21
.
So the range of λ is determined as
+ σ21 −
(
1√
3
− δ3k
)
+ σ21
σ21
< λ ≤ + σ2m. (20)
To make sure the existence of such a range, it suffices to
require that
+ σ2m > + σ
2
1 −
(
1√
3
− δ3k
)
+ σ21
σ21
.
This is guaranteed by the following choice of  :
 >
(
σ21 − σ2m
1√
3
− δ3k
− 1
)
σ21 ,
which together with  > σ21 leads to the condition (14). Such
a choice of  ensures that if the stepsize λ is chosen as (20),
then the sequence generated by NSIHT converges to the
target vector x under the condition δ3k < 1√3 . 
For the special choice of the stepsize λ = , following the
same proof above, it can be seen that to ensure the convergence
of the algorithm,  should be chosen such that the following
inequality is guaranteed:
σ21 − (
1√
3
− δ3k)+ σ
2
1
σ21
< 0,
which implies that
 >
(
σ21
1√
3
− δ3k
− 1
)
σ21 .
Thus, together with the requirement  > σ21 , the parameter 
is chosen to satisfy the following condition in order to ensure
the convergence of the NSIHT with λ =  :
 > max
{
σ21 ,
(
σ21
1√
3
− δ3k
− 1
)
σ21
}
. (21)
We summarize this result as follows.
Corollary 3.5: Let the restricted isometry constant δ3k of
the matrix A ∈ Rm×n satisfies that δ3k < 1√3 , and let 
be a given parameter satisfying (21), where σ1 is the largest
singular value of A. Then for any k-sparse signal x ∈ Rn with
accurate measurements y := Ax, the sequence {xn} generated
by the NSIHT algorithm with λ =  converges to x.
IV. ANALYSIS OF NSIHT AND NSHTP IN NOISY
SETTINGS
In this section, we analyze both NSIHT and NSHTP for
signal recovery in noise scenarios, where the signal may not
necessarily be k-sparse and the measurements y = Ax + e
is inaccurate with error e. The recovery error bounds can
be established for such situations under the same or similar
conditions of Theorem 3.4. We first make an observation for
the norm of the matrix A(ATA+I)−1 that will be used in our
analysis. Applying singular value decomposition A = UΣV T ,
we immediately see that
A(ATA+ I)−1 =U

σ1
+σ21
. . . 0m×(n−m)
σm
+σ2m
V T ,
where U ∈ Rm×m and V ∈ Rn×n are orthogonal matrices.
Clearly, we have
σ1
+ σ21
≥ σ2
+ σ22
≥ · · · ≥ σm
+ σ2m
,
which implies that
‖A(ATA+ I)−1‖2 = σ1
+ σ21
. (22)
In the remainder of this section, we use xS ∈ Rn to denote
the vector obtained from x ∈ Rn by retaining the k largest
magnitudes of x and zeroing out its other entries. Thus, in this
section, the vector xS has the same dimension of x, and we
denote by xS = x− xS .
Theorem 4.1: Let σ1 and σm be the largest and the smallest
singular values of A ∈ Rm×n. Suppose that the restricted
isometry constant of A satisfies that δ3k < 1√3 . Let y :=
Ax+e be the measurements of the signal x ∈ Rn and e is the
measurement error. Let  be a given parameter satisfying (14).
If the stepsize λ in NSIHT satisfies the condition (15), then
the sequence {xn}, generated by the NSIHT, approximates xS
with error
‖xp+1 − xS‖2 ≤ ρp‖x0 − xS‖2 + τ‖AxS + e‖2,
where
ρ =
√
3
(
δ3k + σ
2
1 −
λσ21
+ σ21
)
< 1
and
τ =
√
3λσ1
(+ σ21)(1− ρ)
.
Proof. By the structure of the NSIHT algorithm, we have
up = xp + λ(ATA+ I)−1AT (y −Axp).
6In the noisy situation, the measurements of x are given as
y = Ax+e, where e ∈ Rm is the noise vector. By the structure
of the algorithm NSIHT, xp+1 = Hk(up). Note that xS is a
k-sparse vector where S = supp(Hk(x)). By Lemma 3.3, we
get
‖xp+1 − xS‖2 ≤
√
3‖(up − xS)Sp+1∪S‖2, (23)
where Sp+1 = supp(xp+1). Note that y = AxS + e′ where
e′ = AxS + e. Thus,
up − xS =xp − xS + λ(ATA+ I)−1AT (AxS + e′ −Axp)
=
(
I − λ(ATA+ I)−1ATA) (xp − xS)
+ λ(ATA+ I)−1AT e′.
Furthermore, we have
‖(up − xS)Sp+1∪S‖2
= ‖ [(I − λ(ATA+ I)−1ATA) (xp − xS)]Sp+1∪S
+ λ
(
(ATA+ I)−1AT e′
)
Sp+1∪S ‖2
≤ ‖ [(I − λ(ATA+ I)−1ATA) (xp − xS)]Sp+1∪S ‖2
+ λ‖(ATA+ I)−1AT e′‖2
≤ (δ3k + σ21 −
λσ21
+ σ21
)‖xp − x‖2 + σ1
+ σ21
‖e′‖2, (24)
where the last inequality follows from Lemma 3.2 and the
bound (22). Substituting (24) into (23) leads to
‖xp+1 − xS‖2
≤
√
3
[
(δ3k + σ
2
1 −
λσ21
+ σ21
)‖xp − xS‖2 + λσ1
+ σ21
‖e′‖2
]
= ρ‖xp − xS‖2 + λσ1
+ σ21
‖e′‖2, (25)
where
ρ =
√
3
(
δ3k + σ
2
1 −
λσ21
+ σ21
)
.
As shown in the proof of Theorem 3.4, under the same
assumption on A and the choice of  and λ, we can show
that the constant ρ above is smaller than 1. Therefore, by
induction, we obtain the following recovery error bound:
‖xp+1 − xS‖2 ≤ ρp‖x0 − xS‖2 + τ‖e′‖2,
where
τ =
√
3λσ1
(+ σ21)(1− ρ)
.
This concludes the proof of the theorem. .
The above theorem claims that when the measurements of
the signal are slightly inaccurate and the signal can be sparsely
approximated, the recovery of the major information of the
signal can be achieved by the algorithm NSIHT.
We now establish the recovery error bound in noisy situa-
tions for the NSHTP which is a combination of the NSIHT
and the pursuit step. To his purpose, we first state a property
of the pursuit step which can be found in [5] and [42].
Lemma 4.2: ([5], [42]) Let y := Ax̂ + ν be the noisy
measurements of the k-sparse signal x̂, and let v be an
arbitrarily given k-sparse vector. Then the solution of the
pursuit step
z∗ = arg min
z
{‖y −Az‖22 : supp(z) ⊆ supp(v)}
satisfies that
‖z∗ − x̂‖2 ≤ 1√
1− (δ2k)2
‖x̂− v‖2 +
√
1 + δk
1− δ2k ‖ν‖2.
Using this property, we now prove the main result for NSHTP.
Theorem 4.3: Let σ1 and σm be the largest and smallest
singular values of the matrix A ∈ Rm×n with m  n.
Suppose that the restricted isometry constant of A satisfies
that δ3k < 12 . Let y := Ax + e be the measurements of the
signal x ∈ Rn. Let  be a given parameter satisfying
 > max
{
σ21 ,
(
σ21 − σ2m
1
2 − δ3k
− 1
)
σ21
}
. (26)
If the stepsize λ in NSHTP is chosen such that
+ σ21 − (
1
2
− δ3k)+ σ
2
1
σ21
< λ ≤ + σ2m,
then the sequence {xn}, generated by the NSHTP, satisfies
‖xp+1 − xS‖2 ≤ ρp‖x0 − xS‖2 + τ‖AxS + e‖2, (27)
where
ρ =
√
3
(
δ3k + σ
2
1 − λσ
2
1
+σ21
)
√
1− (δ2k)2
< 1,
and
τ =
1
1− ρ
( √
3λσ1√
1− (δ2k)2(+ σ21)
+
√
1 + δk
1− δ2k
)
.
Proof. We still write y = Ax+e as y = AxS+e′ with e′ =
AxS + e, where S = supp(Hk(x)) and S is the complement
set of S. Note that the intermediate point xp in NSHTP was
generated by the NSIHT. Based on a result for NSIHT, i.e., the
bound (25), we immediately obtain the following inequality:
‖xp − xS‖2 ≤
√
3
[
(δ3k + σ
2
1 −
λσ21
+ σ21
)‖xp − xS‖2
+
λσ1
+ σ21
‖e′‖2
]
. (28)
The coefficient in the first term of the right-hand side of (28) is
positive. This is guaranteed by λ ≤ +σ2m. Applying Lemma
4.2 yields
‖xp+1 − xS‖2 ≤ 1√
1− (δ2k)2
‖xS − xp‖2 +
√
1 + δk
1− δ2k ‖e
′‖2.
(29)
7Combining (28) and (29) leads to
‖xp+1 − xS‖2
≤
√
3√
1− (δ2k)2
[
(δ3k + σ
2
1 −
λσ21
+ σ21
)‖xp − xS‖2
+
λσ1
+ σ21
‖e′‖2
]
+
√
1 + δk
1− δ2k ‖e
′‖2
=
√
3(δ3k + σ
2
1 − λσ
2
1
+σ21
)√
1− (δ2k)2
‖xp − xS‖2
+
( √3λσ1√
1− (δ2k)2(+ σ21)
+
√
1 + δk
1− δ2k
)
‖e′‖2.
Under the condition of the theorem, we now show that
ρ :=
√
3√
1− (δ2k)2
(
δ3k + σ
2
1 −
λσ21
+ σ21
)
< 1. (30)
By the definition of the restricted isometry constant, we see
that δ2k ≤ δ3k. This together with the condition δ3k < 1/2
implies that
√
3
2
<
√
1− (δ3k)2 ≤
√
1− (δ2k)2.
Therefore, to ensure that (30) is satisfied, it is sufficient to
require that δ3k + σ21 − λσ
2
1
+σ21
< 12 , i.e.,
λ > + σ21 − (
1
2
− δ3k)+ σ
2
1
σ21
.
Note that λ ≤ + σ2m is also required. Therefore the relation
(30) is guaranteed provided that the stepsize λ satisfies the
following condition:
+ σ21 − (
1
2
− δ3k)+ σ
2
1
σ21
< λ ≤ + σ2m.
In order to guarantee the existence of this range for the
stepsize λ, it suffices to require that the right-hand side of
the above inequality is strictly larger than its left-hand side.
This is guaranteed by the choice of  in (26). Therefore the
desired error bound (27) is established. 
Similar to Theorem 4.1, the above result claims that when
the measurements and the sparse signal are contaminated
with noises, the algorithm NSHTP can still recover the signal
to a certain level of quality. In the next section, we study
the numerical behaviour of the algorithms through random
examples of sparse optimization models.
V. SIMULATIONS
In this section, we demonstrate some simulation results for
the NSIHT and NSHTP algorithms. All matrices and sparse
vectors are randomly generated. Their entries are assumed
to be independent and identically distributed and follow the
standard normal distribution. The supports (i.e., the positions
of nonzero entries) of random sparse vectors are chosen
according to a uniform distribution.
A. Residual reduction
The value of the objective function in the problem (1)
is often called the residual. It was pointed out in [42] that
the traditional IHT and HTP algorithms may suffer dramatic
numerical oscillation in residual reduction during the course
of iterations. The simulations on random examples show that
the algorithms NSIHT and NSHTP in this paper can avoid
such difficulty in many situations, and thus they can iteratively
reduce the value of the objective of the problem (1). Fig. 1
demonstrates such a result and the residual change during the
course of iterations of HTP, NSIHT, and NSHTP. This result
was obtained from a random matrix A ∈ R500×1000, and a
sparse vector x∗ ∈ R1000 with sparsity level ‖x∗‖0 = 150 and
with exact measurements y := Ax∗. All algorithms here start
from the initial point x0 = 0. The parameters  = 1 and λ = 1
are used in NSIHT and NSHTP for this experiment.
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Fig. 1: The residual reduction in the course of iterations
Both the NSIHT and NSHTP involve two parameters:  and
λ. Clearly, the choice of these parameters might affect the
behaviour of the algorithms. By generating random examples
as above (i.e, A ∈ R500×1000, and x∗ ∈ R1000 with ‖x∗‖0 =
150 and y := Ax∗), we perform NSIHT and NSHTP on such
an example to test how the choice of (, λ) might affect the
residual reduction in the course of the algorithms. The result
for NSIHT is summarized in Fig. 2, in which (a) is the result
for λ = 1 and several different values of , and (b) is the result
for  = 1 and several different values of λ. The simulations
indicate that the performance of the algorithms in residual
reduction is closely related to the choice of the stepsize λ,
while relatively insensitive to the change of .
The results for NSHTP are given in Fig. 3. Similar to
NSIHT, the performance of NSHTP is not very sensitive to
the change of , but can be remarkably influenced with the
value of the stepsize λ. It can be seen from Fig. 3(b) that
the NSHTP with λ = 1 or λ = 2 behaves well, however, the
oscillation phenomenon in residual reduction were observed
when λ = 15 and λ = 50.
B. Performance of sparse signal recovery
Several experiments were carried out to demonstrate the
performance of the proposed algorithms in sparse signal
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(b) NSIHT:  = 1, different stepsize λ
Fig. 2: Performance of NSIHT in residual reduction with
different  and λ
recovery. The first one is to test the influence of the ratio
between the number of measurements and signal length as
well as the number of iterations. The second experiment is to
show how the choice of the parameters λ and  might affect the
signal recovery performance of the algorithms. The last one is
to examine the recovery capability of the proposed algorithms
with noisy or inaccurate measurements of sparse signals.
1) Influence of the ratio m/n and number of iterations:
By setting  = 1 and λ = 1, we test the algorithms with
three different ratios: m/n = 0.5, 0.4, and 0.3. The specific
random matrices with such ratios in our experiments are taken
as 500× 1000, 400× 1000 and 300× 1000, respectively. The
algorithms start from the initial point x0 = 0 and adopt the
stopping criterion
‖xp − x∗‖2
‖x∗‖2 ≤ 10
−3. (31)
The results for NSIHT which is performed a total number
of 20 and 50 iterations, respectively, are shown in Fig. 4, and
the results for NSHTP are shown in Fig. 5. In these figures,
the horizontal axes are the ratios of the sparsity level k and
the signal length n. The vertical axes record the success rate
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Fig. 3: Performance of NSHTP in residual reduction with
different  and λ
of recovery. The success rate corresponding to each ratio k/n
was calculated by performing the algorithms on 250 randomly
generated examples of recovery problems. From Fig. 4 and
Fig. 5, it can be observed that performing more iterations
generally produce a better recovery result. Also, we see that
the lower the ratio m/n (i.e., the less number of measurements
are available), the narrower the range of sparse signals can
be recovered via these algorithms. Compared with Fig. 4,
the result in Fig. 5 indicates that in many situations, using a
pursuit step is able to improve the performance of the NSIHT
in both convergence speed and signal recovery capability.
When convergent, the NSHTP usually requires less number
of iterations than NSIHT.
2) Influence of the parameters (, λ) : The recovery per-
formance of the algorithms with different choices of their
parameters was also examined through simulations. The results
for  = 1, 2 and λ = 1, 2, respectively, are given in Fig. 6.
The recovery ability of the algorithms is not very sensitive to
the change of , but might be affected clearly with the change
of λ. Fig. 7 further compares the influence of the stepsize on
the recovery ability of NSIHT and NSHTP. It can be seen that
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Fig. 4: Recovery performance of NSIHT with different number
of iterations
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Fig. 5: Recovery performance of NSHTP with 20 and 50
iterations
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Fig. 6: Comparison of NSIHT and NSHTP in signal recovery
with different λ and 
the NSIHT is more sensitive to the change of λ than NSHTP.
It seems that λ = 1.5, 2 are good choices for these algorithms.
3) Performance in noisy environments: Finally, we test the
algorithms on random recovery problems with inaccurate mea-
surements (the measurements are affected by certain random
noises). In this experiments, the size of random matrices A is
still set as 500×1000 and the length of the sparse signal x∗ is
n = 1000. The measurements y = Ax∗ + e is not exact, and
the noisy vector e ∈ R500 is a Gaussian random vector with
scale 0.001. We still use (31) as the stopping criterion and
the algorithms start from x0 = 0. For each sparsity ratio k/n,
the algorithms are performed on 250 random examples of the
problems. With  = 1, the results for two different choices of
stepsizes and number of iterations are shown in Fig. 8. The
simulations indicate that the NSIHT and NSHTP are able to
recover or approximate the signals from slightly inaccurate
measurements of the signals.
VI. CONCLUSIONS
In this paper, a class of Newton-step-based hard thresh-
olding algorithms was introduced. The unique feature of the
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(a) NSIHT: 50 iterations
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Fig. 7: Influence of stepsizes in NSIHT and NSHTP
proposed algorithms is that the traditional steepest descent
search direction is replaced by a Newton-like search direction.
We have proved that with proper choices of the parameter and
stepsize, the proposed algorithms can guarantee to recover a
sparse signal if the measurement matrix satisfies the standard
restricted isometry property. The empirical results indicate that
the new algorithms are efficient for signal recovery and can
also stabilize the objective reduction during the course of
iterations.
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