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Abstract. We propose the empirical cumulative entropy as a variability
measure suitable to describe the information content in neuronal ﬁring
data. Some useful characteristics and an application to a real dataset are
also discussed.
1 Introduction
The cumulative entropy has been proposed recently in Di Crescenzo and Lon-
gobardi [3] as a measure of the uncertainty contained in a random variable. It
plays a relevant role in reliability theory, being particularly suitable to describe
the information in problems related to ageing properties based on the past and
on the inactivity times. The empirical cumulative entropy has been considered
in Di Crescenzo and Longobardi [4] in order to estimate the information content
of the cumulative entropy in random lifetimes. It has been shown to depend on
the dual normalized sample spacings, and to converge to the cumulative entropy
as the sample size goes to inﬁnity.
In this paper we show some connections between the partition entropy, the
cumulative entropy and the cumulative residual entropy. Moreover, we illustrate
the usefulness of the empirical cumulative entropy to the analysis of variabil-
ity in temporal patterns in neuronal coding. Attention is given to the measure
of distance between neuronal spykes, by taking as reference the sample data
presented in Kass et al. [9].
2 Entropies
Consider an absolutely continuous non-negative random variable X ; let F (x) =
P (X ≤ x) be its distribution function and F (x) = 1−F (x) its cumulative resid-
ual distribution (also known as survival function). Denote by f(x) the probability
density function of X . According to Bowden [1], the function
h(x) = −[F (x) logF (x) + F (x) logF (x)], x ≥ 0 (1)
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is the partition entropy at x. It can be seen as a measure of the information
derived from knowing whether X takes values in [0, x] or in (x,+∞). Indeed,
denoting the Shannon diﬀerential entropy of X by
H := −E[log f(X)] = −
∫ +∞
0
f(x) log f(x) dx,
for all t > 0 we have (cf. Proposition 2.1 of Di Crescenzo and Longobardi [2]):
H = h(t) + F (t)H(t) + F (t)H(t), (2)
In Eq. (2) H(t) and H(t) denote respectively the residual entropy and the past
entropy of X , deﬁned for t > 0 as
H(t) = −
∫ +∞
t
f(x)
F (t)
log
f(x)
F (t)
dx, H(t) = −
∫ t
0
f(x)
F (t)
log
f(x)
F (t)
dx.
These functions have been introduced by Ebrahimi and Pellerey [6] and by Di
Crescenzo and Longobardi [2] in order to describe uncertainty in residual lifetime
distributions and in past lifetime distributions, respectively.
More recently, aiming to provide an alternative to the diﬀerential entropy for
the description of information in stochastic systems, the following new uncer-
tainty measures have been proposed:
E(X) = −
∫ +∞
0
F (x) logF (x) dx, CE(X) = −
∫ +∞
0
F (x) logF (x) dx. (3)
The ﬁrst measure is known as cumulative residual entropy, and has been studied
by Rao [17] and Rao et al. [18]. We also recall that E(X) has been applied to
image analysis in [24]. The second measure is named cumulative entropy. It has
been proposed and investigated by Di Crescenzo and Longobardi [3], [4] and [5].
The measures E(X) and CE(X) can be viewed as dual, since they are useful to
describe information in dynamic reliability systems when uncertainty is related
to the future, and to the past, respectively. Moreover, from (1) and (3) we have
the following nice relation between the partition entropy, the cumulative residual
entropy and the cumulative entropy:
E(X) + CE(X) =
∫ +∞
0
h(x) dx.
3 Empirical Cumulative Entropy
It has been pointed out in Di Crescenzo and Longobardi [3] that CE(X) can be
estimated by means of the empirical cumulative entropy. Given a random sam-
ple X1, X2, . . . , Xn of non-negative random variables the empirical cumulative
entropy is deﬁned as
CE(Fˆn) = −
∫ +∞
0
Fˆn(x) log Fˆn(x) dx,
which is expressed in terms of the empirical distribution of the sample
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Fig. 1. Function −x log(x) with indication of weights j
n
log j
n
for 1 ≤ j ≤ n − 1, and
n = 20
Fˆn(x) =
1
n
n∑
i=1
1{Xi≤x}, x ∈ R.
Asymptotic results of CE(Fˆn) involve its a.s. convergence to CE(X) (see Proposi-
tion 2 of [4]) and a central limit theorem in the case of exponentially distributed
random variables (see Theorem 7.1 of [3]). Denoting byX(1) ≤ X(2) ≤ . . . ≤ X(n)
the order statistics of the random sample, we also notice that CE(Fˆn) can be ex-
pressed as
CE(Fˆn) = −
n−1∑
j=1
Uj+1
j
n
log
j
n
, (4)
where
U1 = X(1), Ui = X(i) −X(i−1), i = 2, 3, . . . , n,
are the sample spacings. Hence, Eq. (4) expresses that the empirical cumulative
entropy is a linear combination (with positive weights) of the sample spacings
U2, . . . , Un. Since the function −x log(x) is concave and attains its maximum
for x = e−1 ≈ 0.3679, the outer spacings U2 and Un possess small weights (i.e.,
1
n log
1
n and
n−1
n log
n−1
n ), whereas the larger weight is given to the spacing Uj+1
such that j is close to 0.3679n. As example, Figure 1 shows the case n = 20,
where the larger weight jn log
j
n corresponds to j = 0.35.
In other terms, the empirical cumulative entropy is asymmetric in the sense
that it measures the distance between adjacent ordered sample data by giving
asymmetric weights to such distances. Hence, it is particularly suitable to mea-
sure variability in data distributions that are skewed to the right, such as those
describing the ﬁring times in neuronal activity. This is conﬁrmed in the following
example, where for a suitable family of random variables the minimum of the
variance is attained in the middle point of the range of the parameter θ (i.e.,
when the density is symmetric), whereas for the cumulative entropy the mini-
mum is located in a diﬀerent point, situated on the left (by which the density is
positively skewed).
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Fig. 2. Plot of CE(Fˆn) (top) and Var(X) (bottom) as θ ∈ (0, 1) in Example 1
Example 1. Consider the following family of triangular probability density func-
tions, where θ is the location of the mode:
fX(x) =
⎧⎪⎪⎨
⎪⎩
2x
θ
, 0 ≤ x ≤ θ
2(x− 1)
θ − 1 , θ ≤ x ≤ 1
(0 ≤ θ ≤ 1).
Since Var(X) = (1− θ+ θ2)/18, it attains its minimum for θ = 0.5, whereas the
cumulative entropy is minimum for θ ≈ 0.27, as shown in Figure 2.
4 Neural Coding
In this section we discuss the application of the empirical cumulative entropy to
neuronal ﬁring data.
The relevance of computational methods of information theory in studying
and understanding the neural coding has been pinpointed in many investigations.
See, for instance, the reviews by Kosta´l and La´nsky´ [12] and Kosta´l et al. [13]
on some recently proposed measures of randomness compared to the coeﬃcient
of variation, which is the frequently employed measure of variability of spiking
neuronal activity.
Among several contributions we recall the paper by Kosta´l and La´nsky´ [10],
which deals with a measure of the information rate of a single stationary neuronal
activity; such measure is based on the Kullback-Leibler (KL) distance between
two interspike interval distributions. The KL information distance has also been
used in the ﬁeld of neuronal coding as a tool in classiﬁcation problems (cf.
Johnson et al. [8]), as a predictor of purely rate coding models (cf. Johnson and
Glantz [7]), and for judging similarity between two diﬀerent interspike interval
distributions (cf. Kosta´l and La´nsky´ [11]).
Another kind of information measure, suitably deﬁned in terms of the diﬀer-
ential entropy, is the so-called normalized entropy. This is explored in Kosta´l et
al. [15] as a measure of randomness of neuronal ﬁrings concerning the Ornstein-
Uhlenbeck neuronal model (see Ricciardi [19], Ricciardi and Sacerdote [20] and
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Fig. 3. Histogram of 242 neural sample data by Kass et al. [9]
Ricciardi et al. [21] for comprehensive descriptions of such stochastic model). A
detailed discussion of the properties of the normalized entropy, and comparisons
with the widely employed standard deviation measure are given in Kosta´l and
Marsalek [14].
Moreover, on the ground of a distance measure proposed by Victor and Pur-
pura [23] and based on a suitable cost function, a sort of related discrimination
measure for the distance between two spike trains is proposed by Van Rossum
[22] to measure the intrinsic noise of a model neuron.
In this framework we propose to adopt the empirical cumulative entropy as a
new suitable tool able to ascertain information in the context of neuronal ﬁring
data. Indeed, as suggested in Example 1 for the cumulative entropy, this novel
measure is especially suitable to ﬁt skewed-to-the-right distributions, such as
those typically involved in neural activity. Hereafter we employ the empirical
cumulative entropy in a preliminary example, aiming to discuss its eﬀective
characteristics in a subsequent paper.
Example 2. We consider a case-study based on a dataset of 242 spike times
observed in 8 trials on a single neuron. Data are taken from the paper by Kass
et al. [9]. The corresponding histogram is shown in Figure 3.
The spike times of the ﬁrst trial are listed hereafter (n = 29):
{136.842, 145.965, 155.088, 175.439, 184.561, 199.298, 221.053, 231.579,
246.316, 263.158, 274.386, 282.105, 317.193, 329.123, 347.368, 360.702,
368.421, 389.474, 392.982, 432.281, 449.123, 463.86, 503.86, 538.947,
586.667, 596.491, 658.246, 668.772, 684.912}.
These data lead to the following estimated cumulative entropy:
CE(Fˆ29) = −
n−1∑
j=1
Uj+1
j
n
log
j
n
= 131.223.
For each of the 8 trials we exhibit the empirical cumulative entropy in Figure 4,
whereas the mean ﬁring times and the standard deviation are shown in Figure
5. We notice that the orderings among the empirical cumulative entropies, the
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Fig. 6. The empirical cumulative entropy of the ﬁrst n data of the 8 trials
sample means and the standard deviations of the 8 trials are not identical. This
show that the empirical cumulative entropies allows to gain information on the
variability in the sample data quite diﬀerent from that provided by classical
statistical indices.
We ﬁnally remark that, in general, if the sample data are arranged in increas-
ing order, then the empirical cumulative entropy is not necessarily increasing in
n (see [5]). This is conﬁrmed by Figure 6, where for each dataset of the 8 trials
we plot the empirical cumulative entropy of the ﬁrst n data, by assuming that
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the sample data are observed in increasing order. For certain trials the resulting
curve are shown to be not increasing.
5 Concluding Remarks
In conclusion we pinpoint that one of the crucial and actual problems of neu-
roscientists is to understand the neural coding adopted by the brain to handle
information. Up to now the following 2 hypothesis were considered: (i) infor-
mation is based on the neuronal spike frequency (the number of spikes in the
time unit); (ii) information is based on the temporal occurrence of spikes (the
sequence of spikes). In the past a common working assumption stated that it
is impossible that the two above neural coding coexist. On the contrary, recent
wide analysis on current experimental results suggest that the two codes may
be adopted simultaneously by the brain (see Kumar et al. [16]).
On the ground of these novel ﬁndings, in a future research we plan to generalize
the cumulative entropy to the two-dimensional case, in order to use this new
measure to discriminate and describe information in multivariate patterns based
on both the number and the sequence of neural spikes.
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