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Gert-Ludwig Ingold4, Astrid Lambrecht3, and Serge Reynaud3
It has been increasingly becoming clear that Casimir
and Casimir-Polder entropies may be negative in cer-
tain regions of temperature and separation. In fact, the
occurrence of negative entropy seems to be a nearly
ubiquitous phenomenon. This is most highlighted in the
quantum vacuum interaction of a nanoparticle with a
conducting plate or between two nanoparticles. It has
been argued that this phenomenon does not violate
physical intuition, since the total entropy, including the
self-entropies of the plate and the nanoparticle, should
be positive. New calculations, in fact, seem to bear this
out at least in certain cases.
1 The thermal Casimir puzzle
For 15 years there has been a controversy surrounding
entropy in the Casimir effect. This is most famously cen-
tered around the issue of how to describe a real metal, in
particular, the permittivity ε(ω) at zero frequency [1]. The
latter determines the low-temperature and high temper-
ature corrections to the free energy, and hence to the en-
tropy. The issue involves how ω2ε(ω) behaves as ω→ 0.
Dissipation or finite conductivity implies this vanishes;
this leads to a linear temperature dependence at low tem-
perature, and a reduction of the high-temperature force.
Most experiments [2–4], but not all [5], favor the nondis-
sipative plasma model! For an overview of the status of
both theory and experiment, see Ref. [6].
The Drude model, and general thermodynamic and
electrodynamic arguments, suggest that the transverse
electric (TE) reflection coefficient at zero frequency for
a good, but imperfect, metal plate should vanish. Care-
ful calculations for lossy parallel plates show that at very
low temperature the free energy approaches a constant
quadratically in the temperature, thus forcing the en-
tropy to vanish at zero temperature [7]. Thus, there is no
violation of the third law of thermodynamics. However,
there would persist a region at low temperature in which
the entropy would be negative. This was not thought to
be a problem, since the interaction Casimir free energy
does not describe the entire system of the Casimir ap-
paratus, whose total entropy must necessarily be posi-
tive. The physical basis for the negative entropy region
remains somewhatmysterious. Herewe address negative
entropy arising from geometry. The interplay of geome-
try and material properties is further explored in Ref. [8].
For some time it has been known that negative en-
tropy regions can emerge geometrically. For example,
when a perfectly conducting sphere is near a perfectly
conducting plate, the entropy at room temperature can
turn negative, with enhancement of the effect occurring
for smaller spheres [9]. The occurrence of negative inter-
action entropies for a small sphere in front of a plane or
another sphere is illustrated in Fig. 1 within the dipole
and single-scattering approximation. Since the negative
entropy region is enhanced by making the sphere small,
this suggests that the phenomena be explored by consid-
ering the dipole approximation only. That is, we will ex-
amine point particles, atoms or nanoparticles, character-
ized by electric and magnetic polarizabilities.
Henceforth, we will use natural units with ħ = c =
kB = 1.
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Figure 1 (online color at: www.fp-journal.org) The entropy
of interaction between a sphere and a plane (Sph-Pl) and be-
tween two spheres (Sph-Sph) normalized with respect to the
respective high-temperature values is displayed as a function
of the product of distance Z and temperature T . The entropy
has been evaluated within the dipole and single-scattering ap-
proximation [10]. The inset shows the behavior of the entropy
for small T Z . We call the negative entropy region perturbative
for the sphere-plane configuration and nonperturbative for the
sphere- sphere configuration.
2 CP free energy–multiple-scattering
approach
This section is based on Ref. [11]. The general formula for
the free energy between two objects is
F12 =
1
2
Trln(1−Γ0T
E
1Γ0T
E
2 )+
1
2
Trln(1−Γ0T
M
1 Γ0T
M
2 )
−
1
2
Trln(1+Φ0T
E
Φ0T
M ) , (1)
where the E-M interference term does not separate the
contributions from the two bodies [12]. Here Γ0 is the
free electromagnetic Green’s dyadic, and Φ0 = −
1
ζ∇ ×
Γ0 in terms of the imaginary frequency ζ. We initially
consider the interaction between a perfectly conducting
plate and an electrically polarizable “atom.”Here appear-
ing is the purely electric scattering matrix for a perfectly
conducting plate, defined from
Γ0TpΓ0 =Γ−Γ0, (2)
where the well-known image construction gives
(Γ−Γ0)(r,r
′)=−Γ0(r,r
′
−2zˆz ′) · (1−2zˆzˆ) . (3)
For the atom the scattering matrices are identified with
the potentials,
T
E
a =V
E
a = 4piαδ(r−R), T
M
a =V
M
a = 4piβδ(r−R) , (4)
and because we can regard this interaction as weak, we
can expand the logarithms in Eq. (1) and keep only the
first term, the single-scattering approximation. If we as-
sume the principal axis of the atom aligns with the di-
rection normal to the plate, and the atom is symmetric
around that axis, the electric polarizability is
α=diag(α⊥,α⊥,αz ) , γ=α⊥/αz , (5)
which gives the definition of the anisotropy parameter γ.
In this way we easily obtain the free energy
F Eap =−
3αz
8piZ 4
f (γ, y) , (6)
where we have pulled out the ordinary Casimir-Polder
(CP) energy [13]. Here, the reduced free energy is
f (γ, y)=
y
6
[(1+γ)(1− y∂y )+γy
2∂2y ]
1
2
coth
y
2
(7)
(the normalization is chosen so that f (1,0) = 1), where
y = 4piZ T , Z being the separation between the atom and
the plate. The corresponding entropy is
SEnp =−
∂
∂T
F Enp =
3αz
2Z 3
∂
∂y
f (γ, y)=
3αz
2Z 3
s(γ, y) . (8)
For large y this entropy approaches a constant,
s(γ, y)∼
1
12
(1+γ) , y →∞ , (9)
while for small y ,
s(γ, y)∼
1
540
(1−2γ)y3+O(y5) . (10)
The entropy vanishes at T = 0, and then starts off neg-
ative for small y when γ > 1/2. In particular, even for
an isotropic, solely electrically polarizable, nanoparticle,
where γ= 1, the entropy is negative for a certain region in
y , as discovered in Ref. [14]. The behavior of the entropy
with γ is illustrated in Fig. 2. For an isotropic nanopar-
ticle, the negative entropy region occurs for 4piZ T <
2.97169, or at temperature 300 K, for distances less than
2 µm.
Most Casimir experiments are performed at room
temperature. Therefore, it might be better to present the
entropy in the form
SEnp =
3αz
2
(4piT )3 s˜(γ, y) , s˜(γ, y)= y−3s(γ, y) , (11)
which in view of Eq. (10) makes explicit that the entropy
tends to a finite value as Z → 0. This version of the en-
tropy for the isotropic case is plotted in Fig. 3.
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Figure 2 Scaled entropy s, defined in Eq. (8), between a
purely electrically polarizable nanoparticle and a conducting
plate, as a function of the product of the temperature times the
distance from the plate. The different curves, bottom to top for
large Z T are for γ= 0 (blue), 1/2 (red), 1 (yellow), 2 (green).
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Figure 3 Rescaled entropy s˜ plotted as a function of 4piZ T
for γ= 1.
Wecan also break up the electric response of the plate
into TE and TM components, which we denote by E and
H respectively. The TE contribution is always negative,
while the TM is mostly positive, as shown in Fig. 4. For
sufficient anisotropy, we see in Fig. 5 that even for a solely
electrically polarizable nanoparticle SH can turn nega-
tive, which occurs for γ> 2. This sign reversal is seen per-
turbatively, because
sH (γ, y)∼
y3
540
(
1−
γ
2
)
, y ≪ 1. (12)
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Figure 4 The entropy between an electrically polarizable
atom or nanoparticle and a conducting wall. The solid curves
are the total entropy, the short-dashed curves are for the TM
plate contribution, and the long-dashed curves are for TE. Re-
ferring to the ordering for large T Z , the inner set of curves
(black) is for γ = 0, the next set (red) is for γ = 1/2, where
the negative total entropy region starts to appear, the third set
(blue) is for γ= 1, and the outer set (magenta) is for γ= 2.
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Figure 5 The inner set of curves (black) are for γ = 1, and
the outer curves (red) for γ= 10. Again, the solid curves show
the total entropy s, the long-dashed curves show the TE con-
tribution sE , and the short-dashed curves the TM contribution
sH .
The magnetic polarizability contribution from the
atom is obtained from the electric polarizability entropy
by the replacementα→−β, as demonstrated in Ref. [11].
This simple relation between the electric and magnetic
polarizability contributions was noted earlier in Ref. [15].
In particular, for the interesting case of a conducting
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sphere of radius a, where
α=−2β= a3 , (13)
the previous results apply, except multiplied by a factor
of 3/2. In that case, the limiting value of the entropy is
S(T )∼−
4
15
(piaT )3 , 4piZ T ≪ 1. (14)
3 CP interaction of 2 nanoparticles
Let us now consider two nanoparticles, one located at
the origin and one at R = (0,0,Z ). Let the nanoparticles
have both static electric andmagnetic polarizabilitiesαi ,
βi , i = 1,2. We will again suppose the nanoparticles to
be anisotropic, but, for simplicity, having their princi-
pal axes aligned with the direction connecting the two
nanoparticles, and symmetric around that axis:
αi = diag(α
i
⊥
,αi
⊥
,αiz ) , βi = diag(β
i
⊥
,βi
⊥
,βiz ) . (15)
The methodology is very similar to that explained in the
particle/plate discussion. Again, the details are given in
Ref. [11].
For pure E nanoparticles the interaction entropy is ex-
pressed as a derivative of the free energy,
SEE =
23α1zα
2
z
Z 6
sEE (γ, y) , sEE (γ, y)=
∂
∂y
f (γ, y) . (16)
Here γ = γ1γ2 is the product of the anisotropies of the
two atoms. The asymptotic limits are
sEE (γ, y) ∼
2+γ
23
, y ≫ 1, (17a)
sEE (γ, y) ∼
1
2070
(1−γ)y3 , y ≪ 1, (17b)
so even in the pure electric case there is a region of neg-
ative entropy for γ> 1, illustrated in Fig. 6. The coupling
of two magnetic polarizabilities is given by precisely the
same formulas, except for the replacementα→β.
For atoms possessing both electric and magnetic po-
larizabilities, there is also an EMcross term,which comes
from the last term in Eq. (1),
SE M =−
7
Z 6
(α1
⊥
β2
⊥
+β1
⊥
α2
⊥
)sE M . (18)
This involves only the transverse polarizabilities of the
atoms; it is always negative, and also vanishes rapidly for
small y :
sE M ∼−
y5
7056
, y ≪ 1. (19)
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Figure 6 The entropy sEE (γ, y) for two anisotropic purely
electrically polarizable nanoparticles with separation Z and
temperature T . When γ = γ1γ2 > 1 the entropy can be neg-
ative. The curves, bottom to top for large Z T are for γ = 0
(blue), γ= 1 (red), γ= 2 (yellow).
5 10 15 20
0
5
10
15
4 Π T Z
s
Figure 7 Entropy of two identical isotropic atoms (γα = γβ =
1) for different values of r =β/α. Starting from highest to low-
est curves on the left, the entropy is given for r = 1 (purple),
0 (green), −1/8 (yellow),−1/2 (red), −2 (blue). What is plot-
ted in this and the following figures is s, where the entropy is
S = [(α1z )
2/Z 6]s.
Figure 7 shows the entropy of identical isotropic atoms,
for different values of the electric and magnetic polariz-
abilities.
Now we consider the atoms as having equal polariz-
abilities and equal anisotropies. Again, as seen perturba-
tively, the boundary value for negative entropy is γ= 1, as
seen in Fig. 8.
4 Copyright line will be provided by the publisher
Fortschritte der Physik, October 1, 2018
1 2 3 4
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
4 Π T Z
s
Figure 8 Here the identical nanoparticles have equal electric
and magnetic polarizabilities, and equal anisotropies. γ = 0
(green), 1 (yellow), 2 (red), 4 (blue), respectively, top to bottom
on the left.
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Figure 9 The case of two identical conducting spheres where
αz = −2βz , with electrical isotropy, but magnetic anisotropy
γβ = 0 (yellow), 1 (red), 2 (blue), reading from top to bottom.
Particularly interesting is the case of two identical per-
fectly conducting spheres, where α = −2β, illustrated in
Fig. 9.
In many cases we see instances of nonperturbative
negative entropy, by which we mean that for small Z T
the entropy is initially positive, but turns negative for
larger values of Z T , after which it becomes positive again.
Examples are shown in Figs. 1 and 10.
A Drude-model nanoparticle is characterized by hav-
ing no magnetic polarizability. The interaction between
two such isotropic nanoparticles does not exhibit repul-
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Figure 10 Two identical nanoparticles with βz = −αz/2, ap-
propriate for a conducting sphere, isotropic magnetically, γα =
0.6 (magenta), 0.743 (dashed blue), 0.8 (short dashed red), 1
(black).
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Figure 11 Interaction entropy between a perfectly conduct-
ing nanoparticle, β1 = − 12α1, and a Drude nanoparticle with
the same electric polarizability and no magnetic polarizability,
with α2 = α1, β2 = 0. Now it is assumed that the nanoparti-
cles are electrically isotropic, γα = 1. The dependence on the
magnetic anisotropy of the first nanoparticle is shown. Read-
ing from top to bottom the magnetic anisotropies are γβ1 = 0.5
(green), 0.66 (purple), 0.8 (yellow), 1 (blue), 1.1 (red).
sion, although, as already seen in Fig. 6, they would ex-
perience negative entropy for γ > 1. However, the inter-
action between a perfectly conducting nanoparticle and
Drude nanoparticle ismore interesting, as seen in Fig. 11,
for equal electric polarizabilities.
We summarize our findings in the table 1.
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Table 1 Summary of circumstances under which negative
entropy appears in the interaction between nanoparticles or
between a nanoparticle and a plate.
Two nanoparticles or particle/plate Negative entropy?
E/E S < 0 occurs for γα > 1
E/M S < 0 always
PC/PC S < 0 for γα > 0.74 or γβ > 0.54
PC/D S < 0 for γα > 0.91 or γβ > 0.66
E/TE plate S < 0 always
E/TM plate S < 0 for γα > 2
E/PC or D plate S < 0 for γα > 1/2
4 Do self-entropies resolve puzzle?
We have suggested that positive self-entropies from the
bodies nullify this negative interaction entropy. But is
this possible? We have considered, in idealized models,
the self-entropies of plates and nanospheres. A complete
account of this work will appear elsewhere [16].
As a simple model we considered an anisotropic δ-
function plate described by a permittivity [17]
ǫ−1=diag(λ,λ,0)δ(z) . (20)
The regulated free energy of the plate per unit area A is
given by
F
A
= −
T
4pi
∞∑
m=−∞
eiζmτ
∫
∞
0
dk k J0(kδ)
×
[
ln
2
2+λκm
+ ln
2κm
2κm +λζ2m
]
. (21)
Here the two terms are the TM and the TEmodes, respec-
tively, andκm =
√
k2+ζ2m , ζm = 2pimT being theMatsub-
ara frequency. This is regulated by point splitting: in (Eu-
clidean) time by a parameter τ, and in transverse space
by a two-dimensional vector δ.
As in realistic materials, it is essential to include dis-
persion. Here we take the plasma model: λ = λ0
ζ2m
. Then
the entropy is finite (not the free energy) and we find the
following results for the entropy per unit area,
S
A
=−
∂
∂T
F
A
=
λ20
16pi
s, x =
λ0
4piT
. (22)
The TE self-entropy is always negative. The limiting val-
ues for low and high temperatures are
sTE(x) ∼ −
3ζ(3)
4pi2x2
, x ≫ 1, (23a)
sTE(x) ∼ −
1
3x
+
3
4
−
1
2
ln2pix , x ≪ 1. (23b)
Figure 12 Total, TE, and TM entropy of a δ-function plate,
shown by solid, dotted, and dashed line. Here the reduced
entropy s is plotted, defined by Eq. (22).
The TM self-entropy is always positive. The limiting val-
ues for low and high temperature is this case are
sTM(x) ∼
3ζ(3)
4pi2
1
x2
+
1
15
1
x3
+
15ζ(5)
4pi4
1
x4
, x ≫ 1, (23c)
sTM(x) ∼
15ζ(5)
2pi4
1
x4
+
3ζ(3)
2pi2
1
x2
, x ≪ 1. (23d)
The latter overwhelms the former (except for λ0/T ≫
1, to which case we will return below), so the electro-
magnetic self-entropy is positive, and would likely over-
whelm the negative CP energy of an atom interacting
with the plate. See Fig. 12.
In the strong coupling limit, the TE and TM self-
entropies cancel. However, we must also consider the
self-entropies of the nanoparticle. These are easily com-
puted from the free energies calculated from the poten-
tials given in Eq. (4):
Fα =−
T
2
TrVEnΓ0, Fβ =−
T
2
TrVMn Γ0. (24)
Again, we regulate this with a spatial cutoff δ. An ele-
mentary calculation yields, under the assumption that α
posseses no frequency dependence (consistent with the
above calculations of the interaction entropies),
Fα =
2α
piδ4
−
2α
15
pi3T 4, (25)
which diverges as δ→ 0, but gives a finite entropy. When
the corresponding Sβ contribution is added, the entropy
for a perfectly conducting sphere is
S =
4α
15
(piT )3→
4
15
(piaT )3. (26)
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This result agrees with that found by Balian and Du-
plantier [18]. This termprecisely cancels the extremeneg-
ative value for the interaction entropy between an per-
fectly conducting nanosphere and a perfectly conduct-
ing plate seen in Eq. (14). So the total entropy is positive,
at least in this interesting instance.
5 Conclusions
In this paper we have discussed situations in which neg-
ative Casimir-Polder entropy can arise from purely ge-
ometrical configurations, say between an atom and a
plate, or between two atoms. Here the atoms are char-
acterized by static electric and magnetic polarizabilities.
We study this effect in this regime because the domi-
nant negative entropy phenomena seem to occur in situ-
ations where the dipole approximation is valid. Negative
entropy arises because of an interplay between E and H
modes, or anisotropy in the polarizability of the atoms.
Sometimes the effect is perturbative, in that negative en-
tropy occurs for the lowest temperatures, but in other
cases it is nonperturbative, in that the entropy starts off
positive, but changes sign for larger temperatures.
The interpretation of negative entropy is not alto-
gether clear. Therefore,wehave examined the self-entropy
of the plates and of the nanoparticles. In thiswaywe have
seen, at least in some rather realistic situations, that the
total entropy, including the finite self-entropies of the
bodies, may always be positive. This argument requires
no appeal to the positive entropy of empty space.
It would be extremely interesting if such effects could
be observed in laboratory experiments. The entropy is
not such a directly observable quantity, however, so
it might prove more feasible to look at regions where
the specific heat turns negative. This is a related phe-
nomenon, since
Cv = T
∂S
∂T
. (27)
For a discussion of negative specific heats in the context
of dissipative quantum systems see, e.g., Ref. [19] and ref-
erences therein, as well as Ref. [20] for a discussion in re-
lation to the Casimir effect.
Finally, we remark that negative entropy is not unre-
lated to Casimir repulsion (see, for example, Ref. [21]). In
both cases what is involved is nonmonotonicity in the
quantum free energy. Here, too, experiments revealing
such phenomena in geometric contexts would be wel-
come.
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