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Abstract
We present PESMO, a Bayesian method for identifying the Pareto set of multi-objective optimiza-
tion problems, when the functions are expensive to evaluate. The central idea of PESMO is to choose
evaluation points so as to maximally reduce the entropy of the posterior distribution over the Pareto set.
Critically, the PESMO multi-objective acquisition function can be decomposed as a sum of objective-
specific acquisition functions, which enables the algorithm to be used in decoupled scenarios in which
the objectives can be evaluated separately and perhaps with different costs. This decoupling capability
also makes it possible to identify difficult objectives that require more evaluations. PESMO also offers
gains in efficiency, as its cost scales linearly with the number of objectives, in comparison to the ex-
ponential cost of other methods. We compare PESMO with other related methods for multi-objective
Bayesian optimization on synthetic and real-world problems. The results show that PESMO produces
better recommendations with a smaller number of evaluations of the objectives, and that a decoupled
evaluation can lead to improvements in performance, particularly when the number of objectives is large.
1 Introduction
We address the problem of optimizing K real-valued functions f1(x), . . . , fK(x) over some bounded do-
main X ⊂ Rd, where d is the dimensionality of the input space. This is a more general, challenging and
realistic scenario than the one considered in traditional optimization problems where there is a single-
objective function. For example, in a complex robotic system, we may be interested in minimizing the
energy consumption while maximizing locomotion speed Ariizumi et al. (2014). When selecting a finan-
cial portfolio, it may be desirable to maximize returns while minimizing various risks. In a mechanical
design, one may wish to minimize manufacturing cost while maximizing durability. In each of these multi-
objective examples, it is unlikely to be possible to optimize all of the objectives simultaneously as they
may be conflicting: a fast-moving robot probably consumes more energy, high-return financial instruments
typically carry greater risk, and cheaply manufactured goods are often more likely to break. Nevertheless,
it is still possible to find a set of optimal pointsX ? known as the Pareto set Collette & Siarry (2003). Rather
than a single best point, this set represents a collection of solutions at which no objective can be improved
without damaging one of the others.
In the context of minimization, we say that x Pareto dominates x′ if fk(x) ≤ fk(x′) ∀k, with at least
one of the inequalities being strict. The Pareto set X ? is then the subset of non-dominated points in X ,
i.e., the set such that ∀x? ∈ X ?, ∀x ∈ X , ∃ k ∈ 1, . . . ,K for which fk(x?) < fk(x). The Pareto set is
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considered to be optimal because for each point in that set one cannot improve in one of the objectives
without deteriorating some other objective. Given X ?, the user may choose a point from this set according
to their preferences, e.g., locomotion speed vs. energy consumption. The Pareto set is often not finite, and
most strategies aim at finding a finite set with which to approximate X ? well.
It frequently happens that there is a high cost to evaluating one or more of the functions fk(·). For
example, in the robotic example, the evaluation process may involve a time consuming experiment with the
embodied robot. In this case, one wishes to minimize the number of evaluations required to obtain a useful
approximation to the Pareto set X ?. Furthermore, it is often the case that there is no simple closed form for
the objectives fk(·), i.e., they can be regarded as black boxes. One promising approach in this setting has
been to use a probabilistic model such as a Gaussian process to approximate each function Knowles (2006);
Emmerich (2008); Ponweiser et al. (2008); Picheny (2015). At each iteration, these strategies use the
uncertainty captured by the probabilistic model to generate an acquisition (utility) function, the maximum
of which provides an effective heuristic for identifying a promising location on which to evaluate the
objectives. Unlike the actual objectives, the acquisition function is a function of the model and therefore
relatively cheap to evaluate and maximize. This approach contrasts with model-free methods based on
genetic algorithms or evolutionary strategies that are known to be effective for approximating the Pareto
set, but demand a large number of function evaluations Deb et al. (2002); Li (2003); Zitzler & Thiele
(1999).
Despite these successes, there are notable limitations to current model-based approaches: 1) they often
build the acquisition function by transforming the multi-objective problem into a single-objective problem
using scalarization techniques (an approach that is expected to be suboptimal), 2) the acquisition function
generally requires the evaluation of all of the objective functions at the same location in each iteration,
and 3) the computational cost of evaluating the acquisition function typically grows exponentially with the
number of objectives, which limits their applicability to optimization problems with just 2 or 3 objectives.
We describe here a strategy for multi-objective optimization that addresses these concerns. We extend
previous single-objective strategies based on stepwise uncertainty reduction to the multi-objective case
Villemonteix et al. (2009); Herna´ndez-Lobato et al. (2014); Henning & Schuler (2012). In the single-
objective case, these strategies choose the next evaluation location based on the reduction of the Shannon
entropy of the posterior estimate of the minimizer x?. The idea is that a smaller entropy implies that the
minimizer x? is better identified; the heuristic then chooses candidate evaluations based on how much they
are expected to improve the quality of this estimate. These information gain criteria have been shown
to often provide better results than other alternatives based, e.g., on the popular expected improvement
Herna´ndez-Lobato et al. (2014); Henning & Schuler (2012); Shah & Ghahramani (2015).
The extension to the multi-objective case is obtained by considering the entropy of the posterior distri-
bution over the Pareto set X ?. More precisely, we choose the next evaluation as the one that is expected
to most reduce the entropy of our estimate of X ?. The proposed approach is called predictive entropy
search for multi-objective optimization (PESMO). Several experiments involving real-world and synthetic
optimization problems, show that PESMO can lead to better performance than related methods from the
literature. Furthermore, in PESMO the acquisition function is expressed as a sum across the different ob-
jectives, allowing for decoupled scenarios in which we can choose to only evaluate a subset of objectives
at any given location. In the robotics example, one might be able to decouple the problems by estimating
energy consumption from a simulator even if the locomotion speed could only be evaluated via physical
experimentation. Another example, inspired by Gelbart et al. (2014), might be the design of a low-calorie
cookie: one wishes to maximize taste while minimizing calories, but calories are a simple function of the
ingredients, while taste could require human trials. The results obtained show that PESMO can obtain better
results with a smaller number of evaluations of the objective functions in such scenarios. Furthermore, we
have observed that the decoupled evaluation provides significant improvements over a coupled evaluation
when the number of objectives is large. Finally, unlike other methods Ponweiser et al. (2008); Picheny
(2015), the computational cost of PESMO grows linearly with the number of objectives.
2
2 Multi-objective BayesianOptimization via Predictive Entropy Search
In this section we describe the proposed approach for multi-objective optimization based on predictive
entropy search. Given some previous evaluations of each objective function fk(·), we seek to choose
new evaluations that maximize the information gained about the Pareto set X ?. This approach requires a
probabilistic model for the unknown objectives, and we therefore assume that each fk(·) follows a Gaussian
process (GP) prior Rasmussen & Williams (2006), with observation noise that is i.i.d. Gaussian with zero
mean. GPs are often used in model-based approaches to multi-objective optimization because of their
flexibility and ability to model uncertainty Knowles (2006); Emmerich (2008); Ponweiser et al. (2008);
Picheny (2015). For simplicity, we initially consider a coupled setting in which we evaluate all objectives
at the same location in any given iteration. Nevertheless, the approach described can be easily extended to
the decoupled scenario.
Let D = {(xn,yn)}Nn=1 be the data (function evaluations) collected up to step N , where yn is a K-
dimensional vector with the values resulting from the evaluation of all objectives at step n, and xn is a
vector in input space denoting the evaluation location. The next query xN+1 is the one that maximizes the
expected reduction in the entropy H(·) of the posterior distribution over the Pareto set X ?, i.e., p(X ?|D).
The acquisition function of PESMO is hence:
α(x) = H(X ?|D)− Ey [H(X ?|D ∪ {(x,y)})] , (1)
where y is the output of all the GP models at x and the expectation is taken with respect to the pos-
terior distribution for y given by these models, p(y|D,x) = ∏Kk=1 p(yk|D,x). The GPs are assumed
to be independent a priori. This acquisition function is known as entropy search (Villemonteix et al.,
2009; Henning & Schuler, 2012). Thus, at each iteration we set the location of the next evaluation
to xN+1 = arg maxx∈X α(x).
A practical difficulty, however, is that the exact evaluation of Eq. (1) is generally infeasible and the
function must be approximated; we follow the approach described in Herna´ndez-Lobato et al. (2014);
Houlsby et al. (2012). In particular, Eq. (1) is the mutual information between X ? and y given D. The
mutual information is symmetric and hence we can exchange the roles of the variables X ? and y, leading
to an expression that is equivalent to Eq. (1):
α(x) = H(y|D,x)− EX? [H(y|D,x,X ?)] , (2)
where the expectation is now with respect to the posterior distribution for the Pareto set X ? given the
observed data, and H(y|D,x,X ?) measures the entropy of p(y|D,x,X ?), i.e., the predictive distribution
for the objectives at x given D and conditioned to X ? being the Pareto set of the objective functions.
This alternative formulation is known as predictive entropy search Herna´ndez-Lobato et al. (2014) and it
significantly simplifies the evaluation of the acquisition function α(·). In particular, we no longer have to
evaluate or approximate the entropy of the Pareto set,X ?, which may be quite difficult. The new acquisition
function obtained in Eq. (2) favors the evaluation in the regions of the input space for which X ? is more
informative about y. These are precisely also the regions in which y is more informative about X ?.
The first term in the r.h.s. of Eq. (2) is straight-forward to evaluate; it is simply the entropy of the
predictive distribution p(y|D,x), which is a factorizable K-dimensional Gaussian distribution. Thus, we
have that
H(y|D,x) = K
2
log(2pie) +
K∑
i=1
0.5 log(vPDk ) , (3)
where vPDk is the predictive variance of fk(·) at x. The difficulty comes from the evaluation of the sec-
ond term in the r.h.s. of Eq. (2), which is intractable and must be approximated; we follow Herna´ndez-
Lobato et al. (2014) and approximate the expectation using a Monte Carlo estimate of the Pareto set,
X ? given D. This involves sampling several times the objective functions from their posterior distribu-
tion p(f1, . . . , fK |D). This step is done as in Herna´ndez-Lobato et al. (2014) using random kernel features
and linear models that accurately approximate the samples from p(f1, . . . , fK |D). In practice, we generate
10 samples from the posterior of each objective fk(·).
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Given the samples of the objectives, we must optimize them to obtain a sample from the Pareto
set X ?. Note that unlike the true objectives, the sampled functions can be evaluated without significant
cost. Thus, given these functions, we use a grid search with d× 1, 000 points to solve the corresponding
multi-objective problem to find X ?, where d is the number of dimensions. Of course, in high dimensional
problems such a grid search is expected to be sub-optimal; in that case, we use the NSGA-II evolutionary
algorithm (Deb et al., 2002). The Pareto set is then approximated using a representative subset of 50 points.
Given such a sample of X ?, the differential entropy of p(y|D,x,X ?) is estimated using the expectation
propagation algorithm Minka (2001a), as described in the proceeding section.
2.1 Approximating the Conditional Predictive Distribution Using Expectation Prop-
agation
To approximate the entropy of the conditional predictive distribution p(y|D,x,X ?) we consider the distri-
bution p(X ?|f1, . . . , fK). In particular,X ? is the Pareto set of f1, . . . , fK iff ∀x? ∈ X ?,∀x′ ∈ X ,∃ k ∈ 1, . . . ,K
such that fk(x?) ≤ fk(x′), assuming minimization. That is, each point within the Pareto set has to be bet-
ter or equal to any other point in the domain of the functions in at least one of the objectives. Let f be
the set {f1, . . . , fK}. Informally, the conditions just described can be translated into the following un-
normalized distribution for X ?:
p(X ?|f) ∝
∏
x?∈X?
∏
x′∈X
[
1−
K∏
k=1
Θ (fk(x
?)− fk(x′))
]
=
∏
x?∈X?
∏
x′∈X
ψ(x′,x?) , (4)
where ψ(x′,x?) = 1−∏Kk=1 Θ (fk(x?)− fk(x′)), Θ(·) is the Heaviside step function, and we have used
the convention that Θ(0) = 1. Thus, the r.h.s. of Eq. (4) is non-zero only for a valid Pareto set. Next, we
note that in the noiseless case p(y|x, f) = ∏Ki=1 δ(yk − fk(x)), where δ(·) is the Dirac delta function; in
the noisy case we simply replace the delta functions with Gaussians. We can hence write the unnormalized
version of p(y|D,x,X ?) as:
p(y|D,x,X ?) ∝
∫
p(y|x, f)p(X ?|f)p(f |D)df
∝
∫ K∏
i=1
δ(yk − fk(x))
∏
x?∈X?
ψ(x,x?)
×
∏
x′∈X\{x}
ψ(x′,x?) p(f |D) df , (5)
where we have separated out the factors ψ that do not depend on x, the point in which the acquisition func-
tion α(·) is going to be evaluated. The approximation to the r.h.s. of Eq. (5) is obtained in two stages. First,
we approximate X with the set X˜ = {xn}Nn=1 ∪ X ? ∪ {x}, i.e., the union of the input locations where
the objective functions have been already evaluated, the current Pareto set and the candidate location x
on which α(·) should be evaluated. Then, we replace each non-Gaussian factor ψ with a corresponding
approximate Gaussian factor ψ˜ whose parameters are found using expectation propagation (EP) Minka
(2001a). That is,
ψ(x′,x?) = 1−
K∏
k=1
Θ (fk(x
?)− fk(x′))
≈ ψ˜(x′,x?) =
K∏
k=1
φ˜k(fk(x
′), fk(x?)) , (6)
where each approximate factor φ˜k is an unnormalized two-dimensional Gaussian distribution. In particular,
we set φ˜k(fk(x′), fk(x?)) = exp
{
− 12υTkV˜kυk + m˜Tkυk
}
, where we have defined υk = (fk(x′), fk(x?))T,
and V˜k and m˜k are parameters to be adjusted by EP, which refines each ψ˜ until convergence to enforce
that it looks similar to the corresponding exact factor ψ (Minka, 2001a). The approximate factors ψ˜ that
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do not depend on the candidate input x are reused multiple times to evaluate the acquisition function α(·),
and they only have to be computed once. The |X ?| factors that depend on x must be obtained relatively
quickly to guarantee that α(·) is not very expensive to evaluate. Thus, in practice we only update those
factors once using EP, i.e., they are not refined until convergence.
Once EP has been run, we approximate p(y|D,x,X ?) by the normalized Gaussian that results from
replacing each exact factor ψ by the corresponding approximate ψ˜. Note that the Gaussian distribution is
closed under the product operation, and because all non-Gaussian factors in Eq. (5) have been replaced
by Gaussians, the result is a Gaussian distribution. That is, p(y|D,x,X ?) ≈∏Ki=1N (fk(x)|mCPDk , vCPDk ),
where the parameters mCPDk and v
CPD
k can be obtained from each ψ˜ and p(f1, . . . , fK |D). If we combine
this result with Eq. (3), we obtain an approximation to the acquisition function in Eq. (2) that is given by
the difference in entropies before and after conditioning on the Pareto sets. That is,
α(x) ≈
K∑
k=1
log vPDk (x)
2
− 1
S
S∑
s=1
log vCPDk (x|X ?(s))
2
, (7)
where S is the number of Monte Carlo samples, {X ?(s)}Ss=1 are the Pareto sets sampled to approximate
the expectation in Eq. (2), and vPDk (x) and v
CPD
k (x|X ?(s)) are respectively the variances of the predictive
distribution at x, before and after conditioning to X ?(s). Last, in the case of noisy observations around
each fk(·), we just increase the predictive variances by adding the noise variance. The next evaluation is
simply set to xN+1 = arg maxx∈X α(x).
Note that Eq. (7) is the sum of K functions
αk(x) =
log vPDk (x)
2
− 1
S
S∑
s=1
log vCPDk (x|X ?(s))
2
, (8)
that intuitively measure the contribution of each objective to the total acquisition. In a decoupled evaluation
setting, each αk(·) can be individually maximized to identify the location xopk = arg maxx∈X αk(x), on
which it is expected to be most useful to evaluate each of the K objectives. The objective k with the largest
individual acquisition αk(x
op
k ) can then be chosen for evaluation in the next iteration. This approach is
expected to reduce the entropy of the posterior over the Pareto set more quickly, i.e., with a smaller number
of evaluations of the objectives, and to lead to better results.
The total computational cost of evaluating the acquisition function α(x) includes the cost of running
EP, which is O(Km3), where m = N + |X ?(s)|, N is the number of observations made and K is the
number of objectives. This is done once per each sample X ?(s). After this, we can re-use the factors
that are independent of the candidate location x. The cost of computing the predictive variance at each x is
henceO(K|X ?(s)|3). In our experiments, the size of the Pareto set sample X ?(s) is 50, which means thatm is
a few hundred at most. The supplementary material contains additional details about the EP approximation
to Eq. (5).
3 Related Work
ParEGO is another method for multi-objective Bayesian optimization Knowles (2006). ParEGO transforms
the multi-objective problem into a single-objective problem using a scalarization technique: at each itera-
tion, a vector of K weights θ = (θ1, . . . , θK)T, with θk ∈ [0, 1] and
∑K
k=1 θk = 1, is sampled at random
from a uniform distribution. Given θ, a single-objective function is built:
fθ(x) = maxKk=1(θkfk(x)) + ρ
K∑
k=1
θkfk(x) (9)
where ρ is set equal to 0.05. See (Nakayama et al., 2009, Sec. 1.3.3) for further details. After step N of
the optimization process, and given θ, a new set of N observations of fθ(·) are obtained by evaluating this
function in the already observed points {xn}Nn=1. Then, a GP model is fit to the new data and expected
improvement Mockus et al. (1978); Jones et al. (1998) is used find the location of the next evaluation xN+1.
The cost of evaluating the acquisition function in ParEGO is O(N3), where N is the number of observa-
tions made. This is the cost of fitting the GP to the new data (only done once). Thus, ParEGO is a simple
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technique that leads to a fast acquisition function. Nevertheless, it is often outperformed by more advanced
approaches (Ponweiser et al., 2008).
SMSego is another technique for multi-objective Bayesian optimization Ponweiser et al. (2008). The
first step in SMSego is to find a set of Pareto points X˜ ?, e.g., by optimizing the posterior means of the
GPs, or by finding the non-dominated observations. Consider now an optimistic estimate of the objectives
at input location x given by mPDk (x)− c · vPDk (x)1/2, where c is some constant, and mPDk (x) and vPDk (x)
are the posterior mean and variance of the kth objective at location x, respectively. The acquisition value
computed at a candidate location x ∈ X by SMSego is given by the gain in hyper-volume obtained by
the corresponding optimistic estimate, after an -correction has been made. The hyper-volume is simply
the volume of points in functional space above the Pareto front (this is simply the function space values
associated to the Pareto set), with respect to a given reference point Zitzler & Thiele (1999). Because
the hyper-volume is maximized by the actual Pareto set, it is a natural measure of performance. Thus,
SMSego does not reduce the problem to a single-objective. However, at each iteration it has to find a set of
Pareto points and to fit a different GP to each one of the objectives. This gives a computational cost that is
O(KN3). Finally, evaluating the gain in hyper-volume at each candidate location x is also more expensive
than the computation of expected improvement in ParEGO.
A similar method to SMSego is the Pareto active learning (PAL) algorithm Zuluaga et al. (2013). At
iteration N , PAL uses the GP prediction for each point x ∈ X to maintain an uncertainty region RN (x)
about the objective values associated with x. This region is defined as the intersection ofRN−1(x), i.e., the
uncertainty region in the previous iteration, andQc(x), defined as as the hyper-rectangle with lower-corner
given by mPDk (x)− c · vPDk (x)0.5, for k = 1, . . . ,K, and upper-corner given by mPDk (x) + c · vPDk (x)1/2,
for k = 1, . . . ,K, for some constant c. Given these regions, PAL classifies each point x ∈ X as Pareto-
optimal, non-Pareto-optimal or uncertain. A point is classified as Pareto-optimal if the worst value inRN (x)
is not dominated by the best value inRN (x′), for any other x′ ∈ X , with an  tolerance. A point is classi-
fied as non-Pareto-optimal if the best value in RN (x) is dominated by the worst value in RN (x′) for any
other x′ ∈ X , with an  tolerance. All other points remain uncertain. After the classification, PAL chooses
the uncertain point x with the largest uncertainty region RN (x). The total computational cost of PAL is
hence similar to that of SMSego.
The expected hyper-volume improvement (EHI) Emmerich (2008) is a natural extension of expected
improvement to the multi-objective setting Mockus et al. (1978); Jones et al. (1998). Given the predictive
distribution of the GPs at a candidate input location x, the acquisition is the expected increment of the
hyper-volume of a candidate Pareto set X˜ ?. Thus, EHI also needs to find a Pareto set X˜ ?. This set can
be obtained as in SMSego. A difficulty is, however, that computing the expected increment of the hyper-
volume is very expensive. For this, the output space is divided in a series of cells, and the probability of
improvement is simply obtained as the probability that the observation made at x lies in a non-dominated
cell. This involves a sum across all non-dominated cells, whose number grows exponentially with the
number of objectives K. In particular, the total number of cells is (|X˜ ?| + 1)K . Thus, although some
methods have been suggested to speed-up its calculation, e.g., Hupkens et al. (2014), EHI is only feasible
for a 2 or 3 objectives at most.
Sequential uncertainty reduction (SUR) is another method proposed for multi-objective Bayesian opti-
mization Picheny (2015). The working principle of SUR is similar to that of EHI. However, SUR considers
the probability of improving the hyper-volume in the whole domain of the objectives X . Thus, SUR also
needs to find a set of Pareto points X˜ ?. These can be obtained as in SMSego. The acquisition computed
by SUR is simply the expected decrease in the area under the probability of improving the hyper-volume,
after evaluating the objectives at a new candidate location x. The SUR acquisition is computed also by
dividing the output space in a total of (|X˜ ?|+ 1)K cells, and the area under the probability of improvement
is obtained using a Sobol sequence as the integration points. Although some grouping of the cells has
been suggested Picheny (2015), SUR is an extremely expensive criterion that is only feasible for 2 or 3
objectives at most.
The proposed approach, PESMO, differs from the methods described in this section in that 1) it does not
transform the multi-objective problem into a single-objective, 2) the acquisition function of PESMO can be
decomposed as the sum of K individual acquisition functions, and this allows for decoupled evaluations,
and 3) the computational cost of PESMO is linear in the total number of objectives K.
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4 Experiments
We compare PESMO with the other strategies for multi-objective optimization described in Section 3:
ParEGO, SMSego, EHI and SUR. We do not compare results with PAL because it is expected to give
similar results to those of SMSego, as both methods are based on a lower confidence bound. We have
coded all these methods in the software for Bayesian optimization Spearmint. In all GP models we use
a Mate´rn covariance function, and all hyper-parameters (noise, length-scales and amplitude) are approx-
imately sampled from their posterior distribution (we generate 10 samples from this distribution). The
acquisition function of each method is averaged over these samples. In ParEGO we consider a different
scalarization (i.e., a different value of θ) for each sample of the hyper-parameters. In SMSego, EHI and
SUR, for each hyper-parameter sample we consider a different Pareto set X˜ ?, obtained by optimizing the
posterior means of the GPs. The resulting Pareto set is extended by including all non-dominated observa-
tions. Finally, at iteration N , each method gives a recommendation in the form of a Pareto set obtained
by optimizing the posterior means of the GPs (we average the posterior means over the hyper-parameter
samples). The acquisition function of each method is maximized using L-BFGS. A grid of size 1, 000 is
used to find a good starting point for the optimization process. The gradients of the acquisition function
are approximated by differences (except in ParEGO).
4.1 Accuracy of the PESMO Approximation
One question to be experimentally addressed is whether the proposed approximations are sufficiently ac-
curate for effective identification of the Pareto set. We compare in a one-dimensional problem with two
objectives the acquisition function computed by PESMO with a more accurate estimate obtained via ex-
pensive Monte Carlo sampling and a non-parametric estimator of the entropy Singh et al. (2003). Figure
1 (top) shows at a given step the observed data and the posterior mean and the standard deviation of each
of the two objectives. The figure on the bottom shows the corresponding acquisition function computed
by PESMO and by the Monte Carlo method (Exact). We observe that both functions look very similar,
including the location of the global maximizer. This indicates that Eq. (7), obtained by expectation propa-
gation, is potentially a good approximation of Eq. (2), the exact acquisition function. The supplementary
material has extra results that show that each of the individual acquisition functions computed by PESMO,
i.e., αk(·), for k = 1, 2, are also accurate.
Figure 1: (top) Observations of each objective and posterior mean and standard deviations of each GP model. (bottom)
Estimates of the acquisition function (2) by PESMO, and by a Monte Carlo method combined with a non-parametric
estimator of the entropy (Exact), which is expected to be more accurate. Best seen in color.
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4.2 Experiments with Synthetic Objectives
To initially compare PEMS with other approaches, we consider a 3-dimensional problem with 2 objectives
obtained by sampling the functions from the corresponding GP prior. We generate 100 of these problems
and report the average performance of each method, when considering noiseless observations and when
the observations are contaminated with Gaussian noise with standard deviation equal to 0.1. The perfor-
mance metric employed is the hyper-volume indicator, which is maximized by the actual Pareto set Zitzler
& Thiele (1999). More precisely, at each iteration we report the logarithm of the relative difference be-
tween the hyper-volume of the actual Pareto set, which is obtained by optimizing the actual objectives,
and the hyper-volume of the recommendation, which is obtained by optimizing the posterior means of the
GPs. Figure 2 (left-column) shows, as a function of the evaluations made, the average performance of
each method with the corresponding error bars. PESMO obtains the best results, and when executed in a
decoupled scenario slight improvements are observed, although only in the case of noisy observations.
Table 1 shows the average time in seconds required by each method to determine the next eval-
uation. The fastest method is ParEGO followed by SMSego and PESMO. The decoupled version of
PESMO, PESMOdec, takes more time because it has to optimize α1(·) and α2(·). The slowest methods
are EHI and SUR; most of their cost is in the last iterations, in which the Pareto set size, |X˜ ?|, is large
due to non-dominated observations. The cost of evaluating the acquisition function in EHI and SUR
is O((|X˜ ?| + 1)K), leading to expensive optimization via L-BFGS. In PESMO the cost of evaluating α(·)
is O(K|X ?(s)|3) because K linear systems are solved. These computations are faster because they are per-
formed using the open-BLAS library, which is optimized for each processor. The acquisition function of
EHI and SUR does not involve solving linear systems and hence these methods cannot use open-BLAS.
Note that we also keep fixed |X ?(s)| = 50 in PESMO.
Figure 2: (left-column) Average log relative difference between the hyper-volume of the recommendation and the
maximum hyper-volume for each number of evaluations made. We consider noiseless (top) and noisy observations
(bottom). The problem considered has 2 objectives and 3 dimensions. (right-column) Similar results for a problem
with 4 objectives and 6 dimensions. We do not compare results with EHI and SUR because they are infeasible due to
their exponential cost with the number of objectives. Best seen in color.
Table 1: Avg. time in seconds doing calculations per iteration.
PESMO PESMOdec ParEGO SMSego EHI SUR
33±1.0 52±2.5 11±0.2 16±1.3 405±115 623±59
We have carried out additional synthetic experiments with 4 objectives on a 6-dimensional input space.
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In this case, EHI and SUR become infeasible, so we do not compare results with them. Again, we sample
the objectives from the GP prior. Figure 2 (right-column) shows, as a function of the evaluations made,
the average performance of each method. The best method is PESMO, and in this case, the decoupled
evaluation performs significantly better. This improvement is because in the decoupled setting, PESMO
identifies the most difficult objectives and evaluates them more times. In particular, because there are 4
objectives it is likely that some objectives are more difficult than others just by chance. Figure 3 illustrates
this behavior for a representative case in which the first two objectives are non-linear (difficult) and the
last two objectives are linear (easy). We note that the decoupled version of PESMO evaluates the first two
objectives almost three times more.
Figure 3: (top) Contour curves of 4 illustrative objectives on 6 dimensions obtained by changing the first two di-
mensions in input space while keeping the other 4 fixed to zero. The first 2 objectives are non-linear while the 2 last
objectives are linear. (bottom) Number of evaluations of each objective done by PESMOdecoupled as a function of the
iterations performed N . Best seen in color.
4.3 Finding a Fast and Accurate Neural Network
We consider the MNIST dataset (LeCun et al., 1998) and evaluate each method on the task of finding
a neural network with low prediction error and small prediction time. These are conflicting objectives
because reducing the prediction error will involve larger networks which will take longer at test time.
We consider feed-forward networks with ReLus at the hidden layers and a soft-max output layer. The
networks are coded in Keras (http://github.com/fchollet/keras) and they are trained using Adam
(D. Kingma, 2014) with a minibatch size of 4, 000 instances during 150 epochs. The adjustable parameters
are: The number of hidden units per layer (between 50 and 300), the number of layers (between 1 and 3),
the learning rate, the amount of dropout, and the level of `1 and `2 regularization. The prediction error is
measured on a set of 10, 000 instances extracted from the training set. The rest of the training data, i.e.,
50, 000 instances, is used for training. We consider a logit transformation of the prediction error because
the error rates are very small. The prediction time is measured as the average time required for doing
10, 000 predictions. We compute the logarithm of the ratio between the prediction time of the network and
the prediction time of the fastest network, (i.e., a single hidden layer and 50 units). When measuring the
prediction time we do not train the network and consider random weights (in Spearmint the time objective
is also set to ignore irrelevant parameters). Thus, the problem is suited for a decoupled evaluation because
both objectives can be evaluated separately. We run each method for a total of 200 evaluations of the
objectives and report results after 100 and 200 evaluations. Because there is no ground truth and the
objectives are noisy, we re-evaluate 3 times the values associated with the recommendations made by each
method (in the form of a Pareto set) and average the results. Then, we compute the Pareto front (i.e., the
function space values of the Pareto set) and its hyper-volume. We repeat these experiments 50 times and
report the average results across repetitions.
Table 2 shows the hyper-volumes obtained in the experiments (the higher, the better). The best results,
after 100 evaluations of the objectives, correspond to the decoupled version of PESMO, followed by SUR
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Figure 4: Avg. Pareto fronts obtained by each method after 100 (left) and 200 (right) evaluations of the objectives.
Best seen in color.
and by the coupled version. When 200 evaluations are done, the best method is PESMO in either setting, i.e.,
coupled or decoupled. After PESMO, SUR gives the best results, followed by SMSego and EHI. ParEGO
is the worst performing method in either setting. In summary, PESMO gives the best overall results, and its
decoupled version performs much better than the other methods when the number of evaluations is small.
Table 2: Avg. hyper-volume after 100 and 200 evaluations.
# Eval. PESMO PESMOdec ParEGO SMSego EHI SUR
100 66.2±.2 67.6±.1 62.9±1.2 65.0±.3 64.0±.9 66.6±.2
200 67.8±.1 67.8±.1 66.1±.2 67.1±.2 66.6±.2 67.2±.1
Figure 4 shows the average Pareto front obtained by each method after 100 and 200 evaluations of the
objectives. The results displayed are consistent with the ones in Table 2. In particular, PESMO is able to
find networks that are faster than the ones found by the other methods, for a similar prediction error on the
validation set. This is especially the case of PESMO when executed in a decoupled setting, after doing only
100 evaluations of the objectives. We also note that PESMO finds the most accurate networks, with almost
1.5% of prediction error in the validation set.
Figure 5: Number of evaluations of each objective done by PESMOdecoupled, as a function of the iteration number N ,
in the problem of finding good neural networks. Best seen in color.
The good results obtained by PESMOdecoupled are explained by Figure 5, which shows the average num-
ber of evaluations of each objective. More precisely, the objective that measures the prediction time is
evaluated just a few times. This makes sense because it depends on only two parameters, i.e., the num-
ber of layers and the number of hidden units per layer. It is hence simpler than the prediction error.
PESMOdecoupled is able to detect this and focuses on the evaluation of the prediction error. Of course, evalu-
ating the prediction error more times is more expensive, since it involves training the neural network more
times. Nevertheless, this shows that PESMOdecoupled is able to successfully discriminate between easy and
difficult objective functions.
The supplementary material has extra experiments comparing each method on the task of finding an
ensemble of decision trees of small size and good prediction accuracy.
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5 Conclusions
We have described PESMO, a method for multi-objective Bayesian optimization. At each iteration, PESMO
evaluates the objective functions at the input location that is most expected to reduce the entropy of posterior
estimate of the Pareto set. Several synthetic experiments show that PESMO has better performance than
other methods from the literature. That is, PESMO obtains better recommendations with a smaller number
of evaluations, both in the case of noiseless and noisy observations. Furthermore, the acquisition function
of PESMO can be understood as a sum of K individual acquisition functions, one per each of the K
objectives. This allows for a decoupled evaluation scenario, in which the most promising objective is
identified by maximizing the individual acquisition functions. When run in a decoupled evaluation setting,
PESMO is able to identify the most difficult objectives and, by focusing on their evaluation, it provides
better results. This behavior of PESMO has been illustrated on a multi-objective optimization problem that
consists of finding an accurate and fast neural network. Finally, the computational cost of PESMO is small.
In particular, it scales linearly with the number of objectives K. Other methods have an exponential cost
with respect to K which makes them infeasible for more than 3 objectives.
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A Detailed Description of Expectation Propagation
In this section we describe in detail the specific steps of the EP algorithm that is required for the eval-
uation of the proposed acquisition function, PESMO. More precisely, we show how to compute the EP
approximation to the conditional predictive distribution of each objective fk. From the main manuscript
we know that that this distribution is obtained by multiplying the GP posteriors by the product of all the
approximate factors. We also show how to implement the EP updates to refine each approximate factor. In
our implementation we assume independence among the K objective functions.
We assume the reader is familiar with the steps of the expectation propagation algorithm, as described
in Minka (2001b).
Recall from the main manuscript that all EP approximate factors ψ˜ are Gaussian and given by:
ψ˜(xi,x
?
j ) =
K∏
k=1
φ˜k(xi,x
?
j ) , (10)
where
φ˜k(xi,x
?
j ) = exp
{−0.5 (fk(xi)2v˜i,j,k + fk(x?j )2v˜?i,j,k + fk(x?j )fk(xi)c˜i,j,k)
+m˜i,j,kfk(xi) + m˜
?
i,j,kfk(x
?
j )
}
, (11)
for some input location xi and for some x?j extracted from the current sampled Pareto set X ?. Note that in
(11), v˜i,k, v˜?j,k, c˜i,j,k, m˜i,k and m˜
?
j,k are parameters fixed by EP.
A.1 Reconstruction of the Conditional Predictive Distribution
In this section we show how to obtain a conditional predictive distribution for each objective function
fk, given a sampled Pareto set X ? = {x?1, . . . ,x?M} of size M , and a set of N input locations Xˆ =
{x1, . . . ,xN}, with corresponding observations of the k-th objective yk. We also assume that we are given
the EP approximate factors ψ˜.
Define fk = (fk(x?1), . . . , fk(x
?
M ), fk(x1), . . . , fk(xN ))
T. We are interested in computing
p(fk|X ?, Xˆ ,yk) ≈ q(fk) = Z−1p(fk|Xˆ ,yk)
∏
x∈X?∪Xˆ
∏
x? 6=x
x?∈X?
φ˜k(x,x
?) , (12)
for some normalization constant Z. In (12) we have only considered those approximate factors that depend
on the current objective function fk and ignored the rest. We note that p(fk|Xˆ ,yk) is simply the posterior
distribution of the Gaussian process, which is a multi-variate Gaussian over N +M variables with natural
parameters Σ˜k and µ˜k. Furthermore, all EP approximate factors ψ˜ are Gaussian. Because the Gaussian
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distribution is closed under the product operation, q(fk) is a multi-variate Gaussian distribution overN+M
variables with natural parameters Sk and mk obtained as:
Ski,i = Σ˜
k
i,i +
N+M∑
j=M+1
v˜?j,i,k +
∑
j 6=i
v˜i,j,k +
M∑
j=1
j 6=i
v˜?j,i,k for i = 1, . . . ,M ,
Ski,i = Σ˜
k
i,i +
M∑
j=1
v˜i,j,k for i = M + 1, . . . , N +M ,
Ski,j = Σ˜
k
i,j + c˜i,j,k for i = M + 1, . . . , N +M , and j = 1, . . . ,M ,
Ski,j = Σ˜
k
j,i + c˜j,i,k + c˜i,j,k for i = 1, . . . ,M , and j = 1, . . . ,M , and i 6= j ,
Ski,j = Σ˜
k
i,j for i = M + 1, . . . , N +M , and j = M + 1, . . . ,M +M , and i 6= j ,
Skj,i = S
k
i,j for i 6= j ,
mki = µ˜
k
i +
N+M∑
j=M+1
m˜?j,i,k +
∑
j 6=i
m˜i,j,k +
M∑
j=1
j 6=i
m˜?j,i,k for i = 1, . . . ,M ,
mki = µ˜
k
i +
M∑
j=1
m˜i,j,k for i = M + 1, . . . , N +M . (13)
From these natural parameters we can obtain, respectively, the covariance matrix Σk and the mean vector
µk by computing (Sk)−1 and (Sk)−1mk. This has a total cost that is O((N + M)3) since we have to
invert a matrix of size (N + M) × (N + M). Importantly, this operations has to be performed only once
at each iteration of the optimization process, and the result can be reused when evaluating the acquisition
at different input locations.
A.2 The Conditional Predictive Distribution at a New Point
Consider now the computation of the conditional distribution for fk at a new candidate location xN+1.
Assume that we have already obtained q(fk) from the previous section and that we have already obtained the
parameters of the required approximate factors by using EP. We are interested in evaluating the conditional
predictive variance for fk(xN+1). For this, we need to evaluate:
p(fk(xN+1)|Xˆ ,X ?,xN+1) ≈
∫
Z−1q(fk, fk(xN+1))
∏
x?∈X?
φ˜k(xN+1,x
?)dfk , (14)
where Z is simply a normalization constant and q(fk, fk(xN+1)) is a multivariate Gaussian distribution
which results by extending q(fk) with one extra dimension for fk(xN+1). Recall that fk = (fk(x?1),
. . . , fk(x
?
M ), fk(x1), . . . , fk(xN ))
T. Again, in (14) we have only considered those approximate factors
that depend on fk. The covariances between fk and fk(xN+1) are obtained from the GP posterior for fk
given the observed data. The mean and the variance of fk(xN+1) to be used in q(fk, fk(xN+1)) can also
be obtained in a similar way. Because all the factors in the r.h.s. of (14) are Gaussian, the result of the
integral is a univariate Gaussian distribution.
Define f˜k = (fk(x?1), . . . , fk(x
?
M ), fk(xN+1))
T. Because
∏
x?∈X? φ˜k(xN+1,x
?) does not depend on
fk(x1), . . . , fk(xN ), we can marginalize these variables in the r.h.s. of (14) to get something proportional
to: ∫
q(f˜k)
∏
x?∈X?
φ˜k(xN+1,x
?)
M∏
i=1
dfk(x
?
i ) ∝
∫
N (f˜k|(Sx)−1mx, (Sx)−1)
M∏
i=1
dfk(x
?
i ) =
N (fk(xN+1)|mx, σ2x) , (15)
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where mx and Sx are the natural parameters of the approximate conditional predictive distribution for f˜k,
which is Gaussian. Similarly, mx and σ2x are the mean and variance of the Gaussian approximation to
p(fk(xN+1|Xˆ ,X ?,xN+1).
We are interested in the evaluation of σ2x, which is required for entropy computation. It is clear that
σ2x is given by the last diagonal entry of (S
x)−1. In consequence, we now show how to compute Sx and
(Sx)−1M+1,M+1. We do not give the details for computing mx, because only the variance is required for the
entropy computation.
Each entry in Sx is given by:
Sxi,j = S
k
i,j for 1 ≤ i ≤M and 1 ≤ j ≤M , and i 6= j ,
Sxi,j = cov(fk(xN+1), f(x
?
j )) + c˜N+1,j,k for 1 ≤ j ≤M and i = M + 1 ,
Sxj,i = S
x
i,j for j 6= i , and 1 ≤ i, j ≤M ,
Sxi,i = S
k
i,i + v˜
?
N+1,j,k , for 1 ≤ i ≤M ,
SxM+1,M+1 = var(fk(xN+1)) +
M∑
j=1
v˜N+1,j,k , (16)
where v˜N+1,i,k, v˜?N+1,i,k, and c˜N+1,i,k are the parameters of each of the M factors φ˜k(xN+1,x
?
j ), for
j = 1, . . . ,M . Furthermore, var(fk(xN+1)) and cov(fk(xN+1) are the posterior variance of fk(xN+1)
and the posterior covariance between fk(xN+1) and fk(x?j ).
We note that Sx has a block structure in which only the last row and column depend on xN+1. This
allows to compute σ2x = (S
x)−1M+1,M+1 with cost O(M3) using the formulas for block matrix inversion.
All these computations are carried out using the open-BLAS library for linear algebra operations which is
particularly optimized for each processor.
Given σ2x we only have to add the variance of the additive Gaussian noise 
k
N+1 to obtain the final
variance of the Gaussian approximation to the conditional predictive distribution of ykN+1 = fk(xN+1) +
kN+1.
A.3 Update of an Approximate Factor
EP updates until convergence each of the approximate factors ψ˜. Given an exact factor ψ(xi,x?j ), in
this section we show how to update the corresponding EP approximate factor ψ˜(xi,x?j ). For this, we
assume that we have already obtained the parameters µk and Σk of each of the K conditional predictive
distributions, q(fk), as described in Section A.1. The form of the exact factor is:
ψ(xi,x
?
j ) = 1−
K∏
k=1
Θ
(
fk(x
?
j )− fk(xi)
)
. (17)
Note that this factor only depends on fk(xi) and fk(x?j ) for k = 1, . . . ,K. This means that we are only
interested in the distribution of these variables under q(fk), for k = 1, . . . ,K, and can ignore (marginalize
in q) all other variables. Thus, in practice we will work with q(fk(xi), fk(x?j )), for k = 1, . . . ,K. These
are bi-variate Gaussian distributions. Let the means, variances and covariance parameters of one of these
distributions be respectively: mi,j,k, m?i,j,k, vi,j,k, v
?
i,j,k and ci,j,k.
A.3.1 Computation of the Cavity Distribution
The first step of the update is to compute and old distribution qold, known as the cavity distribution, which
is obtained by removing the approximate factor ψ˜(xi,x?j ) from the product of the K approximations
q(fk(xi), fk(x
?
j )), for k = 1, . . . ,K. Recall that ψ˜(xi,x
?
j ) =
∏K
k=1 φ˜k(xi,x
?
j ). This can be done by
division. Namely, qold(fk(xi), fk(x?j )) ∝ q(fk(xi), fk(x?j ))/φ˜k(xi,x?j ), for k = 1, . . . ,K. Because all
the factors are Gaussian, the result is another bi-variancete Gaussian distribution. Let the corresponding
old parameters be: moldi,j,k, m
old?
i,j,k, v
old
i,j,k, v
old?
i,j,k and c
old
i,j,k. These parameters are obtained by subtracting
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from the natural parameters of q(fk(xi), fk(x?j )), the natural parameters of φ˜k. The resulting natural
parameters are then transformed into standard mean and covariance parameters to get the parameters of
qold(fk(xi), fk(x
?
j )). This step is performed as indicated in the last paragraph of Section A.1, and it in-
volves computing the inverse of a 2 × 2 matrix, which is something very easy and inexpensive to do in
practice.
A.3.2 Computation of the Moments of the Tilted Distribution
Given each qold(fk(xi), fk(x?j )), for k = 1, . . . ,K, the next step of the EP algorithm is to compute the
moments of a tilted distribution defined as:
pˆ({fk(xi), fk(x?j )}Kk=1) = Zˆ−1ψ(xi,x?j )
K∏
k=1
qold(fk(xi), fk(x
?
j )) , (18)
where Zˆ is just a normalization constant that guarantees that pˆ integrates up to one.
Importantly, the normalization constant Zˆ can be computed in closed form and is given by:
Zˆ = 1−
K∏
k=1
Φ
 moldi,j,k −mold?i,j,k√
voldi,j,k + v
old?
i,j,k − 2coldi,j,k
 , (19)
where Φ(·) is the c.p.f. of a standard Gaussian distribution. The moments (mean vector and covari-
ance matrix) of pˆ can be readily obtained from the derivatives of log Zˆ with respect to the parameters of
qold(fk(xi), fk(x
?
j )), as indicated in the Appendix of Herna´ndez-Lobato (2009).
A.3.3 Computation of the Individual Approximate Factors
Given the moments of the tilted distribution pˆ({fk(xi), fk(x?j )}Kk=1), it is straight-forward to obtain the
parameters of the approximate factors φ˜k, for k = 1, . . . ,K, whose product approximates ψ(xi,x?j ). The
idea is that the product of ψ˜(xi,x?j ) =
∏K
i=1 φ˜k(xi,x
?
j ) and
∏K
k=1 q
old(fk(xi), fk(x
?
j )) should lead to a
Gaussian distribution with the same moments as the tilted distribution pˆ.
The detailed steps to find each φ˜k are: (i) Define a Gaussian distribution with the same moments
as pˆ, denoted
∏K
k=1 q
new(fk(xi), fk(x
?
j )). Note that this distribution factorizes across each objective
k. Let the parameters of this distribution be mnewi,j,k, m
new?
i,j,k , v
new
i,j,k, v
new?
i,j,k and c
new
i,j,k, for k = 1, . . . ,K.
(ii) Transform these parameters to natural parameters, and subtract to them the natural parameters of∏K
k=1 q
old(fk(xi), fk(x
?
j )). (iii) The resulting natural parameters are the natural parameters of each up-
dated φ˜k. Note that this operation involves going from standard parameters to natural parameters. Again,
this can be done as indicated in the last paragraph of Section A.1. For this, the inverse of the corresponding
2× 2 covariance matrix of each Gaussian factor of∏Kk=1 qnew(fk(xi), fk(x?j )) is required. Because these
are 2× 2 matrices, this operation is inexpensive and very fast to compute.
A.4 Parallel EP Updates and Damping
In our EP implementation we updated in parallel each of the approximate factors ψ˜, as indicated in Gerven
et al. (2009). That is, we computed the corresponding cavity distribution for each factor ψ and updated
the corresponding approximate factor ψ˜ afterwards. Next, the EP approximation was reconstructed as
indicated in Section A.1.
We also employed damped EP updates in our implementation Minka & Lafferty (2002). That is, the
parameters of each updated factor are set to be a linear combination of the old parameters and the new
parameters. The use of damped updates prevents very large changes in the parameter values. It is hence
very useful to improve the convergence properties of the algorithm. Finally, damping does not change the
convergence points of EP.
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B Finding a Small and Accurate Ensemble of Decision Trees
In this section we evaluate each of the methods from the main manuscript in the task of finding an ensemble
of decision trees of small size that has low prediction error. We measure the ensemble size in terms of the
sum of the total number of nodes in each of trees of the ensemble. Note that the objectives considered
are conflicting because it is expected that an ensemble of small size has higher prediction error than an
ensemble of larger size. The dataset considered is the German Credit dataset, which is extracted from
the UCI repository Lichman (2013). This is a binary classification dataset with 1,000 instances and 9
attributes. The prediction error is measured using a 10-fold-cross validation procedure that is repeated 5
times to reduce the variance of the estimates.
Critically, to get ensembles of decision trees with good prediction properties one must encourage di-
versity in the ensemble Dietterich (2000). In particular, if all the decision trees are equal, there is no gain
from aggregating them in an ensemble. However, too much diversity can also lead to ensembles of poor
prediction performance. For example, if the predictions made are completely random, one cannot obtain
improved results by aggregating the individual classifiers. In consequence, we consider here several mech-
anisms to encourage diversity in the ensemble, and let the amount of diversity be specified in terms of
adjustable parameters.
To build the ensemble we employed decision trees in which the data is split at each node, and the
best split is chosen by considering each time a random set of attributes —we use the Decision-Tree im-
plementation provided in the python package scikit-learn for this, and the number of random attributes
is an adjustable parameter. This is the approach followed in Random Forest Breiman (2001) to generate
the ensemble classifiers. Each tree is trained on a random subset of the training data of a particular size,
which is another adjustable parameter. This approach is known in the literature as subbagging Bu¨hlmann
& Yu (2001), and has been shown to lead to classification ensembles with good prediction properties. We
consider also an extra method to introduce diversity known as class-switching Martı´nez-Mun˜oz & Sua´rez
(2005). In class-switching, the labels of a random fraction of the training data are changed to a different
class. The final ensemble prediction is computed by majority voting.
In summary, the adjustable parameters are: the number of decision trees built (between 1 and 1, 000),
the number of random features considered at each split in the building process of each tree (between 1
and 9), the minimum number of samples required to split a node (between 2 and 200), the fraction of
randomly selected training data used to build each tree, and the fraction of training instances whose labels
are changed (after doing the sub-sampling process).
Finally, we note that this setting is suited to the decoupled version of PESMO since both objectives
can be evaluated separately. In particular, the total number of nodes is estimated by building only once the
ensemble without leaving any data aside for validation, as opposed to the cross-validation approach used
to estimate the ensemble error, which requires to build several ensembles on subsets of the data, to then
estimate the prediction error on the data left out for validation.
We run each method for 200 evaluations of the objectives and report results after 100 and 200 evalu-
ations. That is, after 100 and 200 evaluations, we optimize the posterior means of the GPs and provide a
recommendation in the form of a Pareto set. As in the experiments reported in the main manuscript with
neural networks, we re-estimate three times the objectives associated to each Pareto point from the recom-
mendation made by each method, and average results. The goal of this averaging process is to reduce the
noise in the final evaluation of the objectives. These final evaluations are used to estimate the performance
of each method using the hyper-volume. We repeat these experiments 50 times and report the average
results across repetitions.
Table 3: Avg. hyper-volume after 100 and 200 evaluations of the objectives.
# Eval. PESMO PESMOdec ParEGO SMSego EHI SUR
100 8.742±.006 8.755±.009 8.662±.019 8.719±.012 8.731±.009 8.739±.007
200 8.764±.007 8.758±.007 8.705±.008 8.742±.006 8.727±.008 8.756±.006
Table 3 shows the average hyper-volume of the recommendations made by each method, after 100
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and 200 evaluations of the objective functions. The table also shows the corresponding error bars. In this
case the observed differences among the different methods are smaller than in the experiments with neural
networks. Nevertheless, we observe that the decoupled version of PESMO obtains the best results after
100 evaluations. After this, PESMO in the coupled setting performs best, closely followed by SUR. After
200 evaluations, the best method is the coupled version of PESMO, closely followed by its decoupled
version and by SUR. SMSego and EHI give worse results than these methods, in general. Finally, as in
the experiments with neural networks reported in the main manuscript, ParEGO is the worst performing
method. In summary, the best methods are PESMO in either setting (coupled or decoupled) and SUR. All
other methods perform worse. Furthermore, the decoupled version of PESMO gives slightly better results
at the beginning, i.e., after 100 evaluations.
1e+02
1e+03
1e+04
1e+05
0.23 0.24 0.25 0.26 0.27 0.28
Prediction Error
N
um
be
r o
f S
pl
itt
in
g 
No
de
s
Methods
EHI
ParEGO
SMSego
SUR
PESMO
PESMO_decoupled
Average Pareto Front After 100 Evaluations
1e+02
1e+03
1e+04
1e+05
0.23 0.24 0.25 0.26 0.27 0.28
Prediction Error
N
um
be
r o
f S
pl
itt
in
g 
No
de
s
Methods
EHI
ParEGO
SMSego
SUR
PESMO
PESMO_decoupled
Average Pareto Front After 200 Evaluations
Figure 6: Avg. Pareto fronts obtained by each method after 100 (top) and 200 (bottom) evaluations of the objectives.
Best seen in color.
Figure 6 shows the average Pareto front (this is simply the values in functional space associated to the
Pareto set) corresponding to the recommendations made by each method after 100 (top) and 200 evalua-
tions of the objectives (bottom). We observe that PESMO finds ensembles with better properties than the
ones found by EHI, SMSego and ParEGO. Namely, ensembles of smaller size for a similar or even better
prediction error. The most accurate ensembles are found by SUR. Nevertheless, they have a very similar
error to the one of the most accurate ensembles found by PESMO. Finally, we note that in some cases,
PESMO is able to find ensembles of intermediate size with better prediction error than the ones found by
SUR.
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Figure 7 shows the average number of times that the decoupled version of PESMO evaluates each
objective. We observe that in this case the objective that measures the number of nodes in the ensemble
is evaluated more times. However, the difference between the number of evaluations of each objective is
smaller than the difference observed in the case of the experiments with neural networks. Namely, 135
evaluations of one objective versus 65 evaluations of the other, in this case, compared to 175 evaluations
versus 25 evaluations, in the case of the experiments with neural networks. This may explain why in this
case the differences between the coupled and the decoupled version of PESMO are not as big as in the
experiments reported in the main manuscript.
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Figure 7: Number of evaluations of each objective done by PESMOdecoupled, as a function of the iteration number N ,
in the problem of finding a good ensemble of decision trees. Best seen in color.
C Accuracy of the Acquisition in the Decoupled Setting
One question to be experimentally addressed is whether the proposed approximations for the individual ac-
quisition functions αk(·), for k = 1, . . . ,K, with K the total number of objectives are sufficiently accurate
in the decoupled case of PESMO. For this, we extend the experiment carried out in the main manuscript,
and compare in a one-dimensional problem with two objectives the acquisition functions α1(·) and α2(·)
computed by PESMO, with a more accurate estimate obtained via expensive Monte Carlo sampling and a
non-parametric estimator of the entropy Singh et al. (2003). This estimate measures the expected decrease
in the entropy of the predictive distribution of one of the objectives, at a given location of the input space,
after conditioning to the Pareto set. Importantly, in the decoupled case, the observations corresponding to
each objective need not be located at the same input locations.
Figure 8 (top) shows at a given step of the optimization process, the observed data and the posterior
mean and the standard deviation of each of the two objectives. The figure on the middle shows the corre-
sponding acquisition function corresponding to the first objective, α1(·), computed by PESMO and by the
Monte Carlo method (Exact). The figure on the bottom shows the same results for the acquisition function
corresponding to the second objective, α2(·). We observe that both functions look very similar, includ-
ing the location of the global maximizer. This indicates that the approximation obtained by expectation
propagation is potentially good also in the decoupled setting.
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Figure 8: (top) Observations of each objective and posterior mean and standard deviations of each GP model. (middle)
Estimates of the acquisition function corresponding to the first objective, α1()˙, by PESMO, and by a Monte Carlo
method combined with a non-parametric estimator of the entropy. (bottom) Same results for the acquisition function
corresponding to the second objective α2(·). Best seen in color.
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