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Abstract
Formation Control and Fault Accommodation for a Team of
Autonomous Underwater Vehicles
Sahar Sedaghati
The purpose of this thesis is the development of efficient formation control and
fault accommodation algorithms for a team of autonomous underwater vehicles (AUVs).
The team of AUVs are capable of performing a wide range of deep water marine ap-
plications such as seabed mapping and surveying, oil and gas exploration and extrac-
tion, and oil and gas pipeline inspection. However, communication limitations and
the presence of undesirable events such as component faults in any of the team mem-
bers can prevent the whole team to achieve safe, reliable, and efficient performance
while executing underwater mission tasks.
In this regard, the semi-decentralized control scheme is developed to achieve tra-
jectory tracking and formation keeping while requiring information exchange only
among neighboring agents. To this end, model predictive control (MPC) technique
and dynamic game theory are utilized to formulate and solve the formation control
problem. Moreover, centralized and decentralized control schemes are developed to
assess the performance of the proposed semi-decentralized control scheme in the sim-
ulation studies. The simulation results verify that the performance of the proposed
semi-decentralized scheme is very close to the centralized scheme with lower control
effort cost while it does not impose stringent communication requirements as in the
centralized scheme.
Moreover, the semi-decentralized active fault recovery scheme is developed to
maintain a graceful degraded performance and to ensure that the team of autonomous
iii
underwater vehicles can satisfy mission objectives when an actuator fault occurs in
any of the team members. In this regard, online fault information provided by fault
detection and isolation (FDI) modules of each agent and its neighbors are incorpo-
rated to redesign the nominal controllers based on the MPC technique and dynamic
game theory. Additionally, FDI imperfections such as fault estimation error and time
delay are taken into account, and a performance index is derived to show the impact
of FDI imperfections on the performance of team members. Moreover, centralized
and decentralized active fault recovery schemes are developed to evaluate the per-
formance of the proposed semi-decentralized recovery scheme through comparative
simulation studies with various fault scenarios. The comparative simulation studies
justify that the proposed semi-decentralized fault recovery scheme meets the design
specifications even if the performance of the FDI module is not ideal.
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The use of multiple cooperative autonomous underwater vehicles has the potential
to perform difficult and complex underwater applications, namely seabed mapping,
ocean sampling, oil and gas exploration and extraction, and monitoring oil and gas
pipelines [4]. Multiple AUVs can outperform a single AUV by providing significant
benefits such as precision, efficiency, reliability, and robustness in case of single point
of failure.
The cooperation and coordination of vehicles require inter-vehicle information
exchange. In underwater applications, information exchange among AUVs is typically
achieved using acoustic modems which are known to be unreliable due to their limited
bandwidth [5, 6]. Hence, the aforementioned issue highlights the requirement of
coordinated control strategies that can achieve the desired performance while keeping
the information exchange restricted to a minimum .
In addition, multiple AUVs are generally involved in high-precision and costly
missions that call for reliability considerations. Physical restrictions and anomalies in
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each individual member such as actuator saturation and faults are considered as reli-
ability issues that can cause severe performance deterioration and system instability,
resulting in the loss of one or more vehicles and mission failure. Therefore, effective
control algorithms and accommodation strategies that consider physical restrictions
and actuator faults play a crucial role in accomplishing strict high-precision missions.
Figure 1.1: Formation of AUVs working underwater [1]
Tackling the above-mentioned issues and limitations in motion coordination and
formation of multiple AUVs provide motivation for this thesis to address and develop
suitable control and accommodation strategies to achieve cooperative objectives while
maintaining acceptable level of formation performance and precision.
1.2 Literature Review
Formation control has been one of the most important research topics that covers a
wide variety of applications in cooperative control of multi-agent systems with the
hope of achieving better performance over the control of a single agent. The formation
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control is referred to as the ability of agents to coordinately form and maintain the
position and orientation relative to each other or relative to a reference according to
a desired geometrical configuration [7, 8].
The following subsections will review specifications for formation control of multi-
agent systems, namely, control structures, coordination methods, and the control
design methodologies.
1.2.1 Control Structures
Formation control challenges mainly arise in the development of control schemes where
agents need to coordinately achieve their objectives considering their limited sensing,
physical, and computational capabilities. According to the admissible level of infor-
mation exchange, the control structures for formation and coordination of multi-agent
systems can be categorized into
• Centralized : In the centralized control design scheme, control actions are de-
termined based on the information of all agents and the entire team objectives.
From the implementation perspective, the central unit receives the information
of all agents, processes this information, and then sends back the correspond-
ing control actions to be implemented by the individual agents. Although this
strategy can achieve a globally optimal solution, it has the problem of computa-
tional complexity, stringent communication requirements, and reliability issues
in the case of failure in the central unit [9, 10, 11, 12, 13].
• Decentralized : In the decentralized control design scheme, depends on the
degree of decentralization, local control input of each agent is designed and
implemented independently. In this control design scheme, the state information
of each agent and its neighbors are incorporated. This scheme is less affected by
communication and computation limitations and has the benefit of scalability
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and robustness to the loss of individual agents. The difficulty with decentralized
scheme is that local controller design requires more challenges in order to achieve
cooperative behavior [14, 15, 16, 17, 18, 19, 20]. Moreover, the reduced amount
of available information to each agent, as well as neglecting the coupling effects
due to neighboring agents control inputs, may result in a degraded or even poor
achievable performance.
• Semi-Decentralized : In the semi-decentralized scheme proposed in [21], local
optimization problem constrained by each individual local dynamics is consid-
ered to derive control inputs of individual agents. This scheme surpasses its
decentralized counterpart by introducing the notion of interaction terms in each
individual control law. Therefore, the local controllers are not fully decentral-
ized in the conventional sense due to considering the coupling effects among
neighboring agents.
• Distributed : The distributed control scheme is viewed as a middle ground
between centralized and decentralized control structures. In this control struc-
ture, cooperative control laws are designed based on common objectives among
neighboring agents. Therefore, state information, as well as control actions of
neighboring agents, are involved in the process of distributed control design of
each individual [22, 23, 24].
1.2.2 Coordination Methods
Existing coordination methods mainly fall into three categories, namely, leader-follower,
virtual structure, and behavior-based [25].
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• Leader-Follower : In this structure, one or more agents are considered as
leaders to pursue a global objective while others act as followers to track trans-
formed coordinates of the leaders with some predefined offsets. The positive
point of this structure is that the formation problem can be easily considered
as regulation and tracking problem. However, this structure depends heav-
ily on the leader. Moreover, the lack of explicit feedback from the followers
to the leader leads to poor disturbance rejection and fault tolerance proper-
ties. This structure is mainly formulated and solved as two feedback controller
schemes, namely, separation-bearing and separation-separation [26]. Classical
control approaches can be suitably employed to achieve formation objectives in
leader-follower architecture [27, 3, 28, 29].
• Virtual Structure : In this structure, the entire formation is treated as a
single entity that tracks the desired trajectories specified by translation of the
desired trajectory of a virtual center. The main advantage of this structure
is that the rigid geometrical shape of the formation can be maintained very
well during the maneuvers; however, it shows limitations while formation shape
needs to be reconfigured [30, 31, 32, 33].
• Behavior-Based : In this structure, control strategies are derived based on a
set of desired behaviors for each member of the team such as trajectory tracking,
formation keeping, and collision avoidance [34]. Generally, the desired behaviors
are interpreted via potential functions [35]. The positive feature of this struc-
ture is that the feedback controller explicitly depends on the distances among
neighboring agents; however due to the difficulty in the mathematical analysis
of this structure the convergence of the formation to a desired configuration
cannot be guaranteed explicitly [36, 37].
5
1.2.3 Optimal Control of Autonomous Vehicle Formations
Optimal control design strategies have been widely used for cooperative control of
multi-agent systems and more specifically formation control of autonomous vehicles,
in which the aim is to derive stabilizing control laws for each agent such that a given
performance index is minimized.
Due to the limitation imposed by information exchange topology, considering a
centralized optimal control problem where agents know the state of all the other
agents is not applicable. In addition, solving a centralized optimal control problem
is not computationally tractable. Therefore, it is essential to design locally optimal
controllers where each agent minimizes its own cost. Toward this goal, different
optimal control design methodologies have been proposed to attain a performance
comparable to globally optimal solution of centralized controller design [38, 39, 40,
41, 42, 24].
Authors in reference [38], set up the linear quadratic regulator (LQR) problem for
the control of a network of autonomous agents with a given information flow topology.
Since deriving optimal controllers with a prescribed structure is a difficult task, a
sub-optimal LQR controller is proposed which is computationally more tractable.
Moreover, it is shown that the sub-optimal controller with centralized architecture
will result in the lowest cost value whereas the decentralized architecture will increase
the resulting cost value. In reference [39], a distributed LQR design for identical
dynamically coupled systems is presented. In this work, special properties of the
local LQR problem is derived, which enable the construction of stabilizing distributed
controllers independently of the choice of local weighting matrices. Authors in [41],
design a consensus protocol for a network of multi-agent system based on the linear
matrix inequality (LMI) formulation of optimal control problem with a global cost.
Moreover, through the proposed formulation of the consensus problem, the partial
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information availability is taken into account as an additional LMI constraint. In [42],
authors provide a sufficient condition on the graph topology to guarantee the existence
of distributed control laws which solve a global optimal LQR control problem.
The above-mentioned references mainly aim to derive optimal structured control
laws based on the structure of information exchange topology in an oﬄine manner.
Therefore, any controller redesign demands for availability of centralized information
to all agents.
In addition to aforementioned approaches, another optimal control technique that
has been widely used in the cooperative control of multi-agent systems is model predic-
tive control. In this strategy, the finite time optimal control problem is formulated as
quadratic programming (QP) optimization problem with the sequence of future con-
trol inputs as its optimization variable. Then, the optimal control input is computed
and applied in real-time at each sampling interval [43, 44]. The key advantage of MPC
over other control strategies is its ability to explicitly handle system constraints whilst
optimizing a performance criterion. Moreover, real-time implementation of MPC can
reflect changes in the system model and environment.
Previous work on MPC based formation control are reported in [45, 46, 47, 48,
49, 50, 51].
In [52, 53], first centralized MPC algorithm is developed to solve formation con-
trol problem in which the objective of individual agents are added together to form
a common formation objective. In order to solve the optimization problem, it is
assumed that the initial condition and perfect knowledge of dynamics of all agents
are available to each agent. To avoid high computation and communication require-
ments, distributed implementation of MPC is then proposed in which each agent is
designated to solve its own optimal control problem. The cooperation of neighboring
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agents is incorporated as coupling terms in the individual cost function. The distinc-
tive point in this work is that agents do not view one another as bounded contracting
disturbances. To ensure the stability, the notion of compatibility constraints is intro-
duced to guarantee that actual and planned state trajectories of each agent are not
too far from one another.
In [47], authors propose a decentralized receding horizon control (RHC) algorithm
for dynamically decoupled agents with common local objectives and constraints. In
this scheme, agents locally solve optimization-based control problem for both their
own control input and the control inputs of neighboring agents based on local state
information. They also formulate local stability tests and show that increasing infor-
mation update rate is needed as each agent converges to its equilibrium. Therefore,
such algorithm leads to increase in computation time and decrease in the level of
decentralization. It is worth noting that authors apply their algorithm to formation
flight with some practical modifications [54, 55]. In their work, emergency controllers
based on invariant sets and protection zones are designed to guarantee collision avoid-
ance when the feasibility of the optimization problem is lost.
In [48], the cooperative control problem of a team of autonomous vehicles is devel-
oped based on a completely decentralized receding horizon control algorithm. Each
agent evolves in discrete-time by means of a locally computed control laws. The
stabilizing control laws depend on the local state variables (feedback action) and on
delayed information gathered from neighboring agents (feed-forward action) which is
treated as being fixed.
In [56, 49], decentralized and distributed robust model predictive controllers are
proposed for the team of unmanned aerial vehicles (UAVs). The problem is to generate
a local plan over a short horizon while guaranteeing the robust constraint satisfaction.
In this work, all UAVs have to reach their goals in minimum time while maintaining
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minimum distances from neighbors. It is shown that the implementation of pro-
posed architecture results in significant computational improvement as compared to
its centralized counterpart.
In the context of autonomous underwater vehicles, the MPC technique is applied
to achieve collision free triangular formations in [57, 50, 51]. The decentralized model
predictive controller is developed based on the geometry of leader-follower formation
in which the tracking error prediction model is developed for each follower based on
the relative distance to its corresponding leader.
1.2.4 Game Theoretic Approach to Autonomous Vehicle For-
mations
Game theory is a mathematical framework that has its origin in economics by the
pioneering works presented in [58] and [59], which then has been widely applied to
other areas of applications. Game theory is basically utilized to characterize the
resulting behavior of multiple decision makers whose outcomes are functions of not
only their own actions but also depends on the actions of others.
Multi-agent systems can be formulated as the dynamic game problem. In brief,
dynamic game is called cooperative if agents jointly collaborate to improve their cost
functions. Hence, a single cost function which is the weighted sum of all individual
costs should be minimized. The solution to this type of game is called Pareto optimal
solution. On the contrary, the non-cooperative game framework outlines a type of
game where each agent minimizes its own cost independently while considering the
actions of others. The resulting solution is called Nash equilibrium. This solution
implies that unilateral deviation of each agent from its action will lead to worse value














Figure 1.2: Classiﬁcation of Games
In the literature, dynamic game theory is considered in [61, 62, 63, 64, 65, 66, 67]
for formation control and consensus seeking.
In [61], cooperative game theory is utilized for consensus seeking problem to ensure
a lower individual as well as team cost value. In this work, minimization of a unique
team cost is formulated as an LMI problem in order to add constraints due to the
consensus condition and the information structure. The solution to this minimization
problem is a set of Pareto optimal solutions. In order to choose the best solution, Nash
bargaining strategy is employed to maximize the diﬀerence between the cost obtained
through cooperative approach and semi-decentralized optimal control approach.
In [62], authors formulate formation control problem as a ﬁnite horizon open-loop
Nash diﬀerential game. The corresponding Nash equilibrium is derived as the solution
to a set of coupled Riccati diﬀerential equations. The resulting control law can be
implemented in a distributed fashion through the selection of weighting matrices
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which only relate each agent to its neighbors. This work is then extended to time-
varying formations in [64].
In [63], formation control problem for a team of UAVs is considered where each
agent has its own performance index in terms of terminal formation errors and control
efforts. The problem is formulated as a differential game problem. As the control
structure of each agent should conform to information graph, a distributed state
estimation algorithm is combined with the classical open-loop Nash differential game
to construct distributed controllers.
Reference [65], integrates cooperative control, reinforcement learning, and dy-
namic game theory to find online solution of team games while considering information
graph topology. The notion of interactive Nash equilibrium along with cooperative
policy iteration algorithm is proposed. It is shown that the algorithm converges to
the best response when the neighbors of each agent do not update their policies, and
to the cooperative Nash equilibrium when all agents update their policies simultane-
ously.
1.2.5 Fault Tolerant Control Strategies for Formation of Au-
tonomous Vehicles
Developing fault tolerant multi-agent systems is crucial for the sake of safety and
reliability considerations since malfunctioning of any agent may cause reduction in
efficiency and even overall mission failure. Therefore, individual controllers need to be
equipped with a proper fault tolerant mechanism to maintain acceptable performance
in terms of achieving mission objectives, reduce cost, and ensure stability of the whole
team.
In general, fault tolerant control (FTC) design approaches can be categorized as
passive method and active method [68, 69]. In passive FTC systems, a robust fixed
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structure controller is designed which is able to deal with anticipated faults. This ap-
proach is attractive from computational point of view. However, decreased nominal
performance at the expense of robustness to restricted class of faults is the downside of
this method [70, 71]. On the other hand, active FTC systems utilize on-line informa-
tion from FDI module to compensate for the effect of faults. This can be done either
by selection of predefined controllers or by controller redesign [72, 73, 74, 75, 76].
The performance of active methods are superior to passive methods. However, inte-
gration of fault detection and isolation (FDI) module and FTC mechanism can arise
challenging issues due to probable imperfections in fault estimates. Therefore, FTC
mechanism should be able to guarantee acceptable post-fault system performance
while considering uncertainties and time delays in FDI information [77].
Based on classical FTC design approaches, previous work on fault tolerant multi-
agent systems are reported in [78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88].
In [79], two adaptive fault tolerant control laws, namely sliding mode controller
and non-singular terminal sliding mode controller are developed for satellite forma-
tion flying to achieve high precision formation in the presence of actuator and sensor
faults. Then, the control methodology is improved in [89] by introducing fast terminal
sliding mode as an FTC strategy for distributed cooperative attitude synchronization.
A fuzzy logic system is utilized as an uncertainty estimator to update controller pa-
rameters in case of actuator faults. In [86], distributed controller for multi-robot
systems is derived based on dynamic surface control technique to handle LOE faults.
In addition, adaptive mechanism is applied to estimate effectiveness factor and uncer-
tainty bounds. It is worth noting that aforementioned methods, suffer from chattering
phenomenon due to the adoption of sign function.
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Authors in [78], investigate the effect of various actuator fault types on the per-
formance of modified leader-follower architecture. It is shown that stability and con-
sensus achievement are maintained under faulty situation. However, the transient
behavior of the team is deteriorated.
In reference [87], distributed reconfigurable controller is designed on-line to guar-
antee consensus achievement with minimum cost in the presence of actuator faults
and FDI uncertainty. The reconfiguration scheme is formulated such that only the
faulty agent needs to reconfigure its control law. In this regard, sufficient conditions
are derived as a set of linear matrix inequalities for existence of a reconfigurable con-
troller. Moreover, a metric is defined to have a measure of FDI information accuracy.
In [81], a fault tolerant linear cooperative protocol is developed for target ag-
gregation problem. The fault tolerant algorithm is proposed to adjust the weights
associated with shortest path from active agents who have access to target point
and faulty individuals. The proposed algorithm ensures that sufficient conditions are
satisfied and the target point still can be reached.
In [82], a two-level fault recovery scheme is suggested for satellites formation flying.
In the low level recovery mechanism, asymptomatic closed loop stability is ensured.
However, in case that fault estimates are biased, faulty satellites are partially recov-
ered, and therefore formation tracking errors are deteriorated. As a remedy, formation
level mechanism is formulated as an optimization problem to reduce tracking error
bound. Therefore, other satellites compensate for the effect of partially recovered
agent by allocating more control efforts.
In [83], virtual actuator technique is suggested to compensate the effect of actuator
faults in individual agents for consensus tracking control problem. Moreover, sliding
mode observer is designed for estimating the faults. The effect of estimation error is
studied, and sufficient condition for bounded tracking error of all followers in terms of
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the estimation error is derived. It is worth noting that the tracking errors of healthy
individuals converge to zero, and tracking errors of faulty agents remain bounded
only once accurate fault estimates are available.
In [84], decentralized fault tolerant formation controller is developed for UAVs
in leader-follower structure in which the FTC mechanism is only needed for faulty
agent rather than the entire team. As actuator faults occur, a compensation term is
added to nominal controller to remove the effect of such permanent faults. Moreover,
The effect of intermittent faults is discussed using switch system approach. It is
shown that system stability can be maintained under certain condition without the
requirement of any FTC mechanism. It should be noted that this scheme requires
highly efficient FDI mechanism to rapidly detect intermittent faults.
1.3 Thesis Objectives and Contributions
In this thesis, formation control and fault accommodation of a team of autonomous
underwater vehicles are addressed based on the MPC technique and dynamic game
theory. Our first goal is to consider the problem of limited information availability in
underwater applications. In the first part, a semi-decentralized control scheme is de-
veloped to solve the tracking and formation keeping control problems with minimum
communication requirement. Moreover, centralized and decentralized control schemes
are developed to have a comparative evaluation for the performance of our proposed
semi-decentralized control scheme. Since underwater vehicle actuators are very prone
to malfunctioning, our second goal is to ensure mission objectives in the presence of
such anomalies. In the second part, a semi-decentralized active fault recovery scheme
is developed to maintain acceptable tracking and formation keeping performance of
the entire team in the presence of actuator fault. Moreover, centralized and decen-
tralized active fault recovery schemes are developed to have a comparative evaluation
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for the performance of our proposed semi-decentralized fault recovery scheme.
In the following the main contributions of this thesis are summarized:
1. A semi-decentralized MPC-based control scheme is developed to solve the track-
ing and formation keeping control problems of a team of autonomous underwater
vehicles with reduced amount of computational complexity and communication
requirements.
2. A semi-decentralized dynamic game-based control scheme is proposed to solve
the tracking and formation keeping control problems of a team of autonomous
underwater vehicles with reduced amount of communication requirement.
3. A semi-decentralized MPC-based active fault accommodation scheme is devel-
oped to maintain a graceful degraded performance of a team of autonomous
underwater vehicles in the presence of LOE actuator faults and actuator satu-
ration constraints.
4. A semi-decentralized dynaic-game based active fault accommodation scheme is
developed to maintain a graceful degraded performance of a team of autonomous
underwater vehicles in the presence of LOE actuator faults.
5. The performance and effectiveness of semi-decentralized active fault accommo-
dation schemes based on the MPC technique and dynamic game theory are
validated through various fault scenarios such as the presence of FDI imperfec-
tions and multiple faulty agents.
6. The centralized and decentralized active fault accommodation schemes based
on the MPC technique and dynamic game theory are developed and compared
with the corresponding proposed semi-decentralized active fault accommodation
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schemes through quantitative simulation studies, and the improvements and
limitations are illustrated.
1.4 Organization of The Thesis
The organization of this thesis is explained briefly as follows.
In Chapter 2, preliminaries and background information are provided. First, a
brief description on nonlinear dynamical model of the AUV using Euler angles along
with the environmental disturbances which affect the AUV dynamics are presented.
Then, linear model of an AUV is derived. In the next section, a general description
on model predictive control framework and dynamic game theory is stated. Finally,
some concepts and ingredients of formation graph modeling are explained.
In Chapter 3, MPC technique and dynamic game theory are utilized to solve
the problem of tracking and formation keeping of a team of autonomous agents un-
der three schemes, namely centralized, semi-decentralized, and decentralized control
schemes. At the end of the chapter, a set of comparative simulation studies are con-
ducted on a team of AUVs, and then the performance of proposed control strategies
are interpreted and discussed quantitatively.
In Chapter 4, active fault recovery strategies based on the MPC technique and dy-
namic game theory are developed for all aforementioned control schemes introduced
in Chapter 3. At the end of the chapter, comparative simulations of various faulty
scenarios are performed on a team of AUVs to investigate the performance and effec-
tiveness of proposed active fault recovery strategies in the presence of LOE actuator
faults.







In this chapter, background information required for the derivation of the nonlin-
ear and linearized model of autonomous underwater vehicles is provided. Moreover,
dominant source of environmental disturbances is explained and modeled. Afterward,
basic concepts of faults and the model of the faulty system with loss of effectiveness
(LOE) actuator faults are provided. In the next sections, model predictive control
and dynamic game theory are briefly explained. Finally, some basic definitions and
concepts in graph theory which are used for formation modeling are given.
2.2 AUV Equations of Motion
The representation of translational and rotational motion of the AUV in six degrees of
freedom (DOF) depends on the choice of coordinate frames. In the following sections,
the coordinate frames and attitude representation technique which are commonly used
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in underwater applications are presented.
2.2.1 Coordinate Frames
There are two coordinate frames that are commonly used to precisely describe the
equations of motion of an underwater vehicle in six degrees of freedom. These two
coordinate systems are specified as
• Earth-fixed coordinate frame, {E} := (OE-XE, YE, ZE)
• Body-fixed coordinate frame, {B} := (OB-XB, YB, ZB)
The earth-fixed frame {E} is composed of the orthonormal axes {XE, YE, ZE},
where the X-axis points to the north, the Y -axis to the east and the Z-axis to the
center of the earth. The body-fixed frame with orthonormal axes {XB, YB, ZB} is
coupled to the vehicle, where the X-axis points to the forward direction, the Y -
axis to the right of the vehicle and the Z-axis vertically down. The origin OB of
the body-fixed frame is chosen to coincide with the center of gravity of the vehicle.
The directions of coordinate frames are indicated in Figure 2.1 where the degrees of
freedom of the {B} are named surge, sway, heave, roll, pitch and yaw.
The common notation used for marine vehicles according to the SNAME notation
[90] is used to demonstrate the 6 DOF motion of vehicle in vector form by the following
• η = [ηT1 , ηT2 ]T where η1 = [px, py, pz]T , and η2 = [pϕ, pθ, pψ]T denote the position
and orientation of {B} expressed in {E}, respectively.
• ν = [νT1 , νT2 ]T where ν1 = [vu, vv, vw]T , and ν2 = [vp, vq, vr]T denote the linear
velocities and angular velocities of the vehicle expressed in {B}, respectively.
• τ = [τT1 , τT2 ]T where τ1 = [X, Y, Z]T , and τ2 = [K,M,N ]T denote the total forces
and moments acting on the vehicle expressed in {B}, respectively.
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Figure 2.1: Coordinate frames and AUV motion variables [2]
2.2.2 Attitude Representation by Euler Angles
The orientation of a rigid body in three dimensional space can be represented either by
using Euler angles or quaternions (Euler Parameters). In this thesis, as it is common
in the marine terminology, we use Euler angles for AUV attitude representation.
However, there exist several control strategies that use the quaternion in order to avoid
the representation singularities that might arise by the use of Euler angles. In Euler
angles representation, a set of sequential coordinate transformations is performed to
relate the body-fixed frame to the earth-fixed frame in terms of orientation. The
Euler convention used to describe the orientation from body to world is the Z-Y -X
convention that corresponds to the rotation angles of yaw (pψ), pitch (pθ), and roll
(pϕ), respectively. The rotation matrix used to describe the orientation of the body-
fixed frame with respect to the earth-fixed frame is given by
REB(η2) = Rz(pψ)Ry(pθ)Rx(pϕ) (2.1a)
19
REB(η2)
−1 = RBE(η2) (2.1b)
where
Rx(pϕ) =








 cos(pψ) −sin(pψ) 0sin(pψ) cos(pψ) 0
0 0 1
 (2.2c)
The coordinate transformation matrix that relates body-fixed angular velocity
with roll, pitch, and yaw rates can be written as
TEB (η2) =




−1 = TBE (η2) (2.3b)
The consequence of using Euler angles to describe the vehicle’s motion is that
TEB (η2) can not be defined for a pitch angle pθ = ±pi/2. However, due to physical
restrictions, the AUV will always operate far from the singular point.
2.2.3 AUV Nonlinear Kinematic and Dynamic Equations of
Motion
Based on the notations and coordinate transformation introduced in previous sections,
we are ready to introduce equations of motion of a single AUV. It is convenient to
collect the kinematic equations of AUV relative to the earth-fixed frame into the
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following compact 6-dimensional matrix form














The overall 6 DOF nonlinear dynamics of an AUV in body-fixed frame can be
derived based on Newton-Euler equation of a rigid body in fluid according to the
following compact form
Mν˙ + C(ν)ν +D(ν)ν + g(η) = τ (2.5)
where
M = MRB +MA (2.6a)
C(ν) = CRB(ν) + CA(ν) (2.6b)
D(ν) = D(ν)l +D(ν)q (2.6c)
In equation (2.5), M denotes the total mass and inertia matrix consists of rigid
body massMRB and added massMA terms; C(ν) is the total Coriolis and centripetal
matrix consists of a rigid body mass CRB(ν) and added mass CA(ν) terms; D(ν) is
the quadratic and linear drag matrix; g(η) is the gravitational and buoyancy matrix;
and τ is the vector of thruster forces and torques.
2.2.4 AUVNonlinear Equations of Motion in Horizontal Plane
In this thesis, the motion of AUV in the horizontal plane is considered which covers
wide range of underwater missions, namely, seabed surveying, mapping, and recon-
naissance. It is worth mentioning that the AUV is symmetric in all planes and the
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origin of the body-fixed frame OB, the center of gravity CG, and the center of buoy-
ancy CB of the AUV coincide with each other, i.e. OB = CG = CB = [0 0 0], then the
kinematics and dynamics equations of motion in the surge, sway, and yaw degrees of
freedom can be defined as
p˙x = vucos(pψ)− vvsin(pψ) (2.7a)
p˙y = vusin(pψ) + vvcos(pψ) (2.7b)
p˙ψ = vr (2.7c)
muv˙u −mv vv vr + du vu = τu (2.7d)
mvv˙v +mu vu vr + dv vv = τv (2.7e)
mrv˙r + (mv −mu) vu vv + dr vr = τr (2.7f)
which can be rewritten into the following compact matrix form
Mν˙ + C(ν)ν +Dν = τ (2.8a)
η˙ = J(pψ)ν (2.8b)
where ν = [vu vv vr]T and η = [px py pψ]T are the vectors of linear and angular
velocities, and absolute positions and orientation in the earth-fixed frame.
The transformation matrix J(pψ) from {B} to {E} for the reduced order 3 DOF
model in equation (2.8b) can be written as
J(pψ) =






 mu 0 00 mv 0
0 0 mr
 (2.10)
is the total inertia matrix due to rigid body mass and added mass with mu, mv, mr




 du 0 00 dv 0
0 0 dr
 (2.11)
denotes the total linear and quadratic drag with du, dv, dr as its constant parameters
along X, Y , and about Z axes, respectively.
The skew-symmetric matrix C(ν) is the coriolis and centripetal matrix that can
be shown as
C(ν) =
 0 0 −mv vv0 0 mu vu







is the control input with τu, τv, and τr as the total forces and torques produced by
the actuators in surge, sway, and yaw directions, respectively.
The parameters of a simplified AUV model are defined as mu = m − Xu˙, mv =
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m−Yv˙, mr = Iz−Nr˙, du = −Xu−Xu|u||vu|, dv = −Yv−Yv|v||vv|, dr = −Nr−Nr|r||vr|.
The detailed description on model parameters is illustrated as in table 2.1.
Table 2.1: Nomenclature for AUV Parameters
Name Description Unit
m Weight of the AUV kg
Iz Moment of inertia in yaw kg m2
Xu˙ Added mass in surge kg
Xu Linear damping coefficient in surge kg/s
Xu|u| Quadratic damping coefficient in surge kg/m
Yv˙ Added mass in sway kg
Yv Linear damping coefficient in sway kg/s
Yv|v| Quadratic damping coefficient in sway kg/m
Nr˙ Added mass in yaw kg m2
Nr Linear damping coefficient in yaw kg m/s
Nr|r| Quadratic damping coefficient in yaw kg m
2.2.5 Modeling Environmental Disturbances
Different types of environmental disturbances can be considered to act on an AUV
including wind, waves, and currents. In the case of fully submerged AUV, the main
environmental disturbance is due to ocean currents. Ocean currents are horizontal
and vertical circulating systems of ocean water, produced by gravity, wind friction
and water density variation in different parts of the ocean [91], [92].
In the literature, there are generally two ways to consider the effect of ocean cur-
rent in the dynamical model of AUV. Readers are refereed to [93] for more information
on the existing methods and their applications.
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• Method 1
In this method, the nonlinear dynamical model of AUV introduced in equation
(2.8a) is rewritten in terms of relative velocity. In this regard, the earth-fixed current
velocity is modeled as a Gauss-Markov process with a limiter as follows
V˙c(t) + µc Vc(t) = ωc (2.14a)
Vcmin ≤ Vc(t) ≤ Vcmax
where ωc(t) is a zero mean Gaussian white noise and µc > 0 is a constant that is
mostly considered to be zero. Assuming that the fluid is irrotational, the projected
current velocity vector in the earth-fixed reference frame is given by




V 2cx + V
2
cy, Vcx = Vc cos(α), and Vcy = Vc sin(α), and the angle α
describes the orientation of the Vc about the Z-axis. Then, the body-fixed current










where vBuc and vBvc denote the current velocity in surge and sway, respectively. This
results in the body-fixed frame relative velocity νr = [vu − vBuc vv − vBvc vr]T . Then,
the dynamical model of AUV with relative velocity νr must be modified to
Mν˙r + C(νr)νr +Dνr = τ (2.18a)
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η˙ = J(pψ)ν = J(pψ)νr + ν
E
c (2.18b)
This model is introduced in [90] and is further used in references [94] and [95].
• Method 2
In this method, the effect of ocean currents are all considered as drift forces acting
at the force level on the AUV as follows
Mν˙ + C(ν)ν +Dν = τ + J(pψ)
−1 dc (2.19a)
η˙ = J(pψ)ν (2.19b)
where the current loads dc = [dcx dcy 0]T are usually defined in the earth-fixed frame
and are modeled as a constant or slowly varying bias as
d˙c = wd (2.20)
where wd is a vector of zero mean Gaussian white noise processes.
This model is usually utilized as a basis for derivation of model-based controllers
for path following and tracking of AUVs [92, 96, 97]. In this thesis, we resort to this
method and consider the effect of ocean currents through the input channels of AUVs
in the simulation studies.
2.2.6 Linearized Equations of Motion
The nonlinear reduced order equations of motion introduced in Subsection 2.2.4 with-
out considering the effect of disturbance and noise can be described by the following
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continuous-time nonlinear state space model
˙¯x(t) = f(x¯(t), u¯(t)) (2.21a)
z¯(t) = g(x¯(t)) (2.21b)
where x¯ = [px py pψ vu vv vr]T ∈ R6 is the state vector, u¯ = [τu τv τr]T ∈ R3 is
the vector of control inputs generated by actuators along surge, sway, and yaw axes,
respectively, and z¯ = [px py pψ]T ∈ R3 is the vector of position measurements.
The corresponding linear model that defines the dynamic behavior of the system
can be derived based on the Taylor series expansion about any valid operating point
(xo, uo). The resultant linear continuous-time state space model will take the following
form
x˙(t) = Acx(t) +Bcu(t) (2.22a)
z(t) = Cx(t) (2.22b)
where x = x¯−xo and u = u¯−uo are respectively state and input error vectors around







0 0 −vvocos(pψo)− vuosin(pψo) cos(pψo) −sin(pψo) 0
0 0 vuocos(pψo)− vvosin(pψo) sin(pψo) cos(pψo) 0




















































 1 0 0 0 0 00 1 0 0 0 0
0 0 1 0 0 0
 (2.23c)
By discretizing linear continuous-time state space model (2.22), using zero-order-
hold method, the discrete-time linear state space model over the sampling period Ts
can be obtained as
x(k + 1) = Ax(k) +B u(k) (2.24a)
z(k) = C x(k) (2.24b)




2.3 Fault Types and Modeling
A fault is defined as an unpermitted deviation of at least one characteristic property
or variable of the system from the accepted standard condition that may lead to
malfunction or failure in the system [98]. Faults can be classified based on several
criteria, such as the time characteristics of faults, physical locations in the system and
the effect of faults on the system performance. The time dependency of faults can
be distinguished as abrupt fault (stepwise), incipient fault (drift-like) or intermittent
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fault. When faults are classified according to their physical locations, three main
faults can be defined, namely, actuator faults, sensor faults, and plant component
faults. If faults are to be classified according to their induced effects on the system
performance, they can be classified into additive and multiplicative faults [99].
Since an actuator is often considered as the entrance to the system, actuator faults
have serious consequences on the system performance. To incorporate the effect of
actuator faults in the nominal system, multiplicative modeling is commonly used.
An abrupt change of the nominal control action from u to uf based on the severity
of actuator faults ranging from loss of partial control effectiveness (stuck at a fixed
value) to a complete loss of control authority can be classified as
uf =

Γu Γ = 1, ∀t ≥ 0 No Failure
Γu 0 <  < Γ < 1, ∀t ≥ tf Loss of Effectiveness (LOE)
Γu Γ = 0, ∀t ≥ tf Float
Γu+ uLock Γ = 0, ∀t ≥ tf Lock-In-Place (LIP)
Γu+ umin or umax Γ = 0, ∀t ≥ tf Hard Over Failure (HOF)
(2.25)
where uf corresponds to the actual input that is produced by the faulty actuator, u is
the input commanded by the controller, tf denotes the time when a fault is injected,
and Γ represents the effectiveness coefficient of the actuator. umin and umax are the
minimum and maximum possible actuation, and uLock (umin < uLock < umax) is a
constant level of actuation.
Substituting the nominal control action u(k) in equation (2.24) with the faulty
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control action uf (k) results in the following state-space model
x(k + 1) = Ax(k) +B Γu(k) (2.26a)
z(k) = C x(k) (2.26b)
In this thesis, we are interested in the most common actuator fault named as Loss
of Effectiveness fault where the actual control input becomes a lower percent of the
desired control input. The Loss of Effectiveness actuator fault can be represented by
the multiplicative matrix Γ as
Γ =
 γ1 0 00 γ2 0
0 0 γ3
 (2.27)
where 0 < γk < 1, k = 1, ..., 3 indicates the effectiveness factor of the corresponding
actuator forces and torque in three directions, namely, surge, sway, and yaw.
2.4 Model Predictive Control Framework
In general, the idea behind the predictive control strategy includes (I) A model of
the plant which is used to predict the future response of the system at future time
instants, (II) the calculation of a sequence of control action minimizing an optimal
control problem using system’s current states as the initial condition, and (III) the
receding strategy which involves the application of the first control action at each
step, so that the horizon moves towards the future at each instant. Practically, this
combination of feed-forward and feedback makes MPC to outperform passive feedback
control. Briefly, the benefits of MPC are referred to as its ability to include generic
models and constraints in the optimal control problem and its reconfigurability to
redefine cost functions and constraints as needed to reflect changes in the system and
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environment [100, 101].
Assume that the discrete-time linear dynamical model of the system is given by
x(k + 1) = Ax(k) +B u(k) (2.28a)
z(k) = C x(k) (2.28b)
where x(k) ∈ Rn, u(k) ∈ Rm, and z(k) ∈ Rp are the state, control input, and output
vectors respectively. The MPC implementation can be formulated by introducing the





x(k + h+ 1 | k) = Ax(k + h | k) +Bu(k + h | k) (2.29b)
z(k + h | k) = Cx(k + h | k) (2.29c)
zmin < z(k + h | k) < zmax, h = 1, ..., Np − 1 (2.29d)
umin < u(k + h | k) < umax, h = 1, ..., Nm − 1 (2.29e)





zT (k + h | k)Qz(k + h | k) + uT (k + h | k)Ru(k + h | k)
}
+xT (k +Np | k)QN x(k +Np | k)
(2.30)
where Q ∈ Rp×p, and QN ∈ Rn×n are positive semi-definite, and R ∈ Rm×m is
positives definite penalty matrices. Np and Nm denote the length of the prediction
horizon and the length of the control horizon, respectively. Usually, Np ≥ Nm. The
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first term of performance index is called state penalty , the second term is called
control penalty and the third term is called terminal penalty.
2.4.1 QP formulation of MPC
All predicted variables can be formulated in terms of current state variable informa-
tion x(k) and the future control movement u(k + h | k), h = 1, ..., Nm as follows
Z = Sz x(k) + Su U (2.31)
where the predicted variables are
Z = [ zT (k | k) zT (k + 1 | k) zT (k + 2 | k) · · · zT (k +Np | k) ]T (2.32a)
U = [uT (k | k) uT (k + 1 | k) uT (k + 2 | k) · · · uT (k +Nc − 1 | k) ]T (2.32b)











0 0 0 · · · 0
C B 0 0 · · · 0






C ANp−1B C ANp−2B C ANp−3 B · · · C ANp−Nc B

(2.33)
Using the compact equation (2.31), the finite horizon cost function (2.30) can be
written as
J(U, x(k)) = ZT Q¯Z + UT R¯ U
= UT H U + 2x(k)T F U + x(k)T Gx(k) (2.34)
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where Q¯ , blkdiag {Q, Q, ..., QN}, R¯ , blkdiag {R, ..., R}, H , SuT Q¯Su + R¯,
F = SzT Q¯Su, and G = SzT Q¯Sz.
Moreover, the inequality constraints of problem (2.29) that indicate the feasibility


























The set of equations (2.34), (2.35a), and (2.35b) define a quadratic programming
problem. When the optimal control sequence U is obtained, only the first control
u(k | k) is applied to the system. The rest of the control sequence is discarded. Then
at the next time interval, x(k + 1) is used as the new initial condition of the optimal
control problem (2.29) and the algorithm will be repeated.
2.4.2 Stability of MPC
In this subsection, a brief review on available methods to guarantee closed loop sta-
bility of linear constrained systems using MPC controller is stated. For more reviews
on stability analysis of MPC, readers are referred to [43, 44].
The proposed approaches in the literature are mostly relies on Lyapunov methods.
These approaches ensure that the MPC cost function is monotonically decreasing, and
therefore it can be considered as a Lyapunov function. In this regard, authors in [102],
add a zero terminal state equality constraint to the optimization problem. Although
this scheme is suitable for a large class of systems, but it has feasibility issue due
to adding a strict terminal equality constraint, therefore it is required to consider a
relatively long horizon to ensure feasibility of the optimization problem.
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For stable linear systems, reference [103] removes the need for terminal equality
constraint by adding the terminal quadratic state cost. In this scheme, no control
action is considered after the end of prediction horizon, therefore the terminal penalty
matrix can be found as the solution to the Lyapunov matrix equation associated with
open loop system. This work is then extended in [104] for unstable linear systems in
which the unstable modes are derived to origin at the end of optimization problem
and the terminal state penalty is applied to stable modes. A rather more general ap-
proach is introduced in [105] to ensure decreasing property of the MPC cost function
by introducing the terminal cost associated with the sub-optimal feedback control law
derived from the infinite horizon unconstrained LQR method. Moreover, the feasi-
bility of the sub-optimal feedback control law is translated into the convex quadratic
constraint on the terminal state.
In this thesis, we are dealing with unstable linear systems in which the triple
(A,B,C) is controllable and observable, therefore we will use the approach proposed
in [104] to ensure the stability of the closed loop system. This scheme is formally
stated in the following theorem.
Theorem 2.1. Consider the optimization problem (2.29) where the pair (A,B) of
the prediction model is stabilizable with r < Np unstable modes, then x(k) = 0 is
an asymptotically stable solution of closed loop MPC with objective function (2.30)
where Q ≥ 0, QN ≥ 0, and R > 0, and with feasible initial state x(0) satisfying the
constraint equations (2.29d), (2.29e), and an extra terminal equality constraint on
unstable modes, namely
V˜u x(k +Np) = 0 (2.36)
where V˜u is determined from Jordan form of matrix A partitioned into stable and
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Moreover, the terminal penalty matrix QN for stable modes is determined by
QN = V˜
T
s Π V˜s (2.38)
where Π is the solution of matrix Lyapunov equation
Π = V Ts C
T QC Vs + J
T
s Π Js (2.39)
Proof : The proof of Theorem 2.1 can be found in [104]. 
2.5 Dynamic Game Theory
In the dynamic game of Nv players, a dynamic equation governs the entire game
which is influenced by all players as




where x is the team state vector, ui is the control variable of ith player, A, and Bi





xT (k)Qi x(k) + u
T
i (k)Ri ui(k) (2.41)
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where Qi and Ri are positive semi-definite and positive definite matrices, respectively.
The objective functions can be conflicting meaning that the optimal solution associ-
ated with player i may interfere with the state evolution from another player point
of view. In this regard, based on how players collaborate to achieve their goals, there
are cooperative and non-cooperative games.
2.5.1 Cooperative Game
In cooperative games, control actions of players are jointly determined such that total
cost of the team is minimized. Therefore, if players choose any other control strategy,
then at least one of the players has higher cost value. This solution set is known
as Pareto optimal solution of the game. In the following, the definition of Pareto
optimal solution is explicitly stated.
Definition 2.1. [60] For Nv player game defined by dynamic equation in (2.40) and
objective functions in (2.41), the set of control strategies u∗ = [u∗1, . . . , u∗Nv ] constitute
Pareto optimal solution if the set of inequalities
Ji(u) ≤ Ji(u∗) , i = 1, . . . , Nv (2.42)
do not hold with at least one strict inequality. The corresponding point J∗ =
(J∗1 , . . . , J
∗
Nv
) is called a Pareto solution. The set of all Pareto solutions is called
the Pareto frontier.
The Pareto optimal control strategies can be derived by minimizing the convex





αi Ji subject to (2.40) (2.43)
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where α ∈ A = {[α1, . . . , αNv ] | α ≥ 0 ;
∑Nv
i=1 αi = 1}. The set of control strategies
u∗(α) and the corresponding Pareto optimal solution set J∗(u∗(α)) obtained from
above optimization problem are functions of parameter α, and therefore are not gen-
erally unique. In order to cooperatively choose the best solution among a set of Pareto
optimal solutions, it is required to exploit from bargaining theory.
In bargaining theory, players cooperatively select a unique Pareto optimal solution
among Pareto frontier, since they understand that better outcome will be achieved
compared to the non-cooperative outcome. The non-cooperative outcome of the game
is known as threat point and here is denoted by d.
In axiomatic bargaining theory, a number of solutions have been proposed. In
[106], a survey is given on this theory. In this thesis, the Nash bargaining solution
is adopted, as it provides a reasonable cooperative solution due to satisfaction of
Pareto-optimality and symmetry.
The Nash bargaining solution N(S, d), select for a given set (J1, . . . , JNv) ∈ S a
point at which the product of utility gains, i.e. the difference between the solution
and the threat point of players, is maximized, namely




(di − Ji) , J ≤ d (2.44)
As previously stated, Nash bargaining solution has Pareto-optimality property,
meaning thatN(S, d) lies on the Pareto frontier, and therefore is dependent on weight-





(di − Ji(u∗(α))) (2.45)
In Nash bargaining problem, players agree that the more utility gain a player
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receives from cooperation the less weight it will get in the minimization problem. In
another words, the following relationship holds between the value of the cost functions
at N -solution JN = (JN1 , . . . , JNNv), the threat point d, and the weighting parameter






1 − JN1 ) = αN2 (Jd2 − JN2 ) = · · · = αNNv(JdNv − JNNv) (2.46)
2.5.2 Non-Cooperative Game
In non-cooperative game framework, each player focuses only on minimizing its own
cost function under the possible influence of other players control actions. The non-
cooperative aspect indicates that the players are assumed not to collaborate in trying
to attain their objectives. A typical solution to the non-cooperative game is the well-
known Nash equilibrium introduced in [59]. In the following, the definition of Nash
equilibrium is formally stated.
Definition 2.2. [107] An admissible set of actions u = [u∗1, . . . , u∗Nv ]
T is a Nash
equilibrium for Nv player game defined by dynamic equation (2.40) and a set of cost




1, . . . , u
∗
i , . . . u
∗
Nv) ≤ Ji(u∗1, . . . , ui, . . . u∗Nv) , i = 1, . . . , Nv (2.47)
The above-mentioned definition implies that none of the players have incentive to
change their control actions unilaterally, since any deviation from Nash equilibrium
point will lead to the worst cost value.
The Nash equilibrium solution associated with non-cooperative dynamic game
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of linear quadratic type which is characterized by (2.40) and (2.41) can be found
explicitly according to the following theorem.
Theorem 2.2. Let Ki, i ∈ {1, . . . , Nv}, be defined by the following linear matrix
equation







i PiA, i ∈ {1, . . . , Nv} (2.48)











i RiKi, i ∈ {1, . . . , Nv}
(2.49)
Then, Nv player linear quadratic dynamic game defined by (2.40) and (2.41) with
Qi ≥ 0 and Ri > 0 admits a unique Nash equilibrium solution if, and only if, (2.48)
admits a unique solution set {K∗i ; i ∈ {1, . . . , Nv}} in which Nash equilibrium control
strategies are given by
u∗i (k) = −K∗i x(k), i ∈ {1, . . . , Nv} (2.50)
Proof : The proof of theorem 2.2 can be found in [107]. 
2.6 Basic Definitions on Multiple AUVs Formation
Structure and Modeling
In this thesis, a virtual vehicle formation coordination method is considered to achieve
individual and cooperative objectives depending on their significance to individuals,
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namely (I) reference tracking, and (II) formation keeping, i.e. maintaining the posi-
tion of team members relative to each other. These team objectives can be interpreted
into suitable cost function in model predictive control framework.
The aforementioned control objectives are in conformity with the wide range of
underwater mission tasks including seabed surveying and mapping, oil and gas ex-
ploration and extraction, monitoring oil and gas pipelines, and reconnaissance just to
name a few.
At each sampling intervals, the evaluated control inputs of individuals according
to the MPC technique and minimization of cost function which is established based
on agents cumulative formation keeping and reference tracking errors are the implicit
feedback control law of local and neighbors information as in equation (2.51). It is
worth mentioning that the tracking error vector will only appear in the cost function
of the leader that has access to the global reference.
ui = k
mpc
i (zi, {zj}j∈Ni) (2.51)
2.6.1 Formation Graph Modeling
In this section, basic concepts in graph theory are provided to model information flow
structure and interactions among agents in the formation control of multiple AUVs.
In a graph-based formation network [108, 109], each agent can be identified as the
vertex of the time-invariant, and connected formation graph G , (V , E), where
• V , {1, 2, ..., N} is the set of vertices that labels each agent in the team of N
vehicles.
• E ⊆ {(i, j) ∈ V × V | i 6= j} is the set of edges describing the interconnection
topology of the systems.
40
• Ni , {j | (j, i) ∈ E} is the open set of ith agent neighbors with |Ni| as its
cardinality which is also called the degree of vertex i. Then, the closed set of
ith agent neighbors, denoted by N¯i, is Ni
⋃{i} with the cardinality |N¯i|.
• The graph G is assumed to be undirected meaning that every edge is bidirec-
tional, i.e. (i, j) ∈ E , indicates (j, i) ∈ E .
• The adjacency matrix of an undirected graph G with N ×N vertices is denoted
by symmetric matrixA = [aij]N×N in which aij = 1 if and only if (i ∼ j) ∈ E and
aij = 0 otherwise. The corresponding degree matrix is denoted byD = diag{dii}
and is defined to be the diagonal matrix with dii =
∑
j∈V
aij, i.e. the number of
edges leaving from vertex i.
• The Laplacian matrix associated with graph G can be defined as
L = D −A (2.52)
where for an undirected and connected graph, the Laplacian matrix is symmetric
positive semi-definite and has a simple zero eigenvalue.
2.7 Summary
In this chapter, AUV nonlinear and linearized equations of motion in horizontal plane
are derived. To this end, fundamental concepts on coordinate systems and attitude
representation by Euler angles are introduced. Furthermore, the definition, general
classification, and multiplicative model of actuator faults are explained. Then, a brief
description on model predictive control technique, cooperative game framework, and
non-cooperative game framework are given. Finally, the graph based formation model




Decentralized Control of Autonomous
Vehicle Formations
3.1 Introduction
In this chapter, formation control algorithms are developed to achieve desired team
objectives using the MPC technique and dynamic game theory. Toward this end,
various controller design structures including centralized, semi-decentralized, and de-
centralized are introduced.
In the centralized control, a central unit with a global control algorithm com-
putes the control commands to each agent based on the collected information from
the whole team members. Although this structure provides good performance in
achieving formation objectives, it has several issues such as the requirement of high
computational capacity, large amount of information exchange, and the possibility of
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single point of failure. On the contrary, in the decentralized control, individual con-
trol commands are independently designed considering the state information of each
agent and its neighbors. This scheme lifts the requirement of high level of informa-
tion exchange while considerably decrease formation performance due to neglecting
couplings among team members. The semi-decentralized control provides a trade-off
between aforementioned control design structures where control inputs of agents are
designed by incorporating neighboring agents state information while additionally
taking into account the coupling effect due to neighboring agents control inputs.
The above-mentioned control design structures will be more elaborated throughout
this chapter. Moreover, simulations are performed for a team of AUVs to evaluate
and analyze the effectiveness of the proposed control algorithms.
3.2 Centralized Control
In the centralized formation control, as shown in Figure 3.1, the state information
and control objectives of the entire team are incorporated in the control design of
each agent.
Central Controller
· · · AUVi · · ·AUV2AUV1 AUVNv
x1 u1 x2 u2 xi ui xNv uNv
X U
Figure 3.1: Centralized Control System
To this end, it is required to derive the overall centralized formation error model.
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First, consider the dynamics of each agent i = {1, . . . , Nv} represented by
xi(k + 1) = Axi(k) +B ui(k) (3.1a)
zi(k) = C ei(k) (3.1b)
where xi ∈ R6, ui ∈ R3, ei ∈ R3, and zi ∈ R3 are the state, control input, centralized
formation error, and output vectors of ith agent, respectively.
The centralized information exchange topology among Nv agents is described by
a fully connected graph with W = L + G ∈ RNv×Nv where G = diag{gi} is used to
denote the connection of agents to global trajectories. The global trajectories can be
generated by the following dynamic equation, namely
x∗i (k + 1) = Ax
∗
i (k) +B u
∗ (3.2)
where the desired constant control command u∗ is assumed to be available to each
agent. The desired formation configuration between each pair of agents can be rep-
resented by a constant vector x∗ij = x∗i − x∗j . Then, the centralized formation error




aij (xi(k)− xj(k)− x∗ij) + gi (xi(k)− x∗i (k)) (3.3)
and its corresponding dynamics is given by
ei(k + 1) = Aei(k) +
∑
j∈V
wij B δuj(k) (3.4a)
zi(k) = C ei(k) (3.4b)
where aij is the ijth element of the adjacency matrix A, gi > 0 is the iith element of
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diagonal matrix G, and wij is the ijth element of matrix W . Moreover, δuj = uj−u∗
is the control input error variable.
Finally, the augmented formation errors of Nv agents can be represented in a
compact form as follows
E = (W ⊗ I6) δX (3.5)
and its dynamics can be given by
E(k + 1) = A¯ E(k) + B¯ δU(k) (3.6a)
Z(k) = C¯ E(k) (3.6b)
where δX = [(x1 − x∗1)T . . . (xNv − x∗Nv)T ]T , E = [eT1 . . . eTNv ]T , δU = [δuT1 . . . δuTNv ]T ,
and Z = [zT1 . . . zTNv ]
T are the augmented state error, formation error, control input,
and output vectors, respectively. Furthermore, A¯ = INv ⊗ A, B¯ = W ⊗ B, and
C¯ = INv ⊗ C.
In the following subsection, the centralized control design problem using MPC
control technique will be demonstrated based on aforementioned definitions.
3.2.1 Model Predictive Control Approach to Centralized Con-
trol
To derive centralized MPC-based controllers, let us consider the following finite hori-
zon cost for each agent i ∈ V which penalizes each individual centralized formation




{‖zi(h|k)‖2Qi + ‖ui(h|k)− u∗‖2Ri}+ ‖xi(Np|k)‖2QiN (3.7)
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where Qi ∈ R3×3, QiN ∈ R6×6 are positive semi-definite, and Ri ∈ R3×3 is positive
definite penalty matrices. Then, the centralized formation cost is the sum of all












In the following, the centralized MPC-based control problem is formally stated.
Problem 3.1. At each time step k, given the current augmented formation error vec-
tor E(k), find the entire formation control input sequence δU˜(k) = [ δU(k)T , δU(k+














E(h+ 1|k) = A¯ E(h|k) + B¯ δU(h|k) (3.9b)
Z(h|k) = C¯ E(h|k) h = 0, 1, . . . , Np − 1 (3.9c)
δUmin ≤ δU(h|k) ≤ δUmax h = 0, 1, . . . , Nc − 1 (3.9d)
δU(h|k) = δU(Nc − 1|k) Nc ≤ h ≤ Np− 1 (3.9e)
V˜uE(k +Np) = 0 (3.9f)
where Nc, Np are the control horizon and the prediction horizon, respectively. In
order to decrease the computational complexity, the control horizon is selected to be
less than the prediction horizon. The output penalty matrix Q = blkdiag{Qi∈V} ∈
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R3Nv×3Nv and terminal state penalty matrix QN ∈ R6Nv×6Nv are positive semi-
definite, and the input penalty matrix R = blkdiag{Ri∈V} ∈ R3Nv×3Nv is positive
definite. The triple (A¯, B¯, C¯) considered in the prediction model is controllable and
observable with 3Nv unstable modes on the unit circle. In order to ensure stability
of closed loop system, the terminal equality constraint (3.9f) associated with unstable
modes and the terminal penalty matrix QN are computed as explained in Theorem
2.1.
Remark 3.1. The above constrained optimization problem can be solved at each
time step using QP algorithms such as interior point, active set and trust-region
reflective.
3.2.2 Non-Cooperative Dynamic Game Approach to Central-
ized Control
In this subsection, we will use non-cooperative nonzero-sum dynamic game to for-
mulate and solve centralized formation control problem. It is worth noting that, the
objective for each player is the minimization of his own cost function constrained by
the underlying centralized formation error dynamics as introduced in (3.6). There-
fore, for a formation consists of Nv agents, control actions of all agents are determined
simultaneously to reach irrevocable set of control actions which is known as Nash equi-





‖Z(k)‖2Q¯i + ‖δui(k)‖2Ri , i ∈ V (3.10)
where Q¯i = blkdiag{03×3 . . . Qi . . . 03×3} ∈ R3Nv×3Nv and Qi ∈ R3×3 are positive
semi-definite, and Ri ∈ R3×3 is positive definite penalty matrices. In the following
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problem, this scheme is formally stated.
Problem 3.2. For non-cooperative nonzero-sum dynamic game of Nv agents with
fully connected information exchange topology, find the set of control strategies
δU∗(k) = [δu∗1(k), . . . , δu
∗
Nv
(k)]T as the solution to the set of Nv simultaneous global
minimization problems, namely
δu∗i (k) = argmin
δui
Ji(Z(k), δui(k)) , i ∈ V (3.11a)
subject to




Z(k) = C¯ E(k) (3.11c)
where each individual cost Ji is defined in (3.10). Moreover, the error dynamics con-
sidered in the minimization problem is the rearranged form of centralized formation
error dynamics defined in (3.6) in which B¯i = wTi ⊗B and wi is the ith row of matrix
W that characterizes the underlying information graph.
Solution:
The non-cooperative dynamic game outlined in Problem 3.2 is in the standard
form due to the full information availability and centralized nature of the problem.
Hence, the local control strategies that constitute global Nash equilibrium δU∗(k) =
[δu∗
T
1 (k), . . . , δu
∗T
Nv
(k)]T as stated in Theorem 2.2 can be given by
δu∗i (k) = −K¯iE(k) ∀i ∈ V (3.12)
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where the control gain matrices K¯i∈V ∈ R3×6Nv are defined by






B¯j K¯j) ∀i ∈ V (3.13)
where P¯i∈V ∈ R6Nv×6Nv are the solutions to coupled AREs as follows
P¯i = C¯
T Q¯iC¯ + K¯
T







B¯j K¯j) ∀i ∈ V (3.14)
It should be noted that P¯i is the unique positive semi-definite solutions to the ith
coupled ARE given in (3.14) if and only if the pair (A¯− ∑
j∈V−{i}
B¯j K¯j, B¯i) is stabilizable




i C¯) is detectable.
Remark 3.2. The solution to above-mentioned coupled AREs is determined numer-
ically using iterative algorithms in [110, 111].
3.2.3 Cooperative Dynamic Game Approach to Centralized
Control
In this subsection, we exploit from cooperative dynamic game theory and Nash bar-
gaining solution as an agreement strategy to solve the centralized control design prob-
lem. We expect to achieve a cooperative behavior in terms of individual cost values
as compared to the cost values that are obtained by the optimal control without any
agreement strategy. Hence, each agent benefits from cooperation in a fair way while
promising simultaneous minimization of individual costs.
In this regard, let us consider the infinite horizon cost associated with each agent
as defined in (3.10). Then, the centralized formation cost is defined by the convex
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combination of all individual costs, as follows
Jc(Z(k), δU(k), α) =
∑
i∈V
αi Ji(Z(k), δui(k)) (3.15)




We are now ready to formally state centralized control problem using cooperative
dynamic game.
Problem 3.3. For a cooperative dynamic game of Nv agents, find a set of Pareto-
efficient control strategies denoted by δU∗(α, k) for ∀α ∈ Λ which provides the solu-
tions to the following global minimization problem, namely
δU∗(α, k) = argmin
δU
Jc(Z(k), δU(k), α) (3.16a)
subject to




Z(k) = C¯ E(k) (3.16c)
where the dynamic equation considered in the minimization problem is the rearranged
form of centralized formation error dynamics defined in (3.6) in which B¯i = wTi ⊗ B
and wi is the ith row of matrix W which characterizes the underlying information
graph.
Solution:
The local control strategies that constitute Pareto-efficient solution δU(α∗) =
[δuT1 (α
∗), . . . , δuTNv(α
∗)]T can be given by
δu∗i (α, k) = −K¯i(α)E(k) ∀i ∈ V (3.17)
50
where the control gain matrices K¯i∈V(α) ∈ R3×6Nv are defined by
K¯i(α) = (αiRi + B¯
T
i P¯ (α) B¯i)
−1B¯Ti P¯ (α) (A¯−
∑
j∈V−{i}
B¯j K¯j(α)) ∀i ∈ V (3.18)













It should be noted that P¯ (α) is the positive semi-definite solution to ARE (3.19)
which is not unique in general.
Remark 3.3. The cooperative linear quadratic dynamic game is a regular linear
quadratic optimal control problem which depends on parameter α. Therefore, the
existence of a solution to Problem 3.3 depends on the existence of solution to ARE
given in (3.19).
As can be observed from above discussion, the local Pareto-efficient control strate-
gies are functions of α ∈ Λ. Hence, we need to find the best possible solution that all
agents can agree on. In this regard, we resort to Nash bargaining theory to obtain
a reasonable cooperative solution to Problem 3.3. The Algorithm 3.1 given in [60]
will be used in conjunction to equations (3.19) and (3.18) to find a unique α∗, Pareto
optimal solution [J1(α∗), . . . , JNv(α∗)], and the corresponding Pareto-efficient control
strategy δU(α∗) = [δuT1 (α∗), . . . , δuTNv(α
∗)]T .
Remark 3.4. It is worth noting that the cost values of each agent derived in Sub-
section 3.2.2 are considered as non-cooperative cost values Jdi∈V used in Algorithm
3.1.
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3 if Ji(δu∗) > Jdi for i ∈ V then
4 update α0i = α0i + 0.01, and α0j = α0j − 0.01Nv−1 for j 6= i and return to Step 2
5 else
6 Calculate αˆNi =
∏
j∈V−{i}




(Jdl − Jl(δu∗l (α0l )))
;
7 if |αˆNi − α0i | < 0.01 for i ∈ V then
8 Terminate the algorithm and set αN = αˆN
9 else
10 α0i = 0.8α
0
i + 0.2 αˆ
N
i and return to Step 2
11 end
12 end
Algorithm 3.1: Algorithm to Calculate N-Solution of Centralized Cooperative
Dynamic Game Problem 3.3
3.3 Semi-Decentralized Control
This section concerns with developing semi-decentralized controller in which informa-
tion exchange is allowed only among neighboring agents. This information includes
states and control actions of neighboring agents as depicted in Figure 3.2. In this re-
gard, non-cooperative nonzero-sum dynamic game theory and model predictive con-
trol strategy are utilized to formulate and solve semi-decentralized formation control
problem.
The semi-decentralized information exchange topology among Nv agents is de-

























Figure 3.2: Information Exchange Structure of Semi-Decentralized Control System
to denote the connection of agents to global trajectory. We have gi > 0 if agent i is
connected to the virtual leader and gi = 0 otherwise.
Remark 3.5. The second smallest eigenvalue of the Laplacian matrix λ2(L) as-
sociated with the undirected and connected graph considered in semi-decentralized
controller design depends on the number of communication links among agents. By
increasing the number of connections among agents, the value of λ2(L) increases, and
therefore better stability margin of closed-loop system and formation performance
will be achieved.
For each agent i ∈ V with the state space dynamic equation given in (3.1), and
the desired global trajectory and formation configuration as defined in (3.2), the
formation error vector associated with ith agent while considering the information




aij (xi(k)− xj(k)− x∗ij) + gi (xi(k)− x∗(k)) (3.20)
53
or equivalently, we can rewrite equation (3.20) in the following compact form using
augmented state error vector, namely
ei(k) = (wi ⊗ I6) δX(k) (3.21)
Then, the formation error dynamics can be written as




zi(k) = C ei(k) (3.22b)
where δX = [(x1 − x∗1)T . . . (xNv − x∗Nv)T ]T is the augmented state error vector and
δui = ui − u∗ is the control input error vector of ith agent. Moreover, aij is the
ijth element of the adjacency matrix A, gi is the iith element of diagonal matrix
G. The row vector wi and wij are the ith row and ijth element of matrix W which
characterizes the underlying information graph, respectively.
3.3.1 Model Predictive Control Approach to Semi-Decentralized
Control
To derive semi-decentralized MPC-based controller, let us consider the following finite
horizon cost for each agent i ∈ V which penalizes each individual formation error




{‖zi(h|k)‖2Qi + ‖ui(h|k)− u∗‖2Ri}+ ‖xi(Np|k)‖2QiN (3.23)
where Qi ∈ R3×3, QiN ∈ R6×6 are positive semi-definite, and Ri ∈ R3×3 is positive
definite penalty matrices. In the following problem, the semi-decentralized control
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design using MPC control technique is illustrated.
Problem 3.4. At each time step k, given the current formation error vector of ith
agent ei(k), and neighboring agents previous optimal control inputs δu˜(k − 1)j∈Ni ,
find ith agent control input sequence δu˜i(k) = [ δui(k)T , δui(k + 1)T , . . . , δui(k +














ei(h+ 1|k) = Aei(h|k) + wiiB δui(h|k) +
∑
j∈Ni
wijB δuj(h|k − 1) (3.24b)
zi(h|k) = C ei(h|k) h = 0, 1, . . . , Np − 1 (3.24c)
δumin ≤ δui(h|k) ≤ δumax h = 0, 1, . . . , Nc − 1 (3.24d)
δui(h|k) = δui(Nc − 1|k) Nc ≤ h ≤ Np− 1 (3.24e)
V˜i ei(k +Np) = 0 (3.24f)
where Nc and Np are the control horizon and the prediction horizon, respectively.
In order to decrease the computational complexity, the control horizon is selected
to be less than the prediction horizon. The triple (A,wiiB,C) considered in the
prediction model of ith agent is controllable and observable with 3 unstable modes
on the unit circle. In order to ensure stability of closed loop system, the terminal
equality constraint (3.24f) associated with unstable modes and the terminal penalty
matrix QiN are computed as explained in Theorem 2.1.
Remark 3.6. The above constrained optimization problem can be solved at each
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time step using iterative quadratic programming algorithms such as interior point,
active set and trust-region reflective.
3.3.2 Non-Cooperative Dynamic Game Approach to Semi- De-
centralized Control
In this subsection, the semi-decentralized formation control is formulated as a non-
cooperative nonzero-sum dynamic game in which each agent tries to minimize its
objective function, while its error dynamics is coupled to the neighboring agents.
Therefore, the value of each individual cost function is implicitly affected by the
control actions pursued by its neighbors.
To develop semi-decentralized control algorithm based on non-cooperative dy-





‖zi(k)‖2Qi + ‖δui(k)‖2Ri , ∀ i ∈ V (3.25)
where Qi ∈ R3×3, and Ri ∈ R3×3 are positive semi-definite, and positive definite
penalty matrices, respectively. The following problem, formally states the semi-
decentralized control using non-cooperative dynamic game while the information ex-
change topology is not fully connected.
Problem 3.5. For non-cooperative nonzero-sum dynamic game of Nv agents with
connected information exchange topology, find the set of local control strategies
δU∗(k) = [δu∗
T
1 (k) . . . δu
∗T
Nv
(k)]T as the solution to the set of Nv simultaneous local
minimization problems, namely
δu∗i (k) = argmin
δui
Ji(zi(k), δui(k)) , ∀i ∈ V (3.26a)
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subject to




zi(k) = C ei(k) (3.26c)
Solution:
In the semi-decentralized control, the information exchange topology is not fully
connected, and the information available to each agent is restricted to its neighboring
set. If we stack all error dynamics defined in (3.22) and using the standard coupled
AREs given in Theorem 2.2, as what we did in Subsection 3.2.2, the solution will
be a full matrix. In this way, the centralized information must be available to all
agents to implement the resulting set of control strategies which constitute global
Nash equilibrium.
To overcome aforementioned issue, we will solve a set of Nv local minimization
problems simultaneously as defined in Problem 3.5 to find irrevocable set of control
strategies δU∗(k) = [δu∗T1 (k), . . . , δu∗
T
Nv
(k)]T such that each agent and its neighbors
constitute local Nash equilibrium [δu∗Ti (k), {δu∗Tj (k)}j∈Ni ]T for ∀i ∈ V .
Since the local error dynamics associated with each agent is affected by its own
control input as well as control inputs of its neighbors, we need to construct augmented

















































In this model, it is assumed that non-neighboring agents are at steady state, therefore
the effect of their control actions are ignored.
The set of local control strategies that provides Nash equilibrium solution to the set
of Nv local minimization problems defined in (3.26) and subject to the new dynamics
given in (3.27) can be given by
δu∗i (k) = Ki e¯i(k) ∀i ∈ V (3.28)
where the control gain matrices Ki ∈ R3×6N¯i are defined by
Ki = (Ri +B
T
ii PiBii)
−1BTii Pi (Ai −
∑
j∈Ni
Bij Kˆj) ∀i ∈ V (3.29)
where Pi ∈ R6N¯i×6N¯i are the solutions to the coupled AREs as follows
Pi = Qii +K
T




T Pi (Ai −BiiKi −
∑
j∈Ni
Bij Kˆj) ∀i ∈ V
(3.30)
where Qii = CTii QiCii ∈ R6N¯i×6N¯i is positive semi-definite, and Ri ∈ R3×3 is positive
definite. The control gain matrices Kˆj∈Ni are the rearrange form of communicated
control gain matrices of neighboring agents, i.e. Kj∈Ni , in order to be suitably in-
corporated in the coupled ARE of ith agent. Moreover, Pi is the unique positive
semi-definite solution of ith algebraic Riccati equation given in (3.30) if and only if
the pair (Ai −
∑
j∈Ni








Since the formation graph is connected, ultimately the information from each
agent propagates to all others. Therefore, if each agent and its neighbors reach
irrevocable set of local control inputs [δu∗Ti (k), {δu∗Tj (k)}j∈Ni ]T for i ∈ V , this will
imply that the whole set of local control inputs, i.e. [δu∗1(k), . . . , δu∗i (k), . . . , δu∗Nv(k)]
constitute Nash equilibrium.
Remark 3.7. The solution to above-mentioned coupled algebraic Riccati equations
are determined numerically using algorithms proposed in [110, 111].
3.4 Decentralized Control
In this section, decentralized formation control algorithms are developed in which
the information exchange is restricted to the neighboring set of each agent. The ex-
changed information among neighboring agents only includes their state information













. . . ...
u1x1, xj∈N1
uixi, xj∈Ni
Figure 3.3: Decentralized Control System
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The decentralized information exchange topology is described by the same graph
defined for semi-decentralized control. Hence, we can similarly express the formation
error dynamics associated with ith agent as given in (3.22). Since control inputs
are not exchanged, each agent needs to compute its control action as well as the
control actions of its neighbors, i.e. {δuj}j∈N¯i locally. In this regard, it is required to
construct augmented error dynamics to design decentralized controller for each agent
i ∈ V . The augmented error dynamics of each agent can be formed by stacking its


























































In model (3.31), it is assumed that non-neighboring agents are at steady state,
therefore the effect of their control actions are ignored. At the implementation level,
δui will be applied and the rest of neighboring agents control actions computed locally
via ith agent will be only used to control augmented error dynamics in open loop.
Hence, the decentralized control has the problem of dynamical model error due to
not exchanging the control actions among neighboring agents.
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3.4.1 Model Predictive Control Approach to Decentralized
Control
To derive decentralized MPC-based controller, let us consider the following finite
horizon cost for each agent i ∈ V which penalizes each individual formation error










where Q¯i = blkdiag{Qj∈N¯i} ∈ R3N¯i×3N¯i and Q¯iNR6N¯i×6N¯i are respectively positive
semi-definite output and terminal state penalty matrices, and {Rj}j∈N¯i ∈ R3×3 are
positive definite input penalty matrices.
In the following problem, the decentralized control design using MPC control
technique is illustrated.
Problem 3.6. At each time step k, given the current augmented state error vec-
tor of ith agent e¯i(k), find ith agent decentralized control input sequence δu˜i(k) =
[ δui(k)
T , δui(k + 1)
T , . . . , δui(k + Nc − 1)T ]T as the solution to the following





















z¯i(h|k) = Ci e¯i(h|k) h = 0, 1, . . . , Np − 1 (3.33c)
δumin ≤ δuj(h|k) ≤ δumax, j ∈ N¯i h = 0, 1, . . . , Nc − 1 (3.33d)
δuj(h|k) = δuj(Nc − 1|k), j ∈ N¯i Nc ≤ h ≤ Np− 1 (3.33e)
V˜i e¯i(k +Np) = 0 (3.33f)
where Nc and Np are the control horizon and the prediction horizon, respectively.
In order to decrease the computational complexity, the control horizon is selected to
be less than the prediction horizon. The triple (Ai, [Bii, Bij∈Ni ], Ci) considered in the
prediction model of ith agent is controllable and observable with 3N¯i unstable modes
on the unit circle. In order to ensure stability of closed loop system, the terminal
equality constraint (3.33f) associated with unstable modes and the terminal penalty
matrix Q¯iN are computed as explained in Theorem 2.1.
Remark 3.8. The above constrained optimization problem can be solved at each
time step using iterative quadratic programming algorithms such as interior point,
active set and trust-region reflective.
3.4.2 Non-Cooperative Dynamic Game Approach to Decen-
tralized Control
In this subsection, the decentralized formation control is formulated as non-cooperative
nonzero-sum dynamic game. Since in this scheme, control actions are not exchanged,
each agent has to perform a set of |N¯i| minimization problems constrained by the
augmented error dynamics given in (3.31). In this regard, let us consider the infinite






‖z¯i(k)‖2Qij + ‖δuj(k)‖2Rj , j ∈ N¯i (3.34)
where Qij = blkdiag{03×3 . . . Qj . . . 03×3} ∈ R3N¯i×3N¯i is positive semi-definite and
Rj ∈ R3×3 is positive definite penalty matrices. The non-cooperative dynamic game
formulation of decentralized control is formally stated in the following problem.
Problem 3.7. For non-cooperative nonzero-sum dynamic game of |N¯i| agents asso-
ciated with ith agent, find the set of control strategies {δu∗j}j∈N¯i , as the solution to
the set of |N¯i| local minimization problems, namely
δu∗j(k) = argminJj(z¯i(k), δuj(k)) j ∈ N¯i (3.35a)
subject to




z¯i(k) = Ci e¯i(k) (3.35c)
Solution:
The set of |N¯i| control strategies that are computed locally by ith agent and
provides Nash equilibrium solution to Problem 3.7 can be given by
δu∗j(k) = −Kij e¯i(k) , ∀j ∈ N¯i (3.36)
where the control gain matrices Kij∈N¯i ∈ R3×6N¯i are defined by
Kij = (Rj +B
T
ij Pij Bij)
−1BTij Pij (Ai −
∑
j∈N¯i−{j}
BijKij) , ∀j ∈ N¯i (3.37)
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T Pij (Ai −
∑
j∈N¯i
BijKij) , ∀j ∈ N¯i
(3.38)
It should be noted that Pij is the unique positive semi-definite solutions to jth coupled
ARE given in (3.38) if and only if the pair (Ai −
∑
j∈N¯i−{j}
BijKij, Bij) is stabilizable,





ij Ci) is detectable.
As mentioned before, the control action which is implemented by ith agent is
δu∗i (k) = Kii e¯i(k) and the rest of locally computed control actions are only used to
control ith agent augmented error dynamics in open loop.
Remark 3.9. The solution to above-mentioned coupled algebraic Riccati equations
are determined numerically using algorithms proposed in [110, 111].
3.5 Simulation Results
In this section, simulation results are presented to compare performance of the pro-
posed control structures. The simulations are conducted for a team of five AUVs.
The details on dynamical model parameters of each AUV are given in Table 3.1.
Without loss of generality, the topology of semi-decentralized and decentralized struc-
tures is assumed to be a ring topology. Table 3.2 summarizes the initial state val-
ues for each agent. The desired formation configuration is presented in Table 3.3
that characterizes the straight line formation on the horizontal plane in which AUVs
sweep along X-axis with desired surge velocity equal to 1m/s. The effects of en-
vironmental disturbances due to irrotational ocean currents are all considered as
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slowly varying drift forces acting on the input channels of each AUV along X and
Y axises. The ocean current drift forces are produced according to the equation
given in (2.20). In this model, the mean values of drift forces are initially assumed
to be [4 4 0]T N . Moreover, ωd is assumed to be zero-mean Gaussian white noise
with standard deviation of σω = [5 × 10−3 5 × 10−3 0]T N . The measurement
noise is also modeled as zero-mean Gaussian white noise with standard deviation
of σv = [5× 10−3 m 5× 10−3m 5× 10−3 rad]T .
The upper bound of the steady state tracking error is assumed to be Jsx ≈ 0.1
to meet the precision requirements of potential underwater missions such as seabed
mapping and pipeline inspection. The control parameters provided in Table 3.4 are
chosen such that the effect of environmental disturbances are attenuated and the
steady state design specification are satisfied. Moreover, the performance of all control
schemes are evaluated according to the performance measures provided in Table 3.5.
It is worth noting that simulations are conducted in MATLAB on a computer
equipped with 4-cored processor operating at 1.6 GHz, and is managed by 64-bit
operating system.
Table 3.1: AUV Parameters [3]
Total mass and inertia matrix M=diag [200 250 80] kg
Linear drag matrix D=diag [170 100 50] N.s/m
X-axes and Y-axes maximum thruster force 400 N
Yaw-axes maximum thruster torque 100 N.m
Sampling time 0.2 sec
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Table 3.2: Initial Conditions
[px(0) py(0) pψ(0) vu(0) vv(0) vr(0)]
T
AUV1 [0.2 0.3 pi15 0 0 0]
T
AUV2 [0.3 0.3 pi20 0 0 0]
T
AUV3 [0.25 0.3 pi15 0 0 0]
T
AUV4 [0.25 0.25 pi20 0 0 0]
T
AUV5 [0.25 0.3 pi20 0 0 0]
T
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(0, 2, 0) (0, 2, 0) (0,−6, 0) (0,−2, 0) (0, 4, 0)
Table 3.4: Controller Parameters
MPC-based Game-based
Output penalty matrix Qi∈V 105 × I3×3 105 × I3×3
Control penalty matrix Ri∈V I3×3 10× I3×3
Prediction Horizon Np 9
Control horizon Nc 1
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Table 3.5: Performance Measures







‖xi(t)− x∗i (t)‖2 dt





































3.5.1 Comparison of Centralized, Semi-Decentralized, and De-
centralized MPC-Based Control Schemes
In this subsection, the performance of centralized, semi-decentralized, and decentral-
ized MPC-based controllers are investigated. The position errors along X-axis and
Y -axis, orientation errors along Z-axis, surge velocity errors, and thruster forces along
X-axis are depicted in Figures 3.4, 3.5, 3.6, 3.7, and 3.8, respectively. Moreover, per-
formance measures and time response characteristics are quantitatively reported in
Table 3.6.
Based on the values of tracking and formation keeping costs given in Table 3.6,
the centralized scheme has the lowest Jx and Jx˜ values, and the corresponding cost
values obtained by semi-decentralized scheme are less than the decentralized scheme.
Based on the obtained results for steady-state cost values, it can be observed that
the semi-decentralized scheme has the lowest steady state error among all schemes,
and the steady state error of centralized scheme is less than the decentralized scheme.
Moreover, the settling time characteristics of centralized and decentralized schemes
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are relatively close to each other, and the settling time characteristics of decentralized
scheme are noticeably worst than all other schemes. In the centralized control scheme,
lower total cost value is obtained which is due to solving global optimization problem
for the entire team, and after that the semi-decentralized scheme has lower total cost
value than the decentralized scheme.
To summarize above-mentioned observations, we can conclude that the transient
performance of centralized scheme is superior to the semi-decentralized and the de-
centralized schemes, but at the cost of higher control effort. However, the steady-
state characteristics obtained by semi-decentralized scheme is better than two other
schemes. Another positive aspect of semi-decentralized scheme is that it can achieve
acceptable performance close to centralized scheme while requiring lower control effort
cost, and computation and communication loads.
Table 3.6: Performance and Time Response Evaluation of Centralized, Semi-Decentralized,
and Decentralized MPC-Based Control Schemes
Centralized Semi-Decentralized Decentralized
MPC MPC MPC
Jx 2.52 2.58 3.82
Jx˜ 56.8 58.5 61
Jsx 0.13 0.10 1.38
Jsx˜ 3.0e− 05 8.6e− 09 2.5e− 05
Ju 2.9e+ 04 2.5e+ 04 2.6e+ 04
Jtotal 1.18e+ 04 1.22e+ 04 1.29e+ 04
ts 15.4 15.8 22
t˜s 9.7 7 12
tsolve 0.53 0.06 0.25
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Figure 3.4: Error Signals Along X-axis for Cenetralized, Semi-Decentralized, and Decen-
tralized MPC-Based Control Schemes

































































Figure 3.5: Error Signals Along Y -axis for Cenetralized, Semi-Decentralized, and Decen-
tralized MPC-Based Control Schemes
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Figure 3.6: Error Signals about Z-axis for Cenetralized, Semi-Decentralized, and Decen-
tralized MPC-Based Control Schemes
















































































Figure 3.7: Surge Velocity Error Signals for Cenetralized, Semi-Decentralized, and Decen-
tralized MPC-Based Control Schemes
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Figure 3.8: Thruster Forces along X-axis for Cenetralized, Semi-Decentralized, and De-
centralized MPC-Based Control Schemes
3.5.2 Comparison of Centralized, Semi-Decentralized, and De-
centralized Control Schemes Based on Non-Cooperative
Dynamic Game
In this subsection, the performance of centralized, semi-decentralized, and decentral-
ized schemes based on non-cooperative dynamic game approach are demonstrated.
The position errors along X-axis and Y -axis, orientation errors along Z-axis, surge
velocity errors, and thruster forces along X-axis are depicted in Figures 3.9, 3.10, 3.11,
3.12, and 3.13, respectively. Moreover, the performance measures and time response
characteristics are evaluated and summarized in Table 3.7.
By comparing the evaluated tracking and formation keeping cost values, it can
be observed that lower Jx and Jx˜ are obtained in the centralized scheme, and after
that the semi-decentralized scheme has lower tracking and formation keeping cost
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values than the decentralized scheme. Moreover, the steady-state tracking error cost
Jsx obtained by semi-decentralized controller is less than two other schemes, and its
steady-state formation keeping error Jsx˜ is very close to centralized scheme and ex-
tremely lower than the decentralized scheme. It can be also seen that the settling
time of formation keeping error in the centralized scheme is lower than two other
schemes. However, the the semi-decentralized scheme has the lowest tracking error
settling time. The lowest total cost value is obtained in the centralized scheme which
is due to considering the global team dynamics in the minimization problem of each
agent, and it is lower in the semi-decentralized scheme in comparison to decentralized
scheme.
Finally, we can conclude from above-mentioned observations that the overall per-
formance of centralized scheme is better than the two other schemes, but at the cost of
higher control effort. The superiority of centralized scheme is especially more visible
in its formation keeping behavior. However, the tracking performance and the cor-
responding time response characteristics of semi-decentralized scheme are very close
to centralized scheme while requiring lower control effort and communication load.
Moreover, the increase in total cost value of semi-decentralized scheme as a result
of reduction in communication load is quite negligible as compared to centralized
scheme.
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Table 3.7: Performance and Time Response Evaluation of Centralized, Semi-Decentralized,
and Decentralized Control Schemes based on Non-Cooperative Dynamic Game
Centralized Semi-Decentralized Decentralized
Non-Cooperative Non-Cooperative Non-Cooperative
Jx 1.89 1.92 2.04
Jx˜ 43.7 44.8 46.1
Jsx 0.07 0.06 0.10
Jsx˜ 1.8e− 13 7.7e− 12 0.01
Ju 8.2e+ 04 5.2e+ 04 4.1e+ 04
Jtotal 9.1e+ 03 9.3e+ 03 9.6e+ 03
ts 15 14.5 17.8
t˜s 4.4 5.1 6.8
tIter 43 34 37






































































Figure 3.9: Error Signals Along X-axis for Centralized, Semi-Decentralized, and Decen-
tralized Control Schemes Based on Non-Cooperative Dynamic Game
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Figure 3.10: Error Signals Along Y -axis for Centralized, Semi-Decentralized, and Decen-
tralized Control Schemes Based on Non-Cooperative Dynamic Game
















































































Figure 3.11: Y aw Angle Error Signals about Z-axis for Centralized, Semi-Decentralized,
and Decentralized Control Schemes Based on Non-Cooperative Dynamic Game
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Figure 3.12: Surge Velocity Error Signals for Centralized, Semi-Decentralized, and Decen-
tralized Control Schemes Based on Non-Cooperative Dynamic Game




























































Figure 3.13: Thruster Forces along X-axis for Centralized, Semi-Decentralized, and De-
centralized Control Schemes Based on Non-Cooperative Dynamic Game
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3.5.3 Centralized Cooperative Dynamic Game vs. Centralized
Non-Cooperative Dynamic Game
In this subsection, the effectiveness of both cooperative and non-cooperative dynamic
game approaches to centralized control is investigated. The position errors along
X-axis and Y -axis, orientation error along Z-axis, surge velocity error, and thruster
force alongX-axis are depicted in Figures 3.14, 3.15, 3.16, 3.17, and 3.18, respectively.
Moreover, the cost performance and time response characteristics are reported in
Table 3.8.
Based on the quantitative results provided in Table 3.8, it can be observed that
the formation keeping cost Jx˜ of centralized cooperative scheme is lower than the non-
cooperative scheme, while its tracking cost Jx is higher than that of non-cooperative
scheme. The same behavior can be seen in the obtained results associated with steady-
state tracking and formation keeping errors of both schemes. Moreover, the cooper-
ative scheme has lower formation keeping settling time, while it has higher tracking
settling time than the non-cooperative scheme which indicates that agents in the non-
cooperative centralized scheme achieve tracking behavior prior to formation keeping,
but the resulting behavior in cooperative scheme is reversed. The featuring point
of cooperative scheme is that it has lower total cost value than its non-cooperative
counterpart which is due to solving global minimization problem with one global team
cost.
To summarize the aforementioned observations, we can conclude that the coop-
erative centralized scheme can achieve higher accuracy in term of formation keeping
and cooperative performance, whereas the non-cooperative centralized scheme can
obtain higher accuracy in terms of tracking performance.
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Table 3.8: Performance and Time Response Evaluation Between Cooperative and Non-






Jsx˜ 1.8e− 13 3.8e− 15
Ju 8.2e+ 04 9.4e+ 04









































































Figure 3.14: Error Signals Along X-axis for Centralized Control Scheme Based on Coop-
erative and Non-Cooperative Dynamic Game
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Figure 3.15: Error Signals Along Y -axis for Centralized Control Scheme Based on Coop-
erative and Non-Cooperative Dynamic Game















































































Figure 3.16: Error Signals about Z-axis for Centralized Control Scheme Based on Coop-
erative and Non-Cooperative Dynamic Game
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Figure 3.17: Surge Velocity Error Signals for Centralized Control Scheme Based on Coop-
erative and Non-Cooperative Dynamic Game



































































Figure 3.18: Thruster Forces along X-axis for Centralized Control Scheme Based on
Cooperative and Non-Cooperative Dynamic Game
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3.6 Summary
In this chapter, three cooperative control schemes, namely centralized, semi-decentralized,
and decentralized control schemes are developed. In each one of control schemes, we
first adopt an optimal control approach, namely the MPC technique to solve the
tracking and formation keeping control problems for a team of autonomous agents.
Next, we exploit from dynamic game theory to design controller that can fulfill afore-
mentioned objectives for a team of autonomous agents. At the end of the chapter,
a set of comparative simulation studies are conducted on a team of autonomous un-
derwater vehicles to demonstrate the effectiveness and to highlight pros and cons of
the proposed control schemes. Table 3.9 summarizes all the quantitative results we
have obtained in this chapter. Furthermore, the following conclusions briefly state
our obtained results.
The transient behavior of MPC-based centralized scheme according to the tracking
and formation keeping costs, i.e. Jx and Jx˜ is shown to be the best in comparison
to two other MPC-based schemes. Similarly, the dynamic game-based centralized
scheme has also the best tracking and formation keeping performance as compared to
other dynamic game-based schemes. More precisely, the centralized non-cooperative
scheme has the best tracking performance, and the centralized cooperative scheme
has the best formation keeping performance. It should be noted that better transient
performance obtained by centralized scheme is at the cost of higher control effort;
however, both MPC-based and dynamic game-based semi-decentralized schemes can
achieve the transient performance very close to centralized scheme with lower control
effort cost.
The steady-state behavior of MPC-based semi-decentralized scheme according to
steady-state tracking and formation keeping costs, i.e. Jx and Jx˜ is shown to be the
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best as compared to other MPC-based schemes. Moreover, in dynamic game frame-
work, the steady-state tracking error of semi-decentralized scheme is also better than
other dynamic game-based schemes. However, the centralized cooperative scheme
leads to the lowest steady-state formation keeping error as compared to all other
schemes.
The tracking error settling time characteristics of both centralized and semi-
decentralized MPC-based schemes are very close to each other, and also much lower
than the decentralized scheme. However, the semi-decentralized scheme has the lowest
formation keeping settling time among all other schemes. In the dynamic game frame-
work, the centralized and semi-decentralized game-based schemes have also lower val-
ues for settling time of tracking error. However, the centralized cooperative framework
obtained lower settling time associated with formation keeping error.
In both MPC and dynamic game frameworks, lowest total cost values are obtained
by centralized schemes. This feature is due to solving global minimization problem
for the entire team.
The final conclusion that can be derived from these results is that the proposed
semi-decentralized controller provides a satisfactory performance as compared to the
centralized controller while imposing less amount of communication and computation
loads on the team members. Furthermore, the semi-decentralized controller is more

















































































































































































































































































































































of Autonomous Vehicle Formations
4.1 Introduction
In this chapter, active fault accommodation mechanisms are developed in accordance
with each one of control design structures introduced in previous chapter, namely
centralized, semi-decentralized, and decentralized control structures.
If any agent in the team becomes faulty, not only the tracking performance of
faulty agent will be deteriorated but also it can cause tracking and formation keep-
ing performance deterioration of healthy agents and the entire team. The impact of
faulty agent on the performance of the entire team depends on the level of couplings
considered to derive control strategy for each individual. Therefore, it is crucial to de-
velop proper fault recovery mechanism based on the allowable amount of information
transmitted among agents such that the team objectives can be still achieved with
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acceptable performance. In this regard, we intend to incorporate on-line fault infor-
mation provided by FDI module to design active fault accommodation mechanisms.
In the centralized accommodation mechanism, the fault information of all agents are
involved in the recovery process. In the semi-decentralized accommodation mecha-
nism, fault information is exchanged among neighboring agents. Therefore, faulty
individual and its neighbors are involved in fault accommodation process. On the
contrary, in the decentralized accommodation mechanism, no fault information is
exchanged, and faulty agent is recovered independently.
The focus of this chapter is on loss of effectiveness actuator fault. We also consider
imperfections in the FDI module, namely FDI fault estimation error and FDI time
delay while developing active fault accommodation mechanisms. At the end of the
chapter, simulations are conducted on a team of AUVs to show the effectiveness of
proposed fault accommodation mechanisms.
4.2 Centralized Fault Accommodation
In this section, centralized active fault accommodation mechanism is developed in
which a central unit is connected to all agents and receives fault information from
their FDI modules to derive the accommodated controllers for each agent. In the
forthcoming subsections, the MPC technique and dynamic game theory are utilized
to recover the team from LOE actuator fault.
To this end, redesigning the controller must be performed based on faulty system
dynamics. Let us consider the state equation associated with ith agent with LOE
actuator fault as
xi(k + 1) = Axi(k) +B Γi ui(k) (4.1a)
zi(k) = C ei(k) (4.1b)
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where Γi ∈ R3×3 is the control effectiveness matrix of ith agent. Then, in the same
way as in previous chapter, the centralized error dynamics of ith agent under faulty
condition becomes
ei(k + 1) = Aei(k) +
∑
j∈V
wij B Γj δuj(k) (4.2a)
zi(k) = C ei(k) (4.2b)
where the control input error variable of ith agent is δui = ui − u∗Γi . Finally, the
augmented centralized formation error dynamics which is developed in (3.6) can be
rewritten as
E(k + 1) = A¯ E(k) + B¯ Γ δU (4.3a)
Z(k) = C¯ E(k) (4.3b)
where Γ = blkdiag{. . .Γi . . . } ∈ R3Nv×3Nv .
4.2.1 Model Predictive Control Approach to Centralized Fault
Accommodation
In this subsection, the previously introduced MPC-based centralized controller is
accommodated based on the centralized faulty error dynamics introduced in (4.3)
and the centralized finite horizon team cost given in (3.8). The following problem
formally states this scenario.
Problem 4.1. At each sampling time tk ∈ [tf + td,∞), given the current augmented
formation error vector E(k) as well as the fault information estimates provided by
FDI module of all agents, namely Γˆ, find the entire formation accommodated control
input sequence δU˜(k) = [ δU(k)T , δU(k+1)T , . . . , δU(k+Nc−1)T ]T as the solution
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to the following constrained finite time optimal control problem
min
δU˜










E(h+ 1|k) = A¯ E(h|k) + B¯ Γˆ δU(h|k) (4.4b)
Z(h|k) = C¯ E(h|k) h = 0, 1, . . . , Np − 1 (4.4c)
δU fmin ≤ δU(h|k) ≤ δU fmax h = 0, 1, . . . , Nc − 1 (4.4d)
δU(h|k) = δU(Nc − 1|k) Nc ≤ h ≤ Np− 1 (4.4e)
V˜uE(k +Np) = 0 (4.4f)
where tf is the time instant in which the fault has occurred, and td is the time
takes for FDI module to detect and identify the fault, and then activates control
accommodation mechanism. The matrix Γˆ ∈ R3Nv×3Nv is the estimate of control
effectiveness matrix Γ provided by FDI module of all agents. Moreover, Nc and Np
are the control horizon and the prediction horizon, respectively. In order to decrease
the computational complexity, the control horizon is selected to be less than the
prediction horizon. The output penalty matrix Q = blkdiag{Qi∈V} ∈ R3Nv×3Nv
and terminal state penalty matrix QN ∈ R6Nv×6Nv are positive semi-definite, and
the input penalty matrix R = blkdiag{Ri∈V} ∈ R3Nv×3Nv is positive definite. The
triple (A¯, B¯ Γˆ, C¯) considered in the faulty prediction model is both controllable and
observable with 3Nv unstable modes on the unit circle. In order to ensure stability
of closed loop system, the terminal equality constraint (4.4f) associated with unstable
modes and the terminal penalty matrix QN are computed as explained in Theorem
2.1.
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4.2.2 Non-Cooperative Dynamic Game Approach to Central-
ized Fault Accommodation
In this subsection, the previously introduced centralized controller based on non-
cooperative dynamic game is accommodated and redesigned using the fault estimates
provided by FDI module of all agents. In this case, infinite horizon cost of all agents
as given in (3.10) are simultaneously minimized considering the centralized faulty
error dynamics presented in (4.3). Finally, the accommodated control actions of all
agents will constitute an irrevocable set known as Nash equilibrium. As a result, each
agent can obtain minimum cost value while considering the effects of accommodated
control actions pursued by all other agents. The following problem formally states
this scenario.
Problem 4.2. For non-cooperative nonzero-sum dynamic game of Nv agents with
fully connected information exchange topology, given the FDI fault estimate Γˆ of the
entire team at sampling time tk = tf +td, find the set of accommodated control strate-
gies δU∗(k) = [δu∗T1 (k), . . . , δu∗
T
Nv
(k)]T as the solution to the set of Nv simultaneous
global minimization problems, namely
δu∗i (k) = argmin
δui
Ji(Z(k), δui(k)) , i ∈ V (4.5a)
subject to
E(k + 1) = A¯ E(k) +
∑
j∈V
B¯j Γj δuj(k) (4.5b)
Z(k) = C¯ E(k) (4.5c)
where tf is the time instant in which the fault has occurred, and td is the time
takes for FDI module to detect and identify the fault, and then activates control
accommodation mechanism. Each individual cost Ji is defined in (3.10). Moreover,
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the faulty error dynamics considered in the optimization problem is the rearranged
form of centralized faulty error dynamics defined in (4.3) in which B¯i = wTi ⊗B and
wi is the ith row of matrix W that characterizes the underlying information graph.
Solution:
The accommodated local control strategies which constitute global Nash equilib-
rium δU∗(k) = [δu∗T1 (k), . . . , δu∗
T
Nv
(k)]T can be given by
δu∗i (k) = −K¯ai E(k) ∀i ∈ V (4.6)
where the accommodated control gain matrices K¯ai∈V ∈ R3×6Nv are defined by
















j ) ∀i ∈ V (4.7)
where P¯ ai∈V ∈ R6Nv×6Nv are the solutions to coupled AREs while incorporating the
estimates of control effectiveness matrices Γˆi∈V provided by FDI module of all agents,
namely
P¯ ai = C¯















j ) ∀i ∈ V
(4.8)
It should be noted that P¯ ai is the unique positive semi-definite solutions to ith coupled




j , B¯i Γˆi) is stabilizable






i C¯) is detectable.
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4.2.2.1 Performance Evaluation in the Presence of FDI Imperfections
In this part, the minimum cost value obtained by each agent after the occurrence of
LOE fault is evaluated. Moreover, the effects of FDI imperfections such as time delay
and fault estimation error on the value of the cost are investigated. To this end, we
split the minimum cost value obtained by ith agent in to two terms as
J∗i (Z(k), δu
∗
i (k), [tf ,∞)) = J∗i (Z(k), δu∗i (k), [tf , tf + td)) + J∗i (Z(k), δu∗i (k), [tf + td,∞))
(4.9)
The first term in (4.9) is the minimum cost value when the multi-agent system is
faulty, but the FDI fault estimates are not available, and the nominal controllers are
still applied. Therefore, its value can be calculated as follows
J∗i (Z(k), δu
∗
i (k), [tf , tf + td)) = E(f)
T P¯iE(f)− E(f + d)T P¯iE(f + d)
(4.10)
that can be rewritten as
J∗i (Z(k), δu
∗















The second term in (4.9) is the minimum cost value when the multi-agent system








i )E(f + d)
+ E(f + d+ 1)T P¯ ai E(f + d+ 1) (4.12)
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that can be rewritten as
J∗i (Z(k), δu
∗
i (k), [tf + td,∞)) = E(f + d)T P¯ ai E(f + d)































E(f + d) (4.13)
where the last two terms in equation (4.13) are the costs incurred due to the FDI
estimation error, i.e. εi = Γi − Γˆi. It should be noted that the value of the last term
is negligible. Finally, the evaluated minimum cost obtained by ith agent after the
occurrence of LOE fault can be defined as
J∗i (Z(k), δu
∗




























Remark 4.1. The existence of the solution to Problem 4.2 does not necessarily mean
that it is satisfactory. The minimum cost value of each agent J∗i (Z(k), δu∗i (k), [tf ,∞))
is said to be admissible if it is lower than some predefined upper bound for the
minimum cost value J¯∗i , i.e. J∗i (Z(k), δu∗i (k), [tf ,∞)) ≤ J¯∗i . However, it is worth
noting that, under bounded FDI time delay and estimation error, it is possible to
derive the guaranteed cost accommodated controller based on a cost function with
modified weighting matrices.
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4.2.3 Cooperative Dynamic Game Approach to Centralized
Fault Accommodation
In this subsection, the centralized controller based on cooperative dynamic game ap-
proach is accommodated and redesigned using the fault estimates provided by FDI
module of all agents. In this case, the weighted sum of all individual objective func-
tions as given in (3.15) is minimized considering the centralized faulty error dynamics
presented in (4.3). Along with the main global minimization problem, the bargaining
protocol is utilized to allocate appropriate weights to each agent when LOE fault
occurs. The following problem formally states this scenario.
Problem 4.3. For cooperative dynamic game of Nv agents, given the FDI fault
estimates of the entire team Γˆ at sampling time tk = tf + td, find the set of Pareto




∀α ∈ Λ which provides the solution to the following global minimization problem,
namely
δU∗(α, k) = argmin
δU
Jc(Z(k), δU(k), α) (4.15a)
subject to
E(k + 1) = A¯ E(k) +
∑
j∈V
B¯j Γj δuj(k) (4.15b)
Z(k) = C¯ E(k) (4.15c)
where tf is the time instant in which the fault has occurred, and td is the time
takes for FDI module to detect and identify the fault, and then activates control
accommodation mechanism. The dynamic equation considered in the minimization
problem is the rearranged form of centralized formation error dynamics defined in
(4.3) in which B¯i = wTi ⊗ B and wi is the ith row of matrix W which characterizes
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the underlying information graph.
Solution:
The accommodated Pareto-efficient local control strategies can be given by
δu∗i (α, k) = −K¯ai (α)E(k) ∀i ∈ V (4.16)
where the accommodated control gain matrices K¯ai (α) ∈ R3×6Nv are defined by














j (α)) ∀i ∈ V
(4.17)
where P¯ a(α) ∈ R6Nv×6Nv is the solution to the following ARE while incorporating the


















where P¯ (α) is the positive semi-definite solution to ARE (4.18) which is not unique
in general.
As already explained, the accommodated local Pareto-efficient control strategies
are functions of α ∈ Λ. In this regard, Algorithm 3.1 introduced in previous chapter is
used in conjunction with equations (4.18) and (4.17) to recalculate a unique α∗, Pareto
optimal solution [J1(α∗), . . . , JNv(α∗)], and the corresponding accommodated Pareto-
efficient control strategy δU(α∗) = [δuT1 (α∗), . . . , δuTNv(α
∗)]T . As a result of employing
bargaining protocol, lower weight will be allocated to the objective function of faulty
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agent in the global optimization problem, and hence the cost of cooperation will be
decreased during the fault recovery process.
Remark 4.2. It worth noting that the cost values of each agent derived in Subsection
4.2.2 are considered as non-cooperative cost values Jdi∈V used in Algorithm 3.1.
4.2.3.1 Performance Evaluation in the Presence of FDI Imperfections
In this part, the minimum cost value obtained by the entire team after the occurrence
of LOE fault is evaluated. Moreover, the effects of FDI imperfections such as time
delay and fault estimation error on the value of the cost are investigated. To this end,
we split the minimum cost value of the team in to two terms as
J∗c (Z(k), δU
∗(α∗, k), [tf ,∞)) = J∗c (Z(k), δU∗(α∗, k), [tf , tf + td))
+ J∗c (Z(k), δU
∗(α∗, k), [tf + td,∞)) (4.19)
The first term in (4.19) is the minimum cost value when the multi-agent system is
faulty, but the FDI fault estimates are not available, and the nominal controllers are
still applied. Therefore, its value can be calculated as follows
J∗c (Z(k), δU
∗(α∗, k), [tf , tf + td)) = E(f)T P¯ (α∗)E(f)− E(f + d)T P¯ (α∗)E(f + d)
(4.20)
that can be rewritten as
J∗c (Z(k), δU

















The second term in (4.19) is the minimum cost value when the multi-agent system
is faulty, and the accommodated controllers are applied. Therefore, its value can be
calculated as
J∗c (Z(k), δU
∗(α∗, k), [tf + td,∞)) = E(f + d+ 1)T P¯ a(α∗)E(f + d+ 1)
+ E(f + d)T
[∑
i∈V








E(f + d) (4.22)
that can be rewritten as
J∗c (Z(k), δU
∗(α∗, k), [tf + td,∞)) = E(f + d)T P¯ a(α∗)E(f + d)

































E(f + d) (4.23)
where the last two terms in equation (4.23) are the costs incurred due to the FDI
estimation error, i.e. εi = Γi − Γˆi. It should be noted that the value of the last term
is negligible. Finally, the evaluated minimum cost obtained by the entire team after
the occurrence of LOE fault can be defined as
J∗c (Z(k), δU
∗(α∗, k), [tf ,∞)) = E(f)T
[




























Remark 4.3. The existence of the solution to Problem 4.3 does not necessarily mean
that it is satisfactory. The minimum cost value of the team J∗c (Z(k), δU∗(α∗, k), [tf ,∞))
is said to be admissible if it is lower than some predefined upper bound for the min-
imum cost value J¯∗c , i.e. J∗c (Z(k), δU∗(α∗, k), [tf ,∞)) ≤ J¯∗c . However, it is worth
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noting that, under bounded FDI time delay and estimation error, it is possible to
derive the guaranteed cost accommodated controller based on a cost function with
modified weighting matrices.
4.3 Semi-Decentralized Fault Accommodation
In this section, semi-decentralized active fault accommodation mechanism is devel-
oped while incorporating on-line information provided by FDI module of neighboring
agents. In the forthcoming subsections, the MPC technique and dynamic game theory
are utilized to recover the team from LOE actuator fault.
To this end, redesigning the controller must be performed based on faulty system
dynamics. Let us consider the faulty state equation associated with ith agent with
LOE actuator fault as defined in (4.1), then formation error dynamics of ith agent un-
der faulty condition while considering information exchange topology can be written
as
ei(k + 1) = Aei(k) +
∑
j∈N¯i
wij B Γj δuj(k) (4.25a)
zi(k) = C ei(k) (4.25b)
where Γi ∈ R3×3 is the control effectiveness matrix of ith agent, and δui = ui − u∗Γi is
the control input error variable of ith agent.
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4.3.1 Model Predictive Control Approach to Semi-Decentralized
Fault Accommodations
In this subsection, the previously introduced MPC-based semi-decentralized controller
is accommodated considering the finite horizon cost given in (3.23) and the semi-
decentralized faulty error dynamics presented in equation (4.25). The following prob-
lem formally states this scenario.
Problem 4.4. At each sampling time tk ∈ [tf + td,∞), given the current forma-
tion error vector of ith agent ei(k), and neighboring agents previous optimal con-
trol inputs δu˜(k − 1)j∈Ni , as well as the fault information estimates of ith agent
and its neighbors, i.e. Γˆj∈N¯i , find ith agent accommodated control input sequence
δu˜i(k) = [ δui(k)
T , δui(k+1)
T , . . . , δui(k+Nc−1)T ]T as the solution to the following
constrained finite time optimal control problem
min
δu˜i










ei(h+ 1|k) = Aei(h|k) + wiiB Γˆi δui(h|k) +
∑
j∈Ni
wijB Γˆj δuj(h|k − 1) (4.26b)
zi(h|k) = C ei(h|k) h = 0, 1, . . . , Np − 1 (4.26c)
δufmin ≤ δui(h|k) ≤ δufmax h = 0, 1, . . . , Nc − 1 (4.26d)
δui(h|k) = δui(Nc − 1|k) Nc ≤ h ≤ Np− 1 (4.26e)
V˜i ei(k +Np) = 0 (4.26f)
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where tf is the time that fault has occurred, and td is the time takes for FDI module
to detect and identify the fault and then activates the control accommodation mech-
anism. The matrices Γˆi∈N¯i ∈ R3×3 are the estimates of control effectiveness matrices
Γi∈N¯i provided by FDI module of ith agent and its neighbors. Moreover, Nc and Np
are the control horizon and the prediction horizon, respectively. In order to decrease
the computational complexity, the control horizon is selected to be less than the pre-
diction horizon. The triple (A,wiiB Γˆi, C) considered in the prediction model of ith
agent is controllable and observable with 3 unstable modes on the unit circle. In or-
der to ensure stability of closed loop system, the terminal equality constraint (4.26f)
associated with unstable modes and the terminal penalty matrix QiN are computed
as explained in Theorem 2.1.
4.3.2 Non-Cooperative Dynamic Game Approach to Semi -
Decentralized Fault Accommodation
In this subsection, the previously introduced semi-decentralized controller based on
non-cooperative dynamic game is accommodated and redesigned using the fault esti-
mates provided by FDI module of each agent and its neighbors. In this case, infinite
horizon cost of all agents as given in (3.25) are simultaneously minimized consider-
ing their faulty formation error dynamics presented in (4.25). Therefore, each agent
can obtain minimum cost value under the effects of accommodated control actions
pursued by its neighbors. The following problem formally states this scenario.
Problem 4.5. For non-cooperative dynamic game of Nv agents with connected in-
formation exchange topology, given the fault estimates by FDI module of each agent
and its neighbors Γˆj∈N¯i at sampling time tk = tf + td, find the set of accommodated
control strategies δU∗(k) = [δu∗T1 (k), . . . , δu∗
T
Nv
(k)]T as the solution to the set of Nv
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simultaneous local minimization problems, namely
δu∗i (k) = argmin
δui
Ji(zi(k), δui(k)) , ∀i ∈ V (4.27a)
subject to
ei(k + 1) = Aei(k) +
∑
j∈N¯i
wijB Γj δuj(k) (4.27b)
zi(k) = C ei(k) (4.27c)
where tf is the time instant in which the fault has occurred, and td is the time
takes for FDI module to detect and identify the fault, and then activates control
accommodation mechanism.
Solution:
In order to perform the controller redesign at time tk = tf + td, its required to
consider the previously introduced augmented error dynamics of each agent i ∈ V















































The set of accommodated local control strategies that provides Nash equilibrium
solution to the set of Nv local minimization problems defined in (4.27) and subject
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to the new dynamics given in (4.28) can be given by
δu∗i (k) = K
a
i e¯i(k) ∀i ∈ V (4.29)
where the accommodated control gain matrices Kai ∈ R3×6N¯i are defined by
















j ) ∀i ∈ V (4.30)
where P ai ∈ R6N¯i×6N¯i are the solutions to the coupled AREs while incorporating the
estimates of control effectiveness matrices Γˆi∈N¯i provided by FDI module of each agent
and its neighbors as follows
















i ∀i ∈ V (4.31)
where Qii = CTii QiCii ∈ R6N¯i×6N¯i is positive semi-definite, and Ri ∈ R3×3 is positive
definite. The accommodated control gain matrices Kˆaj∈Ni are the rearrange form
of communicated control gain matrices of neighboring agents, i.e. Kaj∈Ni , in order
to be suitably incorporated in the coupled ARE of ith agent. Moreover, P ai is the
unique positive semi-definite solution of ith algebraic Riccati equation given in (4.31)











ii ) is detectable.
Since the formation graph is connected, ultimately the information from each
agent propagates to all others. Therefore, if each agent and its neighbors reach
irrevocable set of accommodated local control inputs [δu∗Ti (k), {δu∗Tj (k)}j∈Ni ]T for
i ∈ V , this will imply that the whole set of accommodated local control inputs, i.e.
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[δu∗1(k), . . . , δu
∗
i (k), . . . , δu
∗
Nv
(k)] constitute Nash equilibrium.
4.3.2.1 Performance Evaluation in the Presence of FDI Imperfections
In this part, the minimum cost value obtained by each agent after the occurrence of
LOE fault is evaluated. Moreover, the effects of FDI imperfections such as time delay
and fault estimation error on the value of the cost are investigated. To this end, we
split the minimum cost value obtained by ith agent in to two terms as
J∗i (z¯i(k), δu
∗
i (k), [tf ,∞)) = J∗i (z¯i(k), δu∗i (k), [tf , tf + td)) + J∗i (z¯i(k), δu∗i (k), [tf + td,∞))
(4.32)
The first term in (4.32) is the minimum cost value when the multi-agent system is
faulty, but the FDI fault estimates are not available, and the nominal controllers are
still applied. Therefore, its value can be calculated as follows
J∗i (z¯i(k), δu
∗
i (k), [tf , tf + td)) = e¯i(f)
T Pi e¯i(f)− e¯i(f + d)T Pi e¯i(f + d)
(4.33)
that can be rewritten as
J∗i (z¯i(k), δu
∗
i (k), [tf , tf + td)) = e¯i(f)
T
[












The second term in (4.32) is the minimum cost value when the multi-agent system














+ e¯i(f + d+ 1)
T P ai e¯i(f + d+ 1) (4.35)
that can be rewritten as
J∗i (z¯i(k), δu
∗
i (k), [tf + td,∞)) = e¯i(f + d)T P ai e¯i(f + d)
+ e¯i(f + d)
T







































where the last two terms in equation (4.36) are the costs incurred due to the FDI
estimation error, i.e. εi = Γi − Γˆi. It should be noted that the value of the last term
is negligible. Finally, the evaluated minimum cost obtained by ith agent after the
occurrence of LOE fault can be defined as
J∗i (z¯i(k), δu
∗
i (k), [tf ,∞)) = e¯i(f)T
[





[− Pi + P ai
+




















Remark 4.4. The existence of the solution to Problem 4.5 does not necessarily mean
that it is satisfactory. The minimum cost value of each agent J∗i (z¯i(k), δu∗i (k), [tf ,∞))
is said to be admissible if it is lower than some predefined upper bound for the
minimum cost value J¯∗i , i.e. J∗i (z¯i(k), δu∗i (k), [tf ,∞)) ≤ J¯∗i . However, it is worth
101
noting that, under bounded FDI time delay and estimation error, it is possible to
derive the guaranteed cost accommodated controller based on a cost function with
modified weighting matrices.
4.4 Decentralized Fault Accommodation
In this section, decentralized active fault accommodation mechanism is developed in
which each agent is recovered independently using on-line information provided by its
own FDI module. In the forthcoming subsections, the MPC technique and dynamic
game theory are utilized to recover each agent from LOE actuator fault.
To this end, redesigning the controller must be performed based on faulty sys-
tem dynamics. Recall from previous chapter that the decentralized error dynamics
associated with ith agent is formed by augmenting each individual error dynamics
and the error dynamics of its neighbors as given in (3.31). Then, the corresponding




































































4.4.1 Model Predictive Control Approach to Decentralized
Fault Accommodation
In this subsection, decentralized MPC-based controller introduced in previous chapter
is accommodated considering the finite horizon cost given in (3.32) and the decentral-
ized faulty error dynamics defined in (4.38). The following problem formally states
this scenario.
Problem 4.6. At each sampling time tk = [tf + td,∞), given the current aug-
mented state error vector of ith agent e¯i(k) as well as the its fault information esti-
mate, namely Γˆi, find ith agent decentralized accommodated control input sequence
δu˜i(k) = [ δui(k)
T , δui(k+1)
T , . . . , δui(k+Nc−1)T ]T as the solution to the following




















z¯i(h|k) = Ci e¯i(h|k) h = 0, 1, . . . , Np − 1 (4.39c)
δufmin ≤ δuj(h|k) ≤ δufmax, j ∈ N¯i h = 0, 1, . . . , Nc − 1 (4.39d)
δuj(h|k) = δuj(Nc − 1|k), j ∈ N¯i Nc ≤ h ≤ Np− 1 (4.39e)
V˜i e¯i(k +Np) = 0 (4.39f)
where tf is the time that fault has occurred, and td is the time takes for FDI mod-
ule to detect and identify the fault and then activates the control accommodation
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mechanism. The matrix Γˆi is the estimate of control effectiveness matrix Γi provided
by FDI modul of ith agent. Moreover, Nc and Np are the control horizon and the
prediction horizon, respectively. In order to decrease the computational complexity,
the control horizon is selected to be less than the prediction horizon. The triple
(Ai, [Bii Γˆi, Bij∈Ni ], Ci) considered in the prediction model of ith agent is controllable
and observable with 3N¯i unstable modes on the unit circle. In order to ensure sta-
bility of closed loop system, the terminal equality constraint (4.39f) associated with
unstable modes and the terminal penalty matrix Q¯iN are computed as explained in
Theorem 2.1.
4.4.2 Non-Cooperative Dynamic Game Approach to Decen-
tralized Fault Accommodation
In this subsection, the previously introduced decentralized controller based on non-
cooperative dynamic game is accommodated and redesigned without exchanging FDI
fault estimates among team members. In this case, each agent should locally minimize
N¯i infinite horizon costs given in (3.34) while considering augmented faulty error
dynamics defined in (4.38). The following problem formally states this scenario.
Problem 4.7. For non-cooperative nonzero-sum dynamic game of |N¯i| agents asso-
ciated with ith agent, given its own FDI fault estimate, namely Γˆi at sampling time
tk = tf +td, find the set of accommodated control strategies {δu∗j}j∈N¯i , as the solution
to the set of |N¯i| local minimization problems, namely
δu∗j(k) = argminJj(z¯i(k), δuj(k)) j ∈ N¯i (4.40a)
subject to





z¯i(k) = Ci e¯i(k) (4.40c)
Solution:
The set of |N¯i| accommodated control strategies that are computed locally by ith
agent and provides Nash equilibrium solution to Problem 4.7 can be given by
δu∗j(k) = −Kaij e¯i(k) , ∀j ∈ N¯i (4.41)
where the control gain matrix of ith agent, i.e. Kaii ∈ R3×6N¯i is defined by
















ij) , ∀j ∈ N¯i (4.42)
where P aii ∈ R6N¯i×6N¯i is the solution to the ith coupled ARE solved by ith agent,
namely
















ii , ∀j ∈ N¯i (4.43)
It should be noted that P aii is the unique positive semi-definite solution to ith coupled





ij, Bii Γˆi) is stabilizable,







ii Ci) is detectable.
As mentioned before, the accommodated control action which is implemented by
ith agent is δu∗i (k) = Kaii e¯i(k) and the rest of locally computed control actions are
only used to control ith agent augmented error dynamics in open loop.
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4.4.2.1 Performance Evaluation in the Presence of FDI Imperfections
In this part, the minimum cost value obtained by each agent after the occurrence of
LOE fault is evaluated. Moreover, the effects of FDI imperfections such as time delay
and fault estimation error on the value of the cost are investigated. To this end, we
split the minimum cost value obtained by ith agent in to two terms as
J∗i (z¯i(k), δu
∗
i (k), [tf ,∞)) = J∗i (z¯i(k), δu∗i (k), [tf , tf + td)) + J∗i (z¯i(k), δu∗i (k), [tf + td,∞))
(4.44)
The first term in (4.44) is the minimum cost value when ith agent is faulty, but its FDI
fault estimate is not available, and the nominal controller is still applied. Therefore,
its value can be calculated as follows
J∗i (z¯i(k), δu
∗
i (k), [tf , tf + td)) = e¯i(f)
T Pii e¯i(f)− e¯i(f + d)T Pii e¯i(f + d)
(4.45)
that can be rewritten as
J∗i (z¯i(k), δu
∗
i (k), [tf , tf + td)) = e¯i(f)
T
[












The second term in (4.44) is the minimum cost value when ith agent is faulty, and
the accommodated controller is applied. Therefore, its value can be calculated as
J∗i (z¯i(k), δu
∗









+ e¯i(f + d+ 1)
T P aii e¯i(f + d+ 1) (4.47)
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that can be rewritten as
J∗i (z¯i(k), δu
∗
i (k), [tf + td,∞)) = e¯i(f + d)T P aii e¯i(f + d)
+ e¯i(f + d)
T
[


















e¯i(f + d) (4.48)
where the last two terms in equation (4.48) are the costs incurred due to the FDI
estimation error, i.e. εi = Γi − Γˆi. It should be noted that the value of the last term
is negligible. Finally, the evaluated minimum cost obtained by ith agent after the
occurrence of LOE fault can be defined as
J∗i (z¯i(k), δu
∗
i (k), [tf ,∞)) = e¯i(f)T
[





[− Pii + P aii














Remark 4.5. The existence of the solution to Problem 4.7 does not necessarily mean
that it is satisfactory. The minimum cost value of each agent J∗i (z¯i(k), δu∗i (k), [tf ,∞))
is said to be admissible if it is lower than some predefined upper bound for the
minimum cost value J¯∗i , i.e. J∗i (z¯i(k), δu∗i (k), [tf ,∞)) ≤ J¯∗i . However, it is worth
noting that, under bounded FDI time delay and estimation error, it is possible to




In this section, simulation results are presented to demonstrate the performance of our
proposed active fault accommodation mechanisms. The faulty scenarios investigated
here are LOE actuator faults with different severities equal to 5%, 20%, and 40%.
It is assumed that the LOE fault has occurred in the actuator along X-axis at time
tf = 40 sec. Moreover, the time delay associated with FDI module is assumed to be
td = 4 sec. The simulations are conducted for a team of five AUVs with the same
formation mission specifications outlined in previous chapter. The details on system
parameters and disturbance and noise characteristics are similar to previous chapter.
Moreover, the selected controller parameters are also similar to the ones given in
Table 3.4.
In order to have a quantified analysis of the performance and effectiveness of
our proposed active fault accommodation mechanisms, the previously defined perfor-
mance measures presented in Table 3.5 are considered. Moreover, the upper bound
limit for degraded steady state tracking performance is assumed to be Jsx ≈ 0.2.
4.5.1 Simulation Scenarios for MPC-Based Semi-Decentralized
Fault Accommodation
In this subsection, the performance of centralized, semi-decentralized, and decentral-
ized MPC-based active fault accommodation mechanisms are compared under various
fault scenarios and also different conditions on the availability and accuracy of fault
estimates provided by FDI module.
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4.5.1.1 Scenario 1: 5% LOE Fault
In this part, simulations are related to a scenario where 5 % LOE fault has occurred
in the actuator along X-axis of AUV #2 at time tf = 40 sec. In Figures 4.1, 4.2,
and 4.3, position errors, surge velocity errors, and thruster forces along X-axis for
all MPC-based schemes are presented under fault scenario 1. In addition, perfor-
mance measures and time response characteristics for all MPC-based schemes are
quantitatively summarized in Table 4.1.
These figures and also the steady-state performance measures Jsx and Jsx˜ show that
the acceptable tracking and formation keeping specifications in faulty situation are
met, and the nominal centralized and semi-decentralized controllers can mitigate the
effect of low severity LOE fault without the need for any fault recovery mechanism.
However, the steady-state tracking error of nominal decentralized controller violates
the acceptable specification. The poor performance of decentralized scheme even for
low severity fault is due to the presence of modeling error in open loop augmented
error dynamics of each agent in which the effects of any abnormalities such as fault
and disturbance are not reflected. The control effort cost and total cost values, i.e. Ju
and Jtotal after the time that fault occurred in the team are noticeably higher in the
decentralized scheme, and the centralized scheme demands for higher control effort
than the semi-decentralized scheme because of the fact that in the centralized scheme
all agents are affected by faulty agent. Therefore, the MPC-based semi-decentralized
scheme is capable of handling low severity actuator faults more efficiently than the
centralized scheme.
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Table 4.1: Performance and Time Response Evaluation of Centralized, Semi-Decentralized,
and Decentralized MPC-Based Controllers, 5% LOE Fault with No FDI and Recovery
Centralized Semi-Decentralized Decentralized
MPC MPC MPC
Jx 0.008 0.005 1.9
Jx˜ 0.010 0.011 0.013
Jsx 0.12 0.13 1.74
Jsx˜ 0.16 0.12 0.13
Ju 116 115 4.4e+ 03
Jtotal 14 12 1.4e+ 03
ts 24 23 67
t˜s − − −
tsolve 0.51 0.08 0.26






































































Figure 4.1: Error Signals Along X-axis for Cenetralized, Semi-Decentralized, and Decen-
tralized MPC-Based Control Schemes, Fault Scenario 1
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Figure 4.2: Surge Velocity Error Signals for Cenetralized, Semi-Decentralized, and Decen-
tralized MPC-Based Control Schemes, Fault Scenario 1




























































Figure 4.3: Thruster Forces along X-axis for Cenetralized, Semi-Decentralized, and De-
centralized MPC-Based Control Schemes, Fault Scenario 1
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4.5.1.2 Scenario 2: 20% LOE Fault
In this part, simulations are related to a scenario where 20 % LOE fault has occurred
in the actuator along X-axis of AUV #2 at time tf = 40 sec. Moreover, the time
delay associated with the FDI module is assumed to be td = 4 sec. In Figures 4.4,
4.5, and 4.6, position errors, surge velocity errors, and thruster forces along X-axis
for all MPC-based schemes are presented under fault scenario 2. In addition, the per-
formance measures and time response characteristics for all MPC-based schemes are
quantitatively summarized in Table 4.2. The maximum allowable FDI inaccuracies of
semi-decentralized and centralized schemes in which acceptable degraded steady-state
performance can be maintained are evaluated to be 20% and 40%, respectively. In
this respect, we compare the performance of decentralized, semi-decentralized, and
centralized active fault accommodation mechanisms in the presence of 20% inaccuracy
in FDI information.
The obtained results for the steady-state tracking and formation keeping errors
verify that MPC-based centralized and semi-decentralized accommodation schemes
can maintain acceptable steady-state specifications when a moderate severity LOE
fault occurred in the team. However, the steady-state tracking error of decentralized
scheme violates the acceptable specification. From Figure 4.4 and also the cost value
Jx, it can be observed that the transient tracking performance of semi-decentralized
scheme is less affected in faulty condition. Additionally, the time that takes for
centralized and semi-decentralized schemes to mitigate the effect of LOE fault is lower
than decentralized scheme. The total cost of accommodation for semi-decentralized
scheme has the lowest value, and then the centralized has lower Jtotal value than the
decentralized scheme.
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Table 4.2: Performance and Time Response Evaluation of Centralized, Semi-Decentralized,




Jx 0.009 0.006 1.95
Jx˜ 0.01 0.02 0.024
Jsx 0.16 0.13 1.74
Jsx˜ 0.115 0.116 0.13
Ju 1.2e+ 03 1.2e+ 03 5.1e+ 03
Jtotal 20.4 19.9 1.4e+ 03
ts 33 23 75
t˜s 6.2 7.2 7.3
tsolve 0.51 0.08 0.26






































































Figure 4.4: Error Signals Along X-axis for Cenetralized, Semi-Decentralized, and Decen-
tralized MPC-Based Accommodation Schemes, Fault Scenario 2
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Figure 4.5: Surge Velocity Error Signals for Cenetralized, Semi-Decentralized, and Decen-
tralized MPC-Based Accommodation Schemes, Fault Scenario 2




























































Figure 4.6: Thruster Forces along X-axis for Cenetralized, Semi-Decentralized, and De-
centralized MPC-Based Accommodation Schemes, Fault Scenario 2
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4.5.1.3 Scenario 3: 40% LOE Fault
In this part, simulations are related to 40% LOE fault that is injected to the actuator
along X-axis of AUV #2 at time tf = 40sec. Moreover, the time delay associated
with FDI module of faulty agent is assumed to be td = 4 sec. In Figures 4.7, 4.8,
and 4.9, position errors, surge velocity errors, and thruster forces along X-axis for
all MPC-based schemes are presented under fault scenario 3. In addition, the per-
formance measures and time response characteristics for all MPC-based schemes are
quantitatively summarized in Table 4.3. The maximum allowable FDI inaccuracies
of semi-decentralized and centralized schemes in which acceptable degraded steady-
state performance can be maintained are evaluated to be 7% and 13%, respectively.
In this respect, we compare the performance of decentralized, semi-decentralized, and
centralized active fault accommodation mechanisms in the presence of 7% inaccuracy
in FDI information.
The obtained results for the steady-state tracking and formation keeping errors
verify that similar to the moderate severity LOE fault scenario 3, MPC-based central-
ized and semi-decentralized accommodation schemes can maintain acceptable steady-
state specification when a high severity LOE fault occurred in the team. However,
the steady-state tracking error of decentralized scheme violates the acceptable spec-
ification. From Figure 4.7 and also the cost value Jx, it can be observed that the
transient tracking performance of semi-decentralized scheme is less affected in faulty
condition. Additionally, the time that takes for centralized and semi-decentralized
schemes to mitigate the effect of LOE fault is lower than decentralized scheme. We
can also conclude that the centralized fault accommodation mechanism can mitigate
the effect of high severity LOE fault with lower control effort and total costs, and
then the semi-decentralized scheme is far more efficient than decentralized scheme.
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Table 4.3: Performance and Time Response Evaluation of Centralized, Semi-Decentralized,




Jx 0.013 0.011 1.9
Jx˜ 0.06 0.07 0.08
Jsx 0.16 0.13 1.74
Jsx˜ 0.095 0.097 0.1
Ju 8.82e+ 03 8.85e+ 03 1.15e+ 04
Jtotal 56 64 1.5e+ 03
ts 39 28 87
t˜s 7 9.1 9.7
tsolve 0.49 0.07 0.27






































































Figure 4.7: Error Signals Along X-axis for Cenetralized, Semi-Decentralized, and Decen-
tralized MPC-Based Accommodation Schemes, Fault Scenario 3
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Figure 4.8: Surge Velocity Error Signals for Cenetralized, Semi-Decentralized, and Decen-
tralized MPC-Based Accommodation Schemes, Fault Scenario 3




























































Figure 4.9: Thruster Forces along X-axis for Cenetralized, Semi-Decentralized, and De-
centralized MPC-Based Accommodation Schemes, Fault Scenario 3
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4.5.1.4 Scenario 4: Influence of FDI Time Delay
In this part, the effect of fault detection time delay on the performance of semi-
decentralized accommodation mechanism is investigated. In this regard, high severity
LOE fault of 40% is injected to the system. Additionally, the maximum allowable
FDI estimation error of 7% is considered. In Figures 4.10, 4.11, and 4.12, position
errors, surge velocity errors, and thruster forces along X-axis for MPC-based semi-
decentralized scheme are presented under fault scenario 4. In addition, the perfor-
mance measures and time response characteristics for MPC-based semi-decentralized
scheme are quantitatively summarized in Table 4.4. The simulations are conducted
under three different FDI time delays, namely td = 2 sec, 4 sec, and 6 sec. It can be
observed that the semi-decentralized accommodation mechanism can recover faulty
agent from LOE fault for larger values of FDI time delays, however this will result in
poor transient behavior, higher tracking and formation keeping cost values, and also
higher accommodation cost.
Table 4.4: Performance and Time Response Evaluation of MPC-Based Semi-Decentralized
Fault Accommodation under Various FDI Time Delays, 40% LOE Fault with 7% FDI Inac-
curacy
Semi-Decentralized MPC
td = 2 sec td = 4 sec td = 6 sec
Jx 0.007 0.011 0.013
Jx˜ 0.03 0.07 0.1
Jsx 0.13 0.13 0.13
Jsx˜ 0.09 0.09 0.09
Ju 8.83e+ 03 8.85e+ 03 8.84e+ 03
Jtotal 31 64 90
ts 27 28 29
t˜s 6 9 11
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2 sec Time Delay
4 sec Time Delay
6 sec Time Delay
Figure 4.10: Error Signals Along X-axis for Semi-Decentralized MPC-Based Accommo-
dation Scheme, Fault Scenario 4













































































2 sec Time Delay
4 sec Time Delay
6 sec Time Delay
Figure 4.11: Surge Velocity Error Signals for Semi-Decentralized MPC-Based Accommo-
dation Scheme, Fault Scenario 4
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Figure 4.12: Thruster Forces along X-axis for Semi-Decentralized MPC-Based Accommo-
dation Scheme, Fault Scenario 4
4.5.1.5 Scenario 5: Multiple Faulty Agents in the Team
In this part, the performance of MPC-based centralized and semi-decentralized ac-
commodation schemes are compared when there are multiple faulty agents in the
team. The ﬁrst set of simulations are conducted when 40% LOE fault is injected to
the actuators along X-axis of AUV #2 and #4 at time tf = 40 sec. The second set
of simulations are conducted when AUVs #2, #4, and #5 are considered faulty with
diﬀerent fault severities. It is assumed that AUV #2 and #5 have 40% LOE fault
and AUV #4 has 20% LOE fault. The LOE faults are injected at time tf = 40 sec.
In both cases, the time delay associated with FDI module of each agent is assumed
to be td = 4 sec. Additionally, the maximum allowable FDI inaccuracy of each agent
is supposed to be 7% for 40% LOE fault and 20% for 20% LOE fault.
In Figures 4.13, 4.14, and 4.15, position errors, surge velocity errors, and thruster
forces along X-axis for MPC-based centralized and semi-decentralized schemes are
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presented under the first faulty case of scenario 5. Similarly, Figures 4.16, 4.17, and
4.18 represent position errors, surge velocity errors, and thruster forces along X-axis
for all aforementioned schemes under the second faulty case of scenario 5. In addi-
tion, the performance measures and time response characteristics are quantitatively
summarized in Tables 4.5 and 4.6.
Table 4.5: Performance and Time Response Evaluation of Centralized and Semi-
Decentralized MPC-Based Fault Accommodation Mechanisms, 40% LOE Fault with 7%













Table 4.6: Performance and Time Response Evaluation of Centralized and Semi-
Decentralized MPC-Based Fault Accommodation Mechanisms, Different LOE Faults in

















































































Figure 4.13: Error Signals Along X-axis for Centralized and Semi-Decentralized MPC-
Based Accommodation Schemes, First Case in Fault Scenario 5
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Figure 4.14: Surge Velocity Error Signals for Centralized and Semi-Decentralized MPC-
Based Accommodation Schemes, First Case in Fault Scenario 5



























































Figure 4.15: Thruster Forces along X-axis for Centralized and Semi-Decentralized MPC-
Based Accommodation Schemes, First Case in Fault Scenario 5
123





































































Figure 4.16: Error Signals Along X-axis for Centralized and Semi-Decentralized MPC-
Based Accommodation Schemes, Second Case in Fault Scenario 5















































































Figure 4.17: Surge Velocity Error Signals for Centralized and Semi-Decentralized MPC-
Based Accommodation Schemes, Second Case in Fault Scenario 5
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Figure 4.18: Thruster Forces along X-axis for Centralized and Semi-Decentralized MPC-
Based Accommodation Schemes, Second Case in Fault Scenario 5
4.5.2 Simulation Scenarios for Semi-Decentralized Fault Ac-
commodation Based on Non-Cooperative Dynamic Game
In this subsection, the performance of centralized, semi-decentralized, and decentral-
ized active fault accommodation mechanisms are compared under various fault sce-
narios and also diﬀerent conditions on the availability and accuracy of fault estimates
provided by FDI module.
4.5.2.1 Scenario 1: 5% LOE Fault
In this part, simulations are related to a scenario where 5 % LOE fault has occurred in
the actuator along X-axis of AUV #2 at time tf = 40 sec. In Figures 4.19, 4.20, and
4.21, position errors, surge velocity errors, and thruster forces along X-axis for Non-
cooperative dynamic game-based centralized, semi-decentralized, and decentralized
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schemes are presented under the faulty scenario 1. In addition, the performance mea-
sures and time response characteristics of aforementioned accommodation schemes
are quantitatively summarized in Table 4.7.
The simulation results show that the nominal centralized and semi-decentralized
controllers can mitigate the effect of low severity LOE fault without the need for
any fault recovery mechanism. However, the nominal decentralized controller can
not maintain acceptable steady-state tracking performance even for low severity LOE
fault. Moreover, the control effort cost and total cost of centralized scheme are lower
than two other schemes, and these cost values are lower in the semi-decentralized
scheme in comparison to the decentralized scheme. However, based on the obtained
tracking cost value Jx, the transient tracking performance deterioration of semi-
decentralized controller due to occurrence of low sevierity fault is lower than two
other schemes.
Table 4.7: Performance and Time Response Evaluation of Centralized, Semi-Decentralized,
and Decentralized Controllers Based on Non-Cooperative Dynamic Game, 5% LOE Fault
with No FDI and Recovery
Centralized Semi-Decentralized Decentralized
Non-Cooperative Non-Cooperative Non-Cooperative
Jx 0.003 0.002 0.005
Jx˜ 0.005 0.008 0.01
Jsx 0.09 0.08 0.13
Jsx˜ 0.08 0.10 0.12
Ju 120 124 126
Jtotal 6 8 12
ts 22.6464 23.0967 28.1578
t˜s − − −
tIter 43 34 37
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Figure 4.19: Error Signals Along X-axis for Centralized, Semi-Decentralized, and Decen-
tralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 1
















































































Figure 4.20: Surge Velocity Error Signals for Centralized, Semi-Decentralized, and Decen-
tralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 1
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Figure 4.21: Thruster Forces along X-axis for Centralized, Semi-Decentralized, and De-
centralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 1
4.5.2.2 Scenario 2: 20% LOE Fault
In this part, simulations are related to a scenario where 20 % LOE fault has occurred
in the actuator along X-axis of AUV #2 at time tf = 40 sec. Moreover, the time
delay associated with the FDI module is assumed to be td = 4 sec. The maximum
allowable FDI inaccuracies of semi-decentralized and centralized schemes in which the
acceptable degraded steady-state performance can be maintained are evaluated to be
20% and 40%, respectively. In this respect, we compare the performance of decen-
tralized, semi-decentralized, and centralized active fault accommodation mechanisms
in the presence of 20% inaccuracy in FDI information. In Figures 4.22, 4.23, and
4.24, position errors, surge velocity errors, and thruster forces along X-axis for all
accommodation schemes are presented under the faulty scenario 2. In addition, the
performance measures and time response characteristics of aforementioned accommo-
dation schemes are quantitatively summarized in Table 4.8.
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These figures and also steady-state performance measures Jsx and Jsx˜ show that the
acceptable tracking and formation keeping specifications in faulty situation are met,
and the centralized and semi-decentralized accommodation schemes can mitigate the
effect of moderate severity LOE fault. However, the steady-state tracking error of
decentralized accommodation scheme violates the acceptable specification. Based on
the obtained tracking cost value Jx, the semi-decentralized scheme has the lowest
deterioration in its transient tracking performance among all schemes, and after that
the centralized scheme has lower performance deterioration than the decentralized
scheme. Moreover, the centralized scheme impose lower control effort and total costs
to mitigate the effect of fault in the team. The semi-decentralized scheme has also
obtained Ju and Jtotal cost values very close to centralized scheme.
Table 4.8: Performance and Time Response Evaluation of Centralized, Semi-Decentralized,
and Decentralized Fault Accommodation Based on Non-Cooperative Dynamic Game, 20%
LOE Fault with 20% FDI Inaccuracy
Centralized Semi-Decentralized Decentralized
Non-Cooperative Non-Cooperative Non-Cooperative
Jx 0.003 0.002 0.006
Jx˜ 0.011 0.016 0.02
Jsx 0.09 0.08 0.13
Jsx˜ 0.09 0.11 0.12
Ju 1.201e+ 03 1.205e+ 03 1.298e+ 03
Jtotal 10 14 19
ts 22 23 28
t˜s 5.7 6.1 6.2
tIter 16 13 15
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Figure 4.22: Error Signals Along X-axis for Centralized, Semi-Decentralized, and Decen-
tralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 2
















































































Figure 4.23: Surge Velocity Error Signals for Centralized, Semi-Decentralized, and Decen-
tralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 2
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Figure 4.24: Thruster Forces along X-axis for Centralized, Semi-Decentralized, and De-
centralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 2
4.5.2.3 Scenario 3: 40% LOE Fault
In this part, simulations are related to 40% LOE fault that is injected to the actuator
along X-axis of AUV #2 at time tf = 40sec. Moreover, the time delay associated with
FDI module is assumed to be td = 4 sec. The maximum allowable FDI inaccuracies of
semi-decentralized and centralized schemes in which the acceptable degraded steady-
state performance can be maintained are evaluated to be 7% and 13%, respectively.
In this respect, we compare the performance of decentralized, semi-decentralized, and
centralized active fault accommodation mechanisms in the presence of 7% inaccuracy
in FDI information. In Figures 4.25, 4.26, and 4.27, position errors, surge velocity
errors, and thruster forces along X-axis for all accommodation schemes are presented
under the faulty scenario 3. In addition, the performance measures and time re-
sponse characteristics of aforementioned accommodation schemes are quantitatively
summarized in Table 4.9.
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The steady-state errors, verify that the acceptable tracking and formation keeping
specifications in faulty situation are met, and the centralized and semi-decentralized
accommodation schemes can mitigate the effect of high severity LOE fault. However,
the steady-state tracking error of decentralized accommodation scheme violates the
acceptable specification. Based on the obtained tracking cost value Jx, the semi-
decentralized scheme has the lowest deterioration in its transient tracking performance
among all schemes, and after that the centralized scheme has lower performance
deterioration than the decentralized scheme. Moreover, the centralized scheme impose
lower control effort and accommodation costs to mitigate the effect of fault in the
team, and after that the semi-decentralized scheme has lower Ju and Jtotal cost values
than the decentralized scheme. It is worth noting that, the semi-decentralized scheme
can achieve a performance close to centralized scheme without that much increase in
Ju and Jtotal cost values.
Table 4.9: Performance and Time Response Evaluation of Centralized, Semi-Decentralized,
and Decentralized Fault Accommodation Based on Non-Cooperative Dynamic Game, 40%
LOE Fault with 7% FDI Inaccuracy
Centralized Semi-Decentralized Decentralized
Non-Cooperative Non-Cooperative Non-Cooperative
Jx 0.005 0.005 0.009
Jx˜ 0.04 0.05 0.06
Jsx 0.09 0.08 0.13
Jsx˜ 0.08 0.10 0.11
Ju 8.771e+ 03 8.783e+ 03 8.782e+ 03
Jtotal 34 48 58
ts 39 23 43
t˜s 6.5 7.0 7.2
tIter 21 17 19
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Figure 4.25: Error Signals Along X-axis for Centralized, Semi-Decentralized, and Decen-
tralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 3
















































































Figure 4.26: Surge Velocity Error Signals for for Centralized, Semi-Decentralized, and
Decentralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 3
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Figure 4.27: Thruster Forces along X-axis for for Centralized, Semi-Decentralized, and
Decentralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 3
4.5.2.4 Scenario 4: Inﬂuence of FDI Time Delay
In this part, the eﬀect of fault detection time delay on the performance of semi-
decentralized accommodation mechanism is investigated. In this regard, high severity
LOE fault of 40% is injected to the system. Additionally, the maximum allowable
FDI estimation error of 7% is considered. The simulations are conducted under three
diﬀerent FDI time delays, namely td = 2 sec, 4 sec, and 6 sec. In Figures 4.28,
4.29, and 4.30, position errors, surge velocity errors, and thruster forces along X-axis
for semi-decentralized scheme are presented under fault scenario 4. In addition, the
performance measures and time response characteristics for this scheme are quanti-
tatively summarized in Table 4.10. It can be observed that the semi-decentralized
accommodation mechanism can recover multi-agent system from LOE fault for larger
values of FDI time delay, however larger time delay will result in poor transient
behavior, higher tracking, formation keeping, and total accommodation cost values.
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Table 4.10: Performance and Time Response Evaluation of Semi-Decentralized Fault Ac-
commodation Based on Non-Cooperative Dynamic Game under Various FDI Time Delays,
40% LOE Fault with 7% FDI Inaccuracy
Semi-Decentralized Non-Cooperative
td = 2 sec td = 4 sec td = 6 sec
Jx 0.003 0.005 0.006
Jx˜ 0.03 0.05 0.08
Jsx 0.08 0.08 0.08
Jsx˜ 0.1 0.1 0.1
Ju 8.7835e+ 03 8.7838e+ 03 8.7776e+ 03
Jtotal 26 48 68
ts 23 23 23
t˜s 5 7 8



































































2 sec Time Delay
4 sec Time Delay
6 sec Time Delay
Figure 4.28: Error Signals Along X-axis for Semi-Decentralized Accommodation Scheme
Based on Non-Cooperative Game, Fault Scenario 4
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Figure 4.29: Surge Velocity Error Signals for Semi-Decentralized Accommodation Scheme
Based on Non-Cooperative Game, Fault Scenario 4




























































Figure 4.30: Thruster Forces along X-axis for Semi-Decentralized Accommodation Scheme
Based on Non-Cooperative Game, Fault Scenario 4
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4.5.2.5 Scenario 5: Multiple Faulty Agents in the Team
In this part, the performance of centralized, semi-decentralized, and decentralized
accommodation schemes are compared when there are multiple faulty agents in the
team. The first set of simulations are conducted when 40% LOE fault is injected to
the actuators along X-axis of AUV #2 and #4 at time tf = 40 sec. The second
set of simulations are conducted when AUVs #2, #4, and #5 are considered faulty
with different fault severities. It is assumed that AUV #2 and #5 have 40% LOE
fault and AUV #4 has 20% LOE fault. Moreover, the time delay associated with the
FDI module of each agent in both case is assumed to be td = 4 sec. As previously
mentioned, the maximum allowable FDI inaccuracy of each agent is assumed to be
7% for 40% LOE fault and 20% for 20% LOE fault.
Figures 4.31, 4.32, and 4.33 show position errors, surge velocity errors, and thruster
forces along X-axis for centralized, semi-decentralized, and decentralized accommo-
dation schemes are presented under the first faulty case of scenario 5. Similarly, Fig-
ures 4.34, 4.35, and 4.36 represent position errors, surge velocity errors, and thruster
forces along X-axis for all aforementioned schemes under the second faulty case of
scenario 5. In addition, the performance measures and time response characteristics
are quantitatively summarized in Tables 4.11 and 4.12.
These figures and also steady-state performance measures Jsx and Jsx˜ show that
the acceptable tracking and formation keeping specifications in faulty situation are
met, and the centralized and semi-decentralized accommodation schemes can mitigate
the effect of multiple faulty agents in the team. However, the steady-state tracking
error of decentralized accommodation scheme violates the acceptable specification.
Based on the obtained tracking cost value Jx, the semi-decentralized scheme has the
lowest deterioration in its transient tracking performance among all schemes, and
137
after that the centralized scheme has lower performance deterioration than the de-
centralized scheme. Moreover, the centralized scheme impose lower control effort and
total accommodation costs to mitigate the effect of fault in the team, and after that
the semi-decentralized scheme has lower Ju and Jtotal cost values than the decentral-
ized scheme. However, the semi-decentralized scheme has higher transient formation
keeping cost than two other schemes. The reason for higher value of Jx˜ is that the
transient tracking performance of healthy agents are less deteriorated which result in
higher formation keeping cost of semi-decentralized scheme accordingly.
Table 4.11: Performance and Time Response Evaluation of Centralized, Semi-
Decentralized, and Decentralized Fault Accommodation Based on Non-Cooperative Dy-
namic Game, 40% LOE Fault with 7% FDI Inaccuracy in AUVs #2 and #4
Centralized Semi-Decentralized Decentralized
Non-Cooperative Non-Cooperative Non-Cooperative
Jx 0.01 0.009 0.016
Jx˜ 0.05 0.07 0.06
Jsx 0.10 0.08 0.13
Jsx˜ 0.10 0.12 0.11
Ju 1.745e+ 04 1.746e+ 04 1.747e+ 04
Jtotal 50 65 59
ts 39 42 45
t˜s 6 7 8
tIter 23 18 19
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Table 4.12: Performance and Time Response Evaluation of Centralized, Semi-
Decentralized, and Decentralized Fault Accommodation Based on Non-Cooperative Dy-
namic Game, Different LOE Faults in AUVs #2, #4, and #5
Centralized Semi-Decentralized Decentralized
Non-Cooperative Non-Cooperative Non-Cooperative
Jx 0.013 0.010 0.021
Jx˜ 0.04 0.06 0.04
Jsx 0.10 0.09 0.13
Jsx˜ 0.10 0.12 0.11
Ju 1.856e+ 04 1.857e+ 04 1.858e+ 04
Jtotal 46 57 52
ts 39 42 45
t˜s 6 7 8
tIter 23 19 17






































































Figure 4.31: Error Signals Along X-axis for Centralized, Semi-Decentralized, and Decen-
tralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 5.1
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Figure 4.32: Surge Velocity Error Signals for Centralized, Semi-Decentralized, and Decen-
tralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 5.1




























































Figure 4.33: Thruster Forces along X-axis for Centralized, Semi-Decentralized, and De-
centralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 5.1
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Figure 4.34: Error Signals Along X-axis for Centralized, Semi-Decentralized, and Decen-
tralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 5.2
















































































Figure 4.35: Surge Velocity Error Signals for Centralized, Semi-Decentralized, and Decen-
tralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 5.2
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Figure 4.36: Thruster Forces along X-axis for Centralized, Semi-Decentralized, and De-
centralized Accommodation Schemes Based on Non-Cooperative Game, Fault Scenario 5.2
4.5.3 Simulation Scenario for Centralized Cooperative vs. Cen-
tralized Non-Cooperative Dynamic Game
In this subsection, the performance of both cooperative and non-cooperative dynamic
game approaches to centralized accommodation scheme are compared under a general
fault scenario in which AUVs #2, #4, and #5 are considered faulty with diﬀerent fault
severities. It is assumed that AUV #2 and #5 have 40% LOE fault and AUV #4 has
20% LOE fault. The LOE faults are injected at time tf = 40 sec. Moreover, the time
delay associated with FDI module of each agent is assumed to be td = 4 sec. As previ-
ously mentioned, the maximum allowable FDI inaccuracy of each agent is assumed to
be 7% for 40% LOE fault and 20% for 20% LOE fault. Figures 4.37, 4.38, and 4.39 rep-
resent position errors, surge velocity errors, and thruster forces along X-axis for these
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two centralized schemes under this fault scenario. In addition, the performance mea-
sures and time response characteristics are quantitatively summarized in Table 4.13.
This faulty scenario is investigated to show that how bargaining protocol of cooper-
ative scheme can handle inconsistencies among agents. In this case, the bargaining
weighting parameter is computed to be α = [0.2222, 0.1748, 0.2222, 0.2059, 0.1748].
As can be seen, lower weights are allocated to faulty agents, and therefore the cost
of cooperation is decreased during the fault recovery process. Moreover, it can be
observed that the tracking performance of healthy agents are more deteriorated in
transient time, since the cooperative centralized scheme puts more emphasis on co-
operative aspect of the team, i.e. formation keeping.
Table 4.13: Performance and Time Response Evaluation of Centralized Fault Accommo-
dation Based on Non-Cooperative and Cooperative Dynamic Game, Different LOE Faults


















































































Figure 4.37: Error Signals Along X-axis for Centralized Accommodation Scheme Based
on Cooperative and Non-Cooperative Game





































































Figure 4.38: Surge Velocity Error Signals for Centralized Accommodation Scheme Based
on Cooperative and Non-Cooperative Game
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Figure 4.39: Thruster Forces along X-axis for Centralized Accommodation Scheme Based
on Cooperative and Non-Cooperative Game
4.6 Summary
In this chapter, centralized, semi-decentralized, and decentralized active fault accom-
modation schemes are introduced to recover a team of AUVs from LOE actuator
faults. The proposed active recovery schemes incorporate available online FDI fault
information to redesign the nominal controllers introduced in the previous chapter.
For each active recovery scheme, we proposed two recovery strategies, namely MPC-
based recovery strategy and dynamic game-based recovery strategy to ensure that
the tracking and formation keeping performance of the team are maintained in the
presence of faulty individuals. Moreover, FDI imperfections such as the fault estima-
tion error and time delay are considered in the redesign process. Then, a performance
index is provided to have a measure of the impact of FDI imperfections on the per-
formance of the team members.
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At the end of the chapter, comparative simulations are performed to investigate
the effectiveness and performance of proposed centralized, semi-decentralized, and
decentralized fault accommodation schemes. To this end, various fault scenarios
are considered such as different LOE fault severities, different FDI time delays, and
multiple faulty agents in the team. All these fault scenarios are investigated in the
presence of FDI imperfections such as estimation error and time delay. Tables 4.14,
4.15, and 4.16 summarize the quantitative results we have obtained in this chapter.
Furthermore, the following conclusions briefly state our obtained result.
The simulation results under various fault scenarios show that the centralized
and semi-decentralized accommodation schemes satisfy steady-state design specifica-
tions, i.e. Jsx and Jsx˜. However, the decentralized accommodation scheme violates
acceptable specifications. Additionally, both MPC-based and dynamic game based
semi-decentralized schemes have a performance very close to their centralized coun-
terparts without imposing high communication requirement.
In all investigated faulty scenarios, inaccuracy of FDI estimates for LOE actua-
tor fault does not violate the closed-loop system stability, and it only impose higher
steady-state error. In the simulation scenarios related to different LOE fault severities,
it is shown that high severity LOE actuator fault is more sensitive to FDI estima-
tion error. Moreover, the centralized accommodation scheme can handle higher FDI
estimation error than the semi-decentralized controller.
The fault scenario related to the low severity LOE fault reveals that both cen-
tralized and semi-decentralized nominal controllers can mitigate the effect of low
severity LOE fault. In this fault scenario, it is shown that both MPC-based and dy-
namic game-based semi-decentralized control schemes have better transient tracking
performance, i.e. lower Jx value, than centralized scheme. Moreover, the fault sce-
narios related to moderate and high severity LOE faults verify that the MPC-based
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and dynamic game-based semi-decentralized accommodation schemes have also better
tracking performance than the centralized scheme.
In fault scenarios (4.5.1.4) and (4.5.2.4), the effect of different FDI time delays is
investigated. The simulation results show that both MPC-based and dynamic game-
based semi-decentralized fault accommodation schemes can handle larger values of
FDI time delay. However, it is shown that larger time delay results in poor transient
performance and higher accommodation cost.
In fault scenarios (4.5.1.5) and (4.5.2.5), the effect of multiple faulty agents is
investigated. In MPC-based fault accommodation framework, the total cost of semi-
decentralized accommodation scheme is lower than the centralized scheme, but their
control effort costs are very close to each other. Moreover, the tracking behavior
of healthy agents in both schemes are almost identical. In dynamic game-based ac-
commodation framework, the control and accommodation costs of semi-decentralized
scheme are higher than centralized scheme. The reason is that the tracking behavior of
healthy agents are less deteriorated, which in turn result in higher formation keeping




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Conclusions and Future Work
In this thesis, the formation control and accommodation of a team of autonomous
underwater vesicles were addressed. The purpose of this work is to solve the tracking
and formation keeping control problems with the lower communication requirement
while acquiring performance that is close to the centralized case. Our second goal
is to develop efficient active recovery strategies that can recover the team from LOE
actuator faults such that the performance of healthy agents is less deteriorated and
the whole team can maintain a graceful degraded performance. To this end, the
MPC control technique and non-cooperative dynamic game theory are utilized. The
reason to choose the MPC control technique is that it can compute control inputs
in real-time based on the available current information from the team. Hence, this
control technique can be redefined to reflect any changes or abnormalities in the sys-
tem and environment such as faults and disturbances. Moreover, the non-cooperative
dynamic game theory is an effective tool to model formation control and accommo-
dation problem in which each agent has its own objective function and is coupled to
other agents through its dynamical model. Moreover, with the occurrence of faults,
the non-cooperative aspect of this framework led to less tracking performance deteri-
oration in healthy individuals.
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Toward aforementioned goals, MPC-based and dynamic game-based centralized,
semi-decentralized, and decentralized control schemes are developed. In the cen-
tralized control scheme, the formation control problem is solved using the global
information from the entire team. Although the centralized scheme can achieve the
best possible performance due to solving the global minimization problem, it has the
problem of high computational and communication requirements, and reliability is-
sues in case of failure in the central unit. To overcome the aforementioned issues, a
semi-decentralized scheme is proposed that divides the centralized formation prob-
lem into sub-problems of lower dimensions with local objective functions and locally
coupled dynamics which leads to lower computational, and communication require-
ments and lifts the problem of having a single point of failure. The simulation results
show that both MPC-based and dynamic game-based semi-decentralized schemes can
acquire tracking and formation keeping performance very close to the corresponding
centralized schemes with less control effort costs.
Moreover, MPC-based and dynamic game-based centralized, semi-decentralized,
and decentralized active recovery schemes are developed to handle the most com-
mon actuator faults in underwater vehicles, namely LOE actuator faults. Then, a
performance index is provided to have a measure of the impact of FDI imperfec-
tions such as the estimation error and time delay on the team members. In order to
investigate the performance of the semi-decentralized accommodation scheme, com-
parative simulations are performed with various fault scenarios such as different LOE
fault severities, different FDI time delays, and multiple faulty agents in the team. All
these fault scenarios are investigated in the presence of FDI imperfections. It is shown
that both MPC-based and dynamic game-based semi-decentralized accommodation
schemes have a performance very close to their centralized counterparts without im-
posing high communication requirements. Moreover, it is shown that the tracking
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performance of healthy agents in dynamic game-based semi-decentralized accommo-
dation scheme are less deteriorated, which in turn leads to an increase in transient
formation keeping cost.
Based on the results obtained in this thesis, the suggested future work can be
listed as
• In this thesis, a 3-DOF model of the AUV is considered. Considering the 6-
DOF AUV model can extend the functionality of the team for wider range of
underwater missions. Moreover, considering the nonlinear model of the AUV
can enhance the formation precision to a great deal.
• The proposed control and accommodation strategies are developed for dynami-
cally identical AUVs. The development of both MPC-based and dynamic game-
based control and accommodation strategies to control and accommodate a
team of heterogeneous autonomous agents can be considered as another exten-
sion to this work.
• Besides the centralized control and accommodation scheme based on cooperative
dynamic game theory that is developed in this work, the cooperative dynamic
game theory provides a suitable framework for the development of distributed
control and accommodation scheme in which a weighted sum of neighboring
agents costs are considered as a common goal.
• The performance of proposed non-cooperative dynamic game-based semi-decentralized
control and accommodation scheme can be enhanced by utilizing approximate
dynamic programming approaches to compute and implement control actions
in real-time.
• In this thesis, a performance index is provided to have the measure of the
minimum cost value in presence of FDI uncertainties. As a future work, one
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can design guaranteed cost accommodated controller such that the cost of the
closed-loop system is guaranteed to be within a certain bound for all admissible
FDI uncertainties.
• The fault recovery strategies developed in this thesis can be adopted to accom-
modate any other types of actuator faults and sensor faults.
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