All the unitary equivalence classes of irreducible integrable and square-integrable representations of the groups Spin(l,2m), m > 2, are determined. The method makes use of some elementary results on differential equations and the classification of irreducible unitary representations of these groups. In the latter classification, certain ambiguities resulting from possible equivalences not taken into account in a previous paper, are cleared up here.
1. Introduction. For a number of real semisimple Lie groups G, it is possible to classify the irreducible unitary representations of G by determining which of the irreducible components of the various (nonunitary) principal series representations of G can be made unitary by means of a redefined inner product. See for example [4] , [12] and [16] . Let K he a maximal compact subgroup of G. It is a celebrated result of Harish-Chandra that G possesses a discrete series of unitary representations if and only if rank (G) = rank (A'). (See [9, Theorem 13].) By definition, an irreducible unitary representation of G belongs to the discrete series if its matrix elements are square-integrable with respect to Haar measure. An important problem for several applications is to determine which of the irreducible unitary representations of G actually belong to the discrete series. In this paper this problem is solved for the cases G = Spin (1,2m), for m > 2. The main result in this direction is Theorem 6, which confirms a conjecture made in Thieleker [16] . This theorem also determines the integrable representations as well as the square-integrable ones for these groups. In the special case when m = 2, Spin (1,4) is isomorphic to the universal covering group of the deSitter group, and for this case our results can easily be deduced from those of Dixmier in [4] . See the comments in Thieleker [15, §13] . It would be inconvenient for our purposes to include the case m = 1. Thus it is omitted. However, since Spin(l,2) is isomorphic to SL2 (R), the results for this case are well known. See for example the book by Lang [14] .
Before describing the contents of the paper in more detail, we indicate our notation and review some known facts. As is customary, let C, R, and Z denote the set of complex numbers, real numbers, and integers respectively. If L is a Lie group, L will denote the Lie algebra of ¿, Lc will denote the complexification Lc = C ® L, and ¿V(L) will denote the complex universal enveloping algebra of L. If [II, %] is a continuous representation of ¿ on a Banach space % let %x denote the linear space of differentiable vectors in OC Then there is a uniquely determined representation of £V(L) on H°° which we denote by [Jn, 3C°°] . As in [6] a quasi-simple representation of L is one in which the operators dU(z) and n(z) act as scalar multiplication for every z in the center of U(L) and z in the center of ¿. If À' is a compact group, we denote by £l(K) the set of all equivalence classes of finite-dimensional irreducible representations of K, or equivalently, the set of classes of irreducible unitary representations of K. If, moreover, L is a closed subgroup of K, and [ju] G Q(L), we denote by tl^K) the set of /x-admissible classes in iï(K), that is, the set of all classes in 2(K) which contain the class [p] in their restrictions to¿. Now suppose that G is a semisimple Lie group with a finite center, and suppose that K is a maximal compact subgroup of G. Let [II, %] be a quasisimple representation of G. The main technical problem in determining whether II is square-integrable or not is to determine the asymptotic behaviour of certain matrix elements of 11(g) as g approaches the boundary of G. Let [co] and [co'] be elements of Ü(K) and let Zc be a Casimir element of G, that is a second order central element in ¿7(G). Then, in the language of HarishChandra [9] , the function g -* F(co')II(g)F(to) is an elementary, (co'.co)-spherical function and satisfies a certain differential equation arising from the fact that dTl(ZG) acts as scalar multiplication. (If [co] G Ü(K), then F(co) is the projection on % corresponding to the type co AT-isotypic component.) When II is a class 1 representation, a derivation of this differential equation is given by Harish-Chandra in [8] . Harish-Chandra's generalization to the case of general II is given in Warner [18, vol. II] . It should be remarked that when II is a nonunitary principal series representation of G, then the function g -* F(co')n(g)F(w) is essentially what Harish-Chandra calls an Eisenstein integral. (See [10] or [17] .) For the case when the real rank of G is 1, the differential equation referred to above reduces to an ordinary differential equation with operator coefficients. (See §2 or [17] .) If, moreover, G = Spin(l,2wi), it is possible to choose the pair [co] , [co'] in such a manner that this equation reduces to one with scalar coefficients which may be solved in terms of hypergeometric functions, with a suitable change of variables. We call such a pair of A-types a locking pair. (See §5.) It is interesting to note that such a locking pair of Â'-types does not exist in general for the nonunitary principal series representations of Spin(l,2w + 1), but they do exist for most nonunitary principal series representations of the other real rank 1 groups. This fact will be discussed in a later paper. It turns out that when G = Spin(l, 2m), that a pair of locking A"-types exists not only for every nonunitary principal series representation of G, but also for those irreducible components that correspond to the square-integrable representations. However, such locking pairs do not exist for all irreducible components of nonunitary principal series representations. This circumstance makes it necessary to resort to additional arguments based on the integral representation of the Harish-Chandra c-function to exclude these "extraneous" irreducible components from the possible squareintegrable representations. These arguments are given in §13. In § §10 and 11 we review the classification of the quasi-simple irreducible representations and the irreducible unitary representations of G. In [16] there were some ambiguities in this classification due to certain infinitesimal equivalences which were not taken into account in [15] and [16] . These additional equivalences are given correctly by Gavrilik and Klimyk [5] , In §10 we give a somewhat more condensed reformulation of these results. We thank these authors for making a preprint of their paper available to us.
2. The differential equation. Assume at this point that G is a real semisimple connected Lie group of arbitrary split rank /. Let G = P + K be a Cartan decomposition of G, where K is the Lie algebra of a subgroup K such that Ad (K) is maximal compact in Ad (G), and P is a Cartan subspace of G corresponding to this choice of K. Let 9 be the Cartan involution corresponding to this decomposition. Thus, 9 fixes every element in K and reverses sign of every element in P. It is known that 9 extends uniquely to a compact involution 9' of the complexification Gc of G. Thus, 9' fixes a compact real form G" elementwise. Let A be a maximal abelian subspace of P. Fix a lexicographical ordering on A*, the real dual of A. Let A be the set of restricted positive roots, where positive is defined by this ordering. Finally, let < , > be the sesquilinear form on Gc defined by the formula (X,Y} = -cB(X,9'Y), for X, Y E Gc, where B is the Killing form on Gc and c is a positive constant to be adjusted later. Since B is negative definite on G", it follows easily that the form < , > is an inner product. It also follows easily from the invariance of the Killing form that we have, for all X, Y and Z in Gc,
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use For a G A let Na be the subspace of G defined by N" = {Ze G|ad (H)Z = a(H)Z for all H E A}. Then, for a # ß, Na and N^ are mutually orthogonal relative to the inner product < , ). Moreover, as a ranges over A, the subspaces Na generate a maximal nilpotent subalgebra N. Let m(a) be the multiplicity of the root a G A, and let [Zai\i = 1,2,..., m(a)) be an orthonormal basis of Na. Then the set {6Za¡ \i = 1,2,..., m(cx)} is an orthonormal basis of 6Na. For each a G A and index i = 1,2,..., m(a) define elements Yai and A^,-by the formulas (i) *",. = (i/V2)(za; + 0zai), Yai = (i/V2)(za/. -ezai).
Then since obviously 0Xai = Xai and 0Yai = -Yai, we have Xai E K, and Ya¡ E P. For a G A, let Ha be the element of A defined by (Ha,H} = a(H) for all HEX. Then we have for 1 < t < m(a) (2) [z^ezj = -Ha.
In fact, [Zai,ezm] G A, and for all H E A,
Hence, the assertion follows. Let [n, %] be any differentiable representation of G on a topological vector space % and let dU. be the corresponding action of the Lie algebra G. We also use the same symbol to denote the uniquely defined extension of this action to the universal enveloping algebra t/(G) of G. For the time being we will simplify the notation by writing qxgq2 = dU(qx)Tl(g)dTl(q2) for all qx, q2 E ¿7(G) and g G G.
Lemma 1. For each a E A, r G R, r ¥= 0, and HEX such that a(H) # 0, write h(t) = exp tH. Then
Proof. For 1 < í < m(a) we have the following computations:
Under the assumptions of the lemma we may and do eliminate the element Yaih(t) from these equations and obtain 
The lemma follows from the observation that [coth(a(
Now assume that G has real rank 1. Then either A = {a} or A = {a, 2a). In the second case set q = m{2a), and in the first case set q = 0. In both cases let p = m{a). We adjust the constant c in the definition of the form < , ) so that (H,H) = 1, where H E A such that a(H) -1. More explicitly, c is given by c = 1/B{H,H). Hence, also H = Ha.
Let M be the centralizer of A in AT. If M # {0}, let r be the dimension of M and let {Wx,...,Wr} be an orthonormal basis of M. Define the following elements of the universal enveloping algebra U{G):
(4a) ZM = -2 W2, if M # {0}, and, ZM = 0, if M = {0}. j=i
where in (4b) and (4c) the second summation symbol is to be interpreted as 0 in case q = 0. Note that ZG, ZK, and ZM are Casimir elements of the Lie algebras G, K, and M respectively. Also let ZL be the element of the universal enveloping algebra i/(G) defined by ) Then for every element Z in the center of i/(G) we have ¿/n°°(Z) = y{Z)l%x, and Z -> y(Z) is a homomorphism of the center of i/(G) into C. Let us write T = y(Zc). As in Lemma 1 we write h{t) = n°°(expMY) with H = Ha, and follow the notational convention of that lemma. Thus we have dh(t)/dt = Hh(t) = h(t)H, and d2h(t)/dt2 = H2h(t) = h(t)H . From Lemma 1 we then immediately have the following result: Lemma 2. On (0, oo) the operator-valued function t -* h(t) satisfies the differential equation ,2 , -h(t) + (pcotht + 2qcoth2t) jh(t)
where the last term on the left-hand side is to be replaced by 0 in case q = 0. Note, that in that case the last three terms on the left-hand side are equal to 0.
3. Operator-valued spherical functions. For G any connected semisimple real Lie group let [II, %] be a quasi-simple representation of G. Let 2(K) be the set of equivalence classes of finite-dimensional irreducible representations of K. For each class [co] of 2(K) let F(co) be the projection on % such that F(co)3C is the subspace of vectors that transform like [co] under the restriction TI|jç-. Then it is known that [U,%] is /^-finite; that is, F(co)% has finite dimension for all [co] G Sl(K). (See [6] .) Moreover, it is known [6] that F(co)X consists of analytic vectors for the representation II, for all [a] G íl(K). Thus, in particular, F(co)3C C %°°. Hence, U(g)E(u) = n°°(g)F(co) for all [co] G Q(K). Now assume that G has real rank 1. Then in the notation of Lemma 2 we have, for any pair of classes [co] and [co'] in ti(K), F(co')n(expi77 )F(co) = F(co')A(r)F(co), and the function t -* E(Tl, t; co', co) defined by F(II, t; co', co) = F(co')/i(r)F(co) is an analytic function from (-co, oo) to the finite-dimensional space HOM (F(co)3C, F(co')3C). This function is by definition the elementary (u,cû')-spherical function associated with the representation II.
If [co, 3Cu] and [co',3C,y] are two finite-dimensional K modules, and Â" any subgroup of K, let HOM^, (%a,%a.) denote the subspace of HOM (%a,%u>) consisting of K' intertwining maps. In other terms, HOM*, (%a,%J) = {TE HOM (Xa,Xa,)\To:(k) = a'(k)T, all k E K').
Since mh(t) -h(t)m for all t E R and m E M, it follows that for any pair («,«') of tf-types, one has F(n, /; co', co) G HOMM (F(co)5C,F(co')0C) for all í £ R. In particular, the (co,co')-elementary spherical function F(n, •;<</. co) is 0 unless there is an Af-type [p] G ti{M) which occurs in both restrictions u\M and u'\M.
Define an action H(u,v') of AT on HOM (%u,%a>) by the formula H(a,u'){k)T = u'{k)Tu{k~l) for all k E K, and T E HOM (%a,%a,). Then it is a straightforward matter to check that H(u,d) is a representation of K on the linear space HomCJC^.OC,,,')' Let w* denote the representation of K contragredient to w. Proof. This is a straightforward computation on elements in %u, ® 3Cu* of the form i> ® /. Then extend the result of this computation by linearity.
Q.E.D.
We remark further that if a is an automorphism of K, then for any finitedimensional representation [w,^u] of K, one may define the representation [aco.SC^] by aw{k) = w{ot{k)) for all k E K. Then the canonical map rj> of the above lemma also has the intertwining property:
Let L denote the subspace of K defined by L = M, if q = 0, and if q ¥= 0, L = M + span {X2ai\i = 1.q).
Then we have Let L be the analytic subgroup of K determined by the Lie algebra L. Then ß determines an involution on L which fixes the subgroup M elementwise. We also denote this involution by the symbol ß. Similarly, we also denote by t the involution on K determined by the involution t defined on K.
We state the results of some simple calculations in the following lemma.
Lemma 6. Let ZM, ZK, and ZL be the elements of ¿7(G) defined by the formulas (4). Let T G HOM {%",%".). Then Hence, (iii) follows from (4b) and (i). If Z G S, then da'(Z2)T + Tdu(Z2) = {l/2)[dH{w,<o')(Z2)T + dH{ßu,o>'){Z2)T.
Hence (iv) follows from (4d) and the fact that dH(ßu,u') = dH((ú,u') on U(M). Moreover (v) also follows from this and the further observation that dH(u,a'){m)T = 0, if T E HOM^ (%a,%u>) and m G U{M). Q.E.D.
To simplify the notation let us write %K = dH{a,u'){Z,r), rK = dH(ru,a')(ZK), %L = dH{u,u'){ZL), and 2f = dH{ßu,w'){ZL).
Here w and co' are the primary representations of K in nl^-on the subspaces E{u)% and E(u')% respectively. Lemmas 2 and 6 may now be combined to yield the following result.
Lemma 7. The elementary {u,co')-spherica! function E{t) -E{f\, r;<o, w') satisfies the following differential equation on (0, oo).
( -2 + (/> cothr + 2<7 coth 2t)j jE(t)
Proof. Observe that for qx and q2 E U{K) we have da'(ql)E(U,t;a,u')da(q2) = E{u')qxh{t)q2E{ic).
Hence, in the equation of Lemma 2 we premultiply by E{a') and postmutiply by £(u). The result then follows easily from Lemma 6. Q.E.D.
4. The case q = 0. Now assume that q = 0. Hence G is locally isomorphic to Spin(l,n) with n > 2. Since ¿7(M) acts trivially on HOUM (E(o)%,E(a')%) under the actions ¿//(co.co'), and <#7(tco,co'), and since for all r G (0, oo), we have F(n,i;co,co') G HOMM (F(co)3C,F(co')3C), the differential equation in Lemma 7 becomes
where as in Lemma 7 we write for brevity E(t) = E(H,t; co,co'). We make the substitution x = (tanh(r/2)) and write F(n, x; co, co') = F(n, t; co, co') for t G R, or if no ambiguity results, we write more briefly F(x) = F(n,x;co,co'). Note that the above substitution maps R\{0} onto the interval (0, 1) and maps the singularities of the above differential equation as follows: 0 to 0 and ±oo to 1. 
Now assume that in addition to q = 0, one also has rank(G) = r&nk(K) = m > 2. Then G is locally isomorphic to Spin(l,2w). Let T be a Cartan subalgebra of K with the property that the intersection T n M is a Cartan subalgebra of M. Identify the dual space of Tc with Tc itself by means of the form < , >. It is known that there exists an orthonormal basis {ex,e2,...,em} of Tc with the following properties:
(l){e,,62.ejc V=TT. Then A^ is given by A^-= {±e,-+ eJt ±e¡ -e¡\\ < I <Cj < m).
(4) Let A" be the set of noncompact roots of Gc relative to T. By definition these are the roots of Gc not in AK. They are given by A" = [±e¡\i = 1.rn).
(5) Let AM denote the set of roots of Mc relative to T n M. Linear forms on this subspace are to be thought of as linear forms on Tc by extending them by 0 on the vector em. Then AM is given by AM = {±e}, if m = 2, and if m>2,AM = {±ek,±e¡ + ej,±e¡ -e,.|l < / <j < m -1,1 < k < m -1).
We put a lexicographic order < on the real vector space ^/-l^ such that £, > e2 > Proof. For j < m -1, yf^tj G M. Hence, riy-Te,) = \f-\tj. However, the element ■\/-îem lies in the orthogonal complement of M in K. Hence 7{-\f-itm) --\/-îem. In particular, the involution t fixes the Cartan subalgebra T. Hence the dual action of this involution takes the weight (A,,A2,...,Am_,,Am) into the weight (A,, A2,..., AOT_,,-Am). Here we identify Tc with Cm by means of the basis defined above. Thus t maps positive roots into positive roots by item (3) above, and maps dominant forms into dominant forms by the inequalities (7). The lemma follows by the simplicity of the highest weight of an irreducible representation of K. Q.E.D.
As in §3, let [n, %] be a quasi-simple representation of G and let [co], [co'] be a pair of AT-types. Let us now write V = HOM (E(u)%,E(u'y%) and VM = HOM^ (F(co)OC, F(co')SC). Assume now that the latter space is nontrivial. Let fi(co.co') denote the set of AT-types that occur in the complete reduction of the AT-module [H(w,w'),V\, and which contain nontrivial M-invariant subspaces, and if [¥] G fi(co,co') we write V* for the A"-primary component of V corresponding to [¥] . Similarly, let ñ(rco,co') denote the set of A"-types that occur in the complete reduction of the A"-module [H(ra,u'),V] and which contain nontrivial M-invariant subspaces, and if [¥] E OE(tco,co'), we write VT* for the AT-primary component of V corresponding to [¥] . Let Ijf and VM* denote the intersections Vj = VM n V* and VM* = VM n KT*, defined for each AT-type in S2(co, co') and ïï(tco, co') respectively. Then clearly, we have the direct sum decompositions VM = ®{V*\[*] E fí(co,co')} = ®{VM*\m G fi(rco,co')}.
We remark that even if a A-type [¥] occurs in both fi(co,co') and B(tco,co') the subspaces 1$ and V¿¡* do not coincide in general. This is because the operators %rK and %K do not commute in general. We do have the following result however.
Lemma 10. (1) Fei [Mr] be a class in ß(co,co') or in S2(tco,co'). Let A(^) be its highest weight. Then A(^) = \pex, where \p is a nonnegative integer.
(2) // [ty] E ñ(co,co') or ñ(™,co'), %K or %TK acts as multiplication by the eigenvalue ¡(ty) = (\p + m -1) -(m -I) on the subspace iff or iff respectively.
Proof. Since VM consists entirely of M-fixed vectors for both actions ¿f(co,co') and //(tco.co'), so do the subspaces vff and V^'. Hence the branching rule (9b) requires that A(co) have the form indicated in the lemma.
Next note that one-half the sum of the positive roots of K is given by the formula 5* = 2i"~ (m ~f)£f Also by a standard result, the eigenvalue ofZ* acting in a A-primary module of type , then the space HOM^ (E(w)%,E(u')%) has dimension 1. In fact, this space is spanned by a single intertwining map which takes the unique type p invariant subspace of E{u)% into the unique type p invariant subspace E{co')%.
The next lemma gives examples of locking pairs of A-types. We use the notation and assumptions of the last section.
Lemma 11. Let q = 0, and assume that rank(G) = rank(A) = m. Let [co] be any K-type. Let A(co) = Si"* A(co),e(-be its highest weight. Let [co'] be another Ktype whose highest weight components satisfy the conditions A(to'), = |A(co)(+] |, / = 1,2, ..., m -1. {Note that the first m -1 components of A(co') then satisfy the inequalities (7) since all the components of A(co) satisfy these inequalities. Note also that the component A(co')m is unspecified here except for the condition that it satisfies the last inequality in (7).) Let Since HOMw {E{w')%,E{u>)%) has dimension 1, the operators %K and ZTK act as multiplication by scalars / and V respectively, where the general form of the parameters / and /T is given in Lemma 10. We now determine them in terms of the highest weights given in the last lemma. Lemma 12. Make the assumptions of Lemma 11, and let A(co) and A(co') be the highest weights of locking K-types as given in that lemma. Proof. Since HOMM (F(co')%,F(co)X) has dimension 1, there must be a unique class [vr>] Hence, if i G W(K), and s ¥= e, s¥' < ¥', and sV < •¥' since these are both regular dominant forms. Hence, it follows from a standard formula for tensor products of irreducible finite-dimensional modules over simple Lie algebras that the forms "% = V -8K and ¥T = W -8K are highest weights of irreducible F-modules occuring in the tensor products oi ® co'* and co ® (tco') respectively. By the formula for 5* in §4, they have the form given in statement 1 of Lemma 10. Hence, the irreducible AT-submodules to which these highest weights correspond contain nontrivial M-invariant subspaces of di- 
where TM(p) is the eigenvalue of the Casimir operator ZM which corresponds to the class [p].
Next we note that for the case under consideration we have p = 2m -1. We also introduce the following parameters. Let ß be either one of the roots of the equation ß2 -pß = T -TM(p). Proof. By introducing the parameters / and f of Lemma 12 into equation (6) of Lemma 8, it follows that the function $ satisfies the differential equation
The singularities of this equation are at 0 and 1. This circumstance suggests the definition of a function F by the formula $(;c) = x"(l -x)ßF(x), where the parameters a and ß are to be adjusted so that the differential equation satisfied by F does not contain terms involving l/x and 1/(1 -x) respectively, thus weakening the singularities to regular ones. A straightforward but slightly messy calculation shows that for this to happen, a and ß must satisfy the quadratic equations ß2-Pß = r-TM(ti),
and F must satisfy the differential equation
Here we have used the values of the parameters / and f given in the statement of Lemma 12. The last equation is a hypergeometric differential equation.
Since the identity element in G corresponds to x = 0, it must hold that the limit <3>(;c), as x -» 0 + exists. This dictates the choice of positive root for a. Thus with ex, a, b and c given above the lemma follows. Q.E.D.
7. The nonunitary principal series. At this point we review some known facts about the nonunitary principal series of representations of a semisimple Lie group of arbitrary real rank /. We use the notation of §1. Let M be the centralizer of A in K, and let [/x] G fi(M). Let [n,X] be a finite-dimensional irreducible representation of M of type [/¿], and let < , ) be an inner product defined on the space X such that the representation ¡i is unitary with respect to this inner product. Since M is compact, such an inner product is known to exist by a well-known elementary arguement. We denote by ¿2(A) the linear space of %-valued measurable functions on K, measurable with respect to Haar measure on K, and which satisfy the following conditions: where dk is the Haar measure of A normalized such that fdk = 1. Identifying functions that differ only on a set of measure zero, L2(K) becomes a Hubert space with the inner product (, ) defined by {F,G) = fK i.F{k),G(k)}lldk. Let N and A be the analytic subgroups of G corresponding to the subalgebras N and A respectively. Then A^ is maximal nilpotent in G and NA is maximal solvable with N normal in NA. Moreover NAK = G is an Iwasawa decomposition of G. Let k: G -> A, a: G -* NA be the analytic maps defined by this Iwasawa decomposition by the property that for each g G G, a(g) and (c(g) are the unique elements in NA and A respectively such that g = a(g)ic(g).
Let A be a complex character of NA; that is, A is a one-dimensional representation of the group NA into the multiplicative subgroup of C\{0}. Then A is the identity on N. Let P be the real character defined on NA by P2{s) = det[Ad|NA (s)] for s E NA. Then define an action on the space L2(A) by the formula Q.E.D.
Remark. For the case when / = 1, the above argument implies that the nonunitary principal series representations are quasi-simple, a fact which is true for general / as remarked above.
Next, we take note of the following. For this case it is also convenient to write Hp for the group action in place of nA. In this notation, the action contragedient to n" is n_".
We make some remarks concerning the action of K on ¿2(AT) by right translations. Recall that, as in Lemma 13, (a)n denotes the Legendre symbol. Then the function ô"(-,co) defined by ôy(co',co) = F"(A(co') -A(co), A(co)) is the desired extension.
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Next, let \\-\\x denote the / -norm on Tc defined by means of the basis {ex,...,em). Thus, for x = 2im x¡t¡, \\x\\x = 2[" \x\¡. Then we have the following extension of the above lemma. where the sum is over noncompact roots. By statement (3), the only terms which contribute to this sum are those for which |co' + o -co|, < N. On the other hand, by the triangle inequality \d + a -w\x > |co' -col, -\o\x = N. Hence the only terms which contribute to the above sum are those for which |co' + a -co|j = N. Now let a be a noncompact root that contributes to the above sum. Then a = ±e, for some j with 1 < j < m. Write t = co' -co = 2 T,e,-> co = 2 ",£,■> and co' = 2 "/£,-• 
'R"(t -eJ,a)E(u')t¡/(Y)E(af-ej)ÜY)NE(a).
By (15a), (v + a) + m -/ + 1/2)* -fy -I,«.) = RJr,,»,). Hence, again by (14) ,
Statement (2) now follows from (16) and the definition of the factor Qv(u',u).
Q.E.D. Now let [to'] and [co] be locking A-types as in §5.
The coefficient B(ß,u',ui) in Lemma 13 depends on the choice of the nonzero intertwining map £(co', co, j^). A direct check using Lemma 11 shows that the integer 2a = A(co), -o\A(co')m is equal to |A(co') -A(co)|,. Thus, by the first statement of Lemma 18 we may and do take E{co',u,p) = E(u')\p(H) aE(u>). Note also that, by statement (3) of Lemma 18, Eiu^dU^Y) £(co) = 0, unless N > 2a. This is as it should be since, as follows easily from the formula for $ in Lemma 13, t -» $((tanh(i/2)) ) has the leading term r2a in its power series expansion.
From the formula in Lemma 13 we have
1 -E(Il"t;a',J = _L-£("')<m (H)2aE(o>).
Midi2* K >" ' '\t=o (2«)!'
By the second statement of Lemma 18, the last expression is equal to (l/(2a)!)ö"(co',co)F(co',co,jLt). Thus we have proved the following statement.
Lemma 19. Let E(a',a,¡t) = F(co')t//(//)2aF(co). It is convenient to have another form for the above integrability and squareintegrability conditions. Assume now that / = 1. We use the notation of §2. Recall that, for all t G (-oo, oo), E{U,t; co', co) = £(to)n(exp/)£(co'). Let E(U, t; u>, a)* denote the adjoint of E{U, t; co', co). Then, for each t, £(n,i;to',co)* G HOMM(E(u)%,E(a'yX).
Since the space £(«') has finite dimension, the trace of £(n, t; co', co)£(n, / ; co', to) exists for each t and is equal to the trace of £(II, t; co', co) £(II, t; u', ca). Denote this trace by S(n, t; co', to). Then we have the following lemma. (17) imply the first condition of the lemma. If II is integrable, then Lemma 20 implies that, for each index /, /',/, and/', \{Tl{-)F,", Fj?r)\ is integrable. Hence, by the continuity of this function and by Fubini's theorem it follows that the functions t -> \(U(h{t))F/,F¡"',)\ are in l}{D{Hi)dt). Now the sum over all indices of these functions dominates S(n, -;u',iS) . Hence the latter function is integrable, and the lemma follows. Q.E.D.
10. The structure of the nonunitary principal series. In this section and the next one we review some known results concerning the structure of the nonunitary principal series representations of Spin (l,n). In this section we review the results on the composition series of these representations and the infinitesimal equivalences among the various irreducible components. In the next section we review the results on the unitarizability of the irreducible components. These results are essentially a reformulation of results in [15] , [16] , and [5] . ) and A(/, ¡n') lie on the same Weyl group orbit. Hence, this condition is necessary that the irreducible components be infinitesimally equivalent. Another necessary condition is that two such irreducible components have the same F-type. A glance at the branching rule (9) shows that the latter condition obtains precisely in the cases indicated in the theorem.
The sufficiency of the condition stated in the theorem is proved by explicitly constructing the intertwining operators between the indicated representations. This is done in [5] for the first set of equivalences and in [15] for the indicated equivalences between subrepresentations and subquotients. We note that x = (tanh(r/2)) remains bounded at r = ±00, while 1 -x = (cosh(//2))~2 ~ e"W, as t -> ±00, and (sinh/)p = (sinhl)2m-1 ~ e{2n,-m as / -> ±00. In Case 3A we have \S(U,t;co',to)| ~ ,-0"«-i+2H)M as t _, ±00> Hence, from Lemma 21 we obtain the following result. 13. Exhaustion of the discrete series for Spin (1,2m) . In this section we intend to show that the unitary representations listed in Theorem 5 exhaust the discrete series, that is the square-integrable representations of Spin (1,2m) for m >2.
Let [n, %] be an irreducible unitary representation of G. To show that this representation is not square-integrable, it is sufficient to show that one of the functions t -> (U(h(t))F,y) for 0 ¥= F £ £(co)9C, 0 * y £ £(to')0C, and [co]N [a'] certain irreducible A-types fails to be square-integrable on the interval (0,00) with respect to the measure (sinh t) m~ dt. In fact, since £ and y may be embedded in an orthogonal basis of £(co)3Cand £ (to')0C respectively, there must exist a constant C > 0 such that \{U{h{t))F,y)\2 < CSfJI, f, co', co), t £ (0, 00).
Hence the remark follows from Lemma 21. Now, for the unitary principal series and the irreducible supplementary series, one may take [u] and [co'] to be locking A-types as in Lemma 11. Then the fact that the function / -» (H(h{t))F,y) is not square-integrable follows the explicit formulas in Cases 1 and 2 of the last section. According to these formulas, the asymptotic behaviour is given by \(YL(h{t))F,y)\ ~ [coshjí]-^ g-'(2m-i-^)j as / _> 00; where vR = Rev > 0. Hence, these matrix elements are not square-integrable in these cases.
It should be remarked at this point that the asymptotic behaviour of matrix elements for the irreducible nonunitary principal series is known for more which is proportional to (U]/{g)F,y), provided that^ is chosen to lie in a Kirreducible subspace of £. We assume that the latter is the case. In order to show that the restriction function t -* (Uv(h(t))F,y) is not square-integrable with respect to the measure (sinh t) m~ dt, we avail ourselves of the following lemma.
Lemma 22. Let G have split rank 1, and assume that Rei'> 0, where v -X(H). {Recall the notion o/ §6.) Assume that X £ % and let X denote the element of Tdefined by ft = X{e). Then there exists a linear map C from T/o % such that limit ¿>-xW(ÏI,(h(t))F,X) = <CF,X\.
/-►oo
This result is essentially known, and its proof will be outlined in the next section. We apply this lemma as follows. For the cases under consideration, we have (p -X)(H) = m -\ -v = / -1. If one sets X = v E F(co)Fx, then one may use the explicit form of the matrix function given in §12 under Case 3B to conclude that limit,^ e(/"1)'(rL,(A(f))F,v) = (CF,v\ # 0 for some F. On the other hand, applying the lemma again, we conclude that for x = y E E we also have limit,^ e^~l)'(Ilv(h(t))F,y) = (CFJ)^ ¥= 0 for some F. Hence the asymptotic behaviour of the matrix function t -» (ny(A(0)F,^) is given by (n"(/i(f))F,.y) ~ e~(,'_1)/, as t -» oo. Hence we have the following result. 14. Proof of Lemma 22. Since the main steps in the proof of Lemma 22 are known, we only sketch its proof here, and refer to the bibliography for the proof of some of the details.
Let V be the maximal nilpotent subgroup of G defined by V = ON. Here 9 is the Cartan involution of G corresponding to the Lie algebra involution of §1. Then by the Bruhat double coset lemma, the set NAMV is an open dense subset of G. Let g -» H(g), and g -* n(g) be analytic projections onto the analytic manifolds A and N respectively such that for all g G G, is integrable on V with respect to a Haar measure dv. Hence, this measure may be normalized such that fve2p^H^''dv = 1. With this normalization, this lemma also states that the following integration formula is valid for all continuous / on F: (18) fKf(k)dk = JMfvf(mK(v))e2^H^dvdm.
Recall that dm and dk are normalized such that fdm = 1 = fdk.
Next, for F, X continuous functions in ¿2(F), and for k, k' G F, and m E M, we have {F(k\X(k')\ = {F(mK),X(mk')\. This follows from the fact that jti is unitary with respect to the inner product < , > , and from the transformation properties of X and F with respect to left translations by m. Hence from Lemma 15 and formula (18) above, e»(p-MO(n,(A(0)F,jr) = e'^-x)iH)(F,U_v(h(-t))X) (19) = fy (F(4v))MMv)K-t)))\^X^M+H[<m-')])du.
A key point in the proof of Lemma 22 is to justify the interchange of the limit in the statement of the lemma and the integration in equation (19) . First note that the integrand can be simplified by taking into account the Iwasawa decomposition and the fact that N is normal in NA. To simplify notation write for / G (0, oo), x = h(t), and for a, g E G write ga = aga~x. Pick an e, 0 < e < 1, sufficiently small such that X' = X -e has nonnegative real part on the Weyl chamber A0. Thus the exponent in the integrand of equation (19) 
may be written as (p -X)(tH + H(K(v)h(-t))) = (1 -e)P(H(vx)) + (l+ E)p(H(v)) + X'[H(v) -H(vx)].
Since the elements -H(v), -H(vx), and -H(v) + H(vx) all lie in A0, the exponent is equal to or less than (1 + e)o(H(v)). Now, by the corollary to Lemma 44 in [8] , the function v -* e^+c>^H^v>> is integrable on V. Hence, the Lebesgue dominated convergence theorem applies, and the limit may be interchanged with the integration. Now, it is easy to show that limit,. The lemma now follows immediately.
