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This paper presents a sketching system for 3D organic shapes modeling and animation using virtual 
reality devices. On the hardware side, it is based on the Haptic Workstation™ which conveys force 
feedback on the user arms (upper body limbs), and a Head Mounted Display to present the 3D 
generated images. On the software side, we use implicit surfaces modelling techniques such as 
metaballs. In fact, Designers feel well comfortable with this kind of primitives due to their ability in 
the organic shapes creation such as virtual humans. The proposed system provides an efficient 
alternative to produce advanced 3D shapes sketching.  
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Today, the 3D modeling and animation sketching is becoming one of the most important activity in the production of 
virtual reality application, video games production, and, special effect in cinema industry. 3D designers or CAD 
engineers should follow a long pipeline, starting from the sketching to the final rendering or the object creation. In [21] 
the authors show how this first step of design (sketching) is the most expensive of the creation process. 
 
In this paper, we present a system, software and hardware, that speedups this first step of 3D design process. It is 
based on haptic devices which seem to us more efficient and natural to use than the traditional keyboard/mouse 
approach, because it allows to design with an interaction paradigm closer to the real one (e.g. clay modeling). 
 
This paper presents, in the first part, a Computer Aided Design state of the art and the observations we could get from 
it. That will lead us to present a new concept; aim of research, Metaballs based Organic Shape modeling and 
animation with the help of Virtual Reality devices. In the second part, we will describe in detail its implementation. 
Finally, we will conclude this article with an evaluation of the proposed system to state advantages and drawbacks. 
 
2. HUMAN COMPUTER INTERFACE FOR SHAPE ANIMATION AND MODELLING 
First of all, we will study the usual 3D design and animation process used by professionals. Afterwards, we will see how 
it could be optimized with the help of haptic devices, especially when the force feedback can be applied on both arms 
and hands simultaneously. 
 
During the creation of the 3D shape, some steps could be identified. The first one is always the same, whatever the 
“type” of production we would like to target: the prototyping. In this phase, most of the creators involved in the 
development process give their opinion on the 3D shapes and settle the problems inherent to the design decisions. 
Generally, this leads to the creation of a hand sketching with pencil and paper [9] or a clay based mock-up. We could 
add to this discussion the work of Alexe et al., Perry and al. which allow the creation of this first “prototype” 
electronically [1] [26]. These two last solutions have the strong advantage to do it quicker and allow mistake correction. 
The second step is the geometrical modelling phase which contains some refining. The third step is dedicated to the 
texture design and mapping. Finally, the designer could animate the modeled shape. As mentioned in [18], these 
phases or steps could be done in a different order according to the designer preferred methodology. 
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In this paper, we focus on the beginning of the process: the sketching. Lipson et al. in [20] precise, indeed, that an 
efficient and intuitive interface during the first step could save not only time, but also help the shape refinement 
necessary afterwards. However, Tovey et al. have shown the difficulty to create this type of system generic enough to 
be used in most industrial areas [32]. Based on their conclusions, we focus our system not on a generic purpose but 
dedicated to the virtual humans creation. 
 
In fact, our research in the Virtual Reality Laboratory of Ecole Polytechnique Fédérale de Lausanne drives us to design 
very often virtual humans [30], [31], [23]. Despite the fact, that we have the habit to deal with commercial products 
like 3DSMax [10] and Maya [2] for sketching mesh and animation, we would like, in this work, simplify the life of 
designers. In [8], we had already proposed a solution based on a Cyberglove™ used to do generic mesh deformations 
for the creation of virtual human faces. The user was able to deform the mesh by virtual pressure on the vertices. This 
method is closed to the simulation of standard clay modeling when the user creates an object by deforming a piece of 
clay with the help of his fingers. This interaction paradigm is based of the theory of deformable meshes called Free-
Form Deformation (FFD) [3] [7] [13] [14]. However, this technique has shown very quickly some strong drawbacks.  
 
The first one is the lack of force feedback which creates a break in presence and reduces a lot the immersion of the user 
in his task. Nevertheless, FFD techniques could be linked without difficulties to haptic devices. It allows direct 
interaction with the vertices of the mesh. For example, we could mention in this area the work of Foskey et al. [11], Mc 
Donnel et al. [24] or Kuo Cheng et al. [17]: they all present a 3D mesh deformation system based on FreeForm™ [28] 
and the PHANToM [27], a haptic device that creates force feedback only on a single finger. This leads us to the next 
drawback. 
 
The second one is related to the fact that interacting only with one hand or, even worst, with one finger is neither 
natural nor intuitive [5]. This implies indeed to switch to a second mode of interaction where the user is able to rotate 
or translate the 3D model. Foskey et al., McDonnel et al. “have solved” this issue by moving the PHANToM on a 
virtual button of the interface constraining the designer to lost the contact with its model. Moreover, working only with 
one hand on a soft object could lead to uncomfortable situations. In a general manner working with two hands seem 
more natural and intuitive, thus our interface should also takes advantage of the two hands.  
 
As third remark, using only Free-Forms Deformation to model a virtual human from scratch is very time consuming. In 
fact, the FFD technique is more efficient in the refining process and not in sketching phase, because it needs a base 
shape to start deforming. This is the reason why we have studied the use of implicit surfaces [4] as an alternative 
solution. This allows with few primitives to approximate very complex shapes [29]. Moreover, they are very well 
adapted to represent organic shapes such as virtual humans or virtual animals [22]. A subset of implicit surfaces called 
metaballs [6] was becoming popular in computer graphics, because it could produce novel kind of shapes. However, 
this technique is not without constraint: we want to create a “wysiwyg” interface (“What you see is what you get”: what 
appears on the screen is the final result) because we want to optimize the time needed by the sketching step. Thus we 
need to create and visualize metaballs in real-time while at the same time this technique is very computationally 
expensive. We will show in the section 3.4 how we bypassed this issue. 
 
In the last three paragraphs, we have extracted somehow, some important points to create a quality interface for this 
3D organic shapes sketching system: it should be immersive (two hands), intuitive (force feedback) and using metaball 
primitives (to get what we see). Now, we will discuss another problem about design and sketching that is related to the 
animation of 3D characters. The both problems, i.e. 3D shape sketching and 3D animation sketching, are comparable 
as we will present it in the next paragraphs. 
 
While animation designers can quickly and easily sketch 2D figures, the existing animation systems are not well suited 
for rapidly posing articulated 3D figures [18]. In this paper, we didn’t want to create a new animation technique, but to 
bring the immersive and intuitive effect of the interface described above to the animation of 3D characters. Thus, we 
choose a technique based on key frames and skeletons that can be found as a classic animation functionality of 
commercial 3D software as 3DSMax or Maya.  
 
The next section of the paper will be dedicated to the system architecture which includes three hardware components: 
the Haptic Workstation™ for the interaction and the force feedback generation, a 3D visualization software using a 
Head Mounted Display (HMD) and the modeling tool based on metaballs.   




3. SYSTEM DESCRIPTION 
In this part, we will describe the hardware and the software that are used to build the haptic modeling and animation 
system. The figure 1 presents the main modules that are described along this section. 
 
 
Fig. 1. Main loop of the animation and modeling system. Each module refers to section where it is described. 
 
First, we introduce the metaballs and the skeleton animation modules. Then, we describe the VR hardware including 
the main interaction peripheral: the Haptic Workstation™. The following subsections describe the software modules 
which were used to implement the system: the haptic software and the user interface. 
 
3.1 Creation and Visualization of Metaballs 
The metaballs are the main/only drawing primitive of the sketching system. This subsection describes the algorithm for 
calculating and visualizing them. We can split this explanation into two parts: the first one deals with the computation 
of the scalar field, and the second one describes the triangulation of the surface of the metaball. 
 
The workspace is a scalar field where each point P of the space is characterized by a value xp. In Figure 2, a high value 
of the field is represented by a dark color, and a low value is characterized by a light color. In our implementation, this 




Fig. 2. Metaballs in a 2D space. The clear points represent the center of the metaballs. The scalar field is characterized by the gradient. 
The lines are the implicit curves, results of the algorithm; in 3D, these curves become surfaces. On the left, metaballs with same radius 
mixing together; on the center, effect of the influence parameter K on the resulting shape. On the right, effect of the radius parameter. 
 
Each metaball Mi is characterized by a point, its center Ci (see figure 2) and by its influence on the field, a value Ti. For 
each metaball, the equation Eqn. (1) presents the function fi(P) which gives its influence on the force field. The formula 
Eqn. (2) shows that for each point P of the field, we find its value xp by adding the influences of each metaball. 
  
( ) ( )2,distance1 i
i
i CP




ip Pfx )(            (2) 




To put in a nutshell, a metaball is a point that influences a field. By analogy, we can also imagine curves and even 
volumes which influence it. Our implementation contains also another primitive: the metaline, defined by two points, 
i.e. a segment. This primitive is very useful to create lengthened shapes, like the legs of a virtual character. Until here, 
we explained how to create a scalar field and modify it using primitives (points and lines, but this could be easily 
extended), now we will explain how this scalar field could be used to create surfaces. 
 
We search for visualizing an implicit surface consisting of all points satisfying the function f(P)=K, where K is a 
parameter whose value could be choose by the user. This parameter influences the general shape of surface. A high 





Fig. 3. Execution of the “Marching Cubes” with a discreet 2D field in 8×6 squares. On left, the vertices of each square are evaluated 
using a binary knowledge (inside/outside of the metaball). On the center and on the right, the curve results from an interpolation 
between the true values of the field. 
 
In this state, this surface cannot be rendered, since it is described by a continuous function. It must be triangulated. 
Thus we should have a discreet space, because it is impossible to calculate the value of the field at every points of the 
space, as we cannot find all the points P satisfying the function f(P) = K. The solution such as it was implemented in 
1982 by Blinn, is still not real time. The algorithm of sampling used is the “Marching Cubes” [21] (see figure 3, for a 
2D field). The principle is to divide the workspace into small cubes, then to analyze the values of the field at each 
vertex of these cubes (our implementation uses a discretization of 64×64×64 cubes). If a cube contains only vertices 
whose values are higher than K, the cube is inside a metaball, whereas if all values are lower than K, it is outside. 
Therefore, in these two cases, the cube does not intersect the implicit surface. In fact, only the cubes that have some 
vertices lower than K and some bigger than K have to be evaluated for creating the surface. Then there is two ways to 
build it as shown on figure 4 for a 2D field: either by having the binary knowledge that a vertex is inside or outside the 
metaball, or by taking in account the true value of the field and doing an interpolation. The first has the advantage of 
being a bit faster while the second, that we chose, better approximates the surface and is visually smoother. 
 
3.2 Skeleton and Key-Frames Animation 
In this subsection, we present the chosen system for animating the virtual characters. First, we define the notions of 
skeleton and bones. Then we present how we combine them with the metaballs using a technique that is inspired from 
mesh skinning.  
 
In concrete terms, the bone of a skeleton is a line between two points. Each bone belongs to a hierarchical structure 
that represents the skeleton itself: this means that at least one extremity of a bone has to be linked to another bone, or 
to be the root extremity. This is a classic representation that is used in computer animation standards like H-AMIN 
(http://www.h-anim.org/). Then, this structure is usually used to deform a mesh by skinning. However in our case the 
skinning is achieved using only metaballs and metalines. Thus, we apply some restrictions to have a better control on 
the deformation: a bone extremity has to be set on the center of a metaball or on the extremity of a metaline. It means 
also that the bones in our system have fixed-length. To animate a bone, the user has to select one of its extremities, 
and to move it. The extremity of the bone must be always at the same distance from the other extremity, thus it can 
only be moved along the surface of a sphere.  
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Finally, we can animate this skeleton over the time using key frames. This implies to use a timeline widget in the 
interface. The relative positions/orientations of the bones are registered at each timestep of the timeline in order to 
store the animation. As mentioned in the state of the art, this technique is very similar with the one used in commercial 
modeling and animating software. The difference mainly comes from the user interaction with the software as it will be 
describe in the subsection 3.5. 
 
3.3 Hardware devices: Haptic Workstation and Head-Mounted Display 
Our Haptic Workstation™ is a commercial product provided by Immersion™ [15] (see figure 4). This kind of haptic 
device is the only one that is able to create a complete force feedback on the wrists and on the hands. The user is then 
able to interact with the objects with a naturally more intuitive way. 
 
 
Fig. 4.Hardware architecture of the system. 
 
In fact, the Haptic Workstation™ is simply bringing together several peripherals: the CyberGlove™, the CyberGrasp™, 
the CyberTrack™ and the CyberForce™. The pair of CyberGlove™ is used to acquire the hand posture. On each hand, 
twenty-two angles are evaluated, on all phalanges and finger abduct, making possible to have a good representation of 
the current hand state. The pair of CyberGrasp™, exoskeletons of the hand, is able to pull each finger separately using 
wires (however, this device cannot constrain the user to close one finger). They could be used to simulate the grasping 
of an object; the exoskeleton prevents from closing the fist by applying a force of 10N maximum. Two CyberTrack™, 
encapsulated into the CyberForces™ exosqueletons, allow gathering the position and the orientation of the wrist. The 
precision and the refresh rate of these values are much higher than using a magnetic or an optical system (for 
positioning, the accuracy is around the tenth of millimeter and around the tenth of degree for orientation; these values 
are updated at approximately 1000Hz). Finally, two CyberForce™ can be used to apply a three-dimensional force 
(maximum 80N) on the wrist, modifying the position of the user’s hand if he does not resist. It is a 3DOF device 
because it can not be used to constrain the user to modify its hand’s orientation. 
 
Our sketching application does not use all these peripherals according to the standard usage. We will see indeed in part 
3.5 that we made the choice to create an interface where all the elements are used: in other words, we use the 
peripherals only if they could bring information to the designer. For example, the manner for interacting with the 
interface does not require the representation of the real hand by a virtual hand faithful to reality (a palm, five fingers). 
The gloves are in fact used to detect particular postures corresponding to events in the interface, but not to model a 
hand. Thus, the force feedback on fingers, conveyed by the CyberGrasp™, is not used to simulate the grasping: we use 
it to give initiatives to the user, so that he/she could make a particular posture of fingers, according to the context (cf. 
§3.5).  
 
Finally, this hardware system would not be complete without a visualization device. We chose to use a Kaiser ProView 
XL-50 (see figure 4), combined with an InterSense tracker which allows evaluating its orientation. In the following 
subsection, we deal with the software used for accessing and managing to these devices together.  
 
3.4 Haptic Software 
Our application must be able to take advantage of the Haptic Workstation™ and of the HMD for increasing the 
intuitiveness and the immersion of the designer. Usually, the Haptic Workstation™ is programmed using the VHT 
(Virtual Hand Toolkit) library [16] provided by Immersion™. This library includes many functions allowing to organize 
a virtual environment made of simple primitives (spheres, cylinders, cubes and convex volumes) and to manipulate 
them using the station. However, in our case, most of the objects have a dynamic shape, and it exceeds the capabilities 
of VHT. Thus, we chose to use our own library, MHAPTIC. This library allows a fast calibration, and a synchronized 
access to the data of the devices. Moreover, it contains useful modules like one to improve user comfort, or one for 
detecting collisions and computing force-feedback response. In this part, we present the calibration protocol, then the 
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module to improve comfort, and finally the manner to access to the data needed by the user interface module that is 
presented in section 3.4.  
 
One of the most important points to avoid a break in the immersion when combining a haptic system and a HMD is to 
coordinate user movements with visualization. To achieve this goal, we have presented in [25] an algorithm to gather 
the data of the two CyberTrack™ with the same coordinate system. By default, the Haptic Workstation™ is not 
calibrated. This could be verified for example by joining the real hands: the visual result does not correspond to the 
reality, the hands are far the one from the other. In this organic shapes sketching system, we have re-used this module, 
and moreover, we have added to it the support of the head tracker. Thus, we have a good estimation of the hands and 
head position/orientation, in a single space. 
 
Thus, the visual environment built is relatively intuitive for the user: the virtual camera moves according to the head 
movements, and the hand movements are correctly reproduced in the virtual environment. The visual immersion is 
then eased. However, in this situation, the user is still wearing an exoskeleton whose weight is not negligible, although 
it is compensated mechanically with counterweights. Moreover, this overload is not constant over the space: it is a 
function of the hand position. This implies that this device is uncomfortable to use during long sessions. The main 
reason is the posture of the arms, which must be kept outstretched horizontally while supporting the weight of the 
CyberForce™ (nearly 600g on each arm). Of course, this leads to a break in presence. 
 
In [25], we have proposed a solution that consists in compensating for the weight of the exoskeleton (and also the 
weight of user arm if needed) using the CyberForce™ device itself. This method consists in using a precalculated force 
field. This force field contains, for each position of the hands, the vertical force value to apply for zeroing the 
exoskeleton weight. Thus, the virtual environment gains in realism: although it is not a visual improvement, the user 
does not need anymore to explain himself this overload. Of course, the feeling "to be imprisoned" in an exoskeleton 
does not disappear, but the tiredness does. We have shown, using bio-feedback measures, that this system 
considerably increases comfort, and, as consequence, immersion. 
 
Finally, we have to deal with the collision detection system. It is mainly used to detect the collisions between the hands 
and the extremities of the bones, but it works also for moving the timeline widget (see section 3.2), and for rotating the 
3D workspace. Each bone is linked with two spheres that are registered in the collision detection system. These spheres 
move when the hand touches them. This mechanism is also part of the MHAPTIC library. In the next part, we present 
the user interface that links the hardware ad software components described in the four last subsections.  
 
3.5 User Interface 
This part presents the interaction paradigm which makes possible to create a 3D sketch, and to animate it. We saw 
how to parameterize the metaballs. Here is a summary list of goals that our interface has to achieve: 
 
• Create a metaball. 
• Create a metaline. 
• Change the radius of a metaball (its influence on the field in fact). 
• Change the radius of a metaline. 
• Select a metaball center or a metaline extremity. 
• Create a root node for skeletal animation. 
• Create a bone. 
• Move an extremity of a bone. 
 
We chose to use posture of the hands to trigger the events, as we use the finger to click with a mouse. There is many 
advantages of using fingers: it could be done quickly, without moving a hand; and quickness is one of the main goal 
when dealing with sketching applications. There are four different postures: the hand closed, the index outstretched, 
both index and medium outstretched, and the hand opened. These postures are enough different to avoid confusions 
(even evaluating only the angles between phalanges). The state machine shown on figure 5 presents the protocol for 
triggering events cited above. The finger force feedback via the CyberGrasp™ device is used to help the user to know 
how he could reach the next state: for example, if he is in the “rest state” and that he opens the two fingers of the right 
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hand, the CyberGrasp™ will slightly drag the left hand fingers to help him to pass in the next state "Preview a 
metaline". The figure 6 presents a screenshot of the interface that the user views in the HMD.  
 
 
Fig. 5. State machine of the user interface. 
 
The way to adjust the influence of a metaball or a metaline is very easy. Once that one is created (i.e. the center or 
extremities are defined) the radius of a metaball changes according to the distance between the finger and the center. 
The visualization remains real-time, thus the designer can chose the influence according to the results he want to reach. 
However, after use, it seems to be difficult to choose the radius with precision, especially when the user has moved his 
hand far of the center and that he wants to do a small metaball, i.e. to put back his finger near the center. It is precisely 
in this kind of situations that the force feedback is useful. The idea is to define the center of the metaball as an attractor 
of the finger, and to change the force proportionally with the radius. Thus, if the user wants to create a metaball with a 
large radius, he must exert an important force, whereas he just needs to relax his effort in order to draw a small 
metaball. We have chosen a force of 0.2N.cm-1 of radius. Since the workspace whose shape is cubic sizes 80cm, it 
represents a maximal force of 16N. 
 
In this section, we have described the general architecture of the system, composed of VR devices, a metaball module 
used to create the mesh, a skeleton module for the animation and a specific user interface that takes advantage of the 
hardware. In the following section, we will present its evaluation. 
 
4. RESULTS AND EVALUATION OF THE TESTS 
In this section, we present the evaluation of the metaball-based sketching system. In particular, we will see how the use 
of a immersive interface and haptic technologies contribute to the improvement of the system. Lastly, we will study the 
complete behavior when continuously used. Generally, the people having tested this interface are professional 
computer graphics experts, who have a perfect knowledge of specific software like 3D StudioMax or Maya. But, we 
also retained the opinion of computer scientists having only knowledge of the principles of modelling. We asked the 
designers to evaluate the interface in term of time to learn it, facility of use, and finally to evaluate whether we met the 
fixed goal: "to create a system allowing to carry out a draft of a geometrical model of human or animal shape which 
could be refined later using another software". 
 
According to our study, the paradigm of interaction is not completely intuitive, particularly for the hand posture at the 
time of the creation of a metaline. Indeed, if it appears logical to have to tighten a finger (like to show something) to 
position the center of a metaball, then to close it to validate the creation of the metaball, it is not the same for the line: 
to tighten the index and the middle finger of both hands does not seem to have a real meaning. Moreover, the user get 
confused between the creation of metaballs and the selection of a collision shape. However, once the user knows well 
these postures, the flexibility in use represents a large advantage compared to the traditional interfaces. In particular, 
the majority of the questioned people found extremely good to have their model permanently with them, i.e. not to 
have to move their hands to manipulate components of interfaces (like buttons, sliders, etc). Moreover, concerning the 
immersive interface, using the HMD, the trackers on the hands and the force feedback, several comments were made. 
Initially, this mechanism is intuitive: the questioned people realize quickly that the real hands move the virtual hands, 
and that a movement of the head directs and moves the camera as in reality. Moreover, the force feedback  in 
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particular to parameterize the radius of the metaballs offers a real help to the user. Indeed, the fact of attracting the 
hand towards a point according to its distance makes possible to very quickly give information of relative position. This 
remark is not surprising, P. Fuchs et al. already stated it in [12] while pointing out that the processing of visual data is 
more complex and longer than the processing of proprioceptive information.  
 
Lastly, the system seen in a general way is interesting compared to the fixed goals. One can very quickly draw and 
visualize forms, but it should be admitted that a certain time of training (approximately ten minutes) is necessary to 
manage to model what one wishes. That rises directly owing to the fact that implicit surfaces function with control 
structures, like the splines.  In fact, the place where the points of controls are placed does not correspond to the place 
where the surface passes: it is necessary to extrapolate the wished form, to find the good center. However, concerning 
the problem of the interactive modeling which was not inevitably ensured because of the inherent nature of implicit 
surfaces, the system remains real-time until approximately one hundred metaballs, which is large enough to carry out a 
draft of a geometrical model as shown in Figure 6. Ultimately, a computer graphics expert will probably prefer his/her 
usual software to carry out an unspecified model, even if he/she will admit that this system is faster under certain 
conditions (draft of Virtual Humans or organic objects). However, a relatively beginner who is not expert of any 
modeling software will prefer to carry out models with our system, because of its intuitive operational mode and its 
speed.  
 
            
 
Fig. 6. Screenshots of the user interface through the HMD. 
 
5. CONCLUSION AND FUTURE WORK  
In this paper, we explained how to design and implement a geometrical modeling and animation system with an 
immersive interface using virtual reality devices. The principal assets of this interface are the use of the two hands, the 
force feedback based on the Haptic Workstation™, and the HMD, which thus make it possible to have a very intuitive 
paradigm of interaction. The duration of training, principal barrier with the use of the traditional systems of modeling, 
is some thus considerably reduced. This paper also shown that metaballs are an effective drawing primitive for carrying 
out drafts. Today, machines make indeed possible to have a real-time implementation of a visualization algorithm for 
implicit surfaces, which decreases the effect of their main drawback: global control of the shape. In a near future, we 
intend to integrate the devices used and the paradigm of interaction as a plug-in of a commercial modeling software 
that provides metaballs as primitives. 
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