In estimating optimal adaptive treatment strategies, the tailor treatment variables used for patient profiles are typically hand-picked by experts. However these variables may not yield an estimated optimal dynamic regime that is close to the optimal regime which uses all variables. The question of selecting tailoring variables has not yet been answered satisfactorily, though promising new approaches have been proposed. We compare the use of reducts-a variable selection tool from computer sciences-to the S-score criterion proposed by Gunter and colleagues in 2007 for suggesting collections of useful variables for treatment regime tailoring. Although the reductsbased approach promised several advantages such as the ability to account for correlation among tailoring variables, it proved to have several undesirable properties. The S-score performed better, though it too exhibited some disappointing qualities.
Introduction
To effectively manage chronic or relapsing illnesses, physicians often adjust treatment to patient characteristics. For example, a physician must select the optimal first-line treatment, decide when to switch to another treatment, and choose the next treatment to try if the initial treatment failed (Murphy, 2005) . A dynamic treatment regime, also known as an adaptive treatment strategy, is a function that takes information about a patient (baseline characteristics, treatments history, and intermediate outcomes) as inputs and returns an individually tailored treatment suggestion as the output (Murphy, 2003; Robins, 2004) . Dynamic treatment regimes may be investigated via observational data assuming no unmeasured confounding or in sequential multiple assignment randomized trials (SMART) (Murphy, 2005; Collins et al., 2007) . Unlike conventional trials where the treatment assignment is fixed at the beginning of the trial, in a SMART, treatments are re-randomized throughout the course of the trial and the randomization probabilities may depend on a participant's history. Rather than evaluating effectiveness of each treatment separately and potentially out of context, sequences of treatments are evaluated with the objective of optimizing some ultimate outcome (Lavori and Dawson, 2008) . It may, for example, be the case that a treatment that is slow to act but leads to a greater number of remissions of disease is preferred over a treatment that provides relief to a smaller proportion of individuals but does so in a shorter time-frame.
There are two primary modelling tools used in statistics to estimate dynamic treatment rules: structural nested mean models and marginal structural mean models. Structural nested models (Robins, 1986; Murphy, 2005; Robins, 2004) do not define the class of regimens to be estimated -in particular, the variables used to tailor treatment need not be selected a priori -but rather seek to find the set of optimal rules among all rules using all (or a potentially large subset of all) variables, given the mean model. Marginal structural models may be used to estimate either statically-optimal treatment regimes (van der Laan et al., 2005) or optimal dynamic regimes (van der Laan and Petersen, 2007; Robins et al., 2008) . In the marginal structural modeling approach to estimating dynamic regimes, the rules to be estimated must be supplied by the analyst.
Studies often collect information on a large set of easy-to-measure covariates (e.g., multiple surveys of mental health status and functioning) from which a smaller subset of variables must be selected for any practical implementation of treatment tailoring. While much of the statistical research on dynamic treatment regimes assumes a predefined class of regimes indexed by a small 1 number of pre-selected variables, interest here lies in defining the variables which index the class of regimes. That is, we do not wish to rely on the a priori hand-picking of tailoring variables. Rather, we seek to use the data to select a subset of tailoring variables that renders the estimated optimal dynamic treatment rule as close as possible to the optimal rule which uses all variables. We restrict our attention to the randomized setting.
In this paper, we compare two methods of selecting variables with which to adapt treatment for optimal dynamic treatment strategies. The first method considered is a variable ranking strategy based on the S-score, developed by Gunter et al. (2007) . The S-score approach has many attractive features, but may not select the best combination of variables. We also considered a variable selection method based on reducts, an approach taken from the computer science literature, to see whether this might lead to an improved variable selection algorithm. The term "reduct" comes from rough set theory, a branch of computer science concerned with knowledge reduction. Rough set theory has been used in variety of applications: prediction of business failure, financial investment, bioinformatics and medicine, fault diagnosis, spatial and meteorological pattern classification, music and acoustics and feature selection (Shen and Jensen, 2007) . Given the versatility of rough sets as evidenced by the above applications, we also investigated whether combination of S-scores and reducts would lead to a better variable selection algorithm.
The paper is structured as follows: Section 2 introduces notation and the two methods under consideration, S-scores and reducts. Section 3 applies the methods to the Sequenced Treatment Alternatives to Relieve Depression (STAR*D) clinical trial, a multistage randomized study of patients with nonpsychotic major depressive disorder. Sections 4 and 5 explore characteristics of the two variable selection approaches, and Section 6 concludes.
Background

Setting
An important step in the formulation of a dynamic treatment regime is the choice of variables to be used to decide when to switch treatments and to select the optimal treatments. Tailoring variables are variables that are used to adapt treatment to the individual. They often include baseline characteristics, intermediate outcomes, measures of adherence, and the presence of side effects . Currently, much of the research on variable selection has focused on the supervised learning setting, where interest is in optimal prediction of the response; less work has been done in the medical decisionmaking setting, where interest lies in choosing the best treatment for a given patient (Gunter et al., 2007) . For the purpose of variable selection in a randomized setting where confounding is not present, Gunter et al. (2007) distinguish between predictive variables (used to increase precision of estimates) and prescriptive variables (used to adapt treatment strategies to patients, i.e. tailoring variables). Prescriptive variables must qualitatively interact with the treatment: that is, the choice of optimal treatment varies for different values of such variables. For example, consider a situation in which (i) for low levels of a patient's hormone, the optimal action is to prescribe the drug A, (ii) for high levels of the same hormone the optimal action is to prescribe the drug B, and (iii) intermediate levels of the hormone require no treatment at all. The hormone level is a prescriptive variable, since different values of the variable result in different recommendations of the optimal treatment. Gunter et al. (2007) note that the usefulness of a prescriptive variable can be characterized by two quantities: the magnitude of the interaction and the proportion of the population for whom the optimal treatment changes given the knowledge of the variable.
Consider the following setting and notation, adapted from Murphy (2003) . It is of interest to choose between actions (or, more commonly in the medical and epidemiological literature, between treatments or exposures): A = (A 1 , A 2 . . . , A K ) in K intervals, with domain (treatment options) A j ∈ A j . Covariates measured on a subject at interval j, prior to action A j , are denoted X j = (X j1 , X j2 . . . X jm ), j = 1, . . . , K, with domain X j . Subsequent to the K actions, a response, R, is observed. The response is an unknown function of the action taken, the covariates, and possibly other unmeasured subject characteristics. A dynamic treatment regime, π, is defined to be a set of decision rules -one rule for each interval j = 1, . . . , K -that maps the space of covariates X j onto the space of actions A j . More informally, a dynamic treatment regime provides a list of decision rules of the form "if an individual possesses certain characteristics (x j ) at the jth exposure interval, assign that individual to the specific action (treatment) a j ."
Note that in data from a randomized study, assignment to the action space is independent of subjects' covariates; however, using the data, we wish to estimate dynamic treatment regimes to assign actions to future subjects given their covariates. Thus, the objective is to find the dynamic treatment regime that will maximize the expected response obtained by following that regime.
S-scores
As proposed by Gunter et al. (2007) , the S-score for a (univariate) variable X is defined as:
The S-score of a variable captures the expected increase in the response that is observed by adapting treatment based on the value of that variable. S-scores combine two characteristics of a useful prescriptive variable: the interaction of the covariate with the treatment and the proportion of the population exhibiting variability in the covariate's value. A high S-score for a covariate is indicative of a strong qualitative interaction between the variable and the treatment, as well as a high proportion of patients for whom the optimal action would change if the value of the variable were taken into consideration. Gunter et al. (2007) used this scoring method to rank potential prescriptive variables in a one-interval setting. The performance of the S-score method was found to be superior to the standard lasso in terms of consistent selection of a small number of variables from a large set of covariates of interest. However in the implementation of the S-score ranking, each variable is evaluated separately, without taking into account potential correlation between variables. Two variables that are highly correlated may have similar S-score but may not both be necessary for decision making. Of course, the S-score may be modified in a straight-forward fashion to examine the utility of sets of variables given the use of other variables. The S-score could be used sequentially, first as in equation (1) to select the variable, X, with the highest score, then select a second variable with the highest S-score given the use of X as a prescriptive variable, using the altered definition
and so on. In this paper, we compare the single-variable ranking strategy approach as implemented by Gunter et al. (2007) to an approach specifically designed to automatically select sets of covariates.
Reducts
The concept of reducts, derived from rough set theory in computer science, is another approach to variable selection. The notation as outlined by Swiniarski and Skowron (2003) was modified to conform with the setting and notation described above. In rough set theory, the data from a sample are represented by a table where rows represent objects (or individuals), U = (u 1 , u 2 , . . . , u n ), and columns represent all measured covariates, X, where X is a finite and nonempty set of variables. The variables can be further partitioned into condition and decision variables. In our application we will consider the response, R, to be a decision variable while the remaining variables, B, will be considered condition variables.
Define the indiscernibility relation between two objects with respect to some set of variables C as follows: two objects are indiscernible with respect to C if and only if they have the same value for every variable in set C. Clearly, the indiscernibility relation is an equivalence relation and so it partitions the dataset into equivalence classes. Denote the partition by U/C and let C(u) denote the equivalence class to which object u belongs. Further, define C-lower approximation of V (V⊆U) as follows:
Thus, C-lower approximation of V is the set of all objects u that can be classified as certainly belonging to V based on the variables in C. Now, define a positive region of the partition U/R with respect to set of condition variables B as follows:
The positive region is the set of all objects u that can be uniquely classified into one of the equivalence classes of partition U/R based on the variables in B. Given a dataset, with condition variables, B, and decision variable, R, a decision-relative reduct is a set of variables B ⊆B such that P OS B (R) = P OS B (R) and for any B ⊂ B P OS B (R) = P OS B (R). That is, a reduct is a minimal subset of the condition variables, B ⊆B, that classifies objects (or individuals) into unique decision equivalence classes, U/R, as well as does the complete set of condition variables (B).
To further clarify these concepts, consider the simple covariate data in Table 1 , with R the decision variable. Then:
(B 1 , B 2 ) is a decision-relative reduct of the data since it is a minimal set of variables such that P OS B 1 ,B 2 (R) = P OS B 1 ,B 2 ,B 3 (R). Using this reduced set of condition variables we can classify individuals into decision classes as well as we could with the complete set of condition variables. Thus, reducts help to eliminate redundant attributes while preserving the information in all measured covariates regarding the similarity of individuals in a sample. Note that reducts can only be implemented for categorical condition and decision variables. Often in applications, there are many reducts. When this occurs, a method of selecting between the reducts is required. For the specific application of selecting prescriptive variables, we compare two approaches: (1) selecting the variables that most frequently occur in the reducts and (2) selecting amongst reducts by choosing the set of covariates with the highest average S-score. We believed that the second, hybrid approach would combine the strengths of two attractive variable selection techniques, by using reducts to identify minimal sets of variables that are not strongly correlated with one another, and then selecting amongst the reducts via the average S-score to obtain a set of covariates that provided the best prescriptive variables.
Motivating example: STAR*D
The methods described in the previous section are applied in the context of the Sequenced Treatment Alternatives to Relieve Depression (STAR*D) clinical trial, a multistage randomized study of patients with nonpsychotic major depressive disorder. STAR*D is the largest and longest randomized clinical trial of depression, and one of only a very small number of studies in any field to consider more than two stages of treatment (Rush et al., 2003) .
The STAR*D trial design
STAR*D aimed to compare different treatment alternatives following lack of response to citalopram (CIT), an antidepressant in the class of selective serotonin reuptake inhibitors, in patients with major depression. Initially, 4041 patients aged 18-75 were enrolled in the study. STAR*D aimed to study the effectiveness of depression treatments in individuals with major depressive disorder, and encompassed a wide array of treatment options.
There were several 'levels' of treatment in the trial, corresponding to different stages of treatment randomization or choice. In Level 1, all participants were assigned to citalopram (CIT). Those without satisfactory improvement entered Level 2, where they were randomized to one of four medication switch options: sertaline (SER), bupropion (BUP), venlafaxine (VEN) or cognitive therapy (CT); or to one of three citalopram augmentation options: bupropion (CIT+BUP), buspirone (CIT+BUS) or cognitive therapy (CIT+CT). If treatment failed at Level 2, patients were re-randomized in Level 3. However, before proceeding to Level 3, patients for whom Level 2 treatment involved was cognitive therapy (CT or CIT+CT) and for whom that treatment was not beneficial were eligible for two switch options (Level 2A): venlafaxine (VEN) or bupropion (BUP). Level 2A was used to ensure that all patients who progressed to Level 3 did not respond to two different antidepressant medications. Patients without satisfactory response at Level 2 or 2A were eligible to proceed to Level 3, where they were randomized to two switch options, mirtazapine (MRT) or nortriptyline (NTP), or two augment options, lithium (Li) or thyroid hormone (THY), each used to augment their medication in Level 2 or 2A. Patients without satisfactory improvement at Level 3 were eligible to proceed to Level 4, where they were randomized to one of two switch options: tranylcypromine (TCP) or a combination of mirtazapine and venlafaxine (MRT-VEN). Table  2 summarizes the treatment randomization alternatives at each level.
Key results from the trial can be found in Gaynes et al. (2008) , examining decision rules of the form: "If Level j treatment fails, what should the next Level treatment be?" All analyses were performed on an interval-by-interval basis. Based on efficacy alone, none of the treatment alternatives were found to be superior to the others. The data were also analyzed by Pineau et al. (2007) in an analysis that explicitly took into consideration the sequential nature of the trial, using instance-based reinforcement learning to suggest treatment allocation decision rules. Two tailoring variables were used: start-of-Level Quick Inventory of Depressive Symptomatology (QIDS) score and the rate of change in QIDS score in the previous Level; these variables were handpicked. It is therefore of interest to consider other, data-driven approaches to prescriptive variable selection.
Variable selection in STAR*D
The response of interest, R, was chosen to be the binary indicator of whether a patient had a remission from depression (as defined by a QIDS score no greater than 5) at any stage. The potential tailoring variables were mostly qualitative, with only a handful of continuous variables. Some variable processing was performed prior to analysis. All continuous variables were discretized (recall that reducts cannot be considered for continuous-valued variables). Variables indicative of increase or decrease were combined into a single 'change' variable. For example, the variables 'QIDS appetite decrease' and 'QIDS appetite increase' were combined into QIDS appetite change. Additionally, some very sparse categories of variables were collapsed where it was possible to form substantively reasonable groupings. Finally, with 10 treatment options at Level 3 and only 376 individuals, S-scores were not estimable for several variables. These variables were simply removed from consideration as potential tailoring variables at this level. In total, there were between 75 and 98 potentially tailoring variables at each level. Level 1 was used in the trial primarily as a screening tool to identify difficult-to-treat depression; thus, with only one treatment under consideration, reducts can be used to identify predictive variables but there was no possibility of identifying tailoring variables. For that reason, no S-scores were obtained at Level 1 and only variables in reducts obtained in Levels 2 through 4 were considered for S-score calculation. For the purpose of this analysis, Level 2A was not included as the data from that stage were very sparse.
Reducts were obtained using the Rough Sets Exploration System (RSES, www.roughsets.org). Since the response was binary (remission or lack thereof), logistic regression was used to obtain the S-scores. Variables selected by each of the three methods (S-score ranking, variables selected by percent frequency of occurrence in reducts, and the hybrid reducts/S-score approach) are presented in Table 3 . At each Level, the size of the smallest reduct was used to determine the number of variables to select.
Relative reduct frequencies for the top-ranked variables in Levels 2, 3 and 4 ranged from 34.4-75.5%, 32.5-59.3% and 21.6-48.0% respectively, while the S-scores for top-ranked variables ranged from 0.0607-0.1204, 0.1734-0.2270, and 0.0724-0.0858, for Levels 2, 3, and 4, respectively. This suggests that even when there is relative stability in the selection of a variable via reducts (since, for example, some variables appeared in more than three-quarters of the reducts at Level 2), the prescriptive power of the variables may be relatively low (S-scores no greater than 0.1204 at Level 2). Note also that the three approaches selected different sets of variables, although some variables were common to all three approaches. The two reducts-based variable selection approaches tended to be more similar to one-another: nine of ten, six of eight, and three of five variables selected for Levels 2, 3, and 4, respectively, were common between the approaches.
Remarks on the STAR*D analysis
This application of variable selection was undertaken for comparative rather than practical purposes. In particular, although the variable 'research center' (RC) was selected by all three approaches, which would imply the need for decision rules which depend on research center (in addition to individual patient characteristics), one would typically not opt to use this as a tailoring variable since decision rules based on these data could not then easily be generalized to research centers not included in the study. These results nevertheless underline the importance of controlling for center effects in any analysis of the data.
STAR*D followed a SMART design, in which subjects were randomly allocated to a given treatment when the previous treatment failed, as defined by treatment interruption due to intolerable side effects or lack of efficacy of the treatment in controlling illness. It is possible that the best dynamic treatment regime is one with decision nodes at times other than treatment failure; for instance, better long-term outcomes might be observed if treatment decisions were made monthly with treatment switching occurring if improvement is not observed after three months on a treatment. See Zhao et al. (2009) for a reinforcement-learning approach to estimating both optimal therapy and optimal timing of second-line treatment in a non-small cell lung cancer setting. Such a regime cannot be identified from the STAR*D data, where treatment changes were made only at therapy failure. Rather, the analysis undertaken
10
The International Journal of Biostatistics, Vol. 6 [2010 ], Iss. 1, Art. 6 DOI: 10.2202 /1557 -4679.1178 here attempted to identify the optimal set of prescriptive variables to select a new therapy for an individual at the point of current treatment failure. Specifically, the goal was to estimate the optimal dynamic treatment rule that was closest to the true optimal rule which tailored treatment based on all of the variables available (75 or more per Level) while allowing the data to select a more manageable subset of tailoring variables.
STAR*D experiments
In this section, we describe the results of several experiments using the STAR*D data to examine the properties of S-scores and reducts (with the percentage frequency rather than hybrid approach). The experiments were designed to consider the sensitivity of each method to the presence of noise variables in a dataset, the sensitivity of reducts to the omission of an apparently important tailoring variable (RC) from the dataset, and the behavior of the methods when variables in a dataset are highly correlated. The focus in these experiments is on the Level 2 data, which provided the maximum sample size, using the remission at any point in the trial as the response of interest, and selecting from among 50 potential prescriptive variables.
Experiment: Sensitivity to noise variables
In this experiment, we studied the sensitivity of both variable selection approaches criteria (S-scores and relative reduct frequency) to irrelevant noise variables in the data. We investigated the effect of adding noise variables with between two and 16 categories. The noise variables were labeled N2, N3, . . . , N16, where the number indicates number of categories in that generated variable. For example, a variable labeled N3 was generated as a random sample with replacement of the values (1,2,3). The noise variables were then added to the potential prescriptive variables. Six of the ten top-ranked variables selected by S-scores were noise variables containing seven or more categories. The remaining four variables selected by S-scores were RC, marital status, QIDS self-outlook, and side effect intensity, which consisted of 12, 3, 4, and 3 categories, respectively. These results suggest that a variable with many categories can have a high S-score, even if it is irrelevant. The relative reduct frequency approach also selected many noise variables: seven of the top ten variables were irrelevant, and each of these had at least five categories. Thus it appears that both S-scores and reducts may select variables with a large number of categories over variables that are truly 11 prescriptive. In particular, RC may have been highly ranked by both methods due its large number of categories.
Experiment: Correlation between variables
In this experiment, we investigated how well the two variable selection methods handle correlation between categorical variables by examining the effect of misclassifying variables. We misclassified one each of a two-category, threecategory, and four-category variable (poor concentration, sleep side effects, and mid-nocturnal insomnia, respectively) to varying degrees, to allow for varying degrees of similarity or correlation between the original variable and the newly formed, misclassified version of the variable. We compared the S-scores of the misclassified variables to the original, correctly classified versions of those variables. We also extracted reducts from a list of potential tailoring variables consisting of 50 potential prescriptive variables as well as the misclassified variables, and examined the frequency with which a misclassified version of a variable appeared in the same reduct as the original variable.
S-scores of the misclassified variables were occasionally larger than S-scores of the original variables. However, the variables used in the experiment had very low S-scores and thus neither these variables nor the highly correlated, misclassified versions of these were highly ranked by the S-scores approach. The greater the rate of misclassification, the more likely that a variable would appear in the same reduct with the original, correctly classified version of the variable. In a few instances, variables with low misclassification rates (5%) appeared in the same reduct as the corresponding original variable, indicating that a reduct can contain variables that are at least 95% similar to one another. Thus, this experiment suggests that both S-scores and reducts may be susceptible to selecting sets of prescriptive variables that contain variables with similar information.
Experiment: Collapsing research center
We investigated the effect of clustering the RC variable on S-scores and relative reduct frequencies. Without clustering, RC was the top-ranked variable in Level 2 selected by both variable selection methods. In this experiment, research centers were clustered into a four-category variable in two ways: informatively (based on center-specific recovery rates) and randomly. Using S-scores, the variable maintained its a ranking when clustering was based on recovery. Random clustering had the effect of lowering both the S-scores and the relative reduct frequencies. Typically, a random four-category clustering of
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Finally, we investigated the effect of excluding research center on the relative reduct frequencies of other variables and their rankings. When RC was omitted from the list of potential tailoring variables, changes in variable rank of 30 or greater were not uncommon; this may indicate that relative reduct frequency is not a good measure of a variable's prescriptive utility. Upon excluding RC from the list of potential tailoring variables, there was typically an increase in the size of the reducts. This could indicate that RC included relevant predictive information that needed to be accounted for by several additional variables; however perhaps the more likely explanation is simply that a 12-category variable -regardless of its prescriptive power -is a likely candidate for inclusion in reducts.
Summary of STAR*D experiments
The experiments performed indicated that in finite samples, S-scores may not be able to distinguish well between variables that are prescriptive, predictive, or simply irrelevant. There was also some suggestion that S-scores may tend to select many-categoried variables over those with less variability. Relative reduct frequencies appeared to perform badly by several measures. The method tends to select irrelevant variables, and preferentially selects variables with more categories. However, one positive attribute of the reducts approach observed is that it was relatively rare that very similar variables appeared together in the same reduct.
Sensitivity analyses to the results presented in this section were performed in the form of additional experiments in which the response variable was taken to be Level-specific remission rather than the general recovery outcome, corresponding to recovery at any stage. The conclusions from the sensitivity analyses were similar to the primary experiments (results not shown).
A simulation study
The results of the experiments performed on the STAR*D data prompted us to further investigate the properties of S-scores and reducts. A simulation was designed to study the effect of adding irrelevant variables in addition to predictive and prescriptive variables to the list of potential tailoring variables.
We considered one four-category predictive variable (x 1 ), two prescriptive variables (x 2 and x 3 , taking on three and two values, respectively), and one binary treatment (T x). The following samples sizes were considered: 100, 250, and 500; for each of those sample sizes, 100 datasets were generated. Additionally, a response variable, R, was created using the following linear predictor:
In addition to the five main variables (x 1 , x 2 , x 3 , T x, R), irrelevant (noise) variables were added to each of the datasets. In total seven noise variables were added: three of which had four categories, two of which had three categories, and two of which had two categories.
As can be seen in Table 4 , the greater the number of categories, the larger the average S-score for irrelevant variables; additionally, the average S-score of the predictive variable (x 1 ) was comparable to the average S-score for noise variables with the same number of categories. However, as sample size increased, the average S-score for the predictive and the noise variables decreased while the average S-score for the prescriptive variables (x 2 and x 3 ) remained approximately unchanged. The distribution of the S-scores of prescriptive variables appeared to follow a symmetric, unimodal distribution while the Sscore distributions of predictive and noise variables had a long right tail with considerable mass around zero (results not shown).
Variables with a greater number of categories occurred more frequently in reducts, and both prescriptive and predictive variables appeared with similar frequency in reducts as noise variables with the corresponding number of categories. Adding the treatment variable to the reduct analysis resulted in only minor changes to the relative reduct frequencies of the predictive and the noise variables (Table 4) . However, when interactions were also considered in the analysis, the relative reduct frequencies for the prescriptive variables and the treatment variable decreased markedly.
These simulations confirm many of the observations in the STAR*D experiments. The relative reduct frequency approach to variable selection appears to be biased towards selecting variables with greater numbers of categories, and the approach does not distinguish well between prescriptive, predictive,
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Discussion
We compared a recently proposed and highly promising variable selection technique, S-score ranking, with an approach that is novel in the statistical literature, reducts, for the purpose of selecting tailoring variables for optimal dynamic treatment regimes. The approaches were applied in the context of the STAR*D trial and further investigated via experiments with the STAR*D data and simulation. In this work, attention was aimed at the choice of prescriptive variables while the utility function was taken for granted. In the motivating example, the STAR*D data, recovery as a function of the QIDS score was identified by the trial physicians to be the outcome of interest. It is not unusual in the dynamic treatment regimes literature that the utility function is selected by substantive collaborators. However, the choice of utility may influence the method used to select prescriptive variables. Reducts, for example, are not appropriate for continuous outcomes. The exposition here focused on the randomized trial setting. In an observational data setting, methods available typically require that all confounding variables are known and measured. In such cases, the confounding variables must be used by, for example, including these in regression models. This can be accomplished with S-scores by forcing the confounding variables into all models that assess other covariates for prescriptive power.
In our experiments and simulations, reducts did not perform satisfactorily: they selected irrelevant (noise) variables, were biased towards variables with more categories, and, contrary to our expectations, occasionally allowed for moderately correlated variables to appear in the same reduct. Most importantly, reducts did not select prescriptive variables over predictive or noise variables. The S-score approach performed better, in that prescriptive variables typically ranked higher than predictive and noise variables in large samples, although this method, too, exhibited limitations. For example, S-scores selected correlated and hence redundant variables. Variable selection for treatment tailoring remains an interesting area in the development of dynamic treatment regimes methodology, particularly as interest in multi-phase trials is growing.
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