Abstract. Recently, several people study finite multiple zeta values (FMZVs) and finite polylogarithms (FPs). In this paper, we introduce finite multiple polylogarithms (FMPs), which are natural generalizations of FMZVs and FPs, and we establish functional equations of FMPs. As applications of these functional equations, we calculate special values of FMPs containing generalizations of congruences obtained by Meštrović, Z. W. Sun, L. L. Zhao, Tauraso, and J. Zhao. We show supercongruences for certain generalized Bernoulli numbers and the Bernoulli numbers as an appendix.
Introduction
From the end of twentieth century to the beginning of twenty-first century, Hoffman and J. Zhao had started research about mod p multiple harmonic sums, which are motivated by various generalizations of classical Wolstenholme's theorem. Recently, Kaneko and Zagier introduced a new "adélic" framework to describe the pioneer works by Hoffman and Zhao and they defined finite multiple zeta values (FMZVs). Let k 1 , . . . , k m be positive integers and k := (k 1 , . . . , k m ). Definition 1.1 (Kaneko and Zagier [10, 11] ). The finite multiple zeta value ζ A (k) is defined by ζ A (k) := Here, the Q-algebra A is defined by
where p runs over all prime numbers.
In this framework, Kaneko and Zagier established a conjecture, which states that there is an isomorphism between the Q-algebra spanned by FMZVs and the quotient Q-algebra modulo the ideal generated by ζ(2) of the Q-algebra spanned by the usual multiple zeta values.
On the other hand, Kontsevich [14] , Elbaz-Vincent and Gangl [4] introduced finite version of polylogarithms and studied functional equations of them. Based on their works, Mattarei and Tauraso [19] calculated special values of finite polylogarithms. Here, the Q-algebra A Z [t] is defined by
The symbol £ is used for the finite polylogarithms by Elbaz-Vincent and Gangl in their paper [4] .
The main purpose of this paper is to establish functional equations of FMPs. Special cases of the main results are as follows:
Here, k is the reverse index and k ∨ the Hoffman dual of k (see Subsection 2.1).
The equality (1) is a generalization of the Hoffman duality [8, Theorem 4.6 ]. The precise version of the main results are Theorem 3.12, Corollary 3.13, Remark 3.14, and Theorem 3.15 which consist of the multiple variable cases of (1) and (2) , the A 2 -version of (1) , and the A n -version of (2) for any positive integer n (see Theorem 1.5 below and where N is a positive integer ( [5] ). The functional equation (2) and its generalization also hold for the usual multiple polylogarithms (Theorem 2.13).
As applications of the functional equations, we will calculate some special values of the finite multiple polylogarithms by using Tauraso We can regard such congruences as explicit formulas of special values of FMPs and we will give generalizations of some of them. As an application of main results, we obtain the following theorem which is a generalization of Theorem 1.4 (= the case m = 2 in Theorem 1.5): Here, the Q-algebra A 2 is defined by
Independently of us, Ono and Yamamoto gave another definition of FMPs and established the shuffle relation in their preprint [21] . We will investigate a relation between our FMPs and Ono-Yamamoto's FMPs and calculate its special values. This paper is organized as follows: In Section 2, we prove generalizations of Euler's identity involving binomial coefficients by introducing some formal truncated integral operators. In Section 3, we define the ring A Σ n,R and recall some known results on FMZVs. Then we introduce FMPs and prove the functional equations by applying identities obtained in Section 2. In Section 4, as applications of the functional equations, we calculate special values of FMPs. We also study the relation between our FMPs and the ones defined by Ono and Yamamoto. There are two appendices in this paper. In A, we give an elementary proof of supercongruences for the generalized Bernoulli number for powers of the Teichmüller character and the Bernoulli numbers. B is a table of sufficient conditions for special values of FMPs.
Generalizations of Euler's identity

Notations for indices and the Hoffman dual.
Here, we recall an involution introduced by Hoffman on the set of indices.
We define the set I by
and we call an element of I an index. For an index k = (k 1 , . . . , k m ) ∈ I we define the weight (resp. the depth) of k to be k 1 + · · · + k m (resp. m) and we denote it by wt(k) (resp. dep(k)). Let W be the free monoid generated by the set {0, 1}. We denote by W 1 the set of words in W of the form · · · 1. We see that the correspondence (k 1 , . . . , k m ) → 0 · · · 0 By the definition of the Hoffman dual, we see that k ∨∨ = k holds for any index k. We can use the notation k ∨ since the Hoffman dual and the reversal operator k → k commute.
Example 2.2. We have the following equalities:
Here, m, k 1 , k 2 and k 3 are positive integers and the third equality holds when k 2 is greater than or equal to 2.
The following lemma is useful for inductive arguments on weight:
Lemma 2.3. Let k be an index and k ∨ its dual. Then we have
of {1, 2, . . . , w − 1}. Then there is a bijection ψ : I w ∼ − → P({1, 2, . . . , w − 1}) defined by the correspondence
and the original Hoffman dual k ∨ is defined by
for k ∈ I w . This definition is equivalent to the first definition since the identities in Lemma 2.3 also hold for this dual.
2.2.
Generalizations of Euler's identity and their corollaries. In this subsection, we state polynomial identities which will be used for the proof of our main results in Subsection 3.2. We will give the proofs of Theorem 2.5 and Theorem 2.10 in Subsection 2.4. Through this subsection, let R be a commutative ring including the field of rational numbers.
Theorem 2.5. Let k = (k 1 , . . . , k m ) be an index of weight w and N a positive integer. Then the following polynomial identity holds in R[t 1 , . . . , t m ] :
where
When we substitute 1 for some of t 1 , . . . , t m−1 in the left hand side of (4), some terms vanish and some 0 0 appear in the summation of the right hand side. We consider 0 0 as 1 since t n−n = t 0 is 1 as a constant function for a variable t and a positive integer n. In such situations, we can rewrite (4) as follows: Corollary 2.6. We use the same notations as in Theorem 2.5. Let {i 1 , . . . , i h } be any subset of {1, . . . , w − 1} with the complement {j 1 , . . . , j h ′ } and put (k
∨ . Then we have
Proof. If the condition ( * )
holds, then we have
as a polynomial equality. On the other hand, if (n 1 , . . . , n w ) does not satisfy the condition ( * ), then the term for (n 1 , . . . , n w ) of the right hand side of Theorem 2.5 (4) vanishes when
By the definition of the Hoffman dual, we have
Therefore we can rewrite the condition ( * ) as follows:
Hence we have the desired formula.
In particular, we have the following corollary:
, and N a positive integer. Then we have the polynomial identity 
and
where (−1)
Proof. By combining Theorem 2.5 (5) and Theorem 2.10 (8), we have
, we obtain the desired identity.
As applications of Theorem 2.11, we can prove not only a formula for the finite multiple polylogarithms (= Theorem 3.15) but also a formula for the usual multiple polylogarithms by taking the limit N → ∞. We recall the definition of the multiple polylogarithms: Definition 2.12. Let k = (k 1 , . . . , k m ) be an index and z 1 , . . . , z m complex numbers satisfying at least one of the following conditions for absolute convergence:
Then, we define the multiple polylogarithms by
Theorem 2.13. Let k = (k 1 , . . . , k m ) be an index and z 1 , . . . , z m complex numbers satisfying at least one of the following conditions:
Then we have
Here, we consider Li (k 1 ,...,k j ) (z 1 , . . . , z j ) (resp. Li ⋆ (km,...,k j+1 ) (z m , . . . , z j+1 )) as 1 when j = 0 (resp. j = m).
If k 1 ≥ 2 and k m ≥ 2, then we have
See Remark 3.17.
Truncated integral operators.
In this subsection, we introduce truncated integral operators to prove the theorems in Subsection 2.2. Through this subsection, let R be a commutative ring including the field of rational numbers Q and N a positive integer. Let t and s be indeterminates.
] be the formal indefinite integral operator satisfying the condition that the constant term with respect to t is equal to 0, that is,
We prepare the following five R-linear operators:
Here, we consider the formal integral operator in the definition of I t,s;R as an operator on
. For instance, we have
for a non-negative integer n.
Definition 2.14. We define the truncated integral operators J
We can check easily that the image of J ⋆ t,s;R (resp. J
For simplicity, we omit the ring R from our notations. The following Lemma 2.15 and Lemma 2.18 are fundamental for the proofs of Theorem 2.5 and Theorem 2.10.
Lemma 2.15. Let n be a positive integer. Then we have the following identities:
Proof. The equality (11) can be easily checked. We show the equality (12) . Set T := 1 −t. Then the left hand side of (12) equals to
Finally, we show the equality (14) . Note that the following equalities hold:
This completes the proof of the lemma.
Before we give the lemma for J 
Proof. First, we remark that (1 − t)
Then by applying I t to both sides and using Lemma 2.15 (11) and (12), we obtain the identity (15) . The identity (16) is obtained by the substitution t → 1 − t and the Euler's identity (3), which is a special case of the identity (15).
Lemma 2.17. Let j and n be non-negative integers satisfying j ≤ n. Then we have the following polynomial identity in R[t] :
Proof. By the binomial expansion, we have
On the other hand, we have
Compare the coefficient of s n−j .
Lemma 2.18. Let N and n be positive integers. Then we have the following identities in
Here, we understand the summation in the right hand side of the equality (17) as 0 if n+1 is greater than N.
Proof. The equality (17) is an immediate consequence of the equality (10) . We show the equality (18) . By the equality
we have
Since the equality
Furthermore, by Lemma 2.17, we have
Therefore, according to Lemma 2.16 (15), we can delete the binomial coefficients completely as follows:
Hence, we have the desired identity by the equalities (19) and
Proofs of Theorem 2.5 and Theorem 2.10.
Proof of Theorem 2.5. We show this theorem by the induction on the weight w of the index. If w = 1, the assertion of the theorem is nothing but Lemma 2.16. We show only the equality (4) because the proof of the equality (5) is completely the same. Now, we assume that the assertion holds for an index k = (k 1 , . . . , k m ). Then it is sufficient to show that the assertions also hold for the indices k 1 := (k 1 , . . . , k m +1) and k 2 := (k 1 , . . . , k m , 1). First, we consider the case k 1 . By Lemma 2.15 (11), we have
where the summation ′ runs over N ≥ n 1 ≥ · · · ≥ n m ≥ 1 and
. On the other hand, by Lemma 2.15 (12), we have
,
. Thus, the equality (4) in the theorem also holds for k 1 by the induction hypothesis. Next, we check the equality for the index k 2 . By Lemma 2.15 (13), we have
Using the induction hypothesis, the assertion of the equality (4) holds for the index k 2 . This completes the proof of Theorem 2.5.
Proof of Theorem 2.10. We show this theorem by the induction on the weight w of the index. If w = 1, the assertion of the theorem is nothing but Lemma 2.16. We show only the equality (7) because the proof of the equality (8) is completely the same. Now, we assume that the assertion holds for an index k = (k 1 , . . . , k m ). Then it is sufficient to show that the assertions also hold for the indices
First, we consider the case k 1 . By Lemma 2.15 (11), we have
where the summation
. Thus, the equality (7) in the theorem also holds for the index k 1 by the induction hypothesis. Next, we check the equality for the index k 2 . By Lemma 2.18 (17), we have
. On the other hand, by Lemma 2.18 (18), we have
Using the induction hypothesis, the assertion of the equality (7) holds for the index k 2 . This completes the proof of Theorem 2.10.
3. Functional equations of finite multiple polylogarithms 3.1. The ring A Σ n,R . Kaneko and Zagier defined finite multiple zeta(-star) values as elements of the Q-algebra A = ( p F p ) ⊗ Z Q where p runs over the set of all rational primes. See [10] and their forthcoming paper [11] . The ring A has been used in a different context by Kontsevich [15, 2.2] . Now, we introduce more general rings of such a type for the definition of finite multiple polylogarithms. Definition 3.1. Let R be a commutative ring and Σ a family of ideals of R. Then we define the ring A Σ n,R for each positive integer n as follows:
Since we use only the case Σ = {pR | p is a rational prime}, we omit the notation Σ in the rest of this paper. We denote A n,Z = A n and A 1,R = A R . Then the ring A 1,Z coincides with A. We will define the finite multiple polylogarithms as elements of A n,Z[t 1 ,...,tm] (that is not equal to the polynomial ring A n [t 1 , . . . , t m ]). Note that A n,R is a Q-algebra in some important case even if R is not a Q-algebra. Example 3.2. We often use
in the next section. Here, the direct product and the direct sum run over the all rational primes and A Z[t] coincides with B defined by Ono and Yamamoto in their paper [21] .
We denote each element of A n,R as (a p ) p where a p ∈ R/p n R, so (a p ) p = (b p ) p holds if and only if a p = b p for all but finitely many rational primes p. We may use the notation (a p ) p ∈ A n,R even if a p is not defined for finitely many rational primes p. See Example 3.3 (3). We define the element p n ∈ A n,R to be (p mod p n ) p and we denote it by p when n is clear from the context. Note that A n /p m A n = A m for n ≥ m.
Example 3.3. We give some typical examples of elements of A n,R .
(1)
. (2) For any rational number r, we define r p (resp. r) to be (r p ) p (resp. (r) p ) in A. Then r p = r ∈ A holds by Fermat's little theorem. (3) Let k be a positive integer greater than 2. We use the notation B p−k as
where B m is the m-th Bernoulli number defined by
By the von Staudt-Clausen theorem [29, Theorem 5.10], B p−k is a p-adic integer for a rational prime greater than k. Therefore, the element B p−k is well-defined as an element of A n and conjecturally, it is non-zero by the conjecture that there are infinitely many regular primes. For later use, we define B m to be Bm m for a positive integer m. For example, we use the notation B p−k as (
The following lemma will be used for deducing the functional equations of the finite multiple polylogarithms from the generalizations of Euler's identity obtained in Section 2.
Lemma 3.4. Let n be a positive integer. Then we have
where H n = n j=1 1/j is the n-th harmonic number. Let p be an odd prime number greater than n. Then the following congruence is satisfied:
Here, we define H 0 to be 1.
Proof. For each prime number p > n, we have the following congruence:
Therefore the first assertion holds. Let p > n + 1. By the substitution n → p − n, we have
Definitions and functional equations of finite multiple polylogarithms.
First, we recall the definition of the finite multiple zeta(-star) values (FMZ(S)Vs).
Definition 3.5. Let n be a positive integer and k = (k 1 , . . . , k m ) an index. Then we define the finite multiple zeta value ζ An (k) by
and we define the finite multiple zeta-star value ζ
Remark 3.6. Several people use the notation ζ
Therefore we have to be careful when we read other papers.
For later use, we summarize known results about FMZ(S)Vs.
. . , k m ) an index and • ∈ {∅, ⋆}. Then the following equalities hold:
where S m denotes the m-th symmetric group and σ(k) :
Proof. The equalities (23) , (26), (27) , (28) , and (29) (24) and (25) Now, we define the finite multiple polylogarithms which are main objects in this paper. 
The finite harmonic star-multiple polylogarithm (FHSMP):
The finite shuffle multiple polylogarithm (FSMP):
The finite shuffle star-multiple polylogarithm (FSSMP):
We also define 1-variable finite (star-)multiple polylogarithms (F(S)MP) as follows:
where • ∈ {∅, ⋆}. We call £ Remark 3.10. Let R be a commutative ring. For any subset {i 1 , . . . , i h } of {1, . . . , m} and r 1 , . . . , r h ∈ R, the substitution mapping
where {j 1 , . . . , j h ′ } is the complement of {i 1 , . . . , i h } with respect to {1, . . . , m}. For example, we have 
In particular, we have
Proof. We show only the case • = ∅ since the proof for the case • = ⋆ is similar. By using the substitution trick n i → p − n i , we have
, we have the equality (34).
Our main results in this paper are Theorem 3.12, Corollary 3.13 and Theorem 3.15 below: (−1)
(1 − pH n 1 ) t
By substitutions n i → p − n i and Lemma 3.4 (21), we have
A,e 1 ⊕k (t 1 , . . . , t m ).
Therefore, we have the desired functional equation by Theorem 2.5.
When we substitute 1 for some of the variables t 1 , . . . , t m−1 in (37), we have the following functional equation: Corollary 3.13. Let k = (k 1 , . . . , k m ) be an index, S = {i 1 , . . . , i h } a subset of {1, . . . , m− 1}, and {j 1 , . . . , j h ′ } the complement of {i 1 , . . . , i h } with respect to {1, . . . , m − 1}. We define e 1 ⊕k (t 1 , . . . , t m ) p
where 
An,(km,...,k j+1 ) (t m , . . . , t j+1 ) = 0.
Here, we consider £ * An,(k 1 ,...,k j ) (t 1 , . . . , t j ) (resp. £ * ,⋆ An,(km,...,k j+1 ) (t m , . . . , t j+1 )) as 1 when j = 0 (resp. j = m).
Proof. This is an immediate consequence of Theorem 2.11. 
Here, we consider ζ Proof. We obtain the equality (42) by the substitution t 1 = · · · = t i−1 = t i+1 = · · · =by Proposition 3.7 (31). The equality (45) and its analogue for the usual multiple zeta values (the equality (9) 
Remark 3.19. They also calculated ζ Proof of Theorem 3.18. Let k 1 and k 2 be positive integers such that k 1 + k 2 is even. Let w := k 1 + k 2 + 1. First, we show the star case. By Remark 3.14 (40), Proposition 3.7 (26), (28) , and (29), we have
. . , l w−2 ). By Corollary 3.16 (45), we have
We see that one of the following cases is satisfied for j = 1, . . . , w − 3: (i) At least one of ζ A 2 (l 1 , . . . , l j ) and ζ ⋆ A 2 (l w−2 , . . . , l j+1 ) is zero, (ii) Both of ζ A 2 (l 1 , . . . , l j ) and ζ ⋆ A 2 (l w−2 , . . . , l j+1 ) belong to pA 2 . Therefore, the summation in the equality (48) vanishes and we have
This completes the proof.
Functional equations for the index {1}
m . In this subsection, we argue about functional equations of FMPs of the index {1} m .
Lemma 3.20. Let m be a positive integer. Then
Proof. By Proposition 3.7 (23), the cases k = {1} m in theorem 1.3 (1) and (2) give the equalities (49) and (50) 
Proof. These are obtained by Proposition 3.21. Note that ( 
Corollary 3.23. Let m be a positive integer. Then the following equalities hold in A Z[t] :
Proof. Let n = −1 in Theorem 3.22. Then we have the desired formulas by replacing 1/(1 − t) with t. [28] ). Let m be an integer greater than 1. Let k 1 and k 2 be positive integers such that w := k 1 +k 2 is odd. Then we have the following equalities:
Proof. The equalities (58), (59), and (60) 
where we assume that k 1 (resp. k 2 ) is greater than 1 in the equalities (62) and (63) (resp. (64) and (65)). 
where n is any positive integer. Tauraso and J. Zhao also proved the even case of the equality (61) ([28, Corollary 2.3]). Now, we consider the following relation:
by Proposition 3.11 (36). Therefore, we obtain the equalities (62) and (64) by Proposition 3.7 (23), Lemma 4.1 (58), and the equality (61). The proof of the equalities (63) and (65) is similar.
Proposition 4.3. Let m be an integer greater than 1. Let k 1 and k 2 be integers such that w := k 1 + k 2 is odd. Then we have the following equalities:
side of (43) vanishes and we have the equality (69). The non-star case of the equality (68) and the equality (71) are obtained by Proposition 3.11. Definition 4.5. Let n be a positive integer and a a non-zero rational number. We define the element q p (a) of A n to be (q p (a) mod p n ) p where q p (a) is the Fermat quotient, that is,
By Fermat's little theorem, q p (a) is well-defined as an element of A n . Under the hypothesis that abc-conjecture is true, we see that q p (a) is non-zero. See [22] . 
Proof. First, we prove the star cases. By the functional equation Remark 3.14 (39), we have 
By the equality (34), we have
Hence, by combining the equality (76) and Proposition 4.3 (70), we have
since m is even and
= 0. Note that the equality 2 p = 2(1 + q p (2)p) holds in A 2 and £ ⋆ A,{1} m (1/2) = 0. Next, we prove the non-star cases. By Corollary 3.16 (43) for A 2 , we have
for any j = 1, . . . , m − 1 by Proposition 3.7 (23) and Proposition 4.3 (67). If j is odd, we have B p−m+j−1 = 0 and if j is even, we have B p−j = 0 because B 2n+1 = 0 for any positive integer n. Therefore, the summation in the right hand side of (77) vanishes and we have
by Proposition 4.3 (67) and (69), Proposition 3.7 (23), and Proposition 4.2 (61). By the equality (34), the equality (78), and Proposition 4.3 (69), we also have
Remark 4.7. The cases m = 2 of Theorem 4.6 have already been given by Z. W. Sun and L. L. Zhao [26] , Meštrović [16] , and Tauraso and J. Zhao [28] . Indeed, the non-star case of the equality (74) 
Proof. The equality (79) (83) is also shown by Meštrović [17] . The equality (85) is obtained by the equality (81) and Proposition 3.11.
We obtain the following special values for F(S)MP by the above lemma: Proposition 4.9. Let • ∈ {∅, ⋆}. Then the following equalities hold:
• An,k (r) for − ∈ {∅, ∼}, • ∈ {∅, ⋆}, and r ∈ {−1, 
Proof. By [28, Proposition 6.1 (55)], we have £ A,(3,1) (−1) = − Next, we calculate some special values of FH(S)MPs. The following two lemmas are due to Chamberland and Dilcher [1] , Tauraso and J. Zhao [28] , and Kh. Hessami Pilehrood, T. Hessami Pilehrood, and Tauraso [20] : Lemma 4.12. Let m, k 1 , k 2 , and k 3 be positive integers, w = k 1 + k 2 + k 3 , and • ∈ {∅, ⋆}. Then the following equalities hold:
if m is odd and m ≥ 3,
if k 1 is even and k 2 + k 3 odd,
if k 1 is even, k 2 odd, and k 3 even, 
If k 1 is even, then we have £ A,k 1 (−1) = 0 by Lemma 4.1 (58). Therefore, by the equality (109), we can calculate £ * A,(k 1 ,k 2 ,k 3 ) (−1, −1, 1), Proposition 3.7 (26) , and the equality (99). If k 1 and k 3 are even, then we have £ A,k 1 (−1) = £ A,k 3 (−1) = 0 by Lemma 4.1 (58). Therefore, we can calculate £ * A,(k 1 ,k 2 ,k 3 ) (−1, 1, −1) by the equalities (110) and (99). The non-star case of the equality (103) is obtained by Proposition 3.11 and the equality (102) and the non-star cases of the equalities (105), (107), and (108) are obtained by [28, Proposition 7.6] . All star cases are obtained by Theorem 3.15 (41) . Note that [28, Theorem 3.1 (16) ] which is the corresponding formula to the star case of the equality (99) is incorrect.
Lemma 4.13. Let k 1 and k 2 be positive even integers. Then we have 
, and
holds by [28, Proposition 7.3 (105) and (106)].
Theorem 4.14. Let m, k 1 , k 2 , and k 3 be positive integers and • ∈ {∅, ⋆}. Let w = k 1 + k 2 and w ′ = k 1 + k 2 + k 3 . Then we have the following equalities:
if w is even and k 1 , k 2 ≥ 2,
if k 1 and k 2 are even,
Proof. First, we prove the star-cases. By Theorem 3.12, we have
Therefore, by combining Lemma 4.1 (59) and the equality (118) which has obtained just before, we have the explicit value of £
By translating FSSMP into FHSMP, we have the equality (124) and the first value of (129). The equality (127) and the rest of (129) are obtained by Proposition 3.11. By Corollary 3.13, we have the following equality:
After translating FSSMPs into FHSMPs, we have the equality (131) by Lemma 4.12 (102) when k 1 is even and k 2 + k 3 odd and we have the explicit value of £ * ,⋆ A,(1,2) (2, 1/2) by Lemma 4.12 (106) when k 1 = k 2 = k 3 = 1. The equality (133) and the explicit value of £ * ,⋆ A,(2,1) (2, 1/2) are obtained by Proposition 3.11. The star cases of the equality (139) are obtained by the following relations:
. By Theorem 3.12, we have the following equality:
After translating FSSMPs into FHSMPs, we have the equalities (135) and (137) 
Suppose k 1 , k 2 ≥ 2. By Proposition 4.3 (67) and (68), we have
If w is odd, then
holds and if w is even, then
holds by the equality (120). The case k 1 = 1 and k 2 = 1 are similar. Therefore we obtain the equalities (117) and (119). Suppose that w is odd. By Theorem 3.15 (41), we have
Suppose that k 2 is even. £ ⋆ A,{1} k 2 (2) = 0 holds by Proposition 4.3 (67). Furthermore, if j is even, £ A,{1} j (2) = 0 holds and if j is odd, £ * ,⋆ A,{1} w−j ({1} k 2 −1 , 2, 1/2, {1} k 1 −j−1 ) = 0 holds by the equality (120). Hence,
holds and we have the equality (122) by the equality (124). If m ≥ 5 is odd, we have 
For j = 0, . . . , k 2 − 2, if j is odd, £ * A,{1} k 1 +j+1 ({1} k 1 −1 , 1/2, 2, {1} j ) = 0 holds by the equality (119) and if j is even,
holds by the equality (120). Furthermore, £ A,{1} k 1 (1/2) = £ ⋆ A,{1} k 3 (2) = 0 holds by Proposition 4.3 (67) and (68). Therefore we obtain the equality (134) by the equality (135). Similarly, we see that the equality (136) holds. The non-star cases of the equalities (138), (139), and (140) are also obtained by the star cases of them. We use the following formula for non-trivial character χ:
χ(a)a.
In this appendix, we give an elementary proof of the following classical congruence:
Proposition A.1. Let k be an integer greater than or equal to 2 and p a prime greater than k + 1. Let ω p be the Teichmüller character. Then 
