Abstract The semilocal convergence of an efficient fifth order iterative method is established under weaker conditions for solving nonlinear equations. It is done by assuming omega continuity condition on second order Fréchet derivative. The novelty of our work lies in the fact that several examples are available where Lipschitz and Hölder condition fails but omega condition holds. Existence and uniqueness theorem is established along with R-order and error bounds. The Rorder is found to be 4+q, q ∈ (0, 1]. Numerical experiments involving nonlinear integral equations are performed to show the applicability of the method. Finally the existence and uniqueness balls are found for all the examples.
Introduction
Let X and Y are Banach spaces and consider solving G(x) = 0 where G : Ω ⊆ X → Y be a nonlinear operator in an open convex domain Ω 0 ⊆ Ω. Solution of various real life problems such as dynamical systems, boundary value problems etc. are obtained by solving these equations (see, [12, 7, 6, 3] ). The most well known quadratically convergent Newton's method to solve (1.1) is defined for k ≥ 0, by
where, Γ k = G (x k ) −1 and x 0 is the initial point. Various modification of Newton's method are proposed to increase the order of convergence and efficiency. In literature [11, 18, 13, 2, 15, 8, 9, 16] , authors have established the semilocal convergence of higher order iterative methods under various continuity conditions. Recently, the semilocal convergence of an efficient fifth order method is established in [17] under Lipschitz condition on F . It is given for k = 0, 1, 2 . . . by
2)
In real life applications, various numerical examples are available which neither satisfies Lipschitz nor Hölder condition. Consider nonlinear Hammerstein type integral equation
where functions f , K i and S i for i = 1, 2, . . . m are known, the solution x is to be determined and −∞ < a < b < +∞. In order to solve (1.3), we have to solve
For different α i , G neither satisfies Lipschitz nor Hölder condition but satisfies the weaker ω-condition. This motivate us to establish the semilocal convergence of an efficient fifth order method under weaker conditions. The paper is organized as follows. In section 2, the semilocal convergence analysis of an efficient fifth order iterative method is established under weaker conditions for solving nonlinear equations. The existence and uniqueness theorem is established along with error bounds for the solution.
The R-order is also derived. In section 3, numerical examples are solved to demonstrate the applicability of our approach. Finally, conclusions are included in section 4.
Semilocal convergence analysis

Preliminaries results
where BL(Y, X) denotes the set of bounded linear operators from Y to X and the following conditions hold.
where,
and
is increasing function, therefore, h(u) has a real root ν. If u ∈ (0, ν), we get g(u) u < 1.
Lemma 1 Let φ(u), g(u) and ψ(u, v) are given by (2.4), (2.5) and (2.6) respectively. If 0 < r 0 < ν and φ(r 0 ) 2 ψ(r 0 , s 0 ) < 1, then (i) φ(u) and ψ(u) are increasing functions and
Proof The proof of (i) and (ii) are obvious. The proof of (iii) can be given in following manner. For k = 0, (2.1) gives r 1 = r 0 φ(r 0 ) 2 ψ(r 0 , s 0 ) < r 0 . Using (2.2) and (2.3), we get
Thus, (iii) holds for k = 0. Since, φ(u) and g(u) are the increasing functions, and therefore by using mathematical induction Lemma 1 holds ∀ k ≥ 0.
Lemma 2 Let φ(u) and ψ(u, v) are given by (2.4) and (2.6), respectively. If γ ∈ (0, 1) then φ(γt) < γφ(t) and ψ(γu, γ 1+q v) < γ 3+q ψ(u, v).
Proof The proof is trivial.
Proof Using k = 0 in (2.1) and (2.2), we get r 1 = r 0 φ(r 0 ) 2 ψ(r 0 , s 0 ) = γr 0 and
Thus Lemma, holds for k = 0. Suppose Lemma holds for k = n. Using induction, we will prove for k = n + 1. Then, we have
In a similar manner, we get
Proceeding in this way, we get
Hence, (i) holds ∀ k ≥ 0 by using mathematical induction. Now, consider
Thus (ii) is proved. From (2.3), we get
Thus, (iii) is proved.
Recurrence relations
In this section, we establish the recurrence relations for (1.2) under the assumption considered in the previous section. Consider
By using Taylor expansion of G(y 0 ) about x 0 , we get
Using (2.15) in (2.14) and taking norm, we get
Substitute k = 0 in (1.2) and taking norm, we get
Therefore,
Therefore, by Banach Lemma, we get
. Using Taylor expansion of G(x 1 ) about z 0 , we get
Using (2.21), we get
The following recurrence relations are proved for k ≥ 1 using mathematical induction.
Hence, for k = 1, the recurrence relations (I)-(IV) follow from (2.19), (2.21), (2.22) and (2.23) respectively. The recurrence relation (V) is already established for k = 1 in (2.18). Using mathematical induction, these recurrence relations hold for all k ≥ 1.
Convergence Theorem
Theorem 1 Let r 0 = M β 0 η 0 < ν, s 0 = β 0 η 0 ω(η 0 ) and assumptions (1)- (4) hold. Then for
, the sequence {x k } generated by (1.2) converges to the solution of (1.1). Moreover, y k , z k , x k+1 , x * ∈ B(x 0 , Rη 0 ) and x * is the unique solution in
The error bound for iterates is given as follows.
Proof To prove this theorem, we have to show that {x k } is a Cauchy sequence. Using (V), we get
Using Lemma 3(iii), we get
Hence, {x k } is a Cauchy sequence and hence converges to x * as k → ∞. Taking m → ∞ in (2.26), we get
Taking k = 0 in (2.27), we get
Hence, x * ∈ B(x 0 , Rη 0 ). Now,
Using (2.16), we get
Hence, y k , z k , x k+1 ∈ B(x 0 , Rη 0 ).
To prove the uniqueness part, let z * ∈ B x 0 ,
Therefore, I − Γ 0 P < 1. Thus, by Banach Lemma P −1 exists and hence z * = x * .
Numerical examples
In this section, different numerical examples are worked out to demonstrate the efficiency of our approach.
Example 1 Consider nonlinear integral equation
where, s
Clearly,
where, ω(µ) = . Therefore, neither Lipschitz nor Hölder condition holds but ω-condition holds. Taking x 0 (t) = 1, all the assumptions are satisfied. Therefore the existence and uniqueness balls for integral equation is given by B(x 0 , 0.21621) and B(x 0 , 1.2939) respectively. The values of the sequences {r k }, {s k } and {η k } are given in Table 1 . The error bounds for (1.2) are given in Table 2 . Example 2 Consider nonlinear integral equation
Here ω(η) = |λ| log 2(1 + q)(2 + q)η q Clearly, Lipschitz condition fails for q ∈ (0, 1) but Hölder condition holds. Taking λ = , all the assumptions are satisfied. Therefore the existence and uniqueness balls for integral equation is given by B(x 0 , 0.3174) and B(x 0 , 2.3879) respectively. The values of {r k }, {s k } and {η k } are given in Table 3 . The error bounds for (1.2) are given in Table 4 . 
