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Abstract 
Data Science is an emerging field with a significant 
research focus on improving the techniques available 
to analyze data. However, there has been much less 
focus on how people should work together on a data 
science project. In this paper, we report on the results 
of an experiment comparing four different 
methodologies to manage and coordinate a data 
science project. We first introduce a model to compare 
different project management methodologies and then 
report on the results of our experiment. The results 
from our experiment demonstrate that there are 
significant differences based on the methodology used, 
with an Agile Kanban methodology being the most 
effective and surprisingly, an Agile Scrum methodology 
being the least effective. 
  
1. Introduction  
 
Data Science is an emerging discipline that 
combines expertise across a range of domains, 
including software development, data management and 
statistics. Data science projects typically have a goal to 
identify correlations and causal relationships, classify 
and predict events, identify patterns and anomalies, and 
infer probabilities, interest and sentiment [1]. Big Data 
is a related field, often thought of as a subset of data 
science, in that data science applies to large and small 
data sets and covers the end-to-end process of 
collecting, analyzing and communicating the results of 
the analysis. 
With the increasing ability to collect, store and 
analyze an ever-growing diversity of data that is being 
generated with increasing frequency, the field of data 
science is growing rapidly. As a new field, much has 
been written about the use of data science and 
algorithms that can generate useful results. In fact, 
many in the field, such as Chen [2], believe that data 
science research needs to continue to focus on 
analytics. Unfortunately, less has been written about 
how a group could best work together to execute a data 
science project.  For example, in the field of data 
science, there is no known “best” process to do a data 
science project [3]. 
Having a well-defined repeatable process can help 
data science teams across a range of challenges, 
including understanding who needs to be included as a 
stakeholder in the process, selecting an appropriate 
data architecture / technical infrastructure, determining 
the appropriate analytical techniques and validating the 
results. Without a well-defined process, these tasks 
would still likely get addressed, but the team might 
forget a step or not learn from their own experience 
and that of others, leading to a less effective process. 
This paper explores the impact of different data 
science project methodologies within a controlled 
experiment, using students as subjects. The research 
aims to understand if one process is better than the 
others (with respect to what is the best methodology a 
team should use to do a data science project). 
Specifically, we focus on following two research 
questions: 
 
1) How should one compare different project 
methodologies (is project output the only criteria)? 
 
2) Is one project management methodology better 
than the other methodologies? 
 
The rest of the paper is structured as follows. In 
Section 2, we discuss the prior work on data science 
process methodologies as well as briefly review 
information system experiments. Section 3 describes 
the methodology for our empirical study. Section 4 
discusses the data we collected during and after the 
experiment. Section 5 presents the results from our 
study, and finally, section 6 summarizes the findings 
from our study. 
 
2. Literature Review  
 
While there has been some research on the 
challenges of doing data science, this has focused on 
the technical challenges in executing the projects. For 
example, Kaisler, Armour, Espinosa, and Money [4] 
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focused on storage and data management challenges. 
Similarly, Katal [5] discussed the challenges caused by 
the rapid growth in the data that is stored and analyzed, 
which is outstripping the computing resources and 
tools available to analyze the data.  Unfortunately, 
there has not been much written on how to ensure data 
teams operate effectively and efficiently.  
Below, we summarize recent efforts related to 
methodologies of teams working on data science 
projects. We first discuss models describing the 
process of doing data science and then summarize what 
has been published with respect to the need for an 
improved methodology. Perhaps because it is a new 
domain, beyond what is reported below, there has been 
little focus on how a team could effectively work 
together to do data science, nor much discussion on the 
team-based challenges that might occur when a group 
of people are doing a data science project.  
Finally, at the end of the literature review, we also 
briefly report on previous work relating to software 
development experiments.  
 
2.1. The Data Science Process 
  
With respect to data science, current descriptions of 
how to do data science generally adopt a task-focused 
approach, conveying the techniques required to analyze 
data. For example, Jagadish [6] described a process 
that includes acquisition, information extraction and 
cleaning, data integration, modeling, analysis, 
interpretation and deployment. Guo [7] approached the 
problem from a slightly different perspective and 
provided a Data Science Workflow framework. Guo’s 
workflow defined several high-level phases such as 
Preparation, Analysis, Reflection, and Dissemination, 
with each phase having a specific series of steps that 
can be repeated within that phase in an iterative 
analysis. Interestingly, while Espinosa and Armour [8]  
agreed with these typical steps, they also noted that the 
main challenge is task coordination.  
This step-by-step view on how to do data science 
has not materially evolved in the past 20 years. For 
example, they are similar to the KDD (Knowledge 
Discovery in Databases) process described nearly 
twenty years ago [9]. In another example, the CRISP-
DM (Cross Industry Standard Process for Data 
Mining) might also be viewed as a possible first step 
towards defining a data science methodology. CRISP-
DM was established in the 1990s, and is a data 
mining process model for data mining experts [10]. 
The model mentions six high-level phases: business 
understanding, data understanding, data preparation, 
modeling, evaluation, and deployment. SEMMA [11] 
is the second most popular methodology, and consists 
of tasks such as: sampling, exploring, modifying, 
modeling, assessing. 
While these process models differ in details, at a 
high level they are broadly similar.   We note though 
that no model seems to have achieved wide acceptance. 
For example, there has been a reported decrease within 
the KDD community of people using CRISP-DM and 
SEMMA, and an increase in people using their own 
methodology [12].   
Finally, it is interesting to note that the evolution on 
how to do data science projects might be similar to the 
evolution that has occurred for software development. 
At first, programming was thought to be a solitary task, 
and the work process was focused on the key steps 
required to create a software solution. There was an 
implicit assumption that the process for working across 
a group of people was not an issue. For example, when 
the classic phased software development model was 
defined, the process was described as a series of tasks. 
However, as demonstrated by the growing use of agile 
methodologies, it has become clear that it is useful to 
establish a methodology that ensures effective group 
communication and acknowledges that the process is 
iterative.  
 
2.2. The Need for an improved Methodology 
 
This step-by-step data science process description 
described by Jadadish and others does not provide 
much guidance about the process a data science team 
should use to work together [3]. In a related finding, 
Vanauer, Bohle and Hellingrath [13] noted the lack of 
an empirically grounded data science methodology. 
Hence, not surprisingly, it has been observed that most 
data science projects are managed in an ad hoc fashion, 
that is, at a low level of process maturity [14].  Indeed, 
it has been argued that projects need to focus on 
people, process and technology [15, 16] and that task 
coordination is the main challenge for data projects [8].     
Researchers have begun to address the need for a 
team-based data science process methodology via case 
studies to understand effective practices and success 
criteria [1, 15, 17]. However, the need for more 
guidance is recognized; e.g., a recent Gartner 
Consulting report advocates for more careful 
management of analysis processes, though a specific 
methodology is not identified [18].    
Demonstrating the impact of this low level of 
process maturity, Kelly and Kaskade [19] surveyed 
300 companies, and reported that “55% of Big Data 
projects don’t get completed, and many others fall 
short of their objectives”. While there are many 
reasons a project might not get completed, with a 
robust team-based process methodology, one would 
expect many of those reasons to be identified prior to 
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the start of the project, or to be mitigated via some 
aspect of the project execution and/or coordination 
methodology. Perhaps not surprisingly, it has been 
reported that an improved process model would result 
in higher quality outcomes [20] and at least some 
managers are open to improving their process 
methodology, but might not think of doing it unless 
prompted [17].  
While Data science projects have parallels to other 
domains, there are differences as compared to these 
other types of projects. For example, compared to 
software development, data science projects have an 
increased focus on data, what data is needed and the 
availability, quality and timeliness of the data [1, 3, 
21]. This suggests that the factors driving the adoption 
of a more mature project methodology within a data 
science context might be different from the factors 
identified in other domains. In any event, even if one 
argued that data science projects were similar to other 
information systems projects, there is clearly a current 
lack of adoption of mature team process methodologies 
for data science projects. 
 
2.3. Software Development Experiments   
 
While there has been little documented on data 
science experiments, experiments within the software 
development domain have been taking place for 
decades.  According to Votta and Porter [22], empirical 
research in software engineering must contend with 
three challenges:  
 
(1) Students vs. professionals    
(2) Lab conditions vs. real life 
(3) Individuals vs. groups 
 
 Students vs professionals: Students are typically 
used in software development experiments. For 
example, it was observed that students were used as 
subjects in 87% of the experiments analyzed over a ten 
year period [23]. However, it has been noted that 
“students vs. professionals” is actually a 
misrepresentation of the confounding effect of 
proficiency, and in fact differences in performance are 
much more important than differences in status [24]. 
Hence, using master level students, with an average of 
3 years IT experience can often be a more appropriate 
choice than undergraduate students with minimal 
experience.  Furthermore, when needing to compare 
across experimental conditions, using students may 
actually reduce the variability because all students have 
about the same level of education, leading to better 
statistical characteristics [25]. In addition, while 
students might not be as experienced as practicing 
software professionals, they can be viewed as the next 
generation of professionals and are suitable subjects for 
many software development experiments [26, 27].  
Lab conditions vs real life: One of the challenges 
in creating a software development experimental 
design is the tradeoff between realism and control [28]. 
However, a task that lasts longer allows larger and 
more realistic tasks can improve realism while 
maintaining experimental control [25]. 
Individuals vs. groups: While there are many 
ways to measure an experimental outcome, the most 
common that are appropriate to most experiments are 
success on task, time on task, perceived 
tool/methodology usefulness and solution quality [25]. 
However, if one wants to compare different 
methodologies to improve a group’s overall 
performance, then it becomes critical to be able to 
evaluate and compare the effectiveness of the different 
teams [3]. For example, researchers in social and 
organizational psychology have studied teams and their 
performance for decades and have many models 
describing and explaining team behavior and 
performance. Hackman’s model [29] is one of the most 
widely used normative models and seems appropriate 
due to its intended purpose of identifying factors 
related to team effectiveness, broadly defined, and its 
inclusion of team process factors. In brief, this model 
focuses on the inputs factors (such as organizational 
context and group design), process and moderating 
factors and outputs (including task output, the team’s 
continued capability to work together and the 
satisfaction of individual team members).  
 
3. Methodology 
 
To investigate the impact of using different project 
management methodologies, we conducted an 
experiment comparing four different process 
methodologies. Specifically, student teams in a 
master’s level data science course worked on a 
semester long data science project, using one of four 
different process methodologies.  
To evaluate the different project methodologies, we 
leveraged Hackman’s model. Specifically, we held 
constant the input factors  (such as organizational 
context and group design) and varied the process to be 
used by the different teams. Our model for team 
effectiveness is based on Hackman’s outputs, and as 
shown in Figure 1, includes task output, the team’s 
continued capability to work together and the 
satisfaction of individual team members.  
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Figure 1: Process Evaluation Model 
 
Based on this model, Table 1 shows the key 
measures on how we operationalized our process 
evaluation model. Note that in addition to the factors 
identified in our process evaluation model, we also 
observed the teams during the semester (i.e., observing 
the teams in action) in order to provide context to our 
findings as well as to try to uncover possible additional 
drivers of team success. 
 
Table 1: Measuring Team Effectiveness 
Key Measures How Measured 
Willingness of team to work 
together on future projects 
End of Semester  
Student Survey 
Satisfaction of individual 
team members 
End of Semester  
Student Survey 
Task output Panel of Experts 
Team dynamics and project 
update status  
Facilitator  
Observations 
  
As shown in Table 1, to measure team effectiveness 
and hence, address our research questions, consistent 
with Eisenhardt [30], we employed multiple data 
collection methods. In particular, our methodology was 
a mixed method research approach that combined 
qualitative and quantitative methods. Our qualitative 
research comprised observations and semi-structured 
interviews across the teams executing the projects. 
These interviews focused on understanding project 
status and team dynamics. The quantitative phase of 
our research involved analyzing a structured survey 
that was distributed to all participants at the completion 
of the project. 
The rest of this section describes the experiment in 
more detail by first describing the subjects in the study, 
then the project that was done within the experiment. 
This is followed by a description of the different 
process methodologies (i.e., the experimental 
conditions) and what was held constant across the 
teams.  
 
3.1. Student Subjects 
 
A total of 85 graduate students participated in the 
study. Forty percent of the students were female and 
more than 75% of the students had previous IT 
experience. In fact, the majority of the students had 
two to five years of work experience, typically within 
the IT industry. 
All the students that participated in the study were 
part of an “applied data science” course. For half the 
students, this was their first exposure to data science. 
The other half of the students had an experience level 
equivalent to that of an entry-level data science 
professional.  
 
3.2. Project Description  
 
As part of the course, students were required to 
work on a group project, which started in the second 
week of the semester and continued until the end of the 
semester, thus lasting a total of twelve weeks. The final 
project was twenty-five percent of the course grade, 
thus the students were highly motivated to work on the 
project. 
The project was done using the R programming 
language, a popular data science tool that is used in 
both industry and academia. The analysis was expected 
to include many typical data science techniques, such 
as leveraging machine learning algorithms, association 
rule mining and geographic information analysis. 
However, specific instructions were not provided to the 
students (on what analysis was to be done). 
The dataset was a modified version of a real dataset 
of survey responses from a real hotel chain.  Hence, the 
data was not real, but was representative of the actual 
challenges one might face in executing a data science 
project. The dataset contained roughly 3M responses to 
a customer survey and had a size of approximately 
100GB. In all, there were 237 survey attributes (or 
columns) in the dataset. Students had access to a 
description of each column of the dataset. The 
attributes included information about the person who 
responded to the survey (ex. place of residence, a 
member of their rewards program, and if so, what 
level), information about the hotel (ex. location) and 
information about the responses to the survey from the 
customer who stayed at the hotel (ex. would they 
recommend the hotel to a friend). Note that some 
values in the dataset were blank. This reflected a 
typical ‘real-life’ challenge in how to handle missing 
values that was due to the fact that some of the surveys 
asked more questions than other surveys (i.e., there 
were different survey given to different customers, 
some surveys asked more questions than others).  
The project was positioned in a way that the 
students were supposed to act as consultants and 
analyze the large data set of customer survey responses 
for their client. The goal for each team was to identify 
and then answer “interesting” questions, such as 
understanding how customer satisfaction and 
likelihood to recommend varied across surveys 
Task%Output%*%Project%Results%%
Sa4sfac4on%of%individual%
team%members%
Willingness%of%team%to%work%
together%on%future%projects%
Effec4veness%of%a%Data%
Science%Process%Methodology%
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(geography, different hotels, frequent vs non-frequent 
guests, etc). Note that no specific questions / goals 
were provided to any of the teams. For example, what 
to analyze was determined by each team, and was a 
function of how the team determined what might be 
useful, what was possible with the data that was 
provided as well as project duration. To identify the 
appropriate questions, students explored the data 
available as well as discussed possible analysis options 
with their client (or more accurately, a person acting as 
the client).   
To simulate students working within a larger 
organization, the students did not have access the entire 
dataset, but rather, made requests to the “IT 
department” to get a subset of the data (i.e., which 
columns to include, which to exclude and which to 
conditionally include). The results were returned in a 
CSV format (for easy reading into an R data frame).  
 
3.3. Experimental Conditions 
 
All students received in the same weekly lecture, 
which focused on providing an explanation of key data 
science concepts. In addition to the weekly lecture, the 
students were divided into four lab sections, with 
twenty to twenty-two students in each of the lab 
sections. Each lab section also met weekly. Within 
each section, students were divided into teams, with 
four teams, of four to six students per team. The actual 
teams, within each section, were formed by random 
selection of students, which is consistent with what Ko 
reported, in that most studies use simple random 
assignment [25]. The weekly lab section covered 
practice in using hands-on data analytics as well as 
time for the students to work on their project.  
In all, there were 16 teams, with four teams per lab 
section. Each lab section was taught and used a 
different process methodology, with respect to how to 
work together as a team on the data science project. 
Hence, each lab section was a different experimental 
condition, and each experimental condition had 
between twenty to twenty-two students. This is also 
consistent with Ko, who noted that it is reasonable to 
use twenty participants per condition.  Below we 
describe the different experimental conditions. 
Agile Scrum: This methodology was adapted from 
the agile scrum methodology that is used to develop 
software systems. Specifically, the team was instructed 
to do “sprints” (burst of work) that last two weeks. The 
team collectively determined what could be done in the 
sprint (the two week work effort) – with the end result 
being something “useable” at the end of the sprint. The 
students were further instructed that the work to be 
done in the sprint shouldn’t change for the duration of 
the sprint (any thoughts and suggestions would go into 
the planning of the next sprint). The team was to make 
sure it finished all the goals of that sprint in the 2 
weeks allotted for that sprint, and then meet again to 
jointly reflect on the sprint and determine what to do in 
the next sprint. More specifically, for each sprint, a 
“sprint planning meeting” reviewed the “sprint 
backlog” and then team members worked together to 
define the goals for the upcoming sprint. 
Agile Kanban: Agile Kanban combined a set of 
phases to do data science (based on CRISP-DM and 
other recent publications) integrated with the pipeline 
process management from Kanban. Kanban was 
created for lean manufacturing, but has been adopted 
across a number of domains, including software 
development [31] . A key aspect of this methodology is 
the ‘Kanban board’, where the work in progress can 
easily be seen and tracked. Specifically, the phases 
shown on the Kanban board included preparation 
(understand business context and the data), analyze 
(model/visualize, test/validate) and deploy 
(share/communicate results). Within each phase, there 
was defined a maximum number of work-in-progress 
tasks that could be “in that phase”. Using this 
framework, the team defined a prioritized list of what 
to do (via high level “user stories”, such as link 
weather data to our previously collected data).  Then, 
based on the number of allowed simultaneous tasks at 
each phase, a task flowed through the defined process. 
Limiting the number of tasks within any one step 
should help to ensure the team minimizes bottlenecks 
and work in progress. 
CRISP: Based in an industry standard, CRISP-DM 
[10], each team followed the keys steps in a typical 
data project (business understanding, data 
understanding, data prep, modeling, evaluation and 
deployment).  Using this framework, the team 
progressed through the different steps (or phases) as 
they deemed appropriate. As needed, the team could 
“loop back” to a previous step (ex. more data 
preparation), and in general, could define milestones 
they thought were useful. At a minimum, a bi-weekly 
status update meeting was held to track status / issues. 
Baseline (no defined methodology): In this 
condition, the students were not given any special 
project management process suggestions. Hence, the 
teams worked as they pleased, just as they would do on 
other team projects.    
 
3.4. Consistency across the teams 
 
While the different lab sections used different 
process methodologies to do their projects, each team 
was given the same project  - the same data set as well 
as the same project goals/deliverables. In addition, 
each team had the same project support. The following 
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project support helped ensure consistency across 
groups working on the project. 
 
Data Science Knowledge: All participants were 
instructed in data science concepts via the weekly 
class. In addition, students across the teams had 
approximately the same academic performance.  While 
some students did have prior exposure to data science, 
these students were evenly distributed across the lab 
sections. 
 
Process Methodology Explanation: To ensure each 
participant understood the methodology his or her team 
was to use for the project, each team was provided with 
a handout that explained the methodology to be used 
by that team. In addition to the handout, time for Q&A 
(with respect to the methodology) was allocated on a 
weekly basis. Furthermore, each team was given access 
to a process expert.  
 
Access to the “client”: Each team was given access to 
a “business champion” who was a domain expert and 
was the “consumer of the analysis”.  
 
Access to a Data Science expert: Each team was given 
access to a data science expert to guide the team from 
the technical perspective: what algorithms might be 
appropriate, what kind of pre-processing might be 
useful, etc.  
 
IT / Data Support: Technical resources were available 
to provide data extracts from the large data repository 
as requested. However, this “IT Team” was a central 
resource, so some lead-time was required. In other 
words, there was a “service level agreement” (SLA), 
such as a maximum number of “data fetches” per 
week, and that the data was provided within one to 
three days. 
 
4. Data Collection 
 
To support the measures evaluating team 
effectiveness, that were noted in Table 1, a multi-
dimensional approach was used to collect / measure 
team effectiveness. 
First, qualitative data was obtained during the 
project. Specifically, each team discussed their status, 
findings and challenges three times during the project. 
For each of these updates, the student teams (of 4-6 
students per team) provided a data analysis update, 
described next steps and were able to ask questions of 
their client. The goal of the three project updates was 
to have an honest dialog with the project team 
members (i.e., not try to “sugar coat” any issues in 
order to do well on the interim status update), thus each 
project update only counted one percent of the grade. 
At least two faculty members observed each of the 
project updates, and the faculty members documented 
their observations for each of the student teams. Thus, 
there were 96 documented faculty observations (2 
faculty members x 3 student team discussions x 4 
teams per lab condition x 4 different lab conditions). 
Second, quantitative data was collected in the 
analysis of the final project submission. Specifically, 
the project was graded on a scale of 1 to 10, with 10 
being the best possible evaluation. Two faculty 
members did this evaluation independently. Then, to 
generate a score for each project, the evaluations from 
the two faculty members were averaged together. 
Finally, qualitative and quantitative data was 
collected via a post-project student questionnaire. 
Specifically, the questionnaire first obtained the team 
and section of the student, and then asked several 
structured questions, which provided quantitative data 
on topics such as would the student like to work with 
their other team members on future projects, how well 
the team worked together and did they find the 
methodology easy to use. The survey also had semi-
structured questions focused on what worked well for 
each team. 
 
5. Findings  
 
In this section we report on the findings from the 
experiment. We first provide some ‘during the project’ 
observations. We next provide a comparison of the 
quality of the final projects (was the overall quality of 
the projects different, based on the experimental 
condition?). This is followed by an analysis of the 
student reported perceptions about using each of the 
methodologies. 
 
5.1. Project Observations  
 
In reviewing the observations of the student teams 
(that were generated during the student updates as well 
as by observing how the team’s were actually working 
on the project), a couple of key themes came across. 
Below we describe these observations for each of the 
experimental conditions. 
Agile Scrum:  These teams started doing analytics 
very early, and seemed to skip most of the work that 
enabled the other teams to understand the client 
requirements and the data available. In other words, 
these teams typically jumped to start “doing the work” 
(ex. doing analytics in R), even though there was still 
confusion about what the client actually wanted (i.e. 
understanding the client requirements).   
In addition, many of the teams didn’t create clearly 
defined sprints (i.e. clear / useful deliverables) and 
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many also changed the plan during a sprint. This was 
partially due to the team members not fully 
understanding the methodology and partially due to the 
fact that the team was not able to properly estimate 
how long tasks would take. 
Agile Kanban: The Agile Kanban teams seemed to 
easily use the Kanban board as a way to understand 
and explain their project status. In general, the teams 
had a good grasp of the client requirements. One team 
had a challenge with how granular the tasks should be 
on the Kanban board - they were a bit too high level. A 
different team created a new “Kanban board column” 
to manage / balance the work done on a smaller (easier 
to use) dataset and how much to focus on the larger 
dataset. The team wanted to first work on the small 
data set (easier/quicker to code & validate), but when a 
concern was raised about how to balance the work on 
the smaller dataset with the work on the larger dataset, 
they suggested an additional column. This 
demonstrated (to the observers) that the teams were 
leveraging the Kanban board to more than track status, 
but to also help strategize about how to prioritize work. 
Some of the groups adopted a simpler Kanban 
board, consisting of “not started”, “in progress” and 
“done” (as opposed to the more detailed board that 
showed tasks across the different phases of the 
analysis). These groups did not show any material 
difference in progress, as compared to the groups that 
maintained the detailed Kanban board. 
CRISP: The teams spent their initial four weeks 
understanding the business requirements and the data 
that was available, and were the last to start coding 
(compared to the other process methodologies). Their 
knowledge of the requirements was equal to or perhaps 
a bit better than the Agile Kanban teams (and much 
better than the Agile Scrum Teams). However, since 
they delayed the analytics coding, the teams did not 
fully understand the coding challenges they were going 
to face when they actually started to do the analytics 
until much later into the project, which caused many 
challenges as the teams approached the project 
deadline. 
Baseline: Perhaps as expected, the teams asked for 
a bit of guidance from the instructor (“what should we 
do”), but in general were comfortable without a clearly 
defined methodology. This is not surprising, since from 
a student’s perspective, this project methodology was 
similar to many others that they had done in various 
classes. As time progressed, the teams progressed in 
their understanding of the requirements as well as their 
usage of R to do the analytics. It turned out that the 
teams without guidance started to work in a CRISP-
like methodology. In other words, they identified the 
phases and did several iterations (loop).  
 
5.2. Project Results  
  
Two experts independently evaluated each project 
(on a scale of 1 to 10, with 10 being the an exceptional 
project). Across all the projects, the scores from the 
two experts had a correlation of 0.8, and no project had 
a difference (between the two reviewers) of more than 
one point (on the 10 point scale).  
To compare the quality of the projects across the 
experimental conditions, the project scores within each 
condition were averaged across the expert reviewers. 
As shown in Table 2, teams that used the CRISP and 
Agile Kanban methodologies did better than the other 
two experimental conditions. In fact, there was a 
statistically significant difference between groups as 
determined by ANOVA. Specifically, using the fisher 
post hoc test, Agile Scrum was statically different from 
the Agile Kanban and CRISP results. 
 
Table 2: Project Results 
Section Average Score  (1 to 10; 10 is best) 
Agile Scrum 6.5 
Agile Kanban 7.8 
CRISP 8.4 
Baseline  7 
  
5.3. Student Survey Responses  
  
At the completion of the project, via a survey, the 
students were asked to agree or disagree (using a 5-
level Likert scale) to several statements. For example, 
we explored if the team members would like to work 
together on future projects. Thus, as shown in Table 3 
and discussed below, we investigated the key measures 
of team effectiveness noted previously in Table 1.  
Table 3: Student Perceptions 
Statement Section Average Score  (5-level Likert) 
If it was possible, I would 
want to work with this 
team on future projects  
Agile Scrum 3.4 
Agile Kanban 4.2 
CRISP 4.3 
Baseline  3.8 
I am very satisfied (with 
respect to working on this 
project) 
Agile Scrum 3.9 
Agile Kanban 4.3 
CRISP 4.4 
Baseline  4.4 
This project management 
method was similar to 
how I have done previous 
group projects 
Agile Scrum 3.3 
Agile Kanban 2.5 
CRISP 3.3 
Baseline  3.6 
It was complicated to use 
the project management 
method within my team 
Agile Scrum 2.6 
Agile Kanban 3.1 
CRISP 3.0 
Baseline  2.6 
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Willingness to work together on future projects: 
If a team was highly productive but the team members 
never wanted to work together on future projects, that 
would not be a desirable outcome within many 
organizations. With respect to the question “I would 
want to work with this team on future projects”, 
Kanban and CRISP scored the highest (with, 
respectively, a 4.2 and 4.3 score on a 5-level Likert 
scale). The lowest ranked methodology was the Agile 
Scrum, with an average response of 3.4, below even 
the Baseline methodology. Note that there was a 
statistically significant difference between groups as 
determined by ANOVA. Specifically, using the fisher 
post hoc test, Agile Scrum was statically different from 
both Agile Kanban and CRISP methodologies. 
Satisfaction of individual team members: The 
Agile Scrum process again ranked the lowest, with a 
score of 3.9 (the others all had a score of 4.3 or 4.4). 
While interesting, there were no statistically significant 
differences between group means as determined by 
ANOVA. More experiments will help determine if this 
difference is statically significant. 
Ease of Use: The Agile Kanban methodology was 
reported to be the most different from what the 
students had experienced in the past, based on the 
student responses to the statement “This project 
management method was similar to how I have done 
previous group projects”, in which Agile Kanban 
methodology was much lower than the other 
methodologies. Note that, using ANOVA, these results 
were statically significant in that Agile Kanban was 
statically different from both Agile Scrum and the 
baseline. 
Our observation of student teams during the project 
led us to believe that an ability to easily adopt and use 
the process might be a key factor to consider. Hence, 
this was explored on our post project survey. Perhaps 
not surprisingly, the Kanban method appeared to be 
complicated for team members to use (based on the 
response to the statement “It was complicated to use 
the project management method within my team”), as 
was the CRISP methodology. However, due to the 
variability in the participant answers, none of the 
results were statistically different with respect to how 
complicated it was to use the methodology. 
Perceptions of What Worked Well: In analyzing 
the more open-ended question of “what was working 
well”, as shown in Table 4, the percentage of students 
that mentioned “team coordination” or “teamwork” 
was dramatically different across the different 
experimental conditions.   
In particular, 58% of the students using Agile 
Kanban stated that their team worked well together 
(without any prompt about teamwork or how the team 
was working together). Agile Scrum and the Baseline 
were much lower (19% and 15% respectively). Note 
that the other comments about what worked well (and 
the comments about what needed to be improved) 
typically focused on the actual project assignment (ex. 
“provide data at the start of the semester” or “provide 
more clearly defined requirements”). This last 
comment highlights a difference as compared to other, 
more typical, student projects, in that the students were 
provided the data set and a business champion that 
desired to get “knowledge from the data”, but the 
students did not get a set of specific directions, such as 
which machine learning algorithm to use to gain 
insight into a specific hotel attribute that might have 
driven customer satisfaction. 
 
Table 4: What Worked Well 
Section 
% of subjects 
mentioning 
“team” or 
“coordination”   
Representative Quotes  
Agile 
Scrum 19% 
“We are so proud of what we have 
done”, 
 
“Team Statistics, Group 
discussion” 
Agile 
Kanban 58% 
“Overall I liked the idea of the 
project and the PM methodology 
for the project” 
 
“The team worked together 
efficiently.” 
CRISP 44% 
“Collaboration and team work” 
 
“We are focused on our goals and 
communication has been spot on” 
Baseline  15% 
“The project progressed at a steady 
rate and completed on time 
successfully” 
 
“The team was coordinated” 
 
6. Discussion 
 
To address our first research question (how should 
one compare different project methodologies), we 
defined an initial model to evaluate different data 
science project management methodologies. Figure 2 
shows a refined model that identifies four factors that 
can drive the evaluation of the different methodologies 
for data science projects.  As expected, the quality of 
results of a project is an important component for 
evaluating projects. The willingness of the team 
members to work together on future projects and the 
satisfaction of the team members, are also key 
components of the model. One factor that was added to 
the model was how easy it was to use the methodology.  
 
1020
  
 
Figure 2: Enhanced Process Evaluation Model 
 
The results of our experiment addressed our second 
research question (is one project management 
methodology better than other methodologies). In our 
experiment, there were two methodologies that were 
better than the others (Agile Kanban and the CRISP 
process methodologies), with Kanban being slightly 
better, due to Kanban’s teams higher focus on 
teamwork (that was reported in Table 4).   
Perhaps a bit surprisingly, the Agile Scrum 
methodology was actually worse than the Baseline 
condition (i.e., not giving the team members any 
process methodology instruction). Why not Agile 
Scrum? First, it was a difficult process for a team to 
fully utilize. In addition, task estimation was very 
difficult, so the team members did not have great 
confidence in what could be completed within a sprint. 
Furthermore, the methodology caused students to 
“jump into the data analysis” and not spend enough 
time understanding the data and the requirements of 
the clients. Finally, perhaps the methodology was 
difficult for students to understand and apply within a 
data science project context. 
Why was Agile Kanban effective? Perhaps it was 
due to its’ culture of continuous improvement. In the 
end, it appears Kanban helped with student teamwork 
skills and fostered collaboration. It also appears to have 
a low barrier to entry with no significant training 
required. We can infer this due to the fact that even 
though the students noted that the Kanban 
methodology was new to them, they seemed to 
embrace the Kanban methodology.  
Why was the CRISP model effective? It was a very 
natural way of conducting the projects: understanding, 
analysis, etc. and making loops/iterations if necessary. 
It is also interesting to note that the students’ without 
an assigned methodology started to converge into a 
CRISP-like methodology, even though they were not 
provided with any specific instructions. In other words, 
“baseline” teams did work in a CRISP-like manner for 
long parts of the project. Perhaps with this type of 
project, the CRISP methodology was helpful to ensure 
that students focused on understanding the data and the 
client requirements. In addition, the focus on project 
management, without a complicated process to 
understand and follow, seemed to instill a focus on 
coordination within the team that might normally be 
lacking in this type of project. 
 
6.1. Limitations 
 
There are several limitations with our results. First, 
the teams were comprised of students, which as noted 
earlier, have the advantage of being able to compare 
teams of similar backgrounds, but the disadvantage of 
not evaluating the methodologies with real data science 
teams. Hence, it is possible that industry teams, with a 
more varied background (i.e., senior data scientist) 
might require a different project methodology. 
Another limitation is the actual project. This 
includes the fact that team members did not work on 
the project full-time and the fact that the data, while 
realistic, was not actually from a client engagement. 
This introduces limitations such as team member 
motivation and how team members prioritized this 
work effort as compared to other items on their plate 
(which is not as much of an issue within a more 
realistic full-time project effort). 
In addition, the sample size, in terms of the number 
of teams evaluated, was small. More teams need to be 
analyzed, since one or two strong participants might 
have impacted the results of this experiment across the 
methodologies. 
 
6.2. Next Steps 
 
Since there were only four teams per condition, 
additional experiments are planned. The increase in 
sample size (number of teams per condition) will 
enable a better understanding of the possible impact a 
project management methodology might have on a data 
science project. 
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