Graph neural networks, which generalize deep neural network models to graph structured data, have attracted increasing attention in recent years. They usually learn node representations by transforming, propagating and aggregating node features and have been proven to improve the performance of many graph related tasks such as node classification and link prediction. To apply graph neural networks for the graph classification task, approaches to generate the graph representation from node representations are demanded. A common way is to globally combine the node representations. However, rich structural information is overlooked. Thus a hierarchical pooling procedure is desired to preserve the graph structure during the graph representation learning. There are some recent works on hierarchically learning graph representation analogous to the pooling step in conventional convolutional neural (CNN) networks. However, the local structural information is still largely neglected during the pooling process. In this paper, we introduce a pooling operator EigenPooling based on graph Fourier transform, which can utilize the node features and local structures during the pooling process. We then design pooling layers based on the pooling operator, which are further combined with traditional GCN convolutional layers to form a graph neural network framework EigenGCN for graph classification. Theoretical analysis is provided to understand EigenPooling from both local and global perspectives. Experimental results of the graph classification task on 6 commonly used benchmarks demonstrate the effectiveness of the proposed framework.
INTRODUCTION
on this topic is usually under the name of "Graph Neural Networks" [34] , which typically involves transforming, propagating and aggregating node features across the graph. Among them, some focus on node-level representation learning [18, 22, 35] while others investigate learning graph-level representation [4, 8, 11, 14, 15, 19, 25, 48] . While standing from different perspectives, these methods have been proven to advance various graph related tasks. The methods focusing on node representation learning have brought improvement to tasks such as node classification [14-16, 18, 22, 35] and link prediction [35] and those methods working on graph-level representation learning have mainly facilitated graph classification. In this paper, we work on graph level representation learning with a focus on the task of graph classification.
The task of graph classification is to predict the label of a given graph utilizing its associated features and graph structure. Graph Neural Networks can extract graph representation while using all associated information. Majority of existing graph neural networks [7, 11, 17, 25] have been designed to generate good node representations, and then globally summarize the node representations as the graph representation. These methods are inherently "flat" since they treat all the nodes equivalently when generating graph representation using the node representations. In other words, the entire graph structure information is totally neglected during this process. However, nodes are naturally of different statuses and roles in a graph, and they should contribute differently to the graph level representation. Furthermore, graphs often have different local structures (or subgraphs), which contain vital graph characteristics. For instance, in a graph of a protein, atoms (nodes) are connected via bonds (edges); some local structures, which consist of groups of atoms and their direct bonds, can represent some specific functional units, which, in turn, are important to tell the functionality of the entire protein [3, 11, 37] . These local structures are also not captured during the global summarizing process. To generate the graph representation which preserves the local and global graph structures, a hierarchical pooling process, analogous to the pooling process in conventional convolutional neural (CNN) networks [23] , is needed.
There are very recent works investigating the pooling procedure for graph neural networks [8, 13, 39, 48] . These methods group nodes into subgraphs (supernodes), coarsen the graph based on these subgraphs and then the entire graph information is reduced to the coarsened graph by generating features of supernodes from their corresponding nodes in subgraphs. However, when pooling the features for supernodes, average pooling or max pooling have been usually adopted where the structures of these group nodes (the local structures) are still neglected. With the local structures, the nodes in the subgraphs are of different statuses and roles when they contribute to the supernode representations. It is challenging to design a general pooling operator while incorporating the local structure information as 1) the subgraphs may contain different numbers of nodes, thus a fixed size pooling operator cannot work for all subgraphs; and 2) the subgraphs could have very different structures, which may require different approaches to summarize the information for the supernode representation. To address the aforementioned challenges, we design a novel pooling operator EigenPooling based on the eigenvectors of the subgraphs, which naturally have the same size of each subgraph and can effectively capture the local structures when summarizing node features for supernodes. EigenPooling can be used as pooling layers to stack with any graph neural network layers to form a novel framework EigenGCN for graph classification. Our major contributions can be summarized as follows:
• We introduce a novel pooling operator EigenPooling, which can naturally summarize the subgraph information while utilizing the subgraph structure; • We provide theoretical understandings on EigenPooling from both local and global perspectives; • We incorporate pooling layers based on EigenPooling into existing graph neural networks as a novel framework EigenGCN for representation learning for graph classification; and • We conduct comprehensive experiments on numerous realworld graph classification benchmarks to demonstrate the effectiveness of the proposed pooling operator.
THE PROPOSED FRAMEWORK -EigenGCN
In this paper, we aim to develop a Graph Neural Networks (GNN) model, which consists of convolutional layers and pooling layers, to learn graph representations such that graph level classification can be applied. Before going to the details, we first introduced some notations and the problem setting.
Problem Setting: A graph can be represented as G = {E, V}, where V = {v 1 , . . . , v N } is the set of N nodes and E is the set of edges. The graph structure information can also be represented by an adjacency matrix A ∈ R N ×N . Furthermore, each node in the graph is associated with node features and we use X ∈ R N ×d to denote the node feature matrix, where d is the dimension of features. Note that this node feature matrix can also be viewed as a ddimensional graph signal [38] defined on the graph G. In the graph classification setting, we have a set of graphs {G i }, each graph G i is associated with a label y i . The task of the graph classification is to take the graph (structure information and node features) as input and predict its corresponding label. To make the prediction, it is important to extract useful information from both graph structure and node features. We aim to design graph convolution layers and EigenPooling to hierarchically extract graph features, which finally learns a vector representation of the input graph for graph classification.
An Overview of EigenGCN
In this work, we build our model based on Graph Convolutional Networks (GCN) [22] , which has been demonstrated to be effective in node-level representation learning. While the GCN model is originally designed for semi-supervised node classification, we only discuss the part for node representation learning but ignoring the classification part. The GCN is stacked by several convolutional layers and a single convolutional layer can be written as:
where F i+1 ∈ R N ×d i +1 is the output of the i-th convolutional layer for i > 0 and F 0 = X denotes the input node features. A total number of I convolutional layers are stacked to learn node representations and the output matrix F I can be viewed as the final node representations learned by the GCN model. As we described above, the GCN model has been designed for learning node representations. In the end, the output of the GCN model is a matrix instead of a vector. The procedure of the GCN is rather "flat", as it can only "pass message" between nodes through edges but cannot summarize the node information into the higher level graph representation. A simple way to summarize the node information to generate graph level representation is global pooling. For example, we could use the average of the node representations as the graph representation. However, in this way, a lot of key information is ignored and the graph structure is also totally overlooked during the pooling process.
To address this challenge, we propose eigenvector based pooling layers EigenPooling to hierarchically summarize node information and generate graph representation. An illustrative example is demonstrated in Figure 1 . In particular, several pooling layers are added between convolutional layers. Each of the pooling layers pools the graph signal defined on a graph into a graph signal defined on a coarsened version of the input graph, which consists of fewer nodes. Thus, the design of the pooling layers consists of two components: 1) graph coarsening, which divides the graph into a set of subgraphs and form a coarsened graph by treating subgraphs as supernodes; and 2) transform the original graph signal information into the graph signal defined on the coarsened graph with EigenPooling. We coarsen the graph based on a subgraph partition. Given a subgraph partition with no overlaps between subgraphs, we treat each of the subgraphs as a supernode. To form a coarsened graph of the supernodes, we determine the connectivity between the supernodes by the edges across the subgraphs. During the pooling process, for each of the subgraphs, we summarize the information of the graph signal on the subgraph to the supernode. With graph coarsening, we utilize the graph structure information to form coarsened graphs, which makes it possible to learn representations level by level in a hierarchical way. With EigenPooling, we can learn node features of the coarsened graph that exploits the subgraph structure as well as the node features of the input graph. Figure 1 shows an illustrative example, where a binary graph classification is performed. In this illustrative example, the graph is coarsened three times and finally becomes a single supernode. The input is a graph signal (the node features), which can be multidimensional. For the ease of illustration, we do not show the node features on the graph. Two convolutional layers are applied to the graph signal. Then, the graph signal is pooled to a signal defined on the coarsened graph. This procedure (two convolution layers and one pooling layer) is repeated two more times and the graph signal is finally pooled to a signal on a single node. This pooled signal 
Graph Coarsening
In this subsection, we introduce how we perform the graph coarsening. As we mentioned in the previous subsection, the coarsening process is based on subgraph partition. There are different ways to separate a given graph to a set of subgraphs with no overlapping nodes. In this paper, we adopt spectral clustering to obtain the subgraphs, so that we can control the number of the subgraphs, which, in turn, determines the pooling ratio. We leave other options as future work. Given a set of subgraphs, we treat them as supernodes and build the connections between them as similar in [40] . An example of the graph coarsening and supernodes is shown in Figure 1 , where a subgraph and its supernodes are denoted using the same color. Next, we introduce how to mathematically describe the subgraphs, supernodes, and their relations.
Let c be a partition of a graph G, which consists of K connected subgraphs {G (k) } K
k=1
. For the graph G, we have the adjacency matrix A ∈ R N ×N and the feature matrix X ∈ R N ×d . Let N k denote the number of nodes in the subgraph G (k ) and Γ (k ) is the list of nodes in subgraph G (k ) . Note that each of the subgraph can be also viewed as a supernode. For each subgraph G (k ) , we can define a sampling operator C (k ) ∈ R N ×N k as follows:
where
is the j-th element in the node list Γ (k ) . This operator provides a relation between nodes in the subgraph G (k ) and the nodes in the original graph. Given a single dimensional graph signal x ∈ R N ×1 defined on the original entire graph, the induced signal that is only defined on the subgraph G (k ) can be written as
On the other hand, we can also use C (k) to up-sample a graph signal x (k ) defined only on the subgraph G (k) to the entire graph G bȳ
It keeps the values of the nodes in the subgraph untouched while setting the values of all the other nodes that do not belong to the subgraph to 0. The operator can be applied to multi-dimensional signal X ∈ R N ×d in a similar way. The induced adjacency matrix
, which only describes the connection within the subgraph G (k ) , can be obtained as
The intra-subgraph adjacency matrix of the graph G, which only consists of the edges inside each subgraph, can be represented as
Then the inter-subgraph adjacency matrix of graph G, which only consists of the edges between subgraphs, can be represented as
Let G coar denote the coarsened graph, which consists of the supernodes and their connections. We define the assignment matrix S ∈ R N ×K , which indicates whether a node belongs to a specific subgraph as:
Then, the adjacency matrix of the coarsened graph is given as
With Graph Coarsening, we can obtain the connectivity of G coar , i.e., A coar . Obviously, A coar encodes the network structure information of G. Next, we describe how to obtain the node features X coar of G coar using EigenPooling. With A coar and X coar , we can stack more layers of GCN-GraphCoarsening-EigenPooling to learn higher level representations of the graph for classification.
Eigenvector-Based Pooling -EigenPooling
In this subsection, we introduce EigenPooling, aiming to obtain X coar that encodes network structure information and node features of G. Globally, the pooling operation is to transform a graph signal defined on a given graph to a corresponding graph signal defined on the coarsened version of this graph. It is expected that the important information of the original graph signal can be largely preserved in the transformed graph signal. Locally, for each of the subgraph, we summarize the features of the nodes in this subgraph to a single representation of the supernode. It is necessary to consider the structure of the subgraph when we perform the summarizing, as the subgraph structure also encodes important information. However, common adopted pooling methods such as max pooling [8, 48] or average pooling [11] ignored the graph structure. In some works [30] , the subgraph structure is used to find a canonical ordering of the nodes, which is, however, very difficult and expensive. In this work, to use the structure of the subgraphs, we design the pooling operator based on the graph spectral theory by facilitating the eigenvectors of the Laplacian matrix of the subgraph. Next, we first briefly review the graph Fourier transform and then introduce the design of EigenPooling based on graph Fourier transform.
2.3.1 Graph Fourier Transform. Given a graph G = {E, V} with A ∈ R N ×N being the adjacency matrix and X ∈ R N ×d being the node feature matrix. Without loss of generality, for the following description, we consider d = 1, i.e., x ∈ R N ×1 , which can be viewed as a single dimensional graph signal defined on the graph G [33] . This is the spatial view of a graph signal, which maps each node in the graph to a scalar value (or a vector if the graph signal is multidimensional). Analogous to the classical signal processing, we can define graph Fourier transform [38] and spectral representation of the graph signal in the spectral domain. To define the graph signal in the spectral domain, we need to use the Laplacian matrix [6] 
The Laplacian matrix L can be used to define the "smoothness" of a graph signal [38] as follows:
s(x) measures the smoothness of the graph signal x. The smoothness of a graph signal depends on how dramatically the value of connected nodes can change. The smaller s(x), the more smooth it is. For example, for a connected graph, a graph signal with the same value on all the nodes has a smoothness of 0, which means "extremely smooth" with no change. As L is a real symmetric semi-positive definite matrix, it has a completed set of orthonormal eigenvectors {u l } N l =1
. These eigenvectors are also known as the graph Fourier modes [38] , which are associated with the ordered real non-negative eigenvalues {λ l } N l . Given a graph signal x, the graph Fourier transform can be obtained as followsx
where U = [u 1 , . . . , u N ] ∈ R N ×N is the matrix consists of the eigenvectors of L. The vectorx obtained after the transform is the representation of the graph signal in the spectral domain. Correspondingly, the inverse graph Fourier transform, which transfers the spectral representation back to the spatial representation, can be denoted as:
Note that we can also view each the eigenvector u l of the Laplacian matrix L as a graph signal, and its corresponding eigenvalue λ l can measure its "smoothness". For any of the eigenvector u l , we have:
The eigenvectors (or Fourier modes) are a set of base signals with different "smoothness" defined on the graph G. Thus, the graph Fourier transform of a graph signal x can be also viewed as linearly decomposing the signal x into the set of base signals.x can be viewed as the coefficients of the linear combination of the base signals to obtain the original signal x.
The Design of Pooling Operators.
Since graph Fourier transform can transform graph signal to spectral domain which takes into consideration both graph structure and graph signal information, we adopt graph Fourier transform to design pooling operators, which pool the graph signal defined on a given graph G to a signal defined on its coarsened version G coar . The design of the pooling operator is based on graph Fourier transform of the subgraphs
. Let L (k ) denote the Laplacian matrix of the subgraph G (k ) . We denote the eigenvectors of the Laplacian matrix L (k ) as
. We then use the up-sampling operator C (k ) to upsample these eigenvectors (base signals on this subgraph) into the entire graph and get the up-sampled version as:
With the up-sampled eigenvectors, we organize them into matrices to form pooling operators. Let Θ l ∈ R N ×K denote the pooling operator consisting of all the l-th eigenvectors from all the subgraphs
Note that the subgraphs are not necessary all with the same number of nodes, which means that the number of eigenvectors can be different. Let N max = max k =1, ...,K N k be the largest number of nodes among all the subgraphs. Then, for a subgraph G (k ) with N k nodes, we set u
The pooling process with l-th pooling operator Θ l can be described as
where X l ∈ R K ×d is the pooled result using the l-th pooling operator. The k-th row of X l contains the information pooled from the k-th subgraph, which is the representation of the k-th supernode.
Following this construction, we build a set of N max pooling operators. To combine the information pooled by different pool operators, we can concatenate them together as follows:
where X pool ed ∈ R K ×d ·N max is the final pooled results. For efficient computation, instead of using the results pooled by all the pooling operators, we can choose to only use the first H of them as follows:
In Section 3.1 and Section 3.2, we will show that with H ≪ N max , we can still preserve most of the information. We will further empirically investigate the effect of choice of H in Section 4
THEORETICAL ANALYSIS OF EigenPooling
In this section, we provide a theoretical analysis of EigenPooling by understanding it from local and global perspectives. We prove that the pooling operation can preserve useful information to be processed by the following GCN layers. We also verify that EigenGCN is permutation invariant, which lays the foundation for graph classification with EigenGCN.
A Local View of EigenPooling
In this subsection, we analyze the pooling operator from a local perspective focusing on a specific subgraph G (k ) . For the subgraph G (k ) , the pooling operator tries to summarize the nodes' features and form a representation for the corresponding supernode of the subgraph. For a pooling operator Θ l , the part that is effective on the subgraph G (k ) , is only the up-sampled eigenvectorū x ∈ R N ×1 defined on the G, the pooling operation on G (k ) can be represented as:
which is the Fourier coefficient of the Fourier mode u
of the subgraph G (k ) . Thus, from a local perspective, the pooling process is a graph Fourier transform of the graph signal defined on the subgraph. As we introduced in the Section 2.3.1, each of the Fourier modes (eigenvectors) is associated with an eigenvalue, which measures its smoothness. The Fourier coefficient of the corresponding Fourier mode provides the information to indicate the importance of this Fourier mode to the signal. The coefficient summarizes the graph signal information utilizing both the node features and the subgraph structure as the smoothness is related to both of them. Each of the coefficients characterizes a different property (smoothness) of the graph signal. Using the first H coefficients while discarding the others means that we focus more on the "smoother" part of the graph signal, which is common in a lot of applications such as signal denoising and compression [5, 29, 40] . Therefore, we can use the squared summation of the coefficients to measure how much information can be preserved as shown in the following theorem. [l] · u l .
Since U is orthogonal, we have
which completes the proof. □ It is common that for natural graph signal that the magnitude of the spectral form of the graph signal is concentrated on the first few coefficients [33, 38] , which means that
In other words, by using the first H coefficients, we can preserve the majority of the information while reducing the computational cost. We will empirically verify it in the experiment section.
A Global View of EigenPooling
In this subsection, we analyze the pooling operators from a global perspective focusing on the entire graph G. The pooling operators we constructed can be viewed as a filterbank [40] . Each of the filters in the filterbank filters the given graph signal and obtains a new graph signal. In our case, the filtered signal is defined on the coarsened graph G coar . Without the loss of generality, we consider a single dimensional signal x ∈ R N ×1 of G, then the filtered signals are {x l } N max l =1
. Next, we describe some key properties of these pooling operators.
Property 1: Perfect Reconstruction: The first property is that when N max number of filters are used, the input graph signal can be perfectly reconstructed from the filtered signals. together with the pooling operators
Proof. With the definition of Θ l given in Eq. (13), we have
From Eq. (14), we know that
Together with the fact thatū
in Eq.(12), we can rewrite
Obviously,
are orthonormal and {u
are all 0 vectors. Thus,
. Substitute this to Eq.(19), we arrive at
which completes the proof. can preserve all the information from x. Thus, together with graph coarsening, eigenvector pooling can preserve the signal information of the input graph and can enlarge the receptive filed, which allows us to finally learn a vector representation for graph classification.
Property 2: Energy/Information Preserving The second property is that the filtered signals preserve all the energy when N max filters are chosen. To show this, we first give the following lemma, which serves as a tool for demonstrating property 2. Proof. By definition, we know that, for the same k, i.e, the same subgraph, u Then the ratio
can measure the portion of information being preserved by this x ′ .
Proof. As shown in Lemma 3.2,
The portion of the information being preserved can be represented as
which completes the proof. □ Since for natural graph signals, the magnitude of the spectral form of the graph signal is concentrated in the first few coefficients [33] , which means that even with H filters, EigenPooling can preserve the majority of the information/energy.
Permutation Invariance of EigenGCN
EigenGCN takes the adjacency matrix A and the node feature matrix X as input and aims to learn a vector representation of the graph. The nodes in a graph do not have a specific ordering, i.e., A and X can be permuted. Obviously, for the same graph, we want EigenGCN to extract the same representation no matter which permutation of A and X are used as input. Thus, in this subsection, we prove that EigenGCN is permutation invariant, which lays the foundation of using EigenGCN for graph classification. Theorem 3.6. Let P = {0, 1} n×n be any permutation matrix, then EigenGCN(A, X) = EigenGCN(PAP T , PX), i.e., EigenGCN is permutation invariant.
Proof. In order to prove that EigenGCN is permutation invariant, we only need to show that it's key components GCN, graph coarsening and EigenPooling are permutation invariant. For GCN, before permutation, the output is
With permutation, the output becomes
where we have used P T P = I. This shows that the effect of permutation on GCN only permutes the order of the node representations but doesn't change the value of the representations. Second, the graph coarsening is done by spectral clustering with A. No matter which permutation we have, the detected subgraphs will not change. Finally, EigenPooling summarizes the information within each subgraph. Since the subgraph structures are not affected by the permutation and the representation of each node in the subgraphs is also not affected by the permutation, we can see that the supernodes' representations after EigenPooling are not affected by the permutation. In addition, the inter-connectivity of supernodes is not affected since it's determined by spectral clustering. Thus, we can say that one step of GCN-Graph Coarsening-EigenPooling is permutation invariant. Since finally EigenGCN learns one vector representation of the input graph, we can conclude that the vector representation is the same under any permutation P. □
EXPERIMENT
In this section, we conduct experiments to evaluate the effectiveness of the proposed framework EigenGCN. Specifically, we aim to answer two questions:
• Can EigenGCN improve the graph classification performance by the design of EigenPooling? • How reliable it is to use H number of filters for pooling?
We begin by introducing datasets and experimental settings. We then compare EigenGCN with representative and state-of-the-art baselines for graph classification to answer the first question. We further conduct analysis on graph signals to verify the reasonableness of using H filters, which answers the second question.
Data sets
To verify whether the proposed framework can hierarchically learn good graph representations for classification, we evaluate EigenGCN on 6 widely used benchmark data sets for graph classification [21] , which includes three protein graph data sets, i.e., ENZYMES [3, 36] , PROTEINS [3, 10] , and D&D [10, 37] ; one mutagen data set Mutagenicity [20, 31] (We denoted as MUTAG in Table 1 and Table 2 ); and two data sets that consist of chemical compounds screened for activity against non-small cell lung cancer and ovarian cancer cell lines, NCI1 and NCI109 [44] . Some statistics of the data sets can be found in Table 1 . From the table, we can see that the used data sets contain varied numbers of graphs and have different graph sizes. We include data sets of different domains, sample and graph sizes to give a comprehensive understanding of how EigenGCN performs with data sets under various conditions. 
Baselines and Experimental Settings
To compare the performance of graph classification, we consider some representative and state-of-the-art graph neural network models with various pooling layers. Next, we briefly introduce these baseline approaches as well as the experimental settings for them.
• GCN [22] is a graph neural network framework proposed for semi-supervised node classification. It learns node representations by aggregating information from neighbors. As the GCN model does not consist of a pooling layer, we directly pool the learned node representations as the graph representation. We use it as a baseline to compare whether a hierarchical pooling layer is necessary.
• GraphSage [18] is similar as the GCN and provides various aggregation method. As similar in GCN, we directly pool the learned node representations as the graph representation.
• SET2SET. This baseline is also built upon GCN, it is also "flat" but uses set2set architecture introduced in [43] instead of averaging over all the nodes. We select this method to further show whether a hierarchical pooling layer is necessary no matter average or other pooling methods are used.
• DGCNN [49] is built upon the GCN layer. The features of nodes are sorted before feeding them into traditional 1-D convolutional and dense layers [49] . This method is also "flat" without a hierarchical pooling procedure.
• Diff-pool [48] is a graph neural network model designed for graph level representation learning with differential pooling layers. It uses node representations learned by an additional convolutional layer to learn the subgraphs (supernodes) and coarsen the graph based on it. We select this model as it achieves state-of-art performance on the graph classification task.
• EigenGCN-H represents various variants of the proposed framework EigenGCN, where H denotes the number of pooling operators we use for EigenPooling. In this evaluation, we choose H = 1, 2, 3. For each of the data sets, we randomly split it to 3 parts, i.e., 80% as training set, 10% as validation set and 10% as testing set. We repeat the randomly splitting process 10 times, and the average performance of the 10 different splits are reported. The parameters of baselines are chosen based on their performance on the validate set. For the proposed framework, we use the 9 splits of the training set and validation set to tune the structure of the graph neural network as well as the learning rate. The same structure and learning rate are then used for all 9 splits.
Following previous work [48] , we adopt the widely used evaluation metric, i.e., Accuracy, for graph classification to evaluate the performance.
Performance on Graph Classification
Each experiment is run 10 times and the average graph classification performance in terms of accuracy is reported in Table 2 . From the table, We make the following observations: • Diff-pool and the EigenGCN framework perform better than those methods without a hierarchical pooling procedure in most of the cases. Aggregating the node information hierarchically can help learn better graph representations.
• The proposed framework EigenGCN shares the same convolutional layer with GCN, GraphSage, and SET2SET. However, the proposed framework (with different H ) outperforms them in most of the data sets. This further indicates the necessity of the hierarchical pooling procedure. In other words, the proposed EigenPooling can indeed help the graph classification performance.
• In most of the data sets, we can observe that the variants of the EigenGCN with more eigenvectors achieve better performance than those with fewer eigenvectors. Including more eigenvectors, which suggests that we can preserve more information during pooling, can help learn better graph representations in most of the cases. In some of data sets, including more eigenvector does not bring any improvement in performance or even make the performance worse. Theoretically, we are able to preserve more information by using more eigenvectors. However, noise signals may be also preserved, which can be filtered when using fewer eigenvectors.
• The proposed EigenGCN achieves the state-of-the-art or at least comparable performance on all the data sets, which shows the effectiveness of the proposed framework EigenGCN.
To sum up, EigenPooling can help learn better graph representation and the proposed framework EigenGCN with EigenPooling can achieve state-of-the-art performance in graph classification task.
Understanding Graph Signals
In this subsection, we investigate the distribution of the Fourier coefficients on signals in real data. We aim to show that for natural graph signals, most of the information/energy concentrates on the first few Fourier models (or eigenvectors). This paves us a way to only use H filters in EigenPooling. Specifically, given one data set, for each graph G i with N i nodes and its associated signal X i ∈ R N i ×d , we first calculate the graph Fourier transform and obtain the coefficientsX i ∈ R N i ×d . We then calculate the following ratio: r H i = 
Note that if H > N i , we set r H i = 1. We visualize the ratio for each of the data set up to H = 40 in Figure 2 . As shown in Figure 2 , for most of the data set, the magnitude of the coefficients concentrated in the first few coefficients, which demonstrates the reasonableness of using only H ≪ N max filters in EigenPooling. In addition, using H filters can save computational cost.
RELATED WORK
In recent years, graph neural network models, which try to extend deep neural network models to graph structured data, have attracted increasing interests. These graph neural network models have been applied to various applications in many different areas. In [22] , a graph neural network model that tries to learn node representation by aggregating the node features from its neighbors, is applied to perform semi-supervised node classification. Similar methods were later proposed to further enhance the performance by including attention mechanism [42] . GraphSage [48] , which allows more flexible aggregation procedure, was designed for the same task. There are some graph neural networks models designed to reason the dynamics of physical systems where the model is applied to predict future states of nodes given their previous states [1, 32] .
Most of the aforementioned methods can fit in the framework of "message passing" neural networks [17] , which mainly involves transforming, propagating and aggregating node features across the graph through edges. Another stream of graph neural networks was developed based on the graph Fourier transform [4, 8, 19, 24] . The features are first transferred to the spectral domain, next filtered with learnable filters and then transferred back to the spatial domain. The connection between these two streams of works is shown in [8, 22] . Graph neural networks have also been extended to different types of graphs [9, 26, 27] and applied to various applications [12, 28, 35, 41, 45, 47] . Comprehensive surveys on graph neural networks can be found in [2, 46, 50, 51] .
However, the design of the graph neural network layers is inherently "flat", which means the output of pure graph neural network layers is node representations for all the nodes in the graph. To apply graph neural networks to the graph classification task, an approach to summarize the learned node representations and generate the graph representation is needed. A simple way to generate the graph representations is to globally combine the node representations. Different combination approaches have been investigated, which include averaging over all node representation as the graph representation [11] , adding a "virtual node" connected to all the nodes in the graph and using its node representation as the graph representation [25] , and using conventional fully connected layers or convolutional layers after arranging the graph to the same size [17, 49] . However, these global pooling methods cannot hierarchically learn graph representations, thus ignoring important information in the graph structure. There are a few recent works [8, 13, 39, 48] investigating learning graph representations with a hierarchical pooling procedure. These methods usually involve two steps 1) coarsen a graph by grouping nodes into supernode to form a hierarchical structure and 2) learn supernode representations level by level and finally obtain the graph representation. These methods use mean-pooling or max-pooling when they generate supernodes representation, which neglects the important structure information in the subgraphs. In this paper, we propose a pooling operator based on local graph Fourier transform, which utilizes the subgraph structure as well as the node features for generating the supernode representations.
CONCLUSION
In this paper, we design EigenPooling, a pooling operator based on local graph Fourier transform, which can extract subgraph information utilizing both node features and structure of the subgraph. We provide a theoretical analysis of the pooling operator from both local and global perspectives. The pooling operator together with a subgraph-based graph coarsening method forms the pooling layer, which can be incorporated into any graph neural networks to hierarchically learn graph level representations. We further proposed a graph neural network framework EigenGCN by combining the proposed pooling layers with the GCN convolutional layers. Comprehensive graph classification experiments were conducted on 6 commonly used graph classification benchmarks. Our proposed framework achieves state-of-the-art performance on most of the data sets, which demonstrates its effectiveness.
