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Resumo
A classe de modelos Birnbaum-Saunders surgiu na área de engenharia, em problemas de
fadiga dos materiais. Mas, nos últimos anos este modelo tem sido aplicado em outras áreas,
como por exemplo, em ciências da saúde, na área ambiental e florestal, em demográficas,
na área atuarial e financeira, entre outras.
Neste trabalho apresentamos uma extensão da distribuição BS baseado na distribuição
Normal Gaussiana inversa, que é uma distribuição assimétrica usada usualmente na área
de finanças. A distribuição BS resultante é uma distribuição absolutamente contínua, e
preserva a propriedade leptocúrtica da distribuição Normal Inversa Gaussiana.
Sob certas condições dos parâmetros da distribuição gaussiana inversa, algoritmos EM são
desenvolvidos para obter as estimativas de máxima verossimilhança dos parâmetros do
modelo. Os resultados obtidos são ilustrados com dados reais e simulados, mostrando as
propriedades robustas do procedimento de estimação.
Palavras-chave: Distribuição Birnbaum-Saunders, distribuição Inversa Gaussiana, Algo-
ritmo EM.
Abstract
The class Birnbaum-Saunders (BS) models arose in engineering in material fatigue prob-
lems. But in the last years this class of models have been applied in other areas, such as in
health sciences, environmental, forestry, demography, actuarials and finances, among others.
In this paper we present an extension of the BS distribution based on the distribution
Normal inverse Gaussian, which is an asymmetric distribution usually used in finance.
The resulting BS distribution is an absolutely continuous distribution, and preserves the
leptokurtic property of the Normal inverse Gaussian distribution.
Under certain conditions of the inverse Gaussian distribution parameters, EM algorithms
are developed to obtain maximum likelihood estimates of the BS model parameters. We
illustrated the model with real and simulated data and results reflected the robustness of
the estimation procedure.
Keywords: Birnbaum-Saunders distribution, Inverse gaussian distribution, Expectation-
maximization algorithms.
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Introdução
0.1 A distribuição Birnbaum-Saunders
Um dos grandes problemas na area da industria é quando se produz a ruptura
ou falha dos materiais. Estas falhas são devidas a diversos fatores como por exemplo, a
fadiga dos materiais, esta fadiga é uma falha da redução na resistência do material devido
ao uso continuo. Diferentes distribuições tem sido usadas para a modelagem do tempo de
vida, alguns exemplos são as distribuições gama, gama inversa, log-normal e weibull. No
entanto estas distribuições não são muito úteis quando o interesse se encontra na possível
existência de dado atípicos, como por exemplo tempos de fadiga muito altos. Visando
encontrar uma alternativa a estes problemas, Birnbaum e Saunders (1969a) derivaram uma
nova família de distribuições de tempo de vida de materiais e equipamentos submetidos a
cargas dinâmicas.
Birnbaum e Saunders (1969b) propuseram algumas suposições sobre o processo
de fadiga, as quais são apresentadas a seguir, veja Neto (2010) e Ramos (2015)
• Um material é submetido a um padrão cíclico de tensão e força;
• A falha do material ocorre quando o tamanho da fissura excede certo nível de
resistência;
• A sequência de tensão imposta ao material é a constante de ciclo para ciclo;
• Um ciclo é definido como m oscilações e cada aplicação da i-ésima oscilação em
um ciclo resulta em uma extensão aleatória da rachadura Xi. A distribuição desta
variável aleatória só dependerá da rachadura atual causada pela oscilação de carga
neste ciclo;
• A extensão da rachadura devido ao j-ésimo ciclo é
Yj “
mÿ
i“1
Xi,
onde Yj é uma variável aleatória independente e identicamente distribuída com media
µ e variância σ2, para todo j “ 1, 2, .... Desta forma pode-se expressar a extensão
total da rachadura, após n ciclos, pela seguinte variável aleatória,
Wn “
nÿ
j“1
Yj,
com a função de distribuição acumulada (fda),
Hnpwq “ P pWn ď wq n “ 1, 2, . . . .
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Seja N o número de ciclos requeridos até observar a falha, onde tal falha ocorre
quando o comprimento da rachadura dominante excede o comprimento critico w. Assim, a
função de distribuição da variável aleatória N é dada por,
P pN ď nq “ P
˜
nÿ
j“1
Yj ą w
¸
“ 1´Hnpwq.
Mediante o Teorema Central do Limite e supondo que os Y 1j s são independentes
e identicamente distribuídos, a fda de N pode ser expressa de forma aproximada como,
vide Ramos (2015),
P pN ď nq “1´ P
˜
nÿ
j“1
Yj ´ µ
σ
?
n
ď w ´ nµ
σ
?
n
¸
“1´ P
˜
nÿ
j“1
Yj ´ µ
σ
?
n
ď w
σ
?
n
´ µ
?
n
σ
¸
–1´ Φ
ˆ
w
σ
?
n
´ µ
?
n
σ
˙
“Φ
ˆ
µ
?
n
σ
´ w
σ
?
n
˙
,
em que Φp¨q representa a fda da normal padrão.
Segundo Birnbaum e Saunders (1969b), é possível substituir N por uma variável
aleatória real não negativa T , tal que T representa o tempo total até a ocorrência de falha.
Neste caso temos que fda de T é dada por
FT ptq “P pT ď tq
“Φ
˜
1
α
˜c
t
β
´
c
β
t
¸¸
, t ą 0,
em que α “ σ?
µw
ą 0 e β “ w
µ
ą 0. Esta distribuição é denotada por T „ BSpα, βq,
onde α é o parâmetro de forma e β é um parâmetro de escala.
A distribuição Birnbaum-Saunders (BS), às vezes referida como distribuição de
tempo de vida, tem sido aplicada em diversas areas além da modelagem de processos de
fadiga, como por exemplo: negócios, análise de sobrevivência, ciências ambientais, ciências
médicas, agricultura. Vide Leiva et al. (2007), Leiva et al. (2008), Barros, Paula e Leiva
(2008) e Gilberto et al. (2012).
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É possível encontrar na literatura vários trabalhos nos quais a distribuição
BS é implementada. Tais como, Man, Schafer e Singpurwalla (1974) eles mostraram que
a densidade da BS é unimodal. Birnbaum e Saunders (1969a) obtiveram originalmente
os estimadores de maxima verossimilhança para os parâmetros do modelo, Engelhardt,
Bain e Wright (1981) propuseram intervalos de confiança e teste de hipótese para os
parâmetros da distribuição, Ng, Kundu e Balakrishnan (2003) obtiveram estimadores
através do método de momentos modificado, Wang, Desmond e Lu (2006) exploraram uma
estimativa de momentos modificado censurado. Também tem sido aplicada em empresas e
meio ambiente, autores tais como Leiva et al. (2007), Leiva et al. (2008) e Barros, Paula e
Leiva (2008); na area dos negócios Gilberto et al. (2012) propuseram o uso de modelagem
estatística robusta baseada nos modelos BS, entre muito outros.
0.2 Inversa Gaussiana e Normal Inversa Gaussiana
A distribuição inversa gaussiana foi proposta por Schrödinger (1915), alí foi
obtida a função de densidade de probabilidade (fdp) para o tempo da primeira passagem
em Movimento Browniano (Brownian Motion) com tendência positiva. O modelo gaussiano
inverso tem sido usado como uma distribuição de tempo de vida, vide Chhikara e Folks
(1977). Bhattacharyya e Fries (1982) notaram que a distribuição inversa gaussiana podia
ser usada para modelar tempos de falha por fadiga. Os primeiros estudos detalhados
da distribuição inversa gaussiana foram apresentados nos trabalhos de Tweedie (1957)
e Tweedie et al. (1957), onde estabeleceram propriedades estatísticas importantes. Na
literatura é também possível encontrar referências a esta distribuição sob o nome de
distribuição de Wald, uma vez que Wald (1973) obteve a mesma densidade.
A distribuição normal inversa gaussiana é uma mistura da distribuição normal
com a distribuição inversa gaussiana. Esta distribuição é usada para a construção de
processos estocásticos de interesse na modelagem estatística nas áreas de finanças, vide
Barndorff-Nielsen (1997), Barndorff-Nielsen (1998), Rydberg (1966ab), Rydberg (1966aa),
entre outros.
Em situações extremas de mercado o uso da distribuição normal não é apropri-
ada, já que a distribuição dos retornos tem distribuição leptocúrtica e assimétrica. Análises
descritas mostram que as curtoses são superiores aos encontrados em uma distribuição
normal. As distribuições leptocúrticas têm a característica de serem mais altas (concentra-
das), e possuem caldas mais pesadas do que a distribuição normal. Na Figura 1 apresenta
diferentes situações da curtose.
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Figura 1 – Diferentes situações da curtose.
O quarto momento central de uma distribuição é uma medida de que tão
concentrado é a distribuição de probabilidade, o qual é conhecido como curtose. Para o
quarto momento é preferível utilizar o momento padronizado, como uma medida relativa
da curtose. Desta forma se o quarto momento padronizado é maior que 3, a distribuição
de probabilidade apresenta um ponto mais elevado e recebe o nome de leptocúrtica. Se
o quarto momento padronizado é menor que 3, a distribuição de probabilidade é rela-
tivamente baixa ou achatada, recibe o nome de platicúrtica. E por último, se o quarto
momento padronizado é igual a 3, é dizer, a distribuição não apresenta uma maior ou
menos concentração do que a distribuição normal padrão, se diz que a distribuição é
mesocúrtica, para mais detalhes veja Canavos (1984).
0.3 Objetivos do trabalho
O principal objetivo é apresentar extensões da distribuição birnbaum–saunders (BS). Em
lugar da distribuição normal, usualmente adotada, aqui usamos a distribuição normal
inversa gaussiana. Estudamos algumas propriedades da distribuição proposta. Além disso,
estudamos alguns aspectos de estimação baseado no método de máxima verossimilhança.
Os objetivos específicos pode ser resumidos como segue:
1) Descrever a extensão da distribuição birnbaum–saunders (BS) baseado na distribuição
normal inversa gaussiana, que é usada no lugar das distribuição normal.
2) A estimação de máxima verossimilhança é baseada no algoritmo EM. Neste trabalho,
os parâmetros da inversa gaussiana (ou normal inversa gaussiana) são considerado
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desconhecidos, e são estimados também via o algoritmo EM;
3) Exemplos numéricos, baseado em dados reais e simulados, são apresentados para
ilustrar a metodologia.
22
1 Distribuição Normal Inversa Gaussiana
1.1 Introdução
Neste capitulo apresentamos a distribuição normal inversa gaussiana (NIG)
como definida por Barndorff-Nielsen (1997). Também estudamos a distribuição inversa
gaussiana (IG) junto com algumas de suas propriedades, vide Schrödinger (1915), Chhikara
e Folks (1977), entre outros. Para a estimação dos parâmetros na distribuição NIG
consideramos o algoritmo expectation-maximization (EM), ver Dempster, Laird e Rubin
(1977).
1.2 Distribuição Inversa Gaussiana
A distribuição inversa gaussiana foi proposta pela primeira vez por Schrödinger
(1915). Na literatura é possível encontrar diferentes aplicações da distribuição inversa
gaussiana, por exemplo, Chhikara e Folks (1977) utilizaram o modelo gaussiano inverso na
modelagem dos tempos de vida. Em Chhikara e Folks (1977) são também desenvolvidos
algumas das principais propriedades desta distribuição. Uma discussão mais detalhada
desta distribuição, suas propriedades e aplicações ver Chhikara e Folks (1989b).
Nesta seção apresentaremos diferentes parametrizações da distribuição inversa
gaussiana, a primeira forma é a distribuição inversa gaussiana no caso geral, seguida da
distribuição no caso em que os dois parâmetros são iguais e por último em que o segundo
parâmetro é o quadrado do primeiro. Para cada um destes casos apresentaremos seus
respetivas funções de densidade, propriedades e diferentes gráficas.
1.2.1 Função de densidade caso geral
Na literatura é possível encontrar diferentes parametrizações da distribuição
inversa gaussiana (e.g. Tweedie (1957) e Tweedie et al. (1957)). No decorrer deste trabalho
diremos que uma variável aleatória U segue uma distribuição IG de parâmetros δ e γ se
sua função de densidade de probabilidade (fdp) é a seguinte
hpu; δ, γq “ δ?
2pi
exppδγqu´ 32 exp
"
´12
ˆ
δ2
u
` γ2u
˙*
, u ą 0, (1.1)
em que δ ą 0 e γ ą 0. Usar-se-à notação U „ IGpδ, γq.
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A função de distribuição acumulada (fda) de U pode ser representada da
seguinte forma
F pu; δ, γq “ Φ
„´ u
δ2
¯´ 12 ˆuγ ´ δ
δ
˙
` expp2γδqΦ
«ˆ
u
δγ
˙´ 12 ˆuγ ` δ
δ
˙ff
, u ą 0, (1.2)
em que Φp¨q é a fda da distribuição normal padrão. Para mais detalhes, veja Shuster (1968)
e Chhikara e Folks (1974).
É possível obter a fdp dada em (1.1) a partir de uma classe mais geral de
distribuições, conhecida na literatura como distribuição inversa gaussiana generalizada
(GIG), veja Jorgensen (1982). Diremos que a variável aleatória positiva U tem uma
distribuição gaussiana inversa generalizada com parâmetros λ, δ e γ, se sua fdp dada por
hgigpu;λ, δ, γq “
´γ
δ
¯λ 1
2Kλpδγq exp
"
´12
`
δ2u´1 ` γ2u˘* , u ą 0, (1.3)
com ´8 ă λ ă 8, δ ą 0, γ ą 0. Aqui Kλp¨q denota a função de Bessel modificada do
terceiro tipo com índice λ, vide Kreh (2012). A notação usada para esta distribuição
é U „ GIGpλ, δ, γq. Uma das características mais importantes da distribuição inversa
gaussiana generalizada é sua flexibilidade no sentido de ter como casos particulares varias
distribuições de probabilidade, vide Ramos (2015). Em (1.3) se
• δ “ 0, γ ą 0 e λ ą 0, então U „ gammapγ, δq;
• δ ą 0, γ “ 0 e λ ă 0, então U „ gamma´ inversapδ, λq;
• δ ą 0, γ ą 0 e λ “ ´1{2, então U „ IGpδ, γq;
A seguir apresentamos alguns resultados referentes a distribuição inversa gaus-
siana generalizada. Detalhes das provas dos seguintes resultados podem ser encontrados
em Jorgensen (1982).
Teorema 1.2.1. Se U „ GIGpλ, δ, γq, então os momentos de ordem r tem a seguinte
expressão
vr “ ErU rs “ Kr`λpγδq
Kλpγδq
ˆ
δ
γ
˙r
, r P R.
Em particular, os momentos de ordem r para U „ IGpδ, γq podem ser obtidos
do teorema anterior substituindo λ “ ´12 . Isto é
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vr “ ErU rs “ Kr´1{2pγδq
K´1{2pγδq
ˆ
δ
γ
˙r
, r P R. (1.4)
É possível observar dos anteriores resultados a importância da função de Bessel
de terceiro tipo modificada, é por este motivo que faremos um breve resumo desta função.
A função Bessel de terceiro tipo modificada com índice λ P R, Kλp¨q, pode ser representada
por
Kλpxq “ 12
ż 8
0
yλ´1 exp
"
´x2
ˆ
y ` 1
y
˙*
dy. (1.5)
A seguir apresentamos algumas propriedades da função Kλp¨q, que serão usados
do decorrer deste trabalho
• Kλpxq “ K´λpxq;
• Kλ`1pxq “ 2λ
x
Kλpxq `Kλ´1pxq;
• d
dx
Kλpxq “ ´12pKλ´1pxq `Kλ`1pxqq;
• Kr` 12 pxq “
c
pi
2xe
´x
«
1`
rÿ
i“1
pr ` 1q !
pr ´ 1q ! i !p2xq
´i
ff
, se λ “ r ` 12 e r “ 0, 1, 2, ...;
• Em casos de limite tem-se,
Quando xÑ 0, Quando xÑ 8,
Xkλpxq » 12Γpλq
´x
2
¯´λ
; se λ ě 0, XKλpxq »
c
pi
2xe
´x,
Xkλpxq » 12Γp´λq
´x
2
¯λ
; se λ ă 0,
XK0pxq » ´lnpxq.
1.2.2 Propriedades
A seguir vamos apresentar algumas propriedades da distribuição inversa gaus-
siana. A prova destes resultados pode ser encontrada nos trabalhos de Johnson e Kotz
(1970) e Chhikara e Folks (1989a).
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Teorema 1.2.2. Seja U „ IGpδ, γq. Então
A media é: EpUq “ δ
γ
,
A variância é: V arpUq “ δ
γ3
,
A moda é: MopUq “ ´ 32γ2 `
δ
γ
ˆ
1` 94pδγq2
˙ 1
2
.
Teorema 1.2.3. i) Seja U „ IGpδ, γq. Então
γ2pU ´ δ
γ
q2
U
„ χ2p1q;
ii) Sejam U „ IGpδ, γq e c uma constante positiva. Então
cU „ IG
ˆ
δ
?
c,
γ?
c
˙
;
iii) Sejam U „ IGpδ, γq e V “ pγ{δ2q 23U . Então V „ IGpη, η2q com η “ pγδq1{3.
O resultado em iiiq do Teorema 1.2.3 permite reduzir o número de parâme-
tros na distribuição inversa gaussiana. Desta forma vamos ter uma distribuição inversa
gaussiana dependendo apenas do parâmetro η. Esta parametrização é útil no momento do
desenvolvimento do algoritmo EM.
A seguir apresentamos algumas figuras da fdp da distribuição IGpδ, γq para
diferentes valores dos parâmetros.
1.2.2.1 Gráficos de densidade IGpδ, γq.
Na Figura 2, se apresenta as densidades da distribuição inversa gaussiana para
os parâmetros δ “ 0.5, 0.7, 1, 1.5 e γ “ 1, pode-se observar com para valores pequenos
de δ a distribuição inversa gaussiana é mais concentrada em torno ao 0 e possui caudas
mais leves. Podemos considerar que a distribuição inversa gaussiana para valores pequenos
de δ é uma densidade leptocúrtica. Na Figura 3, se apresenta a função de densidade da
distribuição inversa gaussiana para os parâmetros δ “ 1 e γ “ 0.5, 0.7, 1, 1.5, neste caso
podemos observar como para valores pequenos do parâmetro γ a distribuição inversa
gaussiana possui caudas mais pesadas comparada com aquelas obtidas para valores altos
de γ. Pode-se observar que se o valor do parâmetro γ é grande a densidade é leptocúrtica.
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Figura 2 – fdp da distribuição IG para diferentes valores de e δ e γ “ 1.
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Figura 3 – fdp da distribuição IG para diferentes valores de γ e δ “ 1.
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No que segue desta seção vamos discutir alguns casos particulares da IG.
Especificamente, dois casos serão considerados: iq δ “ γ “ η e iiq δ “ η e γ “ η2.
1.2.3 Função de densidade caso δ “ γ “ η
Em Browne e McNicholas (2015) foi considerado o caso da IGpδ, γq tal que
δ “ γ “ η. Esta parametrização permite reduzir o número de parâmetros e possibilita a
estimação dos parâmetros na distribuição inversa gaussiana. Dessa forma, a nova fdp pode
ser expressa como
hpu; η, ηq “ η?
2pi
exppη2qu´ 32 exp
"
´η
2
2
ˆ
1
u
` u
˙*
, u ą 0, (1.6)
em que η ą 0. A notação U „ IGpη, ηq será utilizada.
Seja U „ IGpη, ηq, então sua fda é dada pela seguinte expressão
F pu; η, ηq “ Φ
«ˆ
u
η2
˙´ 12 pu´ 1qff` expp2η2qΦ«ˆ u
η2
˙´ 12 pu` 1qff , u ą 0,
em que Φp¨q é a fda da distribuição normal padrão. A seguir apresentamos algumas
propriedades para esta parametrização, vide Browne e McNicholas (2015).
1.2.4 Propriedades
Teorema 1.2.4. Seja U „ IGpη, ηq. Então
A media é: EpUq “ 1,
A variância é: V arpUq “ 1
η2
,
A moda é: MopUq “ ´ 32η2 `
ˆ
1` 94η4
˙ 1
2
.
Teorema 1.2.5. i) Seja U „ IGpη, ηq. Então
η2pU ´ 1q2
U
„ χ2p1q;
ii) Sejam U „ IGpη, ηq e c uma constante positiva. Então
cU „ IG
ˆ
η
?
c,
η?
c
˙
.
A seguir apresentamos varias gráficas da densidade da distribuição IGpη, ηq
para diferentes vaores de η.
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1.2.4.1 Gráficos de densidade IGpη, ηq.
Na Figura 4, apresentamos as densidades da distribuição inversa gaussiana
para diferentes valores do parâmetro η. Na Figura 4a, consideramos valores de η ă 1,
onde pode-se observar que quando η é pequeno a distribuição é leptocúrtica. Na Figura
4b consideramo os casos em que η ě 1, e encontramos dois fatos interessantes. Primeiro
notamos como a densidade vira aproximadamente simétrica para o caso em que η “ 5.
Segundo, vemos como as caudas da distribuição inversa gaussiana fica mais leves no caso
em que η “ 5, isto é ela apresenta o comportamento de uma densidade leptocúrtica.
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Figura 4 – fdp da distribuição IG, com U „ pη, ηq para diferentes valores de η.
1.2.5 Função de densidade caso δ “ η, γ “ η2
Em Chhikara e Folks (1989b) é discutida uma parametrização da inversa
gaussiana que possibilita a redução do número dos parâmetros a partir de uma mudança
na escala da distribuição. Desta forma foi introduzida a parametrização IGpη, η2q. É dito
que U „ IGpη, η2q se sua fdp é dada por
hpu; η, η2q “ η?
2pi
exppη3qu´ 32 exp
"
´η
2
2
ˆ
1
u
` η2u
˙*
, u ą 0, (1.7)
em que η ą 0. Seja U „ IGpη, η2q, então sua fda é dada pela seguinte expressão
F pu; η, ηq “ Φ
«ˆ
u
η2
˙´ 12 puη ´ 1qff` expp2η3qΦ«ˆ u
η3
˙´ 12 puη ` 1qff , u ą 0.
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De forma semelhante aos casos anteriores apresentamos a seguir algumas das
propriedades básicas desta parametrização.
1.2.6 Propriedades
Teorema 1.2.6. Seja U „ IGpη, η2q. Então
A media é: EpUq “ 1
η
,
A variância é: V arpUq “ 1
η5
,
A moda é: MopUq “ ´ 32η4 `
1
η
ˆ
1` 94η6
˙ 1
2
.
Teorema 1.2.7. i) Seja U „ IGpη, η2q. Então
η4pU ´ 1
η
q2
U
„ χ2p1q;
ii) Sejam U „ IGpη, η2q e c uma constante positiva. Então
cU „ IG
ˆ
η
?
c,
η2?
c
˙
.
1.2.6.1 Gráficos de densidade IGpη, η2q.
Na Figura 5, apresentamos as densidades da distribuição IGpη, η2q para diferen-
tes valores do parâmetro η. Na Figura 26a, consideramos diferentes valores de η ă 1, neste
caso podemos observar que quando η é pequeno a distribuição é leptocúrtica e com uma
forte assimetria. Para o caso em que os valores de η ě 1, como se mostra na Figura 26b,
quando o valor de η é grande a distribuição é leptocúrtica e aproximadamente simétrica.
Comparando as duas Figuras ( 26a e 26b), podemos concluir que a distribuição é mais
leptocúrtica quando o valor de η é maior.
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Figura 5 – fdp da distribuição IG, com U „ pη, η2q para diferentes valores de η.
1.3 Distribuição Normal Inversa Gaussiana
Nesta seção apresentamos a distribuição normal inversa gaussiana (NIG) pro-
posta por Barndorff-Nielsen (1997). Esta distribuição é definida a partir de uma mistura
da distribuição normal padrão e a distribuição inversa gaussiana, que é chamada mistura
media-variância. Esta família de distribuição é assimétrica e leptocúrtica, para certos
valores dos parâmetros.
1.3.1 Função de densidade caso geral
Sejam Z0 „ Np0, 1q e U „ IGpδ, γq, com δ ą 0 e γ ą 0, duas variáveis
aleatórias independentes. Dizemos que uma variável aleatória Z definida a partir da
seguinte representação estocástica possui uma distribuição normal inversa gaussiana
Z “ µ ` ωU ` ?U Z0. (1.8)
Esta distribuição será denotada por Z „ NIGpµ, ω, δ, τq em que τ “aγ2 ` ω2.
A fdp de Z é dada pela seguinte expressão
fZpzq “ τ
pi
exppδ?τ 2 ´ ω2 ´ ω µqφpzq´1{2K1pδτφpzq1{2q exppω zq, z P R,
em que φpzq “ 1` rpz ´ µq{δs2.
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1.3.2 Propriedades
Uma importante propriedade para a implementação do algoritmo EM da dis-
tribuição normal inversa gaussiana pode ser obtida a partir da representação estocastica
(1.8), esta é, Z|pU “ uq „ Npµ` ω u, uq.
Nos seguintes teoremas, se apresentam algumas propriedades da distribuição
normal inversa gaussiana para o caso geral e considerando os casos em que U „ IGpη, ηq e
U „ IGpη, η2q.
Teorema 1.3.1. Seja Z „ NIGpµ, ω, δ, τq, com τ “ aγ2 ` ω2 construída a partir da
representação estocástica (1.8) considerando U „ IGpδ, γq. Então temos que
A media é: EpZq “ µ ` δω
γ
,
A variância é: V arpzq “ δτ
2
γ3
,
A assimetria é: γ1 “ 3ω
τ
?
γ δ
,
A curtose é: γ2 “ 3 p1` 4ω
2{τ 2q
δγ
.
Teorema 1.3.2. Seja Z „ NIGpµ, ω, η, τq, com τ “ aη2 ` ω2 construída a partir da
representação estocástica (1.8) considerando U „ IGpη, ηq. Então
A media é: EpZq “ µ` ω,
A variância é: V arpzq “ τ
2
η2
,
A assimetria é: γ1 “ 3ω
τ η
,
A curtose é: γ2 “ 3 p1` 4ω
2{τ 2q
η2
.
Teorema 1.3.3. Seja Z „ NIGpµ, ω, η, τq construída a partir da representação estocástica
(1.8) considerando U „ IGpη, η2q, com τ “aη4 ` ω2. Então
A media é: EpZq “ µ` ω
η
,
A variância é: V arpzq “ τ
2
η5
,
A assimetria é: γ1 “ 3ω
τ η3{2
,
A curtose é: γ2 “ 3 p1` 4ω
2{τ 2q
η3
.
A continuação, se define esta distribuição com algumas propriedades. Esta
distribuição sera utilizada para obter uma generalização da distribuição BS usual.
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1.3.3 Função de densidade para o caso simétrico
Quando ω “ 0 (µ “ 0), temos de (1.8) que Z segue uma distribuição escala
normal, veja Chang et al. (2005), Hanssen e Oigard (2001). Z pode ser expressado da
seguinte forma
Z “ ?UZ0,
em que Z0 „ Np0, 1q e U é uma variável aleatória independente de Z que segue uma
distribuição inversa gaussiana, com fdp dada em (1.1). Assim, a distribuição normal inversa
gaussiana simétrica (NIGS), surge como a distribuição marginal de Z e a representação
hierárquica dada por
Z|pU “ uq „ Np0, uq e U „ IGpδ, γq.
É possível ver como a fdp condicional de Z é
fpz|uq “ 1p2piuq1{2 exp
ˆ
´ 12uz
2
˙
z P R.
Assim, a fdp de Z pode ser obtida da seguinte forma
fZpzq “
ż 8
0
fpz|uqhpuqdu
“
´γ
pi
¯ˆ
1` z
2
δ2
˙´1{2
K1
˜
δγ
c
1` z
2
δ2
¸
exppδγq (1.9)
“
ˆ
γδ
pi
˙
pz2 ` δ2q´1{2K1pγ
?
δ2 ` z2 q exppδγq,
em que K1p¨q é a função Bessel de terceiro tipo modificada definida em (1.5), com λ “ 1.
Assim a fdp de Z é
fZpzq “
ˆ
γδ
pi
˙
pz2 ` δ2q´1{2K1pγ
?
δ2 ` z2 q exppδγq, z P R. (1.10)
Desta forma Z possui uma distribuição normal inversa gaussiana simétrica
padrão, denotada por Z „ NIGSp0, 1; δ, γq, com δ o parâmetro de escala, γ o parâmetro
de forma. Para mais detalhes pode-se consultar Chang et al. (2005) e Hanssen e Oigard
(2001). Hanssen e Oigard (2001) provou que
ErZs “ 0 e V arpZq “ δ
γ
;
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em que δ, γ ą 0.
Na Figura 6, apresentamos as densidades da distribuição normal inversa gaussi-
ana para diferentes valores do parâmetro δ “ 0.2, 0.5, 1, 1.5 e γ “ 1. Podemos observar que
quando o valor de δ é pequeno a distribuição é leptocúrtica, e quando o valor de δ é grande
a distribuição é platicúrtica. Na Figura 7, se apresentam a função de densidade da distri-
buição normal inversa gaussiana para diferentes valores do parâmetro γ “ 0.2, 0.5, 1, 1.5 e
δ “ 1, podemos observar que quando o valor de γ é aumenta a distribuição é leptocúrtica.
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Figura 6 – fdp da distribuição NIG para diferentes valores de δ e γ “ 1.
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Figura 7 – fpd da distribuição NIG para diferentes valores de γ e δ “ 1.
Capítulo 1. Distribuição Normal Inversa Gaussiana 34
1.4 Algoritmo EM na distribuição NIG
Nesta seção apresentaremos o algoritmo EM usado para obter as estimativas
de máxima verossimilhança dos parâmetros da distribuição normal inversa gaussiana,
inspirado na idea do artigo de Karlis (2002).
Desde a introdução do algoritmo EM no artigo seminal Dempster, Laird e
Rubin (1977) ele se transformou numa ferramenta muito importante para a estimação de
parâmetros sob uma perspectiva frequentista. Este algoritmo consiste de duas etapas, na
Etapa E (Expectation), se calcula a esperança das variáveis não observadas (as variaveis
aumentadas U consideradas neste caso) dado os valores actuais dos parâmetros. Na Etapa
M (Maximitation), maximiza-se a probabilidade dos dados completos (dados observados e
não observados) usando as esperanças da etapa anterior.
Sejam z “ pz1, ..., znqJ os dados observados e u “ pu1, ..., unqJ os dados não
observados, sendo assim os dados completos definidos como zc “ pzJ,uJqJ.
1.4.1 Algoritmo EM quando U „ IGpδ, γq
Seja Z1, ..., Zn uma amostra aleatória de tamanho n de Z „ NIGpµ, ω, δ, τq,
com a fdp dada por
fZpzq “ τ
pi
exppδ?τ 2 ´ ω2 ´ ω µqφpzq´1{2K1pδτ φpzq1{2q exppω zq,
em que τ “aγ2 ` ω2, φpzq “ 1` rpz ´ µq2{δs2 e U „ IGpδ, γq tendo fdp dada por
hpu; δ, γq “ δ?
2pi
exppδγqu´3{2 exp
"
´12
ˆ
δ2
u
` γ2u
˙*
, u ą 0;
em que δ ą 0 e γ ą 0.
Seja `c “ pθ | zcq a função de verossimilhança dos dados completos e Qpθ | pθq “
Er`cpθ| zcq | z, pθs seu valor esperado condicionado nos dados observados, θ “ pµ, ω, δ, τqJ o
vector de parâmetros e pθ é o vetor de parâmetros estimados. As duas etapas do algoritmo
são definidas da seguinte forma:
Etapa E: Calcule Q
´
θ | pθprq¯, para r “ 1, ..., n;
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Etapa M: Encontre pθpr`1q para r “ 1, ..., n.
Como
Zi|pUi “ uiq ind„Npµ ` ω u, uq,
Ui
ind„ IGpδ, γq, i “ 1, ..., n.
em que ind significa que as variáveis são independentes. Assim, a função de log-verossimilhança
completa associada com zc “ ptJ,uJqJ é dada por
`cpθ|zcq “ c ´ 12
nÿ
i“1
pzi ´ µ ´ ω uiq2
ui
` n logpδq ` n δ γ ´ 12
nÿ
i“1
ˆ
δ2
ui
` γ2 ui
˙
,
em que c é uma constante que não depende dos parâmetros.
Assumindo que
pui “ErUi|zi,θ “ pθs “ φpziq
τ
K0pτ φpziqq
K1pτ φpziqq , (1.11)pvi “ErU´1i |zi,θ “ pθs “ τφpziq K´2pτ φpziqqK´1pτ φpziqq ,
em que φpziq “ δ rδ2 ` pzi ´ µq2s1{2 para i “ 1, ..., n. Assim a esperança condicional da
função de log-verossimilhança completa tem a seguinte forma
Qpθ | pθq “c ´ 12 nÿ
i“1
pzi ´ µq2pvi ` nÿ
i“1
pzi ´ µqω ´ 12
nÿ
i“1
ω2pui ` n logpδq ` n δ γ
´ 12
nÿ
i“1
`
δ2 pvi ` γ2 pui˘ . (1.12)
Derivando Qpθ, ν | pθ, pνq em (1.12) com respeito aos parâmetros, temos que
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Qpθ|pθq
Bµ “
nÿ
i“1
zipvi ´ µ nÿ
i“1
pvi ´ nω,
Qpθ|pθq
Bω “
nÿ
i“1
zi ´ nµ ´ ω
nÿ
i“1
pui, (1.13)
Qpθ|pθq
Bδ “
n
δ
` n γ ´ δ
nÿ
i“1
pvi,
Qpθ|pθq
Bγ “n δ ´ γ
nÿ
i“1
pui.
Em seguida, temos a implementação do algoritmo EM para as estimativas de
maxima verossimilhança dos parâmetros da distribuição NIG, para o caso geral pode ser
resumido como segue:
Etapa E: Dado θ “ pθ, calcule pui e pvi para i “ 1, ..., n;
Etapa M: Atualize os parâmetros usando os pseudo valores calculados no
passo E. Assim, as estimativas dos parâmetros nesta etapa são:
pµpr`1q “z¯ ´ pωpr`1q u¯,
pωpr`1q “řni“1 zi pvi ´ z¯řni“1 pvi
n ´ u¯řni“1 pvi ,
pδpr`1q “n1{2 « nÿ
i“1
pvprqi ´ nu¯i
ff´1{2
, (1.14)
pγpr`1q “pδprq
u¯i
,
pτ pr`1q “ “ppγpr`1qq2 ` ppωpr`1qq2‰1{2 ,
em que u¯i “
nÿ
i“1
puprqi {n e z¯i “ nÿ
i“1
zi {n.
Este procedimento é iterativo até convergência ser atingida.
1.4.2 Algoritmo EM quando U „ IGpη, ηq
Seja Z1, ..., Zn uma amostra aleatória e tamanho n de Z „ NIGpµ, ω, η, τq,
com a fdp dada por
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fZpzq “ τ
pi
exppη?τ 2 ´ ω2 ´ ω µqφpzq´1{2K1pητφpzq1{2q exppω zq, z P R,
em que τ “aη2 ` ω2, φpzq “ 1` rpz ´ µq2{ηs2 e U „ IGpη, ηq.
Sejam `c “ pθ | zcq a função de verossimilhança dos dados completos, Qpθ | pθq “
Er`cpθ| zcq | z, pθs seu valor esperado condicionado nos dados observados, θ “ pµ, ω, η, τqJ
o vector de parâmetros e pθ o vetor dos parâmetros estimados.
Sob esta parametrização, temos que
Zi|pUi “ uiq ind„Npµ ` ω u, uq,
Ui
ind„ IGpη, ηq, i “ 1, ..., n.
Assim, a função de log-verossimilhança completa associada com zc “ pzJ,uJqJ
é dada por
`cpθ|zcq “ c ´ 12
nÿ
i“1
pzi ´ µ ´ ω uiq2
ui
` n logpηq ` n η2 ´ η
2
2
nÿ
i“1
ˆ
1
ui
` ui
˙
,
em que c é uma constante que não depende dos parâmetros.
Assumindo que
pui “ErUi|zi,θ “ pθs “ φpziq
τ
K0pτ φpziqq
K1pτ φpziqq , (1.15)pvi “ErU´1i |zi,θ “ pθs “ τφpziq K´2pτ φpziqqK´1pτ φpziqq ,
em que φpziq “ δ rδ2 ` pzi ´ µq2s1{2 para i “ 1, ..., n.
Assim a esperança condicional da função de log-verossimilhança completa tem a seguinte
forma,
Qpθ | pθq “ c´ 12 nÿ
i“1
pzi´µq2pvi` nÿ
i“1
pzi´µqω´ 12
nÿ
i“1
ω2pui`n logpηq`n η2´ η22 nÿ
i“1
ppvi ` puiq .
(1.16)
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Derivando Qpθ, ν | pθ, pνq em (1.16) com respeito aos parâmetros, temos que
Qpθ|pθq
Bµ “
nÿ
i“1
zipvi ´ µ nÿ
i“1
pvi ´ nω,
Qpθ|pθq
Bω “
nÿ
i“1
zi ´ nµ ´ ω
nÿ
i“1
pui, (1.17)
Qpθ|pθq
Bη “
n
η
` 2n η ´ η
nÿ
i“1
ppvi ` puiq.
Em seguida, temos a implementação do algoritmo EM para as estimativas de
maxima verossimilhança dos parâmetros da distribuição NIG quando IGpη, ηq, como se
segue:
Etapa E: Dado θ “ pθ, calcule pui e pvi para i “ 1, ..., n;
Etapa M: Atualize os parâmetros usando os pseudo valores calculados no
passo E. Assim, as estimativas para os parâmetros são:
pµpr`1q “z¯ ´ pωpr`1q u¯,
pωpr`1q “řni“1 zi pvi ´ z¯řni“1 pvi
n ´ u¯řni“1 pvi ,
pηpr`1q “n1{2 « nÿ
i“1
ppvprqi ` puprqi q ´ 2n
ff´1{2
, (1.18)
pτ pr`1q “ “ppηpr`1qq2 ` ppωpr`1qq2‰1{2 .
em que, u¯i “
nÿ
i“1
puprqi {n e z¯i “ nÿ
i“1
zi {n.
Este procedimento itera até convergência ser atingida.
Nas Figuras 8 apresentamos as densidades da distribuição normal gaussiana
inversa para o caso simétrico, NIGSp0, 1; η, ηq e da normal padrão. Na Figura 8a podemos
observar que para valores de η pequenos a distribuição é leptocúrtica e mais concentrada ao
redor da media. Na Figura 8b, podemos observar como o comportamento das densidades
para η ě 1 é muito semelhante ao da normal padrão, isto é, a distribuição é mesocúrtica.
1.4.3 Algoritmo EM quando U „ IGpη, η2q
Seja Z1, ..., Zn uma amostra aleatória e tamanho n de Z „ NIGpµ, ω, η, τq,
com a fdp dada por
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Figura 8 – fdp da distribuição NIGSp0, 1; η, ηq para diferentes valores de η.
fZpzq “ τ η
pi
exppη?τ 2 ´ ω2 ´ ω µq rη2 ` pz ´ µq2s´1{2K1pτ rη2 ` pz ´ µq2s1{2q exppω zq,
em que τ “aη4 ` ω2.
Sejam `c “ pθ | zcq a função de verossimilhança dos dados completos, Qpθ | pθq “
Er`cpθ| zcq | z, pθs seu valor esperado condicionado nos dados observados, θ “ pµ, ω, η, τqJ,
o vector de parâmetros e pθ o vetor de parâmetros estimados.
Neste caso
Zi|pUi “ uiq ind„Npµ ` ω u, uq,
Ui
ind„ IGpη, η2q, i “ 1, ..., n.
Assim, a função de log-verossimilhança completa associada com zc “ ptJ,uJqJ
é dada por
`cpθ|zcq “ c ´ 12
nÿ
i“1
pzi ´ µ ´ ω uiq2
ui
` n logpηq ` n η3 ´ 12
nÿ
i“1
ˆ
η2
ui
` η4 ui
˙
,
em que c é uma constante que não depende dos parâmetros.
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Assumindo que
pui “ErUi|zi,θ “ pθs “ φpziq
τ
K0pτ φpziqq
K1pτ φpziqq , (1.19)pvi “ErU´1i |zi,θ “ pθs “ τφpziq K´2pτ φpziqqK´1pτ φpziqq ,
em que φpziq “ δ rδ2 ` pzi ´ µq2s1{2 para i “ 1, ..., n.
Assim a esperança condicional da função de log-verossimilhança completa tem a seguinte
forma
Qpθ | pθq “c ´ 12 nÿ
i“1
pzi ´ µq2pvi ` nÿ
i“1
pzi ´ µqω ´ 12
nÿ
i“1
ω2pui ` n logpηq ` n η3
´ 12
nÿ
i“1
`
η2 pvi ` η4 pui˘ . (1.20)
Derivando Qpθ, ν | pθ, pνq em (1.20) com respeito aos parâmetros, temos que
Qpθ|pθq
Bµ “
nÿ
i“1
zipvi ´ µ nÿ
i“1
pvi ´ nω,
Qpθ|pθq
Bω “
nÿ
i“1
zi ´ nµ ´ ω
nÿ
i“1
pui, (1.21)
Qpθ|pθq
Bη “
n
η
` 3n η2 ´
nÿ
i“1
pη pvi ` 2 η3 puiq.
Em seguida, temos a implementação do algoritmo EM para as estimativas de ma-
xima verossimilhança dos parâmetros da distribuição NIG quando IGpη, η2q, como se segue:
Etapa E: Dado θ “ pθ, calcule pui e pvi para i “ 1, ..., n;
Etapa M: Atualize os parâmetros usando os pseudo valores calculados no
passo E, as estimativas dos parâmetros são:
pµpr`1q “z¯ ´ pωpr`1q u¯,
pωpr`1q “řni“1 zi pvi ´ z¯řni“1 pvi
n ´ u¯řni“1 pvi ,
n ´ 2 pη4pr`1q`3n pη3pr`1q ´ pη2pr`1q nÿ
i“1
pvprqi “ 0, (1.22)
pτ pr`1q “ “ppηpr`1qq2 ` ppωpr`1qq2‰1{2 ,
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em que u¯i “
nÿ
i“1
puprqi {n e z¯i “ nÿ
i“1
zi {n.
Este procedimento é iterativo até convergência ser atingida.
Nas Figuras 9 apresentamos as densidades da distribuição normal gaussiana
inversa para o caso simétrico, NIGSp0, 1; η, η2q e da normal padrão. Na Figura 9a podemos
observar que para valores de η pequenos a distribuição é leptocúrtica, é mais concentrada
ao redor da media do que a normal padrão. Na Figura 9b, podemos observar que para
valores de η ą 1 a curtose da distribuição aumenta. É interessante notar como a densidade
da normal inversa gaussiana simétrica tem sempre um maior coeficiente de curtose do
que a normal padrão, sendo a distribuição NIGSp0, 1; 1, 1q a mais proxima à densidade
normal padrão. Este fato é contrario ao observado nas Figuras 8, onde veiamos como para
valores maiores do parâmetro η a forma da densidade da distribuição NIGSp0, 1; η, ηq se
aproxima cada vez mais à normal padrão.
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Figura 9 – fdp da distribuição NIGSp0, 1; η, η2q para diferentes valores de η.
1.5 Comentários Finais do Capítulo
Neste capítulo apresentamos as distribuições inversa gaussiana e normal inversa
gaussiana para diferentes parametrizações. Em cada caso exploramos algumas propriedades
básicas da distribuição e analisamos a curtose e simetria de cada uma. O problema de
estimação dos parâmetros foi abordados a partir de uma perspectiva frequentista, em
particular foi desenvolvido o algoritmo de estimação EM o qual será utilizado nos seguintes
capítulos.
42
2 A Distribuição Birnbaum Saunders baseada
na Distribuição Inversa Gaussiana
2.1 Distribuição Birnbaum Saunders
A distribuição birbaum saunders (BS) foi inicialmente proposta por Birnbaum
e Saunders (1969b). Esta distribuição foi motivada por problemas de vibração encontrados
em aviões comerciais. Eles propuseram uma família de distribuições de vida para modelar
o tempo de vida de materiais submetidos a cargas dinâmicas. Esta distribuição tem um
importante papel na modelagem do tempo de falha em processos de fatiga, isto é na
modelagem dos tempos de falha de objetos submetidos a um desgaste cíclico.
Neste capitulo, vamos discutir uma extensão da distribuição BS, em lugar da
distribuição normal, vamos considerar a distribuição normal inversa gaussiana, onde os
parâmetros considerados a esta distribuição serão desconhecidos. O estudo será separados
em dois casos: iq quando U „ IGpη, ηq e iiq quando U „ IGpη, η2q.
2.1.1 Função de densidade
Uma das causas do interesse na distribuição BS é por sua estreita relação com
a distribuição normal. Esta relação é
T “ β
»–αZ
2 `
dˆ
αZ
2
˙2
` 1
fifl2 , (2.1)
em que Z „ Np0, 1q, α ą 0 e β ą 0.
A variável aleatória T em (2.1) possui uma distribuição BS, com parâmetro de
forma α e parâmetro de escala β. Usamos a notação T „ BSpα, βq, como em Birnbaum e
Saunders (1969b). O parâmetro β, corresponde à mediana da distribuição, uma vez que
FT pβq “ Φp0q “ 1{2, com FT denotando a fda da BS. Varias distribuições podem ser
obtidas a partir da BS.
• Quando o parâmetro α tende a zero, a distribuição BS tende a uma distribuição
normal;
• Seja T ˚ “ T {β, então T ˚ „ BSpα, 1q.
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Da relação em (2.1), podemos expressar Z em termos de T como
Z “ 1
α
˜d
T
β
´
c
β
T
¸
„ Np0, 1q.
Seja T „ BSpα, βq, então sua fdp é dada pela seguinte expressão
fT ptq “ φpatpα, βqqAtpα, βq
“ 1?
2pi
exp
ˆ
´ 12α2
„
t
β
` β
t
´ 2
˙
t´3{2pt` βq
2α
?
β
, t ą 0, (2.2)
em que α ą 0, β ą 0 e φp¨q é a função de densidade de probabilidade (fdp) da Np0, 1q.
Além disso
atpα, βq “ 1
α
˜c
t
β
´
c
β
t
¸
e Atpα, βq “ d
dt
atpα, βq “ t
´3{2pt` βq
2α
?
β
. (2.3)
Para T „ BSpα, βq, a função de distribuição acumulada (fda) de T pode ser
expressada como
FT ptq “ Φpatpα, βqq,
em que Φp¨q é a fdp da Np0, 1q. É possível provar a partir da fda de T que o percentil de
ordem p pode ser escrito da seguinte forma
tp “ β4
´
α zp `
b
α2 z2p ` 4
¯2
,
em que zp é o p-ésimo percentil da distribuição normal padrão. No seguinte teorema
apresentamos a media e variância para uma variável aleatória T . Pode ser consultada em
Saunders (1974).
Teorema 2.1.1. Seja T „ BSpα, βq. Então
i)
A media é: ErT s “ β
ˆ
1` α
2
2
˙
,
A variância é: V arrT s “ β2α2
ˆ
5
4α
2 ` 1
˙
;
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ii) Seja T „ BSpα, βq, então aT „ BSpα, aβq, para toda constante a positiva, é dizer,
a distribuição BS possui a propriedade de ser fechada sob transformações de escala;
iii) Seja T „ BSpα, βq, então T´1 „ BSpα, β´1q, é dizer, a distribuição BS possui a
propriedade de ser fechada sob reciprocidade, com as respetivas esperança e variância
ErT s “ β´1
ˆ
1` α
2
2
˙
e V arrT s “β´2α2
ˆ
5
4α
2 ` 1
˙
,
para mais detalhes pode-se consultar Saunders (1974).
Na Figura 10 apresentamos varias densidades da distribuição BS para diferentes
valores de α e para β “ 1, podemos observar que para valores de α grandes a distribuição
torna-se assimétrica e apresenta caudas mais pesadas.
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Figura 10 – fdp da distribuição BS com diferentes valores de α e β “ 1.
2.2 Distribuição Birnbaum-Saunders Normal Inversa Gaussiana: Caso
simétrico
Nesta parte vamos discutir a extensão da distribuição BS baseada na NIG
simétrica, ω “ 0. Para esta construção, vamos seguir a ideia Balakrishnan et al. (2009),
considere a variável aleatória T com a representação estocástica dada por
T “ β4
ˆ
α
?
UZ0 `
b
pα?UZ0q2 ` 4
˙2
, (2.4)
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em que Z0 „ Np0, 1q e U „ IGpδ, γq com Z0 e U independentes, em outras palavras,
Z “ ?UZ0, tem distribuição normal inversa gaussiana simétrica. Utilizando a função de
densidade de Z em (1.10) e (2.4), obtemos que a fdp de T é dada por
fT ptq “φNIGpatpα, βqqAtpα, βq (2.5)
“
ˆ
γδ
pi
˙
pδ2 ` a2t q´1{2K1pγ
a
δ2 ` a2t q exppδγqAtpα, βq; t ą 0
em que φNIGp¨q é a fdp de Z „ NIGSp0, 1; δ, γq, atpα, βq e Atpα, βq são como (2.3).
Esta nova distribuição é denotada como T „ BSIGpα, β; δ, γq. Esta distribuição
corresponde a um tipo de distribuição BS baseada na distribuição normal inversa gaussiana
simétrica (NIGSp0, 1; δ, γq).
2.2.0.1 Gráficos de densidade
Nas seguintes figuras apresentamos as densidades da distribuição BSIG para
diferentes valores dos parâmetros. Na Figura 11 apresentamos a densidade da distribuição
BSIG para diferentes valores de α com β, δ, γ iguais a 1. Podemos observar que quando α
aumenta a densidade vira mais assimétrica. Na Figura 12 apresentamos as densidades da
distribuição BSIG para diferentes valores de δ com α, β, γ iguais a 1, nela podemos ver
como quando o valor de δ a assimetria da distribuição também aumenta. Da Figura 12 é
também possível observar como segundo o valor de δ aumentar as caudas das distribuições
ficam mais pesadas. Na Figura 13 apresentamos as densidades da BSIG para diferentes
valores de γ com os demais parâmetros iguais a um, nela podemos ver para diferentes
valores de γ considerados tem caudas muito semelhantes.
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Figura 11 – fdp da distribuição BSIG para diferentes valores de α, com β, δ, γ fixos e
iguais.
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Figura 12 – fdp da distribuição BSIG para diferentes valores de δ, com α, β, γ fixos e iguais
a 1.
2.2.1 Propriedades da Distribuição BSIG.
A seguir apresentaremos algumas propriedades da distribuição BSIG as quais
herda da distribuição BS, a prova dos seguintes resultados podem ser consultadas em
Birnbaum e Saunders (1969b).
Teorema 2.2.1. Seja T „ BSIGpα, β; δ, γq. Então
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Figura 13 – fdp da distribuição BSIG para diferentes valores de γ e com α, β e δ fixos e
iguais a 1.
i) aT „ BSIGpα, aβ; δ, γq, com a ą 0;
ii) T´1 „ BSIGpα, β´1; δ, γq.
Os seguintes resultados fornecem distribuições condicionais que são utilizadas
na implementação do algoritmo EM.
Teorema 2.2.2. Seja T „ BSIGpα, β; δ, γq. Então a variável aleatória T, dado U “ u,
denotada por T |pU “ uq, segue a distribuição BS clássica com parâmetros ?uα e β,
denotada por
T |pU “ uq „ BSp?uα, βq.
Corolário 2.2.3. Seja T „ BSIGpα, β; δ, γq. Então
i) U |pT “ tq „ GIGp´1,
a
a2t ` δ2, γq;
ii) Os momentos da variável aleatória U r|pT “ tq são dados por
ErU r|T “ ts “ Kr´1pγ
a
a2t ` δ2q
K´1pγ
a
a2t ` δ2q
˜a
a2t ` δ2
γ
¸r
, r P R.
Em particular, para r “ ´1, temos
ErU´1|T “ ts “ K2pγ
a
a2t ` δ2q
K1pγ
a
a2t ` δ2q
γa
a2t ` δ2
, r P R.
Os seguintes resultados apresentam os momentos da distribuição BSIG.
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Teorema 2.2.4. Seja T „ BSIGpα, β; δ, γq, com representação estocástica dada em (2.4).
Então o k-ésimo momento de T é dado por
ErT ks “ βk
kÿ
j“0
ˆ
2k
2j
˙ kÿ
i“j
ˆ
k ´ j
i´ j
˙´α
2
¯2i
υiErZ2i0 s,
em que k “ 1, 2, ..., υi “ ErU is dado em (1.4).
Corolário 2.2.5. Seja T „ BSIGpα, β; δ, γq. Então a media, a variância, coeficiente de
variação, assimetria e curtose de T são dados respectivamente
ErT s “β2 p2` υ1α
2q,
V arrT s “β
2α2
4 p4υ1 ` p6υ2 ´ υ
2
1qα2q,
γrT s “αp4υ1 ` p6υ2 ´ υ
2
1qα2q1{2
2` υ1α2 ,
α3rT s “4αpp9υ2 ´ 3υ
2
1q ` 12p30υ3 ´ 9υ1υ2 ` υ31qα2q
p4υ1 ` p6υ2 ´ υ21qα2q3{2 ,
α4rT s “3r16υ3 ` p160υ3 ´ 48υ1υ2 ` 8υ
3
1qα2 ` p280υ4 ´ 80υ1υ3 ´ 80υ1υ3 ` 9υ21υ2 ´ υ41qα4s
p4υ1 ` p6υ2 ´ υ21qα2q2 .
em que, υ é definido no (1.4).
2.3 Distribuição Birnbaum-Saunders Normal Inversa Gaussiana: Caso
assimétrico
A distribuição BSIG é um tipo de distribuição BS baseada na distribuição
NIG. Esta distribuição tem sido usada na area de finanças, como pode-se pesquisar nos
trabalhos de Barndorff-Nielsen e Blaesild (1981), Barndorff-Nielsen (1997), Lillestol (2000),
Kalemanova, Schmid e Werner (2007), entre outros. Esta família de distribuições tem
a propriedade de fornecer um ajuste de dados com presença de caudas pesadas e de
assimetria. A distribuição NIG proposta por Barndorff-Nielsen (1997) é definida como
uma mistura media-variância.
Na Equação (2.1) foi apresentada uma representação estocástica para uma va-
riável aleatória T com distribuição BSpα, βq em base a uma variável aleatória Z „ Np0, 1q.
Nesta seção em lugar da distribuição normal padrão consideraremos Z „ NIGpµ, ω, δ, τq.
Relembrando que uma variável aleatória Z com distribuição NIG aceita a seguinte repre-
sentação estocástica
Z “ µ` ωU `?UZ0, (2.6)
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em que Z0 „ Np0, 1q, U uma variável aleatória positiva com distribuição IGpδ, γq e
Z independente de U . Desta forma uma extensão da distribuição BS considerando a
distribuição NIG pode ser obtida, em particular fixando µ “ 0 e substituindo (2.6) em
(2.1) vamos obter a seguinte representação estocástica de T
T “ β4
„
αpωU `?UZ0q `
b
α2pωU `?UZ0q2 ` 4
2
, (2.7)
A fdp de Z pode ser expressada como
φNIGpzq “
ˆ
τδ
pi
˙
pδ2 ` z2q1{2K1pτ
?
δ2 ` z2q exppδ?τ 2 ´ ω2 ` ωzq, z P R
em que τ “ aγ2 ` ω2 e Kλp¨q é a função Bessel de terceiro tipo modificada de ordem
λ. A variável aleatória T definida e (2.7) tem uma distribuição BSIG, denotada como
T „ BSIGpα, β;ω, δ, τq. Se ω “ 0 a distribuição se reduz à distribuição BS baseada na
distribuição NIG simétrica descrita anteriormente, é dizer,
T “ β4
„
αp?UZ0q `
b
α2p?UZ0q2 ` 4
2
,
neste caso é denotado como T „ BSIGSpα, β; δ, γq. Isto é, BSIGpα, β; 0, δ, τq
“ BSIGpα, β; δ, γq.
A presentação estocástica em (2.7) pode ser útil para simulação de dados e para
a implementação do algoritmo EM, que será utilizado para a obtenção das estimativas de
máxima verossimilhança dos parâmetros nos modelos BSIG.
Teorema 2.3.1. Seja T „ BSIGpα, β;ω, δ, τq. Então, a fdp de T é dada por
fT ptq “φNIGpatpα, βqqAtpα, βq
“
ˆ
τδ
pi
˙
pδ2 ` atpα, βq2q´1{2K1pτ
a
δ2 ` atpα, βq2 q (2.8)
exp
´
δ
?
τ 2 ´ ω2 ` ωatpα, βq
¯
Atpα, βq,
em que φNIGp¨q é a fdp da distribuição NIGpµ, ω, δ, τq, atpα, βq e Atpα, βq são definidas
na Equação (2.3).
Demonstração. Seguindo as ideias de Balakrishnan et al. (2009) e Vilca, Balakrishnan
e Zeller (2014) e a representação estocástica dada em (2.7), temos que a distribuição
de T , dado U “ u, é a distribuição birnbaum-saunders não-central (BSNC), denotada
T |pU “ uq „ BSNCpαu, β, ω?uq, com αu “ ?uα, e sua fdp é dada por
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fT |Upt|uq “ φpatpαu, β q ´ ω?u qAtpαu, βq.
Assim
fT ptq “
ż 8
0
fT pt|uqhUpuqdu
“
ż 8
0
φpatpαu, βq ´ ω?u qAtpαu, βqhUpuq du
“
ż 8
0
1?
u
φpatpαu, βq ´ ω?u qhUpuq duAtpα, βq
“φNIGpatpα, βqqAtpα, βq,
em que φNIGpatpα, βqq é a fdp da distribuição NIG avaliada em z “ atpα, βq.
2.3.0.1 Gráficos de densidade
Nas seguintes figuras apresentamos as densidades da BSIG para diferentes
valores dos parâmetros, α “ 0.25, 0.5, 1, 1.5; β “ 1; ω “ ´2, 0, 2, δ “ 1 e τ “ 5, a escolha
destes parâmetros foi feita em base a Ramos (2015). Nelas podemos observar o comporta-
mento desta distribuição, assim como o efeito do parâmetro ω na distribuição BSIG. Além
disso comparamos a densidade BSIG com a BS usual considerando diferentes valores para ω.
Na Figura 14 podemos observar que para valores de α “ 0.25 o comportamento
das densidades da BSIG é bastante semelhantes mostrando que ω tem pouco efeito sobre as
densidades neste caso. Para valores de α ą 0.25 vemos como ω tem um efeito na assimetria
da distribuição, uma vez que para ω ă 0 se observou uma assimetria maior do que ω “ 0,
por sua vez quando ω ą 0 observa-se uma assimetria proxima do 0. É interessante notar
também como o parâmetro ω afeta a curtose da densidade BSIG, uma vez que se ω ă 0 a
densidade BSIG parece ter uma maior curtose do que a BS usual, o contrario acontece
quando ω ą 0. Mostrando assim que a distribuição BSIG é mais flexível do que a BS usual
e ajusta melhor os dados próximos a 0.
2.3.1 Propriedades da Distribuição BSIG
Nesta seção vamos discutir algumas propriedades da distribuição BSIG. Como
foi discutido anteriormente a distribuição BSIG esta diretamente relacionada com a
distribuição NIG, vide a representação estocástica dada em (2.7). Esta relação é muito
importante para estabelecer propriedades da distribuição BSIG como será discutida no
seguinte teorema.
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Teorema 2.3.2. Seja T „ BSIGpα, β;ω, δ, τq. Então
i) aT „ BSIGpα, aβ;ω, δ, τq;
ii) T´1 „ BSIGpα, β´1;´ω, δ, τq;
iii) lim
τÑ0 fT ptq “ fcptq, em que fcptq denota a distribuição BS baseada na distribuição
cauchy, vide Ramos (2015);
iv) lim
τÑ8 fT ptq “ fBSptq, em que fBSptq denota a distribuição BS usual.
Demonstração. As Partes iq e iiq são herdadas da distribuição BS e obtidas da aplicação
do método de mudança de variável, Ramos (2015). As Partes iiiq e ivq se decorrem das
propriedades da densidade da NIG quando τ Ñ 0 e τ Ñ 8, respectivamente.
Observação 2.3.3. A Parte iq do teorema anterior diz que a distribuição BSIG pertence
à familia tipo escala, em quanto a Parte iiq do mesmo teorema, diz que o reciproco da
distribuição BSIG esta na mesma classe de distribuições.
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Figura 14 – fdp das distribuições BSpα, βq e BSIGpα, β;ω, δ, τq, para diferentes valores
de α.
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Teorema 2.3.4. Seja T „ BSIGpα, β;ω, δ, τq e denotemos por FT pt;α, β;ω, δ, τq sua fda.
Usaremos também ΦNIGp¨;ω, δ, τq para denotar a fda associada à NIG. Então
i) Ftpt;α, β;ω, δ, τq “ ΦNIGpatpα, βq;ω, δ, τq;
ii) Ftpt;α, β;´ω, δ, τq “ 1´ FW p1{t;ω, δ, τq, com W „ BSIGpα, 1{β;ω, δ, τq.
Demonstração. .
Parte i)
Ftpt;α, β;ω, δ, τq “
ż t
0
φNIGpatpα, βqq d
dx
axpα, βqdx
“
ż atpα,βq
´8
φNIGpxqdx
“ ΦNIGpatpα, βq;ω, δ, τq;
Parte ii) Seja T „ BSIGpα, β;´ω, δ, τq, e W “ 1{T „ BSIGpα, 1{β, ω, δ, τq,
Ftpt;α, β;´ω, δ, τq “P pT ď tq
“P p1{T ě 1{tq
“1´ P pW ă 1{tq
“1´ FW p1{t;ω, δ, τq.
Observação 2.3.5. Seguindo o Teorema 2.3.4, na Parte iq e as ideias de Chang e Tang
(1994) e Vilca e Leiva (2006), o p-ésimo percentil da distribuição, tp “ F´1T pp;α, β;ω, δ, τq
é dado por
tp “ β4
´
αzp `
b
α2z2p ` 4
¯2
,
em que zp é o p-ésimo percentil da distribuição NIG. Para ω “ 0, quando a
NIG é simétrica t0.5 “ β.
Teorema 2.3.6. Seja T „ BSIGpα, β;ω, δ, τq. Então
ErT ns “ βn
nÿ
k“0
ˆ
n
k
˙ kÿ
l“0
2k
ˆ
k
l
˙
E
»–ˆαZ
2
˙k`l˜ˆ
αZ
2
˙2
` 1
¸ k´l
2
fifl .
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Alguns casos especiais para esta distribuição são:
ErT s “β2
`
2` ErZ2sα2 ` αErZpα2Z2 ` 4q1{2s˘ ,
ErT 2s “β
2
2
`
2` 4α2ErZ2s ` α4ErZ4s ` 2αErZpα2Z2 ` 4q1{2s ` α3ErZ3pα2Z2 ` 4q1{2s˘ ,
ErT 3s “β
3
2
`
2` 9ErZ2sα2 ` 6ErZ4sα4 ` ErZ6sα6 ` 3αErZpα2Z2 ` 4q1{2s˘
` 4α3ErZ3pα2Z2 ` 4q1{2s ` α5ErZ5pα2Z2 ` 4q1{2s,
ErT 4s “β
4
2 p2` 16ErZ
2sα2 ` 20ErZ4sα4 ` 8ErZ6sα6 ` ErZ8sα8 ` 4αErZpα2Z2 ` 4q1{2s
` 10α3ErZ3pα2Z2 ` 4q1{2s ` 6α5ErZ5pα2Z2 ` 4q1{2s ` α7ErZ7pα2Z2 ` 4q1{2sq,
em que
ErZ2ks “
2kÿ
j“0
ˆ
2k
j
˙
ωjυk`0.5j ErZ2k´j0 s,
com υr “ K´1{2`rpδγq
K´1{2pδγq
ˆ
δ
γ
˙r
e ErZ2k´j0 s é p2k ´ jq-ésimo momento da distri-
buição normal padrão.
2.3.2 Distribuição de vida associada com o modelo BSIG
Nesta seção, estudaremos a taxa de falha da distribuição BSIG e algumas de
suas propriedades, seguindo as ideias de Vilca e Leiva (2006). Além disso, estudaremos as
distribuições do máximo, mínimo e confiabilidade da força de estresse quando as variáveis
aleatórias são independentes e identicamente distribuídas de uma distribuição BSIG.
Teorema 2.3.7. Seja T „ BSIGpα, β;ω, δ, τq e FT sua fda. Então, a confiabilidade e a
função de risco de T são respectivamente
A confiabilidade de T é: RT pt;ω, δ, τq “ 1´ ΦNIGpatpα, βq;ω, δ, τq;
A função de rico de T é: hT pt;α, βq “ φNIGpatpα, βqq1´ ΦNIGpatpα, βq;ω, δ, τqAtpα, βq.
Demonstração. Usando as definições de confiabilidade e função de risco, veja-se Meeker
e Escobar (2014), RT pt;ω, δ, τq “ 1 ´ FT pt;ω, δ, τq e hT pt;ω, δ, τq “ fT ptq{RT pt;ω, δ, τq,
respectivamente, podem-se obter os resultados acima mencionados.
Teorema 2.3.8. Sejam T1 e T2 duas variáveis aleatórias independentes e identicamente
distribuídas de T „ BSIGpα, β;ω, δ, τq, e sejam W1 “ mintT1, T2u, W2 “ maxtT1, T2u e
R “ P pT1 ă T2q. Então
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i) As fdps de W1 e W2, são respectivamente
fW1 “ 2φNIGpat;ω, δ, τqAtpα, βqΦNIGp´at;´ω, δ, τq
e
fW1 “ 2φNIGpat;ω, δ, τqAtpα, βqΦNIGpat;ω, δ, τq;
ii) R “ 12 .
Demonstração. i) Para obter a fdp de W1, temos que
FW1ptq “ P pW1 ď tq “1´ P pW1 ą tq
“1´ P pT1 ą t, T2 ą tq
“1´ p1´ FT ptqq2.
Então, derivando a expressão acima,
fW1ptq “2p1´ FT ptqq fT ptq
“2p1´ ΦNIGpat;ω, δ, τqqφNIGpat;ω, δ, τqAtpα, βq.
Como ΦNIGp´z;´ω, δ, τq “ 1´ ΦNIGpz;ω, δ, τq, z P R, então podemos escrever
1´ ΦNIGpat;ω, δ, τq “ ΦNIGp´at;´ω, δ, τq. Portanto
fW1ptq “ ΦNIGp´at;´ω, δ, τqφNIGpat;ω, δ, τqAtpα, βq.
Analogamente, para W2, temos que
FW2ptq “ P pW2 ď tq “P pT1 ď t, T2 ď tq
“FT ptq2.
Então, derivando a expressão acima, segue que
fT ptq “2FT ptq fT ptq
“ΦNIGpat;ω, δ, τqφNIGpat;ω, δ, τqAtpα, βq.
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ii)
R “
ż 8
0
ż 8
t1
fT1pt1qfT2pt2qdt2dt1
“
ż 8
0
fT1r1´ FT2pt1qsdt1
“1´
ż 8
0
fT pt1qFT ptqdt
“1´
ż 8
0
φNIGpat;ω, δ, τqΦNIGpat;ω, δ, τqAtpα, βqdt
“12 .
O seguinte resultado serão úteis para a implementação do algoritmo de estima-
ção EM.
Teorema 2.3.9. Seja T „ BSIGpα, β;ω, δ, τq. Então
i) U |pT “ tq „ GIGp´1,
a
a2t ` δ2, τq;
ii) O momento de ordem r de U |pT “ tq é dado por
ErU r|T “ ts “ Kr´1pτ
a
a2t ` δ2 q
K´1pτ
a
a2t ` δ2 q
˜a
a2t ` δ2
τ
¸r
, r P R. (2.9)
Para o caso especial r “ ´1 e r “ 1, temos
ErU´1|T “ ts “ K2pτ
a
a2t ` δ2q
K1pτ
a
a2t ` δ2q
τa
a2t ` δ2
e
ErU |T “ ts “ K0pτ
a
a2t ` δ2 q
K1pτ
a
a2t ` δ2 q
a
a2t ` δ2
τ
,
Demonstração. Ambos resultados são obtidos usando propriedades da distribuição IG.
Primeiramente, a função de densidade condicional de U , dado T “ t, é dada por
hU |T pu|tq “φpatp
?
uα, βqqAtp?uα, βqhUpuq
φNIGpatpα, βqqAtpα, βq
“φp
1?
u
atpα, βqqhUpuq?
uφNIGpatpα, βqq
“
˜
τa
a2t ` δ2
¸´1
u´2
2K´1pτ
a
a2t ` δ2 q
exp
"
´12
ˆ
a2t ` δ2
u
` τ 2u
˙*
.
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Assim, U |T “ t „ GIGp´1,
a
a2t ` δ2, τq. Além disso, do resultado em (2.9),
temos para r “ ´1 e r “ 1 os valores esperados condicionais.
2.4 Algoritmo EM
O algoritmo EM é uma ferramenta muito importante para a estimação de
máxima verossimilhança, quando temos dados não observados, ou quando variáveis laten-
tes estão presentes durante a modelagem. O algoritmo EM permite uma determinação
computacional eficiente das estimativas de máxima verossimilhança quando são necessários
procedimentos iterativos.
Seja t “ pt1, ..., tnqJ dados observados e seja u “ pu1, ..., unqJ dados não
observados, sendo assim os dados completos definidos como tc “ ptJ,uJqJ, os quais
correspondem aos dados originais de t e os dados não observados u.
A seguir detalharemos a implementação das estimativas de máxima verossimi-
lhança dos parâmetros da distribuição BSIG para o caso simétrico e assimétrico usando o
algoritmo EM.
O critério de convergência utilizado para o algoritmo EM em todos os caso será
quando
ˇˇˇˇ
ˇˇ`
´
θpk`1q
¯
`
´
θpkq
¯ ´ 1
ˇˇˇˇ
ˇˇ ă 10´6.
2.4.1 Caso simétrico
Seja T1, ..., Tn uma amostra aleatória de tamanho n de T „ BSIGpα, β; δ, γq,
onde o vetor de parâmetros é θ “ pα, βqJ e ν “ pδ, γqJ, seja `c “ pθ, ν | tcq a função de
verossimilhança dos dados completos e Qpθ, ν | pθ, pνq “ Er`cpθ, ν| tcq | t, pθ, pνs seu valor
esperado condicionado nos dados observados.
Cada iteração do algoritmo EM envolve duas etapas, as quais são: a etapa de expectativa
ou Etapa E e a etapa de maximização ou Etapa M. Que serão definidas por:
Etapa E: Calcule Q
´
θ, ν| pθprq, pνr¯, para r “ 1, ..., n;
Etapa M: Encontre pθpr`1q e pνpr`1q, tal que
Q
´
θpr`1q,νpr`1q | pθprq, pνprq¯ “ max
θ,νPΘQ
´
θ, ν| pθprq, pνprq¯ ,
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para r “ 1, ..., n.
Usando o Teorema 2.2.2, a configuração de acima pode ser escrita como
Ti|pUi “ uiq ind„ BSp?uiα, βq,
Ui
ind„ IGpδ, γq, i “ 1, ..., n.
Assim, a função de log-verossimilhança completa associada com tc “ ptJ,uJqJ
é dada por
`cpθ,ν|tcq “ log
˜
nź
i“1
fT,Upti, uiq
¸
“ log
˜
nź
i“1
fT |Upti, uiqhUpuiq
¸
(2.10)
“ log
˜
nź
i“1
patipαui , βqqAtipαui , βq
¸
` log
˜
nź
i“1
hUpuiq
¸
“`1pθ|tcq ` `2pν|tcq,
em que αui “
?
ui α, e
`1pθ|tcq “c1 ´ 12
nÿ
i“1
a2tipα, βq
ui
`
nÿ
i“1
logpAtipα, βqq,
`2pν|tcq “c2 ` n logpδq ` n δ γ ´ 12
nÿ
i“1
ˆ
δ2
ui
` γ2 ui
˙
,
com c1 e c2 constantes que não dependem dos parâmetros.
Assumindo que
pui “ ErUi|ti,θ “ pθ, ν “ pνs e pvi “ ErU´1i |ti,θ “ pθ, ν “ pνs. (2.11)
para i “ 1, ..., n, assim a esperança condicional da função de log-verossimilhança completa
tem a seguinte forma
Qpθ, ν | pθ, pνq “ Q1pθ | pθ, pνq ` Q2pν | pθ, pνq, (2.12)
em que
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Q1pθ | pθ, pνq “ c1 ´ 12 nÿ
i“1
a2tipα, βqpvi ` nÿ
i“1
logpAtipα, βqq,
Q2pν | pθ pνq “ c2 ` n logpδq ` n δ γ ´ 12 nÿ
i“1
`
δ2 pvi ` γ2 pui˘ ,
Derivando Qpθ, ν | pθ, pνq em (2.12) com respeito aos parâmetros, α, β, δ e γ,
temos que
Qpθ,ν|pθ, pνq
Bα “
BQ1pθ|pθ, pνq
Bα “
nÿ
i“1
ˆ
´ pvi
α3
a2tip1, βq ´
1
α
˙
“ 0,
Qpθ,ν|pθ, pνq
Bβ “
BQ1pθ|pθ, pνq
Bβ “
nÿ
i“1
ˆ
´pvi2 BB β a2tipα, βq ` 1Atipα, βq BB βAtipα, βq
˙
“ 0,
(2.13)
Qpθ,ν|pθ, pνq
Bδ “
BQ1pν|pθ, pνq
Bδ “
nÿ
i“1
ˆ
1
δ
` γ ´ δ pvi˙ “ 0,
Qpθ,ν|pθ, pνq
Bγ “
BQ1pν|pθ, pνq
Bγ “
nÿ
i“1
pδ ´ γ puiq “ 0.
Em seguida, temos a implementação do algoritmo EM para as estimativas de
máxima verossimilhança dos parâmetros da distribuição BSIG para o caso simétrico, como
se segue:
Etapa E: Dado θ “ pθ, calcule pui e pvi para i “ 1, ..., n usando as equações (2.11);
Etapa M: Passo 1. Fixe pβprq e atualize pαpr`1q, pδpr`1q e pγpr`1q, o que conduz
às seguintes expressões
xα2pr`1q “ 1
n
nÿ
i“1
´
atip1, βprqq pvprqi ¯ ,
pδpr`1q “n1{2 « nÿ
i“1
ˆpvprqi ´ 1u¯
˙ff´1{2
, (2.14)
pγpr`1q “δprq
u¯
,
com, u¯ “
nÿ
i“1
puprqi {n.
Etapa M: Passo 2. Fixe pαpr`1q, pδpr`1q e pγpr`1q e atualize pβprq usando,
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pβpr`1q “ arg max
β
Qppαpr`1q, β, pδpr`1q, pγpr`1q|pθprq, pνprqq.
Este procedimento é iterativo até convergência ser atingida.
2.4.2 Caso assimétrico
Sejam T1, ..., Tn uma amostra aleatória de tamanho n de T „ BSIGpα, β;ω, δ, τq
com
τ “ aγ2 ` ω2. A função de log-verossimilhança dos dados completos e seu valor es-
perado condicionado nos dados observados, são respectivamente dados por `cpθ,ν|tcq e
Qpθ,ν|θˆ, νˆq “ Er`cpθ,ν|tcq|t, θˆ, νˆs, com θ “ pα, β, ωqJ e ν “ pδ, γqJ. Igual ao algoritmo
EM para a distribuição BSIG, caso simétrico, o algoritmo EM envolve duas etapas; a
Etapa E e a Etapa M.
Usando o Teorema 2.3.9, o modelo BSIG pode ser escrita na forma hierárquica
como
Ti|pUi “ uiq „BSNCp?uiα, β, ω?uiq,
Ui „IGpδ, γq, i “ 1, ..., n.
A função de log-verossimilhança dos dados completos e seu valor condicionado
nos dados observados, são `c “ pθ,ν|tcq e Qpθ,ν|θˆ, νˆq “ Er`cpθ,ν|tcq|t, pθ, pνs, respectiva-
mente
`cpθ,ν|tcq “ log
˜
nź
i“1
fT,Upti, uiq
¸
“ log
˜
nź
i“1
fT |Upti, uiqhUpuiq
¸
(2.15)
“ log
˜
nź
i“1
patipαui , βq ´ ω
?
uiqAtipαui , βq
¸
` log
˜
nź
i“1
hUpuiq
¸
“`1pθ|tcq ` `2pν|tcq,
em que αui “
?
uiα e
`1pθ|tcq “c1 ´ 12
nÿ
i“1
ˆ
a2tipα, βq
ui
´ 2ωatipα, βq ` ω2ui
˙
´ n log
´
α
a
β
¯
`
nÿ
i“1
log pti ` βq ,
`2pν|tcq “c2 ` n logpδq ` nδγ ´ 12
nÿ
i“1
ˆ
δ2
ui
` γ2ui
˙
,
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com c1 e c2 constantes que não dependem de θ e ν, respectivamente.
Assumindo que
pui “ ErUi|ti,θ “ pθ,ν “ pνs e pvi “ ErU´1i |ti,θ “ pθ,ν “ pνs. (2.16)
Segue que a esperança condicional da função de log-verossimilhança completa,
tem a forma
Qpθ,ν|pθ, pνq “ Q1pθ|pθ, pνq `Q2pν|pθ, pνq, (2.17)
em que
Q1pθ|pθ, pνq “c1 ´ n logpαq ´ n2 logpβq ` nÿ
i“1
logpti ` βq
´ 12
nÿ
i“1
`pvia2tipα, βq ´ 2ωatipα, βq ` ω2pui˘ ,
Q2pν|pθ, pνq “c2 ` n logpδq ` nδγ ´ 12 nÿ
i“1
`pviδ2 ` γ2pui˘ .
Derivando Qpθ,ν|pθ, pνq com respeito aos parâmetros α, β, ω, δ e γ, temos as
seguintes equações
BQpθ,ν|pθ, pνq
Bω “
BQ1pθ|pθ, pνq
Bω “
nÿ
i“1
ˆ
atipα, βq ´ ωpui˙ “ 0,
Qpθ,ν|pθ, pνq
Bα “
BQ1pθ|pθ, pνq
Bα “
nÿ
i“1
ˆ
a2tip1, βqpvi
α3
´ atip1, βqω
α2
´ 1
α
˙
“ 0,
Qpθ,ν|pθ, pνq
Bβ “
BQ1pθ|pθ, pνq
Bβ “
nÿ
i“1
ˆ
ω
Batipα, βq
Bβ ´ pviatipα, βqBatipα, βqBβ ´ 12β ` 1ti ` β
˙
“ 0,
Qpθ,ν|pθ, pνq
Bγ “
BQ2pν|pθ, pνq
Bγ “
nÿ
i“1
ˆ
δ ´ γpui˙ “ 0,
Qpθ,ν|pθ, pνq
Bδ “
BQ2pν|pθ, pνq
Bδ “
nÿ
i“1
ˆ
1
δ
` γ ´ δpvi˙ “ 0.
As equações acima, serão uteis para ajudar a especificar e descrever o algoritmo
EM para obter as estimativas de máxima verosimilhança dos parâmetros da distribuição
BSIG para o caso assimétrico, como segue:
Etapa E: Dado θ “ pθprq e ν “ pνprq, calcule puprqi e pvprqi , para i “ 1, ..., n, usando
as equações (2.16);
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Etapa M: Passo 1. Fixe pβprq e atualize pαprq, pωprq, pδprq e pγprq, como segue
xα2pr`1q “ 1
n
˜
nÿ
i“1
pa2tip1, pβprqqpvprqi q ´ rřni“1 atip1, pβprqqs2řn
i“1 puprqi
¸
,
pωpr`1q “řni“1 atippαprq, pβprqqřn
i“1 puprqi ,
pδ2pr`1q “n « nÿ
i“1
ˆpvprqi ´ 1u¯
˙ff´1
, (2.18)
pγpr`1q “pδprq
u¯
,
com u¯ “
nÿ
i“1
puprqi {n.
Etapa M: Passo 2. Fixe pαpr`1q, pωpr`1q, pδpr`1q e pγpr`1q e atualize pβprq usando
pβpr`1q “ arg max
β
Qppαpr`1q, β, pωpr`1q, pδpr`1q, pγpr`1q|pθprq, pνprqq.
Analogamente ao algoritmo EM para o caso simétrico, este processo é iterativo
até convergência.
2.4.3 Caso U „ IGpη, ηq
Sejam T1, ..., Tn uma amostra aleatória de tamanho n de T „ BSIGpα, β;ω, η, ηq.
A função de log-verossimilhança dos dados completos e seu valor esperado condicio-
nado nos dados observados, são respectivamente dados por `cpθ, η|tcq e Qpθ, η|θˆ, ηˆq “
Er`cpθ, η|tcq|t, θˆ, ηˆs, com θ “ pα, β, ωqJ. Igual que os casos anteriores do algoritmo, ele
involve dois etapas; a Etapa E e a Etapa M.
Usando o Teorema 2.3.9, o modelo BSIG com U „ IGpη, ηq pode ser escrita
na forma hierárquica como
Ti|pUi “ uiq „BSNCp?uiα, β, ω?uiq,
Ui „IGpη, ηq, i “ 1, ..., n.
A função de log-verossimilhança dos dados completos e seu valor condicionado
nos dados observados, são `c “ pθ, η|tcq e Qpθ, η|θˆ, ηˆq “ Er`cpθ, η|tcq|t, pθ, pηs, respectiva-
mente, em que
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`cpθ, η|tcq “ log
˜
nź
i“1
fT,Upti, uiq
¸
“ log
˜
nź
i“1
fT |Upti, uiqhUpuiq
¸
(2.19)
“ log
˜
nź
i“1
patipαui , βq ´ ω
?
uiqAtipαui , βq
¸
` log
˜
nź
i“1
hUpuiq
¸
“`1pθ|tcq ` `2pη|tcq,
em que αui “
?
uiα e
`1pθ|tcq “c1 ´ 12
nÿ
i“1
ˆ
a2tipα, βq
ui
´ 2ωatipα, βq ` ω2ui
˙
´ n log
´
α
a
β
¯
`
nÿ
i“1
log pti ` βq ,
`2pη|tcq “c2 ` n logpηq ` nη2 ´ η
2
2
nÿ
i“1
ˆ
1
ui
` ui
˙
,
com c1 e c2 constantes que não dependem de θ e ν, respectivamente.
Assumindo que
pui “ ErUi|ti,θ “ pθ, η “ pηs e pvi “ ErU´1i |ti,θ “ pθ, η “ pηs. (2.20)
Segue que a esperança condicional da função de log-verossimilhança completa,
tem a forma
Qpθ, η|pθ, pηq “ Q1pθ|pθ, pηq `Q2pη|pθ, pηq, (2.21)
em que
Q1pθ|pθ, pηq “c1 ´ n logpαq ´ n2 logpβq ` nÿ
i“1
logpti ` βq
´ 12
nÿ
i“1
`pvia2tipα, βq ´ 2ωatipα, βq ` ω2pui˘ ,
Q2pη|pθ, pηq “c2 ` n logpηq ` nη2 ´ η22 nÿ
i“1
ppvi ` puiq .
Derivando Qpθ, η|pθ, pηq (2.21) com respeito aos parâmetros α, β, ω e η, temos
que
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BQpθ, η|pθ, pηq
Bω “
BQ1pθ|pθ, pηq
Bω “
nÿ
i“1
ˆ
atipα, βq ´ ωpui˙ “ 0,
Qpθ, η|pθ, pηq
Bα “
BQ1pθ|pθ, pηq
Bα “
nÿ
i“1
ˆ
a2tip1, βqpvi
α3
´ atip1, βqω
α2
´ 1
α
˙
“ 0,
Qpθ, η|pθ, pηq
Bβ “
BQ1pθ|pθ, pηq
Bβ “
nÿ
i“1
ˆ
ω
Batipα, βq
Bβ ´ pviatipα, βqBatipα, βqBβ ´ 12β ` 1ti ` β
˙
“ 0,
Qpθ, η|pθ, pηq
Bη “
BQ2pν|pθ, pηq
Bη “
nÿ
i“1
ˆ
1
η
` 2 η ´ η ppvi ` puiq˙ “ 0,
Assim, em seguida, temos o algoritmo EM para a estimativa de máxima veros-
similhança dos parâmetros da distribuição BSIG para o caso em que a distribuição inversa
gaussiana é defina da forma IG „ pη, ηq, como segue:
Etapa E: Dado θ “ pθprq e η “ pηprq, calcule puprqi e pvprqi , para i “ 1, ..., n, usando
as equações (2.20);
Etapa M: Passo 1. Fixe pβprq e atualize pαprq, pωprq e pηprq, como segue
xα2pr`1q “ 1
n
˜
nÿ
i“1
pa2tip1, pβprqqpvprqi q ´ rřni“1 atip1, pβprqqs2řn
i“1 puprqi
¸
,
pωpr`1q “řni“1 atippαprq, pβprqqřn
i“1 puprqi ,
pη2pr`1q “n « nÿ
i“1
´pvprqi ` puprqi ¯´ 2n
ff´1
. (2.22)
Etapa M: Passo 2. Fixe pαpr`1q, pωpr`1q e pηpr`1q e atualize pβprq usando
pβpr`1q “ arg max
β
Qppαpr`1q, β, pωpr`1q, pηpr`1q | pθprq, pηprqq.
Igual que o algoritmo EM para os casos anteriores, este processo é iterativo até
convergência.
2.4.4 Caso U „ IGpη, η2q
Sejam T1, ..., Tn uma amostra aleatória de tamanho n de T „ BSIGpα, β;ω, η, η2q.
A função de log-verossimilhança dos dados completos e seu valor esperado condicio-
nado nos dados observados, são respectivamente dadas por `cpθ, η|tcq e Qpθ, η|θˆ, ηˆq “
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Er`cpθ, η|tcq|t, θˆ, ηˆs, com θ “ pα, β, ωqJ. Igual que os casos anteriores do algoritmo, ele
involve dois etapas; a Etapa E e a Etapa M.
Usando o Teorema 2.3.9, o modelo BSIG com U „ IGpη, η2q pode ser escrita
na forma hierárquica como
Ti|pUi “ uiq „BSNCp?uiα, β, ω?uiq,
Ui „IGpη, η2q, i “ 1, ..., n.
A função de log-verossimilhança dos dados completos e seu valor condicionado
nos dados observados, são `c “ pθ, η|tcq e Qpθ, η|θˆ, ηˆq “ Er`cpθ, η|tcq|t, pθ, pηs, respectiva-
mente, em que
`cpθ, η|tcq “ log
˜
nź
i“1
fT,Upti, uiq
¸
“ log
˜
nź
i“1
fT |Upti, uiqhUpuiq
¸
(2.23)
“ log
˜
nź
i“1
patipαui , βq ´ ω
?
uiqAtipαui , βq
¸
` log
˜
nź
i“1
hUpuiq
¸
“`1pθ|tcq ` `2pη|tcq,
em que αui “
?
uiα e
`1pθ|tcq “c1 ´ 12
nÿ
i“1
ˆ
a2tipα, βq
ui
´ 2ωatipα, βq ` ω2ui
˙
´ n log
´
α
a
β
¯
`
nÿ
i“1
log pti ` βq ,
`2pη|tcq “c2 ` n logpηq ` nη3 ´ 12
nÿ
i“1
ˆ
η2
ui
` η4 ui
˙
,
com c1 e c2 constantes que não dependem de θ e ν, respectivamente.
Assumindo que
pui “ ErUi|ti,θ “ pθ, η “ pηs, e pvi “ ErU´1i |ti,θ “ pθ, η “ pηs. (2.24)
Segue que a esperança condicional da função de log-verossimilhança completa,
tem a forma
Qpθ, η|pθ, pηq “ Q1pθ|pθ, pηq `Q2pη|pθ, pηq, (2.25)
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em que
Q1pθ|pθ, pηq “c1 ´ n logpαq ´ n2 logpβq ` nÿ
i“1
logpti ` βq
´ 12
nÿ
i“1
`pvia2tipα, βq ´ 2ωatipα, βq ` ω2pui˘ ,
Q2pη|pθ, pηq “c2 ` n logpηq ` nη3 ´ 12 nÿ
i“1
`
η2 pvi ` η4 pui˘ .
Derivando Qpθ, η|pθ, pηq (2.25) com respeito aos parâmetros α, β, ω e η, temos
que
BQpθ, η|pθ, pηq
Bω “
BQ1pθ|pθ, pηq
Bω “
nÿ
i“1
ˆ
atipα, βq ´ ωpui˙ “ 0,
Qpθ, η|pθ, pηq
Bα “
BQ1pθ|pθ, pηq
Bα “
nÿ
i“1
ˆ
a2tip1, βqpvi
α3
´ atip1, βqω
α2
´ 1
α
˙
“ 0,
Qpθ, η|pθ, pηq
Bβ “
BQ1pθ|pθ, pηq
Bβ “
nÿ
i“1
ˆ
ω
Batipα, βq
Bβ ´ pviatipα, βqBatipα, βqBβ ´ 12β ` 1ti ` β
˙
“ 0,
Qpθ, η|pθ, pηq
Bη “
BQ2pη|pθ, pηq
Bη “
nÿ
i“1
ˆ
1
η
` 3 η2 ´ η pvi ` 2 η3 pui˙ “ 0,
As equações acima, serão uteis para ajudar a especificar e descrever o algoritmo
EM para obter as estimativas de máxima verossimilhança dos parâmetros da distribuição
BSIG para o caso em que a distribuição gaussiana inversa é defina da forma IG „ pη, ηq,
como segue:
Etapa E: Dado θ “ pθprq e η “ pηprq, calcule puprqi e pvprqi , para i “ 1, ..., n, usando
as equações (2.24);
Etapa M: Passo 1. Fixe pβprq e atualize pαprq, pωprq e pηprq, como segue
xα2pr`1q “ 1
n
˜
nÿ
i“1
pa2tip1, pβprqqpvprqi q ´ rřni“1 atip1, pβprqqs2řn
i“1 puprqi
¸
,
pωpr`1q “řni“1 atippαprq, pβprqqřn
i“1 puprqi , (2.26)
1´ pη2pr`1q v¯prqi ` 3 pη3pr`1q ´ 2 pη4pr`1q u¯prqi “ 0.
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com u¯prqi “
nÿ
i“1
puprqi {n e v¯prqi “ nÿ
i“1
pvprqi {n.
Etapa M: Passo 2. Fixe pαpr`1q, pωpr`1q e pηpr`1q e atualize pβprq usando
pβpr`1q “ arg max
β
Qppαpr`1q, β, pωpr`1q, pηpr`1q | pθprq, pηprqq.
Igual que o algoritmo EM para os casos anteriores, este processo é iterativo até
convergência.
2.4.5 Valores iniciais
A seguir vamos discutir ao respeito dos valores iniciais que serão considerado
na implementação do algoritmo EM descrito anteriormente.
Seja T1, ...Tn amostra aleatória de T „ BSIGpα, β, ω; δ, τq, com ω “ 0. Então,
vamos considerar os estimadores de momentos para α e β que são úteis para obter os
valores iniciais no algoritmo EM. Os estimadores são obtidos seguindo a ideia de Ng,
Kundu e Balakrishnan (2003) e são dados por
pα0 “ ˜ 2
υ1
«ˆ
S
R
˙1{2
´ 1
ff¸1{2
, pβ0 “ pSRq1{2, (2.27)
em que, S “ 1
n
nÿ
i“1
Ti, R “ p 1
n
nÿ
i“1
T´1i q´1 e υ1 “ EpZ2q “ δγ , com Z „ NIGSp0, 1; δ, γq.
Estes estimadores de α, β são os estimadores de momentos da BS baseada na
distribuição NIG simétrica. Para o caso do BSIGpα, β, ω, δ, τq, ω ‰ 0, para os valores
iniciais para α e β, podem ser usados os estimadores de máxima verossimilhança de α e
β, sob o modelo BS usual ou as estimativas em (2.27). Tendo as estimativas de α0 “ pα e
β0 “ pβ considere as variáveis aleatórias aT pα, βq “ Z „ NIGp0, ω, δ, τq, para i “ 1, ..., n.
Para os casos da BSIG com U „ IGpη, ηq e BSIG com U „ IGpη, η2q foram considerados
os valores iniciais de ω e η usando
pω0, η0q “ arg max `pα0, β0, ω, ηq,
em que `p¨q é a função de log verossimilhança genuína.
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2.5 Matriz de Informação Observada
2.5.1 Caso Simétrico
Seja T1, ..., Tn uma amostra aleatória de tamanho n da distribuição
T „ BSIGpα, β; δ, γq, com fdp dada por
fT ptiq “
ˆ
γ δ
pi
˙
pδ2 ` a2tiq´1{2K1pγ
b
δ2 ` a2tiq exppδ γqAti ,
em que ati “ atipα, βq e Ati “ Atipα, βq são descritas em (2.3).
Escrevendo a fT ptiq como
fT ptiq “ γ
2 δ
pi
1
Λi
K1pΛiq exppδ γqAti , (2.28)
em que Λi “ γ
b
δ2 ` a2ti .
Então, a função de log-verossimilhança pode ser escrita como, `pθq “
nÿ
i“1
`ipθq,
em que
`ipθq “ c ` logpγ2 δq ´ logpΛiq ` logpK1pΛiqq ` δ γ ` logpAtiq, (2.29)
com c é uma constante que não depende dos parâmetros e θ “ pα, β, δ, γqJ. Assim, as
derivadas de `pθq (2.29), são B `pθqB η “
nÿ
i“1
B `ipθq
B η , η “ α, β, δ, γ, em que
B `ipθq
B η “´
1
Λi
BΛi
B η `
K 11pΛiq
K1pΛiq
BΛi
B η `
1
Ati
BAti
B η ,
B `ipθq
B ψ “bψ ´
1
Λi
BΛi
B ψ `
K 11pΛiq
K1pΛiq
BΛi
B ψ ,
com η “ α, β, e ψ “ δ, γ, em que
bψ “
$’&’%
1
δ
` γ, se ψ “ δ,
2
γ
` δ, se ψ “ γ.
Das derivadas anteriores pode-se calcular as segundas derivadas como segue
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B2 `pθq
B η B ψ “
nÿ
i“1
B2 `ipθq
B η B ψ , η, ψ “ α, β δ, γ
com
B2 `ipθq
B η B ψ “
1
pΛiq2
BΛi
B η
BΛi
B ψ ´
1
Λi
B2Λi
B η B ψ ´
ˆ
K 11pΛiq
K1pΛiq
˙2 BΛi
B η
BΛi
B ψ `
K21 pΛiq
K1pΛiq
BΛi
B η
BΛi
B ψ
` K
1
1pΛiq
K1pΛiq
B2Λi
B η B ψ ´
1
A2ti
BAti
B η
BAti
B ψ `
1
Ati
B2Ati
B η B ψ, η, ψ “ α, β.
B2 `ipθq
B η B ψ “
1
pΛiq2
BΛi
B η
BΛi
B ψ ´
1
Λi
B2Λi
B η B ψ ´
ˆ
K 11pΛiq
K1pΛiq
˙2 BΛi
B η
BΛi
B ψ `
K21 pΛiq
K1pΛiq
BΛi
B η
BΛi
B ψ
`K
1
1pΛiq
K1pΛiq
B2Λi
B η B ψ,
com, η “ α, β e ψ “ δ, γ.
B2 `ipθq
B η B ψ “bη ψ `
1
pΛiq2
BΛi
B η
BΛi
B ψ ´
1
Λi
B2Λi
B η B ψ ´
ˆ
K 11pΛiq
K1pΛiq
˙2 BΛi
B η
BΛi
B ψ `
K21 pΛiq
K1pΛiq
BΛi
B η
BΛi
B ψ
`K
1
1pΛiq
K1pΛiq
B2Λi
B η B ψ,
com η, ψ “ δ, γ e
bη ψ “
$’’’’&’’’’%
´ 1
δ2
, se η “ ψ “ δ,
1, se η “ δ, ψ “ γ,
´ 2
γ2
, se η “ ψ “ γ.
pode-se encontrar as derivadas de ati , Ati , K1pΛiq, e demais no Anexo 1.
2.5.2 Caso Assimétrico
Seja T1, ..., Tn uma variável aleatória de tamanho n da distribuição
T „ BSIGpα, β;ω, δ, τq, em que τ “aγ2 ` ω2, com fdp dada por
fT ptiq “
ˆ
τδ
pi
˙
pδ2 ` a2tiq´1{2K1pτ
b
δ2 ` a2tiq exppδ
?
τ 2 ´ ω2 ` ωatiqAti ,
Capítulo 2. A Distribuição Birnbaum Saunders baseada na Distribuição Inversa Gaussiana 70
em que ati “ atipα, βq e Ati “ Atipα, βq são descritas em (2.3).
Escrevendo a fT ptiq como
fT ptiq “ τ
2δ
pi
1
∆1i
K1p∆1iq expp∆2iqAti , (2.30)
com ∆1i “ τ
b
δ2 ` a2ti e ∆2i “ δ
?
τ 2 ´ ω2 ` ωati .
Assim, a função de log-verossimilhança pode ser escrita como `pθq “
nÿ
i“1
`ipθq,
em que
`ipθq “ c ` logpτ 2δq ´ logp∆1iq ` logpK1p∆1iqq ` ∆2i ` logpAtiq, (2.31)
com, c é uma constante que não depende dos parâmetros e θ “ pα, β, ω, δ, γqJ. Assim, as
derivadas de `pθq (2.31) com respeito a α, β, ω, δ, γ são
B `pθq
B η “
nÿ
i“1
B `ipθq
B η , η “ α, β, ω, δ, γ,
com,
B`ipθq
B η “ ´
1
∆1i
B∆1i
Bη `
K 11p∆1iq
K1p∆1iq
B∆1i
Bη `
B∆2i
Bη `
1
Ati
BAti
Bη , η “ α, β,
B`ipθq
B ψ “ bψ ´
1
∆1i
B∆1i
B ψ `
K 11p∆1iq
K1p∆1iq
B∆1i
B ψ `
B∆2i
B ψ , ψ “ ω, δ, γ,
e
bψ “
$’’’’&’’’’%
2ω
γ2 ` ω2 , se ψ “ ω,
1
δ
, se ψ “ δ,
2 γ
γ2 ` ω2 , se ψ “ γ.
Das derivadas anteriores pode-se calcular as segundas derivadas como segue
B2 `pθq
B η B ψ “
nÿ
i“1
B2 `pθq
B η B ψ , η, ψ “ α, β, ω, δ, γ,
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em que
B2`ipθq
B η B ψ “
1
p∆1iq2
B∆1i
B η
B∆1i
B ψ ´
1
∆1i
B2∆1i
B η B ψ ´
ˆ
K 11p∆1iq
K1p∆1iq
˙2 B∆1i
B η
B∆1i
B ψ
` K
2
1 p∆1iq
K1p∆1iq
B∆1i
B η
B∆1i
B ψ `
K 11p∆1iq
K1p∆1iq
B2∆1i
B η B ψ `
B2∆2i
B η B ψ
´ 1pAtiq2
BAti
B η
BAti
B ψ `
1
Ati
B2Ati
B η B ψ, η, ψ “ α, β.
B2`ipθq
B η B ψ “
1
p∆1iq2
B∆1i
B η
B∆1i
B ψ ´
1
∆1i
B2∆1i
B η B ψ ´
ˆ
K 11p∆1iq
K1p∆1iq
˙2 B∆1i
B η
B∆1i
B ψ
` K
2
1 p∆1iq
K1p∆1iq
B∆1i
B η
B∆1i
B ψ `
K 11p∆1iq
K1p∆1iq
B2∆1i
B η B ψ `
B2∆2i
B η B ψ
com, η “ α, β e ψ “ ω, δ, γ.
B2`ipθq
B η B ψ “bη ψ `
1
p∆1iq2
B∆1i
B η
B∆1i
B ψ ´
1
∆1i
B2∆1i
B η B ψ ´
ˆ
K 11p∆1iq
K1p∆1iq
˙2 B∆1i
B η
B∆1i
B ψ
` K
2
1 p∆1iq
K1p∆1iq
B∆1i
B η
B∆1i
B ψ `
K 11p∆1iq
K1p∆1iq
B2∆1i
B η B ψ `
B2∆2i
B η B ψ, η, ψ “ ω, δ, γ,
em que
bη ψ “
$’’’’’’’’’’’’&’’’’’’’’’’’’%
2 γ2 ´ 2ω2
pγ2 ` ω2q2 , se η “ ψ “ ω,
´ 4ω γpγ2 ` ω2q2 , se η “ ω, ψ “ γ,
´ 1
δ2
, se η “ ψ “ δ
2ω2 ´ 2 γ2
pγ2 ` ω2q2 , se η “ ψ “ γ
0, caso contrario.
pode-se encontrar as derivadas de ati , Ati , K1p∆1iq, e demais no Anexo 1.
2.5.3 Caso U „ IGpη, ηq
Seja T1, ..., Tn uma amostra aleatória de tamanho n da distribuição
T „ BSIGpα, β;ω, η, ηq, com fdp em que τ “aη2 ` ω2, com fdp dada por
fT ptiq “
´τη
pi
¯
pη2 ` a2tiq´1{2K1pτ
b
η2 ` a2tiq exppη
?
τ 2 ´ ω2 ` ωatiqAti ,
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em que ati “ atipα, βq e Ati “ Atipα, βq são descritas em (2.3).
Escrevendo a fT ptiq como
fT ptiq “ τ
2η
pi
1
∆1i
K1p∆1iq expp∆2iqAti , (2.32)
com ∆1i “ τ
b
η2 ` a2ti e ∆2i “ η
?
τ 2 ´ ω2 ` ωati .
Assim, a função de log-verossimilhança pode ser escrita como `pθq “
nÿ
i“1
`ipθq,
em que
`ipθq “ c ` logpτ 2ηq ´ logp∆1iq ` logpK1p∆1iqq ` ∆2i ` logpAtiq, (2.33)
com c é uma constante que não depende dos parâmetros e θ “ pα, β, ω, ηqJ. Assim, as
derivadas de `pθq (2.33) com respeito a α, β, ω, η são
B `pθq
B ψ “
nÿ
i“1
B `ipθq
B ψ , ψ “ α, β, ω, η,
com
B`ipθq
B ψ “ ´
1
∆1i
B∆1i
Bψ `
K 11p∆1iq
K1p∆1iq
B∆1i
Bψ `
B∆2i
Bψ `
1
Ati
BAti
Bψ , ψ “ α, β,
B`ipθq
B ψ “ bψ ´
1
∆1i
B∆1i
B ψ `
K 11p∆1iq
K1p∆1iq
B∆1i
B ψ `
B∆2i
B ψ , ψ “ ω, η,
em que
bψ “
$’&’%
2ω
η2 ` ω2 , se ψ “ ω,
2 η
η2 ` ω2 `
1
η
, se ψ “ η.
Das derivadas anteriores pode-se calcular as segundas derivadas como segue
B2 `pθq
B ψ B ρ “
nÿ
i“1
B2 `pθq
B ψ B ρ , ψ, ρ “ α, β, ω, η,
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em que
B2`ipθq
B ψ B ρ “
1
p∆1iq2
B∆1i
B ψ
B∆1i
B ρ ´
1
∆1i
B2∆1i
B ψ B ρ ´
ˆ
K 11p∆1iq
K1p∆1iq
˙2 B∆1i
B ψ
B∆1i
B ρ
` K
2
1 p∆1iq
K1p∆1iq
B∆1i
B ψ
B∆1i
B ρ `
K 11p∆1iq
K1p∆1iq
B2∆1i
B ψ B ρ `
B2∆2i
B ψ B ρ
´ 1pAtiq2
BAti
B ψ
BAti
B ρ `
1
Ati
B2Ati
B ψ B ρ, ψ, ρ “ α, β.
B2`ipθq
B ψ B ρ “
1
p∆1iq2
B∆1i
B ψ
B∆1i
B ρ ´
1
∆1i
B2∆1i
B ψ B ρ ´
ˆ
K 11p∆1iq
K1p∆1iq
˙2 B∆1i
B ψ
B∆1i
B ρ
` K
2
1 p∆1iq
K1p∆1iq
B∆1i
B ψ
B∆1i
B ρ `
K 11p∆1iq
K1p∆1iq
B2∆1i
B ψ B ρ `
B2∆2i
B ψ B ρ,
com, ψ “ α, β e ρ “ ω, η.
B2`ipθq
B ψ B ρ “bψ ρ `
1
p∆1iq2
B∆1i
B ψ
B∆1i
B ρ ´
1
∆1i
B2∆1i
B ψ B ρ ´
ˆ
K 11p∆1iq
K1p∆1iq
˙2 B∆1i
B ψ
B∆1i
B ρ
` K
2
1 p∆1iq
K1p∆1iq
B∆1i
B ψ
B∆1i
B ρ `
K 11p∆1iq
K1p∆1iq
B2∆1i
B ψ B ρ `
B2∆2i
B ψ B ρ, ψ, ρ “ ω, η,
em que
bψ ρ “
$’’’’’’&’’’’’’%
2 η2 ´ 2ω2
pη2 ` ω2q2 , se η “ ψ “ ω,
´ 4ω ηpη2 ` ω2q2 , se η “ ω, ψ “ η,
2ω2 ´ 2 η2
pη2 ` ω2q2 ´
1
η2
, se ψ “ ρ “ η
pode-se encontrar as derivadas de ati , Ati , K1p∆1iq, e demais no Anexo 1.
2.5.4 Caso U „ IGpη, η2q
Seja T1, ..., Tn uma amostra aleatória de tamanho n da distribuição
T „ BSIGpα, β;ω, η, η2q, com fdp, em que τ “aη4 ` ω2, com fdp dada por
fT ptiq “
´τη
pi
¯
pη2 ` a2tiq´1{2K1pτ
b
η2 ` a2tiq exppη
?
τ 2 ´ ω2 ` ωatiqAti ,
em que ati “ atipα, βq e Ati “ Atipα, βq são descritas em (2.3).
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Escrevendo a fT ptiq como
fT ptiq “ τ
2η
pi
1
∆1i
K1p∆1iq expp∆2iqAti , (2.34)
com ∆1i “ τ
b
η2 ` a2ti e ∆2i “ η
?
τ 2 ´ ω2 ` ωati .
Assim, a função de log-verossimilhança pode ser escrita como `pθq “
nÿ
i“1
`ipθq,
em que
`ipθq “ c ` logpτ 2ηq ´ logp∆1iq ` logpK1p∆1iqq ` ∆2i ` logpAtiq, (2.35)
com c é uma constante que não depende dos parâmetros e θ “ pα, β, ω, ηqJ. Assim, as
derivadas de `pθq (2.35) com respeito a α, β, ω, η são
B `pθq
B ψ “
nÿ
i“1
B `ipθq
B ψ , ψ “ α, β, ω, η,
com
B`ipθq
B ψ “ ´
1
∆1i
B∆1i
Bψ `
K 11p∆1iq
K1p∆1iq
B∆1i
Bψ `
B∆2i
Bψ `
1
Ati
BAti
Bψ , ψ “ α, β,
B`ipθq
B ψ “ bψ ´
1
∆1i
B∆1i
B ψ `
K 11p∆1iq
K1p∆1iq
B∆1i
B ψ `
B∆2i
B ψ , ψ “ ω, η,
em que
bψ “
$’&’%
2ω
η4 ` ω2 , se ψ “ ω,
4 η3
η4 ` ω2 `
1
η
, se ψ “ η.
Das derivadas anteriores pode-se calcular as segundas derivadas como segue
B2 `pθq
B ψ B ρ “
nÿ
i“1
B2 `pθq
B ψ B ρ , ψ, ρ “ α, β, ω, η,
em que
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B2`ipθq
B ψ B ρ “
1
p∆1iq2
B∆1i
B ψ
B∆1i
B ρ ´
1
∆1i
B2∆1i
B ψ B ρ ´
ˆ
K 11p∆1iq
K1p∆1iq
˙2 B∆1i
B ψ
B∆1i
B ρ
` K
2
1 p∆1iq
K1p∆1iq
B∆1i
B ψ
B∆1i
B ρ `
K 11p∆1iq
K1p∆1iq
B2∆1i
B ψ B ρ `
B2∆2i
B ψ B ρ
´ 1pAtiq2
BAti
B ψ
BAti
B ρ `
1
Ati
B2Ati
B ψ B ρ, ψ, ρ “ α, β,
B2`ipθq
B ψ B ρ “
1
p∆1iq2
B∆1i
B ψ
B∆1i
B ρ ´
1
∆1i
B2∆1i
B ψ B ρ ´
ˆ
K 11p∆1iq
K1p∆1iq
˙2 B∆1i
B ψ
B∆1i
B ρ
` K
2
1 p∆1iq
K1p∆1iq
B∆1i
B ψ
B∆1i
B ρ `
K 11p∆1iq
K1p∆1iq
B2∆1i
B ψ B ρ `
B2∆2i
B ψ B ρ
com ψ “ α, β e ρ “ ω, η,
B2`ipθq
B ψ B ρ “bψ ρ `
1
p∆1iq2
B∆1i
B ψ
B∆1i
B ρ ´
1
∆1i
B2∆1i
B ψ B ρ ´
ˆ
K 11p∆1iq
K1p∆1iq
˙2 B∆1i
B ψ
B∆1i
B ρ
` K
2
1 p∆1iq
K1p∆1iq
B∆1i
B ψ
B∆1i
B ρ `
K 11p∆1iq
K1p∆1iq
B2∆1i
B ψ B ρ `
B2∆2i
B ψ B ρ, ψ, ρ “ ω, η,
em que
bψ ρ “
$’’’’’’&’’’’’’%
2 η4 ´ 2ω2
pη4 ` ω2q2 , se η “ ψ “ ω,
´ 8ω η
3
pη4 ` ω2q2 , se η “ ω, ψ “ η,
12ω2 η2 ´ 4 η6
pη4 ` ω2q2 ´
1
η2
, se ψ “ ρ “ η
pode-se encontrar as derivadas de ati , Ati , K1p∆1iq, e demais no Anexo 1.
2.6 Comentários Finais do Capítulo
Neste capítulo apresentamos a distribuição birnbaum saunders e a distribuição
birnbaum saunders normal inversa gaussiana considerando diferentes parametrizações. Para
cada uma das distribuições foram desenvolvidas algumas de suas propriedades principais.
Através de figuras comparamos as formas das densidades destas distribuições em termos de
assimetria e curtose. Algoritmos de estimação EM foram desenvolvidos para a estimação
dos parâmetros.
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3 Estudo de Simulação e Aplicação
3.1 Estudo de Simulação
Para verificar a desempenho do algoritmo EM nos diferentes casos descritos na
Seção 2.4, foi realizado um estudo de simulação considerando diferentes cenários. Foram con-
sideradas M=1000 réplicas, para diferentes tamanhos de amostra, (n “ 50, 100, 200, 500),
e diferentes valores dos parâmetros. Para cada dos cenários foram calculados
A media das estimativas : p¯θ “ Mÿ
j“1
pθj{M ;
O vício : RB “ θ ´ p¯θ;
A raiz quadrada do erro quadrático médio : RMSE “
dřM
j“1ppθj ´ p¯θq2
M
.
Foram também considerados três cenários diferentes de acordo aos valores dos
parâmetros:
• Cenário 1: α “ 0.5, β “ 1,
• Cenário 2: α “ 1, β “ 1,
• Cenário 3: α “ 1.5, β “ 1.
Nas seguintes tabelas são apresentadas as estimativas com os cenários descritos
acima, para diferentes valores de η. Foram simulados dados a partir das distribuições
BSIGpα, β, ηq com IGpη, ηq, usar-se-á notação BSIGpα, β, η, ηq, e BSIGpα, β, ηq com
IGpη, η2q, usar-se-á notação BSIGpα, β, η, η2q, no caso simétrico. Para o caso assimétrico
foram simulados a partir das distribuições BSIGpα, β, ω, η, ηq e BSIGpα, β, ω, η, η2q.
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3.1.1 Caso simétrico
i) Nas próximas tabelas apresentaremos os estudos de simulação considerando
a distribuição U „ IGpη, ηq e os Cenários 1-3.
Tabela 1 – BSIGpα, β; η, ηq: Estimativa dos parâmetros com η “ 0.6 e β “ 1
α β η
n α Media RB RMSE Media RB RMSE Media RB RMSE
0.5 0.4853 0.0147 0.1049 1.0014 0.0014 0.0519 1.0408 0.4408 1.5391
50 1 0.9588 0.0412 0.2067 1.0074 0.0074 0.1027 0.9786 0.3786 1.3097
1.5 1.4380 0.0620 0.3110 1.0140 0.0140 0.1550 0.9780 0.3780 1.2450
0.5 0.4958 0.0042 0.0728 1.0009 0.0009 0.0358 0.6761 0.0761 0.2665
100 1 0.9878 0.0122 0.1463 1.0073 0.0073 0.0720 0.6780 0.0780 0.2942
1.5 1.4807 0.0193 0.2184 1.0027 0.0027 0.1048 0.6881 0.0881 0.3488
0.5 0.4953 0.0047 0.0529 1.0007 0.0007 0.0240 0.6370 0.0370 0.1567
200 1 0.9961 0.0039 0.1080 1.0016 0.0016 0.0491 0.6337 0.0337 0.1385
1.5 1.4901 0.0099 0.1509 0.9978 0.0022 0.0720 0.6337 0.0337 0.1335
0.5 0.4973 0.0027 0.0317 0.9994 0.0006 0.0150 0.6169 0.0169 0.0806
500 1 0.9968 0.0032 0.0633 1.0011 0.0011 0.0305 0.6146 0.0146 0.0775
1.5 1.4965 0.0035 0.0941 1.0019 0.0019 0.0464 0.6078 0.0078 0.0754
Tabela 2 – BSIGpα, β; η, ηq: Estimativa dos parâmetros com η “ 0.8 e β “ 1
α β η
n α Media RB RMSE Media RB RMSE Media RB RMSE
0.5 0.4893 0.0107 0.0840 1.0013 0.0013 0.0585 1.4999 0.6999 1.9468
50 1 0.9828 0.0172 0.1753 1.0045 0.0045 0.1165 1.3919 0.5919 1.6234
1.5 1.4606 0.0394 0.2483 1.0188 0.0188 0.1718 1.4609 0.8609 1.6831
0.5 0.4945 0.0055 0.0612 1.0003 0.0003 0.0401 0.9541 0.1541 0.6102
100 1 0.9846 0.0154 0.1161 1.0010 0.0010 0.0785 0.9662 0.1662 0.5790
1.5 1.4889 0.0111 0.1893 1.0085 0.0085 0.1192 0.9781 0.3781 0.6207
0.5 0.4995 0.0005 0.0430 1.0015 0.0015 0.0280 0.8478 0.0478 0.2211
200 1 0.9958 0.0042 0.0851 1.0025 0.0025 0.0559 0.8472 0.0472 0.2074
1.5 1.4885 0.0115 0.1249 1.0066 0.0066 0.0839 0.8607 0.2607 0.2063
0.5 0.4987 0.0013 0.0273 0.9996 0.0004 0.0176 0.8182 0.0182 0.1212
500 1 0.9974 0.0026 0.0563 1.0011 0.0011 0.0352 0.8186 0.0186 0.1149
1.5 1.4976 0.0024 0.0829 0.9997 0.0003 0.0527 0.8186 0.2186 0.1160
Nas Tabelas 1 e 2 apresentamos algumas estatísticas de resumo para as estima-
tivas dos parâmetros α, β e η “ 0.6, 0.8. Nelas podemos ver quando o tamanho da amostra
aumenta também aumenta a acurácia das estimativas dos três parâmetros, uma vez que o
valor do RB vai diminuindo. Isto também é verdade para o RMSE, uma vez que este valor
também vai diminuindo quando o tamanho da amostra aumenta. Estas conclusões são
válidas para todos os valores de α e η considerados.
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Tabela 3 – BSIGpα, β; η, ηq: Estimativa dos parâmetros com η “ 1 e β “ 1
α β η
n α Media RB RMSE Media RB RMSE Media RB RMSE
0.5 0.4934 0.0066 0.0743 1.0033 0.0033 0.0615 1.9769 0.9769 2.3459
50 1 0.9744 0.0256 0.1448 0.9997 0.0003 0.1217 2.1416 1.1416 2.3809
1.5 1.4725 0.0275 0.2270 1.0208 0.0208 0.1928 1.9566 0.9566 2.1662
0.5 0.4941 0.0059 0.0532 0.9977 0.0023 0.0451 1.3661 0.3661 1.1819
100 1 0.9873 0.0127 0.1102 1.0019 0.0019 0.0873 1.3140 0.3140 0.9761
1.5 1.4807 0.0193 0.1596 1.0064 0.0064 0.1253 1.3282 0.3282 0.9865
0.5 0.4960 0.0040 0.0389 1.0011 0.0011 0.0298 1.1136 0.1136 0.4330
200 1 0.9939 0.0061 0.0766 1.0024 0.0024 0.0585 1.1087 0.1087 0.3877
1.5 1.4888 0.0112 0.1130 1.0080 0.0080 0.0848 1.1210 0.1210 0.4644
0.5 0.4998 0.0002 0.0246 1.0001 0.0001 0.0192 1.0291 0.0291 0.1697
500 1 0.9958 0.0042 0.0457 1.0025 0.0025 0.0376 1.0436 0.0436 0.1628
1.5 1.4944 0.0056 0.0721 0.9998 0.0002 0.0536 1.0355 0.0355 0.1639
Tabela 4 – BSIGpα, β; η, ηq: Estimativa dos parâmetros com η “ 1.5 e β “ 1
α β η
n α Media RB RMSE Media RB RMSE Media RB RMSE
0.5 0.4910 0.0090 0.0639 1.0039 0.0039 0.0663 3.6818 2.1818 3.5635
50 1 0.9863 0.0137 0.1258 1.0115 0.0115 0.1349 3.211 1.7110 2.9792
1.5 1.4609 0.0391 0.1924 1.0143 0.0143 0.1846 3.2697 1.7697 2.8089
0.5 0.4956 0.0044 0.0445 1.0029 0.0029 0.0477 2.3931 0.8931 2.0331
100 1 0.9937 0.0063 0.0902 1.0008 0.0008 0.0877 2.2556 0.7556 1.7627
1.5 1.4856 0.0144 0.1341 1.0048 0.0048 0.1297 2.3063 0.8063 1.7207
0.5 0.4985 0.0015 0.0323 1 0 0.0328 1.8575 0.3575 1.0563
200 1 0.9962 0.0038 0.0617 1.0060 0.0060 0.0625 1.8303 0.3303 0.9263
1.5 1.4904 0.0096 0.0971 1.0091 0.0091 0.0876 1.8280 0.3280 0.9129
0.5 0.4994 0.0006 0.0205 0.9998 0.0002 0.0206 1.6097 0.1097 0.4256
500 1 1.0019 0.0019 0.0413 1.0012 0.0012 0.0395 1.5812 0.0812 0.3622
1.5 1.4932 0.0068 0.0566 1 0 0.0564 1.597 0.097 0.3977
Nas Tabelas 3 e 4 apresentamos os resultados obtidos para o caso em que
η “ 1, 1.5. Mais uma vez encontramos como a acurácia das estimativas é maior quando
o tamanho da amostra aumenta. É interessante notar como quando η “ 1.5 se obteve
uma estimativa média de aproximadamente 3.6 quando o tamanho da amostra é igual a
50 indicando problemas na recuperação deste parâmetro. No entanto a estimativa deste
parâmetro quando n “ 500 já é muito proxima ao valor verdadeiro.
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Tabela 5 – BSIGpα, β; η, ηq: Estimativa dos parâmetros com η “ 2 e β “ 1
α β η
n α Media RB RMSE Media RB RMSE Media RB RMSE
0.5 0.4914 0.0086 0.0587 1.0053 0.0053 0.0704 4.5176 2.5176 3.9116
50 1 0.9898 0.0102 0.1207 1.0037 0.0037 0.1233 4.1041 2.1041 3.2535
1.5 1.4650 0.0350 0.1752 1.0128 0.0128 0.1799 4.1636 2.1636 3.0947
0.5 0.4986 0.0014 0.0412 1.0003 0.0003 0.0483 3.6047 1.6047 2.8239
100 1 0.9925 0.0075 0.0815 1.0053 0.0053 0.0912 3.1276 1.1276 2.2657
1.5 1.4864 0.0136 0.1217 1.0069 0.0069 0.1273 3.1136 1.1136 2.1173
0.5 0.4985 0.0015 0.0290 0.9984 0.0016 0.0349 2.7207 0.7207 1.6993
200 1 0.9945 0.0055 0.0554 1.0030 0.0030 0.0643 2.5172 0.5172 1.3393
1.5 1.4923 0.0077 0.0833 1.0057 0.0057 0.0921 2.5449 0.5449 1.3790
0.5 0.4984 0.0016 0.0185 0.9982 0.0018 0.0219 2.2238 0.2238 0.7223
500 1 0.9987 0.0013 0.0366 1.0019 0.0019 0.0415 2.1639 0.1639 0.6597
1.5 1.4953 0.0047 0.0544 1.0039 0.0039 0.0548 2.1445 0.1445 0.5877
Tabela 6 – BSIGpα, β; η, ηq: Estimativa dos parâmetros com η “ 3 e β “ 1
α β η
n α Media RB RMSE Media RB RMSE Media RB RMSE
0.5 0.4891 0.0109 0.0543 1.0038 0.0038 0.0706 5.9493 2.9493 4.1481
50 1 0.9770 0.0230 0.1084 1.0108 0.0108 0.1333 5.3298 2.3298 3.4048
1.5 1.4710 0.0290 0.1618 1.0185 0.0185 0.1765 5.1596 2.1596 3.1361
0.5 0.4956 0.0044 0.0384 1.0004 0.0004 0.0512 4.6409 1.6409 3.1099
100 1 0.9946 0.0054 0.0767 1.0008 0.0008 0.0892 4.2625 1.2625 2.5124
1.5 1.4808 0.0192 0.1142 1.0030 0.0030 0.1251 4.2120 1.2120 2.3990
0.5 0.4993 0.0007 0.0273 0.9997 0.0003 0.0340 3.8494 0.8494 2.1172
200 1 0.9946 0.0054 0.0537 1.0046 0.0046 0.0626 3.7479 0.7479 1.7867
1.5 1.4907 0.0093 0.0782 1.0047 0.0047 0.0857 3.6775 0.6775 1.6383
0.5 0.4990 0.0010 0.0170 0.9993 0.0007 0.0218 3.3877 0.3877 1.2950
500 1 0.9971 0.0029 0.0345 1.0007 0.0007 0.0402 3.2951 0.2951 1.0495
1.5 1.4959 0.0041 0.0511 1.0036 0.0036 0.0531 3.1534 0.1534 0.8561
Nas Tabelas 5 e 6 apresentamos os resultados obtidos para o caso em que
η “ 2, 3. Novamente encontramos problemas na estimação do parâmetro η quando o tama-
nho da amostra é pequeno, e mais uma vez encontramos como este problema desaparece
no caso de n “ 500. Para os outros parâmetros encontramos resultados semelhantes aos
obtidos nas tabelas anteriores.
Nas Figuras 15-18 apresentamos o RB e RMSE das estimativas dos parâmetros
para α, β e η “ 0.6, 3. Como foi mencionado nas tabelas anteriores, podemos observar como
os RB e RMSE para estes parâmetros decrescem uma vez que o tamanho da amostra vai
aumentanado. Nestas figuras foi utilizada a seguinte notação: RB1 e RMSE1 correspondem
aos casos em que α “ 0.5; RB2 e RMSE2 correspondem aos casos em que α “ 1; RB3 e
RMSE3 correspondem aos casos em que α “ 1.5.
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Figura 15 – BSIGpα, β; η, ηq: RB das estimativas dos parâmetros α, β e η, para η “ 0.6.
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Figura 16 – BSIGpα, β; η, ηq: RMSE das estimativas dos parâmetros α, β e η, para η “ 0.6.
Capítulo 3. Estudo de Simulação e Aplicação 81
100 200 300 400 500
0
.0
0
0
0
.0
1
0
0
.0
2
0
0
.0
3
0
α
n
R
B
0
.0
0
0
0
.0
1
0
0
.0
2
0
0
.0
3
0
R
B
0
.0
0
0
0
.0
1
0
0
.0
2
0
0
.0
3
0
R
B
RB1
RB2
RB3
(a)
100 200 300 400 500
0
.0
0
0
0
.0
0
5
0
.0
1
0
0
.0
1
5
β
n
R
B
0
.0
0
0
0
.0
0
5
0
.0
1
0
0
.0
1
5
R
B
0
.0
0
0
0
.0
0
5
0
.0
1
0
0
.0
1
5
R
B
RB1
RB2
RB3
(b)
100 200 300 400 500
0
.0
0
.5
1
.0
1
.5
2
.0
2
.5
3
.0
η
n
R
B
0
.0
0
.5
1
.0
1
.5
2
.0
2
.5
3
.0
R
B
0
.0
0
.5
1
.0
1
.5
2
.0
2
.5
3
.0
R
B
RB1
RB2
RB3
(c)
Figura 17 – BSIGpα, β; η, ηq: RB dos parâmetros α, β e η, para η “ 3.
100 200 300 400 500
0
.0
0
0
.0
5
0
.1
0
0
.1
5
α
n
R
M
S
E
0
.0
0
0
.0
5
0
.1
0
0
.1
5
R
M
S
E
0
.0
0
0
.0
5
0
.1
0
0
.1
5
R
M
S
E
RMSE1
RMSE2
RMSE3
(a)
100 200 300 400 500
0
.0
0
0
.0
5
0
.1
0
0
.1
5
β
n
R
M
S
E
0
.0
0
0
.0
5
0
.1
0
0
.1
5
R
M
S
E
0
.0
0
0
.0
5
0
.1
0
0
.1
5
R
M
S
E
RMSE1
RMSE2
RMSE3
(b)
100 200 300 400 500
0
1
2
3
4
η
n
R
M
S
E
0
1
2
3
4
R
M
S
E
0
1
2
3
4
R
M
S
E
RMSE1
RMSE2
RMSE3
(c)
Figura 18 – BSIGpα, β; η, ηq: RMSE das estimativas dos parâmetros α, β e η, para η “ 3.
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ii) Nos próximas tabelas apresentaremos os estudos de simulação considerando
a distribuição U „ IGpη, η2q e os Cenários 1-3.
Tabela 7 – BSIGpα, β; η, η2q: Estimativa dos parâmetros com η “ 0.6 e β “ 1
α β η
n α Media RB RMSE Media RB RMSE Media RB RMSE
0.5 0.5010 0.0010 0.0918 1.0011 0.0011 0.0548 0.6955 0.0955 0.3219
50 1 0.9933 0.0067 0.1837 1.0092 0.0092 0.1128 0.7115 0.1115 0.3304
1.5 1.4936 0.0064 0.2767 1.0179 0.0179 0.1712 0.7168 0.1168 0.3341
0.5 0.5017 0.0017 0.0610 1 0 0.0388 0.6302 0.0302 0.1450
100 1 0.9998 0.0002 0.1198 1.0033 0.0033 0.0760 0.6302 0.0302 0.1351
1.5 1.5049 0.0049 0.1846 1.0093 0.0093 0.1151 0.6308 0.0308 0.1416
0.5 0.4991 0.0009 0.0432 0.9996 0.0004 0.0268 0.6135 0.0135 0.0891
200 1 0.9992 0.0008 0.0871 1.0012 0.0012 0.0547 0.6117 0.0117 0.0907
1.5 1.5012 0.0012 0.1289 1.0052 0.0052 0.0808 0.6167 0.0167 0.0910
0.5 0.5003 0.0003 0.0281 0.9999 0.0001 0.0167 0.6047 0.0047 0.0553
500 1 0.9999 0.0001 0.0552 1.0014 0.0014 0.0332 0.6036 0.0036 0.0538
1.5 1.5038 0.0038 0.0836 1.0031 0.0031 0.0515 0.6047 0.0047 0.0529
Tabela 8 – BSIGpα, β; η, η2q: Estimativa dos parâmetros com η “ 0.8 e β “ 1
α β η
n α Media RB RMSE Media RB RMSE Media RB RMSE
0.5 0.5192 0.0192 0.0961 1.0030 0.0030 0.0623 0.9778 0.1778 0.4646
50 1 1.0371 0.0371 0.1922 1.0078 0.0078 0.1255 0.9664 0.1664 0.4681
1.5 1.5875 0.0875 0.2969 1.0240 0.0240 0.1867 1.0050 0.2050 0.5034
0.5 0.5036 0.0036 0.0561 1.0018 0.0018 0.0426 0.8582 0.0582 0.2299
100 1 1.0125 0.0125 0.1165 1.0021 0.0021 0.0874 0.8643 0.0643 0.2333
1.5 1.5197 0.0197 0.1802 1.0127 0.0127 0.1251 0.8798 0.0798 0.2535
0.5 0.5009 0.0009 0.0381 1 0 0.0315 0.8269 0.0269 0.1259
200 1 1.0061 0.0061 0.0749 1.0010 0.0010 0.0619 0.8325 0.0325 0.1318
1.5 1.5037 0.0037 0.1104 1.0021 0.0021 0.0885 0.8309 0.0309 0.1314
0.5 0.5001 0.0001 0.0233 0.9999 0.0001 0.0193 0.8078 0.0078 0.0742
500 1 1.0010 0.0010 0.0472 0.9989 0.0011 0.0367 0.8073 0.0073 0.0690
1.5 1.5018 0.0018 0.0700 0.9998 0.0002 0.0549 0.8085 0.0085 0.0703
Nas Tabelas 7 e 8 apresentamos os valores do RB e RMSE para os casos de
η “ 0.6 e η “ 0.8 respectivamente. É possível ver como em geral os valores de todos os
parâmetros são corretamente recuperados.
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Tabela 9 – BSIGpα, β; η, η2q: Estimativa dos parâmetros com η “ 1 e β “ 1
α β η
n α Media RB RMSE Media RB RMSE Media RB RMSE
0.5 0.5404 0.0404 0.1153 1.0013 0.0013 0.0655 1.3142 0.3142 0.6795
50 1 1.0843 0.0843 0.2390 1.0132 0.0132 0.1298 1.3237 0.3237 0.6605
1.5 1.6302 0.1302 0.3318 1.0082 0.0082 0.1771 1.3202 0.3202 0.6223
0.5 0.5198 0.0198 0.0762 1.0007 0.0007 0.0454 1.1392 0.1392 0.4315
100 1 1.0298 0.0298 0.1379 1.0012 0.0012 0.0852 1.1022 0.1022 0.3584
1.5 1.5543 0.0543 0.2218 1.0120 0.0120 0.1245 1.1371 0.1371 0.3735
0.5 0.5053 0.0053 0.0447 1.0008 0.0008 0.0299 1.0394 0.0394 0.2070
200 1 1.0063 0.0063 0.0883 1.0020 0.0020 0.0595 1.0424 0.0424 0.2151
1.5 1.5162 0.0162 0.1319 1.0047 0.0047 0.0871 1.0430 0.0430 0.2084
0.5 0.5038 0.0038 0.0253 1.0011 0.0011 0.0192 1.0203 0.0203 0.1062
500 1 1.0026 0.0026 0.0496 1.0005 0.0005 0.0391 1.0114 0.0114 0.1031
1.5 1.5076 0.0076 0.0751 0.9992 0.0008 0.0542 1.0166 0.0166 0.1044
Tabela 10 – BSIGpα, β; η, η2q: Estimativa dos parâmetros com η “ 1.5 e β “ 1
α β η
n α Media RB RMSE Media RB RMSE Media RB RMSE
0.5 0.5480 0.0480 0.1205 1.0010 0.0010 0.0554 1.9811 0.4811 0.8350
50 1 1.0813 0.0813 0.2301 1.0076 0.0076 0.1110 1.9007 0.4007 0.7886
1.5 1.6147 0.1147 0.3496 1.0081 0.0081 0.1594 1.9054 0.4054 0.7929
0.5 0.5351 0.0351 0.0942 1.0021 0.0021 0.0390 1.8201 0.3201 0.6580
100 1 1.0636 0.0636 0.1864 0.9996 0.0004 0.0772 1.7882 0.2882 0.6461
1.5 1.5856 0.0856 0.2592 1.0070 0.0070 0.1090 1.7657 0.2657 0.5918
0.5 0.5191 0.0191 0.0703 1.0011 0.0011 0.0267 1.6685 0.1685 0.4900
200 1 1.0337 0.0337 0.1269 1.0029 0.0029 0.0526 1.6306 0.1306 0.4271
1.5 1.5444 0.0444 0.1893 1.0049 0.0049 0.0752 1.6355 0.1355 0.4069
0.5 0.5055 0.0055 0.0409 0.9999 0.0001 0.0173 1.5433 0.0433 0.2551
500 1 1.0127 0.0127 0.0776 0.9995 0.0005 0.0331 1.5510 0.0510 0.2433
1.5 1.5025 0.0025 0.1052 1.0014 0.0014 0.0487 1.5121 0.0121 0.2135
Nas Tabelas 9 e 10 apresentamos os valores do RB e RMSE para os casos de
η “ 1 e η “ 1.5 respectivamente. Novamente vemos como ainda para valores pequenos de
tamanho de amostra os parâmetros α, β e η são corretamente estimados, um vez que os
valores do RB e RMSE para cada caso são próximos de 0.
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Tabela 11 – BSIGpα, β; η, η2q: Estimativa dos parâmetros com η “ 2 e β “ 1
α β η
n α Media RB RMSE Media RB RMSE Media RB RMSE
0.5 0.5132 0.0132 0.1122 1.0011 0.0011 0.0495 2.2434 0.2434 0.8370
50 1 1.0394 0.0394 0.2142 1.0088 0.0088 0.0983 2.2997 0.2997 0.8163
1.5 1.5363 0.0363 0.3103 1.0108 0.0108 0.1354 2.2554 0.2554 0.7731
0.5 0.5141 0.0141 0.0876 1.0012 0.0012 0.0365 2.1968 0.1968 0.6917
100 1 1.0249 0.0249 0.1651 1.0011 0.0011 0.0656 2.1822 0.1822 0.6349
1.5 1.4959 0.0041 0.2359 1.0031 0.0031 0.0968 2.0794 0.0794 0.6067
0.5 0.5055 0.0055 0.0685 0.9992 0.0008 0.0237 2.0981 0.0981 0.5391
200 1 1.0054 0.0054 0.1240 1.0017 0.0017 0.0472 2.0706 0.0706 0.4823
1.5 1.4972 0.0028 0.1691 1.0060 0.0060 0.0668 2.0429 0.0429 0.4303
0.5 0.5008 0.0008 0.0446 0.9997 0.0003 0.0156 2.0237 0.0237 0.3536
500 1 0.9874 0.0126 0.0776 1.0020 0.0020 0.0298 1.9770 0.0230 0.3018
1.5 1.4776 0.0224 0.1044 1.0009 0.0009 0.0420 1.9567 0.0433 0.2639
Tabela 12 – BSIGpα, β; η, η2q: Estimativa dos parâmetros com η “ 3 e β “ 1
α β η
n α Media RB RMSE Media RB RMSE Media RB RMSE
0.5 0.4738 0.0262 0.0881 1.0021 0.0021 0.0420 2.8469 0.1531 0.7885
50 1 0.9353 0.0647 0.1660 1.0026 0.0026 0.0764 2.7763 0.2237 0.7326
1.5 1.4080 0.0920 0.2473 1.0024 0.0024 0.1088 2.7517 0.2483 0.6727
0.5 0.4789 0.0211 0.0718 1.0009 0.0009 0.0287 2.8146 0.1854 0.6587
100 1 0.9482 0.0518 0.1285 0.9983 0.0017 0.0568 2.7642 0.2358 0.5738
1.5 1.4082 0.0918 0.1905 1.0027 0.0027 0.0790 2.7410 0.2590 0.5432
0.5 0.4830 0.0170 0.0507 1.0001 0.0001 0.0206 2.8413 0.1587 0.4771
200 1 0.9571 0.0429 0.0955 0.9987 0.0013 0.0402 2.7909 0.2091 0.4268
1.5 1.4471 0.0529 0.1250 0.9995 0.0005 0.0563 2.8272 0.1728 0.3494
0.5 0.4870 0.0130 0.0317 0.9992 0.0008 0.0129 2.8604 0.1396 0.3045
500 1 0.9776 0.0224 0.0514 0.9993 0.0007 0.0248 2.8657 0.1343 0.2096
1.5 1.4632 0.0368 0.0752 1.0021 0.0021 0.0352 2.8712 0.1288 0.1947
Nas Tabelas 11 e 12 apresentamos os valores do RB e RMSE para os casos de
η “ 2 e η “ 3 respectivamente. Diferentemente ao que acontecia quando a distribuição
considerada era a BSIGpα, β, η, ηq vemos como ainda para valores pequenos do tamanho
de amostra o parâmetro η é bem estimado. Nas Figuras 19-22 comparamos os valores do
RB e RMSE obtidos para os diferentes tamanhos de amostra considerados para η “ 0.6, 1,
nelas verificamos as conclusões obtidas anteriormente sobre como o RMSE tende a 0
quando o tamanho da amostra cresce.
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Figura 19 – BSIGpα, β; η, η2q: RB as estimativas dos parâmetros α, β e η, para η “ 0.6.
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Figura 20 – BSIGpα, β; η, η2q: RMSE das estimativas dos parâmetros α, β e η, para
η “ 0.6.
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Figura 21 – BSIGpα, β; η, η2q: RB das estimativas dos parâmetros α, β e η, para η “ 3.
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Figura 22 – BSIGpα, β; η, η2q: RMSE das estimativas dos parâmetros α, β e η, para η “ 3.
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3.1.2 Caso assimétrico
i) Nas próximas tabelas apresentamos os estudos de simulação considerando
IGpη, ηq e os Cenário 1-3, considerando η “ 0.6, 0.8, 1. Além disso, para η “ 0.8 e ω “ 1,
é apresentado os resultados graficamente o comportamento do RB e RMSE.
Nas Tabelas 13 e 14 apresentamos a média das replicas, o RB e RMSE para os
diferentes tamanhos de amostra, η “ 0.6, β “ 1 e ω “ ´0.5,´1,´2. Vemos como para os
quatro parâmetros a média das replicas é muito próxima ao valor verdadeiro do parâmetro
para todos os tamanhos da amostra. Vemos também como o RB e RMSE se aproxima a 0
quando o tamanho da amostra aumenta. Nas Figuras 23-26 comparamos os valores do RB
e RMSE obtidos para os diferentes tamanhos de amostra considerados para ω “ ´0.5 e
η “ 0.6, nelas verificamos as conclusões obtidas anteriormente sobre como o RMSE tende
a 0 quando o tamanho da amostra cresce.
Tabela 13 – BSIGpα, β;ω, η, ηq: Estimativa dos parâmetros com η “ 0.6, β “ 1 e ω “
´0.5,´1,´2.
n “ 50
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4595 0.0405 0.1331 0.4478 0.0522 0.1492 0.4451 0.0549 0.1644
β 1.0835 0.0835 0.2351 1.0863 0.0863 0.2171 1.0467 0.0467 0.1651
ω -0.9449 0.4449 1.4743 -1.7692 0.7692 2.0413 -2.8279 0.8279 2.0475
η 0.7931 0.1931 0.4586 0.7297 0.1297 0.3288 0.6731 0.0731 0.2098
α(1) 0.8988 0.1012 0.2499 0.8959 0.1041 0.2833 0.9301 0.0699 0.3670
β 1.2114 0.2114 0.5708 1.1885 0.1885 0.4726 1.0977 0.0977 0.3764
ω -0.9896 0.4896 1.5338 -1.6886 0.6886 1.7498 -2.7225 0.7225 1.9728
η 0.7828 0.1828 0.4892 0.7121 0.1121 0.3056 0.8981 0.2981 2.3250
α(1.5) 1.3774 0.1226 0.3764 1.3470 0.1530 0.4317 1.5709 0.0709 0.7393
β 1.3648 0.3648 0.9846 1.3708 0.3708 0.9287 1.0080 0.0080 0.6987
ω -0.9015 0.4015 1.3179 -1.7284 0.7284 1.9572 -2.2233 0.2233 2.2791
η 0.7579 0.1579 0.4998 0.8873 0.2873 1.7315 2.9035 2.3035 5.8081
n “ 100
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4826 0.0174 0.0813 0.4742 0.0258 0.0897 0.4633 0.0367 0.1173
β 1.0216 0.0216 0.0846 1.0333 0.0333 0.1013 1.0280 0.0280 0.1091
ω -0.5895 0.0895 0.3078 -1.2006 0.2006 0.6562 -2.4573 0.4573 1.2214
η 0.6742 0.0742 0.2127 0.6515 0.0515 0.1690 0.6293 0.0293 0.1290
α(1) 0.9671 0.0329 0.1637 0.9505 0.0495 0.1879 0.9365 0.0635 0.2238
β 1.0735 0.0735 0.2360 1.0807 0.0807 0.2560 1.0659 0.0659 0.2517
ω -0.6254 0.1254 0.4770 -1.2364 0.2364 0.7645 -2.4450 0.4450 1.2801
η 0.6716 0.0716 0.2009 0.6435 0.0435 0.1663 0.6168 0.0168 0.1203
α(1.5) 1.4597 0.0403 0.2518 1.4188 0.0812 0.2852 1.4880 0.0120 0.5359
β 1.1632 0.1632 0.5455 1.1764 0.1764 0.5186 1.0624 0.0624 0.4879
ω -0.6610 0.1610 0.5264 -1.3134 0.3134 0.9328 -2.3449 0.3449 1.6438
η 0.6593 0.0593 0.1987 0.6378 0.0378 0.1523 1.3591 0.7591 3.3571
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Tabela 14 – BSIGpα, β;ω, η, ηq: Estimativa dos parâmetros com η “ 0.6, β “ 1 e ω “
´0.5,´1,´2.
n “ 200
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4902 0.0098 0.0573 0.4900 0.0100 0.0636 0.4826 0.0174 0.0808
β 1.0135 0.0135 0.0548 1.0130 0.0130 0.0602 1.0169 0.0169 0.0712
ω -0.552 0.0520 0.2495 -1.0652 0.0652 0.2719 -2.1980 0.1980 0.6443
η 0.6377 0.0377 0.1359 0.6239 0.0239 0.1093 0.6181 0.0181 0.0877
α(1) 0.9873 0.0127 0.1097 0.9811 0.0189 0.1267 0.9622 0.0378 0.1600
β 1.0221 0.0221 0.1068 1.0275 0.0275 0.1381 1.0373 0.0373 0.1616
ω -0.5434 0.0434 0.1823 -1.0704 0.0704 0.3833 -2.2182 0.2182 0.7172
η 0.6268 0.0268 0.1261 0.6203 0.0203 0.1026 0.6124 0.0124 0.0843
α(1.5) 1.4726 0.0274 0.1642 1.4731 0.0269 0.1858 1.4511 0.0489 0.2744
β 1.0489 0.0489 0.2120 1.0464 0.0464 0.2271 1.0778 0.0778 0.3122
ω -0.5488 0.0488 0.2226 -1.0656 0.0656 0.3351 -2.2474 0.2474 0.9133
η 0.6289 0.0289 0.1179 0.6142 0.0142 0.1008 0.6526 0.0526 0.8108
n “ 500
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4974 0.0026 0.0352 0.4983 0.0017 0.0408 0.4944 0.0056 0.0488
β 1.0033 0.0033 0.0288 1.0043 0.0043 0.0326 1.0058 0.0058 0.0419
ω -0.5089 0.0089 0.0970 -1.0241 0.0241 0.1467 -2.0573 0.0573 0.2988
η 0.6120 0.0120 0.0767 0.6066 0.0066 0.0649 0.6063 0.0063 0.0548
α(1) 0.9977 0.0023 0.0700 0.9958 0.0042 0.0787 0.9865 0.0135 0.0987
β 1.0058 0.0058 0.0581 1.0076 0.0076 0.0728 1.0098 0.0098 0.0932
ω -0.5075 0.0075 0.0991 -1.0200 0.0200 0.1642 -2.0561 0.0561 0.3635
η 0.6054 0.0054 0.0695 0.6058 0.0058 0.0662 0.6051 0.0051 0.0517
α(1.5) 1.4960 0.0040 0.1053 1.4966 0.0034 0.1174 1.4795 0.0205 0.1459
β 1.0144 0.0144 0.1096 1.0106 0.0106 0.1263 1.0297 0.0297 0.1721
ω -0.5157 0.0157 0.1260 -1.0162 0.0162 0.1910 -2.0919 0.0919 0.4465
η 0.6079 0.0079 0.0720 0.6058 0.0058 0.0651 0.6039 0.0039 0.0511
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Figura 23 – BSIGpα, β;ω, η, η2q: RB as estimativas dos parâmetros α, β “ 1, ω “ ´2 e
η “ 0.6.
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Figura 24 – BSIGpα, β;ω, η, η2q: RB as estimativas dos parâmetros α, β “ 1, ω “ ´2 e
η “ 0.6.
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Figura 25 – BSIGpα, β; η, η2q: RMSE das estimativas dos parâmetros α, β “ 1, ω “ ´2 e
η “ 0.6.
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Figura 26 – BSIGpα, β; η, η2q: RMSE das estimativas dos parâmetros α, β “ 1, ω “ ´2 e
η “ 0.6.
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Tabela 15 – BSIGpα, β;ω, η, ηq: Estimativa dos parâmetros com η “ 0.6, β “ 1 e ω “
0.5, 1, 2.
n “ 50
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4631 0.0369 0.1301 0.4416 0.0584 0.1503 0.4505 0.0495 0.1698
β 0.9561 0.0439 0.1470 0.9461 0.0539 0.1409 0.9776 0.0224 0.1454
ω 0.9045 0.4045 1.3956 1.7964 0.7964 2.0534 2.9561 0.9561 2.2174
η 0.7839 0.1839 0.4609 0.7304 0.1304 0.3152 0.6603 0.0603 0.2155
α(1) 0.9167 0.0833 0.2521 0.8976 0.1024 0.2800 0.9004 0.0996 0.3214
β 0.9378 0.0622 0.2517 0.9299 0.0701 0.2622 1.0089 0.0089 0.3704
ω 0.9376 0.4376 1.5385 1.7185 0.7185 1.9303 2.8492 0.8492 2.1260
η 0.7748 0.1748 0.6059 0.7146 0.1146 0.4303 0.6705 0.0705 0.5091
α(1.5) 1.3837 0.1163 0.3646 1.3783 0.1217 0.4019 1.3605 0.1395 0.4535
β 0.9826 0.0174 0.4734 0.9967 0.0033 0.4843 1.1117 0.1117 0.6972
ω 0.9106 0.4106 1.4842 1.5951 0.5951 1.8274 2.8207 0.8207 2.1481
η 0.7576 0.1576 0.5850 0.6977 0.0977 0.4786 0.6736 0.0736 0.4474
n “ 100
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4824 0.0176 0.0841 0.4750 0.0250 0.0943 0.4718 0.0282 0.1170
β 0.9801 0.0199 0.0784 0.9795 0.0205 0.0890 0.9861 0.0139 0.0949
ω 0.6146 0.1146 0.4614 1.1921 0.1921 0.6521 2.3686 0.3686 1.0957
η 0.6725 0.0725 0.2278 0.6517 0.0517 0.1708 0.6322 0.0322 0.1298
α(1) 0.9630 0.0370 0.1631 0.9430 0.0570 0.1878 0.9373 0.0627 0.2277
β 0.9779 0.0221 0.1595 0.9511 0.0489 0.1760 0.9828 0.0172 0.2040
ω 0.6208 0.1208 0.5994 1.2628 0.2628 0.7964 2.4159 0.4159 1.2132
η 0.6604 0.0604 0.1947 0.6581 0.0581 0.1665 0.6277 0.0277 0.1226
α(1.5) 1.4544 0.0456 0.2557 1.4413 0.0587 0.2657 1.4143 0.0857 0.3460
β 0.9709 0.0291 0.2515 0.9719 0.0281 0.2702 1.0252 0.0252 0.3670
ω 0.6418 0.1418 0.5963 1.2180 0.2180 0.7888 2.4428 0.4428 1.4118
η 0.6539 0.0539 0.1986 0.6340 0.0340 0.1527 0.6143 0.0143 0.1171
Nas Tabelas 15 e 16 apresentamos a media das replicas, o RB e RMSE para os
diferentes tamanhos de amostra, η “ 0.6, β “ 1 e ω “ 0.5, 1, 2. De forma semelhante ao
que acontecia nas Tabelas 13 e 14 quando considerávamos valores negativos de ω vemos
que a média das replicas é muito próxima ao valor verdadeiro do parâmetro para todos os
tamanhos da amostra.
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Tabela 16 – BSIGpα, β;ω, η, ηq: Estimativa dos parâmetros com η “ 0.6, β “ 1 e ω “
0.5, 1, 2.
n “ 200
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4922 0.0078 0.0565 0.4902 0.0098 0.0628 0.4857 0.0143 0.0832
β 0.9954 0.0046 0.0479 0.9901 0.0099 0.0545 0.9969 0.0031 0.0704
ω 0.5316 0.0316 0.1740 1.0728 0.0728 0.2677 2.1472 0.1472 0.6599
η 0.6311 0.0311 0.1311 0.6237 0.0237 0.1117 0.6113 0.0113 0.0873
α(1) 0.9823 0.0177 0.1132 0.9928 0.0072 0.1248 0.9731 0.0269 0.1581
β 0.9897 0.0103 0.0951 0.9988 0.0012 0.1140 1.0047 0.0047 0.1456
ω 0.5376 0.0376 0.1822 1.0418 0.0418 0.2809 2.1394 0.1394 0.6789
η 0.6311 0.0311 0.1238 0.6141 0.0141 0.1032 0.6076 0.0076 0.0820
α(1.5) 1.4739 0.0261 0.1613 1.4734 0.0266 0.1833 1.4572 0.0428 0.2448
β 0.9884 0.0116 0.1606 0.9988 0.0012 0.1922 1.0192 0.0192 0.2422
ω 0.5423 0.0423 0.2242 1.0619 0.0619 0.3374 2.1761 0.1761 0.8044
η 0.6259 0.0259 0.1211 0.6162 0.0162 0.1006 0.6051 0.0051 0.0792
n “ 500
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4995 0.0005 0.0336 0.4997 0.0003 0.0398 0.4985 0.0015 0.0521
β 0.9995 0.0005 0.0266 1.0012 0.0012 0.0321 1.0018 0.0018 0.0423
ω 0.5036 0.0036 0.0918 1.0075 0.0075 0.1431 2.0253 0.0253 0.3105
η 0.6041 0.0041 0.0695 0.6008 0.0008 0.0671 0.6005 0.0005 0.0555
α(1) 1.0017 0.0017 0.0703 0.9955 0.0045 0.0767 0.9999 0.0001 0.0955
β 1.0003 0.0003 0.0569 1.0001 0.0001 0.0712 1.0124 0.0124 0.0900
ω 0.5051 0.0051 0.1000 1.0176 0.0176 0.1652 1.9991 0.0009 0.3328
η 0.6016 0.0016 0.0700 0.6030 0.0030 0.0621 0.6010 0.0010 0.0506
α(1.5) 1.4972 0.0028 0.1030 1.4964 0.0036 0.1132 1.5011 0.0011 0.1421
β 1.0029 0.0029 0.0952 1.0053 0.0053 0.1139 1.0348 0.0348 0.1520
ω 0.5059 0.0059 0.1185 1.0120 0.0120 0.1782 1.9904 0.0096 0.3880
η 0.6045 0.0045 0.0674 0.6016 0.0016 0.0606 0.5974 0.0026 0.0474
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Tabela 17 – BSIGpα, β;ω, η, ηq: Estimativa dos parâmetros com η “ 0.8, β “ 1 e ω “
´0.5,´1,´2.
n “ 50
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4457 0.0543 0.1266 0.4279 0.0721 0.1502 0.4396 0.0604 0.1768
β 1.1647 0.1647 0.4006 1.1620 0.1620 0.3297 1.0886 0.0886 0.2723
ω -1.2009 0.7009 1.9423 -2.1884 1.1884 2.5831 -3.3716 1.3716 2.9664
η 1.1054 0.3054 0.7061 0.9975 0.1975 0.5872 0.8784 0.0784 0.2848
α(1) 0.9003 0.0997 0.2504 0.8771 0.1229 0.2812 0.9220 0.0780 0.3806
β 1.3852 0.3852 0.9579 1.3306 0.3306 0.7750 1.1600 0.1600 0.6265
ω -1.1980 0.6980 2.0188 -1.9997 0.9997 2.3621 -3.1742 1.1742 2.9422
η 1.1812 0.3812 1.4552 1.0562 0.2562 1.3340 1.5378 0.7378 3.3858
α(1.5) 1.3681 0.1319 0.3333 1.3821 0.1179 0.4120 1.5918 0.0918 0.5643
β 1.4942 0.4942 1.3139 1.3742 0.3742 1.1853 0.8061 0.1939 0.8176
ω -0.9108 0.4108 1.5508 -1.6306 0.6306 2.2274 -1.6867 0.3133 2.4924
η 1.3340 0.5340 1.8578 1.4840 0.6840 2.4743 3.5611 2.7611 5.2045
n “ 100
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4798 0.0202 0.0774 0.4674 0.0326 0.1023 0.4458 0.0542 0.1405
β 1.0578 0.0578 0.1884 1.0726 0.0726 0.1963 1.0767 0.0767 0.1953
ω -0.6898 0.1898 0.6779 -1.4215 0.4215 1.2965 -2.9945 0.9945 2.1831
η 0.9270 0.1270 0.3821 0.8865 0.0865 0.2576 0.8585 0.0585 0.1941
α(1) 0.9700 0.0300 0.1541 0.9323 0.0677 0.2026 0.9013 0.0987 0.2760
β 1.1069 0.1069 0.4331 1.1934 0.1934 0.5184 1.1499 0.1499 0.4514
ω -0.6517 0.1517 0.7271 -1.4916 0.4916 1.4844 -2.9500 0.9500 2.2084
η 0.8783 0.0783 0.3234 0.8626 0.0626 0.2078 0.8801 0.0801 0.9132
α(1.5) 1.4262 0.0738 0.2356 1.3941 0.1059 0.3114 1.5429 0.0429 0.4677
β 1.3832 0.3832 1.0070 1.3827 0.3827 0.9962 0.9660 0.0340 0.7454
ω -0.7894 0.2894 0.8998 -1.5519 0.5519 1.5840 -1.9728 0.0272 2.0348
η 0.9182 0.1182 0.4717 0.9506 0.1506 0.9597 2.1744 1.3744 3.5127
Nas Tabelas 17 e 18 apresentamos a média das replicas, o RB e RMSE para
os diferentes tamanhos de amostra, η “ 0.8, β “ 1 e ω “ ´0.5,´1,´2. Vemos como
houveram problemas na recuperação nos parâmetros η e ω nos casos em que α “ 1.5 e
α “ 0.5 respectivamente e tamanhos de amostra menores que 200. Para tamanhos de
amostra grandes vemos como todos os parâmetros foram corretamente estimados.
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Tabela 18 – BSIGpα, β;ω, η, ηq: Estimativa dos parâmetros com η “ 0.8, β “ 1 e ω “
´0.5,´1,´2.
n “ 200
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4938 0.0062 0.0474 0.4879 0.0121 0.0643 0.4763 0.0237 0.0943
β 1.0180 0.0180 0.0777 1.0290 0.0290 0.1070 1.0316 0.0316 0.1252
ω -0.5521 0.0521 0.2211 -1.1207 0.1207 0.4500 -2.3523 0.3523 1.1179
η 0.8467 0.0467 0.1952 0.8346 0.0346 0.1688 0.8209 0.0209 0.1231
α(1) 0.9850 0.0150 0.0969 0.9675 0.0325 0.1299 0.9396 0.0604 0.1879
β 1.0481 0.0481 0.2127 1.0857 0.0857 0.2668 1.1022 0.1022 0.3146
ω -0.5575 0.0575 0.2728 -1.1715 0.1715 0.5543 -2.4593 0.4593 1.2521
η 0.8388 0.0388 0.1863 0.8301 0.0301 0.1484 0.8179 0.0179 0.1131
α(1.5) 1.4666 0.0334 0.1439 1.4614 0.0386 0.1853 1.4825 0.0175 0.3210
β 1.1489 0.1489 0.5177 1.1940 0.1940 0.6037 1.0677 0.0677 0.5684
ω -0.6091 0.1091 0.3961 -1.2021 0.2021 0.6837 -2.2136 0.2136 1.4854
η 0.8414 0.0414 0.2138 0.8237 0.0237 0.1591 1.1334 0.3334 1.6212
n “ 500
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4980 0.0020 0.0303 0.4962 0.0038 0.0383 0.4923 0.0077 0.0557
β 1.0048 0.0048 0.0428 1.0041 0.0041 0.0553 1.0074 0.0074 0.0742
ω -0.5150 0.0150 0.1206 -1.0224 0.0224 0.1953 -2.0808 0.0808 0.4426
η 0.8138 0.0138 0.1062 0.8076 0.0076 0.0952 0.8059 0.0059 0.0779
α(1) 0.9956 0.0044 0.0596 0.9940 0.0060 0.0723 0.9763 0.0237 0.1117
β 1.0106 0.0106 0.0965 1.0194 0.0194 0.1285 1.0402 0.0402 0.1787
ω -0.5137 0.0137 0.1330 -1.0294 0.0294 0.2249 -2.1543 0.1543 0.5818
η 0.8144 0.0144 0.1066 0.8049 0.0049 0.0878 0.8082 0.0082 0.0704
α(1.5) 1.4958 0.0042 0.0890 1.4956 0.0044 0.1066 1.4744 0.0256 0.1730
β 1.0264 0.0264 0.2213 1.0388 0.0388 0.2442 1.0643 0.0643 0.3424
ω -0.5162 0.0162 0.1966 -1.0360 0.0360 0.2866 -2.1477 0.1477 0.7329
η 0.8112 0.0112 0.1017 0.8060 0.0060 0.0885 0.8257 0.0257 0.4233
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Tabela 19 – BSIGpα, β;ω, η, ηq: Estimativa dos parâmetros com η “ 0.8, β “ 1 e ω “
0.5, 1, 2.
n “ 50
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4431 0.0569 0.1270 0.4231 0.0769 0.1521 0.4324 0.0676 0.1723
β 0.9281 0.0719 0.2559 0.9056 0.0944 0.2080 0.9713 0.0287 0.2058
ω 1.3034 0.8034 2.2780 2.2664 1.2664 2.6468 3.3663 1.3663 2.8878
η 1.1265 0.3265 0.8807 0.9972 0.1972 0.4970 0.8684 0.0684 0.2696
α(1) 0.8958 0.1042 0.2649 0.8798 0.1202 0.2902 0.8995 0.1005 0.3434
β 0.9535 0.0465 0.5241 0.9605 0.0395 0.4479 1.1842 0.1842 0.8481
ω 1.3653 0.8653 2.4055 2.0914 1.0914 2.6432 3.1505 1.1505 2.8879
η 1.0484 0.2484 0.8355 0.9331 0.1331 0.5573 1.0668 0.2668 1.3173
α(1.5) 1.3740 0.1260 0.3582 1.3818 0.1182 0.4108 1.4417 0.0583 0.4823
β 1.1496 0.1496 0.8024 1.4780 0.4780 1.2608 1.7962 0.7962 1.4682
ω 1.0399 0.5399 1.9027 1.6287 0.6287 2.2723 2.5546 0.5546 2.5891
η 1.1591 0.3591 1.3218 1.3212 0.5212 1.7213 1.0712 0.2712 1.1051
n “ 100
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4759 0.0241 0.0764 0.4649 0.0351 0.1009 0.4559 0.0441 0.1322
β 0.9616 0.0384 0.1285 0.9596 0.0404 0.1402 0.9795 0.0205 0.1501
ω 0.7180 0.2180 0.7363 1.4067 0.4067 1.2654 2.7276 0.7276 1.8430
η 0.9358 0.1358 0.3732 0.8885 0.0885 0.2597 0.8338 0.0338 0.1749
α(1) 0.9499 0.0501 0.1553 0.9464 0.0536 0.1953 0.9230 0.0770 0.2608
β 0.9756 0.0244 0.2722 0.9620 0.0380 0.2826 1.0222 0.0222 0.4040
ω 0.7023 0.2023 0.8971 1.3799 0.3799 1.1936 2.7282 0.7282 1.9263
η 0.9056 0.1056 0.4043 0.8542 0.0542 0.2428 0.8260 0.0260 0.3102
α(1.5) 1.4404 0.0596 0.2286 1.4186 0.0814 0.2906 1.4266 0.0734 0.3632
β 1.0096 0.0096 0.5021 1.0725 0.0725 0.6794 1.2817 0.2817 0.8932
ω 0.7238 0.2238 0.8250 1.4264 0.4264 1.4195 2.4791 0.4791 1.8671
η 0.8901 0.0901 0.4882 0.8928 0.0928 0.6432 0.8215 0.0215 0.2596
Nas Tabelas 19 e 20 apresentamos a média das replicas, o RB e RMSE para os
diferentes tamanhos de amostra, η “ 0.8, β “ 1 e ω “ 0.5, 1, 2. Mais uma vez observamos
os problemas nas estimativas dos parâmetros de η e ω para valores pequenos da amostra.
Para tamanhos de amostra grandes todos os parâmetros foram corretamente recuperado.
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Tabela 20 – BSIGpα, β;ω, η, ηq: Estimativa dos parâmetros com η “ 0.8, β “ 1 e ω “
0.5, 1, 2.
n “ 200
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4927 0.0073 0.0496 0.4873 0.0127 0.0639 0.4802 0.0198 0.0916
β 0.9874 0.0126 0.0690 0.9833 0.0167 0.0891 0.9868 0.0132 0.1075
ω 0.5524 0.0524 0.2291 1.1222 0.1222 0.4755 2.2931 0.2931 0.9429
η 0.8494 0.0494 0.1938 0.8366 0.0366 0.1638 0.8181 0.0181 0.1199
α(1) 0.9823 0.0177 0.0995 0.9810 0.0190 0.1251 0.9697 0.0303 0.1763
β 0.9811 0.0189 0.1571 0.9890 0.0110 0.1863 1.0231 0.0231 0.2400
ω 0.5649 0.0649 0.2696 1.1272 0.1272 0.5994 2.2271 0.2271 0.9829
η 0.8368 0.0368 0.1770 0.8173 0.0173 0.1490 0.8033 0.0033 0.1079
α(1.5) 1.4782 0.0218 0.1494 1.4842 0.0158 0.1828 1.4842 0.0158 0.2514
β 0.9863 0.0137 0.2747 1.0783 0.0783 0.3963 1.1586 0.1586 0.4730
ω 0.5918 0.0918 0.3928 1.0636 0.0636 0.5737 2.1194 0.1194 1.1248
η 0.8208 0.0208 0.1607 0.8059 0.0059 0.1721 0.7874 0.0126 0.0999
n “ 500
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4979 0.0021 0.0309 0.4997 0.0003 0.0371 0.4986 0.0014 0.0524
β 0.9956 0.0044 0.0412 1.0017 0.0017 0.0522 1.0030 0.0030 0.0658
ω 0.5184 0.0184 0.1216 1.0095 0.0095 0.1872 2.0400 0.0400 0.4015
η 0.8148 0.0148 0.1121 0.8019 0.0019 0.0906 0.8005 0.0005 0.0741
α(1) 0.9969 0.0031 0.0594 0.9986 0.0014 0.0726 0.9964 0.0036 0.1011
β 1.0003 0.0003 0.0901 1.0060 0.0060 0.1133 1.0239 0.0239 0.1456
ω 0.5112 0.0112 0.1369 1.0123 0.0123 0.2140 2.0199 0.0199 0.4403
η 0.8050 0.0050 0.1024 0.7970 0.0030 0.0913 0.7952 0.0048 0.0690
α(1.5) 1.4985 0.0015 0.0909 1.5033 0.0033 0.1094 1.5134 0.0134 0.1482
β 1.0134 0.0134 0.1628 1.0452 0.0452 0.2058 1.1191 0.1191 0.2954
ω 0.5058 0.0058 0.1704 0.9915 0.0085 0.2727 1.9288 0.0712 0.5423
η 0.7986 0.0014 0.0982 0.7933 0.0067 0.0811 0.7862 0.0138 0.0637
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Tabela 21 – BSIGpα, β;ω, η, ηq: Estimativa dos parâmetros com η “ 1, β “ 1 e ω “
´0.5,´1,´2.
n “ 50
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4404 0.0596 0.1233 0.4250 0.0750 0.1499 0.4137 0.0863 0.1871
β 1.2506 0.2506 0.5277 1.2183 0.2183 0.4385 1.1498 0.1498 0.3730
ω -1.4705 0.9705 2.4066 -2.4149 1.4149 2.9055 -4.1565 2.1565 3.7140
η 1.5357 0.5357 1.4998 1.2717 0.2717 0.9489 1.0807 0.0807 0.3365
α(1) 0.8911 0.1089 0.2366 0.8738 0.1262 0.2922 0.9733 0.0267 0.3997
β 1.4847 0.4847 1.1733 1.4112 0.4112 1.0200 0.9799 0.0201 0.6972
ω -1.1976 0.6976 2.2732 -2.1520 1.1520 2.9622 -2.6796 0.6796 3.2026
η 1.6294 0.6294 2.0546 1.5834 0.5834 2.2671 2.9617 1.9617 4.9895
α(1.5) 1.3911 0.1089 0.3026 1.4207 0.0793 0.3734 1.5964 0.0964 0.4313
β 1.2182 0.2182 1.2725 1.0425 0.0425 1.2289 0.4934 0.5066 0.6908
ω -0.5014 0.0014 1.5924 -0.9791 0.0209 2.2474 -0.9268 1.0732 2.3363
η 2.1226 1.1226 2.7809 3.0051 2.0051 4.1103 4.3091 3.3091 4.8593
n “ 100
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4745 0.0255 0.0793 0.4636 0.0364 0.1078 0.4361 0.0639 0.1460
β 1.1073 0.1073 0.3104 1.1297 0.1297 0.3016 1.1060 0.1060 0.2914
ω -0.8113 0.3113 0.9955 -1.6087 0.6087 1.6692 -3.2725 1.2725 2.6240
η 1.2150 0.2150 0.5814 1.1282 0.1282 0.3940 1.0585 0.0585 0.2569
α(1) 0.9405 0.0595 0.1666 0.9131 0.0869 0.2184 0.9229 0.0771 0.2915
β 1.3308 0.3308 0.9083 1.3389 0.3389 0.8037 1.1491 0.1491 0.5992
ω -0.8999 0.3999 1.3181 -1.7338 0.7338 1.8783 -2.8952 0.8952 2.4864
η 1.2367 0.2367 1.0487 1.1363 0.1363 0.9642 1.5088 0.5088 2.4520
α(1.5) 1.4390 0.0610 0.2148 1.4519 0.0481 0.2722 1.5896 0.0896 0.3621
β 1.3106 0.3106 1.1911 1.1541 0.1541 1.0670 0.6179 0.3821 0.7012
ω -0.6185 0.1185 1.0066 -1.1012 0.1012 1.5162 -1.1488 0.8512 1.9772
η 1.3281 0.3281 1.2712 1.6154 0.6154 2.0057 2.6973 1.6973 3.2097
Nas Tabelas 21 e 22 apresentamos a média das replicas, o RB e RMSE para
os diferentes tamanhos de amostra para η “ 1, β “ 1 e ω “ ´0.5,´1,´2. Mais uma vez
vemos como houveram problemas na recuperação nos parâmetros η e ω para tamanhos de
amostra pequenos. Para tamanhos de amostra grandes vemos como os parâmetros foram
corretamente estimados.
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Tabela 22 – BSIGpα, β;ω, η, ηq: Estimativa dos parâmetros com η “ 1, β “ 1 e ω “
´0.5,´1,´2.
n “ 200
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4900 0.0100 0.0466 0.4853 0.0147 0.0630 0.4615 0.0385 0.1099
β 1.0347 0.0347 0.1390 1.0493 0.0493 0.1701 1.0675 0.0675 0.1951
ω -0.5890 0.0890 0.3327 -1.1866 0.1866 0.6630 -2.6373 0.6373 1.5841
η 1.0788 0.0788 0.3003 1.0558 0.0558 0.2293 1.0384 0.0384 0.1716
α(1) 0.9779 0.0221 0.0977 0.9681 0.0319 0.1271 0.9345 0.0655 0.1969
β 1.1311 0.1311 0.4620 1.1495 0.1495 0.4497 1.1572 0.1572 0.4622
ω -0.6322 0.1322 0.4930 -1.2308 0.2308 0.7279 -2.5905 0.5905 1.5553
η 1.0589 0.0589 0.2390 1.0232 0.0232 0.1931 1.0684 0.0684 0.8065
α(1.5) 1.4670 0.0330 0.1390 1.4765 0.0235 0.1798 1.5950 0.0950 0.2669
β 1.2282 0.2282 0.9191 1.1576 0.1576 0.7978 0.6910 0.3090 0.6080
ω -0.5890 0.0890 0.6450 -1.0922 0.0922 0.8831 -1.2232 0.7768 1.4911
η 1.0757 0.0757 0.4088 1.0798 0.0798 0.5844 1.7099 0.7099 1.6664
n “ 500
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4966 0.0034 0.0297 0.4964 0.0036 0.0366 0.4886 0.0114 0.0596
β 1.0120 0.0120 0.0702 1.0145 0.0145 0.0853 1.0178 0.0178 0.1028
ω -0.5324 0.0324 0.1797 -1.0452 0.0452 0.2617 -2.1397 0.1397 0.5593
η 1.0236 0.0236 0.1570 1.0204 0.0204 0.1431 1.0100 0.0100 0.1029
α(1) 0.9971 0.0029 0.0564 0.9929 0.0071 0.0719 0.9687 0.0313 0.1246
β 1.0251 0.0251 0.1705 1.0362 0.0362 0.2202 1.0790 0.0790 0.2751
ω -0.5239 0.0239 0.2049 -1.0503 0.0503 0.3324 -2.2445 0.2445 0.8073
η 1.0068 0.0068 0.1461 1.0031 0.0031 0.1229 1.0077 0.0077 0.0900
α(1.5) 1.4909 0.0091 0.0859 1.4908 0.0092 0.1123 1.5580 0.0580 0.1934
β 1.0614 0.0614 0.4359 1.1036 0.1036 0.5213 0.8367 0.1633 0.4762
ω -0.5221 0.0221 0.3280 -1.0646 0.0646 0.5262 -1.5801 0.4199 1.0921
η 1.0060 0.0060 0.1394 1.0047 0.0047 0.1939 1.2078 0.2078 0.7480
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Tabela 23 – BSIGpα, β;ω, η, ηq: Estimativa dos parâmetros com η “ 1, β “ 1 e ω “
0.5, 1, 2.
n “ 50
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4461 0.0539 0.1212 0.4339 0.0661 0.1535 0.4181 0.0819 0.1859
β 0.9599 0.0401 0.4068 0.9222 0.0778 0.2723 0.9636 0.0364 0.3023
ω 1.2888 0.7888 2.3580 2.3247 1.3247 2.8222 4.0285 2.0285 3.6313
η 1.5600 0.5600 1.6060 1.2131 0.2131 0.6460 1.1003 0.1003 0.5324
α(1) 0.8875 0.1125 0.2430 0.8774 0.1226 0.2828 0.9167 0.0833 0.3581
β 1.0920 0.0920 0.7810 1.0842 0.0842 0.7290 1.6072 0.6072 1.3405
ω 1.2890 0.7890 2.4564 2.1231 1.1231 2.7985 3.0664 1.0664 3.2447
η 1.5436 0.5436 1.8091 1.4301 0.4301 1.6372 1.5283 0.5283 1.7592
α(1.5) 1.4102 0.0898 0.3111 1.4219 0.0781 0.3616 1.4855 0.0145 0.4184
β 1.6061 0.6061 1.2081 2.2448 1.2448 1.6131 2.6871 1.6871 1.7390
ω 0.6491 0.1491 1.6229 1.1208 0.1208 2.2201 1.8607 0.1393 2.3509
η 1.9044 0.9044 2.1914 2.0314 1.0314 2.2866 1.3538 0.3538 1.2591
n “ 100
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4732 0.0268 0.0763 0.4592 0.0408 0.1042 0.4493 0.0507 0.1438
β 0.9540 0.0460 0.1838 0.9376 0.0624 0.1871 0.9754 0.0246 0.2073
ω 0.7932 0.2932 0.9658 1.5967 0.5967 1.5090 3.0665 1.0665 2.4317
η 1.2020 0.2020 0.5689 1.1081 0.1081 0.3378 1.0411 0.0411 0.2339
α(1) 0.9446 0.0554 0.1537 0.9450 0.0550 0.1945 0.9243 0.0757 0.2803
β 0.9742 0.0258 0.3895 1.0080 0.0080 0.4462 1.2138 0.2138 0.8613
ω 0.8048 0.3048 1.0553 1.4568 0.4568 1.4377 2.8402 0.8402 2.4371
η 1.1500 0.1500 0.6059 1.0786 0.0786 0.5921 1.1500 0.1500 0.9042
α(1.5) 1.4329 0.0671 0.2216 1.4685 0.0315 0.2597 1.5006 0.0006 0.3485
β 1.3594 0.3594 0.9080 1.8797 0.8797 1.4283 2.2211 1.2211 1.5373
ω 0.6008 0.1008 1.1666 0.9668 0.0332 1.3530 1.8955 0.1045 1.9779
η 1.2423 0.2423 1.0119 1.4270 0.4270 1.3945 1.0634 0.0634 0.5063
Nas Tabelas 23 e 24 apresentamos a média das replicas, o RB e RMSE para
os diferentes tamanhos de amostra com η “ 1, β “ 1 e ω “ 0.5, 1, 2. Vemos resultados
semelhantes aos obtidos nas Tabelas 21 e 22 quando ω era negativo. Isto é problemas na
estimação nos parâmetros no η e ω para tamanhos de amostra menores que 200.
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Tabela 24 – BSIGpα, β;ω, η, ηq: Estimativa dos parâmetros com η “ 1, β “ 1 e ω “
0.5, 1, 2.
n “ 200
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4904 0.0096 0.0483 0.4878 0.0122 0.0641 0.4768 0.0232 0.0987
β 0.9751 0.0249 0.1097 0.9820 0.0180 0.1233 0.9935 0.0065 0.1511
ω 0.6085 0.1085 0.4276 1.1409 0.1409 0.6098 2.3892 0.3892 1.3066
η 1.0848 0.0848 0.2918 1.0377 0.0377 0.2176 1.0100 0.0100 0.1574
α(1) 0.9785 0.0215 0.0943 0.9806 0.0194 0.1155 0.9721 0.0279 0.1855
β 0.9798 0.0202 0.2382 0.9959 0.0041 0.2756 1.0744 0.0744 0.3755
ω 0.6133 0.1133 0.4601 1.1446 0.1446 0.6320 2.2892 0.2892 1.3822
η 1.0555 0.0555 0.2469 1.0257 0.0257 0.2525 0.9967 0.0033 0.1490
α(1.5) 1.4748 0.0252 0.1331 1.4951 0.0049 0.1760 1.5029 0.0029 0.2412
β 1.1508 0.1508 0.5653 1.4141 0.4141 0.9587 1.6805 0.6805 1.0936
ω 0.5241 0.0241 0.5380 0.9458 0.0542 0.8085 1.8445 0.1555 1.2707
η 1.0623 0.0623 0.3917 1.0845 0.0845 0.5942 0.9744 0.0256 0.1887
n “ 500
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4956 0.0044 0.028 0.4973 0.0027 0.0377 0.4994 0.0006 0.0560
β 0.9937 0.0063 0.0605 0.9946 0.0054 0.0784 1.0127 0.0127 0.0941
ω 0.5261 0.0261 0.1687 1.0438 0.0438 0.2577 2.0292 0.0292 0.4866
η 1.0257 0.0257 0.1519 1.0173 0.0173 0.1368 0.9896 0.0104 0.0962
α(1) 0.9964 0.0036 0.0524 0.9974 0.0026 0.0677 1.0077 0.0077 0.1040
β 1.0092 0.0092 0.1254 1.0180 0.0180 0.1660 1.0774 0.0774 0.2239
ω 0.5066 0.0066 0.1765 1.0116 0.0116 0.2875 1.9620 0.0380 0.5645
η 1.0121 0.0121 0.1377 0.9974 0.0026 0.1143 0.9820 0.0180 0.0850
α(1.5) 1.4997 0.0003 0.0794 1.5055 0.0055 0.0998 1.5547 0.0547 0.1369
β 1.0768 0.0768 0.2939 1.1814 0.1814 0.5033 1.4742 0.4742 0.5799
ω 0.4815 0.0185 0.2787 0.9357 0.0643 0.4220 1.6269 0.3731 0.6200
η 0.9866 0.0134 0.1271 0.9925 0.0075 0.2075 0.9541 0.0459 0.0777
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ii) Nas próximas tabelas, os estudos de simulação são considerados assumindo
que IG „ pη, η2q e os Cenários 1-3.
Nas Tabelas 25 e 26 apresentamos a média das replicas, o RB e RMSE para os
diferentes tamanhos de amostra, η “ 0.6, β “ 1 e ω “ ´0.5,´1,´2. Vemos como para
α “ 1.5 e ainda para tamanhos grandes da amostra se tiveram problemas nas estimativas
dos parâmetros ω e η.
Tabela 25 – BSIGpα, β;ω, η, η2q: Estimativa dos parâmetros com η “ 0.6, β “ 1 e ω “
´0.5,´1,´2.
n “ 50
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4728 0.0272 0.1115 0.4582 0.0418 0.1176 0.5820 0.0820 0.9557
β 1.0667 0.0667 0.1822 1.0489 0.0489 0.1500 1.0007 0.0007 0.1811
ω -0.9035 0.4035 1.4143 -1.4470 0.4470 1.3854 -2.3820 0.3820 1.7491
η 0.6883 0.0883 0.2110 0.6477 0.0477 0.1525 0.7000 0.1000 0.5691
α(1) 0.9364 0.0636 0.2153 1.0293 0.0293 0.9074 2.5603 1.5603 2.9539
β 1.1762 0.1762 0.4929 1.0913 0.0913 0.3890 0.7871 0.2129 0.5150
ω -0.8889 0.3889 1.1877 -1.3383 0.3383 1.3269 -1.2008 0.7992 2.3780
η 0.6778 0.0778 0.1932 0.6968 0.0968 0.4784 1.4813 0.8813 1.4828
α(1.5) 1.4406 0.0594 0.5299 1.9179 0.4179 1.7477 4.3945 2.8945 3.0911
β 1.2929 0.2929 0.8447 1.1160 0.1160 0.7515 0.5409 0.4591 0.6743
ω -0.8193 0.3193 1.0145 -1.1371 0.1371 1.6286 -0.3066 1.6934 2.3906
η 0.6767 0.0767 0.2918 0.9004 0.3004 0.8200 2.0788 1.4788 1.4307
n “ 100
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4878 0.0122 0.0648 0.4807 0.0193 0.0781 0.4803 0.0197 0.3593
β 1.0203 0.0203 0.0740 1.0201 0.0201 0.0859 1.0249 0.0249 0.1082
ω -0.5830 0.0830 0.2638 -1.1513 0.1513 0.5237 -2.4249 0.4249 1.0783
η 0.6365 0.0365 0.1154 0.6226 0.0226 0.0919 0.6271 0.0271 0.2085
α(1) 0.9710 0.0290 0.1367 0.9599 0.0401 0.1554 1.9487 0.9487 2.4646
β 1.0409 0.0409 0.1810 1.0534 0.0534 0.1879 0.8900 0.1100 0.4176
ω -0.5860 0.0860 0.3582 -1.1711 0.1711 0.5170 -1.5979 0.4021 1.9959
η 0.6297 0.0297 0.1174 0.6229 0.0229 0.0924 1.1342 0.5342 1.2288
α(1.5) 1.4631 0.0369 0.3066 1.6415 0.1415 1.0863 3.9804 2.4804 2.9710
β 1.0951 0.0951 0.3885 1.0909 0.0909 0.4573 0.6060 0.3940 0.6054
ω -0.6038 0.1038 0.4233 -1.1109 0.1109 0.9689 -0.4813 1.5187 2.1655
η 0.6238 0.0238 0.1308 0.7118 0.1118 0.4635 1.7388 1.1388 1.3016
Capítulo 3. Estudo de Simulação e Aplicação 102
Tabela 26 – BSIGpα, β;ω, η, η2q: Estimativa dos parâmetros com η “ 0.6, β “ 1 e ω “
´0.5,´1,´2.
n “ 200
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4965 0.0035 0.0472 0.4916 0.0084 0.0556 0.4831 0.0169 0.0753
β 1.0052 0.0052 0.0450 1.0096 0.0096 0.0536 1.0125 0.0125 0.0666
ω -0.5215 0.0215 0.1480 -1.0616 0.0616 0.2480 -2.1803 0.1803 0.6281
η 0.6115 0.0115 0.0758 0.6102 0.0102 0.0652 0.6099 0.0099 0.0561
α(1) 0.9902 0.0098 0.0960 0.9819 0.0181 0.1073 1.6503 0.6503 2.0769
β 1.0245 0.0245 0.1069 1.0292 0.0292 0.1238 0.9282 0.0718 0.3419
ω -0.5454 0.0454 0.1777 -1.0768 0.0768 0.3028 -1.7139 0.2861 1.6175
η 0.6165 0.0165 0.0763 0.6117 0.0117 0.0642 0.9635 0.3635 1.0364
α(1.5) 1.4849 0.0151 0.1403 1.5126 0.0126 0.5719 3.7665 2.2665 2.8615
β 1.0435 0.0435 0.1837 1.0407 0.0407 0.2434 0.6225 0.3775 0.5455
ω -0.5438 0.0438 0.1974 -1.0581 0.0581 0.4512 -0.5251 1.4749 2.0211
η 0.6147 0.0147 0.0746 0.6285 0.0285 0.2216 1.6157 1.0157 1.2383
n “ 500
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4965 0.0035 0.0289 0.4982 0.0018 0.0328 0.4905 0.0095 0.0447
β 1.0043 0.0043 0.0284 1.0028 0.0028 0.0324 1.0067 0.0067 0.0412
ω -0.5175 0.0175 0.0939 -1.0200 0.0200 0.1443 -2.0762 0.0762 0.3227
η 0.6080 0.0080 0.0486 0.6041 0.0041 0.0410 0.6053 0.0053 0.0342
α(1) 0.9941 0.0059 0.0589 0.9945 0.0055 0.0677 1.2390 0.2390 1.3071
β 1.0066 0.0066 0.0595 1.0065 0.0065 0.0693 0.9767 0.0233 0.2124
ω -0.5111 0.0111 0.0944 -1.0177 0.0177 0.1581 -1.8960 0.1040 0.9975
η 0.6046 0.0046 0.0458 0.6016 0.0016 0.0402 0.7369 0.1369 0.6565
α(1.5) 1.4918 0.0082 0.0887 1.4941 0.0059 0.1052 3.5840 2.0840 2.7215
β 1.0103 0.0103 0.1041 1.0085 0.0085 0.1208 0.6358 0.3642 0.5032
ω -0.5167 0.0167 0.1121 -1.0132 0.0132 0.1828 -0.5706 1.4294 1.8922
η 0.6055 0.0055 0.0473 0.6019 0.0019 0.0394 1.4828 0.8828 1.1403
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Tabela 27 – BSIGpα, β;ω, η, η2q: Estimativa dos parâmetros com η “ 0.6, β “ 1 e ω “
0.5, 1, 2.
n “ 50
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4701 0.0299 0.1066 0.4562 0.0438 0.1210 0.4636 0.0364 0.1406
β 0.9641 0.0359 0.1245 0.9691 0.0309 0.1189 1.0001 0.0001 0.1244
ω 0.8811 0.3811 1.4012 1.4701 0.4701 1.4020 2.4711 0.4711 1.4603
η 0.6871 0.0871 0.2211 0.6524 0.0524 0.1551 0.6286 0.0286 0.1131
α(1) 0.9435 0.0565 0.2122 0.9173 0.0827 0.2394 0.9465 0.0535 0.3082
β 0.9463 0.0537 0.2189 0.9650 0.0350 0.2618 1.0496 0.0496 0.3848
ω 0.8522 0.3522 1.2089 1.4390 0.4390 1.3222 2.4746 0.4746 1.6393
η 0.6726 0.0726 0.1783 0.6419 0.0419 0.1589 0.6232 0.0232 0.1637
α(1.5) 1.4337 0.0663 0.3266 1.3936 0.1064 0.4010 1.4605 0.0395 0.4368
β 0.9961 0.0039 0.4221 1.0576 0.0576 0.6062 1.2297 0.2297 0.6861
ω 0.7715 0.2715 0.8837 1.4164 0.4164 1.2756 2.2466 0.2466 1.4871
η 0.6662 0.0662 0.2376 0.6540 0.0540 0.2460 0.6199 0.0199 0.1507
n “ 100
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4870 0.0130 0.0670 0.4781 0.0219 0.0786 0.4720 0.0280 0.1026
β 0.9859 0.0141 0.0704 0.9850 0.0150 0.0784 0.9922 0.0078 0.0895
ω 0.5907 0.0907 0.2769 1.1542 0.1542 0.4910 2.2971 0.2971 0.9278
η 0.6360 0.0360 0.1199 0.6202 0.0202 0.0954 0.6152 0.0152 0.0798
α(1) 0.9783 0.0217 0.1380 0.9595 0.0405 0.1599 0.9325 0.0675 0.2015
β 0.9844 0.0156 0.1385 0.9745 0.0255 0.1595 1.0018 0.0018 0.1957
ω 0.5794 0.0794 0.3113 1.1909 0.1909 0.5788 2.3090 0.3090 1.0491
η 0.6259 0.0259 0.1046 0.6160 0.0160 0.0922 0.6140 0.0140 0.0752
α(1.5) 1.4652 0.0348 0.2107 1.4377 0.0623 0.2465 1.4295 0.0705 0.3138
β 0.9817 0.0183 0.2349 0.9906 0.0094 0.2729 1.0628 0.0628 0.3667
ω 0.6061 0.1061 0.4468 1.1970 0.1970 0.6837 2.2542 0.2542 1.0862
η 0.6268 0.0268 0.1109 0.6168 0.0168 0.0864 0.6078 0.0078 0.0728
Nas Tabelas 27 e 28 apresentamos a média das replicas, o RB e RMSE para os
diferentes tamanhos de amostra, η “ 0.6, β “ 1 e ω “ 0.5, 1, 2. Vemos como, ao contrario
o que acontecia nas Tabelas 25 e 26, se tiveram boas estimativas para todos os tamanhos
da amostra.
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Tabela 28 – BSIGpα, β;ω, η, η2q: Estimativa dos parâmetros com η “ 0.6, β “ 1 e ω “
0.5, 1, 2.
n “ 200
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4962 0.0038 0.0471 0.4908 0.0092 0.0533 0.4808 0.0192 0.0729
β 0.9956 0.0044 0.0452 0.9930 0.0070 0.0541 0.9969 0.0031 0.0649
ω 0.5263 0.0263 0.1514 1.0627 0.0627 0.2754 2.1488 0.1488 0.6113
η 0.6104 0.0104 0.0754 0.6116 0.0116 0.0662 0.6077 0.0077 0.0519
α(1) 0.9909 0.0091 0.0945 0.9850 0.0150 0.1090 0.9640 0.0360 0.1461
β 0.9909 0.0091 0.0944 0.9885 0.0115 0.1126 0.9986 0.0014 0.1419
ω 0.5261 0.0261 0.1592 1.0659 0.0659 0.2793 2.1420 0.1420 0.6388
η 0.6138 0.0138 0.0740 0.6089 0.0089 0.0657 0.6082 0.0082 0.0537
α(1.5) 1.4824 0.0176 0.1431 1.4817 0.0183 0.1620 1.4648 0.0352 0.2149
β 0.9881 0.0119 0.1513 1.0134 0.0134 0.1914 1.0461 0.0461 0.2438
ω 0.5409 0.0409 0.1797 1.0461 0.0461 0.3363 2.0799 0.0799 0.6769
η 0.6104 0.0104 0.0754 0.6030 0.0030 0.0609 0.6019 0.0019 0.0503
n “ 500
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4995 0.0005 0.0295 0.4987 0.0013 0.0337 0.4944 0.0056 0.0447
β 0.9989 0.0011 0.0271 1.0010 0.0010 0.0317 1.0017 0.0017 0.0401
ω 0.5091 0.0091 0.0878 1.0069 0.0069 0.1447 2.0205 0.0205 0.3081
η 0.6043 0.0043 0.0485 0.6024 0.0024 0.0399 0.6023 0.0023 0.0339
α(1) 0.9984 0.0016 0.0573 0.9979 0.0021 0.0654 0.9872 0.0128 0.0888
β 1.0027 0.0027 0.0580 1.0040 0.0040 0.0692 1.0058 0.0058 0.0865
ω 0.5041 0.0041 0.0941 1.0039 0.0039 0.1543 2.0242 0.0242 0.3514
η 0.6017 0.0017 0.0465 0.6000 0 0.0378 0.6005 0.0005 0.0329
α(1.5) 1.4945 0.0055 0.0880 1.4901 0.0099 0.1014 1.4937 0.0063 0.1286
β 1.0009 0.0009 0.0973 1.0105 0.0105 0.1158 1.0372 0.0372 0.1428
ω 0.5095 0.0095 0.1070 1.0064 0.0064 0.1788 1.9643 0.0357 0.3634
η 0.6029 0.0029 0.0457 0.6010 0.0010 0.0393 0.5999 0.0001 0.0318
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Tabela 29 – BSIGpα, β;ω, η, η2q: Estimativa dos parâmetros com η “ 1, β “ 1 e ω “
´0.5,´1,´2.
n “ 50
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4620 0.0380 0.1283 0.4331 0.0669 0.1402 0.4092 0.0908 0.1664
β 1.2438 0.2438 0.5174 1.2263 0.2263 0.4237 1.1322 0.1322 0.3317
ω -1.6764 1.1764 2.9188 -2.8159 1.8159 3.5840 -4.2214 2.2214 3.8878
η 1.2241 0.2241 0.4542 1.1350 0.1350 0.3359 1.0433 0.0433 0.2202
α(1) 0.9312 0.0688 0.2939 0.9011 0.0989 0.3676 1.0872 0.0872 0.7026
β 1.5060 0.5060 1.2054 1.4455 0.4455 1.0157 1.0214 0.0214 0.6894
ω -1.3587 0.8587 2.7112 -2.3998 1.3998 3.2251 -2.9445 0.9445 3.5774
η 1.1916 0.1916 0.5292 1.1553 0.1553 0.5371 1.2827 0.2827 0.7908
α(1.5) 1.5446 0.0446 0.5544 1.7031 0.2031 0.7253 2.1704 0.6704 0.9926
β 1.3265 0.3265 1.3958 1.0047 0.0047 1.1650 0.4660 0.5340 0.6485
ω -0.5852 0.0852 1.8391 -0.8809 0.1191 2.2916 -0.6698 1.3302 2.3680
η 1.3243 0.3243 0.7450 1.4600 0.4600 0.8754 1.7869 0.7869 1.0102
n “ 100
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4880 0.0120 0.0729 0.4641 0.0359 0.0909 0.4322 0.0678 0.1282
β 1.0955 0.0955 0.2819 1.1261 0.1261 0.3011 1.1100 0.1100 0.2641
ω -0.8785 0.3785 1.1951 -1.7469 0.7469 1.8767 -3.4152 1.4152 2.8528
η 1.1020 0.1020 0.2983 1.0669 0.0669 0.2208 1.0328 0.0328 0.1498
α(1) 0.9675 0.0325 0.1532 0.9221 0.0779 0.2025 0.9238 0.0762 0.3788
β 1.2845 0.2845 0.8464 1.3736 0.3736 0.8202 1.1964 0.1964 0.5816
ω -0.8941 0.3941 1.3549 -1.8519 0.8519 1.9951 -3.0382 1.0382 2.4665
η 1.0671 0.0671 0.2721 1.0467 0.0467 0.2210 1.0663 0.0663 0.3884
α(1.5) 1.5133 0.0133 0.3123 1.5413 0.0413 0.4619 1.9417 0.4417 0.7867
β 1.2492 0.2492 1.1218 1.1493 0.1493 1.0799 0.5777 0.4223 0.6358
ω -0.5709 0.0709 1.0328 -1.0684 0.0684 1.6278 -0.8890 1.1110 1.9378
η 1.1225 0.1225 0.4303 1.1775 0.1775 0.5446 1.4766 0.4766 0.7800
Nas Tabelas 29 e 30 apresentamos a média das replicas, o RB e RMSE para os
diferentes tamanhos de amostra, η “ 1, β “ 1 e ω “ ´0.5,´1,´2. Podemos observar que
para tamanhos pequenos da amostra se obtiveram problemas na estimativa do parâmetro
ω. Isto pelo alto valor do RB e do RMSE observado. Para tamanhos da amostra grande
(n ě 200) vemos como o parâmetro foi corretamente recuperado.
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Tabela 30 – BSIGpα, β;ω, η, η2q: Estimativa dos parâmetros com η “ 1, β “ 1 e ω “
´0.5,´1,´2.
n “ 200
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4945 0.0055 0.042 0.4856 0.0144 0.0534 0.4676 0.0324 0.0923
β 1.0371 0.0371 0.1382 1.0523 0.0523 0.1708 1.0462 0.0462 0.1857
ω -0.6243 0.1243 0.4317 -1.2553 0.2553 0.8984 -2.5576 0.5576 1.5958
η 1.0425 0.0425 0.1756 1.0319 0.0319 0.1460 1.0128 0.0128 0.1092
α(1) 0.9812 0.0188 0.0846 0.9657 0.0343 0.1057 0.9394 0.0606 0.2089
β 1.1194 0.1194 0.4451 1.1290 0.1290 0.4444 1.1302 0.1302 0.4475
ω -0.6557 0.1557 0.5956 -1.2446 0.2446 0.8423 -2.5695 0.5695 1.6416
η 1.0342 0.0342 0.1545 1.0089 0.0089 0.1272 1.0112 0.0112 0.1727
α(1.5) 1.4875 0.0125 0.1694 1.4978 0.0022 0.2561 1.8063 0.3063 0.6155
β 1.1690 0.1690 0.8144 1.1265 0.1265 0.8056 0.6507 0.3493 0.5813
ω -0.5583 0.0583 0.6590 -1.0497 0.0497 1.0051 -1.0680 0.9320 1.6130
η 1.0329 0.0329 0.2247 1.0438 0.0438 0.2811 1.2864 0.2864 0.5868
n “ 500
Parâmetros ω “ ´0.5 ω “ ´1 ω “ ´2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4988 0.0012 0.0247 0.4957 0.0043 0.0276 0.4891 0.0109 0.0498
β 1.0098 0.0098 0.0611 1.0161 0.0161 0.0822 1.0141 0.0141 0.1030
ω -0.5302 0.0302 0.1723 -1.0705 0.0705 0.2979 -2.1360 0.1360 0.6561
η 1.0106 0.0106 0.0984 1.0103 0.0103 0.0874 1.0039 0.0039 0.0679
α(1) 0.9973 0.0027 0.0492 0.9878 0.0122 0.0596 0.9710 0.0290 0.1076
β 1.0251 0.0251 0.1742 1.0417 0.0417 0.2237 1.0768 0.0768 0.2881
ω -0.5289 0.0289 0.2340 -1.0723 0.0723 0.3874 -2.2451 0.2451 0.8427
η 1.0132 0.0132 0.0986 1.0030 0.0030 0.0811 1.0031 0.0031 0.0632
α(1.5) 1.4962 0.0038 0.0787 1.4883 0.0117 0.1112 1.6536 0.1536 0.4368
β 1.0390 0.0390 0.3796 1.0536 0.0536 0.4598 0.8304 0.1696 0.5021
ω -0.5068 0.0068 0.3202 -1.0200 0.0200 0.5102 -1.4991 0.5009 1.2812
η 1.0034 0.0034 0.0938 0.9966 0.0034 0.1073 1.1219 0.1219 0.3549
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Tabela 31 – BSIGpα, β;ω, η, η2q: Estimativa dos parâmetros com η “ 1, β “ 1 e ω “
0.5, 1, 2.
n “ 50
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4621 0.0379 0.1195 0.4335 0.0665 0.1448 0.4160 0.0840 0.1637
β 0.9372 0.0628 0.3230 0.9103 0.0897 0.3056 0.9822 0.0178 0.2957
ω 1.5621 1.0621 2.8759 2.8375 1.8375 3.6277 4.0770 2.0770 3.9079
η 1.1809 0.1809 0.4091 1.1381 0.1381 0.3373 1.0371 0.0371 0.2434
α(1) 0.9318 0.0682 0.2818 0.9023 0.0977 0.3351 0.9828 0.0172 0.5032
β 1.0768 0.0768 0.7859 1.0974 0.0974 0.7707 1.6409 0.6409 1.3549
ω 1.3627 0.8627 2.5956 2.3389 1.3389 3.2756 3.0778 1.0778 3.4991
η 1.1629 0.1629 0.4870 1.1029 0.1029 0.4322 1.1468 0.1468 0.5681
α(1.5) 1.5272 0.0272 0.5211 1.5943 0.0943 0.5933 1.5505 0.0505 0.5385
β 1.6667 0.6667 1.3189 2.2147 1.2147 1.6283 2.7037 1.7037 1.7569
ω 0.7686 0.2686 2.0540 1.0822 0.0822 2.1208 1.9026 0.0974 2.4312
η 1.2723 0.2723 0.6815 1.3257 0.3257 0.7026 1.1292 0.1292 0.4651
n “ 100
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4853 0.0147 0.0709 0.4655 0.0345 0.0888 0.4511 0.0489 0.1253
β 0.9495 0.0505 0.1832 0.9433 0.0567 0.1883 0.9849 0.0151 0.2061
ω 0.9123 0.4123 1.2497 1.6823 0.6823 1.8768 3.0374 1.0374 2.5717
η 1.0964 0.0964 0.2833 1.0569 0.0569 0.2110 1.0145 0.0145 0.1472
α(1) 0.9731 0.0269 0.1412 0.9282 0.0718 0.1892 0.9289 0.0711 0.3147
β 0.9890 0.0110 0.4091 0.9646 0.0354 0.4433 1.1869 0.1869 0.8386
ω 0.8100 0.3100 1.0883 1.7154 0.7154 1.8345 2.8538 0.8538 2.3361
η 1.0576 0.0576 0.2480 1.0413 0.0413 0.2076 1.0392 0.0392 0.2838
α(1.5) 1.4921 0.0079 0.2878 1.5470 0.0470 0.4157 1.4775 0.0225 0.3927
β 1.3897 0.3897 0.9475 1.8891 0.8891 1.4369 2.1817 1.1817 1.5588
ω 0.5530 0.0530 1.1152 0.9317 0.0683 1.4924 1.9606 0.0394 2.0891
η 1.0965 0.0965 0.3937 1.1569 0.1569 0.4855 1.0108 0.0108 0.2283
Nas Tabelas 31 e 32 apresentamos a média das replicas, o RB e RMSE para os
diferentes tamanhos de amostra, η “ 1, β “ 1 e ω “ 0.5, 1, 2. Para tamanhos da amostra
pequenos se tiveram problemas nas estimativas dos parâmetros β e ω. Estes problemas
não são observados para tamanhos de amostra grande.
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Tabela 32 – BSIGpα, β;ω, η, η2q: Estimativa dos parâmetros com η “ 1, β “ 1 e ω “
0.5, 1, 2.
n “ 200
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4986 0.0014 0.0414 0.4873 0.0127 0.0489 0.4728 0.0272 0.0912
β 0.9819 0.0181 0.1141 0.9831 0.0169 0.1193 0.9922 0.0078 0.1547
ω 0.6099 0.1099 0.4345 1.1588 0.1588 0.5847 2.4663 0.4663 1.5134
η 1.0418 0.0418 0.1760 1.0148 0.0148 0.1337 1.0082 0.0082 0.1080
α(1) 0.9853 0.0147 0.0853 0.9689 0.0311 0.1102 0.9649 0.0351 0.1817
β 0.9786 0.0214 0.2321 0.9887 0.0113 0.2702 1.0958 0.0958 0.4180
ω 0.6263 0.1263 0.5020 1.2219 0.2219 0.8733 2.2783 0.2783 1.4141
η 1.0225 0.0225 0.1500 1.0098 0.0098 0.1225 0.9935 0.0065 0.1277
α(1.5) 1.4845 0.0155 0.1628 1.5121 0.0121 0.2558 1.5033 0.0033 0.2393
β 1.1754 0.1754 0.6277 1.4778 0.4778 1.0792 1.7492 0.7492 1.1436
ω 0.5339 0.0339 0.6477 0.9184 0.0816 0.8767 1.7256 0.2744 1.1838
η 1.0259 0.0259 0.2091 1.0447 0.0447 0.2946 0.9775 0.0225 0.1067
n “ 500
Parâmetros ω “ 0.5 ω “ 1 ω “ 2
Media RB RMSE Media RB RMSE Media RB RMSE
α(0.5) 0.4994 0.0006 0.0253 0.4962 0.0038 0.0284 0.4981 0.0019 0.0457
β 0.9941 0.0059 0.0575 0.9961 0.0039 0.0764 1.0164 0.0164 0.0896
ω 0.5309 0.0309 0.1747 1.0471 0.0471 0.3033 2.0012 0.0012 0.5017
η 1.0128 0.0128 0.0993 1.0039 0.0039 0.0864 0.9892 0.0108 0.0634
α(1) 0.9966 0.0034 0.0486 0.9917 0.0083 0.0558 0.9957 0.0043 0.0945
β 0.9961 0.0039 0.1391 1.0135 0.0135 0.1671 1.0711 0.0711 0.2295
ω 0.5339 0.0339 0.2243 1.0250 0.0250 0.3126 1.9765 0.0235 0.6207
η 1.0088 0.0088 0.0988 0.9960 0.0040 0.0752 0.9860 0.0140 0.0582
α(1.5) 1.4873 0.0127 0.0777 1.4998 0.0002 0.1085 1.5279 0.0279 0.1279
β 1.0877 0.0877 0.2927 1.1960 0.1960 0.5279 1.5118 0.5118 0.5980
ω 0.4836 0.0164 0.3460 0.9169 0.0831 0.4329 1.5768 0.4232 0.6471
η 0.9942 0.0058 0.0901 0.9910 0.0090 0.1058 0.9663 0.0337 0.0499
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3.2 Aplicação 1
O conjunto de dados utilizado nesta aplicação é considerado por Nadarajah
(2008) e Leiva et al. (2010). Estes dados constam das medidas diárias do nível de ozônio da
cidade de Nova York, no período de Maio à Setembro de 1973. Os dados correspondentes
às medidas são apresentados na Tabela 44, no Anexo A. Na Tabela 33 apresentamos
algumas estatísticas de resumo para os dados. Vemos uma grande diferencia entre os
valores da media e a mediana o qual indica presencia de possível assimetria. Esta conclusão
é respaldada pela Figura 27 onde se apresenta o histograma deste conjunto de dados. Nesta
figura vemos a existência de assimetria e possivelmente de dados atípicos. Portanto a este
conjunto de dados poderia ser apropriado ajustar uma distribuição que leve en conta a
assimetria e caudas pesadas.
Tabela 33 – Estatística descritiva
Mínimo Percentil 25 Mediana Média Percentil 75 Máximo
1.00 18.00 31.50 42.13 63.25 168.00
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Figura 27 – Histograma da variável nível de ozônio.
Para este conjunto de dados ajustamos os modelos BSpα, βq, BSIGpα, β; η, ηq
e BSIGpα, β; η, η2q. Na Tabela 34 apresentamos as estimativas e os correspondentes erros
padrão para estes modelos. Vemos como as estimativas obtidas para os parâmetros α
e β são muito próximas nos três modelos. Na Tabela 35 apresentamos os intervalos de
confiança assintóticos do 95%.
Na Tabela 36 apresentamos os critérios de informação de Akaike (AIC : 2`ppθq`
2P ), de Schwarz (SIC : ´`ppθq{n `P logpnq{2n) e Bayesiano (BIC : ´`ppθq` 0.5 logpnqP ),
em que n é o tamanho da amostra e P é o número de parâmetros estimados, veja Akaike
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Tabela 34 – EMV dos parâmetros e respectivos erros padrão
Modelos pα pβ pη
BS(α, β) 0.9823 28.0234 -
EP (0.064) (2.263) -
BSIG(α, β; η, η) 0.9566 30.4777 1.6104
EP (0.0760) (2.6486) (0.4384)
BSIG(α, β; η, η2) 1.1079 30.5444 1.3328
EP (0.1435) (2.6384) (0.2393)
Tabela 35 – Intervalos de Confiança do 95% dos EMV
Modelos α β η
BS(α, β) (0.9695;0.9945) (23.5876;32.4584) -
BSIG(α, β; η, η) (0.8076;1.1056) (25.2865;35.6689) (0.7512;2.4696)
BSIG(α, β; η, η2) (0.8266;1.3892) (25.3732;35.7156) (0.8638;1.8018)
(1976), Schwarz et al. (1978). Estes critérios selecionam o modelo que melhor ajusta os
dados de acordo àquele que tiver menor valor. Desta forma concluímos que os critérios
AIC e SIC selecionam os modelos BSIGpα, β, η, ηq e BSIGpα, β, η, η2q sobre o modelo
BSpα, βq, enquanto o critério BIC seleciona o modelo BSIGpα, β, η, ηq sobre o modelo
BSIGpα, β, η, η2q. É importante notar como os valores destes três critérios para os dois
modelos BSIG são muito próximos indicando que fornecem ajustes muito similares.
Tabela 36 – Alguns critérios de informação
Modelos ´`ppθq AIC SIC BIC
BS(α, β) 549.0972 9.5016 4.7745 553.8508
BSIG(α, β; η, η) 544.3 9.4362 4.7537 551.4304
BSIG(α, β; η, η2) 544.3067 9.4363 4.7537 551.437
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Nas Figuras 28 29 apresentamos os gráficos de envelope para os três modelos,
vemos como os modelos BSIG são os únicos em capturar o dado atípico.
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Figura 28 – Envelopes para as distribuições BS e BSIG
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Figura 29 – Envelopes para as distribuições BS e BSIG.
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3.3 Aplicação 2
Os dados correspondentes à aplicação 2 foram analisados por Birnbaum e
Saunders (1969a). Estes dados correspondem à vida de fatiga representada por ciclos
(ˆ10´3) até a falha de espécimes de alumínio do tipo 6061 ´ T6. Estes objetos foram
expostos a uma pressão de estresse máximo de 21000 libras por polegada quadrada para
101 objetos. Todos os objetos foram testados até observar falha. Os dados correspondentes
às medidas são apresentados na Tabela 45, no Anexo A. Na Tabela 37 apresentamos
algumas estatísticas de resumo para este conjunto de dados. Na Figura 30 apresentamos o
histograma dos dados e as curvas das funções de densidade estimadas das distribuições
BSpα, βq, BSIGpα, β, η, η2q e BSIGpα, β, η, ηq. Nesta figura vemos um comportamento
aproximadamente simétrico dos dados.
Tabela 37 – Estatística descritiva
Mínimo Percentil 25 Mediana Média Percentil 75 Máximo
370 1115 1416 1401 1642 2440
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Figura 30 – Histograma dos dados da vida de fatiga.
Para este conjunto de dados foram ajustados duas classes de modelos BS
baseados na NIG, simétrico e assimétrico. Os resultados dos ajustes com estes modelos
são apresentados a seguir.
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3.3.1 Caso simétrico
Na Tabela 38 apresentamos as estimativas dos parâmetros e os erros padrão
nos três modelos. Para os três modelos vemos como as estimativas dos parâmetros α e β
são muito próximos. Na Tabela 39 apresentamos os intervalos de confiança assintóticos do
95%.
Tabela 38 – EMV dos parâmetros e seus erros padrão
Modelos pα pβ pη
BS(α, β) 0.3101 1336.3766 -
EP (0.0218) (40.7426) -
BSIG(α, β; η, η) 0.3058 1360.5719 1.8333
EP (0.0252) (41.7215) (0.6772)
BSIG(α, β; η, η2) 0.3602 1364.3254 1.3689
EP (0.0476) (41.4059) (0.3694)
Tabela 39 – Intervalos de Confiança do 95% dos EMV
Modelos α β η
BS(α, β) (0.2674;0.3529) (1256.523;1416.231) -
BSIG(α, β; η, η) (0.2564;0.3552) (1278.799;1442.344) (0.5060;3.1605)
BSIG(α, β; η, η2) (0.2669;0.4535) (1283.171;1445.479) (0.6449 2.0929)
Na Tabela 40 apresentamos os critérios de informação AIC, SIC e BIC para os
três modelos. Vemos como os três critérios concordam em selecionar o modeloBSIGpα, β, η, ηq
como aquele que melhor ajusta o conjunto de dados.
Nas Figuras 31 e 32 apresentamos os envelopes dos dados para os três modelos.
Tabela 40 – Alguns critérios de informação
Modelos ´`ppθq AIC SIC BIC
BS(α, β) 751.3322 14.9175 7.4846 755.9474
BSIG(α, β; η, η) 749.1309 14.8937 7.4857 756.0536
BSIG(α, β; η, η2) 749.6867 14.9047 7.4912 756.6094
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Figura 31 – Envelopes para as distribuições BS e BSIG.
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Figura 32 – Envelopes para as distribuições BS e BSIG.
3.3.2 Caso assimétrico
Na Tabela 41 apresentamos as estimativas dos parâmetros e os erros padrão
nos três modelos. Para os três modelos vemos como as estimativas dos parâmetros α e β
são muito próximos e por sua vez resultados semelhantes aos obtidos no caso simétrico.
Na Tabela 39 apresentamos os intervalos de confiança assintóticos do 95%. Na Figura 33
apresentamos o histograma dos dados e as curvas das funções de densidade estimadas
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das distribuições BSpα, βq, BSIGpα, β, ω, η, ηq e BSIGpα, β, ω, η, η2q. Podemos ver que
as curvas de densidade das estimativas dos dois casos da distribuição BSIG são muito
próximas.
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Figura 33 – Histograma dos dados da vida de fatiga.
Tabela 41 – EMV dos parâmetros e seus erros padrões
Modelos pα pβ pω pη
BS(α, β) 0.3101 1336.3766 - -
EP (0.0218) (40.7426) - -
BSIG(α, β;ω, η, η) 0.2412 2022.3516 -1.7320 1.9957
EP (0.0925) (887.8310) (2.5455) (1.0779)
BSIG(α, β;ωη, η2) 0.3029 1995.6960 -2.0742 1.5545
EP (0.0727) (816.5035) (3.2609) (0.5515)
Tabela 42 – Intervalos de Confiança do 95% dos EMV
Modelos α β ω η
BS(α, β) (0.2674;0.3529) (1256.523;1416.231) - -
BSIG(α, β, ω; η, η) (0.1274;0.3551) (949.597;3095.106) (-4.7525;1.2885) (0.5371;3.4544)
BSIG(α, β, ω; η, η2) (0.1935;0.4122) (995.8328;2995.5594) (-5.9870;1.8387) (0.8122;2.2967)
Na Tabela 43 apresentamos os critérios de informação AIC, SIC e BIC para
os três modelos. Vemos como mais uma vez os três critérios concordam em selecionar o
modelo BSIGpα, β, η, ηq como aquele que melhor ajusta o conjunto de dados.
Nas Figuras 34 e 35 apresentamos os envelopes dos dados para os três modelos.
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Tabela 43 – Alguns critérios de informação
Modelos ´`ppθq AIC SIC BIC
BS(α, β) 751.3322 14.9175 7.4846 755.9474
BSIG(α, β, ω, η, η) 745.7324 14.8402 7.4749 754.9627
BSIG(α, β, ω, η, η2) 752.6862 14.9839 7.5437 761.9165
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Figura 34 – Envelopes para as distribuições BS e BSIG.
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Figura 35 – Envelopes para as distribuições BS e BSIG.
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Finalmente, após de ajustar os modelos BS baseados na NIG, com U „ IGpη, ηq
e U „ IGpη, η2q, consideramos os resultados nas Tabelas 40 e 43, consideramos que o
modelo que ajusta melhor os dados é BSIGpα, β, ω; η, ηq baseado na NIG, visto que o
valor da estatística de razão de verossimilhança QRV “ 2p`ppθq ´ `pθ˜qq “ 7.797 com p-valor
igual a 0.005.
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4 Considerações Finais
Neste trabalho consideramos a distribuição BS baseada na distribuição NIG,
que é uma distribuição assimétrica usualmente usada na área de economia para modelar
dados do mercado financeiro. Veja Barndorff-Nielsen (1997). As propriedades leptocúrtica
e assimétrica da distribuição NIG são herdados pela distribuição BSIGpα, β, ω, τq, como
pode ser vista na Figura 14.
Nos estudos de simulação notamos alguns problemas na convergência do algo-
ritmo EM. Assim, adicionamos algumas restrições nos parâmetros da distribuição IGpδ, γq,
seguindo as ideias de Browne e McNicholas (2015) e Chhikara e Folks (1989b), que resultou
nas condições iq U „ IGpη, ηq e iiq U „ IGpη, η2q. Os estudos de simulação e aplicações
a dados reais foram desenvolvidos considerando U „ IGpη, ηq e U „ IGpη, η2q. Dos
resultados obtidos nos estudos de simulação, podemos concluir que o algoritmo EM é
eficiente para tamanhos da amostra n ě 100 aproximadamente. Na maioria dos cenários
considerados para n “ 50, notamos que as estimativas dos parâmetros resultaram viesadas,
especialmente para o parâmetro η. Devido a complexidade da função de verossimilhança a
matriz de informação observada, poderia ser obtida no algoritmo EM segundo a ideia de
Louis (1982).
Finalmente, para trabalhos futuros se poderia considerar os modelos de regressão baseados
na distribuição BSIG.
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APÊNDICE A – Derivadas da Matriz de
Informação Observada
As seguintes derivadas são usadas nos dois casos da matriz de informação
observada, no caso simétrico e no caso assimétrico.
B ati
B α “´
1
α
ati ,
BAti
B α “´
1
α
Ati ,
B ati
B β “´
1
2α
˜
ti ` β
β3{2 t1{2i
¸
,
BAti
B β “
β ´ ti
4αβ3{2 t3{2i
B2 ati
B2 α “
2
α2
ati ,
B2Ati
B2 α “
2
α2
Ati ,
B2 ati
B α B β “´
1
α
B ati
B β ,
B2Ati
B α B β “´
1
α
BAti
B β ,
B2 ati
B2 β “
β ` 3 ti
4αβ5{2 t1{2i
,
B2Ati
B2 β “
3 ti ´ β
8αβ5{2 t3{2i
.
K 11pρq “ ´ 12 rK0pρq `K2pρqs
K21 pρq “14 r3K1pρq `K3pρqs
onde ρ representa Λi e ∆1i para o caso simétrico e assimétrico da matriz de informação
observada respectivamente.
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A.0.1 Caso simétrico
Λi “ γ
b
δ2 ` a2ti ,
BΛi
B α “
γ atia
δ2 ` a2ti
B ati
B α ,
BΛi
B δ “
γ δa
δ2 ` a2ti
,
BΛi
B β “
γ atia
δ2 ` a2ti
B ati
B β ,
BΛi
B γ “
b
δ2 ` a2ti ,
B2Λi
B η B ψ “
˜
γa
δ2 ` a2ti
´ γ a
2
ti
pδ2 ` a2tiq3{2
¸
ati
B η
ati
B ψ `
γ atia
δ2 ` a2ti
B2ati
B η B ψ
com η, ψ “ α, β.
B2Λi
B η B δ “´
δ γ ati
pδ2 ` a2tiq3{2
Bati
B η ,
B2Λi
B η B γ “
atia
δ2 ` a2ti
Bati
B η ,
com η “ α, β.
B2Λi
B2 δ “
γa
δ2 ` a2ti
´ γ δ
2
pδ2 ` a2tiq3{2
,
B2Λi
B δ B γ “
δa
δ2 ` a2ti
,
B2Λi
B γ2 “0.
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A.0.2 Caso assimétrico
∆1i “ τ
b
δ2 ` a2ti e ∆2i “ δ
?
τ 2 ´ ω2 ` ωati .
B∆1i
Bη “ati
?
γ2 ` ω2a
δ2 ` a2ti
Bati
Bη ,
B∆2i
Bη “ω
Bati
Bη ,
B∆1i
Bω “ω
a
δ2 ` a2ti?
γ2 ` ω2 ,
B∆2i
Bω “ati ,
B∆1i
Bδ “δ
?
γ2 ` ω2a
δ2 ` a2ti
,
B∆2i
Bδ “γ,
B∆1i
Bγ “γ
a
δ2 ` a2ti?
γ2 ` ω2 ,
B∆2i
Bγ “δ,
com η “ α, β.
B2∆1i
B η B ψ “
?
γ2 ` ω2a
δ2 ` a2ti
ˆ
1´ a
2
ti
δ2 ` a2ti
˙ B ati
B η
B ati
B ψ ` ati
?
γ2 ` ω2a
δ2 ` a2ti
B2 ati
B η B ψ,
com η ψ “ α, β.
B2∆1i
B η B ω “
ω atia
δ2 ` a2ti
?
γ2 ` ω2
B ati
B η
B2∆1i
B η B δ “ ´δ ati
?
γ2 ` ω2
pδ2 ` a2tiq3{2
B ati
B η
B2∆1i
B η B γ “
γ atia
δ2 ` a2ti
?
γ2 ` ω2
B ati
B η
com η “ α, β.
B2∆1i
B2 ω “
a
δ2 ` a2ti?
γ2 ` ω2
ˆ
1´ ω
2
γ2 ` ω2
˙
,
B2∆1i
B ω B δ “
ω δ?
γ2 ` ω2aδ2 ` a2ti ,
B2∆1i
B2 δ “
?
γ2 ` ω2a
δ2 ` a2ti
ˆ
1 ´ δ
2
δ2 ` a2ti
˙ B2∆1i
B ω B γ “´ ω γ
a
δ2 ` a2ti
pγ2 ` ω2q3{2 ,
B2∆1i
B2 γ “
a
δ2 ` a2ti?
γ2 ` ω2
ˆ
1´ γ
2
γ2 ` ω2
˙ B2∆1i
B δ B γ “
δ γa
δ2 ` a2ti
?
γ2 ` ω2
B2∆2i
B η B ψ “ ω
B2 ati
B η B ψ, η, ψ “ α, β,
B2∆2i
B η B ψ “ 0, η “ α, β, ψ “ δ, γ,
B2∆2i
B η B ω “
B ati
B η , η “ α, β,
B2∆2i
B ω B η “ 0, η “ ω, δ, γ,
B2∆2i
B δ B γ “ 1,
B2∆2i
B2 η “ 0, η “ δ, γ.
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A.0.3 Caso U „ pη, ηq
τ “aη2 ` ω2, ∆1i “ τbη2 ` a2ti e ∆2i “ η?τ 2 ´ ω2 ` ωati .
B∆1i
Bψ “ati
?
η2 ` ω2a
η2 ` a2ti
Bati
Bψ ,
B∆2i
Bψ “ω
Bati
Bψ ,
B∆1i
Bω “ω
a
η2 ` a2ti?
η2 ` ω2 ,
B∆2i
Bω “ati ,
B∆1i
Bη “η
«a
η2 ` a2ti?
η2 ` ω2 `
?
η2 ` ω2a
η2 ` a2ti
ff
,
B∆2i
Bη “2 η,
com ψ “ α, β.
B2∆1i
B ψ B ρ “
?
η2 ` ω2a
η2 ` a2ti
„B ati
B ψ
B ati
B ρ ´
a2ti
η2 ` a2ti
B ati
B ψ
B ati
B ρ ` ati
B2 ati
B ψ B ρ

,
com ψ ρ “ α, β.
B2∆1i
B ψ B ω “
ω atia
η2 ` a2ti
?
η2 ` ω2
B ati
B ψ
B2∆1i
B ψ B η “
B ati
B ψ
η atia
η2 ` a2ti
«a
η2 ` a2ti?
η2 ` ω2 ´
?
η2 ` ω2a
η2 ` a2ti
ff
com ψ “ α, β.
B2∆1i
B2 ω “
a
η2 ` a2ti?
η2 ` ω2
„
1 ´ ω
2
η2 ` ω2

,
B2∆1i
B ω B η “
η ω
η2 ` ω2
«?
η2 ` ω2a
η2 ` a2ti
´
a
η2 ` a2ti?
η2 ` ω2
ff
,
B2∆1i
B2 η “
a
η2 ` a2ti?
η2 ` ω2 `
?
η2 ` ω2a
η2 ` a2ti
` η2
«?
η2 ` ω2a
η2 ` a2ti
ˆ
1
η2 ` ω2 ´
1
η2 ` a2ti
˙
`
a
η2 ` a2ti?
η2 ` ω2
ˆ
1
η2 ` a2ti
´ 1
η2 ´ ω2
˙ff
.
B2∆2i
B ψ B ρ “ω
B2ati
B ψ B ρ,
B2∆2i
B2ω “0,
B2∆2i
B ψ B ω “
Bati
B ψ ,
B2∆2i
B ω B η “0,
B2∆2i
B ψ B η “0,
B2∆2i
B2η “2,
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com ψ ρ “ α, β.
A.0.4 Caso U „ pη, η2q
τ “aη4 ` ω2, ∆1i “ τbη2 ` a2ti e ∆2i “ η?τ 2 ´ ω2 ` ωati .
B∆1i
Bψ “ati
?
η4 ` ω2a
η2 ` a2ti
Bati
Bψ ,
B∆2i
Bψ “ω
Bati
Bψ ,
B∆1i
Bω “ω
a
η2 ` a2ti?
η4 ` ω2 ,
B∆2i
Bω “ati ,
B∆1i
Bη “η
«
2 η2
a
η2 ` a2ti?
η4 ` ω2 `
?
η4 ` ω2a
η2 ` a2ti
ff
,
B∆2i
Bη “3 η
2,
com ψ “ α, β.
B2∆1i
B ψ B ρ “
?
η4 ` ω2a
η2 ` a2ti
„Bati
Bψ
Bati
Bρ ´
a2ti
η2 ` a2ti
Bati
Bψ
Bati
Bρ ` ati
B2ati
Bψ B ρ

com ψ ρ “ α, β.
B2∆1i
B ψ B ω “
ω atia
η2 ` a2ti
?
η4 ` ω2
B ati
B ψ ,
B2∆1i
B ψ B η “
η ati
η2 ` a2ti
«
2 η2
a
η2 ` a2ti?
η4 ` ω2 ´
?
η4 ` ω2a
η2 ` a2ti
ff
B ati
B ψ,
com ψ “ α, β.
B2∆1i
B2 ω “
a
η2 ` a2ti?
η4 ` ω2
„
1 ´ ω
2
η4 ` ω2

,
B2∆1i
B ω B η “
η ω
η4 ` ω2
«?
η4 ` ω2a
η2 ` a2ti
´ 2 η2
a
η2 ` a2ti?
η4 ` ω2
ff
,
B2∆1i
B2 η “2 η
2
a
η2 ` a2ti?
η4 ` ω2 `
?
η4 ` ω2a
η2 ` a2ti
` η2
«
4
a
η2 ` a2ti?
η4 ` ω2 `
2 η2
η4 ` ω2˜?
η4 ` ω2a
η2 ` a2ti
´ 2 η2
a
η2 ` a2ti?
η4 ` ω2
¸
` 1
η2 ` a2ti
˜
2 η2
a
η2 ` a2ti?
η4 ` ω2 ´
?
η4 ` ω2a
η2 ` a2ti
¸ff
.
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B2∆2i
B ψ B ρ “ω
B2ati
B ψ B ρ,
B2∆2i
B2ω “0,
B2∆2i
B ψ B ω “
Bati
B ψ ,
B2∆2i
B ω B η “0,
B2∆2i
B ψ B η “0,
B2∆2i
B2η “6 η,
com ψ ρ “ α, β.
Anexos
131
ANEXO A – CONJUNTO DE DADOS
REAIS
A.1 Aplicação 1
Tabela 44 – Medidas diárias do nível de ozônio em Nova York, nos meses de Maio-Setembro
1973
41 36 12 18 28 23 19 8 7 16 11 14 18 14 34 6 30
1 11 4 32 23 45 115 37 29 71 39 23 21 37 20 12 13
49 32 64 40 77 97 97 85 10 27 7 48 35 61 79 63 16
108 20 52 82 50 64 59 39 9 16 78 35 66 122 89 110 44
65 22 59 23 31 44 21 9 45 168 73 76 118 84 85 96 78
91 47 32 20 23 21 24 44 21 28 9 13 46 18 13 24 16
23 36 7 14 30 14 18 20 11 135 80 28 73 13
A.2 Aplicação 2
Tabela 45 – Vida de fatiga representada por ciclos (ˆ10´3) até a falha de espécimes de
alumínio do tipo 6061´ T6.
370 706 716 746 785 797 844 855 858 886 886
930 960 988 999 1000 1010 1016 1018 1020 1055 1085
1102 1102 1108 1115 1120 1134 1140 1199 1200 1200 1203
1222 1235 1238 1252 1258 1262 1269 1270 1290 1293 1300
1310 1313 1315 1330 1355 1390 1416 1419 1420 1420 1450
1452 1475 1478 1481 1485 1502 1505 1513 1522 1522 1530
1540 1560 1567 1578 1594 1602 1604 1608 1630 1642 1674
1730 1750 1750 1763 1768 1781 1782 1792 1820 1868 1881
1890 1893 1895 1910 1923 1924 1945 2023 2100 2130 2215
2268 2440
