We present a three-dimensional multi-phase field model for catalyzed nanowire (NW) growth by the vapor-liquid-solid (VLS) mechanism. The equation of motion contains both a Ginzburg-Landau term for deposition and a diffusion (Cahn-Hilliard) term for interface relaxation without deposition. Direct deposition from vapor to solid, which competes with NW crystal growth through the molten catalyst droplet, is suppressed by assigning a very small kinetic coefficient at the solid-vapor interface. The thermodynamic self-consistency of the model is demonstrated by its ability to reproduce the equilibrium contact angles at the VLS junction. The incorporation of orientation dependent gradient energy leads to faceting of the solid-liquid and solid-vapor interfaces. The model successfully captures the curved shape of the NW base and the GibbsThomson effect on growth velocity.
Introduction
Nanowires (NWs) show promise in many new application areas such as integrated circuits, solar cells, batteries and biosensors [1, 2] . The catalyzed growth of NWs by the vapor-liquid-solid (VLS) mechanism is a widely used method for NW fabrication. Yet there are still many fundamental questions about the VLS mechanism that are not well understood. For example, it is not clear why a certain fraction of catalyst nanoparticles fails to nucleate NWs, or what causes growth anomalies such as kinking during steady state NW growth. Finding answers to such fundamental questions is critical to achieve better control over NW orientation, yield and quality, which is necessary for incorporating lab-grown NWs into real-world applications.
Experimental characterization techniques have revealed important information about the VLS mechanism [3] [4] [5] [6] [7] [8] . However, experimental methods still face fundamental limits in terms of spatial and temporal resolution, and can be complemented by theoretical and computational models. Many simulation techniques have been applied to study the VLS growth mechanism. Molecular dynamics (MD) simulation provides full atomistic details of the VLS growth process [9, 10] , but its time scale is very limited and many orders of magnitude smaller than experimental time scales. On the other hand, continuum models can usually access much larger time (and length) scales that overlap with experiments. Generally speaking, there are two continuum approaches to model morphology changes: the front-tracking method and the phase field method [11] . The front-tracking method is usually computationally more efficient, but the phase field method is usually easier to implement, especially when threedimensional (3D). Both the front-tracking model [12] and the phase field model [13, 14] have been developed for two-dimensional (2D) VLS growth. However certain features of the NWs cannot be properly represented in two dimensions, such as the facets of NW sidewall and the shape of NW cross section. Therefore, there is a pressing need for a continuum model for 3D VLS growth.
In this paper, we present a 3D multi-phase field model of VLS growth that can access the experimental length and time scale. The rest of this paper is organized as follows. Section 2 presents the multi-phase field model, including the free energy functional, equation of motion and method of integration. Section 3 provides the energetic and kinetic parameters for the model and describes how they are chosen. Section 4 presents simulation results, including the equilibrium structure of the VLS junction, and the non-equilibrium process of NW growth. A brief summary is given in section 5.
Multi-phase field formulation of VLS growth

Degrees of freedom
We adopt the multi-phase field formulation of Folch and Plapp [15] and Steinbach and Pezzolla [16] . The fundamental degrees of freedom in our model are three phase fields: φ L (x), φ S (x) and φ V (x), representing the liquid, solid and vapor phase, respectively. For example, φ L (x) = 1 means point x is in the liquid phase and φ L (x) = 0 means point x is not in the liquid phase. The region where φ L (x) changes from 0 to 1 is the boundary between the liquid and the other phases. Because every point in the simulation domain must be in one of the three phases (or their boundaries), the three phase fields are subjected to the following constraint at every point x:
(1)
Free energy functional
The total free energy of the system is a functional of the three phase fields and consists of separate contributions from the three phases [15] ,
where f i is the local free energy density of phase i,
The local free energy density, as given in equation (3), has three parts. The first term,
, is a double well function to penalize any deviation of φ i from 0 or 1. This term stabilizes the phases and can be considered as the free energy density of the bulk. The second term, ϵ 2 i |∇φ i | 2 , penalizes variation of the phase field in space and gives rise to positive interface energies. To capture the anisotropy of the solid surface (i.e. when i = S), ϵ S is a function of the local orientation n S of the surface normal, where
The function ϵ S (n) is constructed to satisfy cubic symmetry [13, 17] :
where ϵ S0 , e S1 , e S2 and e S3 are constants chosen to reproduce the experimental data on interface energies of various facets (see section 3). For liquid and vapor phases, ϵ L and ϵ V are constants. The third term in the local free energy density, µ i ρ 0 C(φ i ), accounts for the effect from the chemical potential difference between the phases (which provides the driving force for NW growth). µ i is the chemical potential of Si (or Ge) in phase i, and ρ 0 is the material's atomic density in the liquid or the solid phase (taken to be a constant here for simplicity 4 ) . In this work, we take ρ 0 = (a 3 0 /8) −1 , where a 0 is the lattice constant of Si or Ge. Consequently,
can be interpreted as the volume occupied by phase i. In this work, we use the following definition:
The advantage of this choice is that it produces a zero derivative at φ i = 0 and 1 [15] , which prevents the shift of the minimum of the φ i values in the bulk region away from 0 and 1, when the chemical potentials of the three phases are not the same. The second term in equation (2) penalizes the co-existence of three phases at the same point. It is zero in pure phase regions (φ i (x) = 1), as well as in two-phase interfaces (φ i (x) + φ j (x) = 1). Without this term, the third phase (e.g. liquid) is often found to be trapped at a two-phase (e.g. solid-vapor) interface, which is unphysical. This term is added to make it energetically unfavorable for the third phase to co-exist at the two-phase interface.
This penalty function is likely to modify the line tension of triple-junction. In section 4, we will show that this term has negligible effect on the equilibrium contact angle at the triple-junction, when the junction line is perfectly straight. The effect of this penalty function on the line tension of the triple-junction will be investigated in the future.
Equation of motion
The equation of motion in our phase field model is
where i, j, m, n = S, V, L and m ̸ = i, n ̸ = i, m ̸ = n subjected to the constraint
as well as the constraint given by equation (1) .
are time-derivative contributions in the form of the Ginzburg-Landau (GL) and diffusion (i.e. Cahn-Hilliard), respectively. For clarity, we write out the case for i = L (liquid phase) explicitly.
Note that the GL term by itself does not conserve the volume i of any of the three phases. This term is needed to model NW growth during which S grows at the expense of V . In contrast,
, which can be derived from a conservation law that is similar to the Fick's law, describes the diffusion process of the phase fields. Consequently, it does not modify the volume of any phases, and helps to adjust the shape of the interface to lower the free energy 5 . The diffusion term can lead to faceting of the solid surface, e.g. the NW side wall, even in the absence of side-wall deposition.
The constraint on the total liquid volume, equation (11), is an approximation based on the fact that the volume of the liquid alloy catalyst often does not change appreciably during 5 To be more precise, the diffusion term only conservesˆ i ≡ φ i d 3 x, which is not exactly the same as i defined in equation (6) . However,ˆ i is close to i so that the diffusion term does not disturb the conservation of i appreciably.
NW growth, after the catalyst has melted. Without this constraint, a simulation based on equation (8) would quickly see the liquid volume vanish, which is clearly unphysical. A more refined model would be to make L depend on the temperature, vapor pressure and possible loss of catalyst through diffusion; but that model is beyond the scope of this paper. Because of the constraint on liquid volume, only two chemical potentials, µ V and µ S , can be specified as input parameters, while µ L is automatically adjusted to satisfy equation (11) . The resulting µ L is usually between µ V and µ S during the simulation. The implementation of this constraint will be discussed in section 2.4.
Functions im (x) = mi (x) are designed to indicate the regions around the interface between phase i and phase m. Their values are either 0 or 1 at every point x. For example, if SL (x) = 1, then x is close to the solid-liquid interface. The algorithm we use to determine the values of im (x) will be described in section 2.5.
Equation (9) shows that the driving force for the growth (or shrinkage) of phase i is provided by the differences between the variational derivatives with respect to phase i and other phases. For example, at the i-m interface, the driving force for phase transition from φ m to φ i is provided by
. The kinetic coefficient for this phase transition is K GL im . These explain the first term in the bracket of the first line of equation (9).
At the i-m interface, phase n would be the 'third phase'. We allow the third phase to flow out of the interface, driven by the penalty function (3). We do not want the i-m interface to move as phase n flows out of the interface. In other words, equal amount of phase i and phase m should be converted from phase n in this process. Hence, the driving force for this process is (9). It can be verified that the equation of motion given in the above satisfies the constraint,
= 0 at every point x, which is required by equation (1). For simplicity, we set K
. This is to capture the effect that the direct deposition rate at the vapor-solid interface is much smaller than that at the vapor-liquid and liquid-solid interface during NW growth by the VLS mechanism. This is not due to a lack of driving force, but is due to a much smaller kinetic coefficient (i.e. lack of catalyst).
Given that the local free energy density depends on the local values of φ i and the local gradient ∇φ i , the variational derivative of F has the following form:
x 1 ≡ x, x 2 ≡ y, x 3 ≡ z and φ i,j ≡ ∂φ i /∂x j . The last term in equation (15) is non-zero only for i = S. Given the choice made in equation (7),
Constraint on liquid volume
Since the G D [·] automatically conserves the individual volumes of all three phases, the constraint on L only influences the implementation of G GL [·] . Hence we will ignore G D [·] for the rest of this section. Taking the time derivative on both sides of equation (11), we get
where for clarity the dependence of G GL L on µ L is written out explicitly. Therefore, the goal is to find µ L that satisfies equation (16) . Because G GL L has a linear dependence on µ L , equation (16) can be solved by a predictor-corrector approach. First, we assume the liquid chemical potential is an arbitrary constant (predictor), µ * L (e.g. we can choose µ *
where
Given equations (16) and (17), we have
Therefore, the change of liquid chemical potential (corrector) is
After finding µ L , the true time derivative can be obtained by equation (17).
Interface identification
Given the phase fields {φ i (x)}, we need to identify the functions LS (x), LV (x) and SV (x) that describe the regions occupied by the solid-liquid, liquid-vapor and solid-vapor interfaces, respectively. In this work, we represent the phase fields on a uniform 3D grid {x n }, where n represents three integer indices to uniquely specify a grid point. We introduce the following definition at every grid point x n :
The minimization is taken over all grid points x m within a cut-off radius r c of x n , which depends on the interface thickness. Because the boundary of phase i can be related to the isosurface of φ i (x) = 0.5, we define that x n belongs to the boundary i of phase i if and only
Given the functions S (x) and L (x) that describes the solid and liquid surface regions, the two-phase interface regions are defined as follows: 
However, the step size t is not a constant. Instead, it is capped at a maximum value, t max , and is also constrained to limit the maximum change of phase fields in one simulation step to within φ max . Therefore, at each time step, t is specified by
The resulting time step is usually smaller at the beginning of the simulation, due to certain unphysical features (e.g. abrupt changes in the phase field values) in the initial configuration. The time step becomes larger as these unphysical features disappear during the simulation.
Model parameters
In this section, we describe the choices of parameters in our phase field model, including the unit system and the relationship between different parameters. We adopt the convention that the unit of energy is eV; the unit of length is Å; and the unit of time is s (second). The energy parameters, such as U i and ϵ i , in the model are determined by the interface energy σ and the interface thickness ξ . In Folch and Plapp's formulation [15] , which is adopted here, the equilibrium solution of a planar interface between phases i and j with a normal vector n has the following form:
The free energy (per unit area) and thickness of this interface are given by Table 1 lists the experimental data on the various interface energies in the Si-Au and Ge-Au binary systems. The phase field parameters are chosen to reproduce these interface energies. However, for computational efficiency, the interface thickness in phase field models is usually much larger than the thickness of real interfaces (often only a few Å's). For simplicity, we choose a common thickness ξ for liquid-vapor, liquid-solid (1 1 1) and vapor-solid (1 1 1) interfaces, i.e.
Given a choice of ξ , the energetic parameters can be obtained from table 2. Due to the lack of experimental data, we assume that the equilibrium shape of Ge nano-crystals is similar to that of Si nano-crystals [22] . This means that we assume the ratios of surface energies of (1 0 0), (3 1 1), (1 1 0) facets over the surface energy of (1 1 1) facet are the same in Ge and Si. For isotropic simulations, e S1 , e S2 and e S3 are all set to 0 corresponding to setting the energies of all solid surfaces to be the same as that of the (1 0 0) surface. The kinetic coefficient K GL is chosen so that the NW growth speed predicted by the simulation (see section 4.4) is of the same order of magnitude as experimentally observed values. For the solid-vapor interface, K GL SV , is usually set to be about three orders of magnitude smaller than K GL 0 to limit side-wall deposition directly from the vapor phase to the NW.
The choice of interface thickness parameter ξ is largely limited by the available computational resources. Here we give a rough estimate assuming a cubic simulation cell with dimension L, uniformly discretized into N × N × N grid points. Let h be the physical distance between two neighboring grid points, so that L = N h. To simulate the VLS growth of an NW with a steady-state growth diameter D, the simulation cell size L must be sufficiently large to hold the initial catalyst, e.g. L 2.5D. To make sure the NW has a well defined bulk interior, the interface thickness ξ must be small enough so that D/ξ 6 (an even larger D/ξ is preferable). At the same time, the interface region needs to be well represented by a sufficient number of grid points, so that ξ/ h 5. Therefore, L 75h, i.e. N 75 is necessary for a meaningful simulation. At the same time, a serial implementation of the phase field model (i.e. without using parallel processors) is typically limited to N 500, i.e. up to 500 × 500 × 500 grid points. Therefore, the value of N is limited within the range of 75-500.
To be specific, let us assume L = 2.5D and ξ/ h = 5. The requirement of 75 N 500 translates to 6 D/ξ 40. This means that within a set of phase field simulations using identical parameters (including ξ ), we can vary the NW diameter by about a factor of 6. For example, if ξ = 10 Å, then the NW diameter D can vary from 60 to 400 Å. Parallel implementation is required to simulate thicker NWs without changing ξ . 
Results and discussion
Young's angle
As a test of the thermodynamic self-consistency of our phase field formulation, we consider a quasi-2D problem where a liquid droplet is equilibrated at the solid-vapor interface, as shown in figure 1 . For simplicity, we neglect the anisotropy of the interface energy, i.e. we set e S1 = e S2 = e S3 = 0. In this section, we also neglect the interface kinetic coefficient differences and set K GL 0 = K GL SV . The solid and vapor chemical potential are both set to zero and the liquid volume is constrained to be a constant during the simulation. We define α as the contact angle of the liquid-vapor interface, relative to the solid-vapor interface (which is assumed to be flat). Similarly, we define β as the contact angle of the liquid-solid interface, as shown in figure 1 .
At equilibrium, the contact angles α and β are determined by the interface energies through the following equations:
The contact angles predicted by equations (35) and (36) are given in table 3. A quasi-2D simulation was conducted with a simulation box size of 1500 Å × 1500 Å. The interface thickness parameter is ξ = 60 Å and the grid size is h = 10 Å. Periodic boundary conditions are applied in all three directions. The simulation is quasi-2D because for each x and y there is only 1 grid point along the z direction. The initial condition contains a circular liquid droplet with a diameter of 600 Å at the solid-vapor interface. The liquid volume is constrained to be a constant during the simulation (see section 2.4). The simulation is performed for 30 000 steps with t max = 2 × 10 −4 s and φ max = 0.005 6 . The total free energy converges 6 When setting t max and φ max values, we consider both the stability and speed of the simulation. Small t max and φ max would lower the efficiency of the simulation, while large t max and φ max would lead to higher error or even numerical instability. Since the range of φ is [0, 1], it is reasonable to limit the phase field change per step to be within 0.5%. The values are determined empirically by trial and error. to a constant value at the end of the simulation, indicating that the equilibrium state has been reached. The shape of the interfaces are identified from the isosurfaces of the φ L at the value 0.5. The part of the isosurface in the region y 800 Å is attributed to the liquid-vapor interface and the part of the isosurface in the region y 600 Å is attributed with the liquidsolid interface. The contact angles are extracted by fitting these interface shapes to circular arcs, as shown in figure 1 . The results from the fit are listed in table 3. These results are reasonably close to the predictions from force balance equations (within numerical error), validating the thermodynamic self-consistency of our model.
Equilibrium shape of nano-particle in vapor
In order to test the effect of anisotropy, we performed a simulation with the initial condition containing a solid sphere surrounded by the vapor phase, as shown in figure 2(a) . The simulation cell size is 500 × 500 × 500 Å 3 and the radius of the solid sphere is 175 Å. The interface thickness parameter is ξ = 30 Å and the grid size is h = 5 Å. The solid volume is constrained to be a constant in this simulation. The simulation is performed for 10 000 steps with t max = 2 × 10 −4 s and φ max = 0.005. The convergence of the total free energy confirms that the system has reached the equilibrium state at the end of the simulation. Figure 2(b) shows the equilibrium shape of the solid phase, which is similar to a truncated octahedron, consistent with the experimentally observed shape [20] for Si nano-particles. From figure 2(b) , we can clearly identify two types of facets: the hexagonal shaped {1 1 1} facet and the square shaped {1 0 0} facet. This is consistent with table 1, which shows that {1 1 1} and {1 0 0} are the two surface orientations with the lowest energies. The distance between opposing {111} facets is h 111 = 35.8 nm, and the distance between opposing {1 0 0} facets is h 1 1 1 = 39.1 nm, as shown in figure 2(b) . The ratio h 1 0 0 /h 1 1 1 ≈ 1.1 agrees with the ratio of the surface energies σ 1 0 0 /σ 1 1 1 given in table 1. This shows our model is consistent with the Wulff construction [23] . The predicted equilibrium nano-crystal shape is compared with experimental observation [20] in online figure S1 of supplementary materials (stacks.iop.org/MSMSE/22/055005/mmedia).
Droplet relaxation on substrate
Here we examine the effect of anisotropy on the equilibrium 3D shape of the liquid droplet at the solid-vapor interface. This structure represents the beginning stage of VLS growth, in which the Au catalyst particle has melted into an eutectic liquid alloy, but the gas precursor has not been introduced yet. The simulations are performed using Ge-Au parameters in table 2. Figure 3(a) shows the initial condition, in which a liquid sphere is placed on a Ge ⟨1 1 1⟩ substrate. The simulation cell has dimension 1000 × 1000 × 1200 Å 3 , with x, y, z axes along [11 0] , [1 12 ] and [1 1 1] directions, respectively. The interface thickness parameter is ξ = 60 Å and the grid size is h = 10 Å. The liquid volume is constrained to be a constant in both the relaxation and NW growth simulations. The solid and vapor phases have the same chemical potential so that the NW does not grow.
The simulation is performed for 10 000 steps with t max = 2×10 −4 s and φ max = 0.005. No visible changes of the interfaces are observed towards the end of the simulation. Figures 3(b) and (c) plots the final, equilibrium shape of the VLS system. Figure 3(b) shows that the liquid-vapor interface remains non-faceted, because its energy is isotropic. Figure 3(c) shows that the liquid-solid interface consists of a large {1 1 1} facet at the bottom, connected with several smaller {1 1 1} and {1 0 0} facets on the side. The VLS junction line has the shape of a (non-regular) hexagon. The faceted shape of the substrate, as etched by the liquid droplet, is compared with TEM observations in online figure S2 of supplementary materials (stacks.iop.org/MSMSE/22/055005/mmedia).
3D NW growth
We are now ready to simulate the VLS growth of Ge NWs in the 3D phase field model. The initial condition is the equilibrated structure for the Ge-Au system containing a liquid Figure 4 shows a series of snapshots at different time of the simulation. As the NW grows vertically, its diameter reduces from the initial spread of the catalyst droplet, before entering a steady state at which the top diameter remains constant. The side-wall facets are also observed and three side walls have a rougher morphology than the other three side walls. Figure 5 compares the side view of the NW predicted by this simulation with the TEM image of a real NW. In addition, the shape of the VLS triple junction is similar to TEM observations in the literature [24] , especially the observation that the liquid-solid interface is not flat. More comparisons between simulation and experimental images are given figure S3 and figure S4 in Supplementary Materials (stacks.iop.org/MSMSE/22/055005/mmedia). −4 eV/Å 3 , i.e. µ V > 2.48 kJ mol −1 ), the NW eventually enters a steady-state growth regime with a constant growth rate v ss . The top diameter of these NWs in steady-state growth is D ss ≈ 30 nm. For smaller chemical potential µ V , the NW growth stops before entering the steady state. This is because the free energy cost to create extra NW side walls (solid-vapor interface) is greater than the free energy reduction provided by transferring Ge from the liquid droplet to the solid. The effect of side wall surface energy effective reduces the chemical potential driving force by an amount proportional to σ SV /D, where D is the NW top diameter. The NW top diameter D is an important factor that determines the chemical potential of the solid. Because D decreases during the early stage of growth, the NW may be able to grow to a certain height until D becomes small enough to terminate growth. In realty, the NW growth termination could be affected by other factors such as the angles of the sidewalls [25] . However, discussion about these factors is beyond the scope of this paper. Figure 6 (b) plots the steady-state NW growth velocity v ss as a function of chemical potential µ V for a given catalyst size. v ss is linear with µ V all the way until v ss goes to zero. The linear dependence of steady-stage growth rate on the Ge chemical potential in the vapor phase (which is proportional to vapor pressure) is consistent with previous theoretical models [26, 27] . The simulation data are also fitted to the following equation, shown as the straight line in figure 6(b) ,
where D ss = 30 nm, K GL 0 = 10 4 Å 3 /(eV · s) and σ SV = 0.0688 eV/Å 2 is the average solid-vapor interface energy of the side wall of Ge NW growing along ⟨1 1 1⟩ orientation, calculated from a separate simulation (as shown in section 6 of the Supplementary Materials, stacks.iop.org/MSMSE/22/055005/mmedia). α = 7 nm and β = 4.7 are empirical fitting parameters. Equation (37) describes the Gibbs-Thomson effect [6] , in which thinner NWs can be in equilibrium with its vapor at a higher chemical potential. The NW growth velocity is proportional to the excess Ge chemical potential in the vapor phase, after the Gibbs-Thomson term (the second term in the square bracket) has been subtracted off.
Conclusion
We present a three dimensional multi-phase field model for NW growth by the VLS mechanism. The energetic parameters of the model are chosen to reproduce the experimental interface energies, while the kinetic coefficient K The phase field model passes several benchmark tests, including the Young's angle at the three phase junction and the faceted shape of nano-particle due to surface-energy anisotropy. Simulations with a chemical potential difference between the vapor and solid phase shows that for sufficiently high vapor chemical potential the growth eventually enters a steady state, but the growth can stop if the vapor chemical potential is not high enough. The phase field model presented here operates on the same length and time scale as experiments, and has the potential to help us understand NW growth anomalies such as kinking observed in experiments.
