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Abstract
In this work the ℓq-norms of points chosen uniformly at random in a centered regular simplex
in high dimensions are studied. Berry-Esseen bounds in the regime 1 ≤ q <∞ are derived and
complemented by a non-central limit theorem together with moderate and large deviations in
the case where q = ∞. A comparison with corresponding results for ℓnp-balls is carried out as
well.
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1 Introduction and main results
One of the central aspects of high-dimensional probability theory is the study of random geometric
quantities and the phenomena that occur as the dimension of the ambient space tends to infin-
ity. The field is intimately connected to geometric functional analysis as well as convex and discrete
geometry, and has attracted considerable attention in the last decade. This is in parts because of
numerous applications that can be found in the statistics and machine learning literature related
to high-dimensional data, e.g., in form of dimensionality reduction in information retrieval [6, 36],
clustering [16, 40], principal component regression [46], community detection in networks [17, 33],
topic discovery [13], or covariance estimation [7, 49]. A famous example for a high dimensional limit
theorem is the Maxwell-Poincaré-Borel Lemma (see, e.g., [12] or [34, Lemma 1.2]) stating that for
fixed k ∈N, the distribution of the first k coordinates of a point chosen uniformly at random from the
n-dimensional Euclidean ball or sphere of radius one converges weakly to a k-dimensional Gaussian
distribution as the space dimension n tends to infinity.
Today, there is a vast literature on high-dimensional central limit theorems, which describe the Gaus-
sian fluctuations for various random geometric quantities in different contexts, for instance, the fa-
mous central limit theorem for convex bodies [32], a central limit theorem for the volume of random
projections of the cube [41], a central limit theorem for the Euclidean norm of randomprojections of
points chosen randomly from ℓnp-balls [3] and several others, see [1, 5, 21, 22, 23, 25, 27, 28, 38, 43, 45,
47]. Other limit theorems, such as moderate deviations principles and large deviations principles,
have only been studied in high-dimensional probability related to the geometry of convex bodies
since their introduction by Kabluchko, Prochno, and Thäle [28] andGantert, Kim, and Ramanan [19].
In fact, those kindof limit theoremsaremore sensitive to the randomness involved anddisplay a non-
universal behavior in their speed and/or rate function. The latter fact makes the subject particularly
interesting as, contrary to a central limit theorem which implies the somewhat negative result that
fluctuations do not provide much information because of universality, the moderate and large de-
viations limit theorems are distribution dependent and encode subtle geometric information about
the underlying structure. In the past three years a number of interesting results in this direction have
been obtained andwe refer the reader to [2, 18, 26, 29, 30, 31, 35]. An interesting connection between
the study of moderate and large deviations and the famous Kannan-Lovász-Simonovits conjecture
has recently been discovered by Alonso-Gutiérrez, Prochno, and Thäle in [4].
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In this work, we study limit theorems for (suitably normalized) ℓq -norms of points chosen uniformly
at random in a centered and regular simplex. When 1≤ q <∞, we provide a Berry-Esseen-type rate
of convergence to a standard Gaussian distribution. For the case where q =+∞, we complement this
result with a non-central limit theorem, establishing theweak convergence to a Gumbel distribution,
and provide both a moderate and large deviations principle. Let us point out that the method of
proof in the Berry-Esseen-type central limit theorem differs from the previously mentioned ones in
the sense that here we use a connection to the asymptotic theory of sums of random spacings (and
not, e.g., a Schechtman-Zinn type probabilistic representation).
In order to bemore precise, let n ∈N and consider the (n−1)-dimensional simplex
∆n−1 :=
{
x ∈Rn : xi ≥ 0,
n∑
i=1
xi = 1
}
= conv{e1, . . . ,en},
where conv(A) denotes the convex hull of a set A and e1, . . . ,en stands for the unit vectors of the
standard orthonormal basis of Rn . Consider a sequence (Ei )i∈N of independent random variables
with an exponential distribution of mean 1 and, for each n ∈ N, let Sn :=
∑n
i=1Ei denote the n
th
partial sum. We study the sequence of random vectors
Zn :=
(
E1
Sn
− 1
n
, . . . ,
En
Sn
− 1
n
)
∈∆n−1−
1
n
(e1+ . . .+en), n ∈N.
In fact, uniformly distributed points in the standard centered simplex in Rn , ∆n−1− 1n (e1+ . . .+ en),
have the same distribution as Zn (see, e.g., [37]). A different method to generate uniform random
vectors in the simplex is by lettingU1, . . . ,Un−1 be independent and identically distributed random
variables with a uniform distribution on [0,1] and considering
Gn,i :=U(i )−U(i−1), i = 1, . . . ,n,
whereU(i ) is the i
th order statistic ofU1, . . . ,Un−1, with the convention thatU(0) := 0,U(n) := 1. Then
the vectorGn := (Gn,1, . . . ,Gn,n) is uniformly distributed in∆n−1 and Zn d=Gn− 1n (e1+ . . .+en). A proof
of this fact can be found, for instance, in [9, Chapter 6.4].
The first main result of this paper is the following Berry-Esseen-type theorem for the ℓq -norm ‖ · ‖q
(1≤ q <∞) of uniform random points in ∆n−1− 1n (e1+ . . .+en). Define
µq := E
[
|E1−1|q
]
and σ2q := q−2µ−2q (µ2q − (q2+2q +2)µ2q +2(q +1)µq −1).
For example µ1 = 2e−1,σ1 = 2e −5, and µ2 =σ2 = 1.
Theorem A. Let 1 ≤ q <∞. There exists some constant cq > 0 only depending on q such that, for all
n ∈N,
sup
x∈R
∣∣∣∣∣P
[
p
n
(
n1−1/q‖Zn‖q µ−1/qq −1
σq
)
≤ x
]
−P[N ≤ x]
∣∣∣∣∣≤ cq lognpn ,
where N ∼N (0,1) is a standard Gaussian random variable.
In the proof of this result we use a connection to the asymptotic theory of sums of random spacings.
This allows us to use a Berry-Esseen result of Mirakhmedov [39], who improved a theorem due to
Does and Klaassen [14].
As a direct corollary of Theorem A, we obtain the following central limit theorem, which is the ana-
logue for the regular simplex of the corresponding central limit theorems in [27, 28] for ℓnp-balls.
Corollary 1.1. For all 1≤ q <∞, we have
p
n
(
n1−1/q‖Zn‖q µ−1/qq −1
) d−−−−→
n→∞ Z ∼N (0,σ
2
q ).
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When the parameter q satisfies q =∞, we cannot expect convergence in distribution of ‖Zn‖∞ to a
Gaussian random variable. However, we establish a non-central limit theorem with a double expo-
nential (also known as Gumbel) distribution in the limit. The result in this case reads as follows.
Theorem B. We have
n‖Zn‖∞− (logn−1) d−−−−→
n→∞ G ,
whereG has a standard Gumbel distribution, i.e., P[G ≤ x]= exp(−e−x) for x ∈R.
The next result describes the upper and lower deviations on amoderate scale, which lies between the
Gaussian fluctuations of a central limit theorem and the large deviations which occur on the scale of
a law of large numbers. For a formal definition of a moderate deviations principle (MDP) and a large
deviations principle (LDP) we refer to Section 2.2 below.
Theorem C. Let (sn)n∈N be a positive sequence with sn →∞ and sn/logn → 0. Then, the sequence(
logn
sn
(
n
logn ‖Zn‖∞−1
))
n∈N
satisfies anMDP with speed sn and rate function
I(z) :=
{
z : z ≥ 0,
+∞ : z < 0.
As a last result, we establish the following large deviations principle for the ℓ∞-norm.
Theorem D. The sequence ( nlogn ‖Zn‖∞)n∈N satisfies an LDP with speed sn = logn and rate function
I(z) :=
{
z−1 : z ≥ 1,
+∞ : z < 1.
Let us briefly compare the limit theorems for the case q = +∞. The statement of the non-central
limit theorem (Theorem B) implies for every x > 0 the following behaviour:
lim
n→∞ log P
[
logn
( n
logn
‖Zn‖∞−
logn−1
logn
)
> x
]
= log(1−exp(−e−x))
and
lim
n→∞ log P
[
logn
( n
logn
‖Zn‖∞−
logn−1
logn
)
<−x
]
=−ex .
The LDP implies for sets of the form (x,∞) with x > 0 that
lim
n→∞
1
logn
log P
[
n
logn
‖Zn‖∞−1> x
]
=−x,
and for sets (−∞,−x) that
lim
n→∞
1
logn
log P
[
n
logn
‖Zn‖∞−1<−x
]
=−∞.
The moderate deviations estimates of Theorem C provide information on the asymptotic likelihood
of events for intermediate speeds sn slower than logn with corresponding slower convergence speed.
In contrast to the MDP for sums of independent and identically distributed random variables, see
for example Lemma 2.3 in the next section, the rate function does not seem to reflect the limiting
Gumbel distribution.
The rest of the paper is organized as follows. In Section 2, we collect some background material on
large deviations and introduce the notation we use throughout this paper. Section 3 is then devoted
to the proofs of Theorems A, B, C, and D. In Section 4, we compare the LDP for the simplex with
the one for ℓnp-balls, in particular the one for the crosspolytope. In the final section, we present an
alternative route to the central limit theorem (Corollary 1.1) using empirical process methods.
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2 Preliminaries
2.1 General notation
Let n ∈N. Given 1≤ q ≤∞ and a vector x = (x1, . . . ,xn)∈Rn , we write
‖x‖q =


(∑n
i=1 |xi |q
)1/q
: q <∞,
max1≤i≤n |xi | : q =∞.
We will assume that all random quantities are defined on a common probability space (Ω,Σ,P) and
we write P [ · ] and E [ · ] for the probability of an event and the expectation of an (integrable) ran-
dom variable, respectively. For a sequence of independent and identically distributed (i.i.d.) random
vectors (Xi )i∈N we denote by X¯n = 1n
∑n
i=1 Xi the empirical average. Throughout, E ,E1,E2, . . . will be
independent (standard) exponential random variables having rate one and E¯n = 1n
∑n
i=1Ei . Note that
P
[
E¯n = 0
]
= 0 and thus we can ignore this event in our analysis. By N (µ,Σ) we denote the (mul-
tivariate) Gaussian distribution with mean µ and covariance matrix Σ. If a random variable N is
distributed according to N (µ,Σ), we write N ∼N (µ,Σ). With d−→ and P−→ we indicate convergence in
distribution and in probability, respectively. We say that a sequence of real-valued random variables
(Xn)n∈N satisfies a central limit theorem (CLT) if there exists a sequence (an)n∈N of real numbers
such that
p
n(anXn −1) d−→ N ∼N (0,1) as n →∞. For further background material on asymptotic
probability theory consult, for example, DasGupta [8].
2.2 Large and Moderate Deviations
In the following, we recall facts from the theory of large deviations as developed, for example, in [10].
A sequence (Xn)n∈N of real-valued random variables is said to satisfy a large deviations principle
(LDP) with speed (sn)n∈N ⊂ (0,∞) and rate function I : R→ [0,∞] if I is lower semi-continuous, has
compact level sets {z ∈R : I(z)≤α},α ∈R, and if for all Borel sets A ⊂R,
− inf
z∈A◦
I(z)≤ liminf
n→∞ s
−1
n log P [Xn ∈ A]≤ limsup
n→∞
s−1n log P [Xn ∈ A]≤− inf
z∈A¯
I(z).
Here A◦ denotes the interior and A¯ the closure of A. For the empirical average of independent and
identically distributed (real-valued) random variables an LDP holds according to Cramér’s theorem,
which we state next.
Lemma 2.1 (Cramérs theorem [10, Theorem 2.2.3]). Let X ,X1,X2, . . . be i.i.d. real-valued random
variables. Assume that the origin is an interior point of the domain of the cumulant generating func-
tion Λ(u)= log E[exp(uX )]. Then the sequence of partial sums X¯n = 1n
∑n
i=1 Xi ,n ∈N, satisfies an LDP
on Rwith speed n and rate functionΛ∗, whereΛ∗(z)= supu∈R
(
uz−Λ(u)
)
for all z ∈R.
It is often useful to transfer an LDP for a sequence of random variables to another such sequence
when they do not differ toomuch from each other. The following lemma provides a condition (called
exponential equivalence) under which such an attempt is possible.
Lemma 2.2 (Exponential equivalence [10, Theorem 4.2.13]). Let (Xn)n∈N and (Yn)n∈N be two se-
quences of real-valued random variables and assume that (Xn)n∈N satisfies an LDP with speed sn and
rate function I. If (Xn)n∈N and (Yn)n∈N are exponentially equivalent at speed sn , i.e., we have for any
δ> 0 that
limsup
n→∞
s−1n log P [|Xn −Yn | >δ]=−∞,
then (Yn)n∈N satisfies an LDP with the same speed and rate function as (Xn)n∈N.
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Amoderate deviations principle (MDP) is formally of the same nature as an LDP but operates on the
scale between a limit theorem, such as a CLT, and a statement about convergence in probability, such
as a law of large numbers. We shall need the following result for moderate deviations of the empirical
average of i.i.d. random variables.
Lemma 2.3 (Moderate deviations [10, Theorem 3.7.1]). Let X ,X1,X2, . . . be i.i.d. real-valued random
variables with E [X ]= µ and VarX = σ2 > 0. Assume that the origin is an interior point of the domain
of the cumulant generating function Λ(u) = log Eexp(uX ). Fix a sequence (an)n∈N with an → 0 and
nan →∞. Then, the sequence
p
nan(X¯n −µ) satisfies an LDP on R with speed a−1n and rate function
I(z)= z2
2σ2
.
We provide some explanation. Under the assumptions of the previous lemma, by the (usual) central
limit theorem, the CLT
p
n(X¯n −µ) d−→N ∼N (0,σ2) holds, as n→∞. In Lemma 2.3, the exponent of
the density ofN is reflected in the rate function, and as the prefactor
p
nan becomes closer to
p
n, the
speed a−1n decreases. It must be stressed, however, that in general, as discussed in the Introduction,
the rate function in anMDPmay or may not reflect the limiting distribution.
3 The proofs
We shall now present the proofs of Theorems A, B, C, and D, and start with the Berry-Esseen-type
central limit theorem followed by the non-central limit theorem together with themoderate and large
deviations principles when q =∞.
3.1 Proof of the Berry-Esseen-CLT
The general philosophy of the proof is similar to the one of Johnston and Prochno [25]. However, as
already explained above, we shall use a connection to the asymptotic theory of sums of spacings.
The following lemma is a version of [3, Lemma 4.1] (see also [25, Lemma 2.8]).
Lemma 3.1. For any real-valued random variables X ,Y and any ε> 0 it holds that
sup
x∈R
|P[Y ≤ x]−P[N ≤ x]| ≤ sup
x∈R
|P[X ≤ x]−P[N ≤ x]|+P[|X −Y | > ε]+ εp
2π
,
where N is a standard Gaussian random variable.
Proof. Let x ∈R and ε> 0. Then,
P[Y ≤ x]−P[N ≤ x]≤P[Y ≤ x, |X −Y | ≤ ε]+P[|X −Y | > ε]−P[N ≤ x]
≤P[X ≤ x+ε]+P[|X −Y | > ε]−P[N ≤ x]
=P[X ≤ x+ε]−P[N ≤ x+ε]+P[|X −Y | > ε]
+P[N ≤ x+ε]−P[N ≤ x].
Using that P[N ≤ x + ε]−P[N ≤ x] ≤ ε/
p
2π for all x ∈ R, taking absolute values, and forming the
supremum completes the proof.
We shall need another lemma before we can derive the proof of Theorem A from a Berry-Esseen
bound for sums of spacings to be stated subsequently. The lemma shows that similar to CLTs also
Berry-Esseen-type bounds can be transfered by “nice” functions.
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Lemma 3.2. Let (Xn)n∈N be a sequence of real-valued random variables. Suppose that there exist
constants µ ∈R and σ> 0 such that the Berry-Esseen-type bound
sup
x∈R
∣∣∣∣P
[p
n
(
Xn −µ
σ
)
≤ x
]
−P[N ≤ x]
∣∣∣∣≤ an
holds for some sequence (an)n∈N and all n ∈ N, where N is a standard Gaussian random variable. If
g : R→R is twice continuously differentiable at µ with g ′(µ)> 0, then for some constant C > 0 and all
n ∈N,
sup
x∈R
∣∣∣∣P
[p
n
(
g (Xn)− g (µ)
g ′(µ)σ
)
≤ x
]
−P[N ≤ x]
∣∣∣∣≤Cmax
{
an ,
lognp
n
}
.
Proof. Set ξn :=
p
n(Xn −µ)/σ and ζn :=
p
n(g (Xn )− g (µ))/g ′(µ)σ. We use Lemma 3.1 to infer, for
each n ∈N and every ε> 0,
sup
x∈R
|P[ζn ≤ x]−P[N ≤ x]| ≤ sup
x∈R
|P[ξn ≤ x]−P[N ≤ x]|+P[|ξn −ζn | > ε]+
εp
2π
. (1)
Fix n ∈N. We will estimate P[|ξn −ζn | > ε] and choose ε suitably.
Making use of the Taylor expansion of g at µ yields that there exists some δ > 0 such that, for all
x ∈ (µ−δ,µ+δ), we have
g (x)− g (µ)= g ′(µ)(x−µ)+Φ(x−µ),
where Φ : R → R is a function such that, for all x ∈ (µ− δ,µ+ δ), we have |Φ(x)| ≤ Mg |x −µ|2 for
Mg = supx∈(µ−δ,µ+δ) |g ′′(x)|/2. Thus, if |Xn −µ| < δ,
∣∣g (Xn)− g (µ)− g ′(µ)(Xn −µ)∣∣≤Mg ∣∣Xn −µ∣∣2 .
We get, after division by g ′(µ)σ andmultiplication by
p
n,
|ξn −ζn | ≤
Mg
g ′(µ)σ
p
n|Xn −µ|2.
Therefore, for every n ∈N,
P[|ξn −ζn | > ε]≤P
[
|pn(Xn −µ)| >
√
εg ′(µ)σ
p
n
Mg
]
+P[|pn(Xn −µ)| > δ
p
n]. (2)
If Mg = 0, the first summand disappears and we can set ε = an . By the assumed bound and the
symmetry of a Gaussian random variable, for each n ∈N and every x ∈R,
P
[∣∣pn(Xn −µ)∣∣>σx]=P[pn(Xn −µ)<−σx]+P[pn(Xn −µ)>σx]
≤ 2
(
P [N ≥ x]+an
)
.
Together with the bound P [N ≥ x]≤ e−x2 , the second summand in (2) is
P
[∣∣pn(Xn −µ)∣∣> δpn]≤ 2(e−δ2/σ2n +an)≤ cmax
{
an ,
lognp
n
}
for some c > 0 independent of n ∈N. If Mg > 0, by setting ε= σMg g ′(µ)−1n−1/2 logn for each n ∈N,
the first summand is
P
[∣∣pn(Xn −µ)∣∣>σ√logn]≤ 2(n−1+an)≤ c ′max
{
an ,
lognp
n
}
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for some constant c ′ > 0 independent of n. This choice of ε yields
P[|ξn −ζn | >σMg g ′(µ)−1n−1/2 logn]≤ (c +c ′)max
{
an ,
lognp
n
}
.
Together with inequality (1) we have for all n ∈N
sup
x∈R
|P[ζn ≤ x]−P[N ≤ x]| ≤ an + (c +c ′)max
{
an ,
lognp
n
}
+
σMgp
2πg ′(µ)
lognp
n
,
whereupon choosing C > 0 suitably completes the proof.
Remark 3.3. There exist results in the literature which are similar to Lemma 3.2. For example, The-
orem 11.6 in [8] deals with the case of Xn being empirical averages and g a function with Hölder-
continuous derivative. In this case one has an = n−1/2 and the guaranteed bound for the modified
sequence is of order
lognp
n
. We do not know if this rate in Lemma 3.2 can be improved in general.
Recall the definition of the spacings as defined in the introduction by
Gn,i =U(i )−U(i−1), i = 1, . . . ,n,
where U(i ) is the i
th order statistic of U1, . . . ,Un−1, sampled independently and uniformly from the
unit interval, with the convention thatU(0) = 0,U(n) = 1. Also recall that E denotes an exponential
random variable with rate 1.
We deduce the following theorem fromMirakhmedov [39] who refined a Berry-Esseen theorem due
to Does and Klaassen [14].
Theorem 3.4. Let Gn,1, . . . ,Gn,n be as above. Suppose f : R→R is measurable with E
[
f (E )3
]
<∞ and
σ2 :=Var f (E )−Cov(E , f (E ))2 > 0. Then there exists a constant C > 0 such that, for all n ∈N,
sup
x∈R
∣∣∣∣P
[
p
n
(
1
n
∑n
i=1 f (nGn,i )−E[ f (E )]
σ
)
≤ x
]
−P[N ≤ x]
∣∣∣∣≤ Cpn ,
where N is a standard Gaussian random variable.
Proof. For the convenience of the reader we mention the necessary modifications in order to de-
rive Theorem 3.4. In [39] set k = 1 and fm = f , for m = 1, . . . ,N , giving N = N ′ = n and RN (G) =∑n
i=1 f (nGn,i ). Then Zm,k = Ym , m = 1, . . . ,N , is a standard exponential random variable. In the
second line in [39, Section 2] the author appears to incorrectly redefine ZN ,k = 0 if k is an integer.
The relevant quantities compute to ρ = Cov( f (E ),E )(Var f (E ))−1/2, VarRN (Z ) = nVar f (E ) and σ2n =
(1−ρ2)VarRN (Z ) = n(Var f (E )−Cov( f (E ),E )2). The additional term (u−1)Cov( f (E ),E )(Var f (E ))1/2
in gm(u) vanishes in the definition of TN (G) since
∑n
i=1Gn,i = 1. Under the assumptions stated, the
application of [39, Corollary 3] is valid and completes the proof.
The following results are preparations for the proof of Theorem A, carrying out more technical com-
putations. Again, E stands for a standard exponential random variable.
Lemma 3.5. Let 1≤ q <∞. Then,
Cov(E , |E −1|q )= (q +1)E
[|E −1|q]−1.
For the proof of this result we need the following lemma.
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Lemma 3.6. Let 1 ≤ q < ∞. The function x 7→ E
[|E −x|q] ,x ∈ R, is continuously differentiable at
x = E [E ]= 1with derivative
E
[|E −x|q ]′ (1)= 1−E[|E −1|q] and E[|E −1|q]= e−1 (Γ(q +1)+∫1
0
xqexdx
)
with Γ(x)=
∫∞
0 t
x−1e−tdt being the Gamma function.
Proof. We first compute
E
[|E −1|q]=∫1
0
(1−x)qe−xdx+
∫∞
1
(x−1)qe−xdx.
Using the substitutions u = 1−x and u = x−1 respectively, gives∫1
0
(1−x)q e−xdx = e−1
∫1
0
uqeudu and
∫∞
1
(x−1)q e−xdx = e−1Γ(q +1)
and thus proves the second equality.
It is a consequence of the dominated convergence theorem that
E
[|E −x|q]′ (1)= q(2E[(1−E )q−11(−∞,1](E )]−E[|E −1|q−1]). (3)
By substituting as before, the first term is
2E
[|E −1|q−1 1(−∞,1](E )]= 2e−1
∫1
0
xq−1exdx.
Therefore, by inserting for E
[|E −1|q−1], we have
E
[
|E −x|q
]′
(1)= q
e
(∫1
0
xq−1exdx−Γ(q)
)
. (4)
Integration by parts yields ∫1
0
xqexdx = e −q
∫1
0
xq−1exdx,
and thus, by means of Γ(q +1)= qΓ(q), we have
E[|E −1|q ]= e−1
(
Γ(q +1)+
∫1
0
xqexdx
)
= q
e
(
Γ(q)−
∫1
0
xq−1exdx
)
+1.
Comparing this with (4) proves the first equality.
We are now ready to compute the covariance.
Proof of Lemma 3.5. By straightforward calculation,
Cov(E , |E −1|q )= E
[
E |E −1|q
]
−E [E ]E
[
|E −1|q
]
= E
[
(E −1) |E −1|q
]
=−E
[
(1−E )q+11(−∞,1)(E )
]
+E
[
(E −1)q+11[1,∞)(E )
]
.
Taking into account Lemma 3.6 and (3) it follows that
Cov(E , |E −1|q )=−(q +2)−1E
[|E −x|q+2]′ (1)=−(q +2)−1(1−E[|E −1|q+2]).
By repeated partial integration it holds that
1−E
[
|E −1|q+2
]
=−(q +2)(q +1)E
[
|E −1|q
]
+ (q +2).
Consequently, the result follows.
8
Proof of Theorem A. Using the connection to the spacingsGn,1, . . . ,Gn,n we have
‖Zn‖qq =
n∑
i=1
∣∣∣Zn,i − 1
n
∣∣∣q d= n∑
i=1
∣∣∣Gn,i − 1
n
∣∣∣q = n−q n∑
i=1
|nGn,i −1|q .
That is, with
nq−1‖Zn‖qq
d= 1
n
n∑
i=1
f (nGn,i ),
we are in the situation of Theorem 3.4 with f (x) = |x − 1|q , which is not of the form x 7→ ax + b
for any a,b ∈R and all x ∈ R. Because of this and the fact that the exponential distribution has finite
moments of all orders, the assumptions of Theorem 3.4 are satisfied and there exists a constant cq > 0
only depending on q such that, for all n ∈N,
sup
x∈R
∣∣∣∣P
[
p
n
(
nq−1‖Zn‖qq −µq
σq
)
≤ x
]
−P[N ≤ x]
∣∣∣∣≤ cqpn ,
with
σ2q =Var|E −1|q −Cov(E , |E −1|q )2 =µ2q −µ2q − ((q +1)µq −1)2
by Lemma 3.5. Applying Lemma 3.2 with g (x) = x1/q and g ′(µq )= q−1µ1/q−1q and rearranging terms
concludes the proof.
Remark 3.7. Using the so-called deltamethod (see, e.g., Lemma 5.1), one can alternatively derive the
central limit theorem stated as Corollary 1.1 also from a CLT for sum-functions of spacings proved by
Holst [24].
Remark 3.8. We briefly want to put µq in a more accessible form and compare it to the centering
constant in the central limit theorem [27, Theorem 1.1] stating for 1< q ≤∞ and random vectors Yn ,
which are uniformly distributed in the ℓn1 -ball, that
p
n
(
n1−1/q ‖Yn‖q M1(q)−1/q −1
) d−−−−→
n→∞ N
(
0,C1(q,q)
)
,
where
M1(q) := Γ(q +1) and C1(q,q)= q−2
(
Γ(2q +1)
Γ(q +1)2 −1
)
−1.
As can be seen from Corollary 1.1, the same rate of n1−1/q appears. With repeated partial integration
one can derive for integral q that
µq = E
[|E −1|q ]=
{
E
[
(E −1)q
]
: q even,
2e−1q !−E
[
(E −1)q
]
: q odd,
where E
[
(E −1)q
]
equals the subfactorial !q = q !∑q
i=0
(−1)i
i ! , which is also the nearest integer to e
−1q !.
This is roughly by a factor of e smaller thanM1(q)= q !.
3.2 Proof of the non-central limit theorem
In the following, we give a proof of Theorem B and analyze the limiting distribution of
n‖Zn‖∞ = n max
1≤i≤n
|Zn,i | = n max
1≤i≤n
∣∣∣ Ei
Sn
− 1
n
∣∣∣.
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SetMn :=max1≤i≤nEi and let us recall (see, e.g., [15, p. 125]) that
Mn− logn =:Gn d−−−−→
n→∞ G ,
whereG is standard Gumbel distributed. First, we prove that ‖Zn‖∞ and
Tn := max
1≤i≤n
(
Ei
Sn
− 1
n
)
= Mn
Sn
− 1
n
are exponentially equivalent in the following sense.
Lemma 3.9. We have
lim
n→∞n
−1 log P
[
‖Zn‖∞ 6= Tn
]
< 0.
Proof. We first prove that everywhere except for {Sn = 0} we have the implication
‖Zn‖∞ 6= Tn =⇒
Mn
Sn
< 2
n
.
Note that ‖Zn‖∞ ≥Tn and if ‖Zn‖∞ 6= Tn , there must be some index i0 ∈ {1, . . . ,n} such that∣∣∣Ei0
Sn
− 1
n
∣∣∣> Tn = Mn
Sn
− 1
n
.
This can only occur if
Ei0
Sn
− 1
n
is negative (otherwise we would have equality), i.e.,
1
n
− Ei0
Sn
=
∣∣∣Ei0
Sn
− 1
n
∣∣∣> Mn
Sn
− 1
n
.
Since
Ei0
Sn
≥ 0, this gives the desired implication. Therefore,
P
[
‖Zn‖∞ 6= Tn
]
≤P
[
Mn < 2E¯n
]
≤P[Mn < 4]+P[E¯n > 2].
By means of the inequality 1+x ≤ ex , the first summand evaluates to
P[Mn < 4]= (1−e−4)n ≤ e−e
−4n
and by Cramér’s theorem, Lemma 2.1,
lim
n→∞n
−1 log P[E¯n > 2]< 0.
This completes the proof of the lemma.
Theprevious lemma implies that for any sequence (an )n∈N the sequences (an‖Zn‖∞)n∈N and (anTn)n∈N
are exponentially equivalent at any speed sn with sn/n→ 0 since then, for every δ> 0,
limsup
n→∞
s−1n log P
[|an‖Zn‖∞−anTn | >δ]≤ limsup
n→∞
ns−1n n
−1 log P
[
‖Zn‖∞ 6= Tn
]
=−∞.
In particular, n‖Zn‖∞−nTn P−→ 0, and to establish TheoremB it suffices to prove nTn−(logn−1) d−→G .
By means of the connection to the spacingsGn = (Gn,1, . . . ,Gn,n) we have
nTn
d=n max
1≤i≤n
Gn,i −1.
10
We cite from Devroye [11, Lemma 2.4] the classical result
n max
1≤i≤n
Gn,i − logn d−−−−→
n→∞ G ,
whereG is standard Gumbel distributed. Rewriting this for nTn gives
nTn− logn+1 d−−−−→
n→∞ G .
and completes the proof. ✷
Remark 3.10. We can read off from Theorem B that the maximum norm of random points in the
shifted simplex converges to zero at the rate
logn
n
with fluctuations of order (logn)−1. Uniformly
distributed random vectors Yn in the ℓ
n
1 -ball exhibit a similar behaviour as can be read off from [27,
Theorem 1.1(c)]. Namely,
n‖Yn‖∞− logn d−−−−→
n→∞ G .
3.3 Proof of the MDP
We will derive the proof of Theorem C from a result due to Devroye [11, Lemma 3.2], which we
rephrase in our notation.
Lemma 3.11. Let (an)n∈N be a sequence of positive numbers satisfying an → 0 and an logn →∞, as
n→∞. Then
lim
n→∞n
anP
[
n
logn
Mn
Sn
−1> an
]
= 1 and lim
n→∞exp(n
an )P
[
n
logn
Mn
Sn
−1<−an
]
= 1.
In order to prove Theorem C, we restate this result in the following form.
Lemma 3.12. Let (sn)n∈N be a positive sequence with sn →∞ and sn/logn→ 0 as n→∞. Then, for
any x > 0,
lim
n→∞
1
sn
logP
[
logn
sn
( n
logn
‖Zn‖∞−1
)
> x
]
=−x
and
lim
n→∞
1
sn
logP
[
logn
sn
( n
logn
‖Zn‖∞−1
)
<−x
]
=−∞.
Proof. Using the continuity of the logarithm and inserting Tn =Mn/Sn −1/n, we can deduce from
Lemma 3.11 that both
lim
n→∞an logn+ log P
[
n
logn
Tn −1> an−
1
logn
]
= 0 (5)
and
lim
n→∞n
an + log P
[
n
logn
Tn−1<−an −
1
logn
]
= 0 (6)
for any such sequence (an)n∈N.
In the following, let x > 0 be arbitrary. First, set an = (sn/logn)x +1/logn = (snx +1)/logn, where
(sn)n∈N is any sequence with sn→∞ and sn/logn→ 0. This choice of (an)n∈N meets the assumptions
of Lemma 3.11. Then, inserting into Equation (5) gives
lim
n→∞ snx+1+ log P
[
n
logn
Tn−1>
sn
logn
x
]
= 0,
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which implies by considering the limit of the sequence divided by sn that
x+ lim
n→∞
1
sn
log P
[
n
logn
Tn−1>
sn
logn
x
]
= 0.
For Equation (6) we choose an = (sn/logn)x−1/logn = (snx−1)/logn for all n ∈N such that snx−1>
0 and set an = 1 for all other n ∈ N. Since sn →∞, we have snx −1 > 0 for all n ≥ n0, where n0 ∈ N
may depend on x, and only need to set finitely many terms an = 1. This choice of (an)n∈N satisfies
the assumptions of Lemma 3.11. Therefore,
lim
n→∞n
(snx−1)/logn + log P
[
n
logn
Tn−1<−
sn
logn
x
]
= 0.
Proceeding as before,
lim
n→∞
1
sn
n(snx−1)/logn + 1
sn
log P
[
n
logn
Tn −1<−
sn
logn
x
]
= 0.
Noting that n(snx−1)/logn/sn = exp(snx−1)/sn →∞, we have
lim
n→∞
1
sn
log P
[
n
logn
Tn −1<−
sn
logn
x
]
=−∞.
Since sn/n → 0, as n →∞, we can apply Lemma 3.9 and rearrange terms to complete the proof of
Lemma 3.12.
We now deduce Theorem C using a standard technique in large deviations theory.
Proof of Theorem C. Let (sn)n∈N be an arbitrary positive sequence with sn →∞ and sn/logn → 0.
Theorem C follows if we can show for arbitrary openU ⊂R and closed C ⊂R the bounds
liminf
n→∞ s
−1
n log P [Xn ∈U ]≥− inf
z∈U
I(z) and limsup
n→∞
s−1n log P [Xn ∈C ]≤− inf
z∈C
I(z), (7)
where we used the notation Xn := lognsn
(
n
logn ‖Zn‖∞−1
)
. Recall that
I(z) :=
{
z : z ≥ 0,
+∞ : z < 0.
If A ⊂R, we use the notation
A− := A∩ (−∞,0] and A+ := A∩ [0,∞)
as well as
a− := supA− and a+ = infA+,
such that infz∈A I(z)= a+.
We first prove the upper bound in (7) and choose a closed setC ⊂R. IfC is empty, the upper bound is
trivial as the probability of Xn being in an empty set is zero. On the other hand, if 0 ∈C , the infimum
is zero and the upper bound is satisfied due to P [Xn ∈C ] ≤ 1. Therefore, assume without loss of
generality that at least one ofC− andC+ is not empty. If both are non-empty, then c− < 0< c+ and
C =C−∪C+ ⊂ (−∞,c−]∪ [c+,∞)
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and P [Xn ∈C ] ≤ P [Xn < c−]+P [Xn > c+] for n ∈ N. This also makes sense if C− is empty, i.e., c− =
−∞ or if C+ is empty, i.e., c+ = ∞, if we interpret P [Xn <−∞] = P [Xn >∞] = 0. Because of the
monotonicity of the logarithm and [10, Lemma 1.2.15] it holds that
limsup
n→∞
s−1n log P [Xn ∈C ]≤max{M−,M+}
with
M− := limsup
n→∞
s−1n log P [Xn < c−] and M+ := limsup
n→∞
s−1n log P [Xn > c+] .
Now the upper bound follows from Lemma 3.12 sinceM− =−∞ and
max{M−,M+}=M+ =−c+ =− inf
z∈C
I(z).
We now prove the lower bound and choose an open set U ⊂ R. If U+ is empty, the infimum is ∞
and the lower bound is trivially satisfied. Assume therefore without loss of generality thatU+ is not
empty. If 0 ∈U , there exists δ> 0 such that (−δ,δ)⊂U sinceU is open. Hence,
P [Xn ∈U ]≥P [Xn ∈ (−δ,δ)] .
In this case it remains to show that liminfn→∞ s−1n log P [Xn ∈ (−δ,δ)]≥ 0. This is implied by
lim
n→∞P [Xn ∈ (−δ,δ)]= 1.
Using the definition of Xn , let us write
lim
n→∞P [Xn ∈ (−δ,δ)]= limn→∞P
[
(n‖Zn‖∞− logn)∈ (−snδ, snδ)
]
.
Since sn →∞, for arbitary N ∈ N and for all large enough n it holds that sn > Nδ−1. By the non-
central limit theorem in Theorem B this yields for a standard Gumbel distributed random variableG
the bound
lim
n→∞P [Xn ∈ (−δ,δ)]≥ limn→∞P
[
(n‖Zn‖∞− logn+1) ∈ (1−N ,1+N )
]
=P [G ∈ (1−N ,1+N )] .
Letting N →∞ gives limn→∞P [Xn ∈ (−δ,δ)]= 1 and this completes the case of 0 ∈U .
If on the other hand 0 6∈U , choose some a ∈U+ and, by the openness ofU , a δ> 0 small enough such
that (a,a+δ)⊂U+. Since (a,a+δ)= (a,∞)\(a+δ,∞), the superadditivity of the limit inferior gives
liminf
n→∞ s
−1
n log P [Xn ∈U ]≥ liminfn→∞ s
−1
n log P [Xn ∈ (a,a+δ)]
= liminf
n→∞ s
−1
n log
(
P [Xn > a]−P [Xn > a+δ]
)
≥ liminf
n→∞ s
−1
n log P [Xn > a]+ liminfn→∞ s
−1
n log
(
1− P [Xn > a+δ]
P [Xn > a]
)
.
We show that the first summand is not less than −I(a) and that the second summand is in fact zero.
Since a ∈U+ was arbitrary and infz∈U I(z)= infz∈U+ I(z), the lower bound in (7) then follows.
By Lemma 3.12
lim
n→∞ s
−1
n log P [Xn > a]=−I(a)=−a and limn→∞ s
−1
n log P [Xn > a+δ]=−I(a+δ)=−(a+δ).
Choose ε> 0 smaller than δ/2. For all large enough n we have both
P [Xn > a]≥ e−sn(I(a)+ε) and P [Xn > a+δ]≤ e−sn(I(a+δ)−ε).
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Thus,
P [Xn > a+δ]
P [Xn > a]
≤ e−sn(I(a+δ)−I(a)−2ε) = e−sn(δ−2ε)→ 0,
and consequently,
liminf
n→∞ s
−1
n log
(
1− P [Xn > a+δ]
P [Xn > a]
)
= 0.
Therefore,
liminf
n→∞ s
−1
n log P [Xn ∈U ]≥ liminfn→∞ s
−1
n log P [Xn > a]≥−I(a)−ε.
Letting ε→ 0 and noting that a ∈U+ was arbitrary yields
liminf
n→∞ s
−1
n log P [Xn ∈U ]≥− inf
z∈U+
I(z)=− inf
z∈U
I(z).
This completes the proof of (7) and thus the proof of Theorem C.
3.4 Proof of the LDP
For the proof of TheoremDwe use a rather general result on large deviations formaxima andminima
due toGiuliano andMacci [20, Proposition 3.1]. Recall that a functionH :R→R is said to be regularly
varying at∞ of index α ∈R if, for all u > 0, limt→∞ H(ut )H(t ) =uα.
Lemma 3.13. Let X ,X1,X2, . . . be i.i.d. real-valued random variables with P [X ≤ x] < 1 for all x > 0
such that − log P [X > x] is regularly varying at∞ of index α> 0 as a function of x ∈R. Choose mn ∈R
such that P [X >mn] = 1n and set Mn =max1≤i≤n Xi . Then
(Mn
mn
)
n≥1 satisfies an LDP with speed sn =
logn and good rate function
I(z) :=
{
zα−1 : z ≥ 1,
+∞ : z < 1.
In order to prove TheoremDwemake use of this result, Lemma 2.2, and the next lemmawhich states
the exponential equivalence of the sequences in question.
Lemma 3.14. Set Mn =max1≤i≤n Ei . The sequences
(
n
logn ‖Zn‖∞
)
n∈N and
( Mn
logn
)
n∈N are exponentially
equivalent at speed logn.
Proof. This amounts to showing that, for every δ> 0,
limsup
n→∞
1
logn
log P
[
|n‖Zn‖∞−Mn | >δ logn
]
=−∞.
Fix δ> 0. Then, for every n ∈N,
P
[|n‖Zn‖∞−Mn | >δ logn]≤P[|nTn−Mn | >δ logn]+P[‖Zn‖∞ 6=Tn].
By Lemma 3.9 the second summand satisfies
1
logn
log P
[
‖Zn‖∞ 6=Tn
]
→−∞ as n→∞.
For the first summand we compute
nTn−Mn =Mn E¯−1n −1−Mn =−(Mn(E¯n −1)E¯−1n +1).
Setting An :=Mn(E¯n−1)E¯−1n , it follows that
P
[
|nTn−Mn| > δ logn
]
=P
[
|An +1| >δ logn
]
.
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Whenever n is large enough, logn > 2δ−1 holds, and thus
P
[
|An +1| >δ logn
]
≤P
[
|An +1| > 2
]
≤P
[
|An | > 1
]
.
Introducing Bn := n−1/4Mn andCn := n1/4(E¯n−1)E¯−1n , such that An =BnCn , gives
P
[
|nTn−Mn | > δ logn
]
≤P
[
|Bn| > 1/2
]
+P
[
|Cn| > 2
]
.
By the union bound the first summand satisfies
P
[
|Bn| > 1/2
]
=P
[
Mn > n1/4/2
]
≤nP
[
E1 > n1/4/2
]
= ne−n1/4/2,
and thus
1
logn
log P
[|Bn| > 1/2]≤ 1− n1/4
2logn
n→∞−−−−→−∞.
The other summand can be estimated by means of
P
[|Cn| > 2]≤P[E¯n < 1/2]+P[n1/4|E¯n −1| > 1] .
Cramér’s theorem (Lemma 2.1) implies
1
logn
log P
[
E¯n < 1/2
] n→∞−−−−→−∞.
After splitting the second summand into
P
[
n1/4|E¯n −1| > 1
]
=P
[
n1/4(E¯n−1)> 1
]
+P
[
n1/4(E¯n−1)<−1
]
,
we apply the moderate deviations principle (Lemma 2.3) with an = n−1/2,n ∈N, giving
lim
n→∞n
−1/2 log P
[
n1/4(E¯n −1)> 1
]
=−1
2
and lim
n→∞n
−1/2 log P
[
n1/4(E¯n−1)<−1
]
=−1
2
.
Consequently,
1
logn
log P
[
n1/4|E¯n −1| > 1
] n→∞−−−−→−∞,
and thus
1
logn
log P
[
|Cn | > 2
] n→∞−−−−→−∞,
completing the proof.
Remark 3.15. The choice of the sequence n1/4 was arbitrary, any sequence growing faster than logn
and slower than
(
n
logn
)1/2
would have done the job.
Proof of TheoremD. Weapply Lemma 3.13 to the case of standard exponential randomvariables and
verify the assumptions. We have P [X ≤ x]= 1− e−x < 1 for all x ∈ R and − logP [X > x]= x, which is
regularly varying at∞ of index α = 1. We choose mn = logn and thus obtain an LDP of speed logn
and rate function as in Lemma 3.13 with α = 1. By Lemma 2.2 the just proven Lemma 3.14 implies
Theorem D.
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4 Comparison with the LDP for ℓnp-balls
In [27] LDPs for the ℓq-norm of uniformly distributed points in ℓ
n
p-balls were proven for the cases
1≤ p <∞,1≤ q <∞ and p =∞,1≤ q ≤∞. In order to compare the LDP for the simplex with the one
for the crosspolytope (i.e., the unit ball in ℓn1 ), we need to complete the picture presented in [27] by
deriving an LDP for the case 1≤ p <∞ and q =∞. We first introduce the relevant concepts.
Let 1≤ p <∞ and Bnp := {x ∈Rn : ‖x‖p ≤ 1} be the ℓnp-unit ball. Let Zn be uniformly distributed in Bnp
for all n ∈N. It is known through the work of Schechtman and Zinn [44] that
Zn
d=U1/n Y
′
n
‖Y ′n‖p
,
where U is uniformly distributed on [0,1] and independent of Y ′n := (Y1, . . . ,Yn ) which has i.i.d. p-
generalized Gaussian distributed entries. Here, we say that Y1 is distributed according to the p-
generalized Gaussian distribution if, for all x ∈R,
P[Y1 ≤ x]=
∫x
−∞
fp (y)dy, where fp (y) := cpe−|y |
p/p for y ∈R,
with
cp :=
1
2p1/pΓ(1+1/p) .
We will show the following large deviations principle for ‖Zn‖∞.
Theorem 4.1. Let 1 ≤ p <∞. The sequence
((
n
p logn
)1/p‖Zn‖∞)
n∈N
satisfies an LDP with speed logn
and rate function
I(z) :=
{
zp −1 : z ≥ 1,
∞ : z < 1.
Remark 4.2. Let us remark that the scaling
(
n
p logn
)1/p
is identical to the non-central limit theorem
[27, Theorem 1.1.(c)]. In view of the scaling for other ℓq-norms, this additional logarithmic part is
somehow natural when q =∞. The rate function Iwhich we obtain, is structurally similar to the one
for the case 1≤ p <∞,p < q <∞ as in [27, Theorem 1.3].
Remark 4.3. We also want to compare Theorem D to the result obtained by Schechtman and Zinn
[44, p. 223], who proved in our notation that
P
[
n1/p‖Zn‖∞ > x
]
≤ e−γxp/p for all x > τ(logn)1/p , (8)
where γ,τ> 0 are constant that do not depend on n. Theorem 4.1 implies for z ≥ 1,
lim
n→∞
1
logn
log P
[
n1/p‖Zn‖∞ > z(p logn)1/p
]
=−(zp −1),
which, in contrast to (8), gives precise asymptotics for log P
[
n1/p‖Zn‖∞ > x
]
and x ≥ p1/p(logn)1/p .
The proof of Theorem 4.1 will follow from the following lemmata. In the same way as in [19, Lemma
4.2] one can prove tail asymptotics for the p-generalized Gaussian distribution.
Lemma 4.4. For all 1≤ p <∞ and x > 0, we have
x
xp +p e
−xp/p ≤
∫∞
x
e−y
p/pdy ≤ 1
xp−1
e−x
p/p .
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Define, for each n ∈N, the numbermn(p)> 0 by
P[|Y | >mn(p)]=
1
n
,
where Y is a p-generalized Gaussian random variable. From Lemma 3.13 we can deduce the follow-
ing result forMn(p) :=max1≤i≤n |Yi |.
Lemma 4.5. Let 1 ≤ p <∞. The sequence (Mn(p)mn(p)−1)n∈N satisfies an LDP with speed logn and
rate function
I(z) :=
{
zp −1 : z ≥ 1,
∞ : z < 1.
Proof. We check the assumptions of Lemma 3.13, and note that by the symmetry of the generalized
Gaussian distribution, P
[
|Y | > x
]
= 2P [Y > x]> 0 for every x > 0. In order to check if − logP [|Y | > x]
is regularly varying at∞, we compute for every u > 0,
lim
t→∞
log P
[
|Y | >ut
]
log P
[
|Y | > t
] = lim
t→∞
log2+ log P [Y > ut ]
log2+ log P [Y > t ] = limt→∞
(ut )p
tp
=up ,
since, by Lemma 4.4, log P
[
|Y | > x
]
is asymptotically equivalent to −xp/p , as x → ∞. Thus, the
assumptions of Lemma 3.13 are satisfied with α=αp := p > 0 and we can complete the proof.
In the following, we use for any two positive sequences (an)n∈N and (bn)n∈N the notation an ∼ bn
if limn→∞
an
bn
= 1. By means of the following lemma, we show exponential equivalence between
(Mn(p)mn(p)
−1)n∈N and
((
n
p logn
)1/p‖Zn‖∞)
n∈N
in two steps and complete the proof of Theorem 4.1
with the help of Lemma 2.2.
Lemma 4.6. Let 1≤ p <∞. With mn(p) as defined above, mn(p)∼ p1/p(logn)1/p , as n→∞.
Proof. This is a straightforward application of Lemma 4.4 as
1
n
= 2P[Y >mn]= 2cp
∫∞
mn (p)
e−y
p/pdy ∼ 2cpmn(p)−(p−1)e−mn(p)
p /p ,
when viewing both sides as sequences in n ∈N. Therefore, 2cpn ∼mn(p)p−1em
p
n/p , and taking loga-
rithms gives
log(2cp )+ logn ∼ (p−1)logmn(p)+mn(p)p/p.
Neglecting the asymptotically vanishing factors log(2cp ) and logmn(p) yields logn ∼mn(p)p/p , which
completes the proof.
Lemma 4.7. Let 1 ≤ p < ∞. The sequences (Mn(p)mn(p)−1)n∈N and (n1/p‖Zn‖∞mn(p)−1)n∈N are
exponentially equivalent at speed logn.
Proof. Note that
n1/p‖Zn‖∞mn(p)−1 d=U1/n
Mn(p)mn(p)
−1(
1
n
∑n
i=1 |Yi |p
)1/p ,
with the Y ′
i
s being independent and p-generalized Gaussians. Then the exponential equivalence
is proved using Cramér’s theorem as in the proof of [27, Theorem 1.3]. It remains to note that, for
0< ε≤ δ, we have by Lemma 4.5
limsup
n→∞
1
logn
log P
[
Mn(p)mn(p)
−1 > δ
ε
]
=−
((δ
ε
)p
−1
)
,
which tends to −∞ as ε→ 0.
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We need onemore lemma, which we state in a general form.
Lemma 4.8. Assume that a sequence of real-valued random variables (Xn)n∈N satisfies an LDP with
some speed sn and rate function I : R→ [0,∞] with limx→±∞ I(x) =∞. If (an)n∈N is a sequence with
an ∼ 1, the sequence (anXn)n∈N satisfies an LDP with the same speed and rate function.
Proof. We establish exponential equivalence and note that for any δ,ε> 0,
P
[
|Xn −anXn | > δ
]
≤P
[
|Xn | >
δ
ε
]
+P
[
|1−an | > ε
]
.
Since an → 1 as n → ∞, one can choose for any ε > 0 an n0 ∈ N such that the constant random
variable an satisfies |1−an | ≤ ε if n ≥ n0. Therefore, for every ε> 0,
limsup
n→∞
s−1n log P
[
|1−an | > ε
]
=−∞.
By the assumed LDP, we have
limsup
n→∞
s−1n log P
[
|Xn | >
δ
ε
]
=− inf
|x|>δε−1
I(x).
If we let ε→ 0, this becomes −∞ since limx→±∞ I(x)=∞. With this, the limit
limsup
n→∞
s−1n log P
[
|Xn −anXn | > δ
]
=−∞
is established and the proof is complete by Lemma 2.2.
Proof of Theorem 4.1. By Lemma 4.5 the sequence (Mn(p)mn(p)
−1)n∈N satisfies the required LDP
and so does (n1/p‖Zn‖∞mn(p)−1)n∈N by Lemma 4.7. Since Lemma 4.6 givesmn(p)(p logn)−1/p ∼ 1,
we can apply Lemma 4.8 to conclude the proof.
5 Another route to the CLT
The route to obtain the Berry-Esseen-type central limit theorem, which we chose to present, used
results from the asymptotic theory of sums of random spacings. While this is, of course, a nice trick
to obtain the desired result for the regular simplex, it is usually not be applicable in other situations.
However, there is another way to obtain the central limit theorem for random points in a regular
simplex without rates of convergence, which we shall elaborate on now. Given the increased interest
in central limit phenomena for random geometric systems in high dimensions, we consider this to
be of independent interest.
More precisely, we want to provide some intuition into how the theory of empirical processes may be
of help in proving a central limit theorem of the form
p
n
(
1
n
n∑
i=1
h(Xi , X¯n)−E
[
h(X1,µ)
]) d−−−−→
n→∞ N ∼N (0,1), (9)
where (Xi )i∈N is a suitable sequence of i.i.d. random variables with mean µ, X¯n = 1n
∑n
i=1 Xi , and h
is a suitable function. Pollard [42] and van der Vaart [48, Example 19.25] deal with this matter and
applied this to the case h(x, t )= |x− t |. We extend this to h(x, t )= |x− t |q with 1≤ q <∞ and in the
following sketch the proof for Corollary 1.1 via empirical process methods.
Wefirst reduce Corollary 1.1 to a statement of the form (9). For this, and also for proving the limit the-
orem, we shall use themultivariate delta method as presented in the next lemma, see, e.g., DasGupta
[8, Theorem 3.7].
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Lemma 5.1. Let (Xn)n∈N be a sequence of k-dimensional random vectors such that
p
n(Xn −µ) con-
verges in distribution to a centered Gaussian random vector with covariancematrix Σ and let g :Rk →
R
n be continuously differentiable at µwith Jacobianmatrix Jg . Then
p
n
(
g (Xn )− g (µ)
) d−−−−→
n→∞ N ∼N (0, JgΣJ
T
g ),
provided JgΣJ
T
g is positive definite.
With thedeltamethod applied to the function g (x)= x1/q , it is sufficient to prove aCLT fornq−1‖Zn‖qq .
We have the identity
nq−1‖Zn‖qq
d= E¯−qn
1
n
n∑
i=1
∣∣Ei − E¯n∣∣q .
The additional factor E¯
−q
n compared to the sum in (9) with h(x, t ) = |x− t |q is a slight nuisance but
does not complicate the analysis. We proceed by writing
p
n
(
E¯
−q
n
1
n
n∑
i=1
∣∣Ei − E¯n∣∣q −E[|E −1|q]
)
=pn
(
Yn −E
[|E −1|q])+Rn ,
where
Yn := E¯−qn
(
1
n
n∑
i=1
|Ei −1|q +E
[∣∣E − E¯n∣∣q]−E[|E −1|q]
)
and
Rn := E¯−qn
p
n
(
1
n
n∑
i=1
(∣∣Ei − E¯n∣∣q −|Ei −1|q )−E[∣∣E − E¯n∣∣q −|E −1|q]
)
.
Using the delta method (Lemma 5.1) we now derive a CLT for Yn and then describe how empirical
process theory may be employed to show that the remainder Rn converges to zero in probability. By
Slutsky’s theorem (see, e.g., [8, Theorem 1.5]) this proves the CLT for nq−1‖Zn‖qq .
Recall that µq = E
[|E −1|q ]. For each n ∈ N we have Yn = F (E¯n , 1n ∑ni=1 |Ei −1|q ) for the function
F (x, y) = x−q
(
y +E
[|E −x|q ]−µq). Also, as partial sums of independent random vectors, the se-
quence (E¯n ,
1
n
∑n
i=1 |Ei −1|q )T satisfies a multivariate CLT with mean (1,µq ) and covariance matrix
Σ=
(
1 Cov(E , |E −1|q )
Cov(E , |E −1|q ) Var(|E −1|q )
)
.
Because of Lemma 3.6, the function F has Jacobian J = (1− (q +1)µq ,1)T at (1,µq ), and by the delta
method and the formula for the covariance stated in Lemma 3.5,
p
n
(
Yn −E
[|E −1|q]) d−−−−→
n→∞ N ∼N (0,σ
2
q )
with
σ2q = JTΣJ =Var(|E −1|q )+ (1− (q +1)µq )2+2(1− (q +1)µq )Cov(E , |E −1|q )
=Var(|E −1|q )−Cov(E , |E −1|q )2.
Wewill nowanalyze the remainder. Since E¯
−q
n → 1 in probability, asn→∞, it is sufficient, by Slutsky’s
theorem, to show that RnE¯
q
n tends to zero in probability as well. To this end, we first recall notions
which characterize the size and the ‘well-behavedness’ of a class of functions with respect to uniform
central limit theorems.
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In the following, we will consider on a set of real-valued functions F , each defined on some index
set S, the pseudometric induced by the L2(Q)-norm, where Q is a finite measure on S. We write
D(ε,F ,Q) for the corresponding packing number, i.e., D(ε,F ,Q) is the largest number N such that
there are functions f1, . . . , fN ∈F with
∥∥ fi − f j∥∥L2(Q) > ε for i 6= j .
Let F : S→R be an envelope forF , that is, sup f ∈F | f (x)| ≤ F (x) for each x ∈ S. We callF manageable
for the envelope F if there exists a decreasing function D : (0,1]→ R with
∫1
0
√
logD(x)dx <∞ such
that, for every finite measureQ on S with finite support,
D(ε‖F‖L2(Q) ,F ,Q)≤D(ε), for 0< ε≤ 1.
The next theorem can be found in more general form as Theorem 4.4 in [42].
Theorem 5.2. LetF be a manageable class for an envelope F with E
[|F (E )|2]<∞, and for each n ∈N
letF (n)⊂F be subclasses with 0 ∈F (n) such that sup f ∈F (n) E
[∣∣ f (E )∣∣]→ 0 as n→∞. Then
E
[
sup
f ∈F (n)
∣∣∣pn( 1
n
n∑
i=1
f (Ei )−E
[
f (E )
])∣∣∣2
]
−−−−→
n→∞ 0.
We want to use this to prove that
E¯
q
nRn =
p
n
(
1
n
n∑
i=1
(∣∣Ei − E¯n∣∣q −|Ei −1|q )−E[∣∣E − E¯n∣∣q −|E −1|q]
)
P−−−−→
n→∞ 0.
Let (δn)n∈N be a positive sequence satisfying δ1 = 1 and δn → 0, to be choosen later. For each n ∈N,
define a class of functions on R by F (n) := {x 7→ f (x, t ) : t ∈ [1−δn ,1+δn ]} with f (x, t ) := |x− t |q −
|x−1|q . Set F =F1. We need the following Lipschitz-type inequality to prove thatF is manageable.
We will not present its proof which is basically an application of the mean value theorem.
Lemma 5.3. Let 1≤ q <∞. For any x, t1, t2 ∈Rwith |t1| , |t2| ≤ 2∣∣∣|x− t1|q −|x− t2|q ∣∣∣≤ q2q (|x|q−1+2q−1)|t1− t2|.
Lemma 5.4. The classF is manageable with envelope F (x) := q2q
(
|x|q−1+2q−1
)
.
Proof. With Lemma 5.3 it is immediate that F , as defined above, is an envelope for F and that, for
any two functions f (·, t1) and f (·, t2) in F ,∣∣ f (x, t1)− f (x, t2)∣∣≤ F (x) |t1− t2| for all x ∈R.
By partitioning [0,2] into disjoint subintervals and using a pidgeonhole argument, one can prove,
similarly to [48, Example 19.7], that F is manageable. We skip the details.
Now that we have proven thatF is manageable for the envelope F , we check the conditions of Theo-
rem 5.2 and readily verify that 0 ∈F (n). Also E
[|F (E )|2]<∞ since E has finitemoments of all orders.
Finally, Lemma 5.3 gives
sup
f ∈F (n)
E
[∣∣ f (E )∣∣]≤ E [F (E )]δn→ 0.
By Theorem 5.2 applied toF as above, Markov’s inequality, and the fact that P
[∣∣E¯n−1∣∣> δn]→ 0, as
implied by the central limit theorem if we choose δn ≥ n−1/2 logn, it follows that Rn converges to zero
in probability. With this, the proof of Corollary 1.1 is complete.
As an example for the generality of themethod, using the samearguments one can show the following
result.
Proposition 5.5. Let 1 ≤ q <∞. Let X ,X1,X2, . . . be i.i.d. continuous real-valued random variables
with finite moments of order 2q such that σ2q =Var
(
E
[
|X − t |q
]′
(µ)X +|X −µ|q
)
> 0. Then
p
n
(
1
n
n∑
i=1
|Xi − X¯n |q −E
[
|X −µ|q
]) d−−−−→
n→∞ N ∼N (0,σ
2
q ).
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