Direct policy search is one of the most important algorithm of reinforcement learning. However, learning from scratch needs a large amount of experience data and can be easily prone to poor local optima. In order to overcome these challenges, this paper proposed a training-free behavior cloning algorithm called Policy Learning based on Completely Behavior Cloning (PLCBC). PLCBC transforms the Model Predictive Control (MPC) controller into a PieceWise Affine (PWA) function with multi-parametric programming, and uses a neural network to express this function. By this way, off-the-shelf deep reinforcement learning algorithms can be used to fine-tune this neural network. The experiments show that our method can help agent learn at the high reward state region, and converge faster and better.
I. INTRODUCTION
Deep reinforcement learning is becoming increasingly popular for tackling challenging sequential decision making problems, and has been shown to be successful in solving a range of difficult problems, such as games [1] , [2] , robotic control [3] and locomotion [4] , [5] . One particular appealing prospect of deep reinforcement learning is to use deep neural network to minimize the burden for manual policy engineering [9] .
Deep neural network is a powerful feature extractor [6] , [7] , [8] and flexible representation of policy [10] . However, using deep neural networks to perform policy search from scratch is exceedingly challenging for two reasons [3] . First, learning such complex, nonlinear policy may require a huge number of iterations, and be disastrously prone to poor local optima. The second obstacle is that, although a fully trained neural network controller can be very robust and reliable, a partially trained policy can perform unreasonable and even unsafe actions. This can be a major problem when the agent is a mobile robot or autonomous vehicle and unsafe actions can cause damage to the robot or its surroundings.
We address these challenges by developing an algorithm called PLCBC, a method for training complex polices by initializing the weights of deep neural network with a trajectory-optimization computational teacher, namely, MPC [11] . To be more specific, the MPC controller (an implicit control law) is transformed into an *This work was not supported by any organization 1 explicit PWA function using multi-parametric programming. Based on this PWA function, the MPC controller can be easily incorporated into a deep neural network. MPC is a major method for optimal control of dynamic system, which performs really well in a broad range of sequential decision problems. Therefore, it is expected to improve the efficiency of the deep reinforcement learning by exploring high-reward state regions.
This method has several appealing properties. First, stabilizing MPC controllers is easier than that of arbitrary policies. Since the policy is initialized with MPC controller, this mechanism can be a notable safety benefit when the initial parameterized policy is unstable, and make the policy stay away from the poor local optima. Second, since our algorithm can completely clone the behavior of MPC on entire state space, there is no state distribution inconsistent problem (or compound error) that is common issue of imitation learning algorithm [12] , [13] . Last, the initial weight of our network is coded by the PWA function, therefore PLCBC is totally training free.
II. RELATED WORK
Broadly speaking, deep reinforcement learning can be roughly classified into two categories. First, reward based methods, including deep Q-learning [14] , policy gradient algorithm [15] , etc. Second, imitation based methods includes naive supervised learning, Dataset Aggregation (DAgger) [16] , Guided Policy Search (GPS) [17] , etc.
Reward based methods update the parameters to maximize the accumulative reward. Usually, by using a number of training episodes, the explicit knowledge of the underlying model is unnecessary to iteratively improve the policy from real-world experience [18] . However, this kind of approaches is quite challenging when the reward function is hard to design or the reward signal is sparse [19] . Besides, reward based methods can be really sample inefficient [9] . Furthermore, these methods can be easily prone to local optima, making it very difficult to find a good solution [10] , [17] .
In the imitation based algorithms, the learner tries to mimic an expert's action in order to achieve the best performance [20] . Typically, these methods do not need to design a reward function, and are dramatically sample efficient. Nevertheless, a viable human or computational expert is required to generate labeled samples [21] . Since imitation learning needs to query the expert frequently, it will require extremely large amount of demonstrations to learn, especially in the continuous control scenarios.
In addition, demonstrations from human expert can be quite expensive. Therefore the mainly focus of this work is the algorithms whose supervision comes from a computational expert. One simple way to imitate computational expert is to use the slow planning based controller like Monte-Carlo tree search planning to provide training data for a neural network, and the agent directly learns the expert's action in a naive supervised learning fashion [22] , [23] . Although this kind of methods are appealingly simple, they can lead to a problem called compounding error [21] . A small error can be accumulated to a disastrous consequence, leading the agent away from the region of the state space where it was given examples. Ross and Bagnell showed the number of errors made by the agent trained with naive supervised learning, in the worst case, can scale quadratically with the time horizon of the task [24] . Besides, naive supervised learning can be really sensitive to the randomness of real-world system and the model error of computational expert. In the case of DAgger [16] , the learner mimics the control action by iteratively gathering more examples from the supervisor in states the robot encounters. At each iteration, the agent trains a policy based on existing examples, then rolls out that policy. The supervisor provides demonstrations for all states the agent visits, and the agent combine them with the old examples for the next iteration. In DAgger, under certain conditions, the number of errors scales only linearly with the time horizon of the task.
However, DAgger needs to perform the partial learned policy in real-world, which will be dangerous to the environment or the agent, especially in the safe-critical scenarios. Beyond that, under the DAgger framework, the performance of the fully trained policy will not be better than computational expert. GPS uses Differential Dynamic Programming (DDP) to generate "guiding samples" to assist the policy search. The parameterized policy never needs to be executed on the real system, because interactions between agents and environment during training are done using time-varying linear-Gaussian controllers [17] . While prior applications of GPS rely on a learned model of system dynamic, it can cause extremely error if the learned model is inaccurate [25] , [26] , [27] . In order to overcome this challenge, Zhang uses MPC controller as the computational expert, and takes fully advantage of its replanning framework to reduce the error caused by model error [25] .
Aforementioned imitation based algorithms all need samples from human or computational experts. In this paper, we propose a totally training-free behavior cloning algorithm, namely PLCBC. This method directly transforms the MPC controller into a deep neural network, and then the policy gradient based reinforcement learning algorithm will be implemented upon it. The initialized policy will not execute dangerous action to environment or agent itself, and can effectively avoid the terrible local optima.
III. PWA FUNCTION TRANSFORMED FROM MPC
In this section, the corresponding PWA function of MPC is obtained using multi-parametric programming [28] .
This paper considers a discrete linear time-invariant (LTI) system with box constraints:
The typical MPC optimization problem with time horizon N can be written in the following compact matrix form:
where U = [u T t , u T t+1 , · · · , u T t+N−1 ] T is optimization vector; Y and Q are stage and terminal matrixes which penalize the state deviation at the end of the prediction horizon and over the entire horizon; R is the cost matrix for the control inputs. G,W, E construct the inequality to express the feasible region of control inputs.
The concept of multi-parametric programming consists in considering the state vector x t as a parameter and determining the optimal input vector u * t as an explicit function of the state vector x t . Theorem 3.1: Considering the mp-QP (2), optimal input sequence U * is continuous and piecewise affine on polyhedra P r , i.e. if x t ∈ P r , r = 1, · · · , N p , then
where N p is the number of linear pieces, and the polyhedra P r is described by
where H r ∈ R n r c ×n and k r ∈ R n r c , n r c is the number of linear constraints corresponding to state region P r .
Proof: see [28] . Therefore, online computation of MPC can be simplified to a point location problem. Given a query point x t ∈ R n , the problem is to find an appropriate integer
IV. Neural Network Transformed From PWA Function A. Main Idea
PLCBC needs two sub-networks to express the MPC controller: location network and policy network. Location network is used to express the structure of polyhedral region set and achieve the process of point location. It takes state x t as input and outputs the onehot encoding of i(x t ). Policy network is used to express the linear control law of each state region which maps specific state to deterministic action. B. Neural Network Architecture 1) Location Network: The location network is composed of a specific type of neurons using the activation function σ loc :
However discrete activation function will make it hard for neural network to be updated via gradient-based methods. Therefore, σ loc can be replaced by a simple sigmoid function during training, we still can output the one-hot encoding of region index with a softmax layer. W loc i,i+1 and B loc i represent the weight and the bias of the i th hidden layer respectively, then
where I n i c ×1 is a vector made of all ones, and H, K come from equation (3). Let net loc i , out loc i be the input and output of i th hidden layer. Based on the feedforward computation of neural network, net loc i and out loc i can be calculated as follows. Hidden Layer #1
Equation (10) shows that net loc 1 can be partitioned into N p blocks and each of them is a n i c × 1 vector.
and j th block −H j x + k j , j ̸ = i(x t ) can not satisfy this inequality, based on the definition of σ loc ,
while σ loc (−H j x + k j ), j ̸ = i(x t ) is a n i(x t ) c × 1 vector having some 0 bits. Hidden Layer #2
For brevity, we only describe the i th block of 2 th hidden layer that corresponds to the i th output of the neural network.
out loc 2 (i) = σ loc (net loc 2 (i)) (15) According to equations (13)(14)(15),
Therefore, based on the network introduced above, the state region of particular input x t can be located by a simple feedforward computation. Then, we need to use i(x t ) to activate the particular policy subnetwork to output the action u t . Fig. 1 . Block-diagram of PLCBC: given a state x t , the location network outputs i(x t ) which activate the corresponding policy subnetwork. State x t is propagated through this policy network, and the action u t is outputted. In the backward phase, the gradient message ∇J is back propagated through the active policy network to update the weights.
2) Policy Network: According to (3), we can directly use N p linear perceptrons π i (x t |θ i ), i = 1, · · · , N p to express the optimal control law of MPC. The weights and biases of i th policy networks denoted as W plc i 1,2 and B plc i 1 can be assigned as follows:
where F i and g i come from equation (3) . Note that the activation function of these perceptrons need to be constant function σ plc (z) = 1, and
Therefore in order to clone the PWA function, we consider to combine the location network and the policy network. In such a network, we use a N p -way junction to make a decision that which policy subnetwork the input vector will propagate through. The input of this routing junction is the one-hot encoding of region index i(x t ) computed by the location network introduced before. According to i(x t ), the junction will lead the sate vector x t into the i th policy network if and only if i(x t ) = i. Our multi-path architecture is illustrated in Fig. 1 .
V. EXPERIMENTAL EVALUATION
The primary focus of our experiment evaluation is to demonstrate that our algorithm is sample efficient for a diverse range of control problems. We compared the efficiency of our method against several prior methods in control tasks with continuous state and action space.
A. Experimental Domains and Setup
In order to verify the efficiency of PLCBC, we compare it to several prior methods, including MPC, Distributed Proximal Policy Optimization (DPPO) [5] , Deep Deterministic Policy Gradient (DDPG) [15] , and DDPG pre-trained by supervised learning (SP+DDPG). The hyper-parameters of both the DPPO and the DDPG are set as those in [32] . The time horizon N of MPC is 3 time steps. PLCBC uses DDPG to fine-tune the neural network transformed from MPC. Other algorithms (DPPO, DDPG, SP+DDPG) use non-linear fully connected neural networks and have similar number of parameters to PLCBC. SP+DDPG use supervised learning to pre-train the policy. In this case, we use MPC controller to generate training data.
The comparisons are conducted on three test environments, namely pendulum swing-up, quadcopter navigation and urban traffic network control. We set the max number of training episodes M = 200, the max number of steps of each episode T = 200 for pendulum domain, and M = 300, T = 200 for quadcopter navigation domain and urban traffic network control domain.
B. Empirical Results
The performance criteria is the accumulative reward within the max number of steps T . Fig. 2 shows the cumulative reward after execution of each algorithm over M iterations. As it can be seen from the Fig. 2 , in both domains, PLCBC can perform really well without any training, and slightly improve its performance along the iterations. However, traditional deep reinforcement learning algorithms have to learn from a lot of mistakes and needs much more iterations to converge.
In the previous set of experiment, it is assumed that an accurate model is available. There is another experiment to show how the new method can yield robust feedback behavior even in the presence of model error.
To illustrate that, we modified the quadcopter model by decreasing the mass of the quadcopter by 10% and 40% denoted by ε = 0.1, 0.4. We only provide comparisons to MPC baseline (with various model error), since DDPG, SP+DDPG are model free, and will have the same result as last set of experiment. Rich theory has been developed to verify that stability is maintained for a specified range of model variations and a class of noise signals in the context of MPC [31] . Therefore, as shown in Fig. 3 , MPC is robust to slightly model error. However, it can not recover from mistakes when the model error is relatively large. As for PLCBC, although the initial performance gets worse in the presence of model error, it still can improve its performance along with the iterations within a specified range of model error.
PLCBC is robust to model mismatch, which makes this method really appropriate to urban traffic system control problem which suffers from external disturbances and highly nonlinearity of dynamic system. In this set of experiment, we verify the efficiency of PLCBC in alleviating traffic congestion. Our toy traffic network model, shown as in Fig. 4(a) , was created by the traffic network modeler, Paramics. The comparison results during training phase are shown in Fig. 4 (b) . As shown in plot, PLCBC has a great initial solution, and can improve its performance by learning from interaction experience which is safe to perform in the real-world system. However, DDPG and DPPO has to learn from scratch. After the training phase, MPC and fully trained policy PLCBC are deployed to the simulative traffic network. As shown in Fig. 5 , MPC controller tends to lead vehicles into some specific links, while PLCBC has learned to balance the traffic burden.
VI. CONCLUSIONS
In this paper, a sample efficient reinforcement learning algorithm is proposed to initialize the neural network with an optimal MPC controller. Unlike the method of supervised learning, PLCBC directly transforms the MPC controller into neural network using multiparametric programming. Our empirical evaluation has verified that PLCBC greatly improves the convergence properties of traditional methods. However, since PLCBC is a shallow neural network, a large number of neurons are required to express all regions. A meaningful research direction is to use fully-connected deep neural network to express the region structure.
