We consider an optimization problem with positively homogeneous functions in its objective and constraint functions. Examples of such positively homogeneous functions include the absolute value function and the p-norm function, where p is a positive real number. The problem, which is not necessarily convex, extends the absolute value optimization proposed in [O. L. Mangasarian, Absolute value programming, Computational Optimization and Applications 36 (2007) pp. [43][44][45][46][47][48][49][50][51][52][53]. In this work, we propose a dual formulation that, differently from the Lagrangian dual approach, has a closed-form and some interesting properties. In particular, we discuss the relation between the Lagrangian duality and the one proposed here, and give some sufficient conditions under which these dual problems coincide. Finally, we show that some well-known problems, e.g., sum of norms optimization and the group Lasso-type optimization problems, can be reformulated as positively homogeneous optimization problems.
Introduction
Recently, the so-called absolute value equations (AVE) and absolute value optimization (AVO) problems have been attracted much attention. The AVE were introduced in 2004 by Rohn [21] . Basically, ifÃ,B are given matrices, andb is a given vector, one should find a vector x that satisfiesÃx +B|x| =b, where |x| is a vector whose i-th entry is the absolute value of the i-th entry of x. It is known that AVE are equivalent to the linear complementarity problems (LCP) [9, 16, 20] , which include many real-world applications. As an extension of AVE, Mangasarian [14] proposed in 2007 the AVO problems, which
We also show that the weak duality theorem holds, similarly to the AVO problems [14] . In addition, we investigate the relation between the positively homogeneous duality and the Lagrange duality, proving that these dual problems are equivalent under some conditions. In this case, the Lagrange dual of a positively homogeneous problem can be written in a closed-form. We point out that the gauge functions are special cases of the positively homogeneous functions, which are not necessarily convex, differently from the gauge. Moreover, the proposed problems here have linear and positively homogeneous terms in their objective functions and constraints, which is different from the problem considered in [2, 8] that has only one gauge term. Here, we also give some applications for the positively homogeneous problems, which include p-order cone optimization, sum of norms optimization and group Lasso-type optimization problems, and we show that their Lagrange dual can be written in a closed-form even without convexity assumptions.
The paper is organized as follows. In Section 2, we give the definition of positively homogeneous functions as well as its dual, showing some of their properties. In Section 3, we define the PHO problems, and we prove that weak duality holds. In Section 4, the relation between the Lagrangian dual and the positively homogeneous dual is discussed. We give some applications for PHO problems in Section 5. We conclude the paper in Section 6, with final remarks and some future works.
We consider the following notations throughout the paper. We denote by R ++ the set of positive real numbers. Let x ∈ R n be a n-dimensional column vector, and A ∈ R n×m be a matrix with dimension n × m. We use T to denote transpose. For two vectors x and y, we denote the vector (x T , y T ) T as (x, y) T for simplicity. If x ∈ R n , then its i-th entry is denoted by x i , so x = (x 1 , . . . , x n )
T . Moreover, if I ⊆ {1, . . . , n}, then x I corresponds to the subvector of x with entries x i , i ∈ I. The notation #J denotes the number of elements of a set J. The identity matrix with dimension n is given by E n ∈ R n×n . Also, we denote by · p and · ∞ the p-norm with p > 0 and the supremum norm, respectively. If no distinction is made for the norm, we just use the notation · .
Positively homogeneous functions
In this section, we first introduce the definitions of positively homogeneous and vector positively homogeneous functions. Then, we define their dual, which will be used to describe the dual of PHO problems. Moreover, we show some properties associated to these functions. Definition 1. (Positively homogeneous functions) A function ψ : R n → R is positively homogeneous if the following inequality holds:
for all x ∈ R n , λ ∈ R ++ .
Definition 2. (Vector positively homogeneous functions) A mapping
vector positively homogeneous function if the following property holds:
where ψ i : R n i → R is a positively homogeneous function for all i = 1, . . . , m, n = n 1 + · · · + n m , I i ⊆ {1, . . . , n} is a set of indices satisfying
and #I i = n i , and
The above definition basically says that Ψ is vector positively homogeneous if its block components are all positively homogeneous. We now introduce the dual function of ψ, which can be seen as a generalization of the dual norm. Similarly, we also define the dual of vector positively homogeneous functions.
Definition 3. (Dual positively homogeneous functions) Let
is called the dual positively homogeneous function of ψ.
Note that ψ * is convex from definition. In fact, for all y, z ∈ R n and α ∈ (0, 1), we have 
where ψ * i : R n i → R is the dual of positively homogeneous function ψ i for each i = 1, . . . m.
In this paper, we assume two conditions for positively homogeneous functions. Assumption 1. Let Ψ : R n → R m be a vector positively homogeneous function as in Definition 2. Then, for all i = 1, . . . , m, the positively homogeneous function ψ i satisfies the following conditions:
From the definition of positively homogeneous functions, we observe that ψ i (0) = 0. In fact, if x = 0 then 0 = ψ(λx) − λψ(x) = (1 − λ)ψ i (0) for all λ ∈ R ++ . Moreover, the second condition of the above assumption shows that zero is the only point that satisfies ψ i (x) = 0. We also observe that if ψ i is taken as the usual vector norm, then it satisfies these assumptions. Note that under the above assumption, the dual function ψ * i always takes finite values.
We now show an important property satisfied by vector positively homogeneous functions and their dual. Proposition 1. Let Ψ and Ψ * be a vector positively homogeneous function and its dual, respectively. Suppose that Assumption 1 holds. Then, the following inequalities hold:
for any x, y ∈ R n .
Proof . For simplicity, we take an arbitrary index i and denote ψ i and x I i as ψ and x, respectively. From Definition 1, we have ψ(0) = 0. Using this result and Definition 3, we obtain ψ
This shows that Ψ * (y) ≥ 0 for all y ∈ R n from Definition 4. If x = 0, then the second inequality of this proposition clearly holds. If x = 0, then ψ(x) > 0 from Assumption 1 and so
holds once again from Definition 1. Therefore, we obtain
Then, for all x, y ∈ R n , we have
which indicates that
Positively homogeneous optimization problems
We consider the following positively homogeneous optimization (PHO) problem:
and K ∈ R ×m are given constant vectors and matrices, and Ψ : R n → R m is a vector positively homogeneous function satisfying Assumption 1.
Now we give the Lagrangian dual of the problem (P) as follows:
where ω :
and
with u ∈ R k and v ∈ R as the Lagrange multipliers associated to the equality and inequality constraints, respectively. Notice that it is difficult to write concretely the objective function of the problem (D L ) because it is, in general, not convex with respect to x.
In order to obtain a closed-form dual problem, we consider a convex relaxation of the original problem (P) and its Lagrangian dual. For simplicity, we investigate the case where Ψ(x) = |x| := (|x 1 |, . . . , |x n |)
T , and (P) has a linear objective function and only inequality constraints. More precisely, we analyze the following problem:
If we set x = x + − x − and |x| = x + + x − , where
which is equivalent to the following problem:
n . Notice that the above problem is not convex due to the complementarity constraint y T 1 y 2 = 0. Therefore, we remove it from the problem and obtain the following relaxed one:
where y = (y 1 , y 2 ) T . This problem is just a linear programming, then its Lagrangian dual can be written easily as
Observing that the first constraint is equivalent to |A T u − c| + B T u ≤ 0, we finally obtain the following closed-form dual problem:
In fact, the problem (D a ) is the AVO dual of (P a ) proposed by Mangasarian in [14] , and the weak duality clearly holds in this case.
Let us return to the general problem (P). Inspired by the above AVO dual problem (D a ), we consider the following problem as the positively homogeneous dual problem:
where Ψ * is the dual vector positively homogeneous function associated to Ψ. Note that (D) is a convex optimization problem since each component ψ * i of Ψ * is a convex function.
The theorem below shows that the proposed dual problem (D) is reasonable, in the sense that the weak duality holds between (P) and (D).
Theorem 2. (Weak duality) For problems (P) and (D), the following inequality holds:
for all feasible points x ∈ R n and (u, v) ∈ R k × R of (P) and (D), respectively.
Proof . Let x ∈ R n and (u, v) ∈ R k × R be feasible for (P) and (D), respectively. Then, we have
where the inequality holds from the first constraint of (D) and the nonnegativity of Ψ.
From the second inequality of Proposition 1, we also obtain:
Finally, the constraints of (P) gives
which completes the proof.
The weak duality theorem itself is a powerful theoretical result, but it does not mention how large the duality gap between (P) and (D) is. And the duality gap can be large depending on problems, then the dual problem (D) may be useless. Therefore, in the next section, we investigate the relation between the Lagrangian dual problem (D L ) and the one (D) proposed here. As a result, surprisingly, we find that (D L ) and (D) are equivalent.
The positively homogeneous duality and the Lagrangian duality
In this section, we consider the relation between the positively homogeneous duality and the more traditional Lagrangian duality of problem (P), investigating conditions under which the Lagrangian dual problem (D L ) and the positively homogeneous dual problem (D) are equivalent. Notice that the equivalence means the optimal values of (D) and (D L ) are the same if they are finite. Recalling (1), we first show a condition that makes ω(ū,v), the objective function of (D L ), unbounded from below for some (ū,v).
Lemma 3. Let ψ * i be the dual of the positively homogeneous functions ψ i for i = 1, . . . , m. Suppose that Assumption 1 holds. Also, assume that there exists (ū,v) and an index i 0 satisfying
where α := A Tū + H Tv − c ∈ R n , and
Proof . Firstly, we denoteᾱ andᾱ(λ) as follows:
where λ ∈ R ++ andx ∈ R n i 0 is defined as the supreme point of the following problem:
From the definition ofx, we obtain ψ i 0 (x) ≤ 1. Then, from Definition 3, we havê
The above equality and the definition of the Lagrangian function give
where
Therefore, L(ᾱ(λ),ū,v) converges to minus infinity when λ increases. Finally, if we set
→ −∞ and we complete the proof.
We now show that the positively homogeneous dual problem (D) and the Lagrangian one (D L ) are equivalent under some conditions. Lemma 4. Suppose that Assumption 1 holds. Assume also that the positively homogeneous dual problem (D) has a feasible solution (ū,v) ∈ R k × R , and that there exists x * ∈ R n satisfying the following equality:
Then, the positively homogeneous dual problem (D) and the Lagrangian dual problem (D L ) are equivalent.
Proof . From Lemma 3, the function ω is unbounded from below if there exists an index i 0 such that ψ * i 0 (α I i 0 ) > β i 0 , where α := A Tū +H Tv −c ∈ R n , and
. From the definition of the Lagrangian function, we obtain:
Then, taking x * ∈ R n that satisfies (2), we have
Notice that x * is the solution of the problem
Tv holds from Proposition 1. Therefore, the problem (D L ) can be described as follows:
which is equivalent to the positively homogeneous dual problem (D).
As a consequence of the above lemma, we obtain the following result. The above theorem shows that the Lagrangian dual problem (D L ) can be written in a closed-form when the function Ψ is positively homogeneous and satisfies Assumption 1. The paper [14] does not show that the same property holds for the AVO problem. We now give it as a direct consequence of Theorem 5. Proof . It holds straightforward from Corollary 1.
From the above result, AVO can be applied to solve 0-1 integer optimization problems. To solve such problems, their Lagrangian dual are often considered, which is, in general, nondifferentiable due to the integer constraints. On the other hand, a 0-1 integer constraint, that is x ∈ {0, 1}, is equivalent to |2x − 1| = 1. Then, 0-1 integer optimization problems can be reduced to AVO, and we obtain their AVO dual, which are actually linear programming (LP) problems. These LP dual problems are much easier to solve compared to the nondifferentiable ones. Therefore, it might be worth considering AVO dual problems from the computational point of view.
Examples of positively homogeneous optimization problems
In this section, we present several applications that are formulated as PHO, and show their closed-form dual problems. First, we observe that any p-norm function with p ∈ [1, ∞) is positively homogeneous. So, if ψ is the p-norm, then ψ * becomes the q-norm, where 1/p + 1/q = 1. Therefore, if ψ is taken as · 1 , · 2 , · ∞ , then ψ * becomes · ∞ , · 2 , · 1 , respectively. Moreover, in the case that p ∈ (0, 1), the dual function ψ * is equal to · ∞ for all p ∈ (0, 1), which is proved in Proposition 6 of Appendix A. From the result, we can consider any p-norm functions as ψ in PHO problems. And, even if such functions are nonconvex with p ∈ (0, 1), the Lagrangian dual problem can be written in a closed-form from Theorem 5.
We now show some positively homogeneous problems using these p-norm functions. The first example is the so-called linear second-order cone optimization problem [1] , which is one of the famous convex optimization problem.
T ∈ R × R n−1 . Then, we consider the linear second-order cone optimization problem written by
where c ∈ R n , A ∈ R m×n and b ∈ R m . The above problem can be written in PHO form as
where Ψ * is identical to Ψ in this case. Then, from the definition of Ψ, we have
is the rest of it, and c = (c 1 , c 2 ) T ∈ R × R n−1 . The first constraint of the above problem shows that
and v ≥ 0 automatically holds from the second constraint. Then, we obtain
as the dual problem of (P 1 ). In fact, the above problem is the standard dual of the linear second-order cone optimization problem [1] .
Although we use the 2-norm in the above example, any p-norm function with p ∈ (0, ∞] can be considered. In this case, if p ∈ [1, ∞], then the primal and dual problems are porder cone and q-order cone optimization problems, respectively, where 1/p + 1/q = 1 [25] . If p ∈ (0, 1), then the dual is ∞-order cone optimization problem.
In the next example, we consider a gauge optimization problem, which is also a convex problem with multiple gauge functions in its objective and constraint functions. Here, we recall that f is a gauge function if and only if it is nonnegative, convex, positively homogeneous and satisfies f (0) = 0 [7] . For such a problem, we introduce its dual in PHO form.
Example 2. Let x ∈ R n . We consider the following problem:
given for all i = 1, . . . , s and j = 1, . . . , t, and f i : R m i → R and g j : R k j → R are gauge functions. Letting y i := A i x − a i and z j := B j x − b j , (P 2 ) can be written as
The above problem does not have a gauge function defined for the variable x, so we introduce such a gauge function x → ψ(x) and rewrite the problem into the following way:
Note that ψ : R n → R is a dummy gauge function with x as its domain.
Then the above problem can be rewritten as
Ax =b,
Moreover, its positively homogeneous dual problem is given by
For simplification, let u = (u 11 , . . . , u 1s , u 21 , . . . , u 2t )
T with u 1i ∈ R m i , i = 1, . . . , s and u 2j ∈ R k j , j = 1, . . . , t. Then the above problem is rewritten as
Notice that the last constraint implies v ≥ 0 because g * j is also a gauge function. Moreover, (D 2 ) does not include the dual function ψ * of the dummy gauge function ψ.
The next example is the group Lasso-type problems [17, 27] , which is a special case of (P 2 ) and consist in unconstrained minimizations of the sum of certain norms. Such problems have many applications, in particular they appear in compressed sensing area [6, 23] , where the sparsity of solutions are important. As an example, we consider a primal problem with p 1 -norm and p 2 -norm where p 1 , p 2 ∈ R + , which are used in the regularization terms.
Example 3. Let x ∈ R n and p 1 , p 2 ∈ R + . We consider the following problem:
where λ 1 , λ 2 ∈ R + , b ∈ R m , A ∈ R m×n and 0 < m < m.
Notice that the first term of the objective function of group Lasso-type problems are usually the square of 2-norm functions. However, it is not positively homogeneous, so we removed the square and considered just the 2-norm functions.
We obtain the above problem by setting, in (P 2 ), s = m + 1,
where E I i is a submatrix of E n with E j , j ∈ I i as its rows,
Then, recalling (P 2 ) and (D 2 ), the dual of (P 3 ) can be written as
where q i , i = 1, 2 are obtained by
from Proposition 6 of Appendix A. Notice that the first equality constraint can be rewritten as
Then, the above problem is described as
where we denote u 1(m+1) as u for simplicity.
The next example is also a Lasso-type problem. In this case, the objective function is a gauge, because the sum of gauge functions is also gauge. In order to obtain the dual of a gauge optimization problem, the polar of the objective function should be considered [2, 8] . However, it may be difficult to obtain the polar of a sum of gauge functions. To overcome this drawback, we use here the PHO framework.
Example 4. Let x ∈ R n and p 1 , p 2 ∈ R + . We consider the following problem:
where λ 1 , λ 2 , β ∈ R + , A ∈ R m×n and b ∈ R m . The above problem can be obtained if we set, in (P 2 ), s = 2, t = 1,
which is finally rewritten as
where we set u 12 , u 21 and v 4 as u 1 , u 2 and v, respectively, and q 1 and q 2 are defined in (3).
In order to control the sparsity of the solutions of the above Lasso-type problems, we can use any combination of p-norm functions, with p ∈ (0, ∞], as the regularization terms. Especially, it is reported that the p-norm functions with p ∈ (0, 1) in (P 3 ) is useful because they give sparser solutions than 1-norm functions [4, 5, 19] .
We now give another example: the sum of norms optimization problems, which are generally nonconvex. Such problems have applications, for example, in facility location, where locations of new facilities should be decided by analyzing the distance between the new and the existing facilities [24] . Moreover, the problem of the following example can be applied not only to the minimization of the distance but also maximization of it by taking the constant λ i as −λ i . Such a situation can be found for instance in locating obnoxious facilities in residential areas.
Example 5. Let x ∈ R n . We consider the following problem:
where λ i ∈ R, A i ∈ R m i ×n , B ∈ R k×n , a i ∈ R m i and b ∈ R k are given, and f i : R m i → R, i = 1, . . . , s are positively homogeneous functions. We now introduce its positively homogeneous dual by taking almost the same procedure as in Example 2. Let y i := A i x−a i , then (P 5 ) is equivalent to 
Conclusion
In this paper, we proposed an optimization problem with positively homogeneous functions, which we call positively homogeneous optimization problem. We also introduced its dual problem and showed the weak duality theorem between these problems. Moreover, we gave sufficient conditions for the equivalency between the proposed dual and the Lagrangian dual problems. Finally, we presented some examples of positively homogeneous problems to show their value in real-world applications. One natural future work will be to propose methods that obtain approximate solutions of positively homogeneous optimization problems. We believe the theoretical results described here are essential for that. 
