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Summary. Several studies have shown that conversational interviewing (CI) reduces response
bias for complex survey questions relative to standardized interviewing. However, no studies
have addressed concerns about whether CI increases intra-interviewer correlations (IICs) in the
responses collected, which could negatively impact the overall quality of survey estimates. The
paper reports the results of an experimental investigation addressing this question in a national
face-to-face survey. We find that CI improves response quality, as in previous studies, without
substantially or frequently increasing IICs. Furthermore, any slight increases in the IICs do not
offset the reduced bias in survey estimates engendered by CI.
Keywords: Conversational interviewing; Interviewer effects; Intra-interviewer correlation;
Multilevel modelling; Standardized interviewing; Survey paradata
1. Introduction
Interviewer-administered survey data collection is generally performedbyusingoneof two inter-
viewing techniques. One is known as standardized interviewing (SI), where survey interviewers
are instructed to read questions exactly as worded and to provide only neutral or non-directive
probes in response to questions from respondents (Henson et al., 1976; Groves and Magilavy,
1986; Fowler and Mangione, 1990; Mangione et al., 1992; Belli and Lepkowski, 1996). A sec-
ond is known as conversational interviewing (CI), where survey interviewers are trained to read
questions exactly as worded, initially, and then to respond to respondents’ questions or evidence
of confusion by providing definitions of key terms (possibly in their own words, assuming that
they have demonstrated mastery of the concepts during training) or whatever other informa-
tion is required to assure that respondents understand the questions as they are intended (e.g.
Schober and Conrad (1997)).
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The survey interviewing literature includes several studies demonstrating that CI reduces the
bias in survey responses relative to SI (Schober and Conrad, 1997; Conrad and Schober, 2000;
Schober et al., 2004, 2012; Hubbard et al., 2012; Conrad et al., 2015; Bruckmeier et al., 2015).
These studies have shown that, although CI can lead to longer interviews (potentially increasing
costs), it can also improve respondents’ comprehension of terms in survey questions that may
be ambiguous with respect to the situations of particular respondents. For example, although a
respondent whoworks on her family’s farm in exchange formeals and a place to livemight know
what ‘work for pay’ means in general, she may be uncertain how to answer a question about
whether she receives pay in exchange for work. A conversational interviewer can work with
the respondent, explaining that the concept requires the worker to be compensated monetarily.
More specifically, these studies have demonstrated that respondent answers to factual survey
questions elicited via CI are more consistent with definitions of terms that feature exclusive
concepts (i.e. the respondent should not count certain activities or states when determining how
to answer; for example income does not include lottery winnings) or inclusive concepts (i.e. the
respondent should consider certain activities or states when determining how to answer; for
example income includes overtime payments). We expect CI to operate in a similar fashion in
the present study.
Despite the demonstrated ability ofCI to increase the accuracy of survey responses to complex
factual questions, the increased flexibility that is granted to interviewers using CI introduces the
risk of this technique increasing the intra-interviewer correlation (IIC) in the survey responses.
Formally, the IIC for a particular survey item is defined as
ρint =
τ2
τ2 +σ2 , .1/
where τ2 is the variability between interviewers in the means of a given item (generally, the
varianceof a random interviewer effect, andusually a random interviewer intercept, included ina
multilevel statistical model), and σ2 is the residual variability within interviewers in a particular
measure of interest. Although we use general notation in equation (1), one can fit models
allowing both variance components (and thus the IIC) to be a function of other factors (e.g.
interviewer characteristics) or even the interviewer (in the case of σ2/, depending on the model
that is used to estimate these two components of variance (Brunton-Smith et al., 2017). Section
4.2 contains additional details on this approach.
This IIC reduces the efficiency of survey estimates in a manner that is similar to cluster
sampling (Brick et al., 1995;O’Muircheartaigh andCampanelli, 1998;Groves, 2004; Schnell and
Kreuter, 2005).One candefineamultiplicative ‘interviewer effect’ on thevarianceof an estimator
of the mean for a particular survey item as 1 + .m¯ − 1/ρint, where m¯ corresponds to the average
number of interviews completed across all interviewers. Thus, given an estimated IIC of 0.02 and
an average of 30 interviews completed by each interviewer, we would expect the variance of the
estimator of amean to be inflated by 58%. The literature on interviewer effects has not benefitted
from any rigorous studies of the differences in the IICs introduced by CI and SI, and whether,
when considering the overall mean-squared error (MSE) of survey estimates, any increase in
the IIC due to CI offsets the reductions in response bias that it has been shown to provide.
By analysing the results of a randomized field experiment implemented in a national survey
in Germany, this paper seeks to fill these gaps in what is known about the effects of CI and SI
on the overall quality of survey estimates. Because interviewer error is a property of a specific
question and not an overall survey, we conduct rigorous comparisons of the IICs that are
introduced by each technique for several factual survey items (in addition to a small number
of attitudinal items) and assess the effects of differential IICs on the overall quality of multiple
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survey estimates derived from those items. Overall, we find that CI does not tend to increase
the IIC substantially relative to SI and, when it does, increases in the IIC do not tend to offset
reductions in response bias.
The remainder of the paper is structured as follows. Section 2 provides a brief review of the
existing literature comparing CI and SI in terms of data quality and considers potential sources
of increased IICs due to CI. Section 3 describes the design of the field experiment. Section 4
details the statistical analyses that are used to compare the two techniques in terms of IICs and
other measures of data quality, and Section 5 presents the results of the analyses. Section 6
provides a summary of the findings, and concludes with implications for practice and directions
for future research in this area.
2. Background
In theory, SI requires that all interviewers use the same or very similar wording each time that
they ask a survey question, including provision of the response options. This methodology
is designed to reduce the variability between interviewers in interviewer-related measurement
errors (Cannell and Axelrod, 1956; Kahn and Cannell, 1957; Cannell et al., 1975; Fowler and
Mangione, 1989). By exposing respondents to the same question wording and response options,
irrespectively of which interviewers actually ask the questions, respondents’ answers should be
comparable across interviewers (Fowler and Mangione, 1989). There is actually little, if any,
empirical evidence (one way or the other) about how SI affects IICs compared with alternative
interviewing techniques. Interviewers who are trained to use SI do occasionally deviate from
strict standardization, either by mistake (Houtkoop-Steenstra, 1995) or to simplify potentially
complex interactions with respondents (Peneff, 1988; Haan et al., 2013; Ackermann-Piek and
Massing, 2014; Bell et al., 2016). These deviations, whatever the cause, introduce the possibil-
ity of inflated IICs when some interviewers deviate more often than others. Moreover, there
is evidence that SI may interfere with accurate question comprehension (and thus accurate
responses) because it does not permit conversational grounding, or the everyday interactional
process that speakers and listeners use to ensure that they understand each other (e.g. Clark
and Brennan (1991); for applications of grounding to interaction in interviews, see Schober and
Conrad (1997) and Suchman and Jordan (1990)).
Conversational grounding is central to the practice of CI.When speakers and listeners engage
in grounding, they talk about what has been said to be sure that they understand each other
sufficiently well for the purposes of the conversation. Interviewers are given discretion to choose
their words when communicating the intentions behind the question, but the overall philosophy
of promoting comparability across responses is the same as it is in SI.What differs is the focus on
standardizing question interpretation—in particular how respondents’ individual circumstances
correspond to the concepts in the question—rather than on standardizingwording. We note that
CI as defined here is distinct from more ‘personal’ interviewing styles that have been discussed
in the literature, which have also been shown to improve response accuracy (e.g. Dijkstra (1987)
and van der Zouwen et al. (1991)).
What might lead to higher IICs in CI rather than SI, reducing the precision of survey esti-
mates based on the answers collected by using CI? The additional flexibility that is granted to
interviewers in CI may lead to uneven implementation of the technique (i.e. some interviewers
might providemore clarification than others or go off on tangents, resulting in longer interviews
(Schober et al., 2004)), or more variation in the actual question wording that is used. If conver-
sational interviewers consistently differ in the meanings of question concepts that they provide
to respondents, then they may collect different responses from those which would be expected
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with SI. Researchers have suggested that non-zero IICs in SI arise due to interviewer-specific
deviations from the types of neutral probes that are generally called for by the SI approach,
i.e. IICs will tend to be higher for questions requiring more probing (Mangione et al., 1992).
When respondents ask conversational interviewers for clarification, the interviewers must decide
whether they should provide complete definitions or just the most relevant parts, and whether
they should provide the gist of the definition or provide it verbatim. They also must exercise
substantially more discretion when deciding whether to volunteer clarification if they believe
that the respondent has misunderstood the question. Although this kind of judgement is com-
mon in everyday conversation, people—including interviewers—vary in the accuracy of their
judgements about how well respondents have understood a question (Hubbard et al., 2012).
This could lead to inconsistencies across interviewers in how and when clarification is provided,
which can, in turn, affect the distributions of answers that are elicited by different interviewers.
The key question is thus how much this potential variation in clarification behaviour in-
creases variability in the answers that are collected. To date, only one partially related study has
attempted to evaluate differences in IICs introduced by more- and less-structured interviewing
approaches. Sayles et al. (2010) found evidence of modest increases in IICs when comparing
the event history calendar approach (which is less scripted than SI but is not CI, at least in
our sense of promoting grounding through clarification) to SI. No other study has rigorously
examined the differences in IICs between CI and SI (and the implications of these differences
for the overall quality of survey estimates) by using a well-powered experimental design in a real
field setting (see Conrad and Schober (2000) for discussion).
3. Experimental design
3.1. Sampling
For this study,we sampledpeople from the ‘Integrated employment biographies’ (IEB)database,
managed by the Institute for Employment Research inNuremberg, Germany. The IEB database
contains official government information regarding employment spells at the person level (in-
cluding current addresses for the people) for all people who have been employed in Germany.
People who are eligible for sampling needed to have
(a) been employed on December 31st, 2012, and have held at least two different jobs in the
previous 10 years (dating back to December 31st, 2002),
(b) had at least one spell of unemployment, no matter how long,
(c) held at least one part-time job and
(d) been at least age 18 years.
These four eligibility criteria ensured that eligible respondents could potentially benefit from
additional interviewer clarification related to questions about their employment history. The
presence of official administrative records on this sampling frame allowed us to compare survey
estimates based on respondents interviewed by using each technique (SI and CI) to estimates
based on information from the IEB database.
Before sampling, we worked with the German data collection organization the Institut fu¨r
angewandte Sozialwissenschaft (known as ‘infas’) (www.infas.de) to determine 15 areas in
Germany where it would be feasible for four professional interviewers per area—who had
prior experience working on infas-related projects—to recruit and interview randomly sam-
pled people. These 15 areas, which were specifically (and not randomly) selected because infas
knew of several interviewers in each area who would be willing and able to work on this project,
included Bad Homburg Oberursel, Berlin, Bremen, Dortmund, Dresden, Essen, Freiburg,
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Hamburg, Hannover, Heidelberg, Leipzig, Neumarkt, Neuwied Andernach, Rostock and
Tubingen. Within each of these 15 areas, infas staff identified postal codes located close to
the homes of the four available interviewers where it would be feasible for the interviewers to
access sampled addresses and to conduct face-to-face interviews easily.
From a list of addresses of people living in the identified postal codes within each of the 15
areas and meeting the four eligibility criteria above, we then selected a simple random sample
of 480 addresses (i.e. four interviewer workloads of 120 addresses per area; see Section 4.1 for
power analysis). This sample of 480 addresses was selected from each area, and not each postal
code, and the sample of size 480 was not allocated in any specific fashion to the identified
postal codes within an area. As a result, some postal codes may have contributed more sampled
addresses than others given the simple random sampling. Finally, it was not possible for the
same person to be included twice in these initial samples; the list of 480 sampled addresses was
randomly ordered anddivided into four subsamples of 120 addresses each, and these subsamples
were then assigned to each of the four interviewers in an area.
The infas staff then checked the addresses of the randomly sampled people whowere assigned
to each of the four interviewers to make sure that the interviewers would be able to access each
address that was assigned to them and to conduct interviews plausibly at those addresses. Given
knowledge about the transportation capabilities and experience of the 60 interviewers, infas
decided to drop some of the sampled addresses as a result of this process (e.g. the travel time
between a single address and another sampled address in adjacent postal codes would not be
realistic for a given interviewer), resulting in the interviewers from certain areas having fewer
than 120 assigned people in their samples. We therefore selected an additional simple random
sample of total size n = 7200 across the 15 areas (again, 480 per area), and then randomly
ordered the additional 480 sampled cases within a particular area. Each interviewer without
120 assigned people then had the required number of supplemental cases from the beginning
of this randomly ordered list assigned to them (e.g. one interviewer needing 10 more cases
received the first 10 cases, the next needing five more cases received the next five cases; and so
forth). If duplicate cases were identified (i.e. a sampled address had already been assigned to an
interviewer), the next case in the randomly ordered list was assigned to that interviewer.
After this process, three of the 15 areas had interviewers who still did not have sufficient
sample sizes (120 addresses). We therefore selected a third set of simple random samples in
these three particular areas and followed the same process. Although this process did therefore
result in unequal probabilities of inclusion for different people in the resulting gross sample
of 7200 addresses, our objective was not to make design-based inferences about the entire
finite populations of these 15 areas, but rather to have a balanced, well-powered, randomized
experimental design across the 15 areas (the details are below). Accordingly, we followed a
model-based approach in all our analyses.
3.2. Interviewer randomization and training
We identified four professional interviewers within each of the 15 areas who had past expe-
rience working on infas projects and could easily travel to the sampled addresses within a
given area for the current project. After these 60 interviewers were identified, two interviewers
within an area were assigned at random to the CI condition, and the other two interviewers
were assigned to the SI condition. To ensure that interviewers in the two experimental groups
did not systematically differ in terms of their experience with the survey topic or any other
characteristics that are known to introduce interviewer effects (such as gender, age, race and
overall interviewing experience; see Schaeffer et al. (2010)), the two groups of interviewers
were then compared across areas on prior experience working on a closely related study,
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gender and age. No significant differences were found and the 60 interviewers were predom-
inantly white, suggesting that the two experimental groups were balanced in terms of these
features.
Most of the interviewers (57) were trained in a 1-day session in March 2014 led by our re-
search team and infas staff. Three interviewers who could not attend the initial training were
given the same face-to-face training at a later date. This training session first introduced all the
interviewers to the objectives of the study and the concepts that were going to be measured
on the questionnaire. Interviewers were then divided into two groups according to the tech-
nique to which they had been assigned, and they were rigorously trained in the details of using
that technique. These group-specific sessions involved instruction about the survey concepts
and their definitions, in addition to role playing exercises, examples and question-and-answer
sessions. Each group-specific session concluded with a multiple-choice quiz, presenting hypo-
thetical examples of questions that respondents might raise about the concepts in particular
items, and asking the interviewer to choose the best way to clarify the respondent’s confusion
consistentlywith how the concepts were defined in the current study. Both groups of interviewers
did quite well in general on the ‘concepts’ test, each averaging 81% (25/31 items) correct. Con-
cepts that interviewers consistently misunderstood were reviewed in a final debriefing session
at the end of the day. The training sessions were staggered so that each group was trained by
the same set of instructors (while the other group was working on the test or engaged in group
discussions).
After being trained in a particular interviewing technique, the 60 interviewers were assigned
their sets of 120 sampled addresses, along with all available contact information (including tele-
phone numbers, if available) for these addresses. Before the onset of data collection, an advance
letter was mailed to all the sampled people, alerting them to the objective and importance of
this study, in addition to making them aware of the incentive for participating (C20). The in-
terviewers then proceeded with initial contact attempts at the sampled addresses and attempted
to convince the sampled people to participate in the face-to-face interview. The proportions
of sampled people agreeing to participate were ultimately quite similar in the two interviewing
conditions (24.9% in SI, and 24.3% in CI). During the conversational interviews, the definitions
were displayed with the question text on the screen for the interviewer to see. These interviewers
were instructed to use these definitions, either verbatim or by paraphrasing the relevant parts,
when assisting respondents with any comprehension or clarification issues.
3.3. Questionnaire design and data collection
In line with existing CI research, the questionnaire that was used for this study was com-
posed primarily of factual questions, grouped into four parts: questions on housing and liv-
ing conditions, questions capturing the employment status history of the respondent (includ-
ing current employment questions, such as monthly income, and measures of job satisfac-
tion), questions on social networks and demographic questions. The majority of the ques-
tions were taken either from previous studies designed to evaluate CI techniques (e.g. Conrad
and Schober (2000)), or from the German Panel Arbeitsmarkt und soziale Sichering (PASS)
(‘Labour market and social security’) study, which is an annual household panel survey for
labour market, welfare state and poverty research commissioned by the Institute for Em-
ployment Research (Trappmann et al., 2013). When selecting questions for the current study,
we purposely used as many ‘existing’ questions as possible to increase relevance of the find-
ings and to build on prior experience related to the performance of these items. We also
wanted to make sure that the survey items had been tested in real field studies. The full
questionnaire, in German and English formats and including both the response options and
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CI definitions, can be downloaded via http://doku.iab.de/fragebogen/CIIV
Questionnaire English 08052015.pdf or http://doku.iab.de/fragebogen/
CIIV Questionnaire German V13 08052015.pdf. All completed interviews were con-
ducted in German.
The questions that were related to housing and living conditions (borrowed fromConrad and
Schober (2000)) were translated into German and adapted to the current study. Each of these
questions asks about elements of the house or around the house, e.g. ‘In the past five years, since
January 1, 2009, have you had moving expenses?’. Interviewers in the CI group were trained
to clarify the meaning of terms like ‘moving expenses’ in the case that respondents asked for
clarification regarding these terms, e.g. ‘Should I include do-it-yourself moving?’.
For the questions thatwere related to employment history, social networks anddemographics,
we identified existing questions that
(a) had validation information available in the IEB database,
(b) have historically resulted in more interviewer–respondent interaction and requests for
clarification, according to Institute for Employment Research researchers, or
(c) showed larger interviewer effects in prior PASS waves.
For this study, PASS questions were modified so that definitions that were provided to all PASS
interviewers were removed from the question display and available only to the conversational
interviewers. Existing questions from the PASS survey that can be compared with variables that
are available in the IEB administrative records are generally items related to employment spells
(beginning and end), gross income, unemployment spells (beginning and end), welfare benefits,
age, nationality and education.
For the measures of most recent gross monthly income (which dated back to January 1st,
2013, and excluded any marginal or ‘short-term contract’ jobs) and gross annual income in
2013 (which included marginal jobs but were only generated from dependent employment), we
needed to account for the fact that unemployed individuals may have had an income of 0 (recall
that people had to be employed onDecember 31st, 2012, but the survey data were collected from
March toOctober in 2014), and that the values of income are top coded in the IEB administrative
data: C4000maximum for grossmonthly income, and C50000maximum for 2013 annual income.
As a result of both unemployment and the administrative top coding, distributional assumptions
underlying any models for the continuous income values (e.g. normality of residuals) may be
difficult to satisfy, and means in the survey responses could be artificially larger than means
in the administrative data. We therefore generated categorical versions of the income measures
in both the administrative data and the survey data. For monthly income, the four categories
were C0, C1–1787.60 (the median of the administrative values that were non-zero and not top
coded), C1787.61–3999.99 and C4000.00 or more. For annual income, the four categories were
C0–1000.00, C1000.01–17680.52 (the median of the administrative values that were non-zero
and not top coded), C17680.53–49999.99, and C50000 or more. Any missing values in the
administrative or survey data were coded into the respective first categories.
Measures on all of these variables (aside from education) have been found to be quite accurate
in the IEB records (Jacobebbinghaus and Seth, 2007). Most of the retrospective work history
questions were asked with a time frame since January 1st, 2013, because administrative data are
usually readily available for the prior calendar year. In addition, respondents were asked about
the industry and the size of the company by which they are currently employed (or have been
employed previously, for those currently not employed).
Even though no validation is possible for attitudinal survey items, we included job satisfaction
questions in the employment module, to estimate IICs for these types of question for each of the
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two experimental groups. These questions were combined with questions about task difficulties.
Here interviewers were again given definitions during the training session and on the screen in
the CI condition. Interviewers were also asked to record four post-survey observations (with
four ordered categories each) describing the quality of the respondent’s response behaviour.
Data collection continued from the last week of March until the first week of October in
2014. All interviews were conducted by using computer-assisted personal interviewing software,
and took about 35 min to complete on average. Respondents were promised a C20 token of
appreciationdeliveredviapostalmailwithin2weeks after completing the interview.By the endof
data collection, a total of 1850 interviews had been completed by the 60 interviewers (American
Association for Public Opinion Research RR1 = 25.7%). Although individual interviewers
using each technique did vary in terms of their response rates, the two groups of interviewers
did not vary significantly in the aggregate. Additional investigation of the factors affecting this
interviewer variability in response rates and the implications of that variance for the overall IICs
in the responses assessed here is certainly a direction for future research but is outside the scope
of this study;we revisit this point in Section 6.Wealso note that this studywas distinct fromother
national labour market surveys in Europe, in that the target population included only people
whowere currently employed onDecember 31st, 2012; employed individuals are generally more
difficult to reach. In addition, the incentive (C20) is not extremely large for employed people.
Furthermore, given our objective of estimating IICs, we did not allow multiple interviewers
to work on the same case, so case transferring was not possible. Taken together, these design
features may have lowered response rates overall compared with other national surveys on
similar topics.
3.4. Audio recording and interviewer evaluation
To enable analyses of the implementation and effects of SI andCI inmore detail, the interviewers
asked people agreeing to participate in the survey for permission to audio-record the entire
interview. All the recordings that we analysed contained the respondent’s affirmative consent
to be recorded and did not include any identifying information. The infas supervisors provided
the interviewers with biweekly feedback on their performance based on these recordings and
reported that the performance of selected interviewers improved (i.e. the interviewers became
better at using their assigned technique) after receiving this feedback. Overall, when analysing a
subsample of these recordings in detail for interviewers in each of the two groups, we found that
the CI and SI techniques had been implemented correctly and consistently (Mittereder et al.,
2017).
4. Statistical analysis
4.1. Power analysis
Given the specific objectives of this study, we wanted to ensure that we would have enough
power to detect differences in the variance components that were used to compute IICs between
standardized and conversational interviewers as being significant. We therefore performed a
customizedMonte Carlo simulation study given these objectives (see the SAS code that is avail-
able from http://wileyonlinelibrary.com/journal/rss-datasets). A review of
the literature on interviewer effects (see West and Olson (2010) or Schnell and Kreuter (2005))
suggests that most IICs will range from 0.01 to 0.12 in face-to-face surveys, with many falling
below 0.02. Furthermore, in our recent work analysing data on survey items from the face-to-
face PASS study in Germany (which are similar to those that we included in our questionnaire;
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see West et al. (2013)), we found that these IICs ranged from below 0.01 to approximately 0.09
(where an IIC of 0.09 would quadruple the variance of an estimate, reducing the effective sample
size by 75%).
We therefore used these earlier results to perform power calculations for this study, ensuring
that we would have enough power to detect differences of this magnitude for both a continuous
survey measure (e.g. the longest period of uninterrupted employment in the past 20 years) and
a binary survey measure (e.g. receipt of unemployment benefits). In the simulation studies, we
found that having 30 interviewers measuring a continuous item for each of the two techniques
(60 interviewers total) and 30 respondents for each interviewer (or 1800 respondents in total)
would yield approximately 80% power to detect a 6.6-fold difference in the between-interviewer
variance components that were used to compute the IIC in equation (1) as significant, based on
a likelihood ratio test (West and Elliott, 2014) with a 5% level of significance. A difference of
this size in the variance components falls within the aforementioned range of IICs (from 0.01
to 0.09) that we have seen in related studies with similar subject matter. Furthermore, we found
that having 30 interviewers in each of the two experimental groups measuring a binary item and
30 respondents for each interviewer would yield approximately 82% power to detect a similar
difference in the between-interviewer variance components, again by using a likelihood ratio
test with a 5% level of significance. We therefore based our data collection protocol on meeting
these targets.
4.2. Statistical modelling
We fit multilevel statistical models to the data that were collected for each of 55 survey items,
specifically focusing on estimates of the following parameters:
(a) the IIC for each technique (1), describing the within-interviewer correlation in the survey
reports on a given item; and
(b) the fixed effect of the CI technique (relative to SI), controlling for fixed area effects, which
captures the shift in the response distribution for a given variable that is associated with
the use of CI and allows us to assess the consistency of our results with the prior literature
that has focused on response bias only.
Estimating the IICs for each item–technique combination required estimation of the between-
and within-interviewer variance in the measures for a particular survey item introduced by a
given technique (1). We used the likelihood ratio testing approach of West and Elliott (2014) to
test formally whether these variance components were significantly different from each other,
and we also tested whether the fixed CI effect was different from 0.
For continuous survey items (including measures of interview duration), we estimated these
parameters by fitting the following model using restricted maximum likelihood estimation (to
ensure unbiased estimates of the variance components), as implemented in themixed command
of Stata (version 14.1):
yij =β0 +β1I.CIi =1/+
15∑
p=2
βpI.AREAi =p/+u1i I.CIi =1/+u2i I.SIi =1/+ "ij,
u1i ∼N.0, τ2CI/, u2i ∼N.0, τ2SI/, "ij ∼N.0,σ2CI/ if CIi =1,
"ij ∼N.0,σ2SI/ if SIi =1: .2/
In expression (2), i is an index for interviewers and j is an index for respondents nested within
interviewers. This model includes a fixed effect associated with the CI technique .β1/, represent-
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ing the difference in expected means on the survey measure between the two techniques when
adjusting for the fixed area effects, and 14 fixed effects of the various non-reference areas in
Germany where the samples were selected, which capture any unexplained variance in measures
between interviewers due to the areas where they were assigned. We note that the components
of variance for the residual errors that are associated with observations within interviewers .σ2CI
and σ2SI/ and the random interviewer effects .τ
2
CI and τ
2
SI/ are allowed to vary depending on
the interviewing technique that is used (SI or CI); models of this form have also been discussed
and evaluated by Brunton-Smith et al. (2017). As mentioned above, we formally test the null
hypothesis that τ2CI = τ2SI by using the likelihood ratio test that was outlined and evaluated by
West and Elliott (2014), which involves fitting a nested model allowing the interviewer vari-
ance components to be equal. We followed a similar procedure to test the null hypothesis that
σ2CI =σ2SI. This model specification also allows us to compute estimates of IICs that are specific
to each technique (e.g. ρint,CI = τ2CI=.τ2CI +σ2CI/).
For binary survey items (e.g. any moving expenses in the past 5 years), we fit the following
multilevel logistic regression model:
ln
{
P.yij =1/
P.yij =0/
}
=β0 +β1 I.CIi =1/+
15∑
p=2
βp I.AREAi =p/+u1i I.CIi =1/+u2i I.SIi =1/
u1i ∼N.0, τ2CI/, u2i ∼N.0, τ2SI/: .3/
These models were fitted using the adaptive Gaussian–Hermite quadrature procedure that is
implemented in the melogit command of Stata (version 14.1), which has been shown to work
well in studies with smaller sample sizes (Kim et al., 2013). IICs were then computed for each
technique based on the underlying logistic distribution; for example,
ρint,CI =
τ2CI
τ2CI +π2=3
:
We followed a similar approach for any ordinal items (e.g. most recent gross monthly income),
only using the meologit command of Stata to fit multilevel ordinal logistic regression models
of the same form as in expression (3).
For all fitted models, we carefully examined model diagnostics by using the approaches that
are outlined in the literature (Gelman and Hill, 2007; West et al., 2014). We examined the
distributions of standardized model-based residuals, symmetry in the standardized residuals,
potential outliers and robustness of results to those outliers, and distributions of empirical
best linear unbiased predictors for the random interviewer effects arising from each technique
for a given survey item. For binary survey items that were not found to have significant between-
interviewer variance components arising from either technique (i.e. random interviewer
effects were not necessary in the models), we performed Hosmer–Lemeshow goodness-of-fit
tests and assessed distributions of binned residuals. For any ordinal survey items and binary
items presenting evidence of significant between-interviewer variance components, we applied
the simulation-based approach for checking model fit that was outlined by Gelman and Hill
(2007), chapters 8 and 24. Examples of the Stata and SAS code that were used for themodelling,
testing and diagnostic analyses, along with examples of the output produced, are available from
http://wileyonlinelibrary.com/journal/rss-datasets.
4.3. Mean-squared error comparisons
For privacy and data protection reasons we were not granted access to the entire IEB database
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and could work with only selected administrative data for the people who were sampled for this
study. As a result, we developed estimates of the MSE that is associated with the respondent-
based estimates of means and proportions for each technique by using amodel-based approach.
First, we assumed that the model of interest was defined by the gross sample of n= 7200. We
estimated the parameters in this hypothetical model by fitting the same types of models as we
used for our analyses of the survey data (as described in expressions (2) and (3)) to the ad-
ministrative data that are available from the IEB database for the gross sample. We then used
the margins command in Stata to compute model-based estimates of the overall marginal
means (or proportions) for the variable of interest for each of the interviewing techniques
(see http://www.stata.com/manuals13/rmargins.pdf for details).We defined these
marginal means as our target parameters of interest for the MSE calculations.
We then fitted the same models to the ‘true’ administrative values from the IEB database for
respondents only and estimated the marginal means for each interviewing technique, allowing
us to assess the amount of bias that is introduced in the overall estimates of the marginal means
for a given technique due to survey non-response. Finally, we fitted the same models as we
used in our analyses of the survey responses and computed estimates of the overall marginal
means for each interviewing technique. The model-based standard errors of these estimates
of the overall marginal means (for the MSE calculations) were computed by using the delta
method, as described in http://www.stata.com/manuals13/rmargins.pdf (pages
48–52), where the variances of the estimated fixed effects accounted for the variances of the
random interviewer effects and the variances of the residuals (when applicable). We computed
an estimate of the MSE for a given respondent-based estimate arising from a given technique
as the squared difference between the respondent-based estimate and the target parameter (the
squared bias), plus the estimated model-based variance of the respondent-based estimate (the
variance).
4.4. Criteria for evaluating data quality
For evaluation of data quality, we determined which technique
(a) yielded a significantly lower IIC, which would result in smaller interviewer effects on
the variance of descriptive estimates, along with the source(s) of the reduced IIC (i.e.
significant differences in between- and/or within-interviewer variance), and
(b) yielded a significantly different mean that was consistent with higher response accuracy.
We organize our results for the entire set of 55 survey items based on
(a) itemswithdifferences in IICsdue to significantdifferences inbetween-interviewer variance
components;
(b) items with potentially different IICs due only to significant differences in the within-
interviewer variance components and
(c) items with no differences in IICs but significant differences in response distributions
between the two interviewing techniques.
5. Results
In total, we found evidence of significant differences in either IICs or response distributions for
19 of the 55 survey items (34.5%), i.e., for 36 (65.5%) of the items, the interviewing technique
that was used did not significantly affect the distributions of the survey responses, and this was
not due to a lack of statistical power to detect differences in either the variance components that
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were used to compute the IICs or means and proportions. We first consider items with different
IICs due to significant differences in between-interviewer variance components.
5.1. Items with differences in intra-interviewer correlations due to significantly different
between-interviewer variance
We found only five items with different IICs due to significant or marginally significant differ-
ences in between-interviewer variance components (Table 1). For all five items, the CI technique
was found to have a larger IIC (and larger between-interviewer variance) and, for four of the
five items, the difference in between-interviewer variance was found to be only marginally sig-
nificant (p<0:20). For the one item with available validation data and a significant difference
in between-interviewer variance (the longest uninterrupted period of employment in the pre-
vious 20 years, p < 0:01; see the on-line supporting information for estimates of the variance
components in the final model for this variable), a comparison of the estimated MSE values
between the two techniques suggested that CI was still producing an estimate with lower MSE
(i.e. better quality) despite the increased IIC (Table 2). This slight improvement in the quality
of the estimate appeared to be arising from less underreporting (on average) in the CI group,
where recall error in each group was probably leading to the respondent-based estimates with
Table 1. Items with different IICs due to significant differences in between-interviewer variance components†
Variable (item) IICs Estimated variance Estimated fixed effect of CI
components
CI SI Better? βˆ1 βˆ1=SE(βˆ1) Better?
Between- Within-
interviewer interviewer
variance variance
Number of rooms in 0.087 0.014 SI CI > SI‡ SI > CI§ 0.83§ 5.49 CI
housing unit
(question 2)
Hours worked per week 0.073 0.028 SI CI > SI‡ CI > SI§ 3.09§§ 1.94 CI
(question 17)
Longest uninterrupted 0.066 <0.01 SI CI > SI§ — 2.09 0.58 —Å
period of gainful
employment since
April 1st, 1994,
in months (question 29)
Count of close friends 0.026 0.001 SI CI > SI‡ SI > CIÅÅ −0:37 −0:75 —Å
outside the house
(question 33)
Interview duration in 0.401 0.364 SI CI > SI‡ CI > SI§ 0.97 0.42 —Å
minutes (not applicable;
from time stamp paradata)
†For all criteria, the ‘better’ technique is determined on the basis of the techniquewith the lower IIC, a significantly
lower variance component or a significant fixed effect of CI that suggests higher response accuracy for one
technique. For variable names, actual questionnaire items are indicated in parentheses (see Section 3.3 for Web
links to questionnaires). Total sample sizes for the analyses ranged from 1423 (hours worked per week) to 1850
(interview duration in minutes), and all analyses included 60 interviewers.
‡p<0:20:
§p<0:01:
§§p<0:10:
ÅNot applicable (no notable difference).
ÅÅp<0:05:
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negative bias. We note that the estimated MSE values in Table 2 appeared to be dominated by
the bias in respondent reports in each of the two groups, and not non-response bias.
For two of the five items (hours worked per week and interview duration), these differences
in IICs arose despite significantly larger within-interviewer variance (p < 0:01) introduced by
CI, suggesting that the increase in between-interviewer variance relative to SI is outpacing
the increase in within-interviewer variance relative to SI. This finding for interview duration
was consistent with the literature in this area (Loosveldt and Beullens, 2013), suggesting that
conversational interviews may take longer because of the clarification that is provided by the
interviewers. We view this finding, suggesting more variability in interview duration within
conversational interviewers, as additional confirmation of correct implementation. On average,
CI interviews also took 1 min longer overall, but this difference was not significant.
Notably, for two of these five items (the number of rooms in the household and count
of close friends outside the house), the within-interviewer variance was significantly larger
(p< 0.05) when the SI technique was used. This would serve to reduce the IICs that are associ-
ated with SI, and could also be a source of the different IICs that were noted here. Determining
whether this reduction in within-interviewer variance due to CI was reflective of higher data
quality overall (despite the resulting increase in the IIC) would require validation data that were
not available for these two items. We did find evidence of a significantly higher mean for the
number of rooms in the housing unit due to CI despite the increased IIC, which would suggest
improved data quality (given the inclusive definition of this concept). We also found evidence of
a marginally higher mean for hours worked per week, once again suggesting higher data quality
(given the inclusive definition in this case) despite the increased IIC. Collectively, these results
suggest that increases in IICs arising from increased between-interviewer variability in CI are
rare, and that the quality of estimates based on CI is not generally hampered by the (rarely)
increased IICs.
Considering the diagnostic assessments for these models, we found that the distributions of
the standardized residuals for the measures of interview duration and number of rooms in the
household had a slight right skew. We therefore refitted the models after performing a natural
logarithmic transformation of these measures (adding 1 to each measure before applying the
transformation). Residuals arising from these new models appeared to be normally distributed,
no outliers were evident and our overall conclusions and hypothesis test results for these two
measures did not change. Regarding the measure of longest uninterrupted period of gainful
employment, model diagnostics revealed that eight cases reporting a value of 0 were emerging
as outliers in terms of the standardized residuals, and the residuals once again had a slight right
skew. After dropping these eight cases and considering the same natural logarithmic transfor-
mation (after adding 1 to each measure), we arrived at the same conclusions, only with slightly
weaker evidence of a significant difference in between-interviewer variance (p= 0.05).
Finally, for hours worked per week and count of close friends outside the house, we found
similar evidence of a right skew in the standardized residuals and applied similar transforma-
tions. Although this once again improved the distributions of the standardized residuals, the
differences in between- and within-interviewer variance for these two measures were no longer
approaching significance, and the fixed effect of CI on the hours worked per week measure
was now significant at the 0.05-level (suggesting a positive effect of CI on reporting accuracy).
These diagnostic assessments indicate that whereas some of our findings were robust to possible
violationsofdistributional assumptions, someof themarginal differences inbetween-interviewer
variance (and thus the IICs) may have been driven by a small number of extreme reports. This
lends evenmore support to the conclusion that larger IICs due to increased between-interviewer
variance introduced by CI tend to be rare.
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Table 3. Items with significant differences in within-interviewer variance components†
Variable (item) Within-interviewer Estimated fixed
variance effect of CI
βˆ1 βˆ1=SE(βˆ1) Better?
Number of employees at primary employer CI > SI‡ 145.41§ 2.02 CI
(question 16)
Total number of employees (all employers) CI > SI‡ 146.67§ 2.03 CI
(question 16a)
Hours per week in marginal employment SI > CI‡ −1:78‡ −2:70 CI
(question 23)
Number of times registered as unemployed SI > CI§ 0.01 0.09 —§§
since April 1st, 1994 (question 30)
†For variable names, actual questionnaire items are indicated in parentheses (see Section 3.3 for
Web links to questionnaires). Total sample sizes for the analyses ranged from 760 (hours per week
worked in marginal employment) to 1813 (number of times registered as unemployed), and all
analyses included 60 interviewers.
‡p<0:01.
§p<0:05.
§§Not applicable (no notable difference).
5.2. Items with significantly different within-interviewer variance only
We found four items producing no evidence of differences in the between-interviewer com-
ponents of variance, but significant differences in the within-interviewer variance components
(Table 3). For each of these four items, the estimated between-interviewer variance components
defining the numerators of the IICs (1) were quite close to 0 for both techniques, meaning that
the increased within-interviewer variance that is associated with a particular technique was not
producing noticeable changes in the IICs.
For three of these four items, the fixed effects of CI were significant and suggested improve-
ments in quality of response. For the twomeasures of total counts of employees, theCI technique
produced significantly (p< 0.05) higher means, suggesting reports that are more consistent with
the inclusive concepts underlying these questions. The CI technique also produced significantly
higher within-interviewer variance components for these two measures but, given the negligible
IICs overall, the significant and positive fixed effects suggest higher overall quality of the CI
estimates due to improved reporting that would not be significantly offset by the IICs. Unfor-
tunately, validation data were not available for these two measures to verify this suggestion.
For themeasure of hours per week inmarginal employment (where analyses were restricted to
only those 760 cases reporting some form of marginal employment), the CI technique produced
significantly lower within-interviewer variance but also a significantly lower mean, which is
not consistent with the results in Table 1 for overall hours worked per week or the inclusive
concept underlying this question. Conversational interviewers may have found it difficult to
communicate the definition of hours worked per week when discussing marginal jobs. Once
again, validation data were not available for this measure of hours worked per week, and we
note below that this difference in response distributions was not robust to possible violations of
assumptions regarding the residual distribution.
Finally, for the number of times registered as unemployed in the previous 20 years, CI pro-
duced significantly lowerwithin-interviewer variancebutdidnot affect the responsedistribution.
These results suggest that the interviewing technique did not play a critical role in affecting the
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quality of estimates based on this item. Reports of how many times a respondent was registered
as unemployed in the previous 20 years could be validated by using the IEB data. We found
that the estimated MSE values for the two estimates based on this variable were quite similar
between the two techniques, with most of the bias arising from underreporting regardless of
the interviewing technique that was used (and not non-response bias). This may reflect socially
desirable responding that could not be overcome by CI, given the sensitive nature of this topic.
Considering the diagnostic assessments for these four models, we once again found evidence
of right skew in themodel-based residual distributions for the twomeasures of employee counts,
and natural logarithmic transformations corrected this problemwithout substantially changing
the results. The differences in within-interviewer variance between the techniques for these two
itemswere now onlymarginally significant (p< 0.10), suggesting that these differencesmay have
been affected by particularly large reports. The positive fixed effects of CI on these response
distributions remained robust and significant. For hours per week in marginal employment,
a similar transformation once again helped with the residual distribution, and the difference
in within-interviewer variance remained significant, but the fixed effect of CI was reduced to
marginal significance (p = 0.12). Finally, for times registered as unemployed, both natural
logarithmic and square-root transformations of the outcome were not found to improve the
residual distribution, and we instead considered multilevel ordinal logistic regression models
for a recoded version of this measure with five categories (0, 1, 2, 3, and 4 or more). We once
again did not find any evidence of effects of CI on this response distribution, and differences
in within-interviewer variance may have once again been driven by a small number of extreme
reports. In sum, differences in within-interviewer variance between the techniques for those
items with negligible between-interviewer variance components did not seem to be as robust to
extreme reports by individual respondents.
5.3. Items with differences in response distributions and no differences in intra-
interviewer correlations
Table 4 presents estimated fixed effects of CI for the 10 items that were found to have significant
fixed effects but no differences in the within- or between-interviewer variance components (and
hence similar IICs). We first consider most recent gross monthly income, given that administra-
tive data were available for this item. The positive and significant fixed effect in the multilevel
ordinal logistic regression model suggests that CI tended to increase the odds of reporting
higher income categories, but assessment of whether this is consistent with higher data quality
(per the inclusive definition underlying this concept) requires assessment of the administrative
data. Two results related to the validation of monthly income reports in Table 2 are critical.
First, the significant fixed effect of CI on the distribution of these reports is not arising from
differential non-response error in the CI group, as the model-basedmarginal percentages across
the four income categories based on true values for the respondents were quite similar to the
same percentages for the full sample in both groups. Second, when considering the model-based
marginal percentages based on respondent reports, we see evidence of CI resulting in reports
that were closer to the true values. Both groups tended to underreport monthly income, but
significantly less so in the CI group. Indeed, the estimated MSE values for three of the four
gross monthly income percentages in Table 2 estimated by using CI are either half or less than
half of the estimated MSE values for SI. We found evidence of similar underreporting for gross
annual income in 2013, but no differences between the techniques were found.
Considering the other nine items inTable 4without validation data in the IEBdatabase, we see
consistent evidence of CI shifting response distributions in the direction of higher accuracy. For
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Table 4. Items with no differences in IICs but significant fixed effects of CI†
Variable (item) Estimated fixed effect of CI
βˆ1 βˆ1=SE(βˆ1) Better?
Moving expenses in past 5 years (question 5) −0:45‡ −4:67 CI
Home improvement expenses in past 2 years (question 7) −0:24§ −2:29 CI
Any short-term contracts since January 1st, 2013? (question 10A) −1:06‡ −3:76 CI
Most recent gross monthly income (question 19 and question 20) 0.19§ 2.24 CI
Annual income exact? (question 21A) 0.78‡ 5.23 CI
Indicator of belonging to a church (question 35C) −0:40§ −2:42 CI
Indicator of using a social networking site (question 36) 0.19§§ 1.90 CI
Consent to audio recording (INTRO4) −0:80‡ −3:23 SI
Quality of respondent understanding/comprehension −0:88‡ −4:37 CI
(interviewer observation; POST3)
Quality of information provided by respondents −0:67‡ −2:96 CI
(interviewer observation; POST4)
†For variable names, actual questionnaire items are indicated in parentheses (see Section 3.3 for Web links to
questionnaires). Total sample sizes for the analyses ranged from 1370 (‘Annual income exact?’) to 1850 (‘Most
recent gross monthly income’), and all analyses included 60 interviewers.
‡p<0:01.
§p<0:05.
§§p<0:10.
both moving expenses in the previous 5 years and home improvement expenses in the previous
2 years, we find significant negative fixed effects of CI, which suggest reporting that is more
consistent with the exclusive concepts underlying these questions (e.g. buying food for friends
who helped you to move does not count, and simple household maintenance, such as fixing
light bulbs, does not count). CI also resulted in a significantly lower probability of reporting any
short-term (or marginal job) contracts since January 1st, 2013, which suggests higher response
accuracy (given an exclusive definition of what exactly is considered short-term employment),
and significantly increased the probability that a respondent states that they provided an exact
measure of annual income (see the on-line supporting information for the estimated parameters
in this model). For indicators of being a church member and using a social networking Web
site (e.g. Facebook), CI was found to decrease the probability of reporting that you belong to a
church (suggesting less socially desirable reporting) and to increase the probability of reporting
that you use a social networking site (perhaps because conversational interviewers were able to
provide more examples and to clarify the meaning of a ‘social networking site’).
Considering next the measures of paradata in Table 4, we found evidence of high estimated
IICs in both groups for the indicator of consent to audio recording (0.201 for CI and 0.123
for SI), but we also found puzzling evidence of CI significantly decreasing the probability of
consenting to audio recording overall. We were unable to identify reasons for this finding, given
that consent was requested before the interview began, and no audio recordings of this question
were available. This is certainly an area that is worthy of future research. For example, we could
speculate that there might be a ‘carry-over’ effect among conversational interviewers, where the
more conversational approach ends up being used when asking for consent to audio recording.
This lack of formalitymay ultimately lead to respondents refusing to have the interview recorded
at a higher rate. For the ordinal post-survey interviewer observations of data quality (in terms
of respondent understanding or comprehension and overall data quality), where higher values
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indicate poorer data quality, respondents assigned to CI interviewers were perceived to have
significantly lower odds of providing responses of poor quality. Both groups were once again
found to have substantial IICs on these post-survey observations as well, which is consistent
with the existing literature in this area (O’Muircheartaigh and Campanelli, 1998; Kaminska
et al., 2010; Eckman et al., 2013; West and Kreuter, 2013; West and Peytcheva, 2014). These
findings suggest that, despite the high IICs in the distributions of these post-survey observations,
interviewers who were trained in CI tended to perceive that their respondents were providing
data of higher quality as a whole. In sum, Table 4 presents general evidence of CI shifting res-
ponse distributions in the direction of higher data quality without increasing IICs substantially
relatively to SI.
Considering next diagnostics for the models that were fitted to these 10 variables, five were
binary items that did not present evidence of significant between-interviewer variance for either
technique (any moving expenses, any home improvement expenses, any short-term contracts,
going to church and using a social network). Hosmer–Lemeshow goodness-of-fit tests for these
five items suggested that the fits of the final logistic regression models (excluding the random
interviewer effects) were adequate in each case, with the range of the Hosmer–Lemeshow
p-values being 0.05–0.38. We applied the simulation-based model checking approach that was
outlined above to the three ordinal variables in Table 4 (two of which were interviewer observa-
tions about reporting quality that presented evidence of substantial between-interviewer vari-
ance overall) and the two binary indicators of reporting exact income and consenting to audio
recording, each of which presented evidence of significant overall between-interviewer variance.
The simulation-basedmodel checking approaches revealed that the 2.5- and 97.5-percentiles for
the 1000 simulated probabilities of interest (generated from the final model that was estimated
for each variable, e.g. the probability of consenting to audio recording) covered the observed
probabilities from the respondent sample in nearly all cases, once again suggesting adequate
model fit. The SAS code that was used to implement these simulation-based approaches for
assessing model fit is available from http://wileyonlinelibrary.com/journal/
rss-datasets.
Similar diagnostic assessments for the 36 items that did not produce evidence of significant
differences in response distributions or IICs due to the interviewing techniques that were used
did not reveal any substantial differences in the conclusions that one would draw. In general, we
found consistent evidence (for non-attitudinal survey items) ofCI shifting response distributions
slightly in the direction of higher accuracy of response based on the underlying concepts for
these items (the results are not shown).We also found that CI tended to produce higher estimates
of IICs for the majority of these 36 items, but differences in the between-interviewer variance
components (and thus the IICs) tended to be slight as well. For example, for total length of time
working in the previous 20 years, the estimated IIC for CI was 0.006, and the estimated IIC for
SI was 0.004.
6. Discussion
6.1. Summary of results and main conclusions
In this study, we found that CI does not generally increase IICs. CI was found to produce
marginally or significantly higher between-interviewer variance (and thus higher IICs) for only
five of the 55 survey items that were analysed (see Table 1), and for the one item among these
with official administrative data available for the full sample (the longest uninterrupted period
of employment in the previous 20 years), the increase in the IIC was not sufficiently substan-
tial to produce an estimated mean (based on respondent reports) with higher estimated MSE.
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Importantly, this small number of differences was not due to a lack of statistical power to de-
tect meaningful differences between variance components. CI was also found to produce shifts
in response distributions for 14 of the 55 items that were significant and suggestive of higher
quality of data (see Tables 1, 3 and 4), and these findings were confirmed for selected items (e.g.
most recent gross monthly income) by analyses of administrative data that were available on the
sampling frame. Finally, no differences in IICs or response distributions were found for 65.5%
of the items that were analysed.
Overall, these findings suggest that
(a) significant increases in IICs due to the use of CI are rare,
(b) CI does have the ability to improve reporting relative to SI for complex survey items (as
shown in the literature),
(c) any increases in IICs due to CI do not offset reductions in response bias and
(d) for many items, there are no significant differences in quality of response between SI and
CI.
These findings provide an important contribution to the existing literature in this area and
indicate that the use of CI in practice does not typically increase IICs to the point of harming
survey estimates.
6.2. Suggestions for practice
CI was found to produce marginally or significantly higher IICs for five items: reports of the
number of rooms in the housing unit, hours worked per week, the longest uninterrupted period
of employment in the previous 20 years, counts of close friends outside your house and inter-
view duration. CI was also found to shift the means of response distributions in a manner that
suggested significantly higher accuracy of response for 14 items, including variables measuring
housing unit characteristics (the number of rooms, recent maintenance or moving expenses),
recent short-term employment, hours worked per week (inmarginal or regular employment), in-
come (most recent monthly income or reporting an exact income amount), counts of employees
at places of work (primary employer or all employers), belonging to a church, use of a social net-
working site and two interviewer observations of quality of interview. Importantly, for the one
item among these with available administrative data (most recent gross monthly income), this
significant difference in response distributions ultimately produced estimated proportions with
reduced bias and improved MSE relative to SI. Furthermore, interviewers using CI perceived
the quality of the data that were reported to be substantially higher compared with interviewers
using SI.
So what can survey researchers draw from these specific findings? Questions about specific
household expenses or characteristics, where response difficulty and ambiguity might arise
depending on the context that is associated with the question (e.g. what would a respondent
count as a ‘room’ in their housing unit?) seem to benefit from CI, and this is consistent with
the literature. CI also seemed to result in better reports on items that were related to recent
employment, income, working hours and employer characteristics, each of which could also be
cognitively challenging. However, SI was found to produce lower IICs for some items, as noted
above. This did not ultimately seem to affect the overall quality of the estimates; in general, we
found that shifts in response distributions tended to have a larger effect on the estimated MSE
of estimates than did differences in IICs between the two techniques.
In terms of interview duration, the CI technique resulted in interviews that were roughly
1 min longer, on average, but this difference was not significant. This may have been due to the
fact that many questions did not end up requiring extensive clarification from the interviewers
200 B. T. West, F. G. Conrad, F. Kreuter and F. Mittereder
(Mittereder et al., 2017). The CI technique did result in higher within-interviewer variance in
interview length, which was expected, and marginally higher between-interviewer variance in
duration of interview (which also was expected). We view these results as evidence of successful
implementation, but we also note that increased duration for some interviewers using this tech-
nique (and certain respondents who were interviewed with this technique) has the potential to
increase costs, as noted in the literature. Survey managers therefore need to monitor carefully
the average interview durations of conversational interviewers, and possibly intervene if selected
interviewers are consistently producing higher-than-expected interview times.
Regardless of the important differences that we found favouring CI, strategies for reducing
the potential for interviewer effects when using CI are still needed. Careful monitoring of au-
dio recordings of the interviews by interviewer managers may ultimately improve ‘on-the-fly’
training of interviewers using CI; for example, this monitoring may reveal that a particular
interviewer tends to go off on too many tangents. Finally, CI also introduced more variability
in response times, which has potential cost implications. Analyses of audio recordings would
also help to ensure that this increased variability is not arising from specific conversational
interviewers going off on unrelated tangents during the interview.
Overall, we see the results of this study as supporting an approach where interviewers use
scripted, standardized language as much as possible but are not restricted from providing addi-
tional clarification (possibly on top of providing a simple definition) if needed to ensure respon-
dent comprehension for more challenging questions that may introduce ambiguities. Survey
organizations in some European countries already train interviewers in this manner for selected
projects (e.g. Germany and Finland). Committing exclusively to CI for all items would proba-
bly increase interview duration and costs (in part due to the increased amount of time that is
required for training on concepts and definitions); committing exclusively to SI may save costs
but could also lead to reduced accuracy of response for more challenging items.
6.3. Directions for future research
Future research needs to focus on the sources of the IICs that are introduced by these tech-
niques (and especially CI) in the reports on particular survey measures. For example, for reports
regarding the longest uninterrupted period of employment in the past 20 years, at what point
in the survey process was the most variability introduced between conversational interviewers?
Given that the sample was interpenetrated by design (controlling for fixed effects of the areas
where the interviewers were working), did the variability in response rates noted between in-
terviewers using CI lead to the recruitment of individuals with different types of employment
histories? Or, given that variability in the response rates was also noted for the SI interviewers,
did all of the variance between the interviewers in the reports come from measurement error
variance? Future work needs to apply themethods that were discussed inWest andOlson (2010)
and West et al. (2013) to decompose the total between-interviewer variance that is found for a
given survey item and a given technique (which could increase the IIC) into measurement error
variance and non-response error variance between interviewers, assess the correlations of these
two interviewer-specific error sources and examine whether they tend to offset each other (e.g.
Kreuter et al. (2010)). Doing sowill require the types of administrative data that were considered
in this study.
Future research also needs to focus on understanding what exactly transpires during con-
versational or standardized interviews, possibly by using conversation analytic techniques (e.g.
Maynard et al. (2010)). Although we coded the behaviours that were evident in a small sample
of these interviews mainly as a means of technique verification (Mittereder et al., 2017), this
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did uncover some unexpected findings: for example, the conversational interviewers tended to
use neutral probes at a higher rate than expected when faced with a question or confusion.
Was this because specific clarification was not needed? How much of this decision to use a
neutral probe instead of providing additional clarification is based on the judgement of the in-
terviewer or the current context of the conversation? Applications of standardized conversation
analytic methods to random subsamples of interviews using each technique would be helpful
for understanding the mechanics of each technique that may lead to higher or lower quality
of data. Furthermore, interviewers using CI may benefit from additional training and practice;
would higher amounts of training in CI ultimately lead to even better responses? This is another
potential direction for future research.
Finally, we urge survey methodologists to consider replications of this study. Although this
may be difficult, given the need for
(a) training of a large number of interviewers,
(b) interpenetrated samples and
(c) validation data for selected variables,
additional replications would enable the field to accumulate a body of evidence that fully exam-
ines the bias and variance properties that are associated with these two interviewing techniques.
Clearly the results of this study are based on a specific German population, the interviewers
employed by a specific data collection organization and a survey including a variety of con-
tent but primarily focusing on employment histories. Differences in cultural norms regarding
interviewer–respondent interactions between Germany and other countries may lead to differ-
ent effects of CI and SI, meaning that replications of this study in different cultures will be
important. Additional replications of this study could be used by survey managers to make in-
formed decisions about the benefits or costs of using these techniques depending on the context
of their survey.
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