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ABSTRACT
Solar cell technology is becoming a viable alternative to fossil fuels. The main
challenge remains to deliver electricity at grid parity. To achieve this goal increas-
ing the efficiency of solar cells remains the top priority. Most of the solar cells on
the market are still based on silicon wafers. Cu(In,Ga)Se2 thin-film technology,
however, is becoming one of the main competitors with substantial advantage
through reduced material and energy consumption in the production process.
Knowledge-based improvement of the silicon as well as the Cu(In,Ga)Se2 ab-
sorber material requires a better understanding of the material at the atomic
scale. For this purpose, atomistic simulations are a useful approach to gain an
understanding of properties and processes in the absorber material, which are
hard or even impossible to access experimentally.
The scope of this thesis is to investigate the properties of intrinsic point de-
fects in Cu(In,Ga)Se2 and interface-related defect formation processes in silicon
grown from the melt. For this purpose, various atomic-scale simulations meth-
ods are employed, ranging from ab-initio methods such as screened-exchange
hybrid density functional theory to molecular dynamics simulation employing
classical interatomic potentials and Lattice Monte Carlo techniques. This choice
of methods allows to access the relevant system sizes and time scales relevant to
the chosen problems. The detailed characterization of the intrinsic point defects
in CuInSe2 and CuGaSe2 based on screened-exchange hybrid density functional
theory yields a complete and consistent picture of the defect thermodynamics
and the electronic properties of all relevant defects. Most importantly, copper
self-diffusion is found to be mediated by both copper vacancy as well as by the
interstitial and interstitialcy mechanisms. The interstitial mechanism has a partic-
ularly low migration barrier and is a likely source of fast electric field-enhanced
diffusion as measured in some experiments. CuIn and CuGa antisites are found to
act as a hole traps in both CuInSe2 and CuGaSe2 and are assigned to the N2 level,
a prominent signal in admittance spectroscopy measurements in many samples.
It is most likely also the source of a second deeper hole trap level which is con-
sistent with measurements using photocapacitance spectroscopy. GaCu antisites
are found to exhibit a deep electron trap level in Cu(In,Ga)Se2 only when the
gallium content is sufficiently high, whereas InCu antisites are always shallow.
The deep GaCu trap level was confirmed by photoluminescence measurements
in ternary CuGaSe2 devices. The full picture of the intrinsic point defects includ-
ing several proposed metastable defects is analyzed in detail and conclusions for
device optimization are drawn. In addition, the results are put into perspective
xiii
to former results from local density theory in the literature and possible sources
of deviations are discussed.
With respect to defect formation processes at the solid-liquid interface in sili-
con crystal growth, the formation mechanism of twin boundaries at the interface
is revealed by molecular dynamics simulations. In contrast to former models,
it is shown that twin boundaries can form at the triple line between two grains
and the melt. In contrast, the spontaneous formation of twin boundaries at the
interface is generally not possible in the absence of grain boundaries since this
would inevitably lead to the formation of coherency and anti-coherency dislo-
cations. The excess formation energy of these dislocations inhibits spontaneous
twin boundary formation without grain boundaries. At elevated undercooling,
however, faulted dislocation loops can be grown into the crystal at the interface.
Molecular dynamics simulations show that subsequent shrinkage of these loops
is responsible for an interface-related mechanism by which nanoscale vacancy
clusters can be directly grown into the crystal. These clusters are large enough
to be sustained at typical growth temperatures and may act as nucleation seeds
for larger voids. Finally, a new lattice Hamiltonian model for the simulation of
the solid-liquid growth interface is presented. This model extends the commonly
used lattice models to include stacking faults and twin boundaries for the dia-
mond cubic lattice. The model is applied to study the growth dynamics at the
solid-liquid interface and accurately takes into account the formation energy of
stacking faults. The simulations show that an undercooling of 50 K is sufficient
for the spontaneous formation of faulted islands to occur at the interface.
xiv
MOTIVAT ION
The search for economic and sustainable access to energy generated by the sun
remains one of the key challenges of the 21st century. Photovoltaics is the most
direct way to convert photons from the sun into electricity. Much progress has
been made in this area within the last decades, but the challenge remains to
transfer efficient solar cells to mass production at a cost competitive to fossil
fuels.
The maximum reachable theoretical efficiency is 30 % for a single-junction
solar cell with an optimal band-gap of 1.1 eV as given by the Shockley-Queisser
limit [1]. In practice, this efficiency limit is not attained due to imperfections and
inefficient design of photovoltaic devices. Amongst other sources of efficiency
losses, described in more detail in the following chapter, the inefficient design of
devices with regard to the multiple valence and conduction band offsets involved
in the band diagram and carrier recombination mostly due to defect states in the
gap limit the efficiency of solar cells. For this reason, structural defects are a
major concern for the performance of solar cells and should be avoided as far as
possible. The present thesis will investigate many aspects of the defect physics
by atomic-scale simulations in two of the most efficient single-junction absorber
materials for solar cells known today: Silicon and Cu(In,Ga)Se2.
Silicon is the prototypical solar cell absorber material and still largely dom-
inates the solar module market. The highest purity single-crystal silicon solar
cells hold the efficiency record for single-junction solar cells with 25.0 % effi-
ciency reached in the laboratory (Figure 1) [2]. Even though silicon has been
extensively studied since the advent of microelectronics in the 1950s, many ques-
tions concerning the formation processes and properties of defects remain. The
formation mechanisms of twin boundaries, stacking faults and voids, as impor-
tant examples of such defects in melt-grown silicon, are studied in Part IV of this
thesis.
Cu(In,Ga)Se2 shows properties very different from crystalline silicon, which
help to attain high-efficiency polycrystalline thin-film solar cells [3]. First, it is a
direct band gap semiconductor [4]. This is very favorable for thin-films since it
goes in hand with an enhanced absorption coefficient in contrast to the indirect
band-gap material silicon [5]. Second, it shows interesting properties concern-
ing its defect physics. Unlike silicon, in which minor amounts of impurities can
literally destroy the efficiency of a cell, Cu(In,Ga)Se2 can tolerate deviations in
stoichiometry up to several per cent [6]. Even grain boundaries in Cu(In,Ga)Se2
seem not to decrease the performance of cells significantly and it has sometimes
been put forward that they may even be beneficial [3]. In fact, the most efficient
xv
thin-film solar cells today have reached laboratory efficiencies of up to 20.3 %
(Figure 1) [7]. This is already comparable to the record reached by the highest
efficiency multicrystalline silicon cells of 20.4 % [2]. The advantages of mod-
ern thin-film technology with film thicknesses of a few micrometers in compar-
ison to standard wafer-based silicon technology are attractive: greatly reduced
use of material and greatly reduced energy consumption in production while
maintaining high single-junction efficiencies. This opens up huge potential for
reduced production costs of solar cells, which is finally the only chance to estab-
lish photovoltaics as a sustainable and economic energy source. For this reason,
Cu(In,Ga)Se2 research projects remain a priority on the funding budgets of gov-
ernmental funding agencies and innovative companies. As a result, the number
of publications related to Cu(In,Ga)Se2 has risen substantially during the past
years, reaching more than 700 in 2011 (see Figure 2). In comparison to the semi-
conductor prototype silicon, however, our knowledge of Cu(In,Ga)Se2 remains
still limited. This should not come as a surprise considering the substantially
increased complexity of a quaternary semiconductor compound. Even though
numerous studies have focused on the point defect physics in the material, many
issues are not sufficiently understood. The importance and impact of computa-
tional studies on point defects in Cu(In,Ga)Se2 is well illustrated by the fact that
the seminal paper Defect physics of the CuInSe2 chalcopyrite semiconductor by Zhang
et al. [8] is the second-most cited work out of the more than 6000 publications
concerned with research on Cu(In,Ga)Se2 as displayed in Figure 2 (with 506 cita-
tions reported on ISI Web of Knowledge as of November 2012). It is the purpose
of the present thesis to advance our knowledge of the point defect physics in
Cu(In,Ga)Se2 by means of screened-exchange hybrid density functional theory
in Part III. The identification of detrimental defects and understanding of their
properties by simulations should help to avoid them in real world devices, which
will hopefully lead to more efficient cells.
xvi
Figure 1: Best research cell efficiencies. Image and data compiled by Lawrence Kazmer-
ski, National Renewable Energy Laboratory (NREL).
Figure 2: Number of published articles containing the words “CIGS“, “CuInSe2“, “Cu-
GaSe2“ or “CuInGaSe2“ in the topic or title, Source: ISI Web of Knowledge,
November 2012.
xvii

Part I
INTRODUCT ION

The following part introduces the physics of solar cell devices as related to
silicon and Cu(In,Ga)Se2 in Chapter 1 and briefly reviews of the state knowl-
edge about these materials as relevant to the topics of this thesis in Chapters
2 and 3.

1
SOLAR CELLS : PR INC IPLES AND CONCEPTS
1.1 introduction
It is a challenging task to fully understand the physics which determines the
efficiency of a solar cell. Many fields of physics, in particular solid state physics,
but also fundamental concepts of statistical and quantum physics are needed
to grasp the full picture. In this chapter a brief introduction into the physics
of single-junction crystalline and thin-film solar cells is given based on the
two examples relevant to the present thesis: Crystalline silicon solar cells and
Cu(In,Ga)Se2 thin-film cells.
For more in-depth treatments, excellent textbooks are available on the physical
principles behind solar cells, e.g. by Würfel [9], approaching the subject from
thermodynamics. Fonash’s book, which makes extensive use of band diagrams,
gives excellent descriptions of loss processes and discusses the semiconductor
device governing equations [10]. Focusing on Cu(In,Ga)Se2 thin-film solar cells,
the recent book by Scheer and Schock provides an excellent review on the state-
of-the art in the field [11], but it is also worth to mention a recent book about
advanced characterization methods of these devices, which includes a treatment
of modern simulation methods [12]. Finally, Greene [13] gives an excellent review
of advanced third generation concepts for photovoltaics beyond single-junction
solar cells.
1.2 basic concepts
A single junction solar cell is a p-n junction made up by a p- and an n-type
semiconductor layer connected to an electric circuit via front and back contacts.
In such a device impinging photons are absorbed and generate electron-hole
pairs. These electrons and holes with opposite charges are separated in the space
charge zone by the electric field. The separated charges can then be collected
at the front and back contacts leading to an electric current. The process is
visualized in form of a simple schematic band diagram of a p-n homojunction
solar cell, such as a typical silicon cell, in Figure 3. Band diagrams are a useful
and intuitive tool to think about photovoltaic devices and we will present more
5
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Figure 3: Typical schematic band diagram of a silicon solar cell.
detailed examples in the following. The figure shows the valence band, which is
filled for a semiconductor and the conduction band, which is empty. A photon
may be absorbed and creates an electron hole pair, when its energy exceeds the
band gap energy. The excited electrons and holes are diffusing in their respective
bands but are separated when they diffuse into the space charge region. In this
region there exists a directed electric field and a gradient in the electrostatic
potential. In case of the simple p-n junction in Figure 3, the negative electrostatic
potential follows the form of the band edges. The electron may therefore gain
electrostatic energy by moving down in its band, while the hole wins energy by
moving upward. Electrons and holes are collected at the front and the back via
metal contact and represent the generated electric current.
There are numerous ways to engineer a semiconductor p-n junction. One way
is to in-diffuse impurities as is usually done for silicon by p-type doping e.g.
with boron and n-type doping with phosphorus, which creates a homojunction.
Another way is to deposit two layers of different materials on top of each other
which are already n- and p-type conducting. This is called a heterojunction.
Cu(In,Ga)Se2 solar cells represent a heterojunction in a certain sense. For these
cells there is an n-type buffer layer deposited on a p-type Cu(In,Ga)Se2 absorber
layer. However, research has shown that the exact location of type inversion
seems to be located within the absorber, approximately 50-80 nm away from the
interface [14]. In this case we speak of a buried junction.
6
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1.3 the p-n homojunction
The Poisson equation
∂2φ
∂x2
=
n(x)
ǫ
(1.1)
is at the heart of the description of semiconductor devices such as a p-n junc-
tion [15] and is therefore essential also to photovoltaics. It relates the the charge
distribution n(x) in the device to the electrostatic potential φ(x). ǫ is the dielec-
tric constant. The total charge in the device
n(x) = qANA(x) + qDND(x) + n+ p (1.2)
is due to ionized donor and acceptor impurities with the concentration profiles
NA and ND and the charges qA and qD, and due to free charge carriers, i.e.
electrons and holes with the concentration profiles n and p. The concentrations
of electrons and holes are related to the Fermi energy EF by the expressions
n = NC exp
(
−EC − EF
kBT
)
(1.3)
and
p = NV exp
(
−EF − EV
kBT
)
, (1.4)
where NC and NV are the effective density of states at the conduction and
valence band edges, respectively, and EC and EV are the band edge energies.
Putting the above equations together and considering the relation between the
Fermi energy, the band edges and the electrostatic potential one obtains
∂2φ
∂x2
=
1
ǫ
[
qANA(x) + qDND(x) + ni exp
(
− φ
kBT
)
− ni exp
(
φ
kBT
)]
, (1.5)
which can be solved for any given impurity concentration level. In the current
form the dopants have one fixed charge state qA and qB and ni is the intrinsic
carrier density. It is not a conceptual problem to write down the Poisson equation
for any number of dopants and with charge states depending on the Fermi level.
The dependency of charge states and defect formation energies on the Fermi
level will be further discussed in Part II.
Solving the above equation yields useful information such as the charge distri-
bution, the electric field and the potential distribution. Figure 4 shows the typical
analytical textbook solution to the problem of an abrupt p-n junction. This so-
lution makes use of the so-called depletion approximation, i.e. the approximation
that the space-charge region is fully depleted of electrons and holes. Today’s
7
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numerical solvers can quickly solve Equation 1.5 for any dopant concentration
profile without the use of such approximations.
The above example is for the equilibrium case, but can be generalized to the
non-equilibrium steady-state description needed for example for the simulation
of photovoltaic devices during operation by introducing the quasi Fermi levels
EFn and EFp [10]. Away from thermal equilibrium the concentrations n and p
are not directly related via a single Fermi level. There is one quasi-Fermi level
for electrons EFn and one for holes EFp and they simply replace the equilibrium
Fermi level in the expressions for concentrations above:
n = NC exp
(
−EC − EFn
kBT
)
(1.6)
and
p = NV exp
(
−EFp − EV
kBT
)
. (1.7)
It is intuitive to understand that the concentration of electrons as well as holes
can become large under illumination, when many electron hole pairs are gener-
ated.
For Cu(In,Ga)Se2, additional complications may arise which render the above
equations insufficient for device modeling. The doping distributions may not
be constant in time when the solar cell is illuminated or a voltage bias is ap-
plied due to electromigration. This leads to a highly coupled problem in which
basically all properties of the photovoltaic device are a function of time and il-
lumination or bias. In this case, the above equations have to be coupled with a
drift-diffusion model for ion migration for the mobile dopant species. In order to
understand the full band diagram, which can give very useful information, such
as the open circuit-voltage, short-circuit current, and from these the fill factor
and efficiency of the device, all additional layers such as the buffer, back and
front contact need to be included. Solving the Poisson equation is at the core
of commonly used TCAD (technology computer-aided design) software used for
process simulation and device modeling in microelectronics [16], but also increas-
ingly so for research and design of solar cells. Well-known software packages for
solar device simulation include the free packages SCAPS [17] and AMPS [18] as
well as general-purpose commercial packages. In the following, we turn to the
schematic band diagram of Cu(In,Ga)Se2 solar cells.
1.4 a p-n heterojunction : band diagram of cu(in,ga)se2 cells
The band diagram of a Cu(In,Ga)Se2 cell is schematically shown in Figure 5. At
the front of the cell ZnO is deposited as transparent conductive window layer.
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Figure 4: Charge Q or n(x), electric field E = −∇φ and voltage V (or, equivalently,
the electrostatic potential φ) for an abrupt p-n junction within the depletion
approximation. Source: wikipedia, article on the p-n junction.
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Figure 5: Schematic band diagram of a Cu(In,Ga)Se2 heterojunction (from Ref. [22],
reprinted by permission from Macmillan Publishers Ltd.). Five material layers
are involved. The band edges EC, EV , the SCR (space charge region), quasi-
neutral region (QNR), and the position of the Fermi level EF are shown.
ZnO is a prototypical transparent conducting oxide (TCO) with many applica-
tions in photovoltaics and electronics. Between the ZnO window layer and the
Cu(In,Ga)Se2 absorber there is a very thin CdS buffer layer, commonly around
50 nm thick and deposited by chemical bath, while the thickness of the absorber
is on the order of approximately one to two microns. The cell would work also
without a buffer layer, but research has shown that the presence of an optimized
buffer layer enhances the efficiency [19]. At least three reasons have been pro-
posed for this observation [19]. First, the buffer layer protects against damages
and chemical reactions resulting from the subsequent ZnO deposition. Second,
it removes the natural thin oxide layer form the surface, which reestablishes
the necessary positive charge needed for type inversion. And third, it removes
remaining elemental selenium. Molybdenum is commonly used as the back con-
tact material and a thin MoSe2 layer has been observed to formduring deposition
[20]. This MoSe2 layer is understood to be responsible for the contact to be ohmic
avoiding Schottky-type back contact barriers [20]. The band-gap is given as a con-
stant of 1.2 eV in Figure 5, but in devices the band gap varies mainly due to a
gradient of the indium versus gallium concentration [21]. This gradient is tuned
to achieve the highest efficiency devices [22]. Detailed process engineering is nec-
essary, which requires the exact control of copper, indium, gallium and selenium
flow rates as a function of time. A three-stage coevaporation process has been
the benchmark for absorber deposition for many years [21].
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1.5.1 Efficiency limits and optimal gaps
The limiting efficiency of a single-junction photovoltaic device is 40.8 % for an
optimal band gap of 1.11 eV under direct illumination and 31.0 %with an optimal
band-gap of 1.31 eV when diffuse light is used to generate the photocurrent [13].
Under real conditions, there is always a mixture between direct illumination by
the sun and diffuse light, which is first scattered by the earths atmosphere before
impinging onto the cell. The band gaps of silicon (1.1 eV) and Cu(In,Ga)Se2 (≈
1.2 eV for [Ga]/[In+Ga]=0.3) meet the optimal band gap criterion quite closely.
As a rule of thumb, the absorber band gap of an efficient device should lie within
the range of 1.0 to 1.6 eV. It is rather straightforward to find materials with
suitable band gaps for photovoltaics, but in order to achieve efficient devices
many more factors need to be considered.
1.5.2 Photocarrier recombination via defect states
One of the main reasons for the limited efficiency of solar cells is the loss of
photoexcited carriers, i.e. the recombination of electrons and holes via defect
states in the band gap. Such states arise from defects such as point defects,
dislocations, grain boundaries or at interfaces between different materials with
lattice-mismatch. Recombination processes are often classified based on their lo-
cation. For silicon solar cells they are often divided into the top (p-type) layer,
the base (n-type) layer, recombination within the space charge zone and interface
recombination. The classification is motivated by the fact that the character of de-
fects is often different in the n- versus the p-type side, and the possible processes
may depend also on the location of the Fermi level with respect to the band
edges. In the literature on Cu(In,Ga)Se2 cells a slightly different nomenclature is
used. In this case, one distinguishes between recombination in the space charge
zone (SCR) and in the quasi-neutral region (QNR) and additional recombination
may occur in the buffer layer and at the buffer absorber interface as visualized in
Figure 6. Interface recombination is a story of its own, but for our purposes it suf-
fices to think about recombination at interfaces as defect-mediated processes via
interface states in the gap. These may for example arise from broken bonds at an
interface. Research has shown that all of the recombination processes in Figure
6 contribute to the loss of photocarriers in high-efficiency Cu(In,Ga)Se2 cells, but
recombination in the space-charge region seems to contribute the largest fraction
[23]. The importance of defect-related loss processes for photovoltaics motivates
the extensive efforts undertaken in this thesis to identify the relevant defects and
their properties in Cu(In,Ga)Se2 and to identify formation mechanisms of planar
defects in silicon melt growth.
11
solar cells : principles and concepts
1
2
3
4
5
Figure 6: Recombination processes via defect states in Cu(In,Ga)Se2 solar cells may occur
in the quasi-neutral region (QNR) of the absorber bulk (1), in the space-charge
region (SCR) (2), in the buffer (3), at the buffer-absorber interface (4) and at the
absorber back-contact interface (5) (figure adapted by permission from Macmil-
lan Publisher Ltd. from Ref. [22]).
1.5.3 Band offsets
Photovoltaic devices are also inefficient when the band offsets between the vari-
ous layers in the band diagram are not optimally engineered. An efficient device
requires suitable band offsets at the heterointerface as well as at the window
layer, front and back contacts (Figure 5). The most important requirement to
avoid loss of open-circuit voltage in Cu(In,Ga)Se2 devices is that the conduction
band offset at the p-n heterojunction interface is smooth or has only a minor
spike that can be tunneled by electrons in the conduction band. In this case in-
terface recombination can be avoided to a certain extent. Cliffs or big spikes will
dramatically worsen the performance of the device.
1.5.4 Lattice mismatch
In order to avoid interface states in the band gap at heterocontacts it is required
to choose similar lattice parameters. Low lattice mismatch generally leads to
a favourable quality of the interface by reducing the density of interface states,
which arise e.g. form misfit dislocations. The plot in Figure 7 shows the band
gaps and lattice parameters of many ternary chalcopyrites and the lattice param-
eters of potential binary buffer materials. The image visualizes the compositional
flexibility within the multinary chalgogenide family of compounds, which can be
12
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Figure 7: Lattice parameters and band gaps for various chalcopyrites. Lattice parame-
ters for buffer materials are indicated at the top. The red lines between the
compounds indicate miscibility. (Figure and data adapted from Ref. [11])
used to optimize the criteria of an optimal band gap and optimal lattice matching
to the buffer simultaneously [11].
1.5.5 Inhomogeneities and potential fluctuations
Inhomogeneities in Cu(In,Ga)Se2 have been identified to be a likely cause of ef-
ficiency limitation by several authors [24–27]. There can be different kinds of
inhomogeneities: In general one distinguishes between fluctuations of the band
gap and fluctuations of the electrostatic potential. Both of them can be induced
by fluctuations in the composition. The fluctuations of the electrostatic poten-
tial, however, need charged defects to be present. It has been shown by Rau
and Werner [24] that fluctuations of the band gap with a mean deviation of
100 meV can reduce the theoretical efficiency limit of solar cells by 6.1 per cent.
This shows the significance of fluctuations for device optimization. However, the
fluctuations of the electrostatic potential seem to be responsible for a larger re-
duction of the efficiency than the fluctuations of the band-gap in Cu(In,Ga)Se2
cells [25, 26]. The fluctuations of the electrostatic potential have been measured
to be on the order of 20 - 60 meV for Cu-poor CuInSe2 and CuGaSe2 [27] and
have been estimated to be on the order of 140 meV at zero bias by Werner et
al [25]. Control of inhomogeneities and potential fluctuations in Cu(In,Ga)Se2
remains an active research topic and promises significant improvements of effi-
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Figure 8: Example of a rear emitter n-type PERT cell structure (from Ref. [28], ©2006
IEEE, reprint with permission).
ciency. The relation of inhomogeneities to point defects should be pointed out
here. Inhomogeneities in the intrinsic charged dopant profiles may partially be
responsible for the electrostatic potential fluctuations. Point defects may thus
exhibit indirect detrimental effects beyond recombination via defect states, but
this point is hardly discussed in the literature.
1.6 real high-efficiency devices : silicon versus cu(in,ga)se2
Even though the simple band diagram such as in Figure 3 is very useful to
understand the basic device physics of a solar cell, it should also be mentioned
that real silicon devices can be a lot more complicated. As an example, the
schematics of a high-efficiency design for a single crystalline PERT (passivated
emitter, rear totally-diffused) silicon solar cell is shown in Figure 8. One can
clearly see that the geometry is very complex involving e.g. an anti-reflective
surface structure and multiple p, p+, n and n+ layers. The shown design of a
silicon device has reached record efficiencies up to 22.7 per cent [28].
The scanning electron micrograph image (SEM) of a real Cu(In,Ga)Se2 thin
film device is displayed in Figure 9. Obviously, such devices are highly polycrys-
talline with high-densities of grain boundaries and dislocations, not to mention
the point defects and inhomogeneities due to variations in the indium and gal-
lium concentrations, which can not be distinguished in the image. It should be
obvious at this point that the band diagrams presented above, while being very
useful concepts, are only approximate representations of real-world devices.
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Figure 9: SEM micrograph of a cross-section of a Cu(In,Ga)Se2 thin film solar cell de-
posited on a glass substrate (reprinted from Ref. [29] with permission from
Elsevier).
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2
Cu ( I n ,Ga ) S e 2 : INTR INS IC PO INT DEFECTS , PHASE
D IAGRAM AND DIFFUS ION
2.1 introduction
This chapter will review the state of knowledge on some fundamental prop-
erties of the Cu(In,Ga)Se2 absorber material itself focusing on the theoretical
and experimental knowledge on intrinsic point defects, the phase diagram and
copper diffusion. The reader who is not familiar with the thermodynamics of
point defects may consult Chapter 5. All necessary concepts are reviewed there.
The present chapter sets the stage for the detailed study of the intrinsic point
defect physics in CuInSe2 and CuGaSe2 and copper diffusion mechanisms by
means of screened-exchange hybrid density functional theory presented in Part
III of this thesis. For excellent and more complete reviews of the properties of
Cu(In,Ga)Se2 with respect to its use as an absorber in thin-film solar cells the
reader is also referred to Refs. [11] and [5].
2.2 intrinsic point defects
From a theoretical perspective, point defects in CuInSe2 and CuGaSe2 have
mostly been studied using density functional theory within the supercell ap-
proach [8, 30–41]. The seminal paper by Zhang et al. [8] from 1998 on the defect
physics in CuInSe2 allowed to identify the defects responsible for intrinsic dop-
ing and gave a good first understanding of the defect physics in CuInSe2 and
subsequently in CuGaSe2 . The calculated high stability of the I nCu − 2VCu
neutral defect complex was invoked to explain the stability of the so-called or-
dered defect compounds (ODCs, see also Section 2.3). In addition, the removal of
the deep level of I nCu upon pairing with the copper vacancies was presented
as an explanation of the very good tolerance to large off-stoichiometries. The
study represents the first work, which aims at a proper account of the point
defect thermodynamics in terms of the chemical potentials of the constituent
elements. This is essential since the formation enthalpies of point defects are
strongly dependent on the chemical potentials and these are directly related to
the preparation conditions of the material. The point defect formation energies
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and the stability diagram of the study by Zhang et al. [8] are displayed in Fig-
ure 10. A prominent feature of these defect formation energy plots, which has
often been cited in the literature, is that certain defects have negative formation
energies over the entire range of the Fermi energy (e.g VCu at point B and Cu I n
at point C). This is a consequence of the choice of chemical potentials, which
were chosen as the extremum points A, B and C outside the stability region of
CuInSe2 . For a physical interpretation of the thermodynamics of point defects,
the chemical potentials should rather be chosen within the stability region of
the phase to be considered. Methodologically, the study made use of the LDA
functional and a static band gap correction. This correction scheme may not be
accurate enough for reliable defect formation enthalpies, from today’s point of
view.
In 2004 the theoretical work on point defect physics in CuInSe2 and CuGaSe2
was picked up by Persson et al [33, 34]. While the work focused on the dopa-
bility of compounds, it also made use of improvements in the understanding
of the corrections needed for accurate point defect enthalpies. For example the
correction to the band edges was determined from LDA+U rather than using a
static ad-hoc correction. The stability diagram as a function the chemical poten-
tials and examples of the resulting point defect formation enthalpies are given
in Figure 11. The plot allows to identify the Fermi level which results for the
given chemical potentials. It is approximately determined by the point where
copper vacancies and indium copper or gallium copper antisites, respectively,
compensate each other En,compF . The exact equilibrium Fermi level E
eq
F as deter-
mined from the charge neutrality condition deviates only slightly from this exact
point due to the contribution of free charge carriers (see Figure 11). Note that
this picture of a compensated compound semiconductor, consistent with experi-
ment, does not arise from the formation enthalpies as determined by Zhang et al.
previously [8], since the relative formation enthalpies of copper vacancies versus
indium antisites are largely different there such that a compensation Fermi level
does not exist (see Figure 10). Persson et al. also found a Fermi pinning level
due to the copper vacancy. This pinning level is located at the point where the
formation energy of the copper vacancy as a function of the Fermi level is zero.
When the formation energy is zero spontaneous formation of a high number of
these defects can be expected, which results in the Fermi level being pinned, i.e.
it can not be driven higher than the pinning level value.
Experimentally observed metastabilities have motivated the search for metastable
point defects. Lany et al. suggested two intrinsic defects, which exhibit metastable
properties: The selenium vacancy VSe [35], or its complex with a copper vacancy
VSe −VCu [36], and the intrinsic indium and gallium DX centers (In,Ga)DX [37].*
* DX centers in Cu(In,Ga)Se2 can be regarded as InCu or GaCu antisites, which are slightly displayed
from their lattice site to the neighbouring threefold selenium coordinated site and carry two addi-
tional electrons, i.e. they are neutral. The denomination is motivated by extrinsic defects in GaAs
with similar properties. See also the footnote on page 57.
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Figure 10: Point defect formation energies in CuInSe2 and the stability diagram of the
Cu-In-Se system (images from the work of Zhang et al. [8], ©1998 by the
American Physical Society). The points A, B and C of the defect plots cor-
respond to the extremum points in the stability diagram outside the stable
region of CuInSe2.
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Figure 11: Stability diagrams for the Cu-In-Se and Cu-Ga-Se systems and point defect
formation energy plots for CuInSe2 and CuGaSe2 containing the intrinsic
point defects VCu, InCu and GaCu (images from the work of Persson et al. [34],
©2005 by the American Physical Society). These intrinsic defects determine
the compensation Fermi level En,compF and the equilibrium Fermi level E
eq
F .
The copper vacancies exhibit a pinning level En,pinF . The formation energies
are plotted for maximally indium and copper rich conditions, which corre-
spond to maximum n-type conditions (∆µIn = −0.07 eV and ∆µCu = 0.0 eV
for CuInSe2; ∆µGa = −0.21 eV and ∆µCu = 0.0 eV for CuGaSe2).
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Ametastable point defect generally shows two different configurations separated
by a large lattice relaxation, i.e. two configurations with clearly distinct atomic
positions for the two different charge states separated by an energy barrier. In
this case, the relative stability of the two different configurations depends on the
Fermi level. When the Fermi level is changed such that the current configura-
tion becomes unstable, the defect needs to relax over the energy barrier. During
the time needed for relaxation the defect is thus metastable. Many different
metastable effects have been experimentally observed in Cu(In,Ga)Se2, such as
persistent photoconductivity [42], the increase of the open-circuit voltage upon
white-light soaking [43], an increase of the space-charge upon illumination [44]
or reverse-biasing [45] accompanied with a decrease of the fill factor [46] as
well as capacitance relaxation on long time scales after light-soaking [47]. How-
ever, it remains under debate, which, if any of these effects, can be assigned
to metastable point defects [48, 49]. In the following, the metastable properties
of VSe,VSe −VCu and (In,Ga)DX as proposed by Lany and Zunger [35–37] are
briefly reviewed.
The selenium vacancy has been proposed as a metastable defect in CuInSe2.
It shows a large lattice relaxation at the +2/0 charge transition level at 0.08 eV
(after Ref. [35]) which is associated with forming or breaking a bond between the
adjacent indium atoms. Lateron it has been proposed that most of the selenium
vacancies in CuInSe2 actually exist as VSe −VCu complexes [36]. The metastable
property of the selenium vacancy carry over to the the VSe −VCu complex. For
the complex the metastable +1/-1 charge transition level† is located at 0.19 eV in
CuInSe2 and at 0.32 eV in CuGaSe2 (Figure 12). This level can potentially explain
certain metastabilities in Cu(In,Ga)Se2 devices since the Fermi level is likely to be
located below 0.2 eV in the absorber bulk material. When the device is biased or
illuminated the Fermi level may be raised above the +1/-1 charge transition level
such that the -1 charge state becomes stable. Two additional electrons would be
trapped at the defect and this would increase the hole density. After the light or
bias treatment is switched off, the defect could relax to its +1 ground state, but
it has to overcome an energy barrier. Therefore, the relaxation process is slow
such that the increased hole density can persist, which was proposed to explain
persistent photoconductivity and other metastable effects [36]. This metastable
process is conveniently visualized in a configuration coordinate diagram (Figure
13). It should be already noted at this point that the formation enthalpy of
the VSe −VCu complex is relatively high even at favorable selenium-poor condi-
tions (Figure 12). Therefore, the concentration of such defects in thermodynamic
equilibrium could be expected to be rather low. Thus, it seems questionable if
significant metastabilities, which require concentrations on the order of the free
charge carrier density, can be attributed to VSe −VCu.
† The charge of the copper vacancy of -1 adds to the charge of both configurations as compared to
the +2/0 charge transition level of the sole VSe defect.
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Figure 12: Defect formation enthalpy plot of the VSe −VCu complex (from the work of
Lany and Zunger [36], ©2006 American Institute of Physics, reprint with per-
mission). The important metastable charge transition level is indicated as
ǫ(+/−)
The InDX and GaDX center have also been proposed as metastable defects in
CuInSe2 and CuGaSe2 by Lany and Zunger [37]. The ground state configuration
of these defects are plain In+2Cu and Ga
+2
Cu defects. When the Fermi level is raised
above the DX pinning level EpinDX (0.92 eV in CuInSe2, 0.84 eV in CuGaSe2 [37]),
however, the DX configurations were predicted to become energetically more
favorable. The defects gain energy when they transform into the neutral DX
configuration In0DX or Ga
0
DX by displacing the defect atom to the nearby threefold
selenium-coordinated site and capturing two electrons (see Figure 15). The high
Fermi level which is needed for the DX center to be stable suggests that it may
only occur close to the buffer absorber interface where strong band bending
occurs. The DX center then exhibits properties of a recombination center due to
its defect state in the band gap (with single-particle energies ǫDX in Figure 14).
It has therefore been suggested as a possible cause for the difficulty to maintain
high efficiencies when gallium is alloyed in the absorber to increase the band gap
[37]. The predicted metastable properties of the DX centers have been related to
reversible changes of the fill factor in Cu(In,Ga)Se2 solar cells as measured by
admittance spectroscopy and capacitance-voltage characterization [37, 50].
A lot of defect-related experimental data exists from studies using many dif-
ferent spectroscopy methods such as e.g. photo- and cathodoluminescence, ad-
mittance and deep-level transient spectroscopy [51–53], photocapacitance mea-
surements [54, 55], drive-level capacitance profiling [56], and Hall measurements
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Figure 13: Configuration coordinate diagram of the VSe −VCu defect complex in
CuInSe2 (from the work of Lany and Zunger [36], ©2006 American Institute of
Physics, reprint with permission). The trapping of optically excited electrons
leads into the (VSe −VCu)− state (4). This state is potentially metastable and
may persist, since the energy barrier ∆E2 has to be overcome in order to relax
to the (VSe −VCu)+ state.
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Figure 14: Pinning levels and single-particle energies of DX centers in CuInSe2 and
CuGaSe2 as determined from LDA compared to pinning levels in other com-
pounds (from the work of Lany and Zunger [37], ©2008 American Physical
Society, reprint with permission).
Figure 15: Configuration coordinate diagram for the metastable indium DX center in
CuInSe2 (from the work of Lany and Zunger [37], ©2008 American Physical
Society, reprint with permission).
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[57]. It is difficult to comprehensively summarize all of the experimental find-
ings, but the data seem to support the existence of a deep level around 0.8 eV
independent of Gallium content [54, 55] and of a hole trap level in the range be-
tween 0.15-0.35 eV in both CuInSe2, CuGaSe2 and its alloys [51–53, 57–61]. When
measured using admittance spectroscopy, this level is often denominated as N2.
For further reading, the reader is pointed to a recent review on shallow defects
in CuInSe2 and CuGaSe2 [62]. Generally, the experimental data does not seem to
be sufficient to assign any of the metastable phenomena to a certain metastable
point defect.
2.3 phase diagram
Let us now turn to the discussion of the phase diagram of CuInSe2 and CuGaSe2.
The phase diagram is essential for the understanding of diffusion and the in-
terpretation of experimental results, e.g. when employing interdiffusion couples.
The connection between the stability diagram (the grand-canonical zero tempera-
ture version of the common temperature-composition phase diagram), the chem-
ical potentials of the constituent elements and the intrinsic point defects is an
essential foundation of the present study. This fundamental connection will be
further addressed in Part II of this thesis.
The ternary phase diagram of CuInSe2 has been investigated in detail by
Gödecke et al [63, 64]. Their pseudo-binary phase diagram is displayed in Figure
16. The stable solid phases in the ternary Cu-In-Se system are exclusively located
on the Cu2Se-In2Se3 pseudo-binary line. In addition to the boundary phases
Cu2Se and In2Se3 there are three phases, which are stable at room temperature
α (CuInSe2), δR (CuIn3Se5), γTR (CuIn5Se8). The α phase corresponds to the com-
mon chalcopyrite crystal structure but may deviate significantly into the copper-
poor composition up to 3 % at 600◦C. A disordered high-temperature phase δH
is stable over a wide concentration range and up to the melting point. The stable
phases at room temperature are not consistently denominated in the literature.
In this thesis, it is thus preferred to use the compositional description CuInSe2,
CuIn3Se5 and CuIn5Se8 to refer to these phases. The stability of CuIn3Se5 and
CuIn5Se8, which are also referred to as ordered defect compounds (ODCs‡), has
been suggested to result from the low formation enthalpy of InCu − 2VCu defect
complexes on the basis of local density functional theory [8, 30], but experimental
studies do not seem to confirm the predicted long-range order [65]. The struc-
ture of the CuIn3Se5, CuGa3Se5 and their alloys has been debated [66, 67], but
recently the debate seems to converge to a stannite-structure with I4¯2m space
group [65]. The literature is not conclusive on the structure and the question
of long-range order in CuIn5Se8 and CuGa5Se8. Many other compounds with
stoichiometries between CuInSe2 and CuIn5Se8 have been reported, but it is not
‡ The term ordered vacancy compound (OVC) is equivalently used in older papers.
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clear whether they really exist as discrete phases in equilibrium [5]. In general,
the Cu-Ga-Se system is much less well studied than the Cu-In-Se system.
2.4 copper diffusion
Experimental determination of copper diffusion in CuInSe2 yields diffusion coef-
ficients varying over seven orders of magnitude from 10−13 to 10−7cm2/s at room
temperature [68–72]. A pronounced dependence of the diffusion coefficient on
copper concentration [71] and correlation with conductivity [70] has been found
in experiments. Copper redistribution at the CuInSe2/CdS interface has been
proposed to be responsible for the voltage-bias induced metastable behavior of
CuInSe2 solar cells [45]. A model in which copper interstitials exhibit long-range
field-induced drift from an interface into the bulk leaving negatively charged
vacancies behind was formulated by Herberholz et al. [45], but direct evidence
for this mechanism is still lacking today. Copper migration from the interface
into the bulk has also been observed during deposition of the CdS buffer layer
on CuInSe2 at a certain Fermi pinning level citeKJ99, KFJ+00. Finally, external
electric fields induce p-n junctions in p-type CuInSe2 which is due to copper mi-
gration [71, 73–77]. For all of these phenomena, however, the atomistic details
are not thoroughly understood. The diffusion of copper especially in relation to
the formation of ODCs is not understood and therefore more detailed insights
are desirable. The diffusion of copper via vacancy, interstitial and interstitialcy
mechanisms and its consequences are addressed in chapters 7 and 8 of this thesis.
2.5 open questions
In Part III of this thesis, a complete recharacterization of the intrinsic point defect
physics is carried out based on screened-exchange hybrid density functional the-
ory and copper diffusion mechanisms are investigated. The improved accuracy
of the method as compared to local density functional theory is one of the main
motivations for this endeavor. It is intended to provide accurate answers to the
following questions on the basis of the obtained data:
• What is the relation of the copper vacancy to the pinning of the Fermi level
in the various compounds?
• Which are the most relevant intrinsic point defects in CuInSe2 and CuGaSe2,
that can be contained in the absorber?
• Which defects represent relevant electron and hole traps?
• What are there experimentally observable activation energies?
• Which are the relevant mechanisms for copper diffusion in CuInSe2?
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Figure 16: Experimentally determined pseudo-binary phase diagram along In2Se3-
Cu2Se (image from Ref. [64], reprint with kind permission of Carl Hanser
Verlag.).
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• What are corresponding activation energies?
• Which defects can potentially lead to metastabilities in the devices?
• What is the role of selenium vacancies and DX centers in this respect?
• What are the origins of the hole trap level at around 0.15-0.35 eV and of the
0.8 eV photocapacitance level?
• Which defects form complexes?
• What is the relation of the intrinsic point defect physics to the device per-
formance?
• How do the preparation conditions have to be chosen in order to optimize
the performance of devices with respect to the point defect physics?
• What are the differences to data obtained from local density functional
theory in former studies? And is there some rationale for these differences?
• Can we gain a better understanding of the properties of intrinsic point
defects in CuInSe2 and CuGaSe2 by using screened-exchange hybrid func-
tionals?
Readers who want to skip the review of methodology (Part II) are directly
referred to Part III for the full study and detailed answers. A brief summary of
the answers is given on page 165.
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S I L ICON : CRYSTAL GROWTH , INTERFACE K INET ICS AND
EXTENDED DEFECTS
3.1 introduction
Wafers of crystalline silicon are used today in photovoltaics as well as in micro-
electronics. Silicon is the prototypical semiconductor and has been extensively
studied. A lot of literature exists on defects in silicon and its properties. It is
not the purpose to give a complete review here, since many good reviews on
the properties of defects already exist [78, 79]. The formation of defects as a
consequence of interface growth kinetics in silicon has been studied to a lesser
extent. It is the purpose of Part IV of this thesis to understand the formation
processes of twin boundaries, stacking faults and voids at the solid-liquid inter-
face by atomic-scale simulations. In this chapter, the stage for this endeavour is
set by reviewing two relevant methods for silicon crystal growth from the melt,
the Czochralski process and edge-defined film-fed growth (EFG). Subsequently,
the state of knowledge on the formation processes of twin boundaries, stacking
faults and voids during silicon crystal growth from the melt is reviewed.
3.2 crystal growth methods
Both photovoltaics and microelectronics require extremely pure and almost defect-
free silicon. This poses stringent requirements on the crystal growth process. The
most prominent single-crystal growth method for silicon is the Czochralski pro-
cess. In this process, silicon is melted in a quartz crucible and a rotating seed
crystal is slowly pulled from the melt with a velocity of only a couple of millime-
ters per second. The process allows to obtain highly pure silicon single-crystal
ingots and is employed for this purpose on a large scale in the semiconductor
industry today.
In EFG, the wafer is directly pulled from the melt. This has potential advan-
tages in particular for silicon wafers for photovoltaics. The process is much faster
than Czochralski growth with a velocity of up to meters per hour. EFG wafers
are initially drawn from the melt as thin-walled polygonal tubes. Little cutting
is necessary since the tubes already have the proper wafer thickness. The pro-
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cedure thus saves scrap material, which is lost otherwise during slicing of the
crystal into wafers. However, the obtained EFG-wafers are polycrystalline, i.e.
they are not entirely defect free. Grain boundaries, twin boundries and other
defects are present. The EFG procedure is thus suitable for photovoltaics, but
not for microelectronics, which has stricter requirements on crystal quality.
3.3 interface growth kinetics
The atomic-scale processes at the moving liquid-solid growth interface play an
important role during the crystal growth process [80]. When full thermodynamic
equilibrium is not achieved, which in practice is the case for most crystal growth
techniques, defects remain in the crystal. The concentration and distribution of
these defects depend on the history of the crystal during growth. Despite the po-
tentially great importance of interface growth kinetics our understanding of the
relevant atomic-scale processes remains limited. Because atomic-scale processes
at growth interfaces are extremely difficult to observe experimentally, computer
simulations have become an important tool in this area [81].
Lattice Monte Carlo models were applied to study the equilibrium properties
of silicon solid-liquid interfaces as well as crystal growth of silicon [82–88]. The
general procedure of these simulations is to use a simple Ising-model with first or
also second-nearest neighbour interactions as a model for the crystal where one
state of a lattice site represents solid atoms, while the other state represents the
liquid. The field term of the Ising-model may be used to represent a thermody-
namic driving force ∆µ, a free energy difference driving the growth of the crystal.
One of the universal feature of such models is the finding that the growth of the
(111) interface is nucleation-limited. A two-dimensional nucleus at the planar
interface is needed to provide the step to which further atoms can attach. This
leads to a layer-by-layer growth of the (111) interface. Rough surfaces such as the
(100) and (110) interface always have sites available to which atoms may attach
and therefore growth on these interfaces is not nucleation but diffusion limited.
Many of these simulations have been concerned with the roughening transition
and preroughening transition of the (111) interface [82, 83, 85, 86]. The existence
of the preroughening transition at (111) interfaces with only first nearest neigh-
bour interactions seems to be a controversial issue [83, 85]. Other studies focus
on the growth velocity versus undercooling relation [87, 88]. Generally, it has
been understood from these simulations that the silicon (111) solid-liquid inter-
face is atomically flat at the melting temperature, while other interfaces such as
the (100) and (110) interfaces are atomically rough. The roughening transition
of the silicon (111) interface occurs only above the melting temperature, while it
occurs below the melting temperatures for the other interfaces. This behaviour
is also reflected in the growth velocity versus undercooling curves, which show
a linear relation for all rough interfaces, while for the (111) interface the relation
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has an exponential shape. This is because growth of the (111) interface is limited
by nucleation of two-dimenisonal seeds on the interface. For this reason, growth
at the interface only occurs above a critical undercooling, which is experimentally
estimated to lie between 1.5 K and 9 K [89–91]. A new model which incorporates
twin boundaries and stacking faults into the Lattice Monte Carlo methodology
is presented in Chapter 13 of this thesis.
3.4 twin boundaries and stacking faults
Silicon does not grow as a perfect crystal under common growth conditions.
Stacking faults and twin boundaries are very common defects with formation
energies as low as approximately 30 J/m2 (see Table 15 on page 151). The for-
mation of twin boundaries is often observed in wafers produced by EFG and
have historically been a problem in Czochralski growth also. Interestingly, it is
experimentally found that wafer areas with a high twin density exhibit superior
electrical properties in solar cells, i.e. a higher lifetime of excited charge carriers
[92]. Therefore, an increase of the twin density in the wafers may lead to more
efficient solar cells. In order to realize an increased twin density, however, a
detailed understanding of the nucleation process of twin boundaries is essential.
The growth of parallel twins in small crystallites can be explained by the
reentrant-corner Hamilton-Seidensticker growth mechanism [93]. This mecha-
nism, however, explains only the continous growth, after twins already have
formed. It does not address the nucleation of twin boundaries. Twin forma-
tion in silicon growth from the melt has been extensively studied experimentally
and several formation models have been proposed [94–98]. Still, the nucleation
process of the twin boundaries has not been directly observed and several twin
formation mechanisms have been proposed in the past. It has been reported in
recent papers that parallel twins can form at (111) microfacets [94, 95] as well
as that they may form at grain boundaries [96]. Moreover, twins may already
be present in small nuclei formed in the melt [97], or may form at a later stage
[98]. Recently, it has been stated that carbon impurities may also induce twin
formation in silicon [99]. It has been recognized by Billig [100], that twinning
in Czochralski growth occurs on (111) facets that form at the three-phase bound-
ary between crystal, melt and ambient. A thermodynamic model to explain this
behaviour has been devised by Hurle [101] based on ideas of Voronkov [102].
A clear understanding of the atomic processes responsible for twin boundary
formation has, however been lacking. The twin formation mechanism at grain
boundaries is revealed in Chapter 11 of this thesis.
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3.5 void formation
Voids of up to 100 nm in diameter are typically observed in silicon ingots grown
from the melt [103]. Among these, octahedral voids often occur as twin-type, i.e.
two voids very close to each other [104]. Since electronic devices shrink to ever
smaller sizes, even the presence of these very small voids represents a significant
challenge for the reliability of electronics built from silicon wafers [78]. Much
progress has been made in the past decade in understanding the formation of
voids and dislocation loops [78, 105] and it is widely accepted that void formation
in silicon is due to the condensation of single vacancies from a supersaturated
crystal [78]. The origin of double void formation is, however, still a matter of
debate. In general, thermodynamic models assume, that depending on the ratio
of growth velocity and temperature gradient, excess vacancies or interstitials
are incorporated at the growth front [106–110]. When the crystal is cooled to
temperatures below 1100 ◦C these excess vacancies may condense and nucleate
voids, while excess interstitials form interstitial loops. Modeling approaches
using kinetic Monte-Carlo methods [106, 111–115] or continuum models [116,
117] have supported this picture. In Chapter 12, an alternative mechanism for
void and double void formation based on kinetic effects at the growth interface
is presented.
3.6 open questions
The open questions related to silicon crystal growth from the melt and the forma-
tion processes of defects to be investigated in the present thesis are summarized
as follows:
• What is the nucleation mechanism of twin boundaries in silicon grown
from the melt? (Ch. 11)
• How can twin nucleation be influenced? (Ch. 11)
• What is the nucleation mechanism of nanovoids in silicon grown from the
melt? (Ch. 12)
• Is there a role of interface kinetics in void formation in addition to the
common models based on vacancy condensation? (Ch. 12)
• How does the the twin formation energy influence the formation of faulted
islands at the (111) growth interface? How does it depend on undercooling?
(Ch. 13)
• How can we efficiently model stacking faults at the interface on longer
length and time-scales? (Ch. 13)
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The reader is referred to the Summary (page 165) for brief answers and to the
chapters in Part IV for detailed descriptions of how the questions were tackled.
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Part II
METHODS

The following methodological part introduces the toolkit of atomistic simula-
tions. Starting from statistical and quantum physics, the atomistic methods
for total energies as well as for sampling equilibrium and the calculation
of time trajectories of interacting ensembles of atoms are introduced. Spe-
cial emphasis is put on the thermodynamics of point defects, a necessary
foundation for the extensive study of intrinsic point defects in CuInSe2 and
CuGaSe2 in Part III.

4
ATOMIC - SCALE S IMULAT ION METHODS
4.1 the fundamental picture
Atomic-scale simulations of defects in semiconductors have become an emerg-
ing field over recent years. This is not only because of the increasing availabil-
ity of more powerful computers, but mostly due to the development of refined
theoretical methods. The foundation of atomic-scale simulations relies on two
fundamental physical theories: Statistical mechanics and quantum mechanics.
The fundamental connection of statistical mechanics to thermodynamics as
discovered by Boltzmann relates the entropy S to the number W of microstates
of the system:
S = kB lnW. (4.1)
This definition of entropy, however, applies only for closed systems, such as
for example the universe as a whole, in which all possible states have equal
probability and energy is conserved. In thermodynamics, one is more often
interested in subsystems, which are not necessarily closed and the microstates
may have varying probability. Therefore, it is more appropriate to work with the
generalized Gibbs entropy,* which allows to attribute arbitrary probability pi to
each microstate i:
S = −kB ∑
i
pi ln pi. (4.2)
In statistical mechanics, an ensemble is defined defined by fixing three of the ex-
tensive thermodynamic variables. For the simulation of physical systems, which
can be considered to be in contact with a heat bath and can not exchange par-
ticles with the environment, the canonical ensemble is one possible and useful
choice. This ensemble assumes fixed particle number N, volume V and temper-
ature T. For this case, the probability of a certain microstate i depends on its
energy Ei and is given by the Boltzmann probability pi = exp
(
− EikBT
)
. Further-
more, in statistical mechanics, a partition function for each ensemble is defined
* see Ref. [118] for a discussion of the Gibbs entropy versus the Boltzmann entropy
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by a sum over the probabilities of the microstates. For example, the canonical
partition function ZC is a sum over all possible states i weighted with respect to
the state’s probability, i.e.
ZC = ∑
i
exp
(
− Ei
kBT
)
. (4.3)
Knowledge of the partition function allows to construct the thermodynamic
potential of the chosen ensemble, which is the Helmholtz free energy in the
canonical case
F(T,V,N) = U(T,V,N)− T · S(T,V,N) = −kBT lnZC. (4.4)
All thermodynamic properties of a canonical system in equilibrium can be
derived from this thermodynamic potential. Therefore, if we knew the energy
Ei of every possible state i of a system, one would have access to any desired
thermodynamic property of the system. So how can we access the energy of a
certain state?
In the classical picture it is straightforward to write down the interaction of
any ensemble of particles if the state is specified by the positions and velocities
of the particles. For example, if there is only electrostatic interaction between the
particles, this would simply be a sum over all pairs of particles with the potential
energy given by Coulomb’s law, i.e.
qiqj
4πe0rij
, (4.5)
where qi and qj are the charges of particles i and j, and rij is their distance.
Although calculating the trajectories of such a classical many-body problem
can already become difficult when the number of particles is increased beyond
three, it is relatively straightforward to calculate the total energy for any given
state. The calculation of a specific thermodynamic property then becomes mainly
a problem of sufficient sampling of the phase space for determining the ensemble
average.
However, we know that classical mechanics is not sufficient to understand the
properties of matter. Quantum theory lies at the very heart of solid state physics
and is crucial in order to understand most properties of solids, including the
total energy of a system of atoms. We thus need to turn to modern quantum
theory in order to calculate the total energy of any system from first-principles.
The answer is contained in the Schrödinger equation, which in its simplest time-
independent form can be written as the eigenvalue problem
Hˆ|ψ〉 = E|ψ〉. (4.6)
In this representation, the interactions of the particles of the system are still
hidden in the Hamilton-Operator Hˆ, which acts on the many-body wavefunction
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|ψ〉, represented here in the general form of a ket-vector from Hilbert space [119].
Solving the eigenvalue problem yields the energy En belonging to the eigenstate
|ψn〉. With explicit interactions in real-space representation for a system of atoms
with fixed positions of the classically treated nuclei RI,J (Born-Oppenheimer ap-
proximation) the equation reads
− h¯2
2m
∂2
∂r2
+
e2
2
ZIZJ
|RI − RJ | −
ZIe
2
|ri − RI |+ e22 1|ri−rj|

ψ(r) = Eψ(r). (4.7)
In this equation the first-term is the kinetic energy operator of the electrons
and the following three terms are the potential energy operators of the ion-ion,
ion-electron and electron-electron interactions, respectively.† This equation is im-
possible to solve analytically, except for very simple cases such as the hydrogen
atom [119]. Systems such as solids, even if just a few atoms are considered,
are impossible to solve numerically based on this rigorous approach. There-
fore, advanced computational methods and approximations are necessary for
the simulation of larger systems. The more approximations are used the larger
are the system sizes and time scales that can potentially be accessed (Figure 17),
which of course is not possible without reducing accuracy. Density functional
theory (DFT), which is introduced in more detail below, nowadays is a very
popular approach to approximatively solve the Schrödinger equation to obtain
the total energy. When we are interested in thermodynamic quantities of a sys-
tem, where we basically have to sum over infinitely many states to obtain an
ensemble average, we would basically have to solve the Schrodinger equation
infinetely many times to solve the problem exactly from first principles. This is
obviously impossible. It should now be clear that we need advanced approxi-
mations and algorithms to simulate physical systems on the basis of statistical
mechanics, both for total energy computations and for sampling the phase space.
In practice there exist various levels of approximations in both of these areas. In
the following, the total energy computation will be described starting out from
density functional theory with its various levels of approximations going to the
coarser approximations such as the descripition of interacting atoms via empir-
ical potentials and lattice hamiltonians, which do not treat electrons explicitly
anymore. With respect to atomistic methods needed to sample the phase space
with the goal of obtaining thermodynamic information or to calculate trajecto-
ries in phase space, we briefly introduce the molecular dynamics method as well
as Metropolis Monte Carlo sampling and the Kinetic Monte Carlo algorithm in
the following sections. In principle, atomic-scale data can be used in continuum
models, to bridge the length-scale further up to the macroscopic scale. The ap-
propriate choice of methods from this atomic-scale simulation toolkit is essential
† ri and rj are the position operators of the electrons, while RI and RJ represent the ones of the ions.
ZI and ZJ are the charges of the ions. The sums over electrons and ions are not explicitly written
(Einstein’s sum rule).
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Figure 17: Atomic-scale total energy methods with respect to accessible time scales and
system sizes. Accessing the time dimension requires to couple the total en-
ergy methods as displayed in the figure to an algorithm for the calculation
of time trajectories such as molecular dynamics or Kinetic Monte Carlo (see
Section 4.3). Therefore, the above representation shoud be understood as an
approximative classification.
and depends on the question to be solved. The limiting factor is most often the
necessary amount of computational resources. Every problem has its require-
ments with respect to the necessary system size and time scale, which in turn
constrain the achievable accuracy. Many problems which in principle can be
tackled by atomic-scale simulation methods can in practice only be solved with
a good amount of creative thinking about how to combine the available tools in
the most sensible way.
Following the introduction of the full suite of atomic-scale simulations meth-
ods in the present chapter, the necessary concepts for the calculation and inter-
pretation of the thermodynamics of point defects are introduced in Chapter 5.
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4.2 methods for total energies
4.2.1 Density functional theory (DFT)
4.2.1.1 Basics
In density functional theory (DFT), the complexity of a many-body system of N
interacting electrons in the presence of ionic cores is reduced to the optimization
of an electron density, which depends only on three spatial coordinates indepen-
dent of the number of electrons. Hohenberg and Kohn showed in 1964 [120]
that the energy E of an interacting electron gas in an external potential V(r)
due to ionic cores and external fields can be expressed by a functional F[n(r)]
of the electron density n(r) and that the ground state energy is equivalent to
EGS = min{
∫
V(r)n(r)dr + F[n(r)]}. The proof itself, however, does not provide
a recipe of how to construct an explicit functional F[n(r)]. Later, Kohn and Sham
showed that the problem of many interacting electrons may be transformed into
a problem of non-interacting particles moving in an effective potential, which
may in principle include all many-body effects including exchange and correla-
tion, and is only a functional of the electron density [121]. Within the Kohn-Sham
method, the ground-state total energy E for a collection of electrons interacting
with one another and with an external potential Vext (including the interaction
of the electrons with the nuclei) can be written as
E[n] = ∑
α
fα〈ψα|
(
1
2
∇
2 +Vext +
1
2
∫
n(r′)dr′3
|r− r′|
)
|ψα〉+ Exc[n] + EII,
where fα is the occupation of a single-particle state |ψα〉 usually taken from a
Fermi-function, while EII describes the ion-ion interaction. All many-body effects
are hidden in the exchange-correlation Exc[n] term.
By construction, density-functional theory is an exact theory given that the
exchange-correlation functional is known. In praxis, however, the functional has
to be approximated. Since the foundations of density-functional theory have
been completed with the Hohenberg-Kohn theorem and the Kohn-Sham ansatz,
subsequent progress in the theory has focused on efficient numerical implemen-
tations and improved exchange-correlation functionals [122].
4.2.1.2 Basis Sets
Finding a mathematically convenient basis set representing the Kohn-Sham or-
bitals within density functional theory calculations is essentially a balance of
computational performance and accuracy. Any basis can be made more complete
and therefore more accurate by adding more basis functions. For a plane-wave or
real space basis this can be systematically done by simply increasing the spectral
range. Usually, core electrons, for which the wave-functions exhibit strong oscil-
lations, are excluded and replaced by so-called pseudo-potentials representing
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the combined potential of the ionic core and core electrons. Exclusion of the core
electrons results in an improved performance, especially for plane-wave basis
sets, and is often a prerequisite for treating extended systems. Using a localized
basis set, such as for example a Gaussian or numerical atomic orbital basis func-
tion, may have advantages concerning the scalability of the method with respect
to the system size. However, in that case, more effort is needed to check the com-
pleteness of the basis set. A combination of a localized basis and a plane-wave
representation is the full potential linearized augmented plane wave (FP-LAPW)
method, which represents an accurate yet efficient all-electron approach [123].
4.2.1.3 Functionals for Exchange and Correlation
local approximations :
In the local density approximation (LDA), the exchange-correlation energy as
a functional of the density is described by a homogeneous electron gas. The
correlation energy of the homogeneous electron gas can be obtained by highly
accurate Quantum Monte-Carlo simulations [124], while the exchange energy
is known analytically. The LDA is sufficiently accurate for many problems in
solid-state physics, especially for describing electrons in simple metals, which
behave very much like free electrons. Because of its simplicity and limited com-
putational costs, the LDA is very useful for describing large systems as well as
for obtaining approximate energies and wave functions that can then be refined
by more sophisticated levels of theory. An improvement of the LDA has been
achieved by recognizing that the exchange-correlation energy can be described
more accurately by including gradients of the electron density. In contrast to
LDA, different variants exist of how the gradient is included. Nowadays, how-
ever, the generalized gradient approximation (GGA) by Perdew, Burke and Ernz-
erhof [125] (PBE-GGA) is most widely used.
Although improving on many calculated material properties in comparison
with the local approximation, the GGA still has deficiencies in various aspects.
Most importantly, both the LDA and the GGA fail to reasonably describe the
fundamental band gap, which is generally underestimated (sometimes by more
than 50%) in both approximations. This issue is known as the band-gap problem
in DFT. Approaches to improve the exchange-correlation energy by including
higher derivatives of the electron density have failed, and it is now generally
accepted that improvements require to properly account for non-locality.
lda+u and gga+u :
A direct extension of the LDA and the GGA functional is obtained by adding
an on-site Coulomb repulsion term to specific orbitals representing the electro-
static repulsion between localized electrons. This approach is motivated by the
lattice -based Hubbard model [126], which describes the repulsion of electrons
within a narrow band, i.e. electron correlation, by an empirical parameterU. Sim-
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ilarly, a density functional that partially corrects specific localized orbitals for the
electron correlation can be designed by introducing the repulsion parameter U
(LDA+U or GGA+U) [127].
The +U method has become a popular approach, which allows for a partial
correction of the correlation and self-interaction error of the LDA and signifi-
cantly improves the description of Mott insulators, such as transition metal ox-
ides. Nowadays, the method is widely applied due to its relative accuracy at
very reasonable computational costs. As a byproduct, the calculated band gaps
of semiconductors can be improved by using the +U approach, because the in-
creased repulsion between specific orbitals leads to an enhanced localization.
However, LDA+U and GGA+U still underestimate the band gap. In addition, it
is often not a priori clear how and for which orbitals U parameters should be
applied. Further details on the LDA+U method can be found in a review by
Anisimov [128].
hybrid functionals :
The LDA and the GGA functional considerably underestimate the exchange
energy, but properly account for the correlation energy. The Hartree-Fock method
by definition properly accounts for the exchange interaction, but in turn can not
access the correlation energy. Therefore, one may conclude that the true answer
to the problem must lie somewhere in between. This is the starting point for
the development of hybrid functionals. The basic idea for hybrid functionals
is thus to mix the exchange-correlation energy of the traditional LDA or GGA
functionals with a fraction of exact or Hartree-Fock exchange. In recent years,
it turned out that hybrid functionals are indeed able to give a much better de-
scription of the exchange and the correlation energy than traditional functionals.
Also, the band gaps are significantly improved. This, however, comes at a price:
Hybrid functionals are computationally at least two orders of magnitude more
expensive than their local or semi-local counterparts. Typical examples of hybrid
functionals that have been engineered in such a way are B3LYP [129], PBE0 [130]
and HSE06 [131, 132]. A review on hybrid functionals applied to solids and
an assessment of their accuracy in comparison to experiment has recently been
given by Marsman et al. [133]. Another review focusing more on the general the-
oretical framework has been authored by Kümmel and Kronik [134], who also
discuss the issue of the band-gap problem in case of hybrid functionals.
Hybrid functionals can further be distinguished by whether they use a global
approach to mix the exchange correlation energy Exc from a nonlocal Hartree-
fock type exact exchange EHFx and a semi-local PBE-GGA contribution EGGAx ,
such as
E
hybrid
xc = E
GGA
xc + xHF(E
HF
x − EGGAx ), (4.8)
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or whether a range-separated screened hybrid functional such as HSE06 is
used [135]. This functional splits the electron-electron interaction into a short-
range and a long-range part. For the short range part 25 % short-range (SR)
exact exchange is mixed with 75 % short-range GGA exchange, while the long-
range part (LR) is treated purely on the basis of GGA:
EHSExc =
1
4
EHF,SRx (ω) +
3
4
EGGA,SRx (ω) + E
GGA,LR
x (ω) + E
GGA,LR+SR
c (4.9)
The range separaration can be tuned using the exchange screening parameter
ω. The standard value for the HSE06 functional is ω = 0.2 Å−1. HSE06 can be
considered as a generalized functional in the sense that for ω = 0 HSE06 reduces
to the PBE0 functional, and when ω approaches infinity the short-range non-local
exact exchange vanishes and it reduces to standard PBE-GGA. The most notable
success of HSE06 is the fact that it is able to give much better band gaps for
solids compared to local and semi-clocal as well as to global hybrid functionals
[133]. This makes HSE06 particularly suitable for point defect calculations of
semiconductors, and is therefore the method of choice in Part III of this thesis.
The implications of the exchange screening parameter ω and the fraction of exact
exchange for the band gaps of chalcopyrite solids will be discussed in Chapter 6.
For a more detailed general introduction into ab-initio total-energy calcula-
tions we refer the reader to a review paper by Payne et al. [136]. A highly
recommendable full treatise on electronic structure calculations including recent
developments in DFT methods can be found in a recent book by R. Martin [122].
The different approximative functionals in density-functional theory may be or-
dered into a hierarchy starting with the most basic, the local density approxi-
mation and then increasing in accuracy. Such a hierarchy is sometimes called
the Jacobs ladder of DFT. A table which puts the different ab-initio methods and
functional approximations into such a scheme is shown in Table 1.
4.2.2 Quantum Monte Carlo
Quantum Monte Carlo (QMC) is another ab-initio method for solving the Schrö-
dinger equation. It is a ground-state method based solely on the many-body
wave function as the basic object. Therefore, it takes a fundamentally different
approach to the problem of electron correlation compared to the methods de-
scribed before, which are all based on the electronic density. The basic idea is to
sample the many-body wave function using random numbers. Quantum Monte
Carlo is in principle able to give the correct total energy and therefore an exact
treatment of exchange and correlation is possible. However, this is only true for
infinite statistical sampling. The error in the total energy of a system given by
QMC is an entirely statistical error, which scales as the inverse square root of the
number of sampling steps. It is the extreme computational cost of this method,
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Method Description Ref.
Density Functional Theory
Local and Semi-local Functionals
Local density ap-
proximation (LDA)
A local functional describing exchange-
correlation energy that depends only on the
local electron density and is obtained from
the solution for the homogeneous electron
gas
[124]
Generalized gradi-
ent approximation
(GGA)
The exchange-correlation energy also de-
pends on the gradient of the electron density.
[125]
Orbital-dependent and Hybrid Functionals
LDA+U / GGA+U An on-site coulomb repulsion term, repre-
sented by the parameter U is included for
specific orbitals. Description of exchange
and correlation is improved if U is chosen
properly.
[127]
Hybrid Function-
als (HSE06, PBE0,
B3LYP, etc )
Improved accuracy of the exchange-
correlation energy by mixing local or
semi-local functionals with a fraction of
exact exchange or Hartree-Fock exchange.
Provides a good alternative to local and
semi-local functionals, but is computation-
ally more expensive. In certain cases, hybrid
functionals alleviate the band-gap problem.
[133,
134]
Wave function based
Quantum Monte
Carlo (QMC)
True many-body wave function approach,
highly accurate but also computationally ex-
pensive, currently forces are still hard to ob-
tain
[137]
Table 1: Overview of ab-initio total energy methods.
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which limits its usefulness in practice. For very small systems it can, however,
be a very valuable tool if very accurate total energies are needed. In praxis, the
forces on the ions are hard to obtain and computationally much more expen-
sive than the total energy, which make structural relaxations difficult. A concise
review on Quantum Monte Carlo methods has been given by Foulkes et al. [137].
4.2.3 Classical interatomic potentials
The description of the potential energy of a system of atoms by classical inter-
atomic potentials represents a coarse graining step, which can save a significant
amount of computation time. It relies on the fact that it is often a good enough
approximation to write down an expression for the potential energy of a system,
which only depends on the nuclear coordinates of the atoms. This approach
abstracts completely from the existence of electrons, but their contribution is
implicitly contained in the mathematical expressions of the potential. Total en-
ergy data from more accurate methods, which explicitly treat the interactions of
electrons, such as density functional theory, can be used to develop empirical
potentials and test their accuracy and transferability.
In the following, we explain two popular formalisms for elemental semicon-
ductors, the Stillinger-Weber [138] and the Tersoff [139] potential. These have his-
torically been the two most important classical interatomic potentials to model
silicon and the first to achieve a sufficient degree of transferability. Being able to
use the same set of parameters for the silicon crystal and the melt is a require-
ment, e.g. to reliably model crystallization processes. The Stillinger-Weber and
the Tersoff formalisms have been the basis for developing accurate and transfer-
able interatomic potentials for more complex systems such as multicomponent
semiconductors [140]. Note that there is a large number of other analytical forms
of potentials available and the terminology varies within different research areas.
We favour to use the notion of classical interatomic potentials, but the terms many-
body potential and empirical potential are often used interchangeably, and chemists
often speak of force fields. The latter notion, however, refers mostly to formalisms,
which lack the dependence of the parameters on the local environment and are
therefore hardly transferable.
The Stillinger-Weber potential is based on the idea, that the tetrahedral bonds
in covalently bonded systems require to go at least to three-body interactions
[138]. The most general form of the potential energy function for this case is
V({ri}) = ∑
i
v1(ri) + ∑
i,j
v2(ri, rj) + ∑
i,j,k
v3(ri, rj, rk) (4.10)
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with 1-, 2- and 3-body terms. The pair interaction is a rather trivial function of
the atomic pair distance rij:
v2(rij) =
{
A(Br
−p
ij − r−qij ) rij < a
0 rij ≥ a
. (4.11)
It depends on the parameters A, B, p, and q and smoothly goes to zero at the
cut-off radius a making sure that the derivative of the function is continous. This
is a requirement for reliable forces and for the use of the potential in molecular
dynamics simulations.
The 3-body interaction then needs to incorporate the angular interaction re-
sponsible for the tetrahedral symmetry of the cubic diamond phase of silicon.
For these reasons of symmetry Stillinger and Weber suggested to define v3 in
terms of an auxilary function h(rij, rik, θjik) dependent on the interatomic dis-
tances of the pairs and the angle θjik between them centered at atom j as
v3(ri, rj, rk) = h(rij, rik, θjik) + h(rji, rjk, θijk) + h(rki, rkj, θikj) (4.12)
with
h(rij, rik, θjik) = λ exp
(
γ(rij − a)−1 + (rik − a)−1
)(
cos θjik +
1
3
)2
(4.13)
This expression makes sure that h and therefore v3 vanish for the perfect tetra-
hedral angles for which cos θjik = − 13 .
The Stillinger-Weber potential is designed to model crystalline silicon and is
rather reliable for that purpose. However, it was not designed for conditions in
which the local coordination deviates from its crystalline value of four and can
become problematic in these case. Such a situation can occur for non-tetrahedral
polytypes, at surfaces, defects or in the liquid phase. The Tersoff formalism
improves the description at varying local coordination by incorporating the bond-
order concept. Within this concept, the total energy V is a sum over single bonds
with pair bond energies Vij:
V({ri}) = 12 ∑
i 6=j
Vij. (4.14)
The bond energy is defined by the equation
Vij = fC(rij)[VR(rij) + bij({ri})VA(rij)]. (4.15)
This bond energy is the sum of an attractive and a repulsive pair potential
VA(rij) and VR(rij), respectively. The resulting potential is a many-body potential
since the bond-order coefficients bij depend on the local coordination, i.e. not
49
atomic-scale simulation methods
every bond contributes the same constant energy. The coeffcients are commonly
taken such that bonds become weaker with higher coordination. fC(rij) is a cutoff
function to limit the range of the potential. The Erhart-Albe version of the Tersoff
formalism is used in part IV of this thesis for modelling silicon growth from the
melt [140]. The Tersoff formalism is suitable for modelling silicon crystallization,
since it takes into account the different local environments in the crystal, the melt,
and at the solid-liquid interface, which ensures the necessary transferability.
The expressions for the repulsive and attractive pair potentials within in the
Erhart-Albe formalism are [140]
VR(rij) =
D0
S− 1 exp
[
−β
√
2S(rij − r0)
]
(4.16)
and
VA(rij) =
SD0
S− 1 exp
[
−β√2/S(rij − r0)
]
. (4.17)
D0 and r0 have the physical meaning of dimer energy and bond length. β and
S are fitting parameters. The cutoff function is given as
fC(r) =


1 r < R−D
1
2 − 12 sin
(
π
2
r−R
D
) |R− r| ≤ D
0 R+D < r
, (4.18)
where R and D specify the position and width of the cutoff region.
Finally, the bond order is defined as
bij = (1+ χij)−1/2, (4.19)
with
χij = ∑
k 6=i,j
fC(rik) exp
[
2µ(rij − rik)g(θijk)
]
, (4.20)
and the angular function
g(θ) = γ
(
1+
c2
d2
− c
2
d2 + [h+ cos θ]2
)
. (4.21)
There is a total of nine adjustable parameters µ,γ, c, d and h, in addition to
β, S,R and D , which all depend on the atom type and which have to be deter-
mined by fitting. The improved description taking into account the dependence
on varying local coordination within this approach leads to improved transfer-
ability. It comes at the price of the increased effort, which is necessary to fit the
above expressions in order to obtain reliable parameter sets.
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4.2.4 Lattice Hamiltonians
Another level of approximative description of the interactions between atoms is
to restrict the positions of the atoms to discrete lattice sites. Although this may
seem like a severe restriction, it is a reliable and very useful approximation for
many applications such as ordering phenomena in multinary alloys, phase dia-
gram calculations of alloys and epitaxial growth. In fact, lattice-based models
may even work quite well for certain applications which involve liquids or gases
such as modeling growth from the melt or solid-gas transport. This flexibility of
a lattice model is often due to the fact that many properties, which would require
deviations from the lattice sites, such as vibrational properties may be encoded
in the effective interactions of the lattice model. The merit of the lattice constraint
is a huge reduction of the phase space to be sampled when thermodynamic in-
formation is to be obtained. Historically, the Ising model is the most famous
example of a lattice Hamiltonian with simple pair interactions in statistical me-
chanics [141]. It was originally proposed as a model for ferromagnetism and
is probably one of the most studied models in statistical physics [142]. Initially,
the model was studied only in one spatial dimension and was concluded not to
be able to explain ferromagnetic phase transitions by Ising himself [141]. It was
Peierls who first realized that the model thus indeed lead to phase transitions in
two or three dimensions [143]. The Ising model may not only be employed as a
model for ferromagnets, but also as one for binary alloys, for crystal growth and
for many other applications [142]. The model consists of spins S on a crystal lat-
tice. These spins interact only with their nearest neighbours with the interaction
constant J and have two possible states: up and down, i.e. S = +1 or S = −1.
The Ising model is described by the following Hamiltonian:
H = −J ∑
i 6=j
SiSj − h∑
i
Si. (4.22)
The first term of this Hamiltonian is basically a sum over all nearest neighbour
pair interactions, while the second part represents the interaction energy of the
spins with an external magnetic field h. The Ising model is able to provide a
simple and intuitive explanation for ordering phenomena such as the existence
of an order-disorder phase transition of the ferromagnet at a critical temperature.
However, there is no exact analytical solution for the Ising model in three di-
mensions. Fortunately, Monte Carlo simulations can provide reliable numerical
solutions for the Ising model. A lattice Hamiltonian of the form above repre-
sents a very efficient model for describing short-ranged interactions, but also
introduces significant approximations.
In practice, it is often necessary to go to more refined lattice Hamiltonians
including more distant pair interactions or higher order many-body interactions.
The cluster expansion formalism is an advanced interaction scheme formally
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including arbitrary many-body terms and long-range interactions. It can e.g. be
written as
H = J0 + J1 ∑
i
Si + J2 ∑
i 6=j
SiSj + J3 ∑
i 6=j 6=k
SiSjSk + .... (4.23)
In principle, such model Hamiltonians have been shown to be able to match
the true interactions of any multicomponent alloy exactly when the expressions
are not truncated [144]. However, in order to make the cluster expansion nu-
merically treatable only a finite number of effective cluster interactions (ECIs) can
be included [145]. This means that the applicability of the approach requires
sufficiently rapid convergence with respect to the the number of ECIs [145]. The
effective cluster interactions Ji, are usually fitted to total lattice energies of certain
lattice configurations that are obtained by DFT calculations or other total energy
methods [145]. When M figures are included in the cluster expansion fit, then the
energy of at least M ordered structures has to be known from DFT calculations.
The cluster expansion formalism has been successfully applied in particular for
modelling bulk properties of binary metallic alloys. However, the method has
its drawbacks, e.g. it can not easily be generalized to model nanoparticles due
to the lack of symmetry and the convergence of the expansion can sometimes be
an issue [146].
4.3 methods for time evolution and sampling equilibrium
4.3.1 Molecular dynamics
Molecular dynamics simulations refer to the numerical solution of the classical
equations of motions of a set of interacting atoms in the time domain. This
coupled set of Newtonian partial differential equations for an ensemble of N
atoms can be written as
Fi = −∇iV(r1, ..., rN ) = mi ∂
2
ri
∂t2
for i = 1, ..., N. (4.24)
Here, the force Fi on atom i is the negative derivative of the potential energy
V with respect to the position coordinates of atom i. The potential energy can be
obtained from any total energy method, which is capable of giving a total energy
for a system of atoms in terms of their position coordinates. When the total en-
ergy is derived from density functional theory, large efficiency gains are possible
when the wave-function is not solved for from scratch at every time-integration
step, but when it is predicted by a classical equation of motion [147]. In that case,
we speak of Car-Parinello molecular dynamics[147], which is what is usually meant
when people speak of first-principles molecular dynamics today. It should be kept
in mind that the nuclei are treated classically within this approach.
52
4.3 methods for time evolution and sampling equilibrium
Most of the time, however, the molecular dynamics method is used in con-
junction with classical interatomic potentials. This approach allows to simulate
ensembles of up to millions of atoms on timescales up to nanoseconds. Many
molecular dynamics codes are available today and they implement a variety of
classical interatomic potentials for all kinds of materials. One of the most flexi-
ble and most widely used codes today is LAMMPS [148]. It is also used for the
simulation in part IV of the present thesis.
4.3.2 Metropolis Monte Carlo
Since the original work Equation of State Calculations by fast Computing Machines
by Nicholas Metropolis in 1953 [149] the Metropolis Monte Carlo method has
become a widely applied standard method in statistical physics as well as in solid
state physics and beyond. The idea of this algorithm is to perform an integration
in phase space to determine thermodynamic quantities in an efficient way by
importance sampling. In the Metropolis Monte Carlo method the points in phase
space are chosen with a certain probability that corresponds to a Boltzmann
distribution. By using such a probability the states that contribute most to the
integral are chosen more frequently than others, which speeds up the calculation.
The time-dependent behaviour of a system, i.e. its evolution towards equilib-
rium, can be described by a master equation
∂Pn(t)
∂t
= − ∑
n 6=m
[Pn(t)Wn→m − Pm(t)Wm→n] , (4.25)
where Pn(t) is the probability to find the system in state n at time t, andWn→m
is the transition rate for going from state n to state m. One straightforward way
to ensure the master equation is to choose
Pn(t)Wn→m = Pm(t)Wm→n. (4.26)
This equation is commonly known as the detailed balance condition. Great care
is generally taken in Monte Carlo simulation schemes to ensure this condition,
because otherwise the laws of equilibrium thermodynamics could be violated.
The probability of the n-th state occuring in a classical system is given by
Pn(t) = e
−En/kBT/Z, (4.27)
where Z is the partition function. The absolute value of Pn(t) is usually not
exactly known because of the partition function Z in the denominator. However,
this problem may be avoided if we just generate every new state m from the
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preceeding state n. This gives us a Markov chain of states. Now, the relative
probability between the old and the new state is given by
Pn(t)
Pm(t)
=
Wm→n
Wn→m
= e−(En−Em)/kBT. (4.28)
The partition funtion Z has cancelled out and we need to know only the energy
difference ∆E = En− Em between the initial and the final state. Any choice of the
transition rate that satisfies the above detailed balance condition is allowed. The
most prominent choice is certainly the one of the original Metropolis method, i.e.
Wn→m = e−∆E/kBT f or ∆E > 0
= 1 f or ∆E < 0 (4.29)
In praxis, the application of a Metropolis Monte Carlo algorithm consists of a
few simple steps. First, we have to choose a new state, for example by translat-
ing a randomly chosen atom by a certain amount, and then calculate the energy
difference between the old and the new state ∆E, for example by using a model
Hamiltonian or analytical potentials. We may then calculate the transition prob-
ability from Eq. (4.29). If ∆E < 0, i.e. the total energy of the system is lowered,
then the new state is always accepted. If ∆E > 0 then a uniformly distributed
random number is drawn, and the new state will only be accepted if this ran-
dom number is smaller than e−∆E/kBT. If the random number is bigger, the new
state will be rejected and the translation of the considered atom will not be ap-
plied. Repeating these steps will finally evolve the system into thermodynamic
equilibrium.
4.3.3 Kinetic Monte Carlo
The Metropolis Monte Carlo algorithm described in the preceeding section can
be considered as a ground state search. The Kinetic Monte Carlo approach ex-
tends the concepts of Metropolis Monte Carlo in a way that the time evolution
of a system can be described. The evolution through phase space may then be
considered as physical, with a physical time being well defined. Kinetic Monte
Carlo is especially suitable to study all kinds of atomic diffusion, which may be
mapped onto a lattice. A good introduction to the Kinetic Monte Carlo method
may be found in Ref. [150] and its thoretical foundations have been discussed in
Ref. [151].
All atomic diffusion processes may be considered to have a finite energy differ-
ence between their initial and final state. This energy difference can be calulated
from a lattice Hamiltonian, the same way as when using a lattice-based Metropo-
lis Monte Carlo method. But when an atom is jumping from its initial to its final
state it not only needs the energy difference between the initial and the final state,
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but also an additional migration barrier Em. According to transition-state theory
the rate Rij at which the diffusion process from the initial state i to the final state
j occurs is given by
Rij = ν0e
−(∆Eij+Em,ij)/kBT for ∆Eij > 0 (4.30)
Rij = ν0e
−Em,ij/kBT for ∆Eij < 0, (4.31)
where ∆Eij is the energy difference between state i and state j and ν0 is the at-
tempt frequency. The migration barrier Em,ij = Em,ji for a process i → j has to be
the same for the reverse process j → i in order to fulfill the detailed balance con-
dition [151]. If the same barrier for all processes is assumed, the Kinetic Monte
Carlo method reduces to the Metropolis Monte Carlo algorithm. In that case, the
trajectory through phase space within the Metropolis Monte Carlo method may
be interpreted as physical and a time scale can be defined.
4.4 methods for saddle point search
Saddle point energies are important ingredients for the modelling of diffusion
processes in materials science as well as in chemical reactions and other fields
[152]. A variety of methods are available to search for saddle points and for
obtaining their energies, such as e.g. the Ridge, the Conjugate Peak Refinement
or the Dimer method [152]. If the initial and final state are known in terms of the
atomic coordinates and a reasonable guess for a diffusion path is available, the
climbing-image nudged elastic band method (CI-NEB) is a very useful method
to obtain the saddle point configuration and its energy [153, 154]. This method
can be conveniently coupled to the total energy methods described in Section
4.2 and is applied to obtain migration barriers for atomic diffusion in Chapters 7
and 8 of this thesis.
4.4.1 Nudged-elastic band method
In the nudged-elastic band method (NEB) a discrete set of images, i.e. a set of
atomic position coordinates, which define a path form the initial to the final state,
is connected with springs [152]. These images are then relaxed to the minimum
energy path by an optimization algorithm. The method takes care that the set of
images does not evolve away from the minimum energy path by using advanced
numerical schemes. Within this approach the images close to the saddle point
tend to slide to lower energies. This is prevented in the advanced climbing-image
nudged elastic band method (CI-NEB) [154]. This method converges the highest
energy image exactly to the saddle point by zeroing the spring force on this
image and including only the inverted parallel component of the true force [152].
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4.5 methodological considerations for the topics of this thesis
Within the present dissertation, two different topics related to the defect physics
in Cu(In,Ga)Se2 and in silicon are investigated based on the atomic-scale simula-
tion tools explained above.
• In part III, the intrinsic point defects in Cu(In,Ga)Se2 are investigated using
screened-exchange hybrid density functional theory
• In part IV, the formation of twin boundaries, stacking faults and voids
is investigated by molecular dynamics using the Albe-Erhart bond-order
potential [140] and lattice Monte Carlo techniques
This choice of methods is motivated by the requirements on systems sizes, time
scales and accuracy. In case of point defects in Cu(In,Ga)Se2, we are interested
in point defect formation energies as well as in their electronic properties. For
this purpose, it is essential to resort to a method which retains an adequate de-
scription of the electronic system such as density functional theory. Since many
open questions remain concerning the point defects Cu(In,Ga)Se2, and LDA has
recently been found to give rather inaccurate results in some cases, the present
approach is to go a level beyond the accuracy of the LDA. In order to achieve con-
sistent results the present study of the intrinsic point defects in Cu(In,Ga)Se2 is
carried out by using the Heyd-Scueria-Ernzerhof screened-exchange hybrid den-
sity functional [155, 156]. The additional concepts needed to derive point defect
formation energies and other properties from ab-initio methods are introduced
in Chapter 5.
The atomic-scale simulation of extended defect formation in silicon growth
from the melt has to be tackled from a different angle. In this case, it is im-
portant to observe defect formation during growth, which requires time scales
of at least nanosecond and system sizes of 200.000 atoms or more. This is not
achievable using first-principles methods. Molecular dynamics in conjunction
with a classical interatomic bond-order potential represents a feasible approach
which retains sufficient accuracy for the problem. In order to simulate even big-
ger systems up to millions of atoms and to reach up to the time scale of seconds
we develop a new lattice model to simulate silicon crystal growth from the melt
including possible stacking fault formation at the interface in Chapter 13. The
disadvantage is to loose the ability to simulate grain boundaries due to the lattice
approximation.
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5.1 introduction
In order to see the necessity of first-principles calculations in the context of point
defects it is worth mentioning some quantities of interest, which can be calcu-
lated. The formation energies of intrinsic defects like vacancies, interstitials, anti-
sites or more complex defect arrangements can be compared in order to identify
the predominant defect species. In the case of extrinsic impurities, the calculated
formation energies provide insights into the solubility of the impurities. The sta-
ble charge states of intrinsic or extrinsic defects can be obtained, which in turn
classify the defects as acceptors or donors in a specific host material. Further-
more, the activation energies for changing the charge state, i.e. the ionization
energies of the defects can be obtained and therefore allow to identify appro-
priate donors and acceptors for device development. In this context, ab-initio
methods have made significant contributions to the understanding of AX and
DX centers* in II-VI semiconductors and particulary in GaAs [158–160].
Defect induced states within the band gap affect the optical properties, e.g. in
the case of color centers, or can act as recombination centers. The assignment of
these levels to specific defects is experimentally difficult but possible with the aid
of DFT calculations. Apart from the thermodynamic stability also the mobility of
point defects can be assessed. The free energy of defect migration determines the
kinetic stability of intrinsic point-defects and impurities under non-equilibrium
conditions. In the case of more than just one defect, their interactions can be
studied by calculating binding energies. The characteristics of extrinsic point de-
fects are sometimes heavily influenced by the presence of intrinsic point-defects,
e.g. due to defect association.
* A DX center is a substitutional donor which may behave like an acceptor depending on the posi-
tion of the Fermi level. Similarly, an AX center is an acceptor, which may behave like a donor. This
behaviour is usually associated with large lattice relaxations and bond breaking. In the AX and DX
denomination, A stands for acceptor and D for donor. These substitutional donors and acceptors
were previously thought to associate with unkown point defects, represented by the symbol X,
which was not confirmed later. The denominations AX and DX center, however, remained [157].
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Also, the association of solely intrinsic point-defects is a key for understanding
the materials behavior as it is the case for chalcopyrites [161]. Another important
application is the determination of doping limits, which can be estimated by
first-principles calculations. Alternatively it is possible to choose one specific
defect and even focus on a single certain charge state in order to calculate prop-
erties of interest which in turn can be used for the experimental identification or
characterization of this specific defect.
Various experiments capable of identifying point defects can be simulated
from first-principles with, however, varying reliability. For example, it is possible
to calculate the formation volume of defects to study their impact on the crystal
lattice parameter [162]. Calculating ionization energies enables to estimate the
conductivities which can then be measured [163]. It is possible to identify the
defect related magnetic moment and derive parameters for electron paramag-
netic resonance measurements [164]. It is even possible to model the positronic
trapping state at a defect location and derive from it the characteristic lifetimes
in order to compare them with results obtained by positron annihilation spec-
troscopy [165].
In the case of localized defect related states, optical spectra are the primary
means for defect identification. The calculation of optical properties is, however,
often difficult in the case of solids. Using simple LDA/GGA-DFT in most cases
it is at least possible to identify whether an absorption feature can be expected or
not. The absorption energy on the other side is clearly an excited state property
and affected by the difficulties mentioned above. A good example for the calcula-
tion of a defect excitation can be found in Ref. [166], where the full methodology
of many-body perturbation theory was applied to the excitation of a negatively
charged nitrogen-vacancy color center in diamond.
In the following section, the calculation of the formation energies of intrinsic
point defects for a two component system is explained in order to give a basic
understanding of the concept of ab-initio point defect calculations.
5.2 thermodynamics of point defects
The key quantity for accessing the thermodynamics of point-defects in solids is
the Gibbs free energy of defect formation (∆Gf). Ultimately, one is interested in
defect concentrations which can be calculated from the formation energy for the
dilute limit (c < 10−3) through
c = c0 exp
(
−∆Gf
kBT
)
= c0 exp
(
−∆Ef + p∆Vf − T∆Sf
kBT
)
. (5.1)
Here, c0 is the concentration of available positions for the defect in the lattice,
kB is the Boltzmann constant and T the temperature. The quantities ∆Ef, ∆Vf
and ∆Sf are the formation energy, formation volume and formation entropy of
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the corresponding defect. The discussion now focusses on the formation energy,
which is usually the dominating contribution and sufficient for low temperature
and low pressure conditions. The other two contributions can, however, also be
calculated within electronic DFT.
At this stage, two systematic paths can be followed. It is possible to con-
struct defect pairs or clusters which are charge neutral and conserve the particle
numbers. This method leads to the well known Kröger-Vink notation of defect
reactions. A typical example is the so-called Schottky defect equilibrium which
in the case of a simple metal oxide (MO) could be
0⇋ V2+O +V
2−
M . (5.2)
The defect equilibrium and therefore the concentrations can be expressed in
terms of Gibbs free energy of defect formation ∆GSchottky ≈ ∆ESchottky. The
strength of this method is that by conserving charge as well as particle num-
bers, the formation energy does not depend on external reservoirs other than the
material itself. In the case of a first-principles approach, ∆ESchottky is calculated
by constructing a super-cell of the MO, remove a cation and an anion from arbi-
trary positions, and calculate the formation energy ∆ESchottky from total energy
differences via
∆Ef = E
Z
defect − EZideal . (5.3)
Here, EZideal and E
Z
defect are the total energies as obtained by a total energy cal-
culation for the super-cells containing the defect and the ideal structure. This ap-
proach uses only the DFT total energies and returns relatively accurate numbers.
There are, however, some pitfalls using this approach. Apparently, the charge
states in Equation 5.2 were simply guessed and could well differ from q = ±2. It
is of course possible to check the charge state via the electron density output of
the DFT code which is always available. In case the charge state is different for
either the oxygen or cation vacancy (the oxygen vacancy could be a color center
or single donor), this super-cell calculation can not represent the ground state of
the defect. For the case that VO is only singly charged, one could insert two VO
in order to reestablish the ground state. Then, the conservation of particle num-
bers has to be omitted. In complex oxides (e.g. in sesquioxides), defect reactions
are even more complicated as exemplified by the following reaction:
0⇋ 3V2+O + 2V
3−
M . (5.4)
It can be seen that the number of defects (five in this case) increases dramati-
cally with the complexity of the materials stoichiometry. Considering typical cell
sizes accessible by present DFT calculations (50 < Natoms < 1000) the assump-
tion of dilution is not fulfilled, and the resulting numbers will surely depend on
the actual arrangement of the defects within the cell. Therefore, this approach is
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Figure 18: Defective metal oxide and possible reservoirs for anions, cations and elec-
trons. Here, as an example, we show the case of an oxygen vacancy in charge
state q = +2, which is formed by releasing a neutral oxygen atom to the gas
reservoir with chemical potential µMOO =
1
2µ
O2 = µO(pO2 , T) and by moving
two electrons into the electron reservoir with the Fermi energy E f .
neither unique nor flexible. Following the ideas of Zhang and Northrup [167] it
is more efficient to calculate the formation energies of individual defects sequen-
tially and in different charge states, so that charge as well as particle conservation
do not need to be fulfilled. Defect reactions are constructed at a later stage from
the individual defects with the lowest formation energies. Since the constraints
of constant particle numbers and charge are neglected, the free energy of defect
formation depends on the chemical potentials and electrochemical potential of
the reservoirs:
∆Gf = ∆Ef + p∆Vf − T∆Sf −∑
i
niµi + qEF . (5.5)
Here, ni are the number of exchanged particles of type i in order to construct
the defect and µi are the corresponding reference chemical potentials. The refer-
ence electrochemical potential for the electrons is the Fermi energy EF, and q is
the charge state of the defect.
Figure 18 illustrates the process of defect formation as a subsequent exchange
of (neutral) atoms and electrons with their respective reservoirs. The chemical
potentials of the relevant atomic species µi and the Fermi energy EF are experi-
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mental control variables. The Fermi energy is also sometimes referred to as the
chemical potential of the electrons. Conceptually, the Fermi energy can be con-
trolled or influenced by dopants and impurities. The control over the chemical
potentials is often difficult to establish, experimentally. The chemical potentials
µi are related to the species activities ai via µi = µ ◦−i + RT ln ai, where µ
◦−
i is the
reference chemical potential in the chemical standard state. In case of a reference
reservoir in the gas phase the chemical potential may be related to the partial
pressure pi via the ideal gas law. For the oxygen gas phase, e.g., this allows to
relate the chemical potential of oxygen µO to the oxygen partial pressure pO2
via µO(pO2 , T) =
1
2µ
◦−
O2
(p ◦−O2 , T) +
1
2RT ln
(
pO2
p ◦−O2
)
, where p ◦−O2 refers to the partial
pressure in the standard state. In the case that the reference chemical potentials
are the ones of solid phases it is difficult to establish precise experimental con-
trol. However, the activities and therefore the chemical potentials are always
closely related to the availability of the respective species during production of
the material. In applied studies the chemical potential of metallic species is there-
fore often treated as a free parameter, expressed as deviations from the cohesive
energies µi = µeli + ∆µi of the most stable elemental reference phases µ
el
i . The
chemical potential of the solid phase is equal to its cohesive energy and serves as
a reference for the metal rich limit (µMOM = µ
M in Figure 18). The maximal devia-
tions from the elemental reference values are restricted by the heat of formation
of the compound ∆Hf, which can also be calculated from first-principles:
∆HMOf = ∆µM + ∆µO. (5.6)
It is common to plot the defect formation energies as a function of the Fermi
energy at specific chemical potentials of interest.
At this stage, it may appear irritating that the defect stability, which depends
on the Fermi energy, influences the Fermi energy itself, as defects are charged.
Once the formation energies of all (predominant) defects are known the determi-
nation of the concentrations is achieved as follows: First, a specific environment
is chosen by fixing the atomic chemical potentials. Next, the formation energies
and concentrations are expressed as a function of the Fermi energy. The actual
value of the Fermi energy is obtained by additional physical constraints. At the
resulting Fermi energy, the total charge (including also free charge carriers and
dopants) should vanish (charge neutrality), and none of the defects should have
a negative formation energy. A detailed description of this process is given in
Ref. [163].
Although the Fermi energy always assumes a fixed value in thermodynamic
equilibrium, it is instructive to plot the formation energies of all defects as a
function of this parameter. In this representation it is most convenient to discuss
the changes of the defect equilibria upon extrinsic doping and changes of the
environment.
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Figure 19: Examples for prototype defects: (a) A Schottky/Frenkel defect-pair and stoi-
chiometric defect reaction. (b) Shift towards a non-stoichiometric regime due
to changes of the µi. (c) A deep acceptor and a shallow donor defect. (d)
Examples for multiple charge states, e.g. an ambipolar defect and a double
acceptor defect. The (approximate) point of charge neutrality (CN) is indi-
cated for all examples.
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In Figure 19, several well known defect equilibria are translated into this rep-
resentation. The first panel (a) represents the Schottky reaction of Equation 5.2.
The slope of each line represents the charge state of the defect (Equation 5.5).
In this case, the acceptor and donor formation energies are totally symmetric
with respect to each other and the charge neutrality (CN) is easily found at the
point where the formation energy of both defects has the same value. Charge
states can change as it is denoted by the changing slopes of the defects. The
apparent symmetry between donor and acceptor formation energies is not neces-
sarily present in real materials. The situation changes especially when a different
environmental condition (∆µi) is chosen.
In the case of our metal oxide the second panel (b) of Figure 19 shows the effect
of a lower oxygen pressure and/or higher temperature and a consequently lower
chemical potential of oxygen and a correspondingly higher chemical potential of
the metal. Under these conditions, the formation energy of the oxygen vacancy is
lower and that of the cation vacancy higher. The Fermi energy necessarily shifts
to the right (n-type) since negative formation energies are unphysical. The charge
neutrality is now more difficult to determine since three species significantly
contribute to it. Positive charge carriers are the oxygen vacancies whereas cation
vacancies and electrons in the conduction band (CB) are negative compensating
charges. The exact numbers have to be determined numerically and now also
depend on the density of states in the conduction band. We also see that in this
case, the fact that the oxygen vacancy can transform into a neutral color center
may further affect the charge neutrality.
The third panel (c) displays the situation when the ionization energy of the
acceptor and donor differ from each other. The ionisation energy of the defect
is given by the distance of the charge-state transition energy to the VBM for
acceptors and to the CBM for donors. The donor is shallow (low ionization en-
ergy), while the acceptor is deep (high ionization energy). Only very shallow
donors are able to keep their charge even at a Fermi energy close to the band
edges. These defects are generally good candidates to produce free charge car-
riers. This is a necessary but not a sufficient condition. In order to obtain the
free charge carriers the defects of opposite charge should additionally have high
formation energy. In Figure 19.c, for example, this is not the case. The point
of charge neutrality is well below the CBM. In this situation, even with the help
of additional extrinsic donors, the Fermi level can hardly move higher. This
is because the formation energy of the acceptor becomes negative for a Fermi
energy well below the CBM. This is usually referred to as Fermi-level pinning,
a situation which leads to difficulties of n−type doping, e.g. in chalcopyrites
due to the presence of negatively-charged copper vacancies. The probability for
the existence of such pinning levels generally increases with larger band gaps.
Therefore, the larger the band gap, the fewer materials can be found which are
still dopable to a significant extent. This is because the intervals of the Fermi-
level for which negative defect formation energies occur, are potentially larger
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for wide-gap materials. While small band-gap materials like silicon or GaAs can
usually be doped n− as well as p−type, one type of doping usually predomi-
nates for wide-gap materials, while the other is more difficult or even impossible
to achieve. Finally, for insulating materials often neither n− nor p−type doping
can be achieved.
In the last example (Figure 19.d) it is shown that defects can potentially exist
in multiple charge states. It is possible that donors and acceptors have two or
more ionization levels. Consequently, they exhibit two or more different charge
states. It is further also possible that defects exist in negative as well as positive
charge states are, i.e. ambipolar defects. Important defects of this class are
for example vacancies and interstitials in silicon, as well as hydrogen in many
semiconductores. In the case of hydrogen, the switching from donor to acceptor
does not occur via a neutral charge state. The omission of a charge state is called
a negative U behavior and is usually related to large structural relaxations and
conformational changes of the defect.
5.3 formation energies from ab-initio calculations
After giving some examples, we now show the process of obtaining the formation
energies of point-defects from the output of first-principles calculations. First, an
appropriate variant of first-principles methodology is chosen, which reproduces
most of the relevant properties of the bulk material and still allows to calculate at
least 100 atoms. Bulk calculations are performed, and the accuracy of the (DFT)
method is tested with the semiconductor and all relevant reference phases. From
a band structure calculation of the host semiconductor, the position of the VBM
and CBM and their corresponding energies are determined.
In the next step, neutral defects are placed into a supercell of a sufficient size
and the structures are optimized usually at constant volume conditions. The
size of the supercell should be as large as possible. However, this sensitively
depends on the material, the method and available computational resources. The
calculations are usually conducted within periodic boundary conditions and the
defects in the supercells should be separated by at least two neighboring shells.
The defects are subsequently charged, and the total energies are calculated for
each charge state. When periodic boundary conditions are used, a homogeneous
counter charge is added to avoid energy divergence. Unfortunately, this measure
introduces spurious cell size effects. In the case of potentially magnetic defects,
additional spin-polarized calculations have to be conducted in order to avoid
spin contamination.
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Afte running the necessary total energy calculations and carrying out the nec-
essary corrections, the formation energies for each charge q state can be obtained
as
∆Hq
f
= ∆Edef + ∑
i
∆ni∆µi + q(ǫVBM + EF), (5.7)
where ∆Edef is the calculated energy difference between the system with and
without defect, µi = µrefi + ∆µi is the chemical potential of the element i, ǫVBM is
the energy of the valence band maximum (VBM) obtained from the calculation
and EF is the Fermi energy.
Normally, only the line segments for the charge states with the lowest forma-
tion energy are plotted for each defect (see Figure 19). As discussed above, defect
formation energies are usually plotted under specific chemical potentials of its
constituents, which are of interest. It is often instructive to plot the formation
energies under the most extreme conditions, which give upper and lower limits
to the formation energies of specific defects. In the case of the metal oxide (see
Figure 18) this would be ∆µO = 0;∆µM = HMOf in the oxygen-rich (high oxygen
pressure) limit whereas ∆µO = HMOf ;∆µM = 0 in the reducing limit (low oxygen
pressure)†.
5.4 correction schemes
Standard local density functional calculations for point defects are prone to var-
ious sources of errors. Today it seems accepted, that two sources of error are
most important for point defect calculations using the supercell approach and
have to be corrected for: The first of which arises from the spurious interaction
of the charged defect cell with its periodic image. This error is commonly cor-
rected for by two separate corrections, the pure electrostatic correction, i.e. a
Makov and Payne type image charge correction [168], and a potential alignment
correction [34]. For the image charge correction, it has been proposed that the
pure monopole term should be scaled down with a constant factor, since the
quadrupole contributions effectively show the same scaling with opposite sign
[169, 170]. Very recent studies confirm that the pure Makov and Payne monopole
correction generally overestimate the correction unless for point charge like de-
fects [171]. The second important error in DFT point defect calculations arises
from the band-gap correction, which is necessary when local functionals are used.
The band-gap problem is long known in density-functional theory and consists
of the fact that local and semilocal functionals severely underestimate the band-
gap of most compounds. Today it is understood that for accurate point defect
calculations not only the band gap needs to be accurate, but also the individual
† The Gibbs free energy of formation Gf is equal to the formation enthalpy Hf, when the entropy of
formation is neglected. This is usually a safe approximation at room temperature.
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band edges need to be correctly positioned on an absolute energy scale [172, 173].
This is easy to understand since the position of the valence band edge directly
enters the formation energy of charged defects. When an absolute reference po-
tential is considered, many localized defect states are approximately constant on
an absolute scale, but not as referenced to the valence band edge [173]. This,
however, does not necessarily have to be the case for defects, which are not atom-
ically localized or which interact with the band edges. Such defect states may
shift with the band edges to an unknown degree. A localized defect state may
relatively easy be recognized based on the analysis of the density of states, if the
defect state lies within the predicted gap. In this respect, hybrid functionals can
be of great help, since they allow localized defect states over the whole band gap
to be observed. As a consequence, they allow to determine whether defect states
shift with the band edges once the underestimated band gap as given by local
functionals opens up. In such cases, static corrections to the band gap are bound
to fail even if the correct position of the valence band edge is known [169, 173].
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Part III
INTR INS IC PO INT DEFECT PHYS ICS IN Cu ( I n ,Ga ) S e 2

This part of the thesis is concerned with a detailed characterization of the
intrinsic point defect physics of CuInSe2 and CuGaSe2 based on screened-
exchange hybrid density functional theory. First, in chapter 6, the method is
calibrated, i.e. the exchange screening parameter is optimized to reproduce
the band gaps of various chalcopyrite phases and the structural parameters
and other material properties are calculated in order to assess the accuracy
of the method. In chapter 7 and 8 the properties of copper vacancies and
copper interstitials are investigated. The consequences of these properties
are discussed primarily with respect to fast copper migration and Fermi-
level pinning in the material. In Chapter 9, the focus is put on the trap
properties of cation antisite defects, the metastable VSe − VCu complex, and
metastable DX centers. The electron trap properties of GaCu are confirmed
by photoluminescence measurements. As the final step, all pieces of the
puzzle are put together. The properties of all remaining intrinsic defects
are obtained and the complete intrinsic point defect physics in CuInSe2 and
CuGaSe2 and its consequences for devices are discussed in chapter 10. This
leads to an accurate, complete and consistent picture of the intrinsic point
defect physics. In order to clarify the situation with respect to literature
data, a detailed comparison is carried out and the origins of deviations from
literature data are discussed.

6
SCREENED -EXCHANGE HYBR ID DENS ITY FUNCT IONAL
THEORY CALCULAT IONS FOR CHALCOPYR ITES
6.1 hse06 : exchange screening vs . fraction of exact exchange
In order to test the accuracy of screened-exchange hybrid density functional
theory for defect calulations in chalcopyrites, we first tested and calibrated the
HSE06 functional. This functional entails the range separation parameter ω as
described in Section 4.2.1.3. The fraction of exact exchange can be tuned as well.
Since accurate band gaps are necessary for accurate defect calculations (see Chap-
ter 5), it is straightforward to tune one of the two available parameters to match
the band gap of the compound of interest.
For this purpose we calculated the single-particle eigenvalue spectrum of the
relaxed structure of CuInSe2 as a function of these two parameters of the func-
tional. Details of the computation are as described in Section 6.3. In Figure 20,
the band edge energies and the resulting band gap of CuInSe2 is plotted. When
tuning the screening parameter ω, while keeping the fraction of exact exchange
at its standard value of 0.25, it is found that ω = 0.13 Å−1 reproduces the band
gap of CuInSe2 very well (Figure 20, top). Furthermore, this parameterization
also gives almost exact band gaps for many other chalcopyrite compounds with-
out additional fitting as displayed in Table 2. This shows that the procedure
captures a lot of the essential band structure physics and is not just arbitrary fit-
ting. We therefore decided, that all calculations based on the screened-exchange
hybrid functional in this thesis are carried out using ω = 0.13 Å−1. It is im-
portant to use only one parameter setting for all calculations in order to obtain
consistent results. The following section provides further evidence of the accu-
racy of this choice for the calculation of bulk properties of various chalcopyrite
phases. For comparison, the band edge energies and the band gap of CuInSe2
was also calculated and plotted for varying fractions of exact exchange in Figure
20 (bottom), while keeping ω at its standard value of 0.2 Å−1. In this case, a
fraction of exact exchange of 0.3 is found to reproduce the band gap of CuInSe2
equally well.
While the comparison of band gap energies is trivial, It may not be evident, if it
is valid to compare band edge energies for different functional parameterizations
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Figure 20: Top: Position of conduction and valence band edges and the resulting band
gap of CuInSe2 as a function of exchange screening parameter ω with the
fraction of exact exchange fixed to 0.25. Bottom: Same plot as a function of
the fraction of exact exchange with the exchange screening parameter fixed to
ω = 0.2 Å−1.
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on an absolute scale. However, in the case of differently parameterized hybrid
functionals applied to the same material, it is justified to use the average local
electrostatic potential as a reference level [172, 173]. When the same pseudopo-
tential is used, this average of the electrostatic potential is trivially zero within
the VASP implementation [174], such that the trends of the band edges in Figure
20 are physically meaningful. For our choice of ω = 0.13 Å−1 and 0.25 fraction of
exact exchange, the valence band edge of CuInSe2 is positioned 0.51 eV lower as
compared to plain PBE-GGA. The difference in the position of the valence band
edge explains an important fraction of the differences in the formation energies
of charged defects obtained with different functionals [173].
6.2 bulk properties
The calculated structural parameters, i.e. the lattice constants a, c, the c/a ratio,
the internal displacement parameter u* as well as the bulk modulus B obtained
from a fit to the Birch-Murnaghan equation are shown in Table 2. These proper-
ties were calculated using the 16-atom tetragonal unit cell and a k-point grid of
4x4x2 for both functionals. Other technical details of the calculations are as in
Section 6.3.
From Table 2 it can be seen, that in addition to the accurate band gaps, the hy-
brid functional improves almost all calculated material parameters towards the
experimental values in comparison to standard GGA calculations. Particularly,
the c/a ratio and displacement parameter u are significantly improved. The
well-described band gaps and the improved structural parameters show that the
screened-exchange hybrid functional with ω = 0.13 Å−1 provides very good
accuracy beyond standard LDA/GGA functionals for the present chalcopyrite
selenides and sulfides.
* The chalcopyrite crystal structure has a degree of freedom for ionic displacement of the two crys-
tallographically inequivalent selenium sites. This displacement is usually denominated as u.
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Hybrid Egap a c/a u B
CuInSe2 1.07 5.839 2.013 0.2259 57.9
CuGaSe2 1.68 5.650 1.965 0.2508 66.7
CuInS2 1.53 5.572 2.010 0.2266 68.8
CuGaS2 2.44 5.366 1.967 0.2537 79.3
CuIn5Se8 1.31 5.743 1.978 0.2111 -
Exp. Egap a c/a u B
CuInSe2 1.04 [4] 5.814 2.001 0.2258 [175] 54 [176], 72 [177]
CuGaSe2 1.68 [4] 5.614 1.964 0.250 [178] 71 [179]
CuInS2 1.53 [4] 5.561 1.999 0.2295 [180] 71 [176], 75 [177]
CuGaS2 2.43 [4] 5.350 1.959 0.2593 [180] 94 [181], 96 [182]
CuIn5Se8 1.32 [183] 5.748 2.008 - -
GGA Egap a c/a u B
CuInSe2 0.01 5.880 2.012 0.2177 55.8
CuGaSe2 0.01 5.687 1.984 0.2438 59.3
CuInS2 0.02 5.609 2.008 0.2179 65.3
CuGaS2 0.62 5.388 1.980 0.2471 77.6
CuIn5Se8 0.0 5.688 1.989 0.2036 -
Table 2: The band gaps Egap, lattice parameter a, c/a ratio, displacement parameter u
and the bulk modulus B calculated using the screened-exchange hybrid func-
tional with ω = 0.13 Å−1 (Hybrid) in comparison to experimental data (Exp.)
and to calculations using the PBE-GGA functional (GGA). An overall improve-
ment when using the hybrid functional, especially of the band gaps, the anion
displacement parameter u and the c/a ratio is evident. Egap is given in eV, a and
u are given in Å, The bulk modulus B is given in GPa.
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6.3 setup for bulk and defect calculations
In the following chapters, ab-initio calculations for point defects are carried out
based on the HSE06 and the GGA functional. The parameters and technical
details for these calculations are summarized as follows:
• The Vienna ab-initio simulation package (VASP) [174] was used for all cal-
culations.
• All calculations within HSE06 use an exchange-screening parameter ω of
0.13 Å−1 and a fraction of exact exchange of 0.25.
• For the calculation of bulk properties in the tetragonal unit cell of 16 atoms,
a Γ-centered 4x4x2 k-point grid was used.
• Unless stated otherwise, 2x2x1 supercells of the tetragonal 16-atom chal-
copyrite unit cell, i.e quasi-cubic supercells of 64 atoms, were used for the
defect calculations.
• For these cells, a Γ-centered 2x2x2 k-point grid was used both for HSE06
and GGA calculations. The defect formation energies were found to be
converged to within a few meV as compared to a 4x4x4 grid.
• PBE projector-augmented wave potentials (PAW) were used.
• A plane-wave energy cutoff of 350 eV was used for all calculations.
• Ions were fully relaxed to Hellmann-Feynman forces below 0.05 eV/Åfor
supercells of 64 atoms.
• For a few defects, 3x3x3 supercells of 216 atoms, based on the primitive
8-atom monoclinic unit cell, were used together with the HSE06 functional.
For these computationally intensive calculations a Γ-centered 2x2x2 k-point
grid was used as well, but forces were relaxed to below 0.2 eV/Å.
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7
COPPER VACANCIES IN Cu In S e 2 , CuGaS e 2 , Cu I n S 2 AND
CuGaS 2
7.1 introduction
The copper vacancy is known to be the most prominent defect in CuInSe2 ,
CuGaSe2 , CuInS2 and CuGaS2 [184]. For the selenides CuInSe2 and CuGaSe2
this has been formerly shown by density-functional theory (DFT) calculations [8,
34, 184]. The very low formation energy of the negatively charged copper va-
cancy may lead to the formation of ordered defect compounds (ODCs) [30], also
known as ordered vacancy compounds (OVCs), and is also the reason for Fermi-
level pinning [34, 185, 186]. The formation of n-type ordered vacancy compounds
(OVCs) and thus the formation of a CuInSe2/OVC p-n-heterojunction occurs at
the CdS/CuInSe2 buffer/absorber interface and is supposed to improve the de-
vice performance [187]. Copper vacancies are also present in the sulfides CuInS2
and CuGaS2 , but theoretical data is more scarce in that case. Simple models
such as the macroscopic cavity model, however, suggest very similar formation
energies of the neutral copper vacancy in the selenides as compared to the sul-
fides [188]. Formation of copper-poor phases has been observed also at CuInS2
surfaces [189], but to our knowledge no direct evidence of a CuInS2/ODC p-n-
heterojunction does exist in the literature. ODCs are copper-poor but indium-
rich compared to the bulk 1:1:2 stoichiometry. In order to form an ODC at an
interface, diffusion of copper and indium is therefore necessary. Experimental de-
termination of copper diffusion in Cu(In,Ga)(Se,S)2 yields diffusion coefficients
varying over seven orders of magnitude from 10− 1 3 to 10− 7 cm 2 / s at room
temperature [68–72]. A pronounced dependence of the diffusion coefficient on
copper concentration [71] and correlation with conductivity [70] has been found
in experiments. The diffusion of copper in these materials, especially in relation
to the formation of ODCs is not understood and therefore more detailed insights
are desirable.
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∆H
V−Cu
f in eV ∆Em in eV
Hybrid GGA LDA (+U) cavity Hybrid GGA
[34] [188]
CuInSe2 1.27 0.43 0.85 1.04 1.26 1.13
CuGaSe2 1.21 0.23 0.61 0.94 1.21 1.03
CuInS2 1.74 0.61 - 1.06 1.46 1.23
CuGaS2 1.65 0.36 - 1.01 1.28 1.05
Table 3: Formation energies ∆H
V−Cu
f and migration barriers ∆Em of the negatively
charged copper vacancy (q=-1) obtained from the hybrid functional calculations
in comparison with GGA calculations, calculations of Persson et al. [34] using
LDA with a posterior +U correction ( LDA (+U) ) and values obtained from the
macroscopic cavity model [188] (cavity) for the neutral copper vacancy.
7.2 defect formation energies
We have calculated the formation energies of the copper vacancies according to
the equation
∆ H VCuf = ∆ EVCu + µCu + q ( ǫVBM + ǫ F ) , (7.1)
where ∆EVCu is the calculated energy difference between the system with and
without the copper vacancy, µCu = µrefCu + ∆µCu is the chemical potential of cop-
per, q is the charge state of the vacancy, ǫVBM is the energy of the valence band
maximum (VBM) obtained from the calculation and ǫF is the Fermi energy. The
reference chemical potential of copper µrefCu is taken from a separate calculation
of the face-centered cubic copper phase. We restrict the chemical potential dif-
ference ∆µ to the stability range of the chalcopyrite phase. ∆µCu = 0 is the
appropriate upper bound, while the lower bound is given by the value where
the transition to the defect phases CuIn3Se5, CuGa3Se5, etc. occurs.
The calculated formation energies of the copper vacancy in charge state q = −1
at maximally copper-rich conditions (∆µCu = 0.0) for a Fermi energy at the
valence band maximum are given in Table 3 and the data is plotted as a function
of the Fermi energy in Figure 21 and 22 for copper-rich as well as copper-poor
conditions (∆µCu = −0.5 eV), respectively. The value of 1.27 eV obtained for
the negatively-charged copper vacancy in CuInSe2 using the hybrid functional
is somewhat higher than the value of 0.85 eV calculated by Zunger et al. using
LDA with an a posteriori valence band correction obtained from LDA+U [34].
For CuGaSe2 we obtain 1.21 eV, which is also higher than their value of 0.61 eV.
For the sulfides, however, we obtain higher copper vacancy formation energies
than for the selenides: 1.74 eV for CuInS2 and 1.65 eV for CuGaS2. The formation
energy of the copper vacancy is thus very similar in CuInSe2 and in CuGaSe2,
but it is approximately 0.5 eV higher in the sulfides CuInS2 and CuGaS2. This
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Figure 21: Fermi-level dependent copper vacancy formation energies from the hybrid
functional under copper-rich conditions: ∆µCu = 0. The valence band max-
ima have been aligned and the formation energies have been plotted only up
to the conduction band using the experimental band gap.
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Figure 22: Fermi-level dependent copper vacancy formation energies from the hybrid
functional under copper-poor conditions: ∆µCu = −0.5 eV. All materials
show a Fermi pinning level.
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is in contrast to the macroscopic cavity model proposed in Ref. [188] as well as
standard GGA calculations (see Table 3), which both give very similar formation
energies for both the selenides and the sulfides. This underlines the importance
of an accurate treatment of electron exchange and correlation for total energy
defect calculations in chalcopyrite selenides and sulfides.
7.3 fermi-level pinning
The Fermi pinning level that results from copper vacancy formation is given by
the Fermi level at which the copper vacancy formation energy turns zero and de-
pends on the copper chemical potential: EF,pin = ∆H
V−Cu
f + ∆µCu. Under copper-
rich conditions (∆µCu = 0), no Fermi pinning levels are obtained for CuInSe2
and CuInS2 (see Figure 21). However, photovoltaic p-type material is grown un-
der copper-poor conditions such that the results should rather be interpreted
at ∆µCu = −0.5 eV [190] (see Figure 22). Using this copper chemical potential,
Fermi pinning levels are obtained for all materials considered (CuInSe2: 0.77 eV,
CuGaSe2: 0.71 eV, CuInS2: 1.24 eV, CuGaS2: 1.15 eV). These Fermi-pinning levels
are comparable to the experimental levels of around 0.85 eV associated with the
formation of copper-poor interface phases reported by Klein et al. [185, 186]. The
higher formation energy of the copper vacancy in CuInS2 and CuGaS2 leads to
significantly higher Fermi pinning levels at 1.24 eV and 1.15 eV, respectively. This
explains why copper diffusion related Fermi level pinning has so far not been
reported in these sulfide compounds, since such high voltages were not applied
in the respective experiments. The higher formation energy of the sulfides also
indicates a reduced tendency to form ordered defect compounds at interfaces in
photovoltaic cells.
7.4 migration barriers and diffusion
The migration barriers of copper vacancies were calculated using the climbing-
image nudged elastic band method (Section 4.4.1). These migration barriers
∆Em are generally of the same order of magnitude for all examined chalcopy-
rite phases (see Table 3). The hybrid functional generally gives somewhat higher
barriers for all phases (+ 0.13 to 0.23 eV). As a chemical trend we find that substi-
tuting In with Ga slightly decreases the migration barrier, while substituting Se
with S slightly increases it.
Today’s literature on copper diffusion coefficients in CuInSe2 is not conclusive.
Activation barriers ranging from 0.2 eV up to 1.25 eV have been reported for
CuInSe2 as well as widely varying prefactors. In the following, we estimate
the temperature-dependent self-diffusion coefficient of CuInSe2 and compare to
experimental data. From the obtained copper vacancy migration barriers we may
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estimate the self-diffusion coefficient DCu, ignoring anisotropic diffusion due to
deviations from the ideal c/a ratio (c/a=2), using
DCu =
1
6
zνcVCud
2, (7.2)
where z is the number of nearest neighbours (in our case z = 4),
d =
√
(a/2)2 + (c/4)2 ≈ 1√
2
a (7.3)
is the copper ion nearest-neighbour distance, cVCu is the copper vacancy con-
centration, and the total jump frequency ν on a specific neighbour site is given
by
ν = ν∗ exp (−∆Hm/kBT). (7.4)
The frequency ν∗ = ν0 exp∆Sm/kB contains the migration entropy ∆Sm and is
typically estimated to be of the order ν∗ ≈ 1013s−1. We assume a total copper
vacancy concentration of 1 atomic percent, which translates to a concentration of
cVCu = 0.04 of copper vacancies on the copper sublattice. Note that the concen-
tration is not given by an exponential Boltzmann term in the case of athermal
vacancies and vacancies introduced by non-stoichiometry, but may be assumed
to be fixed.
This results in a diffusion coefficient of
D = 4.64 · 10−4cm2/s · exp(−1.26 eV/kBT). (7.5)
This self-diffusion coefficient is lower than the ones measured in experimental
studies so far (see Figure 23). The result compares best with the NMR diffusion
coefficient as determined by Becker and Wagner [191, 192] (compare BW83 in
Fig. 23). Wagner assumed the same activation energy for CuInSe2 as measured
for CuInS2 [192], i.e. 1.25 eV, which agrees excellently with our value of 1.26
eV for CuInSe2 and reasonably with the one for CuInS2 of 1.46 eV. Our estimate
of the diffusion coefficient is also in reasonable agreement with the radio tracer
diffusion coefficient by Gartsman et al. [69] when using a volume source by ac-
tivating copper ions with deuterium irradiation (see GCL+97 vol. in Fig. 23).
In this case our value is about three orders of magnitude lower. When using
the more common thin-film radio tracer technique, they measured a value of
around 10−8cm2/s at 430◦C (GCL+97 surf. in Fig. 23), i.e. about 5 orders of mag-
nitude higher than our estimate. This thin-film tracer diffusion coefficient has
been interpreted as a chemical diffusion coefficient, while the one from the vol-
ume source was interpreted as the self-diffusion coefficient. However, in order
to expect a significant concentration gradient using the first of the two methods
and therefore chemical diffusion, an interstitial diffusion mechanism has to be
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Figure 23: The self-diffusion coefficient of CuInSe2 as estimated based on copper vacancy
diffusion (see text) compared to experimental measurements by the most di-
rect methods, i.e. radio tracer diffusion (GCL+97: Ref. [69]) and nuclear
magnetic resonance (BW83: Ref. [191], Ref. [192] and SGF+00: Ref. [193]).
assumed if there is no concentration gradient in the initial sample. More re-
cent NMR data by Stallworth and others give a diffusion coeffcient of the order
10−13cm2/s at 373 K [193], which is about 14 orders of magnitude higher than
our estimate suggests (compare SGF+00 in Fig. 23). Their activation energy of 0.2
eV is much lower than our value of 1.26 eV. This large disagreement may be re-
lated to the non-stoichiometry of the samples in the NMR experiments (2 percent
excess Se/S, i.e. copper-poor). There is also an extensive literature that measures
chemical diffusion coeffcients using indirect methods such as p-n junction mo-
tion [75, 194–197], potentiostatic current decay [70, 71] and transient ion drift [68]
(see Ref. [72] for a review), which we do not discuss here in detail. These meth-
ods generally yield much higher diffusion coefficients. The analysis of the data
using indirect methods is complicated by internal and external electric fields [72].
We only want to mention the work of Tell et al. [198] who obtained an activation
energy of 1.19 eV for CuInSe2 by p-n junction motion in good agreement with our
result. A possible reason for largely varying diffusion coefficients that is present
in direct as well as indirect methods is the varying stoichiometry of the material.
While stoichiometric samples have been measured in Ref. [191], which agrees
best with our estimate, samples of CuInSe2 are usually prepared copper-poor.
From the very low copper vacancy formation energies and the phase diagram it
can be assumed that these samples have a large concentration of copper vacan-
cies up to several percent or more, such that diffusion can not be analyzed in
the dilute vacancy limit. Furthermore, from the proposed phase diagrams (e.g.
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Ref. [199]) it may be inferred that phase segregation of an ODC phase at low
temperatures might be possible if copper is understoichiometric. For these two
reasons, diffusion is likely to vary strongly with composition, which has been
formerly measured by Dagan et al. [71]. Furthermore, grain boundary diffusion
may play a role in polycrystalline samples. An exact estimate of the diffusion in
such samples is not possible from the data presented here. However, the estimate
given is valid for stoichiometric or slightly copper-poor single crystal samples in
the absence of electric fields and does indeed compare to such experimental data
within the accuracy of the estimate of the prefactor when direct experimental
methods are used.
7.5 summary
In conclusion, we have calculated the defect formation energies and migration
barriers of the copper vacancy in CuInSe2, CuGaSe2, CuInS2 and CuGaS2. The
formation energies of copper vacancies under copper-rich conditions are around
0.5 eV higher for the sulfides than for the selenides. In contrast, substituting in-
dium with gallium has a negligible effect on the formation energies. The higher
formation energies in the sulfides imply that the sulfides may tolerate a higher
Fermi level at the buffer absorber interface. The migration barriers of the copper
vacancy were found to be very similar, i.e. 1.26 eV for CuInSe2 and of compara-
ble magnitude for the other materials. We conclude that copper diffusion in all
studied stoichiometric or slightly copper-poor materials in the absence of electric
fields is significantly slower than commonly expected. Much higher experimen-
tally measured diffusion coefficients may be attributed to a variety of effects, e.g.
the presence of internal and external electric fields, non-ideality of vacancies, i.e.
the breakdown of the dilute limit of copper vacancies in non-stoichiometric sam-
ples, and grain boundary diffusion in polycrystalline sample. In addition, other
diffusion paths seem likely to be present. In the following chapter, we show the
importance of copper interstitials in CuInSe2 for diffusion.
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8
COPPER INTERST IT IALS IN Cu In S e 2
8.1 introduction
The fact that the copper vacancy diffusion mechanism cannot account for fast
ion conductivity and is insensitive to drift from electric fields due to its rather
high migration barrier, motivates the investigation of alternative copper diffusion
mechanisms, such as copper interstitial diffusion.
In addition, several phenomena which require fast copper diffusion are known
to exist in CuInSe2 . Copper redistribution at the CuInSe2/CdS interface has been
proposed to be responsible for the voltage-bias induced metastable behaviour of
CuInSe2 solar cells [45]. A model in which copper interstitials exhibit long-range
field-induced drift from an interface into the bulk leaving negatively charged
vacancies behind was formulated by Herberholz et al. [45], but direct evidence
for this mechanism is still lacking today. Copper migration from the interface
into the bulk has also been observed during the deposition of the CdS buffer
layer on CuInSe2 at a certain Fermi pinning level [185, 186]. Finally, external
electric fields induce p-n junctions in p-type CuInSe2 which is due to copper
migration [71, 73–77]. For all of these phenomena, however, the atomistic details
are not thoroughly understood.
Local DFT calculations with static band-gap corrections report formation ener-
gies larger than 2 eV for the copper interstitial [8, 32], which makes a significant
contribution of interstitials to the copper diffusion unlikely. In this chapter, how-
ever much lower than previously reported formation energies for copper inter-
stitials are obtained by using the hybrid functional HSE06 and two particularly
fast copper interstitial diffusion mechanisms are identified.
8.2 method
The setup for defect calculations as in Section 6.3 was applied. In case of the
hybrid functional, ionic relaxation has been carried out with a truncated Fock
operator. After full ionic relaxation, the wavefunctions were converged using
the full Fock operator. The correction to the formation energies when treating
the same ionic configuration and the reference cell with the full Fock operator as
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compared to the truncated one adds up to a difference in the defect formation en-
ergies of not more than 15 meV, which shows that truncation of the Fock operator
is a safe approximation due to good error cancellation. The electrostatic correc-
tion has been carried out within the scheme developed by Freysoldt et al. [200]
This correction amounts up to 0.15 eV for single charged copper interstitials. Mi-
gration barriers have been calculated by the climbing-image nudge-elastic band
method (CI-NEB) (see Section 4.4.1) using 3 images for the direct and indirect
interstial mechanism and 11 images for the Frenkel pair formation process. The
defect formation energies of the copper interstitials according to Equation 5.7 are
∆HCui
q
f (∆µCu, ǫF) = ∆Edef − µCu + q(ǫVBM + ǫF), (8.1)
where ∆Edef is the calculated energy difference between the system with and
without the copper interstitial, µCu = µrefCu + ∆µCu is the chemical potential of
copper, q is the charge state of the interstitial, ǫVBM is the energy of the valence
band maximum obtained from the calculation and ǫF is the Fermi energy.
8.3 results
Figure 24: The copper interstitial atom (black) can relax in four different configurations.
The octahedral (with respect to the cations) site A, which is the ground state
using HSE06, the tetrahedral site B, which is the saddle point configuration
of the direct migration mechanism, and the two trigonal planar sites C and D.
Site C is the ground state within GGA. Compare also Figure 25. Copper: (red/-
light grey), indium: (blue/dark grey), selenium: (yellow/white) (colour online/print).
Images created with OVITO [201].
The copper interstitial in CuInSe2 can occur in distinct stable configurations on
four different crystallographic sites (see Figure 24 and 25). These positions are
the octahedral (with respect to the cations) site A, the tetrahedral site B, and the
two trigonal planar sites C and D, where an interstitial at site C has two nearest
copper neighbours and one nearest indium neighbour and the interstitial at site
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This work Refs.
Cu+i HSE06 GGA LDA [8]
+static
site A 0.17 0.94 2.04*
site B† 0.38 1.07 -
site C 0.20 0.91 -
site D 0.21 0.96 -
Cu0i HSE06 GGA GGA GGA [32] GGA [32] LDA [8]
+gap +gap +static
site A 1.21 (1.68) 1.52 2.56 1.67 2.67 2.88*
site B† 1.41 (1.88) 1.67 2.71 1.76 2.76 -
site C 1.25 (1.72) 1.52 2.56 - - -
site D 1.24 (1.71) 1.55 2.59 - - -
Frenkel 1.45 1.21
pair
Table 4: Copper interstitial and Frenkel pair formation energies ∆Hf(∆µCu = 0, ǫF =
0) (see Equation 8.1) in eV. The values in brackets do not include the band-
filling correction. All reported values include the electrostatic correction. The
GGA values for the neutral defect are reported with and without a static band
gap correction to the conduction band (GGA + gap), but without band-filling
correction.
D has one nearest copper neighbour and two nearest indium neighbours. The
sites A and B have been treated in Ref. [32], while calculations for sites C and D
have not yet been reported.
In the following, the formation energies of the single positively charged and
neutral copper interstitial at the different sites are quoted for ∆µCu = 0 and a
Fermi-level position at the valence band maxium (ǫF = 0) as the reference state
(Table 4). The chosen values may be translated to other conditions using Equa-
tion 8.1. With the GGA functional the trigonal planar site C is actually the ground
state of the single positively charged copper interstitial (see Table 4). Its forma-
tion energy, however, is only 0.03 eV lower compared to the octahedral site A.
The GGA values without band gap correction for sites A through D are all very
similar and close to 1 eV. When adding the value of the band gap of 1.04 eV, the
interstitial formation energies within GGA are comparable to the value of 2.04
eV given in Ref. [8]. Using the hybrid functional HSE06 with adapted screening
parameter, however, we find significantly lower formation energies from 0.17 to
0.38 eV. The hybrid functional values reverse the energetic order between site A
and C, i.e. the octahedral site A is the ground state for HSE06, while the trig-
* We assume that the value is for the octahedral site A.
† Site B is a saddle point configuration.
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Cu+i Cu
0
i Cu
+
i Cu
0
i Frenkel pair
HSE06 HSE06 GGA GGA GGA
direct mechanism 0.22 0.20 0.13 0.09 1.26
indirect mechanism 0.34 0.30 0.30 0.26 1.43
Table 5: Migration barriers ∆Hm for the positive and neutral charge state of the copper
interstitial diffusion mechanisms in CuInSe2 and the activation barrier of Frenkel
pair formation (Frenkel pair GGA) in eV.
Figure 25: The octahedral copper interstitial atom on site A (central black) can migrate
via a direct mechanism (straight arrow) and an indirect interstitialcy mecha-
nism (dashed arrows). On the cation octahedron indium (blue/dark) is dis-
played larger than copper (red/light grey), (colour online/print).
onal planar sites C and D are 0.04 eV higher in energy. Although these energy
differences are small, an accurate treatment of the exchange-corrleation energy
therefore is important for obtaining the correct ground state in the case of the
copper interstitial. The very similar formation energies of sites A, C and D show
that the octahedral copper interstitial has significant freedom to move within
the selenium tetrahedron (see Figure 24). The low formation energies obtained
from the hybrid functional compared to the uncorrected GGA values originate
from two sources: First, the use of the hybrid functional leads to a down shift
of the valence band maximum, while the static band gap correction basically
assumes that only the conduction band shifts upwards. Second, the more accu-
rate treatment of the exchange-correlation energy in the hybrid approach leads
to a smaller difference in the total energies. The dominating first effect enters
Equation 8.1 via ǫVBM, while the second effect enters via ∆Edef. Comparing the
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formation energies of the positive copper interstitial from the uncorrected GGA
functional and from HSE06, we can split up the difference into the contribution
of the valence band shift ∆ǫVBM = 0.51 eV and the difference in the total energies
of the defects containing the exchange correlation energy difference ∆Edef = 0.32
eV. For comparison, in Ref. [34] a valence band shift of ∆ǫVBM = 0.37 eV has
been determined when using LDA+U vs. LDA, but the formation energy of the
copper interstitial has not been determined. The copper interstitial formation
energy of 2.04 eV obtained from LDA in Ref. [8] suffers from an inappropriate
static correction, which is not equivalent to Equation 8.1 and the corresponding
expression in Ref. [34] and uses the position of the conduction band as the refer-
ence for donors. Therefore, it results in particularly large errors for donor defects
in all charge states, which are approximately the band gap times the dominat-
ing charge state in magnitude. This explains the large difference in formation
energies of the InCu anti-site defect in Ref. [8] obtained from LDA with the static
band-gap correction as compared to Ref. [34] using an LDA+U corrected posi-
tion of the valence band maximum, which amounts up to 2.53 eV for the charge
state +2 and is of similar magnitude for other charge states.
The formation energies as well as the analysis of the eigenvalues show that the
copper interstitial is a shallow donor, which does not create deep states in the
band gap. The shallow donor behaviour and the rather small k-point grid make
a relatively large band-filling correction necessary (Table 4, see Ref. [34] for a
discussion of the band-filling correction). This is only necessary for the neutral
charge state, for which the conduction band is populated.
Two possible migration mechanims of the copper interstitial were identified. A
direct mechanism, where the octahedral copper interstitial (site A) migrates via
the tetrahedral saddle point site (site B), and an indirect interstitialcy mechanism,
where the octahedral interstitial knocks out a copper atom from a lattice site to
the next octahedral site (see Figure 25). The hybrid functional gives a migration
barrier of ∆Hm = 0.22 eV for the direct mechanism and a barrier of 0.34 eV for
the indirect mechanism in case of the positive charge state (see Table 5). Similar
to the case of copper vacancies in the previous chapter, the GGA functional
gives slightly lower migration barriers. Note, however, that the reported GGA
migration barriers are measured from a different ground state configuration (site
C).
As photo-enhanced copper diffusion may occur, it is also interesting to com-
pare the migration barriers for different charge states. We find that the migration
barriers of the neutral charge state are only reduced by at most 0.04 eV in com-
parison to the positive charge state, which is unlikely to account for a significant
enhancement of copper diffusion. However, illumination-enhanced copper dif-
fusion may also originate from space-charge induced electric fields, when the
illumination changes the magnitude of the field. The occurence of direct and
indirect diffusion paths is in line with the finding of Cahen et al. [69], who stated
that the better than expected stability of p-n junctions in CuInSe2 may be ex-
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plained by more than one active diffusion mechanism. Activation energies of the
two mechanisms are given by ECu
+
i
a = ∆H
Cu+i
f + ∆H
Cu+i
m . Using Equation 8.1 we
can write
E
Cu+i
a = ∆H
Cu+i
f (0, 0)− ∆µCu + ǫF + ∆H
Cu+i
m . (8.2)
For typical copper-poor p-type high-grade photovoltaic material, the typical
Fermi level is ǫF ≈ 0.25 eV and ∆µCu ≈ −0.5 eV [190], which gives an approx-
imate activation energy of 1.14 eV for the direct and 1.26 eV for the indirect
diffusion mechanism, both being close to the activation energy of 1.26 eV for the
vacancy mechanism [38]. This shows that all three mechanisms similarly con-
tribute to the copper self-diffusion in high-grade photovoltaic CuInSe2, which
poses a challenge to their experimental detection. The model proposed by Her-
berholz et al. [45] for long-range copper migration at interfaces requires atoms
to leave their lattice sites close to the interface, thereby creating Frenkel pairs.
The activation barrier for Frenkel pair formation for both a direct and an indirect
mechanism have been calculated only with the GGA functional as these calcula-
tions are rather expensive due to 11 images used for this process in the CI- NEB
calculation. Similarly to the diffusion processes, a Frenkel pair can be created
via a direct mechanism, i.e. an atom is displaced from its lattice position to an
interstitial site, or an indirect mechanism, i.e. it kicks out one of its nearest neigh-
bour copper atoms. The activation barrier of the direct and indirect Frenkel pair
formation process as obtained from the GGA-NEB calculation are 1.26 eV and
1.43 eV. This barrier has to be thermally overcome before copper interstitials may
exhibit fast diffusion under the influence of an interface space charge or external
electric field. For copper-poor samples, however, frequent recombination with
vacancies is expected to inhibit fast copper interstitial diffusion to some degree.
8.4 summary
In conclusion, we have calculated the formation energies and migration barriers
of the copper interstitial and Frenkel pairs from the screened exchange hybrid
functional HSE06 and the GGA functional. Both, the rather low formation ener-
gies and the lowmigration barriers clearly show that not only the copper vacancy
but also the interstitial is an important defect driving copper diffusion phenom-
ena in CuInSe2. A direct and an indirect migration mechanism with migration
barriers as low as 0.22 and 0.34 eV make the copper interstitial susceptible to
space-charge induced drift. In contrast, a significant dependence of the migra-
tion barriers on the charge state has been ruled out. The formation energies and
energy barriers for the migration and Frenkel pair formation processes are con-
sistent with a number of physical models that have been invoked for different
phenomena related to copper diffusion in the literature.
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ANT I S I TE TRAPS AND METASTABLE PO INT DEFECTS IN
Cu In S e 2 AND CuGaS e 2
9.1 introduction
This chapter focuses on the computational characterization of the cation anti-
site defects, the metastable DX centers, and VS e − VCu complexes. We will
investigate their localization properties in detail and compare to photolumines-
cence masurements before turning to the full picture of the intrinsic point defect
thermodynamics in chapter 10. The localization properties of antisites have not
been formerly studied. In contrast, the intrinsic indium and gallium DX cen-
ters ( I n , G a )DX [37] and the selenium vacancy V S e [35] or selenium vacancy–
copper vacancy complex V S e − VCu [36] were formerly found to exhibit metastable
behaviour and localized states in the band gap. These theoretical results have
been invoked [202–204] to explain the experimentally observed light and voltage-
bias induced metastabilities. However, metastable point defects are not the only
possible explanation. Copper migration in the space charge region [205, 206],
deep acceptor levels in the CdS buffer layer [207], an electron-injection depen-
dent barrier at the molybdenum back-contact of the device [48], or the presence
of a p+-layer in conjunction with a shallow donor level at the buffer absorber
interface [208] have all been put forward as possible explanations. Therefore,
metastabilities in Cu(In,Ga)Se2 based devices and their possible relation to the
N2 and N1 levels remain puzzling and it is not clear whether a single explanation
is sufficient to explain all of the observed phenomena [26, 48].
To recall some of the key experimental findings: A hole trap level in the range
between 0.15-0.35 eV, often named N2, has been observed using admittance and
deep-level transient spectroscopy (DLTS) and Hall measurements in CuInSe2 [51–
53], CuGaSe2 [52, 53, 57, 60, 61] and Cu(In,Ga)Se2 [51, 52, 56, 58, 59]). In addition,
a deep defect around 0.8 eV independent of Ga content has been observed served
using photocapacitance spectroscopy [54, 55]. A measured activation energy be-
tween 0.05-0.20 eV, has been attributed to an interface defect in Cu(In,Ga)Se2 and
was named N1 [58], although this denomination is ambiguously used and it is
unclear whether the N1 response is associated to a defect at all [48]. Indeed,
various metastable effects have been observed in Cu(In,Ga)Se2 devices such as
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persistent photoconductivity [42], the increase of the open-circuit voltage upon
white-light soaking [43], an increase of the space-charge upon illumination [44]
or reverse-biasing [45] accompanied with a decrease of the fill factor [46] as well
as capacitance relaxation on long time scales after light-soaking [47].
In this chapter, it is shown that CuIn,Ga antisites create two hole trap levels in
the gap of both CuInSe2 and CuGaSe2, while GaCu antisites create an electron
trap level in CuGaSe2. The results are put in context to photoluminescence mea-
surements of CuGaSe2 thin-film solar cells carried out by Thomas Unold and
colleagues at the Helmholtz center Berlin (HZB). The implications of the local-
ized defect states and the thermodynamics of the defects for the performance of
Cu(In,Ga)Se2 solar cells are discussed.
9.2 method
Again, the HSE06 functional [155, 156] was used with the setup as in Section
6.3. Ion positions were relaxed until forces were converged to below 0.05 and
0.1 eV/Å, for supercells of 64 and 216 atoms, respectively. Spin polarization was
considered for unpaired electrons in 64 atoms cells and in case of Cu−1Ga in a cell
of 216 atoms, but was found to have only a small effect on the total energy, e.g.
24 meV total energy difference compared to the non-spin-polarized result in the
latter case. The computationally costly calculation of supercells of 216 atoms
with a 2x2x2 k-point grid was necessary in order to observe unambiguously
localized defect levels of Cu0In,Ga and Ga
0
Cu. All reference phases presented in
the stability diagram (Fig. 26) were calculated using the same functional. The
point defect formation energies were calculated as a function of the chemical
potentials of the constituents ∆µi referenced to the elemental phases and the
Fermi energy ǫF according to Equation 5.7. The potential alignment and image
charge corrections have been carefully carried out as described in Ref. [169].
Numerical data of the formation enthalpies of bulk phases for construction of
the stability diagram and calculated defect formation energies for all defects and
charge states are reported in detail Chapter 10.
9.3 results and discussion
Since high-efficiency Cu(In,Ga)Se2 absorber material is prepared under a highly
selenium-rich atmosphere, e.g. with a selenium to metal flux ratio of 5 [209],
it is instructive to interpret the defect physics for this material under selenium-
rich conditions on the Se-Cu(In,Ga)Se2 phase boundary in the calculated stability
diagram (point A in Fig. 26). In contrast to a previously calculated stability dia-
gram [34], our calculations show a phase boundary between Cu2Se and CuInSe2,
which is in line with the experimental phase diagram and the observation of
Cu2Se precipitates under certain processing conditions [63] (point B). For Cu-
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A
B
C
in eV CuInSe2 CuGaSe2
∆µCu ∆µIn ∆µCu ∆µGa
A -0.5 -1.87 -0.5 -2.17
B -0.1 -1.3 -0.1 -1.5
C -0.4 -1.0 -0.3 -1.0
Figure 26: Stability diagram for CuInSe2. The defect formation energies in Figure 27 are
discussed in terms of the chemical potential at points A, B and C. The stability
range for CuGaSe2 (not shown) has the same shape, but a somewhat larger
extent due to its higher formation enthalpy (CuInSe2: -2.37 eV, CuGaSe2: -2.67
eV). Numerical values for point A, B and C are given in the table.
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poor compositions, which yield the highest conversion efficiency, Cu(In,Ga)Se2
is a highly compensated semiconductor. In this case, the charge neutrality con-
dition and thus the Fermi-energy is essentially determined by the concentration
of donors and acceptors with the lowest formation energies (see Figure 27). For
the chemical potentials at points A, B and C the material turns out to be p-type,
while it becomes n-type for maximal Cu- and In-rich conditions (not shown). Fig-
ure 27 shows the calculated defect formation energies for the various chemical
potentials.
One of the most intriguing result is that CuIn,Ga antisites in both materials,
CuInSe2 and CuGaSe2, can have equally low formation energies as copper va-
cancies and may thus also act as compensating defects. This finding is consistent
with large concentrations of CuIn in CuInSe2 recently reported using wavelength
dispersive x-ray diffraction even for copper-poor material [210]. However, when
the chemical potentials are shifted towards metal-rich conditions (e.g. point C),
it is seen that the defect formation energy of CuIn,Ga at the intrinsic Fermi level
(vertical arrow) increases, while it does not change much for (In,Ga)Cu and VCu.
The analysis of the density of states of Cu0In,Ga reveals an empty narrow defect
band above the VBM for CuIn in CuInSe2 (at 0.27 eV) and CuGa in CuGaSe2 (at
0.36 eV, Figure 28 and 30), which represents two trapped holes (the hole density
of the empty single-particle defect state of CuGa as obtained from the calculation
is displayed in Fig. 29). Similarly, it is observed that Cu−1In,Ga traps single holes
in the minority spin channel. Holes trapped by CuIn,Ga defects have Cu d-Se p
character and can be classified as intermediate between deep and shallow based
on their localization, which extends to the nearest copper neighbors. The defect
shows negligible lattice relaxation below 0.01 Å. Furthermore, a localized elec-
tron trap level emerges for Ga0Cu at a single-particle energy of 1.17 eV above the
VBM in CuGaSe2 (see also Figure 28 and 29). The complexes GaCu − V−Cu and
(GaCu− 2VCu)−2 show defect levels at the same position. The defect level of In0Cu
is found to be resonant within the CB for CuInSe2 at 1.48 eV and for CuGaSe2 at
1.46 eV in the gap approximately independent of gallium content. This finding
is in contrast to Ref. [8], in which deep InCu levels were found in CuInSe2, which
were removed by pairing the defect with copper vacancies.
It should be noted that defect calculations on Cu(In,Ga)Se2 have so far been
performed with supercells smaller or equal to 64 atoms [8, 34, 37]. However,
very disperse defect bands appear within the gap for the cells with 64 atoms
for the antisite defects (see Figure 28), which indicates significant self-overlap
of the defect wavefunctions. Within GGA, delocalization even occurs in large
supercells up to 216 atoms, which explains why localized antisite hole traps have
not been identified in the past. This proves that an accurate nonlocal treatment
of exchange and correlation and large supercells are crucial for obtaining the
correct localization behavior of the CuIn,Ga defect.
The fact that CuIn,Ga antisites localize holes, are abundant under typical prepa-
ration conditions (up to 1020cm−3 at 850 K deposition temperature) and the cal-
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Figure 27: Defect formation energies, charge transition levels and the determined intrin-
sic Fermi levels in CuInSe2 and CuGaSe2 for chemical potentials correspond-
ing to points A, B and C in Figure 26. Numerical data is given in Chapter
10.
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with 216 atoms.
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Figure 30: Schematic representation of the localized single-particle defect levels of CuGa
in CuGaSe2 as obtained by analysis of the local density of states for supercells
of 216 atoms and hole emission processes as discussed in the text.
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culated thermal transition energy for the process Cu0Ga → Cu−Ga+ h+VB (Figure 30)
of 0.21 eV agrees with experimental measurements (e.g. 0.1-0.3 eV in Ref. [56]
and 0.1-0.2 eV in Ref. [59]) make it safe to conclude that the N2 hole trap level is
due to the CuIn,Ga antisite. The fact that this level does not occur in all samples
can be explained with differing formation energies relevant for different prepa-
ration conditions (compare points A, B, C in Fig. 27). CuIn,Ga is also the source of
a second, deeper hole trap level around 0.8 eV as observed in photocapacitance
measurements [54], since the calculated transition energy for the emission pro-
cess of a single trapped hole Cu−1Ga → Cu−2Ga + h+VB (0.74 eV, see Figure 30) agrees
well. This leads to the experimentally verifiable conclusion that the N2 defect
signal and the 0.8 eV photocapacitance signal should correlate. The analysis of
the local density of states reveals significant changes of the defect wave function
upon emission of the single trapped hole. Cu−2Ga shows three localized defect
states with t2 symmetry at 0.32 eV above the VBM and two states with e symme-
try right at the VBM (see Figure 30). For Cu−1Ga and Cu
0
Ga the t2 states trap the
holes. Additional defect-localized states are located roughly 3 eV below the VBM
(see Figure 4), with t2 symmetry for Cu−2Ga but e symmetry in case of Cu
−1
Ga and
Cu0Ga. CuIn,Ga antisites therefore show interesting defect physics arising from va-
lence band-defect due to interactions of full cation d shells and anion p orbitals
at the VBM, which can not be understood in terms of single orbital defect states
in the gap and which leads to two different hole trap levels without considerable
lattice relaxation.
The Ga0Cu antisite, in contrast, shows a clearly localized electron trap state at
a single-particle energy of 1.17 eV above the VB in CuGaSe2 and at 1.07 eV in
CuInSe2 very close to the CBM. Therefore this antisite defect becomes increas-
ingly deep when Ga is alloyed into CuInSe2, due to the rising CB. Since GaCu is
expected to occur in large quantities in Cu(In,Ga)Se2 due to its low formation
energy, it may limit solar cell efficiency when Ga alloying is used to increase the
band-gap: When the CBM is raised above the position of the GaCu defect level,
recombination through this defect may limit the open-circuit voltage. Since the
associates of GaCu with copper vacancies display the same single-particle defect
level as the non-complexed antisite, the complexes may cause the same limita-
tions.
To confirm the theoretical results for the GaCu defect, temperature-dependent
photoluminescence measurements were carried out by Thomas Unold and cowork-
ers at the Helmholtz Center Berlin (HZB). CuGaSe2 thin-film solar cells were
prepared by a three-stage coevaporation process, as used for high-efficiency chal-
copyrite solar cell devices [211]. For the thin film absorber investigated, a ratio
[Cu]/[Ga] = 0.87 was measured by x-ray fluorescence analysis and the accompa-
nying solar cell showed a device efficiency of 7%. Photoluminescence (PL) was
measured using a 670 nm diode-laser as excitation source and a thermoelectrically-
cooled InGaAs array coupled to a 0.5 m spectrograph for luminescence detection,
with the sample placed in a closed-cycle helium cryostat. A photoluminescence
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Figure 31: Photoluminescence spectrum at T=15 K measured for CuGaSe2 thin films.
The black solid line indicates a fit consisting of three gaussian-shaped transi-
tions at E1 = 1.6 eV, E2 = 1.48 eV and E3 = 1.17 eV (dashed lines).
spectrum obtained at 15 K is shown in Figure 31. Three recombination peaks
located at 1.6 eV, 1.48 eV and 1.17 eV can be clearly distinguished. The tem-
perature and excitation intensity dependence of these peaks is consistent with
an assignment of the peak at 1.6 eV to a tail-to-band transition, commonly ob-
served in Cu-poor chalcopyrites [212], and the assignment of the peak at 1.48 eV
to a free-to-bound transition. The latter transition energy is in excellent agree-
ment with the calculated optical emission energy for the recombination process
Ga+Cu + h
+
VB → Ga++Cu in CuGaSe2 (1.44 eV). The temperature and excitation de-
pendence of the third broad peak observed at about 1.17 eV is consistent with a
donor-acceptor transition. A possible candidate for this transition is the process
Ga+Cu + Cu
0
Ga → Ga2+Cu + Cu−1Ga , i.e. the recombination of a single electron local-
ized on a GaCu antisite with a neighboring CuGa hole trap by radiative tunneling,
which has a calculated transition energy of 1.02 eV.
For metastabilities originating from intrinsic DX centers to occur, it is necessary
that a DX pinning level exists within the gap [37]. From our results (Figure 27),
we conclude that such a pinning level only occurs for GaCu antisites in CuGaSe2
(ECuGaSe2DX,pin = 1.16 eV), but not for InCu antisites in CuInSe2 (E
CuInSe2
DX,pin = 1.31 eV,
well above the CB and in contrast to Ref. [37]). Therefore, Fermi-level pinning
and metastable effects due to intrinsic DX centers may occur in larger band gap
Cu(In,Ga)Se2 above approximately 30 per cent Ga content, but not for the ternary
CuInSe2.
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In order to assess the energy differences responsible for the different DX pin-
ning levels as compared to Ref. [37], it is instructive to compare the uncorrected
formation energies of In2+Cu and InDX in CuInSe2 within our approach to the ones
obtained from LDA applying only the static +U valence band correction of Ref.
[37], which we were able to reproduce. The uncorrected formation energy of
In2+Cu within our approach is 0.4 eV lower, while the one of InDX is 0.32 eV higher.
These energy differences, which result from the different treatments of exchange
and correlation within HSE06 as compared to the LDA, mostly the improved
description of the Cu d electrons, directly cause the change in the DX pinning
levels.
We have also investigated VSe − VCu vacancy pairs, which have been held re-
sponsible for a variety of metastability phenomena in Cu(In,Ga)Se2. With respect
to this defect pair our hybrid functional calculations yield comparable charge
transition levels (+/-) and metastable relaxation behavior as previously found
in LDA-based calculations [36]. However, the formation energies of this defect
complex are higher than 2 eV at the relevant Fermi levels at points A, B and C
in Figure 27). Thus, under thermal equilibrium conditions, VSe −VCu associates
should occur only in minor quantities (below 1012 cm−3 at 850 K deposition
temperature as estimated from the defect formation energy). Thus, these de-
fects can only cause metastable phenomena if the material is prepared with high
VSe −VCu content due to far-from-equilibrium growth conditions.
9.4 summary
We have shown that CuIn,Ga defects create two localized hole trap levels in both
CuInSe2 and CuGaSe2, which are related to the experimentally observed N2
level and a deep response in photocapacitance measurements. In contrast, GaCu
antisites exhibit an electron trap level in CuGaSe2 which was confirmed within
good accuracy by photoluminescence measurments. GaCu antisites also display
metastable DX behaviour, although at a higher Fermi level than previously found,
while InCu antisites are very shallow and do not display metastable DX behaviour.
We will return to and elaborate on many aspects of the defects investigated so
far in the following chapter completing the full picture of the physics of intrinsic
point defects in CuInSe2 and CuGaSe2 and giving verbose numerical data.
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THE COMPLETE INTR INS IC PO INT DEFECT PHYS ICS OF
Cu I n S e 2 AND CuGaS e 2
10.1 introduction
The remaining intrinsic point defects are characterized in this chapter and the
full picture of the intrinsic defect physics in CuInSe2 and CuGaSe2 is presented.
Only a complete assessment of all relevant defects under realistic chemical po-
tentials allows to accurately determine the relevant intrinsic defects, their con-
centrations, transition levels and the Fermi level in the material. The calculations
are carried out in a self-contained manner with the same hybrid functional as
before in order to obtain consistent results. Extensive reference to literature data
is made and possible sources of deviations are pointed out in order to clarify the
theoretical perspective on point defects in Cu(In,Ga)Se2 to the reader.
The chapter is organized as follows: The methodology is explained in Sec-
tion 10.2 and the resulting stability diagrams, defect formation energies, charge
transition levels and single-particle defect states are introduced in Section 10.3.
A detailed discussion of the properties of individual point defects follows in
Section 10.4. The issue of whether metastable defects can be assigned to exper-
imentally observed metastabilities is discussed in Section 10.5. In Section 10.6
we provide evidence that defect complexes with copper vacancies are not rele-
vant in Cu(In,Ga)Se2 and discuss opposite findings in the literature. A detailed
comparison of our results with literature data based on local functionals and a
discussion of the prevailing trends follows in in Section 10.7, while the predicted
defect physics are compared to experimental findings in Section 10.8. Theory-
based guidance to solar cell device optimization is given in Section 10.9. Finally,
connections of the present results to other materials are pointed out in Section
10.10.
10.2 method
The methodology is similar to the previous chapters and we used the basic setup
as in Section 6.3. In some cases, when the localization behaviour of the defect in
the smaller cell was not conclusive, super cells of 216 atoms were used. The im-
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age charge correction was carried out as described in Ref. [169] using a fraction
of 0.66 of the monopole correction and the potential alignment correction was
applied by aligning the core-averaged electrostatic potentials far from the defect
[171]. Spin-polarization was considered for charge states with unpaired spins,
but was generally found not to affect the total energies significantly.
As in the previous chapters, the defect formation energies were calculated
according to Equation 5.7, i.e.
∆Hq
f
= ∆Edef + ∑
i
∆ni∆µi + q(ǫVBM + EF). (10.1)
10.3 results
10.3.1 Stability diagrams
∆Hf ∆Hf crystal Exp. eV per f.u.
HSE06 GGA structure (kJ/mol per f.u.)
CuInSe2 -2.37 -1.79 Chalcopyrite -2.12 (-204) [213]
CuGaSe2 -2.67 -2.33 Chalcopyrite -2.75 (-264) [214]
CuIn5Se8 -9.37 -7.04 ODC CH-type [8] -
CuGa5Se8 -10.96 -7.97 ODC CH-type [8] -
CuSe -0.53 -0.27 Klockmannite [215] -0.42 [213]
Cu2Se -0.68 -0.02 antifluorite [216] -0.61 (-59) [213]
Cu3Se2* -1.12 -0.58 umangite [217] -1.03 (-99) [218]
InSe -1.28 -1.05 layered structure [219] -1.22 (-117) [213]
In2Se3 -3.25 -2.46 β-In2Se3 [220] -3.57 (-343) [213]
In4Se3 -3.55 -3.09 layered structure [221] -3.79 (-364) [222]
GaSe -1.47 -1.14 layered structure [223] -1.65 (-159) [213]
Ga2Se3 -3.62 -2.99 defect zincblende [224] -4.56 (-439) [213]
Table 6: Calculated formation enthalpies of the phases displayed in the grand-canonical
zero temperature phase diagram in eV per formula unit as compared to experi-
mental values. The crystal structures used in the calculations are also given.
The stability diagrams shown in Figure 32 were calculated from the formation
enthalpies of the compound obtained within the adapted HSE06 functional as
displayed in Table 6. In order to assess the effect of phase stability and the
chemical conditions on the defect physics in more detail than in Chapter 9, six
combinations of chemical potentials are specified (points A to F in Figure 32)
and will be used in order to discuss trends in the defect physics. The chemical
* The structure is metastable when HSE06 values are considered (in contrast to GGA values) and
does not show up in the stability diagrams.
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CuGa5Se8
GaSe
Cu
Ga
Se 2Ga2Se3
Se CuSe
Cu2Se
ODCs
A
B
C
D
E
F
A
B
C
D
E
F
in eV CuInSe2 CuGaSe2
∆µCu ∆µIn ∆µCu ∆µGa
A -0.5 -1.87 -0.5 -2.17
B -0.1 -1.3 -0.1 -1.5
C -0.4 -1.0 -0.3 -1.0
D 0.0 -0.2 0.0 -0.3
E 0.0 -0.9 0.0 -0.7
F -0.4 -2.0 -0.3 -1.6
Figure 32: Stability diagram for CuInSe2 and CuGaSe2 as derived from the data in Ta-
ble 6. The defect formation energies in Figure 33 are discussed in terms of the
chemical potentials at the given points A to F.
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potentials of the constituent elements as referenced to their elemental phase are
related by the condition that their weighted sum must add up to the formation
enthalpy of the compound, e.g. for CuInSe2:
∆µCu + ∆µIn + 2∆µSe = ∆H
CuInSe2
f . (10.2)
We choose to fix ∆µCu and ∆µIn, ∆µSe is then given by the above condition.
In the following, a little more rationale is provided of which conditions of the
chemical potentials, i.e. which points in the stability diagrams, are suitable to
interpret the defect physics in solar cell absorber material.
Since high-efficiency Cu(In,Ga)Se2 absorbers are prepared under a highly sele-
nium-rich atmosphere, e.g. with a selenium to metal flux ratio of 5:1 [209], it is
instructive to interpret the defect physics for this material under selenium-rich
conditions on the Se-Cu(In,Ga)Se2 phase boundary in the calculated stability dia-
gram (point A in Fig. 32). In addition, this point also agrees very well with a mea-
sured value of the copper-chemical potential of -0.45 to -0.5 eV in high-quality
Cu(In,Ga)Se2 [190]. The reader is also referred to the discussion on suitable
chemical potential conditions in Ref. [225], which supports that the true prepa-
ration conditions for high-quality absorber material can be expected to be close
to point A. Under copper-rich conditions, when Cu2Se precipitates are likely
to occur [63], the defect physics should rather be discussed at the Cu2Se phase
boundary, i.e. at point B in the stability diagrams. For most chemical potentials
in CuInSe2 and for any valid combination of chemical potentials in CuGaSe2 the
material turns out to be p-type. CuInSe2 can also be prepared n-type for maxi-
mal Cu- and In-rich conditions (at point D in Figure 33) in agreement with the
findings of Persson et al. [34] and experimental observations of n-type CuInSe2
crystals [226].
It is of general interest to compare the formation enthalpies of the compounds
within our approach to the experimental ones and the ones obtained by GGA (Ta-
ble6) in order to assess the applicability of the HSE06 functional for thermochem-
istry [227]. GGA turns out to generally underestimate the formation enthalpies,
while HSE06 gives values, which are generally in much better agreement with
experiment. In contrast to GGA, HSE06 somewhat overestimates the formation
enthalpies of the copper containing compounds, while it still underestimates the
ones which do not contain copper. A particular pathologic case seems to be
Cu2Se, which has an almost vanishing formation enthalpy within GGA, while
HSE06 dramatically improves the agreement with the experimental value. This
explains why formerly calculated phase stability diagrams using local function-
als display Cu3Se2 as a neighbouring phase to CuInSe2 [34, 204], but not Cu2Se,
which disagrees with the experimentally determined phase diagram and obser-
vations of Cu2Se precipitates in CuInSe2 [63]. The largely improved formation
enthalpies of the copper containing compounds as compared to the experimen-
tal values are likely to originate from the improved description of the localized
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copper d electrons within HSE06 and suggest that HSE06 is particularly suitable
to study copper containing compounds and other compounds containing closed
d shell transition metal ions.
10.3.2 Point defect formation energies
The calculated formation energies of the intrinsic point defects in CuInSe2 and
CuGaSe2 are plotted as a function of the Fermi energy for the six representa-
tive combinations of chemical potentials A to F in Figure 33. The underlying
numerical data, i.e. the formation energies for EF = 0 and ∆µCu = 0,∆µIn = 0
and ∆µSe = 0 for all relevant charge states q are given in Tables 7 and 8. Note
that this choice does not correspond to a physically meaningful situation, but it
is a convenient choice for citing the data and in order to compare to literature
values. The physical interpretation of the defect formation energies, however,
requires the choice of chemical potentials within the stability region of CuInSe2
and CuGaSe2 as in Figure 32 and consistent determination of the Fermi level EF.
The intrinsic Fermi energy for the different preparation conditions was qualita-
tively determined by considering the charge neutrality condition. For accurate
quantitative predictions of the intrinsic Fermi energy, it is necessary to numeri-
cally solve the charge neutrality condition. The present procedure, however, is
accurate enough for our purpose.
One of the most important issues to consider is to identify the defects, which
are contained in high quantities in the material such that they influence its prop-
erties. This depends on the chosen chemical potentials, which are connected to
the preparation conditions. From Figure 33 it is seen that the defects which have
low formation energies below approximately 1 eV in CuInSe2 are the antisite
InCu, the copper vacancy VCu, the CuIn antisite and the copper interstitial Cui.
The situtation is analogous in CuGaSe2 with the defects GaCu, VCu, CuGa and
Cui. Doping and self-compensation in CuInSe2 and CuGaSe2 have been under-
stood to be due to InCu and VCu in CuInSe2 and GaCu and VCu in CuGaSe2 in the
past [34]. However, our results show that CuIn, CuGa and Cui may substantially
contribute to doping and compensation under certain preparation conditions,
such as e.g. at points B and F for CuInSe2 and points B,C,E and F for CuGaSe2.
This implies that the properties of these four intrinsic defects may significantly
influence the properties of the material.
Other defects than the ones mentioned above should only be contained in
small quantities based on the obtained formation energies in an equilibrium pic-
ture, such that they should not significantly alter the properties of CuInSe2 and
CuGaSe2. However, significant amounts of these defects could arise if the mate-
rial is prepared far from quilibrium and they could contribute to mass transport
at high temperatures. Furthermore, they may exhibit interesting properties from
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Figure 33: Defect formation energies in CuInSe2 and CuGaSe2 for various preparation
conditions (chemical potentials) as displayed in the stability diagrams (Figure
32).
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a theoretical point of view. Therefore, we analyze their properties in detail along
with the already mentioned defects in Section 10.4.
CuInSe2 +3 +2 +1 0 -1 -2 -3
InCu - -1.01 0.24 1.86 - - -
InCu Ref. [8] - 1.85 2.55 3.34 - - -
InCu Ref. [34] - -0.73 0.01 0.9 - - -
GaCu - -1.03 0.22 1.30 - - -
CuIn - - 2.08 2.22 2.84 -
CuIn Ref. [8] - - - 1.54 1.83 2.41 -
VCu - - - - 1.19 - -
VCu Ref. [8] - - - 0.60 0.63 - -
VCu Ref. [34] - - - 0.83 0.9 - -
VIn - - - 3.85 3.88 4.3 4.99
VIn Ref. [8] - - - 3.04 3.21 3.62 4.29
InDX - - - 1.61 - - -
GaDX - - - 1.30 - - -
InCu −VCu - - 0.00 1.34 2.10 - -
InCu − 2VCu - - - 1.07 - - -
InCu − 2VCu Ref. [8] - - - 0.33 - - -
InCu − 2VCu Ref. [32] - - - 0.21 - - -
VSe - 2.37 - 2.45 3.43 4.78 5.66
VSe Ref. [35]† - 2.39 - 2.43 - 4.39 -
VSe −VCu - - 2.9 - 3.47 4.33 5.66
VSe −VCu Ref. [36]* - - 2.63 - 3.01 3.99 5.24
Cui‡ - - 0.17 1.68 - - -
Cui Ref. [8] - - 2.04 2.88 - - -
Ini 0.60§ 0.95§ 1.43‡ 2.84‡ - - -
Sei - 2.48 2.67 2.87 3.51 4.87 -
Table 7: Defect formation energies in CuInSe2
* as estimated from Figure 2 in Ref. [36] (1.8 eV) and translated to ∆µSe = 0
† as estimated from Figure 4 in Ref. [35] (1.6 eV) and translated to ∆µSe = 0
‡ tetrahedral site (with respect to neighbouring cations)
§ trigonal planar site (with respect to neighbouring cations), two nearest copper neighbours
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CuGaSe2 +3 +2 +1 0 -1 -2 -3
GaCu - -0.68 0.58 1.91 - - -
GaCu Ref. [31] - 2.04 3.03 4.22 - - -
GaCu Ref. [34] - 0.05 1.07 2.43 - - -
InCu - -0.61 - 2.68 - - -
CuGa - - 2.29 2.49 3.26 -
CuGa Ref. [31] - - - 1.41 1.70 2.33 -
VCu - - - - 1.28 - -
VCu Ref. [31] - - - 0.60 0.67 - -
VCu Ref. [34] - - - 0.83 0.71 - -
VGa - - - 4.7 4.71 5.05 5.87
VGa Ref. [31] - - - 2.83 3.02 3.40 4.06
GaDX - - - 1.63 - - -
InDX - - - 2.19 - - -
GaCu −VCu - - -0.05 1.41 3.14 - -
GaCu − 2VCu - - - 0.89 - - -
GaCu − 2VCu Ref. [31] - - - 0.7 - - -
VSe - 2.44 - 3.12 4.38 6.04 -
VSe Ref. [36]* - 2.86 - 3.14 4.01 5.12 -
VSe −VCu - - 2.96 - 3.74 5.32 7.16
VSe −VCu Ref. [36]* - - 2.81 - 3.45 4.51 5.81
Cui† - - 0.41 2.26 - - -
Cui Ref. [31] - - 1.91 3.38 - - -
Gai 0.77‡ 0.82‡ 1.21† 3.01† - - -
Sei - 3.14 3.29 3.77 4.85 6.18 -
Table 8: Defect formation energies in CuGaSe2
10.3.3 Charge transition levels
The charge transition levels are visualized in the formation energy plots in Figure
33. In addition, the numerical values are also given in Table 9 as compared to
literature values. Charge transition levels correspond to themal transitions, while
optical transitions exclude the relaxation energies of the defects. However, if
the relaxation energy can be neglected they should be approximately the same.
Calculated optical transition energies are not reported within the present work.
* as estimated from Figure 2 in Ref. [36] and translated to ∆µSe = 0
† tetrahedral site (with respect to neighbouring cations)
‡ trigonal planar site (with respect to neighbouring cations), two nearest copper neighbours
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CuInSe2 ǫ (qi/qj)
VCu shallow
InCu shallow
InCu Refs. [8],[34] 0.7, 0.74 (+2/+1), 0.79, 0.89 (+1/0)
GaCu shallow
CuIn 0.11 (0/-1), 0.67 (-1/-2)
CuIn Ref. [8] 0.29 (0/-1), 0.61 (-1/-2)
InDX,pin none
InDX,pin Ref. [37] 0.92 (+2/0)
GaDX,pin 1.17 (+2/0)
VSe 0.08 (+2/0), 0.98 (0/-1)
VSe Ref. [36] 0.05 (+2/0), 0.85 (0/-1), 1.14 (-1/-2)
VSe −VCu 0.29 (+1/-1), 0.86 (-1/-2)
VSe −VCu Ref. [36] 0.19 (+1/-1), 0.98 (-1/-2), 1.25 (-2/-3)
VIn 0.03 (0/-1), 0.42 (-1/-2), 0.69 (-2/-3)
VIn Ref. [31] 0.19 (0/-1) ,0.38 (-1/-2), 0.66 (-2/-3)
Ini 0.34 (+3/+2), 0.48 (+2/+1)
Sei 0.19 (+2/+1), 0.20 (+1/0), 0.64 (0/-1)
CuGaSe2 ǫ (qi/qj)
VCu shallow
InCu shallow
GaCu 1.26 (+2/+1), 1.33 (+1/0)
GaCu Refs. [31],[34] 0.99, 1.02 (+2/+1), 1.19, 1.36 (+1/0)
CuGa 0.21 (0/-1), 0.74 (-1/-2)
CuGa Ref. [31] 0.29 (0/-1), 0.58 (-1/-2)
GaDX,pin 1.17 (+2/0)
GaDX,pin Ref. [37] 0.84 (+2/0)
InDX,pin 1.40 (+2/0)
VSe 0.34 (+2/0), 1.26 (0/-1), 1.66 (-1/-2)
VSe Ref. [36] 0.14 (+2/0), 0.87 (0/-1), 1.14 (-1/-2)
VSe −VCu 0.39 (+1/-1), 1.58 (-1/-2)
VSe −VCu Ref. [36] 0.32 (+1/-1), 1.06 (-1/-2), 1.30 (-2/-3)
VGa 0.01 (0/-1), 0.34 (-1/-2), 0.82 (-2/-3)
VGa Ref. [31] 0.17 (0/-1), 0.41 (-1/-2), 0.67 (-2/-3)
Gai 0.05 (+3/+2), 0.39 (+2/+1)
Sei 0.15 (+2/+1), 0.48 (+1/0), 1.08 (0/-1), 1.32 (-1/-2)
Table 9: Charge transition levels of CuInSe2 and CuGaSe2 as compared to the literature
in eV. Classification as ”shallow” means that the charge transition levels lies
closer to the band edge than the accuracy of the calculation (≈<50 meV).
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10.3.4 Defect states
All localized single-particle defect states of the investigated defects within the
gap of CuInSe2 and CuGaSe2 are reported in Table 10. Even though they are not
directly comparable to experiment, single-particle defect states provide useful
additional information on the character of the defect, its degree of localization,
and another possibility to check for consistency. It is an important advantage
of the HSE06 functional employed here, that defect states can be observed over
the entire band gap for all defects without shifts being necessary since the band
gap is correctly described. Recombination via defects is only expected when a
localized defect state occurs within the gap. It is interesting to note that most
defect states align very well on an absolute scale. This is easy to see from Table
10, since the valence band offset between CuInSe2 and CuGaSe2 can be neglected.
CuInSe2 ǫ (q) CuGaSe2 ǫ (q)
CuIn 0.30a (0) CuGa 0.35a (0)
- 0.63b (-1)
0.25a,c (-2) 0.30a ,c (-2)
InCu shallow, 1.50a (0) InCu 1.45a (0)
GaCu shallow, 1.05a (0) GaCu 1.17a (0)
GaDX 0.2 (0) GaDX 0.5 (0)
- - GaDX Ref. [37] 0.5 (0)
InDX 0.6 (0) InDX 0.55 (0)
InDX Ref. [37] 0.6 (0) - -
InCu − 2VCu no gap states GaCu − 2VCu 1.25a (-2)
VSe 0.4-0.6 (-2) VSe 0.5-0.7 (-2)
VSe −VCu 0.4-0.5 (-3) VSe −VCu 0.5-0.7 (-3)
VIn 0.3a,c (-3) VGa 0.3a ,c (-3)
VGa 1.30a ,b (-2)
VGa 0.9a (-1)
Ini 0.3 (+1) Gai 0.3 (+1)
Sei 0.7 (-2) Sei 1.00 (-2)
0.05 (0) 0.15 (0)
a results from supercells of 216 atoms
b empty state in the minority spin channel
c three closely-spaced defect states are present, centered at the given energy, see also Chapter 9 and
Figure 30
Table 10: Single-particle defect states within the gap of CuInSe2 and CuGaSe2 for the
given charge states q in eV. The single-particle energies obtained in this work
are given to within 0.05 eV accuracy due to dispersion unless stated otherwise.
Note that single-particle energies are not directly comparable to experimental
data.
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10.4.1 Cation antisites
The cation antisites InCu and GaCu are the donors, which contribute most strongly
to compensation in the material under most conditions (Figure 33). While InCu
is very shallow in CuInSe2, GaCu is deep in CuGaSe2 with a single-particle de-
fect state at 1.17 eV and charge transition levels at 1.26 eV (+2/+1) and 1.33 eV
(+1/0). Charging the GaCu defect with two electrons into the neutral charge state
Ga0Cu induces a relaxation of the Ga-Se bonds from 2.45 to 2.71 Å, while such a
relaxation does not occur for In0Cu consistent with the fact that the excess charge
does not localize on the defect. GaCu may transform into the metastable GaDX
configuration as discussed in Section 10.5, when the Fermi level is raised above
the DX pinning level of 1.17 eV. Earlier work found transition levels for InCu
clearly located within the gap [8]. These were assigned to defect states, which
were believed to be removed from the gap by formation of a complex with vacan-
cies. Since our results show that InCu is already shallow by itself and the binding
energies of complexes with vacancies in CuInSe2 as discussed in Section 10.6 are
small, such interpretations should be abandoned.
In order to draw conclusions about antisites in the alloy Cu(In,Ga)Se2, it is
also instructive to examine InCu in a CuGaSe2 host and vice versa GaCu in a
CuInSe2 host. The respective results included in Tables 7, 8, 9 and 10. From the
single-particle defect states as well as from the transition levels, it is seen that
the defect state of InCu aligns on an absolute scale in both CuInSe2 and CuGaSe2
and the same holds true for GaCu. The defect state of InCu is however located
approximately 0.3 to 0.4 eV higher than the one of GaCu. Therefore, the InCu
defect state is located within the conduction band in Cu(In,Ga)Se2 alloys unless
for those with very high Ga content and is therefore not of any concern for de-
vice performance. However, the GaCu charge transition levels are located at 1.26
and 1.33 eV (Table 9). This defect represents an important minority carrier trap
when the defect state is located within the gap. It may thus lead to significant
recombination if the Gallium content is raised to approx. 50 per cent or above.
Good agreement of the calculated optical transition energies of GaCu antisites
with low-temperature photoluminescence masurements in CuGaSe2 thin-films
was shown in Chapter 9. As was also shown, the CuIn and CuGa antisites are
hole traps located at energies of about 0.2 eV above the valence band. Their
low formation energies under reasonable growth conditions for thin-film solar
cell absorber growth (e.g. at points A and B in Figure 33) and their calculated
electronic properties suggest that they are the origin of the N2 signal.
All cation antisites may occur in large quantities in the material as their for-
mation energies can be fairly low (see Figure 33). Note however, that InCu and
GaCu antisites are always abundant, while the preparation conditions determine
whether CuIn and CuGa are contained in significant amounts.
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10.4.2 Cation vacancies
The copper vacancy is characterized as a very shallow acceptor (<50 meV), as
already done by many other studies before [8, 34]. The defect occurs abundantly
under all preparation conditions and signifcantly contributes to self-doping and
compensation.
The indium and gallium vacancies exhibit interesting properties from a theo-
retical point of view. Based on the charge transition levels as well as the single-
particle defect states and the analysis of the charge densities we observe that
VIn in CuInSe2 as well as VGa represent deep hole traps. Localization of three
closely spaced defect states in the fully occupied -3 charge state is achieved even
at the GGA level with supercells of 512 atoms or larger. These states perfectly
resemble the ones found for the CuIn and CuGa defects in their -2 charge state.
However, in order to observe localization of holes in the -2 and -1 charge state,
the screened-exchange hybrid functional turns out to be necessary. A single hole
trapped on the defect in the -2 charge state is observed as an empty localized
defect state in the minority spin channel (at 1.3 eV in case of VGa) and the defect
carries a magnetic moment of one Bohr magneton. Again, the defect states are
similar in character to the antisite defects CuIn and CuGa, which also constitute
hole traps.
It has to be emphasized that VIn and VGa have fairly large formation energies
under all possible preparation conditions (Figure 33), such that they are expected
to occur only in minor concentrations and will most likely not be detectable in
experiments. Note that the (-1/-2) and (-2/-3) transition levels for VIn and VGa
found in Ref. [8] are not very different from our results (Table 9). However, the
localization of holes on these defects needed to be shown in order to assign a
physically meaningful hole trap level to these defects.
10.4.3 Interstitials
Copper interstitial defects in CuInSe2 have been studied in Chapter 8. They
were found to be shallow donors with low formation energies and migration
barriers and are therefore important for fast copper ion migration. Here we
additionally report data on the copper interstitial in CuGaSe2, which exhibits
very similar properties. In both materials the formation energies of the copper
interstitial can be so low that copper interstitials contribute to self-compensation
during deposition (see e.g. Figure 33, point B). However, when the temperature
is lowered to room temperature most of the copper interstitials can be expected
to recombine with copper vacancies because of their fast diffusion.
Both the indium and gallium interstitials in CuInSe2 and CuGaSe2 have rather
high formation energies (between approximately 2 and 3 eV depending on the
chemical potentials and the Fermi level, see Figure 33) and therefore should not
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occur in significant quantities in thermodynamic equilibrium. At high tempera-
tures during deposition they may however contribute to mass transport. Indium
and gallium interstitials occupy the trigonal planar site with two nearest copper
neighbours in its +3 and +2 charge state, while for the +1 charge state the tetrahe-
dral site is more favourable. Furthermore, they exhibit a defect level around 0.3
eV above the valence band maximum in its +1 charge state. The defect state cor-
responds to the gallium 4s and indium 5s states and forms a lone pair. The fact
that the interstitial may occur in various charge states may lead to complicated
and possibly light-enhanced diffusion processes. Recent anomalous X-ray and
neutron diffraction data suggests large concentrations of gallium interstitials in
CuGaSe2 [228]. Our data is not consistent with this finding, because of the high
formation energies of the gallium interstitial under all possible preparation con-
ditions (see Figure 33). Our data rather suggests that similar to CuInSe2, VCu and
GaCu are the main compensating donors in CuGaSe2, which can be expected to
occur on the order of percentages. Contrasting findings of high formation en-
thalpies for GaCu antisites (see Table 8) can be attributed to spurious correction
schemes (Ref. [8]) or fundamental differences in the employed functionals (Ref.
[34]) (see also Section 10.7).
The selenium interstitial exhibits relatively high formation energies and is
therefore unlikely to affect the property of the material even at deposition con-
ditions (Figure 33). Selenium interstitials are amphoteric defects located on the
octahedral interstitial site (with respect to neighbouring anions). Two different
single-particle defect states are observed within the gap, one very close to the
valence band edge, and another one higher in the gap at 0.7 eV in CuInSe2 and
at 1.0 eV in CuGaSe2. Selenium interstial diffusion is expected to be significant
only at elevated temperatures.
10.4.4 Metastable point defects
The VSe−VCu complex and In and Ga DX centers have been studied in chapter 9.
It was shown that VSe −VCu does indeed exhibit metastable properties. Indium
DX centers do not exhibit a pinning level in the gap and the pinning level of gal-
lium DX centers is located at 1.17 eV. Here, we additionally report the properties
of the isolated VSe.
The selenium vacancy shows metastable properties in the sense that it exhibits
a charge transition level +2/0, which is associated with a large lattice relaxation
of the indium and gallium atoms, respectively. These results are in line with
findings by Lany et al. [35], with a charge transition level at 0.08 eV in our work
versus 0.05 eV in their work in CuInSe2, while in CuGaSe2 we find a slightly
higher transition level of 0.40 eV as compared to 0.14 eV. We therefore confirm
that both the VSe − VCu and VSe are metastable defects. The lower formation
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energy of VSe as compared to VSe−VCu implies that VSe is much more abundant
than the complex with the vacancy in equilibrium.
From the data in Table 9 we conclude that the GaDX pinning level is constant as
a function of gallium concentration in Cu(In,Ga)Se2 alloys at 1.17 eV. It is always
lower than the InDX pinning level. Therefore, metastabilities can only be expected
from GaCu antisites and only if a Fermi level as high as 1.17 eV is attained at the
buffer-absorber interface.
10.5 is metastability caused by point defects?
We believe that this question can ultimately not be answered by theory, but only
new experimental results can finally yield a conclusive answer. In addition, we
would like to emphasize that many different metastable phenomena may be in-
volved, which may require separate explanations [48, 49].
Our results, while in principle confirming the metastable properties of VSe and
VSe−VCu defects and GaDX centers (but not InDX centers), at the same time raise
severe doubts about their relevance because:
• VSe − VCu can not occur in concentrations larger 1012cm−3 in thermody-
namic equilibrium (estimated from the minimum formation energy for all
possible chemical potentials at 850 K deposition temperature). This is too
small for the defect complex to account for significant metastabilities. If
anything, the isolated selenium vacancy VSe seems to be a better candidate.
• The lowest formation energy achievable for the isolated VSe is about 1.3 eV
at point B in Figure 33 in CuInSe2. This could be sufficiently small for the
defect to be contained in signifcant quantity. However, the conditions at
point B are very far from realistic conditions for p-type solar cell absorber
material as discussed in Section 10.3.1. The optimal conditions are rather
supposed to be close to point A (Figure 33), for which the material achieves
maximum p-type conductivity and the copper chemical potential is consis-
tent with measurements [190, 225]. Therefore, under realistic preparation
conditions the formation energy of the selenium vancancy is again as high
as 2.4 eV and should not be contained in relevant quantities.
• A DX pinning level does not exist in CuInSe2, which rules out metastabili-
ties due to DX center in ternary CuInSe2. For typical absorber Cu(In,Ga)Se2
with a gallium content of 30 per cent the DX pinning level is calculated to
lie at 1.17 eV very close to the conduction band. It is questionable whether
such a high Fermi level is attained at the buffer-absorber interface.
Note that the formation energies obtained for VSe and VSe − VCu within the
present study are rather consistent with the formation energies formerly ob-
tained in Refs. [35] and [36] (see Table 7 and 8).
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A possibility for VSe to be relevant, which can at present not be ruled out,
is that the material contains a high amount of non-equilbrium selenium vacan-
cies. This would however require a large non-equilibrium enhancement factor.
While thin-film growth may be a far-from-equilibrium process, this does not ap-
ply to most single crystal growth methods. More detailed experimental single
crystal studies on metastabilities are therefore necessary. In particular, it would
be interesting to study metastabilities in the extreme cases of equilibrium-grown
maximum p- versus n-type CuInSe2 single crystals.
It should be kept in mind that other routes of explanations for metastabilities
such as e.g. copper migration in the space-charge zone [205, 206], back-contact
barriers [48] or even completely new explanations may finally contribute to def-
inite answers. However, any proposed model has to match the experimental
data. A necessary and useful requirement when a defect is to be assigned to
a certain metastable phenomenon is that its intensity should correlate with the
concentration of the defect. Therefore, chemical correlations which can be most
accurately assessed in single crystals with well-defined stoichiometries may be
key to separate metastabilities due to point defects from other possible mecha-
nisms. Since the N2 defect signal and the photocapacitance signal around 0.8
eV shows metastable response to temperature [44, 55], it may be warranted to
put greater focus on the CuIn,Ga defect. This defect was shown to trap holes,
it can be paramagnetic since it carries a magnetic moment of one Bohr magne-
ton in its -1 charge state and it is the only paramagnetic point defect, which is
supposed to be signifcantly contained in the material under certain conditions
based on the analysis of defect formation energies. In our opinion, the study of
paramagnetic defects and their response to light and bias, e.g. by means of elec-
tron paramagnetic resonance (EPR), represents a promising avenue of research
for Cu(In,Ga)Se2 absorbers. In fact, a paramagnetic center has been reported to
appear after illumination in the closely related compound CuAlS2 [229].
10.6 complexes with copper vacancies
The formation of complexes of copper vacancies with other intrinsic defect such
as InCu and GaCu antisites [8, 31] and selenium vacancies VSe [36] has been pre-
dicted to occur in CuInSe2 and CuGaSe2, and these theoretical findings have
been invoked to explain certain properties of CuInSe2 and CuGaSe2 such as the
stability of so-called ordered defect compounds (ODCs) and the favourable opto-
electronic properties despite large off-stoichiometries [8]. In contrast, our results
suggest that the binding energies for complexes with copper vacancies are in
fact rather small (see Table 11). We find e.g. that the total binding energy of
(InCu − 2VCu)0 is only -0.29 eV, whereas former studies have reported an interac-
tion energy of -4.2 eV [8].
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In order to avoid confusion, we give the definition of the binding energy ∆Eb of
defect complexes, which is the difference of the formation energy of the complex
∆Hf,complex and the sum of the formation energies of its constituent point defects
∆Hf,def(i):
∆E
q
b(EF) = ∆H
q
f,complex(EF)−∑
i
∆H
qi
f,def(i)(EF), (10.3)
where the charge state q refers to the stable charge state given the Fermi energy
EF. Although it need not be generally the case, the charges of the constituent
defects often add up to the charge of the complex over a large range of the
Fermi energy. The binding energy within this range is then constant. This is
for example the case for (InCu − 2VCu)0, for which the constituent point defects
carry the charges In+2Cu and V
−1
Cu for almost any Fermi level EF in the band gap
and the data given in Table 11 should be understood in this sense.
HSE06 Refs. [8],[31] Ref. [34] Ref. [36]
this work
CuInSe2
(InCu − 2VCu)0 -0.29 -2.72 -0.74 -
(InCu −VCu)+1 -0.18 - - -
(VSe −VCu)−1 -0.17 - - ≈ -0.4
CuGaSe2
(GaCu − 2VCu)0 -0.99 -2.68 -0.77 -
(GaCu −VCu)+1 -0.65 - - -
(VSe −VCu)−1 -0.66 - - ≈ -0.4
Table 11: Binding energies of complexes with copper vacancies ∆Eb in their dominant
charge state in eV as compared to the literature. The numbers for Refs. [8], [31]
and Ref. [34] are not directly given in the corresponding references (see text).
In the following, we explain that former findings of strongly interacting defect
complexes resulted from an unphysical analysis as well as from inappropriate
post-processing corrections. These former results, are subject to various sources
of error: i) the interaction energy is reported with reference to neutral VCu and
InCu defects. These neutral charge states do not occur in reality for shallow com-
pensating defects. Binding energies should be reported with reference to the
naturally occuring charge states V−Cu and In
+2
Cu. ii) a strong electrostatic interac-
tion was reported to release -2.5 eV. This high value must result from spurious
correction schemes. We find that there is hardly any electrostatic interaction be-
tween copper vacancies and InCu antisites, which is reasonable to expect because
the shallow copper vacancy does not carry a localized point charge. iii) The lo-
cal relaxation energy was reported to be -0.3 eV. This is very close to the total
binding energy we find. We conclude that local relaxation is largely responsible
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for the weak binding of copper vacancies to InCu antisites. The finding of weak
binding of the (InCu − 2VCu)0 complex draws into doubt a lot of the theoretical
explanations related to copper vacancy defect complexes in CuInSe2. Pairing of
InCu antisites with copper vacancies was formerly proposed to explain the very
good tolerance to off-stoichiomtery of CuInSe2 [8]. In contrast, in the picture that
arises from our results the tolerance to off-stoichiometry simply results from the
fact that copper vacancies as well as InCu defects are very shallow compensating
defects. The binding energies are too small for the defects to exist predominantly
as complexes in equilibrium. It should be emphasized that a large fraction of dif-
ference of the obtained binding energies in comparison to the interaction energy
in Ref. [8] is a matter of the analysis and the applied corrections, not a matter of
fundamental differences in the applied density functionals. However, the value
for the binding energy obtained from the screened-exchange hybrid functional is
still 0.45 eV bigger, i.e. less binding, than the value obtained within local density
functional theory using the proper corrections.
Binding is also weak in case of the (VSe −VCu)−1 complex in CuInSe2, which
was proposed to be responsible for metastabilities [36]. Here we find a binding
energy of only -0.17 eV as compared to approximately -0.4 eV in Ref. [36].
The concentration of any defect - be it a complex or not - is given by its forma-
tion energy via
cdef = c0 · exp (−∆Hf,def/kBT). (10.4)
The concentration of defect complexes can thus only be dominant when the
formation energy of the complex is lower than the formation energy of the in-
dividual point defects. Based on our results, this is not the case for any of the
defect complexes considered here (compare Table 11 and Figure 33).
We conclude that in contrast to the widely accepted view, defect complexes
with copper vacancies do not exist in significant quantities in CuInSe2 and
CuGaSe2 in equilibrium.
comment to the comparison with literature values
It should be pointed out that the binding energies ∆Eb as displayed in Table
11 are not directly cited in Refs. [8], [31] and Ref. [34]. However, we calculated
the binding energy for comparison via Equation 10.3 from the data in Ref. [8]
using
∆Hf((InCu − 2VCu)0) = ∆Hf(In0Cu − 2V0Cu) + δHint = 0.33 eV, (10.5)
and from the data in Ref. [31] using
∆Hf((GaCu − 2VCu)0) = ∆Hf(Ga0Cu − 2V0Cu) + δHint = 0.7 eV, (10.6)
with δHint as defined in Ref. [8]. For the data in Table 11 of Ref. [34] the binding
energies were calculated using ∆Hf((InCu − 2VCu)0) and ∆Hf((GaCu − 2VCu)0)
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as obtained above from Ref. [8] and Ref. [31], but ∆Hf(In+2Cu),∆Hf(Ga
+2
Cu) and
∆Hf(V−1Cu) as given in Ref. [34] was used. This procedure is justified since no
corrections are necessary for neutral defect complexes and thus the formation en-
ergies of neutral complexes are always reliable. In addition, we have carried out
independent calulations using the generalized-gradient approximation (GGA)
aaplying the valence band edge +U correction of Ref. [34] in order to check for
consistency of the results and we obtained very similar results to the ones in Ref.
[34].
10.7 comparison to the literature : theory
This section provides a comparison of our obtained results to literature data. The
numerical values of the obtained formation energies of point defects in compar-
ison to literature values are given in Table 6 and the charge transition levels are
quoted in Table 9.
Several trends can be recognized from the data. Generally, defect formation
energy data published by Persson et al. in 2005 and later works [34–37], seem
to agree with our results to within a deviation of generally not more than 0.5
eV, while earlier work sometimes shows significant deviations of more than 2.5
eV in some cases [8, 31]. As an example, we find a formation energy of -1.01
for the InCu defect, while Zhang et al. (in 1998) find +1.85 eV, but Persson et al.
(in 2005) [34] find -0.73 eV in much better agreement with our result. Since in
both cases a local density functional has been used the difference must lie in
the correction schemes. This implies that point defect formation energy data
published before 2005 has to be interpreted with great caution due to sometimes
inappropriate correction schemes. Indeed the results of Zhang et al. show large
deviations from our results in many cases (i.e. for InCu, Cui and VIn). The
deviations of later works such as Refs. [34–37] are generally much less severe
since similar correction schemes were applied, but the differences to our results
in the range between 0.02 (for VSe) to 0.56 eV (for VCu in CuGaSe2) can still
be important for the interpretation of the results and the understanding of the
material. In particular, the differences may add up when charge transition levels
are considered or when considering defect formation energies of complexes. The
fact that the deviations of our results versus results based on the local density
approximation seem to be larger for copper-related defects such as VCu and InCu
in comparison to non-copper related defects such as VSe, is most likely related
to the improved description of the copper d electrons within screened-hybrid
density functional theory. These differences add up in case of the defect complex
of an indium antisite with two copper vacancies InCu − 2VCu for which we find
a formation energy as high as 1.07 eV as compared to 0.33 eV within LDA [8],
a difference of 0.74 eV. This difference is also reflected in the binding energies
of the complex, which is smaller in our approach than in previously published
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works [8, 31]. This leads to the conclusion that copper vacancies hardly bind to
InCu antisites in CuInSe2. As discussed in the Section 10.6, complex formation is
not needed in order to explain the favourable properties of CuInSe2.
In conclusion, before comparing the results for point defect formation ener-
gies it has to be ensured that the corrections were properly carried out. Then,
the comparison using different functionals may be ascribed to differences in the
underlying approximation for the exchange and correlation energy. In the case
of CuInSe2 and CuGaSe2 these physical differences lead to qualitatively different
results in some cases, most notably in the position of the DX pinning levels, the
high formation energy of the InCu − 2VCu complex, which hardly binds the cop-
per vacancies, and in the localization behaviour of holes on CuIn, CuGa, VIn and
VGa deep hole traps.
10.8 comparison to the literature : experiment
In the picture that emerges from the obtained results InCu and GaCu antisites
are always abundant donors, InCu being shallow while GaCu being deep, which
are compensated mainly by shallow copper vacancy acceptors VCu. However,
CuIn,Ga deep acceptors as well as Cui shallow donors may also be abundant
and can contribute significantly to compensation depending on the preparation
conditions. All other defects, including all complexes with copper vacancies,
are only present in minor quantities and thus can not significantly affect the
properties of the material. In the following we compare how this picture matches
with the experimental situation. It should be kept in mind, that considering the
necessary corrections associated with defect calculations, the given data can not
be expected to give quantitative agreement to better than within 50 meV at most.
A recent review article gives a good overview on shallow defects in CuInSe2,
Cu(In,Ga)Se2 and CuGaSe2 as investigated by photoluminescence and Hall mea-
surements [62]. For CuInSe2, the situation is summarized as follows: A shallow
donor is observed below 10 meV and one or two additional donors in the range
between 60 and 90 meV. As far as shallow acceptors are concerned, there is one
very shallow defect located around 30-40 meV, another one in the range 70 to 100
meV and maybe a third at 150 meV. Our data support the assignment of the very
shallow donor to the InCu antisite. Another candidate for a shallow donor would
be the copper interstitial, however one has to keep in mind that this defect is only
expected to contribute to the doping in a narrow range of preparation conditions
(e.g. Figure 33, points B, E and F). The shallowest acceptor should certainly be
assigned to the copper vacancy. Furthermore, the CuIn antisite can be assigned to
one of the other two acceptor levels as the calculated charge 0/-1 transition level
is located at 110 meV. Note that the same defect is also predicted to be associated
with a much deeper transition at around 0.67 eV. Photoluminescence studies of-
ten show a shoulder associated with a free-to-bound transition or donor-acceptor
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transition [230]. This could well be due to recombination of holes localized on
CuIn antisites with electrons from the conduction band. Such processes would
be consistent with occurence of an additional peak in the photoluminescence
spectra under copper-rich conditions [231–233], which minimize the formation
energy of the CuIn defect (see e.g. Figure 33, point B).
For CuGaSe2, it is summarized in Ref. [62], that one shallow donor at 12 meV
and three acceptors at 60, 100 and 135 meV are commonly observed. Again,
based on the present results the shallowest acceptor should be assigned to the
copper vacancy, while one of the deeper acceptors must correspond to the CuGa
antisite. Under most preparation conditions (Figure 33), compensation of the
acceptors is solely due to the deep GaCu donor defect. This finding is in line
with the occurence of a deep photoluminescence signal in CuGaSe2 as reported
in Chapter 9. Cui could be present as a shallow compensating donor under
certain conditions (eg. point B and E in Figure 33). However, the possibility of
compensation solely due to deep GaCu defects applies to a much broader range
of preparation conditions. Note that CuGaSe2 is predicted to be uncompensated
p-type in a narrow range of preparation conditions (compare Figure 33, at points
A and F). In this case only copper vacancies and CuGa acceptors are abundantly
present.
In the alloy Cu(In,Ga)Se2, a similar occurrence of a shoulder in the photolu-
minescence spectra has been observed under copper-rich conditions, which is
associate with a decrease of carrier lifetime [234, 235]. As in CuInSe2, our data
supports the occurence of relatively deep CuIn and CuGa acceptors under these
conditions (between 110 and 210 meV, Table 9). Furthermore, we predict addi-
tional defect-related transitions to be present at Ga concentrations above approx-
imately 50 per cent, when the conduction band is raised such that GaCu becomes
deep.
Furthermore, it should be mentioned that a deep defect around 0.8 eV of has
been observed by photocapacitance measurements in Cu(In,Ga)Se2 independent
of gallium content [54, 55]. This defect signal could possibly be assigned to the
deep -1/-2 transition level of CuIn,Ga hole traps as pointed out in Chapter 9.
In summary, the picture that arises from the present defect calculations seems
to be in good agreement with many features of defect-related signals in photolu-
minescence and Hall measurements. In particular, it offers a natural explanation
of the unfavourable properties of the material for solar cell applications under
copper-rich conditions and when high gallium contents above approximately 50
per cent are employed.
10.9 implications for device optimization
The intrinsic point defects, which are of concern for solar cell devices due to their
trap properties as well as their low formation energies are only CuIn in CuInSe2,
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and both CuGa and GaCu in CuGaSe2. Thus, the optimal preparation conditions
should minimize the concentrations of those defects, while the Fermi energy
needs to be maintained at a favourable level. All other potentially detrimental
defects are not contained in high quantities unless non-equilibrium concentra-
tions are assumed.
In Section 10.3.1 we argued that reasonable growth conditons for high quality
PV material are suspected to be close to point A in Figure 33. Looking at the
formation energy plots in Figure 33, it is seen that the CuIn defect has a rather
low formation energy at this point. In order to raise its formation energy one can
go to point C. This raises the formation energy of this defect to approximately
1.2 eV at the respective Fermi energy. However, it also raises the Fermi level to
approximately 0.4 eV. This shows, that there is a tradeof between the position
of the intrinsic Fermi level and the concentration of CuIn antisites. The optimal
conditions are supposed to be located between point A and point C. This loca-
tion corresponds to copper-poor CuInSe2 on the In2Se3-Cu2Se pseudobinary cut
in the pseudobinary phase diagram, which is consistent with the fact that the
highest quality Cu(In,Ga)Se2 absorbers are prepared copper-poor.
For CuGaSe2, the concentration of GaCu antisites should be minimized as an
additional constraint. In fact, GaCu is likely to be more harmful to the material
that CuGa since it represents a minority carrier trap in p-type absorber material.
From Figure 33 it is seen, that GaCu has rather low formation energies under all
preparation conditions. However, the optimal conditions, at which the formation
energy of GaCu at the intrinsic Fermi level attains its maximum, are located at
point B, corresponding to maximally copper-rich conditions on the pseudobinary
line. Given that stoichiometry variations in CuGaSe2 are mostly realized by GaCu,
CuGa and VCu, the optimal conditions can also be understood as the requirement
to be as close to perfect stoichiometry as possible, with p-type doping by copper
vacancies on the order of only 1016cm−3 approximately. Figure 33 implies that
the conditions at point B will also entail a significant amount of detrimental CuGa
hole traps.
In summary, in order to prepare efficient CuGaSe2 or high Gallium content
Cu(In,Ga)Se2 it seems important to understand that copper-rich conditions are
optimal, in contrast to CuInSe2, and low Gallium content Cu(In,Ga)Se2 for which
it has long been understood that copper-poor conditions are optimal. However,
if it is possible at all to get close enough to stoichiometry in order to achieve
efficient CuGaSe2 remains uncertain. From a thermodynamic point of view, it
might be possible using low temperature processes close to equilibrium.
10.10 connection to defects in other materials : zno and kesterites
The fact that CuIn, CuGa, VIn and VGa are characterized as hole traps based on our
results using screened-exchange hybrid density functional theory can be linked
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to defects in related materials which show similar behaviour. ZnO represents an-
other well studied material with similar adamantine crystal structure containing
full d shell cations and p-d character of the valence band in which cation vacan-
cies or antisites trap holes [170, 236]. Similar to the present result that semilocal
functionals do not correctly localize holes on CuIn, CuGa, VIn and VGa, it was
found in a recent study using a generalized Koopmans approach, that the Zn
vacancy and extrinsic dopants on the zinc site localize holes in ZnO [170]. Also
in the case of Cu2O screened-exchange hybrid density functional theory was re-
cently found to give corectly localized holes for split copper vacancies [236]. Our
results suggest that with respect to hole localization on defects the CuInSe2 and
CuGaSe2 semiconductors behave similar to correlated oxides with full d shell
elements. It is suggested that advanced methods are most likely also needed to
observe localization of holes on cation antisites and vacancies in the closely re-
lated kesterites such as Cu(Zn,Sn)Se4 and Cu(Zn,Sn)S2 [237–240]. Furthermore,
the fact that we rule out defect complex formation in CuInSe2 and CuGaSe2 de-
serves critical reevaluation of this issue in the related kesterites. Similar trends
for the use of screened-exchange hybrid functionals as oberved for CuInSe2 and
CuGaSe2 in the present study should be expected for kesterites, but confirmation
by hybrid functional studies on these materials is desirable.
10.11 summary
In summary, we have presented a systematic and self-contained study of the
intrinsic point defect physics based on screened-exchange hybrid density func-
tional theory. The results were compared to literature data based on local density
functional theory. Although many formerly obtained conclusions are found to be
consistent with our results, there are a number of important differences. First, in
addition to VCu and the antisites InCu and GaCu, we also find CuIn and CuGa and
Cui to be contained in high quantities in the material under certain preparation
conditions, such that they can significantly alter the properties of the material
and contribute to self-doping. Second, complex formation with copper vacan-
cies is found not be relevant due to the low formation energies and binding
energies of the complexes. Third, in contrast with the literature, InCu is found to
be a very shallow donor, which explains the good tolerance of the material to off-
stoichiometry rather than complex formation with vacancies. Fourth, localiza-
tion of holes is observed not only on CuIn, CuGa, but also on VIn and VGa defects
using the screened-exchange hybrid functional, while GGA fails to predict such
behaviour. Similarly, the high - or even absent - DX pinning levels put a ques-
tion mark to the relevance of DX centers for metastabilities, which suggests that
further experimental studies on metastabilities are necessary. The results may
serve as a guideline for optimization of the properties of Cu(In,Ga)Se2 solar cell
absorbers in terms of the point defect physics. It is suggested that the optimal
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peparation conditions for CuGaSe2 and Cu(In,Ga)Se2 with high gallium content
are located at the copper-rich side of the pseudobinary, in contrast to CuInSe2
and low Gallium content alloys which are optimal when prepared copper-poor.
123

Part IV
TWIN BOUNDARY, STACK ING FAULT AND VOID
FORMAT ION IN MELT-GROWN S IL ICON

This part is concerned with the investigation of defect formation processes
at the solid-liquid interface in silicon grown from the melt using molecular
dynamics and lattice Monte Carlo techniques. First, in chapter 11, the forma-
tion process of twin boundaries in silicon growth from the melt is studied by
molecular dynamics. Extended twin boundaries often occur in etch-defined
film fed growth, but their nucleation mechanism has not been understood on
an atomistic level. In Chapter 12, a new mechanism for void nucleation in
silicon growth from the melt is presented. Faulted dislocation loops, which
are grown in at the solid-liquid interface, are shown to rapidly dissolve into
small vacancy clusters, which may act as the nucleation center for nanoscale
voids in silicon crystals. Finally, in Chapter 13, a new lattice Monte Carlo
model for silicon growth from the melt is presented. The model explicitly
includes the possibility of stacking faults and twin boundaries. Based on
this model, the consequences of low stacking fault formation energies for the
growth kinetics of the solid-liquid interface are studied.

11
THE TWIN FORMAT ION MECHANISM IN MELT-GROWN
S IL ICON
11.1 introduction
In Section 3.4, the state of knowledge on twin boundaries in melt-grown silicon
has been reviewed. An understanding of the exact formation mechanism of
twin boundaries has been lacking until today. In this chapter, the issue of how
and where low energy (111) twin boundaries may nucleate in silicon growth is
clarified. By means of classical molecular dynamics simulations, the feasibility
of twin formation at the (111) microfacets of a faceted interface is tested against
the possibility of formation at a grain boundary. In addition, the question of
why a very low twin boundary formation energy, which is in the range between
5 and 50 mJ/m2 [241–246], does not necessarily imply a high twin density is
addressed.
11.2 method
For simulating the solidification of silicon we use an analytical-bond order po-
tential (ABOP) that has been parametrized to model silicon and silicon carbide
[140]. We use the first of the two given parameter sets for silicon (Si-I). This sili-
con potential of the Tersoff-Albe-type has been fitted to dimer binding energies
as well as to formation energies of different crystal phases. It provides a reason-
able description of the properties of silicon in the crystalline as well as in the
liquid phase. The radial distribution function of the liquid phase, for example,
agrees well with experiment and the angular distribution function compares as
well to the one obtained by Car-Parrinello molecular dynamics [140]. We used
the LAMMPS code [148] for all molecular dynamics simulations discussed here.
The Nosé-Hoover thermostat is applied to control pressure and temperature. For
setting up a periodic simulation box containing both crystal and liquid silicon we
first perform silicon melting and equilibration to obtain a liquid at the melting
point. The silicon crystal is separately heated up to the melting point. The crystal
is then placed into the liquid in a way that two solid-liquid interfaces exist in the
simulation box perpendicular to the z-direction and periodicity of the cell in all
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directions is conserved. The setup is equilibrated and then some undercooling
is applied to observe growth of the crystal. Pressure control is applied only in
the growth direction, while the size of the box is fixed in lateral directions. Two
geometries are considered in order to study the different mechanisms proposed
for explaining twin formation, namely twin nucleation on a plain interface ver-
sus nucleation at a grain boundary. The first set of calculations consists of a (211)
solid-liquid interface simulated with an undercooling of ∆T = 50 K, 150 K and
250 K. In the second set of calculations we start with a crystal containing two
grain boundaries. The grains are tilted by 45◦ relative to each other around the
(110) axis, which is aligned with the y axis of the box. Initially, the grain bound-
aries are equilibrated at a temperature slightly lower (50 K) than the melting
temperature in order to prevent them from melting. Again, the growth seed has
a planar solid-liquid interface perpendicular to the z-direction (see Figure 35.a)
and we use undercoolings of ∆T = 25 K, 50 K and 150 K. In all simulations the
simulation box contains roughly half a million atoms. Simulations lasted about 5
nanoseconds physical time with a time integration step of 2 femtoseconds. Such
simulations take around 3-5 days of computing time on a state-of-the-art com-
puter cluster using 100 processors. For analysis of the simulation snapshots we
first applied a local energy minimization routine to facilitate analysis of the struc-
ture without thermal lattice vibrations. Then we performed a common neighbour
analysis (CNA) routine [247] in order to identify the crystalline and the liquid
phase, grain boundaries, stacking faults and twin boundaries. The CNA analy-
sis as well as all snapshots shown in this chapter have been calculated with the
Open Visualization Tool (OVITO) software package [248].
11.3 results
First, we study the growth of the (211) interface of a perfect crystal. At an un-
dercooling of 50 K, we do not find formation of extended defects during growth.
However, faceting of the (211) interface, i.e. formation of small (111) microfacets
is observed (similar as in Figure 34.a for ∆T = 150 K). At a higher undercooling
of 150 K formation of loops consisting of coherency and anticoherency disloca-
tions lying in the (111) crystal plane occurs. The observed loops are at least three
atomic double-layers thick and lie in the (111) plane. They are roughly of hexag-
onal shape and some line segments of the hexagon correspond to a very small
segment of an at least three layer high reconstructed symmetric Σ3 (112) interface.
An incoherent interface of this type, consisting of coherency and anti-coherency
dislocations, has to exist between the matrix and the twin crystal perpendicular
to the Σ3 (111) twin boundary [249]. In the initial stage the interface forms (111)
microfacets (see Figure 34.a). However, the faceting rapidly becomes more pro-
nounced than for the lower undercooling of 50 K, which allows stacking fault
islands to nucleate at the (111) facets (Figure 34.b). These stacking fault islands
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are then grown into the perfect crystal resulting in the formation of a loop (Fig-
ure 34.c and Figure 34.d). Once the loops are grown in we observe them to shrink
to smaller sizes. The density of the loops strongly depends on the undercooling.
At a higher undercooling of 250 K significantly more loops are found. They can
be regarded as being bound by stacking faults or twins. However, the boundaries
do not extend in the growth direction of the crystal and as such they can not be
identified with the twins one would expect to be present for facilitated growth
of the crystal according to the Hamilton-Seidensticker growth mechanism [93].
In a second set of simulations, we study geometries with grain boundaries
present in the initial crystal. In this case, we observe the formation of a char-
acteristic growth front in the initial stage of growth (see Figure 35.a and Figure
35.b). After some time a (111) microfacet forms adjacent to the grain boundary-
melt location. At this point where the grain boundary meets the melt multiple
parallel twin boundaries form during growth (see Figure 35.c and Figure 35.d).
Once the twin boundaries are formed, they continue stable growth until the end
of the simulation (compare Figure 36.a). This twin formation process is largely
independent of temperature. A very similar twin structure is formed for all
three simulated undercoolings of ∆T = 25 K, 50 K and 150 K (see Figure 36).
The main difference here is the structure of the grain boundaries, which become
more disordered at higher undercoolings.
A third set of simulations is run with a setup of two grains tilted by 45◦ relative
to each other around the (100) crystal axis aligned with the y axis of the box,
resulting in one grain with a (100) crystal-melt interface and the other with a
(110) interface. For this setup twin formation at the grain boundary was not
observed. The absence of twins in this case can be understood from the lack of
faceting at the grain boundary, which in turn depends on the orientation of the
grains as well as that of the crystal-melt interface.
It has to be mentioned at this point that the twin formation energy given by
the potential we have used is zero. As the twin boundary energies are known
to be very low (5-50 mJ/m2) but different from zero, the twin density in our
simulations can be expected to be somewhat larger than the real one. However,
neither do we expect the different twin formation energies to change the quali-
tative nature of the twin nucleation process, nor to affect the conclusions drawn
from the simulations presented here.
11.4 conclusions
Our simulations show that parallel twins may form at grain boundaries in sili-
con growth from the melt. In contrast, we do not find evidence that twin bound-
aries may spontaneously form on the faceted interface of a perfect crystal. We
therefore conclude that twin boundary formation may occur at grain boundaries
in edge-defined film-fed growth (EFG), rapid solidification and in other crystal
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Figure 34: Si crystal growth at a solid-liquid interface in (211) orientation at 150 K under-
cooling: First, small (111) microfacets are occuring (a). Then stacking faults
(marked in red) nucleate at these microfacets (b), resulting in a stacking fault
island. These islands can be overgrown by the crystal (c) resulting in a loop
(d) enclosed by two twin boundaries in the (111) plane and an array of co-
herency and anticoherency dislocations in all other directions. The plane of
the picture cuts through the loops. Atoms next to dislocations are displayed
in blue/dark grey as is the liquid phase. Colors: silicon crystal (white), amor-
phous/liquid/grain boundary (blue), single stacking fault or twin (red), dou-
ble stacking fault or twin (yellow). All images: OVITO [201].
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Figure 35: These pictures show formation of parallel (111) twins at a 45◦ tilt grain bound-
ary at 25 K undercooling. Starting from the initial configuration with planar
crystal melt interfaces (a), a characteristic growth shape with a groove be-
tween the two grains rapidly develops (b). Once a (111) microfacet has formed
adjacent to the grain boundary, stacking faults start to nucleate (c), (marked
in red/black). As additional layers are nucleated at the grain boundary a twin
forms (c+d). Several parallel twins can form at the grain boundary due to this
mechanism (d). The final configuration of this simulation containing multiple
parallel twins is shown in Figure 36.a. Note that twin boundaries nucleate
also at the second grain boundary contained in the simulation cell. These
twins enter the picture from the right. Color coding as in Figure 34.
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Figure 36: Comparison of twins grown from grain boundaries at 25 K (a), 50 K (b) and at
150 K undercooling (c). Different undercooling temperatures do not affect the
twin formation mechanism. However, the grain boundary appears slightly
more disordered at higher undercoolings. Color coding as in Figure 34.
growth methods, in which grain boundaries are present. Our findings contra-
dict the results presented in Ref. [94] and Ref. [95], in which formation of twin
boundaries at a faceted interface is proposed to be the relevant formation mech-
anism for experimentally observed twins even at low undercoolings. Formation
of twin boundaries at a faceted interface seems highly unlikely not only because
of the absence of the process in the simulation, but also from a thermodynamic
point of view.
If a twin boundary layer was formed at a microfacet parallel to the growth
direction as suggested in Ref. [94] and Ref. [95], then an incoherent interface
between the perfect crystal and its mirror crystal is formed perpendicular to
the Σ3 (111) twin boundary, consisting of coherency and anti-coherency dislo-
cations [249]. An interface of this type is the reconstructed Σ3 (112) symmetric
tilt boundary, for which several types of reconstructions have been suggested in
the literature [250–254]. Theoretical values of the interface energies have been
given to be between 340 and 1200 mJ/m2 [244, 255, 256]. Therefore, the high for-
mation energy of the incoherent interface, not the formation energy of the twin
boundary itself, is the limiting factor for coherent Σ3 (111) twin boundaries. The
high formation energy of the incoherent interface therefore prohibits the twin
formation mechanism as suggested in Ref. [94] and Ref. [95], for which no direct
experimental evidence has been given.
In contrast, if a twin nucleates adjacent to a grain boundary, no incoherent
interface has to be formed, since the termination of the twin boundary can be ac-
comodated in the grain boundary. Twin formation at a grain boundary therefore
requires much less energy than in the perfect crystal. This explains twin forma-
tion at grain boundaries even at very low undercooling. It should be stressed,
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however, that formation of a twin boundary still requires the (111) microfacet
adjacent to the grain boundary at the crystal-melt interface. In the simulation we
observed that a microfacet which is about five atoms wide but extends through
the whole simulation cell parallel to the grain boundary is sufficient to form the
twin boundary. This explains why for some grain orientations twin formation is
not observed even in the presence of grain boundaries, as it may not be possible
or favourable to form the (111) microfacet adjacent to the grain boundary for
certain orientations. Therefore, the relative orientation of the grain also affects
twin formation. As a consequence, control of the orientation of the grains and
the grain boundary could provide a way to maximize the twin density in EFG
silicon growth from the melt.
The argument that twin formation is limited by the formation energy of an in-
coherent interface also applies to twin formation in Czochralski growth. The fact
that twinning in Czochralski growth occurs at a facet in the vicinity of the three-
phase boundary between liquid, crystal and ambient [100–102] is consistent with
this argument. No incoherent interface is needed when the twin boundary can
form at a (111) facet adjacent to the ambient phase. In contrast, the twin bound-
aries can not spontaneously form at any arbitrary site of a faceted growth front
in Czochralski growth, because the high formation energy of the incoherent in-
terface would drive them out again. In conclusion, twinning is therefore possible
at (111) facets adjacent to a three-phase boundary, independent of whether these
phases are liquid, crystal and ambient as in Czochralski growth or liquid and
two grains of different orientation as in EFG and in rapid solidification.
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12
VOID FORMAT ION FROM GROWN- IN FAULTED
DI SLOCAT ION LOOPS
12.1 introduction
As explained in Section 3.5, the origins of void formation in melt-grown silicon
is commonly understood in terms of aggregation of excess vacancies. The re-
spective models, however, rely on the assumption that vacancies and interstitials
are incorporated into the growing crystal as isolated defects [106, 111–117]. On
the other hand, it is well known that vacancy clusters of 6-32 atoms build very
stable entities [112, 257–263]. Therefore, it is conceivable that vacancy clusters
are already formed at the moving solid-liquid interface.
In this brief chapter, we report a mechanism derived from atomistic molecular
dynamics simulations, which is responsible for the direct incorporation of va-
cancy clusters of 10 missing atoms and which occurs at the solid-liquid interface.
This has important implications for void nucleation models, since it challenges
our understanding of vacancy cluster nucleation and provides a possible hint on
the origin of octahedral double-voids. The simulations presented in this chapter
take the ones of the previous chapter a step further by asking: What happens
after the dislocation loops as observed e.g. in Figure 34 have been grown into
the crystal?
12.2 method
For simulating the solidification of silicon, we used an analytical-bond order po-
tential (ABOP) of the Tersoff-Albe-type with parameter sets for silicon (Si-I) [140].
We used the open source molecular dynamics code LAMMPS [148] and applied a
Nosé-Hoover thermostat in order to control temperature and pressure perpendic-
ular to the interface, while holding the lateral dimensions fixed. The initial setup
consisted of a (211) solid-liquid interface in equilibrium at the melting point,
which was rapidly cooled and constantly held at an undercooling of ∆T = 150 K
below the melting temperature of the model potential for Si. The simulation box
contained about half a million atoms. Total simulation times were typically 9 ns
with a time integration step of 2 fs. Moreover, we performed an energy mini-
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mization and a common neighbor analysis (CNA) [247] in order to identify the
crystalline and the liquid phases, stacking faults and twin boundaries.
12.3 results and discussion
The originally planar (211) interface (Figure 34.a) rapidly forms (111) microfacets
at an undercooling of 150 K. Then, the nucleation of two dimensional stacking
fault islands on these (111) microfacets can be observed (Figure 34.b). When
additional layers nucleate on top of the faulted areas, the stacking faults are over-
grown by the crystal resulting in the formation of dislocation loops (Figure 34.c
and 34.d). These loops are at least three atomic double-layers thick and lie in
the (111) plane. They are roughly of hexagonal shape and some line segments
of the hexagon correspond to very small segments of a Σ3 (112) grain boundary.
This grain boundary is incoherent and consists of coherency and anti-coherency
dislocations, which naturally need to occur between the matrix and a twinned
area of the crystal perpendicular to the Σ3 (111) twin boundary [249, 264]. We
have analyzed one specific dislocation loop in detail, which is shown in Figure
37, directly after it was grown into the crystal. The loop consists of three lay-
ers denominated as L1, L2 and L3 (see Figure 37). L1 and L3 are very similar
in structure and consist of dislocations that occur predominantly in the form of
eight- and five-membered rings (in contrast to the six–membered rings of the sili-
con crystal). Most of the atoms in these rings are perfectly coordinated, however,
some over-(fivefold) and under (threefold)-coordinated atoms are observed. L2
is different in structure, the fit to the matrix is much better for this layer such that
none of the eight and five-membered rings occur for this layer. The dislocation
loop contains a total free volume equivalent to 11 vacancies.
In this simulation, it takes about 3 ns until the dislocation loop has grown.
From here, the time evolution of the loop (only layer L3) is displayed in Figure
38. The loop shrinks by rapid rearrangements of bonds within the boundary of
the loop. At about t = 3.8 ns (Figure 38) the loop is already much smaller as
compared to Figure 37.d (L3). At t = 4.2 ns the loop has finally collapsed. It
leaves two vacancy clusters behind, one consisting of 7 and one consisting of 4
vacancies. The larger cluster then rapidly emits one vacancy leaving a cluster
with six vacancies. This situation corresponds to Figure 38 at t = 5.12 ns. Also
the 4-vacancy cluster is not particularly stable. It dissociates within around one
nanosecond and all of the four vacancies are absorbed into the larger six vacancy
cluster leaving a stable 10 vacancy cluster behind (t = 6.36 ns). This cluster is very
stable against dissociation. It does show bond rearrangements, but we do not
observe any dissociation until the end of the simulation (within 3 nanoseconds
after the 10-vacancy cluster has formed). The final configuration of the vacancy
cluster is shown in Figure 39.
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Figure 37: Structure of the small dislocation loop of Figure 34d. L1, L2, L3 correspond
to the three layers in a (111) plane of the loop, marked by the black lines in
the first figure. L1 and L3 have a similar structure in contrast to L2, where the
inside of the loop (white) is classified as perfect diamond structure atoms.
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Figure 38: Time evolution of the grown-in faulted loop and the resulting vacancy clusters.
Note that at t=5.12 ns the upper vacancy cluster consists of 6 vacancies and
the lower one of 4 vacancies. The missing vacancies are located in an adjacent
(111) plane.
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Figure 39: Structure of the final stable 10-vacancy cluster. Perfectly 4-fold coordinated
atoms are displayed in green, 3-fold coordinated atoms in blue.
Electronic structure and other atomistic calculations indicate that clusters con-
sisting of 10-vacancies are very stable against dissociation of a single vacancy
[257, 260]. The empirical tight-binding (ETB) method gives a dissociation energy
of Ed = 4.7 eV [257] and density functional tight-binding (DFTB) calculations
predict 3.4 eV [260]. If we assume an additional kinetic energy barrier for disso-
ciation of 0.6 eV and a typical prefactor of ν0 = 1012s−1, the frequency for the
dissociation process f = ν0 exp (−Ed/kBT) implies that the process should occur
on the timescale of hours to seconds at the melting temperature of silicon. The
time scale for complete dissociation may be even larger, considering that multiple
dissociation events are necessary and single vacancies may also be absorbed or
re-absorbed into the cluster. Therefore, we can conclude that the 10-vacancy clus-
ter is stable on typical cooling timescales. The mechanism does not involve single
vacancy aggregation for void formation, which involves a larger nucleation bar-
rier. Easy stacking fault formation at the (111) interface is to be expected even
at very low undercoolings considering first-principles stacking fault formation
enthalpies as low as 8.4 mJ/m2 [242]. Thus, the nucleation rates of faulted and
regular islands on the interface are almost equal. Faulted areas are competing
with regular ones and may be removed from the interface in order to minimize
the excess energy of coherency dislocations between faulted and regular areas
at slow growth rates. When additional layers nucleate on faulted regions, the
system gets kinetically trapped if the faulted region is large enough, such that
dislocations are grown into the crystal even if the total coherency dislocation en-
ergy is high. As the amount of free volume is proportional to the circumference
of the dislocation loop, considerably larger vacancy clusters can in principle also
be formed by this mechanism. The fact that two stable vacancy clusters form in
close vicinity to each other may offer an explanation to the origin of octahedral
double void structures. The presented results exemplify that a very low stacking
fault energy in a material can have unexpected results for void formation via
complex interface kinetics effects involving a multi-stage process. Similar mech-
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anisms may be expected to occur for all materials with diamond cubic crystal
structure and low stacking fault energies (e.g. Germanium).
12.4 conclusion
In summary, we have presented a mechanism by which vacancy clusters may be
directly incorporated at a faceted solid-liquid growth interface in silicon. The
mechanism involves four stages. First, formation of (111) microfacets. Second,
the formation of a single layer stacking fault island occuring on a (111) microfacet.
Third, as the island is overgrown by the crystal a dislocation loop of hexagonal
shape is formed. Fourth, the loop shrinks and subsequently collapses into two
vacancy clusters. Subsequently, depending on the size of the clusters, the va-
cancy clusters either dissociate or form one or two stable vacancy clusters that
potentially act as seeds for the formation of larger voids.
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A LATT ICE MONTE CARLO MODEL FOR S IL ICON GROWTH
INCLUDING TWIN BOUNDAR IES
13.1 introduction
In the two preceeding chapters, the twin formation mechanism in melt-grown sil-
icon was clarified and it was shown that the incorporation of faulted dislocation
loops at the growth interface may lead to the formation of voids in the crystal
based on molecular dynamics. Both mechanisms arise from the very low stack-
ing fault and twin boundary formation energies in silicon and the interplay with
the structurally necessary coherency and anti-coherency dislocation, which have
much higher energy. It is interesting to study the implications of these findings in
larger systems and on longer time scales since the molecular dynamics method
is limited to approximately hundreds of thousands of atoms on a nanosecond
time scale. In addition, all available interatomic potentials for silicon exhibit
zero twin boundary formation energy. This approximation is supposedly good
enough considering that the true twin boundary formation energy is only of the
order of around 20 meV, but results which take this small energy into account
are desirable. This motivates the development of a Lattice Monte Carlo method,
which allows for realistic twin boundary and stacking fault formation energies.
This is the purpose of the present chapter.
The Lattice Monte Carlo methodology for crystal growth is briefly reviewed
in the following section. Subsequently, we turn to the description of our model
in Section 13.3. The reader, who is mostly interested in the results and their
implications for silicon melt growth is referred to Section 13.4.
13.2 lattice monte carlo models for crystal growth
Lattice Monte Carlo models have often been used and the findings for silicon
crystal growth kinetics were reviewed in Section 3.3 of this thesis. These mod-
els describe the interactions of crystalline and liquid atoms with an Ising-like
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Hamiltonian, which ,including only nearest neighbour interactions, has the fa-
miliar form:
H = J ∑
i,j (1NN)
σiσj + h∑
i
σi. (13.1)
Here, the two states σ = +1 and σ = −1 represent the crystalline (C) and
liquid state (L) instead of the spins of a ferromagnet. Therefore, J determines the
interactions at a solid-liquid interface. Any Ising-type Hamiltonian may also be
written in terms of pair bond energies. In this case the total energy of the system
is given by a sum over all bonds:
E = ∑
i,j (1NN)
ǫ
ij
1NN . (13.2)
The pair bond energies for a crystal growth model take the following form
dependent on J and h
ǫCC1NN = 0 (13.3)
ǫLL1NN = −h (13.4)
ǫCL1NN =
1
2
(J − h). (13.5)
There are three different types of bonds and corresponding bond energies
liquid-liquid ǫLL, crystal-liquid ǫCL and crystal-crystal ǫCC. In crystal growth
modeling, the total energy E is interpreted as a free energy, which implies that
the energies of the solid and the liquid phase have to be equal in absence of
a thermodynamic driving force ∆µ, where ∆µ = Esolid − Eliquid = 12ZǫCC1NN −
1
2Zǫ
CC
1NN =
Z
2 h, with Z being the number of nearest neighbours. This is achieved
by casting the pair bond energies exactly in the way as stated above, dependent
on the free parameters J and h. Models of this form abstract from the existence
of a latent heat, i.e. in the absence of a driving force (h = 0) both the crystal and
the liquid phase have zero energies. In other words, the Hamiltonian of such a
model describes the free energy of the system rather than the internal energy.
13.3 the model
We first show how to construct a lattice that allows for twin boundaries and
stacking faults. Second, based on the new lattice, a modified Hamiltonian is
proposed. This Hamiltonian stabilizes the diamond phase as a ground state on
the new lattice and allows for convenient parameterization of the stacking fault
energy.
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First, a unit cell that allows for twinning in one of the four equivalent (111)
has to be constructed. We start from an orthorombic unit cell with the (111)
direction as the z-axis of the cell so as to conserve the unit cell when performing
the reflections (see Figure 40). The reflection planes have to be parallel to a
boundary plane of the unit cell, so that the reflected unit cell can be put back into
the original one. Starting from the diamond lattice A we first apply reflection b
which gives the reflected lattice B. This lattice is then added to the original
unit cell. In the same way reflections at the planes c and d are applied and the
corresponding lattices C and D are added to the unit cell. The original and the
final cell are displayed in Figure 41
In order to implement the appropiate Hamiltonian we have to consider the
neighboorhood shells of the new lattice. The new unit cell gives rise to a different
crystal lattice with three additional neighbourhoods indexed TN1, TN2 and TN3
(see Figure 42). The TN1 and TN2 neighbours are closer than the original nearest
neighbours (1NN), while the TN3 neighbour are farther away than the second
neighbours (2NN). For comparison of the number of neighbours in the new and
in the original lattice see Table 12. The crystal atoms in the lattice can be regarded
as interacting with a liquid reservoir when they have unoccupied neighbour sites.
The Hamiltonian in our model is a sum over pair bond energies corresponding
to the five neighbourhood shells NN1, NN2, TN1, TN2 and TN3:
H = ∑
i,j (1NN)
ǫ
ij
1NN + ∑
i,j (2NN)
ǫ
ij
2NN (13.6)
+ ∑
i,j (1TN)
ǫ
ij
1TN + ∑
i,j (2TN)
ǫ
ij
2TN + ∑
i,j (3TN)
ǫ
ij
3TN . (13.7)
The set of pair bond energies for all neighborhood shells for bonds between
crystal (C) and liquid states (L), which complete the model, are:
ǫCC1NN = − 32ǫCL1NN ǫLL1NN = − 47h ǫCL1NN = 47 12 (J1NN − h)
ǫCC2NN = −ǫCL2NN ǫLL2NN = 0 ǫCL2NN = 23 12 J2NN
ǫCC1TN =
1
2 J1TN ǫ
LL
1TN = 0 ǫ
CL
1TN = 0
ǫCC2TN =
1
2 J2TN ǫ
LL
2TN = 0 ǫ
CL
2TN = 0
ǫCC3TN =
1
2 J3TN ǫ
LL
3TN = 0 ǫ
CL
3TN = 0
These pair bond energies are parameterized by the six free parameters of the
model: the interaction parameters J1NN , J2NN , J1TN , J2TN and J3TN one for each
neighborhood shell, and the parameter h, which is used to apply a thermody-
namic driving force for growth. All of these parameters are supposed to be
positive numbers.
The pair bond energies are chosen in order to satisfy four conditions:
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• Condition 1 The cubic diamond structure is the stable ground state of the
lowest possible energy.
• Condition 2 Parameterization of the stacking fault and twin boundary en-
ergy is achieved via one free parameter JTN3.
• Condition 3 In the absence of a thermodynamic driving force (h = 0) the cu-
bic diamond phase can coexist with the liquid phase, i.e. their free energies
have to be equal.
• Condition 4 A thermodynamic force for growth ∆µ may be applied via the
parameter h, such that ∆µ = 2h holds.
In order to stabilize the diamond structure as the ground state JTN1 and JTN2
should be set to very high positive values, so as to rule out that two lattice sites
closer than the nearest neighbour distance of the original diamond lattice are
allowed to be of type crystalline. This stabilizes the cubic diamond structure,
but the ground state is still degenerate since hexagonal diamond has the same
energy.
The degeneracy is lifted by letting JTN3 assume a non-zero positive value. JTN3
is also the parameter that gives the extrinsic stacking fault as well as the twin
boundary energy, therefore including this parameter satisfies the second condi-
tion. JTN3 corresponds to the stacking fault energy because a stacking fault atom
sees an occupied lattice neighbour TN3, while this is not the case for an atom in
the perfect cubic diamond lattice.
The third condition, coexistence of the diamond and liquid phase in absence
of a thermodynamic driving force is satisfied by choosing ǫCC1NN ,ǫ
CL
1NN ,ǫ
CC
2NN and
ǫCL2NN as given above. It is easily verified by simple bond counting that the energy
of the cubic diamond phase on the new lattice Edia equals that of the liquid phase
Eliq, which we have chosen to be zero.
Edia =
1
2
(4 · ǫCC1NN + 2 · 3 · ǫCL1NN + 12 · ǫCC2NN + 2 · 6 · ǫCL2NN) = Eliq = 0 (13.8)
The factors of 2 occur here, because the ratio of occupied crystal atoms to non-
occupied ones is 1 : 2 on the new lattice. The other factors correspond to the
number of neighbours on the diamond lattice and the number of non-occupied
neighbour sites of diamond on the twin lattice (compare Table 12). The equation
may be verified by plugging in the pair bond energies as given above.
In the presence of a thermodynamic driving force, however, it follows from the
choice of the bond energies that ∆µ = Edia − Eliq = 2h, which is the same as in
the common diamond lattice Ising model. This completes the setup of the model
and the proof that all necessary conditions above are fulfilled.
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nr. of sites nr. of sites nr. of empty sites
neighbours cubic diamond lattice twin lattice diamond on twin lattice
1NN 4 7 3
2NN 12 18 6
1TN - 1 1
2TN - 6 6
3TN - 1 1
Table 12: Number of neighbours on the cubic diamond, on the virtual twin lattice and
number of empty sites when the virtual lattice is occupied with the cubic dia-
mond structure. Naturally, the first and the third column sum up to the second
column.
The parameters JNN1 and JNN2 are equivalent to the first and second nearest
neighbours in a simple diamond lattice model with only first and second nearest
neighbour interactions.
13.3.1 Parameterization
For parameterization of the model we follow along the lines of Beatty and Jack-
son [87]. We use available data for the free energies of solid-liquid interfaces
for fitting, that has been determined by molecular dynamics simulations [265]
(see Table 13). Using this solid-liquid interface free energy reference data for the
(100), (110) and (111) interface and fitting J1NN and J2NN to it would result in an
unphysically high second nearest neighbour interaction and a misplaced rough-
ening transtion (Table 13). We found that the ratio of the nearest versus second
nearest neighbour interaction has a large impact on the location of the rough-
ening transition temperature of the (111) solid-liquid interface and its growth
velocity as a function of undercooling. This is supposed to be due to the varying
edge free energy. In order to improve the model, we fix the ratio J2NN/J1NN to
a physically more meaningful value of 0.047, which still allows to describe the
interface free energies quite reasonably. This assumption results in a realistic
roughening transition temperature as shown in Figure 52. The fitting pocedure
determines J1NN = 0.416 eV and J2NN = 0.020 eV. JTN1 and JTN2 are set to arbi-
trary large values in order to stabilize the diamond structure, leaving h and JTN3
to be defined.
The parameter h may be determined by using an estimate for the entropy
difference between the solid and the liquid state, i.e. ∆S = L/Tm, where L is the
latent heat and Tm is the melting temperature. It then follows from
∆µ = 2h = (T − Tm)∆S = (T − Tm)L/Tm, (13.9)
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Figure 40: For constructing the lattice of our model, three reflection operations are ap-
plied at the planes b, c and d, corresponding to three different twin lattices B,
C and D. These lattices are then added to the original lattice A. Note that this
is only possible because the reflections have been applied in planes parallel
to a unit cell boundary plane. All of the sites of the original lattice A overlap
with sites of one of the twin lattices.
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Figure 41: Left: An orthorombic unit cell of the cubic diamond crystal structure is used
as the starting point for constructing the new lattice.
Right: The final twin lattice unit cell after construction as shown in Figure 40.
Interface Interface energy our model our model Ref. [265]
(eV/Atom) (J/m2) (J/m2)
(111) 2√
3
(J1NN + 6J2NN)/a2 0.268 0.340 0.34
(110)
√
2(J1NN + 6J2NN)/a2 0.268 0.416 0.35
(100) (2J1NN + 8J2NN)/a2 0.496 0.544 0.42
Table 13: Solid-liquid interface energies of silicon implied by the parameterization of the
model in comparison to the reference energies from [265].
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Figure 42: The different neighbourshells for the new twin lattice: 1NN and 2NN correpsond to the common nearest and second
nearest neighbour distances in cubic diamond. 1TN, 2TN and 3TN are additional neighbour shells on the twin lattice.
Note that 1TN and 2TN are closer than nearest neighbours (1NN). The 3TN shell is necessary to include in order to
distinguish between the ideal diamond lattice and stacking faults and twin boundaries.
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J1NN J2NN JTN1 JTN2 JTN3 h
(eV) (eV) (eV) (eV) (eV) (eV)
0.416 0.020 large large 0.020 (T − Tm)·1.56 · 10−4eV/K
Table 14: Parameter set fitted to (111) interface energy of 0.34 J/m2, and assuming a
ratio of J1NN/J2NN = 0.047. JTN1 and JTN2 are set to large values (> 1000 eV)
in order to stabilize the diamond structure as discussed in the text.
Authors Ref. Year Method ISF ESF TSF ISF ESF TSF
J/m2 meV/at
Ray/Cockayne [266] 1971 Expt. 51 - - 40 - -
Alexander [267] 1979 Expt. 58 - - 46 - -
Föll/Carter [268] 1979 Expt. 69 60 - 54 47 -
Chen/Falicov [269] 1974 PP 55 - - 43 - -
Weigel et al [246] 1975 EHT 86 85.5 43 68 67 34
Mattheiss/Patel [245] 1981 NTB U 110 85 38 87 67 30
Mattheiss/Patel [245] 1981 NTB R 64 44 19 50 35 15
Sanchez-D. et al [270] 1981 GWF 190 90 - 150 71
Paxton/Sutton [244] 1989 TB-SDM 115 - 56 91 - 44
Paxton/Sutton [244] 1989 TB-IDM 56 - 29 44 - 23
Louie et al [271] 1985 PW(U) 40 26 - 32 20 -
Chou et al [272] 1985 PW(U) 33 26 - 26 20 -
Gross/Teichler [243] 1991 LO-DFT 87.7 70.8 33.8 69 56 27
Käckell et al [273] 1998 DFT-LDA 38 20 - 30 16 -
C. Raffy et al [242] 2002 DFT-LDA 39.3 20.6 8.4 31 16 7
Iwata et al [241] 2003 DFT-LDA - - 5.8 - - 5
Table 15: Energies for the extrinsic (ESF), the intrinsic (ISF) and the twin stacking fault
(TSF) from different sources.
and by using L = 0.525 eV/atom for the latent heat of silicon, that h is related
to undercooling T − Tm via
h = (T − Tm)·1.56 · 10−4eV/K. (13.10)
The parameter J3TN of the proposed model directly parameterizes the stack-
ing fault and the twin boundary energy. Data for the formation energies of
different stacking faults are available from the literature (see Table 15). We have
concluded from this data that 20 meV/atom should be a reasonable value for the
twin stacking fault energy J3TN = 2ǫCC3TN = 0.020 eV. The final parameterization
of our model is summarized in Table 14.
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13.4 results and discussion
13.4.1 Qualitative assessment of the growth kinetics at the Si(111) solid-liquid interface
Using the model as parameterized above we simulate growth of the silicon (111)
solid-liquid interface with an undercooling of 25 K and 50 K, respectively. We use
a simulation cell containing 11.4 million virtual lattice sites (of the twin lattice
that allows stacking faults as decribed in Section 13.3). This allows for solidifica-
tion of 3.8 million atoms. The size of the simulated patch of the (111) solid-liquid
interface was 92.2 x 79.8 nm and periodic boundary conditions have been applied
lateral to the surface. The simulations took only 6 hours to complete on a single
processor standard desktop machine and corresponded to a physical time of 18
ns.
We find a pronounced difference in the growth modes and growth morphol-
ogy at 25 K and at 50 K undercooling. At 25 K undercooling, growth proceeds
layer-by-layer even though nucleation of two-dimensional nuclei occurs at vari-
ous points of the same layer simultaneously (see Figure 43). At this undercool-
ing stacking fault formation plays only a minor role, i.e. the formation of small
faulted islands occurs only as a statistical fluctuation. We observe some faulted
islands that grow larger (see the inset in Figure 43 and Figure 44), but subse-
quently disappear as neighbouring regular crystal steps are growing. All of the
snaphots have been visualized using OVITO [274].
Growth of the (111) interface at an undercooling of 50 K is remarkably differ-
ent and more complex then observed at 25 K. In this case, stacking fault islands
are observed much more frequently (see Figure 45). Once faulted islands are
formed, they are subsequently stabilized when regular atoms rapidly nucleate
new layers on top of them (see arrows in Figure 45). During subsequent growth,
faulted islands compete with the regular crystal (see Figure 46). At this stage
smaller islands still disappear but larger ones are sustained until the end of
the simulation (see Figure 47). As the boundary between faulted and regular
islands perpendicular to the fault plane can not be coherent, coherency and anti-
coherency dislocations may be expected to form at this boundary (see also the
discussion in Chapters 12 and Chapter 11 of the present thesis). This process,
however, can not be observed in the simulation due to the lattice approxima-
tion. When large faulted islands are entirely grown into the crystal, stacking
fault tetrahedra can expected to be formed (compare e.g. the island in the lower
right in Figure 47). Stacking fault tetrahedra are sometimes observed as defects
in ion-implanted silicon [275], but have also been found in silicon rapidly solidi-
fied from the melt [276]. Our simulation suggests a possible mechanism for the
formation of stacking-fault tetrahedra at a (111) solid-liquid interface or facet.
To our knowledge, stacking-fault tetrahedra have so far not been considered to
emerge from the kinetics of the growth interface.
152
13.4 results and discussion
Figure 43: Top: At an undercooling of 25 K the (111) interface is grown layer by layer.
Colour coding is z-direction. Bottom: Same snapshot with stacking fault
atoms displayed in red.
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Figure 44: Zoom-in of a small faulted island adjacent to a regular crystal step at the
interface, marked by the small rectangle in Figure 43. The faulted island will
subsequently disappear, giving room to the regular crystal step.
13.4.2 Interface growth velocities
In order to access the velocity versus undercooling relation under Czochralski
growth conditions, we adopt the procedure used by Beatty and Jackson [87]. The
physical time corresponding to a simulation time step has been determined by
fitting the growth velocity of the rough (100) interface to the relation measured
in experiments
V(100) = 0.12∆T
m
sK
. (13.11)
Simulation of the growth of a (111) interface then yields a 2D nucleation rate.
The 2D nuclei limit the growth rate on the smooth (111) interface, and thus the
growth velocity in the simulations depends on the interface area. However, the
2D nucleation rate per interface area J can be determined. For the parameteriza-
tion of our model as stated above we find
J = 3.64 · 1026 exp
(−143.8 K
∆T
)
1
m2s
. (13.12)
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Figure 45: Si(111) solid-liquid interface at 50 K undercooling (snapshot 1 of 3). Top:
Larger faulted islands may nucleate and regular atoms rapidly nucleate on
top of them (arrows), which stabilizes the faulted nuclei. Bottom: Same with
stacking faults in red. 155
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Figure 46: Si(111) solid-liquid interface at 50 K undercooling (snapshot 2 of 3). Top:
Growth of additional layers on top of faulted islands and lateral growth leads
to incoherent boundaries between faulted and regular islands. Bottom: Same
with stacking faults in red.156
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Figure 47: Si(111) solid-liquid interface at 50 K undercooling (snapshot 3 of 3). Top:
Small faulted islands may grow out, butlarger faulted islands are sustained
and continue to grow. Bottom: Same with stacking faults in red.
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The expression for the steady-state growth velocity dependent on this nucle-
ation rate J following Obretenov [277] is
V(111) =
hJS
1+ (J/v)2/3S/(βb1/3)
. (13.13)
As in Ref. [87] we have used the following numbers: monolayer height h =
3.13A◦, geometric factor b = 4 and numerical factor β = 0.97, estimate of the
interface corresponding to a facet under Czochralski conditions S = 0.001 m2.
For the 2D spreading velocity of the nucleus we used v = 0.3ms · ∆T. Eq. (13.13)
is plotted in Figure 48. The nucleation of new layers occurs at an undercooling
below approximately 3.5 K, somewhat lower than the estimate of Beatty and
Jackson of 5 K [87]. The available values from experiments are 1.5 K by Edwards
[89], 6 K by Ciszek [90] and 9 K by Abe [91].
The interface growth velocities of the rough (110) interface, and the rough (100)
interface, which was used for calibration, are not limited by nucleation. Thus,
their growth velocities do not depend on the interface area in the simulation cell
and may directly be determined from the simulations. A linear dependence is
expected and observed in this case (Figure 48).
Our model also allows to calculate the growth velocity in the presence of mul-
tiple (111) twin boundaries, when growing the crystal in the (211) direction par-
allel to the twin boundaries (see Figure 50). In this case we find a close to linear
dependence above an undercooling of 2 K with growth velocities that are compa-
rable in magnitude with the rough (100) and (110) interface (see Figure 49). The
shape of the curve indicates that nucleation is much facilitated as compared to
flat (111) interfaces, although it is not completely barrier free. This can be under-
stood by the Hamilton-Seidensticker growth mechanism [93, 278], in which the
twin boundary provides favourable site for nucleation of new layers. Although
the nucleation barrier is largely reduced compared to the nucleation barrier of
the perfect (111) interface, there is still a barrier present. Our simulations indicate
that highly twinned silicon crystals may rapidly be grown from the melt with a
very low density of extended defects being incorporated. The reason is that the
(111) microfacets at the solid-liquid interface are too small for faulted islands to
be sustained and growth proceeds in a controlled step-flow like manner after
new layers are nucleated at the twin boundary, which would drive out faulted
island as the step continues to grow.
13.4.3 Roughening transition
Considering the large number of publications concerned with the roughening
transition of the (111) solid-liquid interface of silicon, it appears interesting to
investigate the properties of the transition by our model when stacking faults
are included. The roughening transition shows up as a peak in the interface
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Figure 48: The (111) interface velocity (solid line) shows an onset for growth at about 3K,
which compares to the onset at 5K in the work of Beatty and Jackson [87]. The
(100) growth velocity (dashed line) is much faster so it shows as a vertical line
on the scale of this plot.
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Figure 49: The velocity of the (100) and (110) interface as compared to the velocity of
a growth front consisting of multiple twins parallel to the growth direction
((211) twinned). The twinned configuration is shown in Figure 50
159
a lattice monte carlo model for silicon growth including twin boundaries
Figure 50: Growing a multiply twinned crystal with (111) facets in the (211) growth
direction. The twin boundaries provide favourable nucleation sites for fast
growth free of additional extended defects being incorporated through faulted
islands.
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Figure 51: Interface free energy Fi as a function of the melting temperature for three
different parameterizations of the stacking fault energy.
free energy as a function of the melting temperature. In this case, the melting
temperature is treated as a free parameter and equilibrium simulations are car-
ried out at these temperatures without undercooling. We compare three cases
corresponding to three parameterizations of the stacking fault energy by adjust-
ing JTN3: First, we simulate the equilibrium curve with JTN3 set to a very high
energy. This corresponds to the case of former models, that did not allow for
the possibility of stacking fault formation. Second, we apply the model as in the
sections above with a realistic stacking fault energy of 20 meV/atom. Third, we
set the stacking fault energy to zero. We observe that stacking faults contribute
to the interfacial free energy via configurational contributions (see Figure 51). In
the two cases where stacking faults are possible we observe a more pronounced
peak in the interface heat capacity curve (Figure 52). Furthermore, the rough-
ening transition occurs at an approx. 100 K lower temperature , when stacking
faults are possible (compare Figure 52).
13.5 conclusions
We have presented a Lattice Monte Carlo for silicon growth from the melt that
explicitly includes the possibility of stacking faults and twin boundaries. For this
purpose a new crystal lattice has been constructed and a newmodel Hamiltonian
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Note the somewhat lower peak, when stacking faults are included.
has been devised. The model includes nearest and second nearest neighbour in-
teractions and the interaction with stacking fault and twin boundary sites. It
allows for easy paramterization of the stacking fault energy via a single parame-
ter. The model provides a convenient tool to study phenomena that are related to
twin boundary and stacking fault formation in silicon growth. We have shown
that stacking fault formation significantly affects the growth kinetics and mor-
phology of the silicon (111) solid-liquid growth interface. Two distinct growth
modes of the interface have been identified: At an undercooling of 25 K growth of
the interface proceeds layer-by-layer. Faulted islands may temporarily form but
normally decay on short time scales. At an undercooling of 50 K faulted islands
may be sustained and faulted areas compete with areas of the regular crystal.
As faulted islands are laterally not commensurate with the regular crystal, for-
mation of extended defects may be expected. We conclude that large islands do
not decay on the relevant timescales and may lead to the kinetically determined
formation of stacking-fault tetrahedra. Furthermore, we calculated the growth
velocity of a multiply twinned silicon crystal parallel to the twins. We find that
growth is fast as compared to the (111) solid-liquid interface. An exact linear
relationship between growth velocity and undercooling, as expected for nucle-
ation barrier-free growth, however, does not hold. The twins provide favourable
sites for nucleation as described by the Hamilton-Seidensticker growth mecha-
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nism. As this mechanism is reentrant and faulted islands may not be sustained
on (111) microfacets, this implies that multiply twinned silicon crystals may most
likely be rapidly grown from the melt with very low densities of extended de-
fects. As twin boundaries have almost no influence on the electronic properties
of a silicon crystal, growth of such highly-twinned crystals may be an interesting
alternative for electronic applications of silicon crystals. Finally, we have shown
that the inclusion of stacking faults results in a significant correction to the rough-
ening transition temperature and affects the height of the peak in the interface
heat capacity.
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SUMMARY
In the present work the intrinsic point defect physics of CuInSe2 and CuGaSe2
has been rigorously studied by use of the HSE06 screened-exchange hybrid func-
tional. Additionally, the formation processes of twin boundaries, stacking faults
and voids in silicon growth form the melt were studied by molecular dynam-
ics and by a new lattice Monte Carlo model. The key findings are summarized
below.
intrinsic point defect physics in cu(in,ga)se2
• It was shown that the Heyd-Scuseria-Ernzerhof functional provides an ac-
curate description of the band gaps of all investigated chalcopyrite com-
pounds CuInSe2, CuGaSe2, CuInS2 and CuGaS2, when a single value of the
exchange screening parameter of 0.13 Å−1 is used. At the same time the
structural parameters and bulk moduli improve towards the experimental
values. This established that the functional can be expected to yield more
accurate defect formation energies than local density functionals.
• With respect to the copper vacancy, it was found that the defect formation
energy obtained from screened-exchange hybrid density functional theory
is about 0.4 to 0.6 eV higher than the values obtained from LDA in former
studies [8, 34]. The formation energies under copper-rich conditions are
around 0.5 eV higher for the sulfides than for the selenides. In contrast,
substituting indium with gallium has a negligible effect on the formation
energies.
• The Fermi pinning level due to spontaneous copper vacancy formation
at the buffer-absorber interface depends on the copper chemical potential.
Experimentally observed pinning in CuInSe2 and CuGaSe2 is consistent
with the theoretical pinning levels under copper-rich conditions. Given
the same copper chemical potential, the sulfides CuInS2 and CuGaS2 may
sustain up to 0.5 eV higher Fermi levels before pinning occurs.
• The migration barriers of the copper vacancy were found to be very similar,
i.e. 1.26 eV for CuInSe2 and of comparable magnitude for the other chal-
copyrites. The estimated diffusion coefficent for CuInSe2 is consistent with
some measurements on single crystals when direct experimental methods
are used such that internal electric fields and the influence of grain bound-
aries can be ruled out.
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• Copper interstitials may relax into a stable or metastable configuration on
four symmetrically inequivalent sites with formation energies as low as
0.17-0.38 eV (referenced to ∆µCu = 0, EF = 0), which are much lower than
previously reported values based on local approximations.
• A direct interstitial and indirect interstitialcy diffusion mechanism with mi-
gration barriers as low as 0.22 and 0.34 eV have been identified. These
results provide evidence that the fast interstitial diffusion of copper is im-
portant for understanding metastabilities, Fermi level pinning at interfaces,
electric-field induced creation of p-n junctions and widely varying experi-
mentally measured diffusion coefficients in CIS devices.
• Characterization of the cation antisites revealed that CuIn,Ga antisites are
hole traps in CuInSe2 and CuGaSe2. The interactions of the full copper d
shell of the defect atom with the anion p electrons and contributions from
the d shells of the nearest copper neighbours lead to two deep levels in
the gap, which can be attributed to defect transitions commonly observed
in admittance and photocapacitance spectroscopy. Low-temperature pho-
toluminescence measurements in CuGaSe2 thin-film solar cells show a free-
to-bound transition in very good agreement with the calculated optical
transition of an electron trap arising from the GaCu antisite. CuIn and CuGa
can be contained in high quantities under certain conditions and may con-
tribute to self-compensation in addition to (In,Ga)Cu antisites and copper
vacancies.
• With repect to the previously proposed lattice-relaxed DX configuration of
(In,Ga)Cu, no pinning level was found within the band gap of CuInSe2 in
contrast to CuGaSe2, thus excluding metastable DX behaviour for CuInSe2.
• As additional formerly proposed candidates for metastable point defects,
the VSe −VCu complex and the single selenium vacancy VSe were found to
exhibit similar metastable charge transition levels as was found based on
former local density functional theory studies. However, the high forma-
tion energies of these defects imply that its concentration in thermal equi-
librium is not sufficiently high to explain experimentally observed metasta-
bilities.
• VIn and VGa show similar hole localization properties as CuIn,Ga, but are
contained only in minor quantities in the material.
• In order to observe localization of holes on CuIn, CuGa antisites as well as
on VIn and VGa vacancies use of the screened-exchange hybrid functional
in conjunction with supercells of 216 atoms turned out to be essential.
• The complete picture of the intrinsic defect physics allowed to draw conclu-
sions about the optimal preparation conditions of Cu(In,Ga)Se2 absorber
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material in terms of the chemical potentials. It was found that the op-
timal conditions as far as the point defect physics is concerned are lo-
cated towards the selenium-rich side. However, the conditions should not
be pushed to the maximally selenium-rich end (equivalent to maximally
copper-poor and indium-rich conditions) in order to avoid the formation of
detrimental CuIn,Ga antisites hole traps.
• Finally, it should be emphasized, that Figure 33 on page 106 represents
a guide map to the complete intrinsic point defect physics in CuInSe2 and
CuGaSe2 and can be viewed as a convenient representation of the most
central results.
twin boundary, stacking fault and void formation in silicon growth
from the melt
• By using molecular dynamics, the twin boundary formation mechanism in
melt-grown silicon has been revealed.
• In contrast to formerly proposed models, we find that twins do not nucle-
ate on (111) microfacets in the perfect crystal, but exclusively occur in the
vicinity of grain boundaries. The excess energy of the interfacial area be-
tween matrix and twinned crystal prevents spontaneous twin formation at
the growth interface of a perfect crystal.
• At an undercooling of 150 K, the formation of metastable twin bounded
loops with incoherent interfaces to the matrix consisting of coherency and
anticoherency dislocations has been observed.
• These dislocation loops disband within nanoseconds into vacancy clusters
of 10 or more vacancies. Subsequently, they can act as nucleation seeds for
the experimentally observed octahedral single and double voids.
• A Lattice Monte Carlo growth model was presented that extends the model
commonly used for silicon and other cubic diamond materials, for the pos-
sibility to include (111) stacking faults and twin boundaries. This model
has been applied to study the growth kinetics at the (111) and densely
twinned (211) solid-liquid interface.
• Simulations show that the inclusion of stacking faults naturally leads to
the emergence of two distinct growth modes of the (111) solid-liquid in-
terface. By accurate modelling of the stacking fault energy, Monte Carlo
simulations show that faulted islands can be sustained at the (111) growth
interface at an undercooling higher than approximately 25 to 50 K.
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• The interface growth velocities as a function of undercooling were calcu-
lated and it was shown that multiply twinned silicon crystals may rapidly
be grown parallel to the direction of the twin boundaries. Such a crystal
growth process is expected to result in crystals with a very low density of
extended defects.
• The inclusion of stacking faults into the model adds a correction to the
location of the (111) interface roughening transition.
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