The convergence of the expectations of Betti numbers ofČech complexes built on binomial point processes in the thermodynamic regime is established.
Here B r (x) = y ∈ R d : y − x ≤ r denotes a ball of radius r and center x, and x is the Euclidean norm of x. TheČech complex can be also constructed from an infinite collection of points.
Let X 1 , X 2 , . . . , be a sequence of i.i.d. (independent identically distributed) R d -valued random variables with common probability density function f (x). Define the induced binomial point processes as X n = {X 1 , . . . , X n }. The object here is theČech complex C (X n , r n ) built on X n , where the radius r n also varies with n. Denote by β k (K) the kth Betti number, or the rank of the kth homology group, of a simplicial complex K. The limiting behaviour of Betti numbers β k (C (X n , r n )) in various regimes has been studied recently by many authors. See [1] for a brief survey. The aim of this paper is to refine a limit theorem in the thermodynamic regime, a regime that n 1/d r n → r ∈ (0, ∞).
In the thermodynamic regime, the expectations of the kth Betti numbers, for 1 ≤ k ≤ d − 1, grow linearly in n, Correspondence: trinh@imi.kyushu-u.ac.jp Institute of Mathematics for Industry, Kyushu University, 819-0395 Fukuoka, Japan that is, c 1 n ≤ E [β k (C (X n , r n ))] ≤ c 2 n as n → ∞. After centralizing, the strong law of large numbers holds,
→ 0 almost surely as n → ∞,
provided that the density function f has compact, convex support and that on the support of f, it is bounded both below and above [9, Theorem 4.6] . A remaining problem is to describe the exact limiting behaviour of the expected values of the Betti numbers. This paper gives a solution to that problem. Note that the 0th Betti number which counts connected components in a random geometric graph was completely described [5, Chapter 13] . Note also that the kth Betti number of theČech complex built on a finite set of points in R d is vanishing, if k ≥ d. These facts explain why we only need to consider the case
Betti numbers are tightly related to the number of jsimplices in C(X, r), denoted by S j (C(X, r)) or simply by S j (X, r), which can be expressed as
where ξ(x, X) is the number of j-simplices containing x. Note that ξ(x, X) is a local function in the sense that it depends only on points near x. Then in the thermodynamic regime, the weak and strong laws of large numbers for S j (C(X n , r n )) hold as a consequence of general results in [6, 7] ,
The limitŜ j (r) can be explicitly calculated. However, Betti numbers do not have expression like the above form, and hence those general results can not be applied.
To establish a limit theorem for Betti numbers, we exploit the following two properties. The first one is the nearly additive property of Betti numbers that was used in [9] to study Betti numbers ofČech complexes built on stationary point processes. The second one is the property that binomial point processes behave locally like a homogeneous Poisson point process. The latter property is also a key tool to establish the law of large numbers for local geometric functionals [6, 7] . Now let us get into more detail to state the main result of the paper. We begin with the definition of a homogeneous Poisson point process. Let N be the set of all counting measures on R d which are finite on any bounded Borel set and for which the measure of a point is at most 1. Define N as the σ -algebra generated by sets of the form
where A is a bounded Borel set and k is an integer. Then a point process is a measurable mapping from some probability space into (N, N ). For a Borel set A, let (A) denote the number of points in A. By definition of the σ -algebra N , (A) becomes a usual random variable. A homogeneous Poisson point process is defined as follows. For some basic properties of point processes, see [2] , for example.
Definition 1.2 (Homogeneous Poisson point process)
The point process P is said to be a Poisson point process with density λ > 0 if (i) for disjoint Borel sets A 1 , . . . , A k , the random variables P(A 1 ), . . . , P(A k ) are independent; (ii) for any bounded Borel set A, the number of points in A has Poisson distribution with parameter |A|, P(A) ∼ Pois (λ|A|), that is,
where |A| denotes the Lebesgue measure of A.
For homogeneous Poisson point processes, the following law of large numbers for Betti numbers was established in [9] . Let P(λ) be a homogeneous Poisson point process on R d with density λ > 0. Denote by P A (λ) the restriction of P(λ) on a Borel set A. For simplicity, we write
The Poisson point process P(0) is understood as a point process with no point. Thus we setβ k (0, r) = 0 for all r > 0. Now we can state our main result.
Theorem 1.3
Assume that the common probability density function f (x) has compact support, is bounded and Riemann integrable. Then as n → ∞ with n 1/d r n → r ∈ (0, ∞),
Consequently, together with (1), we have the following law of large numbers.
Corollary 1.4 Assume that the support of f is compact and convex and that
0 < inf x∈supp(f ) f (x) ≤ sup x∈supp(f ) f (x) < ∞.
Assume further that f is Riemann integrable. Then for
It is noted that the method here can be applied to show the convergence of persistence diagrams ofČech complexes built on binomial point processes. The convergence of Betti numbers and persistence diagrams related to i.i.d. sampling were observed in [4] by numerical simulation. Here we give a rigorous mathematical proof of the convergences.
For the proof, we need a Poissonized version of the binomial processes. Let N n be a random variable which is independent of {X n } n≥1 and has Poisson distribution with parameter n. Let
ThenP n becomes a non-homogeneous Poisson point process with intensity function nf (x). Here a nonhomogeneous Poisson point process is defined as follows. 
As proved later, Theorem 1.3 is equivalent to the following result.
Theorem 1.6 Assume that the common probability density function f (x) has compact support, is bounded and Riemann integrable. Then as n → ∞ with n
All the proofs will be given in Section 3 after discussing some basic properties of Betti numbers in the next section.
Simplicial complexes and Betti numbers
This section introduces some basic concepts in algebraic topology such as simplicial complexes and Betti numbers. It is mainly taken from the book [3] .
An abstract simplicial complex K on a finite set V is a collection of nonempty subsets of V which is closed under inclusion relation, that is, if σ ∈ K, then τ ∈ K for any nonempty subset τ ⊂ σ . An element σ ∈ K with |σ | = k + 1 is called a k-simplex or a simplex of dimension k. A 0-simplex (resp. 1-simplex) is usually called a vertex (resp. edge).Čech complexes are examples of geometric complexes which are constructed over points in some metric space with respect to certain conditions.
We assign orientations on simplices in the following way. For a k-simplex σ = {v 0 , . . . , v k } with k > 0, define two orderings of its vertex set to be equivalent if they differ from one other by an even permutation. The orderings of the vertices of σ then fall into two equivalent classes. Each of these classes is called an orientation of σ . We write v 0 , . . . , v k for an oriented simplex. Let us fix an ordering of the vertex set V. Then the notation σ means the oriented simplex which belongs to the equivalent class of a natural ordering. A 0-simplex has only one orientation.
Let F be a field. For each k, let
be a vector space with the basis
The dimension of K, denoted by dim(K), is defined to be the maximum dimension of simplices in K.
where the symbolˆover v i indicates that the vertex is removed from the sequence. Then we get a chain
The subspaces B k (K) := Im∂ k+1 and Z k (K) := ker ∂ k are called the kth boundary group and the kth cycle group, respectively. By definition, it is straightforward to show that
is called the kth homology group of K, and its rank is the kth Betti number,
In computational topology, it is convenient to consider the case where F = F 2 = {0, 1} because in this case we do not need orientations of simplices. Let A k be the matrix representation of the boundary operator ∂ k with respect to the standard bases K k and
Then the kth Betti number can be expressed as
Let {K (i) } i∈I be a finite collection of disjoint simplicial complexes. Then ∪ i∈I K (i) becomes a simplicial complex. We easily see that
Next assume that K is a sub-complex ofK, that is, K ⊂K. We use symbols likeβ k ,f k andÃ k to denote corresponding quantities ofK. By arranging the basis in C k (K) such that first elements coincide with the elements in the basis of C k (K), the matrixÃ k has the following form
This inequality, together with the relation (3), implies the following result ([9, Lemma 2.2]).
Lemma 2.1 Let K,K be two finite simplicial complexes such that K ⊂K. Then for every k ≥ 1,
We have mentioned that Betti numbers are nearly additive because of the two properties (4) and (5) . Note that β 0 counts the number of connected components in the undirected graph G = (V , E), where E = K 1 , which is independent of the underlying field F.
Proofs of main theorems
We will use the following two important properties of Poisson point processes. Denote by P(f (x) ) the nonhomogeneous Poisson point process with intensity function f (x).
(i) Scaling property. For any θ > 0 and t ∈ R d ,
where ' d =' denotes the equality in distribution. In
ii) Coupling property. Let P(g(x)) be a Poisson point process with intensity function g(x) which is independent of P(f (x)). Then

P(f (x)) + P(g(x)) d = P(f (x) + g(x)).
Here '+' means the superposition of two point processes.
We begin with a result for the simplices counting function.
Lemma 3.1 (cf. [9, Lemma 3.2]) Let S j (λ, r; L) be the number of j-simplices in C(P L (λ), r). Then for fixed r
> 0, E S j (λ, r; L) L →Ŝ j (λ, r) as L →∞, uniformly for 0 ≤ λ ≤ .
In addition, for fixed r, the limitŜ j (λ, r) is a continuous function of λ on [ 0, ∞).
Proof For convenience, let
and that E [A l (λ)] is continuous for λ ∈ [0, ∞). Let us first show the continuity of E [A l (λ)]. For 0 ≤ λ < μ, we use the coupling P(μ) = P(λ) + P(μ − λ). Here P(λ) and P(μ − λ) are two independent Poisson point processes with densities λ and (μ − λ), respectively. Let N λ (resp. N μ;λ ) be the number of points of P(λ) (resp. P(μ − λ)) in V l , which has Poisson distribution with parameter
Then the continuity follows from a trivial estimate
Next, we show the uniform convergence. The proof here is similar to that of the pointwise convergence ([9, Lemma 3.2] ). Define the function
Then for l > 4r + 1,
Consequently, by the stationality of the Poisson point process P(λ),
Note that E [h(P(λ))] is non-decreasing in λ and for any λ > 0,
Here P(λ; V 1+4r ) is the number of points of P(λ) in V 1+4r . Therefore uniformly for 0 ≤ λ ≤ ,
The proof is complete.
For the sake of simplicity, we denote by
Lemma 3.2 For fixed r
The limitβ k (λ, r) has the following scaling property, 
Our task now is to show that the sequence (μ), r) . Thus, by Lemma 2.1,
The sequence L −1 E S j (λ, r; L) converges uniformly on [0, ] by Lemma 3.1, and hence, is equicontinuous, which then implies the equicontinuity of the sequence
By observing that θ −1/d P(λ) has the same distribution with P(λθ), we obtain the scaling property ofβ k (λ, r). It then follows from the scaling property thatβ k (λ, r) is continuous in both λ and r. The lemma is proved.
Let us now consider the scaled Poissonized version
Recall that N n is independent of {X n } and has Poisson distribution with parameter n. Then P n = n 1/dP n is a non-homogeneous Poisson point process with the intensity function f n (x) := f x/n 1/d . It is clear that C P n , n 1/d r n ∼ = C P n , r n . Thus Theorem 1.6 can be rewritten as follows.
Theorem 3.3
Assume that the common probability density function f (x) has compact support, is bounded and Riemann integrable. Then in the regime thatr n → r ∈ (0, ∞),
Remark 3.4. Note that P n = (r/r n ) P n is also a nonhomogeneous Poisson point process. Moreover, as a result of scaling, C (P n ,r n ) ∼ = C P n , r . Thus it is enough to prove Theorem 3.3 withr n = r.
A key idea here is the following coupling 
and hence,
The right hand side is a polynomial of t whose smallest order is 1 and note that t ≤ L, thus it is bounded by ct, where the constant c = c(k, L) depends only on k and L, namely we have
An analogous estimate holds when we compare the kth Betti number of C (P(g(x) ), r) and that of C (P(h(x) ), r). The proof is complete. | W i , r) . We now compare the kth Betti number of C(P n , r) and that of ∪ i C(P n | W i , r) by taking into account Lemma 2.1,
Here S j (P n , r; A) is the number of j-simplices in C (P n , r) which has a vertex in A, ∂A denotes the boundary of the set A and A (2r) is the set of points with distance at most 2r from A. The second inequality holds because any sim-
. Next, by the coupling P( ) = P n + P − f x/n 1/d , it follows that for any bounded Borel set A,
It turns out that μ ,r,j becomes a translation invariant measure on R d which is finite on bounded Borel sets. Thus μ ,r,j (A) = c( , r, j)|A| for some constant c( , r, j) depending only on , r and j. Now by taking the expectation in (5), we get
where c and c are constants which do not depend on n and L. Therefore,
Let f * i := sup x∈C i f (x) and β k f * i , r; L be the kth Betti number of theČech complex built on a homogeneous Poisson point process P W i f * i with density f * i restricted on W i . Then by Lemma 3.5,
Here c(k, L) is the constant in Lemma 3.5. Consequently,
because the function f (x) is assumed to be Riemann integrable.
By comparing E β k f * i , r; L with the limitβ k (λ, r), we get
Note that for fixed L, as n → ∞, 
Combining the two estimates (14) and (15) and then let L → ∞, we get the desired result. The proof is complete.
The result for binomial point processes will follow from Theorem 1.6 and the following result.
Lemma 3.6
As n → ∞ with n 1/d r n → r,
Proof By Lemma 2.1 again, we have,
j=k S j C P n , r n − S j (C (X n , r n )) .
The right hand side, divided by n, converges to 0 as a consequence of general results in [6, 7] applied to S j . Here we will give an easy proof. For any m, let S j (m, n) = S j (C (X m , r n )) − S j (C (X n , r n )) .
Since the probability density function f (x) is bounded, in the regime that n 1/d r n → r, the probability that {X 1 ∈ B x (r n )} is bounded by
