Abstract. In the present paper, a numerical method is proposed for the numerical solution of Rosenau-KdV equation with appropriate initial and boundary conditions by using collocation method with septic B-spline functions on the uniform mesh points. The method is shown to be unconditionally stable using von-Neumann technique. To check accuracy of the error norms L2 and L∞ are computed. Interaction of two and three solitary waves are used to discuss the effect of the behavior of the solitary waves during the interaction. Furthermore, evolution of solitons is illustrated by undular bore initial condition. These results show that the technique introduced here is suitable to investigate behaviors of shallow water waves.
Introduction
In engineering and real world scene, a wave is a disturbance that travels through space and time. Different types of waves occur in nature having different kind of applications. Dynamics of shallow water waves that are observed along lake shores and beaches have been an active research area for the past few decades [1, 2, 8, 9, 22] . Specifically, the Korteweg-de Vries (KdV) equation U t + aU U x + bU xxx = 0 is a generic model for the study of nonlinear shallow water waves [10] . But, it has a number of shortcomings as it describes a unidirectional propagation of waves; thus wave-wave, wave-wall interactions cannot be treated by the KdV equation. Secondly, because it was derived under the assumption of weak anharmonicity, both the shape and the behavior of high-amplitude waves cannot be predicted well by the KdV. Keeping in view these shortcomings, the Rosenau equation
was derived [17] . In addition to Rosenau equation, for the consideration of the nonlinear wave, we further add the viscous term U xxx . The resulting equation is then called Rosenau-KdV equation
A detailed information about the existence of Rosenau-KdV equation can be collected from [16, 17, 25] . Study of these models has reported quite interesting results, which are available in literature [3, 12, 14, 15, 19] .
Recently, many researchers have used different schemes such as homotopy perturbation method, reductive perturbation technique, tanh method and sinecosine method, the tanh-coth method, first integral method [5] to study the solution profile of Rosenau-KdV equation. The generalized Rosenau-KdV equation is studied by using the sech-ansatze method [6] . Further, the topological 1-soliton solution of the generalized Rosenau-KdV equation is obtained [18] . Some finite difference schemes for the solution of Rosenau-KdV equation and the generalized Rosenau-KdV equation can be seen in [7, 24] . The conservation laws of the Rosenau-KdV-RLW equation are computed with power law nonlinearity by the aid of multiplier approach in Lie symmetry analysis [13, 23] . A numerical approach with a new formulation for a nonlinear wave proposed by coupling the Rosenau-KdV equation and the Rosenau-RLW equation is presented.
This work is dedicated to the numerical simulations of the Rosenau-KdV equation so that it can be analyzed in detail. The content of this paper is organized as follows. In the next section, we consider the governing Rosenau-KdV equation and introduce septic B-spline basis functions. Section 3 describes the solvability of collocation finite element method in detail. In Section 4 and 5, stability of the proposed method with convergence rate is discussed. The results on validation of proposed method of solution are presented in Section 6 which includes study of motion of single solitary wave, interaction of two solitary waves, interaction of three solitary waves and evolution of solitons. We make a detailed comparison with available data in order to confirm and illustrate our theoretical analysis. Finally, we finish our paper by concluding remarks in the last section.
The governing equation and septic B-Spline basis functions
In this section, Rosenau-KdV equation will be considered with the physical boundary conditions U → 0 and x → ±∞, where a, b, c and d are arbitrary parameters and the subscripts x and t denote the spatial and temporal differentiations, respectively.
In order to be able to apply the numerical method, solution region of the problem is restrained over an interval a ≤ x ≤ b. Space interval [a, b] is separated into uniformly sized finite elements of length h by the knots x m like that a = x 0 < x 1 < ... < x N = b. Lengths of these finite elements are
The equation (1.1) will be solved by choosing
homogeneous boundary conditions and
the initial condition.
The septic B-spline approximation functions φ m (x) are defined as
1) at the knots x m over the interval [a, b] for m = −3 (1) N + 3 [11] . All spline functions apart from φ m−3 (x), φ m−2 (x), φ m−1 (x), φ m (x), φ m+1 (x), φ m+2 (x), φ m+3 (x) are zero over the element [x m , x m+1 ]. Each septic B-spline covers eight elements so that each element [x m , x m+1 ] is covered by eight splines [11] . The values of φ m (x) and its derivatives may be tabulated as in Table 1 . The set of these approximation functions
} forms a basis for approximate solution which will be defined over [a, b] . A global approximation U N (x, t) is stated in terms of the septic B-spline approximation functions as 
3)
Collocation finite element method
Now, we identify the collocation points with the knots and using equation (2.3) to evaluate U m , its necessary space derivatives and substitute into equa-tion (1.1) to obtain the set of the coupled ordinary differential equationṡ
where . denotes derivative with respect to time. For the linearization technique, we assume that the quantity U in the non-linear term U U x in equation (1.1) is locally constant. In this case, the term U is taken as
If time parameters δ i 's and its time derivativesδ i 's in equation (3.1) are discretized by the Crank-Nicolson formula and usual finite difference approximation, respectively,
a recurrence relationship between two time levels n and n + 1 is obtained in terms of two unknown parameters δ 
where
The system (3.2) consists of (N + 1) linear equations including (N + 7) unknown parameters (
To obtain a unique solution for this system, we need six additional constraints. These are obtained from the boundary conditions and can be used to eliminate δ −3 , δ −2 , δ −1 and δ N +1 , δ N +2 , δ N +3 from the system (3.2) which then becomes a matrix equation
T of the form
The matrices A and B are septa-diagonal (N + 1) × (N + 1) matrices and this matrix equation can be easily solved. Two or three inner iterations are applied to the term δ n * = δ n + 1 2 (δ n − δ n−1 ) at each time step to cope with the non-linearity caused by Z m . Before the commencement of the solution process, initial parameters d 0 must be determined by using the initial condition and the following derivatives at the boundaries:
So we have the following matrix form for the initial vector d 0 :
where W is the matrix,
Stability analysis
The stability analysis is based on the von Neumann theory. The growth factor ξ of the error in a typical mode of amplitude
where k is the mode number and h the element size, is determined from a linearization of the numerical scheme. Substituting the Fourier mode (4.1) into (3.2) gives the following equality
Now, if Euler's formula e ikh = cos (kh) + i sin (kh) is used in equation (4.2) and this equation is simplified, we get the following growth factor:
The modulus of |ξ| is 1, therefore the linearized scheme is unconditionally stable.
Error analysis
Splines and polynomials play a very important role in numerical approximations and mathematical analysis [20, 21] . A detailed analysis about the polynomial approximation and least squares piecewise polynomials approximations can be found in [4, 20, 21] . In this work, we use a higher order (septic) B-spline collocation scheme for the spatial approximation of the Rosenau-KdV equation. Now the main importance of using collocation scheme is that it gives superconvergence pointwise. Compared to the Galerkin inner product approach, the collocation approach does not require an extra integral to evaluate. So this approach is simpler and efficient to compute solutions.
Let H r (Ω) be the space of r times differentiable functions and . r be the standard H r (Ω) norm. Let v h be an approximation to a function v(x) ∈ H r (Ω) in Ω. Let h be the distance between the grids and Ω = ∪ i Ω i , where
We observe [20, 21] that
and v h stands for interpolation by piecewise-polynomials of degree r (considering Ω = ∪ i Ω i ). This error is preserved by the Galerkin finite element approximation as well [21] . It can be easily observed [4] that if w h is a suitable B splines defined by a polynomial of degree less or equal k then
. In our study we use septic B-splines for space integration.
The above discussion suggest a O(∆x 8 ) accuracy for the spatial approximation in L 2 (Ω) norm. Since for time we use the Crank-Nicolson scheme which is of O(∆t 2 ) accurate in L 2 ([0 T ]) norm for some T > 0; followed by a forward difference scheme which is accurate of O(∆t) accurate in L 2 ([0 T ]) norm for some T > 0 [21] . So we obtain the error bound as
for a suitable C 1 ≥ 0 and C 2 ≥ 0. 
Numerical simulations
to calculate the difference between analytical and numerical solutions at some specified times. The two conserved quantities that equation (1.1) possess are given by
which represent the momentum and energy of the shallow water waves, respectively [6] . In the simulation of solitary wave motion, the conserved quantities I M and I E are monitored to check the accuracy of the applied numerical method.
The motion of single solitary wave
The single solitary wave solution of the Rosenau-KdV equation (1.1) is given by being considered with the boundary conditions U → 0 as x → ±∞
Also, a, b, c and d are arbitrary constants. The initial condition is taken as Table 2 . It can be observed from Table 2 % and 5.16 × 10 −8 % for h = ∆t = 0.05, respectively. Since the changes of the conserved quantities are less than 1 × 10 −9 , 2× 10 −10 , respectively, our scheme is sensibly conservative. The error norms L 2 and L ∞ are satisfactorily small for different values of h and ∆t. To make this observation, the error norms are determined and listed in Table 3 . Also, Table 3 shows a comparison of the values of the obtained error norms with earlier results. We can say that our method provides good results than others. Figure 1(a) illustrates the motion of the single solitary wave profile from t = 0 to t = 40. In addition, the motion of the solitary wave is depicted at specified times in Figure 1 
Interaction of two solitary waves
Secondly, the interaction of two solitary waves is considered by using the initial condition given by the linear sum of two well separated solitary waves having different amplitudes Table 4 . It is seen that the obtained values of the conserved quantities remain constant sensibly during the computation. Figure 3(a) shows the interaction of two solitary waves profile from t = 0 to t = 250. Also, the interaction of two solitary waves is illusrated at specified times in Figure 3 It is clear from the figure that, at t = 0 the greater soliton at the left position of the smaller soliton, at the begining of the run. With the increases of the time the greater soliton catches up the smaller until at time t = 80, then smaller soliton is absorbed. The overlapping process continues until t = 150, greater soliton has overtaken the smaller soliton and get in the process of the separating. At time t = 250, the interaction is completed and the greater soliton has separated completely. At the end of this process, the solitary waves preserve their original shapes.
Interaction of three solitary waves
Thirdly, the behavior of the interaction of three solitary waves is studied for different amplitudes. So, the equation (1.1) is considered with initial condition given by the linear sum of three well-separated solitary waves of different amplitudes
where A i = It is clear from Table 5 that the obtained values for I M and I E are remain almost during the computer run. In Figure 4 (a), the interaction of three solitary waves profile is depicted from t = 0 to t = 250. Also, the interaction of three solitary waves is shown at specified times in Figure 4 (b). As it is seen from the Figure 4 , interaction started about time t = 50, overlapping processes occured between time t = 50 and t = 170 and waves started to resume their original shapes after the time t = 250. At the end of this process, the solitary waves preserve their original shapes.
Evolution of solitons
In this section, we observe the evolution of solitons for the Rosenau-KdV equation (1.1) by using the undular bore initial condition. The evolution of a train of solitons for Rosenau-KdV equation is studied by using the undular bore initial condition Table 6 . Table 6 .
Comparison of conserved quantities for undular bore initial condition with a = b = c = 1, d = 0.5, v = 1.18 and h = ∆t = 0.1. It is seen from the table that the values of the invariants are virtually preserved. Figure 5(a) shows that the evolution of solitons profiles with undular bore initial condition from t = 0 to t = 150. Also, evolution of solitons is depicted at specified times in Figure 5 (b). As it is seen from these figures, the initial perturbation evolves into a good developed train of solitons. As the time progresses, six solitons moving to the right are observed. 
Conclusions
In this paper, to study the dynamics of the dispersive shallow water waves, it is studied on Rosenau- 
