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Abstract
Reduction in size and cost of sensor devices have incremented their use to monito-
ring specific environments without periodic supervision. Each node in awireless sensor
network has limited resources but using communication and cooperative processing
strategies the network in a distributive way can do application tasks. The main goal of
many wireless sensor applications consist in send collected information from a specific
area to a central point or base station for later processing.
During our study of wireless sensor networks protocols, we had found different
proposals concerning in message reliability and energy saving. However, during this
study, we have not found a protocol that correlate interest metrics, for this application
type, as: energy saving, link quality and data aggregation and the same time correlate
these three aspects with message reliability.
In this work is proposed a wireless sensor network routing protocol concern in mes-
sage reliability and energy saving. Considering aspects as available energy, link quality,
number of hops and data communication criteria. Additionally also contributes to net-
work lifetime, coverage and effective sampling rate. SHRP protocol support very com-
mon but unpredictable changes in network topology. Using Simulation we analyze the
throughput of proposal protocol and compare it with a similar protocol in different
scenarios in order to show its advantages
Keywords: 802.15.4, routing protocol, wireless sensor network
Resumen
La reduccio´n en el taman˜o y en el costo de dispositivos sensores ha incrementado su
uso para monitorear ambientes especı´ficos sin la necesidad de supervisio´n perio´dica.
Cada nodo en una red de sensores inala´mbricos posee recursos limitados, pero a trave´s
de estrategias de comunicacio´n y procesamiento cooperativo le permite a la red de
forma distribuida realizar las tareas de la aplicacio´n. Muchas de las aplicaciones de
redes de sensores buscan hacer llegar la informacio´n recolectada en un a´rea especı´fica
de intere´s a un punto central o estacio´n base para su procesamiento.
Al evaluar los protocolos de encaminamiento para redes de sensores encontramos
distintas propuestas que ofrecen confiabilidad en la entrega de mensajes y ahorro de
energı´a. Sin embargo, durante el estudio realizado, no se ha encontrado un protocolo
que correlacione las me´tricas de intere´s para este tipo de aplicaciones, como lo son:
ahorro de energı´a, calidad de enlace y agregacio´n de datos, y que a su vez asocie estos
tres aspectos con la confiabilidad en la entrega de los mensajes.
En este trabajo se propone un protocolo de encaminamiento para redes inala´mbri-
cas de sensores que toma en cuenta tanto la confiabilidad en la entrega de los mensajes
como en el ahorro de energı´a. Para ello considera aspectos como: baterı´a au´n dispo-
nible, calidad del enlace, cantidad de saltos hasta el destino y criterios de transmisio´n
de datos. Adicionalmente, al considerar estas me´tricas, tambie´n se contribuye con el
tiempo de vida, la cobertura y la tasa de muestreo efectiva. SHRP es un protocolo que
soporta los cambios impredecibles pero comunes en la topologı´a de la red. Utilizando
modelos de simulacio´n se analiza el desempen˜o del protocolo propuesto y se compara
con otro protocolo similar en diversos escenarios para mostrar sus ventajas.
Palabras clave: redes de sensores, Protocolos de encaminamiento, IEEE 802.15.4
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Capı´tulo 1
Introduccio´n
Toda actividad productiva requiere de un continuo monitoreo y control. En las plan-
tas industriales es necesario vigilar el correcto funcionamiento de motores, bombas y
va´lvulas, por so´lo mencionar algunos ejemplos. En el a´rea de seguridad, detectores de
movimiento son instalados en las zonas de mayor riesgo o importancia para la organi-
zacio´n. En la actualidad, muchas empresas tienen personal asignado para monitorear
situaciones crı´ticas.
Durante la u´ltima de´cada han aparecido infinidad de dispositivos que utilizan sen-
sores para el monitoreo y control. Las Redes Inala´mbricas de Sensores o RIS (tambie´n
llamadas WSN por sus siglas en ingle´s) pueden estar compuestos por decenas, cientos
o incluso miles de pequen˜os computadores que operan con baterı´as, llamados motes y
que son distribuidos a lo largo de un ambiente de intere´s particular. Cada nodo en una
red ad-hoc recolecta datos de su ambiente, como la cantidad de luz, temperatura, hu-
medad, vibraciones y otros factores ambientales. Cada nodo sensor, puede enviar los
datos recolectados a sus vecinos, e´stos a su vez a sus propios vecinos y ası´ sucesiva-
mente, hasta que la informacio´n alcance un destino especı´fico, donde sera´ procesada
2por computadores ma´s ”tradicionales”, brindando una buena imagen del ambiente cir-
cundante en tiempo real [22].
El uso de las redes inala´mbricas de sensores comprende aplicaciones muy diver-
sas. Se crearon inicialmente para aplicaciones militares que permitı´an comunicacio´n
y vigilancia ad-hoc. En la actualidad se pueden mencionar aplicaciones de monitoreo
industrial, ambiental, agrı´cola, para el seguimiento de animales en su ha´bitat, para el
control de la operacio´n de equipos, para verificar las propiedades fı´sicas de piezas crı´ti-
cas, entre otros [41].
Por las restricciones que imponen las RIS, las tecnologı´as que la implementan y las
necesidades especı´ficas de las aplicaciones, se requieren protocolos de encaminamien-
to ma´s eficientes que incluyan criterios como maximizar el tiempo de vida de la red,
garantizar la conectividad entre los nodos, lograr una alta tasa de recepcio´n, manejar
cambios dina´micos de la topologı´a, etc. Estos protocolos son disen˜ados con premisas
muy diferentes en cuanto a la composicio´n o capas de la red, por lo que protocolos tra-
dicionales basados en IP no pueden ser aplicados a las RIS. Todo esto ha potenciando
la investigacio´n en esta a´rea, para buscar nuevas te´cnicas que eliminen las ineficiencias
en el consumo de energı´a que acortan la vida de la red.
Para describir y ejemplificar el problema se presentara´ a continuacio´n un ejemplo
real que nos permitira´ ilustrar las necesidades de una aplicacio´n de monitoreo, usando
redes inala´mbricas de sensores. Para ello, se ha trabajado conjuntamente con la Funda-
cio´n de Inversigacio´n y Desarrollo de la Universidad Simo´n Bolı´var en Caracas Vene-
zuela (FUNINDES) quienes esta´n desarrollando un proyecto con Petroleos de Venezue-
la (PDVSA) y en el que tienen planificado utilizar sensores inalambricos como parte de
su propuesta de solucio´n.
31.1. Caso de Estudio
Como parte del proyecto Funindes-PDVSA 32-1899 titulado Aplicaciones de Tecno-
logı´as Relacionadas a Redes Inala´mbricas de Sensores en el Negocio de Petro´leo y Gas se requie-
re recolectar informacio´n de la operacio´n de los pozos de petro´leo de baja produccio´n,
con el fin de aumentar su vida u´til, reducir sus costos de operacio´n y mantenimiento, y
tomar medidas proactivas al identificar valores que esta´n fuera de sus rangos normales
de operacio´n. Esto permitira´ reducir las ocurrencias de eventos que puedan disminuir
la produccio´n del pozo, o incluso llegar a comprometer tanto al pozo como al yacimien-
to en el cual se encuentran.
El objetivo del proyecto, consiste en capturar una serie de para´metros que permitan
determinar cua´l es el comportamiento del pozo, principalmente en cuanto al volumen
de petro´leo que se extrae. Para estimar e´ste y otros valores, se miden principalmente
la temperatura y presio´n del petro´leo en diferentes lugares del pozo. El almacenamien-
to de los datos recolectados y su posterior ana´lisis permitira´ estimar tendencias de los
para´metros medidos por pozo, caracterı´sticas del yacimiento, estadı´sticas de produc-
cio´n y comportamiento perio´dico del pozo. Estas actividades escapan de la competen-
cia del personal de mantenimiento del pozo, pero son de gran utilidad para determinar
estrategias, tanto a nivel operacional como de mantenimiento.
PDVSA ya ha realizado estudios previos para conocer la composicio´n y estructura
de sus diferentes tipos de pozos. De dichos estudios se obtuvieron los siguientes aspec-
tos: me´todos de produccio´n utilizados, tipos de instalaciones que poseen, materiales
con los que esta´n fabricados y las distancias que esta´n involucradas. Una lista inicial
de las caracterı´sticas y/o restricciones que deben ser tomadas en cuenta al instalar los
4sensores son:
El a´rea que comprende este tipo de pozos donde se colocara´n los nodos sensores
es relativamente pequen˜a, ma´ximo 30 metros. Sin embargo, pueden ser mu´ltiples
los puntos de medicio´n requeridos.
Hay que considerar posibles interferencias generadas por los materiales con los
que esta´n hechas las tuberı´as.
Quiza´s no habra´ lı´nea de vista entre dos dispositivos que este´n midiendo valores.
Los sensores estara´n colocados a nivel de la superficie.
La frecuencia con la que se recolectara´n los datos y se enviara´n a la estacio´n central
sera´, a lo sumo, cada dos minutos.
Los pozos se encuentran ubicados en sitios apartados, sin poblaciones cercanas y
sin personal permanente. Esto trae como consecuencia que los pozos sean vı´cti-
mas de la delincuencia para extraer materiales y equipos que puedan luego re-
vender.
La inversio´n a realizarse en la instalacio´n y mantenimiento de la infraestructura
necesaria para la red debe considerar que se trata de pozos de baja produccio´n
(baja rentabilidad) asi como los riesgos descritos en el punto anterior.
Dadas estas restricciones se ha decidido utilizar pequen˜os dispositivos sensores
inala´mbricos, llamados motes, para la recoleccio´n y transmisio´n de los datos del pozo.
Dicha escogencia se debe, adema´s de su bajo costo, porque instalar una red cableada
5es inviable en estos ambientes. Internamente, los motes utilizan la tecnologı´a IEEE-
802.15.4 que se ha convertido en un esta´ndar de facto para este tipo de dispositivos.
Aplicaciones de monitoreo como e´sta requieren, por una parte, la gestio´n confia-
ble de los datos perio´dicos, y por otra parte, la ra´pida notificacio´n en caso de ocurrir
alarmas. El manejo de estos dos tipos de mensajes debe ser bien diferenciado.
Otra consecuencia directa de la topologı´a que se requiere en este caso es la necesi-
dad de un protocolo de encaminamiento de mu´ltiples saltos, ya que a pesar de que las
distancias a cubrir son cortas, existe la posibilidad que no haya comunicacio´n directa
entre los nodos sensores y la estacio´n base.
No se puede perder de vista que los nodos sensores operan con baterı´as, ası´ que
el ahorro de energı´a es primordial. Estrategias como la redundancia de mensajes y el
envı´o por mu´ltiples rutas para lograr confiabilidad, quiza´s pueden causar un consumo
extra de energı´a.
En la actualidad existen propuestas de protocolos de mu´ltiples saltos que ahorran
energı´a. Sin embargo, no se ha encontrado una que cumpla con las necesidades co-
munes de las aplicaciones de monitoreo, similares a las presentadas en este capı´tulo,
siendo e´sta la razo´n principal que motiva este trabajo de fin de Ma´ster.
1.2. Objetivos
El objetivo de este trabajo es proponer un protocolo de encaminamiento que ofrezca
tanto confiabilidad en la recepcio´n de los mensajes como ahorro de energı´a.
6Con esta solucio´n, se busca aumentar el tiempo de vida de la red y al mismo tiem-
po ofrecer dos caracterı´sticas que son importantes para las aplicaciones de monitoreo
y control: Primero, establecer rutas confiables para los mensajes que perio´dicamente
enviara´n los nodos sensores a la estacio´n base y segundo, que los mensajes de alerta
lleguen lo antes posible para tomar las acciones pertinentes.
Para poder cumplir con el objetivo general de este estudio, se plantearon los siguien-
tes objetivos especı´ficos:
1. Disen˜ar un protocolo de encaminamiento para redes de sensores que tome en
consideracio´n las me´tricas de intere´s para las aplicaciones de Monitoreo y las co-
rrelacione para lograr confiabilidad en la entrega de los mensajes
2. Comparar experimentalmente el protocolo propuesto usando modelos de simu-
lacio´n con el protocolo Directed Diffusion que es uno de los ma´s conocidos en
redes de sensores.
Este trabajo se encuentra dividido en 6 capı´tulos. Posterior a esta introduccio´n, en
el capı´tulo 2 se presentan algunos conceptos necesarios para comprender el problema
planteado. En el capı´tulo 3 se presentan los protocolos estudiados para redes inala´mbri-
cas de sensores. Posteriormente, El capı´tulo 4 explica en detalle la definicio´n del proto-
colo propuesto. Luego, el capı´tulo 5 muestra las simulaciones realizadas para estudiar
el desempen˜o del protocolo propuesto y finalmente en el capı´tulo 6 se presentan las
conclusiones y recomendaciones para trabajos futuros.
Capı´tulo 2
Planteamiento del problema
En este capı´tulo se presentan los aspectos ma´s importantes que deben estar presen-
tes en un protocolo de encaminamiento para aplicaciones de monitoreo y que permi-
tira´n comprender el problema que es estudiado en este trabajo.
En la seccio´n 2.1 se detalla la arquitectura de las redes inala´mbricas de sensores, lue-
go en la seccio´n 2.2, se presentan los retos y restricciones que enfrentan los protocolos
de encaminamiento para este tipo de redes. En las secciones 2.3 y 2.4 se describen las
caracterı´sticas de las aplicaciones de monitoreo y los aspectos que deben considerar los
protocolos de encaminamiento para este tipo de aplicaciones. Por u´ltimo, en la seccio´n
2.5, se presentan las soluciones que proponen otros trabajos para responder a cada una
de las me´tricas de intere´s.
2.1. Arquitectura de las Redes Inala´mbricas de Sensores
Las redes inala´mbricas de sensores son un conjunto de aplicaciones de redes, en-
focadas en permitir la conectividad sin el uso de cables, a sensores y actuadores en
8general (i.e. agentes que pueden influir en su entorno) [53]. En una red inala´mbrica de
sensores, por lo general, los nodos sensores realizan ciertas mediciones, procesan los
datos medidos y los transmiten a sus vecinos, que a su vez retransmiten los mensa-
jes a sus vecinos y ası´ sucesivamente hasta que el dato llega a una estacio´n base. Una
vez que los datos han llegado a su destino pueden ser procesados y/o almacenados
por computadores y aplicaciones mucho ma´s sofisticados [21, 20], obteniendo de esta
forma informacio´n de la actividad en el a´rea de intere´s [32].
Definicio´n 2.1 (Red Inala´mbrica de Sensores). Una red inala´mbrica de sensores es un
sistema distribuido que consiste de un gran nu´mero de pequen˜os nodos sensores, es-
parcidos fı´sicamente, en el a´rea que se desea estudiar para que luego de un proceso de
auto organizacio´n formen una red inala´mbrica ad-hoc [53] y comiencen a transmitir
informacio´n a los nodos vecinos que le rodean.
A continuacio´n se describen los componentes de la arquitectura de una red
inala´mbrica de sensores:
2.1.1. Nodos Sensores o Motes
Los nodos sensores por su taman˜o frecuentemente son llamados motes. En diccio-
narios de habla inglesa aparece la palabra Mote definida como: algo pequen˜o. Una
partı´cula de polvo, que es tan pequen˜a que es pra´cticamente imposible de ver [8].
Definicio´n 2.2 (Nodos Sensores). Un nodo sensor (figura 2.1) son dispositivos de
computacio´n auto-contenidos que poseen funcionalidades muy ba´sicas en cuanto a sus
componentes e interfaces, son generalmente operados con baterı´as y permiten medir
9distintas magnitudes del ambiente que le rodea, como por ejemplo: luz, temperatu-
ra, humedad, movimiento, ası´ como realizar acciones bajo ciertas condiciones. Fueron
desarrollados originalmente por Intel Research en colaboracio´n con la Universidad de
California en Berkeley en el Centro para la Investigacio´n en Tecnologı´as de la Informa-
cio´n (Information Technology Research in the Interest of Society o CITRIS) [21].
Figura 2.1: Mote MicaZ: taman˜o(mm): 58x32x7 peso (gramos): 18 (Sin baterı´as)
Un nodo sensor esta´ compuesto generalmente por una unidad de microcontrolador
o unidad de procesamiento sencilla, una pequen˜a memoria, sensores, una fuente de
alimentacio´n ele´ctrica y un dispositivo de comunicacio´n inala´mbrico, que le permite
comunicarse e intercambiar datos con otros motes [18, 19, 33].
Este tipo de dispositivos requieren de un sistema de operacio´n especı´fico para redes
de sensores. En la actualidad, TinyOS es el sistema de operacio´n ma´s utilizado, po-
see una arquitectura basada en componentes que permite una ra´pida implementacio´n
mientas minimiza el taman˜o del co´digo. Las aplicaciones para los nodos son desarro-
lladas en un lenguaje llamadoNesC, que es una extensio´n del lenguaje C disen˜ada para
incorporar los conceptos y modelos de ejecucio´n de TinyOS.
Idealmente, cada nodo sensor es capaz de sobrevivir con un par de baterı´as AA por
lo menos un an˜o [16]. Cada lectura que realiza y cada bit de datos que es transmitido
consumen su baterı´a y acercan al dispositivo a su fin operacional. Para evitar esto, los
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nodos sensores deben seguir una ”dieta”muy estricta de consumo de potencia, funcio-
nando en ciclos de bajo consumo. El nodo sensor es activado durante un porcentaje
pequen˜o del tiempo para lecturas programadas o para recibir o transmitir datos de sus
dispositivos vecinos [16], luego vuelve a un estado de ahorro de energı´a, en el que
mantiene la mayorı´a de sus componentes apagados, consumiendo muy poca potencia.
Los nodos sensores pueden enviar alarmas, si las condiciones que se esta´n moni-
torizando cambian de acuerdo a los para´metros que estaban programados [15]. Por
ejemplo, las empresas en una cadena de suministros congelados, pueden usar redes de
sensores en conjunto con etiquetas RFID (Radio-frequency identification) para monito-
rizar el cambio de condiciones durante la distribucio´n de los productos [40], tambie´n
pueden monitorear la correcta operacio´n de equipos [31]. Las Redes de Sensores esta´n
siendo examinadas para su uso en aplicaciones de mantenimiento basado en condi-
cio´n [1, 26, 17], monitoreo ambiental [30, 6], agricultura [23], biologı´a de la vida salva-
je [27, 24], seguridad [49], en el a´mbito militar [25, 46] e ingenierı´a estructural [51, 36].
2.1.2. Estacio´n Base o SINK
Definicio´n 2.3 (Estacio´n Base o SINK). Una estacio´n base es un nodo encargado de re-
cibir la informacio´n enviada por los dema´s nodos que conforman la red de sensores.
Por lo general, tienen alimentacio´n ele´ctrica y su configuracio´n no es exactamente igual
a los dema´s nodos. Es posible aprovechar su poder de procesamiento para hacer al-
gunas transformaciones a los datos, antes de enviarlos al repositorio o servidor que se
encargara´ de su procesamiento.
Por sus caracterı´sticas, algunos disen˜adores de protocolos le asignan a la estacio´n
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base funciones adicionales a las antes indicadas. Por ejemplo, en los protocolos basa-
dos en consultas debe enviar los para´metros de la consulta, tambie´n llamado ”intere´s”,
ası´ como del envı´o de sus posteriores actualizaciones [16]. Sirve como intermediario
entre aplicaciones externas y la red de sensores, de manera que suele estar relacionado
con las interfaces necesarias para tal fin. Tambie´n es posible que tenga bajo su respon-
sabilidad algunas tareas de administracio´n de la red.
2.1.3. Gateways para RIS
En una implementacio´n real, no es de utilidad una red de sensores que no intercam-
bia informacio´n con otros dispositivos.
Definicio´n 2.4 (Gateways para RIS). Un gateway es un dispositivo que permitira´ conec-
tar la Red Inala´mbrica de Sensores (RIS) a una red de mayor cobertura, como Internet
por ejemplo.
Desde el exterior algunos usuarios podra´n tener acceso a la informacio´n que
esta´ siendo recolectada por los sensores, y la posibilidad de interactuar con la red y
sus componentes. A trave´s de un gateway se pueden realizar incluso actividades de
administracio´n y gestio´n.
2.2. Protocolos de Encaminamiento:Restricciones y Retos
Un protocolo para redes de sensores debe permitir configurarse de tal forma que
su operacio´n no requiera de la atencio´n de personal. A diferencia de las redes mo´viles
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ad-hoc, las redes de sensores no tienen grandes requerimientos de movilidad. Tam-
bie´n se diferencian de otras redes inala´mbricas, como por ejemplo WLAN, que fueron
disen˜adas para tener un mayor alcance y que por lo tanto requieren una fuente de
energı´a constante. De allı´ que el disen˜o de protocolos para RIS considere caracterı´sticas
especı´ficas que no son contempladas en otras tecnologı´as. Los criterios de disen˜o para
una red de sensores dependen directamente de la aplicacio´n ya que no es lo mismo la
latencia para una aplicacio´n de monitoreo, que para una aplicacio´n de vigilancia.
El esta´ndar IEEE 802.15.4 es utilizado pra´cticamente por todos los dispositivos sen-
sores inala´mbricos en la actualidad. Su especificacio´n so´lo incluye las capas a nivel
fı´sico y de enlace, por lo que las labores de la capa 3 (capa de red) deben ser imple-
mentadas de acuerdo a las necesidades de la aplicacio´n. Dado que existe una estrecha
relacio´n y comunicacio´n entre las capas, deben comprenderse sus estructuras al disen˜ar
y desarrollar aplicaciones para redes de sensores. Por esta razo´n se ha agregado, en el
ape´ndice A, una breve descripcio´n del protocolo IEEE 802.15.4 y de su arquitectura.
Dado que no necesariamente puede establecerse un enlace directo entre un nodo
cualquiera de la red y la estacio´n base, se requiere una topologı´a de red de mu´ltiples
saltos y de un algoritmo para determinar la ruta que seguira´ el mensaje. Se trata de
topologı´as dina´micas con nodos que pueden dejar de operar por fallos fı´sicos o falta
de baterı´as, con restricciones de ancho de banda, enlaces con capacidades variables
y equipos que pueden operar con restricciones de energı´a. Todos estos factores traen
como consecuencia frecuentes e impredecibles cambios en la topologı´a que el protocolo
de encaminamiento debe manejar.
Los retos a los que esta´ expuesto un protocolo de encaminamiento para redes de
sensores son: escalabilidad al incrementar la cantidad de nodos durante la operacio´n,
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tomar en cuenta el tiempo de transmisio´n y la potencia empleada, sin perder de vista
la latencia que puede existir en la bu´squeda de las rutas. Tambie´n debe considerar la
tasa de datos de las redes inala´mbricas, convergencia ra´pida y la reaccio´n eficiente a los
cambios topolo´gicos y demandas de tra´fico.
2.3. Caracterı´sticas de las Aplicaciones de Monitoreo que
usan WSN
Con el desarrollo de tecnologı´as LR-WPAN (Low Rate -Wireless Personal Area Net-
work) como es el caso de IEEE-802.15.4 se ha incrementado el desarrollo de distintos
tipos de aplicaciones que son enumerados en el ape´ndice B.3. Sin embargo, este trabajo
se enfoca principalmente en las aplicaciones de monitoreo y control las cuales poseen
las siguientes caracterı´sticas:
Automatizar la obtencio´n de los datos de nodos sensores remotos disminuyendo
la intervencio´n de usuarios.
Configurar y ejecutar distintos sistemas desde un punto central.
Proveer informacio´n detallada para mejorar el mantenimiento preventivo.
Las aplicaciones de recoleccio´n de datos del ambiente tı´picamente usan protocolos
de encaminamiento basados en a´rbol: cada a´rbol tiene como raı´z un nodo base con una
mayor capacidad de recursos. Los nodos con mayor cantidad de descendientes trans-
miten ma´s datos, ası´ que pueden ser puntos de embotellamiento que pueden presentar
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problemas de energı´a. Normalmente necesitan bajas tasas de datos y tiempo de vida
extremamente largos.
Una vez la red es desplegada, los nodos deben descubrir la topologı´a de la red y
estimar una estrategia o´ptima de encaminamiento. Algunas implementaciones aprove-
chan que la topologı´a fı´sica de red es relativamente constante para calcular la topologı´a
o´ptima de la red externamente y solo comunicarle a los nodos, la informacio´n de enca-
minamiento que deben seguir.
Los perı´odos tı´picos de envı´o de mensajes perio´dicos varı´an de 1 a 15 minutos y los
para´metros que comunmente semiden son: temperatura, intensidad de luz y humedad,
que son para´metros que no cambian ra´pidamente y tienen bajas tasas de medicio´n. En
general, los datos son recolectados para futuros ana´lisis por lo que este tipo de aplica-
ciones no tienen restricciones estrictas de latencia.
Los nodos sensores estara´n en un modo de ahorro de energı´a la mayor parte de su
tiempo; so´lo sera´n despertados al momento de enviar y recibir datos. Eventualmente,
los nodos fallara´n por falta de energı´a, y el proceso de reconfiguracio´n generara´ un
gasto extra de energı´a de los nodos restantes. Sin embargo, no es un evento que suceda
muy frecuentemente.
Los principales necesidades de los sistemas de monitoreo de ambiente son: largo
tiempo de vida, bajas tasas de datos y topologı´as esta´ticas.
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2.4. Aspectos a Considerar por los Protocolos de Encami-
namiento para Aplicaciones de Monitoreo
En el caso particular de las aplicaciones de monitoreo, son dos los aspectos ma´s im-
portantes que deben tomarse en cuenta: La confiabilidad en la entrega de los mensajes
y la inmediatez en la entrega de las alarmas.
Para mantener enlaces que garanticen la confiabilidad de los mensajes creemos que
deben considerarse tres aspectos principales: baterı´a disponible, nu´mero de saltos y
calidad de enlace.
Para ahorrar energı´a debemos agregar mensajes, gestionar la energı´a de los nodos,
reducir la cantidad de saltos y que el protocolo tenga una mı´nima carga de mensa-
jes de control. Incluir todas estas caracterı´sticas sugiere que el protocolo a su vez sea
autoconfigurable.
A diferencia de los mensajes perio´dicos, las alarmas requieren que los mensajes lle-
guen lo antes posible a la estacio´n base, de allı´ que los criterios de agregacio´n y ahorro
de energı´a son secundarios, siendo el atraso en la entrega de las alarmas el aspecto ma´s
importante.
2.5. Soluciones Relacionadas con las Me´tricas de Intere´s
A continuacio´n se describen algunas de las soluciones propuestas por los protocolos
encontrados durante el estudio del estado del arte (algunos de ellos son estudiados en
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el siguiente capı´tulo) relacionadas con los aspectos considerados relevantes para las
aplicaciones de monitoreo:
Confiabilidad en la entrega de mensajes: Dado que las decisiones de encamina-
miento son a un salto, los protocolos toman la decisio´n en funcio´n de la informa-
cio´n que el nodo posee de sus vecinos. Por tanto, escoger el pro´ximo salto deberı´a
tener alguna garantı´a de que la ruta que se selecciona llegara´ a la estacio´n base.
Lo que ofrecen los protocolos en este sentido consiste en establecer previamente
caminos confiables o enviar copias de un mismo mensaje por distintos caminos
para aumentar la probabilidad de e´xito. En ambos casos hay un costo adicional
ya sea en mensajes de control, como en el primer caso, o en mensajes de datos
como el segundo. Adema´s, hay que tomar en cuenta que quiza´s el vecino a un
salto ofrece un excelente enlace y dispone de mucha baterı´a pero el vecino a dos
saltos puede tener problemas con alguna de estas dos me´tricas.
Calidad de Enlace: Luego de estudiar varios protocolos, se pudo encontrar que
hay protocolos que al considerar la calidad del enlace como me´trica utilizan el
valor de LQI (Link Quality Indicator) incorporado en los chips de radio CC2420,
que en la actualidad es el chip de radio que incorporan la mayorı´a de los dis-
positivos sensores. Sin embargo, de acuerdo al estudio realizado por [48], para
que el LQI realmente pueda tener una correlacio´n con la tasa de paquetes reci-
bidos debe ser calculada como un promedio de los valores obtenidos dentro de
una ventana de un taman˜o especı´fico. Otro dato disponible para medir la calidad
del enlace es el RSSI (Received Signal Strength Indicator). Algunos autores no lo
consideran confiable debido a la asimetrı´a del transmisor de radio [48]. Estudios
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recientes utilizando el nuevo chip de radio CC2420, indican que dicho proble-
ma ha sido solventado aunque su correlacio´n con la tasa de entrega de paquetes
dependera´ de si el valor obtenido de RSSI esta´ dentro de un umbral especı´fico.
Ahorro de Energı´a: Una de las estrategias que han sido usadas para ahorrar
energı´a consiste en disminuir la cantidad de mensajes a transmitir. Una de las
propuestas consiste en so´lo enviar mensajes cuando los datos medidos este´n den-
tro de un umbral especı´fico. Dichos umbrales son enviados desde la estacio´n base
vı´a broadcast a todos los nodos sensores quienes aprovechando su capacidad de
procesamiento determinara´n cuando enviar o no la informacio´n. La principal des-
ventaja de esta propuesta es que si los nodos no reciben el umbral o una eventual
actualizacio´n podrı´an dejar de enviar los datos recolectados.
Como se puede observar hay ideas interesantes para cada uno de los aspectos de in-
tere´s. Sin embargo, no se ha encontrado un protocolo que los correlacione en funcio´n de
satisfacer las necesidades de las aplicaciones demonitoreo. Es por esto que se plantea la
posibilidad de proponer un nuevo protocolo de encaminamiento para redes de senso-
res que ofrezca confiabilidad en la entrega de losmensajes, utilizando para ellome´tricas
como: baterı´a disponible (y estrategias para su ahorro), nu´mero de saltos y calidad del
enlace, considerando adema´s mejoras sobre la implementacio´n de estas me´tricas con
base a lo detectado durante el estudio. De forma indirecta tambie´n se contribuira´ con
el tiempo de vida, la cobertura y la tasa de muestreo efectiva. Una definicio´n de estas
me´tricas puede encontrarse en el ape´ndice B.4
Capı´tulo 3
Trabajos Relacionados
El problema de disen˜ar protocolos que encaminar mensajes en redes de sensores ha
sido abordado por distintos trabajos, la mayorı´a preocupados por el ahorro de energı´a
en la red.
La nueva solucio´n que se propone en este trabajo, consiste en disen˜ar un protocolo
de encaminamiento que considera varias me´tricas a la hora de seleccionar las rutas a
Sink. En este nuevo enfoque, se han mejorado las te´cnicas con las que son tratadas cada
una de las me´tricas de intere´s, si las comparamos con otras propuestas. A diferencia de
otros protocolos, dichas me´tricas son correlacionadas para obtener mayor confiabilidad
en la entrega de los mensajes mientras se ahorra energı´a.
Existen varias clasificaciones para los protocolos de encaminamiento. Sin embargo,
la ma´s utilizada es en base a la estructura de la red. Esta clasificacio´n divide a los pro-
tocolos en planos y jera´rquicos. En la seccio´n 3.1 se describira´n algunas propuestas de




En los protocolos planos por lo general todos los nodos cumplen el mismo rol y
colaboran juntos en las tareas de medicio´n. Por lo general, no es posible asignarle un
identificador u´nico a cada nodo, el encaminamiento no esta basado en quien envı´a los
datos, utiliza los datos que se transmiten para tomar decisiones de encaminamiento. La
estacio´n base hace una consulta y espera por la respuesta de los nodos sensores.
A continuacio´n algunos protocolos planos que fueron estudiados:
Inundacio´n [4]
SPIN (Sensor Protocol for Information via Negotiation) [12]
Fidelidad Adaptativa Geogra´fica [3]
Directed Diffusion [14]
3.1.1. Inundacio´n
Inundacio´n [4] es uno de los algoritmos de encaminamiento ma´s sencillos de imple-
mentar y consiste en inundar la red con un mensaje, para que llegue a todos los nodos.
Esta estrategia se basa en que cada nodo envı´a el mensaje a todos sus nodos vecinos,
para garantizar que llega al nodo donde esa informacio´n puede ser procesada, almace-
nada o consumida. Para evitar que los mensajes este´n circulando indefinidamente, un
nodo reenviara´ so´lo los mensajes que no ha recibido previamente (requiere para ello la
identificacio´n u´nica de los nodos y de los mensajes). Tambie´n pueden incorporar una
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expiracio´n en tiempo o en nu´mero de saltos a los mensajes. Si bien es relativamente sen-
cilla de implementar, lo cierto es que implica enviar muchos mensajes y consumira´ ma´s
energı´a de los equipos que en las otras estrategias de encaminamiento, adema´s de lidiar
con los problemas de redundancia de mensajes y contencio´n que fueron estudiados en
[53].
3.1.2. Fidelidad Adaptativa Geogra´fica
Por su parte, los protocolos de Fidelidad Adaptativa Geogra´fica [3], plantean la po-
sibilidad de tener dos sensores redundantes pero coordinados, de forma tal que so´lo
uno de los nodos redundantes esta´ encendido en un instante de tiempo. Esta carac-
terı´stica permite dos aspectos muy importantes: en primer te´rmino, incrementa el tiem-
po de vida de la red de sensores y por otra parte, el hecho de que las mediciones se
realicen con dos equipos reduce la posibilidad de obtener lecturas sesgadas, debido al
funcionamiento inadecuado de alguno de los nodos sensores. La idea es dividir el a´rea
en recta´ngulos tan pequen˜os que cualquier nodo de un recta´ngulo pueda comunicarse
con cualquier otro nodo de un recta´ngulo adyacente. Dado que todos los nodos conocen
su localizacio´n, fa´cilmente pueden construir sus recta´ngulos de equivalencia, determi-
nar los nodos que esta´n en su mismo recta´ngulo y colaborar entre sı´ para determinar
los patrones para dormir y despertar de los nodos.
3.1.3. SPIN (Sensor Protocol for Information via Negotiation)
SPIN [12] es un protocolo basado en negociacio´n que considera que opera ma´s
eficientemente y ahorra ma´s energı´a si envı´a informacio´n que describa lo que el sensor
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ha medido, en lugar de la informacio´n como tal. En aplicaciones donde los mensajes de
datos son largos este criterio es particularmente u´til.
Este protocolo sustituye el simple envı´o de datos de un protocolo de inundacio´n
por un proceso de tres pasos. Para tal fin, incorpora tres tipos de mensajes: ADV, REQ
y DATA. Cuando un nodo sensor obtiene un nuevo dato, ya sea por mediciones locales
o de otro nodo, informa el nombre del dato a sus vecinos a trave´s de un mensaje ADV.
El receptor del dato puede comparar el nombre recibido con sus datos locales y si es
desconocido lo puede solicitar enviando un mensaje de tipo REQ (si es un dato que ya
ha recibido, simplemente lo ignora). Solamente cuando se recibe una solicitud es que
se trasmite la informacio´n (mensaje de tipo DATA).
3.1.4. Directed Diffusion
Al igual que SPIN, Directed Diffusion es un protocolo centrado en los datos (en el
ape´ndice B.3.5 se da una pequen˜a descripcio´n de lo que esto significa) en donde, un
nodo Sink envı´a a trave´s de la red unmensaje - llamadomensaje de intere´s - especifican-
do un conjunto de atributos que describen los datos deseados. Los nodos sensores que
pueden producir datos unicamente envı´an informacio´n si han recibido algu´n intere´s
que coincide con sus datos, a estos nodos se les llama nodos fuente. Un nodo interme-
dio almacena el intere´s, conjuntamente con los posibles vecinos ma´s cercanos a Sink en
un buffer. Cuando recibe datos que coinciden con el intere´s almacenado, selecciona del
buffer el vecino al que reenviara´ el mensaje. [14]
Tanto los intereses como los mensajes de datos son representados como un conjunto
de atributos valor - operacio´n. El conjunto de atributos esta´ predefinido y son bien
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conocidos los tipos de datos de los atributos.
Dado que Directed Diffusion representa tanto la descripcio´n de los datos (colocando
nombres a los datos y especificando las interfaces que los proporcionan) ası´ como la im-
plementacio´n concreta del encaminamiento, es posible encontrar distintos algoritmos
de encaminamiento basados en la arquitectura de Directed Diffusion. A continuacio´n
se enumeran los algoritmos ma´s conocidos: [13]
Two-phase-pull: Como su nombre lo indica, su operacio´n esta´ compuesta por dos
fases, en una primera fase se inunda la red con los mensajes de intere´s y luego
se envı´a mensajes adicionales para fortalecer los caminos de los cuales se obtiene
informacio´n. Se le llama pull debido a que es Sink quien inicia el proceso al enviar
el intere´s con lo que intenta traer los datos de los sensores.
One-phase-pull: Es similar al anterior, solo que este algoritmo elimina una de las
fases de inundacio´n de two-phase pull. Esto es posible so´lo si se utiliza algu´n
identificador de flujo para los mensajes de intere´s y existe una fuerte simetrı´a
en los enlaces. Los mensajes de intere´s au´n inundan la red, formando relaciones
directas padre-hijo entre el nodo que recibe por primera vez el mensaje de intere´s
y el nodo que se lo ha enviado.
push-diffusion: Este algoritmo es especialmente u´til cuando se trata de una apli-
cacio´n donde hay muy pocos generadores de informacio´n y muchos receptores.
En este caso se invierten los roles definidos en los dos algoritmos explicados an-
teriormente. En lugar de que los Sink inicien el proceso al transmitir los intereses,
son los nodos sensores los que envı´an datos exploratorios inundando la red (ya
que au´n no esta´n configurados los caminos en los nodos intermedios). Una vez
23
que los datos llegan a Sink, son enviados mensajes que fortalecen los caminos que
llevan la informacio´n del nodo sensor a Sink.
3.2. Protocolos Jera´rquicos
En los protocolos jera´rquicos, a un subconjunto de los nodos se le asignan tareas es-
peciales de coordinacio´n para contribuir en la escalabilidad, tiempo de vida y eficiencia
en el consumo de energı´a. Un nodo coordinador puede ejecutar tareas de agregacio´n de
datos que recibe de los nodos sensores que tiene asignados para disminuir el nu´mero
de transmisiones hacia la estacio´n base.
A continuacio´n algunos protocolos jera´rquicos que fueron estudiados:
LEACH (Low Energy Adaptive Clustering Hierarchy) [12]
TEEN (Threshold-Sensitive Energy Efficient Protocols) [28]
SAR (Sequential Assigment Routing) [4]
DIRq [10]
3.2.1. LEACH
LEACH (Low Energy Adaptive Clustering Hierarchy) [12] es un protocolo jera´rqui-
co conformado por clusters. La formacio´n de estos clusters es distribuida, basada en un
subconjunto predeterminado de los nodos que se eligen aleatoriamente como Clusters
Head. La funcio´n de este rol consiste en comprimir la informacio´n que recibe de los
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nodos que conforman el cluster y enviar un so´lo mensaje con la informacio´n agregada
a la estacio´n base reduciendo de esta forma la cantidad de transmisiones.
Se utiliza un esquema TDMA/CDMAMAC para evitar las colisiones entre los clus-
ter e incluso intra-cluster. Este esquema no tiene que ver con la frecuencia de la adqui-
sicio´n de datos. Luego de un tiempo determinado se realiza la rotacio´n del rol CH con
la finalidad que sea equilibrado el gasto de energı´a realizando esta labor, se utiliza un
algoritmo que busca que todos los nodos pasen por este rol.
3.2.2. TEEN
TEEN (Threshold-Sensitive Energy Efficient Protocols) [28] es un protocolo jera´rqui-
co conformado por clusters propuesto para aplicaciones de tiempo crı´tico.
El proceso de adquisicio´n de los datos es constante en los nodos, aunque las trans-
misiones no son tan frecuentes. Un Cluster Head, envı´a a sus miembros un umbral
fuerte, el cual indica el rango de valores que interesa del atributo que se mide y un
umbral de´bil que indica la magnitud del cambio en el valor del atributo medido, que
es representativo y que le indica al nodo que debe encender su transmisor y transmi-
tir. El primero trata de disminuir el nu´mero de transmisiones permitiendo que el nodo
transmita so´lo cuando el atributo medido esta´ en el rango de intere´s. Mientras que el
de´bil por su parte, reduce au´n ma´s el nu´mero de transmisiones al evitar realizarlas
cuando hay un cambio pequen˜o o no hay cambio en el valor medido. Asignar un valor
pequen˜o para el umbral de´bil nos proporcionara´ unos valores ma´s exactos de lo que
esta´ midiendo la red, con un costo mayor de energı´a. Cuando se realiza la rotacio´n en
el rol CH, son enviados los nuevos valores de los para´metros vı´a difusio´n.
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La principal desventaja de este esquema es que si los nodos no reciben los umbrales,
no enviara´n informacio´n y el usuario no recibira´ datos de la red a pesar que los nodos
miden su ambiente continuamente.
En los casos en que la transmisio´n de un mensaje consume ma´s energı´a que el pro-
ceso de adquisicio´n, este esquema consume menos energı´a que las redes que establecen
las rutas de antemano (protocolos proactivos).
Aunque este protocolo y el anterior poseen varias caracterı´sticas en comu´n: son
jera´rquicos, basados en clusters, con estaciones bases fijas, con criterios de agregacio´n
de datos, escalables, no esta´n basados en consultas y no usan esquemas de negociacio´n;
se diferencian en la forma en que disminuyen la transmisio´n de datos. LEACHpropone
que el nodo coordinador reuna la informacio´n de varios mensajes en uno, mientras que
TEEN propone el manejo de umbrales para determinar cuando debe realizarse el envı´o
de informacio´n por parte de los nodos sensores.
3.2.3. SAR
SAR (Sequential Assigment Routing) [4] es un protocolo que ofrece la nocio´n deQoS
(Quality of Service) como criterio de encaminamiento. Sus criterios son los recursos
de energı´a y QoS en cada camino y nivel de prioridad del paquete. El protocolo crea
mu´ltiples caminos desde el origen siendo este nodo la raı´z del a´rbol que se forma.
Al final cada nodo formara´ parte de un a´rbol. Al determinar la ruta se calcula una
relacio´n entre la prioridad del paquete y la QoS del camino para escoger cual utilizar.
El protocolo debe perio´dicamente recalcular los caminos para estar preparado en caso
de falla de alguno de los nodos.
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3.2.4. DIRq
DIRq [10] es un protocolo basado en consultas inspirado en el protocolo SRT (Se-
mantic Routing Trees) que disminuye el consumo de energı´a reduciendo la cantidad
de mensajes a enviar. Si un nodo sensor ha registrado un valor V1 para un para´metro
deseado y para el siguiente perı´odo de medicio´n obtiene el mismo valor o uno similar,
en un intervalo entre (V1 − x,V1 + x) entonces no debe enviar nada a la estacio´n ba-
se. Si la estacio´n base no recibe ningu´n mensaje de un nodo especı´fico entonces asume
que este nodo ha medido un valor que no ha cambiado mucho con respecto a lo que
ha reportado recientemente. Para permitir una entrega precisa de las solicitudes, todos
los nodos de la red deben tener una capacidad de almacenamiento de informacio´n, lo
cual tambie´n puede ser considerado una desventaja, dependiendo de la cantidad de
informacio´n almacenada, de la topologı´a y del nu´mero de nodos. DirQ es un protocolo
adecuado para situaciones donde el nu´mero de solicitudes es alto y los momentos de
envı´o de las solicitudes es conocido.
Capı´tulo 4
Solucio´n Propuesta
En este capı´tulo se describe la solucio´n propuesta en este trabajo, que consiste en el
disen˜o de un nuevo protocolo de encaminamiento para redes de sensores, que se llama
SHRP (siglas de Simple Hybrid Routing Protocol) que es proactivo, jera´rquico y que toma
en cuenta varias me´tricas a la hora de escoger el encaminamiento de los mensajes.
En la seccio´n 4.1 se describe la arquitectura del protocolo, luego en 4.2, se presentan
las funciones que los nodos pueden desempen˜ar dentro del protocolo. En 4.3 se des-
cribe la configuracio´n de la topologı´a. Posteriormente, en 4.4 se detallan los mensajes
que forman parte del protocolo, en 4.5 se explican las me´tricas utilizadas y finalmente
en 4.6 se presenta los criterios para seleccionar los caminos.
4.1. Arquitectura
SHRP es un protocolo que establece y mantiene, de forma proactiva, una topologı´a
que ofrece confiabilidad en la entrega de los datos que son enviados a la estacio´n base.
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Para lograrlo utiliza me´tricas como la baterı´a local disponible, nu´mero de saltos hasta
sink y la calidad del enlace entre los nodos vecinos para escoger la mejor ruta.
Perio´dicamente se esta´n monitoreando estas me´tricas y se eliminan de la tabla de
encaminamiento, aquellos nodos vecinos que no contribuyen al mantenimiento de una
topologı´a conectada de forma confiable:
La calidad del enlace se ve afectada por feno´menos de propagacio´n e interferen-
cias. Todos estos problemas son reflejados en las me´tricas LQI y RSSI. Perio´dica-
mente cada nodo eliminara´ a aquellos vecinos que presentan un enlace por de-
bajo de los umbrales mı´nimos previamente establecidos. En algunos casos, los
problemas relacionados con la calidad del enlace son temporales. El protocolo
agregara´ nuevamente los vecinos, una vez que la calidad del enlace mejore.
Dado que la energı´a del nodo es proporcionada por baterı´as, con el transcurrir
de su operacio´n, el nodo consumira´ su baterı´a disponible. Perio´dicamente, cada
nodo debe validar que posee suficiente energı´a disponible para ejecutar, lo que
llamamos, un ciclo de trabajo mı´nimo (ver ecuacio´n 4.1), elimina´ndose de las
tablas de encaminamiento al poseer menos de dicha cantidad.
Ecuacio´n 4.1: Ciclo de Trabajo Mı´nimo
MinimumTaskCycle = CCA + Sensing + Transmission + Reception + IdlePeriod
Un ciclo de trabajo mı´nimo es la suma de la energı´a necesaria para acceder al
medio (CCA), obtener el dato a trave´s del sensor, transmitir el valor obtenido,
recibir mensajes de los vecinos y finalmente el tiempo que se consume mientras
duerme.
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La operacio´n del protocolo se puede clasificar en tres etapas: descubrimiento, ope-
racio´n y mantenimiento. En la fase de descubrimiento se establecen los vecinos y rutas
para cada nodo. En la fase de operacio´n se encaminan los distintos mensajes de datos y
perio´dicamente se lleva a cabo una fase de mantenimiento de la topologı´a que permite
detectar posibles problemas en la red, ya sea en los enlaces o en los nodos.
De acuerdo a la funcionalidad del nodo, existe una estructura jera´rquica dentro de
la red en SHRP. Por una parte esta´n los nodos coordinadores que se encargan del en-
caminamiento, a estos nodos se asocian los nodos sensores que so´lo llevan a cabo las
tareas de sensado.
Decimos que es un protocolo hı´brido porque a diferencia de los protocolos estudia-
dos y brevemente comentados en el capı´tulo 3 . SHRP considera varias me´tricas a la
hora de seleccionar el mejor camino a Sink.
Dado que la transmisio´n es la actividad que ma´s energı´a gasta en las redes de senso-
res [38], los nodos coordinadores pueden agregar varios mensajes de datos y enviarlos
en un solo paquete.
Para incrementar au´n ma´s el ahorro de energı´a se sugiere que la aplicacio´n de moni-
toreo tambie´n implemente polı´ticas para el ahorro de energı´a. Para las aplicaciones que
realizan mediciones perio´dicas, se sugiere que con el objetivo de ahorrar energı´a, no
todos los mensajes perio´dicos sean enviados a la estacio´n base. Cada nodo so´lo envı´a
datos que han cambiado con respecto a la u´ltima medicio´n. Y para descartar posibles
problemas de pe´rdida de paquetes, la aplicacio´n puede establecer que cada cierto tiem-
po se envı´en los datos de forma obligatoria.
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4.2. Funciones de los Nodos
Existen cuatro tipos de nodos en SHRP: Los nodos sensores, nodos coordinadores
(primarios y secundarios) y el nodo Sink.
4.2.1. Nodo Sensor (SN)
Este es un nodo que usa uno o ma´s sensores para recolectar perio´dicamente una
medida de un sistema fı´sico y que tiene que enviar a su nodo coordinador. Entre cada
perı´odo de recoleccio´n de datos el nodo sensor puede dormir.
4.2.2. Nodo Coordinador (CN)
Este nodo tendra´ dos funciones principales: (i) Encaminar los mensajes de datos que
vienen tanto de los nodos sensores ası´ como los que provienen de otros nodos coordina-
dores; (ii) Agregar mensajes antes de enviar los mensajes recibidos, para de esta forma
disminuir el nu´mero de transmisiones. Algunos nodos CN podra´n ser configurados
como nodos coordinadores secundarios (CNsec) y sera´n instalados muy cercanos a los
primarios (CNpr), dichos nodos secundarios so´lo comenzara´n a trabajar si el nodo pri-
mario deja de funcionar.
4.2.3. Nodo Sink
Es el nodo a donde debe llegar la informacio´n obtenida por los dema´s nodos sen-
sores. Para poder intercambiar informacio´n de monitoreo, este nodo debe ser o estar
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conectado a un gateway que le permita comunicarse con sistemas externos.
4.3. Configuracio´n de la Topologı´a
SHRP fue desarrollado para redes de sensores que no requieren movilidad. La topo-
logı´a de la red puede ser definida a trave´s de un estudio realizado en el sitio, de forma
tal que cada nodo SN tenga conexio´n fı´sica con, al menos, un nodo CN. Se utilizara´ un
protocolo de autoconfiguracio´n para establecer la asociacio´n entre SN y CN. Cada CN
puede tener uno o ma´s vecinos, algunos de ellos tendra´n alcance al nodo Sink directa-
mente. Cada mensaje enviado llegara´ a Sink a trave´s de los nodos CN que formen parte
de la mejor ruta definida por el protocolo SHRP. En las figuras 4.5 y 4.6 se pueden
apreciar ejemplos de estas topologı´as.
Durante el despliegue de la red, algunas polı´ticas pueden ser consideradas para ga-
rantizar la redundancia de los componentes de la red. Incluso, diferentes nodos pueden
estar conectados a los mismos sensores (en los casos en que los sensores son costosos
o difı´ciles de adquirir). Si es posible agregar nodos adicionales, que proveean rutas re-
dundantes, se impactara´ positivamente la topologı´a de la red, incrementando su tiempo
de vida. Esto es factible dado el bajo costo de los nodos sensores (un kit de desarrollo
con 10 nodos sensores cuesta alrededor de 780 dolares).
Los nodos coordinadores redundantes, que este´n cercanos a otros motes pueden
ser usados como nodos secundarios (CNsec). Cada CNsec estara´ en modo Sleep y pe-
rio´dicamente verificara´ que su nodo primario CN este´ funcionando. Si no recibe una
respuesta durante cierto tiempo, asumira´ que su nodo primario ha desaparecido con-
virtie´ndose en nodo primario.
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4.4. Mensajes SHRP
Existen dos tipos de mensajes en SHRP: los mensajes de control y los mensajes de
datos.
Losmensajes de control son usados para definir ymantener las rutas de SHRP. NMI,
Hello y las alarmas son mensajes de control que son explicados en detalle en 4.4.2,
4.4.3 y 4.4.4. Por su parte, los mensajes de datos transmiten informacio´n de monitoreo
recolectada por los nodos sensores y sera´n detallados en 4.4.5
Todos los mensajes de SHRP utilizan un mismo formato de mensajes, lo cual pro-
porciona escalabilidad y uniformidad en su manejo. Dicho formato esta compuesto de
un encabezado y un cuerpo o carga u´til.
El Encabezado proporciona informacio´n sobre el tipo y composicio´n del contenido
que se encontrara´ en la carga u´til, lo cual permite establecer estrategias sin tener que
revisar siquiera el contenido del mensaje.
La carga u´til es de taman˜o y composicio´n variable dependiendo del tipo de mensaje
que se desea transmitir, el cual es indicado en el encabezado. En lo sucesivo cuando
se detalle la composicio´n de los mensajes de SHRP nos referimos a la informacio´n que
viene en la carga u´til del mensaje.
4.4.1. Encabezado SHRP
En la figura 4.1 se presenta el formato del encabezado de todos los mensajes de
SHRP.
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Figura 4.1: Formato del Encabezado de los Mensajes
El encabezado esta compuesto por los siguientes atributos:
id Nodo Destino Identificacio´n del nodo destino. Cada nodo tiene desde su con-
figuracio´n un ID u´nico.
Marco extendido tiene el valor uno (1) si el paquete tiene ma´s de un mensaje, cero
(0) en caso contrario.
Tipo de Marco Para los paquetes que contienen un so´lo mensaje este campo indi-
ca el tipo de mensaje que se envı´a. Cuando dos o ma´s mensajes son transmitidos,
este campo indica el tipo del pro´ximo mensaje.
Longitud del Marco Taman˜o en bytes del paquete.
Id secuencia del Marco Este campo es incrementado en uno cada vez que un
nuevo paquete es transmitido.
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4.4.2. Mensaje de Informacion de la Red (NMI)
El propo´sito de este mensaje (NMI, por sus siglas en ingle´s ) es proveer informacio´n
local de los vecinos que rodean a cada uno de los nodos de la red. Con esta informacio´n
es posible definir la topologı´a de la red y construir la tabla de vecinos para cada uno
de los nodos. Todas las me´tricas incluidas en el mensaje NMI son actualizadas con
los datos del nodo receptor, recalculando sus valores para luego retransmitirlos a sus
vecinos.
El formato del mensaje NMI se muestra en la figura 4.2.
Figura 4.2: Formato del mensaje NMI
El nodo Sink debe enviar un mensaje NMI perio´dicamente cada NMI INTERVAL.
NMI es un mensaje enviado por difusio´n. Con la informacio´n recibida en cada mensa-
je, los nodos deben recalcular todas las me´tricas y actualizar la informacio´n sobre los
vecinos a un salto. El nu´mero de secuencia en el mensaje refleja la frescura del mensaje
y evita el procesamiento redundante.
Con un nuevo nu´mero de secuencia, el nodo debe reiniciar sus ca´lculos de la mejor
ruta. El nodo debe enviar un mensaje NMI cada vez que consiga un mejor camino para
alcanzar a Sink. Por su parte los nodos receptores, deben verificar si el nodo que envı´a
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es un buen vecino. De esta forma, se mantiene actualizada la topologı´a de la red ante
cambios inesperados. De este mensaje tambie´n se obtiene la calidad del enlace entre el
nodo que recibe y el que envı´a.
Antes de enviar su mensaje NMI, el CN hace una autoevaluacio´n de su baterı´a dis-
ponible. Si este valor esta´ por debajo de un umbral establecido, no enviara´ el mensaje
a sus vecinos ya que no se considera un buen vecino para el ca´lculo de la mejor ruta.
De esta forma, cada CN so´lo tendra´ vecinos con la baterı´a suficiente para encaminar los
mensajes de datos.
Si un nodo decide no enviar su mensaje NMI, debe enviar un mensaje especial de
alerta llamado Control Alarm Message (CAM) al nodo Sink, para informar que el nodo
dejara´ las listas de vecinos pronto. La principal idea es evitar la pe´rdida de conectividad
de la red.
Antes de actualizar las tablas de encaminamiento, el nodo debe verificar que exista
un buen enlace con el vecino. Las me´tricas relacionadas con la calidad del enlace (RSSI
y LQI) deben estar por encima de los umbrales mı´nimos establecidos para cada uno
de ellas minRSSI y minLQI respectivamente. El algoritmo 1 muestra el procedimiento
para verificar a un vecino:
Algoritmo 1 Verificacio´n de Vecinos
if vecino(RSSI) < minRSSI then
Descartar al nodo como vecino
else
if vecino(LQI) < minLQI then
Descartar al nodo como vecino
end if
end if
marcar al nodo como buen vecino
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De forma intuitiva podemos decir que un nodo vecino es un nodo CN que tiene
suficiente baterı´a para garantizar la entrega de mensajes y ofrece un enlace confiable
en te´rminos de sen˜al de radio, para alcanzar directamente o a trave´s de otros nodos
confiables al nodo Sink.
4.4.3. Mensaje Hello
Para lograr establecer la topologı´a de la red, es necesario que el mensaje NMI envia-
do por Sink recorra toda la red. El tiempo de convergencia y la cantidad de mensajes
involucrados deben ser tales que permitan que la informacio´n llegue hasta el nodo ma´s
alejado de la red, pasando por tantos saltos como sean necesarios.
Se puede pensar que este proceso no debe ser muy frecuente debido a los costos
de tiempo/energı´a asociados. Sin embargo, los cambios en la topologı´a causados por
problemas de baterı´a, interferencias, etc, pueden aparecer en cualquier momento.
Una vez que NMI ha definido la topologı´a de la red, se utilizan mensajes Hello para
detectar cambios en la red. Este mensaje es menos costoso, en te´rminos de sobrecarga,
que NMI porque cada nodo envı´a perio´dicamente so´lo un mensaje Hello a sus vecinos.
El formato del mensaje Hello se detalla en la figura 4.3.
Cada CN debe enviar un mensaje Hello perio´dicamente cada HELLO INTERVAL
o cuando detecte que ha cambiado de rango de baterı´a de acuerdo a su energı´a dis-
ponible. Ma´s adelante, en la seccio´n 4.6.2 se explica la conformacio´n y ca´lculo de los
rangos de baterı´a. Cuando un nodo recibe un mensaje Hello, actualiza las me´tricas de
su vecino y verifica que utiliza la mejor ruta entre las opciones disponibles.
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Figura 4.3: Formato del mensaje Hello
CN espera un cierto tiempo para recibir el pro´ximo mensaje Hello de sus vecinos.
Si un nodo C no recibe el mensaje Hello de un nodo B, previamente definido
como su vecino, debe verificar si el nodo B es parte de la mejor ruta a Sink y si
existe una ruta alterna, en este caso, CN cambia su mejor ruta. En el ejemplo de la
figura 4.4(a), supongamos que el nodo A es Sink, el nodo C tiene dos opciones de
encaminamiento: La mejor ruta es C − B− A, si el enlace C− B tiene problemas
se reconfigura con C− D− A
Si el nodo solamente disponı´a de una ruta, debe enviar un mensaje de alarma,
llamadoOrphan Node, dirigido al nodo Sink para que e´ste a su vez, inicie el proce-
so de redescubrir la topologı´a de la red enviando un nuevo mensaje NMI, con lo
que reconfigurara´ toda la red. En la figura 4.4(b) se muestra la topologı´a que des-
cubrio´ el protocolo. En este caso el nodo C tiene so´lo una opcio´n para enviar sus
mensajes, C− B− A, aunque el nodo C tiene alcance con el nodo D, si el enlace
C− B tiene problemas se envı´a una alarma para redescubrir la topologı´a.
38
(a) (b)
Figura 4.4: Ejemplos de topologı´as para ilustrar las estrategias en el manejo del mensaje
Hello
4.4.4. Alarmas
Los mensajes de alarma permiten informar a Sink sobre cambios que pueden afectar
la topologı´a de la red y que permitira´n tomar acciones preventivas especı´ficas para
mantener la conectividad.
El nodo que genera la alarma difunde el mensaje en la red, aumentando la probabi-
lidad de que el mensaje sea recibido por sink al ser procesado por todos los nodos que
lo reciban.
Los receptores escogera´n un vecino de la tabla generada por SHRP considerando
u´nicamente mı´nima cantidad de saltos y obviando criterios como rangos de baterı´as o
agregacio´n, ya que en el caso de las alarmas se busca que la informacio´n llegue lo antes
posible, aunque esto involucre un mayor consumo de energı´a.
En 4.4.2 y 4.4.3 se han mencionado casos donde el protocolo dispara alarmas como
parte de su funcionamiento.
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4.4.5. Mensajes de Datos
Se definen tres tipos de mensajes de datos: (i) perio´dicos; (ii) alertas; (iii) alarmas
[9].
La estacio´n base envı´a un mensaje de consulta con la informacio´n que el sistema
de monitoreo esta´ interesado en recolectar perio´dicamente. Basado en este mensaje,
los nodos sensores saben cuando tienen que medir y cuando deben enviar los datos
recolectados.
Los mensajes de alerta, por su parte, son enviados cuando los valores de los para´me-
tros medidos esta´n sobre el valor promedio esperado, el cual es especificado por el
sistema de monitoreo [7].
Los mensajes de alarma son enviados cuando los datos medidos esta´n por deba-
jo del mı´nimo o por encima del ma´ximo, estos valores tambie´n son especificados por
el sistema [7]. Estos mensajes son enviados de la misma forma en que se envı´an las
alarmas de control, explicadas en la seccio´n 4.4.4
4.5. Me´tricas usadas por SHRP
SHRP utiliza las siguientes me´tricas: Baterı´a disponible, calidad de enlace y nu´mero
de saltos para seleccionar la mejor ruta a Sink
40
4.5.1. Baterı´a Disponible
Cada nodo evaluara´ su baterı´a disponible y la incluira´ en las me´tricas que trans-
mitira´ a sus vecinos. Al decidir sobre cual es la mejor ruta, el nodo preferira´ aquellos
caminos que ofrezcan mejores garantı´as, en cuanto a la energı´a que tienen disponible.
Por otra parte, tal como se detallo´ en 4.1, se excluira´n de la tabla de encaminamiento
aquellos nodos que no tengan suficiente baterı´a disponible para operar.
4.5.2. Nu´mero de saltos
Esta me´trica indica la cantidad de nodos por la que debe pasar un mensaje para
llegar al nodo Sink. Es calculada por el mensaje NMI que recorre toda la red. Reducir la
cantidad de saltos es una polı´tica para ahorrar energı´a, basado en lo costoso que es la
transmisio´n de los datos en te´rminos de gasto de energı´a. Por otra parte, su disminucio´n
colabora en la reduccio´n del retardo en la entrega.
4.5.3. Calidad de Enlace
El esta´ndar IEEE-802.15.4 ofrece mecanismos para evaluar la calidad del enlace a ni-
vel de la sen˜al de radio. En particular, el chip de radio CC2420 basado en dicho esta´ndar
es actualmente el ma´s utilizado en la investigacio´n y desarrollo de redes de sensores.
CC2420 opera en la banda 2.4 GHz ISM con un tasa de ancho de banda efectiva
de 256 kbps, tiene 16 canales y cada canal ocupa 3 MHz. CC2420 utiliza un esquema
de codificacio´n en el que utiliza 32 chips para codificar un simbolo de 4 bits. Una vez
los datos estan codificados utiliza la modulacio´n OQPSK (siglas de Offset quadrature
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phase shift keying) para transmitirlos [50]. CC2420 ofrece dos me´tricas muy utiles RSSI
(Received Signal Strength Indicator) y LQI (Link Quality Indicator).
RSSI es un indicador de la fuerza de la sen˜al que puede ser utilizado como una
manera simple de determinar si existe una buena tasa de recepcio´n de paquetes
PRR (por sus siglas en ingle´s Packet Reception Rate). Si el RSSI esta´ por debajo
del umbral definido en [48], -87 dBm, no se puede garantizar que exista un enlace
confiable. A pesar de que es una me´trica que se obtiene de los paquetes recibidos,
puede ser usada como una me´trica para la transmisio´n de paquetes, dado que los
nuevos chips de radios como el CC2420 tienen un comportamiento sime´trico con
respecto a la calidad de enlace [48].
LQI es un para´metro definido por el esta´ndar IEEE-802.15.4 y que es implemen-
tado en los dispositivos de radio CC2420. Este representa la tasa de error en los
chips transmitidos, calculados al correlacionar los primeros ocho sı´mbolos, des-
pue´s del SFD (Start Frame Delimiter) de cada paquete [50]. Estudios como los
realizados por [48] indican que el valor de LQI puede variar de forma repentina
y que su uso puede generar cambios que afectan las decisiones del protocolo. Para
obtener una buena correlacio´n entre el LQI y el PRR debe calcularse un promedio
de los LQI, denominado AvgLQI, usando para ello los datos recibidos dentro de
una ventana de taman˜o determinado.
Dado que RSSI tiene una zona donde no garantiza su correlacio´n con PRR [48] se
decidio´ utilizarla conjuntamente con el promedio de LQI al momento de evaluar los
enlaces.
Las me´tricas LQI y RSSI son tomadas de la capa fı´sica de la red inala´mbrica, siendo
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valores que pueden obtenerse de todos los mensajes recibidos, tanto de control como
de datos. En nuestros experimentos estamos usando el chip de radio CC2420 [50].
4.5.4. Ca´lculo de las me´tricas
Dado que la decisio´n de encaminamiento es a un salto, se puede pensar que la infor-
macio´n disponible es local y de hecho, muchos protocolos funcionan de esta manera.
Sin embargo, en el caso de SHRP, las me´tricas son calculadas con el criterio que lla-
mamos Min-Max. Esto significa que las me´tricas de un vecino que forma parte de una
ruta a la estacio´n base no so´lo representan la informacio´n de dicho nodo, sino que con-
templa la informacio´n del peor enlace (Min) que hay entre e´l y la estacio´n base, sin
tener que almacenar cada uno de los datos de los nodos intermedios, que por dema´s
no es factible debido a las restricciones de almacenamiento del nodo. Luego, entre las
posibles rutas se escogera´ aquella que ofrezca mejores valores (Max).
Sea mti el valor de la me´trica m transmitida por el vecino i, sea V el conjunto de los
vecinos del nodo y sea mf el valor de la me´trica m obtenida por el nodo directamente
de la capa fı´sica, el valor a transmitir por el nodo es:
mt = Min(Maxv∈V(mtv),mf )
Estos valores Min-Max son los que se almacenan en las tablas de encaminamiento y
que se utilizan cuando los nodos intercambian informacio´n. De esta forma se realiza el
ca´lculo de las me´tricas: baterı´a remanente, RSSI y AvgLQI.
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4.5.5. Umbrales Utilizados
Algunos trabajos han sido realizados para determinar los valores mı´nimos razona-
bles para ser usados como umbrales con los que se comparan las me´tricas usadas por
SHRP. En el caso de la baterı´a disponible, fue realizado un estudio en [37] del con-
sumo de baterı´a usando dispositivos CC2420 para determinar el valor de BattMin que
una baterı´a debe tener para poder transmitir un mensaje. Este puede ser usado pa-
ra establecer algunas comparaciones, en te´rminos de consumo de energı´a. En [48] se
muestra una correlacio´n entre el promedio LQI y la tasa de recepcio´n de paquetes PRR.
Esta informacio´n puede ser usada para seleccionar un valor mı´nimo de operacio´n, que
de acuerdo a la tasa de recepcio´n de paquetes de la aplicacio´n garantice la la entrega
del paquete al pro´ximo nodo.
4.6. Seleccio´n del camino
Cada nodo hace la seleccio´n del pro´ximo salto que le permita al mensaje alcanzar a
Sink, basado en la informacio´n local de sus tablas de encaminamiento. Al seleccionar la
mejor ruta, el nodo preferira´ aquella que proporciona mayor confiabilidad, es decir, la
ruta que garantiza mayor energı´a disponible y calidad de enlace a lo largo del camino
hasta la estacio´n base. En algunos casos esto puede requerir mayor cantidad de saltos.
4.6.1. Informacio´n de los vecinos
El nodo mantiene los datos de cada vecino en la siguiente tupla:
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{id,Nrosaltos,MinBattRem, idNodeMin, AvgLQI, RSSI}
id Identificacio´n del nodo.
Nro saltos Cantidad de nodos intermedios por los que debe pasar un mensaje
antes de alcanzar a la estacio´n base.
MinBattRem Menor valor de bateria disponible entre los nodos que forman el
camino hasta la estacion base
idNodeMin Identificacio´n del nodo cuya bateria disponible es MinBattRem
AvgLQI Promedio de la me´trica LQI del nodo calculada dentro de una ventana
de mensajes recibidos especı´ficada por el protocolo
RSSI Valor actual del RSSI para el enlace con el nodo vecino
Esta informacio´n es mantenida a trave´s de los mensajes NMI y Hello discutidos
en 4.4.2 y 4.4.3 respectivamente. En los ejemplos que se presentan es esta seccio´n
omitiremos los valores de la calidad de enlace para concentrarnos en los criterios de
baterı´a y cantidad de saltos ya que, como se explico´ en 4.1, so´lo permanecen como
vecinos aquellos nodos con los que se tiene un buen enlace y que adema´s no tienen
problemas de baterı´a.
Al evaluar los distintos caminos, se utilizara´n las me´tricas de baterı´a disponible y
nu´mero de saltos. Dentro de la informacio´n de NMI que envı´a el vecino se conoce: cua´l
es la menor baterı´a disponible en el camino, cua´l es el nodo que dentro del camino
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posee dicho valor mı´nimo y la cantidad de saltos requeridos para llegar a Sink. Usando
en conjunto ambas me´tricas es posible obtener los distintos caminos, sin ciclos, que
llegan a Sink indicando cua´l es la baterı´a mı´nima disponible en cada caso.
Esta polı´tica elimina los ciclos, ya que al ser una topologı´a de a´rbol que se conforma
a partir de un mensaje enviado desde la raı´z, todo ciclo sera´ descartado como camino
va´lido al existir un camino va´lido previamente incluido con el mismo nodo con baterı´a
mı´nima y menor cantidad de saltos.
En el siguiente ejemplo podemos ver la conformacio´n de una topologı´a:
Ejemplo 4.1. En la figura 4.5 las lı´neas punteadas representan las relaciones de ve-
cindad luego de establecerse la topologı´a. Si representamos a los vecinos del nodo B
utilizando la tupla explicada previamente, obtenemos:
VB = ((A, 3, 5, A), (E, 4, 5, E))
A diferencia de los protocolos basados en cantidad de saltos, en este caso se puede
apreciar como el nodo B mantiene al nodo E como vecino a pesar que esta´ a un salto
ma´s que el camino que ofrece el nodo A. Esto se debe a que corresponden a dos caminos
va´lidos que no producen ciclos. La primera tupla nos indica que el camino a sink es
a trave´s del nodo A realizando tres saltos y que adema´s es el mismo nodo A el que
posee la menor baterı´a disponible entre los nodos por los que pasara´ el mensaje antes
de llegar a Sink. Por su parte, la segunda tupla presenta un camino a trave´s del nodo
E realizando cuatro saltos, siendo E el nodo con menor bateria en dicho camino. Al
mantener la informacio´n de cua´l es el nodo de baterı´a mı´nima, es posible diferenciar
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Figura 4.5: Ejemplo de una conformacio´n de topologı´a, se indican los valores de baterı´a
disponibles en cada nodo
los caminos. Con esta polı´tica se busca obtener la mayor cantidad de caminos va´lidos
posibles.
Veamos otro ejemplo que ilustra como un nodo puede tener vecinos a distinta can-
tidad de saltos.
{id, Nro saltos, MinBattRem, idNodeMin, AvgLQI, RSSI}
Ejemplo 4.2. Estudiemos los vecinos del nodo K en la figura 4.6. Los nodos
A, B, E,G,H, J y Sink no tiene alcance con K; esto puede ser motivado a problemas
de obsta´culos, distancia o interferencias que no le permiten tener alcance directo.
La tabla de vecinos del nodo K es:
VK = (F, 1, 10, F), (D, 2, 10,G), (C, 3, 10,H), (L, 4, 20, J)
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Figura 4.6:Mu´ltiples caminos va´lidos para alcanzar Sink desde un nodo K, con distintos
nu´meros de saltos
Aunque el nodo K tambie´n podrı´a recibir del nodo D un NMI con los siguientes
valores: (D, 2, 10, F), en ese caso el mensaje serı´a descartado, ya que el nodo K ha reci-
bido del nodo F un NMI con el mismo nodo con baterı´a mı´nima y con menor nu´mero
de saltos. De forma similar sucede con algunos mensajes recibidos de los nodos C y
L. Si el camino seleccionado por K pasa por el nodo D, el NMI que envı´a a los dema´s
nodos es recibido por el nodo D ya que esta´ dentro del alcance del nodo. Sin embargo,
dicho nodo lo descartara´ ya que el nodo mı´nimo es el mismo, eliminando a su vez la
posibilidad de ciclos.
Todas las tuplas de la tabla de vecinos del nodo K son va´lidas y es el criterio de
seleccio´n el que decide cua´l es la mejor.
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4.6.2. Criterio de Seleccio´n
A nivel de parametrizacio´n se definen k rangos de baterı´a. En el primer rango rk,
va desde el ma´ximo nivel de baterı´a disponible, mientras que el u´ltimo, r1, incluira´ la
mı´nima baterı´a disponible para la operacio´n del nodo.
Sea R el conjunto de rangos de baterı´a de cardinalidad k.
R = [rk, rk−1, . . . , ri, . . . , r1)
Donde, rk es el ma´ximo valor de energı´a provisto al nodo sensor, lr es la longitud
de cada rango y de forma general ri = ri+1 − lr , siendo r1 − lr, el valor mı´nimo para
realizar un ciclo de trabajo.
La cantidad de rangos k y la longitud de los intervalos lr son configurables de acuer-
do a las caracterı´sticas de las aplicaciones. Por ejemplo, si la aplicacio´n requiere confia-
bilidad en la entrega, los rangos deben ser cuidadosamente definidos, ya que la baterı´a
de los nodos que participara´n en el encaminamiento son un factor importante en la
entrega del mensaje. Si por el contrario, la aplicacio´n busca maximizar el ahorro de
energı´a o minimizar el retraso en la entrega se puede definir un solo rango.
Los posibles caminos dentro de la tabla de vecinos son agrupados de acuerdo al
rango de baterı´a al que pertenece el nodo con valor mı´nimo dentro del camino.
El camino finalmente seleccionado es aquel con el mayor rango presente y que re-
quiera la menor de cantidad de saltos para alcanzar a Sink. Es posible que varios ca-
minos posean el mismo rango de baterı´a y la misma cantidad de saltos, en este caso se




En este capı´tulo se reportan los resultados del estudio experimental realizado y que
tuvo como objetivo comparar el desempen˜o del protocolo propuesto en este trabajo,
SHRP, con otro protocolo de amplia aceptacio´n. Para tal fin, se ha utilizado un simula-
dor a nivel de paquetes que permitira´ evaluar en diversos escenarios cada uno de los
criterios de estudio.
Los modelos de simulacio´n son una herramienta de muchı´sima utilidad para los di-
sen˜adores y administradores de sistemas, ya que permiten evaluar el comportamiento
de un sistema antes de que sea puesto en operacio´n. Diversas topologı´as y configura-
ciones pueden ser evaluadas a la hora de tomar una decisio´n sobre cual ofrece mejores
resultados. Igualmente, los modelos de simulacio´n son ampliamente utilizados en los
procesos de reconfiguracio´n y entonacio´n para medir el impacto de una serie de cam-
bios en los sistemas, sensores o protocolos sin tener que realizarlos sobre los sistemas
de produccio´n.
En la seccio´n 5.1 se indica cua´l es la herramienta seleccionada para realizar los
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experimentos, una introduccio´n sobre esta herramienta se ofrece en la seccio´n 5.2. Lue-
go, en la seccio´n 5.3, se presenta la metodologı´a utilizada. La seccio´n 5.4 muestra la
configuracio´n del entorno de simulacio´n. Posteriormente en 5.5 se describen los ex-
perimentos realizados con los resultados obtenidos y por u´ltimo en la seccio´n 5.6, se
exponen algunas conclusiones derivadas de la experimentacio´n.
5.1. Seleccio´n de la Herramienta para la simulacio´n de
Redes Inala´mbricas de Sensores
El a´rea de simulacio´n de redes inala´mbricas de sensores es un a´rea relativamente
nueva y actualmente en desarrollo. Sin embargo, son mu´ltiples las herramientas de si-
mulacio´n ya existentes que podemos utilizar para simular el comportamiento de cien-
tos de nodos para una aplicacio´n o un protocolo especı´fico. Se ha elegido NS-2 [34]
ya que proporciona soporte a IEEE-802.15.4 a trave´s de sus contribuciones y no so´lo
permite simular la tarjeta de radio CC2420 sino que tambie´n es posible simular el com-
portamiento de la red; incluye unmodelo de simulacio´n de gasto de energı´a y su co´digo
es libre. De hecho NS-2 es el esta´ndar de facto para la simulacio´n de redes en el a´rea de
investigacio´n.
Quiza´s el punto desfavorable de NS-2 es que no permite simular las aplicaciones
desarrolladas en NesC. Para tal fin, cuando se tengan disponibles programas en NesC
es posible utilizar el simulador PowerTOSSIM. En el ape´ndice C se muestran las ca-
racterı´sticas principales de e´sta y otras herramientas de simulacio´n estudiadas donde
se incluyen comentarios sobre sus ventajas y debilidades.
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5.2. NS-2
NS (Versio´n-2) [34] es un simulador orientado a objetos basado en eventos discretos,
desarrollado por el proyecto VINT en unio´n de esfuerzos con University of California
Berkeley, University of Southern California/Information Sciences Institute (USC/ISI),
Lawrence Berkeley National Laboratory (LBL) y Xerox PARC (Palo Alto Research Cen-
ter). Fue escrito en C++ con una interfaz a los usuarios en OTcl [35]. El simulador so-
porta una jerarquı´a de clases en C++ (jerarquı´a compilada) y una jerarquı´a de clases
similar en OTcl (jerarquı´a interpretada). Estas dos jerarquı´as esta´n ı´ntimamente rela-
cionadas entre si. Desde el punto de vista de los usuarios, existe una correspondencia
uno-a-uno entre cada una de las clases de la jerarquı´a interpretada y las de la jerarquı´a
compilada.
El simulador de redes utiliza dos lenguajes debido a que considera que un simu-
lador tiene dos tipos diferentes de cosas por hacer. Por un lado, para la simulacio´n
detallada de protocolos, requiere un lenguaje de programacio´n que pueda manejar efi-
cientemente bytes, encabezados de paquetes, y la implementacio´n de algoritmos que se
ejecutan sobre grandes conjuntos de datos. Para estas tareas, la velocidad en el tiempo
de ejecucio´n es ma´s importante que el tiempo total que toma construir un escenario de
simulacio´n, el cual esta´ compuesto por: ejecucio´n de la simulacio´n, encontrar el error,
arreglar el error, recompilar y volver a ejecutar.
Por otro lado, gran parte de la investigacio´n en redes requiere de pequen˜as varia-
ciones de para´metros o configuraciones, o una ra´pida exploracio´n a un buen nu´mero
de escenarios. En estos casos, el tiempo de interaccio´n (cambiar el modelo y volver a
ejecutar) es ma´s importante. Dado que el ajuste al protocolo en estos casos se realiza
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una sola vez (al comienzo de la simulacio´n) el tiempo de ejecucio´n de dicha parte es
menos importante.
NS logra estas dos necesidades con dos lenguajes, C++ y OTcl. C++ es ra´pido pa-
ra ejecutar pero lento para cambiar, siendo el ma´s indicado para la implementacio´n
detallada de protocolos. OTcl ejecuta mucho ma´s lento pero puede ser cambiado muy
ra´pidamente (e interactivamente), siendo el ideal para la configuracio´n de la simula-
cio´n. NS (usando tclcl [35]) provee los mecanismos para que los objetos y variables
aparezcan en ambos lenguajes.
La interfaz de tcl puede ser usada cuando se trata de pequen˜os cambios en los es-
cenarios que pueden ser fa´cilmente implementados. De forma similar, utilizando C++
se puede implementar cambios que involucran el procesamiento de todos los paquetes
entrantes, o cuando se puede anticipar cambios en el comportamiento del protocolo.
En NS, el transcurrir del tiempo se simula al indicar el momento en que los eventos
deben ser ejecutados. El control de dicha ejecucio´n es mantenida por el planificador. Un
evento es un objeto en la jerarquı´a C++ con: un identificador u´nico, un tiempo planifi-
cado y un apuntador a un objeto que maneja el evento. El planificador mantiene una
estructura de datos ordenada, con los eventos que sera´n ejecutados y los dispara uno
por uno, invocando al manejador del evento que tenga asociado.
5.3. Metodologı´a
El protocolo seleccionado para realizar las comparaciones versus SHRP es Directed
Diffusion (DD), debido a que es uno de los ma´s citados entre los protocolos de redes de
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sensores. Tal como es reportado en el estudio de [11], son diversas las publicaciones
que hacen referencia a este protocolo ası´ como a sus algoritmos de difusio´n 1PP, 2PP y
Push que brevemente fueron comentados en 3.1.4. Entre estos algoritmos se ha selec-
cionado One Phase Pull, dado que es el ma´s conveniente para topologı´as con mu´ltiples
transmisores y un solo receptor [13] similares al entorno de estudio de este trabajo.
Dado que en ambos protocolos es posible aplicar criterios de agregacio´n de datos y que
en DD no esta´n implementados, se ha preferido no incluir polı´ticas de agregacio´n en
SHRP durante este estudio.
Son cuatro los criterios seleccionados para analizar el desempen˜o de SHRP y rea-
lizar las comparaciones: consumo de energı´a, confiabilidad en la entrega de los datos,
tiempo de convergencia y sobrecarga de mensajes de control. Los dos primeros fueron
seleccionados ya que corresponden a dos me´tricas del protocolo propuesto. El tiempo
de convergencia muestra cua´nto le toma al protocolo descubrir la topologı´a y adaptarse
a los cambios, y por u´ltimo el estudio de los mensajes de control permite determinar la
sobrecarga que requiere SHRP, en mensajes propios del protocolo,
Sobrecarga de mensajes de Control: Mide la tasa de mensajes especı´ficos del pro-
tocolo de encaminamiento que son enviados durante la simulacio´n. Esta me´trica
permite establecer el costo que adiciona el protocolo de encaminamiento al trans-
mitir los datos. En los experimentos realizados se unen los mensajes de control y
los de datos de SHRP ya que DD los maneja juntos. Dado que la tasa de transmi-
sio´n de datos y el taman˜o del paquete es el mismo, esto no afectara´ los resultados
cualitativos.
Consumo de energı´a: Mide la energı´a consumida por los nodos de la red. Esta
me´trica nos da una idea del trabajo realizado por los nodos para entregar los
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mensajes a Sink. Se mide tambie´n la desviacio´n esta´ndar de la energı´a gastada
con lo que se determina el consumo sime´trico de energı´a ya que esto es importante
para mantener el tiempo de vida de la red.
Confiabilidad en la entrega de los datos: Mide durante la simulacio´n los paquetes
que son descartados por los nodos. Dado que se realizan los experimentos utili-
zando los mismos para´metros, esta me´trica nos indica en te´rminos de paquetes la
eficiencia del protocolo para entregar los mensajes a Sink.
Tiempo de Convergencia: Mide el tiempo que le lleva al protocolo construir y
mantener su a´rbol de rutas posibles. Mientras no se alcanza dicha convergencia,
los nodos coordinadores no disponen de rutas para enviar los paquetes, descar-
tando los paquetes de datos que reciben y deteniendo el flujo de informacio´n
hacia Sink. En el caso de protocolos como DD, tambie´n afecta el envı´o de datos ya
que los nodos sensores solo envı´an informacio´n una vez que la red ha convergido.
Para estudiar el consumo de energı´a se ha utilizado el modelo que provee NS-2. E´ste
requiere una baterı´a inicial para cada nodo y el consumo necesario para transmitir y
para recibir. Se han utilizado los datos de consumo reales del chip de radio CC2420 [50].
En cuanto a la baterı´a inicial de los nodos, se ha utilizado un valor bastante pequen˜o
para poder apreciar los cambios en el rango de baterı´a de los nodos propuestos por el
protocolo SHRP durante el tiempo de simulacio´n.
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5.4. Entorno de Simulacio´n
El estudio de desempen˜o de SHRP se realiza en funcio´n al taman˜o de la red. Los
para´metros ma´s importantes considerados durante la simulacio´n son presentados en
la tabla 5.1. Los nodos son desplegados en un a´rea recta´ngular de 50m por 100m en
forma de malla o grid, separando cada uno de los nodos a 10 metros tanto de los nodos
que se encuentran a su izquierda y derecha, como de los que tiene arriba y abajo. Este
tipo de topologı´as son ma´s exigentes en cuanto al tiempo de convergencia de la red al
presentar equidistancia y estar por debajo del alcance ma´ximo de transmisio´n, factor
importante para este estudio dado que es uno de los criterios analizados.
Tipo Para´metros Valor
Generales
A´rea Utilizada (mts.) 50 x 100
Candidad de Nodos segu´n el experimento (10,20,50,100)
tiempo de estabilizacio´n previo(segs.) 60
Tiempo Simulacio´n (segs.) 300
Intervalo transmisio´n de datos (segs.) 2
Retraso en reenvı´o (mseg.) 30
Taman˜o del Paquete de datos (bytes) 40
Baterı´a
Baterı´a Inicial (Joules) 0.5




Consumo energı´a transmisio´n (mAmp) 12
Consumo energı´a recepcio´n (mAmp) 8
Alcance de la Antena (mts) 15
Tabla 5.1: Variables utilizadas en el Entorno de Simulacio´n
En la figura 5.1 se aprecia un ejemplo de la distribucio´n de los nodos donde el nodo
Sink siempre se coloca en el centro del borde inferior del a´rea de estudio.
El simulador NS-2 implementa la capa fı´sica y la capaMACde IEEE 802.15.4. Los ex-
perimentos se han configurado de forma tal que solo existe un nodo coordinador PAN
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Figura 5.1: Ejemplo del tipo de topologı´a en forma de malla utilizada en los experimen-
tos
(Personal Area Network) utilizando una modalidad sin beacons (CSMA-CA no ranu-
rado) y los dema´s nodos son dispositivos FFD (Full Functional Devices), que adema´s
de ser coordinadores permiten que otros nodos se asocien con ellos 1.
Cada uno de los experimentos son realizados para 10, 20, 50 y 100 nodos. Cada nodo
tiene un alcance de radio de 15 metros. Se hace de esta forma para mantener constante
la densidad de los nodos. El tra´fico durante las simulaciones es constante, se escogen
tres de los nodos ma´s alejados al nodo Sink para que transmitan datos perio´dicamente
cada 2 segundos.
El tiempo total de cada experimento es de 300 segundos, con un tiempo de estabili-
zacio´n previo (warm up) de 60 segundos. La carga u´til de los paquetes de datos es de
40 bytes y se transmite un paquete cada 2 segundos.
1Se ha utilizado el release 29 de ns-2, e´ste o releases ma´s recientes pueden ser descargados de
http://www.isi.edu/nsnam/ns
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En la tabla 5.2 se presentan los valores especı´ficos de la configuracio´n de ambos
protocolos. En el caso de DD, fue necesario modificar su implementacio´n para reducir
el taman˜o de los paquetes que genera debido a que utilizan, innecesariamente, repre-
sentaciones muy grandes para los datos que se desean trasmitir, afectando el consumo
de energı´a necesario para su transmisio´n y recepcio´n. Es importante hacer notar que
con cada paquete de datos se transmiten todos los datos del intere´s, los cuales se han
reducido a su mı´nima expresio´n. Para reducir las colisiones en la transmisio´n de men-
sajes NMI, se ha utilizado una fo´rmula similar a la que utiliza Directed Diffusion para
transmitir sus mensajes de Intere´s3.1.4 que introduce un valor aleatorio al intervalo
parametrizado.
SHRP DD
Para´metro Valor Para´metro Valor
Intervalo NMI (seg.) 30 Perı´odo Intere´s (seg.) 30
Retraso Reenvio NMI (mseg.) 30 Retraso reenvio Intere´s (mseg.) 30
Intervalo HELLO (seg.) 15 Algoritmo One-Phase-Pull
# rangos Energı´a 3
Tabla 5.2: Para´metros de Configuracio´n Especı´ficos para SHRP y Directed Diffusion
5.5. Experimentos Realizados
En esta seccio´n, se presentan los experimentos realizados siguiendo la metodologı´a
comentada previamente. Se ejecutaron simulaciones que fueron configuradas especı´fi-
camente para cada uno de de los criterios seleccionados.
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Figura 5.2: Comparacio´n de los mensajes transmitidos por SHRP y Directed Diffusion
para 10 nodos
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Figura 5.3: Comparacio´n de los mensajes transmitidos por SHRP y Directed Diffusion
para 20 nodos
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Sobrecarga de Mensajes de Control
Al evaluar los paquetes enviados en las figuras 5.2, 5.3, 5.4 y 5.5, se puede apreciar
como el comportamiento de ambos protocolos es similar, sobreponie´ndose en muchas
ocasiones una curva sobre otra. Gran parte del tiempo de simulacio´n presenta un tra´fico
constante que corresponde a la transmisio´n de datos y los picos corresponden al envı´o
de NMI y del intere´s para SHRP y DD respectivamente.
En cuanto al tiempo de convergencia,DD puede requerir ma´s de un envio de intere´s
para lograr alcanzar a todos los nodos. En la figura 5.5 se puede ver como no pudo
lograr la convergencia antes de los 100 segundos por lo que no hubo tra´fico de datos
durante el periodo 60 a 100 segundos. Algo similar se puede apreciar en el gra´fico 5.4
luego de los 300 segundos. Por su parte, SHRP tuvo un tiempo de convergencia muy
similar independientemente del nu´mero de nodos de la topologı´a, lo que significa que
escala mejor con sus mensajes de control.
# Nodos Cant. de Mensajes Enviados
SHRP DD
10 Nodos 1363 1450
20 Nodos 1770 1981
50 Nodos 4789 3792
100 Nodos 5081 4871
Tabla 5.3: Cantidad de Mensajes Enviados en cada experimento
Al verificar el total de mensajes enviados en la tabla 5.3, SHRP envı´a menor canti-
dad de mensajes para 10 y 20 nodos. Para 50 y 100 nodos debemos considerar que DD
envio´ menos datos debido a la falta de convergencia de la red por lo que si se resta el
tra´fico transmitido durante ese periodo por SHRP sus valores son mejores que DD. Las
mejoras al disminuir la cantidad de mensajes no solo contribuyen a obtener un buen
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Figura 5.4: Comparacio´n de los mensajes transmitidos por SHRP y Directed Diffusion
para 50 nodos
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Figura 5.5: Comparacio´n de los mensajes transmitidos por SHRP y Directed Diffusion
para 100 nodos
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tiempo de convergencia, tambie´n representan un ahorro en el ancho de banda y como
veremos ma´s adelante tambie´n implican un ahorro de energı´a.
Confiabilidad en la Entrega
En estos experimentos se toma en cuenta los mensajes de control y datos que han
sido descartados en cada uno de los protocolos. Como ya se menciono´ anteriormente
se han considerado los mensajes de control debido a queDD los maneja conjuntamente
con los datos y no hay forma de diferenciarlos. Sin embargo, dado que el entorno de
simulacio´n es el mismo, incluyendo el tra´fico, dicha inclusio´n no modifica la tendencia
de los resultados. Tambie´n es importante destacar que en DD los nodos sensores sola-
mente transmiten informacio´n cuando tienen suscriptores asociados. Dicha suscripcio´n
se realiza al recibir el mensaje de intere´s, por lo que al dejar de recibir estos mensajes
durante un perı´odo determinado los nodos dejara´n de transmitir. Por esta razo´n al estu-
diar los mensajes descartados, se debe tomar en cuenta el porcentaje de mensajes pe´rdi-
dos en relacio´n a los enviados (PPE) ya que a pesar que se busca una mı´nima cantidad
de descartes, lo principal es maximizar la cantidad de paquetes de datos transmitidos.
Tal y como sugieren los gra´ficos de la figuras 5.6, 5.7, 5.8 y 5.9 DD descarta ma´s
paquetes en todos los experimentos, en la tabla 5.4 se puede comprobar el total de
mensajes descartados en cada caso y como la diferencia del PPE entre ambos protocolos
aumenta considerablemente al aumentar la cantidad de nodos. Con estos resultados
se aprecia como SHRP tuvo mayor confiabilidad en la entrega de paquetes, me´trica
importante para protocolo, sin que esto genere mayor impacto en te´rminos de energı´a
como se vera´ ma´s adelante.
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Figura 5.6: Comparacio´n de los mensajes descartados por SHRP y Directed Diffusion
para 10 nodos
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Figura 5.7: Comparacio´n de los mensajes descartados por SHRP y Directed Diffusion
para 20 nodos
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Figura 5.8: Comparacio´n de los mensajes descartados por SHRP y Directed Diffusion
para 50 nodos
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Figura 5.9: Comparacio´n de los mensajes descartados por SHRP y Directed Diffusion
para 100 nodos
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A pesar que la energı´a inicial es muy pequen˜a, no lo es tanto como para que los
nodos salgan de la red por falta de energı´a. Para evaluar la confiabilidad de entrega
en una situacio´n lı´mite se realizo´ un experimento adicional para la topologı´a de 50
nodos, que reporto´ mayor igualdad entre ambos protocolos. En dicho experimento se
modificaron dos para´metros con respecto a los dema´s experimentos: la energı´a inicial
del nodo a 0.02 Joules y la energı´a mı´nima de operacio´n a 0.005 Joules.
Para tener una idea del esfuerzo al que se sometio´ a los protocolos, al finalizar la
simulacio´n 18 nodos dejaron de operar en DD por 36 nodos en SHRP. En las figuras
5.10 y 5.11 se presentan los paquetes enviados y descartados durante este experimento
para ambos protocolos. En la figura 5.10 se puede ver como DD mantiene un tra´fico
constante hasta los 136 segundos, luego el tra´fico se mantiene con altibajos hasta los 186
segundos hasta que deja de trasmitir paquetes de datos a los 243 segundos. Esto se debe
a que se vence la informacio´n de intere´s que poseen los nodos que generan los datos
y al no conseguir mantener la topologı´a para que reciban nuevos mensajes de intere´s
dejan de transmitir informacio´n. SHRP por su parte, mantiene la transmisio´n de datos
sin mayores pe´rdidas hasta los 260 segundos, 74 segundos ma´s que DD. Manteniendo
la entrega de mensajes por ma´s tiempo a pesar de las caı´das de los nodos.
En la figura 5.11 se puede apreciar como DD pierde gran cantidad de paquetes a
# Nodos SHRP DD
M.Descartados PPE M.Descartados PPE
10 Nodos 8 0.58 25 1.72
20 Nodos 29 1.63 39 1.96
50 Nodos 74 1.54 76 2.00
100 Nodos 634 12.47 1296 26.60
Tabla 5.4: Suma de los Mensajes de Control y de Datos Descartados en cada experimen-
to
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Figura 5.10: Comparacio´n de los mensajes enviados por SHRP y Directed Diffusion para
50 nodos con Mı´nima energı´a disponible
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Figura 5.11: Comparacio´n de los mensajes descartados por SHRP y Directed Diffusion
para 50 nodos con Mı´nima energı´a disponible
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los 124 segundos y luego a los 160 segundos, para posteriormente perder la conectivi-
dad de la red dejando de transmitir. Las pe´rdidas presentadas por SHRP son generadas
en su mayorı´a por los mensajes Hello generados al presentarse cambios de encamina-
miento frecuentes por la disminucio´n de energı´a y que eventualmente pueden generar
algunas colisiones en la red.
Consumo de Energı´a
Con este estudio, se evaluara´ el consumo de energı´a durante el tiempo de simula-
cio´n. En todos los casos los nodos parten con una misma cantidad de energı´a inicial,
con lo cual podremos evaluar la simetrı´a en el consumo de energı´a de los nodos.
Las gra´ficas de las figuras 5.12, 5.13, 5.14 y 5.15 muestran como SHRP es ma´s efi-
ciente en el gasto de energı´a a pesar que esta´ interesado en la confiabilidad del mensaje.
Una de las razones de esta diferencia se debe a que genera menor cantidad de mensajes
como se pudo ver en las figuras 5.2, 5.3, 5.4 y 5.5. Tambie´n hay que considerar el
taman˜o del encabezado de control de SHRP el cual es bastante pequen˜o (explicado en
detalle en la seccio´n 4.4), para no incrementar demasiado el paquete de datos que es
transmitido.
# Nodos SHRP DD
Prom. Disponible Desv. Esta´ndar Prom. Disponible Desv. Esta´ndar
10 Nodos 0.475856 0.008058 0.461130 0.013125
20 Nodos 0.480700 0.007816 0.468433 0.011973
50 Nodos 0.479682 0.009452 0.473689 0.010476
100 Nodos 0.476089 0.007719 0.464481 0.008935
Tabla 5.5: Promedio de Bateria Disponible y Desviacio´n Sta´ndar para cada Experimento
Sin embargo el resultado ma´s importante se presenta en la tabla 5.5, que presenta
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el promedio de energı´a disponible en cada experimento, siendo SHRP mejor en todos
los experimentos, y la desviacio´n esta´ndar que valora la uniformidad en el consumo
de energı´a y donde SHRP obtiene mejores prestaciones, alargando la vida de la red y
manteniendo por mayor tiempo caminos confiables para el envı´o de mensajes, el cual
es uno de los objetivos trazados por el protocolo.
5.6. Resultados
De acuerdo a los resultados obtenidos a partir de las simulaciones para cada uno de
los criterios de evaluacio´n, se puede concluir:
SHRP tiene potencial para ofrecer eficiencia en te´rminos de energı´a. No solo por
reducir el consumo total de energı´a al enviar menos mensajes de control y tener
un encabezado ma´s pequen˜o, sino que tambie´n logra que este consumo se distri-
buya de forma ma´s equitativa entre los nodos. Esta distribucio´n en el consumo
permite que se mantengan caminos confiables por mucho ma´s tiempo garanti-
zando de este modo mayor confiabilidad en la entrega de mensajes.
Con SHRP la red converge de manera escalable y ra´pida a la hora de mantener la
topologı´a de la red. Mostrandose mejor que Directed Diffusion en caso de caı´da de
nodos por falta de baterı´as y en situaciones de interferencia.
Al envı´ar menos mensajes de control tambie´n ahorra en ancho de banda y dismi-
nuye la probabilidad de colisiones en la red, adema´s de ahorrar energı´a.
La posibilidad de configurar los rangos de energı´a le permite a SHRP, ser flexi-
ble para distintos tipos de aplicaciones. Es posible disminuir la confiabilidad de
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Figura 5.12: Comparacio´n del consumo de bateria utilizando SHRP y Directed Diffusion
para 10 nodos
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Figura 5.13: Comparacio´n del consumo de bateria utilizando SHRP y Directed Diffusion
para 20 nodos
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Figura 5.14: Comparacio´n del consumo de bateria utilizando SHRP y Directed Diffusion
para 50 nodos
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Figura 5.15: Comparacio´n del consumo de bateria utilizando SHRP y Directed Diffusion
para 100 nodos
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entrega si para la aplicacio´n no es lo ma´s importante, ahorrando ma´s energı´a y
disminuyendo el retardo en la entrega.
Por u´ltimo y no menos importante, se ha mostrado experimentalmente que SHRP
ofrece mayor confiabilidad en la entrega de mensajes en relacio´n a Directed Diffu-
sion, lo que es muy bueno, por ejemplo, para aplicaciones de monitoreo donde en
situaciones crı´ticas hay que tomar una decisio´n de control.
Capı´tulo 6
Conclusiones y Trabajo Futuro
En este capı´tulo se presentan las conclusiones alcanzadas luego del desarrollo de
este trabajo.
En la seccio´n 6.1 se presentan las conclusiones y finalmente, en la seccio´n 6.2, se dan
posibles extensiones para este trabajo.
6.1. Conclusiones
En este trabajo se ha propuesto un protocolo de encaminamiento para redes
inala´mbricas de sensores, llamado SHRP, que utiliza conjuntamente los valores de: la
baterı´a disponible, la calidad del enlace y el nu´mero de saltos hasta Sink para escoger
la mejor ruta a utilizar con la finalidad de ofrecer confiabilidad en la entrega de mensa-
jes y ahorro de energı´a. A pesar de que existen propuestas que manejan estas me´tricas
por separado (aunque no necesariamente de la misma forma en que se presento´ en este
trabajo), no se encontro´ una propuesta que las combinara para obtener transmisiones
ma´s confiables.
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El incremento en la confiabilidad viene dado al tomar en cuenta diversos factores
presentes en las redes de sensores y asociados a las me´tricas de intere´s. Cada nodo no
so´lo posee informacio´n local, conoce tambie´n los peores valores de las me´tricas por
cada camino que le ofrecen sus vecinos. Con estos valores puede tomar decisiones de
encaminamiento que garantizan la llegada del mensaje al nodo Sink, sin necesidad de
tener la informacio´n de cada uno de los nodos por los que pasara´ el mensaje, que por
dema´s no es factible dado lo limitado de los recursos de memoria y procesamiento de
los nodos sensores.
Las pruebas de simulacio´n muestran el potencial del protocolo en cada uno de los
criterios de evaluacio´n estudiados: sobrecarga de mensajes de control, consumo de
energı´a, confiabilidad de entrega de mensajes y tiempo de convergencia. El protoco-
lo ofrece distintos para´metros para su configuracio´n, por lo que se sugieren nuevos
estudios que permitan determinar los para´metros ideales de acuerdo a la topologı´a y
la aplicacio´n que se utilizara´. Es posible disminuir la confiabilidad de entrega si para la
aplicacio´n no es lo ma´s importante, ahorrando ma´s energı´a y disminuyendo el retardo
en la entrega.
6.2. Trabajo Futuro
Es posible ampliar el estudio experimental realizando comparaciones con otros pro-
tocolos. Existen propuestas bastante recientes que toman en cuenta la bateria del nodo
con las cuales serı´a interesante comparar nuestra propuesta. El u´nico inconveniente es
que por lo general no esta disponible la implementacio´n de dichos protocolos al tratarse
de propuestas teo´ricas o de las que no se dispone co´digo libre. A nivel de configuracio´n
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puede ser interesante determinar cua´les son los valores ideales para los para´metros de
SHRP (i.e. cantidad y longitud de los rangos de energı´a, taman˜o del paquete, timeout,
etc) dependiendo de la aplicacio´n y de la topologı´a. Algunos experimentos adiciona-
les tambie´n pueden realizarse para comprobar el comportamiento con otras topologı´as
diferentes al tipo maya utilizada en este trabajo.
Sin embargo, la extensio´n ma´s importante de este trabajo consiste en agregar el con-
trol de la potencia de transmisio´n de los nodos. Esto es factible dado que el protocolo
maneja me´tricas de calidad de enlace como LQI y RSSI con lo que puede establecer um-
brales de confianza en los que puede disminuir o aumentar la potencia para mantener
la conectividad mientras ahorra energı´a.
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Ape´ndice A
La Tecnologı´a IEEE 802.15.4
Una red inala´mbrica de a´rea personal con baja tasa de transmisio´n - llamada LR-
WPAN (Low Rate -Wireless Personal Area Network) - es una red de comunicacio´n sim-
ple que permite conectividad inala´mbrica de aplicaciones con restricciones de energı´a
y un ancho de banda relajado. El Grupo de Trabajo de Redes Inala´mbricas de A´rea Per-
sonal IEEE 802.15.4, ha trabajado arduamente en la estandarizacio´n de las LP-WPAN.
De hecho se ha establecido como el esta´ndar de facto para las redes inala´mbricas de
sensores. La mayorı´a de los Motes disponibles en el mercado incorporan este esta´ndar
como mecanismo de comunicacio´n.
A.1. Objetivos
Una LR-WPAN busca ser una red de fa´cil instalacio´n que proporcione transferencia
confiable de datos, muy bajo costo, razonable tiempo de vida de las baterı´as y corto
rango de operacio´n, mientras mantiene un protocolo simplificado y flexible.
Las principales metas del esta´ndar son [2]:
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Muy Bajo consumo de potencia: En pra´cticamente cualquier dispositivo
inala´mbrico, el radio o componente de transmisio´n y recepcio´n, es lo que ma´s
energı´a consume, incluso por encima del CPU y cualquier otro estado de activa-
cio´n de la tarjeta. Estos dispositivos conocidos como motes tienen grandes limi-
taciones de consumo ele´ctrico, al tener que operar en exteriores con una pequen˜a
baterı´a por perı´odos de meses o an˜os.
Muy Bajo costo de implementacio´n: El costo final de los componentes que imple-
menten una LP-WPAN debe ser muy pequen˜o, ya que por el tipo de aplicaciones
al que se espera que apliquen, estas redes deben estar compuestas de numerosos
dispositivos, tan baratos que incluso lleguen a ser considerados como desecha-
bles.
A.2. Componentes de una red IEEE-802.15.4
Dos tipos de dispositivos pueden participar en una red IEEE-802.15.4: Un disposivo
que dispone todas las funcionalidades llamado FFD (Full-Function Device) y un dis-
positivo de funciones reducidas llamado RFD (Reduced-Function Device). El primero
puede operar en la red en tres modos distintos, como coordinador de la red (PAN),
coordinador o dispositivo. Un FFD puede hablar con RFD o con otros FFD, mientras
que un RFD solo puede hablar con un FFD. Los RFD son interesantes en aplicaciones
extremadamente simples, como un interruptor de luz o un sensor infrarrojo pasivo que
no necesitan enviar grandes cantidades de datos y se asocian con un solo FFD a la vez.
Un sistema de acuerdo a este esta´ndar requiere de por lo menos dos dispositivos
donde uno de ellos debe ser FFD para que opere como coordinador PAN.
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Figura A.1: Ejemplos de topologı´as estrella y peer-to-peer
A.3. Topologı´as de Red
Dependiendo de los requerimientos de la aplicacio´n, una LR-WPAN puede operar
utilizando una topologı´a estrella o una topologı´a peer-to-peer. Ambas son mostradas
en la figura A.1.
En la topologı´a estrella, la comunicacio´n es establecida entre los dispositivos y un
controlador central llamado coordinador PAN. En ambas topologı´as los nodos utilizan
una direccio´n u´nica de 64 bits. Sin embargo, una vez que el dispositivo se asocia puede
negociar con el coordinador PAN una direccio´n corta de 16 bits.
La topologı´a peer-to-peer tambie´n tiene un coordinador PAN, sin embargo, cual-
quier dispositivo puede comunicarse con otro siempre que este a su alcance. Esta to-
pologı´a permite implementar formaciones de red mucho ma´s complejas. Utilizando
mu´ltiples saltos es posible que exista comunicacio´n entre cualquier par de dispositivos
de la red au´n cuando no exista alcance de radio directo entre ellos.
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Figura A.2: Diagrama de las capas ofrecidas por IEEE-802.15.4
A.4. Arquitectura del esta´ndar IEEE-802.15.4
Para simplificar el esta´ndar se ha definido en capas (ver figura A.2) de forma similar
a la estructura del modelo OSI (Open Systems Interconnection) donde cada capa es
responsable de una parte del esta´ndar y ofrece servicios a las capas superiores.
Un dispositivo LR-WPAN esta´ compuesto por una capa fı´sica (PHY) que controla a
bajo nivel la transmisio´n de radio frecuencia (RF) y una capa MAC que provee acceso
al canal fı´sico para todos los tipos de transferencia.
Existe una propuesta adicional al estanda´r realizada por ZigBee Alliance, organiza-
cio´n conformada por un grupo de empresas, en la cual incorporan una especificacio´n
para las capas de red (NWK) y de aplicacio´n (APL) basadas en el esta´ndar IEEE-802.15.4
y que so´lo es disponible para sus miembros. Su objetivo de ofrecer soluciones ı´nter-
operables en el a´rea de las redes de sensores [5].
Capa Fı´sica (PHY) La especificacio´n IEEE802.15.4 indica que esta capa debe cumplir
con las siguientes funciones:
Activacio´n y Desactivacio´n de nodos
92
Deteccio´n de energı´a
Indicador de calidad del enlace
Deteccio´n de actividad del canal
Recepcio´n y Transmisio´n de datos
Ofrece la capacidad de operar en tres bandas de frecuencias libres, no sujetas a las
regulaciones y reservacio´n explı´cita de los canales:
868 MHz (banda libre Europea), lo que permite un canal de 20 Kbps.
902-928 MHz que por ser ma´s ancha (26 MHz) permite 10 canales de 40 Kbps.
2.4-2.48 GHz con la posibilidad de ofrecer 16 canales de 250 Kbps.
Las distancias posibles pueden llegar hasta 300 mts pero, por el bien conocido
feno´meno de aumento exponencial de la potencia con respecto a la distancia, el con-
sumo de energı´a serı´a enorme. Ası´ que, mientras ma´s corta sea la distancia entre los
dispositivos, menor sera´ el consumo de energı´a, en las transmisiones de informacio´n.
En la banda de 2.4 GHz se modula el canal con O-QPSK, el cual define una constela-
cio´n de 4 fases (45, 135, 225 y 315 grados) por lo que se transmite en el enlace de u´ltima
milla a dos bits por baudio. La banda de 868MHz semodula con BPSK. En ambos casos
transforma los bits que circulan por el canal en chips o secuencias de 0 y 1. Los chips
son definidos pseudo-aleatoriamente de mutuo acuerdo entre el emisor y el receptor.
En te´rminos sencillos, el emisor multiplica la sen˜al recibida por el chip, envı´a la sen˜al,
y luego el receptor extrae de la portadora el mismo chip y al hacerlo, puede recuperar
la informacio´n codificada, descartando al resto de las sen˜ales presentes en el canal.
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A.4.1. Capa de Acceso al Medio (MAC)
Esta capa, tambie´n definida en IEEE802.15.4, asegura el control de las conexiones
punto a punto entre nodos para brindar confiabilidad a la transferencia de datos. Las
funciones que debe realizar son:
Transmisio´n de la trama de sondeo o baliza
Sincronizacio´n de la trama baliza dentro de la supertrama
Asociacio´n y des-asociacio´n de nodos
CDMA/CA a dos vı´as (sin CTS ni RTS)
Transmisio´n en perı´odos de contencio´n (CAP) y garantizado (GTS)
Mediante el uso de una supertrama que es enviada por el coordinador, es posible
lograr multiplexar la comunicacio´n de todos los tipos de nodos presentes en la red. Esta
funciona por multiplexacio´n de tiempo, con 16 ranuras del mismo tanan˜o, para que los
nodos coloquen sus datos en el medio de transmisio´n.
La supertrama esta´ dividida en 4 perı´odos de tiempo como se puede observar en la
figura A.3:
Perı´odo de contencio´n (CAP)
Ranuras de tiempo garantizadas (GTS)
Ranura de la trama baliza
Perı´odo de inactividad o bloqueo
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Figura A.3: Supertrama de sincronizacio´n por tiempo en la capa MAC
En el perı´odo de contencio´n los nodos se disputan el uso de alguna de las ranuras
usando CSMA-CA y pueden haber colisiones. En cambio en GTS la conexio´n esta´ ase-
gurada pues son ranuras que se reservan de antemano. Todo esto se negocia a trave´s de
la trama baliza (Beacon Frame). Durante el perı´odo de bloqueo o inactividad todos los
nodos, hasta el coordinador, duermen para ahorrar energı´a. Estos intervalos pueden ir
desde 15 mseg. hasta 4 min.
Ape´ndice B
Redes Inala´mbricas de Sensores
Una conexio´n ı´ntima entre los sensores y el ambiente donde se encuentra, le permite
a los sensores proveer informacio´n localizada que serı´a dı´ficil de obtener a trave´s de la
instrumentacio´n tradicional. La integracio´n de procesamiento local y almacenamiento,
le permite a los nodos sensores realizar complejos procesos de filtraje, algoritmos de
compresio´n y ejecutar funciones especı´ficas de la aplicacio´n. La habilidad de comuni-
carse les permite adema´s cooperar entre si en la ejecucio´n de tareas ma´s complejas, tales
como muestreo estadı´stico, agregacio´n de datos y control del estado del sistema.
Las redes de sensores son construidas con componentes de bajo costo que son favo-
recidas por la ley de Moore, en cuanto a la reduccio´n del taman˜o y del costo. Llegara´ el
dı´a en que el taman˜o de los nodos sea como una partı´cula de polvo y so´lo cueste unos
centavos. En la actualidad, radios de bajo consumo de energı´a y el uso de pilas de
protocolos, permiten generalizar las comunicaciones en lugar de usar telemetrı´a pun-
to a punto. Las habilidades de co´mputo y de red le permiten a las redes de sensores
ser reprogramadas en el campo, luego de su despliegue. Los nodos tienen la habilidad
de adaptar su operacio´n en el tiempo respondiendo a los cambios ambientales y a la
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condicio´n de la red como tal.
En la seccio´n B.1 se describen las caracterı´sticas que esta´n presentes comu´nmente en
las redes de sensores, en B.2 se enumeran las funcionalidades de las redes de sensores.
Luego, en B.3 se presenta la clasificacio´n de las aplicaciones de las redes de sensores.
Luego, en la seccio´n B.3.5 se describen los fundamentos de las redes centradas en los
datos. Finalmente en B.4 se muestran las me´tricas de evaluacio´n para las redes de sen-
sores.
B.1. Caracterı´sticas comunes de las Redes Inala´mbricas
de Sensores (RIS)
Entre las caracterı´sticas ma´s importantes que podemos encontrar en cualquier red
de sensores, tenemos:
Esta´n compuestas por un gran nu´mero de nodos, pudiendo llegar al orden de los
miles (hasta 65.536, por restricciones de direccionamiento).
Muestran un flujo asime´trico de datos, desde los nodos de captura de datos (sen-
sor node) a una estacio´n base.
Las comunicaciones son originadas por consultas o eventos.
En cada nodo existe una cantidad limitada de energı´a al ser alimentados por ba-
terı´as, que en muchas aplicaciones es imposible de reemplazar o recargar ya que
por ejemplo, pudieron ser esparcidos desde un avio´n en un terreno de difı´cil ac-
ceso.
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Los nodos esta´n propensos a fallar por distintas razones y esto debe ser tolerado
por el sistema.
Se emplean principalmente las comunicaciones de difusio´n (Broadcast) en lugar
de las comunicaciones punto a punto.
Los nodos no poseen un identificador u´nico universal, tal como lo es un nu´mero
IP.
La seguridad, tanto fı´sica como a nivel de la comunicacio´n, es ma´s limitada que
en los enfoques de redes inala´mbricas convencionales, como en WiFi.
B.2. Modelo Funcional para las Redes de Sensores
Las principales funcionalidades de las redes de sensores pueden separarse en cin-
co grupos de actividades [42]: establecimiento de la red, administracio´n, monitoreo,
procesamiento y comunicacio´n. Estas fases pueden realizarse de forma simulta´nea y
pueden estar activas en distintos momentos del tiempo de vida de las redes de senso-
res. A continuacio´n se describen:
Establecimiento de la red: En este grupo se incluyen tareas como: difinicio´n del
a´rea de cobertura, distribucio´n de los nodos, conectividad, topologı´a, dimensio-
namiento, tipos de sensores a utilizar, polı´ticas para despertar a los nodos, orga-
nizacio´n, etc.
Administracio´n: Manejo y correccio´n de las situaciones anormales causadas por
fallos en los nodos, adaptacio´n a las condiciones de energı´a de la red, llegada de
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nuevos nodos, etc.
Monitoreo: Configuracio´n de la frecuencia y tiempo de exposicio´n del sensor a su
objetivo de medicio´n (frecuencia del muestreo), tipos de datos, ancho de banda y
frecuencia de actualizacio´n.
Comunicacio´n: Establecer el medio de acceso (WLAN, Bluetooth, ZigBee), mane-
jar la topologı´a de la red, consideraciones sobre la movilidad de los nodos en caso
que exista.
Procesamiento: algoritmos de control, compresio´n, seguridad, encriptacio´n, codi-
ficacio´n y correccio´n de errores.
B.3. Clasificacio´n de las Aplicaciones para Redes de Sen-
sores
Las aplicaciones en Redes de Sensores pueden ser clasificadas en: (i) Monitoreo y
Control (ii) Seguridad (iii) Seguimiento o rastreo o (iv) hı´bridas
B.3.1. Monitoreo y Control
Las aplicaciones de este tipo por lo general utilizan protocolos de encaminamiento
basados en a´rbol, donde cada a´rbol tiene como raı´z una estacio´n base con ma´s alta
capacidad de recursos. Los nodos con mayor cantidad de descendientes transmiten
ma´s datos, ası´ que pueden ser puntos de embotellamiento de energı´a. Normalmente
necesitan bajas tasas de datos y tiempo de vida extremamente largos.
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Una vez la red es desplegada, los nodos deben descubrir la topologı´a de la red y
estimar una estrategia o´ptima de encaminamiento. Algunas implementaciones aprove-
chan que la topologı´a fı´sica de red es relativamente constante para calcular la topologı´a
o´ptima de la red externamente y solo comunicarle a los nodos la informacio´n de enca-
minamiento que deben seguir.
Los intervalos tı´picos para el envı´o de mensajes perio´dicas es de 1 a 15 minutos y
los para´metros medidos comunmente son: temperatura, intensidad de luz y humedad,
que son para´metros que no cambian ra´pidamente y tienen bajas tasas de medicio´n.
Dentro de este rubro se encuentran las aplicaciones que se encargan de la recoleccio´n
de datos de ambientes de intere´s que tı´picamente usan intervalos de medidas y no
tienen restricciones estrictas de latencia. En general, los datos son recolectados para
futuros ana´lisis.
Los nodos sensores estara´n en un modo de ahorro de energı´a la mayor parte de su
tiempo; so´lo sera´n despertados al momento de enviar y recibir datos. Eventualmente,
los nodos fallara´n por falta de energı´a, y el proceso de reconfiguracio´n llevara´ a un
gasto extra de energı´a de los nodos restantes. Sin embargo, no es un evento que suceda
muy frecuentemente.
Los principales requerimientos de los sistemas de monitoreo de ambiente son: largo
tiempo de vida; bajas tasas de datos y topologı´as esta´ticas.
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B.3.2. Seguridad
El segundo tipo de aplicaciones en Redes de Sensores son los sistemas de monito-
reo de seguridad. Esta´n compuestos por nodos que se quedan en lugares fijos de un
ambiente y que esta´n contı´nuamente monitoreando uno o ma´s sensores para la detec-
cio´n de anomalı´as. Es un sistema distinto del monitoreo de datos ambientales ya que
frecuentemente tiene que verificar el estatus de los sensores pero so´lo transmite datos
cuando haya una violacio´n de seguridad.
En un a´rbol de recoleccio´n de datos, cada nodo debe transmitir su dato a sus des-
cendientes, ası´ que un a´rbol o´ptimo es un a´rbol pequen˜o y largo. En contrapartida, en
una red de seguridad la configuracio´n o´ptima tendra´ una topologı´a lineal, formando
un ciclo Hamiltoniano de la red. El consumo de energı´a es proporcional al nu´mero de
nodos descendientes. En una red lineal, cada nodo tiene so´lo un descendiente. Ası´ que
el consumo de energı´a sera´ distribuido a lo largo de la red.
Las normas aceptables de sistemas de seguridad actuales son que cada sensor debe
chequear aproximadamente cada hora.
En sistemas de seguridad reducir la latencia de las alarmas es muchoma´s importan-
te que reducir la energı´a consumida en las transmisiones. Sin embargo, las violaciones
de seguridad o los eventos de alarma deben ser espora´dicos.
Otra consideracio´n importante que involucra un mayor consumo de energı´a es la
necesidad que los nodos confirmen que sus vecinos esta´n funcionando y que asegure
que esta´n siempre preparados para instanta´neamente enviar alarmas.
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B.3.3. Seguimiento o Rastreo
Un tercer escenario discutido en Redes de Sensores es el rastreo de objetos dentro
de un espacio determinado. En sistemas de rastreo como los utilizados por UPS (Uni-
ted Parcel Service) los objetos deben pasar por puntos de chequeo, pero no siempre se
puede garantizar que el objeto pasara´ a trave´s de esos puntos.
Con las Redes de Sensores, los objetos pueden ser sencillamente rastreados a trave´s
de sensores. Los nodos en ese escenario pueden ser etiquetas activas que anuncian la
presencia de un dispositivo. Ası´ que es posible preguntar a un objeto no so´lo cuando
fue la u´ltima vez que fue rastreado, tambie´n donde se encuentra actualmente.
De manera distinta a las redes de seguridad, las aplicaciones de rastreo presentan
un cambio contı´nuo de topologı´a ya que los nodos esta´n en movimiento. De manera
ideal, el sistema deberı´a, automa´ticamente, configurarse a cualquier posicio´n fı´sica. Sin
embargo, en la realidad los nodos tienen restricciones sobre sus posibles posiciones
y la red de sensores debe ser capaz de dar una respuesta en caso que esa restriccio´n
sea violada. La red debe indicar cualquier problema potencial como descubrir nuevos
enlaces y determinar la calidad de los enlaces.
B.3.4. Redes Hı´bridas
Existen escenarios de aplicaciones que poseen aspectos de todas las categorı´as men-
cionadas anteriormente. En estos casos se requiere una arquitectura que contemple ca-
racterı´sticas descritas en distintas categorı´as previamente comentadas.
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B.3.5. Redes Centradas en los Datos
Un usuario de una red de sensores inala´mbricos desea saber algo sobre el ambien-
te fı´sico que interactua con la red y por lo general no le importa el nodo sensor que
realiza la medicio´n. Por ejemplo, un usuario necesita ”la temperatura promedio en la
habitacio´n C-1 del edificio X.en lugar de .obtener los valores de la temperatura de los
nodos sensores 13,47,2225 14592 y 14593 y promediarlos”. Es preferible ofrecerle a los
usuarios el nombre del dato en el que esta´n interesados y no el ( o conjunto de ) nodo(s)
que producen los datos.
En una red tradicional basada en IP, este requerimiento implica la introduccio´n de
un sistema de nombres sobre las direcciones IP y de un servicio similar a DNS que
provea la traduccio´n de los nombres (con significado para el usuario) a las direccio-
nes IP (con significado para el protocolo de encaminamiento). En las redes de sensores,
sin embargo, estos niveles de direccionamiento pueden ser eliminados y los atribu-
tos de los usuarios pueden ser usados directamente para encontrar grupos de nodos.
Este concepto es conocido como direccionamiento centrado en los datos o basado en
el contenido, y permite que los datos de la aplicacio´n tengan significado dentro de la
operacio´n de la red (especialmente para los protocolos de encaminamiento). Adema´s,
permite incorporar te´cnicas de procesamiento dentro de la red.
B.4. Me´tricas de Evaluacio´n de las Redes de Sensores
Las me´tricas ma´s importantes en las Redes de Sensores son: tiempo de vida, cober-
tura, costo, facilidad de despliegue, tiempo de respuesta, precisio´n temporal, seguridad
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y tasa de muestreo efectiva.
Estas me´tricas esta´n interrelacionadas y permiten definir las plataformas a utilizar
ası´ como las necesidades de las aplicaciones. La plataforma de un sistema puede aten-
der de manera satisfactoria a una aplicacio´n si y so´lo si sus capacidades cumplen con
las necesidades de dicha aplicacio´n.
A continuacio´n se describen cada una de las me´tricas:
B.4.1. Costo y facilidad de despliegue
Una de las grandes ventajas de las Redes de Sensores es la facilidad de despliegue.
Para que el despliegue sea satisfactorio, la red de sensores debe ser configurada au-
toma´ticamente. Los nodos podrı´an ser ubicados por personas no entrenadas y dejar
que el sistema funcione de manera sencilla.
A lo largo del tiempo de vida de la Red de Sensores se pueden generar interferencias
en las comunicaciones entre los nodos, ya sea porque los nodos sean reubicados o por la
incorporacio´n de nuevos objetos fı´sicos en el ambiente. La red debe, automa´ticamente,
reconfigurarse para tolerar esos tipos de ocurrencias.
Cuando sea necesario, la Red de Sensores puede generar requisiciones para su man-
tenimiento. Eso significa que en un despliegue real, una parte de la energı´a debe estar
dedicada a manutencio´n y verificacio´n del sistema.
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B.4.2. Cobertura
Es una ventaja tener la posibilidad de desplegar una red de sensores en una gran
a´rea de cobertura fı´sica. Eso puede significar un incremento en el valor del sistema al
usuario final.
El uso de te´cnicas de comunicacio´n de mu´ltiples saltos puede extender la cobertura
de la red, ma´s alla´ del alcance de transmisio´n. En teorı´a, podrı´amos extender la red de
manera infinita. Sin embargo, los protocolos de mu´ltiples saltos aumentan el consumo
de energı´a de los nodos, lo que disminuye el tiempo de vida de la red. Adicionalmente
se necesita unmı´nimo de densidad de los nodos, lo que aumenta el costo de despliegue.
La escalabilidad es un componente importante en las Redes de Sensores. Un usuario
puede desplegar una red pequen˜a y luego agregar nuevos puntos de captura de datos.
A medida que ma´s puntos de observacio´n sean agregados, mayor sera´ la cantidad de
datos transmitidos, lo que aumentara´ el consumo de energı´a.
B.4.3. Tiempo de Vida
El factor principal del tiempo de vida de una Red de Sensores es su capacidad de
energı´a. Cada nodo debe ser capaz de gestionar su energı´a local para maximizar su
tiempo de vida. Por ejemplo, en un sistema de seguridad, cada nodo debe sobrevivir el
mayor tiempo posible ya que, por su topologı´a, una u´nica falla crea una vulnerabilidad
en el sistema de seguridad.
El factor ma´s significativo en el tiempo de vida es el consumo de potencia de ra-
dio. A trave´s de la disminucio´n de la potencia de salida o del ciclo de ocupacio´n de la
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radio podemos reducir el consumo por concepto de transmisio´n. Ambas alternativas
sacrifican otras me´tricas.
B.4.4. Tasa de Muestreo Efectiva
En un sistema de recoleccio´n de datos, la tasa de muestreo es la me´trica ma´s im-
portante. La tasa de muestreo efectiva se define como la tasa en la cual el sensor mide
alguna variable y envı´a la informacio´n a un punto central.
Afortunadamente, la recoleccio´n de datos necesita tasas de muestreo bastante bajas.
Adema´s de la tasa de muestreo del sensor hay que considerar el impacto de las arqui-
tecturas de red de mu´ltiples saltos, necesarias para efectivamente enviar los datos de
los nodos.
Uno de los mecanismos usados para aumentar la tasa de muestreo efectiva es el uso
de la capacidad de procesamiento dentro de la red. Varias formas de compresio´n es-
pacial y temporal consisten en reducir el ancho de banda de comunicacio´n mientras se
mantiene la misma tasa efectiva de muestreo. Adema´s, el almacenamiento local puede
ser usado para recolectar y almacenar datos con una alta tasa por pequen˜os perı´odos de
tiempo. El procesamiento dentro de la red puede ser usado para determinar si un even-
to interesante ocurrio´ y automa´ticamente activar el almacenamiento del dato. Despue´s,
ese dato puede ser transmitido. Si no hay procesamiento local, las lecturas redundantes
de los sensores deben ser transmitidas.
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B.4.5. Precisio´n temporal
La precisio´n temporal depende del entorno de monitoreo. Por ejemplo, si se quiere
la temperatura media de un edificio, los muestreos deben ser correlacionados en uni-
dades de segundos. Entretanto, para determinar si un edificio reacciona a un evento
sı´smico, se necesita una precisio´n de milisegundos.
Para alcanzar la precisio´n temporal, la red debe ser capaz de construir y mante-
ner una base de tiempo global que puede ser usada para ordenar cronolo´gicamente
muestreos y eventos. En un sistema distribuido, se requiere de un consumo extra pa-
ra mantener la sincronizacio´n del reloj. La informacio´n de sincronismo de reloj debe
ser continuamente comunicada a trave´s de los nodos. La frecuencia de los mensajes es
dependiente de la precisio´n de reloj deseada.
B.4.6. Tiempo de Respuesta
Particularmente, en sistemas de alarmas, el tiempo de respuesta es una me´trica muy
importante. Independiente de la operacio´n de gestio´n de energı´a, los nodos deben ser
capaces de tener alta prioridad de comunicacio´n en la red. Aunque esos eventos son
espora´dicos, pueden ocurrir sin avisos.
El tiempo de respuesta tambie´n es importante en entornos de monitoreo de ambien-
tes, por ejemplo cuando se tiene ma´quinas y equipos de control de fa´brica.
El tiempo de respuesta puede ser mejorado a trave´s de la inclusio´n de nodos que
este´n conectados a energı´a todo el tiempo. Esos nodos pueden escuchar los mensajes de
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alarma y reenviarlos a trave´s de una ruta determinada que garantice tanto la eficiencia
como la rapidez. Este tipo de soluciones reduce la facilidad de despliegue.
B.4.7. Seguridad
Las Redes de Sensores deben mantener las informaciones recolectadas de manera
segura. No so´lo se trata de mantener la privacidad sino tambie´n de autenticar los datos.
Por ejemplo, es posible generar una falsa alarma o reenviar una alarma antigua como
si fuera reciente. Tambie´n se debe evitar la interferencia de sen˜ales.
Ape´ndice C
Herramientas de Simulacio´n para Redes
inala´mbricas de Sensores
A la hora de escoger la herramienta de simulacio´n para el proyecto, es necesario
tomar en cuenta el ambiente, dispositivos y tecnologı´as que sera´n utilizados, de forma
tal, que los escenarios creados por la herramienta de simulacio´n sean los ma´s cercanos
a la realidad. Para este caso de estudio se debe considerar:
Los equipos a utilizar son motes Mica y Telos
La tecnologı´a que utilizan dichos dispositivos es el estandar IEEE-802.15.4
Los motes son programados utilizando el lenguaje NesC.
En funcio´n a estas caracterı´sticas se definen los para´metros de evaluacio´n que se
utilizara´n para escoger la herramienta de simulacio´n:
Soporte a tecnologı´a de redes inala´mbricas IEEE 802.15.4.
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Posibilidad de programacio´n en NesC para aprovechar co´digo a la hora de imple-
mentar el protocolo Simulacio´n de Redes y no so´lo del hardware de los sensores.
Posibilidad de simulacio´n de Motes tanto como Mica2, MicaZ y Telos B.
Poseer modelo de simulacio´n de gasto de energı´a.
Ser de co´digo abierto y libre.
A continuacio´n se describen cada una de las herramientas estudiadas:
C.1. Sensorsim [44]
Es un framework de simulacio´n para la creacio´n demodelos de simulacio´n de Redes
Inala´mbricas de Sensores. Se ejecuta a partir de la herramienta de simulacio´n de redes
llamada NS-2 [34].
Posee las siguientes caracterı´sticas:
Permite la creacio´n de Modelos de sensores.
Soporta pilas de protocolos ligeras para redes inala´mbricas de microsensores
Permite la generacio´n de escenarios de simulacio´n, antes de arrancar la simula-
cio´n.
Soporta simulacio´n hı´brida (simulacio´n y emulacio´n).
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Comentarios:
Parece ser una herramienta interesante ya que se basa en el entorno de simulacio´n
NS-2, muy usado por la comunidad acade´mica. Sin embargo, es un framework que ya
no es soportado por el grupo que lo desarrollo´, ası´ que sus co´digos de programas no
se encuentran disponibles pu´blicamente. Tambie´n su desarrollo es en lenguajes C++ y
Otcl, lo que hace que los programas de simulacio´n no puedan ser aprovechados direc-
tamente para ser instalados en los Motes. Hace simulaciones no so´lo del hardware, sino
tambie´n del software.
C.2. Squalnet [47]
Squalnet es una extensio´n de la herramienta Qualnet [39]. Su unidad de simulacio´n
es un nodo que posee dos pilas de protocolos, una TCP/IP y otra no TCP/IP; lo que
permite la simulacio´n de otras arquitecturas de red que no sean IP. Permite la utiliza-
cio´n de programas escritos en NesC, para la simulacio´n de la capa de aplicacio´n.
Con esta herramienta podemos simular:
Sensores de temperatura y posicionamiento.
Modelos de baterı´as.
Modelos de consumo de energı´a de los procesadores.
Modelo especı´fico de tra´fico para redes de sensores.
Adicionalmente da soporte a las siguientes caracterı´sticas
111
• Pilas de protocolos no TCP/IP.
• Protocolo S-MAC, una capa MAC especial para redes de sensores.
• Modelos de difusio´n de tra´fico (encaminamiento) del TinyOS.
Comentarios:
La herramienta parece bastante completa, pero tiene la desventaja de que necesita
el entorno de simulacio´n Qualnet, que no es libre.
C.3. SENSE [43]
La herramienta SENSE posee las siguientes caracterı´sticas:
Extensibilidad: modelo basado en componentes.
Reusabilidad: templates en C++.
Escalabilidad: ejecucio´n de componentes paralelos que sean compatibles.
Con esta herramienta podemos simular:
Modelo de baterı´a: baterı´a lineal, Tasa Dependiente de Descarga y Relaxation Bat-
tery.
Capa de Aplicacio´n: Vecinos aleatorios, CBR (Constant Bit Error).
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Capa de Red: Flooding Simple, Versio´n simplificada del protocolo de encamina-
miento AODV (sin reparacio´n de rutas), una versio´n simplificada del protocolo
DSR (sin reparacio´n de rutas).
Capa MAC: Nullmac, IEEE 802.11 con DCF;
Capa fı´sica: Transceptores Duplex, Canales Wireless;
Ma´quina de Simulacio´n: Costsimeng (secuencial)
Comentarios:
La herramienta incluye varias funcionalidades que pueden ser bien u´tiles, pero tiene
la desventaja de que los co´digos fuentes de simulacio´n deben ser escritos en C++, por
lo que no es posible aprovechar el co´digo para instalarlo directamente en los motes que
se disponen. Adema´s de eso, parece no soportar el esta´ndar IEEE 802.15.4 por lo que
requerirı´a simular todo el standard
C.4. Mannasim [29]
Es una herramienta de simulacio´n de Redes de Sensores que posee dos partes:
Mannasim Framework: Mannasim es un framework de simulacio´n para WSN
basado en la herramienta NS-2 [24]. El Mannasim extiende el NS-2 con mo´dulos
para el disen˜o, desarrollo y ana´lisis de aplicaciones WSN.
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Herramienta generadora de Scripts de simulacio´n: El SGT (Script Generator Tool)
es un frontend de scripts de simulacio´n TCL. Esta´ escrito en Java, ası´ que, es in-
dependiente de la plataforma.
El objetivo del Mannasim es crear un entorno detallado de simulacio´n de distintos
nodos de sensores y aplicaciones, para ana´lisis de algoritmos y aplicaciones.
Con esta herramienta podemos simular:
Capa MAC IEEE 802.11.
Motes Crossbow Mica2.
Antenas apropiadas para motes mica2 (ma´ximo 1.5 metro de altura).
Diversos modelos de propagacio´n de radio: Freespace, Shadowing, Shadowing-
vis, Tworayground.
El punto de acceso a otra red (AP).
Comentarios:
Es una herramienta con varios caracterı´sticas para la simulacio´n deWSN ya que usa
el NS-2 como base, y ası´ permite que simulemos protocolos en otras capas que no sean
so´lo las capas fı´sica y de enlace, adema´s de permitir simular la conexio´n de una WSN
a otra red, a trave´s de un punto de acceso. La desventaja es que no simula el esta´ndar
IEEE 802.15.4 so´lo IEEE 802.11.
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C.5. Vmnet [54]
En Vmnet, un nodo WSN es emulado como una VMN (Virtual Mote Network). El
CPU de un mote (nodo sensor) es emulado en ciclos de reloj. La unidad de sensibilidad
y otros hardware perife´ricos tambie´n son emulados con muchos detalles. La sen˜al de
radio es emulada a trave´s de la comunicacio´n entre VMs con efectos de pe´rdida de
sen˜al y ruido. Adema´s, Vmnet recoge valores de para´metros del mundo real y guarda
estados detallados del co´digo en la aplicacio´n. Como resultado, o co´digo binario de la
aplicacio´n Vmnet puede ser ejecutado directamente en el Vm, y el desempen˜o de la
aplicacio´n, como tiempo de respuesta y consumo de energı´a, puede ser reportado en la
Vmnet.
El Vmnet posee una arquitectura de mo´dulos que permite el ensamblado de com-
ponentes de hardware virtuales. Actualmente emula el mote mica2 de Crossbow. El
mo´dulo de CPU virtual es el Atmel usado en los mica2. Ası´ que, aplicaciones TinyOS
y TinyDB pueden ser evaluadas en una Vmnet. Posee tambie´n herramientas sencillas
para configuracio´n e implantacio´n de Vmn.
Comentarios:
Es una herramienta que tiene la ventaja que puede aprovechar los co´digos fuentes
desarrollados en la simulacio´n para ejecutarlos en los motes, siempre que sean mica2.
La desventaja es que en la parte de simulacio´n de red no esta´ claro como podemos
simular una verdadera red IEEE 802.15.4, ya que se usa la emulacio´n Ethernet como
transporte de las sen˜ales entre los nodos simulados.
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C.6. Truetime [52]
Es un simulador basado en Matlab/Simulink para el control de sistemas en tiempo
real. Escrito en C++ y basado en eventos.
Con esta herramienta podemos simular:
Recepcio´n de interrupciones externas.
Permite hacer llamadas a diagramas de bloques de Simulink.
Posee soporte a mo´dulos de red (Ethernet, CAN, TDMA, Round Robin y ethernet
conmutada).
Soporta tanto 802.11b como 802.15.4.
Dispositivos que utilizan baterı´as
Comentarios:
No es un simulador especı´fico para Redes de Sensores, ası´ que tendrı´amos que abs-
traer algunas funcionalidades de un Mote. La principal desventaja es que necesita la
utilizacio´n de Matlab, que es un software propietario.
C.7. PowerTOSSIM
Es un ambiente de simulacio´n escalable para redes inala´mbricas de Sensores que
provee una estimacio´n precisa del consumo de potencia por nodo [45].
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PowerTOSSIM es una extensio´n de TOSSIM que ma´s que un ambiente de simula-
cio´n es un emulador orientado a eventos para aplicaciones de TinyOS. Esta herramienta
permite que un programa escrito en NesC sea ejecutado directamente en un PC mos-
trando el mismo funcionamiento que deberı´a tener en un Mote.
En PowerTOSSIM cada uno de los componentes de TinyOS asociado a un disposi-
tivo, tales como: el radio, eeprom, leds, etc, son instrumentados para obtener una traza
de la actividad de cada dispositivo. Luego dicha traza es analizada para determinar
cua´ntos eventos ocurrieron durante la ejecucio´n del programa y que gasto de energı´a
esta´ asociado a cada uno de ellos, a partir de esto se puede calcular el consumo de
potencia en cada nodo que ejecuta el programa.
Posee modelos del consumo de energı´a para los Motes Mica2 de Crossbow. Las
pruebas realizadas indican que se pueden alcanzar aproximaciones bastante precisas
del consumo de energı´a con un nivel de error inferior al 14% respecto al consumo real
de cada Mote al ejecutar un programa.
Comentarios:
Permite evaluar directamente el consumo de energı´a de programas en NesC, sin
que sea necesario elaborar modelos del comportamiento de los mismos, lo cual es una
ventaja importante, adicionalmente el PowerTOSSIM viene incluido en las versiones
ma´s recientes del TinyOS por lo que es muy sencillo de obtener, sin embargo, al parecer
so´lo cuenta con modelos para los componentes especı´ficos del mote Mica2, como el
microcontrolador (el Atmel ATmega128) y el chip de radio (Chipcon CC1100).
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Serı´a necesario hacer un esfuerzo para agregar o configurar modelos de otros mi-
crocontroladores, chips de radio y sensores para poder modelar el comportamiento de
otros motes. La informacio´n ma´s reciente de la herramienta en su Web site original se
remonta al 2004, por lo que pareciera que no se ha continuado con su desarrollo.
