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RÉSUMÉ 
Les organisations sont fortement dépendantes de leurs logiciels dans 1' exercice de 
leurs activités quotidiennes. Malheureusement, les changements répétés qui sont 
appliqués à ces systèmes rendent leur évolution difficile. Cette évolution peut être 
rendue nécessaire afin de maintenir le logiciel, de le remplacer ou de le moderniser. 
Dans le cas de systèmes légataires complexes et mal documentés, la modernisation 
est la seule solution réalisable afin d'atteindre les objectifs d'évolution, le but de la 
modernisation étant de faire évoluer un système lorsque les pratiques 
conventionnelles ne le permettent plus. Mais, il s'agit d' une tâche complexe. 
Notamment, la prévision des risques et des coûts est difficile. 
Afin de faire face aux difficultés de la modernisation, l'OMG a créé l' initiative 
« Architecture-Driven Modernization » ADM qui propose entre autres de réaliser la 
modernisation par l' ingénierie dirigée par les modèles (IDM). Dans ce contexte, la 
modernisation d'un système légataire, non développé dans un envirmmement IDM, 
débute par sa migration vers ce type d'envirmmement. Ce qui pose la problématique 
de la découverte des modèles nécessaires à 1 'utilisation d'IDM représentant ce 
système. Une seconde problématique est que le processus IDM manque de précision 
au sujet des modèles à employer et de l'application des transformations pour passer 
d'un à l'autre. 
Dans cette thèse, nous présentons une nouvelle approche de modernisation ADM afin 
d 'utiliser l'IDM pour moderniser un système légataire non IDM. Nous y définissons 
les modèles nécessaires et les transformations à réaliser pour passer d' un à l'autre. La 
plate-forme d'implémentation y est représentée par deux modèles. Le premier est un 
profil UML décrivant ses concepts et le second est un ensemble de modèles de 
transformations paramétrés capturant son code d'infrastructure. Le modèle 
représentant les éléments du domaine du problème prend la forme d 'un diagramme de 
classes UML. Aussi, nous proposons des algorithmes pour la découverte de ces 
modèles en analysant le code source du système légataire. Notre approche a été 
validée sur plusieurs systèmes écrits en Java et a dmmé de bons résultats pour les 
systèmes bien structurés avec un bon style de programmation. 
INTRODUCTION 
MOTIVATION 
Les organi sations sont fmiement dépendantes de logiciels dans leurs activités 
quotidiennes. Malheureusement, les changements répétés qui sont appliqués à ces 
systèmes en rendent 1' évolution difficile. Cette évolution peut être nécessaire afin de 
maintenir le logiciel, de le remplacer ou de le moderniser (Weiderman et al. , 1997). 
On parle de système légataire (aussi nommés hérité ou patrimonial) dans le cas d' un 
où il est devenu obsolète sur le plan de l'architecture ou de la plate-forme et dont 
l'évolutibilité ne permet plus de répondre aux objectifs d' évolution (Alam et 
Padenga, 201 0). Dans ces cas, la modernisation est la seule solution réali sable afin 
d'atteindre ces obj ectifs. En effet, le but de la modernisation est de faire évoluer un 
système lorsque les pratiques conventionnelles ne permettent plus l' atteinte du but 
recherché (Seacord, Plakosh et Lewis, 2003). Elle cherche donc à modifier ces 
systèmes afin d' améliorer leur maintenabilité. 
Même si la modernisation semble une solution idéale, il s' agit d' une tâche complexe. 
Notamment, la prévision des risques et des coûts est difficile. Afin de faire face à ce 
problème, le consortium OMG (« Object Management Group ») a créé l' initiative 
ADM (« Architecture-Driven Modernization »).L 'objectif principal de cette initiative 
est d fournir un ensemble de normes pour simplifier l' interopérabilité des outils de 
modernisation (OMG, 2006). ADM propose de réaliser la modernisation en utilisant 
l' ingénierie dirigée par les modèles (IDM). L' IDM est une approche de 
développement logiciel basée sur la représentation par des modèles des différents 
aspects du système à développer et sur l' utilisation de transformations de modèles 
incluant la génération du code source (Schmidt, 2006). 
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Dans le contexte d' ADM, la modernisation d'un système légataire développé dans un 
environnement non IDM débute par sa migration vers ce type d' enviroru1ement. Ce 
qui pose le défi de découvrir les modèles nécessaires à IDM le représentant. 
La découverte de modèles à bas niveaux ne représente pas une difficulté majeure. 
Parmi ces modèles, on retrouve le modèle dépendant de plate-forme ou PSM 
(« Platform Specifie Mode! »). Ce modèle représente fidèlement l'implémentation 
courante du système. Il contient à la fois les éléments de la plate-forme 
d' implémentation et du domaine métier. Mais la découverte de modèles à plus haut 
niveau d' abstraction est plus difficile à réaliser, que ce soit de façon automatique ou 
manuelle. Parmi ces modèles, on retrouve le modèle indépendant de plate-forme ou 
PIM (« Platform Independent Model »). Ce modèle représente le système d'un point 
de vue indépendant de toute plate-forme d' implémentation. Il contient seulement des 
éléments du domaine métier du système. 
Une autre problématique avec ce type d'approche est que le processus IDM manque 
de précision. Notamment, la forme que doivent prendre ses modèles et la description 
et l' application des transformations pour passer d'un modèle à un autre. Ainsi, une 
difficulté importante est la définition d'un modèle de plate-forme ou PDM 
(« Platform Description Mode! »). Ce modèle à haut niveau d'abstraction définie à la 
foi s les concepts d'une plate-forme d ' implémentation et comment appliquer ceux-ci à 
un PIM afin de créer un PSM reflétant ce PIM et ce PDM. Un concept est la 
formulation d' une exigence système du point de vue du domaine de la plate-forme 
d' implémentation ou du domaine métier. 
OBJECTIFS ET CONTRJBUTIONS 
Le but de cette thèse est de proposer une approche de modernisation fondée sur ADM 
permettant la migration de systèmes légataires développés dans des envir01mements 
non IDM vers un environnement IDM. 
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Afin d'atteindre ce but, nous proposons d' abord un processus de modernisation 
ADM. Nous y définissons les différents modèles nécessaires et les transformations à 
réaliser pour passer d'un modèle à un autre. Ce processus permet de passer du code 
source d 'un système légataire à un ensemble de modèles à plus haut niveau 
d' abstraction permettant d' utiliser l' IDM pour le moderniser. 
Dans ce processus, afin de surmonter les problèmes que pose la représentation de la 
plate-forme d' implémentation et de son application à un modèle métier, nous 
proposons de la représenter par deux modèles. Le premier modèle représentant la 
plate-forme d' implémentation est un profil UML décrivant les concepts de la plate-
forme sur laquelle le système a été implémenté. Ce premier modèle décrit aussi les 
contraintes entre les concepts en employant le langage d'expression de contraintes 
OCL (« Object Constraint Language ») (OMG, 2003). Le second modèle représentant 
la plate-forme d' implémentation est un ensemble de modèles de transformations 
paramétrés capturant le code d'infrastructure de la plate-forme d'implémentation. Ces 
modèles de transformation sont décrits à l'aide du langage QVT 
(« QueryNiew/Transformation ») qui est un langage standardisé pour exprimer des 
transformations de modèle à modèle (OMG, 2008). 
Afin de faciliter l' application de ce processus, nous proposons des techniques pour 
découvrir automatiquement les trois principaux modèles employés à partir du code 
source de systèmes légataires. La tâche la plus complexe à effectuer pour découvrir 
ces modèles est l' identification des concepts présents dans 1 système légataire et 
distinguer ceux de la plate-forn1e d ' implémentation de ceux du domaine métier. Pour 
réaliser cette tâche, nous nous basons sur l'hypothèse suivante. Le vocabulaire d'un 
logiciel peut se décomposer en deux vocabulaires : indépendant (métier) et dépendant 
de la plate-forme d' implémentation. Le second est constitué des mots-clefs du 
langage de programmation et de ceux de la plate-forme d' implémentation. Notre 
hypothèse est que le code lié à la plate-forme et son vocabulaire sont répétitifs ou 
semi-répétitifs. Avec cette particularité il est possible d' identifier ce vocabulaire et 
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aussi d'identifier le vocabulaire métier en filtrant du vocabulaire les mots-clefs et 
ceux de la plate-forme d' implémentation. En exploitant cette hypothèse, nous 
découvrons trois modèles. 
D'abord, nous proposons une approche automatique permettant la découverte du 
profil UML de la plate-forme d'implémentation d'un système légataire. Ce travail a 
été présenté dans (Chénard, Khriss et Salah, 2010). 
Ensuite, nous proposons une autre approche automatique qui est la découverte du 
modèle représentant les éléments du domaine du problème contenu dans le système 
légataire. Ce second modèle, sous forme de diagrammes de classes UML, dotme une 
vue du système d'un point de vue indépendant de toute plate-forme d'implémentation. 
Cette approche est le prolongement du mémoire (Chénard, 2007) et a été présentée 
dans (Chénard , Khriss et Salah, 2007 ; Khriss et Chénard, 2008). 
Finalement, nous proposons une approche automatique pour la découverte du 
troisième modèle qui contient un ensemble de modèles de transformations paramétrés 
capturant le code d'infrastructure de la plate-forme d'implémentation . Cette approche 
a été présentée dans (Chénard, Khriss et Salah, 2012 ; Khriss, Chénard et Salah, 
2008). 
ORGANISATION DE LA THÈSE 
Cette thèse est organisée comme suit. 
u chapitr I, nous présentons la problématique à laquelle nous désirons nous 
attaquer, celle de la maintenance des systèmes légataires. Nous y présentons la 
pratique de la modernisation et en particulier celle de la modernisation avec l' IDM. 
Au chapitre II, nous présentons plus en détail l' IDM et particulièrement l' approche 
MDA qui en est une forme courante. Nous présentons MDA par ses principaux 
modèles employés, les h·ansformations et les normes qui y sont reliés. Ce chapitre se 
termine par une présentation de la modernisation dirigée par une architecture de 
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modèles ou ADM qui est basée sur MDA. Nous décrivons ADM en présentant les 
normes, les scénarios et son processus pour terminer par une discussion sur ses 
avantages. 
Au chapitre III, nous faisons un état de 1 'art entourant les sujets et techniques 
développés dans cette thèse. Nous débutons le chapitre par notre cadre de 
classification de la rétro-ingénierie, avant de discuter de sujets qui sont reliés à notre 
approche soit: l'analyse des identificateurs, l' indexation sémantique latente, la 
détection de clones, l 'analyse de flux de données, l'identification de concepts et les 
approches de migration. 
Au chapitre IV, nous dom1ons un aperçu global de notre approche de modernisation. 
Nous présentons une vue globale de l'approche avant d 'en préciser les différentes 
parties et de montrer un système jouet qui sera utilisé aux chapitres suivants pour 
présenter en détail les éléments de notre approche. Ensuite, ce chapitre fournit un 
ensemble de définitions utiles pour comprendre le reste de cette thèse. Le chapitre se 
termine par une présentation de nos processus de découvertes de modèles. 
Au chapitre V, nous décrivons en détail notre phase de découverte du profil UML de 
la plate-forme d' implémentation en employant des règles et des exemples. Le 
chapitre se termine par la présentation de notre processus de validation, des résultats 
et des discussions sur ces résultats de validation. 
Les chapitres VI et VII sont structurés comme le chapitre V, mais présentent 
re pectivement la phase de découverte du modèle indépendant de plate-forme et la 
phase de découverte des modèles de transformation. 
Nous terminons cette thèse par une conclusion générale où nous faisons une synthèse 
de nos recherches et décrivons ce qui sera à faire afin de poursuivre nos travaux. 
Nous avons aussi inclus trois appendices. Le premier présente un système que nous 
employons pour aider à l'explication de notre approche. Le second appendice décrit 
les différents éléments de notre approche sous forme de pseudo-code. Le dernier 
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appendice fournit des indications au sujet de 1 'utilisation de trois teclmiques de rétro-




Le cycle de vie d' un logiciel ne se termine pas lorsqu'il est remis au client. Il doit 
généralement ensuite être modifié, et ce, souvent à répétition. Ces modifications sont 
notamment rendues nécessaires par la nécessité de corriger des problèmes, de 
1' adapter à des changements d'environnement ou pour adapter ses fonctionnalités. 
Dans ce chapitre, nous voyons la problématique des systèmes légataires. Nous 
proposons ensuite la modernisation de logiciels comme solution afin d'y faire face. 
Nous terminons le chapitre en discutant de l' utilisation de l' ingénierie dirigée par les 
modèles dans le but d'accomplir cette modernisation. 
1.1 MAINTENANCE ET SYSTÈME LÉGATAIRE 
La maintenance est l'étape du cycle de vie d'un logiciel où celui-ci est modifié après 
sa livraison dans le but de corriger ou de prévenir des problèmes, d'améliorer 
certaines de ses caractéristiques ou de 1' adapter aux changements de son 
environnement. Quatre types de maintenance se distinguent. D'abord, la maintenance 
correctrice qui a pour but de corriger des erreurs de conception ou de programmation. 
Ensuite, la maintenance adaptative qui a pour but l'adaptation à un nouvel 
envir01mement. Il y a aussi la maintenance évolutive qui a pour but de répondre à de 
nouvelles exigences. Finalement, il y a la maintenance préventive qui cherche à 
empêcher les problèmes avant leur manifestation (ISO/IEC, 1999). 
Malheureusement, les changements répétés causés par la maintenance produisent 
souvent un code source dont l' évolution est problématique. C'est ce qui caractérise la 
problématique posée par les systèmes légataires ( « legacy ») (Bis bal et al., 1997). Ces 
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systèmes présentent de nombreuses difficultés de maintenance, dont la fragilité, le 
manque de flexibilité, la difficulté d' interfaçage (aussi appelée connectivité) et la 
non-extensibilité (Bis bal et al. , 1999). 
La modernisation est une pratique ayant pour but de résoudre cette problématique 
(Seacord, Plakosh et Lewis, 2003). Elle peut prendre plusieurs formes, dont le 
redéveloppement, le rhabillage et la migration (aussi appelée transformation) (Bisbal 
et al. , 1999). Même si la modernisation apparait comme une solution idéale, elle 
représente une tâche compliquée. Notamment, la prévision des risques et des coûts est 
difficile à réaliser. La section suivante traite en détail de cette pratique. 
1.2 LA MODERNISATION 
Comme nous l'expliquons à la section précédente, la modernisation est une pratique 
ayant pour but de résoudre les problématiques de maintenance des systèmes 
légataires. Elle cherche à modifier ces systèmes afin d' améliorer leur maintenabilité, 
c'est-à-dire, fac iliter leur maintenance. Une fois ce but atteint, le système présentera 
notamment un meilleur retour sur les investi ssements qu' il a nécessités, des coûts de 
maintenance et d' évolution réduits, un cycle de vie prolongé et un interfaçage et une 
intégration simplifiés (Kajko-Mattsson, Ta et Wilczek, 2007). 
Nous présentons dans cette section la pratique de la modernisation des logiciels 
légataires. En particulier, la phase de compréhension qui est la première de toute 
approch de modernisation. Ensuite, nous discutons des objectifs que la 
modernisation peut espérer atteindre. Finalement, nous montrons quelles techniques 
de modernisation sont possibles. 
1.2.1 Phase de compréhension 
La modernisation requie1i d' abord la compréhension du système légataire avant de 
pouvoir le moderniser (ADM Domain Task Force, 2003). Les teclmiques de rétro-
ingénierie permettent de faciliter la tâche de compréhension (Chia-Chu et Bayrak, 
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2006). La rétro-ingénierie est, selon Chikofsky (Chikofsky, 1990), le processus 
d'analyse d'un logiciel ayant pour objectif d' identifier les composantes et les 
relations entre les composantes de ce système et d'en créer w1e représentation à un 
plus haut niveau d'abstraction. Nous présentons cette pratique plus en détail au début 
du chapitre III. 
Le niveau de cmmaissances reqms au sujet d'un système afin d'en réaliser la 
modernisation est déterminé par le type de celle-ci. En effet, il existe deux types de 
modernisation : boîte noire et boîte blanche (Weiderman et al., 1997). Une 
modernisation de type boîte blanche exige une connaissance de la structure interne du 
système; alors qu 'une modernisation de type boîte noire nécessite seulement de 
cmmaître ses interfaces externes (Comella-Dorda et al. , 2000a). 
1.2.2 Objectifs de modernisation 
Lorsque le système légataire est bien compris et cerné, il est important de déterminer 
quelle partie de celui-ci, il est souhaitable de moderniser. Nous pouvons distinguer 
trois cibles principales de modernisation : 1' interface utilisateur, les données et les 
fonctimmalités (Comella-Do rda et al., 2000b ). 
La modernisation de l'interface utilisateur peut prendre la forme du rhabillage 
(« wrapping ») d'une interface texte avec une autre qui sera graphique (Bodhuin, 
Guardabascio et Tortorella, 2003 ; De Lucia et al., 2006). La modernisation des 
données, quant à elle, a pour but de modifier le modèle de données ou son accès, 
comme avec l'adoption de passerelles (Corrêa, Moacir et José, 2005 ; Law, Ip et Wei, 
1998). Enfin, la modernisation de la logique d'un système peut prendre la forme du 
portage d'un système écrit dans un langage non orienté objet vers un langage orienté 
objet (Cimitile et al. , 1999 ; Jacobson et Lindstr, 1991). Il peut aussi prendre la forme 
de la transformation de son architecture en une architecture orientée composantes 
(Kim et Kim, 2004 ; Li et al. , 2000) ou simplement de la traduction de son code 
somce dans un autre langage de programmation (Seacord, Plakosh et Lewis, 2003). 
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1.2.3 Teclmiques de modernisation 
Une fois que la compréhension du système légataire est réalisée et que l' objectif de 
modernisation est fixé, il faut déterminer quel type de modernisation devra être 
appliqué au système légataire. Trois techniques principales de modernisation se 
distinguent : redéveloppement, rhabillage et migration (Bis bal et al. , 1999). 
Le redéveloppement implique de réécrire à partir de zéro le système légataire. Cette 
approche présente de grands risques d'échec et des coûts élevés (Bis bal et al., 1999). 
De plus, certaines entreprises remplacent ainsi un système légataire par un autre 
système qui le deviendra lui aussi rapidement à son tour (Seacord, Plakosh et Lewis, 
2003). 
Le rhabillage implique l'élaboration de composantes logicielles appelées « wrapper » 
permettant au système légataire d 'être accessible par d'autres systèmes de 
l'entreprise. Il s ' agit d ' une solution temporaire n'améliorant pas les possibilités 
d'évolution. De plus, les coûts de maintenance demeurent élevés (Bisbal et al. , 1999). 
La migration a pour but d 'adapter le système légataire à une nouvelle plate-forme tout 
en conservant ses fonctionnalités et ses d01mées sans avoir à le redévelopper. Elle 
vise à conserver autant que possible le système existant. Une fois la migration 
effectuée, le système ama acquis des qualités qui faciliteront sa maintenance. 
Malheureusement, le processus de migration est complexe et la prévision des risques 
et des coüts demeure un exercice difficile (Bis bal et al. , 1999) 
1.3 MODERNISATION D'UN SYSTÈME LÉGATAIRE À TRAVERS LA 
MIGRATION VERS UN ENVIRONNEMENT IDM 
Une voie intéressante afin de pratiquer la modernisation est d 'employer les approches 
d'ingénierie dirigée par les modèles (IDM) ou MDE (« Model-Driven Engineering») . 
L ' IDM est une approche de développement de logiciels basée sm la représentation 
par des modèles des différents aspects du système à développer et sur l 'utilisation 
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d'outils pour faire des transformations de modèles incluant la génération du code 
source. (Sclm1idt, 2006). Nous expliquons plus en détaill ' IDM au chapitre II. 
1.3 .1 Modernisation avec IDM 
Afin qu 'une approche IDM de modernisation soit réalisable, il faut d'abord obtenir 
les modèles représentant le système à moderniser. Dans ce contexte, moderniser un 
système consiste à le faire migrer d'un environnement non IDM à un environnement 
IDM. 
À moins que le système soit déjà parfaitement documenté dans des modèles 
employables par l' IDM, il faut obtenir ces modèles, ce qui n'est pas trivial (Mansurov 
et Campara, 2005). Nous pouvons toujours imaginer analyser manuellement le 
système pour les extraire, mais dans ce cas nous serons plus face à une pratique de 
réingénierie et nous serons aussi face aux problèmes reliés au redéveloppement. Il est 
donc souhaitable de trouver une approche automatique (ou tout au moins semi-
automatique) pour découvrir ces modèles . Nous savons que dans tous les cas, le code 
source d' un logiciel et ses données en sont la représentation la plus fiable. Il est donc 
logique que ce soit ces derniers qui doivent être analysés afin de découvrir un modèle 
fiable. L'analyse d'un code source afin d'en tirer de l'information, implique la 
pratique de la rétro-ingénierie. Malheureusement, à notre connaissance, il n'existe 
que peu d'approches, comme nous allons le voir dans le chapitre III, qui exploitent 
sérieusement les teclmiques de rétro-ingénierie dans le but de faire une migration 
réelle d'un système légataire vers un environnement IDM. 
1.3.2 Architecture-Driven Modernization (ADM) 
Afin de proposer une approche de modernisation d' ingénierie dirigée par les modèles, 
l'OMG a créé l' Architecture-Driven Modernization (ADM) (OMG, 2006) qui est 
basé sur leur approche MDA. ADM propose des normes et des scénarios. Les normes 
encadrent les métamodèles et des pratiques comme l'analyse, les métriques, la 
visualisation et les transformations. Plusieurs scénarios de modernisation sont 
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proposés afin de guider l' implémentation de ces normes (OMG, 2006). Nous traitons 
plus en détail d 'ADM au chapitre II. 
1.4 RÉINGÉNIERIE VERSUS MIGRATION 
Chikofsky décrit la réingénierie de logiciels comme l'examen et la modification d'un 
système afin de la reconstituer sous une nouvelle forme. Ce qui à première vue peut 
paraître similaire à la migration. Mais comme le note Bisbal et al. , la réingénierie se 
distingue par le sort réservé au système légataire. La migration cherche à conserver 
autant que possible le système légataire en le transformant. Alors que la réingénierie 
mène au redéveloppement complet du système. 
1.5 SYNTHÈSE 
Nous avons expliqué dans ce chapitre que : 
• le code source d'un système se dégrade avec le temps et la maintenance en 
causant ce qu ' on appelle les problèmes du code légataire; 
• la pratique de la modernisation apporte des solutions au problème du code 
légataire, mais que son implémentation demeure difficile; 
• ADM aide à la réalisation de la migration, mais que la découverte des 
modèles dont elle a besoin demeure problématique; 
• la rétro-ingénierie apport un solution à la découverte des modèles 
nécessaires à ADM, mais que des approches efficaces restent à développer 
dans ce contexte. 
Nous présentons dans le chapitre suivant 1' ingénierie dirigée par les modèles. 
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CHAPITRE II 
L'INGÉNIERIE DIRIGÉE PAR LES MODÈLES 
L'ingénierie dirigée par les modèles (IDM) ou MDE (« Model Driven Engineering») 
est une approche de développement où les principaux éléments sont des modèles 
représentant à différents niveaux d'abstraction des vues de différents aspects du 
logiciel. L'objectif de cette approche est de générer en tout ou en partie le code du 
système à partir de ces modèles. Ainsi, le processus de développement est basé sur 
des transformations successives de modèles menant au code source. 
Cette approche présente trois principaux avantages. Tout d'abord, elle permet 
l'automatisation d \me partie du processus de développement grâce aux 
transformations. En outre, ces transformations peuvent être réutilisées sur les mêmes 
types de modèles. Ensuite, grâce à l' obligation des modèles à se conformer à des 
métamodèles, des tests de conformité peuvent être réalisés. 
Dans ce chapitre, nous approfondissons ce nouveau paradigme, principalement en 
étudiant l'approche IDM proposée par l'OMG: MDA (Kleppe, Warmer et Bast, 
2003). Nous étudions aussi l' approche IDM que propose l'OMG dans le cadre de la 
modernisation : ADM (OMG, 2006). 
2.1 L'ARCHITECTURE DIRIGÉE PAR LES MODÈLES (MDA) 
L' OMG propose l' architecture dirigée par les modèles ou MDA (« Model Driven 
Architecture ») qui peut être vue comme une variante particulière de l'IDM (Bézivin 
et al. , 2004). Elle est basée sur plusieurs autres normes de l'OMG et sur un ensemble 
de modèles à différents niveaux d' abstraction qui sont transformés d'un niveau à 
l' autre. 
2. 1.1 Les modèles MDA 
L' approche MDA est donc basée sur plusieurs modèles, dont voici les principaux : 
2.1 .1.1 Le modèle métier (CIM) 
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Un premier modèle MDA est le modèle métier ou CIM (« Computation Independent 
Mode! »). Ce modèle s' adresse principalement aux spécialistes du domaine métier du 
système et le décrit à l ' aide d'un vocabulaire familier au domaine plutôt que d'utiliser 
le vocabulaire informatique. Le CIM se concentre sur les exigences du système ainsi 
que sur son environnement, mais ne dmme pas de détails sur sa structure. 
2. 1.1.2 Le modèle indépendant de plate-forme (PIM) 
Le modèle indépendant de plate-forme ou PIM (« Platform Independent Mode! ») 
décrit le système d'un point de vue indépendant d'une plate-forme. Une vue du PIM 
peut représenter les classes du système ainsi que leurs interrelations. Les classes ne 
doivent pas refléter la plate-forme de laquelle le PIM est indépendant. Le concept 
d' indépendance d'une plate-forme est donc relatif et il ne devient clair que si nous 
précisons de quelle plate-forme le PIM est indépendant. 
Dans cette thèse, le PIM d' un système est un modèle le représentant de façon 
indépendante de sa plate-fonne d' implémentation. Rappelons qu 'une plate-forme 
d' implémentation est « un ensemble de sous-systèmes et de teclmologies qui fournit 
un ensemble cohérent de fonctionnalités à travers des interfaces et l'utilisation de 
patrons » (Miller et Mukerji, 2003). Dans ce cas, les classes du PIM représenteront 
principalement les classes métier du système ainsi que les relations entre elles. 
2.1.1 .3 Le modèle dépendant de plate-forme (PSM) 
Le modèle dépendant d 'une plate-forme ou PSM (« Platform Specifie Model ») 
représente le PIM d'w1 point de vue spécifique à une plate-forme. Un PIM peut être 
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employé afin d ' implémenter le système sur plus d'une plate-forme, donc, il peut 
d01mer lieu à plusieurs PSMs. 
2.1.1.4 Le modèle de description de plate-forme (PDM) 
Le modèle de description plate-forme 1 ou PDM (« Platform Description Model ») 
représente la définition d'une plate-f01me. Selon OMG, un PDM « fournit un 
ensemble de concepts teclmiques, représentant les différents types de composantes 
d'une plate-forme et les services fournis par cette plate-forme. Il fournit également, 
pour une utilisation dans des PSMs, les concepts représentant les différents types 
d'éléments à être utilisés en précisant l'utilisation de la plate-forme par une 
application (Miller et Mukerji, 2003). » Par exemple, le modèle de la plate-forme EJB 
fournit des concepts tels que Bean et Home. 
L'OMG recommande l'utilisation de profils UML pour exprimer un PDM. Les profils 
UML fournissent un mécanisme d'extension générique (stéréotypes, définitions de 
balises et de contraintes) pour la personnalisation de modèles UML dans des 
domaines et plates-formes particuliers. Les profils UML sont exprimés sous forme de 
diagrammes de classes UML. Cormne l'ont notés Jouault et al, deux difficultés sont 
associées à la définition d'w1 PDM: l'absence d'une définition claire de ce qu ' est un 
concept de plate-forme et comment composer un PIM avec un PDM afin d' obtenir un 
PSM (Jouault, Bézivin et Barbero, 2009). Cette seconde difficulté vient du fait que 
l'utilisation de PDMs exprimés uniquement dans un profil UML n'est pas suffisante 
pour effectuer les transformations. 
2.1.2 Les transformations 
Comme MDA est une approche IDM, elle emploie des transformations de modèles à 
modèles. Ces transformations définissent comment certains éléments contenus dans 
un modèle doivent être transformés pour s'intégrer à un autre modèle. Un exemple 
1 OMG utilise le terme modèle de plate-fo rme(« platform mode! »). 
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d'une telle transformation est la transformation d'un PIM afin d'obtenir un PSM. Une 
transformation peut être réalisée manuellement, avec un profil ou avec des modèles 
de transformations . Ces transformations peuvent être plus ou moins automatisées. 
Les transformations peuvent être verticales, c'est-à-dire que le modèle en entrée est à 
un niveau différent d' abstraction du modèle en sortie. S'il est à un plus grand niveau 
d' abstraction, il s'agit d'une « abstraction » et dans le cas inverse, il s'agit de 
« raffinement ». Les transformations peuvent aussi être horizontales, c'est-à-dire que 
les modèles en entrée et en sortie sont au même niveau d' abstraction. On peut 
imaginer de telles transformations dans le cas de réusinage ou d'optimisation. 
Dans les outils MDA, on peut retrouver des transformations de style « boîte noire ». 
Ce sont des transformations prédéfinies, généralement pour une teclmologie 
particulière. Par exemple, elles peuvent servir à créer des squelettes de classes Java 
implémentant l'architecture J2EE pour les classes d'un PIM. Ces transformations 
sont faciles à utiliser, mais peu souples. Par contre, 1 'on retrouve aussi des 
transformations de style « boîte blanche ». Ce sont des transformations que 
l 'utilisateur peut définir(ou modifier) . Par exemple, au lieu d' être limité à une plate-
forme précise, l'usager pourra en définir une variante ou une nouvelle. Il s'agit d 'une 
solution plus souple, mais plus complexe à mettre en œuvre. 
2.1 .3 Les normes reliées à MDA 
MDA emploie un ensemble de normes de l'OMG afin d'atteindre es obj ectifs. 
D' abord, avec MDA, les modèles sont généralement représentés en UML. Ensuite, 
MDA emploie OCL qui est un langage permettant d'exprimer des contraintes sur les 
modèles UML. Les expressions écrites en OCL permettent d'ajouter des informations 
aux modèles. Souvent, ces infonnations ne peuvent pas être exprimées dans un 
diagrmrune. 
La norme MOF est centrale dans MDA (Miller et Mukerji, 2003). En effet, elle 
définit un langage permettant d'exprimer des métamodèles. UML, par exemple à 
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l'instar d'autres langages, est défini à l'aide de MOF. MDA préconise d'utiliser QVT 
comme langage pour définir les transformations entre les différents modèles (OMG, 
2008). QVT dépend d' OCL et MOF. Ainsi, il emploie les caractéristiques d'OCL 
qu ' il étend pour la programmation impérative. De même, les modèles à transformer 
par QVT doivent être définis avec MOF. 
Comme son nom l' indique (« Query/View/Transformation »), QVT possède trois 
parties : les requêtes sur des modèles, la création de vues ou de modèles et la 
définition de transformations entre ces modèles (OMG, 2008). Une requête 
sélecti01me des éléments spécifiques d'un modèle, une vue est un modèle dérivé d'un 
autre modèle et une transformation est la spécification d'un mécanisme de 
conversions des éléments d'un modèle dans les éléments d'un autre modèle. Les deux 
modèles sont soit définis par un même métamodèle ou par des métamodèles 
différents . 
2.2 MODERNISATION DIRIGÉE PAR UNE ARCHITECTURE DE MODÈLES 
(ADM) 
Afin de faire face à la problématique de la modernisation, l'OMG a lancé une 
initiative nommée « Architecture-Driven Modernization » (ADM) (OMG, 2006). 
Celle-ci cherche à faire bénéficier des avantages de MDA lors de la modernisation de 
systèmes légataires. Dans un contexte non IDM, la modernisation d'un système 
demande donc de migrer le système légataire d'un environnement non IDM v rs un 
envir01mement IDM. 
ADM poursuit trois buts prmc1paux : la revitalisation des systèmes existants, 
l' amélioration de lem agilité et la promotion de normes et de pratiques menant à une 
modernisation réussie. Afin d' atteindre ces objectifs, ADM propose un ensemble de 
normes et de scénarios de modernisation. 
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2.2.1 Les normes 
Les normes préconisées par ADM incluent le métamodèle de découverte de 
connaissances ou KDM (« Knowledge Discovery Meta-Model »). Ce modèle a pour 
but de faciliter la compréhension du système analysé à tm haut niveau d'abstraction. Il 
peut afficher l'information sur le comportement, la structure des données de ce 
système. Il sert également de format d'échange de d01mées entre les outils ayant à 
manipuler les modèles afin de faciliter leur interopérabilité. KDM est basé sur un 
autre métamodèle : le métamodèle d'arbre syntaxique abstrait ou ASTM (« Abstract 
Syntax Tree Meta-mode] »). Celui-ci donne de l' information à un bas niveau 
d 'abstraction du système analysé. Les normes ciblent aussi , entre autres, l'analyse, les 
métriques, la visualisation, le réusinage (« refactoring »), le mappage (« mapping ») 
et les transformations (OMG, 2006). 
2.2.2 Les scénarios 
Même en maîtrisant toutes les normes d ' ADM, il peut être difficile de déterminer 
comment les mettre en œuvre lors de la modernisation (Koskinen et al. , 2005). Afin 
d' aider l'utilisation de ces normes, l'ADM propose plusieurs scénarios reliés à la 
modernisation de systèmes logiciels. Ces scénarios aident à envisager des 
applications potentielles d'ADM. Ils aident également à déterminer les tâches, les 
coûts et à contrôler le projet de modernisation. Ils visent entre autres les activités de 
modernisation suivantes : amélioration, traduction du code d'un langage à un autre, 
intégration, consolidation et transformations MDA. 
2.2.3 Le processus de modernisation d'un système existant avec ADM 
Le processus de modernisation d'un système légataire avec d'ADM est telle 
qu'exprimé dans la figure 2.1 , la migration d'un système dans un envirom1ement non 
IDM vers un environnement IDM. Ce processus comprend deux étapes. La première 
étape utilise la rétro-ingénierie pour découvrir les modèles représentant les systèmes 
légataires. La seconde étape du processus de modernisation utilise 1' ingénierie en 
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avant («forward engineering») afin d'obtenir le code source du nouveau système à 
l'aide de transformations. Ainsi, MDA est une approche descendante (« top-down ») 
et ADM est ascendante (« bottom-up ») (via la rétro-ingénierie) et ensuite 
descendante (avec MDA). 
ADM M DA 
Rétro 
-






Figure 2.1 Le processus de modernisation d'un système existant avec ADM 
2.2.4 Avantages d' ADM 
Le paradigme ADM présente plusieurs avantages dans le cadre de la modernisation 
d'un système légataire. D'abord, il emploie des modèles à un haut niveau 
d' abstraction qui favorise la compréhension des systèmes. La séparation de la 
description d' un système des détails de son implémentation fournit une portabilité 
nécessaire à la migration. Une fois , la migration réalisée, les modèles à haut niveau et 
la génération automatique (ou semi-automatique) d'un système opérationnel 
permettront l' atteinte des objectifs de modernisation. Ils faciliteront la maintenance 
en permettant de modifier directement les modèles. L'interopérabilité est également 
un aspect principal du paradigme. 
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2.3 SYNTHÈSE 
Nous avons montré dans ce chapitre que : 
• 1 'ADM fournit une approche de modernisation qui aide à répondre aux 
problématiques de la modernisation en lui faisant bénéficier des avantages de 
l' ingénierie dirigée par les modèles; 
• il reste à trouver des pratiques pour la mettre en œuvre notamment avec des 
techniques de rétro-ingénierie permettant d'extraire des modèles représentant 
le code légataire. 
Nous présentons dans le chapitre suivant l'état de l'art des pratiques qui lui sont 
reliées et qui sont reliées à l'approche que nous présentons dans cette thèse. 
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CHAPITRE III 
ÉTAT DE L'ART 
Dans les chapitres précédents, nous démontrons 1 ' intérêt de la migration afin 
d 'affronter la problématique posée par l 'évolution d'un système légataire. Nous 
montrons aussi l ' importance qu 'ont les approches de rétro-ingénierie dans son 
accomplissement. 
Dans ce chapitre, nous présentons d 'abord la pratique de la rétro-ingénierie via notre 
cadre de classification dans lequel nous intégrons les pratiques de modernisation. 
Nous consacrons ensuite le reste de ce chapitre à différentes approches de rétro-
ingénierie pouvant favoriser la migration. 
3.1 CADRE DE CLASSIFICATION DE LA RÉTRO-INGÉNIERIE 
Comme la rétro-ingénierie représente une part importante de l' approche présentée 
dans cette thèse, nous allons d 'abord nous attarder sur cette pratique. Afin de 
démontrer la diversité des pratiques de rétro -ingénierie, nous utilisons le cadre de 
classification présenté à la figure 3.1 (ce cadre est une extension du travail fait dans 
(Chénard, 2007) afin d 'y intégrer la modernisation et ses trois sous-objectifs) . Celui-
ci permet de constater qu la r 'tro-ing 'ni ri e tune pra ique très vaste. ous 1 ' avons 
divisé en quatre grandes dimensions. La première dimension représente les d01mées 
utilisées conm1e source d' information primaire. Ces d01mées peuvent prendre 
plusieurs formes comme : le code source, les bases de connaissances, les traces 
d 'exécution, 1' exécutable, la documentation ou les connaissances des différentes 
pers01mes intervenantes dans le cycle de vie du logiciel. Il est souvent considéré que 
la donnée la plus fiable et la plus disponible est le code source. 
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La deuxième dimension représente le fait que les données ont souvent à être 
manipulées afin d ' être utiles. Ces manipulations sont ici catégorisées selon deux 
critères. Le type de traitement employé indique l'emploi ou non de méthodes 
formelles. Les approches informelles sont fondées soit sur la recherche d'éléments 
dont on suppose la présence (approche descendante ou « top-down »), soit sur 
l' analyse des dotmées afin de déterminer ce qui est présent (approche ascendante ou 
« bottom-up »). Les approches formelles cherchent à effectuer w1e simple traduction 
ou en plus w1e abstraction via une transformation. 
Les types de traitements vus au point précédent peuvent être implémentés selon 
différentes teclmiques. Par exemple : association de concepts, traitement du langage 
naturel, ou analyse de flux de contrôle ou de données. Chacune de ces techniques 
nécessite l'un ou les deux types d ' analyse : statique et dynamique. L' analyse statique 
implique en général l' analyse des informations obtenues directement en examinant le 
code source du système visé. L' analyse dynamique quant à elle, examine lors 
d'exécutions le comportement du système. Le plus souvent, ce sont les traces 
d'exécutions qui sont analysées. Notons que l' analyse dynamique est confrontée entre 
autres à la taille élevée des traces d' exécution, le problème d' échantillonnage et la 
représentativité des données. C' est pourquoi toute approche permettant de réduire 
cette taille est la bienvenue. 
La troisième dimension montre qu' afin d' être traitées, les données brutes doivent 
tenir en mémoire et de préférence sous une forme facile à traiter. Parmi les langag s 
intermédiaires utilisés pour représenter ces informations, nous retrouvons ceux qui 
conservent une information brute non retravaillée comme les arbres syntaxiques 
abstraits. Il y a aussi des représentations d' informations plus ciblées et parfois déjà 
retravaillées comme un graphe de flux de contrôle ou un graphe des appels. 
L' information sur les logiciels peut être aussi emmagasinée sous forme architecturale 
comme avec un diagramme de composantes UML. 
,------- -
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La quatrième dimension indique que le but de la rétro-ingénierie est en général de 
fournir une abstraction d'un système à un niveau plus élevé d'abstraction, mais aussi 
parfois d'effectuer une transformation du logiciel comme lors de la modernisation. 
L'information affichée à l' utilisateur par un outil de rétro-ingénierie peut prendre 
plusieurs formes incluant 1' architecture, les clones, les patrons de conception, les 
exigences et le tranchage (« slicing »). L'information générée lors d'un processus de 
rétro-ingénierie peut être affichée soit sous forme graphique, soit sous forme 
textuelle. 
b~~:ss~~r~~nnaissances 
données races d'exécution 
f en entrées xècutable j ocumentallon 
/ mtervenants ------ formel ~-=-::.:::..=------traduction 
f types -<:::::::-···- ···----- transformation 
j / .______mformel~-_:::-~yntax 1que 
' \ plan 1/ tra1tements g assoc1at1on de concepts 
// ~mtell1gence art1fic1elle 
11 p ~programmation dynam1que 
ft ~------langage de requêtes 
rétro- f techmques ~-_:-- analyse des flux 
1ngén1ene ~ "::,~procédures 
\\ ~étalangages ~~analyse des traces d'exécution 
\ \ raphe des héntage~métnques et statiStiques 
\ 1 l1ste d'identificateurs 
\ \ langages - -graphe de flux de contrôle ~redéveloppement 
\ Intermédiaires \:01angages de descnpllon d'architectures rh~blllage 
1 ~ m1grat1on 
\ \\arbres syntaxiques abstra1ts 
\ \ analyse stat1que modernisation 
\:, 
1graphe des appels architecture d'un système 
-- -r-z..-:::tranchage d'un système patrons de concepllor 
' b tf ~:::::=--exigences / préocupatlons 
:\ o Jec 1 =::::::::::::._-:_:::-.:_:'dentiflcalion de concepts~classes non mét1er 
clones ' classes mèt1er 
\sorties ~graphe des appels 
graphe de contrôle 
<
graphique diagramme de classes 
~~iagramme d'objets 
~ ~iagramme d'interactions 
forme iagramme d'états 
matrice 
-----dictionnaire des données 
textuelle ~présentation du code 
~aide à sa navigation 
synopsis 
Figure 3.1 Cadre de classification de la rétro-ingénierie 
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En présentant la figure 3 .1 , nous avons exploré le domaine de la rétro-ingénierie. Il 
est important, car nos travaux emploient certaines de ses techniques. Celles-ci, nous 
permettent de détecter les concepts présents dans des systèmes légataires et les 
classifier. 
Nous présentons donc ces techniques dans la suite de ce chapitre ainsi que des 
travaux reliés. Nous terminons le chapitre par des approches de migration 
s'approchant de la nôtre permettant de mieux cerner le domaine dans lequel elle 
s'insère. 
3.2 L' ANALYSE DES IDENTIFICATEURS 
Dans nos travaux précédents (Chénard, Khriss et Salah, 2007 ; Khriss et Chénard, 
2008), nous avons démontré que l'analyse des identificateurs présents dans Je code 
source d 'un logiciel permet d'extraire 1' architecture et de distinguer les classes 
métiers. Nous avons aussi conclu qu'en employant des techniques de traitement du 
langage naturel, il serait possible d' améliorer les résultats obtenus. Une discussion 
détaillée sur les différentes avenues d'améliorations est présentée dans (Chénard, 
2007). Certains travaux de rétro-ingénierie, comme nous allons voir ci-dessous, ont 
aussi discuté de cet intérêt. 
Anquetil et Lethbridge (Anquetil et Lethbridge, 1999) ont développé une approche 
pour partitionner un logiciel en sous-systèmes. Pour atteindre leur but, ils se basent 
sur le nom des différents fichiers contenant le code source du logiciel, la principale 
problématique qu'ils ont soulevée est que souvent ces noms contiennent des 
abréviations. Ils ont donc employé pour trouver la signification des abréviations : les 
commentaires, des dictimmaires, différentes métriques sur le nom des identificateurs 
et le nom des attributs et opérations dans Je fichier. 
Shepherd et al. (Shepherd et al. , 2007) présentent un outil qui aide un usager à 
découvrir des préoccupations transverses dans un code source. L'usager doit effectuer 
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une requête représentant la préoccupation recherchée. La requête est alors enrichie 
par l'outil selon sa c01maissance du langage naturel ainsi que du système analysé. Par 
exemple, il proposera des synonymes se trouvant dans le code ou une autre forme 
d'un verbe qui y est. 
Fry et al. (Fry et al. , 2008) présentent une approche où ils analysent la signature des 
opérations d'un système dans le but d' identifier une paire verbe-objet représentant le 
comportement de l'opération. Ils emploient donc le verbe éventuellement trouvé dans 
le nom de l'opération et selon son type et sa position, ils énoncent des règles pour 
détecter son objet. 
Pollock et al. (Pollock et al., 2007) utilisent le langage naturel pour la détection de 
préoccupations (reliés à des verbes d'action) et d' aspects (en cherchant des noms 
opposés comme « open » et « close »). 
Caprile et Tonella (Caprile et Tonella, 1999) s' intéressent aux identificateurs 
contenus dans un système. Ils les analysent d 'une manière lexicale, syntaxique et 
grammaticale. Ils proposent d' utiliser les identificateurs afin d'identifier une 
grammaire standard représentant les identificateurs dans un logiciel et pour adapter 
ceux ne la respectant pas. Ils suggèrent que l' approche peut aussi servir à enlever les 
synonymes dans les noms des identificateurs. 
3.3 L' INDEXATION SÉMANTIQUE LATENTE (LSI) 
omme nous l' énonçons à la section précédente, nous avons conclu dans des travaux 
précédents que les techniques de traitement du langage naturel présentent une voie 
intéressante pour nos travaux de rétro-ingénierie. L ' indexation sémantique latente ou 
LSI («Latent semantic indexing ») est l' une de ces techniques que nous avons 
explorées. LSI est utilisée pour déterminer les similarités entre un ensemble de 
documents textuels (Deerwester et al. , 1990). Un intérêt de cette approche est d'aider 
à traiter les problèmes de synonymie et de polysémie auxquels nous sommes 
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confrontés dans notre approche. LSI a été utilisé dans plusieurs approches de génie 
logiciel nécessitant une analyse textuelle telle que la découverte de traçabilité entre 
artefacts logiciels, des concepts ou des clones. 
Une analyse LSI débute par la création d'une matrice de n par rn éléments dans 
laquelle chaque document (parmi rn documents) est représenté par une colonne et 
chaque terme (parmi n termes) présent dans les documents par une ligne de la 
matrice. Les valeurs de la matrice sont la fréquence où un terme se retrouve dans un 
document particulier. Pour régler des problèmes de synonymie et de polysémie, LSI 
utilise une technique appelée décomposition en valeurs singulières ou SVD qui 
conserve les k dimensions plus importantes de la matrice originale en créant une 
matrice tronquée. Toutefois, déterminer la valeur de k n'est pas une tâche aisée. 
Donner une valeur trop grande à k laissera trop de bruit dans la matrice tronquée. 
Mais lui donner une valeur trop faible ignorera des dimensions impo1iantes. Plusieurs 
travaux utilisent une valeur fixe pour k, alors que d'autres utilisent des formules 
mathématiques pour calculer la valeur de k, comme: k = (mx n) 0•2 ou k = l-VmJ. 
La similitude entre les documents est généralement mesurée par le cosinus entre leurs 
vecteurs correspondants. Cette mesure donne des valeurs entre -1 et 1. Les valeurs 
négatives indiquent des documents non liés tandis que les valeurs près du seuil de 1 
indiquent des documents similaires. Détenniner ce seuil est aussi problématique que 
la valeur idéale et dépend du corpus étudié. 
Van Der Spek et al. (Van Der Spek, Klusener et Van de Laar, 2008) proposent une 
approche basée sur LSI afin de découvrir les concepts architecturaux en regroupant 
les noms de variables en fonction de leur similitude. Les opérations des classes sont 
utilisées comme contextes dans une matrice LSI. Chaque groupe représente un 
concept architectural. 
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Boer et Vliet (Boer et Vliet, 2008) présentent une preuve de concept d'une approche 
similaire à la découverte de concepts architecturaux. Elle est également basée sur 
LSI, mais nécessite une intervention manuelle au cours du processus de découverte. 
Kuhn et al. (Kuhn, Ducasse et Girba, 2007) présentent une approche basée sur LSI 
pour regrouper les artefacts d'un code source (par exemple les paquets, des classes ou 
des opérations) qui utilisent un vocabulaire similaire. Ces groupes sont appelés 
groupes sémantiques et sont interprétés comme des sujets linguistiques. 
Marcus et al. (Mm·cus et al. , 2004) abordent le problème de la localisation de concept 
en utilisant LSI pour lier des concepts exprimés en langage naturel à des parties 
pettinentes du code source. Le système peut être utilisé en 1' interrogeant directement 
ou en utilisant l'une des requêtes générées automatiquement. 
3.4 LA DÉTECTION DE CLONES 
Un des fondements de l'approche que nous présentons dans les prochains chapitres 
est que la découverte des éléments reliés à une plate-forme d'implémentation est 
rendue possible par le fait que ces éléments sont implémentés de manières répétitives 
ou semi-répétitives. Dans nos précédents travaux, nous nous basions principalement 
sur les identificateurs afin de trouver cette répétitivité, mais il est évident que cette 
répétitivité peut se refléter d ' autre manière. Par exemple, elle peut se refléter dans du 
code source cloné. Nous avons donc exploité la détection de clones afin d'explorer 
cette voie. 
La détection de clones est un domaine de recherche important dans le domaine de 
l'évolution des logiciels et a été utilisée avec divers objectifs. Son but est de trouver 
des fragments de code répétés dans le code source du système légataire. Quatre types 
de clones ont été documentés dans la littérature (Roy, Cordy et Koschke, 2009) : 
• type-1: des fragments de code sont identiques sauf des variations dans les 
espaces blancs, la mise en page et les commentaires; 
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• type-2: des fragments de code sont syntaxiquement identiques à l'exception de 
variations dans les identificateurs, les littéraux, les types, les espaces blancs, la 
mise en page et les commentaires; 
• type-3: des fragments répétés, mais avec des différences telles que : des 
énoncés modifiés, ajoutés ou supprimés, des variations dans les 
identificateurs, les littéraux, les types, les espaces blancs, la mise en page et 
les commentaires; 
• type-4: des fragments effectuant la même tâche, mais implémentés avec des 
variations syntaxiques. 
De nombreuses approches ont été proposées pour la détection de ces types de clones 
et analysent le code de façons différentes. Elles se basent pour la plupart sur 1 'une des 
techniques suivantes (Roy, Cordy et Koschke, 2009) : 
• basé sur le texte du code source; 
• basé sur les jetons; 
• basés sur l'arbre syntaxique abstrait; 
• basé sur des métriques; 
• basé sur le graphe de dépendance. 
Bruntink et al. (Bruntink et al., 2004) cherchent les préoccupations par la détection de 
clones. L' idée est intéressante, car une préoccupation devrait être implémentée d'une 
façon semblable dans les endroits où elle se manifeste. Ils cherchent et regroupent les 
clones trouvés dans le code source. Ils explorent ensuite les groupes de clones en 
espérant trouver ceux implémentant une préoccupation qu'ils estiment présente. 
Baxter et al. (Baxter et al. , 1998) présentent une approche où le code source est placé 
dans un AST où les sous-arbres sont classés dans une table de hachage. Une fonction 
de hachage plus ou moins floue (selon le degré de similarité désiré) permet de 
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regrouper les parties de codes qui se ressemblent et ainsi de découvrir des clones. 
Enfin, l'outil tente de regrouper les clones trouvés afin d'en découvrir de plus gros . 
Ducasse, Rieger et Demeyer (Ducasse, Rieger et Demeyer, 1999) présentent une 
méthode visuelle de détection de clones indépendante du langage. Ils créent une 
matrice où chaque ligne de code est à la fois une ligne et une colonne et où les lignes 
de codes identiques sont affichées. Il suffit alors d'inspecter cette matrice pour 
détecter où sont présents les clones. 
Jiang et Hassan (Jiang et Hassan, 2007) emploient des teclmiques de fouilles de 
données adaptées pour la détection des clones dans des logiciels de grande taille. La 
fouille est faite sur un ensemble de candidats produits par un autre outil à l'aide de 
teclmiques de mesure de similarités textuelles. Enfin, une abstraction est faite potu-
aider à les détecter manuellement. 
Cornelissen et Moonen (Cornelissen et Moonen, 2007) appliquent des principes de 
détection de clones aux traces d' exécution dans le but d' en réduire la taille. Donc en 
détectant les parties de traces semblables et en les gérant correctement, plusieurs 
approches utilisant une analyse dynamique en profiteraient. 
3.5 L'ANALYSE DES FLUX DE DONNÉES 
Une des problématiques de notre approche est de trouver des liens entre les éléments 
du code source d'un système légataire. Par exemple, est-ce qu ' un paramètre x d 'une 
opération est lié à un attribut y d'une classe? Si leurs noms sont identiques, on peut 
supposer que c' est le cas, sinon une analyse de flux de dmmées peut aider à répondre 
à cette question et c'est pourquoi notre approche exploite cette voie. 
L'analyse de flux de données ou DFA («Data Flow Analysis ») examine un système 
afin de déterminer où et comment les dom1ées sont définies et utilisées (Khedker, 
Sanyal et Karkare, 2009). L'objectif de cette analyse peut être l'optimisation du code 
pendant la compilation (Khedker, Sanyal et Karkare, 2009), l'identification du 
41 
concept (Kontogiannis et al., 1994 ), l'élimination de code mort, la détermination des 
cas de test (Tsai, Stobart et Parrington, 2001 ), le tranchage (Da vide et al., 2005) ou la 
sécurité du système (Fetzer et Sü13kraut, 2008). 
Pour effectuer cette tâche, une analyse de flux de données traverse le graphe de flux 
de contrôle ou CFG («Control Flow Graph ») du code source d'un système. Chaque 
nœud du CFG représente une instruction de code source. Il y a une arête entre deux 
nœuds, si le flux de contrôle peut passer du nœud source au nœud cible. Une analyse 
de flux de données associe généralement deux éléments à chaque nœud du CFG : le 
inSet et le outSet . Le i nSet représente un ensemble d'états liés au système à 
l'entrée d 'un nœud. Ces états peuvent représenter, par exemple, les variables 
initialisées à ce stade du CFG. Le outset représente la même information, mais après 
l'exécution du nœud. 
Ces ensembles sont initialisés et propagés dans le CFG le long des nœuds à partir du 
nœud de départ en suivant le flux de contrôle (pour une analyse «avant »). L'analyse 
(propagation) prend fin lorsqu'un point fixe est atteint, c'est-à-dire lorsque les parties 
itératives sont répétées jusqu'à ce que leurs inSet et outSet deviennent stables. La 
possibilité d'un point fixe est assurée par le fait que le domaine des éléments des 
ensembles est défini et que le contenu des inSet et outset doivent être monotone 
après chaque itération. 
Favre (Favre, 2008a) présente une approche ADM où le PSM contient en plus d'un 
diagramme de classes, des diagrammes d' états transitions décrivant le cycle de vie 
des objets sous forme d'états du système analysé qui sont extraient à l' aide d'une 
analyse de flux de données. Pour découvrir les diagrammes de classes, des teclmiques 
statiques standards sont employées, mais pour contrer la difficulté d'identifier 
l'agrégation et la composition, il propose l'utilisation d'analyse dynamique. Pour 
découvrir les diagrammes d' états transitions, une analyse de flux de données est 
employée. 
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L' approche de Kontogiannis et al. (Kontogimmis et al. , 1994) vise à détecter une 
forme de concept, dans ce cas-ci les opérations d'un code source d'un système relié à 
une variable. Il s' agit donc d'une forme de tranchage. L'analyse de flux de données 
dans leur cas cherche à déterminer à quelles opérations, une variable est reliée. 
Davide et al. (Davide et al. , 2005) emploient quant à eux le DF A pour détecter dans 
un code source où se concrétise l ' implémentation d' un aspect en cherchant dans le 
flux de donnée, un flux représentant l' aspect recherché. 
3.6 L'IDENTIFICATION DE CONCEPTS 
L'identification de concepts est un domaine de recherche actif depuis le début des 
années 1990 (Biggerstaff, Mitbander et Webster, 1993 ; Wilde et Gust, 1992). Un 
concept est défini comme la formulation d 'une exigence système du domaine du 
problème ou du domaine de la solution (Marcus et al. , 2005). Une caractéristique 
(« feature ») est un concept décrivant une exigence fonctionnelle visible et accessible 
aux utilisateurs. Récemment, avec la popularité de la programmation orientée aspect 
ou AOP (« Aspect Oriented Programming »), les concepts ont pris des noms 
différents comme les préoccupations (« concems ») et les aspects. Une préoccupation 
est une zone d'intérêt ou de concentration dans un système. Les aspects sont une 
implémentation possible d' une préoccupation. Les travaux sur le sujet utilisent l'une 
des deux approches : 
• id ntifi r 1 s parti s d'un cod sou c qui implémentent un concept donné. 
Avec cet objectif, le problème est souvent nommé le problème d ' affectation 
(ou localisation) de concepts . Il s' agit d 'w1e approche de haut en bas; 
• identifier les concepts mis en œuvre dans un code source. Il s' agit d'une 
approche de bas en haut. 
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Une grande partie de notre approche est dévouée à la découverte (identification) de 
concepts, car nous cherchons entre autres à trouver les concepts représentant la plate-
forme d' implémentation et les classes du domaine métier. 
3 .6.1 Détection des classes non-métiers 
Afin d'extraire un modèle indépendant d'une plate-forme d'implémentation, il est 
nécessaire de pouvoir séparer les classes représentant la logique métier des autres. 
Les classes utilitaires et celles reliées à 1' architecture (ou infrastructure) font partie de 
la seconde catégorie. Il est donc important de trouver des techniques pour les détecter. 
Mais peu d' approches s' intéressent à ce problème et souvent quand le problème est 
mentiotmé, il n'est fait souvent référence qu'aux classes utilitaires. Il serait donc 
intéressant que de nouvelles approches s'attaquent à ce problème. 
Ham ou-Lhadj et al. (Hamou-Lhadj et al., 2005) présentent une approche de détection 
des classes utilitaires qui se base sur des traces d' appels générées statiquement. Ils 
détectent les utilitaires d'après l'idée qu' un utilitaire est accédé de plusieurs endroits 
dans un logiciel. Ce qui se concrétise dans un graphe des dépendances entre les 
classes par le fait que les classes utilitaires vont être des nœuds « puits ». Ils ont créé 
une métrique basée sur ce fait pour mesurer le taux d'« utilité ». Cette approche 
nécessite une intervention hun1aine pour définir ce taux. 
Greevy et Ducasse (Greevy et Ducasse, 2005) quant à eux parlent de classes 
d' infrastructure. Ils définissent les classes d' infrastructure comme étant celles qui 
participent à au moins la moitié des fonctimmalités offertes par un système. Les 
classes d'infrastructme sont extraites à partir de l ' analyse des traces d' exécution des 
fonctimmalités du système. Une classe est détectée comme étant une classe 
d' infrastructure, si elle est présente dans au moins la moitié des ensembles de traces. 
Il est clair que cette approche pourrait identifier des classes métier comme 
appatienant à l'infrastructure. En outre, plusieurs classes d' infrastructure ne seront 
jamais identifiées en tant que tel. 
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3 .6.2 Détection de relations entre les classes 
Afin de créer des modèles précis autant spécifiques qu ' indépendants de plate-forme, 
il est important d'identifier les différentes relations pouvant exister entre leurs 
éléments. 
Keschenau (Keschenau, 2004) présente un outil d'analyse de code octet («byte 
code ») Java pour en extraire des informations importantes sur les relations entre les 
classes comme l'héritage, la composition, la dépendance, les associations et leurs 
multiplicités et la dépendance. Ils emploient des règles telles que : « si une classe est 
créée dans le constructeur d'une autre inconditionnellement, il y a possibilité 
d'association 1 à 1 entre elles. Mais, s'il y a une condition, ce serait plutôt 0 à 1 ». 
Gueheneuc ( Gueheneuc, 2004) s' intéresse à 1' identification des associations binaires 
entre les éléments du code source. Il définit d'abord clairement 1' agrégation, 
1 'association et la composition et ce que cela représente à la conception et à 
l' implémentation. Ensuite, en se basant sur quatre propriétés : l'exclusivité, le site 
d'invocation, la durée de vie et la multiplicité, il propose des règles les représentants. 
Ils proposent un algorithme pour la détection de celles-ci. 
Sutton et Maletic (Sutton et Maletic, 2007) emploient un ensemble de règles de 
mappage pour extraire un diagramme de classes d'un code source C++ tout en 
identifiant plusieurs propriétés des associations. Ces règles s'appliquent à différents 
niveaux : lors de 1' analyse syntaxique, de 1 'analyse sémantique, de 1' analyse statique 
et à l' aide d'une base de connaissances. 
Aucune de ces approches n'effectue une sélection pmmi les classes à importer dans le 
modèle d'UML. Cependant, plusieurs font un bon travail dans la découverte de 
propriétés UML dont la correspondance n'est pas un à un. 
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3.6.3 Détection des préoccupations et de patrons de conception 
Nous savons que la création d'un modèle indépendant de la plate-forme 
d'implémentation d'un système implique de pouvoir distinguer ce qui est relié à la 
logique métier de ce qui ne l'est pas. Les préoccupations(« concerns »)en font partie 
et devraient donc ne pas être représentées dans le PIM. Celles-ci se définissent 
comme des fonctionnalités qui, peu importe la décomposition qui est faite d'w1 
système, se trouvent réparties dans plusieurs de ses composantes. La programmation 
par aspect aborde cette problématique en regroupant en modules des préoccupations 
communes. Un autre exemple de décisions de conception qui peut être utile à 
identifier est les patrons de conception. 
Breu et Krinke (Breu et Krinke, 2003) analysent les traces d'exécution afin de trouver 
des aspects. Ils y cherchent des patrons d'appels récurrents à des opérations pour 
identifier celles réalisant les préoccupations transverses. Ces patrons sont de deux 
types principaux : quand l'appel d ' une opération est toujours précédé de l'appel d'une 
autre et quand l'appel d' une opération est toujours à l' intérieur d'une autre opération 
précise. 
Nous avons déjà décrit l'approche de Bruntink et al. (Bruntink et al., 2004) qm 
cherche les préoccupations qui peuvent exister dans un système par la détection de 
clones (voir section 3.4). 
Canfora, Cerulo et DiPenta (Canfora, Cerulo et DiPenta, 2006) se basent pour 
détecter les préoccupations sur l'idée que lors d'une mise à jour d' un logiciel, les 
lignes qui sont changées sont en général couplées logiquement. Ils analysent donc les 
différentes versions d'un système dans un dépôt afin d'y détecter les lignes changées 
conjointement pour trouver les préoccupations qu' ils espèrent identifier. 
Marin, Moonen et Deursen (Marin, Moonen et Deursen, 2006) présentent trois 
techniques de détection d'aspects. D' abord, les opérations qui sont appelées souvent 
sont analysées pour identifier des préoccupations candidates. Ils identifient aussi des 
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préoccupations candidates en cherchant des groupes d' entités avec un nom similaire 
se trouvant dans plusieurs hiérarchies de classes. Finalement, ils cherchent les 
préoccupations en générant des traces d'exécutions pour une préoccupation qu'ils 
estiment présente. Ils emploient ensuite ces traces pour trouver les opérations 
réalisant le concept. 
Plusieurs travaux de détection des patrons de conception sont présentés dans la 
littérature (Heuzeroth et al. , 2003 ; Huang et al. , 2005 ; Kramer et Prechelt, 1996 ; 
Philippow et al. , 2005 ; Pinali, 1999). La plupart des approches proposent un langage 
pour spécifier un patron de conception à rechercher. Certaines s'intéressent seulement 
à la spécification statique d'un patron, comme celle de Kriimer et Prechelt (Kramer et 
Prechelt, 1996). D' autres s' intéressent aussi à la description dynamique des patrons 
de conception comme le travail d' Heuzeroth et al. (Heuzeroth et al. , 2003). 
Notons que les travaux qui font de la détection de patrons de conception sont limités 
par le fait qu' il est difficile sinon impossible de prévoir toutes les implémentations 
possibles d'un patron de conception. Par exemple, Kim et Benner ont identifié que le 
patron Observer possède au moins douze implémentations différentes (Kim Jung et 
Benner Kevin, 1996). Notez que c'est pour cette raison que quelques travaux 
analysent plutôt la présence des micropatrons (Kim, Pan et Whitehead, 2006). Les 
micropatrons sont des patrons de conception à grains plus fins plus près du code 
source que les patrons. Les travaux qui identifient les aspects ou les préoccupations 
sont, quant à eux, très intéressants dans la mesure où ils ne les d 'tect nt pa à partir 
de leur définition, mais plutôt à partir d'une caractéristique assez générale comme le 
fait qu ' ils sont répétitifs. 
3.7 LES APPROCHES DE MIGRATION 
Comme nous l'expliquons précédemment, à notre connaissance, très peu d' approches 
proposent la migration d'un environnement non IDM vers un environnement IDM à 
l' instar de l'approche que nous proposons. 
------------------------------------------- ---
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Modisco (Bruneliere et al., 201 0) est un cadre d'applications (« framework ») 
extensible pom le développement orienté modèle ayant cmrune objectif de soutenir la 
modernisation des systèmes légataires dans le but de permettre la réutilisation de 
composantes entre les solutions de modernisation. Son architecture est organisée en 
trois couches : les cas d'utilisation, les technologies et les infrastructures. La première 
couche vise à foumir des outils pour des cas d'utilisation de modernisation 
spécifiques. La deuxième couche offre des composants spécifiques pour une 
technologie légataire. La dernière couche fournit des composants génériques 
indépendants de toute technologie légataire. 
Boronat, Carsi et Ramas. (Boronat, Carsi et Ramas, 2005) proposent un mécanisme 
formel de transformation pour traduire une base de données relationnelle en un 
modèle UML. Le formalisme, appelé MOMENT (Madel manageMENT), permet la 
représentation et la manipulation des modèles en employant la logique de la réécriture 
des termes. 
Doyle et al. (Doyle et al. , 2006) présentent une approche pour la mi gration d'un 
système développé dans un langage de quatrième génération propriétaire vers IDM en 
fourni ssant des transformations de métamodèles en langage propriétaire vers UML. 
Étant ciblée sm un langage propriétaire, leur approche manque de généralisation. 
Favre (Favre, 2008b) décrit un cadre IDM pour la modernisation de systèmes à l'aide 
d' un langage formel nommé NEREUS. Elle propose la traduction des métamodèles 
d s langag s de modélisation et des transformations en langage NEREUS. Ce dernier 
utilise des théories des méthodes formelles et formalise différents types de 
transformations de modèle à modèle telles que la décomposition et le réusinage. Elle 
présente surtout un cadre théorique qui demande à être validé plus à fond . 
Reus, Geers et Demsen (Reus, Geers et Demsen, 2006) ont développé une migration 
vers un environnement IDM d'un système PLISQL consistant en la découverte d'un 
modèle d'UML du système de son code source. Aucune abstraction n'est effectuée sur 
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le modèle extrait ce qui limite donc la praticabilité de l'approche. Maz6n et Trujillo 
(Maz6n et Trujillo, 2008) utilisent aussi des principes d' ADM dans la modernisation 
de bases de données. 
Qiao et al. (Qiao et al., 2003) discutent de la nécessité de porter les anciens systèmes 
vers IDM. L'approche est limitée à l' extension de leur travail sur la récupération de 
l'architecture en y ajoutant une nouvelle phase appelée intégration à l' IDM. Il s'agit 
simplement de la traduction du modèle architectural en langage SADL («Simple 
Architecture Description Language ») vers UML. 
Graaf, Weber et Deursen (Graaf, Weber et Deursen, 2008) ont développé une 
approche IDM qui applique une normalisation aux éléments du modèle source avant 
sa transformation. La normalisation est nécessaire, car leur modèle de plate-forme 
provient directement de la documentation et non du code source et il a besoin d' être 
modifié afin d'être transformable. 
Sadovykh et al. (Sadovykh et al., 2009) rapportent un cas réel de modernisation à 
l'aide d'ADM à pmiir d'un système légataire C++ traduit en Java. La création de leur 
PSM est basée sur des experts humains qui décident quelle partie du PSM est liée au 
domaine d'affaires et celle qui est liée à la plate-forme d' implémentation. Ils 
affirment qu'il est vraiment difficile d' automatiser cette distinction, car l'avis 
d'experts du domaine d'affaires et de la plate-forme d' implémentation est nécessaire. 
Zhang et al. (Zhang et al. , 2009) présentent une stratégie générique de migration 
dirigée par les modèles pour des systèmes légataires vers SOA ( « Service Oriented 
Architecture »). Leur cadre traite de questions, conune la façon d'extraire le modèle 
hérité de systèmes existants et la manière de développer une architecture adaptée pour 
SOA. 
Fleurey et al. (Fleurey et al. , 2007) présentent une approche semi-automatique d'une 
migration dirigée par les modèles. Ils extraient automatiquement un PSM à partir d'un 
système légataire et utilisent des transformations pour générer un PIM et un PSM 
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représentant la nouvelle plate-forme d' implémentation. Ces transformations sont 
définies manuellement. 
Chen et al. (Chen et al. , 2006) présentent une approche qui analyse le code source 
écrit en assembleur d' un système légataire afin d'extraire un ensemble de modèles 
représentant ses composantes logicielles et son architecture décrite dans un langage 
formel. Un PSM est d' abord créé à partir du code source de l'ancien système. Puis, 
des teclmiques de décomposition sont utilisées pour restructurer le PSM. Ensuite, les 
règles d'abstraction sont appliquées afin de créer un PIM à partir du PSM restructuré. 
Une limite de l'approche est que les règles d'abstraction doivent être définies 
manuellement. 
3.8 SYNTHÈSE 
Nous avons montré dans ce chapitre que : 
• les approches de migration sont encore limitées pour le moment. Certaines ne 
font pas tout le travail de migration, d'autres ne s'intéressent qu' à la partie 
données, parfois il y a un manque de généralisation, le modèle PIM n ' est pas 
toujours extrait du code source ou il manque d' abstraction; 
• la rétro-ingénierie présente plusieurs avenues pour améliorer la qualité des 
modèles extraits du code source dont : la détection des classes non-métiers, la 
détection des préoccupations ou des aspects et le traitement des langues 
naturelles; 
• une approche de migration combinant ces différentes avenues de rétro -
ingénierie pourrait combler certaines faiblesses présentées par les approches 
existantes. C'est ce que nous proposons de développer au chapitre suivant. 
Nous présentons dans le chapitre suivant un aperçu de notre approche. 
CHAPITRE IV 
APERÇU DE L'APPROCHE DE MODERNISATION 
Dans les chapitres précédents, nous décrivons la problématique de la modernisation, 
l' IDM et l'état de l'art entourant ces sujets. 
Dans ce chapitre ayant pour but de présenter notre approche, nous décrivons d'abord, 
notre vision de la modernisation dirigée par les modèles . Ensuite, nous présentons un 
système jouet qui sert d'exemple récurant dans le reste de cette thèse. Le chapitre se 
poursuit alors par la définition d'un ensemble de termes nécessaires à la présentation 
de notre approche et qui n'ont pas été présentés dans les chapitres précédents. Nous 
terminons enfin ce chapitre par une vue générale de la première partie de notre 
processus de modernisation qui est la découverte des modèles, qui sera vue plus en 
détail dans les trois chapitres suivants. 
4.1 NOTRE PROCESSUS DE MODERNISATION DIRIGÉ PAR LES MODÈLES 
La figure 4.1 2 décrit notre processus de modernisation ADM pour la migration d'un 
système légataire développé dans un environnement non IDM vers un environnement 
IDM. Ce processus est divisé en deux parties. 
La première partie utilise la rétro-ingénierie afin de découvrir des modèles abstraits 
représentant Je système légataire. Plus précisément, nous avons : 
• une découverte texte à modèle (T2M) afin d'obtenir un PSM à partir du code 
source; 
2 L' idée d'illustrer le processus de modernisation avec un fer à cheval est inspirée de Seacord , R.C., Plakosh, D. etLewis, G.A. 
2003. Modernizing Legacy Systems: Software Technologies, Engineering Processes, and Business Practices. Addison Wesley 
Professional. 
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• une découverte modèle à modèle (M2M) afin d'obtenir un PDM à partir du 
PSM; 
• une autre découverte M2M afin d'obtenir un PIM à partir du PSM et du PDM. 
La seconde partie du processus de modernisation utilise l'ingénierie en avant 
(« f01ward engineering») afin de créer le code source du nouveau système à l'aide de 
transformations M2M et modèle à texte (M2T). 
Dans notre approche, le PSM est constitué d'un diagramme de classes représentant 
les éléments constituant le code source de l'application légataire. Le PIM prend lui 
aussi la forme d' un diagramme de classes, celui-ci représentant les classes du 
domaine du problème de l 'application. 
Quant au PDM, nous proposons de le décrire avec deux types de vues. La première 
vue est un profil UML de la plate-forme d' implémentation. La seconde vue est un 
ensemble de modèles de transformation. Ces modèles sont des modèles paramétrés 
qui capturent le code source de cette plate-forme. Ils sont exprimés dans le langage 
QVT (OMG, 2008). Le choix de QVT est motivé par le fait que MDA le recommande 
comme langage pour définir des transformations entre les modèles (OMG, 2008). 
Figure 4.1 
Domaine indépendent d1 plate-fo- rme 
@Mit.!, 
PIM 
découverte M2M automatique 
Profil UML dè'. PDM Modèles de ,· 
la plaie-lorme transformalrons 
• découverte M2M automatique 
PSM 
• découverte T2M , automatique 
Code source légataire 
Nouveau PIM 
transformation M2M 
Profil UML de Nouveau Modele~ de \ 
"<"''"';:' PDM>'"""""'"' l 
Nouveau PSM p 
\ transformation M2T 
.. 
Nouveau code source 
Domaine dépendent de plate-forme 
Notre processus de modernisation d'un système existant avec ADM 
52 
4.2 VUE GÉNÉRALE DE LA PARTIE DE DÉCOUVERTE DES MODÈLES 
Dans cette section, nous d01mons une vue générale de la partie de découverte des 
modèles de notre approche. Cette vue est précédée par la présentation d'un petit 
système jouet qui servira à expliquer notre approche dans le reste de cette thèse et 
d'un ensemble de définitions qui faciliteront la compréhension de nos descriptions de 
cette approche. 
4.2.1 Le système jouet 
Pour illustrer notre approche, nous utilisons un petit système bancaire contenant les 
67 classificateurs dont les noms sont listés dans le tableau 4.1 et qui sont représentés 
dans le diagramme de classes de la figure 4.2. Nous sommes conscients qu'un tel 
diagramme imprimé à cette échelle est difficilement lisible, mais le but premier de sa 
présence est de démontrer la complexité que peut prendre un système, même de taille 
modeste. 
Tableau 4.1 Classificateurs du système jouet 
Account AccountBean AccountCMP 
AccountData AccountHome AccountUtil 
BankManager BankMa nage r Bean BankManagerHome 
BankManagerSession BankManagerUt i l BankTransaction 
BankTransactionBean BankTransactionCMP BankTransactionData 
BankTransactionHome BankTransactionUtil CheckingAccount 
CheckingAccountBean CheckingAccountCMP CheckingAccountData 
CheckingAccountHome CheckingAccountUtil Customer 
CustomerBean CustomerCMP CustomerData 
Cus t omer Home CustomerUtil Deposit 
DepositBean DepositCMP DepositData 
DepositHome DepositUtil SavingAccount 
SavingAccountBean SavingAccountCMP SavingAccountData 
SavingAccountHome SavingAccountUtil Withdrawal 






































































































































































































































































































































































































































































































métamodèle de notre approche et représente plusieurs de ses notions et les liens entre 
eux. 
4.2.2.1 Vocabulaire d'un système légataire 
Le vocabulaire d'un système légataire contient l'ensemble des mots contenus dans son 
code source (excluant les commentaires). Ce vocabulaire (dénoté par V) se compose 
de : Vp1 (le vocabulaire représentant le domaine du problème, qui est donc 
indépendant de la plate-fonne), de Vp5 (le vocabulaire représentant la plate-forme 
d'implémentation qui est donc spécifique à la plate-forme) et de VPL (le vocabulaire 
représentant le langage de programmation). Nous avons donc: V = Vp1 U Vps U VPL· 
4.2.2.2 Patron d'un identificateur 
Un patron d'un identificateur est un mot (ou une combinaison) qui est une sous-
chaîne contenue dans le nom de cet identificateur. Nous obtenons des patrons en 
divisant les identificateurs en nous basant sur des délimiteurs comme les lettres 
majuscules (lorsque les patrons des éléments sont séparés selon le principe « camel 
case ») ou les symboles de soulignement (lorsque les patrons des éléments sont 
séparés selon le pnnc1pe « snake case ») . Par exemple, 1 'identificateur 
AccountEnti ty contient trois patrons : Account , En ti ty et AccountEnti ty. 
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Concept 1 
Concept indépendant de pLate-forme 
prlmarylmplementedPSC 
(xor} 
Figure 4.3 Métamodèle de notre approche 
4.2.2.3 Dérivation 
Une chaîne de caractère Sl est dérivée d'w1e autre chaîne de caractère s2 si Sl peut 
être obtenue par l'application d'une ou de plusieurs fonctions sur s2 . Ces fonctions 
peuvent être par exemple firstUppe r Case, f i rstLowerCase, camelCase, 
snakeCase et abbreviatio~ 
Une variable Vl peut être dérivée d' une autre variable v2 sans que leurs noms 
comportent de similitude. Supposons que Vl et v2 sont des variables du code source 
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d'un système. v2 est dérivée par analyse de flux de d01mées de v1 si tme analyse de 
flux de données du code source montre que v2 prend la valeur de Vl. 
4.2.2.4 Concept 
Un concept est la formulation d'une exigence système du point de vue du domaine du 
problème ou du domaine de la solution. Il est identifié par un nom. Comme le montre 
la figure 4.3 , nous distinguons deux types de concepts: concept indépendant de plate-
forme ou PIC(« Platform Independent Concept ») et concept spécifique à une plate-
forme ou PSC (« Platform Specifie Concept »).Un PIC est un concept du domaine du 
problème alors qu 'un PSC est un concept du domaine de la solution. 
Un PIC appmiient à Vn Il indique un type d' élément requis afin de respecter une 
exigence du domaine de problème et il est de l'un des types suivants : 




• relation (association, généralisation ou dépendance). 
Un PSC appartient à Vp5 . Il indique un type d' élément requis afin de respecter une 
exigence de la plate-forme d'implémentation et il est de l'un des types suivants : 
• de classificateur (classe ou interface); 
• d'attribut; 
• d' opération; 
• de paramètre. 
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Par exemple, il est facile de constater en observant son nom qu'une classe nommée 
AccountEnti ty est liée au PIC Account car elle représente la classe du domaine du 
problème nommée Account . Elle est aussi liée au PSC En ti ty car elle implémente ce 
concept de la plate-forme d' implémentation. 
4.2.2.5 Concept indéfini 
Un concept est indéfini s'il s'agit d'un concept détecté par notre approche, mais que 
celle-ci n'arrive pas à nommer automatiquement. 
4.2.2.6 Concepts prédéfinis 
Dans notre approche, nous avons prédéfini un ensemble de PSCs : 
• PICinterface (respectivement, PICClass): ce concept indique que la plate-
forme d'implémentation exige la présence d'au moins une interface dans le 
PSM (respectivement, classe) dont le nom appartient à Vp1; 
• PICAttribute (respectivement, PICOperation) : ce concept indique que la 
plate-forme d'implémentation exige la présence d'au moins un attribut 
(respectivement, opération), appartenant à un classificateur du PSM, dont le 
nom appartient à Vp 1; 
• PICParameter : ce concept indique que la plate-forme d'implémentation 
exige la présence d' au moins un paramètre, appartenant à une opération du 
PSM, dont le nom appartient à Vp 1. 
Par exemple, l' interface du PSM nommée Account est liée au PSC prédéfini 
PICinterface car elle représente directement une classe du domaine du problème 
nommée Account . 
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4.2.2.7 Groupes de classificateurs ou d'opérations 
Un groupe de classificateurs (respectivement opérations) comme le montre la figure 
4.3 est un ensemble de classificateurs (respectivement opérations) regroupés selon un 
critère. Afin d'alléger la description de notre approche, nous tenons pour acquis 
qu 'un groupe contient toujours au moins deux éléments, sinon c'est qu'il ne s'agit pas 
d'un groupe. Un critère, pour créer l'un de ces groupes, peut être l'un des éléments 
suivants: 
basé sur LSI, il permet le regroupement des classificateurs similaires selon 
LSI; 
basé sur les clones, il permet le regroupement des opérations qui partagent du 
code cloné; 
basé sm les patrons, il permet le regroupement des classificateurs ou des 
opérations ayant un patron commun dans leur nom; 
basé sur les relations, il permet le regroupement des classificateurs 
implémentant une interface commune ou héritant d'un classificateur commun. 
Un groupe peut être subdivisé en sous-groupes selon l'un des critères définis ci-
dessus. Bien sûr, un classificateur ou une opération peut appartenir à différents 
groupes ou sous-groupes. Par exemple, le groupe des classificatems du PSM basé sur 
le patron Account contient les éléments suivants : Account, AccountEnti ty, 
Account Fa cade, AccountHome, AccountHomeimpl, 
AccountTransaction, 
AccountType . 




Comme le montre la figure 4.3 , un concept peut avoir une ou plusieurs propriétés de 
concept ou PRP (« PRoPetiy concept »). Un PRP permet de préciser des détails du 
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concept le contenant dans la formulation d 'w1e ex1gence du système, autant du 
domaine du problème que du domaine de la solution. Un PRP possède deux 
propriétés : nom et va l eur. Ainsi, tm PSC d'attribut possède le PRP prédéfini 
initial Va l ue . Celui-ci indique la valeur initiale d'un attribut du PSM. Un PSC 
d'opération possède le PRP prédéfini operationBody qui indique le code source 
d'une opération du PSM. 
4.2.2.9 Contrainte 
Une contrainte peut exister entre deux PSCs Cl et c2 et peut être de l'un des types 
suivants comme le montre la figure 4.3 : 
• dépendance, si l'implémentation de Cl exige l'implémentation de c2; 
• compatibilité, elle si l'implémentation de Cl est compatible avec 
l'implémentation de c2 ; 
• incompatibilité SI l'implémentation de Cl est incompatible avec 
l'implémentation de c2 ; 
• raffinement, si l'implémentation de c2 présente des variations et que 
l'implémentation de Cl est l' une de ces variations. 
4.2.2.10 Modèle de transformation 
Un mod ' 1 d tran formation est un modèle utilisé afin de décrire comment effectuer 
la transformation d'un élément du PIM vers un (ou des) élément(s) du PSM. Comme 
le montre la figure 4.3 , un modèle de transformation implémente un PSC primaire et 
possiblement un ensemble de PSCs auxiliaires. Ces PSCs auxiliaires sont la 
représentation de variations de son implémentation et sont donc des raffinements du 
PSC primaire. Nous définissons un modèle de transformation par quatre propriétés : 
• primaryimplementedPSC : le PSC primaire mis en application par le modèle; 
---------------------------------------
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• implementedPSCsForVariations : l'ensemble des PSCs représentant les 
variations d' implémentation du PSC primaire; 
• con text : le type de l'élément de modèle en entrée; 
• re sul t : l'élément résultant de la transformation. 
Un modèle de transformation peut être de l'un des cinq types suivants : classe, 
interface, attribut, opération ou paramètre. 
Un modèle de transformation de type classe (respectivement interface, attribut, 
opération et paramètre) est un modèle dont le résultat de son application est un 
élément du PSM de type classe (respectivement interface, attribut, opération et 
paramètre). 
Un modèle de transformation de type classificateur (classe ou interface) contient un 
ensemble d'appels à des modèles de type attribut et d'opération responsables de la 
création des attributs et des opérations du classificateur du PSM résultant. 
Un modèle de transformation de type opération contient un ensemble d'appels à des 
modèles de transformation de type paramètre responsables de la création des 
paramètres de l'opération résultante dans le PSM. 
4.2.3 Découverte des modèles 
Nous présentons dans cette section la première partie de notre processus de 
modernisation : la d 'couvert d s modèles . Elle représente la partie gauche de la 
figure 4.1 . Dans les trois chapitres suivants, nous vous présenterons chacune des 
phases de cette partie en détail. 
Comme décrit au chapitre II, la partie de gauche de la figure représente la première 
partie du processus ADM, celle qui utilise la rétro-ingénierie. Elle a pour but de 
découvrir les modèles abstraits représentant le système légataire. Quant au contenu de 
la pmiie de droite de la figure 4.1 , elle représente la seconde partie du processus 
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ADM, celle qui utilise l' ingénierie en avant. Elle représente l'application des modèles 
du PDM à un PIM marqué avec les PSCs du profil de la plate-forme 
d' implémentation du PDM afin de générer un PSM et ultimement un code source. 
Cette partie du processus ne représente pas une problématique particulière et n'est pas 
présentée en détail dans la thèse. Mais, elle est employée dans notre cadre de 
validation afin de vérifier la qualité des modèles découverts. 
La figure 4.4 reprend la partie gauche de la figure 4.1 sous une forme représentant 
plus en détail nos phases de rétro-ingénierie. Les flèches entre les différentes boîtes 
représentent nos différentes transformations. Une flèche entre un modèle et un autre 
indique que la découverte du modèle de droite utilise le modèle de gauche en entrée. 
La figure indique aussi quel ensemble des règles présentées aux chapitres suivants 
correspond à chacw1e des transformations. 
PDM ': 
_ découverte M2 ( Modèles de ': 
Code _______ .,. 
découverte T2M 
PSM 
~ : ------ régies 7.x transformation ) { __ ~~_erte M2M ~jrrofil UML de la -------- • 
'\_~sS x \ plate-form~ . -----------------J----
~~--~::o~~:rte ~:~ . ·-. -P ..IM 
~-X '· 
Figure 4.4 La partie de découverte des modèles plus en détails 
4.2.3 .1 Découverte du modèle spécifique à une plate-forme (PSM) 
La première découverte, texte à modèle, représente la découverte du modèle 
spécifique à une plate-forme. Comme la flèche la plus à gauche dans la figure 4.4 
l'indique, elle utilise comme intrant le code source du système légataire. Le PSM 
extrait prend la forme d' un diagramme de classes. Dans notre implémentation 
courante, il s'agit de code source Java. Mais l'approche pourrait être étendue à 
d'autres langages. 
Comme cette découve1ie ne pose pas de problématique particulière, elle ne sera pas 
présentée plus en détail dans cette thèse. Aussi comme l' on peut le voir dans la figure 
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4.4, ce PSM est utilisé par les trois autres découvertes. Nous tiendrons pour acquis 
dans la présentation de ces découvertes que le PSM est déjà disponible. 
4.2.3.2 Découve1ie du profil UML de la plate-forme d' implémentation 
La seconde découverte, modèle à modèle, représente la découverte du profil UML de 
la plate-forme d' implémentation. Comme la flèche entre « PSM » et « Profil » 
l' indique dans la figure 4.4, elle utilise comme intrant le PSM découvert, mais on 
note aussi une flèche pointillée indiquant que cette découverte se fait en parallèle 
avec la découverte du PIM, car ces deux découvertes ont besoin de collaborer pour 
s' effectuer. 
Ce premier point de vue du modèle de plate-forme montre les concepts (PSCs) de la 
plate-forme d' implémentation d'un système légataire dans un profil UML. Le profil 
UML de notre système jouet est exprimé à la figure 4.5. Cette figure représente une 
pmiie du profil UML de la plate-forme d'implémentation du système jouet où l' on 
peut observer différents concepts présents dans sa plate-forme d' implémentation. 
Notez les différents préfixes, capturant les types des concepts, ont été ajoutés afin de 
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context PIM inv: classifiers- >forAll(c 
Classifier 
1 c.stereotypes->exists( 'C Entity ' ) 
implies c . stereotypes- >exists( 'O get ' )) 
//Une contrainte d'incom~tibilité -
context PIM inv: classifiers- >forAll(c 
Classifier 
1 c .stereotypes- >exists( 'C Entity' ) 
implies -
not c . stereotypes->exists( 'O store ' )) 
//Une contrainte de com~tibilité -
context PIM inv: classifiers->exists(c 
Classifier 
1 c . stereotypes- >i ncludesAll( 
Set{ ' C_Entity ', ' O_add ' })) 
Figure 4.5 Extrait du profil UML de la plate-forme du système jouet 
Nous voyons aussi des exemples de contraintes existant entre ces concepts. Par 
exemple, on peut voir à la figure 4.5 que l'on retrouve, entre autres, les contraintes 
suivantes: 
• tous les classificateurs qui implémentent le concept de classificateur Entit y 
implémentent aussi le concept d'opération get; 
• aucun classificateur n' implémente à la fois le concept de classificateur Ent i t y 
et le concept d'opération s t ore ; 
--- ----------------------------- --- - ----- ---·------
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• un classificateur qui implémente le concept de classificateur Entity peut (ou 
ne pas) implémenter le concept d'opération add; 
• les concepts de classificateur EntityBean et SessionBean sont des 
raffinements du concept de classificateur Bean. 
La découverte du profil UML de la plate-forme d'implémentation est expliquée en 
détail au chapitre 5. 
4.2.3.3 Découverte du modèle indépendant d'une plate-forme (PIM) 
La troisième découverte, modèle à modèle, représente la découverte du modèle 
indépendant d'une plate-fom1e . Comme la flèche dans la figure 4.4 l' indique, elle 
utilise aussi le PSM découvert. 
Notre modèle indépendant de plate-forme décrit l' ensemble des classes métiers, leurs 
attributs et opérations et leurs relations dans un diagramme de classes UML. 
Notre approche permet la découverte du PIM à partir d 'une élimination par filtrage du 
code relié à l' infrastructure de la plate-forme d' implémentation. Dans la figure 4.6, 
nous montrons le PIM obtenu pour notre système jouet où tous les éléments 
spécifiques à la plate-forme d' implémentation sont enlevés. 
Account 1 Bank Transaction 
-accountNumber : String account 1 -amount : BigDecimal 
-balance : BigDecimal 
1 bank Transaction 
-dateTime : Timestamp 
-openDate : Calendar BankManager -transactionNumber : String 
~ j•saveTransaction() j L~ L l L(' v 0 ~., 
Customer 
-customerNumber : String 




1-interestRate : String 1 1-checkCost : String 
1 
-name : String 
1 1 
Figure 4.6 Le PIM du système jouet 
La découverte du modèle indépendant d'une plate-forme est expliquée en détail au 
chapitre 6. 
4.2.3.4 Découverte des modèles de transformation de la plate-forme 
d' implémentation 
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La dernière découvetie, modèle à modèle, est celle de la « découverte des modèles de 
transformation de la plate-forme d'implémentation ». Comme la flèche à trois arcs 
dans la figme 4.4 l'indique, cette découverte emploie les trois modèles découverts 
dans les phases précédentes. 
Ce second point de vue du modèle de plate-forme prend la forme d'un ensemble de 
modèles de transformation. Ces modèles sont des modèles paramétrés captmant le 
code somce de la plate-forme d ' implémentation du système. Ils sont ultimement 
exprimés en QVT. 
Le tableau 4.2 présente w1 exemple de modèle de transformation découvert pom le 
système jouet. Ce modèle est sérialisé en transformation QVT. On voit que cette 
transformation crée, pour chaque classe du PIM liée au concept de plate-forme Home , 
une interface. Le nom de cette interface reprend le nom de sa classe d' origine dans le 
PIM (représentée par context) accolé au suffixe Home . La visibilité de l' interface 
sera publique et son paquetage sera le même que context et elle n' impOlie pas 
d'autres classificateurs. Dans ce modèle de transformation, il y a deux types 
d'implémentation du concept Home, qui varient par le nom de lem super classe. En 
fait, une analyse manuelle de cette transformation ainsi obtenue par notre approche 
par un architecte en J2EE peut facilement identifier que nous n'avons pas besoin de 
deux nouveaux concepts de classificateur (Home_ Variation _1 et 
Home_Variation_2) pom capturer cette variation puisqu ' elle est simplement 
conditionnelle au fait qu 'w1e classe du PIM possède ou non une super classe. Le 
tableau 4.2 montre aussi que le modèle de transformation appelle des modèles de 
transformation d' attribut et d' opération afin de créer ces éléments pour les différentes 
interfaces créées par cette transformation. 
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Tableau 4.2 Exemple de modèle de transformation sérialisé en QVT 
mapping Class :: classToJavainterface_Home () : Interface 
when { self. stereotypeList - >includes ( ' C_Home ' ) ; } 
{ 
var context self ; 
name : = contex t . name+ ' Home' ; 
visibility : = ' public '; 
packageName : = c ont ext . packageName ; 
if (self. stereotypeList- >includes ( ' C_Home _ Variation_l ' ) ) then 
{ 
superClassifierName ' javax . ejb . EJBHome ' 
el se 
if (self. stereotype1ist - >includes ( ' C_Home_Variation_2 ' )) then 
{ 










+= self- >map clas s ToJavaAttribute_COMP_NAME( self ) ; 
+= self- >map classToJavaAttribute JNDI NAME( self ) ; 
+= self- >map classToJavaOperation=create( self ) ; 
+= self- >map classToJavaOperation findAll( self ) ; 
+= self- >map c l as sToJava Operation=findByPrima ryKey( self ) ; 
La découverte des modèles de transformation de la plate-forme d'implémentation est 
expliquée en détail au chapitre 7. 
4.3 SYNTHÈSE 
Nous avons présenté dans ce chapitre : 
• notre approche de modernisation basée sur ADM; 
• le système jouet qui nous aide à expliquer cette approche; 
• un ensemble de définitions afin d ' aider à comprendre la description de cette 
approche; 
• une vue de la partie de découve1ie des modèles représentant un système 
légataire qui sont: 
o le modèle spécifique à une plate-forme (PSM); 
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o le modèle de plate-forme d' implémentation (PDM) qui est constitué de 
deux sous modèles : son profil UML et un ensemble de modèles de 
transformation; 
o le modèle indépendant d'une plate-forme (PIM). 
Nous présentons dans les trois chapitres suivants, l'approche en détail. 
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CHAPITRE V 
DÉCOUVERTE DU PROFIL UML DE LA PLATE-FORME 
D'IMPLÉMENTATION 
Dans les chapitres précédents, nous décrivons la problématique de la modernisation, 
l' ingénierie dirigée par les modèles, l'état de l' art entourant ces sujets et un aperçu 
global de notre approche de modernisation. 
Dans ce chapitre, nous présentons la phase de la découverte du profil UML de la 
plate-forme d' implémentation qui est l'un des trois modèles que nous découvrons 
dans notre processus de modernisation. Nous donnons d'abord une vue générale de 
cette phase avant de l'expliquer en détail à l' aide de règles et d'exemples. Nous 
décrivons ensuite notre processus de validation et ses résultats pour terminer par une 
discussion sur ces résultats. 
5.1 VUE GÉNÉRALE 
La phase de découveJie du profil UML de la plate-forme d'implémentation est 
composée de deux sous-phases principales. La première est la découverte du profil 
UML de la plate-forme d' implémentation du système légataire. La seconde est la 
sérialisation de ce profil dans un modèle XML 
Comme la seconde sous-phase ne constitue pas un défi particulier et que notre 
principale contribution se situe dans la première sous-phase, nous allons décrire celle-
ci en détail dans la suite de ce chapitre. 
5.2 SOUS-PHASE 1 : DÉCOUVERTE DU PROFIL UML DU MODÈLE DE 
PLATE-FORME 
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Dans cette section nous décrivons la sous-phase de découverte du profil UML de la 
plate-forme d' implémentation du système légataire à l' aide de règles et d 'exemples 
d'application de celles-ci sur le système jouet décrit au chapitre 4. 
Comme l' illustre la figure 5.1 , cette sous-phase est composée de six étapes et débute 
par l'étape de la découverte des PSCs de classificateur. Cette première étape est 
composée de 5 sous-étapes . La première sous-étape est la découverte des premiers 
PSCs de classificateur. Ensuite, une sous-étape de filtrage des PSCs de classificateur 
qui auraient pu être découverts à tort est effectuée. La sous-étape suivante effectue la 
découverte des PICs de classe que contient le système légataire, car ils sont 
nécessaires à 1' exécution des sous-étapes suivantes. Les résultats de cette découverte 
sont utili sés à la sous-étape suivante afin de filtrer les PSCs découve1is. À la dernière 
sous-étape, les PICs peuvent conduire à la découve1ie de nouveaux PSCs de 
classificateur. Si c 'est le cas, la première étape est reprise depuis sa deuxième sous-
étape. Sinon la sous-phase se poursuit par les étapes de découverte des PSCs 
d'attribut, d 'opération et de paramètre pour se terminer par l'étape de la découverte 
des contraintes entre les PSCs. La seconde sous-phase est quant à elle responsable de 
la création du profil UML de la plate-forme qui contient ces PSCs et ces contraintes. 
5.2.1 Étape 1.1 : Découverte des PSCs de classificateur 
La première étape découvre les PSCs de classificateur contenus dans le PSM. Ces 
PSCs peuvent être des PSCs d' interface ou des PSCs de classe. Ceux-ci indiquent les 
classificateurs nécessaires afin de répondre aux exigences de la plate-forme 
d'implémentation. 
Cette étape utilise d ' abord la règle 5.1 afin de découvrir un premier groupe de PSCs 
de classificateur. Cette première règle exploite 1 'idée que les classificateurs 
implémentant un même PSC devraient partager un vocabulaire ou du code commun. 
----------
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Découverte des PSCs de classificateur 
Première découverte des PSCs de c lassificateur (règle 5. 1) 
Filtrage des P SCs de c lassifi ca teur (règ le 5.2) 
Découverte des PI Cs de classe (règle 6 .1) 
Filtrage des PSCs de c lassificateu r ( règ le 5 .3) 
D écouverte de nouveaux PSCs de classificateur (règ le 6.2) 
De nouveaux PSCs 
on t été découverts ? [oui] 
[n on) 
Découverte des PSCs d'attribut (règ le 5.4) 
Découverte des PSCs d'opération (règ les 5.5-5.7) 
Découverte des PSCs de paramètre (règle 5.8) 
Découverte des contraintes entre les concepts (règ les 5 .9-5 .13) 
Création du profil UML (règle 5.14) 
Figure 5.1 La sous-phase de découverte du profil UML 
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Ensuite, la règle 5.2 est utilisée afin de filtrer des PSCs non pertinents qui auraient pu 
être identifiés par la règle 5.1. La règle 5.2 exploite l'idée qu'un concept dont le nom 
contient le nom d'un second risque de contenir aussi des mots du vocabulaire du 
domaine du problème. 
Entre l'application de la règle 5.2 et de la règle 5.3 , nous procédons à la découverte 
des PICs de classe (règle 6.1 ). En effet, même si le but de la sous-phase de découverte 
du profil UML de la plate-fom1e d'implémentation n'est pas de découvrir les PICs du 
système, il est nécessaire d'y découvrir les PICs de classe du PIM représenté dans le 
PSM, car cette information est utilisée par certaines règles lors de la découve1ie du 
profil UML. La découverte de PICs de classe du PIM est présentée à la section 6.2. 
Finalement, la règle 5.3 retire les PSCs de classificateur qui ne sont plus liés à lill PIC 
de classe une fois ceux-ci découverts. En effet, il est facile d'imaginer le cas où des 
classificateurs seulement liés à la plate-forme d'implémentation et contenant un 
patron commun à la fin de leur nom auraient été regroupés par LSI, ce patron 
deviendrait un faux PSC de classificateur qui après la découverte des PICs de classe 
ne serait lié à aucun de ceux-ci . 
Règle 5.1 
Chaque groupe basé sur LSI (respectivement basé sur les clones) représente lill PSC 
de classificateur. Si tous les classificateurs du groupe (respectivement classificateurs 
contenant les opérations) ont un patron ommun dans leurs noms (qui n ' est pas le 
nom d'un classificateur du PSM.), le PSC est nommé par le plus long patron commun. 
S' il n'y a pas de patron commun, le nom du PSC demeure indéfini. 
Cette règle isole dans notre système jouet les cinq PSCs de classificateur suivants: 
Bean, CMP, Data, Home et Util. Par exemple, tous les classificateurs du groupe basé 
sur LSI { AccountBean, BankTransactionBean, CheckingAccountBean, 
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CustomerBean, Deposi tBea n, Wi thdrawalBean } ont dans leur nom le patron 
commun Bean . Ce patron devient alors le nom d'un PSC de classificateur. 
Règle 5.2 
Si le nom d'un PSC de classificateur Cl est une sous-chaîne du nom d'un autre PSC 
de classificateur c2 et que le groupe des classificateurs reliés à c2 est un sous-groupe 
de ceux reliés à Cl alors c2 est retiré de la liste des PSCs. 
Dans notre système jouet, si un groupe LSI avait été créé contenant seulement les 
classificateurs CheckingAccountHome et SavingAccountHome alors un PSC de 
classificateur nommé AccountHome serait créé dans un premier temps. Si le PSC de 
classificateur nommé Home est aussi détecté et que son groupe relié contient ces deux 
classificateurs, la règle 5.2 va retirer le PSC Ac count Home . 
Règle 5.3 
Chaque PSC de classificateur qui n 'est pas lié à un PIC de classe est retiré de la liste 
des PSCs. 
Dans le système BJDBC, que nous décrivons à l'appendice A et qui nous servira à 
décrire certaines règles ne s'appliquant pas à notre exemple jouet, les PSCs de 
classificateur Iterator et Search sont enlevés, car ils ne sont pas liés à un PIC de 
classe détecté dans les règles expliquées au chapitre suivant lors de la découverte du 
PIM. 
5.2.2 Étape 1.2 : Découverte des PSCs d ' attribut 
La deuxième étape découvre les PSCs d'attribut du PSM en recherchant les mots du 
vocabulaire du PSM les représentant. Ces PSCs indiquent une représentation abstraite 
des attributs nécessaires à certains classificateurs pour répondre aux exigences de la 
plate-forme d ' implémentation. 
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Cette étape utilise la règle 5.4 qui exploite un des fondements de notre approche, à 
savoir que les éléments reliés à une plate-forme d' implémentation sont implémentés 
de manières répétitives ou semi-répétitives. C'est pourquoi nous prenons comme 
hypothèse que si un attribut se retrouve dans tous les classificateurs d'un sous-groupe 
de classificateurs implémentant un même PSC de classificateur alors cet attribut 
représente probablement un PSC d'attribut. Notez que nous vérifions dans un sous-
groupe et non pas dans tous les classificateurs implémentant un PSC de classificateur, 
car celui-ci peut présenter des variations d' implémentation. 
Règle 5.4 
Un attribut d'un classificateur du PSM représente un PSC d'attribut, s' il existe un 
PSC de classificateur c où cet attribut appartient à tous les classificateurs de son 
groupe ou à l 'un de ses sous-groupes en lien avec le critère d'implantation d'une 
interface ou d'héritage d' un classificateur. Un sous-groupe doit contenir au moins 
deux classificateurs. 
Dans notre système jouet, tous les classificateurs du PSM implémentant le PSC de 
classificateur nommé Uti l possèdent l' attribut cac h e dRemoteHome . Alors, cet 
attribut représente un PSC d'attribut. 
5.2.3 Étape 1.3 : Découverte des PSCs d'opération 
La troisième étape découvre les PSCs d'opération de la plate-forme d' implémentation 
en recherchant les mots du vocabulaire du PSM les représentant. Ces PSCs indiquent 
une représentation abstraite des opérations nécessaires à certains classificateurs pour 
répondre aux exigences de la plate-forme implémentation. Cette étape utilise les 
règles 5.5, 5.6 et 5.7. 
L'objectif de la règle 5.5 est de discerner les opérations utilitaires liées à des éléments 
du PIM comme les « getters » et « setters » en découvrant ces liens. L'idée derrière 
les règles 5.6 et 5.7 est que les opérations contenant une occurrence commune d'un 
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mot du vocabulaire dans leur nom ou un clone représentent probablement un PSC 
d'opération. 
Règle 5.5 
Une opération o d'un classificateur Cl du PSM est liée à un attribut A d'un 
classificateur c2 du PSM si le nom de o contient le nom de A et que l'une des 
conditions suivantes est satisfaite : 
1. Cl et c2 sont les mêmes; 
2. Cl est lié à un PIC de classe P et c2 appartient au groupe basé sur le patron du 
nom de P; 
3. Cl a un parent (direct ou indirect) s, s est lié à un PIC de classe P et c2 
appartient au groupe basé sur le patron P. 
Dans notre système jouet, l'opération getAccountNumber du classificateur 
AccountData du PSM est liée à l'attribut accountNumber car ce dernier est un 
attribut de ce même classificateur (condition 1 ). Le classificateur 
CheckingAccountCMP hérite indirectement de AccountBean (par l'intermédiaire de 
CheckingAccountBean); le classificateur AccountBean est lié au PIC de classe 
Account ; le classificateur AccountData qui appartient au groupe basé sur le patron 
Account, possède l'attribut accountNumber ; on conclut donc que l'opération 
setAccountNumber du classificateur CheckingAccountCMP est liée à l'attribut 
accountNumber du classificateur AccountData (condition 3). 
Règle 5.6 
Chaque opération liée à un verbe v d'un groupe basé sur LSI représente w1 PSC 
d'opération. Si cette opération est liée à un attribut, alors ce PSC est nommé par le 
verbe v, sinon, il est nommé par le nom de l'opération. 
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Dans notre système jouet, le verbe get devient un PSC d'opération, car l' opération 
getAccountNumber du classificateur AccountData est liée à son attribut 
accountNumber . L'opération ejbStore, du classificateur Dep os i tBea n, qui contient 
le verbe store n'est pas liée à un attribut; ejbStore représente alors un PSC 
d'opération et non le verbe store . 
Règle 5.7 
Chaque groupe basé sur les clones représente un PSC d'opération. Son nom dépend 
de la première des sous-règles suivantes s'appliquant : 
• si toutes les opérations du groupe ont le même nom, il est nommé par le nom 
commun; 
• si toutes les opérations ont un verbe commun, il est nommé par ce verbe; 
• SI aucune des sous-règles précédentes ne s'applique, son nom demeure 
indéfini. 
Dans notre système jouet, le groupe de clones basé sur de l'opération tostring 
{AccountData , BankTransactionData, CustomerData } représente un PSC 
d'opération désigné par le nom de l'opération commune (ici, toString). 
5 .2.4 Étape 1.4 : Découverte des PSCs de paramètre 
La quatrième étape découvre les PSCs de paramètre de la plate-forme 
d' implémentation en recherchant les mots du vocabulaire du PSM les représentant. 
Ces PSCs indiquent une représentation abstraite des paramètres nécessaires à 
certaines opérations pour répondre aux exigences de la plate-forme implémentation. 
Cette étape utilise la règle 5.8 dont l' objectif est de discerner les paramètres des 
opérations liées à des éléments du PIM. 
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Règle 5.8 
Chaque paramètre P d'une opération 01 d'un classificateur du PSM Cl lié à une 
classe c2 du PIM représente un PSC de paramètre homonyme si P n'est pas lié à un 
élément du PIM E. Le lien entre un paramètre P d'une opération o d'un classificateur 
du PSM Cl lié à une classe c2 du PIM et un élément du PJM dépend de la première 
condition suivante qui s'applique : 
• s'il existe un attribut Al de Cl où Al est lié à un attribut A2 (respectivement 
une extrémité d'association AE) de c2 et Al est relié à P par l'analyse de flux 
de données, alors P est lié à A2 (respectivement AE); 
• s' il existe un attribut A (respectivement une extrémité d' association AE) de c2 
dont le nom est le patron le plus long figmant dans le nom de P , alors P est 
lié à A (respectivement AE); 
• si le nom de c2 est le patron le plus long figurant dans le nom de P, alors P 
est lié à c2 . 
Dans notre système jouet, le paramètre balance de l' opération setBalance de la 
classe Accoun t ne représente pas un PSC de paramètre, car son nom contient le nom 
d'un attribut de la classe du PIM relié au classificateur contenant cette opération. Par 
contre, le paramètre ctx de l'opération setEnt i tyCon text de la classe AccountCMP 
devient un PSC de paramètre puisqu ' il n'est relié à aucun élément du PIM. 
5.2.5 Étape 1.5 :Découverte des contraintes entre les concepts 
La cinquième étape met en évidence les contraintes qui existent entre les PSCs. Cette 
étape utilise les règles 5.9 à 5.13. Les trois premières règles utilisent les relations 
entre les éléments du PSM afin d'identifier les contraintes. L'idée derrière les règles 
5.12 et 5.13 est gu 'un PSC peut avoir des variations dans son implémentation. Ces 
variations se concrétisent par l'existence de plus d'un groupe associé à ce PSC. 
Chaque variation peut représenter w1 nouveau PSC qui affine l'original. 
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Règle 5.9 
Une contrainte de dépendance existe entre : 
• un PSC de classificateur c et un PSC d'attribut A (respectivement un PSC 
d'opération o) si tous les classificateurs implémentant c implémentent 
également A (respectivement o) ; 
• un PSC d'opération o et un PSC de paramètre P si toutes les opérations 
implémentant o implémentent également P. 
Dans notre système jouet, tous les classificateurs implémentant le PSC de 
classificateur Sean implémentent également le PSC d 'opération ejbPostCreate . 
Règle 5.10 
Une contrainte de compatibilité existe entre deux PSCs Pl et P2 s1 certains des 
classificateurs implémentant Pl implémentent aussi P2 . 
Dans notre système jouet, certains classificateurs implémentent le PSC de 
classificateur Ut il et le PSC d' attribut cach edRemoteHome . 
Règle 5.11 
Une contrainte d'incompatibilité existe entre deux PSCs Pl et P2 s' il n'existe pas de 
classificateur implémentant à la fois Pl et P2 dans le PSM. 
Dans notre système jouet, aucun classificateur n' implémente à la fois le PSC de 
classificateur Util et le PSC d' opération ejbPostCreate . 
Règle 5.12 
Si un PSC P est associé à plus d'un groupe, que chaque groupe est basé sur LSI et 
qu 'au moins deux groupes implémentent ou héritent d'un classificateur différent ci 
(un groupe implémente ou hérite d'un classificateur c si tous les classificateurs du 
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groupe implémentent c) qui n'est pas lié à un PIC de classe, alors tous les 
classificateurs ci représentent un nouveau PSC du même type, et il est nommé du 
nom du classificateur ci (après avoir enlevé toute occurrence d'un mot du vocabulaire 
du domaine du problème ) . Une contrainte de raffinement est ensuite ajoutée entre 
chacun de ces nouveaux PSCs et P . 
Dans notre système jouet, le PSC de classificateur Bean est associé aux groupes 
suivants: {AccountBean, BankTransactionBean, CheckingAccountBean, 
CustomerBean, Deposi tBean, Wi thdrawalBean } et {BankManagerBean}; le 
classificateur du groupe avec un unique élément {BankManagerBean} implémente 
l' interface javax . ejb . SessionBean alors que tous les classificateurs de l'autre 
groupe implémentent l' interface javax . ejb . EntityBean; deux PSCs de 
classificateur sont alors ajoutés: EntityBean et SessionBean . Deux contraintes de 
raffinement sont également ajoutées: l'une entre EntityBean et Bean et l'autre entre 
SessionBean et Bean. 
Règle 5.13 
Si le PSC P est associé à plus d'un groupe et que chaque groupe est basé sur les clones 
alors, chaque groupe représente un nouveau PSC du même type. Le nom de ces 
nouveaux PSCs est indéfini et une contrainte de raffinement est ajoutée entre chacun 
d'eux et P. 
Dans notre exemple, le PSC d' opération getData est associé aux groupes suivants : 
• {AccountCMP . getData,BankTransactionCMP . getData, 
CustomerCMP . getData } ; 
• {AccountCMP.getData , BankTransactionCMP . getData, 




• {CheckingAccountCMP . getData , DepositCMP . getData , 
SavingAccountCMP . getData , WithdrawalCMP . getData } . 
Les trois groupes vont générer trois nouveaux PSCs d'opération. Chacun de ces 
nouveaux PSCs est un raffinement du PSC d'opération getData . Le code source de 
l'opération getData suit le même schéma pour tous les classificateurs d'opération 
implémentant le PSC de classificateur CMP . Un extrait du code source de l'opération 
est donné dans la figure 5.2 pour le classificateur AccountCMP. Le nombre de lignes 
du code de l'opération dépend du nombre d'attributs dans un classificateur. Le 
fragment de code est de type-3 (voir section 3.4). Comme l'outil que nous utilisons 
pour détecter les clones ne prend pas en charge ce type, nous obtenons trois groupes 
au lieu d'un seul groupe. Les trois nouveaux PSCs sont alors tous de faux positifs, car 
il n'y a pas de variation dans l ' implémentation de l'opération. 
public test . AccountData get Dat a () 
{ 




dataHolder = new test . AccountData() ; 
dataHolder . setAccountNumber( getAccountNumber()) ; 
dataHolder . setBalance( getBalance() ) ; 
dataHolder . setCustomer( getCustomer() ) ; 
dataHolder.setOpenDate( getOpenDate() ) ; 
catch (RuntimeException e) 
Figure 5.2 Extrait du code source de l'opération getData de AccountCMP 
5.2.6 Étape 1.6 :Création du modèle de profil UML 
La sixième étape crée le modèle du profil UML de la plate-forme d' implémentation. 
Cette étape utilise la règle 5.14. 
Règle 5.14 
Le diagramme de classes UML décrivant le profil de la plate-forme d' implémentation 
est créé en appliquant en ordre les points suivants : 
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1. Une classe avec un stéréotype Stereotype est créée pour chaque PSC de 
classificateur dont le nom est défini . La classe est nommée par le nom du PSC 
préfixé de c . Une relation d'extension est ajoutée entre la nouvelle classe et la 
classe Classifier. 
2. Une classe avec un stéréotype Stereotype est créée pour chaque PSC d'attribut 
dont le nom est défini . La classe est nommée par le nom du PSC préfixé de A_. 
Une relation d'extension est ajoutée entre la nouvelle classe et la classe 
Classifier. 
3. Une classe avec un stéréotype Stereotype est créée pour chaque PSC 
d'opération dont le nom est défini . La classe est nommée avec le nom du PSC 
préfixé de o _. Une relation d'extension est ajoutée entre la nouvelle classe et la 
classe Attribute (respectivement, la classe Classifier) si le PSC est généré à 
partir d'un verbe (respectivement si ce n'est pas le cas). 
4. Une classe avec un stéréotype Stereotype est créée pour chaque PSC de 
paramètre dont le nom est défini . La classe est nommée par le nom du PSC 
préfixé de P _ . Une relation d'extension est ajoutée entre la nouvelle classe et la 
classe Paramètre . 
5. Les contraintes de dépendance, de compatibilité et d'incompatibilité sont 
exprimées en OCL. 
6. Pour chaque contrainte de raffinement entre deux PSCs Pl et P2 , une relation 
d'héritage est créée entre leurs classes correspondantes. 
La figure 4.5 présente une partie du profil UML pour notre système jouet. 
5.3 VALIDATION DU TRAVAIL 
Dans cette section, nous présentons notre cadre de validation, ensuite, nous 
présentons les résultats obtenus lors de notre processus de validation et enfin, nous 
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discutons de plusieurs aspects de l'approche proposée et soulignons certains travaux 
futurs. 
5.3 .1 Cadre de validation 
Nous avons développé un prototype afin de valider notre approche mettant en 
application les règles présentées pour les étapes de notre approche. Nous avons 
développé notre propre analyse LSI et nous utilisons l'outil CCFinder (Kamiya, 
Kusumoto et Inoue, 2002) pour découvrir des groupes d'opérations clonées (voir 
appendice C). 
Notre prototype prend en entrée du code source Java. Il ne supporte pas actuellement 
d'autres types d'artefacts systèmes tels que les fichiers de descripteur de déploiement. 
Par conséquent, certains concepts d'implémentation d'une plate-forme ne peuvent pas 
être découverts s' ils ne sont présents que dans ces artefacts non pris en charge. 
Afin de vérifier la pertinence de notre approche, nous avons donc appliqué ce 
prototype à différentes applications et analysé les résultats afin d' en tirer des 
statistiques et des enseignements. Le tableau 5.1 présente un sommaire des résultats 
obtenus pour la découverte des PSCs. 
La recherche d' éléments par la rétro-ingénierie peut mener à trois résultats possibles 
(Philippow et al. , 2005). Un élément identifié par les résultats de la recherche est un 
« vrai positif » s'il fait bien partie des résultats attendus. Il est un « faux positif » s ' il 
ne fait pas partie des résultats attendus. Enfin, un « faux négatif » est un élément qui 
devrait s'y retrouver, mais qui ne l'est pas. En se basant sur ces résultats, il est 
possible de développer des métriques. Dans notre cas, nous employons les deux 
métriques suivantes : la précision et le rappel. 
Dans ce qui va suivre, nous allons définir ces deux propriétés, puis nous allons parler 
des éléments que nous voulons mesurer. Nous allons aussi mentionner le protocole 
que nous avons suivi pour obtenir ces mesures. 
---~---
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5.3. 1.1 Précision 
Une première mesure intéressante à extraire est la précision. Elle cherche à évaluer si 
les éléments identifiés le sont vraiment. Par exemple si nous avons identifié 50 PSCs 
de classificateur et que sur ces 50, 5 n 'en sont pas vraiment nous avons donc une 
précision de 90 % ( 45/50). 
5.3.1.2 Couve1iure 
Une seconde mesure intéressante à extraire est le rappel. Il s'agit d'évaluer quel 
pourcentage des éléments recherchés est identifié. Ainsi, si nous savons (ou estimons) 
que dans le modèle original il y a 50 PSCs de classificateur et que 1 'outil en ignore 5, 
nous pouvons dire que nous avons un rappel de 90 % ( 45/50). 
5.3 .2 Éléments mesurés et protocole suivi 
Le but de notre processus de validation est d'évaluer si les PSCs extraits 
appartiennent vraiment à la plate-forme d' implémentation. Nous mesurons les 
données suivantes : nombre d'éléments découverts correctement (vrai positif), nombre 
d'éléments découverts à tort (faux positif) et nombre d'éléments non découverts (faux 
négatif) . Nous calculons ensuite à l' aide de ces éléments la précision et le rappel. 
Notez que l'extraction de contraintes entre les PSCs n'a pas été validée puisque ses 
règles produisent de façon systématique des contraintes en se basant sur les relations 
entre les éléments du code source du système analysé. Par con équent, le contraintes 
trouvées reflètent fidèlement Je code source et ne posent pas de défis particuliers. 
Nous avons automatisé le processus de validation. Les PSCs attendus de tous les 
systèmes testés ont été extraits après avoir analysé manuellement leur code source. La 
disponibilité de la documentation EJB et la familiarité du domaine d'affaires de ces 
systèmes ont aidé à cette analyse. Toutefois, comme cette tâche est manuelle et que 
souvent une plate-forme d' implémentation n 'est pas toujours implémentée 
rigoureusement, nous ne pouvons pas affirmer que l'information est 100 % correcte 
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ou complète. Ces PSCs sont donc placés dans un fichier. Lorsque notre prototype 
termine son travail , il compare ses résultats avec le contenu de ce fichier. Différentes 
traces sont également générées pour des fins de débogage. 
5.3.3 Les logiciels analysés 
Pour prouver la pertinence de notre approche, nous avons appliqué notre outil à six 
systèmes: 
1. Le système jouet (Jouet) ; 
2. Un système de gestion des ventes (SGV) généré à partir d'un modèle UML en 
utilisant l'outil MDA SourceCafe3; 
3. Un second système bancaire « Banking JDBC » (BJDBC) présenté à 
1' appendice A 4; 
4. Un centre commercial virtuel (VSM) trouvé sur le site d'Oracle5; 
S. Un Service de courtage en ligne (OFBS) également trouvé sur le site 
d'Oraclé· 
' 
6. Le EJB Pet Store de Sun (Petl 
La plate-forme d' implémentation des deux prem1ers systèmes est basée 
exclusivement sur EJB. La plate-forme d' implémentation des systèmes 4, 5 et 6 est 
basée en patiie sur EJB. Le troisième système utilise une plate-forme ad hoc. 
Notez aussi que même si les deux premiers systèmes sont basés exclusivement sur 
EJB, ils ne contiennent pas exactement le même ensemble de PSCs puisque chacun 
d'eux utilise une implémentation différente d'EJB. 
3 
www.sourcecafe.com, 09-27-20 10 
4 
www.oracle.com/technology/sample_code/tutorials/vsml .3, 09-27-20 10 
5 
www.oracle.com/technology/sample_code/tech/java.fj2ce/tbs 1 Og, 09-27-201 0 
6 java.sun .com/dcvcloper/rcleases/pclstore, 09-27-20 10 
7 
www.oracle.com/technology/sample_code/tutorials/vsm1 .3, 09-27-20 10 
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5.3.4 Résultats 
Le tableau 5.1 présente les résultats obtenus pour la découverte des PSCs des six 
logiciels analysés. Nous revenons ensuite plus en détail pour chacun de ces logiciels 
dans le reste de cette section. 
Tableau 5.1 Résultat de la découverte des PSCs 
Nombre de lig nes de code 11 24 1091 2076 3198 3082 6190 
No mbre de c lass ificateurs 47 29 67 89 74 209 
No mb re d'attributs 55 53 l30 146 132 411 
No mbre d'o pé ratio ns 430 207 375 503 427 1049 
VP PSC de classe 6 6 8 10 15 8 
FP PSC de c las s ificateu r 0 0 5 3 32 
FN PSC de c lass ificateur 0 0 2 3 17 
Rappe l PSC de c lass ificateur 100,00 100,00 80,00 76,92 93,75 32,00 
Précis io n PSC de class ificateur 100,00 100,00 88,89 66,67 83,33 20,00 
VP PSC d'opé rat io n 27 29 23 54 26 82 
FP PSC d'opératio n 0 0 40 19 18 100 
FN PSC d'o pératio n 2 2 2 75 56 143 
Rappe l PSC d 'o pé ration 93, 10 93,55 92,00 41,86 31,7 1 36,44 
Préc is ion PSC d'o pération 100,00 100,00 • 36,51 73,97 59,09 45,05 
VP PSC d 'attribut 5 3 6 3 7 17 
FP PSC d'attrib ut 0 4 5 8 
FN PSC d'attribut 0 0 0 54 41 135 
Rappe l PSC d 'att ribut 100,00 100,00 100,00 5,26 14,58 11 ,18 
Précis io n PSC d 'attribut 100,00 75,00 60,00 75,00 58,33 68,00 
VP PSC de pa ramètre 15 5 15 27 31 85 
FP PSC de paramètre 0 1 12 12 46 19 
FN PSC de paramètre 0 0 6 40 20 105 
Rappe l PSC de pa ramètre 100,00 100,00 71 ,43 40,30 60,78 44,74 
Préc is ion PSC de paramètre 100,00 83,33 55,56 69,23 40,26 81,73 
5.3.4.1 Le système jouet (Jouet) 
Cette première mise en œuvre de notre algorithme s'effectuait donc sur un exemple 
assez facile qui est l' application bancaire présentée au chapitre 4. Cet exemple 
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implante une partie de l ' architecture J2EE. Ce premier système était relativement 
facile pour nos règles, car il s'agit d ' un système totalement généré. Mais ce système 
contient néanmoins une embuche. En effet, la classe du PIM nommée BankManager 
est la seule représentée dans le PSM sous la forme d'un « Session Bean », ce qui 
signifie que cetiains des PSCs propres à ce « Bean » ne sont pas implémentés de 
façon répétitive ce qui est l'une des prémisses de nos règles. Cette embuche explique 
les deux faux négatifs de PSC d' opération. Il s'agit des PSCs d' opération 
setSessionContext et unsetSessionContext qui n'ont pas été détectés, car ils sont 
implantés qu ' une seule fois. 
Il est aussi intéressant de noter que grâce à LSI et à la règle 5.1 nous avons découvert 
le PSC d'opération f indAll . En effet, la règle 5.1 découvre un groupe de 
classificateurs contenant les interfaces BankTransa ctionHome, AccountHome et 
CustomerHome . On pourrait être ainsi tenté de penser que ce groupe représente le 
PSC Home. Oui, mais pas seulement, car d' autres classes implémentent aussi ce PSC. 
Par contre, ces trois interfaces possèdent la particularité d' être les seules à 
implémenter le PSC d'opération findAll. 
5.3.4.2 Le système de gestion des ventes (SGV) 
Nous avons ensuite soumis à notre outil un exemple de code généré fourni avec un 
générateur de code nommé « SourceCafe » de la compagnie EJD Teclmologies 
(EJDTeclmologies, 2006). Tout comme le système précédent, notre outil a été mis en 
échec par une classe qui est la seule à implémenter certains PSCs d'opération, ici, la 
classe SalesOr deritem avec les PSCs d' opération hashcode et equal s. Ceux-ci 
représentent les deux faux négatifs de PSC d' opération. 
Quant à lui, le faux positif de PSC d' attribut est causé par la détection des clones et la 
règle 5.2. Un groupe de clones a été créé contenant seulement les classificateurs 
SalesOrderitemsModel et SalesOrde rModel pour leur opération t oString et donc 
un PSC de classificateur est créé avec seulement ces deux classificateurs dans son 
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groupe. Comme ces deux classificateurs partagent un attribut nommé orderid, celui-
ci devient donc un PSC d'attribut selon la règle 5.4. 
Le faux positif de PSC de paramètre représente le paramètre orderiD de l'opération 
load du classificateur du PSM SalesOrderDAO . Il est découvert, car son lien avec un 
PIC d 'attribut n'est pas trouvé. Cela est une conséquence du faux positif de PSC 
d'attribut orderiD qui a été décrit précédemment. Celui-ci empêche la découverte du 
PIC d'attribut order i D et donc on ne peut trouver son lien avec ce paramètre. 
5.3.4.3 Banking JDBC (BJDBC) 
Nous sommes ici en présence d'un premier système qui n'a pas été généré et l' on 
peut observer que la qualité de la découverte des PSCs est alors un peu moins 
intéressante. 
Ce qui est intéressant dans ce système c'est le fait que même si le système est 
relativement petit et simple, il complique les choses. Le nombre de classes présent 
dans son PIM n' est que de cinq et seulement deux de ces classes sont représentées par 
plus d 'un classificateur dans le PSM, ce qui met un peu en échec notre prémisse de 
répéti ti vi té. 
Ainsi, dans le PIM, se trouvent les classes Account et AccountType . Comme la 
classe AccountType n'est liée qu' à un seul classificateur du PSM et que Account est 
détecté comme un PIC de classe, nos règles détectent Type comme représentant un 
PSC de classificateur et AccountType est alors liée au PIC de classe Account et au 
PSC de classificateur Type . 
On voit aussi que les faux positifs de PSC d'opération et d' attribut augmentent. Ce 
qui est logique, car notre outil recherche les PSCs d' opération reliés aux faux PSCs 
de classificateur détectés. 
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5.3.4.4 Le centre commercial virtuel (VSM) 
VSM (Virtual Shopping Mail) est une application implantant un centre commercial 
virtuel (Oracle, 2006b ). Le premier problème avec ce système est le rappel pour les 
PSCs d' attribut qui est de seulement 5,26 %. Une grande part de ces faux négatifs 
vient du fait que ces PSCs d' attribut sont implémentés qu'une seule fois dans le PSM. 
Ce qui va être un problème aussi avec les systèmes suivants. En fait 49 des 57 PSCs 
d' attribut recherchés, ne sont implémentés qu'une fois . Et comme nos règles se 
basent beaucoup sur la répétition, ces concepts sont difficilement détectables par 
celles-ci . Il y a aussi un grand nombre de faux négatifs d'opérations, pour la même 
raison avec 85 PSCs d'opération sur 129 implémentés une seule fois. 
5.3.4.5 Le service de courtage en ligne (OFBS) 
OTN Financial Brokerage Service (OFBS) (Oracle, 2006a) est un logiciel qui simule 
un service de courtage en ligne et où les utilisateurs peuvent échanger des actions, lire 
des informations financières et contrôler leur portefeuille. Nous voyons que c'est ce 
système qui obtient le plus faible rappel pour les PSCs d'opération. Encore là, le fait 
qu 'une majorité des PSCs d'opération ne sont implémentés qu'une seule fois ne 
facilite pas le travail de notre outil. 
5.3.4.6 Le EJB Pet Store (PET) 
Java Pet Store est un exemple fourni par Sun, illustrant l'application de la technologie 
J2EE (Singh, Stearns et Johnson, 2002). En regardant le tableau 5.1 , on constate que 
notre outil a rencontré des difficultés avec ce système. Une des problématiques avec 
l'évaluation de ce système a été de déterminer les PSCs et le PIM que contient celui-
ci. En effet même si ce système se veut un exemple de bonnes pratiques, 
l' architecture qu' il contient est loin d' être claire et en créant nos modèles nous avons 
éprouvé de la difficulté à la comprendre et encore plus à la représenter en terme de 
PSCs et de PICs. 
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Une autre des particularités de ce système est que son PSM contient des 
classificateurs portant le nom de PSCs de classificateur recherchés. Ce fait empêche 
la règle 5.1 de détecter ces PSCs, car elle spécifie bien que le nom d'un PSC de 
classificateur ne peut être le même que le nom d'un classificateur du PSM. Par 
exemple, un PSC de classificateur recherché se nomme EJBAction alors qu 'un 
classificateur du PSM pmie ce nom. 
5.3.5 Discussion 
Les diffé rents essais, que nous venons de présenter, nous aident à esqu1sser des 
réflexions et des constatations sur notre approche. Certaines nous font voir les causes 
des limites de noh·e approche alors que d' autres sont une piste de réflexion afin d' y 
remédier. 
5.3.5 .1 Complexité des algorithmes 
La phase de découvetie du profil UML de la plate-forme d' implémentation consiste 
en plusieurs étapes que nous avons exprimées dans un ensemble de règles. Plusieurs 
facteurs en rapport au nombre d' éléments dans le PSM entrent en compte dans le 
calcul de la complexité de l 'application de ces règles : le nombre de classificateurs 
(ne) , le nombre d' opérations (n0 ) , le nombre d' attributs (na) , le nombre de paramètres 
(nr), le nombre d'éléments (classificateurs, attributs, opérations et paramètres) (ne), le 
nombre de jetons (nt) et le nombre d' instructions (ni) dans le code des opérations. 
ous avons choisi d' estimer la complexité dans le pire des cas pour chacune de ces 
règles. 
Trois des algorithmes employés par ces règles pourraient sembler particulièrement 
couteux. Le premier algorithme est l' application de LSI. Son temps d' exécution est 
proportionnel au nombre de termes dans la matrice (no) et le nombre de dimensions 
retenues (k) lors de la réduction SVD (Bingham et Mannila, 2001). Ce qui dmme 
dans notre cas o (ne x n0 x k). Car, au pire des cas, il y a dans la matrice une colonne 
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pour chaque classificateur et un verbe pom chaque opération, si chacun contient un 
verbe distinct. Le second algorithme qui pourrait être couteux est la détection des 
opérations clonées. Son temps d'exécution en employant l'outil CCFinder est 
proportimmel à o ( n log n) où n est le nombre d'éléments à comparer (Kami y a, 
Kusumoto et Inou, 2001). Ce qui donne dans notre cas o (n t l og n t ) car la 
comparaison se fait au niveau des jetons. Le troisième algorithme est l'application de 
DFA. Son temps d'exécution est proportionnel au nombre d'instructions dans le code 
des opérations et plus spécifiquement celles de branchement. Ce qui donne dans notre 
cas une complexité de o (np n i ) car une analyse de flux de données est effectuée pour 
chaque paramètre de chaque opération de chaque classificatem du PSM. 
Le tableau 5.2 résume une estimation de la complexité pour chaque règle . En 
analysant ces chiffres, nous pouvons estimer que le pire des cas lors de l'exécution 
serait proportionnel au carré du nombre d'éléments dans le PSM, o (n/ ) ce qui est 
supérieur au temps d'exécution de LSI ou de la détection des clones. De plus, il est à 
noter que la complexité peut être augmentée, car les règles 5.2 et 5.3 peuvent être 
appelées à répétition comme nous l'avons expliqué dans ce chapitre. Dans le pire des 
cas cette répétition pomrait être exécutée n e fois , mais en pratique, ce n 'est jamais 
plus que quelquefois. Donc, nous pouvons estimer la complexité de cette phase entre 
0 (ne2 ) et 0 (ne x n e2 )' mais très probablement le plus près de la borne inférieure. 
5.3.5.2 La répétitivité de l'implémentation des PSCs 
Nos règles sont basées pour beaucoup sur l' idée qu 'un PSC appartenant à une plate-
forme d'implémentation est implémenté de façon répétitive ou semi-répétitive dans le 
code somce d'un système qui adopte cette plate-forme. Les deux premiers systèmes 
analysés nous prouvent que c'est clairement le cas dans des systèmes générés, comme 
il était facile de l'imaginer. Par contre, 1 'on voit qu'avec des systèmes bénéficiant 
d'une architecture moins uniformément implémentée ou même sans une vraie 
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architecture, c' est plus difficile. La répétitivité peut signifier deux choses : uniformité 
et pluralité. 
Tableau 5.2 Complexité des règles de la phase de découverte du profil UML 
Règle Complexité Motivation (le pire des cas) 
5.1 0 (n / + n 0 2) Si LSI crée un groupe pour chaque paire possible de 
classificateurs du PSM et si chaque paire d'opérations est 
clonée entre elles. 
5.2 0 (ne ) Si chaque couple de classificateurs représente un PSC de 
classificateur. 
5.3 0 (n e ) Idem. 
5.4 0 (na ) Si chaque classificateur du PSM est lié à un PIC de classe, 
alors une itération sur chaque attribut du PSM est 
effectuée. 
5.5 0 (n 0 n . ) Si chaque classificateur est lié à tm PIC de classe, alors une 
itération sur chaque attribut pour chaque opération du PSM 
est effectuée. 
5.6 2 0 ( n e n 0 ) Le cas se produit si LSI crée un groupe par paire de classes 
et qu ' il y a un verbe par opération. 
5.7 0 (no2 ) Si un groupe de clones par paire d'opérations est créé. 
5.8 O(np n ;l Pour chaque paramètre, une analyse de flux de données est 
effectuée. 
5.9 0 ( n e2 ) S' il y a un PIC pour chaque élément du PSM. 
5.10 O(n/ ) Idem. 
5.11 O (n/ ) Idem. 
5.12 O (n/ ) Idem. 
5.1 3 0 (ne2 ) Idem. 
5.14 O(ne ) Au pire des cas, il y aura un élément dans le profil pour 
chaque élément du PSM. 
Quand on parle d pluralit ', l' x mpl d VSM a ec se 49 PSCs d'attribut sur 57 
implémentés une seule fois en démontre la problématique. Or l'absence de pluralité 
peut venir de deux raisons. La première raison vient du fait que le concept peut se 
retrouver de façon unique dans le code source d'un système l' implémentant. Un 
exemple courant de cas de figure est les classes utilitaires. La deuxième raison peut 
venir du fait que c' est la nature du système analysé (par exemple, si le PIM est petit) 
qui a fait en sorte que l'implémentation n ' est faite qu'une seule fois. Ces deux raisons 
nous poussent à penser qu'avec un gros système, l'impact de ses deux raisons sur les 
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résultats serait moindre de ce que nous avons eu avec nos systèmes de test. Quant à 
l' uniformité, il s' agit du fait qu 'un PSC soit toujours représenté de la même manière 
dans le code source. Une variation dans l'implémentation peut venir d'une différence 
dans le nommage du PSC ou dans son implémentation. C'est pourquoi nous avions 
décidé d'utiliser des techniques tels que la détection de clones et 1 ' usage de LSI afin 
de remédier au problème d'absence d'uniformité. Dans les deux prochaines sous-
sections, nous allons discuter de 1 'utilité de ces deux techniques. 
5.3.5.3 La détection de clones 
Comme le démontre le tableau 5.3 un grand nombre de groupes de clones sont 
détectés pour chaque système. Surtout comparativement au nombre de groupes 
détectés par LS 1. 
Tableau 5.3 Nombre de groupes découverts par LSI et détection de clones 
Nombre de groupes LSI 7 5 5 15 6 17 
Nombre de groupes de clone 35 160 234 387 329 341 
D 'abord avec un grand nombre, nous augmentons la chance de découverte de faux 
positifs . Par exemple, nous avons choisi de créer un groupe de PSCs de classificateur 
pour chaque groupe de classificateurs partageant une opération clonée. Avec le 
système SGV nous avons vu que cela po11e à la découverte d'un faux PSC 
d' opération. De même, il est possible que nous rations la découverte d 'un PSC si 
l' information représentée par les groupes de clones n 'est pas exploitée adéquatement. 
Ce qui nous mène à deux voies à explorer pour mieux exploiter la détection des 
clones. 
La première voie et l' amélioration de la création des groupes de clones. La création 
des groupes de clones présente plusieurs pistes à explorer. Pour le moment, nous 
groupons les classificateurs possédants du code cloné dans leur opération. Mais 
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d' autres pistes sont à explorer comme la taille minimale du code cloné entre deux 
classificateurs, si des opérations doivent être clonées en entier ou en partie ou le type 
de clones recherchés. 
La seconde voie est de mieux exploiter la signification des groupes de clones. Nous 
groupons les classificateurs qui partagent du code faisant partie d'une même classe de 
clones en supposant que cette classe de clones représente à la fois un PSC de 
classificateur et un PSC d'opération. Il faudrait d'abord mieux spécifier de quel type 
de PSC il s'agit : classificateur, opération ou autre. Les classificateurs d'un groupe 
liés à un même PSC de classificateur devraient partager du code commun, mais du 
code commun peut être partagé par des classificateurs qui ne sont pas liés à un même 
PSC de classificateur comme l'indique l'exemple cité précédent de toString . Aussi 
quand les classificateurs possèdent un patron commun dans leur nom, nous 
identifions ce PSC de classificateur par ce nom, sinon nous ignorions comment 
1' identifier. 
5.3.5.4 LSI 
Nous avons exploré l'utilisation de LSI afin de lutter contre le problème de manque 
d'uniformité de nommage des identificateurs liés aux PSCs, notamment des 
problèmes de synonymies. Nous voyons dans le tableau 5.3 que le nombre de groupes 
détectés par 1' approche LSI est moins élevé que ceux détectés par 1 'approche de 
détection de clones. 
Avec LSI, il y a la même problématique qu' avec les clones, celle de détecter la 
signification en termes de PSC d' un groupe de classificateurs détecté. Nous voyons 
dès le premier exemple que LSI nous aide à améliorer la découverte en nous aidant à 
trouver le PSC d'opération findAll. Mais dans ce cas-ci, il ne s' agit pas de problème 
de nommage, car les verbes contenus dans ces trois classificateurs sont les mêmes. 
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Un autre exemple où LSI a bien performé, c 'est qu ' il a permis de regrouper les 
classificateurs dont le nom se termine par TD et TransitionDelegate dans le 
système PET. Mais on ne peut pas dire qu'il résout directement un problème de 
synonymie de la façon dont nous le désirons, c'est-à-dire dans le nom des opérations. 
En analysant les matrices de cooccurrences, on observe que peu de problèmes de 
synonymes ont été réglés. Par contre, l'on constate que l'analyse regroupe ensemble 
des classificateurs possédant des opérations ayant des verbes communs dans leur 
nom. Peut-être que c' est plus l'analyse TF/DF qui fait les corrections. Il serait aussi 
intéressant de voir comment un treillis de concept s' en serait tiré dans le même 
contexte. 
Une problématique que nous avons eue dans l'utilisation de LSI est la détection des 
verbes que nous plaçons dans la matrice des termes. Par exemple si le nom 
d'opération contient le patron message ou order, ces noms peuvent être des verbes 
ou des noms. Une solution trouvée a été de ne pas considérer le nom du constructeur 
dans la recherche des verbes, car il est rare qu 'un classificateur conti erme un verbe 
dans son nom, cette restriction a réglé la plupart des occurrences de ce problème. 
On peut aussi s ' interroger sur la pertinence de n'utiliser que le nom des verbes 
contenu dans le nom des opérations dans la matrice de cooccurrence. Ce choix a été 
fait sur l' idée que les PSCs d'opération devraient souvent être reliés à un verbe. Cela 
avait pour but de permettre d'utiliser LSI en cherchant à placer dans la matrice des 
termes li ' s au PSC. Un défaut de cette idée est que le nombre de termes s'en trouve 
réduit réduisant l 'efficacité de la découverte. 
Aussi on pourrait imaginer d'utiliser LSI de façon inverse, c'est-à-dire ne placer que 
les noms dans la matrice afin de rechercher des PICs au lieu de PSCs. 
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5.3.5.5 L'enchaînement des erreurs et l' interactivité 
Comme nous le démontrons dans l'analyse des résultats de BJDBC avec les faux 
positifs de PSCs d 'attribut et d'opération liés aux faux positifs de PSCs de 
classificateur, une erreur causée par la découverte erronée d'un PSC par une règle 
peut amener d'autres erreurs en cascade dans les règles suivantes. Un autre exemple 
de cette problématique est que comme nous l'avons constaté, la découverte de faux 
PSCs de classificateur tend à causer la découverte de faux PSCs d'opération et PSCs 
d'attribut qui leurs sont reliés. Évidemment, l'idéal est d'éviter ces erreurs, ce qui est 
notre but premier. 
Une idée qui vient à l' esprit serait un mécanisme permettant une certaine interaction 
afin d'indiquer au système les erreurs afin qu'il repre1me ses recherches de PSCs aux 
endroits appropriés. C'est d'ailleurs ce que fait automatiquement l'algorithme en 
rappelant l' étape de filtrage des PSCs quand il découvre de nouveaux PSCs ou des 
PSCs inutiles. Mais cette interaction pomrait aussi prendre la forme d'un mécanisme 
d'interaction entre le système et un expert où ce dernier pourrait indiquer après 
l' exécution de chaque règle du système ses erreurs. Dans le cas de faux positifs, le 
système devra ignorer les PSCs faussement détectés indiqués par l'expert et dans le 
cas de faux négatifs ajouter aux PSCs détectés ceux que l 'expert suggère. Bien 
entendu, un tel système devra afficher de façon efficace et intuitive ses résultats, 
expliquer comment ils ont été découverts et offrir un mécanisme convivial pour les 
modifier. 
5.3.5.6 Règles de nommage des identificateurs 
Nous prenons parti que le nom des identificateurs dans le code source d'un système 
analysé peut donner w1e idée à la fois du PSC implémenté et le cas échéant du PIC 
implémenté. Si nous nous limitions aux EJBs nous powTions supposer que le nom du 
PIC est toujours suivi du nom du PSC dans le nom d'un classificateur et l' inverse 
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dans celui d'une opération. Dans notre approche, nous n'avons pas fait ce geme 
d'hypothèses, mais en le faisant nous augmenterions la qualité des résultats comme 
dans le cas d'Exception de BJDBC. On pourrait alors imaginer que le système tente 
de détecter ces patrons de nommage ou que ceux -ci soient fownis en entrée. 
Nous avions tenté d'appliquer w1e règle tentant de résoudre en partie cette 
problématique. Elle était basée sur l'idée que si le nom d'un PSC de classificateur ne 
se retrouve pas toujours à la même position dans le nom d'un classificateur du PSM, 
on est devant l' une des deux situations : soit il ne s'agit pas d 'un PSC de 
classificateur soit nous sommes devant un problème de nommage (nommage non 
uniforme). On présageait le premier cas en énonçant la règle comme ceci : « Chaque 
PSC de classificateur dont le nom ne se trouve pas seulement au début, au milieu ou à 
la fin du nom d'un classificateur du PSM est retiré de la liste des PSCs. » 
Malheureusement sous cette forme elle apportait plus de problèmes que de solutions. 
Mais il aurait été sans doute possible de la raffiner. 
5.4 SYNTHÈSE 
Nous avons présenté dans ce chapitre notre algorithme qui permet la découve1ie d'un 
profil UML de la plate-forme d'implémentation à pmiir du code source d 'un système 
légataire. Par la suite, nous avons présenté le protocole que nous avons suivi lors de 
notre processus de validation de notre algorithme. Nous avons aussi fourni les 
résultats de ce processus. Nous avons conclu ce chapitre par une discussion sur des 
éléments de notre algorithme et des pistes d' améliorations à suivre. 
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CHAPITRE VI 
DÉCOUVERTE DU MODÈLE INDÉPENDANT DE PLATE-FORME 
Dans les chapitres précédents, nous décrivons la problématique de la modernisation, 
l'ingénierie dirigée par les modèles, l'état de l'art entourant ces sujets, un aperçu 
global de notre approche de modemisation et sa première phase qui est la découverte 
du profil UML de la plate-forme d ' implémentation. 
Dans ce chapitre, nous présentons la phase de la découverte du modèle indépendant 
de plate-forme qui est le second des trois modèles que nous découvrons dans le 
processus de modernisation. Nous donnons d' abord une vue générale de cette phase 
avant de l' expliquer en détail à l' aide de règles et d'exemples. Nous parlons ensuite 
du processus de validation et de ses résultats et nous tenninons par une discussion sur 
ces résultats. 
6.1 VUE GÉNÉRALE 
La phase de la découverte du modèle indépendant de plate-forme est composée de 
deux sous-phases principales. La première sous-phase est la découverte du modèle 
indépendant de plate-forme et utilise le PSM du système légataire et le profil UML de 
la plate-forme d'implémentation. La seconde sous-phase est la sérialisation d c PIM 
dans un modèle XML Comme la seconde sous-phase ne constitue pas de défi 
pmiiculier et que notre principale contribution se situe dans la première sous-phase, 
nous allons décrire celle-ci en détail dans la suite de ce chapitre. 
6.2 SOUS-PHASE 1 :DÉCOUVERTE DU MODÈLE INDÉPENDANT DE 
PLATE-FORME 
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Dans cette section nous décrivons notre sous-phase de découverte des concepts 
indépendants de plate-forme à l'aide de règles et d'exemples d'applications de celles-
ci sur le système jouet décrit au chapitre 4 et pour certaines sur le système Banking 
JDBC présenté en appendice A. Comme l' illustre la figure 6.1, cette sous-phase est 
divisée en sept étapes et débute par la découverte des PICs de classe. Si cette 
première étape amène la découverte de nouveaux PSCs alors une étape de 
« raffinement » du profil de la plate-forme est appelée, qui consiste à réexécuter la 
découverte de ce profil à partir de la règle 5.2. Sinon les étapes suivantes sont la 
découverte des PICs d'attribut et la découve1ie des PICs d ' opération. Ensuite, une 
étape de filtrage des PICs de classe est appelée, qui peut rappeler l ' étape de 
« raffinement » du profil de la plate-forme. La dernière étape est la découverte des 
PICs de relation représentant les relations entre les PICs découverts. Dans ce qui suit, 
nous allons détailler six de ces sept étapes. Les règles 5.12-5 .13 de l'étape de 
« raffinement » du profil de la plate-forme sont décrites dans le chapitre 5. 
6.2.1 Étape 1.1 : Découverte des PICs de classe 
La première étape découvre les PICs de classe du système en recherchant les mots du 
vocabulaire du PSM les représentant. Cette étape utilise les règles 6.1 à 6.3 . La règle 
6.1 est motivée par le fait que les noms des classificateurs du PSM sont composés de 
mots venant du domaine du problème (donc du PIM) et de la solution (donc du PDM) 
et qu'en filtrant les noms des PSCs de classificateur de ces derniers, il est possible de 
découvrir ceux des PICs de classe. 
• 
Découverte des PICs de classe (régies 6.1 -6.3) 
De nouveaux PSCs 
ont été découverts ? 
[non] 
[oui] 
Découverte des PICs d'attribut (règ le 6.4) 
Découverte des PICs d'opération (règle 6.5) 
Découverte des PICs de paramètres (règle 6.6) 
Filtrage des PICs de classe (règle 6. 7) 
De nouveaux PSCs 
ont été découverts ? 
[non] 
Découverte des relations entre les PICs (règ les 6.8-610) 
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Rafinement du profil UML (règles 5.2-5.13) 
[oui] 
Figure 6.1 La sous-phase de découverte du modèle indépendant de plate-forme 
La règle 6.2, quant à elle est motivée par le fait que l'ensemble des PSCs de 
classificateur du profil UML de la plate-forme d'implémentation donné en entrée est 
possiblement incomplet. Elle cherche de nouveaux PSCs de classificateur en 
examinant les classificateurs du PSM qui ne sont encore liés à aucun PSC de 
classificateur. Si le nom de ces classificateurs contient celui d'un PIC de classe alors 
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possiblement, il contient aussi le nom d'un PSC de classificateur non encore 
découvert. Si de nouveaux PSCs sont découverts ici, il est utile de réactiver la 
découverte du profil en l'enrichissant de ces PSCs et d 'ensuite recommencer la 
découverte du PIM avec ce profil enrichi . 
La règle 6.3 procède de la même façon que la règle 6.2 à la différence que cette fois-
ci, nous cherchons à identifier des PICs de classe non encore découverts. 
Règle 6.1 
Un classificateur c du PSM est lié à un PIC de classe P dont le nom est celui de c 
auquel toute occurrence du nom d' un PSC de classificateur a été retirée. Ce lien 
existe à condition que P soit lié à plus d' un classificateur du PSM. 
Dans notre système jouet, nous découvrons les PICs de classe suivants liés à des 
classificateurs du PSM : Account, BankManager, BankTransaction, 
CheckingAccount , Customer, Deposit, SavingAccount, et Withdrawal . Par 
exemple, nous découvrons que le PIC de classe Account est lié à au moins deux 
classificateurs du PSM (AccountBean et AccountHome) après avoir retiré de leur nom 
les occurrences du nom des PSCs de classificateur Bean et Home . 
Règle 6.2 
Chaque classificateur c du PSM qui n ' est lié à aucun PSC de classificateur et dont le 
nom contient celui d' un PI de classe P est lié à celui-ci. Un nouveau PSC de 
classificateur est créé et nommé en retirant du nom de c celui de P. Le nom de ce 
nouveau PSC ne doit pas être le même que celui d'un PIC de classe. Si de nouveaux 
PSCs ont été détectés, 1' approche doit reprendre à la règle 6.1 après avoir relancé la 
découverte du profil avec ces nouveaux PSCs à la règle 5.2. 
---------------------
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Dans notre système jouet, cette règle découvre un nouveau PSC de classificateur 
nommé Session grâce au classificateur orphelin BankManagerSession dont le nom 
contient celui du PIC de classe nommé BankManager. 
Règle 6.3 
Chaque classificateur c du PSM qui n' est lié à aucun PIC de classe et dont le nom 
contient celui d'un PSC de classificateur P est lié à un nouveau PIC de classe. Ce 
nouveau PIC est nommé en retirant du nom de c celui de P, à condition que ce nom 
ne contie1me pas le nom d' autres PSCs de classificateur. 
Dans notre système jouet, si la classe du PIM Account n' implémentait que le PSC de 
classificateur Ut il alors ce PIC n ' aurait pas été découvert par la règle 6.1. La règle 
découvrirait alors ce PIC grâce au classificateur du PSM AccountUtil. 
6.2.2 Étape 1.2 : Découverte des PICs d' attribut 
La seconde étape de la découverte des PICs a pour objectif de découvrir, pour chaque 
PIC de classe, les PICs d 'attribut qui lui sont liés en recherchant les mots du 
vocabulaire du PSM susceptibles de les représenter. Cette étape est basée sur la règle 
6.4. 
Règle 6.4 
Un attribut d'un classificateur du PSM lié à un PIC de classe e t lié à un PIC 
d'attribut homonyme si un attribut du même nom n'appartient pas à tous les 
classificateurs de l'un des sous-groupes d'un PSC de classificateur en lien avec le 
critère d' implémentation d'une interface ou d'héritage d' un classificateur. 
Dans notre système jouet, 1 ' attribut accountNumber du classificateur du PSM 
AccountData lié au PIC de classe Account est quant à lui lié au PIC d'attribut 
accountNumber, car aucun sous-groupe d'un PSC de classificateur ne voit tous ses 
classificateurs partager un attribut nommé « accountNumber ». Cette règle découvre 
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également que l' attribut cachedRemoteHome du classificateur du PSM AccountUt i l 
lui aussi lié au PIC de classe Account n'est pas un PIC d'attribut, car tous les sous-
groupes du PSC de classificateur Util contiennent un attribut nommé 
« cachedRemoteHome ». 
6.2.3 Étape 1.3 :Découverte des PICs d'opération 
La troisième étape de la sous-phase de découverte du PIM a comme objectif 
d'identifier, pour chaque PIC de classe, les PICs d'opération qui lui sont liés en 
recherchant les mots du vocabulaire du PSM susceptibles de les représenter. Cette 
étape est représentée par la règle 6.5. 
Règle 6.5 
Une opération d'un classificateur du PSM lié à un PIC de classe est liée à un PIC 
d'opération homonyme si une opération du même nom n'appartient pas à tous les 
classificateurs de l'un des sous-groupes d'un PSC de classificateur en lien avec le 
critère d'implémentation d'une interface ou de l' héritage d'un classificateur et que le 
nom de cette opération n' est pas lié avec un PSC d'opération. Toute occurrence d'un 
nom d'un PSC dans le nom et le type de chaque paramètre de cette opération est 
enlevée. 
Dans notre système jouet, puisque tous les classificateurs du groupe lié au PSC de 
classificateur Be an ont une opération nommée ej bActi va te, cette opération n'est pas 
un PIC d'opération lié au PIC de classe Account . Par contre, l' opération nommée 
saveTransaction du classificateur du PSM BankManager représente un PIC 
d'opération lié au PIC de classe BankManager , car aucun des groupes liés au PSC 
PICClass ne voit tous ses membres avoir une opération homonyme. 
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6.2.4 Étape 1.4 : Découverte des PICs de paramètre 
La quatrième étape de la découverte du PIM a comme objectif d'identifier, pour 
chaque PIC d'opération, les PICs de paramètre qui lui sont liés en recherchant les 
mots du vocabulaire du PSM susceptibles de les représenter. Cette étape est 
représentée par la règle 6.5. 
Règle 6.6 
Un paramètre Pl d' une opération 01 d'un classificateur Cldu PSM, où 0 1 est lié à 
une opération homonyme 02 d'une classe c2 du PIM, représente un PIC de 
paramètre homonyme si Pl est lié à un élément du PIM, selon la première des 
conditions suivantes s' appliquant : 
o s' il existe tm attribut Al de Cl où Al est lié à un attribut A2 (respectivement 
une extrémité d' association AE) de c2 et Al est relié à Pl par l ' analyse de flux 
de données, alors Pl est lié à A2 (respectivement AE); 
o s'il existe un attribut A (respectivement une extrémité d'association AE) de c2 
dont le nom est le patron le plus long figurant dans le nom de Pl, alors Pl est 
lié à A (respectivement AE); 
o si le nom de c2 est le patron le plus long figurant dans le nom de Pl, alors Pl 
est lié à c2 . 
Dans le système Banking JDBC, le paramètre amt de l'opération credit du 
classificateur du PSM Account lié au PIC d'opération credit du PIC de classe 
Account devient un PIC de paramètre. Car il est lié par DF A à l'attribut balance de 
la classe du PIC Account. 
6.2.5 Étape 1.5 : Filtrage des PICs de classe 
Le fait qu 'un PIC de classe qui a été détecté ne soit pas lié à des PICs d' attribut ou à 
des PICs d'opération est un indice qu'il ne s'agit probablement pas d'un vrai PIC de 
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classe. La règle 6.7 cherche aussi avec ces PICs de classe, d'autres PICs de classe et 
potentiellement de nouveaux PSCs de classificateur. 
Règle 6.7 
Un PIC de classe qui n'est lié à aucun PIC d'attribut ou d'opération et dont le nom 
contient le nom d'un autre PIC de classe est retiré du PIM. Le nom de chacun des 
classificateurs du PSM qui lui étaient liés est analysé afin de trouver de nouveaux 
PSCs de classificateur en cherchant le patron le plus long qui ne contient pas le nom 
de PSC de classificateur, de PIC de classe et de classificateur du PSM du 
classificateur. Si de nouveaux PSCs ont été détectés, l'approche doit reprendre à la 
règle 5.2 après avoir relancé la découverte du profil avec ces nouveaux PSCs. 
Dans le système Banking JDBC, le PIC de classe ReuseExcept i on est enlevé, car il 
n'est lié à aucun PIC d'attribut ou PIC d'opération. 
6.2.6 Étape 1.6 :Découverte des relations entre les éléments du PIM 
La dernière étape de la sous-phase de découverte du PIM consiste à découvrir les 
relations existantes entre les PICs. Cette étape est basée sur les règles 6.8, 6.9 et 6.1 O. 
Règle 6.8 
Si le type d'un PIC d 'attribut A lié à un PIC de classe Cl est un autre PIC de classe c2 
alors ce PIC d ' attribut est remplacé par une association entre Cl et c2 . 
Dans notre système jouet, le PIC attribut eus tomer lié au PIC de classe Account est 
du type du PIC de classe Customer, alors une association entre ces deux PICs de 
classe est créée et eus tomer n'est plus un PIC attribut lié à la classe Account . 
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Règle 6.9 
S' il existe une relation d'héritage entre un classificateur Cl du PSM relié à un PIC de 
classe Pl et un autre classificateur c2 du PSM relié à un PIC de classe P2 , il y a une 
relation d'héritage entre Pl et P2 dans le PIM. 
Dans notre système jouet, une relation d'héritage est créée entre le PIC de classe 
Checkin gAccount et le PIC de classe Account, car le classificateur du PSM 
Checkin gAc c oun t qui est lié au PIC de classe Ch eckingAccount hérite du 
classificateur du PSM Account . Ce dernier classificateur étant lié au PIC de classe 
Account . 
Règle 6.10 
S' il existe une exception E j etée par une opération d'un classificateur Cl du PSM lié 
à un PIC de classe P2 et le type de E est celui d'un classificateur c2 du PSM lié à un 
PIC de classe P2 alors une relation de dépendance est créée où Pl est la source et P2 
est la cible. 
Dans le système JDBC, la classe du PIM Account a une dépendance de la classe du 
PIM InsufficientFundsException, car son classificateur lié dans le PSM 
AccountTransaction possède la méthode transfer qui jette une exception de ce 
type. 
6.3 V ALIDA TION DU TRAVAIL 
6.3.1 Cadre de validation 
Le cadre de validation utilisé est le même que celui décrit à la section 5.3 .1 à la 
différence qu ' au lieu d'utiliser pour la validation une liste de PSCs, nous donnons au 
système le PIM du système légataire que nous avons créé avec l' outil Visual 
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Paradigm8. Une remarque importante quant à la qualité de nos résultats, est que le 
profil de la plate-forme d' implémentation employé est celui découveti dans le 
processus automatisé présenté au chapitre précédent. Nous avons choisi de procéder 
de cette façon, car les deux processus sont très reliés comme nous l'avons déjà 
expliqué. 
Mais il est évident que si nous avions fourni une liste de PSCs idéals à 1' outil nous 
aurions obtenu des résultats forcément meilleurs. 
6.3.2 Résultats 
Le tableau 6.1 présente les résultats obtenus pour la découverte des PICs des six 
logiciels analysés. Nous revenons ensuite plus en détail pour chacun de ces logiciel s 
dans le reste de cette section en analysant des points spécifiques de leur résultat. 
6.3.2.1 Le système jouet (Jouet) 
Notre système jouet nous dotme d'excellents résultats, comme nous pouvions nous y 
attendre. Les deux faux positifs de PIC d'opération sont là, car ceux-ci n'ont pas été 
détectés comme PSCs d'opération alors qu ' ils le sont. Ils sont donc retenus comme 
des PICs d'opération. Il s'agit des opérations setSessionContext et 
unsetSessionContext de BankManagerSession qui représentent des PSCs et non 
des PICs. Mais, ils ne sont implémentés qu 'une seule fois et ils ne sont donc pas 
détectables comme PSCs et deviennent donc des PICs. 
6.3.2.2 Le système de gestion des ventes (SGV) 
Avec ce système, il y a trois problèmes : 
• le faux négatif de PIC d' attribut qui est relié au faux positif de PSC d' attribut 
orderid qui l' empêche d' être détecté comme un PIC d' attribut; 
8 http: //www. visua l-paradigm.com/ 
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• les deux faux positifs de PIC d 'opération qui quant à eux, sont reliés aux faux 
négatifs de PSC d ' opération hashcode et equals qui les font détecter comme 
des PICs d ' opération; 
• les trois faux négatifs de PIC d' association qui viennent du fait que même si 
ces associations existent bien dans le PIM et dans la logique de 1' application, 
elles ne peuvent être détectées par nos règles. Car ces associations prennent la 
forme d 'un attribut dans la classe qui est associé à l ' autre. Par exemple dans le 
PIM, la classe Salesürder est liée à Customer, mais dans le PSM cette 
association se concrétise par l'attribut customeriD qui est de type entier, ce 
qui fait que ce lien ne peut être détecté par nos règles. Ce problème se produit 
régulièrement dans les autres systèmes analysés ; 
• les deux faux positifs de PIC d ' attribut sont quant à eux reliés aux faux 
négatifs de PIC d'association car ils représentent des attributs représentant ces 
associations. 
6.3.2.3 Banking JDBC (BJDBC) 
Conm1e nous le mentionnons en commentant les résultats de la découverte des PSCs 
de classificateur, seulement deux des classes de son PIM sont implémentées plus de 
deux fois et c' est précisément celles-ci qui ont été trouvées comme vrai positif de PIC 
de classe. Les autres 3 faux négatifs de PIC de classe sont donc les autres classes du 
PIM non dét cté s. L s 16 faux positifs de PIC d ' opération comme la majorité des 
faux PICs d' attribut et de paramètre sont liés à de faux PICs de classes. Quant aux 6 
faux positifs de PIC de classe: 
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Tableau 6.1 Résultat de la découverte des PICs 
Nombre d e lign es d e code 1124 1091 2076 3 198 3082 6I90 
Nombre d e c lassificateurs 47 29 67 89 74 209 
Nombre d'attributs 55 53 130 146 132 411 
Nombre d'opérat io n s 430 207 375 503 427 1049 
-~ 
VP PIC de classe 8 4 2 I4 10 6 
fpp PIC de c las se 0 6 161 4 16 ' 
... 
-
FN PIC de classe 0 3 5 5 31 
Rappe l PIC de classe 100,00 Jo~.oo 40,00 _ 73,68 ' 1}6,67 16,22 
Précisio n PIC d e c lasse IOO,OO 100,00 25,00 46,67 71 ,43 27,27 
VP PIC d'a ttribut Il 21 5 42 24 4 
FP PIC d'attribut 0 2 20 44 Il 82 
FN PIC d 'a ttribut 0 3 22 25 79 
Rappe l PIC d'attribut 100,00 95,45 62,50 65,63 48,98 4,82 
Précis ion PIC d'attribut 100,00 91,30 20,00 48,84 68,57 4,65 
VP PIC d'o p ératio n 0 4 16 10 
FP PIC o p ération 2 2 16 36 19 73 
FN PIC opération 0 0 0 77 44 17 
' Rappel PIC opération 100,00 100,00 100,00 17,20 , 18,52 5,56 
Précis ion PIC opération 33,33 0,00 20,00 30,77 34,48 1,35 
VP PIC d e paramètre 0 0 3 0 1 0 
FP PIC d e paramètre 0 0 7 0 4 
FN PIC d e paramètre 0 0 5 30 46 19 
Rappel P IC de paramètre 100,00 1.00,00 37,50 0,00 2, 13 0,00 
Précision PIC d e paramètre 100,00 100,00 75,00 0,00 IOO,OO 0,00 
VP PIC d'association 4 0 1 2 3 
FP PIC d'association 0 0 2 5 9 7 
FN PIC d'associa tion 0 3 2 13 14 106 
Rappel PIC d'associat ion 100,00 0,00 33,3~ 7,I4 12,50 2,75 
Précis ion PIC d'association 100,00 100,00 33,33 16,67 18,18 30,00 
VP PIC d'héritage 4 0 0 0 0 0 
FP PIC d'héritage 0 0 2 10 0 3 
FN PIC d'hétitag e 0 0 0 0 0 0 
Rappel PIC d'héritage 100,00 100,00 100,00 100,00 100,00 100,00 
Precis io n PIC d'h é ritage 100,00 100,00 0,00 0,00 100,00 0,00 
VP PIC de dépendance 0 0 0 1 2 0 
FP PIC de dépendance 0 0 2 12 0 6 
FNPIC d e d é p end ance 0 0 1 0 3 1 
Rappel PIC de dép e ndance 100,00 100,00 0,00 IOO,OO 40,00 0,00 
Precision PIC de dépendanc• 100,00 100,00 0,00 7,69 100,00 0,00 
• il y a d' abord base , qui s'il était un vrai positif, serait lié à trois classificateurs 
du PSM: BaseEntity, BaseFacade, BaseHome qui sont liés à des PSCs de 
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classificateur réels et à une quatrième qui ajoute le faux positif de PSC de 
classificateur Session avec la classe liée BaseSession. Il s'agit de 
classificateurs purement reliés à la plate-forme qui implémentent des PSCs de 
classificateur. En fait, ce point soulève w1 point important : un PSC de 
classificateur peut aussi implémenter d 'autres PSCs de classificateur. Nous 
reviendrons sur ce point dans notre discussion à la fin de ce chapitre; 
• le faux positif PIC de classe Exception qui est aussi lié avec deux vrais PSCs 
d'opération; 
• les 4 autres faux positifs de PIC de classe sont découverts en appliquant la 
règle 6.3. Ces faux positifs sont liés à des classificateurs du PSM dont le nom 
contient Je nom de vrais PSCs de classificateur. 
Les faux positifs de PIC d 'attribut sont causés par des variations dans le nom des 
attributs comme FIRST _ NAME et fir s tName qui sont tous les deux détectés pour la 
classe Customer du PIM. Les autres faux positifs d 'attribut et d ' opération sont 
surtout reliés à de faux positifs de PIC de classe. Les trois faux négatifs de PIC 
d'attribut sont ceux qui seraient reliés au faux négatif de PIC de classe AccountType . 
Un des deux faux négatifs de PIC d ' association se produit, car l'une des ses 
extrémités n 'est pas détectée comme PIC de classe alors que l' autre se produit, car le 
lien entre les PICs de classe Customer et Account se concrétise dans le PSM par un 
ArrayList (qui contiendra les Accounts) , ce qui n 'est pas détectable par nos règles. 
Quant aux faux positifs d ' association, ce sont des associations entre de faux PICs de 
classe. 
Le faux négatif de PIC de dépendance vient du fait que le PIC de classe 
InsufficientFundsException n 'a pas été détecté et que donc la dépendance de 
Account pour cette classe ne peut être découverte. Les deux faux positifs de PIC de 
dépendance sont causés par des PICs faussement détectés, et les dépendances vont 
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vers eux. Les autres problèmes de dépendance sont semblables dans les autres 
systèmes. 
C'est aussi dans ce système que nous voyons les premiers faux positifs d'héritage. 
Encore une fois , le problème vient d 'héritages entre PICs de classe faussement 
détectés. Ici, la classe de plate-forme Base est faussement détectée comme PIC de 
classe et certains classificateurs du PSM liés à un PIC de classe héritent du 
classificateur du PSM lié au PIC Base, un héritage est alors détecté entre ces PICs de 
classe. Ce cas se reproduit dans les systèmes qui suivent. 
C'est d'abord dans cet exemple que se pointe un problème, la découverte des PICs de 
paramètre. D'abord, le faux positif est lié à un faux PIC d'opération. Mais, le 
problème majeur dans la découverte des PICs de paramètre vient du fait que pour 
détecter ceux-ci, tout comme les PSCs de paramètre, nous cherchons les liens entre 
les éléments du PIM et ceux-ci. Quand les noms sont identiques, ce n'est pas trop 
problématique. Par contre pour plusieurs cas c'est plus problématique, par exemple, 
le lien entre le paramètre acct du PIC d'opération deposi t et la classe du PIM 
Account n'a pu être découvert ni par l' analyse des identificateurs ni par DFA. De 
même, le paramètre arnt de l'opération widthraw du classificateur du PSM Account 
n' a pas son lien détecté par DFA avec l'attribut balance de la classe du PIM 
Account car notre analyse de flux de données devrait être plus élaborée. Encore là, 
cette problématique se reproduit dans les systèmes qui suivent. 
6.3.2.4 Le centre commercial virtuel (VSM) 
Ce système a aussi plusieurs faux positifs de PIC d'opération, beaucoup de ces faux 
positifs sont en lien avec des PICs d'attribut non découverts. Comme ces PICs 
d' attribut ne sont pas détectés, le lien entre les deux ne peut être découvert. Par 
exemple, la classe du PIM ca r t, ne voit pas son attribut amount découvert, alors 
l'opération du PSM getAmount ne peut y être liée. 
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6.3.2.5 Le service de courtage en ligne (OFBS) 
Le nombre de faux négatifs de PIC d'association est élevé, car il n'est pas possible de 
trouver des liens entre des PICs de classe non découve1is. Nous voyons aussi que 
c'est ce système qui a le rappelle plus faible pour les PICs d'attribut (exception faite 
du système Pet). Pour beaucoup de ceux-ci, ce sont de PICs de classe non détectés 
qui contiennent plusieurs attributs et donc les PICs d'attribut qui leur sont reliés ne 
sont pas détectés . 
Aussi ce système nous présente un problème intéressant pour lier un paramètre à un 
élément du PSM qu'une analyse de flux de données ne peut répondre. Par exemple, le 
paramètre symbol de l'opération getLatestRate du classificateur du PSM 
StockRate est difficilement associable à tm attribut, car il est utilisé seulement dans 
une requête SQL dans le code de cette opération. 
6.3.2.6 Le EJB Pet Store (PET) 
Comme, nous pouvions nous y attendre, ce système a obtenu les moins bons résultats 
des six. En grande partie, car il recevait déjà en entrée un profil UML de mauvaise 
qualité. 
6.3.3 Discussion 
Les différents essais, que nous venons de présenter, nous aident à esquisser des 
réfl xions t des constatations sur notre approche. e1iaines nous font voir les causes 
des limites de notre approche alors que d'autres sont une piste de réflexion afin d'y 
remédier. Ce1iains points de la discussion au sujet de la découverte du profil UML de 
la plate-forme d' implémentation s'appliquent aussi à cette phase et ne seront donc pas 
répétés. 
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6.3.3.1 Complexité des algorithmes 
La phase de la découverte du modèle indépendant de plate-forme consiste en 
plusieurs étapes que nous avons exprimées dans un ensemble de règles. Plusieurs 
facteurs en rapport au nombre d ' éléments dans le PSM entrent en compte dans le 
calcul de la complexité de l'application de ces règles : le nombre de classificateurs 
(ne), le nombre d 'opérations (no), le nombre d'attributs (n.), le nombre de paramètres 
(nP), le nombre d' import dans le PSM (nirn), le nombre de jetons (nt) et le nombre 
d'instructions (n;) dans le code des opérations. Nous avons choisi d'estimer la 
complexité dans le pire des cas pour chacune de ces règles. Nous avons déjà expliqué 
la complexité de l' analyse de flux de données dans la section correspondante du 
chapitre 5. 
Le tableau 6.2 résume une estimation de la complexité pour chaque règle. En 
analysant ces chiffres, nous pouvons estimer que le pire des cas lors de l ' exécution 
serait proporti01mel au carré du nombre de classificateurs dans le PSM, o (ne 2 ) • De 
plus, il est à noter que la complexité peut être augmentée, car la règle 6.2 et les 
suivantes peuvent être appelées à répétition comme nous l' avons expliqué dans ce 
chapitre. Dans le pire des cas cette répétition pourrait être exécutée ne fois, mais en 
pratique, ce n'est jamais plus que quelquefois. Donc, nous pouvons estimer la 
complexité de cette phase entre o (nc2 l et o (nc3 ) , mais très probablement, le plus près 
de la borne inférieure. 
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Tableau 6.2 Complexité des règles de la phase de découverte du PIM 
Règle Complexité Motivation (le pire des cas) 
6.1 O(nc) Pour chaque classificateur du PSM. 
6.2 O(n/ ) Le nombre de PSCs est proportionnel au nombre de 
classificateurs par le nombre de classificateurs. 
6.3 0 (ne) Pour chaque classificateur du PSM. 
6.4 0 (na) Pour chaque attribut du PSM. 
6.5 0 (n 0 ) Pour chaque opération du PSM. 
6.6 O(n/ ) Le nombre de PICs de classe est proportionnel au nombre 
de classificateurs du PSM tout comme le nombre de 
groupes reliés. 
6.7 0 (npn i ) Pour chaque paramètre, une analyse de flux de données est 
effectuée. 
6.8 0 (na) Le nombre de PICs d'attribut est prop01tionnel au nombre 
d' attributs du PSM. 
6.9 O(n/ ) Pour chaque classificateur du PSM « par » pour chaque 
classificateur du PSM. 
6.10 0 (n i m + n 0 ) Proportionnel au nombre d'impOli et d'opération. 
6.3.3.2 Imp01tance de la qualité du profil de la plate-forme 
Comme nous l'avons expliqué précédemment, nous avons utili sé le profil de la plate-
forme d' implémentation tel que découvert par notre outil par les règles décrites au 
chapitre 5. Comme les résultats de cette découverte ne sont pas optimaux, les résultats 
de la phase de découverte des concepts indépendants de plate-forme ne peuvent pas 
être parfaits. Donc, toute amélioration dans la découverte du profil UML de la plate-
forme d' implémentation serait profitable à la phase de découverte des concepts 
indépendants de plate-forme. 
6.3.3.3 Difficulté de cerner des PICs de classe reliés à un unique classificateur du 
PSM 
113 
Nous avons introduit la règle 6.3 afin de détecter les classes du PIM représentées une 
seule fois dans le PSM. Cette règle fonctionne bien dans plusieurs des cas. Mais elle 
entraine la découverte de plusieurs faux positifs de PIC de classe comme nous avons 
pu le constater avec JDBC. Car parfois un classificateur du PSM possède dans son 
nom le nom d'un PSC de classificateur vrai ou faux positif, mais n'est relié qu'à la 
plate-forme d'implémentation. 
Cette règle ne détecte pas aussi les PICs de classe ne contenant pas le nom d' un PSC 
de classificateur ou d'un PSC de classificateur non découvert. Il faut donc trouver une 
technique plus efficace et comportant moins d'effets secondaires afin d' isoler ces 
PICs de classe. 
6.3 .3.4 Le nom des éléments du PIM épelé différemment que dans le PSM 
Nous avons aussi noté que des éléments du PIM et du PSM correspondant peuvent ne 
pas être écrits de façon identique, par exemple tout en majuscule quand elle 
correspond à une constante dans le PSM, mais en minuscule dans le PIM. Le 
problème est relativement simple à corriger dans les cas simples, comme le cas 
majuscule et minuscule. Mais on pourrait imaginer aller plus loin en cherchant à 
détecter les fautes d'orthographe, voir des synonymes. 
6.3.3.5 La difficulté de découvrir un PIM plus ou moins existant 
Il va de soi qu 'une application contient des éléments représentant les objets du 
problème et de la solution. Malheureusement souvent les choses ne sont pas définies 
aussi clairement. Dans ce cas, il devient difficile de détecter ce PIM si celui -ci est 
vague et diffus dans le code source. On pourrait imaginer que dans ce cas la 
découverte du PIM pourrait faire appel à un expert du domaine afin de corriger ses 
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résultats, en procédant en quelque sorte à une réingénierie du système en plus 
d'extraire directement un PIM du système. 
6.3.3.6 Des PSCs de classificateur en implémentant d'autres 
Nous avons détecté certains faux positifs de PIC de classe, car des PSCs de 
classificateur peuvent implémenter d'autres PSCs de classificateur. Rappelons le cas 
du PSC de classificateur Base qui implémente les PSCs de classificateur En t i t y, 
Facade , Home et Session. Les fondements de notre approche font en sorte que ce 
genre de scénario n'est pas suppmié. Dans l'état actuel, nous ne voyons pas d' autres 
solutions qu ' une intervention manuelle pour signaler que Base est un PSC de 
classificateur et non un PIC de classe. 
6.4 SYNTHÈSE 
Nous avons décrit dans ce chapitre notre algorithme de découverte du PIM d'un code 
source légataire. Nous avons aussi présenté l'outil que nous avons développé pour 
implanter notre approche, le protocole que nous avons suivi lors de notre processus 
de validation et les résultats de notre processus de validation. Nous avons conclu ce 
chapitre par une discussion sur notre processus de validation et des pistes 
d'améliorations à suivre. 
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CHAPITRE VII 
DÉCOUVERTE DES MODÈLES DE TRANSFORMATION 
Dans les chapitres précédents, nous décrivons la problématique de la modernisation, 
l'ingénierie dirigée par les modèles, l'état de l'art entourant ces sujets, un aperçu 
global de notre approche de modernisation et ses deux premières phases qui sont la 
découverte du profil UML de la plate-forme d' implémentation et la découverte du 
modèle indépendant de plate-forme. 
Dans ce chapitre, nous présentons la phase de découverte des modèles de 
transformation. Nous d01mons d 'abord une vue générale de cette étape avant de 
l'expliquer en détail à l'aide de règles et d'exemples. Nous parlons ensuite du 
processus de validation et de ses résultats et nous terminons par une discussion sur 
ces résultats. 
7.1 VUE GÉNÉRALE 
La phase de découverte des modèles de transformation est divisée en trois sous-
phases. La figure 7.1 nous montre les intrants à ces sous-phases tout comme les liens 
entre elles en plus de les présenter d 'une façon graphique. Conune le montre le haut 
de cette figure, ces sous-phases utilisent comm intrant le PSM représentant le 
système légataire, le profil UML du modèle de sa plate-forme d' implémentation et 
son PIM obtenus dans les phases précédentes. L'objectif de cette figure est de faire 
ressortir les liens entre ces différentes sous-phases. 
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Intrants 
PIM 1 1 1 l PSM 
Sous6phase 1: Découverte des carte~de dérivation 
PDM 
Éléments du PIM 1+---------.;:-----1 Éléments du PSM f---------,,...------+1 ~ ~ PSCs 
Étape 1.1 : Découverte des Étape 1.2: Découverte des 
liens entre les éléments du liens entre les éléments du 
PSM et du PIM PSM et les PSCs 
.. .. -··· 
Étape 1.3 :Création des cartes· . de dérivation : •' 
. . y ... . · 
(origin, destinati,on, primaryPSC) 
Sous phase 2 : Création des modèles . de transformation 
Étape 2.1 : Créations des modèles de transformation ........ Y . ... . ............ ... . . ...................... .... m ....... .. ... ............. m .............. , 
i type = destination.type pr imarylmplementedPSC = primaryPSC 
· impleme nte dPSCVariations = context = origin.type 
: type = destination.type ··p;·i-~~~-Y.i~J result = { nam e=destination.name . .. } [ ... 
implementedPSCVariations = $ context = o~-~~ 
result = { name=destination.name ... } [ .. 
Étape 2.2: Para~·étrage des modèles de transformation 
type = destination.type 
irnplementedPSCVariations = ~ 
result = { name= context.name ... } 
primarylmplem entedPSC = primaryPSC 
context = orlgin.type 
[ .. 
-. ·-· .... -- - -
Étape 2 3: Général isaÜÛ~ -dëSnl"Odèïës de transformation 
Sous-étape 2.3. 1 : Fusion des modèles de transformation 
!ilriiiïarvïiiïiJië"inë"ilië<ïPsc ;i>sc; lJpsc =Psc, '.: ··· ::: • :iJrimarviiniiiemeili:e<ii>sc ;;psc; 
!context = CTX1 i ~C -PSC1 : :context ::: CTX1 i impl ementedPSCVa_~!~~io~_s __ =:= $ fiations ;:: q. :_ n ;:: ,; -----~: impleme ntedPSCVariations ;:: PVariationl , :--~ .-- -· _..::-_J- --- - -- --- --~-.}~---~----- $ : · PVariation2, PVariation3 
----~--
Sous-étape 2.3.2 : Généralisation du corps des opérations 
.. :] body = " ... ][Fragment de code paramétré avec El ] 
[Fragment de code paramétré avec E2] 
.. ] body =" .. ] mergeFragments(El.type, 
"parameterized fragment ", 
MergeFragmentl ) [ ... " [Fragment de code paramétré avec E3] [ ... " 
----· .. ------------ -· 
Sous-étape 2.3.3: Raffinement des modèles de transformation de classificateurs 
,.. . ...................... . ... . .. .. .. .............................................................................................. . . 
... ] importPackages = { "prefix."El.name 
"prefix. "E2.name 
"prefix. "E3 .name}[ ... 
Sous-étape 2.3.4 : Paramétrage des appels 
... ] attribut es = { ca ll_ template('aMergedTemp late '), 
ca ll_ template('aMergedTemplate' ), 
cal l_template('aMergedTemplate' ), 
call_template('aTemplatez') } 
• operations = {ca ll_ template('oMergedTemplate '), 
cal l_ template('oMergedTemplate'), 
call_ template('oTemplateZ') } [ ... 
Sous phase 3 Sérialisation 
• 
. .. ] importPackages 
{mergelmportStatements(element.context, 
~-----+ "prefix. < na me> ", MergelmportStatementsi)}[ .. 
... ] attri butes = { 
mergeAttributes(a MergedTemplate.context, 
call_ template(aMergedTemplate)) 
ca ll_ template('aTemplateZ') } 
opera ti ons ;:: 
~-----+ {mergeOperatîons(oMergedTemplate.context, 
ca ll_ template(oMergedTemplate)) 
ca ll_template('oTemplateZ') } [ .. 
i .. ]mapping CTX,[ ... ]when { self.stereotypelist- > includes('PSC, ');} { i varcontext ::::CTX 1; l'[ ... ] if(self.stereotypelist-> includes('PSCVarl' ))then { Il[ ... ] } else { if(self.stereot ype list- > includes('PSCVar2'))then { [ .. 
Figure 7.1 Les sous-phases de découverte des modèles de transformation 
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Les deux figures suivantes détaillent les deux premières sous-phases avec une 
colonne indiquant les idées clefs et une autre les techniques employées. La figure 7.2 
représente la première sous-phase qui est la découverte d'un ensemble de cartes de 
dérivation afin d 'exprimer les liens entre w1 élément du PSM et w1 élément du PIM et 
un PSC. La figure 7.3 représente la seconde sous-phase qui est la découverte d'un 
ensemble de modèles de transformation paramétrant le code source de la plate-forme 
d'implémentation du système. Pour illustrer notre approche, nous utilisons le système 
Banking JDBC présenté à l ' appendice A. 
7.2 SOUS-PHASE 1 : DÉCOUVERTE DES CARTES DE DÉRIVATION 
L'objectif de la sous-phase de découverte des cartes de dérivation est de découvrir un 
ensemble de cartes de dérivation indiquant pour les éléments du PSM ses liens avec 
un PSC et avec un élément du PIM, si ces liens existent. Cette sous-phase est 
composée de trois étapes comme le montrent les points 1.1 à 1.3 de la figure 7.2 : 
1. 1 découverte des liens entre les éléments du PSM et du PIM; 
1.2 découverte des liens entre les éléments du PSM et les PSCs; 
1.3 création des cartes de dérivation. 
Étape 1.1 : Découverte des liens entre les éléments du PSM et du PIM 




du PIM .. -. d u PS M --• 
POM 
PSCs 
• Un élément du PSM peut implémenter un 
élément du PIM en lien avec un PSC. 
• le nom d'un classificateur du PSM et de ses 
membres est souvent une combinaison de mots 
du domaine du problème et de la solution. 
• Les paramètres d'une opération peuvent être liés 
à un attribut dans le corps d'une opération. 
Étape 1.3 :Création des cartes de dérivation 
( origin, destination , primaryPSC) 
• Une carte de dérivation est créée pour chaque 
élément du PSM (d estin ation) indiquant ses liens 
avec un PSC (primaryPSC) et avec un élément du 
PIM (origin), si ces liens existent. 
• Pour chaque élément E du PSM : 
• une analyse du nom de E est effectuée afin d'y 
découvri r des instances des noms de PSCs et des 
éléments du PIM; 
•si une instance e t trouvée, un lien est établi 
entre E et le PSC ou le PIC. 
• Pou r chaque paramètre P du PSM : 
• une analyse de flux de donnée recherche si la 
valeur de P est affectée à un attri but du PSM lié à 
un élément du PIM; 
•si une affectation est découverte, un lien est 
établi entre P et l'é lément du Pl M. 

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































7 .2.1 Étape 1.1 : Découverte des liens entre les éléments du PSM et du PIM. 
Notre approche est basée sm le fait que des liens existent entre certains éléments du 
PSM et ceux du PIM. En effet, un PSM représente la mise en œuvre d'une plate-
forme d' implémentation pom un PIM et donc les éléments du PIM doivent se refléter 
dans ceux du PSM. Un élément du PSM est lié à un élément du PIM s'i l implémente 
un concept du domaine métier. Un élément du PSM, qui est uniquement lié à la plate-
forme d'implémentation, n'est pas lié à un élément du PIM, et il est alors considéré 
comme orphelin. Cette étape utilise les règles 7.1 à 7.4. L'idée derrière ces règles est 
que nous pouvons trouver des indices dans le code source permettant de découvrir ces 
liens, principalement en effectuant des analyses d ' identificateur et de flux de données. 
Remarquez que nous ne cherchons pas à découvrir de liens entre les éléments du 
PSM qui sont des membres d ' une classe orpheline, c'est-à-dire ses attributs, 
opérations et paramètres. 
Règle 7.1 
Un classificateur Cl du PSM est lié à la classe du PIM ayant le nom le plus long 
contenu dans celui de Cl. Si un tel élément du PIM n'existe pas, Cl est considéré 
comme orphelin et il est lié au mot clé none . 
Dans notre exemple, le classificateur du PSM AccountEntity est lié à la classe du 
PIM Account alors que le classificateur du PSM BaseEntity est orphelin, car il 
représente exclusivement une exigence de la plate-forme d' implémentation et qu ' il 
n'existe pas de classe en lien dans le PIM. 
Règle 7.2 
Le lien entre un attribut Al d'un classificateur Cl du PSM lié à une classe c2 du PIM 
et un élément du PIM dépend de la première condition suivante qui s'applique : 
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• s'il existe un attribut A2 de c2 dont le nom est le patron le plus long figurant 
dans le nom de Al , alors Al est lié à A2 ; 
• s'il existe une extrémité d ' association AE de c2 dont le nom de rôle est le 
patron le plus long figurant dans le nom de Al, alors Al est lié à AE; 
• si le nom de c2 est le patron le plus long figurant dans le nom de- Al, alors Al 
est lié à c2 ; 
• si aucune des conditions précédentes ne s'applique, Al est lié au mot clé none . 
Dans notre exemple, l'attribut balance du classificateur du PSM AccountEnti ty 
est lié à l'attribut balance de la classe du PIM Account alors que l'attribut 
customer du classificateur du PSM Account est lié à l'extrémité d'association 
customer de la classe du PIM Account . L'attribut parent du classificateur du PSM 
AccountNode est orphelin et par conséquent, il s'agit exclusivement d'une exigence 
de la plate-forme d' implémentation. 
Règle 7.3 
Le lien entre une opération 01 d'un classificateur du PSM Cl lié à une classe c2 du 
PIM et un élément du PIM dépend de la première condition suivante qui s'applique : 
• si le nom de c2 est le patron le plus long figurant dans le nom de 01 , alors 01 
est lié à c2 ; 
• s' il existe une opération 02 de c2 dont le nom est le patron le plus long 
figurant dans le nom de 01, alors 01 est lié à 02 ; 
• s'il existe un attribut A de c2 dont le nom est le patron le plus long figurant 
dans le nom de 01, alors 01 est lié à A; 
• s'i l existe une extrémité d'association AE de c2 dont le nom de rôle est le 
patron le plus long figurant dans le nom 01, alors 01 est lié à AE; 
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• si aucune des conditions précédentes ne s'applique, 01 est lié au mot clé none . 
Dans notre exemple, le constructeur AccountEnti ty () du classificateur du PSM 
AccountEntiy est lié à la classe du PIM Account . L'opération credit (id 
Identifier , amt : double) du classificateur du PSM Account est liée à 
l'opération credit (amt : double) de la classe du PIM Account . L'opération 
getNumber (id : Identifier) du classificateur du PSM AccountEnti ty est liée à 
l'attribut nombre de la classe du PIM Account . L'opération crea te (id : 
Identifie , t : AccountType , cust : CustomerFacade) du classificateur du 
PSM AccountEntity est orpheline et par conséquent, elle représente exclusivement 
une exigence de la plate-forme d'implémentation. 
Règle 7.4 
Le lien entre un paramètre Pl d'une opération 01 d'un classificateur du PSM Cl lié à 
une classe c2 du PIM et un élément du PIM dépend de la première condition 
suivante qui s'applique : 
• s'il existe un paramètre P2 d'une opération 02 de c2 dont le nom est le 
patron le plus long figurant dans le nom de Pl , alors Pl est lié à P2; 
• s'il existe un attribut Al de Cl où Al est lié à un attribut A2 (respectivement 
une extrémité d'association AE) de c2 et Al est relié à Pl par l' analyse de 
flux de données, alors Pl est lié à A2 (respectivement AE); 
• s' il existe un attribut A (respectivement une extrémité d' association AE) de c2 
dont le nom est le patron le plus long figurant dans le nom de Pl , alors Pl est 
lié à A (respectivement AE) ; 
• si le nom de c2 est le patron le plus long figurant dans le nom de Pl, alors Pl 
est lié à c2 ; 
• si aucune des conditions précédentes ne s'applique, Pl est lié au mot clé none . 
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Dans notre exemple, le paramètre AMT de l'opération credit (id : Identifier , 
amt : double) du classificateur du PSM AccountEnti ty est lié au paramètre amt 
de l'opération credit (amt : double) de la classe du PIM Account . Le paramètre t 
de l'opération create (id : Identifier , t : AccountType , cust : 
CustomerFacade) du classificateur du PSM AccountEntity est lié à l'extrémité 
d'association type de la classe du PIM Account parce que l'attribut type de 
AccountEnti ty est lié au paramètre t par l'analyse de flux de données. Le 
paramètre id de l'opération create (id : Identifier , t : AccountType , 
cust : CustomerFacade) du classificateur du PSM AccountEnti ty est orphelin et 
par conséquent, il s'agit exclusivement d'une exigence de la plate-forme 
d' implémentation. 
7.2.2 Étape 1.2 : Découverte des liens entre les éléments du PSM et les PSCs. 
La deuxième étape est la découverte des liens entre les éléments du PSM et les PSCs. 
Cette étape utilise la règle 7.5 . 
Règle 7.5 
Le lien entre un élément El du PSM et un PSC dépend de la première condition 
suivante qui s'applique : 
• si El est lié au mot clé none et qu ' il existe un PSC PS du même type que El 
où le nom de PS est le même que celui de El alors El est lié à PS; 
• si Elest lié à un élément du PIM E2 et que le nom de El est le même que 
celui de E2 , alors : 
o si El est une interface, El est lié au PSC prédéfini PICinterface; 
o si El est une classe, El est lié au PSC prédéfini PICClass; 
o si El est un attribut, El est lié au PSC prédéfini PICAttribute; 
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o si El est une opération, El est lié au PSC prédéfini PICOperat i on; 
o si El est un paramètre, El est lié au PSC prédéfini PICParameter. 
• si El est lié à un élément du PIM E2 et que le nom de El est différent de celui 
de E2 et qu'il existe un PSC PS du même type que El dont le nom est le 
patron le plus long figurant dans le nom de E2 , alors El est lié à PS ; 
• si aucune des conditions précédentes ne s'applique, El est lié au mot clé none . 
Dans notre exemple, le classificateur du PSM AccountEnti ty est lié au PSC de 
classificateur En ti ty. L'attribut customer du classificateur du PSM Account est lié 
au PSC prédéfini PICAttribute. L'opération create (id : Identifi er , t : 
AccountType , cust : CustomerFacade) du classificateur du PSM 
AccountEnti ty est liée au PSC d'opération crea te . 
7.2.3 Étape 1.3 : Création des cartes de dérivation 
La troisième étape utilise les liens découverts dans les sous-étapes précédentes pour 
créer les cartes de dérivation. Une carte de dérivation indique pour un élément du 
PSM à quel élément du PIM et à quel PSC il est lié. Nous définissons une carte de 
dérivation par un quadruplet (origin, destination, primaryPSC , 
variationPSCs). Les propriétés origin et destination représentent respectivement 
des éléments du PIM et du PSM. Les propriétés primaryPSC et variationPSCs 
décrivent respectivement le PSC primaire et les variantes d' implémentations. 
La règle 7.6 est utilisée pour créer les cartes de dérivation. Notez que dans cette règle 
la valeur de la quatrième propriété prend la valeur ensemble vide ( ~) pour toutes les 




Pour chaque élément du PSM E, une nouvelle carte de dérivation (le nom qualifié du 
PIC lié à E, le nom qualifié de E , le PSC liés à E, <1>) est créée. 
Dans notre exemple, une carte de dérivation ( corn . irnaginary . bank . Account, 
corn . irnaginary . bank . AccountEnti ty, en ti té, <!>) est créée pour le classificateur du 
PSM AccountEntity. Une carte de dérivation 
(corn.irnaginary . bank . Account . custorner, corn . irnaginary . bank . Account . CUSTOMER, 
PICAttribute, ~) est créée pour l'attribut custorner du classificateur du PSM 
Account . Une carte de dérivation (none, 
corn . irnaginary . bank . AccountEntity . create (id: Identifier,t : AccountType , 
cust : CustornerFacade), create,<j>) est créée pour l'opération create (id : 
Identifier, t : AccountType, cust : CustornerFacade) du classificateur du PSM 
AccountEnti ty. 
7.3 SOUS-PHASE 2 : CRÉATION DES MODÈLES DE TRANSFORMATION 
L'objectif de cette sous-phase est d'extraire un ensemble de modèles de 
transformation paramétrés représentant le code source de la plate-forme 
d'implémentation du système légataire. Cette sous-phase est composée de trois étapes 
comme le montrent les points 2.1 à 2.3 de la figure 7.3 : 
2. 1 création des modèles de transformation; 
2.2 paramétrage des modèles de transformation; 
2.3 généralisation des modèles de transformation. 
7.3 .1 Étape 2.1 : Création de modèles de transformation 
Cette première étape crée un modèle de transformation pour chaque carte de 
dérivation et utilise la règle 7.7. 
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Règle 7.7 
Un modèle de transformation T (prirnaryirnplernentedPSC , 
irnplernentedPSCsForVariations , context , result) est créé pour chaque carte 
de dérivation D (origin , destination , prirnaryPSC , variationPSCs) avec les 
valeurs suivantes : 
• type du modèle = le type de l'élément de destination; 
• prirnaryirnplernentedPSC = prirnaryPSC; 
• irnplernentedPSCsForVariations = variationPSCs ; 
• la valeur de context dépend de la première condition qui s'applique : 
o SI origin n'est pas none , context est le type de l'élément dans 
origin ; 
o smon: 
• SI destination est un attribut ou une opération et gue 
l'origin du classificateur contenant destination n'est pas 
none, alors context=class ; 
• si destination est un paramètre alors context =none . 
o si aucune des conditions précédentes ne s'applique, alors context 
none . 
• result =destination. 
Le tableau 7.1 présente. le modèle de transformation de classe créé pour la carte de 
dérivation (corn . irnaginary . bank . Account , corn . irnagir:ary . bank . AccountEnti ty, 
enti ty, ~). 
Tableau 7.1 Exemple d'un modèle de transformation de classe 
primaryimplementedPSC = ' Entity ' 
implementedPSCsForVariations = ~ 
context = class 
result = the class 
name = ' AccountEntity ' 
packagename = ' com . imaginary . bank ' 
visibility = ' public ' 
superClassifier = ' BaseEntity ' 
importPackages = 
' com . imaginary . lwp . BaseEntity ', 
' com . imaginary.lwp . Identifier ', 
' com . imaginary . lwp . SequenceGenerator ', 
' com . imaginary . lwp . SequenceException ', 
' com . imaginary . lwp . TransactionException ', 
' com . imaginary . lwp ', 
' java . rmi . RemoteException ' 
implementinterfaces = {' Account '} 
attributes 
operations = 
{balance , customer , number , type } 
} 
AccountEntity() , 
create(Identifier id , AccountType t , CustomerFacade cust) , 
credit( Identifier id , double amt) , 
getBalance(Identifier id) , 
getCustomer(Identifier id) , 
getNumber(Identifier id) , 
getType(Identifier id) 
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Le tableau 7.2 présente le modèle de transformation d'attribut créé pour la carte de 
dérivation (corn . imaginary . bank . Account . Customer , 
com . imaginary . bank . Account . CUSTOMER, PICAttribute, ~). 
Tableau 7.2 Exemple d'un modèle de transformation d'attribut 
primaryimplementedPSC = ' PICAttribute ' 
implementedPSCsForVariations = ~ 
context = associationEnd 
result = the attribute 
name = ' CUSTOMER ' 
visibility = ' public ' 
type = ' String ' 
changeability = ' static final ' 
initialValue = ' customer ' 
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Le tableau 7.3 présente le modèle de transformation d'opération créé pour la carte de 
dérivation (none, corn. irnaginary . bank . AccountEnti ty . crea te (id : 
Identifier , t : AccountType , cust : CustornerFacade), crea te, <J>). 
Tableau 7.3 Exemple d'un modèle de transformation d'opération 
primaryimplementedPSC = ' create ' 
implementedPSCsForVariations = ~ 
context = class 
result = the operation 
name = ' create ' 
visibility = ' public ' 
returnType = ' void ' 
changeability = '' 
parameters = { ' Identifier id ' , ' AccountType t ', ' Cus tornerFacade cust ' } 
raiseExceptions = { ' TransactionExce ption ' } 
body = ' prepareCreate(id) ; 
try { 
nurnber = (int) SequenceGenerator 
. generateSequence( "ACCT_NOM " ) ; } 
catch ( SequenceException e ) { 
throw new TransactionException 
(e . getMessage()) ; } 
type = t ; 
custorner = cust ; 
Le tableau 7.4 présente le modèle de transformation de paramètre créé pour la carte 
de dérivation (corn . irnaginary . bank . Account . custorner, 
corn . irnaginary . bank . AccountEntity . create . pararneter (cust 
CustornerFacade), PICParameter, ~) . 
Tableau 7.4 Exemple d'un modèle de transformation de paramètre 
primaryimplementedPSC = ' PICPararneter ' 
implementedPSCsForVariations = ~ 
context = as sociat ionEnd 
result t h e pararneter 
name = ' cust ' 
type = ' Custorne rFacade ' 
directionKind = ' ' 
7.3.2 Étape 2.2 :Paramétrage des modèles de transformation. 
Cette étape paramètre les valeurs de la propriété result des modèles de 
transformation créés à l'étape précédente et utilise les règles 7.8 à 7.12. Le 
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paramétrage d'un modèle de transformation T (primaryimplementedPSC , 
implementedPSCsForVariations , context , result) créé pour une carte de 
dérivation D (origin , destination , primaryPSC , variationPSCs) consiste 
principalement à paramétrer les occurrences des valeurs des propriétés d'origin 
contenues dans les valeurs des propriétés de re sul t avec les propriétés 
correspondantes de context . 
Règle 7.8 
Les propriétés de re sul t du modèle de transformation de classificateur (interface ou 
classe) T (primaryimplementedPSC, implementedPSCsForVariations, context, 
result) créé pour une carte de dérivation D (origin, destination, primaryPSC , 
variationPSCs) sont paramétrées conm1e suit: 
• r e sul t . name en substituant chaque occurrence d'origin.name par 
context .name ; 
• result . packageName en substituant chaque occurrence d'origin . name par 
context . name et d ' origin . packageName par context . packageName; 
• result . superClassifierName en substituant chaque occurrence 
d'origin . superClassifierName par context . superClassifierName, 
d 'origin . name par context . name, 
d ' origin . superClassifierPackageName par 
context . superClassifierPackageName et d 'origin . packageName par 
context.packageName; 
• re sul t . implementedinterfaceList en substituant chaque occurrence 
d'origin . name par context. name et d ' origin. packageName par 
context . packageName . 
• result . importPackages en substituant chaque occurrence de : 
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o origin . superClassifierName par context . superClassifierName 
et d ' origin . superClassifierPackageName par 
context . superClassifierPackageName ; 
o origin. associationEnds [ ' AE ' ] . type . name par 
context . associationEnds[ ' AE ' ] . type . name et 
d ' origin . associationEnds [ ' AE '] . type . packageName par 
context . associationEnds[ ' AE ' ] . type . packageName pourchaque 
extrémité de l'association AE de o . origin ; 
o origin . dependenc ies [ ' d ' ] . targe t . name par 
cont e xt . dependenci e s[ ' d ' ] . target . name etde 
origin . dependencies [ ' d ' ] . target . packageName par 
dependencies de context . [ ' d ' ] . target . packageName pour 
chaque dépendance d de o. origin. 
• Les valeurs des propriétés de la propriété re sul t des attributs et opérations 
sont paramétrées en appelant chaque modèle de transformation capturant un 
attribut ou une opération du classificateur de destination . 
Dans notre exemple, le paramétrage du modèle de transformation décrit dans le 
tableau 7.1 est donné dans le tableau 7.5. 
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Tableau 7.5 Exemple d ' un modèle de transformation de classe paramétré 
primaryimplementedPSC = ' Entity ' 
implementedPSCsForVariations = ~ 
context = class 
result = the c lass 
name = context . narne + ' Entity ' 
packagename = context . packagenarne 
visibility = ' public ' 
superClassifier = ' BaseEntity ' 
importPackages = { 
' corn.irnaginary . lwp . BaseEntity ', 
' corn .irnaginary . lwp.Identifier ', 
' corn .irnaginary . lwp . SeguenceGenerator ', 
' corn . irnaginary . lwp . Segue nceException ', 
' corn . irna ginary . lwp . Trans a ctionException ' , 
' corn . irna ginary . lwp ' , 
' java . rrni . RernoteException ' 
implementinterfaces = {context . narne } 
attributes = { 
ca l l _ ternplate( ' corn . irnaginary . bank . AccountEntity . balance ' ) , 
call ternplate( ' corn . irnaginary . bank.AccountEntity . c ustorner ' ) , 
call_ ternplate( ' corn . irnaginary . bank .AccountEntity . nurnbe r ' ) , 
call ternplate( ' corn . irnaginary . bank . AccountEntity . t ype ' ) 
operations = { 
call template ( ' corn . imaginary . bank . P.ccountEnti ty . AccountEntity () ' ) , 
call-template( ' corn . imaginary . bank .AccountEntity . create(Identifier id , AccountType t, Customerfacade cust) ' ), 
call-template ( ' corn . imaginary . bank . AccountEntl Ly . credit {Identifier id , double amt) ' ) , 
call-template ( ' corn . imaginary . bank . Ac countEnti ty . getBalance (Identifier id} ' ) , 
call-templa te ( ' corn . imaginary. bank . AccountEnti ty . getCustomer (Identifier id) ' ) , 
call-template ( ' corn . imaginary . bank . Accoun tEnti ty . getNumber ( ! den ti fier id) ' l , 
call- templa te ( ' corn . i mag inary. bank . Accoun t Enti ty . getType (Iden tif i er i d ) ' ) } -
Règle 7.9 
Les propriétés de r e sult du modèle de transformation d'attribut T 
(prirnary irnp l erne nt edPSC, irnplernentedPSCsForVariations , cont ext, result ) 
créé pour une carte de dérivation o (origin , destination , p rirnaryPSC , 
variationPSCs) sont param étrées comme suit : 
• r e sult . na rne en substituant chaque occurrence d 'origin . narne par 
context . narne ; 
• si origin est un attribut ou une extrémité d ' association : 
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o result 0 visibili ty, en remplaçant chaque occurrence 
d'origin 0 visibili ty par context 0 visibili ty ; 
o result 0 changeabili ty en substituant chaque occurrence 
d'origin 0 changeabili ty par cont ext 0 changeabili ty ; 
o result 0 type en substituant chaque occurrence d'origin 0 type par 
context otype o 
• si origin est une classe: 
o re sul t 0 type en substituant chaque occurrence d'origin 0 name par 
context oname o 
o result oinitialValue en substituant chaque occurrence du nom 
d'un attribut d ' origin A par origin 0 attribute [ 'A' ] 0 name et en 
substituant chaque occurrence du nom d' une association d'origin AE 
par origin oassociation( ' AE ' ] oname 
• si origin est un attribut : 
o result oinitialValue en substituant chaque occurrence 
d'origin 0 initial Value par context 0 initial Value 0 
• si origin est une extrémité d' association ou une classe : 
o si result oinitialValue est défini, la valeur de initialValue de 
resul est paramétrée par la valeur du PRP pr' d 'finit initial Value 
de PSC ( context 0 PSCs [PSC] 0 PRP[' initial Value '] 0 value) 0 
• SI origin est none et l'origin de destination du classificateur n'est pas 
none 
o resultotype en substituant chaque occurrence 
d'origin 0 classifier 0 name par context 0 name ; 
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o st result . initialValue est défini alors la valeur de la propriété 
initial Value de result est paramétrée en : 
• remplaçant chaque occurrence d'origin . classifier . name par 
context . name si origin . class i fier . name est un patron de 
result . initialValue ; 
• sinon par la valeur du PRP prédéfini i n i tialVal ue de PSC 
(context . PSCs [PSC]. PRP[' ini tialValue ']. value) . 
Dans notre exemple, le paramétrage du modèle de transfmmation décrit dans le 
tableau 7.2 est dmmé dans le tableau 7.6. 
Tableau 7.6 Exemple d'un modèle de transformation d'attribut paramétré 
primaryimplementedPSC = ' PICAttribute ' 
implementedPSCsForVariations = ~ 
context = associationEnd 
result = the attribute 
name = context . name . toUpper() 
visibility = ' public ' 
type = ' String ' 
changeability = ' static final ' 
initialValue = context . PSCs[' PICAttribute ']. PRP[' initialValue '] . value 
Règle 7.10 
Les propriétés de result du modèle de transformation d ' opération T 
(primaryimplementedPSC , implementedPSCsForVariations , context , 
re sul t) créé pour une cmie de dérivation o (origin , destination , 
primaryPSC , variationPSCs) sont paramétrées conune suit: 
• result . name en substituant chaque occurrence d'origin . name par 
context . name ; 
• si origin est une opération: 
o origin . visibility en substituant chaque occurrence 
d 'origin . visibili ty par context . visibili ty ; 
0 origin . returnType en substituant chaque 
d'origin . returnType par context . returnType . 
• si origin est un attribut: 
o origin . returnType en substituant chaque occurrence 
d'origin . type par context . typ e . 
• si or i gin est une extrémité d ' association: 
o origin . returnType en substituant chaque occurrence 
d'origin.type.name par context . type . narne . 
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occurrence 
• si origin est w1e opération, un attribut ou une extrémité d ' association : 
o origin . raisedExceptions en substituant chaque occurrence 
d'origin . classif i er . dependencies [ ' d ' ) . target . narne par 
context . classifier . dependencies[ ' d ' ) . target . narne et 
d'origin . classifier . dependencies[ ' d ' ) . target . packageNarne 
par 
context . classifier . dependencies[ ' d ' ) . target . packageNarne 
pour chaque dépendance du classificateur d'origine. 
• si origin est une classe (respectivement, origin est none et l'origine de la 
destination du classificateur n'est pas none) 
0 origin .returnType en substituant chaque occurrence 
0 
d'origin . narne (respectivement, origin . classifier. narne) par 
context . narne ; 
origin . raisedExceptions en substituant 
d'origin . dependencies . target . narne ( 
chaque occurrence 
respectivement, 
origin . classifier . dependencies[ ' d ' ] . target . narne) par 
context . dependencies[ ' d ' ) . target . narne 




origin . classifier . dependencies [ ' d ' ] . target . pac kageName) 
par context . dependencies[ ' d ' ] . targe t . packageName pour 
chaque dépendance du classificateur d'origine. 
• re sul t . body est paramétré par l'application de la règle 7.11. 
Règle 7.11 
La propriété result du body du modèle de transformation d' opération T 
(primaryimplementedPSC, implementedPSCsForVariations, context, result ) 
créé pour une carte de dérivation D (origin , destination , primaryPSC , 
variationPSCs) est paramétré comme suit : 
• Sl origin est une opération, alors la valeur de la propriété body est 
paramétrée par la valeur du PRP prédéfini operationBody de PSC 
(context . PSCs [PSC]. PRP[' operationBod y ' ]. value) ; 
• si origin n' est pas une opération, alors pour chaque instruction s : 
o si origin est un attribut ou une extrémité d'association A, alors body 
est paramétrée en remplaçant chaque occurrence du nom de A dans 
son nom par le nom de la propriété context de T; 
o Sl origin est un classificateur c , alors body est paramétré en 
remplaçant chaque occurrence du nom de chaque attribut de c ou 
d'extrémité d' association par respectivement Je nom d'un attribut ou 
d' une extrémité d' association de la propriété context de T. 
• si origin n'est pas une opération, pour chaque instruction s qui déclare une 
variable v 
o Sl origin est un attribut A (respectivement, une extrémité 
d'association AE) et A (respectivement, AE) est relié par analyse de 
---- -- --------------------. 
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flux de dolU1ées à v , alors le type de v est paramétré par le type de la 
propriété context de T; 
o si origin est un classificateur c et qu'il y a un attribut A de c 
(respectivement, une extrémité d'association AE de c) où A 
(respectivement, AE) est relié par analyse de flux de d01mées à v, 
alors le type de v est paramétré par le type d'un attribut 
(respectivement, une extrémité d'association) de la propriété context 
de T . 
• si origin n' est pas une opération, alors pour chaque instruction s qui affecte 
une variable v par une expression expr : 
o si origin est un attribut A et A est relié à par analyse de flux de 
données à v : 
• SI expr est une expression littérale et : 
• expr est égal à A, alors la valeur initiale de expr est 
paramétrée avec la valeur initiale de la propriété 
cont ext de T; 
• expr n ' est pas égal à A, alors la valeur initiale de 
expr est paramétrée avec la valeur du PRP 
initial Value de PSC. 
• si expr est une expression de transtypage (« cast »)et que son 
type de transtypage est égal au type de A, alors expr est 
paramétré avec le type de la propriété context de T. 
o si origin est une extrémité d' association AE et que AE est relié à v 
par l ' analyse de flux de dollliées: 
136 
• Sl expr est une expression littérale, alors expr est paramétré 
avec la valeur du PRP initial Value de PSC ; 
• si expr est une expression de transtypage et que son type de 
transtypage est égal au nom du type de AE, alors expr est 
paramétré avec le nom du type de la propriété context de T. 
o si origin est un classificateur c et qu' il y a un attribut A de c relié 
par analyse de flux de données à v : 
• si expr est une expression littérale et que : 
• expr est égal à la valeur initiale de A, alors e xpr est 
paramétré avec la valeur initiale de l'attribut A de la 
propriété context de T; 
• expr n 'est pas égal à la valeur initiale de A, alors expr 
est paramétré avec la valeur du PRP initial Value , 
un PSC au nom non défini et associé à l'attribut A de la 
propriété context de T 
(context . attributes [A]. PSCs [' undefined '] . PRP[' i 
ni ti al Value ']. value) . Ce PSC sera identifié dans 
l'étape suivante. 
• si expr est une expression de transtypage et que son type de 
transtypage est égale au type de A, alors expr est paramétré 
avec le type de l'attribut A de la propriété context de T . 
o Sl origin est un classificateur c et que c possède une extrémité 
d'association AE où AE est relié à par analyse de flux de d01mées à v : 
• si expr est une expression littérale, alors e xpr est paramétré 
avec la valeur du PRP initialValue , un PSC indéfini est 
associé à l ' extrémité d'association AE de la propriété context 
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de T (context . associationEnds [AE]. PSCs [ ' undefined ' ]. 
PRP[' initia lValue ']. value) 
• si expr est une expression de transtypage et que son type de 
transtypage est égal au nom du type de AE, alors expr est 
paramétré avec le type de 1 'extrémité d'association AE de la 
propriété context de T. 
Dans notre exemple, le paramétrage du modèle de transformation décrit dans le 
tableau 7.3 est donné dans le tableau 7.7. 
Tableau 7.7 Exemple d'un modèle de transformation d'opération paramétré 
primaryimplementedPSC = ' c reate ' 
implementedPSCsForVari ations = ~ 
context = cla s s 
result = the operation 
name = ' create ' 
visibility = ' public ' 
returnType = ' void ' 
changeability = '' 
parameters = { 
call template( ' com . imaginary . bank .AccountEntity . create . parameter(Identifier id) ' ) , 
call_ template ( ' corn . imaginary . bank .AccountEnti ty . crea te . parame ter (AccountType t) ' 1 , 
call_template( ' com . imaginary . bank .Ar.countEntity . create . parameter(CustomerFacade cust) ' 1 
raiseExceptions = { ' TransactionException ' } 
body = ' prepareCreate(id) ; 
try ( 
context . attr i butes[' number ' ]. name = (context . attributes[' numbe r ' ]. type) SequenceGenerator 
. generateSequence ( "ACCT NUM " ) ; ) 
catch( SequenceException- e 1 ( 
throw new TransactionException 
(e .getMessage()) ;) 
context . associationEnds[' type ']. name = context . associationEnds[ ' type ']. name . abbreviation() ; 
context . assoc i atlonE s ( ' eus t omer ' ] . name = context . associationEnds [ ' customer ']. abbreviation () ; 
Règle 7.1 2 
Les propriétés de la propriété re sul t du modèle de transformation de paramètre t 
créé pour chaque carte de dérivation D (origin , desti nation , primaryPSC , 
variationPSCs) sont paramétrées comme suit : 
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• re sul t . name en substituant chaque occurrence d'origin . name par 
context . name ; 
• si origin est un attribut: 
o re sul t . type en substituant chaque occurrence d'origin . type par 
context . type . 
• si origin est une extrémité d'association : 
o re sul t . type en substituant chaque occurrence d'origin . type . name 
par context . type . name . 
• si origin est une classe : 
• Sl 
o result . type en substituant chaque occurrence d'origin . name par 
context . name . 
o re sul t . name en substituant chaque occurrence du nom d' un attribut 
d ' origin A par origin . attribute [ 'A' J • name et en substituant 
chaque occurrence du nom d'une association d' origin AE par 
origin . association[ 'AE ' ] . name 
origin est un paramètre et result . directionKind et 
origin . directionKind sont les mêmes : 
o result . directionKind en remplaçant chaque occurrence 
d'origin . directionKind par context . directionKind. 
Dans notre exemple, le paramétrage du modèle de transformation décrit dans le 
tableau 7.4 est donné dans le tableau 7.8. 
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Tableau 7.8 Exemple d'un modèle de transformation de paramètre paramétré 
primaryimplementedPSC = ' PICParameter ' 
implementedPSCsForVariations = ~ 
context = assoc i ationEnd 
result the parameter 
name = context . name . abbreviation() 
type = context . type . name+ ' Facade ' 
directionKind = ' ' 
7.3.3 Étape 2.3 :Généralisation des modèles de transformation. 
La troisième étape de la deuxième sous-phase généralise les modèles de 
transformation obtenue lors des étapes précédentes . 
Cette étape est composée de quatre sous-étapes conm1e le montrent les points 2.3 .1 à 
2.3.4 de la figure 7.3 : 
2.3.1 fusion des modèles de transformation; 
2.3.2 généralisation du corps des opérations; 
2.3.3 raffinement des modèles de transformation de classificateur; 
2.3.4 paramétrage des appels. 
7.3 .3 .1 Sous-étape 2.3 .1 : Fusion des modèles de transformation 
L'objectif principal de cette sous-étape est de fusionner les modèles de transformation 
implémentant un même PSC primaire et ayant un contexte identique dans un seul 
modèle de transformation. Pour ce faire, la de cription des modèle doit être dissociée 
de toute mention particulière aux éléments du PIM. Cette sous-étape utilise la règle 
7.13 et est résumée dans la figure 7.4. 
Notez que, dans cette étape, la valeur de la propriété 
implementedPSCsForVariations d'un modèle de transformation est définie, chaque 
fois que le processus de généralisation découvre qu'un PSC est implémenté par des 
variations dans le code source. 
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Règle 7.13 
Les membres de chaque groupe G de n modèles de transformation de paramètre 
(respectivement, attribut, opération et classificateur) {Ti ( pr imaryimplemen tedPSC, 
implementedPSCsForVariations, context, re sul t, l:<O;i:<O;n} implémentant un 
même PSC primaire P et ayant le même contexte CTX sont généralisés comme suit : 
• les modèles de transformation d'attribut et d'opération qui ont la même 
origine et qui sont appelés par un même modèle de transformation de 
classificateur sont placés dans des groupes distincts; 
• si G est un groupe de modèles de transformation d'opération, alors les 
propriétés body et parameters de la propriété re sul t de ses membres sont 
généralisées en appliquant les règles 7.14 et 7.15; 
primarylmplcmentedPSC = P 
1 ;~;i~~~~·,•;sc~";::::~~m:le~emedPSC ;pi 
' na mc = x 1 ! implementcdPSCVariations::: .;, i 
' context =ct x ......------···: -·~-----·-·
result = ! primarylmplcmcntedPSC = P l,_~---~ na me :: x2 ] implementedPSCVariations ::: 4• j : context = c t x 
: result= 
Si Pest implémenté 
identiquement dans 
chaque modèle, le result. oui 
est défini avec la valrur 
du r esult de n'importe 
quel membre du group . 
, ____y; ___ __, 
j primarylmplcmentcdPSC = p 1 
, lmplementedPSCVariations ;;; ~ ! 
j context = ctx ! 
: rcsull = ' 
1 
name: xl ! 
••• 1 
. - i ~
Figure 7.4 
Application de la règle 7.13 
non 
\ ~~~~n, le modèle est paramétré pour ces 
_, __ \_tions. 
f"Prim~;:vi"mple~~-tcdrSë·;-p··---·· ---·-~-------~ 
1 implementedPSCVariations = PVariationl , PVàriation2 , PVariation3 ' 
context; ct x 
result; 
namc ; variation (PVari a tion 1 , x 1) or variation (PVa r iation2 , x2) or 
variation (PVaria t i on3 , x3) l ______ , ___________________ _J 
Fusion des modèles de transformation 
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• SI G est un groupe de modèles de transformation de classificateur, alors les 
propriétés importPackages, raisedExceptions , attributes et 
operations de la propriété result de ses membres sont généralisées en 
appliquant les règles 7 016 et 7 017; 
• les n modèles de transformation de paramètre (respectivement, attribut, 
opération et classificateur) de chaque groupe de G sont fusionnés en un seul 
modèle de transformation de paramètre (respectivement, attribut, opération et 
classificateur) T(primarylmplementedPSC 1 
implementedPSCsForVariations,context,result) COminesuit: 
o T 0 primaryimplementedPSC = P; 
o T 0 context = CTX 0 
• si P est implémenté en m variations (m~n, avec une valeur différente pour au 
moins une propriété de re sul t ) et soit Tk (primaryimplementedPSC 1 
implementedPSCsForVariations 1 context 1 re sul t) est le modèle de 
transformation représentatif de la variation d' implémentation k ( l~k~m) : 
o m nouveaux PSCs de paramètre (respectivement, attribut, opération et 
classificateur) varPSCj ( l~j ~m) sont créés et nommés par la chaîne 
obtenue par la concaténation du nom de P, le mot clé variation et 
l'index j 0 Ces nouveaux PSCs sont emegistrés dans la propriété 
ToimplementedPSCsForVariations; 
o dans la valeur de chaque propriété PR de T de la propriété re sul t, 
nous emegistrons la formule suivante : 
m V variation(tko resulto PRI varPSCk) (1) 
k=l 
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• si P n 'est pas implémenté avec des variations, alors la valeur re sul t de T 
est définie selon la valeur de la propriété r e sul t d'un modèle de 
transformation de G. 
Le tableau 7. 9 présente un exemple de modèle de transformation paramétré obtenue 
en fusionnant des modèles ayant des différences pour les propriétés 
superCl ass i fier , impor tPackages et i mplementint erfaces . 
Tableau 7.9 Exemple d'un modèle de transformation paramétré avec variations 
... ] 
primaryimplementedPSC = ' PICClass ' 
implementedPSCsForVariations { ' PICClasse_Variation_1 ' , 
1 PICClasse Variation 2 1 } 
- -
context = class 
result = the c1ass 
name = context . name 
packageName = context .pac kageName' 
visibility = 'publ ic' 
superClassifier variat i on ( 1 java . lang . Exception 1 , 
PICClasse_Vari ation 1) or variation ( 1 ', PICCl asse_Variation_2) 
importPackages =variation({} , PICClasse_Var iation 1) or variation 
({
1 java . io . Serial izable 1 } , PICClasse_Variat ion_2) 
implementinterfaces variation ( {} , PICClasse _Variation 1) or 
variation ({ ' java . io . Se r ializable 1 } , PICClasse Variation_2) 
[ .. . 
7.3.3.2 Sous-étape 2.3.2 :Généralisation du corps des opérations 
L'objectif principal de cette sous-étape est de paramétrer le corps des modèles de 
transformation d'opération. En effet, ceux-ci nécessitent des traitements spécifiques. 
Lorsque le contexte d'un modèle de transformation d'opération est une classe, la 
propriété body peut contenir, par exemple, des fragments de code référençant chacun 
un attribut différent. Par conséquent, outre les techniques d'analyse utilisées 
précédemment, nous utilisons également la détection de clones afin de mieux 
parvenir à la découverte des modèles de transformation d'opération. Cette sous-étape 
utilise la règle 7.1 4 et est résumée dans la figure 7.5. 
r··~~-~I--·····--·-······-···· ·······-···········-····-···········-··········-······ 
result = 
body =" ... ) } [Fragment de code paramétré avec E1] [Fragment de code paramétré avec E2) 




i [ ... L___ __________ ,.----·---------_J 
Chaque groupe contigüe de fragments c lonés (pour le même contexte et 
des éléments différents) sont paramétrée 
Figure 7.5 
,--·-----··-·---·-·-·--·-·-----i - ....... -··-·--·---------·: 
i .. ) 
result = 
body=·· ... ) 
mergeFragments(E1. type, "parameterized 
fragment"", MergeFragment1 ) 
[ .. :· 
[ ... 1 
l_--·--···----~--------·----J 
Sous-étape de généralisation du corps des opérations 
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Règle 7. 14 
Pour chaque modèle de transformation d'opération paramétré 
T(primaryimplementedPSC , implementedPSCs ForVariations , context , 
re sul t) dont le context est une classe, re sul t . body est généralisé comme suit : 
• Les portions de code correspondant à un groupe Gi ( l ~i~m~nombre de lignes dans body 
original ) de portions de code cloné contiguës clone/l~j ~m~nombre de lignes dans body 
original) de type 2 (un code cloné peut être une instruction d'une seule ligne) 
dans body avant sa paramétrisation sont fusionnés dans un fragment i si : 
o chaque fragment j correspondant paramétré de b ody le sont pour un 
même contexte CTXi ; 
o et que ce contexte réfère à un élément différent E j ; 
o fragment i est obtenu en prenant n' importe quel fragment fragmentj 
et en y remplaçant : 
• toutes les occurrences de Ei par son type d'élément; 
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• toute variation var1 (où k est le nombre de ces variations et 
lslsk) entre les fragmentj par la valeur d'un nouveau PRP 
(nommé par la concaténation de la chaîne 
varFragmentproperty et de l'indice de 1) associé à un PSC 
indéfini. 
o pour chacun des groupes Gi fusionnés : 
• un nouveau PSC Pi du type de CTXi est créé et nommé par la 
concaténation T. primar yimpl ementedPSC . name, le mot clé 
mergeFragment et l'index i . Ensuite, toutes les occurrences 
de PSC indéfinies dans fragment i sont remplacées par le nom 
de Pi; 
les portions de code paramétré de Gi sont remplacées par la 
formule: mergeFragments (CTX i , fragment i , P;) . 
• Si body est toujours paramétré avec des propriétés d'un élément Er (attribut 
ou association) d'origin : 
o que q représente le nombre de ces éléments (lsrsq); 
o alors, toute occurrence de Er est remplacée par la formule : 
element (type de Ert Prl ; 
o où Pr est un nouveau PSC du type de Er et nommé en concaténant 
T. primaryirnplernentedPSC . narne, le mot clé element et l'index r . 
Le tableau 7.10 nous montre un extrait d 'un body contenant une portion clonée alors 
que le tableau 7.11 nous montre un extrait du même body où ce clone a été paramétré 
et remplacé par une formule mergedFragment . 
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7.3.3.3 Sous-étape 2.3.3 :Raffinement des modèles de transformation de 
classificateur 
Cette sous-étape cherche à généraliser la répétition pouvant se trouver dans les 
propriétés importPackage et raisedException d'un modèle de transformation de 
classificateur. Cette sous-étape utilise la règle 7.15 et est résw11ée dans la figure 7 .6. 
Règle 7. 15 
La propriété importPackages (respectivement raisedExceptions) d'un modèle de 
classificateur T est généralisée comme suit : 
• les membres de chaque groupe Gi ( 1 ~ i ~ nombre d 'éléments dans 
importPackages (respectivement, raisedExceptions)) d'importPackages 
(respectivement, raisedExceptions) où chaque élément est paramétré par la 
même chaîne s et le même contexte CTX (qui n'est pas un classificateur) sont 
fusionnés dans une seule instruction importPackages groupée 
(respectivement, raisedExceptions). 
• pour chacun des groupes Gi fusionnés : 
o un nouveau PSC Pi du type de CTX est créé, nommé par la 
concaténation du nom de T. primaryimplementedPSC . name, le mot 
clé mergeimportStatements (respectivement 
mergeRaisedExceptions) et l'index i; 
o les éléments du groupe G;, sont remplacés par la formule : 
mergeimportStatements 
mergeRaisedExceptions) . 
(CTX , s , (respectivement, 
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Tableau 7.10 Extrait d'un body contenant ctU code cloné 
.. . ] 
body = ... [ ' String ' +context. attribute [name= ' name ' ]->first () . name+ 
request . getParameter( "' +context.attributeList[name= ' name ' ] -
>first() . name+ ' ; ' 
+ ' String ' +context . attribute[name= ' description ' ]->first() .name+ ' 
request . getParameter ( " ' +context . attributeList [name= ' description 
' ] - >first() . name+ ';' + [ ... 
Tableau 7.11 Extrait du body de la figure précédente généralisé 
... ] 
body= ... [ + mergedFragment (attribute , ' String ' + 
context . attribute[x] . name+ ' = request . getParameter( ' + 
context . attributet[x] .name+ '; ', doGet MergeFragment5) + [ ... 
·---=---·-----··-·-----, 
... ] 
importPackages = { 
"prefi x. "El .name 
"prefix."E2 .name 
"prefi x."E3 .name 
[ ... 
Les I mportPackage et raisedException semblables des modèles 
de transformation de classificateur sont paramétrés . 
Figure 7.6 
... ] 
importPackages = { 
mergelmportSt ateme nts(e lement.context , 
"prefi x.<nam e>", M erge lmportState m entsi) 
} 
[ ... 
Raffinement des modèles de transformation de classificateur 
7.3.3.4 Sous-étape 2.3.4: Paramétrage des appels 
Cette sous-étape cherche à généraliser la répétition dans les appels de modèles que 
l'on trouve dans les modèles de transformations de classificateur pour les propriétés 
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attributeList et operationList et pour les modèles de transformations 
d'opération pour la propriété parameterList . Cette sous-étape utilise les règles 7.16 
à 7.17. La règle 7.16 est résumée dans la figure 7. 7 et la règle 7.17 dans la figure 7. 8. 
Règle 7. 16 
La propriété parameters d'un modèle de transformation d' opération T est généralisée 
comme suit: 
• les membres de chaque groupe Gi ( l:si,; nombre de paramètres) de paramètres 
consécutifs appelant le même modèle de transformation de paramètre Ti sont 
fusionnées dans un seul appel groupé; 
• pour chacun des groupes Gi fusionnés : 
o les éléments du groupe Gi, sont remplacés par la formule suivante : 
mergeParameters(Ti . context , call_template (T i )) . 
Le tableau 7.12 représente un appel à un même template de paramètre répété pour 
plusieurs attributs à l' intérieur d'un modèle de transformation d'opération alors que le 
tableau 7.13 nous montre ces appels remplacés par une formule mergeParameters . 
Tableau 7.12 Un appel à un template de paramètre répété 
... ] 
parameters = callTemplate(context.name) //Pour le paramètre customerld 
parameters += callTemplate(context.name) //Pour le paramètre name 
parameters += callTemplate(context.name) // Pour le paramètre email 
parameters += callTemplate(context.name) // Pour le paramètre street 
parameters += callTemplate(context.name) // Pour le paramètre companyName 
[ ... 
r----:-.-.)-·--·-· 
a t:tribute s = 
ope r a tions 
... ) 
a t:t:rlbutes 
ca ll_ t e m p late ( 'a M e r gedTe mpla t e ' ) , J m e r ged 
ca ll_ t e mplate ( 'a M e r gedT e mpla t e' ). t e m p la t 
ca ll_ t e mpla te ( 'a M e r gedTe mpla t e '). 
ca ll_te mpla te ( 'a T e mplateZ ' ) 
ca ll_tem p l a te ( 'oMe rgedTemplate'~ 
ca ll_tem p l a t:e (' oMe rgedTcmplate '~ 
ca ll_ t e mpla t:e ('o T e rn p l a t eZ' ) 
m e r g ed 
t e mpl a t 
m e r geAtt r ibutes (a M e r gedT e mpl a t e.context . ca ll_ t e m p late ( a M e r gedTe mp la te )) 
ca l l_temp la t e ( 'aT e m p la t eZ' ) 
ope r a tion s 
m e r geOpe r a t ion s ( o M e r g e dTe mplate .context , ca ll_te m p lat:c { o M c r gedTe mplate )) 












Généralisation des propriétés attributes et operations 
ca ll_templ a t e ('pM e r gedTe mplate(E1)')} 
c all_template ('pM e r gedTe mplate(E2)') , 
call_te mplate ('pMergedTe mplate(E3)'), 
c all_te mplate ('pTe mpl a t e Z(E 3 )') 
Modè le s 
fu s io n é s 
..-_,..."'""""' es appels répétitifs de modèles de transformation 





merge P a r a m e t e r s (pM e r gedTe mpla t e .context , 
c a ll_ t e mpla t e (pM e r gedTe mplate)) 
ca ll_te mpla t e ('ptempl a t eZ(E 3 ) ' ) 
Figure 7.8 Généralisation de la propriété parameters 
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Tableau 7.13 Un appel à un template de paramètre généralisé 
... ] 
parameters = mergeParameters( Attribute, call_ template( context.name)) 
[ ... 
Règle 7.17 
La propriété attributes (respectivement, operations) d'un modèle de 
transformation de classificateur T est généralisée comme suit : 
• les membres de chaque groupe Gi ( 1 si s nombre d'attributs 
(respectivement, opérations)) d 'attributs (respectivement, opérations) appelant 
le même modèle de transformation d'attribut (respectivement, opération) Ti 
sont fusionnés dans un seul appel groupé; 
• pour chacun des groupes Gi fusionnés : 
o les éléments du groupe Gi , sont remplacés par la fmmule suivante : 
mergeAttributes(Ti . context 1 call_template (T ;)) 
(respectivement, mergeüperations ) 
Le tableau 7.14 représente des appels répétés aux mêmes templates d'attribut et 
d' opération à l' intérieur d'un modèle de transformation de classificateur alors que le 
tableau 7.15 nous montre des appels à des modèles d'attribut et d 'opération qui 
remplacent ceux-ci à l' intérieur du même modèle de classificateur. 
7.4 SOUS-PHASE 3 : SÉRIALISATION DES MODÈLES DE 
TRANSFORMATION 
Cette sous-phase génère un document QVT décrivant les modèles de transformation 
extraits lors de la phase précédente. Le tableau 7.16 montre un extrait du document 
QVT généré pour notre système. 
La sérialisation d'un modèle de transformation T (primaryimplementedPSC 1 
implementedPSCsForVariations 1 context 1 re sul t) se divise en trois sections : 
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o une signature qm suit le modèle : « <T 0 context> : : <templateName> : 
<T oresult otype> »; 
o une garde (un « when clause ») qui contient la ligne 
self ostereotype oincludes( ' T oprimaryimplementedPSC ' ); 
o un corps de transformation qui contient les instructions nécessaires afin de 
réaliser les transformations pour générer le r e sul t 0 
Les formules mergeAttributes, mergeüperat i ons et mergeParameters sont 
exprimées dans le corps des transformations par l'expression d'appel d 'une autre 
transformation à l'aide du mot clé mapo Par exemple, les fonnules mergeAttributes 
( ' attribut ', call template (T)) sont traduites en QVT par l'expression 
attribute->map T() 0 
Tableau 7.14 Appels à des modèles de transformation répétés 
. ] 
attributes = callTemplate(context onameofirstToLower()) //Pour 
l ' attribut customer 
attributes += callTemplate(context onameofirstToLower()) //Pour 
l'attribut salesOrder 
attributes += callTemplate(context oname ofirstToLower()) //Pour 
l ' attribut salesOrderitems 
[ ... l 
operations = callTemplate( ' get ' +context oname ofirstToUpper())) //Pour 
l ' opération getLineid 
operations += callTemplate( ' get ' +context oname ofirstToUpper())) 
//Pour l ' opération SalesOrderitems 
[ .. . 
Tableau 7.15 Appels à des modèles de transformation généralisés 
attributes = mergeAttributes(attribute , 
call_template(context oname ofirstToLower()) 
operations = mergeüperations(operation , 
call template( ' get ' +context oname ofirstToUpper() )) 
Tableau 7.16 Une partie du document QVT généré pour le système 
mapping Class : :classToJavaClassPersistence() : Class 
when {self . stereotypeList - >includes( ' Persistence ' ) ; } 
[ 
var context self; 
name context . name+ ' Persistence ' ; 
packageName . - context . packageName ; 
superClassifierName : = ' JDBCSupport ' ; 
[ ... ] 
if (self. stereotypeList - >includes( ' PersistenceVariation2 ' )) then 
[ 
importPackageList : =List { ' java . util.ArrayList ' } ; 
endif ; 
importPackageList += List 
attributeList += self- >map 
[ ... ) 
{ ' corn . imaginary . lwp. BaseEnti ty ', [ ... ) } ; 
classToJavaAttribute CREATE() ; 
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operationList +=self- >map classToJavaOperation_getPrimaryTable() ; 
[ ... ] 
mapping Class : : classToJavaAttribute_CREATE() :Attribute 






[ ... ) 
. - ' CREATE ' ; 
' private '; 
' static final '; 
. - ' String '; 
mapping Class : : classToJavaOperation_getPrimaryTable() : Operation 






[ ... ] 
self ; 
' getPrimaryTable ' ; 
' String '; 
' return "' 
+ context.name . toUpper() '" ; '; 
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Les formules mergeimportStatements, mergeRaiseExceptions et 
mergeFragments sont exprimées en QVT par une expression forEach . Par exemple, 
la formule mergeFragment ( ' associationEnd ', ' associationEnd .name 
associationEnd . name . abbreviation ()) ; ) ; ', ' PSC ' ) dans le body d'un modèle 
de transformation est traduite en QVT par le code exprimé dans le tableau 7.17. 
Tableau 7.17 Traduction en QVT d'une formule mergeFragment 
this . associationEnd- >forEach (assEnd l assEnd . stereotype -
>includes( ' PSC ' )) 
{ 
} ; 
body : = body + assEnd . name + ' = ' 
assEnd .name . abbreviation())+( '; ' ) ; 
Les variations dans les propriétés sont exprimées en QVT en utilisant des expressions 
« if/else ». Par exemple les variations : variation( ' ArrayList ', 
' variation l ' ), variation(context . type.name+ ' Facade ', ' variation 2 ' ) 
et variation ( ' context . type . name 1 , ' variation_ 3 1 ) de la propriété type d'un 
modèle de transformation d' attribut sont traduites en QVT par le code exprimé au 
tableau 7.18. 
Tableau 7.18 Traduction en QVT de variations 
if (self. type . stereotype- >includes( ' variation l ' ))) then 
type : = ' ArrayList ' 
el se 
if (self. type . stereotype - >inc1udes( 1 variation_2 1 )) then 
type : = self. type . name+ ' Facade ' 
el se 
if (self. type . stereotype>includes( ' 
variation_3 ' )) then 




La formule element (element type of Er~ Pr l est exprimée à l'aide des opérations 
select et first sur les collections d'OCL. Par exemple, la formule 
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element ( ' attribute ', ' create_element_l ' ) d 'attribut est traduite en QVT par 
le code exprimé dans le tableau 7.19. 
Tableau 7.19 Traduction en QVT de element 
attributeList - >se1ect(stereotypeList - >inc1udes( ' create element_l ' )) -
>first() . 
7.5 VALIDATION DU TRAVAIL 
Dans cette section, nous présentons notre cadre de validation, ensuite, nous 
présentons les résultats obtenus lors de notre processus de validation et enfin, nous 
discutons de plusieurs aspects de l'approche proposée et soulignons certains travaux 
futurs . 
7.5 .1 Cadre validation 
Nous avons développé un prototype d'outil afin de valider notre approche mettant en 
application les règles présentées dans ce chapitre. Notre prototype prend en entrée tm 
PSM, un PIM et le profil UML de la plate-forme du système représenté par le PSM. 
Contrairement aux deux autres phases de notre approche, celle-ci est indépendante. 
Nous avons donc choisi de lui fournir en entrée un PIM et un profil UML « idéal » 
plutôt que ceux découverts dans les phases précédentes, afin de faire ressortir plus 
clairement les faiblesses et les forces de cette phase et quelle ne soient pas obscurcies 
par celles des deux autres phases. Nous avons appliqué notre outil aux six systèmes 
déjà présentés au chapitre 5. 
Notre processus de validation pour tous les systèmes testés suit les étapes suivantes : 
• génération du code QVT représentant les modèles de transformation; 
• annotation des éléments du PIM afin d' indiquer conunent ils doivent être 
transformés. Ils sont annotés avec les PSCs associés en utilisant les 
informations contenues dans les cartes de dérivation. Nous avons utilisé les 
-------------------------
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stéréotypes pour les PSCs et les paires étiquette-valeur (« tagged values ») 
pour les PRPs; 
• régénération d' un PSM grâce au plugin Eclipse « Mode! To Model9 » (M2M), 
un sous-projet du projet Eclipse Modeling, nous appliquons le code QVT au 
PIM annoté pour recréer un PSM du système; 
• calcul d'un ensemble de métriques sur les modèles de transformation 
découverts et le PSM régénéré. Ces métriques sont décrites ci-dessous. 
7.5.1.1 Taux de réduction 
La première métrique calculée est le taux de réduction. Elle indique, en pourcentage, 
le rapport entre le nombre d'éléments dans le PSM et le nombre de modèles de 
transformation. Par exemple pour le système jouet, nous avons besoin de 7 modèles 
de transformation de classificateur pour représenter les 47 classificateurs du système. 
Le taux de réduction est donc de 85,11 %. 
7.5.1.2 Nombre de variations 
La deuxième métrique calculée est la variation qui capture le nombre de variations 
dans les modèles de transformation. Cette métrique dmme deux types de 
renseignements. Tout d'abord, elle renseigne sur les variations dans 1 ' implémentation 
d'un PSC. Ensuite, elle évalue la complexité des modèles de transformation obtenue. 
En fait, chaque variation dans un modèle apparait dans Je code QVT par un bloc 
conditimmel, ce qui peut compliquer la maintenabilité. 
7.5.1.3 Taux de paramétrage des modèles de transformation 
La troisième métrique que nous mesurons est le nombre de références à des éléments 





bien entendu l' idéal est aucune. Nous indiquons le nombre de modèles qm en 
contiennent ainsi que le pourcentage. 
7.5.1.4 Taux de similitude entre le PSM en entrée et celui régénéré 
La quatrième métrique permet de mesurer le taux de similitude entre le PSM en 
entrée et celui régénéré. Elle est déterminée en calculant la moye1me du taux de 
similitude de chaque classificateur correspondant des deux PSMs. Deux 
classificateurs sont identiques si chacune de leurs propriétés (incluant les attributs et 
opérations) est identique, la similitude sera alors de 100 %. Pour évaluer la similitude 
de deux classificateurs, nous mesurons la similitude de chacune de ses propriétés une 
à une (incluant ses attributs et opérations) sur la même échelle et faisons leur 
moye1me. Le taux de similitude des opérations et des attributs (qui est employé dans 
le calcul de celui des classificateurs) se fait de la même façon, mais pour leurs 
propres propriétés. Si un attribut ou une opération est en trop ou manquant, nous 
déterminons une similitude de 0 pour cet élément. 
7.5 .2 Résultats 
Le tableau 7.20 présente les résultats obtenus pour la découverte des modèles de 
transformation des six logiciels analysés. Nous revenons ensuite plus en détail pour 
chacun de ces logiciels dans le reste de cette section en analysant des points 
spécifiques de leur résultat. 
Pour la métrique de la variation, le tableau d01me pour chaque système, la moye1me et 
le nombre maximal de variations selon le type de modèle de transformation. Une 
valeur de 1 indique qu'un PSC est implémenté avec une variation (deux possibilités). 
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Tableau 7.20 Résultat de la découverte des modèles de transformation 
Nombre de lignes de code 1124 1091 2076 3198 3082 6190 
Nombre de classificateurs 47 29 67 1. 891 74 209 
' 
Nombre d'attributs 55 53 130 146 132 411 
.. 
' Nombre d'opérations 207J -~ 375J _ 503 ' :.:::.::.;.~ 427 ~ __ 1 9_~j 
Nombre de paramètres 234 250 332 486 556 858 
Nombre de mo dèles de classificateurs 
. 59!. 50 ' 44 , 131 ! •.. 
Nombre de modèles d'attributs 7 17 108 68 60 281 
Nombre de modèles d'opérations 60 52 315 264 163 633 
Nombre de modèles de paramètres 77 46 245 264 300 564 
Réd uctio n c lassificateurs 85,11 62,07 11 ,94 43,82 40,54 37,32 
Réduction attributs 87,27 67,92 16,92 53,42 54,55 31,63 
Réduction opérations 86,05 , 74,88 16,00 47,51 61,83 39,66 
Réduction paramètres 66,95 81,60 26,20 45,68 46,04 34,27 
Variations moyennes classificateurs 0,71 0,27 0,09 0,48 0,41 0,58 
Variations moyennes attributs 0,14 0,24 0,06 0,22 0,25 0,18 
Variations moyennes opérations 0,77 0,90 0,09 0,26 0,68 0,92 
Variations moyennes paramètres 0,14 0,50 0,04 0, 10 0,21 0,11 
Maximum de variations class i:ficateurs 2 10 , 3 16 
Maximum de variations attJibuts 2 4 8 10 19 
Maximum de variations opérat io ns 6 3 2 16 27 42 
Maximum de variations paramètres 6 l 2 5 8 4 
Taux de paramétrage des modèles (nombre) 0 10 24 84 ' 83 57 
Taux de paramétrage des modèles (pourcentage) 100,00 92,06 96,70 87,00 85,36 96,46 
Taux de similitude des PSM origina l et régénéré 97,26 99,27 99,55 98,63 97,40 98,41 
7.5.2.1 Le système jouet (Jouet) 
Dans ce système, il est intéressant de noter qu'il n'y a pas de classificateur orphelin 
(c'est-à-dire purement reliés à la plate-forme d'implémentation) et que donc chacun 
des 7 modèles de transformation de classificateur est relié directement à un des 6 
PSCs de classificateur en plus de celui correspondant au PSC prédéfini 
PICinterface . 
Des répétitions n'ont pas été détectées dans certains corps de méthode, car elles 
contietment à la fois des références à des attributs et à des associations. Par exemple, 
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le fragn1ent de code « "account= " + getAccount () + " " + "amount= " + 
getAmount () » de l' opération toString de BankTransactionData . Cette répétition 
évidente n'est pas détectée, car account est une extrémité d' association alors 
qu ' amount est un attribut. Donc, on ne peut les regrouper avec un forEach qui itère 
sur un même type d'élément. 
Une des causes d'une similitude non totale entre le code original et le code régénéré 
vient du fait que le type de certains attributs ou opérations nécessite le nom complet 
(qualifié) du type alors que d'autres non. Par exemple, dans le classificateur du PSM 
Account , le type de l'opération getBalance devient dans le PSM régénéré 
BigDecimal au lieu du java . math . BigDecimal attendu. Il s'agit d'un problème 
facile à résoudre. 
Un autre problème se produit lorsqu'un ensemble d'éléments est créé avec le même 
template pour plusieurs éléments du PIM. Dans ces cas, nous ne pouvons garantir 
dans quel ordre ils seront créés. Par exemple, ce cas se produit lorsqu 'une opération a 
un paramètre créé pour chaque attribut de la classe contenant l' opération. Comme 
c'est le cas pour l ' un des constructeurs de la classe AccountData du PSM. Il s'agit 
d'w1e difficulté avec QVT que nous devrons contourner. 
Une autre difficulté avec nos modèles de transformation QVT qui induit une 
dissimilitude se produit lorsqu'un classificateur possède des éléments dérivés de ceux 
de sa super classe. Ainsi, le classificateur CheckingAccount hérite de Account et les 
modèles de transformation de CheckingAccount dépendent d 'éléments de Account 
qui ne sont pas accessibles dans les transformations QVT telles que nous les avons 
conçues. Cette difficulté devrait être contoumable en modifiant légèrement nos 
modèles de transformation QVT. 
Ces raisons d'absence de similitude totale entre le PSM original et régénéré 
s'appliquent aussi aux autres systèmes testés et ne seront pas répétées dans leur 
analyse. 
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7.5.2.2 Le système de gestion des ventes (SGV) 
Ce qui est à noter particulièrement dans ce système, c'est le faible nombre de 
variations pour chacun des modèles de transformation découve1is. Dans ce système 
comme dans les autres, les modèles de transformations contenant le plus de variation 
sont ceux d'opération, car la partie de paramétrisation et de généralisation du corps 
des opérations est la plus difficile à laquelle nous avons à faire face. Le maximum de 
3 variations représente les modèles de transformation d'opération pourrait être encore 
réduit si nous pouvions améliorer la détection des répétions dans le code source. Par 
exemple, les 3 répétitions dans le modèle de transformation relié au PSC load 
pourraient être détectées et fusionnées dans une seule variation. 
Nous avons aussi relevé une problématique dans la qualité du paramétrage des 
propriétés des modèles de transformations reliés au classificateur du PSM Table . En 
effet, celui-ci n'est pas relié à un élément du PIM, mais les noms de certains de ses 
attributs réfèrent directement à des éléments du PIM, mais ne sont pas paramétrés. 
C'est ce qui cause le taux de paramétrage de 92,06% pour ce système. 
7.5.2.3 Banking JDBC (BJDBC) 
Le taux de réduction pour les classificateurs de ce système est faible comparé aux 
autres systèmes testés, car son PIM contient seulement 5 classes et des 67 
classificateurs de son PSM, seulement 20 sont liés à ces classes. Le reste du système 
se compose de 4 7 classificateurs représentant exclusivement des exigences de la 
plate-forme d'implémentation et donc pour chacun d'eux un modèle de 
transformation est créé. Nous pouvons déduire qu'un système plus large mettant en 
œuvre la même plate-forme d' implémentation aura un plus grand rapport de 
réduction. 
Ses modèles de transformation de classificateur contie1ment une moyenne de 0,09 
variation et un maximum d'une seule variation. Le faible nombre de variations est 
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causé par les 4 7 classificateurs qui représentent exclusivement des exigences de la 
plate-forme d' implémentation et qui par conséquent ne contiennent pas de variation. 
Les autres ne sont liés au maximum qu'à deux classificateurs du PSM, donc ils ne 
peuvent avoir plus qu 'une seule variation. Ce maximum de 1 représente cinq modèles 
de transformation cotmne celui représentant le PSC PICinterface où une variation 
importe une seule interface et une autre en importe quatre. 
On voit aussi que le modèle de transformation créé pour son classificateur BankFrame 
conserve le nom d' éléments du PIM. Le problème est que ces noms réfèrent à des 
attributs de classes du PIM autres que celles reliées à BankFrame , ce qui présente une 
des limites de notre approche. 
7.5 .2.4 Le centre commercial virtuel (VSM) 
Ce système obtient une réduction intéressante pour les paramètres. La cause en est 
que beaucoup de ses paramètres implémentent un PSC commun, ce qui fait que leurs 
modèles de transformations sont fusionnés. Par exemple, il y a 129 paramètres 
d' opérations de classificateur du PSM qui sont liés au PSC de paramètre id . Leurs 
modèles de transformations sont fusiom1és en un seul modèle. 
7.5 .2.5 Le service de courtage en ligne (OFBS) 
Parmi les systèmes non générés, c'est ce système qui obtient la meilleure réduction 
pour les opération . Ce qui signifie que plusieurs opérations du PSM partagent un 
même modèle de transformation. Donc contrairement à BJDBC, plusieurs PSCs 
d' opération sont implémentés à répétition. Notamment, le PSC d'opération 
représentant les « getters » est implémenté 55 fois et celui les « setters » 51 fois . Ce 
qui fait qu 'une fois fusionnés, 104 modèles de transformation d 'opération sont 
éliminés. 
Mais swtout, on remarque que c' est ce système qui contient le plus grand nombre de 
modèles de transformations contenant encore des références directes à des éléments 
l 
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du PIM. Une grande cause de cette problématique (37 des 83 modèles de 
transformation problématiques) est un problème évoqué précédemment. Ce problème 
est celui des modèles de transformation qui créent des éléments du PSM qui ne sont 
pas reliés à des éléments du PIM et pour qui on ne peut donc paramétrer ces modèles. 
7.5.2.6 Le EJB Pet Store (PET) 
C'est ce système qui possède le plus grand nombre de modèles de transformation de 
paramètre. Cela est causé par le fait qu ' il possède plusieurs modèles de 
transformation d'opération de plate-fonne ayant des noms de paramètre différents, ce 
qui crée autant de modèles de transformation de paramètre. De plus, on observe 
qu'une grande majorité de ces modèles de transformation de paramètres ne sont pas 
du tout paramétrés. 
7.5.3 Discussion 
Les différents essais, que nous venons de présenter, nous aident à esquisser des 
réflexions et des constatations sur notre approche. Certaines nous font voir les causes 
des limites de notre approche alors que d'autres sont une piste de réflexion afin d'y 
remédier. 
7.5 .3 .1 Complexité des algorithmes 
La phase de découverte des modèles de transformation consiste en plusieurs étapes 
que nous avons exprimées dans un ensemble de règles. Plusieurs facteurs en rapport 
au nombre d'éléments dans le PSM entrent en compte dans le calcul de la complexité 
de l'application de ces règles : le nombre de classificateurs (ne), le nombre 
d' opérations (no), le nombre d'attributs (n. ), le nombre de paramètres (nP), le nombre 
d'import(nimport ), le nombre d 'exceptions (nraised), le nombre d'éléments 
(classificateurs, attributs, opérations et paramètres) (ne), le nombre de jetons (nt) et le 
nombre d' instructions (ni) dans le code des ses opérations. Le nombre de PICs 
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d'attribut et d'associations dans le PIM (npa) entre aussi en compte. Nous avons 
choisi d'estimer la complexité dans le pire des cas pour chacune de ces règles. 
Deux des algorithmes employés par ces règles pourraient sembler particulièrement 
couteux. Le premier algoritlune est 1 'application de DF A. Son temps d'exécution est 
proportionnel au nombre d' instructions dans le code des opérations et plus 
spécifiquement celles de branchement. Ce qui donne dans notre cas o (ni) . Le second 
algoritlune qui pourrait être couteux est la détection des opérations clonées. Son 
temps d'exécution a été évalué à la section 5.3.5.1 à o (nt log n t ) . 
Le tableau 7.21 résume une estimation de la complexité pour chaque règle. Donc, 
nous pouvons estimer la complexité de cette phase à o (n 8 ) + o (nt log n t l + o (npa 
n t ) . 
7.5.3.2 Les classificateurs qui ne sont reliés qu'à la plate-forme d'implémentation 
On voit que dans plusieurs systèmes, des modèles de transformation de classificateur 
qui sont reliés à un unique classificateur du PSM et qui ne sont pas reliés à un 
élément du PIM. Ces classificateurs orphelins représentent purement une exigence de 
la plate-forme d' implémentation. Pour le moment, notre approche crée pour ces 
classificateurs plusieurs modèles de transfmmation de tous les types, ce qui augmente 
grandement le nombre des modèles de transformation. Une idée serait peut-être de 
définir de tels classificateurs ailleurs que dans les modèles de transformation, car dans 
ce cas, il s' agit plus de création que de transformation. On pourrait imaginer ajouter 
au PDM une troisième vue qui représente ces classificateurs directement. 
Une autre problématique avec ces classificateurs arrive quand certaines de leurs 
propriétés réfèrent à des éléments du PIM, mais de la façon dont sont construites nos 
règles, ceux-ci ne peuvent être paramétrés adéquatement. Il sera facile d' étendre nos 
règles afin de supporter ces cas. 
162 
Tableau 7.21 Complexité des règles de la phase de découve1te des modèles 
Règle Complexité Motivation (le pire des cas) 
7.1 0 (ne ) Pour chaque classificateur du PSM. 
7.2 0 (na ) Pour chaque attribut du PSM. 
7.3 0 (n0 ) Pour chaque opération du PSM. 
7.4 0 (np) Pour chaque paramètre du PSM. 
7.5 0 (ne ) Pour chaque élément du PSM. 
7.6 0 (ne) Pour chaque élément du PSM. 
7.7 0 (ne ) Pour chaque élément du PSM. 
7.8 0 (ne ) Pour chaque modèle de transformation créé pour chaque 
classificateur du PSM. 
7.9 0 (na) Pour chaque modèle de transformation créé pour chaque 
attribut du PSM. 
7.10 0 (n0 ) Pour chaque modèle de transformation créé pour chaque 
opération du PSM. 
7.11 0 (npa ntl Pour chaque modèle de transformation créé pour chaque 
opération du PSM, on examine chacun de ses jetons en 
rapport avec les PICs d'attribut et d'association 
7.12 0 (np) Pour chaque modèle de transformation créé pour chaque 
paramètre du PSM. 
7.13 O(ne) Chaque modèle de transformation est fusionné en couple. 
7.14 0 (n t ) La quantité de code cloné est prop01tionnelle au nombre 
de jetons. 
7.15 0 (n import + Proportionnel à ces éléments 
nraised) 
7.16 0 (np) Il peut avoir un appel pour chacun de ces éléments. 
7.17 0 (na + n o ) Il peut avoir un appel pour chacun de ces éléments. 
7.5 .3.3 La découverte des liens entre les éléments 
Notre approche fonctionne bien pour découvrir les liens entre les éléments quand 
leurs noms sont écrits de façon conséquente et que les liens sont explicites dans ces 
noms. Mais ce n' est pas toujours le cas, avec des abréviations, des synonymes et des 
fautes d'orthographe. Par exemple, des éléments liés au PIC d'attribut 
social Secur i t y de Banking JDBC sont liés à des éléments du PSM contenant 
parfois ssn et parfois socialSecuri ty dans leur nom. Dans ces cas, même si nous 
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donnons les meilleurs modèles possible en entrée, il est impossible de détecter ces 
liens en se basant sur les identificateurs. 
Une solution qui a été explorée est l ' analyse de flux de données. Elle résout la 
problématique de l' exemple précédant. Mais ce n'est pas suffisant et nous devons 
explorer d' autres voies afin d' améliorer l' identification des liens entre les éléments du 
PSM et du PIM afin d'améliorer la qualité des modèles de transformation. 
Un autre problème avec nos règles se produisant lors de la découverte des liens entre 
les éléments arrive lorsque des propriétés d'attributs d'autres classificateurs ou des 
propriétés de classificateurs autres que celle du classificateur contenant 1' élément à 
paramétrer sont référées dans cet élément. Il faudra donc étendre notre approche pour 
répondre à cette problématique. 
7.5 .3.4 La réduction et la taille du système 
Comme nous avons pu le constater, la réduction n'est pas en lien directement avec la 
taille du système. Mais plutôt avec le nombre d'éléments du PIM partageant un PSC 
commun. Donc plus un système aura une plate-forme implémentée uniformément 
pour un PIM et plus le taux de réduction sera élevé. 
7.5.3.5 Les variations et la taille du système 
Le tableau 7.20 démontre que le nombre de variations par modèle de transformation 
tend à augmenter avec la tai lle du système analysé. Cela est causé par le fait que plus 
un système est grand, plus un PSC risque d'être implémenté avec plusieurs variations. 
Le nombre de variations va aussi diminuer en améliorant la paramétrisation. Car si 
différents modèles de transformation liés au même PSC sont paramétrés de façon 
idéale, la possibilité que ses propriétés paramétrées soient identiques (donc sans 
variation) est plus élevée. 
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Une autre voie pour réduire le nombre de variations serait de détecter des PSCs ayant 
des noms identiques et implémentant un différent concept et non seulement qui sont 
un raffinement d'un autre. Cela réduirait le nombre de variations par modèle de 
transformation. Le nombre de modèles augmenterait, mais ils seraient moins 
complexes. 
7.5.3 .6 Le paramétrage du corps des opérations 
Le paramétrage du corps des opérations repose pour beaucoup sur la détection des 
portions de code clonées et sur l'analyse de flux de données . Ces deux parties de 
notre algorithme pourraient être améliorées de façon à mieux détecter des liens entre 
des éléments et les portions de code répétitifs. 
Un de nos problèmes avec la détection des fragments de code répété est la difficulté 
d'utiliser les outils de détection de clones pour repérer des petites portions de code 
cloné pe1iinentes. Une idée à explorer serait l' emploi d ' expressions régulières. De 
plus comme nos analyses de flux de données sont relativement simples, il serait 
intéressant de les pousser plus loin afin de découvrir comment exploiter encore plus 
cette teclmique. 
7.5.3.7 La quantité de modèles de transformation de paramètres 
Il y a beaucoup de modèles de transformation de paramètres. Une idée que nous 
énoncions prée' demm nt pour les réduire est que quand ils ne sont pas liés à des 
éléments du PIM, de ne pas créer de modèles de transformations, mais de créer 
directement les paramètres dans les modèles de transformation d' opération. 
7.5.3.8 Complexité des modèles de transformation 
Un intérêt de l'approche MDA est de simplifier la maintenance logicielle en 
maintenant des modèles plutôt que du code source. Mais il faut que la maintenance de 
ces modèles soit simple. Donc, un minimum de modèles à maintenir est nécessaire. 
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Mais une autre nécessité est que ces modèles ne comportent pas un nombre exagéré 
de variations. 
On pourrait ainsi imaginer créer un seul modèle de transformation par type 
d'éléments pour tout un système, mais dans ce cas nous serions face à des modèles 
ayant un grand nombre de variations et très difficiles à maintenir. À l'inverse, nous 
pourrions imaginer créer un modèle de transformation pour chaque élément du PSM, 
dans ce cas les modèles seraient très simples, mais leur nombre complexifierait 
encore la maintenance. La création des modèles de transformation doit donc concilier 
au mieux ces deux exigences un peu contradictoires. 
7.5.3.9 Problème lors de la régénération 
Lors de la validation de notre approche, nous avons levé plusieurs petits problèmes 
qui devront être corrigés, mais qui ne posent pas de défi particulier. Le premier 
soulevé est que nous n ' avons pas prévu dans les modèles de transformation de 
distinction entre noms qualifiés et non. Une autre problématique est quand nous 
employons une boucle « forEach » pour créer des éléments et que nous appelons un 
même modèle de transformation pour créer plusieurs éléments, nous ne somme pas 
certain de l 'ordre dans lequel ceux-ci vont être créé et nous ne pouvons donc pas 
garantir que ces éléments seront dans la même position dans le PSM régénéré. 
7.5.3.10 Qualité de 1' architecture et du modèle métier 
Si le système ne repose pas sur un PIM et une plate-forme clairement définie et bien 
implémentée dans un PSM, il devient problématique pour notre approche de détecter 
des liens entre des éléments quand ceux-ci sont flous ou imprécis. Tout comme il est 
difficile de fournir un profil UML de la plate-forme d' implémentation et un PIM de 
qualité à 1 ' outil. Donc la définition de modèles de transformation est tributaire de la 
qualité des modèles en entrée. 
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7.6 SYNTHÈSE 
Nous avons présenté dans ce chapitre l' outil que nous avons développé pour valider 
notre approche, le protocole que nous avons suivi lors de notre processus de 
validation, les résultats de notre processus de validation. Nous avons conclu ce 
chapitre par une discussion sur notre processus de validation et des pistes 
d'améliorations à suivre. 
CONCLUSION 
Dans cette thèse, nous avons proposé une nouvelle approche de modernisation fondée 
sur ADM permettant la migration de systèmes légataires développés dans des 
envirmmements non IDM vers un environnement IDM. Dans ce qui suit, nous allons 
résumer nos contributions et présenter les extensions possibles à notre recherche. 
UN PROCESSUS DE MODERNISATION ADM REVISITÉ 
Nous avons proposé un nouveau processus de modernisation ADM. Nous y avons 
défini les différents modèles nécessaires et les transformations à réaliser pour passer 
d'un modèle à l'autre. Ce processus permet de passer du code source d'un système 
légataire à un ensemble de modèles à plus haut niveau d'abstraction et ainsi permettre 
d'utiliser l'IDM pour moderniser ce système. 
Dans ce processus, afin de surmonter les problèmes que pose la représentation de la 
plate-forme d' implémentation et son application à un modèle métier, nous avons 
proposé de la représenter par deux modèles. Le premier modèle représentant la plate-
forme d'implémentation est un profil UML décrivant les concepts de la plate-forme 
sur laquelle le système a été implémenté. Ce premier modèle décrit aussi les 
contraintes entre les concepts en employant le langage OCL. Le second modèle 
représentant la plate-forme d' implémentation est un ensemble de modèles de 
transformations paramétrés capturant le code d'infrastructure de la plate-forme 
d'implémentation. Les modèles de transformation sont décrits à l'aide du langage 
QVT. 
DÉCOUVERTE AUTOMATIQUE DES MODÈLES NÉCESSAIRES À LA 
MODERNISATION 
168 
Afin de faciliter l' application de ce processus, nous avons proposé des algorithmes 
pour la découverte automatique des trois principaux modèles employés à partir du 
code source d'un système légataire. 
D'abord, nous avons proposé un algorithme permettant la découverte du profil UML 
de la plate-forme d ' implémentation d'un système légataire. Ensuite, nous avons 
proposé un autre algoritlune pour la découve1ie du modèle représentant les éléments 
du domaine du problème contenu dans le système légataire. Ce second modèle, sous 
forme d'un diagramme de classes UML, dmme une vue du système d'un point de vue 
indépendant de toute plate-forme d'implémentation. Finalement, nous avons proposé 
un troisième algoritlune pour la découverte du troisième modèle qui contient un 
ensemble de modèles de transformations paramétrés capturant le code d'infrastructure 
de la plate-forme d'implémentation. 
L'importance de nos contributions réside dans le fait qu'à notre connaissance, notre 
travail est le premier qui est allé aussi loin dans la migration d'un système légataire 
vers un environnement IDM. Même si l'objectif de la thèse était au départ très 
ambitieux, nous avons voulu relever le défi pour voir jusqu'où nous pourrions aller. 
Un des fondements de notre approche est que la découve1ie des éléments reliés à une 
plate-forme d'implémentation est rendue possible par le fait que ces éléments sont 
implémentés de manières répétitives ou semi-répétitives. Afin de trouver cette 
répétitivité, nous avons exploré différentes techniques de rétro -ingénierie nous 
permettant d' identifier cette répétitivité. Notre approche a combiné plusieurs 
techniques telles que l' analyse des identificateurs, l' indexation sémantique latente, la 
détection des clones et l 'analyse des flux de données. 
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EXTENSIONS POSSIBLES 
Notre approche a été validée sur plusieurs systèmes Java et a donné de bons résultats 
pour ceux bien structurés ayant un bon style de programmation. Les autres posent des 
défis à notre approche qui peuvent être remédiés par trois types d'extensions. 
Le premier type d'extension consiste à améliorer les travaux actuels. En effet, notre 
processus de validation nous a montré plusieurs pistes à suivre. D'abord, la 
découverte des modèles est rendue compliquée par la non-répétitivité souvent 
présente dans l'implémentation d'un système légataire. Nous avons exploré plusieurs 
voies afin de confronter cette problématique comme nous l'avons déjà mentionné, 
mais il y a encore place à amélioration. Il faut donc pousser plus loin ces techniques 
et en explorer d'autres. Une autre limite de notre approche est le manque de souplesse 
de nos règles qui sont souvent trop rigides. Il faut donc aussi explorer ces pistes. 
Un deuxième type d'extension est de rendre l'approche interactive. Deux voies 
principales sont à explorer. D'abord, permettre lors de l'application de nos 
algorithmes w1 guidage par un expert qui permettrait de signaler une erreur à une 
étape qui en éviterait une cascade d' autres aux étapes suivantes. L'expert pourrait 
aussi apporter d'emblée des informations sur le système existant. La seconde 
interactivité désirable avec un expert serait de permettre la modification des modèles 
découverts afin de réaliser la tâche de modernisation. Une dernière extension possible 
est de découvrir comment les techniques de remaniement de code («refactoring») 
pourraient permettre d'enlever une des limites de notre approche du fait qu 'elle se 
base sur l'analyse des identificateurs sur plusieurs de ses aspects. En effet, un système 
légataire ne suivant pas une bonne politique de nommage posera des défis importants. 
Nous croyons que cette limite n'est pas aussi handicapante qu'on peut le croire 
puisqu'un tel système peut passer au préalable par un processus de remaniement de 
code. Reste donc à voir si cette solution est possible à mettre en pratique surtout pour 
les gros systèmes. 
APPENDICE A 
LE SYSTÈME BANKING JDBC 
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Dans certains de nos exemples, nous utilisions un second système que nous nommons 
Banking JDBC ou BJDBC. Nous utilisons ce système, car certaines de nos règles 
s'appliquent à des systèmes ayant une architecture implémentée de façon moins 
w1iforme et aucw1 exemple ne se trouve dans les classes du système jouet pour celles-
Cl. 
Ce petit système bancaire contient les 67 classificateurs listés dans le tableau Al. Il 
utilise une plate-forme d'implémentation ad hoc présentée dans le livre de Reese sur 
.TDBC (Reese, 2000). La figure Al décrit le PSM de ce système. Nous sommes 
conscients qu 'un tel diagramme imprimé à cette échelle est difficilement lisible, mais 
le but premier de sa présence est de montrer la différence entre le PSM et le PM qui 
est décrit dans la figme A2. La figme A3 représente une partie du profil UML de sa 
plate-forme d' implémentation. 







































































































































































































Acco unt Customer 
-balance : double= 0.0 / accounts -firstNarne : String= nu li 
-nurnber : int = 0 ' • -lastNarne : String= null 
+depos it(acct : Acco unt, amt : double) -sociaiSecurny : String= nu li 
+tran sfe r(s rc : Acco unt, targ : Account , a mt :double) custorner 
+withdraw(acct : Acco unt, amt : double) ..... 
/ 




« th row» 1 1 
AccountType 1 1 
+CHECK ING : AccountTYEe YI 
+SAVING S :AccountTYEe 1 lnsufficient Funds Exception 1 Bank 
-code : String 
1 
Figure A.2 
Les flèches noires indiquent une 
extension (indiquan t l' ex tens ion d' 




Le PIM de Banking JDBC 
«Stereotype>> 
C_ TransactionSession 
//Une contminlc de dépcnrumce 
<<Stereotype>> 









context PIM inv : classifiers- >forAll(c 
Classifier 
1 c . stereotypes->exists( ' C_Persistance ' ) 
implies c . stereotypes->exists( ' O_remove ' )) 
//Une contrainte d'incom~tibi l i té 
context PIM inv : classifiers- >forAll(c 
Classifier 
1 c.stereotypes->exists 
( ' C _ TransactionSession ' ) 
implies 
not c.stereotypes- >exists( 'O_store ' )) 
//Une contrai nte de com~ti bili té 
context PIM inv : classifiers- >exists(c 
Classifier 
1 c .stereotypes->includesAll( 
Set{ ' C_Home ' , 'O_Create ' }) ) 
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B.1 PHASE DE DÉCOUVERTE DU PROFIL UML DU MODÈLE DE PLATE-
FORME 
B.1.1 Découverte des PSCs de classificateur 
Règle 5.1 
Découverte des PSCs de classificateur par LSI 
grouper les classificateurs du PSM avec LSI 
pour chaque groupe qui contient au moins deux classificateurs ayant des noms (non qualifiés) 
différents faire 
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si les noms des class ificateurs du groupe ont au moins un patron commun qui n'est pas le nom 
d' un classificateur du PSM alors 
P := patron commun le plus long dans le nom des classificateurs du groupe 
si P n'est pas le nom d' un PSC de classificateur déjà trouvé alors 
ajouter un nouveau PSC de classificateur nommé d'après P 
associer le groupe au PSC 
sinon si le groupe est différent de tous les groupes déjà associés au PSC de classificateur 
nommé d 'après P alors 
associer le groupe au PSC 
fin si 
sinon 
ajouter un PSC de classificateur au nom indéfini 
associer le groupe au PSC 
fin si 
fin pout· 
Fin découverte des PSCs de classificateur par LSI 
Découverte des PSCs de classificateur par la détection de clones 
grouper les opérations du PSM avec la détection de clones 
pour chaque groupe faire 
sortir les classificateurs reliés aux opérations des groupes 
s'il y a au moins deux classificateurs ont des noms (non qualifiés) différents alors 
P := patro n commun le plus dans le nom des classificateurs du groupe 
si P n 'est pas le nom d ' un PSC de classificateur déjà trouvé alors 
ajouter un nouveau PSC de classificateur nommé d 'après P 
associer le groupe au PSC 
sinon si le groupe est différent de tous les groupes déjà associés au PSC de classificateur 
nommé d' après P alors 
associer le groupe au PSC 
fin si 
sinon 
ajouter un PSC de classificateur au nom indéfini 




Fin découverte des PSCs de classificateur par la détection de clones 
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Règle 5.2 
Filtrage des PSCs de classificateur 
pour chaque couple de PSC de classificateur Cl et C2 faire 
si le nom de Cl est une sous-chaîne du nom de C2 et que le groupe des classificateurs reli és à C2 
est un sous-groupe de celui relié à Cl alors 
en lever C2 de la liste des PSCs 
fin si 
fin pour 
Filtrage des PSCs de classificateur 
Règle 5.3 
Filtrage des PSCs de classificateur 
pour chaque PSC de class ificateur Cl faire 
si Cl est relié à un aucun PIC de classe a lors 
enlever Cl de la liste des PSCs 
fin si 
fin pour 
Filtrage des PSCs de classificateur 
B.1.2 Découve1ie des PSCs d'attribut 
Règle 5.4 
Découverte des PSCs d'attribut 
pour chaque classificateur du PSM C relié à un PIC de classe faire 
pour chaque attribut A de C faire 
si A appmtient à tous les classificateurs d' un sous-groupe d' un PSC de classificateur alors 
si le nom de A n'est pas le nom d' un PSC d'attribut déjà trouvé alors 
ajouter un nouvea u PSC d'attribut nommé d ' après A 
créer un nouveau groupe lié au PSC et contenant A 
sinon 





Fin découverte des PSCs d'attribut 
B.l.3 Découverte des PSCs d' opération 
Règle 5.5 
Lier les opérations du PSM aux attributs 
pour chaque classificateur du PSM C 1 relié à un PIC de classe faire 
pour chaque opération 0 de Cl faire 
pour chaque classificateur du PSM C2 faire 
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si (C2 =Cl) ou (Cl est lié au PIC de classe P et C2 appmtient au groupe basé sur le patron du 
nom de P) ou (C l a un parent (direct ou indirect) S et S est lié à un PIC de classe P et C2 
appartient au groupe basé sur le patron P) alors 
pour chaque attribut A de C2 faire 
si le nom de A est le nom d'attribut d'une des classes répondant aux conditions précédentes 
alors 






Fin lier opérations du PSM aux attributs 
Découverte des PSCs d'opération 
pour chaque PIC de classe P faire 
pour chaque classificateur du PSM C relié à P faire 
pour chaque opération 0 de C fail·e 
si 0 n'est pas liée à un attribut faire 
Il Le cas du constructeur, par exemple il va trouver le PSC Home pour le constructeur d'Ac co un t 
Home 
si le nom de 0 est le même que celui de C et différant de celui de P alors 
ajouter un nouveau PSC d'opération nommé en enlevant du nom de C celui de P 
sinon si 0 appartient à tous les classificateurs d 'un des sous-groupes d ' un PSC de 
class ificateur alors 





Fin découverte des PSCs d'opération 
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Règle 5.6 
Découverte des PSCs d'opération par LSI 
grouper les classifi cateurs du PSM avec LSI 
pour chaque groupe G faire 
si les class ifi cateurs contenant les opérat ions de G ont au moins deux noms (non qua lifiés) 
différents alors 
pour chaque verbe présent dans les class ificateurs du PSM faire 
chercher toutes les opérations reliées au verbe dans le groupe 
pour chaque opération reliée au verbe faire 
si le nom de l'opération contient celui d ' un attribut A d' un classificateur du groupe G oule 
nom d ' un PIC de classe alors 
ajouter un PSC d'opération nommé d 'après le verbe 
associer le groupe G au PSC 
noter cette opération comme reliée à l'attribut A 
sinon si l' opération est marquée comme re li ée à un attribut alors 
aj outer un PSC d'opération nommé d 'après le verbe 
assoc ier le groupe G au PSC 
noter cette opération comme reliée au verbe 
sinon si 1 'opération n'est pas marquée comme re liée à un class ificate ur ou une opérat ion 
alors 
ajouter un PSC d'opération nommée d 'après l'opération 






Fin découverte des PSCs d'opération par LSI 
Règle 5.7 
Découverte des PSCs d'opération par la détection de clones 
grouper les opérations du PSM par la détection de clones 
pour chaque groupe G d'opérati ons c lonées faire 
si les class ificateurs contenant les opérations de G ont au moins deux noms (non qualifiés) 
différents alors 
si les noms des opérations sont les mêmes alors 
si ce nom commun n'est pas celui d ' un PSC déjà présent alors 
ajouter un PSC d'opération nommé d'après ce nom 
associer le groupe G au PSC 
sinon 
associer Je groupe G au PSC déjà présent 
fin si 
sinon si les noms des opérations contiennent un verbe commun alors 
si un PSC d'opération nommée d 'après le verbe n'ex iste pas déj à alors 
ajouter un PSC d'opération nommé d'après le verbe 
fin si 
associer le groupe G au PSC 
sinon 
aj outer un PSC d'opération au nom indéfini 




Fin découverte des PSCs d'opération par la détection de clones 
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B.1.4 Découverte des PSCs de paramètre 
Règle 5.8 
Découverte des PSCs de paramètre 
pour chaque class ificateW' du PSM Cl relié à un PIC de classe C2faire 
pour chaque opération 0 de C faire 
pour chaque paramètre P de 0 faire 
si (il n 'existe pas un attribut Al de Cl où Al est lié à un attribut de C2 ou à une extrémité 
d'association de C2 et Al est relié à P par l'analyse de flux de données) 
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et (il n 'existe pas un attribut ou d 'extrémité d 'association de C2 dont le nom est dans le nom de 
P) 
et (le nom de C2 ne figure pas dans le nom de P) alors 
si un PSC de paramètre nommé d'après le nom de P n'ex iste pas déjà alors 
ajouter un PSC de paramètre nommé d'après P 
fin si 






Fin découverte des PSCs de paramètre 
B.1 .5 Découverte des contraintes entre les PSCs 
Règle 5.9 
Découverte des contraintes de dépendance 
pour chaque PSC de classificateur CC, s01tir l' ensemble des classificateurs EC l' implémentant 
faire 
pour chaque PSC d'attribut CA, sortir l' ensemble des classificateurs EA l'implémentant faire 
si EA contient tous les classificateurs de EC alors 
ajouter une contrainte de dépendance entre CC et CA 
fi n si 
fin pour 
pour chaque PSC d 'opération co, sortir l' ensemble des opérations EO l' implémentant faire 
pour chaque PSC de paramètre CP, sortir l' ensemble des opérations EP l' implémentant faire 
si EO contient toutes les opérations de EP alors 
ajouter une contrainte de dépendance entre CO et CP 
fin si 
fin pour 
Fin découverte des contraintes de dépendance 
Règle 5.10 
Découverte des contraintes de compatibilité 
pour chaque PSC Cl, sortir l'ensemble des éléments El l'implémentant faire 
pour chaque PSC C2, sortir l'ensemble des éléments E2 l' implémentant faire 
si El contient certains éléments de E2 alors 
ajouter une contrainte de compatibilité entre Cl et C2 
fin si 
fin pour 
Fin découverte des contraintes de compatibilité 
Règle 5.11 
Découverte des contraintes d'incompatibilité 
pour chaque PSC Cl, s01tir l' ensemble des éléments El l' implémentant faire 
pour chaque PSC C2, sortir l' ensemble des éléments E2 l' implémentant faire 
si E 1 ne contient aucun élément de E2 alors 
ajouter une contrainte d ' incompatibilité entre Cl et C2 
fin si 
fin pour 
Fin découverte des contraintes d'incompatibilité 
Règle 5.12 
Découverte des contraintes de raffinement entre les PSCs 
pour chaque PSC P qui est associé à plus d' un groupe faire 
si les groupes sont basés sur LSI et au moins deux groupes implémentent ou héritent d' un 
classificateur différent C qui n'est pas lié à un PIC de classe alors 
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tous les classificateurs Ci représentent un nouveau PSC du même type, et il est nommé du nom 
du classificateur Ci (après avoir enlevé toute occurrence d'un mot du vocabulaire du domaine du 
problème ) . 
chaque différence devient un nouveau PSC C2 de type classificateur 
ajouter une contrainte de raffinement entre chaque nouveau PSC et P 
fin si 
fin pour 
Fin découverte des contraintes de raffinement entre les PSCs 
Règle 5.13 
Découverte des contraintes de raffinement entre les PSCs 
pour chaque PSC Cl qui est associé à plusieurs groupes faire 
sinon si les groupes sont des groupes des clones d'opérations alors 
trouver les différences entre ces clones 
chaque différence devient un nouveau PSC C2 de type classificateur 




Fin découverte des contraintes de raffinement entre les PSCs 
B.2 PHASE DE DÉCOUVERTE DU MODÈLE INDÉPENDANT DE PLATE-
FORME 
B.2.1 Découverte des PICs de classe 
Règle 6.1 
Découverte des PICs de classe 
pour chaque classificateur du PSM faire 
nomCandidat := retirer le nom des PSCs de classificateur du nom de la classe 
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si nomCandidat est obtenue pour au moins deux classificateurs du PSM ayant des noms non 
qualifiés différents alor·s 
ajouter un PIC de classe nommée d'après nomCandidat 
fin si 
si la classe n'appartient à aucun des groupes associés aux PSCs contenus dans son nom alors 
créer un nouveau groupe contenant la classe 
associer le groupe au PSC 
fin si 
fin pour 
Fin découverte des PICs de classe 
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Règle 6.2 
Découverte des PSCs de classificateur orphelins reliés à des PICs de 
classe 
pour chaque PIC de classe CM faire 
si on peut trouver des classificateurs C2 non reliés à un PIC de classe et qui contiennent le nom 
du PIC de classe CM alors 
pour chaque classe de C2 faire 
nomCandida t := retirer de son nom celui de CM 
si nomCandi dat n'est pas déj à le nom d'un PIC de classe alors 
ajouter un nouveau PSC de classificatem nommé d'après nomCandi dat 
créer un nouveau groupe contenant la classe C2 





si trouvé d' autres PSCs de class ificateur alors 
redémarrer l' algorithme à partir de la règle 5.2 
fin si 
Fin découverte des PSCs de classificateur orphelins reliés à des 
PICs de classe 
Règle 6.3 
Découverte des classificateurs orphelins reliés à un PSC de 
classificateur 
pour chaque classificatem du PSM orphelin faire 
si on peut trouver dans son nom celui d'un PSC de classificateur alors 
nomCandida t := retirer du nom du classificateur celui du PSC de classificateur 
si nomCandida t ne conti ent pas un PSC de classificateur alors 




Fin découverte des classificateurs orphelins reliés à un PSC de 
classificateur 
B.2.2 Découverte des PICs d'attribut 
Règle 6.4 
Découverte des PICs d'attribut 
pour chaque classificateur du PSM C relié à un PIC de classe P faire 
pour chaque attribut A de C faire 
si A n'est pas li é à un PSC d'attribut alors 




Fin découverte des PICs d'attribut 
B.2.3 Découverte des PICs d'opération 
Règle 6.5 
Découverte des PICs d'opération 
pour chaque class ificateur du PSM C relié à un PIC de classe P faire 
pour chaque opération 0 de C faire 
si 0 n'est pas une opération qui est li ée à un PSC d'opération alors 




Fin découverte des PICs d'opération 
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B.2.4 Filtrage des PICs de classe 
Règle 6.7 
Filtrage des PICs de classe 
pour chaque PIC de classe C faire 
si cette classe ne contient ni PJC de d 'attribut ni PIC d'opération alors 
si le nom de cette classe contient un patron qui est celui d ' un PJC de classe alors 
enlever C de la liste des PICs de classe 
pour chacune des classes qui ont servie à trouver ce PIC de classe faire 
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si on peut trouver un ensemble de patrons Ps de C qui ne sont ni un PSC de classificateur, 
ni un PIC de classe et ni un classificateur du PSM alors 
ajouter le patron de P qui contient le plus de classe dans son groupe relié (le groupe 
doit contenir 2 class ificateurs et plus qui ne sont pas reliés au PIC de classe inclus) ni 
un sous-patron du nom des PSCs détectés dans les classes reliées au PIC de classe. 






si trouvé d'autres PSCs de classificateur alors 
redémarrer l'algorithme à partir de la règle 5.2 
fin si 
Fin filtrage des PICs de classe 
B.2.5 Découverte des relations entre les éléments du PIM 
Règle 6.8 
Découverte des associations 
pour chaque PIC de classe Cl faire 
pour chaque PIC d'attribut A li é à Cl faire 
si le type de A est un PIC de classe C2 et Cl !=C2 alors 
enlever A des PICs d' attribut liés à Cl 




Fin découverte des associations 
Règle 6.9 
Découverte des héritages 
pour chaque classificateur du PSM C 1 relié à un PIC de classe Pl faire 
pour chaque classificateur du PSM C2 relié à un PIC de classe P2 faire 
si il existe une relation d'héritage Cl et C2 alors 




Fin découverte des héritages 
Règle 6.10 
Découverte des dépendances 
pour chaque classificateur du PSM Cl relié à un PIC de classe Pl faire 
pour chaque classificateur du PSM C2 relié à un PIC de classe P2 faire 
si C 1 contient une opération qui jette une exception du type de C2 alors 




Fin découverte des dépendances 
B.3 PHASE DE DÉCOUVERTE DES CARTES DE DÉRIVATION 
B.3 .1 Sous-phase 1 : Découverte des cartes de dérivation 
B.3 .1.1 Étape 1.1 : Découverte des liens entre les éléments du PSM et du PIM. 
Règle 7. 1 
Découverte des liens entre les classificateurs du PSM et les PICs 
pour chaque class ificateur Cl du PSM faire 
Cl.linkedPIC := le PIC de classe avec le nom le plus long contenu dans son nom s ' il ex iste 
sinon null 
fin pour 




Découverte des liens entre les attributs du PSM et les PICs 
pour chaque classificateur C du PS M relié à un PIC de classe P faire 
pour chaque attribut A de C faire 
A.linkedPIC := 
l'attribut de P avec le nom le plus long contenu dans son nom 
ou 
l'extrémité d'association de P avec le nom le plus long contenu dans son nom 
ou 





Fin dé couverte des liens entre les attributs du PSM et les PICs 
Règle 7. 3 
Découverte des liens entre les opé rations du PSM et les PICs 
pour chaque class ificateur C du PSM relié à un PIC de classe P faire 
pour chaque opération 0 de C faire 
O.linkedPIC := 
P si son nom est contenu dans celui de A 
ou 
l' opération de P avec Je nom Je plus long contenu dans son nom 
ou 
l' attribut de P avec le nom le plus long contenu dans son nom 
ou 





Fin dé c ouverte de s lie ns entre les opération s du PSM e t les PICs 
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Règle 7. 4 
Découverte des liens entre les paramètres du PSM et les PICs 
pour chaque classificateur Cl du PSM relié à un PIC de classe C2 faire 
pour chaque opération 0 de C où O.linkedPIC != null faire 
pour chaque paramètre P de 0 faire 
P.linkedPfC := 
le paramètre P2 d'une opération 02 de P dont le nom est le patron le plus long 
fi gurant dans le nom de P 
ou 
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l' attribut A2 de C2 où Al est lié à un attribut A2 (ou une extrémité d' associat ion AE) 
de C2 et Al est relié à P par l' analyse de flux de données 
ou 
l'extrémité d 'association AE de C2 dont le nom est le patron le plus long fi gurant dans 
le nom de P 
ou 
1 'attribut A de P dont le nom est le patron le plus long figurant dans le nom de P 
ou 






Fin découverte des liens entre les paramètres du PSM et les PICs 
B.3 .1.2 Étape 1.2 : Découvetie des liens entre les éléments du PSM et les PSCs. 
Règle 7. 5 
Découverte des liens entre les classificateurs du PSM et les PSCs 
pour chaque classificateur Cl du PSM faire 
si Cl . linkedPTC = null et il existe un PSC de class ificateur PS homonyme alors 
Cl.primaryPSC := PS 
sinon si Cl est une interface et un Cl.name =Cl .linkedPIC.name a lors 
C 1. primaryPSC := "PIClnterface" 
sinon si Cl est une classe et un Cl.name =Cl .linkedPlC.name a lors 
Cl. primaryPSC := "PICCiasse" 
sinon si Cl.linkedPIC.name != null et Cl.name n'est pas dérivé de Cl .linkedPIC.name et il 
existe un PSC de classificateur PS dont le nom est le patron le plus long fi gurant dans le nom de 
Cl.l inkedPIC.name alors 
Cl. pr imaryPSC := PS 
sinon 
Cl. primaryPSC := null 
fin si 
fin pour 
Fin découverte des liens entre les classificateurs du PSM et les 
PSCs 
Découverte des liens entre les attributs du PSM et les PSCs 
pour chaque attribut Al d ' un c lassificateur du PSM Cl faire 
si Al olinkedPIC = null et il existe un PSC d'attribut PS homonyme alors 
Al.primaryPSC := PS 
sinon si Al.name =Al 0 linkedPIConame alors 
Al. primaryPSC := "PICAttribute" 
sinon si Al.linkedPIConame != null et Al.name n'est pas dérivé de Al 0 linkedPIConame et il 
existe un PSC d'attribut PS dont le nom est le patron le plus long figurant dans le nom de 
Al.linkedPIConame alors 
Al. primaryPSC := PS 
sinon 
Al. primaryPSC := null 
fin si 
fin pour 
Fin découverte des liens entre les attributs du PSM et les PSCs 
Découverte des liens entre les opérations du PSM et les PSCs 
pour chaque opération Ol d' un classificateur du PSM Cl faire 
si 01 0 linkedPIC = null et il existe un PSC d'opération PS homonyme alors 
OloprimaryPSC := PS 
sinon si Ol.name = 0 1 0 linkedPIConame alors 
01. primaryPSC := "PICOperation" 
sinon si Ol.linkedPIConame != null et Ol.name n 'est pas dérivé de 01 0 linkedPIConame et il 
ex iste un PSC d 'opération PS dont le nom est le patron le plus long figurant dans le nom de 
Ol.linkedP IC.name alors 
01. primaryPSC := PS 
sinon 
01. primaryPSC := null 
fin si 
fin pour 
Fin découverte des liens entre les opérations du PSM et les PSCs 
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Découverte des liens entre les paramètres du PSM et les PSCs 
pour chaque paramètre Pl d' un classificateur du PSM Cl faire 
si Pl . linkedPIC = null et il ex iste un PSC de paramètre PS homonyme alors 
Pl.primaryPSC := PS 
sinon si Pl. name = Pl .linkedPIC.name alors 
Pl. primaryPSC := "PICParameter" 
sinon si Pl.linkedPIC.name != null et Pl.name n'est pas dérivé de Pl .linkedPIC.name et il 
existe un PSC d'paramètre PS dont le nom est le patron le plus long figurant dans le nom de 
Pl. linkedPIC.name alors 
P l. primaryPSC := PS 
sinon 
Pl . primaryPSC := null 
fin si 
fin pour 
Fin découverte des liens entre les paramètres du PSM et les PSCs 
B.3.1.3 Étape 1.3 : Création des cartes de dérivation 
Règle 7. 6 
Création des cartes de dérivation de classificateur 
pour chaque classificateur Cl du PSM dans PSM faire 
si Cl.linkedPIC != nul! alors 
fin si 
fin pour 
créer une carte de dérivation de classificateur CD 
CD.origin := Cl.linkedPIC 
CD.destination := C 1 
CD.primaryPSC := Cl.PSC 
CD.variationPSCs := ~ 
Fin création des cartes de dérivation de classificateur 
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Création des cartes de dérivation d'attribut 
pour chaque cat1e de dérivation de classificateur CDC faire 
pour chaque attribut A dans CDC.destination .attributeList faire 
créer une carte de dérivation d'attribut CDA 
si A.linkedPIC != nul! alors 
CDA.origin := A.l inkedPIC 
sinon 
CDA.origin := nul! 
fin si 
CDA.destination :=A 
CDA.PrimaryPSC := A.PSC 
CDA.AuxiliaryPSC := ~ 
fin pour 
fin pour 
Fin création des cartes de dérivation d'attribut 
Création des cartes de dérivation d'opération 
pour chaque ca11e de dérivation de class ificateur CDC faire 
pour chaque opération 0 dans CDC.destination.operationList faire 
créer une carte de dérivation d 'opération CDO 
si O.linkedPIC != nul! alors 
CDO.origin := O. linkedPJC 
sinon 
CDO.origin := nul! 
fin si 
CDO .destination := 0 
CDO .PrimaryPSC := O.PSC 
CDO.AuxiliaryPSC := ~ 
fin pour 
fin pour 
Fin création des cartes de dérivation d'opération 
Création des cartes de dérivation de paramètres 
pour chaque ca11e de dérivation d' opération CDO faire 
pour chaq ue paramètre P dans CDO.destination.parameterList faire 
créer une carte de dérivation de paramètre CDP 
si P.linkedPIC != nul! alors 
CDP.origin := O.link.edPIC 
sinon 
CDP.origin := nul! 
fin si 
CDP.destination := P 
CDP.PrimaryPSC := P.PSC 
CDP.Auxi li aryPSC := ~ 
fin pour 
fin pour 
Fin création des cartes de dérivation de paramètres 
--------------
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B03 02 Sous-phase 2 : Création des modèles de transformation 
B0302 01 Étape 201 : Création de modèles de transformation 
Règle 7. 7 
Création des modèles de transformation de classificateur 
pour chaque carte de dérivation de classificateur COC faire 
si COC est une interface alors 
créer un modèle de transformation d' interface MT 
sinon 
créer un modèle de transformation de classe MT 
MToimplementedinterface := 
contextual izeC lassifierMappingTemplatei mplementedlnterface( C OC) 
fin si 
réglerChampsDeBase(COC, MT) 
MT oname := contextual izeClass ifierMappÎl1gTemplateName( C OC) 
MT 0 packageName := contextualizeClass ifierMappingTemplatePackageName( COC) 
MT osuperCiassifierN ame := contextual izeCiassifierMappingTemplateSuperCiass ifier( C OC) 
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MT .lmplementedlnterface := contextual izeCiassifierMappingTemplatelmplementedlnterface( C DC) 
MT 0 importPackage= contextualizeClassifierMappingTemplateimportPackage( COC) 
MT ovisibility := CDCodestinationovisibility 
fin pour aDerivationClass ifierMapEiement 
Fin création des modèles de transformation de classificateur 
Régler champs de base (CD, MT) 
MT oprimarylmplementedPSC := COoprimaryPSC 
MT oauxiliaryimplementedPSCs := CDoauxiliaryPSCs 
MT oresult := CO odestination 
si CO oorigin n'est pas nul! alors 
MT ocontext := COoorigin otype 
sinon 
si CO odestination est un attribut ou une opération et COodestination ocontainingClassifier.origin 
n'est pas tl! alors 
MT ocontext := CDodestinationocontainingClass ifier.type 
sinon si COodestination est un paramètTe et 
coodestinationoconta iningOperationo containingClassifi er. origm n'est pas null alors 
MT ocontext := C Oodest ination ocontamingüperationocontaini ngClass ifier.origin 
fin si 
fin si 
MT OPSMElementsoadd( aDerivationMapElement.quali fi edN ame) 
CDomappingTemplate := MT 
Fin régler champs d e base 
Création des modèles de transformation d'attribut 
pour chaque carte de dérivation d'attribut CDA faire 
créer un modèle de transformation d' attribut MT 
réglerChampsDeBase(CDA, MT) 
MT .name := contextualizeAttributeMappingTemplateName( CDA) 
MT . visibility := contextualizeAttributeMappingTemplate Visibility( CDA) 
MT .changeability := contextualizeAttributeMappingTemplateChangeability( C DA) 
MT .type := contextualizeAttributeMappingTemplateType(CDA) 
MT .initia!Value := contextualizeAttributeMappingTemplatelnitialValue( CDA) 
fin pour 
Fin création des modèles de transformation d'attribut 
Création des modèles de transformation d'opération 
pour chaque cm1e de dérivation d'attribut CDO faire 
créer un modèle de transformation d'opération MT 
réglerChampsDeBase(CDO, MT) 
MT .name := contextualizeOperationMappingTemplateName(CDO) 
MT .returnType := contextualizeOperationMappingTemplateReturnType( CDO) 
MT .visibility := contextualizeOperationMappingTemplateVisibility (CDO) 
MT .raisedException := contextualizeOperationMappingTemp lateRaisedException ( c DO) 
MT .specification := contextualizeOperationMappingTemplateSpecification (CDO) 
fin pour 
Fin Création des modèles de transformation d'opération 
Création des modèles de transformation de paramètre 
pour chaque carte de dérivation de paramètre CDP faire 
créer un modèle de transformation de paramètre MT 
réglerChampsDeBase(CDO, MT) 
MT .name := contextualizeParameterMappingTemplateName( CD P) 
MT .directionK.ind := contextualizeParameterMappingTemplateDirectionKind (CDP) 
MT . type := contextualizeParameterMappingTemplateType( CDP) 
fin pour 
Fin création des modèles de transformation de paramètre 
B.3 .2.2Étape 2.2 : Paramétrage des modèles de transformation. 
Règle 7.8 
ContextualizeClassifierMappingTemplateName(CDC) : String 
retourne CDC. destination .name.rep lace(CDC.origin.name, "context.name") 
Fin contextualizeClassifierMappingTemplateName 
contextualizeClassifierMappingTemplatePackageName(CDC) : String 
re su l ta t := CDC.destination.packageName.replace(C DC.origin.name, "context.name") 
retourne resul tat. rep lace(CDC.origin .packageName, "context.packageName") 
Fin contextualizeClassifierMappingTemplatePackageName 
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contextualizeClassifierMappingTemplateSuperClassifier(CDC) String 
re sul ta t := CDC.destination.superclassifierName.replace(CDC.origin.Name, "context.Name") 
r esultat := re sul tat .replace(CDC .origin.packageName, "context.packageName") 
resultat := re su l tat .replace(CDC .origin.superc lass ifierName, "context.superCiassifierName") 





resu l tat :=nouveau Vector 
pour chaque Interface I CDC.destination.implementedlnterface faire 
nom:= I.name.replace(CDC .origin.name, "context.name") 
nom := nom.replace(CDC.origin.packageName, "context.packageName") 
nom := nom.replace(CDC.origin.superClass.name, "context.superclass. name") 






si CDC.origin == nul! alors 
retourne CDC.destination .impot1Package 
fin si 
pour chaque importPackage I P CDC.destination .impmtPackage faire 
I P := I P.replace (CDC.origin.packageName, "context.packageName") 
I P := I P.replace(CDC.origin.name, "context. name") 
pour chaque AssociationEnd AE CDC. origin.associationEndList faire 
I P := I P. replace(AE.type.name, "context.associationEnds['AE').type.name") 
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Vector 
I P := I P. replace(AE.type.packageName, "context.associationEnds['AE'].type.packageName") 
fin pour 
pour chaque Dependency D CDC.origin.dependency faire 
I P := I P. replace(origin.dependencies['D'].target.name, "context.dependencies[' D').target.name") 
I P := I P.replace(origin.dependencies['D'].target. packageName, "context.dependencies['D'].target.packageName") 
fin pour 
pour chaque Attribute A CDC.orig in.attributeList faire 
IP := IP. replace(A.type, "A.type") 
fin pour 
pour chaque AssociationEnd AE CDC.orig in.associationList faire 
I P := I P.replace(AE.type, "AE.type") 
fin pour 
I P := I P.replace( CDC.orig in.superclassifier.name, "context.superclass.name") 
Il Le package du parent de la classe d'origine 
I P := I P. replace( CDC.orig in.superclassifier.packageName, "context.superclass. packageName") 
Il Le parent de la classe dérivée 
I P := I P.replace(CDC.destination.superclassifier.name, "this.superc lass. name") 
Il Les implements de la classe dérivée 
pour chaque Interface I CDC.destination. implementedlnterface faire 
I P := I P.replace( I , "this.Implementedlnterface[ ' I ' ]") 
fin pour 
pour chaque Attribute A CDC.destination.attributeList faire 
I P := I P.replace(A.type, "this.Attribute['A' ).type") 
fin pour 
pour chaque Operation 0 CDC.destination.operation faire 
IP := I P.replace(O.type, "this.Operation [' O' ). .type") 
pour chaque Parameter P dans O. parameter faire 
IP := IP.replace(P r.type, "this.Operation['O' ].Parameter['P' ).type" 
fin pour 
fin pour 
fin pour impottPackage 
Fin contextualiz eClassifierMappingTemplateimportPackage 
Règle 7.9 
contextualizeAttributeMappingTemplateName(CDA) 








resultat =CDA.destination. visibility 
si CDA.origin est un attribut ou une extrémité d' association alors 






si CDA.origin est un attribut ou un extrémité d'associationalors 
resultat= re sul tat.replace( CDA.origin.changeabi lity, "context.changeability") 
fin si 




si CDA.origin est un classificateur alors 
String 
re sul ta t =re sul tat. replace( CDA.origin.name, "context.name") 
sinon si CDA.origin est un attribut a lors 
re sul ta t =re sul tat .replace( CDA.origin.type, "context.type ") 
sinon si CDA.origin est une extrémité d'association alors 
resultat= re sul tat .replace( CDA.origin.type.name, "context.type.name") 
sinon si CDA.origin = null et CDA.destinationCiasifier n'est pas null alors 





---------------- - -------------, 
contextualizeAttributeMappingTernplateinitialValue(CDA) 
resultat := CDA.destination.initialValue 
si CDA.origin est un attr ibut alors 
String 
resultat= r esultat .replace( CDA.origin .initialValue, "context. initia!Value") 
sinon si CDA.origin est une extrémité d ' association ou un classificateur alors 
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re sul ta t = re sul ta t .replace( CDA.origin.initia!Value, "context.PSCs[PSC) .PRP['initia!Value').value") 
sinon si CDA.origin = null et CDA.destinationClas ifier n'est pas nuiJ alors 
si re sul ta t contains CDA.destinationClasifier.name alors 
resultat .replace("origin.classifier.name", "context.name") 
sinon 







si CDO.origin = nul! alors 
retourne CDO.destination.name 
fin si 
retourne CDO.destination.name.rep lace(CDO.origin.name, "context.name") 
Fin contextualizeOperationMappingTernplateNarne 
contextualizeOperationMappingTernplateVisibility (CDO) String 
r e s ul ta t := CDO.destination. vis ibility 
si CDO.origin est un opération alors 




contextualizeOperationMappingTemplateReturnType(CDO) : String 
re sul ta t := CDO.destination.returnType 
si CDO.origin est une classe alors 
resultat : = re sul tat .replace( origin .name, "context.name") 
sinon si CDO.origin est un attribut alors 
resultat : = re sul tat .replace( CDO.origin.type, "context.type") 
sinon si CDO.origin est une extrémité d'association alors 
resultat : = re su l tat .rep lace( CDO.origin .type.name, "context.type.name") 
sinon si CDO.origin est une opération alors 
resultat : = resultat. replace( CDO.origin. returnType, "context.returnType") 
sinon si CDO.origin = null et CDO.destinationClasifier n'est pas null alors 
resultat : = re sul tat.replace( "origin.classifier.name", "context.name") 
fin si 
retourne r e sultat ; 
Fin contextualizeOperationMappingTemplateReturnType. 
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contextualizeOperationMappingTemplateRaisedException (CDO) Vector 
resul tat := CDO.destination.raisedException 
pour chaque currentRaisedException d ans resultat fa ire 
si anOperatioDerivationMapEiement.origin est un attribut ou une extrémité d'association ou une 
opération alors 
pour chaque Dependency D dans 
anOperatioDerivationMapElement.origin.classifier.dependency faire 
i rn portPackage.replace( D. target.name, "context.classifier.dependencies[' D']. target.name") 
i rn port Package. replace(D. target. packageN ame, "context. class i fier.dependencies[' D']. target. package N ame") 
fin pour 
sinon si CDO .origin est une classe alors 
pour chaque Dependency D dans anOperatioDerivationMapEiement.origin.dependency faire 
importPackage.replace( D. target.name, "context.dependencies[' D'].target.name") 
i m portPackage. replace( D. target. packageN ame, "context. dependencies[' D']. target. packageN a me") 
fin pour 
sinon si anAttributeDerivationMapElement.origin = null et CDO.destinationClasifier n'est pas nul! 
alors 
pour chaque Dependency D dans 
anOperatioDerivationMapElement.origin.classifier.dependency faire 
importPackage.replace( D.target.name, "context.dependencies['D'] .target.name") 




retourne re s u l ta t 
Fin contextualizeOperationMappingTemplateRaisedException 
Règle 7. 11 
contextualizeOperationMappingTemplateSpecification (CDO) :String 
resultat := CDO.destination.specification 
destination := CDO.destination 
orig in := CDO.origin 
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originCl assifier := le classificateur d'origine du classificateur dérivé contenant l'opération 
dérivée 
si origin est une opération alors 
resultat := context.PSCs[PSC]. PRP['operationBody'].value 
sinon 
si or i gin est un attribut ou une extrémité d'association alors 
resultat := contextualizeTokens (o ri g i n .name, "context.name", resu l tat) 
contextual ize VariableDeclarationTypeB y AttributeOrAssociationEndType( 
or igin,"context.type") 
con tex tua !ize VariableAssignation ( origin,"context. ") 
sinon si origin est un classificateur alors 
pour chaque attribut A dans origin trié par tai lle descendante faire 
contextual izeTokens (A.name, "context.attribute[].name", resultat ) 
fin pour 
pour chaque associationEnd AE dans origin tri é par taille descendante faire 








resultat := contextualizeOperationMappingTemplateSpecification W ithParameters( destination , 
resultat) 
resultat := contextualizeSpecification WithOriginClassifier( destination, PIM, resultat) 
resul tat := refineBodyParametrization(CDO, destination, resultat) 
retourne resultat 
Fin contextualizeOperationMappingTemplateSpecification. 
contextualizeTokens (toReplace, aReplacement, aSpecification) 
pour chaque aToken dans aSpecification faire 





Identifier argidentifier, String argContextualization) 
pour chaque déclaration D d' une variable V faire 
si V est relié par DF A à argldentifier alors 






pour chaque attribut A dans originCiassifier faire 
contextual ize Varia b leDec la ration TypeB y A tt rib uteOrAssoc i ationEndType( A," context. attri bute[] . ty 
pe") 
fin pour 
pour chaque associationEnd AE dans origin originCiassifier faire 




contextualizeVariableAssignation (Identifier argidentifier, String 
argContextualization) 
pour chaque assignation A d' une valeur X à une variable V faire 
si V est relié par DF A à argldentifier alors 
si X est un littéral alors 
si argldentifier est un attribut et X == argldentifier.initiaiValue alors 
X:= X. replace(argldentifier.initiaiValue, argContextuali zation+".initialValue") 
sinon 
X:= argContextuali zation+".PSCs[PSC] .PRP['initialValue'].value))") 
fin si 
sinon si X est une expression de cast et cast type = argldentifier. type alors 







pour chaque attribut A dans originCiassifier faire 
contextual ize Vari ab leAssignation ( anAttribute, "context. attribute[]") 
fi n pour 
pour chaque associationEnd AE dans o r igi n originClassifi er faire 
contextualize Vari ab leAss ignation ( anAssociationEnd,"context.AssociationEnd []") 
fin pour 
Fin c ontextualizeVariab leAs s i gnationTypeByAttributeOrAssociationEndType 
Règle 7.12 
contextualizeParameterMappingTemplateName(CDP) 








resultat := CDP.destination.directionKind 
si CDP .origin est un paramètre alors 
si CDP .origin directionKind = CDP.destination.directionKind alors 
String 
resultat re sul ta t .replace(CDP.origin.directionKind, "context.directionKind") 
fin si 
fin si 
retourne re sul ta t 
Fin contextualizeParameterMappingTemplateDirectionKind 
contextualizeParameterMappingTemplateType(dans CDP) 
resultat := CDP.destination.type 
fin si 
String 
resultat : = resultat . replace ( CDP.origin .name, "context.name") 
si CDP.origin est un un attr ibut alors 
resultat : = resultat . replace ( CDP .origin.type, "context.type") 
sinon si si CDP.origin est une extrémité d 'association alors 
resultat : = resultat . replace ( CDP .origin.type.name, "context.type.name") 
sinon si CDP .origin est un classificateur alors 





B.3 .2.3 Étape 2.3 : Généralisation des modèles de transformation. 
Sous-étape 2. 3.1 : Fusion des modèles de transformation 
Règle 7.13 
Fusion des modèles de transformations 
groupesDeModèleDeTransformationSimilaires := grouper les modèles de 
transformation implémentant le même primaryPSC avec le même context 
pour chaque groupe G dans groupesDeModèleDeTransfo r mationSimila i res faire 
créer un nouveau modèle de transformation du type des éléments de G nommé MT 
MT .primarylmplementedPSC := G.primarylmplementedPSC 
MT.context := G.context 
MT. PSMEiements = union de tous les PSMEiments des membres de G 
groupesDeModèleDeTransformationidentiques := grouper les modèles de 
transfonnation de G dont les propriétés ont des valeurs identiques 
si groupesDeModèleDeTransformationidentiques contient un seul élément alors 
MT .propetties = G.firstEiement.properties 
sinon 
pour chaque champ C dans MT faire 
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s'il y a des vari ations dans les membres de groupesDeModèleDeTransformationSimilaires 
alors 
pour chaque variation V dans C pour les membres de 
groupesDeModèleDeTransformationSimilaires faire 
nouveauPSC := un nouveau PSC du type de MT 
nouveauPSC.name :=MT .primaryPSC.namc 
+« Variation » 
- -
+ (index unie) 
ajouter nouveauPSC à MT.implementedPSCsForVariations 






Fin fusion des modèles de transformations 
Sous-étape 2.3.2 : Généralisation du corps des opérations 
Règle 7.14 
Généraliser corps des modèles de transformation d'opération 
pour chaque corps original CO d' un mode de transformation paramétré MT avec c ont e xt 
classe faire 
pour chaque groupe Gi de clones contigus dans CO ayant comme context classe faire 
si les fragments de Gi sont paramétrés avec CTXi alors 
si les fragments de Gi réfèrent à des éléments différents de contexte Ei alors 
Pi = un nouveau PSC du type de CTXi 
Pi .name = MT .primarylmplementedPSC.name + "MergeFragment" + i 
fragment i = G;(O].rep lace(Ej , type d' élément de Ei) 
pour chaque variation var1 between fragment i faire 
n e wPRP = create a new PRP 
n e wPRP.PSC = Pi 
n ewPRP.name = "varFragmentProperty" + l 
n ewPRP.value = var 1 
fin pour 




pour chaque référence r e f q à un attribut ou une extrémité d'association dans 
MT .contextual izedBody faire 
Pr = un nouveau PSC du type de refq 
Pr .name = "element " + r 
remplacer r efq par element(refq.type, re f q, Pr) 
fin pour 
fin pour 
Fin généraliser corps des modèles de transformation d'opération 
Sous-étape 2. 3. 4 : Raffinement des modèles de transformation de class?ficateur 
Règle 7.1 5 
Généraliser ImportPackage 
pour chaque modèle de transformation de classificateur MT faire 
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pour chaque group Gi d 'énoncé import de MT paramétrés par une même chaîne S et pour le 
même context ctx et ct x n'est pas un classificateur faire 
fu sionner les membres de Gi dans un impoli groupé 
Pi := un nouveau PSC du type de CTXi 
Pi .name := MT .primarylmplementedPSC.name + « mergelmportStatements » + i 
enregistrer dans Gi mergelmportStatements(ctx, S, Pi) 
fin pour 
fin pour 
Fin g é n é ral i ser ImportPackage 
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Généraliser RaisedException 
pour chaque modèle de transformation de classificateur MT faire 
pour chaque group Gi d 'énoncé ra isedException de MT paramétrés par une même chaîne S et 
pour le même context ct x et ct x n'est pas un class ificateur faire 
fu sionner les membres de Gi dans un RaisedException groupé 
Pi := un nouveau PSC du type de CTXi 
Pi .name :=MT .primarylmplementedPSC.name + « raisedExceptionStatements » + i 
enregistrer dans Gi raisedExceptionStatements(ctx, s, Pi) 
fin pour 
fin pour 
Fin généraliser RaisedException 
Sous-étape 2. 3. 5 :paramétrage des appels 
Règle 7.16 
Généraliser paramètres 
pour chaque modèle de transformation d 'opération MT faire 
pour chaque groupe Gi d' appels consécutifs au même modèle de transformation de paramètre 
MTPi faire 
fusionner les membres de Gi dans un seul appel 
enregistrer dans Gi mergeParameters(MTP i .context, call_template(MTP i)) 
fin pour 
fin pour 
Fin généraliser paramètres 
Règle 7.1 7 
Généraliser attributs 
pour chaque modèle de transformation de classificateur MT faire 
pour chaque group Gi d 'appel au même modèle de transformation d 'attribut MT Ai faire 
fusionner les membres de Gi dans un seul appel 
enregistrer dans Gi mergeAttributes(MTAi .context, call_template(MTAi)) 
fin pour 
fin pour 
Fin généraliser attributs 
Généraliser opérat ions 
pour chaque modèle de transformation de classificateur MT faire 
pour chaque group Gi d'appel au même modè le de transformation d ' opération MT Ai fa ire 
fusionner les membres de Gi dans un seul appel 
emegistrer dans Gi mergeOpérations(MTAi .context, call_template(MTA;)) 
fin pour 
fin pour 
Fin généraliser opération s 
APPENDICE C 
LES TECHNIQUES D'ANALYSE UTILISÉES 
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Dans plusieurs aspects de notre approche, nous supposons que le code source lié à 
l ' implémentation d'un même PSC possède des caractéristiques particulières la 
distinguant des autres concepts : elle est répétitive ou semi-répétitive. Nous pouvons 
alors supposer que les classificateurs implémentant un même PSC partagent un 
vocabulaire commun et/ou du code cloné. Par conséquent, nous avons choisi des 
techniques tels que l'indexation sémantique latente ou LSI ( « Latent semantic 
indexing »), la détection de clones et l 'analyse de flux de données afin d ' identifier 
cette caractéristique. Dans cet appendice, nous donnons des détails sur la façon dont 
nous les avons mises en œuvre. 
C.l LSI 
Notre implémentation LSI suit les principes de cette technique tels que décrits à la 
section 3.3. Pour effectuer les calculs sur les matrices, nous utilisons la bibliothèque 
Paralle1Colt10 qui offre un ensemble d'opérations pour l'algèbre linéaire et fonctionne 
en parallèle augmentant la vitesse de calcul sur de grandes matrices si l'ordinateur sur 
lequel il s'exécute possède plusieurs processeurs. 
La valeur de notre k est déterminée empiriquement pour chaque système analysé et le 
seuil de similitude a été établi à 0,995 pour tous les systèmes. 
Les groupes selon LSI sont découverts comme suit. Nous construisons d'abord une 
matrice représentant le système analysé. Les colmmes sont des classificateurs du 
système et les lignes sont les verbes xtraits du nom des opérations des classificateurs 
(les opérations héritées sont également prises en considération pour un classificateur). 
La raison de l'utilisation des verbes vient du fait que le verbe dans le nom d'une 
opération doit refléter la tâche effectuée par l'opération. Les valeurs de la matrice sont 
alors la fréquence des verbes dans les classificateurs après avoir été normalisées en 
10 sites.google.com/site/piotrwendykier/software/parallelcolt, 09-27-2010 
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utilisant tf-idf11 . La similitude entre les classificateurs est mesurée par le cosinus entre 
les vecteurs correspondants à chaque classificateur. Chaque ensemble de 
classificateurs partageant une similarité franchissant le seuil est placé dans un groupe 
commun. 
C.2 DÉTECTION DE CLONES 
Les groupes d'opérations basés sur les clones sont extraits en utilisant 1' outil 
CCFinder12 . Dans la phase de la découverte du profil de la plate-forme 
d'implémentation, nous cherchons les clones entre les opérations de différents 
classificateurs et nous cherchons donc à créer des groupes d'opérations partageant du 
code cloné. Dans la phase de la découverte des modèles de transformation, nous 
cherchons les clones à l' intérieur d'une même opération et donc à créer des groupes 
de jetons clonés à l' intérieur d'une même opération. Dans les deux cas, nous utilisons 
l'outil CCFinder avec les paramètres appropriés aux types de clones désirés afin qu ' il 
génère des groupes de clones (ou classes de clones) en joignant les paires de clones 
détectés. 
C.3 ANALYSE DE FLUX DE DONNÉES 
Nous procédons à deux analyses de flux de données qui suivent les principes de LSI 
que décrite à la section 3.5. La première analyse cherche à déterminer pour chacun 
d s paramètres de chacune des opérations du PSM si sa valeur peut être affectée à un 
attribut d'un classificateur. La seconde analyse cherche à détenniner si la valeur d'un 
attribut peut être affectée à une variable locale, c'est-à-dire à 1 ' intérieur d'w1e 
opération. Pour effectuer ces analyses de flux de d01mées, nous utilisons l' outil 
Soot13· 
11 TF-IDF ajuste l' importance d'un terme par rapport à sa fi·équence relative dans le document, pondéré 
par le nombre de documents qui le contiennent. 
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