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A quantum spin Hall insulator is a two-dimensional state of matter consisting of an insulating
bulk and one-dimensional helical edge states. While these edge states are topologically protected
against elastic backscattering in the presence of disorder, interaction-induced inelastic terms may
yield a finite conductivity. By using a kinetic equation approach, we find the backscattering rate τ−1
and the semiclassical conductivity in the regimes of high (ω  τ−1) and low (ω  τ−1) frequency.
By comparing the two limits, we find that the parametric dependence of conductivity is described
by the Drude formula for the case of a disordered edge. On the other hand, in the clean case where
the resistance originates from umklapp interactions, the conductivity takes a non-Drude form with a
parametric suppression of scattering in the dc limit as compared to the ac case. This behavior is due
to the peculiarity of umklapp scattering processes involving necessarily the state at the “Dirac point”.
In order to take into account Luttinger liquid effects, we complement the kinetic equation analysis by
treating interactions exactly in bosonization and calculating conductivity using the Kubo formula.
In this way, we obtain the frequency and temperature dependence of conductivity over a wide range
of parameters. We find the temperature and frequency dependence of the transport scattering time
in a disordered system as τ ∼ [max (ω, T )]−2K−2, for K > 2/3 and τ ∼ [max (ω, T )]−8K+2 for
K < 2/3.
I. INTRODUCTION
One of the most fascinating advances of recent years
has been the discovery of the plethora of quantum states
characterized by a non-trivial topological structure of the
single-particle wavefunctions.1,2 While the role of topol-
ogy in the quantum Hall effect was recognized in the
early eighties,3 it was not realized until much later that
related topological states exist with other symmetries.4
In particular, it was shown about ten years ago5–7 that
a particular kind of topological order known as Z2 topo-
logical order is present in the quantum spin Hall effect
– like the regular quantum Hall effect this also occurs in
two-dimensional systems but in the absence of a mag-
netic field (in other words, in systems with time-reversal
symmetry). It was around this time the physics of topo-
logical insulators really took off when it was predicted8
and subsequently measured experimentally9,10 that the
quantum spin Hall effect is realized in HgTe/CdTe quan-
tum wells. This state has since also been predicted11 and
observed12–14 in InAs/GaSb quantum wells.
The most striking feature of these topological insula-
tor states is that while the bulk exhibits a spectral gap,
the edges (or surfaces in three-dimensional cases) support
metallic (gapless) states with curious properties. In the
case of the conventional quantum Hall effects, these edge
modes are chiral, with the chirality determined by the
sense of the external magnetic field. These states show
a quantized conductance15 as the chiral nature implies
there are no states to which electrons may be backscat-
tered and hence no mechanism by which electrical re-
sistance may be generated. The edge states of a quan-
tum spin Hall system however are quite different. They
form a helical liquid, meaning that the chirality and spin-
polarisation are linked.16,17 In these helical liquids, an
electron moving one direction forms a Kramer’s doublet
with that moving the opposite direction meaning that
a time-reversal symmetric impurity (for example a non-
magnetic impurity) can not elastically backscatter elec-
trons. This is a state sometimes dubbed a symmetry
protected topological state;18 breaking time-reversal sym-
metry annuls the topological protection (for example, he-
lical liquids may be formed in other contexts19,20 without
the role of topology).
While the topological protection forbids elastic
backscattering from non-magnetic impurities which may
naively be thought to lead to quantized conductance
G = G0 = 2e
2/h, no such simple result exists for in-
elastic backscattering when interactions are present.16,17
Many forms of inelastic scattering have been investi-
gated on the side of theory, including multiple scat-
tering off impurities,21,22 random Rashba spin-orbit
coupling,23–25 umklapp interactions both with and with-
out impurities,26 phonon scattering,27 and scattering
from charge puddles.28
No matter the source of the inelastic scattering, the
result of all of these investigations is that the correc-
tion to conductance behaves as a power-law in tempera-
ture δG ∼ Tα (or possibly activated behavior in a clean
system26), which goes to zero as temperature goes to
zero. The power is dependent on the exact scattering
mechanism chosen, as well as Luttinger liquid effects29,30
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2which are ever-present in one-dimensional systems.
Experiments on helical edge states have been per-
formed for both short edge channels, where the system
length L is much smaller than the mean free path l, and
long edge channels, where L  l . The first experi-
mental study of the temperature dependence of helical
edge transport was performed in Ref. 9 and 31. The au-
thors measure the conductance of short edges (∼ 1µm)
of HgTe/CdTe quantum wells and find that it is a quan-
tized close to G0 and depends only weakly on tempera-
ture. Longer edges of the order of ∼ 10 − 30µm have
been studied in Ref. 32. Their results show conductance
well below the quantized value and rather temperature
independent. Transport properties have also been mea-
sured in InAs/GaSb quantum wells.14 In these systems
the measured conductance is close to the quantized value
and seems to be insensitive to temperature and even mag-
netic field variations over a large range of parameters.
This behavior is observed for both short and long edge
channels.
As possible ways to explain the lack of temperature
dependence, a number of potential perturbations that
weakly break time-reversal symmetry have been investi-
gated, such as Kondo impurities,21,33 dynamical nuclear
polarization,34 exciton condensation35 and explicit ad-
dition of a magnetic field.22 No consensus has yet been
reached to explain the discrepancy between theory and
experiment and therefore more work must be done on
both sides.
In this work, we concentrate on the time-reversal sym-
metric case, where we study the transport properties of a
model that was first introduced in Ref. 26 and includes in-
teractions, impurity scattering, and a Rashba spin-orbit
term. In their work the authors study corrections to the
dc conductance of short edges, while we concentrate on
the conductivity of long edge channels.
While the frequency dependence of the conductivity
of a Luttinger liquid (LL) has been studied both in the
semiclassical regime36,37 and including weak localisation
effects,38,39 the conductivity of a helical Luttinger liquid
(HLL) remains largely unexplored.
We study the conductivity of a HLL first by means
of a kinetic equation approach, from which we obtain
the high and low frequency limits of conductivity. This
fermionic approach is valid for a weakly interacting sys-
tem when the Luttinger liquid constant K ≈ 1; to in-
vestigate the more general case we supplement this ap-
proach with bosonization, being careful to highlight the
links between this and the prior conceptually transparent
fermionic calculations. This allows us to build up a com-
plete picture of the conduction properties of this model
over the whole of parameter space.
The structure of the paper is as follows. In section II,
we introduce the microscopic model of the helical edge
state, while in section III we discuss the kinetic equation
formalism and the scattering terms which appear in the
collision integral. In section IV, we give the solution of
the kinetic equation for both the ac and dc limits, pro-
viding a critical comparison of these results. In section
V we derive the bosonized version of the Hamiltonian
(treating the disorder via the replica trick), the conduc-
tivity of this model is then derived in section VI, and we
conclude in section VII. Technical details are relegated
to the appendices.
Throughout the paper we use the conventions ~ =
kB = vF = 1 while performing the calculation and re-
store ~ and vF in key results.
II. MODEL FOR HELICAL FERMIONS
We consider an infinite one-dimensional system of he-
lical fermions. The electrons feel a density-density inter-
action and are subject to a nonmagnetic random disorder
potential. The Hamiltonian is thus a sum of three parts:
H = H0 +Hint +Himp. (1)
Additionally, the strong spin orbit coupling in the bulk
which leads to the emergence of the helical edge states
also breaks the SU(2) spin rotation symmetry in the
edge. The resulting helical liquid with broken Sz sym-
metry is termed “generic helical liquid”. The model we
use to describe this generic HLL was first introduced in
Ref. 26. To fix our notation and to review the main ideas
behind the model we will briefly review its derivation.
The 1D helical system is translation invariant and mo-
menta k are thus good quantum numbers for the eigen-
states. Furthermore, to lowest order in spin orbit cou-
pling, the spin degree of freedom of the excitations is
frozen out because each chirality has a well-defined spin
direction. The effective low energy theory for the edge
excitations is thus that of free spinless fermions,
H0 =
1
L
∑
k
∑
η=R,L
η k ψ†k,ηψk,η. (2)
Here ψk,η are fermionic operators and η = R,L = +,−
denotes chirality. If we assume that time reversal symme-
try holds, Kramer’s theorem ensures that for any k there
exist two orthogonal eigenstates, created by fermionic op-
erators ψ†η,k and ψ
†
η¯,−k which are related by time reversalT ψk,η = ηψ−k,η¯.
The interaction and disorder contributions for spinful
fermions read as
Hint =
1
L
∑
kqp
∑
σσ′
Vqψ
†
k,σψk−q,σψ
†
p,σ′ψp+q,σ′ , (3)
Himp =
1
L
∑
k,q
∑
σ
Uqψ
†
k,σψk−q,σ. (4)
Here, σ =↑, ↓ denotes the spin in z-direction.
However, as mentioned before in a generic helical liq-
uid, spin rotation invariance around the z-direction will
be broken by spin-orbit terms either due to structural
inversion asymmetry or bulk inversion asymmetry in the
3bulk of the system. We therefore formulate the problem
in the chiral basis (R,L) in which the free Hamiltonian
is diagonal. In order to perform this rotation we follow
Ref. 26 and derive the rotation matrix from symmetry ar-
guments. The operators ψk,σ of an electron with momen-
tum k and spin projection σ along the z-axis are related
to the chiral operators ψk,η by a momentum dependent
SU(2) matrix Bk,
(
ψk,↑
ψk,↓
)
= Bk
(
ψk,R
ψk,L
)
. (5)
To preserve fermionic commutation relations the matrix
has to be unitary B†kBk = 1. Moreover, time reversal
invariance entails the symmetry Bk = B−k. Because of
these constraints the leading terms inBk for small k  k0
can be written as
Bk =
(
1− k4
2k40
−k2
k20
k2
k20
1− k4
2k40
)
. (6)
k0 is an effective parameter that describes the strength of
spin-orbit coupling; in the absence of any spin-orbit cou-
pling we have k0 →∞. Physically, it can be interpreted
as the inverse length scale on which an electron keeps its
spin orientation.
In the following we assume that interaction and im-
purity potentials are momentum independent, Uq = U
and Vq = V . In the case of interactions this is justified
if the potential is well screened by external media e.g.
external gates. For impurities we make the assumption
that the disorder potential is short-ranged in real space.
Performing the rotation Eq. (5) in Eqs. (3) and (4) we
obtain
Hint =
1
L
∑
kqp
∑
η1η2η3η4
Vq[B
†
kBk−q]η1,η2
[
B†pBp+q
]
η3,η4
× ψ†k,η1ψk−q,η2ψ†p,η3ψp+q,η4 ,
(7)
Himp =
1
L
∑
k,q
∑
η1η2
Uq[B
†
kBk−q]η1,η2ψ
†
k,η1
ψk−q,η2 . (8)
To lowest order in k/k0 the product of rotations can
be written in the form[
B†kBp
]
η,η′
= δη,η′ + η δη¯,η′
k2 − p2
k20
, (9)
where we use the notation R¯ = L and vice versa. Insert-
ing (9) into (7) and (8) yields the interaction terms
H1 =
V
k40L
∑
k,p,q,η
(
k2 − (k − q)2) (p2 − (p+ q)2)ψ†k,ηψ†p,η¯ψk−q,η¯ψp+q,η,
H2 =
V
L
∑
k,p,q,η
ψ†k,ηψ
†
p,η¯ψp+q,η¯ψk−q,η,
H3 =
V
k40L
∑
k,p,q,η
(
k2 − (k − q)2) (p2 − (p+ q)2)ψ†k,ηψ†p,ηψp+q,η¯ψk−q,η¯,
H4 =
V
L
∑
k,p,q,η
ψ†k,ηψ
†
p,ηψp+q,ηψk−q,η,
H5 =− V
k20L
∑
k,p,q,η
η (k2 − p2)ψ†k+q,ηψ†p+q,η¯ψp,ηψk,η + h.c.,
Himp =
U
L
∑
k,p
∑
η
(
ψ†k,ηψp,η + η
k2 − p2
k20
ψ†k,ηψp,η¯
)
.
(10)
The different terms of the interaction Hamiltonian can
be grouped analogously to the g-ology of a conventional
LL, which motivates our notation. However, in the
present model we have an additional umklapp term that
backscatters only one incoming particle. For the pur-
pose of this work it will be called g5 term. A diagram-
matic representation of possible interactions processes is
depicted in Fig. 1.
It is important to realize, that there is a fundamental
difference between the case of conventional one dimen-
sional fermions and the helical fermions discussed here.
Usually, one linearizes the spectrum of fermions around
the Fermi energy defining left and right movers with lin-
ear spectrum. However, both branches of the spectrum
are always separated by a large momentum of roughly
2kF . In contrast to that, the spectrum of helical fermions
4R
R
L
L
g1backward
L
R
L
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g3umklapp
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R
g4forward
R
LR
g5umklapp
R
FIG. 1. G-ology of interaction terms in the HLL. Fat ver-
tices denote chirality changes that have an additional prefac-
tor ηin(k
2
in − k2out).
possesses a “Dirac point”, i.e. a point where the right
and left moving branches cross. In particular the g5 term
only contributes to the low energy physics, if the system
is close to the Dirac point which explains why it is never
discussed in the context of Luttinger liquid. However, it
will turn out that this process is crucial for the transport
properties of a HLL for sufficiently clean samples.
One further thing should be mentioned at this point.
The parameters V and U should be considered as effec-
tive couplings of the low energy theory after integrating
out all degrees of freedom above the UV cutoff, which
is given by the bulk gap. Therefore, renormalization ef-
fects due to high lying states are already incorporated
into the coupling constants and do not affect the physics
apart from that.
In the following we investigate the transport properties
of this model. To this end we develop a semiclassical,
quantum kinetic equation formalism in the next section.
III. QUANTUM KINETIC EQUATION
FORMALISM
We assume that the system is subject to some external
source of dephasing, such that the dephasing length lφ is
much shorter than the mean free path l. In this case
we can neglect quantum interference corrections, such as
weak localization and describe the system by solving a
semiclassical, quantum kinetic equation.
In equilibrium, non-interacting one-dimensional heli-
cal fermions have a linear spectrum k,η = ηk and obey
the Fermi-Dirac distribution f
(0)
k,η = (1 + exp{(k,η −
µ)/T})−1. Away from equilibrium the distribution func-
tion fk,η(x, t) has to be determined as the solution of a
quantum kinetic equation:
∂tfk,η(x, t) + vk,η∂xfk,η(x, t)− eE∂kfk,η(x, t)
= Ik,η[fk,η].
(11)
Here, Ik[fη] denotes the collision integral which contains
all the information about specific scattering processes.
In an infinite, homogeneous wire, we can neglect the
spatial dependence of the distribution function. Further-
more, in linear response to a weak external electric field
the electronic distribution function will not differ signifi-
cantly from the equilibrium Fermi-Dirac distribution and
we can expand it as fη ' f (0)η + f (1)η . It will prove useful
to parametrize the deviation f (1) with another function
ψ as
f
(1)
k,η(t) ≡ f (0)k,η(1− f (0)k,η)ψk,η(t). (12)
Inserting this expansion in our kinetic equation (11) we
arrive at the following equation for ψ in the frequency
domain
−iωψk,η(ω)f (0)k,η(1− f (0)k,η)− eE∂kf (0)k,η = Ik,η[ψk,η]. (13)
Here, we already made use of the fact that the collision
integral is a linear functional and is annihilated by the
Fermi distribution i.e. Iη,k[f
(0)] = 0.
Equation (13) can formally be rewritten into an integral
equation for ψ
ψk,η(ω) =
Ik,η[ψk,η]
(−iω)f (0)k,η(1− f (0)k,η)
− eEη
(−iω)T , (14)
where we used the fact that ∂kf
(0)
k,η = −ηf (0)k,η(1−f (0)k,η)/T .
For two particle scattering the collision integral reads as
I1[f1] =−
∑
2,1′,2′
W12,1′2′ [f1f2(1− f1′)(1− f2′)
− f1′f2′(1− f1)(1− f2)].
(15)
Here, we introduced the joint index 1 ≡ (k1, η1). Since
ψ is linear in the electric field and we are interested only
in the first order response we can linearize the collision
integral in ψ:
I1[ψ1] =−
∑
2,1′,2′
W12,1′2′
[
f
(0)
1 f
(0)
2 (1− f (0)1′ )(1− f (0)2′ )
× (ψ1 + ψ2 − ψ1′ − ψ2′)
]
.
(16)
The transition probability W12,1′2′ is given by Fermi’s
golden rule
W12,1′2′ = 2pi |〈1′2′|T |12〉|2 δ(i − f ). (17)
The energies in the initial and final states are given by
i = 1 + 2 and f = 1′ + 2′ and the states |12〉, |1′2′〉
are eigenstates of the non-interacting Hamiltonian. The
T-matrix is given by the expression:
T = (Himp +Hint)
+ (Himp +Hint)G0 (Himp +Hint) + · · · . (18)
Here, the Green’s function operator is defined as
G0 =
1
ηiki −H0 + iδ , δ → 0 + . (19)
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FIG. 2. Class of interaction processes taken into account as
the microscopic realization of inelastic processes backscatter-
ing one electron, called ”1P processes” (I) and inelastic pro-
cesses backscattering two electrons, called ”2P processes” (II).
We study various combinations of the interaction processes
depicted in Fig. 1 in combination with backward scattering
(b) or forward scattering (f) off the impurity.
Some remarks are in order. First, we consider only weak
interaction strength V and impurity potential U . There-
fore, we can restrict our calculation to the lowest orders
of the T-matrix. Second, we assume that impurity scat-
terers are uncorrelated and therefore the transition prob-
ability of a process containing disorder scattering is given
by the single impurity probability times the number of
impurities. This is valid as long as the impurity scat-
tering rate is much smaller than the typical electronic
energy.
Continuing with our formal manipulations let us rename
Γ12,1′2′ ≡
[
f
(0)
1 f
(0)
2 (1− f (0)1′ )(1− f (0)2′ )
× (ψ1 + ψ2 − ψ1′ − ψ2′)
]
× δ(η1k1 + η2k2 − η1′k1′ − η2′k2′).
(20)
Therefore, the final form of the collision integral (16)
reads as
I1[ψ1] =− 2pi
∑
2,1′,2′
Γ12,1′2′ |〈1′2′|T |12〉|2 . (21)
After we get the electronic distribution function fk,η
as the solution of the kinetic equation, we obtain the
conductivity as
σ =− e
EL
∑
k,η
vk,ηfk,η
(12)
= − e
EL
∑
k,η
ηf
(0)
k,η(1− f (0)k,η)ψk,η (22)
(14)
=
2e2
h
1
(−iω) −
e
EL
1
(−iω)
∑
k,η
ηIk,η[ψ]. (23)
This will be used to calculate the conductivity of weakly
interacting fermions in the next section.
IV. CONDUCTIVITY OF WEAKLY
INTERACTING HELICAL FERMIONS
A. Dynamic conductivity
In the case of frequencies much larger than the inverse
transport scattering time, we can solve the integral equa-
tion (14) by iteration:
ψ
(0)
k,η ≡−
eEη
(−iω)T , (24)
ψ
(n+1)
k,η =
Iη,k[ψ
(n)]
(−iω)f0η,k(1− f0η,k)
+ ψ
(n)
η,k , n ∈ N. (25)
Here, we stop at the zeroth order which leads to the con-
ductivity, cf. Eq. (23),
σac =
2e2
h
1
(−iω) −
e
EL(−iω)
∑
k,η
ηIk,η[ψ
(0)]. (26)
The entire information about specific scattering mecha-
nisms is encoded in the collision integral. In the following
we will discuss certain microscopic mechanisms and their
impact on transport. In particular, we are interested in
the real part of conductivity that arises due to these col-
lisions and characterizes current relaxation.
To calculate the real part of the conductivity we pro-
ceed as follows. First we calculate the matrix elements
〈1′2′|T |12〉 of the T matrix order by order in the expan-
sion in Eq. (18). From these expressions we obtain the
collision integral according to Eq. (21), where now the
distribution functions ψ are replaced by the zeroth order
approximation ψ(0). The obtained collision integrals are
then used to calculate the conductivity as explained in
Eq. (26).
To first order in the T-matrix we consider interactions
and disorder separately, T = Hint + Himp. The con-
ductivity of a clean interacting system is discussed in
Sec. IV A 1 and some details of the calculation can be
found in Appendix A 2. Due to the topological protec-
tion of the edge states, disorder does not lead to a fi-
nite conductivity by itself. Therefore, we have to con-
sider the second order of the T-matrix expansion where
6RL L R L R
(a)
(b)
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R R
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L
FIG. 3. Most important scattering processes (a) and their
possible microscopic realizations (b). While other microscopic
combinations of interaction and impurity scattering yield sim-
ilar outcomes, calculation shows that these combinations are
the dominant ones (see Tab. I). ”1P” describes inelastic pro-
cesses backscattering one electron and ”2P” denotes inelastic
processes backscattering two electrons. While g5 is a pure
interaction effect, the 1P and 2P scattering events also con-
tain impurity scattering. Due to the presence of disorder the
latter processes do not have to conserve momentum which
enlarges the available phase space. Therefore, processes con-
taining both interaction and disorder scattering lead to the
most important terms in the conductivity.
combined effects of interactions and disorder appear as
〈1′2′|HintG0Himp |12〉 + 〈1′2′|HimpG0Hint |12〉. The ef-
fect of these contributions on transport is discussed in
Sec. IV A 2 and some details of the calculation can be
found in Appendix A 3.
1. Clean system
In the absence of any impurity scattering we find a
finite real part of the conductivity due to g5 processes,
see Appendix A 2. The resulting expression reads as
<σ =e
2vF
h
1
ω2
(
V
vF
)2
vF k0
(
T
vF k0
)5
f(ζ). (27)
Here, we defined the ratio ζ = kF /T and the dimension-
less function
f(ζ) =
8
pi
∫
dxdy (x2 − y2)2nF (x− ζ)nF (y − ζ)
× (1− nF (x+ y − ζ))(1− nF (−ζ)),
(28)
where nF (x) = (1 + e
x)−1 is the Fermi function. We
can find analytical approximations for f(ζ) for high and
low temperatures compared to the Fermi energy. In the
regime kF  T we obtain f(ζ) ' 44/45ζ6e−ζ and conse-
quently the real part of conductivity,
<σ = 44
45pi
e2vF
h
1
ω2
vF kF
(
V
vF
)2(
kF
k0
)6
vF kF
T
e−vF kF /T .
(29)
In this regime the conductivity is thermally activated be-
cause energy and momentum conservation constrict one
of the particles in the final state to be created at zero
momentum deep within the filled Fermi sea (see Fig. 3).
Conversely, in the high temperature regime kF  T
we get f(ζ = 0) ' 306.02 and the process leads to power
law behavior,
<σ =306.02 e
2vF
h
1
ω2
vF k0
(
V
vF
)2(
T
vF k0
)5
. (30)
Let us adress one important point: how is it possible
that interactions that conserve momentum, such as the g5
term, lead to current relaxation? This is surprising since
in conventional Fermi liquids translational invariance im-
plies momentum conservation and entails the persistence
of currents in the absence of momentum nonconserving
interactions such as impurity scattering. However, in the
present case we are dealing with an effective low energy
theory in which the current of a one-dimensional elec-
tron system is determined by the number of left and right
movers. In particular, momentum conservation does not
imply current conservation. Current relaxation arises
from the scattering of right to left movers or vice versa.
While these scattering processes conserve quasimomen-
tum in the effective low energy theory they are in fact
umklapp processes in the original lattice model.
In summary, we observe that in the present model only
scattering processes that change the total number of left
and right movers can lead to a finite conductivity.
Consequently, it is clear that g1,g2 and g4 processes
will not affect the current since none of them change
the number of left and right movers. In principle one
might expect that the g3 process also influences trans-
port. However, we find that it does not lead to a finite
real part of the conductivity. To develop a deeper un-
derstanding of the physics behind this, we consider the
translation operator PT and the particle current J0 of the
free Hamiltonian Eq. (2),
PT =
1
L
∑
k,η
ψ†k,ηkψk,η, (31)
J0 =
1
L
∑
k,η
ηψ†k,ηψk,η. (32)
For the case of a clean LL, it was first realized in Ref. 40
that there exists a linear combination P0 = PT + kFJ0
that can be identified as the total momentum of the
hamiltonian and is therefore conserved, but also com-
mutes with a single umklapp term. The conclusion is,
that a single umklapp term in a conventional LL can
never lead to a finite conductivity. In the present case of
7τ−1 for processes that backscatter a single electron
g4 × b 0
g2 × b 0
g3 × b λ1 211pi2 nimp(UV )2
(
kF
k0
)8 (
T
k0
)4
g1 × b λ2 27pi2 nimp(UV )2
(
kF
k0
)6 (
T
k0
)6
g5 × f λ1 2pi2 nimp(UV )2
(
T
k0
)4
τ−1 for processes that backscatter two electron
g5 × b 0
g3 × f λ2 26pi2 nimp(UV )2
(
kF
k0
)2 (
T
k0
)6
TABLE I. Results of the second order perturbation theory in
the T-matrix. λ1 ' 103.9 and λ2 ' 1757.97 are dimensionless
integrals defined in Eq. (A2) and Eq. (A3) in the Appendix.
Forward (backward) scattering off impurities is denoted by
f (b). The scattering rate is calculated by summing all dia-
grams that are generated by combining the two said processes
cf. Fig. 2. The corresponding ac conductivity is obtained by
Eq. (35).
a HLL, cf. Eq. (10), we find on the one hand [H3, P0] = 0,
but on the other hand
[PT , H5] =
2V
k20L
∑
k,p,q,η
η(p− q)(k2 − p2)
× ψ†k+q,ηψ†p−q,η¯ψp,ηψk,η − h.c.,
[J0, H5] =
2V
k20L
∑
k,p,q,η
(k2 − p2)
× ψ†k+q,ηψ†p−q,η¯ψp,ηψk,η − h.c..
(33)
Therefore, there exists no such simple conservation law
for the g5 term. Consequently, we expect a finite con-
ductivity due to g5 but not due to g3 umklapp processes,
which is exactly the result obtained in the previous cal-
culation. To see how these conservation laws appear in
the kinetic equation formalism we show the explicit cal-
culation for g3 and g5 in Appendix A.
2. Disordered system
We know that pure disorder scattering will not affect
transport properties. Indeed, forward scattering does not
change the chirality of a particle and elastic backward
scattering is prohibited by time reversal symmetry. How-
ever, it turns out that combined scattering mechanisms
that include both interaction and disorder can lead to a
finite conductivity.
Using the intuition obtained from the first order of
perturbation theory we expect that only processes that
change the total number of right or left movers can affect
current. This is confirmed in the explicit calculation.
We are therefore left with two classes of processes.
First, there are inelastic processes that change the chi-
rality of a single incoming particle which we will refer to
as “1P processes”. Second, we have inelastic scattering
processes that change the chirality of both incoming par-
ticles which we will dub “2P processes”. The processes
as well as possible microscopic realizations are depicted
in Fig. 3.
In order to obtain the real part of conductivity induced
by these scattering mechanisms we have to take into ac-
count all possible microscopic realizations of the different
types. The processes taken into account are depicted in
Fig. 2 and the corresponding results are summarized in
Tab. I.
In the case of 1P scattering we find that the leading
contribution in the limit of low temperatures kF  T
comes from combined processes of g5 and forward scat-
tering off an impurity and yield
<σ = 42.1 e
2vF
h
1
ω2
(
UV
v2F
)2
vFnimp
(
T
vF k0
)4
. (34)
The explicit derivation of this result can be found in Ap-
pendix A 3.
While the combination of g3 and backward scattering
off the impurity produces the same temperature depen-
dence, the corresponding scattering time is bigger by a
parametrically large factor (k0/kF )
8, see Tab. I.
The 1P processes are similar to pure g5 interaction in
the sense that they change only the chirality of one parti-
cle. However, unlike the conductivity due to interaction,
Eq. (29), the result for the combined process Eq. (34) is
not exponentially suppressed in the limit kF  T . The
exponential suppression in the clean case is due to the
fact that momentum and energy conservation force one
of the particles to be at k = 0 deep within the filled Fermi
sea. If we include impurities, momentum conservation is
broken and the phase space requirements for the process
are relaxed which removes the exponential suppression.
If we assume that the ac conductivity obeys Drude’s
law,
σac =
2e2vF
h
1
ω2
τ−1, (35)
the whole information about a specific scattering process
is contained in the transport scattering time τ . From
Eq. (34) we obtain the scattering time of 1P processes,
τ1Pac = 0.047
1
vFnimp
(
v2F
UV
)2(
vF k0
T
)4
. (36)
Using the obtained ac scattering time we can make
predictions about other physical quantities relevant for
transport. In particular the dc conductance of a short
edge, i.e. if the system length L is much shorter than the
mean free path l, can obtained as
G ' 2e
2
h
(
1− L
l
)
, (37)
where l = vF τac. In the case of 1P scattering this would
yield a correction δG to quantized conductance which
8reads as
δG = 21.1
e2
h
Lnimp
(
UV
v2F
)2(
T
vF k0
)4
. (38)
This allows us to compare our results to existing
work.26 There the authors considered the combination
of g3 and backward scattering from the impurity. We
therefore find a more important microscopic mechanism
that leads to a conductance correction larger by a para-
metrical factor (k0/kF )
8.
For 2P processes the leading contribution arises from
the combination of g3 and forward scattering off the im-
purity which yields
<σ = 2.3× 104 e
2vF
h
vFnimp
ω2
(
UV
v2F
)2(
kF
k0
)2(
T
vF k0
)6
.
(39)
While this process produces subleading corrections in the
present case of weakly interacting electrons it will turn
out to be the dominant scattering mechanism for K <
2/3 when we include Luttinger liquid effects in Sec.VI.
As a general fact we notice that the scattering times
originating from microscopic processes containing back-
ward scattering off disorder are always parametrically
larger by powers of k0/kF compared to those containing
forward scattering.
B. dc conductivity
After having discussed the regime of high frequencies
we next turn to the opposite limit of dc conductivity. In
order to simplify the subsequent calculations we use an
effective Hamiltonian derived in Ref. 22 for the most rel-
evant scattering mechanisms. These terms would appear
in the Hamiltonian under renormalization and describe
1P and 2P scattering processes, respectively. In the pre-
vious calculation of the ac conductivity we have identified
the microscopic origin of these scattering processes and
we fix their coupling constant by demanding that they
replicate the results in Eq. (34) and Eq. (39). This yields
H1P =
g¯1P
L2
∑
k,p,q,q′,η
k ψ†q′,ηψ
†
q,η¯ψp,ηψk,η + h.c.. (40)
H2P =
g¯2P
L2
∑
k,p,q,q′,η
kq ψ†k,ηψ
†
p,ηψq,η¯ψq′,η¯, (41)
with the coupling constants
g¯1P =
√
2nimp
UV
k20
and g¯2P = 8
√
nimp
UV kF
k40
. (42)
To study transport behavior in the dc limit we proceed
as follows. Eq. (14) represents an exact integral equa-
tion determining the distribution function ψk,η, where
the information about the specific scattering process is
encoded in the collision integral. First, we calculate the
collision integrals for the process under consideration and
insert it into Eq. (14). Then we perform the limit ω → 0
to obtain equations determining the distribution func-
tion in the dc limit. The distribution functions obey a
certain symmetry connecting right and left moving par-
ticles, see Eq. (A1) in Appendix A. Therefore, the in-
tegral equations for right and left movers decouple and
we consider only the integral equations for right movers
ψR(x) ≡ ψ(x). Subsequently, we solve the integral equa-
tions numerically and obtain the dc conductivity Eq. (22)
as
σDC =− 2e
Eh
T
∫
dxnF (x− ζ)(1− nF (x− ζ))ψζ(x).
(43)
Here, x = k/T , ζ = kF /T are dimensionless momenta
and nF (x) = (1 + e
βx)−1 is the Fermi function.
1. Clean system
From our discussion of the ac conductivity we know
that only the g5 term affects transport properties of a
clean system. In the Appendix B 1 we solve the integral
equation for the distribution function and obtain the dc
conductivity. During the calculation we notice the curi-
ous fact that the distribution function of the state at the
Dirac point explicitely affects the distribution of all other
momentum states. This fact will become crucial for the
transport properties in the dc limit.
We find the conductivity in the regime kF  T ,
σ(kF  T ) = 0.014× 2e
2vF
h
(vF
V
)2 1
vF k0
(
vF k0
T
)5
,
(44)
and in the regime kF  T ,
σ(kF  T ) = 0.81× 2e
2vF
h
(vF
V
)2( k0
kF
)4
1
vF kF
e
vF kF
T .
(45)
If we assume that the results have the form predicted
by the Drude formula in the dc limit
σdc =
2e2vF
h
τ
and extract the corresponding scattering time τ , we can
compare the scattering times obtained in the dc limit
with those in the ac limit in Eq. (29) and Eq. (30). While
there is no parametric difference in the regime of high
temperatures this is not the case for low temperatures.
To be more specific, in the regime kF  T the scattering
time in the ac limit is parametrically smaller by a factor
T/kF compared to the scattering time in the dc limit.
This is due to the fact that the state at the Dirac point
influences all other momentum states and we will further
elaborate on this result in the discussion in Sec. IV C.
92. Disordered system
We now turn to the disordered case where we consider
the effective 1P and 2P processes. Again referring to Ap-
pendix B 2 for further details we find the dc conductivity
in the presence of impurities as
σ1P =
κ1
2
× 2e
2vF
h
1
vFnimp
(
v2F
UV
)2(
vF k0
T
)4
, (46)
σ2P =
κ2
26
× 2e
2vF
h
1
vFnimp
(
v2F
UV
)2(
k0
kF
)2(
vF k0
T
)6
,
(47)
where κ1 = −0.46 and κ2 = −0.042. Notice that the
conductivity in the presence of disorder is not sensitive
to the ratio of Fermi energy and temperature and we
obtain a single scattering time in both limits, kF  T
and kF  T .
C. Discussion: ac vs dc conductivity
We are now in the position to compare the results for
dc and ac conductivity summarized in Tab. II. In the
presence of disorder we consider effective 1P and 2P pro-
cesses which describe combined effects of interaction and
forward scattering off the impurity. They lead to trans-
port scattering times which are insensitive to the ratio of
Fermi energy and temperature. Furthermore, the para-
metric dependence of the transport scattering time is
identical in the low and high frequency regime. This
suggests that, in the presence of disorder, the parametric
dependence of the conductivity can be approximated by
the Drude formula,
σ(ω) =
2e2vF
h
1
τ−1 − iω . (48)
Nevertheless, the numerical prefactors in the ac and dc
limit differ substantially. Therefore, the overall behavior
of conductivity is not exactly Drude-like.
We find that the dominant contribution to conductiv-
ity is due to 1P processes. They lead to Drude-like behav-
ior of the conductivity, irrespective of doping and with a
temperature scaling ∼ T 4 in the ac and ∼ T−4 in the dc
limit, respectively.
For sufficiently clean systems we have to consider the
effect of g5 interactions. In this case we have to dis-
tinguish between the high temperature and low temper-
ature regime. If temperature is much larger than the
Fermi energy, the conductivity behaves Drude-like which
is expected since the high temperature limit corresponds
to the classical regime. For low temperatures however,
Pauli blocking of the state at the Dirac point leads a
scattering time which is much larger in the dc limit, by
a parametrically big factor EF /T , compared to the ac
case. Indeed, we saw that all scattering processes have
to go through the state at the Dirac point. In the ac
case the state is frequently emptied due to the applied
field. In the dc limit this can only happen due to ther-
mal fluctuations which leads to a suppression in the low
temperature case.
Another point to appreciate is, that the dc conductiv-
ity in the absence of impurities is finite. This is indeed
surprising, since the free Hamiltonian of our system is
that of a spinless LL, which is integrable and therefore
characterized by an infinite number of conservation laws,
current being one of them. Therefore, once a current is
created by an externally applied bias it should never re-
lax. For a conventional LL this statement remains true
even in the presence of g3 interaction which breaks some
conservation laws. However, in the present case we have
shown that the g5 term, that is particular to the HLL,
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does lead to a finite conductivity, while the g3 term does
not. As discussed in Sec. IV A 1 this is caused by the
fact that g3 commutes with the total momentum of the
system while g5 does not.
V. LUTTINGER LIQUID EFFECTS:
FORMALISM
So far we have discussed transport properties of one-
dimensional electrons subject to weak interactions and
impurity scattering neglecting LL effects. While intu-
itively more accessible, the fermionic description often
proves insufficient to describe the strongly correlated LL
state of one-dimensional fermions.
Therefore, we now complement our fermionic analysis
by bosonizing the model which takes g2 and g4 interac-
tions into account exactly. In real space the model of free
fermions with linear spectrum and interaction-induced
forward scattering reads as
H0 =
∑
η
∫
dxΨ†η(x)(−iη∂x)Ψη(x),
H2 =V
∑
η
∫
dxΨ†ηΨ
†
η¯Ψη¯Ψη,
H4 =V
∑
η
∫
dxΨ†η(x)Ψ
†
η(x+ 0)Ψη(x)Ψη(x+ 0).
(49)
Thereby, the field operators Ψ(x) are slowly varying on
the scale k−1F . We use the bosonization convention
29
Ψη =
1√
2pia
e−i
√
4piηφη , (50)
where φη are the chiral bosonic fields and a is the inverse
UV cutoff. The bosonic fields are obtained as
ϕ = φR + φL and θ = φR − φL. (51)
We now switch to an action formalism. The free action
is renormalized by g2 and g4 interaction and reads as
S0 =
∫
dxdτ
[
uK
2
(∂xθ)
2 +
u
2K
(∂xϕ)
2 + i∂xθ∂τϕ
]
.
(52)
10
τ in the ac limit τ in the dc limit
T  kF T  kF T  kF T  kF
g5 0.16
(
vF
V
)2 ( k0
kF
)4
T
(vF kF )
2 e
vF kF
T 6.5×10−3 ( vF
V
)2 1
vF k0
(
vF k0
T
)5
0.81
(
vF
V
)2 ( k0
kF
)4
1
vF kF
e
vF kF
T 0.014
(
vF
V
)2 1
vF k0
(
vF k0
T
)5
1P 0.047 1
vFnimp
(
v2F
UV
)2 (
vF k0
T
)4
0.23 1
vFnimp
(
v2F
UV
)2 (
vF k0
T
)4
2P 8.8× 10−5 1
vFnimp
(
v2F
UV
)2 (
k0
kF
)2 (
vF k0
T
)6
6.5× 10−4 1
vFnimp
(
v2F
UV
)2 (
k0
kF
)2 (
vF k0
T
)6
TABLE II. Comparison of the most dominant scattering mechanisms and their respective transport scattering time τ in different
regimes of temperature and frequency. The g5 process is solely due to electron-electron interaction while 1P and 2P processes
describe combined effects of disorder and interaction.
Here, K denotes the Luttinger liquid parameter which
is a measure of the fermionic interaction strength and
u is the renormalized Fermi velocity. In terms of the
interaction strength g2 = g4 = V and the Fermi velocity
vF they are given by the expressions
K =
1
(1 + V/pivF )1/2
, u = vF (1 + V/pivF )
1/2. (53)
Let us now include interaction and disorder terms and
derive an effective low energy action. As a starting point
we consider the Hamiltonian in Eq. (10) and expand mo-
menta around the Fermi points, i.e. we write k = k′+ηkF
and expand in |k′|  kF . We also define
ψk,η = ψk′+ηkF ,η ≡ Ψk′,η. (54)
This yields the following interaction-induced umklapp
terms:
H3 =
8k2FV
k40
∑
η
∫
dx e−i4kF ηx
(
∂xΨ
†
η
)
Ψ†η (∂xΨη¯) Ψη¯,
H5 =
4V kF i
k20
∑
η
∫
dx ei2kF ηxΨ†ηΨ
†
η¯Ψη∂xΨη + h.c. .
(55)
Notice that we did not consider g1 terms since they are
similar to g2 terms but with additional derivatives mak-
ing them less relevant in the renormalization group sense.
Performing the same expansion for the impurity terms
yields
Himp,f =
∑
η
∫
dxUf (x)Ψ
†
η(x)Ψη(x), (56)
Himp,b =
2kF
k20
∫
dxUb(x)
[
∂xΨ
†
RΨL −Ψ†R∂xΨL
]
+ h.c..
(57)
Here, we defined the forward and backward scattering
impurity potentials as
Uf (x) =
1
L
∑
q
Uqe
iqx, (58)
Ub(x) =
i
L
∑
q
Uq+2kF e
iqx. (59)
We consider weak, gaussian correlated disorder
U(x) =0,
U(x)U(x′) =Dδ(x− x′),
(60)
where D = nimpU
2 denotes the disorder strength. One
can then show that the forward and backward scattering
potentials obey
Uf (x)Uf (x′) = Ub(x)U∗b (x′) = D δ(x− x′). (61)
We proceed by bosonizing the model and switching to
an action formalism. This yields
S3 =
4k2FV
pi2a4k40
∫
dxdτ cos(2
√
4piϕ− 4kFx),
S5 =
8V√
piak20
∫
dτdx (3(∂xϕ)
2∂xθ + (∂xθ)
3)
× cos
(√
4piϕ(x, τ)− 2kFx
)
+
4V
piak20
∫
dτdx (∂2xϕ∂xθ + ∂xϕ∂
2
xθ)
× sin
(√
4piϕ(x, τ)− 2kFx
)
,
Simp,f =− 1√
pi
∫
dxdτ Uf (x)∂xϕ,
Simp,b =
2ikF√
piak20
∫
dxdτ Ub(x)∂xθe
i
√
4piϕ + h.c..
(62)
In the following we distinguish the clean and the dis-
ordered case. Recall that the fermionic treatment in
Sec. IV A 1 lead us to the conclusion that g3 umklapp
scattering does not produce a finite conductivity. There-
fore, we only consider g5 umklapp interaction in the clean
limit.
In the disordered case, we will derive an effective action
containing 1P and 2P processes by averaging over disor-
der. The models we use in each situation are discussed in
Sec. V A and V B. Subsequently, the high frequency con-
ductivity of each model is calculated in Sec. V C using
the linear response Kubo formula.
A. Model in the clean case
While the straigthforward calculation of the conductiv-
ity due to the g5 term in Eq. (62) is possible, it is difficult
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due to various reasons. Therefore, we restrict ourselves to
the relevant case of low energy physics where ω, T  kF
and bosonize the effective form of the g5 term close to
the Fermi energy in Eq. (55). This yields
S5 =
4V kF
pi
3
2 ak20
∫
dx ∂2xθ sin(
√
4piϕ− 2kFx)
− 16V k
2
F
pi
3
2 ak20
∫
dx ∂xθ cos(
√
4piϕ− 2kFx).
(63)
B. Model in the disordered case
In the fermionic description we noticed that the com-
bined effect of forward scattering off disorder and inter-
action leads to the dominant effects. Therefore, we pro-
ceed by gauging out forward scattering from impurities
in Eq. (62) using the gauge transformation
ϕ→ ϕ+ K
u
√
pi
∫ x
x0
dy Uf (y), x0 → −∞. (64)
In order to perform the disorder average we introduce
replicas and then average over forward and backward
scattering. The technical details can be found in the
Appendix C.
From now on we use subscripts Db ≡ D and Df ≡ D in
order to differentiate between the two physically distinct
disorder scattering mechanisms.
After averaging over disorder we obtain an effective
action local in space but nonlocal in imaginary time
where the momentum cutoff of our theory is now given
by Df  kF ,
S2P =− g2P
∑
a,b
∫
dxdτdτ ′ cos
{
2
√
4pi [ϕa(x, τ)− ϕb(x, τ ′)]
}
,
S1P =− g1P,1
∑
a,b
∫
dxdτdτ ′ ∂2xθa(x, τ)∂
2
xθb(x, τ
′) cos
{√
4pi [ϕa(x, τ)− ϕb(x, τ ′)]
}
+ g1P,2
∑
a,b
∫
dxdτdτ ′ ∂2xθa(x, τ)∂xθb(x, τ
′) sin
{√
4pi [ϕa(x, τ)− ϕb(x, τ ′)]
}
,
Simp,b =− gb
∑
a,b
∫
dxdτdτ ′ ∂xθa(x, τ)∂xθb(x, τ ′) cos
{√
4pi [ϕa(x, τ)− ϕb(x, τ ′)]
}
.
(65)
Here, a, b ∈ {1, · · ·R} are replica indices and R is the
number of replicas. The first two terms correspond to the
1P and 2P processes discussed in Sec. IV A 2. They orig-
inate from g5 and g3 umklapp processes, respectively, in
combination with forward scattering off impurities. The
last term describes the disorder averaged backscattering
off disorder. The coupling constants are given by
g2P =
2V 2k2FK
2Df
pi6a8k80u
2
, (66)
g1P,1 =
2V 2K2Df
pi5a2k40u
2
, (67)
g1P,2 =
8kFV
2K2Df
pi5a2k40u
2
, (68)
gimp,b =
4Dbk
2
F
pia2k40
+
32V 2K2k2FDf
pi5a2k40u
2
. (69)
Recall, that elastic backscattering off disorder does not
affect transport properties in a HLL. Thus, the term
Simp,b should not lead to a finite conductivity at zero
interaction strength, i.e. at K = 1, even if the coupling
constant is nonvanishing in this limit. We will return to
this point at a later stage.
At the end of any calculation in the replica formalism,
one has to analytically continue the result to R=0. In
particular the expectation value of some functional O of
fields θ and ϕ is obtained as
〈O〉 = lim
R→0
R∑
a=1
〈O(ϕa, θa)〉 . (70)
Details of the replica limit can be found in Appendix E.
C. Linear response Kubo formalism
In the presence of an electromagnetic field we couple
the vector potential to the canonical momentum via the
minimal substitution ∂xθ → ∂xθ+ e√piA.29 The current is
then obtained by varying the action with respect to the
vector potential
j = δS/δA|A=0 (71)
and the diamagnetic susceptibility is obtained as
χdia(x− x′, τ − τ ′) = − 〈 δS
δA(x, τ)δA(x′, τ ′)
〉
∣∣∣∣
A=0
. (72)
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However, notice that the vector potential does not only
couple to the free action but also to the perturbations
in Eq. (63) and Eq. (65). Therefore, we get additional
contributions to the current and the diamagnetic sucep-
tibility. We will refer to the contributions obtained from
the free action, Eq. (52), as normal and the contributions
linear in coupling strengths as anomalous. The normal
current is
j0(x, τ) =
eKu√
pi
∂xθ(x, τ) (73)
and the diamagnetic susceptibility is given by
χdia0 (x− x′, τ − τ ′) =
e2uK
pi
δ(x− x′)δ(τ − τ ′). (74)
In Appendix D we state the anomalous part of the
current and diamagnetic susceptibility. The total cur-
rent is then j = j0 + jan and analogously χ
dia(x, τ) =
χdia0 (x, τ) + χ
dia
an (x, τ).
From this we obtain the susceptibility and the conduc-
tivity in linear response
χ(x, τ) =χdia(x, τ) + 〈j(x, τ)j(0, 0)〉 , (75)
σ(ω, T ) =− i
ω
χ(k → 0, ikn → ω + iδ), δ = 0 + . (76)
This procedure yields the ac conductivity of a free sys-
tem:
σ0(ω) =
2e2
h
iuK
ω + iδ
. (77)
To obtain a finite real part of the conductivity we per-
form a perturbative expansion of the current-current cor-
relator to the lowest nontrivial order in the considered
scattering mechanism which is discussed in the following
section.
VI. CONDUCTIVITY OF A HELICAL
LUTTINGER LIQUID FOR ARBITRARY
INTERACTION STREGTH
In the following we calculate the conductivity of a HLL
for arbitrary interaction stregths , when Luttinger liquid
renormalization effects are crucially important. In order
to treat the effect of scattering processes pertubatively
the corresponding scattering rate has to be the lowest
energy scale in the problem. In particular we have to
require ω  τ−1 which means the pertubative treatment
only allows us to calculate the ac conductivity.
The ac conductivity in the clean case is discussed in
Sec. VI A. Sec. VI B is devoted to the conductivity in the
presence of disorder and in Sec. VI C we then discuss the
implication of these results on transport in the dc limit
and localization effects. Some details of the calculation
are summarized in the Appendices D to E.
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FIG. 4. Function f(K) describing the parametric dependence
of conductivity of a clean HLL on the Luttinger liquid param-
eter K. While f(K) is singular at K = 1 it always appears
together with a function that vanishes at K = 1 such that the
expression for the conductivity is finite in the noninteracting
limit.
A. ac transport in the clean case
In the case of a sufficiently clean sample the main
mechanism of scattering will be g5 umklapp interaction.
Calculating the conductivity in the regime ω, T  kF we
obtain
σ(k → 0, ω) = i
ω3
e2u4K2
h
26
pi2
(
V
u
)2(
kF
k0
)2
× 1
(ak0)2
IK(ω, T )
(78)
where the function IK(ω, T ) is defined in Eq. (F4) in
the Appendix. We can further simplify this result if the
temperature is much higher or much lower than the fre-
quency of the external field. In the regime ω  T we
obtain
σ(ω) =
i
ω + iδ
e2u
h
8
pi3
(
V
u
)2(
kF
k0
)2
(kFa)
2K
× K
2
(k0a)2
(K − 1)f(K)
(79)
where we defined
f(K) =− sin(Kpi){Γ(−1−K)]2
+ (6 +K)Γ(−K)Γ(−3−K)}. (80)
The function f(K) is plotted in Fig. 4. While it is singu-
lar at K = 1 it always appears together with a function
that vanishes at K = 1 such that the expression for the
conductivity is finite in the noninteracting limit.
Since σ is purely imaginary the only effect of the g5
interaction is to renormalize the velocity u and the Lut-
tinger liquid parameter K in the case without umklapp
terms cf. Eq. (77).
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FIG. 5. Phase diagram for the conductivity of a disor-
dered helical liquid. 1P processes lead to a scattering time
τ1P ∼ T−2K−2 and 2P processes yield τ2P ∼ T−8K+2. At
K > 2/3 transport properties are dominated by 1P scatter-
ing. Below K = 2/3 the 2P term has the lower scaling di-
mension and therefore becomes dominant. At K = 1/4 the
2P term becomes relevant. As discussed in the main text
a mapping to the Giamarchi-Schulz model of disordered LL
suggests localization at K=3/8.
In the regime ω  T we obtain
<σ(ω) = 1
ω2
e2u
h
32
pi3
(
V
u
)2
(kFa)
2K+2u
2k2F
T
e−
ukF
T
× K
2
(k0a)4
sin(Kpi)f(K).
(81)
In the limit of noninteracting electrons K → 1 this
agrees with the result obtained in the fermionic language
Eq. (29) except for a nonuniversal constant of the order
of unity.
Recall that the g5 term in Eq. (63) is always irrel-
evant in the RG sense and therefore only yields small
corrections to the fixed point properties. However, we
observe that the nature of the corrections crucially de-
pends on whether the RG flow is cut of by frequency or
temperature if we are in the regime ω, T  kF . While
frequency dependence only leads to a renormalization of
the fixed point parameters u and K, temperature de-
pendence yields a finite conductivity which is however
exponentially supressed.
Finally, we can make some predictions about the
regime of ω, T  kF . In this limit we can imply the
result by the scaling dimension of S5 in Eq. (62) which
yields σ ∼ ω−2(max (ω, T ))2K+3. Comparing the limit
K → 1 with the fermionic case in Eq. (30) we see that
this indeed gives the correct scaling of the conductivity
and there is no cancellation in the leading order. Addi-
tionally, since temperature or frequency are much higher
than the Fermi energy the system behaves effectively as if
it were at the Dirac point, such that kF = 0. Therefore,
we get
σ(ω) ∼ e
2u
h
1
ω2
uk0
(
V
u
)2(
max (ω, T )
uk0
)2K+3
. (82)
To summarize, we find that due to the strong correla-
tion effects of the one dimensional Luttinger liquid the ex-
ponents of the power law in temperature now depend on
the strength of interaction through the Luttinger liquid
parameter K. In the limit of weakly interacting electrons
K ≈ 1 we reproduce the power law T 5 in Eq. (30) and
the behavior in the limit kF  T in Eq. (29). Addition-
ally, the present calculation in the bosonic form allows
us to investigate the limit ω  T . In the kinetic equa-
tion approach the external electric field is always treated
classically, so it can not be applied if the corresponding
frequency becomes larger than temperature. In this case
one has to quantize the electric field and treat the inter-
actions of photons with the system. While this treatment
was not possible in the context of the kinetic equation,
the quantum mechanical regime ω  T becomes accessi-
ble in the present Kubo formalism.
B. ac transport in the presence of disorder
In the presence of impurities we find the conductivity
due to inelastic scattering processes in Appendix E. The
results read as
σ2P(ω, T ) =i
e2
ω3
32u2K2g2P
(
piaT
u
)8K
J8K(ω, T ) (83)
σ1P (ω, T ) =8i
e2u2K
pia4
g1P,1
1
ω3
(
piT
u
)2K+4
× (3J2K+4(ω, T )− 2J2K+2(ω, T ))
(84)
where J2K(ω, T ) is defined in Eq. (E11).
The limits of low and high temperature respectively
are given by
<σ2P(ω, T ) =2e
2u
h
1
ω2
43K4
Γ(8K)pi4
(
V
u
)2
Df
u
(
kF
k0
)2
1
(ak0)6
{(
aω
u
)8K−2
, for ω  T(
2piaT
u
)8K−2
Γ2(4K), for ω  T , (85)
<σ1P(ω, T ) =2e
2u
h
1
ω2
(
2
pi
)4
K3
Γ(2K + 4)
(
V
u
)2
Df
u
1
(ak0)4
{
3
(
ωa
u
)2K+2
, for ω  T(
2piaT
u
)2K+2
K(K + 1)Γ2(K + 1), for ω  T . (86)
Similarly to the clean case, we find power law expo- nents that depend on the strength of interactions through
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the Luttinger liquid parameter K. Additionally, we ob-
serve that 2P scattering becomes the dominant scatter-
ing mechanism for K < 23 and even becomes relevant for
K < 14 . This behavior is in agreement with the results of
Ref. 22. However, our derivation of these results from a
more microscopic theory allows us to identify the origin
of the 1P and 2P processes as the combined effect of g5
and g3 interaction together with scattering off impurities.
In particular we identify the importance of forward scat-
tering off disorder for transport properties, which has not
been fully appreciated in the existing literature.
After having discussed the effect of interactions on
transport, both by itself and in combination with forward
scattering off disorder, we now comment on the effect of
backscattering off the impurity described by the term
Simp,b in Eq. (65). In Appendix E we show that, to the
leading order in disorder strength Db, the backscatter-
ing term does not lead to a finite scattering time for any
value of K. Recall that the term Simp,b originates from
backscattering off impurities and should therefore have
no impact on transport on its own, i.e. in the absence of
g2 interaction at K=1. However, we find that the conduc-
tivity does not only vanish for K = 1 but for arbitrary K
meaning that even the combination of g2 interaction and
backscattering off impurities does not change the conduc-
tivity. This is consistent with our fermionic analysis, see
Table I.
C. Discussion of dc conductivity and localization
In this section we complemented our previous kinetic
equation calculation whose results are summarized in
Tab. II by bosonizing the model for helical fermions and
calculating the ac conductivity using the Kubo formula.
First, this allows us to treat Luttinger liquid renormal-
ization effects that arise due to the strong correlations
in one dimension and lead to power law exponents that
depend on the strength of interaction through the Lut-
tinger liquid parameter K. Second, it enables us to make
predictions about the regime ω  T not captured by our
previous kinetic equation analysis.
Before summarizing the results and discussing their
implications for dc transport we briefly comment on the
effect of quantum interference phenomena on the trans-
port properties of a disordered HLL. So far we have only
discussed the quasiclassical regime where the dephasing
length is much shorter than the mean free path. Going
beyond this semiclassical description we can also make
predictions about localization in the helical Luttinger liq-
uid. The model in the presence of disorder in Eq. (65)
can be mapped onto the Giamarchi-Schulz model38 of
disordered LL with K → 4K by rescaling ϕ fields. In
combination with the analysis in Refs. 38 and 39 this
mapping suggests a transition to the localized state at
K = 3/8.
Let us now summarize the perturbative results for
the ac conductivity and discuss their implications for dc
transport and the conductance of short edges channels.
In a sufficiently clean sample g5 umklapp inter-
action leads to a power law behavior <σac ∼
ω−2 max (ω, T )2K+3 when the system is doped close to
the Dirac point. In this case the kinetic equation treat-
ment predicts Drude-like behavior of the conductivity
and therefore we expect σdc ∼ T−2K−3.
At kF  T i.e at filling far away from the Dirac point,
we have to distinguish the regimes ω  T and ω  T .
If ω  T , umklapp scattering does not lead to a finite
real part of the conductivity. The only effect of the scat-
tering process is then a renormalization of parameters u
and K. On the other hand if ω  T , the conductivity is
exponentially suppressed and only the power law in front
of the exponential is affected by Luttinger liquid renor-
malization. In either case we cannot make predictions
about the dc conductivity since there exists an interme-
diary regime not captured by either approach.
In the presence of disorder we find the frequency and
temperature dependence of the ac conductivity as
<σac ∼ 1
ω2
{
[max (ω, T )]
2K+2
, if K > 2/3,
[max (ω, T )]
8K−2
, if K < 2/3.
(87)
Since the kinetic equation approach suggests that the
parametric dependence of the conductivity is described
by Drude’s law, we predict the scaling of the semiclassical
dc conductivity as
σdc ∼
{
[max (ω, T )]
−2K−2
, if K > 2/3
[max (ω, T )]
−8K+2
, if K < 2/3
(88)
According to Eq. (37) we obtain the conductance of
short edge channels from the ac scattering time which
yields
δG ∼ e
2
h
L
{
T−2K−2, if K > 2/3
T−8K+2, if K < 2/3
(89)
The complete phase diagram of the conductivity summa-
rizing the transport properties in the presence of disorder
is depicted in Fig. 5.
VII. SUMMARY AND OUTLOOK
In this paper we have studied the transport properties
of a generic one-dimensional helical liquid in the presence
of interactions and disorder.
We have employed two complementing approaches for
obtaining the conductivity in a wide range of parame-
ters. One is a kinetic equation approach (Sec. III, IV)
for weakly interacting helical fermions which allows us to
determine the semiclassical conductivity in the regime
ω  T both in the ac and dc limit. The results of
this treatment are summarized in Tab. II. The other ap-
proach is bosonization (Sec. V, VI) combined with the
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linear response Kubo formalism which enables us to in-
clude Luttinger liquid renormalization effects as well as
to describe the regime ω  T , where the external electric
field cannot be treated classically anymore. By combin-
ing the two approaches we have demonstrated that while
the helical liquid is topologically protected against elastic
scattering events, inelastic scattering that arises due to
the combined effect of interactions and disorder leads to
a finite conductivity.
In a clean helical Luttinger liquid, we find that g5 inter-
action leads to a finite conductivity. Due to a peculiar ki-
netics necessarily involving a particle at the Dirac point,
the parametric dependence of conductivity induced by
this term cannot be described by Drude’s law. This is
discussed in detail in Sec. IV C and we include Luttinger
liquid effects in Sec. VI A.
Our main result is the phase diagram for the conduc-
tivity of a disordered HLL depicted in Fig.5 and the
corresponding temperature or frequency dependence in
Eqs. (87) and (88). We find that the parametric de-
pendence of the conductivity of a disordered HLL as a
function of frequency is described by Drude’s law where
the temperature or frequency dependence is a power law
with exponents depending on the Luttinger liquid pa-
rameter K. This behavior arises due to combined effects
of interaction and impurity scattering. Thereby, it is of
conceptual importance that forward scattering off disor-
der, in contrast to disorder induced backscattering, plays
the primary role in these combined effects. An intuitive
physical explanation for this fact is yet to be formulated.
During our analysis we assumed a weak-disorder limit,
Db, Df  kF , and studied the theory in the leading order
in Db and Df . We expect that the effect of higher-order
terms amounts to a renormalization of the couplings in
the effective field theory; a detailed study is left for future
work.
Going beyond the semiclassical regime, we make pre-
dictions about localization in a one-dimensional helical
liquid by employing a mapping to the Giamarchi-Schulz
model of disordered Luttinger liquid. This suggests a lo-
calization transition at K = 3/8. A detailed analysis of
localization in helical edge states remains a prospect for
future work.
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Appendix A: Kinetic equation: Calculation of ac conductivity
In this Appendix we demonstrate how to obtain the ac conductivity for weakly interacting electrons in the context
of a kinetic equation.
First, we summarize the symmetry properties of some objects relevant for subsequent calculations
• The Fermi-Dirac distribution obeys f (0)kη = f (0)−kη¯.
• In the absence of scattering i.e. when the collision integral vanishes, the symmetries of a solution ψ of Eq. (13)
are determined by the driving term eEηf0η,k(1− f0η,k)/T and therefore:
ψk,η = −ψ−k,η¯. (A1)
We checked explicitly that there exist solutions with this symmetry even in the presence of relaxation inducing
processes. In the following calculations we will only consider solutions that obey the above symmetry.
• The object Γ12,1′2′ defined in Eq. (20) is invariant under exchange of the first and second two arguments e.g.
Γ12,1′2′ = Γ21,1′2′ , which is obvious from its definition. Under the assumption of (A1) it is straightforward to
show that Γ12,1′2′ = −Γ−1,−2,−1′,−2′ where −1 ≡ (−k1, η¯1).
To calculate the ac conductivity we proceed as follows. First we calculate the transition matrix element M1,2,1′,2′ =
〈1′2′|T |12〉 between initial and final momentum eigenstates due to the scattering processes in the T-matrix. From
this we obtain the collision integral using Eq. (21) and finally the conductivity using Eq. (26). In the following we use
the notation 1 ≡ (k1, η1) and define |0〉 as the groundstate of the free hamiltonian. We define the following integrals
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often encountered during the calculation of ac conductivity
λ1 =
∫
dx1dx2dx3 (x1 − x2)2nF (x1)nF (x2) [1− nF (−x3)] [1− n(x1 + x2 + x3)] ' 103.9, (A2)
λ2 =
∫
dx1dx2dx3 (x1 − x2)2(x1 + x2 + 2x3)2nF (x1)nF (x2) [1− nF (−x3)] [1− n(x1 + x2 + x3)] ' 1757.97. (A3)
In the first order of the expansion in the T-matrix, Eq. (18), we consider only interaction setting T = Hint and
show explicitily the calculation of ac conductivity for T = H3 and T = H5.
1. g3 term
For g3 interaction we obtain the matrix element
(a)M1,2,1′,2′ = 〈1′2′|H3 |12〉 = V
k40L
∑
k,p,q,η
(
k2 − (k − q)2) (p2 − (p+ q)2) (a)Mk,p,q,η1,2,1′,2′ , (A4)
where we defined
(a)Mk,p,q,η1,2,1′,2′ = 〈0|ψ1′ψ2′ψ†k,ηψ†p,ηψp+q,η¯ψk−q,η¯ψ†1ψ†2 |0〉
=δη,η1′ δη,η2′ δη¯,η1δη¯,η2
(
δk,k2′ δp,k1′ − (1′ ↔ 2′)
)
(δk−q,k1δp+q,k2 − (1↔ 2)) .
(A5)
Using this result we obtain
(a)M1,2,1′,2′ = V
k40L
∑
η
δη,η1′ δη,η2′ δη¯,η1δη¯,η2δk1+k2,k1′+k2′hk1,k2,k1′ ,k2′ , (A6)
where we defined hk1,k2,k1′ ,k2′ = 2(k1 − k2)(k21′ − k22′)(k1 + k2 − 2(k1′ + k2′)). The corresponding collision integral is
I1[ψ] = −2pi V
2
k80L
2
∑
k2,k1′ ,k2′
δk1+k2,k1′+k2′h
2
k1,k2,k1′ ,k2′ Γ(k1,η1),(k2,η1),(k1′ ,η¯1),(k2′ ,η¯1). (A7)
To obtain the conductivity we have to calculate the object
1
L
∑
k1,η1
η1I1[ψ
(0)]
= 4pi
V 2
k80
eE
(−iω)T
∫
dk1
2pi
dk2
2pi
dk1′
2pi
h2k1,k2,k1′ ,k1+k2−k1′ f
(0)
k1,R
f
(0)
k2,R
(1− f (0)k1′ ,L)(1− f
(0)
k1+k2−k1′ ,L)δ(k1 + k2) = 0.
(A8)
In the last equality we used that h(k1,−k1, k1′ ,−k1′) = 0. Consequently, g3 interaction alone does not affect transport.
2. g5 term
In order to calculate the transition matrix element for g5 we need
(b1)Mk,p,q,η1,2,1′,2′ = 〈0|ψ1′ψ2′ψ†k+q,ηψ†p−q,η¯ψp,ηψk,ηψ†1ψ†2 |0〉
=δη,η1δη,η2
(
δη,η2′ δη¯,η1′ δk+q,k2′ δp−q,k1′ − (1′ ↔ 2′)
)
(δk,k1δp,k2 − (1↔ 2)) ,
(A9)
(b2)Mk,p,q,η1,2,1′,2′ = 〈0|ψ1′ψ2′ψ†k,ηψ†p,ηψp−q,η¯ψk+q,ηψ†1ψ†2 |0〉
=δη,η1′ δη,η2′ (δη,η1δη¯,η2δk+q,k1δp−q,k2 − (1↔ 2))
(
δk,k2′ δp,k1′ − (1′ ↔ 2′)
)
.
(A10)
The matrix element is then given by
(b)M1,2,1′,2′ =− V
k20L
∑
k,p,q,η
η
(
k2 − p2) [(b1)Mk,p,q,η1,2,1′,2′ + (b2)Mk,p,q,η1,2,1′,2′]
=− 2V
k20L
∑
η
η δk1+k2,k1′+k2′
[
(k21 − k22)δη,η1δη,η2
(
δη¯,η1′ δη,η2′ − δη¯,η1′ δη,η2′
)
+ (k22′ − k21′)δη,η1′ δη,η2′ (δη¯,η2δη,η1 − δη¯,η1δη,η2)
]
.
(A11)
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From this we obtain the collision integral as
I1[ψ] =− 2pi 4V
2
k40L
2
∑
k2,k1′ ,k2′
δk1+k2,k1′+k2′
{
(k21 − k22)2
[
Γ(k1,η1),(k2,η1),(k1′ ,η¯1),(k2′ ,η1) + Γ(k1,η1),(k2,η1),(k1′ ,η1),(k2′ ,η¯1)
]
+ (k21′ − k22′)2
[
Γ(k1,η1),(k2,η¯1),(k1′ ,η1),(k2′ ,η1) + Γ(k1,η1),(k2,η¯1),(k1′ ,η¯1),(k2′ ,η¯1)
]}
.
(A12)
Notice that from the 10 total terms in the absolute square of the matrix element only those terms with the same
chirality Kronecker deltas survive the summation over external chiralities.
In order to obtain conductivity we have to calculate the quantity
∑
k1,η1
η1I1[ψ
(0)]. Using the symmetry arguments
for Γ defined at the beginning of the Appendix and the abbreviation {k} = k1, k2, k3, k4 we find∑
{k}
(k21 − k22)
(
Γ(k1,R),(k2,R),(k1′ ,L),(k2′ ,R) + Γ(k1,R),(k2,R),(k1′ ,R),(k2′ ,L) − Γ(k1,L),(k2,L),(k1′ ,R),(k2′ ,L)
− Γ(k1,L),(k2,L),(k1′ ,L),(k2′ ,R)
)
= 4
∑
{k}
(k21 − k22)Γ(k1,R),(k2,R),(k1′ ,L),(k2′ ,R),
(A13)
∑
{k}
(k21′ − k22′)
(
Γ(k1,R),(k2,L),(k1′ ,R),(k2′ ,R) + Γ(k1,R),(k2,L),(k1′ ,L),(k2′ ,L) − Γ(k1,L),(k2,R),(k1′ ,L),(k2′ ,L)
− Γ(k1,L),(k2,R),(k1′ ,R),(k2′ ,R)
)
= 0.
(A14)
With this we can simplify the expression yielding
1
L
∑
k1,η1
η1I1[ψ
(0)] =
32piV 2
k40
eE
(−iω)T
∫
dk1
2pi
dk2
2pi
dk1′
2pi
(k21 − k22)2f (0)k1,Rf
(0)
k2,R
(1− f (0)k1′ ,L)(1− f
(0)
k1+k2−k1′ ,R)δ(k1′)
=
V 2eE
k40(−iω)h
T 5f(ζ),
(A15)
where f(ζ) is defined in the main text in Eq. (28). The real part of the conductivity is then given as
<σac = e
ELω
=
∑
k,η
ηIk,η[ψ
(0)]
=
e2vF
h
1
ω2
(
V
vF
)2
vF k0
(
T
vF k0
)5
f(ζ),
(A16)
where we reinstated vF in the last line. This result is used in Eq. (27) of the main text.
3. g5 interaction combined with forward scattering
In the second order of the T-matrix expansion in Eq. (18) we we have to include the following transition matrix
elements
〈1′2′|HintG0Hint |12〉+ 〈1′2′|HimpG0Hint |12〉+ 〈1′2′|HintG0Himp |12〉+ 〈1′2′|HimpG0Himp |12〉 (A17)
Since the system we consider is time reversal symmetric processes containing only disorder will not affect trans-
port properties, so will will not consider the term 〈1′2′|HimpG0Himp |12〉. Additionally, we will neglect the term
〈1′2′|HintG0Hint |12〉 containing only disorder, since we already obtained results for the conductivity in the first order
expansion of the T-matrix and the second order will be subleading in interaction strength V .
Therefore, we are left with terms containing both scattering due to interaction and disorder. Thereby, Himp contains
forward and backward scattering off disorder and Hint contains all g-ology terms defined in Eq. (10) and we have to
consider arbitrary combinations of the two. We remark that only combined processes that change the chirality of at
least one incoming particle lead to a finite conductivity. The results for the conductivity induced by these combined
processes is summarized in Table I.
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In this Appendix we choose Himp = Hf and Hint = H5 as an example to demonstrate the calculations performed
to obtain the ac conductivity due to combined processes.
We start by defining effective states containing disorder as follows
|12〉f =G0Himp,f |12〉 =
U
L
∑
q
{
1
η¯1q + iδ
ψ†k1+q,η1ψ
†
2 − (1↔ 2)
}
|0〉 , (A18)
|12〉b =G0Himp,b |12〉 =
2kF
k20
U
L
∑
q
{
2k1 + q
η1(2k1 + q) + iδ
ψ†k1+q,η1ψ
†
2 − (1↔ 2)
}
|0〉 . (A19)
Furthermore, we consider momenta close to the Fermi surface and simplify the g5 term as
H5 =
2V kF
k20L
∑
k,p,q
∑
η
(p− k)ψ†k+q,ηψ†p−q,η¯ψp,ηψk,η + h.c. ≡ H˜5 + H˜†5 . (A20)
When considering the combination of g5 and forward scattering we have to add the following transition matrix elements
〈1′2′| H˜5 |12〉f + 〈1′2′| H˜†5 |12〉f + f 〈1′2′|H˜5 |12〉+ f 〈1′2′|H˜†5 |12〉 . (A21)
Notice that the matrix elements are connected through complex conjugation as[
〈1′2′| H˜5 |12〉f
]†
≡ (1)R1,2,1′,2′∗ = f 〈12|H˜†5 |1′2′〉 ≡ (1)L1′,2′,1,2∗ with δ → −δ. (A22)
In the last line we took into account that complex conjugation changes the retarded to an advanced Greens function
i.e.
|12〉f = G(R)0 Himp,f |12〉 ∗→ 〈21|Himp,fG(A)0 = f 〈21|. (A23)
Here, δ denotes the infinitesimal self energy of the free retarded Greens function.
Consequently we only calculate the matrix elements R where the effective ket is to the right. The other matrix
elements are obtained by exchanging 1↔ 1′, 2↔ 2′ and δ → −δ. We obtain
(1)Rk,p,q,q′,η1,2,1′,2′ = 〈0|ψk1′ ,η1′ψk2′ ,η2′ψ
†
k+q,ηψ
†
p−q,η¯ψp,ηψk,ηψ
†
k1+q′,η1ψ
†
k2,η2
|0〉 − (1↔ 2)
=δη1,ηδη2,η
(
δη1′ ,η¯δη2′ ,ηδk+q,k2′ δp−q,k1′ − (1′ ↔ 2′)
)(
δk1+q′,kδp,k2 − δk1+q′,pδk,k2
)
− (1↔ 2),
(A24)
(2)Rk,p,q,q′,η1,2,1′,2′ = 〈0|ψk1′ ,η1′ψk2′ ,η2′ψ
†
k,ηψ
†
p,ηψp−q,η¯ψk+q,ηψ
†
k1+q′,η1ψ
†
k2,η2
|0〉 − (1↔ 2)
=δη1′ ,ηδη2′ ,η
(
δη1,ηδη2,η¯δk+q,k1+q′δk2,p−q − δη2,ηδη1,η¯δk+q,k2δk1+q′,p−q
)(
δk1′ ,pδk2′ ,k − (1′ ↔ 2′)
)
− (1↔ 2).
(A25)
The corresponding transition matrix element reads as
MR1,2,1′,2′ =
2kFV U
k20L
2
∑
k,p,q,q′
∑
η
{
p− k
η¯1q′ + iδ
(
(1)Rk,p,q,q′,η1,2,1′,2′ +
(2)Rk,p,q,q′,η1,2,1′,2′
)}
=
2kFV U
k20L
2
∑
η
[ 1
η¯1(k1′ + k2′ − k1 − k2) + iδ
{
4(k2 − k1)δη1,ηδη2,η(δη1′ ,η¯δη2′ ,η − δη1′ ,ηδη2′ ,η¯)
+ 2(k2′ − k1′)δη1′ ,ηδη2′ ,η(δη1,η¯δη2,η − δη1,ηδη2,η¯)
}
− 2(k2′ − k1′)
η¯2(k1′ + k2′ − k1 − k2) + iδ δη1′ ,ηδη2′ ,η(δη2,η¯δη1,η − δη2,ηδη1,η¯)
]
(A26)
As discussed we imply ML1,2,1′,2′ by setting 1↔ 1′, 2↔ 2′ and δ → −δ in the above result. Now, we use the identity
2< 1x+iδ = xx2+δ2 ≡ P 1x to obtain
M1,2,1′,2′ =MR1,2,1′,2′ +ML1,2,1′,2′
=
2kFV U
k20L
2
∑
η
P 1
η¯1(k1′ + k2′ − k1 − k2)
[
(k2 − k1)δη1,ηδη2,η(δη1′ ,η¯δη2′ ,η − δη1′ ,ηδη2′ ,η¯)
+ (k2′ − k1′)δη1′ ,ηδη2′ ,η(δη1,η¯δη2,η − δη1,ηδη2,η¯)
]
.
(A27)
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The collision integral reads as
I1[ψ
(0)] =− 2piNimp
∑
1′,2′,2
Γ1,2,1′,2′ |M1,2,1′,2′ |2
=− 2piNimp
(
2kFUV
k20L
2
)2 ∑
k1′ ,k2′ ,k2
(
P 1
η¯1(k1′ + k2′ − k1 − k2)
)2
{
(k1 − k2)2(Γ(k1,η1),(k2,η1),(k1′ ,η¯1),(k′2,η1) + Γ(k1,η1),(k2,η1),(k1′ ,η1),(k′2,η¯1))
+ (k1′ − k2′)2(Γ(k1,η1),(k2,η¯1),(k1′ ,η¯1),(k′2,η¯1) + Γ(k1,η1),(k2,η¯1),(k1′ ,η1),(k′2,η1))
}
.
(A28)
Using the symmetry properties of Γ we obtain
∑
k1,η1
η1I1[ψ
(0)] =
2
pi2
eE
(−iω)Thnimp
(
2kFUV
k20
)2
T 3g(ζ), (A29)
where
g(ζ) =
∫ ζ
−ζ
dx1dx2dx3
4x23
(4x23 + δ
2)2
(x1 − x2)2nF (x1 − ζ)nF (x2 − ζ)(1− nF (−x3 − ζ))(1− nF (x1 + x2 + x3 − ζ)).
(A30)
First we calculate the integral over x3 by sending the integration limits to infinity and completing the contour in the
complex plane. We find
g(x1, x2, ζ) =
ipi
2
nB(−x1 − x2 + 2ζ)
∞∑
n=−∞
{ 1
(ipi(2n+ 1)− ζ)2 −
1
(ipi(2n+ 1)− x1 − x2 + ζ)2
}
+O
(
1
δ
)
, (A31)
where we defined nB(x) =
1
ex−1 . The expression is formally divergent when sending δ to zero. However, this divergency
will be regularized by taking into account a finite electronic self energy, due to impurity scattering or interactions.
Thus we will neglect the 1/δ part in the following.
We proceed by using the series representation of the polygamma function ψ(n)(z) = (−1)n+1n!∑∞k=0 1(z+k)n+1 , n >
0 to rewrite the expression as
g(x1, x2, ζ) = − i
4pi
nB(−x1 − x2 + 2ζ)
{
ψ(1)
(
1
2
− ζ
2pii
)
− ψ(1)
(
1
2
− x1 + x2 − ζ)
2pii
)}
. (A32)
Using the asymptotics of the first polygamma function ψ(1)(z) ∼ z−1 for |z|  1 and the fact that x1, x2  ζ we
obtain
g(ζ) ≈ − 1
ζ2
1
2
∫ ∞
−∞
dx1dx2 (x1 − x2)2(x1 + x2)nF (x1)nF (x2)nB(−x1 − x2) ≈ 51.9ζ−2. (A33)
The resulting conductivity is therefore
<σ(ω, T ) = e
Eω
nimp=
∑
1
η1I1[ψ
(0)] = 42.1
e2vF
h
1
ω2
nimp
(
UV
v2F
)2(
T
vF k0
)4
. (A34)
This result constitutes Eq. (34) of the main text.
Appendix B: Kinetic equation: Calculation of dc conductivity
The purpose of this Appendix is to calculate the dc conductivity of a weakly interacting helical liquid by using
exact integral equations for the fermionic distribution function obtained from the solution of a kinetic equation.
First, we calculate the transition matrix element M1,2,1′,2′ = 〈1′2′|T |12〉, for T = H5, T = H1P and T = H2P.
The corresponding terms in the Hamiltonian are defined in Eq. (A20), Eq. (40) and Eq. (41). We then obtain the
collision integral using Eq. (21). The results read as
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I
(g5)
1 [ψ] =− 8pi
V 2
k40L
2
∑
k2,k1′ ,k2′
δk1+k2,k1′+k2′
{
2(k21 − k22)2Γ(k1,η1),(k2,η1),(k1′ ,η¯1),(k2′ ,η1)
+ (k21′ − k22′)2
[
Γ(k1,η1),(k2,η¯1),(k1′ ,η1),(k2′ ,η1) + Γ(k1,η1),(k2,η¯1),(k1′ ,η¯1),(k2′ ,η¯1)
]}
,
(B1)
I
(1P )
1 [ψ] =− 4pinimp(UV )2
1
k40L
3
∑
k2,k1′ ,k2′
{
2(k1 − k2)2Γ(k1,η1),(k2,η1),(k1′ ,η¯1),(k2′ ,η1)
+ (k1′ − k2′)2
[
Γ(k1,η1),(k2,η¯1),(k1′ ,η1),(k2′ ,η1) + Γ(k1,η1),(k2,η¯1),(k1′ ,η¯1),(k2′ ,η¯1)
]}
,
(B2)
I
(2P )
1 [ψ] =− 128pinimp(UV )2
k2F
k80L
3
∑
k2,k1′ ,k2′
(k2′ − k1′)2(k2 − k1)2Γ(k1,η1),(k2,η1),(k1′ ,η¯1),(k2′ ,η¯1). (B3)
Here, Γ is defined in Eq. (20) and contains the thermal factors for the specific process, the distribution function ψ
and the energy conserving delta function.
1. Clean case: g5 interaction
Let us first consider a clean system where only g5 influences transport. We insert Eq. (B1) into Eq. (14) to get an
integral equation for ψ1.
ψk1 = −4
V 2
k40
1
(−iω)
1
f
(0)
k1,R
(1− f (0)k1,R)
{∫ dk2
2pi
K(k1, k2) [ψk1 + ψk2 + ψ0 − ψk1+k2 ]
+
∫
dk′1
2pi
L(k1, k1′)
[
ψk1 − ψ0 − ψk1′ − ψk1−k1′
]
+δ(k1)
∫
dk2
2pi
C(k2, k1′)
[
ψ0 − ψ−k2 + ψ−k1′ + ψk1′−k2
] }
(B4)
Here, we defined
K(k1, k2) =(k21 − k22)2f (0)k1,Rf
(0)
k2,R
(1− f (0)0,L)(1− f (0)k1+k2,R), (B5)
L(k1, k1′) =1
2
(k21′ − (k1 − k1′)2)2f (0)k1,Rf
(0)
0,L(1− f (0)k1′ ,R)(1− f
(0)
k1−k1′ ,R), (B6)
C(k2, k1′) =1
2
(k21′ − (k1′ − k2)2)2f (0)0,Rf (0)k2,L(1− f
(0)
k1′ ,L
)(1− f (0)k2−k1′ ,L). (B7)
Due to the delta function δ(k1) in the third line of Eq. (B4) we have to treat the distribution function ψk1=0 of the
state at the Dirac point separately.
First, we consider states at k1 6= 0 and introduce dimensionless momenta xi = ki/T and ζ = kF /T which yields
ψ˜ζ(x1) =− A−(x1, ζ)A+(x1, ζ) ψ˜ζ(0)−
1
A+(x1, ζ)
∫
dx2
2pi
B(x1, x2, ζ)ψ˜ζ(x2)− nF (x1 − ζ)(1− nF (x1 − ζ))A+(x1, ζ) . (B8)
where we defined
ψ˜(x) =4V 2
1
k40
1
eE
T 6ψ(x),
A±(x1, ζ) =
∫
dx2
2pi
[L(x1, x2, ζ)±K(x1, x2, ζ)] ,
B(x1, x2, ζ) =K(x1, x2, ζ)−K(x1, x2 − x1, ζ)− 2L(x1, x2, ζ).
(B9)
We observe that the zero momentum distribution function ψζ(0) explicitly affects the distribution function of all other
momentum states. In order to obtain ψζ(0) we have to consider the case of zero external momentum, k1 = 0, in
Eq. (B4).
21
In this case we have to regularize the diverging delta function. Physically, the divergence stems from our assumption
of an infinite system where momentum is a continuous variable. We therefore introduce a momentum cutoff Λ such
that δ(x = 0) = Λ and neglect the other contributions in the integral equation for ψζ(0) in comparison to this term.
Solving the resulting equation for ψζ(0) yields the cutoff independent result,
ψ˜ζ(0) = − 1D(ζ)
∫
dx2
2pi
E(x2, ζ)ψ˜ζ(x2), (B10)
where
D(ζ) =
∫
dx1dx2
2pi
C(x1, x2, ζ),
E(x1, ζ) =
∫
dx2 {−C(−x1, x2, ζ) + 2C(x2,−x1, ζ)} .
(B11)
We now insert the result for the zero momentum distribution function in Eq. (B10) into the integral equation
determining the distribution function of the remaining states, Eq. (B8). This yields
ψ˜ζ(x1) =
A−(x1, ζ)
A+(x1, ζ)
1
D(ζ)
∫
dx2
2pi
E(x2, ζ)ψ˜ζ(x2)− 1A+(x1, ζ)
∫
dx2
2pi
B(x1, x2, ζ)ψ˜ζ(x2)
− nF (x1 − ζ)(1− nF (x1 − ζ))A+(x1, ζ) .
(B12)
This is an exact integral equation determining the distribution function of helical fermions in the presence of g5
interaction. While it can not be solved analytically we can solve it numerically in the regime of high and low
temperatures yielding a solution ψ˜ζ .
In terms of this dimensionless function ψ˜ζ the conductivity in Eq. (43) takes the form
σdc =− 2e
2
h
k40
T 5
1
4V 2
κ(ζ) (B13)
κ(ζ) =
∫
dx nF (x− ζ)(1− nF (x− ζ))ψ˜ζ(x) (B14)
We numerically find the asymptotics
κ(ζ) '
{
−3.23 ζ−5eζ , ζ  1
−0.056, ζ = 0 (B15)
As an example of the quality of the obtained asymptotics we plot the quantity κ˜(ζ) = ζ5e−ζκ(ζ) which converges to
κ˜(ζ →∞) = −3.23 in Fig. (6).
The obtained limits of κ(ζ) yield the expression for conductivity in the regime kF  T ,
σ(kF  T ) = 0.014× 2e
2vF
h
(vF
V
)2 1
vF k0
(
vF k0
T
)5
, (B16)
and in the regime kF  T ,
σ(kF  T ) = 0.81× 2e
2vF
h
(vF
V
)2( k0
kF
)4
1
vF kF
e
vF kF
T . (B17)
These results are used in the main text in Eq. (44) and Eq. (45).
2. Disordered case: effective 1P and 2P processes
Inserting the collision integrals for inelastic single and two particle processes defined in in Eq. (B2) and (B3) into
Eq. (14) we obtain integral equations describing the distribution function ψ.
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FIG. 6. The asymptotics of the function κ˜(ζ), defined in the main text in the context of the dc conductivity of a clean system, as
a function of the ratio of Fermi energy and temperature, ζ = kF /T . We observe that it converges to a value κ4(ζ →∞) = −3.23.
After introducing dimensionless quantities and taking the limit ω → 0 the equations take the form
ψ˜i(x1 + ζ) =− 1Hi(x1)
∫
dx2 Gi(x1, x2)ψ˜i(x2 + ζ)− 1Hi(x1)nF (x1)(1− nF (x1)). (B18)
Here, i = 1, 2 denotes 1P and 2P processes, respectively and we have defined
ψ˜i(x) =
g¯2i
eE
T 3+2iψi(x),
F(x1, x2, x3) =nF (x1)nF (x2)(1− nF (−x3))(1− nF (x1 + x2 + x3))
[
(x1 − x2)2(2x3 + x1 + x2)2
]
,
G1(x1, x2) =
∫
dx3
2pi
nF (x1)nF (x2)(1− nF (−x3))(1− nF (x1 + x2 + x3))
[
(x1 − x2)2 − (2x3 + x1 + x2)2
]
,
G2(x1, x2) =
∫
dx3
2pi
(F(x1, x3, x2) + 2F(x1,−x2, x3)) ,
H1(x1) =
∫
dx3dx2
(2pi)2
nF (x1)nF (x2)(1− nF (−x3))(1− nF (x1 + x2 + x3))
[
(x1 − x2)2 + (2x3 + x1 + x2)2
]
,
H2(x1) =
∫
dx3dx2
(2pi)2
E(x1, x3, x2).
(B19)
In the presence of disorder the physics of the scattering processes is not sensitive to the ratio of Fermi energy and
temperature and thus the functions ψ˜i are in fact ζ independent.
The dc conductivity due to 1P (i = 1) or 2P (i = 2) processes is then obtained as
σi =− 2e
2
h
1
g¯2i T
2i+2
κi, (B20)
κi =
∫
dxnF (x)(1− nF (x))ψ˜i(x+ ζ) (B21)
where κ1 = −0.46 and κ2 = −0.042. To calculate the κi we first solved the integral equations, Eq. (B18) numerically
and subsequently used the obtained solutions ψ˜i to get κi according to Eq. (B21).
This procedure yields the dc conductivity in the presence of impurities:
σ1P =
κ1
2
× 2e
2vF
h
1
vFnimp
(
v2F
UV
)2(
vF k0
T
)4
, (B22)
σ2P =
κ2
26
× 2e
2vF
h
1
vFnimp
(
v2F
UV
)2(
k0
kF
)2(
vF k0
T
)6
. (B23)
These results constitute Eq. (46) and Eq. (47) of the main text.
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Appendix C: Average over forward scattering in the bosonic action
In this Appendix we perform the disorder average over forward scattering in the effective low energy action of a
disordered helical liquid in Eq. (62). After gauging out forward scattering according to Eq. (64) and averaging over
backward scattering the action reads as
S3 =
4k2FV
pi2a4k40
∑
a
∫
dxdτ cos(2
√
4piϕa +
4K
u
∫ x
x0
dy Uf (y)− 4kFx),
S5 =
4V kF
pi
3
2 ak20
∑
a
∫
dxdτ ∂2xθa sin(
√
4piϕa +
2K
u
∫ x
x0
dy Uf (y)− 2kFx)
−16V k
2
F
pi
3
2 ak20
∑
a
∫
dxdτ ∂xθa cos(
√
4piϕa +
2K
u
∫ x
x0
dy Uf (y)− 2kFx),
Sb =− 4Dk
2
F
pia2k40
∑
a,b
∫
dxdτdτ ′ ∂xθa(x, τ)∂xθb(x, τ ′) cos(
√
4pi(ϕa(x, τ)− ϕb(x, τ ′))).
(C1)
At this point we still have to average over forward scattering. To investigate the relevant averages consider the toy
action
S = g
∫
dxdτ (ei
∫ x U + e−i ∫ x U ), (C2)
U(x)U(x′) = δ(x− x′). (C3)
We perform the disorder average perturbatively in g:
e−S ≈ 1− S + 1
2
S2 + · · · ≈ e−S+ 12 (S2−S2). (C4)
Now Sn contains terms ei
∑n
m=0 αm
∫ xmdy U(y) where αm ∈ {1,−1}. Using the auxiliary identity,∫ x
x0
dy
∫ x′
x0
dy′ δ(y − y′) = min(x, x′)− x0, (C5)
we find
eiαm
∑n
m=0
∫ xmdy U(y) = e− 12 (∑nm=0∑nl=0 αmαl ∫ xmdy ∫ xldy′ U(y)U(y′)) = e− 12 (∑m,l αmαl(min(xm,xl)−x0)). (C6)
In the limit x0 → −∞ this is only nonzero if
∑n
m,l αmαl = 0 i.e.
n∑
m,l
αmαl =
∑
m=l
α2m +
∑
m 6=l
αmαl = n+ 2
∑
m<l
αmαl
!
= 0. (C7)
Notice that the second term is even, i.e. Sn vanishes for odd n. For the lowest nontrivial order we find
S2 = e
− 12
(
α
∫ x U+α′ ∫ x′ U)2
= e−
1
2 (x+x
′−2 min(x,x′))δα,−α′ = e−
1
2 |x−x′|δα,−α′ . (C8)
To summarize:
Let us define U˜α(x) = e
iα
∫ x
x0
dy Uf (y) where α ∈ R. We showed that U˜ obeys gaussian statistics up to fourth order in
a weak coupling expansion.
U˜α(x)U˜α(x′) =0,
U˜α(x)U˜∗α(x′) =e
−α22 Df |x−x′|.
(C9)
Thus nonlocal interactions decay exponentially due to forward scattering off disorder. The resulting interaction terms
in the action are of the form
S =− g
∫
dxdτ
∫
dx′dτ ′ F [ϕ(x, τ), ϕ(x′, τ ′)]e−Dfµ|x−x
′|e−iνkF (x−x
′), (C10)
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where F is some functional of the fields and µ, ν are constants. Now we split the spatial integration into relative and
center of mass coordinates R = 12 (x+ x
′), r = x− x′. The relevant scales for the low energy physics of the model are
given by energies much smaller than the disorder strength Df . That means we can assume that the fields in F are
smooth as a function of the relative coordinate r,
S =− g
∫
drdRdτdτ ′ F [ϕ(r,R, τ), ϕ(r,R, τ ′)]e−Dfµ|r|e−iνkF r
≈− g
∫
dRdτdτ ′ F [ϕ(R, τ), ϕ(R, τ ′)]
(∫ ∞
−∞
dr e−Dfµ|r|e−iνkF r
)
=− g
pi2
µ
ν2
Df
k2F
∫
dRdτdτ ′ F [ϕ(R, τ), ϕ(R, τ ′)].
(C11)
This procedure yields the local theory discussed in Eq. (65), where our new momentum cutoff is given by the strength
of forward scattering off disorder Df .
Appendix D: Formalism for conductivity calculation in the bosonized language
In this Appendix we state some general methods and formulas needed to calculate the ac conductivity in the
bosonized language.
1. Anomalous current and susceptibility
In order to compute the anomalous contributions to the current and the diamagnetic susceptibility we perform
the minimal substitution ∂xθ → ∂xθ + e√piA in the model for a clean HLL, Eq. (63) and in the model describing
the disordered HLL, Eq. (65). The current j and diamagnetic susceptibility χdia are then obtained by varying with
respect to the vector potential, j = δS/δA|A=0 and χdia(x− x′, τ − τ ′) = − δSδA(x,τ)δA(x′,τ ′) . This yields
jan,clean(1) =− 4eV kF
pi2ak20
∂x1 sin(
√
4piϕ(1)− 2kFx1)− 16eV k
2
F
pi2ak20
∂x1θ(1) cos(
√
4piϕ(1)− 2kFx1), (D1)
χdiaan,clean(1− 2) =
16e2V k2F
pi
5
2 ak20
cos(
√
4piϕ(1)− 2kFx1)δ(1− 2) (D2)
in the clean case and
[jan,dis]a (x1, τ1) = 2g1P,1
e√
pi
∑
b
∫
dτ ∂x1
(
∂2x1θb(x1, τ) cos
{√
4pi [ϕa(x1, τ1)− ϕb(x1, τ)]
})
+ 2g1P,2
e√
pi
∑
b
∫
dτ ∂2x1θb(x1, τ) sin
{√
4pi [ϕa(x1, τ)− ϕb(x1, τ1)]
}
+ 2g1P,2
e√
pi
∑
b
∫
dτ ∂x1θb(x1, τ)∂x1 sin
{√
4pi [ϕa(x1, τ)− ϕb(x1, τ1)]
}
− 2gimp,b e√
pi
∑
b
∫
dτ ∂x1θb(x1, τ) cos
{√
4pi [ϕa(x1, τ1)− ϕb(x1, τ)]
}
(D3)
[
χdiaan,dis
]
ab
(1− 2) = 2g1P,2 e
2
pi
δ(x1 − x2) ∂x1 sin
{√
4pi [ϕa(x1, τ2)− ϕb(x1, τ1)]
}
+ 2gimp,b
e2
pi
cos
{√
4pi [ϕa(x1, τ1)− ϕb(x1, τ2)]
}
δ(x1 − x2)
(D4)
in the disordered case. Here, we abbreviated 1 = (x1, τ1). These expressions are needed to obtain the ac conductivity
in Appendix E and F.
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2. Correlation functions
In order to calculate the correlation functions that appear during the calculation of conductivity we state some
basic correlation functions of the bosonic theory, which can be obtained using standard methods.30,42
〈∂xϕ(x, τ)∂xϕ(0, 0)〉 =− K
4pi
(
piT
u
)2(
1
sinh2(x+)
+
1
sinh2(x−)
)
,
〈∂2xϕ(x, τ)∂2xϕ(0, 0)〉 =
K
2pi
(
piT
u
)4(
1 + 2 cosh2(x+)
sinh4(x+)
+
1 + 2 cosh2(x−)
sinh4(x−)
)
,
〈ϕ(x, τ)∂xθ(0, 0)〉 =− T
4u
(coth(x+)− coth(x−)) ,
〈ϕ(x, τ)∂xϕ(0, 0)〉 =− TK
4u
(coth(x+) + coth(x−)) ,
〈ϕ(x, τ)∂2xθ(0, 0)〉 =−
piT 2
4u2
(
1
sinh2(x+)
− 1
sinh2(x−)
)
,
〈[ϕ(x, τ)− ϕ(0, 0)]2〉 =K
2pi
ln
{(
βu
pia
)2
sinh
(
piT
u
(x− iuτ)
)
sinh
(
piT
u
(x+ iuτ)
)}
≡ K
2pi
F (x, τ).
(D5)
Here, we defined x± = piTu {x± i[uτ + sgn(τ)a]}. The correlation functions for θ can be obtained from the ones above
by the duality relation
√
Kϕ → 1√
K
θ. For later reference we also introduce the notation
G
(m)
θϕ (x− x′, τ − τ ′) = 〈∂mx θ(x, τ)ϕ(x′, τ ′)〉 (D6)
G
(m,n)
θθ (x− x′, τ − τ ′) = 〈∂mx θ(x, τ)∂nx′θ(x′, τ ′)〉 (D7)
These correlation functions will appear in the context of the ac conductivity of a HLL in Appendix E and F.
3. Correlation functions containing exponentials of bosonic fields
We often encounter correlation functions such as
〈θ′11θ′22e2i
√
4pi(ϕ33−ϕ34)〉 , (D8)
where we denoted ∂xθ(x, τ) = θ
′(x, τ) and θ(x1, τ1) = θ11. We can calculate them using the following trick:
〈θ′11θ′22e2i
√
4pi(ϕ33−ϕ34)〉 = 1
4(4pi)
∂I1∂I2 |I1=I2=0 〈e2i
√
4pi(ϕ33−ϕ34+I1θ′11−I2θ′22)〉
= {〈θ′11θ′22〉 − 16pi 〈θ′11 (ϕ33 − ϕ34)〉 〈θ′22 (ϕ33 − ϕ34)〉} e−2(4pi)〈(ϕ33−ϕ34)
2〉.
(D9)
We employ this method of evaluating correlation functions containing exponentials of bosonic fields in the context of
calculating the ac conductivity in Appendix E and F.
Appendix E: Calculation of the conductivity of a disordered helical Luttinger liquid
In this Appendix we outline the calculation of ac conductivity of a disordered HLL using full bosonization. First,
we expand the current-current correlation function to first order in impurity strength which yields
〈ja(x, τ)ja(x′, τ ′)〉 = 〈ja0 (x, τ)jb0(x′, τ ′)〉0 − 〈ja0 (x, τ)jb0(x′, τ ′)Spert〉0 + 2 〈ja0 (x, τ)jban,dis(x′, τ ′)〉0 +O(D2). (E1)
Here, we defined Spert = S1P + S2P + Simp,b. To first order the terms in Spert have to be diagonal in replica indices
and therefore the replica limit is performed as
1
R
∑
a,b,a′
〈ja0 jb0Sa
′〉 = 1
R
∑
a,b
(∑
a′
∣∣∣
a′=b
〈ja0 jb0Sb〉+
∑
a′
∣∣∣
a′ 6=b
〈ja0 jb0Sa
′〉
)
a
!
=b
=
1
R
R∑
a=1
(〈ja0 ja0Sa〉+ (R− 1) 〈ja0 ja0 〉 〈S〉)
R→0→ 〈j0j0S〉 − 〈j0j0〉 〈S〉 ≡ 〈j0j0S〉c ,
(E2)
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where we defined the connected average in the last equality.
We define the contributions linear in disorder strength as
Σ1(x, x
′, τ, τ ′) = −〈ja0 (x, τ)jb0(x′, τ ′)Spert〉0 + 2 〈ja0 (x, τ)jban,dis(x′, τ ′)〉0 . (E3)
Conductivity is then obtained by calculating the Fourier transform Σ1(k, kn) and performing the limit
σ(ω) = − i
ω
(
Σ1(k → 0, ikn → ω + iδ) + χdia(k, kn)
)
. (E4)
We obtain
Σ2P1 (k = 0, kn) =32
e2u2K2
k2n
g2P
∫ β
0
dτ e−4KF (τ)
[
1− eiknτ
]
, (E5)
Σ1P1 (k = 0, kn) =8
e2u2K2
k2n
g1P
∫ β
0
dτ G
(2,2)
θθ (0, τ)e
−KF (τ)
[
1− eiknτ
]
, (E6)
Σimp,b1 (k = 0, kn) =8
e2u2K2
k2n
gimp,b
∫ β
0
dτ
{
G
(1,1)
θθ (0, τ)− 4pi
[
G
(1)
θϕ (0, τ)
]2}
e−KF (τ)
[
1− eiknτ
]
+ 16
e2Ku
kn
gimp,b
∫ β
0
dτ G
(1)
θϕ (0, τ)e
−KF (τ)
[
1− e−iknτ
] (E7)
and
χdia(k = 0, kn) = −2gimp,b e
2
pi
∫
dτ e−KF (τ)eiknτ . (E8)
The conductivity due to 1P and 2P processes is then
σ2P(ω) =32i
e2u2K2
ω3
g2P
(
piaT
u
)8K
J8K(ω, T ), (E9)
σ1P(ω) =8i
e2u2K
pia4ω3
g1P
(
piT
u
)2K+4
(3J2K+4(ω, T )− 2J2K+2(ω, T )) , (E10)
where we defined
J2K(ω, T ) =
∫ β
0
dτ
1− eiknτ
sin2K(piτT )
∣∣∣
ikn→ω+iδ
=
22K
T
Γ(1− 2K)
[
1
Γ2(1−K) −
sin(piK)
pi
Γ(K − i ω2piT )
Γ(1−K − i ω2piT )
]
.
(E11)
Here, Γ(x) is the gamma function. These results appear in Eq. (83) and Eq. (84) of the main text.
In the case of backscattering off the impurity we obtain
Σimp,b1 (k = 0, kn) =− 4e2Kgimp,b
(
piaT
u
)2K {(
piT
ω
)2
[(2K + 1)J2K+2(ω, T )− 2KJ2K(ω, T )] + 2T
ω
LK(ω, T )
}
,
(E12)
χdia(k = 0, kn) = 2gimp,b
e2
pi
(
piaT
u
)2K
1
piT
sin(Kpi)B(K − i ω
2piT
, 1− 2K). (E13)
Here, B(x,y) denotes the Euler beta function and we defined
LK(ω, T ) =
∫
dτ
1− e−iknτ
sin2K+1(piTτ)
cos(piTτ)
=(−i) sin(piK)2
2K
piT
{[
B(K,−2K)−B(K − i ω
2piT
,−2K)
]
+
[
B(K + 1,−2K)−B(K + 1− i ω
2piT
,−2K)
]}
.
(E14)
Adding the contributions yields Σimp,b1 (k = 0, kn) + χ
dia(k = 0, kn) = 0. Therefore, backscattering does not lead to a
finite scattering time for any value of K to first order in Db. This is discussed in Sec. VI B of the main text.
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Appendix F: Calculation of the conductivity of a clean helical Luttinger liquid
The purpose of this Appendix is to outline the calculation of the ac conductivity of a clean HLL using bosonization
and the Kubo formula.
First, we expand the current-current correlation function to second order in interaction strength since the first order
contribution vanishes due to the neutrality condition for vertex operators. This yields
〈jj〉 = 〈j0j0〉0 +
1
2
〈j0j0S25〉c0 − 2 〈j0jan,cleanS5〉c0 + 〈jan,cleanjan,clean〉0 +O(V 4). (F1)
Here, the connected averages appear due to the expansion of the denominator of the partition function. As in the
disordered case we define Σ2 ≡ 12 〈j0j0S25〉
c
0 − 2 〈j0jan,cleanS5〉c0 + 〈jan,cleanjan,clean〉0. Adding all the terms we are left
with only one term contributing to the real part of the conductivity
Σ2(x3, x4, τ3, τ4) =
1
4
e2K2u2
pi
(
4V kF
pi
3
2 ak20
)2 ∫
dx1dτ1
∫
dx2dτ2
× 〈∂x3θ(x3, τ3)∂x4θ(x4, τ4)∂2x1θ(x1, τ1)∂2x2θ(x2, τ2)ei
√
4pi(ϕ(x1,τ1)−ϕ(x2,τ2))−2ikF (x1−x2)〉
0
(F2)
Using the methods outlined in Appendix D we obtain
σ(ω) =
i
ω3
e2u4K2
h
26
pi2
(
V
u
)2(
kF
k0
)2
1
(ak0)2
IK(ω, T ) (F3)
Here, we defined
IK(ω, T ) =
∫
dx
∫ β
0
dτ
{
G
(2,2)
θθ (x, τ) + 4pi
[
G
(2)
θϕ (x, τ)
]2}
e−KF (x,τ)e2ikF x
[
1− eiknτ
]∣∣∣∣∣
ikn→ω+iδ
=
1
(2a)4piu
(
2piTa
u
)2K+4 ( u
piT
)2
sin(Kpi)
[ 1
K
{M(ω,−K,−K − 2) +M(ω,−K − 2,−K)}
+
(
6
K
+ 1
)
{M(ω,−K,−K − 4) +M(ω,−K − 4,−K)} − 2M(ω,−K − 2,−K − 2)
]
(F4)
M(ω, ν, µ) =B(−iS0− −
ν
2
, ν + 1)B(−iS0+ −
µ
2
, µ+ 1)−B(−iS− − ν
2
, ν + 1)B(−iS+ − µ
2
, µ+ 1) (F5)
and S± = ω4piT ± ukF2piT , S0± = S±(ω = 0). Eq. (F3) is Eq. (78) of the main text.
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