Abstract-Distributed systems have been developing rapidly in the past few years and their automatic control is a real challenge being a very active research field. In order to assure the load balancing and to optimize the resource utilization, a distributed system is using different software components, such as management tools, schedulers or monitoring tools. Considering the prediction of future behavior of distributed systems resources can offer better results in optimization and control. This paper proposes a state prediction algorithm based on neural networks using a genetic algorithm for initialization. The algorithm combines the advantages of the neural networks with the advantages of a dynamically constructed architecture and the very good results offered by a genetic algorithm. The prediction system includes the MonALISA monitoring system that collects information about the current status of the available resources in a distributed system. The algorithm is used in order to predict the next value or the next interval of values for parameters such as load, free memory or network bandwidth. The comparison between proposed algorithm and the classical prediction methods highlights the obtained improvements referring to the decreasing of the prediction errors.
I. INTRODUCTION Distributed systems have been developing rapidly in the past few years, with the potential of increased applicability and number of users. As a result, Grid computing is a very active research field. One of the most important characteristics of Grid computing is assuring the load balancing and optimizing the resource utilization. In order for that to be accomplished, a distributed system is using different software components, such as management tools, schedulers or monitoring tools.
Most of the existing scheduling solutions do not consider the prediction of future behavior of the distributed systems resources, even if this approach can lead to far better results in the optimization of scheduling decisions. To make the best use of the resources in a distributed environment, an application scheduler should make a prediction of available performance on each resource.
The predictions are based on historical information provided by the MonALISA monitoring system. The prediction system includes the MonALISA monitoring system that collects information about the current status of the available resources in a distributed system. The data is stored in a database associated with a web repository. A Web Service client is used in order to access the monitoring data in the repository. The prediction can be evaluated and compared with measured data through charts.
Several prediction methods and algorithms have been proposed in the current literature based on median, mean or standard deviation. Prediction algorithms based on neural networks have been also implemented thanks to their ability to learn from historical data. Another reason for this choice is that a neural network is also capable of a multi-step ahead prediction model.
The Cascade Correlation neural network algorithm is suitable to use in time series prediction thanks to its adaptive character and very simple computations. The algorithm creates itself the architecture of the neural network according to the complexity of the training examples set and experimental results showed that the obtained architecture for all important state parameters is very simple, containing a maximum number of five hidden layers. Another important advantage of the Cascade Correlation neural network is that is requires no backpropagation of error signals through the connections of the network.
Solving the problem of initialization of the inputs weights for the hidden layers using a genetic algorithm offers fast and very good results. The computed weights minimize the errors obtained for the current neural network architecture and the final architecture ever if it is very simple offers very good performances for all parameters describing one system state in a distributed system.
The experimental results highlight that the new algorithm obtained better results (meaning less errors) for all test scenario involving parameters describing the state of one station in a distributed systems. Better results were obtained in the case of multi-step ahead prediction when the errors for our prediction algorithm are 25% lower than the errors for other algorithms.
The paper presents in Section 2 the related work referring to prediction algorithms. Next, in Section 3 the neural network part of the proposed prediction algorithm is detailed. Section 4 describes the components of the genetic algorithm used within the weights for the candidate units initialization. In Section 5 the test scenarios and experimental results are analyzed for both one-step ahead prediction and multi-step ahead prediction. Section 6 presents the conclusions and highlights the future work.
II. RELATED WORK Several methods and strategies have been proposed in order to predict the next value (one-step ahead prediction) or values (multi-step ahead prediction) for the time series representing the historical status of a resource. A brief description of each method and algorithm is presented in the following lines.
Lingyun Yang et al. propose a homeostatic prediction strategy [6] where if the current value is greater than the mean of history values, then the next value is likely to decrease. The basic is to be self-correcting. At every prediction step, the increment (or decrement) value can be an independent value or a proportional value to the current measurement. Also, this value can be static (fixed for all steps) or dynamic (adapted to the time series at every prediction step). The combination of the configurations result in four prediction strategies: independent static, independent dynamic, relative static and relative dynamic. The tendency-based prediction strategies [6] predict the next value according to the tendency of the time series change. If the current value increases, the next value will also increase and if the current value decreases the next value will decrease too.
The 2-phase prediction algorithm [1] is used with the UMR scheduling method. In each iteration, the algorithm uses the 2PP strategy to estimate the speed for each worker before the start of each round. The superior results that algorithm exhibit suggest that the 2PP-based algorithm is adaptive and more suitable for dynamic, non-dedicated environments such as the Grid.
Dinda [4] evaluated multiple linear models autoregressive, moving average, autoregressive moving average, autoregressive integrated moving average, autoregressive fractionally integrated moving average models. A moving average is used to analyze a set of data points by creating a series of averages of different subsets of the full data set. Mathematically, a moving average is a type of convolution and it is similar to the low-pass filter used in signal processing. Several methods of computing the next value have been developed:
• Simple Moving Average (SMA) is the un-weighted mean of the previous n data points • Weighted Moving Average (WMA) is the average that has multiplying factors to give different weight to different data points. The weights are decreasing arithmetically as the values are older in time.
• Exponential Moving Average (EMA) applies weighting factors which decrease exponentially, giving much more importance to recent data values. The random predictions are based on the standard prediction theory. In statistics, the standard deviation is a simple measure of the dispersion of a data set and is defined as the square root of the variance. The variance is the average of the squared differences between data points and the mean. Standard deviation measures the spread of data about the mean. The random prediction algorithm computes one step ahead value as a random real number contained in the interval (m − s, m + s) where m is the mean of the set of values and s is the standard deviation.
Neural networks have been used in prediction [5] because of their ability to learn from historical data and because of their capability of a multi-step ahead prediction. They are complex modeling techniques that are able to shape nonlinear functions, used in situations when there is a dependency between the known input and the unknown output, but the nature of that relation cannot be expressed exactly. In the case of CPU prediction for instance, the future value will always depend on the current and the past behavior, but is impossible to define the exact relation between those two. This makes the use of neural network ideal for a prediction tool.
III. THE PREDICTION ALGORITHM
This section introduces a new approach proposed in order to solve the problem of time series prediction in general and the problem of state prediction in distributed systems in particular. The algorithm is based on the Cascade Correlation neural network architecture that uses a genetic algorithm in order to initialize the weights for all candidate units.
A. Introduction to the Cascade-Correlation architecture
The Cascade-Correlation learning algorithm [2] was developed in an attempt to overcome certain problems and limitations of the popular back-propagation learning algorithm. The most important of these limitations is the slow pace at which back-propagation learns from examples. Even on simple benchmark problems, a back-propagation network may require many thousands of epochs to learn the desired behavior from examples, where an epoch is defined as one pass through the entire set of training examples. Two major problems that contribute to that slowness were identified: the step-size problem and the moving target problem.
The step-size problem occurs because the standard backpropagation method computes only the partial first derivative of the overall error function with respect to each weight in the network. We can perform a gradient descent in weight space, reducing the error with each step. If we take infinitesimal steps down the gradient vector, running a new raining epoch to compute the gradient after each step, we will eventually reach a local minimum of the error function. Experience has shown that in most situations this local minimum will be a global minimum as well, or at least a good enough solution to the problem at hand.
But, for fast learning, we want to take the largest steps that we can. Unfortunately, if the step size is too large, the network will not reliably converge to a good solution. In order to choose a reasonable step size, we need to know not just the slope of the error function, but something about its higherorder derivatives -its curvature -in the vicinity of the current point in weight space. This information is not available in the standard back-propagation algorithm.
The second problem, known as moving target problem, is that each unit in the interior of the network is trying to evolve into a feature detector that will play some useful role in the networks overall computation, but its task is greatly complicated by the fact that all the other units are changing at the same time. The hidden units in a given layer of the net cannot communicate with one another directly; each unit sees only its inputs and the error signal propagated back to it from the networks outputs. The error signal defines the problem that the unit is trying to solve, but this problem changes constantly. Many experimenters have reported that back-propagation learning slows down dramatically (perhaps exponentially) as we increase the number of hidden layers in the network due to attenuation and dilution of the error signal as it propagates backward through the layers of the network.
Another part of this slowdown is due to the moving-target effect. Units in the interior layers of the net see a constantly shifting picture as both the upstream and downstream units evolve, and this makes it impossible for such units to move decisively toward a good solution. One way to combat the moving-target problem is to allow only a few of the weights or units in the network to change at once, holding the rest constant.
B. Architectural description
The Cascade-Correlation algorithm combines two key ideas:
• The cascade architecture, in which hidden units are added to the network one at a time and do not change after they have been added. • The learning algorithm, which creates and installs the new hidden units. For each new hidden unit, we attempt to maximize the "magnitude" of the correlation between the new units output and the residual error signal we are trying to eliminate. The cascade architecture is illustrated in Fig.1 where:
• window is the number of previous values used in prediction • X(t − window), ..., X(t) are the previous values used in prediction • X p (t + 1) is the predicted future value • and red bullets represent connections that are trained repeatedly. It begins with some inputs and one or more output units, but with no hidden units. The number of inputs and outputs is dictated by the problem. Every input is connected to every output unit by a connection with an adjustable weight. In the experiments we have run, we use "window" input units and one output unit. We add hidden units to the network one by one (Fig. 1) where blue bullets represent connections that are frozen.
The weights initialization uses the weighted moving average: every input unit was the weight computed as following:
weight(X(t − wind + i), Xp(t + 1)) = i wind * (wind + 1)
.
whereX(t − wind + i) is the input for which we want to compute the weight. Each new hidden unit receives a connection from each of the networks original inputs and also from every pre-existing hidden unit. The hidden units input weights are frozen at the time the unit is added to the net; only the output connections are trained repeatedly.
Each new unit therefore adds a new one-unit "layer" to the network, unless the networks performance do not improves. The learning algorithm begins with no hidden units. The direct input-output connections are trained as well as possible over the entire training set. With no need to back-propagate through hidden units, we can use the "delta" rule or any of the other well-known learning algorithms for single-layer networks. In our simulations, we use the "delta" rule to train the output weights as following:
Compute Y -the network output 3: Compute D-the real output 4 :
for each input unit X(i) and the output unit Xp do
Recompute the weight as following:
7:
end for 9: end for At some point, this training will approach an asymptote. When no significant error reduction has occurred after a certain number of training cycles, we run the neural network one last time over the entire training set to measure the error. If we are satisfied with the networks performance, we stop; if not, there must be some residual error that we want to reduce further. We attempt to achieve this by adding a new hidden unit to the network. The new unit is added to the net, its input weights are frozen, and all the output weights are once again trained using "delta" rule. This cycle repeats until the error is acceptably small.
To create a new hidden unit, we begin with a candidate unit that receives trainable input connections from all of the networks external inputs and from all pre-existing hidden units. The output of this candidate unit is not yet connected to the active network. In order to compute the candidate units input weights we use the genetic algorithm described in the following section.
In fact, we simulate a pool of candidate units, each with a different set of initial weights. All receive the same input signals and see the same error for each training pattern. Because they do not interact with one another or affect the active network during training, all of these candidate units can be trained in parallel. Whenever we decide that no further progress is being made, we install the candidate whose correlation score is the best.
The use of this pool of candidates is beneficial in two ways: it greatly reduces the chance that a useless unit will be permanently installed because an individual candidate got stuck during training, and it can speed up the training because many parts of weight-space can be explored simultaneously. The process of adding new hidden units stops when the error is acceptably small or the programmer defined patience is reached.
IV. THE GENETIC ALGORITHM
In order to find out fittest weights for candidate units inputs we use a genetic algorithm. Our purpose is to maximize the correlation between the inputs of the training examples and the errors obtained for the current configuration of the Cascade Correlation network in order to minimize the errors for the future configuration that is composed by the current configuration and the hidden layer we are trying to add. In the following section, the chromosomes encoding, the two genetic operators and the fitness function are described.
A. Chromosomes encoding
In a genetic algorithm, a chromosome represents a possible solution to the problem. In the case of computing the weights for a new candidate unit, each chromosome represents the weights corresponding with every input unit and every previous hidden layer. We use the representation presented in Fig.  2 . where each gene represents a weight:
• W eight 1 is assigned to the first input unit • W eight n is assigned to the last added hidden unit. The initial population is built by generating the weights according to the exponential moving average algorithm.
B. Genetic operators
In order to obtain high performances it is essential to find the proper genetic operators. It is important to have a balance between exploitation (obtained using the crossover operator) and exploration (obtained using the mutation operator).In the following section, the genetic operators used by this approach will be presented.
1) Crossover:
In this implementation, we use a single point crossover where the crossover point is randomly generated. The offspring is obtained by joining the head segment of the first parent with the tail segment of the second parent. Also, the parents used in crossover are randomly generated in a way explained below.
2) Mutation: All chromosomes resulted after the reproduction processes have a certain probability of being affected by mutation. The search space expands to the vicinity of the population by randomly altering genes. As a result, the population tends to converge to a global optimum rather than to a local optimum.We randomly choose the position of the gene to be "mutated" and we randomly generate dW the value used in mutation.
C. Selection
The selection process chooses the individuals of the current population that will reproduce. Our algorithm uses the roulette wheel selection method, which proved to offer good solutions in other learning problems. Also, in order to obtain a faster convergence we use the CHC selection method described in the following lines:
• If the population size is N , we generate N children by using roulette wheel selection • We combine the N parents with N children • Sort these 2N individuals according to their fitness value • Choose the best N individuals to propagate to the next generation When using traditional roulette wheel selection, the best individual has the highest probability of survival but does not necessarily survive. Using CHC selection, we guarantee that the best individuals will always survive in the next generation and the population converges quickly compared to roulette wheel selection and the performance is also better. The chance prob(i) of an individual to reproduce is directly proportional to its fitness value f itness(i) and is computed using the following formula prob(i) = f itness(i) Ft where F t represents the total fitness of the population P :
Roulette wheel selection method has the steps:
• Compute the sum of the fitness of all members, F P • Randomly generate a number in [0, F P ] • Return the first individual whose fitness added to the preceding population members is greater than or equal to the number previously generated
D. The fitness function
The fitness function is the essential element in a genetic algorithm because it gives the appreciation of the quality of a potential solution according to the problems specification. Our goal is to obtain fittest input weights for the next candidate unit in order to minimize the errors previously obtained for the training examples. Every population receives a list of training examples and a list containing the corresponding errors obtained for the current network configuration. The populations purpose is to produce an individual that maximize the correlation between the inputs and the errors.
According to the chromosomes encoding and genetic operators previously presented, the fitness is computed as following:
where:
• E is the training examples set • error(j) is the error obtained for the j th training example using the current neural networks configuration • i is the chromosomes index
• I is the chromosomes number of genes (equal with the number of inputs) • weight k is the value corresponding to the k th chromosomes gene • input k (j) is the k th input corresponding to the j th training example V. EXPERIMENTAL RESULTS This section presents the prediction results obtained using the classical prediction algorithms and the proposed algorithm in the situation of one and multi-step ahead prediction for different types of parameters representing one stations state, information very important and useful in a distributed system. The relevant parameters for the prediction tool include information about the CPU (CP U nice , CP U sys , CP U usr , etc.), the system load (Load5, Load10, Load15), memory (Free Memory), IO traffic (eth0 IN , eth0 OU T , eth0 ERRS ). Such parameters are highly time variable and their values are hard to predict using classical methods.
A. Performance criteria
In order to compare the performances of two prediction algorithms we use several criteria such as:
• The normalized mean squared error defined as:
• The cross product defined as following: < p, r >= n i=0 |p i − r i | * |mean − r i | where p is the predicted time series, r is the real time series, n is the length of the time series and mean = Out purpose is to develop an algorithm for whom the NMSEr and the cross product to be zero or very close to zero for each time series that we want to predict. The predictions are based on historical information gathered by MonALISA [3] monitoring system. The results and errors for different time series and algorithms are presented in the current section.
B. One-step ahead prediction
Most of the parameters describing the state of computers in a distributed system have a very instable behavior and consequently, the predictions are rarely 100 percent accurate, but rather give a good estimate of near future behavior. In this sense, various parameters were chosen in order to test the prediction algorithms. Table I presents the errors obtained predicting the next value for the Load5 parameter using all the presented prediction algorithms. The final Cascade Correlation architecture dynamically created contains 5 inputs units, 2 hidden units and one output layer. The initial training set contains the first 50 values (27 %) from all testing examples. Table I emphasizes the fact that according to both performance metrics, best results were obtained using the Cascade Correlation. Our algorithm reduces the errors with 9.7% (according to the NMSE). In order to predict two steps ahead, the algorithm needs the last five values (X(t−1), ..., X(t−5)). The prediction process begins at the current moment t, and is trying to predict the value at the time t + 1. The predicted value for the moment t (X p (t)) is considered correct and it is fed back into the network as an input, along with the shifted past values. The process is repeated and the network produces the predicted value for the time t + 2. Several experimental tests were made for the window size and prediction window size equal with five. The prediction window size represents the number of predicted future values. Tested algorithms were compared according to the same performance criteria. Table II presents the errors obtained multi-step ahead predicting the Free Memory parameter using all the presented prediction algorithms. The final Cascade Correlation architecture dynamically created contains 4 inputs units, 2 hidden units and one output layer. Table II emphasizes the fact that according to both performance metrics, best results were also obtained using the Cascade Correlation, reducing the errors with 23.8% (according to the cross product). 
VI. CONCLUSIONS
In this paper we proposed to present a new state prediction algorithm based on the Cascade Correlation architecture initialized using a genetic algorithm in order to obtain good results and fast performance. We have chosen to test this algorithm and those proposed in the existing literature in two situations: one-step ahead prediction and multi-step ahead prediction. Historical monitoring data provided by a monitoring service (MonALISA) is used to predict the values into the future using the presented algorithms. Errors are estimated using two performance metrics previously described: the normalized mean squared error and the time series cross product.
Combining the advantages of neural networks with a dynamically constructed architecture, fully adapted to the characteristics of the time series, the proposed prediction algorithm based on the Cascade Correlation neural network proved to be able to provide more accurate results than classical prediction methods and the back-propagation prediction algorithm.
Predicting the future status of the resources composing a distributed system is important in a highly dynamic system because an optimum task scheduling based on resources state prediction will have an immediate effect on the overall balance. The selection of the system for a submitted job is based on the detailed information about the available resources to match the jobs requirements.
A prediction based meta-scheduler can improve significantly the time necessary to schedule tasks with dependencies. Using the predictions, we can presume that the idle time of tasks with the start time in the future can be reduced significantly. Reducing the idle time would result in a completely resource utilization and load balance. Those research activities could be extended with the development of a scheduling algorithm based on the results offered by a performing prediction algorithm because the dynamism in distributed systems requires the assumptions approximation algorithms optimizing.
