Abstract. Consider the regression model Y i = g(x i )+e i for i = 1, 2, . . . , n, where: (1) x i are fixed design points, (2) e i are independent random errors with mean zero, (3) g(·) is unknown regression function defined on [0, 1] . Under Y i are censored randomly, we discuss the asymptotic normality of the weighted kernel estimators of g when the censored distribution function is known or unknown.
Introduction
Consider the fixed design regression model where Y 1 , Y 2 , . . . , Y n are the observations on the fixed design points x 1 , x 2 , . . . , x n ; e 1 , e 2 , . . . , e n are independent random errors with mean zero; g(·) is the unknown regression function defined on [0, 1] . Without loss of generality, we assume that 0 = x 0 < x 1 < · · · < x n = 1. Under independent samples, many researchers have studied the large sample properties of estimator of g (·) . For instance, consistency and asymptotic normality have been studied by Priestly and Chao [9] , Benedetti [1] , Georgiev and Greblicki [5] and Georgiev [4] among others. Under various dependent samples, the estimators of g(·) also have been widely studied, such as Fan [2] , Roussas [10] , Roussas et al. [11] and Tran et al. [12] . In particular, Prieshey and Chao [9] proposed the following weighted kernel estimator of g(x)
where K(·) is a kernel function, h n is a sequence of positive constants tending to 0.
In this paper, we consider the random censorship case for Y i , 1 ≤ i ≤ n, i.e. when we observe Y i , 1 ≤ i ≤ n, we observe only the pairs (Z 1 , δ 1 ), . . . , (Z n , δ n ):
where {T i , 1 ≤ i ≤ n} are censored variables, I[·] denotes the indicator function. The estimator of g will be constructed by the censored data {(Z i , δ i ), i = 1, 2, . . . , n}.
Considering the practical background of the random censorship model, we assume that both Y i , 1 ≤ i ≤ n and T i , 1 ≤ i ≤ n are nonnegative and independent random variables; moreover every T i is independent of every Y i with distribution function F i , 1 ≤ i ≤ n. The censored variables T 1 , T 2 , . . . are assumed to be independent, identically distributed with distribution function G. Then the distribution function of Z i is
where
For any distribution function F , define
Throughout this paper, we assume
Therefore, we may assume that
. . , n, where {e i , 1 ≤ i ≤ n} are independent random errors with mean zero. Hence, when G is known, taking advantage of model (1.4) and comparing with (1.2), the weighted kernel estimator of g(x) is defined as follows:
Also, we assume that τ (n) =: max{τ
When G is unknown, the estimate of g(x) is defined by
where M n is a sequence of constants, which are less than τ (n) and monotonously increase to τ 0 ,Ĝ ns denotes the Kaplan-Meier estimator of the distribution function G, i.e.,
(cf. Kaplan and Meier [6] ),
In the sequel, let C, C 1 and C 2 , . . . will represent positive constants whose value may change from one place to another.
For model (1.1), the consistent rates of estimators of g have also been studied by some authors under censored assumptions, see Xue [14] and Wang [13] . In particular, Wang [13] discussed the weak consistency and consistent rates of the estimators g (1) n and g (2) n of g. His results are as follows. 
and one of the following conditions holds.
Then, for any fixed 
In this paper, we will establish the asymptotic normality of the estimators g (1) n and g (2) n of g under some suitable conditions. The paper is organized as follows. In Section 2, we introduce the assumptions used throughout the paper and give main results. Proofs will be provided in Sections 3.
Main results
In order to state the main results, we first list the following some assumptions.
(B.1) Let K(u) be a continuous probability density kernel with 0 <
Theorem 2.1. Suppose that (B.1) and (B.2) are satisfied and nh n → ∞. 
Proofs of main results

Lemma 3.1. ([13, Lemma 3.1]) Suppose thatK(·) is a continuous function with
n (x))
Proof. For every n ≥ 1 and
by the Taylor expansion we have
s (Z i ), 1 ≤ i ≤ n} are independent random variables, by assumption (B.2) and Lemma 3.1, we have
Hence, for any > 0 and t ∈ [0, M n ],
Next, we divide three steps to estimate the three terms in (3.6) respectively.
Step 1. Note that
and we obtain from (B.3) and the Dharmadhikar-Jogdeo inequality (Praksas Rao [8] ) that for p ≥ 2
Step 2. We observe that
Hence, by applying the Minkowski inequality we have
The assumptions (A.5) and (B.3) imply that for sufficiently large n and all
further we have
From (3.7)-(3.9) and (B.3), we find
Step 3. Note that
Step 2 we have
As to L n32 we have
On applying the Dharmadhikar-Jogdeo inequality (Praksas Rao [8] ) we have
Hence, (3.12)-(3.15) and (B.3) yield that
Then, (3.10), (3.11) and (3.16) follow that P (|L n3 | ≥
Finally, by the continuity of G and (3.17), utilizing the method used in Földes and Rejtö [3] (or see Wang [13] ), we can obtain that
for sufficiently large n.
Proof of Theorem 2.1.
From the assumption of independence on Y i and T i , it suffices to verify Linderberg condition: for any selected x ∈ [0, 1] and any > 0,
n (x)). Note that lim C→∞ sup i EZ
which follows that
Therefore, from (B.1), (B.2) and (3.5) we have
We observe that
(3.18) and nh n → ∞ yield that
On applying the Chebyshev inequality, from (3.18) and nh n → ∞ we have
Hence, we complete the proof of Theorem 2.1 by (3.19)-(3.23).
Proof of Theorem 2.2. Put a ni
Note that, from (A.4) and (A.5) we have
Next, we will analyse the four parts in (3.24) respectively as follows.
n (x) − Eg (1) n (x). Hence, from Theorem 2.1 we have
Var(g (1) n (x))
(ii) Note that
which, together with Lemma 3.1, follows that
(iii) We observe that 
Hence, (3.25)-(3.27) follow that P |B 4 | Var(g (1) n (x)) ≥ ε → 0. (iv) Note that M n < τ 0 < τ G . By Lemma 3.1, for sufficiently large n we have
n (x)) 
. Therefore, according to Lemma 3.3 we have
n (x)) ≥ ε → 0.
On combining with (3.24) and (i)-(iv), Theorem 2.2 is proved.
