The objective of this chapter is to show that neural networks and fuzzy models can be incorporated in a semi-mechanistic modeling environment in a straightforward manner. The procedure is described by the development of a semi-mechanistic model for a real biochemical process, the enzymatic conversion of Penicillin-G. Two different type of black-box model parts:(i) a fuzzy model, and (ii) a neural network, are compared. Finally, the semi-mechanistic model is used to create enough data to make a neural network model for the full process, which fits better in real-time control strategies. Although the results do not carry over directly to other engineering fields, the main ideas, conclusions, and drawbacks will certainly hold for other application areas as well.
Introduction
In biochemical industries, most processes are carried out in a batch or fedbatch reactor. Think for example of the production of beer, penicillin or bakers yeast. These types of processes are characterized by their time-varying nature and their recipe-based processing. Furthermore, measuring all important state-variables is either impossible or very expensive. On-line control of these processes therefore is usually limited to the control of temperatures, pH, flows, and easily measurable states. Most of the processes are controlled by standard recipes, stating what to do at a certain time instant. Here, models are usually not constructed for control purposes but for process optimization which leads to optimized recipes or an optimal process lay-out (equipment sizes, etc.).
The modeling of biochemical processes serves in practice only three main purposes:
and formulates the global identification as a nonlinear optimization problem. Thompson 
and Kramer
6 use the so-called parallel approach of semi-mechanistic modeling. Here, the error between the data and the white-box model is represented by a neural network. They also describe the serial approach where a neural network is used to model unknown parameters.
Several authors applied hybrid models for the modeling biotechnological systems 5, 7, 9, 10 . In 7,9 , fed-batch experiments are used to find the parameters of both the mechanistic part and the neural part of their model. Van Can et al. 10, 11 describes the application of semi-mechanistic modeling with neural networks to describe a pressure process.
The semi-mechanistic modeling strategy is be combined quite naturally with the general structure of white-box models in biochemical processes, since this structure is usually based on macroscopic balances (e.g. mass, energy or momentum). These balances specify the dynamics of the relevant state variables and contain different rate terms. Some of these terms are directly associated with manipulated or measured variables (e.g. in-and out-going flows) and do not have to be modeled any further. In contrast, some rate terms (e.g. reaction rate) have a static mathematical relation with one or more state variables which should be modeled in order to obtain a fully specified model. These terms are then considered as inaccurately known terms. They can be modeled in a white-box way if a static mathematical relation for the rate terms can be based on easy obtainable first principles. If this is not possible, they can be modeled in a black-box way with a nonlinear modeling technique. In the latter case, one obtains the semi-mechanistic model configuration. One of the advantages of the semi-mechanistic modeling strategy is that it seems to be more promising with respect to extrapolation properties 10 .
In this chapter, the construction of the semi-mechanistic models is considered. By using black-box parts in the model, one obtains the means for a relatively fast model development since not all relations need to be known in a white-box setting. Several techniques can be used to model the black-box part. An overview is given by Sjöberg 12 . The use of neural networks or fuzzy models provides the model developer with a powerful multi-variable modeling tool, to increase the modeling accuracy and to speed-up the development. The advantage of neural networks is that they are able to model multi-variable relationships in a elegant and simple way. Fuzzy models are more complicated, but give a more transparent model, which means that the user can partly verify the model. Moreover, for these multi-variable settings, a neural network or fuzzy model does not suffer from the curse of dimensionality, which is a well-known drawback of, for example, multi-variable polynomial models.
This chapter is organized as follows: Sec. 2 introduces the semi-mechanistic modeling approach and two methods fuzzy logic and neural networks for modeling the black-box part. In Sec. 3, the semi-mechanistic modeling of a real biochemical process is presented. Further, results and modifications for realtime control purposes are described.. Finally, in Sec. 4, conclusions and some comments are given.
Construction of Semi-Mechanistic Models

Semi-Mechanistic Approach
This section describes the semi-mechanistic modeling approach. The obtained model should be able to predict the process states in such a way that it can be used for process optimization, but at the same time, the model should be applicable for various process scales. Further, a transparent model is preferable for process understanding. Commonly, white-box models of (bio)chemical processes are based on macroscopic balances, e.g. mass, momentum or energy balances. These balances are based on the conservation principle that leads to balances which generally can be written as 13 :
where S is a certain quantity, e.g. mass or energy. In general not all of the terms in Eq. (1) are exactly or even partially known. Especially, the modeling of reaction rates (kinetics) and thermal effects is difficult. On the other hand, transport terms can be obtained more easily and accurately. Besides the difficulty of estimating reaction kinetics, in general, some of the parameters will also be time-varying. Once a white-box modeling structure is known, and it is known which parameters are easy to obtain and which are more laborious to obtain, black-box models can be used to model these otherwise difficult obtainable parameters. The resulting model is a semi-mechanistic model which is defined as a model given by a white-box model structure (e.g. Eq. (1)) where the unknown parts are modeled by black-box models. The modeling procedure is represented in a schematic way by:
1. Obtain a white-box model structure of the process.
2. Estimate the easily obtainable model parameters (e.g. flows, masses, or volumes).
3. Rewrite the model parts that are difficult to obtain in units which are independent of the process geometry. If this is impossible then proceed with the next step, but the model is not scalable any more.
4. Perform batch experiments to obtain data for the modeling of the unknown relations with black-box models (e.g. neural networks, fuzzy models).
5. Use these black-box models as parts of the white-box model structure. 
Fuzzy Model Structure
The use of fuzzy logic and fuzzy sets theory for modeling purposes is explained extensively in other chapters in this book. Therefore, only a brief introduction is given at this point. In the application as described later on a linguistic fuzzy model 14 is used, which consists of rules in the following form: 
The symbol t denotes a t-norm operator, such as the minimum or product. The fuzzy set (vector) containing the degrees of fulfillment of all the rules is denoted by
2. Apply relational composition. Having computed the degrees of fulfillment β, which correspond to the given model input, the output fuzzy set
is derived by means of relational sup-t composition:
The composition operator • t is defined by:
3. Defuzzify the consequent fuzzy set. The consequent fuzzy set ω is defuzzified by using the weighted mean method:
where b l are the centroids of the consequent fuzzy sets B l . These centroids can be computed, e.g., by the center-of-gravity method or the mean-of-maxima method. In this chapter, the mean-of-maxima method is applied:
The construction of the relational model from process measurements proceeds in two steps. First, the membership functions of the antecedent and consequent linguistic terms are derived. Then, the fuzzy relation describing the rule base is estimated. Fuzzy clustering is applied to extract the membership functions from measurements 14 .
Neural Network Model Structure
There are several reasons to choose neural networks to model nonlinear systems. The most important reason is that feedforward neural networks are universal approximators. It is proven that any continuous nonlinear function can be approximated arbitrarily well over a compact interval by an one-hidden layer feedforward neural network. Another important reason to use neural networks is the fact that these can efficiently model multivariable systems. Compared to other universal approximators, for example, polynomial expansions, the curse of dimensionality is avoided such that relatively small models are sufficient. The mathematical structure of neural networks is given by several elements 15 . The basic entity in a static feedforward neural network is a unit, called neuron. A neuron calculates a weighted sum of all inputs. To this sum a bias term is added and the result is mapped onto a nonlinear function, which is called the activation function. Neurons can be grouped into interconnected layers. A feedforward neural network consists of several uni-directional layers. All outputs of one layer are the inputs for the next layer. This type of network does not contain interconnections between neurons in the same layer. If a certain layer is neither an input layer nor an output layer, then it is called a hidden layer. Although several hidden layers can be used, here a three layered network with only one hidden layer is considered. The first layer is the input layer, which contains the source nodes. It directs the input to every neuron in the second layer that is called the hidden layer. This layer contains neurons with a nonlinear activation function. The third layer is the output layer. This one is built in the same way as the hidden layer and may also contain a bounded nonlinear activation function. In this chapter, a linear activation function is used to avoid an unnecessarily bounded output. Every input of a neuron in the hidden layer is multiplied by an activation weight w h ij . These multiplied inputs and a bias input are added. This is expressed by:
The output of a neuron of the hidden layer is then given by:
The output of the neural network is given by:
where j denotes the j-th neuron in the hidden layer, i denotes the i-th network input, l denotes the l-th network output and k denotes the k-th event. 
Introduction
This section describes the application of the semi-mechanistic modeling approach to the control of an enzymatic conversion process taking place in a fed-batch reactor. The enzymatic conversion process is based on the conversion of Penicillin G (P enG) which is controlled by the pH in the reactor. The enzymatic conversion of P enG was chosen as a test case because:
1. It can very well be performed in a fed-batch mode, which is very common for many (bio)chemical processes.
2. It has complex non-linear kinetics, which is very common for (bio)chemical processes.
3. It allows reproducible experiments, so that the results from testing the predictive properties of a model are not obscured by experimental uncertainties. Unfortunately, this is not always the case for biochemical processes.
4. It has been investigated already by many researchers, so that a comparison with a white-box model is possible.
The enzymatic conversion of P enG is operated in a fed-batch reactor. The model is ultimately used for control purposes. The reason for using the model for control purposes is that by using the model in a controller structure, the model capability of capturing the correct process dynamics can be tested. In a practical situation, the model would mainly be used for recipe optimization. Usually, a pure black-box model is the easiest way to obtain such an accurate model for control purposes (no extrapolation is necessary). However, it was not possible to measure data sets with enough information to construct a pure neural or fuzzy black-box model. Therefore, a two-step approach is applied: First a semi-mechanistic model is constructed. The resulting model can accurately predict the process outputs with given inputs. Since the obtained model was too complex for use in the controller, a neural or fuzzy black-box model is identified based on data which is created by the semi-mechanistic model. The black-box model is tested on a different test set which is also generated by the semi-mechanistic model. If the tested model is not working properly, new training and test sets can be constructed and the modeling procedure is restarted. This procedure is schematically depicted in Fig. 1 .
In this way it is possible to obtain a black-box model for processes were it is very difficult to obtain the necessary dynamics in the input-output data when it is operated in real-time. Using a semi-mechanistic model relaxes the practical constraints, while the obtained black-box model is then used in the controller structure. For optimization purposes the semi-mechanistic model should be used instead of the black-box model, because of its extrapolation properties.
Description of the Process and Experimental Setup
The modeling strategy is demonstrated using experimental data for the modeling of the enzymatic conversion of Penicillin G (P enG) to 6-Amino-penicillanic Acid (AP A) and Phenyl Acetic Acid (P hAH) by the enzyme Penicillin Acylase (E) (Fig. 2) :
Per component, for example P hAH, there is an acid-base equilibrium like:
These equilibria depend on the pH inside the reactor and can be calculated with the help of titration curves. The pH is defined as:
where the square brackets denote a concentration (mol/l). The pH is influenced by the added base (OH − ) because there also exists a well defined equilibrium:
It is assumed that all these acid-base equilibria are settled much faster than the time constant of the conversion process itself, which means that the dynamics involved with these equilibria can be neglected. Thus there exists a static mapping between the pH and the concentration of the components P enG, P hAH, AP A and buffer:
Fourteen batch experiments based on different initial substrate and product concentrations were performed to obtain identification data 11 . These experiments are performed at a temperature of 310 K, in the pH range of 5.5−8.5 and at initial P enG concentrations between 10 − 100 mM. H + is released during the conversion due to the acid-base equilibria of the three compounds,. Consequently, the amount of added base (OH − ) that is needed to keep the pH at a set-point during the conversion is a very valuable on-line signal, which can be used to calculate time series of concentrations and conversion rates. Further, 6 fed-batch experiments were done to obtain validation-data which could also be used for extrapolation studies.
The overall experimental setup is presented in Fig. 3 . All experiments were performed in a thermostated reactor with a maximum volume of 1500 cm 3 , equipped with a stirrer. Solutions with the required concentration P enG were prepared by dissolving known masses in a 50 mM phosphate buffer. To obtain the concentrations of P enG, P hAH and AP A, the pH was adjusted to pH = 8. The reaction was started by adding an accurately known volume of enzyme solution to the reactor. There was no possibility to automatically add acid to the reactor, which puts some constraints on the input signal.
White-Box Modeling Part of the Semi-Mechanistic Model
The purpose of the models which are to be developed is to predict the pHprofile of a complete conversion of penicillin given only the initial state of the system and the imposed added base (control input) during the experiment. The pH can be calculated from the charge balance that can be expressed as: 16 . The Charge in -concentration is directly related to the total amount of added base (B in ml):
Charge Balance
V k+1
Balance Equations in which M B is the concentration of the added base (mol/l). During the conversion process, the volume changes due to the addition of base or because of added P enG or AP A and P hAH (= V add k ). The volume effect is expressed in the following equation:
The dynamics of the state variables which are involved in the charge balance can be directly written down in the following discrete balance equations:
where ∆t is the sampling time. Now the model contains five unknown terms: the penicillin conversion rate (r in mol/h), which is referred to as the kinetic part of the model, and the four f t terms (Eq. (16)) which are associated with acid base equilibria of the involved compounds. This part will be referred to as the titration part of the model. In the semi-mechanistic model these five terms will be parameterized by black-box model structures. using an iterative search routine, this equation can be solved for pH k+1 . Note that the f ti -functions depend on pH k+1 only. The complete model is depicted in Fig. 4 .
Black-box Modeling Part in the Semi-Mechanistic Model
For (bio)chemical processes, the proper model structure for the conversion rate term (r) is generally not directly known without separate experiments to reveal the relevant kinetic mechanisms. In the semi-mechanistic model, the conversion rate will be modeled as:
where f bb is a black-box model. In all identification and validation experiments the concentrations of AP A and P hAH were equal, thus r can be simplified into:
where f bb is a black-box with three inputs. Fig. 5 gives an impression of the developed semi-mechanistic model. 
Results of the Semi-Mechanistic Model with a NN Part
The number of hidden nodes and related parameters of the neural network are determined in the identification procedure. The identification for the neural network was straightforward. The complexity of the neural network model was increased stepwise by adding an additional neuron to the hidden layer. The parameters of neural networks, varying in number of hidden neurons from 1 to 25, were calculated and the resulting neural network models were tested on the test set (cross validation). The sum of squared errors in this cross validation test no longer decreased when more than 5 neurons in the hidden layer were used. So, a neural network with 5 neurons in the hidden layer was chosen as black-box component to describe the conversion kinetics in the semi-mechanistic model.
The semi-mechanistic model is validated by testing its ability to predict the pH-trajectory of a fed-batch conversion given only the initial state of the system and the base addition in course of time. One result of the semi-mechanistic model is shown in Fig. 6 when the model is used for the prediction of added base. Compared with the measured values, the differences are small. Moreover,from this and other not shown results, it could be concluded that the semi-mechanistic model is also able to extrapolate.
The performance of the semi-mechanistic model is also compared with the performance of a white-box model in which the kinitics are modeled by a Mechaelis-Menten mechanism 17 : It should be noted that even if the structure of Eq. (22) is known, the estimation of the above parameters from data is a nontrivial optimization problem, which requires good initial values for convergence 17 . With respect to interpolation properties, the semi-mechanistic model was more accurate than the white-box model based on the Michaelis-Menten kinetics and with respect to extrapolation properties a more or less comparable performance was obtained. Both models were identified with the same data, but for the white-box model significantly more knowledge, such as complicated kinetics and equilibrium thermodynamics, is necessary to construct the model. 17 .
Results of the Semi-Mechanistic Model with a Fuzzy Model Part
In this section, the structure of the fuzzy model and the identification technique are explained. It is expected that the specific conversion rate r depends on the concentrations of P enG, AP A and P hAH in a nonlinear way, but the exact form of this dependence is considered unknown: The rule base of the model contains rules for all possible combinations of the antecedent linguistic terms (Low, Medium, High, etc.). The membership functions have been extracted from the process measurements by fuzzy clustering, and the consequent linguistic terms have been identified by using fuzzy relational techniques 18, 19 . Next, the structure of the model and the identification method are described in more detail. The data sequences (P enG,AP A,P hAH,r)are clustered by the GK algorithm 14 . The number of clusters is set to three, since the number and information content of the data do not allow for more clusters. As shown later, the model derived from the three clusters is sufficiently accurate. If this was not the case, more measurements would be needed, based on experiments at different initial conditions.
The total number of fuzzy sets was reduced, since some of the clusters project into similar membership functions 20 . As a result, three triangular membership functions per variable are obtained (Fig. 7) . The rule base contains rules for all possible combinations of the antecedent linguistic terms, and this is given in Table 1 . The consequent of the i-th rule is the linguistic term Certainty factors close to zero indicate that no, or very little data were available to establish the particular rules. The rules (without the certainty factors) and the membership functions were presented to an expert, who confirmed the overall correctness of most of the rules and also the relevance of the membership functions, except for rule 2. As was expected, the major disagreement concerned the rules with low certainty factors. This is P enG concentrations. Additional experiments could be designed in order to obtain more data in this region. The expert was not able to assess the numerical values of the membership function parameters directly, but he confirmed that the distribution of the membership functions over the domains with respect to the relative influence of AP A and P hAH on the conversion kinetics is realistic. The fuzzy model obtained here is used as a predictor of the conversion rate, and is incorporated into the macroscopic balance Fig. 5 . The upper plot in Fig. 8 compares the conversion rate estimated by the fuzzy model, to the rate computed from the experimental data for two different validation data sets, that had not been used for the identification. The lower plot in Fig. 8 compares the base added, as simulated by the model and measured for the same two experiments. It should be stressed that the values in Fig. 8 are calculated recursively, with only the initial concentrations given. One can see that the model can predict the entire batch very accurately.
The numerical accuracy of the semi-mechanistic fuzzy model is comparable with that obtained with a similar hybrid approach using a neural network (Sec. 3.5). A drawback of the latter approach is that the neural network remains a black-box model, and does not provide any additional information about the process. The validity of the neural network must be assessed on the basis of numerical simulations only. Neural networks, however, are quite easy to train, even for non-experts, provided a sufficiently rich data set is available. The construction of the relational fuzzy model, on the other hand, is generally more complicated, and requires good knowledge of the identification methods.
Black-box modeling by use of the semi-mechanistic model
A black-box neural model of the process is attractive for control purposes, because this model can be used straightforward in controllers and usually is very fast to simulate. However, as already mentioned, the Penicillin-G conversion process can not easily be handled by black-box models due to the limited number of real data. Therefore, the slow semi-mechanistic model is used to generate data to be used as the training and test-set for a neural black-box model. The black-box model must predict the pH (model output) based on the base addition (model input).
As could be expected, the search for a valuable black-box model was not straightforward. Several configurations have been tested and most of them were not able to model the process accurately enough. This was mainly due to the generated training sets. Identification of a fixed neural model configuration for changing training sets results in a completely different performance. After testing several configurations and training sets, the best performing configuration is:
with y k = 10 6 · 10 −(pH) k and u k = B add k . Note that the network output is not chosen to be the pH. By choosing this ad-hoc network output, which relates to the absolute amount of acid, better modeling properties of the neural model are obtained. The discrete-time k, is added because of the time-varying nature of the process. The network contains six hidden neurons. The training set is constructed by performing twenty simulation experiments with the slow semi-mechanistic model. The training results on a one step ahead prediction are very good, however, free run results are not always satisfactory. Fig. 9 shows the free run result on a simulated experiment. The neural model, given by the dashed line, is not very accurate, but it is stable. Moreover, in te Braake et al. 16 it is shown that the model performs well enough to be used in both a standard nonlinear predictive controller based on a nonlinear optimization algorithm, as well as in a linear MBPC controller based on input/output feedback linearization.
Conclusions
A semi-mechanistic modeling strategy is outlined based on white-box modeling combined with black-box parts. This method can be used to model systems where a priori knowledge is available and experimental data is insufficient to make a black-box model. The semi-mechanistic modeling is applied to a biochemical application in which Penicilin-G is converted. First, an easy to obtain neural network is used for the prediction of the kinetics in the Penicillin-G conversion in the semi-mechanistic model. Second, a linguistic fuzzy model for the kinetics in the Penicillin-G conversion was developed from the experimental data. A posteriori analysis of the model indicates that most of the obtained rules are in good agreement with the expert's knowledge. Both models provide good numerical predictions of the conversion kinetics. When combined with the white-box model of the process (macroscopic balances), accurate prediction of the overall process behavior is obtained as well. Finally the semimechanistic model is used to create enough data to identify a full black-box model for real-time control purposes. The model prediction is worse than the semi-mechanistic one, but it is stable and performs well enough to be used in a controller.
The use of dynamic black-box models for process optimization is usually not appropriate. The focus of modeling (bio)chemical batch or fed-batch processes should be the development of mechanistic models. This type of model, however, needs long development times and is therefore expensive. The use of semi-mechanistic models give the practitioner the possibility to increase the efficiency of the modeling process easily and to reduce the development costs.
