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Abstract
We consider in the paper the problem of finding an approximate solution of a large scale inconsistent
linear system Ax = b, where A is an n × m real matrix and b ∈ Rm. The problem is a special case of the
following problem. LetP,Q be nonempty and affine subspaces; find an element of the intersectionP ∩ Q or
find points p ∈ P and q ∈ Q which realize the distance between these two subspaces. Problems of this kind
appear in many applications, e.g. in the image reconstruction or in the intensity modulated radiation therapy
(see, e.g. [Y. Censor, S.A. Zenios, Parallel Optimization, Theory, Algorithms and Applications, Oxford
University Press, New York, 1997; H. Stark, Y. Yang, Vector Space Projections. A Numerical Approach to
Signal and Image Processing, Neural Nets and Optics, John Wiley & Sons, Inc., New York, 1998; H.W.
Hamacher, K.-H. Küfer, Inverse radiation therapy planning – a multiple objective optimization approach,
Discrete Appl. Math. 118 (2002) 145–161]).
In order to solve the problem we deal with a modification of the so-called alternating projection method
(APM) xk+1 = PPPQxk which was introduced by von Neumann. We take in the modification an approx-
imative projection P˜P instead of an exact projection PP with appropriate stopping criteria. A similar idea
was considered by Scolnik et al. [H.D. Scolnik, N. Echebest, M.T. Guardarucci, M.C. Vacchino, Incomplete
oblique projections for solving large inconsistent linear systems, Math. Program. Ser. B 111 (2008) 273–
300]. We modify the APM in such a way that the Fejér monotonicity with respect to FixPPPQ and the
convergence of xk to an element of FixPPPQ is preserved. We also present preliminary numerical results
for the method and compare these results with the APM.
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1. Introduction
Let A be an n × m real matrix and let b ∈ Rm. We consider the problem of finding x ∈ Rn
which is a solution of a large scale system of linear equations
Ax = b, (1)
if such a solution exists. In much applications A is a large sparse matrix, i.e. n,m  105 and
at most 1% of the entries of A are nonzero elements. We do not suppose in the paper, that the
problem (1) has a solution. In this case we seek an element x∗ ∈ Rn which is a minimizer of the
proximity function h(x) = 12‖Ax − b‖2.
Solution methods for large scale linear inconsistent systems have found applications in com-
puterized tomography (CT) and in intensity modulated radiation therapy (IMRT). The aim of CT
is the reconstruction of a function (density of a tissue) from its line integrals. After discretization
the problem can be modeled as a large and sparse system of linear equations (see, e.g. [5]). In
most cases this system is inconsistent because of measure errors. The aim of IMRT is to evaluate a
distribution of the radiation intensities delivered by beamlets in such a way that the total radiation
dose absorbed by a tissue does not exceed given lower and upper bounds. The mathematical model
of IMRT is a large and sparse system of linear inequalities (see, e.g. [8,4]). This system is also
inconsistent in general since the lower and upper bounds of the absorbed radiation dose are too
restrictive in most cases. In CT and in IMRT the solution of a large and sparse linear system are
substituted by the minimization of a proximity function.
Our work is motivated by papers of Scolnik et al. [10,11], where the authors introduced some
acceleration for the simultaneous projection method for solving consistent and inconsistent linear
systems of equations. To solve inconsistent system they have employed incomplete projections
onto the set of solutions of the system Ax − r = b, where (x, r) ∈ Rn × Rm.
We use in the paper the following notations: 〈x, y〉 denotes a scalar product of x, y ∈ Rn, 〈u, v〉
denotes a scalar product of u, v ∈ Rm, 〈w, z〉, where w = (x, u) ∈ Rn × Rm and z = (y, v) ∈
Rn × Rm, denotes the scalar product in the product space, i.e. 〈w, z〉 = 〈x, y〉 + 〈u, v〉 (in order to
simplify the notation we use the same symbols for scalar products in various spaces), ‖ · ‖ denotes
the norm induced by a scalar product 〈·, ·〉, PD denotes the metric projection onto a closed, convex
subset D ⊂ Rp, d(z,D) = infw∈D ‖z − w‖ denotes the distance of a point z ∈ Rp to a subset
D ⊂ Rp, FixT denotes the subset of fixed points of an operator T : D → D, where D ⊂ Rp.
We consider the following problem: find an element x∗ ∈ Rn, for which the norm of the
residuum r = Ax − b attains its minimum. This problem is equivalent to the problem
minimize h(x) = 1
2
‖Ax − b‖2 (2)
with respect to x ∈ Rn,
or to the problem
minimize
1
2
‖r‖2
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with respect to (x, r) ∈ Rn × Rm (3)
subject to Ax − r = b.
2. An equivalent formulation
Define two affine subspaces
P = {(x, r) ∈ Rn × Rm : x ∈ Rn, r ∈ Rm,Ax − r = b} (4)
and
Q = {(x, 0) ∈ Rn × Rm : x ∈ Rn, 0 ∈ Rm}. (5)
Of course P and Q are nonempty (e.g. (0,−b) ∈ P, (0, 0) ∈ Q). Observe that a pair (x∗, r∗) is
a solution of problem (3) if and only if a pair (p∗, q∗) is a solution of the problem
minimize f (p, q) = 1
2
‖p − q‖2 (6)
subject to p ∈ P, q ∈ Q,
where p∗ = (x∗, r∗) and q∗ = (x∗, 0) (see, e.g. [11]). We apply a modification of the alternating
projections method of von Neumann (see, e.g. [7] or [1]) in order to solve problem (6). The
classical version of this method has the form
p1 ∈ P− arbitrary, (7)
pk+1 = PPPQpk,
or the form
q1 ∈ Q− arbitrary, (8)
qk+1 = PQPPqk.
One can prove that problem (6) has a solution and that the sequences {pk} ⊂ P and {qk} ⊂ Q
generated by methods (7) and (8) converge to p∗ and q∗, respectively, where (p∗, q∗) is a solution
of the problem (6) or, equivalently, p∗ ∈ FixPPPQ and q∗ ∈ FixPQPP (see, e.g. [1, Sections 4
and 5] for details). This result can be generalized. Consider sequences {pk} ⊂ P and {qk} ⊂ Q
generated by iterative schemes
p1 ∈ P− arbitrary, (9)
pk+1 = pk + λ(PPPQpk − pk),
and
q1 ∈ Q− arbitrary, (10)
qk+1 = qk + λ(PQPPqk − qk).
One can prove that for λ ∈ (0, 2) the sequence {(pk, qk)} converges to a solution (p∗, q∗) of
problem (6) (see [6, Theorem 1]). A more general procedure for nonaffine P and Q was studied
in [3]. Of course, for λ = 1 methods (9) and (10) reduce to (7) and (8).
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The projection PQp can be simply evaluated since PQz = x for z = (x, y) ∈ Rn × Rm. How-
ever, the evaluation of the projection PPq is a hard task for a large matrix A. Therefore, we
present in Section 4 a modification of method (10). In this modification we substitute the exact
projection PPq by its approximation, p′ = P˜Pq (see Definition 1). A similar idea was presented
in [11]. However, there are essential differences between both methods. Our method generates
sequences which are Fejér monotone with respect to the solution set, which is not the case for the
method presented in [11]. Furthermore, we allow any Fejér monotone method for inner iterations
while in [11] only a surrogate constraints method with relaxation parameter from interval (0, 1)
was employed. Finally, we propose slightly different stopping criteria for inner iterations than the
proposed in [11].
First we present some properties of an approximate projection onto an affine subspace, obtained
by Fejér monotone methods.
3. Approximate projection onto an affine subspace
In this section we describe an approximation of the exact projection onto an affine subspace
D ⊂ Rp and we present its properties.
Definition 1. Let u ∈ Rp and let D ⊂ Rp be closed and convex. We say that u˜ ∈ Rp is an
approximate projection of u onto D with an accuracy ε  0 if ‖u˜ − PDu‖  ε and
‖u˜ − z‖  ‖u − z‖
for all z ∈ D. We write u˜ = P˜Du.
The above definition of an approximate projection is different from the definition of the accep-
tance condition (see [11, Definition 2]) which must satisfy an approximation of the projection. We
do not require that ‖u˜ − u‖  ‖PDu − u‖. Consequently, not all approximations of the projection
PDu, obtained by Fejér monotone methods are allowed in [11].
Remark 2. It follows from the definition of the metric projection, that for the accuracy ε = 0 we
have P˜Du = PDu.
Remark 3. An approximate projection u˜ = P˜Du, can be evaluated by a method which generates a
sequence of successive approximations {uk} of the projection u∗ = PDu which is Fejér monotone
(with respect to D), i.e.
‖uk+1 − z‖  ‖uk − z‖ (11)
for all z ∈ D, k = 1, 2, . . . , and converges to PDu. Such methods can be described by an iterative
procedure in the form
u1 = u ∈ Rp, (12)
uk+1 = Tkuk.
where Tk : Rp → Rp are operators which are Fejér monotone (with respect to D), i.e.
‖Tku − z‖  ‖u − z‖,
for all u ∈ Rp and for all z ∈ D, k = 1, 2, . . .
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Lemma 4. Let D ⊂ Rp be an affine subspace. If an operator T : Rp → Rp is Fejér monotone
with respect to D then
〈T u − u, z′ − z′′〉 = 0
for all u ∈ Rp and for all z′, z′′ ∈ D.
Proof. Let y = T u for an operator T : Rp → Rp which is Fejér monotone with respect to D.
Suppose that 〈y − u, z1 − z2〉 /= 0 for some z1, z2 ∈ D. It is enough to consider only the case
〈y − u, z1 − z2〉 < 0. Let z = z2 + t (z1 − z2) for t ∈ R. Of course z ∈ D since D is an affine
subspace. Observe that for
t  ‖z2 − u‖
2 − ‖z2 − y‖2
2〈u − y, z1 − z2〉 ,
we have
‖z − y‖  ‖z − u‖,
i.e. we have obtained a contradiction with the assumption that T is Fejér monotone with respect
to D. 
Corollary 5. Let D ⊂ Rp be an affine subspace. If a sequence {uk} ⊂ Rp is Fejér monotone with
respect to D then
〈uk − u1, z′ − z′′〉 = 0
for z′, z′′ ∈ D, k = 1, 2 . . . Consequently,
PDuk = PDu1. (13)
If, furthermore, d(uk,D) → 0 then uk → PDu1.
Proof. The first part follows immediately from Lemma 4. Suppose now, that {uk} ⊂ Rp is Fejér
monotone with respect to D and that d(uk,D) → 0. Let a sequence {zk} ⊂ D be such that ‖uk −
zk‖ → 0. Since a Fejér monotone sequence is bounded, there exists a converging subsequence
{unk } ⊂ {uk}. Let u∗ = limk unk . Of course u∗ ∈ D since D is closed. By the first part of the
Corollary, we have for any z ∈ D
〈u∗ − u1, u∗ − z〉 = lim
k
〈unk − u1, u∗ − z〉 = 0,
i.e. u∗ = PDu1. The convergence of the whole sequence {uk} to u∗ follows from the Fejér
monotonicity of {uk} with respect to D. 
An approximate projection of u onto an affine subspace D with an arbitrary accuracy ε > 0 can
be obtained by an application of an iterative procedure of the form (12) with appropriate stopping
criteria. We only require that d(uk,D) → 0. By Corollary 5, we have in this case uk → PDu.
Consequently, for any ε > 0 we have ‖uk − PDu‖  ε for sufficiently large k, i.e. uk = P˜Du. In
order to secure the convergence of the modified algorithm, we will introduce in the next section
an appropriate stopping criterion applied to the sequence {uk} (see Iterative Scheme 12, Step 3e),
which is satisfied for any Fejér monotone sequence converging to PDu.
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4. Incomplete alternating projection and its properties
Let P and Q be affine subspaces defined by (4) and (5). In this Section we modify iterative
scheme (10) by substitution the projection PPqk by its approximation P˜Pqk with appropriate
stopping criteria. The modified iterative scheme has the form
q1 ∈ Q− arbitrary, (14)
qk+1 = qk + λ(PQP˜Pqk − qk),
where λ ∈ (0, 2). Further, the approximation P˜Pqk in (14) is evaluated by inner iterations in the
form
u(1) = qk ∈ Q,
u(l+1) = u(l) + μ(l)t (l),
with appropriate stopping criteria, where the relaxation parameter μ(l) > 0 and the step size t (l) ∈
Rn × Rm are evaluated by a method which is Fejér monotone with respect toP and converges to
PPqk . In what follows, we reserve the upper case indices to denote the inner iterations. In order
to shorten the notation, we also write one iteration of the modified iterative scheme (14) in the
form
q+ = q + λ(q ′ − q), (15)
where λ ∈ (0, 2), q ′ = (x′, 0) = PQp′ for an appropriate approximation p′ = (x′, y′) = P˜Pq
of PPq described in Section 3. By Corollary 5 it is clear that 〈p′ − q, p1 − p2〉 = 0 for any
p1, p2 ∈ P or, shortly, (p′ − q) ⊥ (P−P) for p′ = P˜Pq.
Definition 6. Let p = (x, y) ∈ Rn × Rm. The point P rPp = (x, r) ∈P, where r = Ax − b, is
called the residual projection of (x, y) onto P.
Remark 7. Observe that the residual projection P rP : Rn × Rm → P is a continuous operator.
Lemma 8. Let w ∈ FixPQPP and let q = (x, 0) ∈ Q. Furthermore, let q ′ = PQp′, where p′ =
(x′, y′) is such that (p′ − q) ⊥ (P−P) and let p+ = (x′, r ′) = P rPp′ ∈ P be the residual
projection of p′ onto P. Then there holds the following inequality
〈w − q, q ′ − q〉  −‖p+ − q ′‖ · ‖p′ − q ′‖ + 〈p+ − q ′, p′ − q ′〉 + ‖q ′ − q‖2. (16)
Proof. Let z = PPw. By [1, Lemma 2.2] we have ‖w − z‖  ‖p+ − q ′‖ since ‖w − z‖ =
infp∈P,q∈Q ‖p − q‖. Therefore, we have by the assumptions and by the Schwarz inequality
〈w − q, q ′ − q〉= 〈w − q, q ′ − p′〉︸ ︷︷ ︸
=0
+〈w − q, p′ − q〉
= 〈w − z, p′ − q〉 + 〈z − p+, p′ − q〉︸ ︷︷ ︸
=0
+〈p+ − q ′, p′ − q〉 + 〈q ′ − q, p′ − q〉
= 〈w − z, p′ − q ′〉︸ ︷︷ ︸
−‖w−z‖·‖p′−q ′‖
+ 〈w − z, q ′ − q〉︸ ︷︷ ︸
=0
+〈p+ − q ′, p′ − q ′〉
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+〈p+ − q ′, q ′ − q〉︸ ︷︷ ︸
=0
+〈q ′ − q, p′ − q ′〉︸ ︷︷ ︸
=0
+〈q ′ − q, q ′ − q〉
 − ‖w − z‖︸ ︷︷ ︸
‖p+−q ′‖
·‖p′ − q ′‖ + 〈p+ − q ′, p′ − q ′〉 + ‖q ′ − q‖2
 −‖p+ − q ′‖ · ‖p′ − q ′‖ + 〈p+ − q ′, p′ − q ′〉 + ‖q ′ − q‖2. 
Let {u(l)} ⊂ Rn × Rm be a sequence which is Fejér monotone with respect to P and is con-
verging to PPu(1). If we set u(1) = q ∈ Q and p′ = u(l) in Lemma 8 then (p′ − q) ⊥ (P−P),
by Corollary 5, consequently, the assumptions of Lemma 8 are satisfied. We will see, that in this
case, for sufficiently large l, the right hand side of inequality (16) can be substituted by a term
which is comparable with ‖q ′ − q‖2. This property leads to the Fejér monotonicity of iterative
scheme (14) with respect to FixPQPP, for an adequate choice of the relaxation parameter λ. We
have the following results.
Lemma 9. If u(1) /∈ FixPQPP then for any β ∈ (0, 1) there exists l such that
‖P rPu(l) − PQu(l)‖ · ‖u(l) − PQu(l)‖ − 〈P rPu(l) − PQu(l), u(l) − PQu(l)〉
 β‖PQu(l) − u(1)‖2. (17)
Proof. Suppose that PQPPu(1) /= u(1). Then, by the continuity of the metric projection and by
the assumption, we have
lim
l
PQu
(l) = PQ lim
l
u(l) = PQPPu(1) /= u(1)
since u(l) → PPu(1). Let β ∈ (0, 1). By the continuity of operators PQ and P rP and by the obvious
equality P rPp = p for p ∈ P, we have
lim
l
(P rPu
(l) − PQu(l)) = P rPPPu(1) − PQPPu(1) = PPu(1) − PQPPu(1).
Consequently, by the continuity of the scalar product we obtain
‖P rPu(l) − PQu(l)‖ · ‖u(l) − PQu(l)‖ − 〈P rPu(l) − PQu(l), u(l) − PQu(l)〉
− β‖PQu(l) − u(1)‖2→l→∞‖PPu(1) − PQPPu(1)‖ · ‖PPu(1) − PQPPu(1)‖
− 〈PPu(1) − PQPPu(1), PPu(1) − PQPPu(1)〉 − β‖PQPPu(1) − u(1)‖2 < 0
Therefore, (17) holds for sufficiently large l. 
Lemma 10. Let β ∈ (0, 1) and let an approximate projection p′ of q ontoP be chosen such that
‖p+ − q ′‖ · ‖p′ − q ′‖ − 〈p+ − q ′, p′ − q ′〉  β‖q ′ − q‖2. (18)
If q+ is given by (15) then for any w ∈ FixPQPP there holds the inequality
‖q+ − w‖2  ‖q − w‖2 − λ[2(1 − β) − λ]‖q ′ − q‖2, (19)
i.e. the iteration (15) is Fejér monotone with respect to FixPQPP for λ ∈ [0, 2(1 − β)].
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Proof. Let w ∈ FixPQPP and let the assumptions of the Lemma be satisfied. Then it follows from
Lemma 8 that
〈w − q, q ′ − q〉  (1 − β)‖q ′ − q‖2.
Consequently,
‖q+ − w‖2 = ‖q − w + λ(q ′ − q)‖2
= ‖q − w‖2 + λ2‖q ′ − q‖2 − 2λ〈w − q, q ′ − q〉
 ‖q − w‖2 + λ2‖q ′ − q‖2 − 2λ(1 − β)‖q ′ − q‖2
= ‖q − w‖2 − λ[2(1 − β) − λ]‖q ′ − q‖2.
Now we easily see that ‖q+ − w‖  ‖q − w‖ for λ ∈ [0, 2(1 − β)]. 
Remark 11. If we denote r ′ = Ax′ − b then we can write inequality (18) in the form
‖r ′‖ · ‖y′‖ − 〈r ′y′〉  β‖x′ − x‖2
Iterative Scheme 12. (Incomplete alternating projection method – IAPM)
Input: A system of linear equations Ax = b
Output: An approximation of a solution of problem (6)
Step 0: (Initialization)
(a) Choose: x1 ∈ Rn (starting point), ε1  0 (optimality tolerance), ε2 ∈ (0, 1) (bound
for relaxation parameter), γ ∈ (0, 1) (tolerance for the inner stopping criterion), and
ν > ε1 (distance between two successive approximations).
(b) Set k = 1 (counter for external iterations).
Step 1: (Projection onto Q)
(a) Evaluate rk = Axk − b.
(b) Set pk = (xk, rk) (pk ∈ P).
(c) Set qk = (xk, 0) (qk = PQpk).
Step 2: (Stopping criterion for outer iteration)
(a) If ν  ε1 the algorithm terminates (the pair (pk, qk) is an approximation of a solution
of problem (6)).
Step 3: (Inner iteration – incomplete projection of qk onto P)
(a) Set x(1) = xk and y(1) = 0 ∈ Rm and u(1) = (x(1), y(1)).
(b) Choose βk ∈ (0, 1).
(c) Set l = 1 (counter for inner iterations).
(d) (Residual projection)
Evaluate s(l) = Ax(l) − y(l) − b ((x(l), s(l) + y(l)) = P rP(u(l))
)
.
(e) (Stopping criterion for inner iteration) If
‖s(l)‖2  γ (‖x(l) − xk‖2 + ‖y(l) − rk‖2) (20)
and
‖y(l) + s(l)‖ · ‖y(l)‖ − 〈y(l) + s(l), y(l)〉  βk‖x(l) − xk‖2 (21)
then go to Step 4,
else
(f) Set u(l+1) = (x(l+1), y(l+1)) = u(l) + μ(l)t (l), where the relaxation parameter μ(l) >
0 and the step size t (l) ∈ Rn × Rm are evaluated by a method which
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• is Fejér monotone with respect to P and
• converges to PPqk.
(g) Increase l by 1 and go to Step 3(d).
Step 4: (Outer iteration)
(a) Choose λk ∈ [ε2, 2(1 − βk) − ε2].
(b) Set p′k = (x(l), y(l))
(
p′k = P˜Pqk and q ′k = PQp′k
)
.
(c) Set vk = x(l) − xk and ν = ‖vk‖ (ν = ‖q ′k − qk‖).
(d) Set xk+1 = xk + λkvk
(
qk+1 = qk + λk
(
q ′k − qk
) ∈ Q) .
(e) Increase k by 1 and go to Step 1.
Note that inequality (20) is equivalent to the second part of the acceptance condition of [11,
Definition 2].
5. Convergence results
Denote by lk the value for the inner iteration counter l of Iterative Scheme 12 for which the
stopping criterion in Step 3(e) is satisfied. Then one iteration of Iterative Scheme 12 can be written
in form (15) for q = qk = (xk, 0), q ′ = (x(lk), 0), λ = λk, q+ = qk+1.
Theorem 13. The sequence {xk} generated by Iterative Scheme 12 converges to a solution x∗ of
problem (2) for any starting point x1 ∈ Rn.
Proof. By the considerations done in Section 2, it is enough to prove that the sequence {qk}
converges to an element q∗ ∈ FixPQPP. Observe that the assumption of Lemma 10 are satisfied
(inequality (18) holds by stopping criterion (21) (see Remark 11)). Therefore, we have by Lemma
10 and by Step 4(a)
‖qk+1 − w‖2  ‖qk − w‖2 − λk[2(1 − βk) − λk]‖x(lk) − xk‖2
 ‖qk − w‖2 − ε22‖x(lk) − xk‖2 (22)
for any w ∈ FixPQPP, i.e. {qk} is Fejér monotone with respect to FixPQPP. Hence, the sequence
{‖qk+1 − w‖} converges, {qk} is bounded and ‖x(lk) − xk‖ → 0.
Since u(l) = (x(l), y(l)) is Fejér monotone with respect to P and {qk} is Fejér monotone with
respect to FixPQPP, we have for p′k = u(lk), and for any w ∈ FixPQPP and for z = PPw
‖p′k − z‖  ‖qk − z‖ = ‖qk − w + w − z‖
 ‖qk − w‖ + ‖w − z‖
 ‖q1 − w‖ + ‖w − z‖,
i.e. p′k = u(lk) = (x(lk), y(lk)) is bounded. Consequently, s(lk) = Ax(lk) − y(lk) − b is also
bounded.
Let {qnk } be a converging subsequence of {qk} and let q∗ = (x∗, 0) = limk qnk . Since qk =
(xk, 0) we have that xnk → x∗ and x(lnk ) → x∗. By stopping criterion (20), by Step 3(d) and by
the boundedness of s(lk), we have
‖s(lk)‖2  γ (‖x(lk) − xk‖2 + ‖y(lk) − rk‖2)
= γ (‖x(lk) − xk‖2 + ‖A(x(lk) − xk) − s(lk)‖2)
 γ (‖x(lk) − xk‖2 + (‖A(x(lk) − xk)‖ + ‖s(lk)‖)2)
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= γ (‖x(lk) − xk‖2 + ‖A(x(lk) − xk)‖2 + ‖s(lk)‖2
+ 2‖A(x(lk) − xk)‖ · ‖s(lk)‖)
 γ (‖x(lk) − xk‖2 + ‖A‖2 · ‖x(lk) − xk‖2 + ‖s(lk)‖2
+ 2c‖A‖ · ‖x(lk) − xk‖),
for a constant c such that ‖s(lk)‖  c. Hence
(1 − γ )‖s(lk)‖2  γ (‖x(lk) − xk‖2 + ‖A‖2 · ‖x(lk) − xk‖2 + 2c‖A‖ · ‖x(lk) − xk‖.
Therefore
s(lnk ) → 0 (23)
since ‖x(lnk ) − xnk‖ → 0. Now we have
y(lnk ) = Ax(lnk ) − b − s(lnk ) → Ax∗ − b = r∗
and
p′nk = (x(lnk ), y(lnk )) → p∗ = (x∗, r∗) ∈ P.
On the other hand, by Corollary 5, by the definition of the metric projection and by (23)∥∥p′nk − PPqnk
∥∥ = ∥∥p′nk − PPp′nk
∥∥  ∥∥p′nk − P rPp′nk
∥∥ = ‖s(lnk )‖ → 0.
Since limk PPqnk = PPq∗ we have p′nk → PPq∗. Therefore, p∗ = PPq∗, consequently,
q∗ = (x∗, 0) = PQp∗ = PQPPq∗,
i.e. q∗ ∈ FixPQPP. The convergence of the entire sequence to q∗ follows now from the Fejér
monotonicity of {qk} with respect to FixP QPP. 
6. Numerical experiments
In this Section we present the results of preliminary numerical experiments for inconsistent
linear system (1) considered as a minimization problem in one of two equivalent forms (2) or (6).
We suppose that the entries aij of the matrix A of type n × m as well as the coordinates of the
vectors b ∈ Rm and the starting point x1 ∈ Rn are generated randomly from the interval (0, 1) in
such a way that the columns of the matrix A are normed.
For the numerical tests we have applied the following methods:
• APM – the alternating projection method (8),
• IAPM – the incomplete alternating projection method, where in Step 3(f) of Iterative Scheme
12 there was applied the surrogate constraints method (see, e.g. [12]),
• CM – the Cimmino method (see, e.g. [5, Section 5.6]) with equal weights, i.e. the iteration step
is described by the formula xk+1 = xk + λ 1mA(b − Axk), where the relaxation parameter λ ∈
(0, 2); sinceλmax(AA)  m for a matrixAwith normed columns (see [2, Proposition 4.1]) the
CM is equivalent in our case to the Landweber method xk+1 = xk + λλmax(AA)A(b − Axk),
where λ ∈ (0, 2) (see, e.g. [2, Section 3]) and λmax(AA) is substituted by m,
• KEM – the extended Kaczmarz method (see, e.g. [9]).
In methods IAPM, CM and KEM we have set the relaxation parameter λ = 1. The methods
were programmed in MATLAB 6.1. All CPU times are given in seconds. The results for 10
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Table 1
Results of numerical experiments
n × m ε1 Method
APM IAPM CM KEM
k CPU k CPU l k CPU k CPU
10 × 100 10−2 5.1 0.02 6.5 0.01 4.5 30.5 0.002 28.1 0.07
10−4 9.8 0.05 10.3 0.01 4.7 262.7 0.01 87 0.2
10−6 14.5 0.07 13.9 0.02 5.3 546.4 0.03 145.4 0.4
50 × 500 10−2 6 3.1 8.1 1.2 8.4 14.9 0.01 65.4 0.8
10−4 11 5.7 11.9 1.8 8.6 1146.3 0.5 1255.2 16.8
10−6 16.6 8.6 15.5 2.5 9 2757.9 1.2 2598.7 34.8
100 × 1000 10−2 6.4 25.2 9.3 8.3 11.6 6 0.03 69.7 2.0
10−4 11.5 45.3 12.7 11.9 11.9 2078.9 10.1 3880.7 110.1
10−6 17 67.1 16.9 13.9 10.9 5282.9 25.7 9143 259.2
examples for each system of parameters n, m and for various optimal tolerances ε1 are presented
in Table 1, where we compare the numerical results for all presented methods. We have applied the
stopping criteria in one of the forms ‖qk+1 − qk‖  ε1 for APM and IAPM or ‖xk+1 − xk‖  ε1
for other methods. Throughout the computational experiments we have set in Iterative Scheme
12 the following parameters: ε2 = 14 , γ = 34 and βk = 12 for all k. For this choice of parameters
we have observed the smallest number of inner iterations in IAPM. Further, we have set the
relaxation parameter for inner iterations μ(l) = 1 for all l. In Table 1, k denotes the averaged
number of iterations for all methods, l denotes the average number of inner iterations for the
IAPM, and CPU denotes the central processor unit time in seconds.
We see that the number of iterations is similar for APM and IAPM and is essentially greater
for other methods. Note, however, that for large systems the approximate projections are easier
to evaluate than the exact projections. Therefore, the presented results point at the advantage
of the IAPM. Furthermore, we observe that the IAPM is relatively cheap with respect to time,
particularly for larger problems and for more accurate optimality tolerances.
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