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Kurzfassung
Eine der wesentlichen Aufgaben der Nachrichtentechnik stellt die Übertragung von
audiovisuellen Medien dar. Der Rundfunk (Fernsehen, Radio) zählt zu den typi-
schen Anwendungsszenarien. In modernen digitalen Übertragungssystemen werden
konventionelle Videocodierungsverfahren eingesetzt. Diese sind aufgrund ihrer ge-
ringen Decoderkomplexität sehr gut für Rundfunkszenarien geeignet.
Neue individuellere Anwendungsszenarien, wie die Übertragung von mobilen End-
geräten, stellen neue Herausforderungen, wie eine geringe Encoderkomplexität, an
das Videoübertragungssystem. Die Verteilte Videocodierung bietet die Möglichkeit,
Systeme mit sehr geringer Encoderkomplexität zu entwerfen.
Die vorliegende Arbeit liefert einen Beitrag zur Verteilten Videocodierung. Im Fo-
kus liegen die sehr geringe Encoderkomplexität sowie auch die Steigerung der Leis-
tungsfähigkeit und die Verbesserung der Flexibilität des Decodierungsprozesses. Die
sehr geringe Komplexität wird durch konsequente Umsetzung eines pixelbasierten
Ansatzes sichergestellt.
Einer der wesentlichen Beiträge der Arbeit bezieht sich auf die Verbesserung der Sei-
teninformationsqualität durch temporale Interpolation. Hier werden insbesondere
Probleme, wie sehr schnelle und inhomogene Bewegungen und Auf- und Verdeckun-
gen, durch die Berücksichtigung von markanten Bildbereichen, gelöst.
Weiterhin wird die Leistungsfähigkeit stark durch die Wyner-Ziv Codierung beein-
flusst. Diese wurde durch die leistungsfähige Turbo-Codierung umgesetzt. Die Leis-
tungsfähigkeit der Codierung kann insbesondere durch Berücksichtigung ungleich-
mäßig verteilter Symbole, im Rahmen der Turbo-Codierung, erhöht werden.
In Verteilten Videocodierungssystemen stellt der Rückkanal ein wesentliches Hemm-
nis für viele Anwendungsszenarien dar. Die ansatzweise entwickelte flexible Deco-
dierung gibt dem Decoder mehr Freiheitsgrade, um die Eliminierung des Rückkanals
zu erleichtern.
Abschließend enthält die Arbeit eine Evaluation der entwickelten Verfahren. Der
Vergleich mit konventionellen Videocodierungsverfahren hat gezeigt, dass für Se-
quenzen mit moderater Bewegungsaktivität eine mit H.264intra vergleichbare Leis-
tungsfähigkeit erreicht werden konnte.
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Abstract
The transmission of audiovisual media is one of the major tasks of communications
engineering. Broadcasting (television and radio) is a typical application scenario. In
modern digital transmission systems conventional video coding methods are used.
Those coding methods are very suitable for the broadcasting scenario, due to their
low decoding complexity.
New application scenarios such as video encoding on mobile devices pose new chal-
lenges. Mobile devices are very limited in computing capability. Thus the demand
for low complexity video encoders is born. The distributed video coding theory
provides methods to design video communication systems with very low encoding
complexity.
This thesis is a contribution to the distributed video coding. It is focused on very low
encoding complexity, increased rate distortion performance and improved decoding
flexibility. The very low encoding complexity is ensured by following the pixel-
domain coding approach.
One major contributions relates to the side information improvement by tempo-
ral interpolation. Major problems such as very fast and inhomogeneous motion
as well as occlusions and revelation are considered. Local image features are in-
corporated to get a rough and robust estimation of the motion in a video se-
quence.
Furthermore, the rate distortion performance is strongly influenced by the Wyner-
Ziv coding. It is implemented using the powerful turbo coding approach. The coding
efficiency is particularly improved by modifying the turbo decoding process for non-
uniform sources.
At least, the feedback channel is a major drawback of distributed video coding sys-
tems compared to conventional systems. Many application scenarios do not support
a feedback channel. Flexible decoding is proposed, which is one step in the solution
of the feedback channel problem. It provides a higher degree of freedom for the deco-
der, which can handle the received data in a more flexible way.
Finally, the evaluation of the developed methods shows equal performance com-
pared to conventional video coding (e.g. H.264intra), for sequences with moderate
motion.
iv
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1 Kapitel 1Einleitung
1.1. Thematischer Hintergrund
Die Übertragung von Medien, wie Video oder Audio, stellt eine der wesentlichen
Aufgaben der Nachrichtentechnik dar. Typische Anwendungsszenarien sind zum
einen der Rundfunk (Radio oder Fernsehen), sowie Telefonie als auch Videokon-
ferenzen. Darüber hinaus gewinnt die individuelle Kommunikation zunehmend an
Bedeutung.
Die anfangs analogen Übertragungsverfahren, zum Beispiel im Rundfunk oder der
Telefonie, wurden später durch digitale Übertragungsverfahren ersetzt. Diese er-
möglichen eine bessere Nutzung des zur Verfügung stehenden Übertragungskanals,
wobei eine Trennung zwischen der Quellencodierung zur Reduktion der Datenmenge
und der Kanalcodierung zum Fehlerschutz sowie der Anpassung an das Übertra-
gungsmedium stattfindet.
Für Rundfunkdienste eignen sich Verfahren, wie zum Beispiel MPEG-2, MPEG-4,
H.264, sehr gut. Aufgrund ihrer hohen Leistungsfähigkeit und geringen Komplexität
des Decoders sind diese besonders für Szenarien mit einmaliger zentraler Encodie-
rung sowie Decodierung an vielen Empfängern geeignet.
Die videobasierte Kommunikation zwischen mobilen Endgeräten oder die Umset-
zung von Videosensornetzwerken stellt neue Herausforderungen, wie geringe Kom-
plexität des Encoders oder auch Fehlerrobustheit, an das Videocodierungsverfah-
ren.
1
1. Einleitung
Die sehr leistungsfähigen konventionellen Videocodierungsverfahren (z.B. MPEG-2,
MPEG-4 und H.264) setzen am Encoder eine Bewegungsschätzung und -kompen-
sation ein, welche wesentlich zur Performanz beiträgt. Darüber hinaus ist dies auch
der wesentliche Grund für die hohe Komplexität des Encoders, jedoch sehr geringer
Komplexität des Decoders.
Seit dem letzten Jahrzehnt hat die Forschungsaktivität, im Bereich der Verteilten
Codierung (DSC) als auch im Speziellen im Bereich der Verteilten Videocodie-
rung (DVC), stark zugenommen. Ziel der Forschungsbestrebungen war es auch,
Encoder-/Decoderstrukturen zu entwickeln, welche über eine geringe Komplexität
des Encoders verfügen. Dies wird durch eine Verlagerung der komplexen Bewe-
gungsschätzung von der Encoder- auf die Decoderseite erreicht.
Nach den Prinzipien der Verteilten Codierung werden Symbole von korrelierten
Quellen getrennt voneinander codiert. Die Decodierung wird hingegen zentral durch-
geführt, wodurch die Auswertung von Redundanzen möglich wird und somit die
Leistungsfähigkeit der Quellencodierung gesteigert werden kann. Man spricht hier-
bei von Intra-Encodierung und Inter-Decodierung.
1.2. Motivation und Zielsetzung
Verteilte Videocodierungssysteme können das Anwendungsszenario der Encoder
mit geringer Komplexität abdecken, wobei theoretisch [Wyner u. Ziv 1976] kei-
ne Reduktion der Leistungsfähigkeit in Vergleich zu konventionellen Systemen zu
erwarten ist. Derzeit bekannte Codierungssysteme haben jedoch gezeigt, dass zum
Teil große Lücken zwischen der Leistungsfähigkeit verteilter und konventioneller Vi-
deocodierungsverfahren bestehen. Diese Herausforderung stellt eine grundlegende
Motivation für die vorlegende Arbeit dar.
Ein wesentlicher Schritt zur Verbesserung der Performanz stellte die Einführung
der diskreten Cosinus-Transformation (DCT) in bekannten Verteilten Videocodie-
rungssystemen dar. Dies führt jedoch zu einer erhöhten Encoderkomplexität, was
dem Anwendungsziel, einen Encoder mit geringer Komplexität zu entwickeln, ent-
gegen läuft. Aus diesem Grund ist diese Arbeit auf die Entwicklung eines pixel-
basierten Encoder-/Decoder Systems gerichtet, da diese Systeme eine sehr geringe
Encoderkomplexität aufweisen.
2
1.2. Motivation und Zielsetzung
Die Verbesserung der Leistungsfähigkeit soll im Wesentlichen durch die Steigerung
der Qualität der Seiteninformation und der Performanz der Slepian-Wolf (SW) Co-
dierung erreicht werden. Ziel der Arbeit ist es, eine leistungsfähige Seiteninforma-
tionsgenerierung zu entwickeln und weiterhin die notwendigen Quellencodierungs-
prozesse zu optimieren.
Eine hohe Qualität der Seiteninformation lässt sich durch temporale Interpolation
erreichen. Die zuverlässige Bestimmung der wahren Bewegung ist hierfür Vorausset-
zung und führt in Sequenzen mit komplexen Bewegungsstrukturen zu Problemen.
Diese Herausforderung wird im Rahmen der Arbeit durch einen zweistufigen An-
satz, bestehend aus robuster Abschätzung der Bewegung und verfeinernder Suche,
gelöst. Zur robusten Abschätzung der Bewegung werden insbesondere markante
Bildbereiche einbezogen. Darüber hinaus wird die temporale Extrapolation genutzt,
sofern dies zielführend ist.
Die Komplexität der temporalen Interpolation wird darüber hinaus durch zielge-
richtete Berücksichtigung der markanten Bildbereiche reduziert.
Die Flexibilität von Verteilten Videocodierungssystemen ist im Vergleich zu kon-
ventionellen Systemen durch den Rückkanal stark eingeschränkt. Der Rückkanal
ist notwendig, um eine effiziente Ratenkontrolle durchzuführen, setzt jedoch eine
sofortige Decodierung voraus und verhindert somit die Speicherung der codierten
Videosequenzen. Dieses Problem hat in der Forschungsgemeinschaft nur wenig Auf-
merksamkeit erhalten, woraus sich der zweite Teil der Arbeit ableitet. Die Erhöhung
der Flexibilität des Decoders durch Verfahren, welche es erlauben, den Rückkanal
nur teilweise zu nutzen oder sogar gänzlich zu vermeiden, steht hier im Vorder-
grund.
Eine höhere Flexibilität des Decoders kann zum Beispiel erreicht werden, indem
dieser die empfangenen Daten umschichten kann, um so eine erfolgreiche Deco-
dierung zu ermöglichen. Darüber hinaus stellt sich die Frage, in wieweit Ansätze
aus der Fehlerverschleierung geeignet sind, um die Rekonstruktionsqualität, im Fall
eines Decodierversagens, zu erhöhen.
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1. Einleitung
1.3. Gliederung der Arbeit
Die vorliegende Arbeit ist in acht Kapitel unterteilt, in denen zum einen die Ent-
wicklung des Verteilten Videocodierungssystems %DeV iCe im Detail beschrieben
wird und zum anderen auf die Problematik des Rückkanals eingegangen wird. Die
Zuordnung der Kapitel und Komponenten zueinander ist in Abbildung 1.1 darge-
stellt.
Wyner-Ziv 
Encoder
Wyner-Ziv
Frames
Wyner-Ziv 
Decoder
Key-Frame 
Encoder
Key-Frame 
Decoder
Generierung der
Seiteninformation
Key-
Frames
Turbo-
Decodierung
Turbo-
Encodierung
Kapitel 5 Kapitel 5
Kapitel 6
Kapitel 4
Kapitel 2Kapitel 2
Kapitel 5 Kapitel 5
Codierungssystem
Kapitel 3
Evaluation
Rückkanal /
Flexibilität
Kapitel 7
Abbildung 1.1.: Struktur eines Verteilten Videocodierungssystems mit Zuordnung
zu den entsprechenden Kapiteln dieser Arbeit
Kapitel 2 (S. 7) — Das folgende Kapitel gibt die notwendigen Grundlagen zur Ka-
nalcodierung wieder. Darüber hinaus erfolgt eine Einordnung des Forschungs-
gebietes der Verteilten Videocodierung und die Betrachtung der möglichen
Anwendungsszenarien. Abschließend wird ein Überblick über bekannte Ver-
fahren gegeben.
Kapitel 3 (S. 33) — Die Zielsetzung für den entwickelten Codec %DeV iCe wird
in diesem Kapitel konkretisiert und aufbauend die Systemstruktur entworfen.
Besondere Berücksichtigung erhält die Komplexität der DCT am Encoder.
Kapitel 4 (S. 41) — Die für die Leistungsfähigkeit mit entscheidende Generierung
der Seiteninformation, unter Verwendung der temporalen Interpolation, wird
in Kapitel 4 erarbeitet. Es wird insbesondere auf Sequenzen mit komplexen
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Bewegungsstrukturen eingegangen und die Komplexität der entwickelten Ver-
fahren berücksichtigt.
Kapitel 5 (S. 97) — Kapitel 5 beschreibt die Wyner-Ziv Codierung und die Um-
setzung der Slepian-Wolf Codierung durch Turbocodes. Darüber hinaus wird
die Codierung der Key-Frames in die Betrachtung des Gesamtsystems aufge-
nommen.
Kapitel 6 (S. 131) — Die Bewertung der Leistungsfähigkeit hinsichtlich der Qua-
lität der Seiteninformation sowie hinsichtlich der Rate-Distortion Performanz
des Gesamtsystems erfolgt in diesem Kapitel.
Kapitel 7 (S. 143) — Das Problem des Rückkanals in der Verteilten Videocodie-
rung wird in Kapitel 7 erörtert. Weiterführend werden bekannte Lösungen
bewertet und eigene Ansätze, basierend auf der Einteilung in Problemszena-
rien, entworfen.
Kapitel 8 (S. 165) — Abschließend erfolgt im Kapitel 8 eine Zusammenfassung
der Ergebnisse sowie der Ausblick auf weitere offene Forschungsprobleme im
Gebiet der Verteilten Videocodierung.
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2 Kapitel 2Grundlagen
In diesem Kapitel werden die theoretischen Grundlagen der konventionel-
len Codierung dargelegt. Darüber hinaus erfolgt eine Klassifikation der For-
schungsrichtungen zur Einordnung und Abgrenzung des Gebietes der Ver-
teilten Quellencodierung. Die Anwendungsszenarien werden nachfolgend auf-
gezeigt und abschließend die aus der Literatur bekannten Verfahren kurz
vorgestellt.
2.1. Codierung
Eine der wesentlichen menschlichen Fähigkeiten ist die Möglichkeit zur Kommuni-
kation und somit zum Informationsaustausch. Der technische Nachrichtenaustausch
ist dem natürlichen Vorbild nachempfunden. So besteht ein Kommunikationssys-
tem aus einer Informationsquelle (Gedanke im Kopf, Daten in einem Informati-
onsverarbeitungssystem) und einem Sender (Vokaltrakt, Funkmodem), welcher die
Information in Signale passend zum Übertragungsmedium (Schall- bzw. elektro-
magnetische Welle in Luft) umwandelt. Bei der Übertragung treten Störeinflüsse
auf, welche durch den Empfänger (Ohr, Funkmodem) kompensiert werden müssen,
sodass die Information fehlerfrei zur Senke gelangt (Abb. 2.1).
Codierung beschreibt den Prozess der Umwandlung von Information in ein Signal
zur Übertragung/Speicherung und die entsprechende Rekonstruktion der Informati-
on auf der Empfangsseite. Die Informationstheorie stellt dabei die mathematischen
Grundlagen fachübergreifend zur Verfügung [Shannon 1948; Shannon u. Weaver
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Quelle SenkeSender Empfänger
Störung
Kanal
Abbildung 2.1.: Kommunikationssystem nach [Shannon 1948][Shannon u. Weaver
1949]
1949]. Gedanklich kann Codierung in die drei Komponenten Quellencodierung,
Chiffrierung und Kanalcodierung zerlegt werden (sofern perfekte Quellen- und Ka-
nalcodierung vorausgesetzt wird, [Höher 2011]).
Quellencodierung — Erzeugung einer effizienten Darstellung der Information, Ent-
fernung von Redundanz, Reduktion des Datenumfanges
Chiffrierung — Verschlüsselung, Schutz der kommunizierten Information vor dem
Zugriff Dritter
Kanalcodierung — Korrektur von Übertragungsfehlern und somit Anpassung an
den Übertragungskanal zur fehlerrobusten Übertragung
Eine zentrale Bedeutung nimmt der Begriff Information ein, welche durch Nach-
richten bzw. Signale übertragen wird und die Unbestimmtheit an der Senke verrin-
gert (Gl. 2.1). Im Sinne der Informationstheorie und aus Sicht des Systementwurfs
ist die konkrete Nachricht aber nur von geringerem Interesse, wohingegen die Menge
der möglichen Nachrichten von großer Bedeutung ist („. . . information in commu-
nication theory relates not so much to what you do say, as to what you could say.“,
W.Weaver [Shannon u. Weaver 1949]). Ein System muss somit für den mittleren
Informationsgehalt (Entropie, Gl. 2.2) entworfen werden.
I(X = xν) = − log2 Pr(X = xν) [bit] (2.1)
H(X) =
∑
ν
Pr(X = xν) · I(X = xν) [bit/symbol] (2.2)
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dabei gibt Pr(X = xν) die Wahrscheinlichkeit an, dass die diskrete Quelle X das
Ereignis xν ausgibt.
Weitere wichtige Informationsgrößen sind die Verbundinformation H(X, Y ) (Ver-
bundentropie), die gemeinsame Information I(X,Y) (Transinformation) und der be-
dingte Informationsgehalt H(X|Y ) (Abb. 2.2).
H(X,Y )
H(X|Y ) H(Y |X)
H(X) H(Y )
I(X,Y )
Abbildung 2.2.: Zusammenhang zwischen Entropie H(X), H(Y ), Verbundentropie
H(X, Y ), bedingte Entropie H(X|Y ), H(Y |X) und Transinforma-
tion I(X, Y )
In den folgenden Abschnitten wird, beginnend mit der Quellencodierung (Ab-
schn. 2.1.1), auch die Kanalcodierung (Abschn. 2.1.2) beschrieben. Der Bereich der
Verteilten Quellencodierung (distributed source coding, DSC) wird gesondert in Ab-
schnitt 2.2 behandelt. Weiterführende Ausführungen zur Kanalcodierung befinden
sich darüber hinaus im Anhang A.
2.1.1. Quellencodierung
Die Quellencodierung hat die Aufgabe, die Redundanz zu verringern. Die Quel-
lencodierung kann in zwei Gruppen, der verlustlosen sowie der verlustbehafte-
ten Quellencodierung, eingeteilt werden [Cover u. Thomas 1991][Strutz 2002][Ohm
2004][MacKay 2005]. Im ersten Fall können nach der Decodierung die Original-
symbole der Quelle X zurückgewonnen werden, wobei im zweiten Fall nur eine
fehlerbehaftete Approximation Xˆ rekonstruiert werden kann.
Verlustlose Quellencodierung
Die notwendige Datenrate für die verlustlose Speicherung oder Übertragung richtet
sich nach der Entropie der Quelle. Der Hauptsatz der Quellencodierung (Gl. 2.3)
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gibt an, dass die Datenmenge pro Symbol nicht kleiner als die Entropie sein kann.
Dabei seien große Mengen von Symbolen und statistisch unabhängige Symbole vor-
ausgesetzt. Prominente Beispiele sind die Huffman-Codierung oder auch die Arith-
metische Codierung.
RX ≥ H(X) (2.3)
Verlustbehaftete Quellencodierung
Viele Codierungssysteme für Videosequenzen zählen zu der Gruppe der verlust-
behafteten Quellencodierung, bei der keine fehlerfreie Rekonstruktion möglich ist.
Damit wird eine geringe Datenrate erreicht, wodurch der praxistaugliche Einsatz
möglich wird.
Der Zusammenhang zwischen minimaler DatenrateR und VerzerrungD (distortion,
d(x, xˆ)) wird durch die Rate-Distortion Funktion R(D) angegeben (Gl. 2.4, [Cover
u. Thomas 1991, S.336ff]).
R ≥ R(D) = min
pXˆ|X :
∑
(xj,xˆj)
pX(xj)pXˆ|X(xˆj |xj)d(xj ,xˆj)≤D
I(X, Xˆ) (2.4)
In der Videocodierung wird die Verzerrung (distortion) als quadratischer Fehler
bestimmt, welcher im Wesentlichen durch den Einsatz einer Quantisierung beein-
flusst wird. Dies spiegelt sich in der Wahrscheinlichkeitsdichte pXˆ|X(xˆj|xj) wieder
(Gl. 2.4).
In natürlichen Videosequenzen oft auftretende örtliche und sehr starke zeitliche
Abhängigkeiten werden durch örtliche Transformation bzw. Bewegungsschätzung
und -kompensation aufgelöst. Diese leistungsfähige Prädiktion hat starken Einfluss
auf die hohe Performanz aktueller Videocodierungsverfahren (H.264 [Wiegand u. a.
2003], HEVC [Bross u. a. 2012]) und spielt somit eine zentrale Rolle. Ein Über-
blick zu bekannten Verfahren der Bewegungsschätzung und -kompensation ist im
Anhang A.2.1 (S. 198) zusammengestellt.
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2.1.2. Kanalcodierung
Die Kanalcodierung hat das Ziel, einen gegebenen Informationsvektor i mit mög-
lichst geringer Fehlerrate über einen Kanal zu übertragen. Dazu wird jedem mög-
lichen Informationsvektor i1×k der Länge k ein Codevektor c1×n der Länge n > k
zugeordnet (Abb. 2.3). Die damit hinzugefügte Redundanz wird quantitativ durch
die Coderate Rc erfasst (Gl. 2.5). Im Bereich der Verteilten Quellencodierung (Dis-
tributed Source Coding) wird auch die Quellenrate (source rate) Rs verwendet,
welche den Anteil der hinzugefügten Prüfsymbole im Vergleich zur Menge der In-
formationssymbole angibt.
Rc =
k
n
Rs =
n− k
k
= 1
Rc
− 1 (2.5)
i = (i0, i1, . . . , ik−1) c = (c0, c1, . . . , cn−1) (2.6)
Die Zuordnung eines binären Codevektors c zu einem binären Informationsvektor i
erfolgt für die, in der Verteilten Quellencodierung relevanten, linearen Blockcodes
durch Multiplikation von i mit der Generatormatrix G [Bossert 1998, S.22]. Dabei
erfüllt jedes Codewort c die Bedingung, dass sein Produkt mit der Prüfmatrix H
den Nullvektor ergibt (Gl. 2.7).
c1×n = i1×k ·Gk×n Hn−k×n · cT1×n = 0 (2.7)
Für die Verteilte Quellencodierung werden auch die systematischen linearen Block-
codes eingesetzt, bei denen der Informationsvektor i Teil des Codevektors c, ij =
cj, j ∈ [0 . . . k − 1] ist. Für die Generator- und Prüfmatrix ergibt sich damit die in
Gleichung 2.8 angegebene Form. Die Teilmatrix A gibt dabei an, wie die Prüfsym-
bole ck . . . cn−1 aus dem Informationsvektor i gebildet werden. Im Fall von binären
Symbolen ij, cj gilt: A = −A.
G =
(
Ik| −AT
)
H = (A|In−k) (2.8)
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Codierer
i c r iˆ
Kanal Decodierer
Abbildung 2.3.: Kanalcodierung zum Schutz der Übertragung eines Informations-
vektors i über einen gestörten Kanal
Kanalmodelle
Zwei in der Übertragungstechnik verbreitete Kanalmodelle sind zum einen der
symmetrische Binärkanal (BSC, binary symmetric channel) und zum anderen der
AWGN-Kanal (additive white Gaussian noise, additives weißes Gauß-Rauschen).
Das BSC-Kanalmodell besitzt sowohl einen binären Ein- sowie Ausgang und wird
durch die Übergangswahrscheinlichkeit e für ein falsch übertragenes Bit charak-
terisiert (Abb. 2.4(a)). Dem hingegen werden die diskreten Codesymbole cν im
AWGN-Kanalmodell (Abb. 2.4(b)) durch den Symbolformer auf kontinuierliche
Kanaleingangssymbole x abgebildet. Diese werden mit weißem Gauß-Rauschen n
überlagert. Der Kanalausgang y ist hierbei kontinuierlich und wird meist zur Be-
stimmung von Zuverlässigkeitsinformation direkt in der Decodierung des Kanalco-
des verwendet.
cν rν
1 1
0 0
e
e
1− e
1− e
(a) BSC
cν Symbol-
former
y
x
n
(b) AWGN
Abbildung 2.4.: Kanalmodelle
Die Transinformation für Kanäle mit diskreten Eingangssymbolen xν und kontinu-
ierlichen Ausgangssymbolen y kann nach Gleichung 2.9 bestimmt werden ([Kühn
2006], S.59). Diese kann für viele Kanäle nicht analytisch gelöst werden, womit ei-
ne numerische Lösung zur Bestimmung der Transinformation herangezogen werden
muss.
I(X;Y ) =
∑
ν
Pr(X = xν)
∫
y
pY |X(y|xν) log2
pY |X(y|xν)∑
µ Pr(X = xµ) pY |X(y|xµ)
dy (2.9)
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Für Kanäle mit diskreten Ein- sowie Ausgangsymbolen xν , yν kann die Trans-
information nach Gleichung 2.10 bestimmt werden. Für den Fall gleichverteilter
binärer Eingangssymbole vereinfacht sich die Bestimmung der Transinformation
für den BSC-Kanal (Gl. 2.11). Für diesen Fall wird die maximale Transinfor-
mation für einen BSC-Kanal erreicht, was somit dessen Kanalkapazität C ent-
spricht.
I(X;Y ) =
∑
ν
Pr(X = xν)
∑
κ
Pr(Y = yκ|X = xν) ·
log2
Pr(Y = yκ|X = xν)∑
µ Pr(X = xµ) Pr(Y = yκ|X = xµ)
(2.10)
I(X;Y ) = 1 + (1− e) log2(1− e) + e log2(e) (2.11)
Turbo-Codierung
Der Begriff Turbocode ist vom Verfahren der Turbo-Decodierung für verkettete Ka-
nalcodes (concatenated codes) abgeleitet. Dabei handelt es sich um ein iteratives De-
codierungsverfahren von zwei oder mehr miteinander verketteten Codes. Faltungs-
codes werden oft miteinander verkettet, da der Gesamtcode eine hohe Fehlerkor-
rekturleistung und Flexibilität hinsichtlich der Coderate zeigt.
Faltungscodes zählen zu der Gruppe der linearen Codierungsverfahren, jedoch nicht
zu den Blockcodes, da die Codewortlänge n variabel ist. Der binäre Codevektor
c wird aus dem Informationsvektor i durch Anwendung eines zeitdiskreten LTI-
Systems erzeugt [Bossert 1998, S.227ff].
Abbildung 2.5(a) zeigt einen systematischen rekursiven Faltungscodierer (RSC).
Die Struktur des Filters (Codierers) wird im Frequenzbereich angegeben, wobei
im Bereich der z-Transformation D = z−1 gilt. Der systematische Anteil ci wird
durch den Generator g1(D) = 1 und die Paritätssymbole cp werden durch g2(D) =
1+D+D2+D3
1+D+D3 gebildet. Die oktale Schreibweise der Form
[
1, 1715
]
8
ist auch üblich. Die-
ser Code besitzt eine Gedächtnislänge (Einflusslänge) von Lc = 4 und eine Coderate
von Rc = 12 .
Die Encodierung kann durch einen Zustandsgraphen ausgedrückt werden, wobei der
Inhalt des Gedächtnisses den aktuellen Zustand s = 000 . . . 111 angibt. Der zeitliche
13
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i
ci
cp
D D D
s3 s2 s1
Terminierung
(a)
000
111
001
010
011
100
101
110
ij = 0
ij = 1
TerminierungInformations-
vektor
s
(b)
Abbildung 2.5.: (a) Rekursiver Faltungsencodierer,
[
1, 1715
]
8
und (b) zugehöriger
Trellis für i = (1001), ci = (1001011), cp = (1010101)
Ablauf der Zustandswechsel wird in einem Trellis (Abb. 2.5(b)) von links nach
rechts dargestellt. Die schwarzen Linien stellen den Pfad für den Informationsvektor
i = (1001) und den zugehörigen Terminierungssymbolen dar. Eine Terminierung
ist sinnvoll, da so der Endzustand des Encoders s = 000 ist und somit auch am
Decoder bekannt ist. Damit kann die Leistungsfähigkeit der Decodierung erhöht
werden.
Der Aufwand zur Encodierung eines halbratigen RSC Codes kann bei gegebener
Gedächtnislänge Lc nach oben abgeschätzt werden, wobei nadd ≤ 2k(Lc − 1) Addi-
tionen (bzw. XOR-Verknüpfungen) zur Encodierung eines Codewortes der Länge k
notwendig sind.
Die Verkettung einfacher Codes bietet wesentliche Steigerungen der Leistungsfä-
higkeit, da durch die Verkettung ein neuer komplexerer Code gebildet wird. Dar-
über hinaus bleibt die Komplexität der Decodierung gering, da Decoder für die
einfachen Teilcodes eingesetzt werden, welche Informationen untereinander austau-
schen.
Die parallele Verkettung eines rekursiven Faltungscodes (RSC) wurde in [Berrou
u. a. 1993] unter dem Namen Turbocode vorgeschlagen und erregte durch die sehr
hohe Leistungsfähigkeit großes Forschungsinteresse. Turbo-Decodierung [Moreira
u. Farrell 2006, S.209ff] [Kühn 2006, S.135ff] [MacKay 2005, S.574ff] kann auf seri-
ell und parallel verkettete Codes angewendet werden, wobei hier nur die parallele
Verkettung betrachtet wird.
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cp1
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P
Abbildung 2.6.: Turbo-Encoder für einen parallel verketteten Faltungscode
Der vom Encoder (Abb. 2.6) generierte Codevektor c setzt sich aus drei Teilen
zusammen. Dies ist der systematische Anteil ci, der Teilcodevektor cp1 aus dem
RSC encodierten Informationsvektor i, und dem Teilcodevektor cp2, wobei hier die
Elemente des Informationsvektors i zufällig vertauscht wurden (Interleaving, Π).
Der Interleaver stellt dabei die Unabhängigkeit der Teilcodeworts sicher. Es hat sich
gezeigt, dass ein langer Interleaver (großes k) zu einer besseren Leistungsfähigkeit
führt.
Die parallele Verkettung zweier 12 -ratiger RSC Codes führt zu einem Code mit Co-
derate von Rc = 13 . Für die verteilte Quellencodierung sind nur Coderaten nahe 1
von Interesse, da so eine sehr geringe Datenrate erreicht werden kann. Zur Erhö-
hung der Coderate werden einzelne Symbole aus dem Codevektor c = (ci|cp1|cp2)
entfernt. Jede Zeile der Punktierungsmatrix P gibt für jeden Teilcodevektor an,
welche Symbole übertragen (pi,j = 1) oder punktiert (pi,j = 0) werden (Gl. 2.12).
Für das hier genutzte Beispiel hat die Punktierungsmatrix die Dimension 3 × Lp.
Die Matrix P wird mehrmals horizontal aneinandergefügt, um auch größere Code-
wortlängen n abzudecken (P′, Gl. 2.13).
P =

p0,0 p0,1 · · · p0,Lp−1
... ... . . . ...
p2,0 p2,1 · · · p2,Lp−1

← ci
← cp1
← cp2
(2.12)
P′ =
(
P
∣∣∣P ∣∣∣ . . . ∣∣∣P ) (2.13)
Die Encodierung mit einem parallel verketteten Faltungscode der Rate Rc = 13
benötigt nadd ≤ 4k(Lc − 1) Additionen. Für die parallele Verkettung des in Abbil-
dung 2.5(a) dargestellten Encoders sind es nadd = 10k ohne Terminierung.
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Abbildung 2.7.: Turbo-Decoder für einen parallel verketteten Faltungscode
DerDecoder für zwei parallel verkettete Faltungscodes besteht aus zwei Maximum-
a-posteriori Decodern (MAP) je für einen Faltungscode, welche iterativ Informatio-
nen austauschen (Abb. 2.7). Dabei werden Zuverlässigkeitsinformationen über jedes
Symbol des Empfangsvektors r verarbeitet, welche durch das Log-Likelihood-Ratio
(LLR, Lc(rj) = ln
pR|C(rj |cj=0)
pR|C(rj |cj=1)) abgebildet wird. Das Vorzeichen des LLR gibt dabei
die harte Entscheidung und der Betrag gibt die Zuverlässigkeit an.
Ziel der Decodierung ist es, für jedes Symbol des Informationsvektors i die Wahr-
scheinlichkeit zu bestimmen, ob eine 0 bzw. 1 gesendet wurde (posteriori LLR,
Gl. 2.14). Der posteriori LLR lässt sich in drei Anteile zerlegen (Gl. 2.15). Der
a-priori LLR La bildet die Eigenschaften der Quelle (Quellenentropie), der intrin-
sische LLR Lc die Eigenschaften des Kanals und der extrinsischen LLR Le den
Gewinn durch den Kanalcode ab.
L(ˆij) = ln
Pr(ij = 0|r)
Pr(ij = 1|r) (2.14)
= La(ˆij) + Lc(ˆij) + Le(ˆij) (2.15)
= ln Pr(ij = 0)Pr(ij = 1)
+ ln pR|I(rj|ij = 0)
pR|I(rj|ij = 1) + Le(ˆij) (2.16)
Während der iterativen Decodierung wird die durch einen MAP-Decoder gewonnene
extrinsische Information in der nächsten Iteration ν von dem anderen MAP-Decoder
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als a-priori Information verwendet. Jeder einzelne Decoder erreicht zwar nur einen
kleinen Gewinn, durch die iterative Verarbeitung besitzt das Gesamtsystem jedoch
eine sehr hohe Leistungsfähigkeit. Zur symbolweisen MAP-Decodierung wird meist
der BCJR-Algorithmus [Bahl u. a. 1974] eingesetzt, welcher zu den message passing
Verfahren zählt (Übersicht siehe Anhang, Abb. A.2, S. 197).
2.2. Theoretische Grundlagen der Verteilten
Quellencodierung
2.2.1. Klassifikation der Forschungsrichtungen
Die Verteilte Quellencodierung hat Bezug zu vielen verschiedenen Forschungsrich-
tungen (Abb. 2.8). Diese sollen hier kurz vorgestellt werden, um eine Begriffsklärung
und Abgrenzung von benachbarten Forschungsgebieten zu ermöglichen.
konventionelle zentralisierte Quellencodierung — Anwendungsszenarien für die
zentralisierte Quellencodierung beinhalten einen Sender (Encoder) sowie meh-
rere Empfänger (Decoder). Man spricht dabei auch von dem Rundfunkszena-
rio (broadcasting). Dem zentralisierten Encoder stehen alle Informationen,
beginnend von den Originaldaten bis hin zu Abhängigkeiten zu anderen Da-
ten sowie dessen konkrete Realisierung, zur Verfügung.
Verteilte Quellencodierung (distributed source coding) — In Szenarien der Verteil-
ten Quellencodierung gibt es keinen zentralisierten Encoder [Slepian u. Wolf
1973]. Mehrere Encoder bearbeiten unabhängig voneinander Daten unter-
schiedlicher miteinander korrelierter Quellen. Die Herausforderung besteht
darin, die vorhandenen Ähnlichkeiten (Korrelation) am Decoder auszunut-
zen. Der Encoder besitzt dabei ausschließlich Kenntnis über die Statistik aller
Quellen, jedoch nicht über deren konkrete Realisierungen.
Verteilte Quellencodierung mit Seiteninformation / asymmetrische Codierung —
Bei der asymmetrischen Verteilten Quellencodierung handelt es sich um einen
Sonderfall der Verteilten Quellencodierung, wobei die Realisierung einer Quel-
le direkt bzw. verlustlos codiert am Decoder zur Verfügung steht. Darauf auf-
bauend hat sich der Bereich der verlustbehafteten Verteilten Codierung mit
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Seiteninformation gebildet, welcher die Grundlage der Verteilten Videocodie-
rung darstellt [Slepian u. Wolf 1973][Wyner u. Ziv 1976].
Interaktive Codierung (interactive encoding) — Die Interaktive Codierung stellt
eine Erweiterung der Verteilten Quellencodierung dar [Yang u. He 2008, 2010]
[Meng u. a. 2011]. Es wird anstatt der unidirektionalen Kommunikation eine
bidirektionale Kommunikation zwischen Encoder und Decoder verwendet, um
die Rekonstruktion mit möglichst geringer Kommunikation zwischen Sender
um Empfänger zu ermöglichen.
Netzwerk-Quellencodierung (network source coding) — Die Netzwerk-Quellencodie-
rung bezieht die Netzwerkstruktur zwischen den multiplen Sendern und Emp-
fängern mit in das Codierungsproblem ein [Fleming u. a. 2004][Ramamoorthy
u. a. 2006]. Dabei können Übertragungsstationen nicht nur Nachrichten wei-
terleiten, sondern diese auch neu organisieren oder umcodieren. In der Verteil-
ten Codierung wird im Gegensatz dazu von einer Punkt zu Punkt Verbindung
ausgegangen.
gemeinsame Kanal- und Quellencodierung (joint channel source coding) — Bei der
gemeinsamen Kanal- und Quellencodierung werden die Kanal- und Quellen-
codierung nicht wie üblich voneinander getrennt. Da die Verteilte Quellen-
codierung auch als Kanalcodierungsproblem aufgefasst werden kann, besteht
hier eine enge Verbindung.
compressive sensing — Compressive sensing beschreibt die Beobachtung von Si-
gnalen x, welche aus wenigen Basisfunktionen V bestehen [Baraniuk 2007]
[Candes u. Wakin 2008][Goyal u. a. 2008]. Es existiert somit eine dünn be-
setzte Repräsentation u des Signals im Raum der Basisfunktionen. Ziel ist
es, das Rekonstruktionssignal xˆ zu bestimmen, wobei ausschließlich die Be-
obachtungen y und Basisfunktionen bekannt sind. Die Beobachtungen bilden
Linearkombinationen Φ der Elemente des Originalsignals x.
Dieser Ansatz kann auch zur Datenkompression eingesetzt werden, wobei der
Encoder Beobachtungen durch einfache Linearkombinationen erzeugt. Der
Decoder hat dabei ein komplexes Optimierungsproblem zu lösen, um das
Originalsignal zu rekonstruieren. In diesem System muss ausschließlich der
Decoder Kenntnis über die Basisfunktionen Φ besitzen, welche man auch als
Seiteninformation ansehen kann.
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Abbildung 2.8.: Beziehung des Forschungsgebietes der Verteilten Quellencodierung
zu verwandten Forschungsgebieten
2.2.2. Verteilte Quellencodierung
Die Grundlage für die verlustlose Verteilte Quellencodierung wurde durch David
Slepian und Jack K. Wolf [Slepian u. Wolf 1973] gelegt. Sie analysierten die er-
reichbaren Datenraten (RX , RY ) für Systeme mit getrennten und verbundenen En-
codern und Decodern (Abb. 2.9). Der besonders interessante Fall der getrennten
Encodierung und gemeinsamen Decodierung entspricht dem Prinzip der Verteilten
Codierung. Es konnte gezeigt werden, dass die Summendatenrate RX + RY gleich
der Verbundentropie ist (Gl. 2.18). Dies entspricht der klassischen gemeinsamen En-
codierung, wobei jedoch die Encoder getrennt sind. Als weitere Bedingung muss,
im Gegensatz zur zentralisierten Quellencodierung, jede Datenrate RX , RY größer
als die bedingte Entropie sein (Gl. 2.17).
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Abbildung 2.9.: Erreichbare Ratenregionen für verschiedene Szenarien der gemein-
samen und getrennten Codierung bzw. Decodierung
RX ≥ H(X|Y ); RY ≥ H(Y |X) (2.17)
RX +RY ≥ H(X, Y ) (2.18)
Einen für die Verteilte Videocodierung wichtigen Sonderfall nimmt die asymmetri-
sche Codierung ein. Die Symbole der Quelle Y stehen am Decoder zur Verfügung
bzw. wurden unabhängig von X codiert (RY ≥ H(Y )). Aaron D. Wyner und Ja-
cob Ziv [Wyner u. Ziv 1976] betrachteten die verlustbehaftete Quellencodierung
für diesen asymmetrischen Systemaufbau (Abb. 2.10). Sie analysierten die Rate-
Distortion Funktion für die Fälle, dass die Seiteninformation Y am En- und Decoder
RX|Y (D) oder nur am Decoder R∗(D) vorlag. Es konnte gezeigt werden, dass für
Gauß-verteilte kontinuierliche Zufallsvariablen die Datenrate, unabhängig von der
Verfügbarkeit der Seiteninformation am Decoder, gleich ist (Gl. 2.19). Dies ist von
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Xˆ
Wyner-Ziv 
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Wyner-Ziv 
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Abbildung 2.10.: Wyner-Ziv Codierung, Seiteninformation Y ist ausschließlich am
Decoder verfügbar
fundamentaler Bedeutung für die Verteilte Videocodierung.
R∗(D) = RX|Y (D) (2.19)
2.3. Anwendungsszenarien für die Verteilte
Videocodierung
Die Anwendungsszenarien der Verteilten Videocodierung sind sehr vielfältig, einen
ausführlichen Überblick liefern [Pereira u. a. 2006, 2008] und [Dufaux u. a. 2009], wo-
bei hier die wichtigsten Anwendungsgebiete kurz klassifiziert werden sollen (Abb. 2.11).
Die Verteilte Videocodierung hat drei wesentliche Eigenschaften, welche den meis-
ten Anwendungsszenarien zugrunde liegen. Zum einen bietet sie die Möglichkeit,
Systeme mit geringer Encoderkomplexität zu entwerfen. Darüber hinaus ist es mög-
lich, Encoder getrennt voneinander zu betreiben und zudem zeigt die Verteilte Vi-
deocodierung keine Drift. Von Drift spricht man, wenn sich ein Fehler in einem Bild
auf weitere Bilder fortsetzt, auch wenn die Decodierung fehlerfrei durchgeführt wer-
den konnte.
Videocodierung auf ressourcenarmen Geräten (low complexity video coding) — Die
Videocodierung auf ressourcenarmen Endgeräten wird durch eine getrennte
Encodierung aufeinanderfolgender Frames einer Videosequenz, aber gemein-
samer Decodierung, erreicht [Girod u. a. 2005][Artigas u. a. 2007a]. Die Enco-
derkomplexität wird stark reduziert, da keine Bewegungsschätzung am Enco-
der notwendig ist. Ein populäres Gerät ist das kabellose Endoskop, welches
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über eine Funkschnittstelle die codierte Sequenz an einen Empfänger außer-
halb des Patienten überträgt [Deligiannis u. a. 2011].
Videocodierung mehrerer Ansichten (multiview video coding) — Die Codierung meh-
rerer Ansichten einer Szene ermöglicht auch die Auswertung der Abhängigkei-
ten zwischen den Sichten. Wenn dies aufgrund der räumlichen Trennung oder
beschränkter Ressourcen der Encoder nicht möglich ist, bildet die Verteilte
Videocodierung einen vielversprechenden Lösungsansatz [Chen u. a. 2008][Va-
rodayan u. a. 2007].
Videosensornetzwerke (video sensor networks) — Die Beobachtung von Wildbe-
wegungen in einem Waldgebiet kann durch Videosensornetzwerke erfolgen.
Kleine sehr ressourcenarme Sensorknoten nehmen Bildsequenzen auf und über-
tragen diese per Funk zu einer zentralen Station [Puri u. a. 2006]. Hierbei
spielt die geringe Encoderkomplexität, die Berücksichtigung der Ähnlichkeit
zwischen den Sichten der Sensorknoten und die fehlerrobuste Übertragung,
welche durch die Verteilte Videocodierung bereitgestellt wird, eine wichtige
Rolle.
Repräsentationswechsel (bit stream switching) — DerWechsel des Empfängers von
einem codierten Videodatenstrom (z.B. H.264) zu einem anderen ist nur bei
bestimmten Frametypen möglich (I,SP,SI). Mit Hilfe von Wyner-Ziv Frames
(WZ) lässt sich dieses Problem mit einer geringeren Anzahl WZ-Frames im
Vergleich zu SP-Frames lösen [Sun u. a. 2006][Guo u. a. 2006a].
skalierbare Videocodierung (scalable coding) — Die Verteilte Videocodierung kann
zur skalierbaren Videocodierung bezüglich der Qualität sowie zeitlicher und
örtlicher Auflösung verwendet werden. Der konkrete Basiscodec ist nicht aus-
schlaggebend, dieser muss ausschließlich eine ausreichende Ähnlichkeit zu der
zu erreichenden Qualität bzw. Auflösung sicherstellen [Wang u. a. 2004, 2006]
[Wang u. Ortega 2004].
Qualitätsverbesserung (enhancement coding) — Die Qualität von analogen Video-
übertragungen lässt sich durch die zusätzliche Übertragung eines Korrektur-
datenstromes, nach den Prinzipien der Verteilten Videocodierung, verbessern.
Dies sichert die Abwärtskompatibilität und ist der Qualitätsskalierbarkeit
sehr ähnlich [Girod u. a. 2005][Rane u. a. 2004, 2005].
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Abbildung 2.11.: Anwendungszenarien, gruppiert nach der zugrunde liegenden Ei-
genschaft der Verteilten Videocodierung
Fehlerschutz (video over errorprone channel) — Die Verteilte Videocodierung gilt
als sehr robust gegenüber Übertragungsfehlern und kann zum Schutz von
konventionellen Videoübertragungen (MPEG.2, MPEG.4, H.264) eingesetzt
werden [Aaron u. a. 2003b].
Die Verteilte Videocodierung findet, wie gezeigt wurde, viele Anwendungsgebiete.
Die vorliegende Arbeit konzentriert sich auf Systeme mit geringer Encoderkomplexi-
tät. Nachfolgend werden ausgewählte Systeme exemplarisch vorgestellt.
2.4. Verteilte Videocodierungssysteme mit
geringer Komplexität
In den letzten zehn Jahren gewann die Verteilte Videocodierung erhöhtes For-
schungsinteresse, da die Umsetzung durch neu entwickelte leistungsfähige Codie-
rungsverfahren möglich wurde. In dieser Zeit wurden mehrere Systeme zur Verteil-
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ten Videocodierung mit geringer Encoderkomplexität entwickelt, welche im Folgen-
den kurz beschriebenen werden. Anschließend werden in den Abschnittn 2.4.2 und
2.4.3 die Entwicklungen im Bereich der Seiteninformationsgenerierung und Codie-
rung vorgestellt.
2.4.1. Überblick: Verteilte Videocodierungssysteme mit
geringer Encoderkomplexität
PRISM — Das Codierungssystem PRISM ist eines der ersten Systeme zur Ver-
teilten Quellencodierung. Hierbei wird die verlustbehaftete Codierung mit
Seiteninformation (Wyner-Ziv Codierung) durch Quantisierung und nach-
folgende Slepian-Wolf Codierung (SW-Codierung) erreicht. Die Quantisie-
rungssymbole werden zur Codierung in mehreren Gruppen (cosets) eingeteilt,
wobei die Symbole einer Gruppe einen möglichst großen Abstand zueinan-
der besitzen (Abb. 2.12). Der Gruppenindex wird übertragen. Am Decoder
wird das Symbol aus der Gruppe mit dem geringsten Abstand zur Seiten-
information als Rekonstruktionswert gewählt. Bei der Verwendung mehrerer
Seiteninformationen wird darüber hinaus anhand eines Codes zur Fehlerer-
kennung (hash) die passende Seiteninformation ausgewählt [Puri u. Ram-
chandran 2002, 2003][Puri u. a. 2006, 2007].
yi
xi qi
xˆi
Gruppe
d1 d2
Rekonstruktionswert
d1 < d2
Seiteninformation
Originalwert
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Quantisierungssymbol
Abbildung 2.12.: Codierung in Untergruppen (cosets) und Rekonstruktion in
PRISM
Stanford — Die in Stanford entwickelte Architektur (Abb. 2.13) ist sehr weit ver-
breitet. Es werden zwei Frametypen, die Key- und Wyner-Ziv Frames, einge-
führt, wobei die Key-Frames mit konventionellen Verfahren codiert werden.
Auch in dieser Architektur wird die WZ-Codierung durch eine Quantisierung
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und nachfolgender SW-Codierung umgesetzt. Die SW-Codierung basiert auf
Kanalcodes, wie Turbocodes oder LDPCA Codes (low density parity check
accumulate code), wobei die Coderate über einen Rückkanal angepasst wird.
Die Seiteninformation wird, basierend auf den decodierten Key- oder WZ-
Frames, durch temporale Interpolation oder Extrapolation gewonnen [Girod
u. a. 2005] [Aaron u. a. 2002, 2003a, 2004a, 2006] [Aaron u. Girod 2004]. Die
örtliche Korrelation kann optional durch eine geeignete Transformation aus-
genutzt werden.
Wyner-Ziv Encoder Wyner-Ziv Decoder
SW-
Encoder
WZ-
Frames Q
SW-
Decoder
Key-Frame 
Encoder
Key-Frame 
Decoder
temporale Inter-/
Extrapolation
Key-
Frames
RT
T
invT
Abbildung 2.13.: Stanford-Architektur (Q - Quantisierung, R - Rekonstruktion,
T/invT - Hin-/Rücktransformation)
DISCOVER — Der Discover Codec entspricht in der Grundstruktur der Stanford-
Architektur [Artigas u. a. 2007a][DISCOVER 2007]. Der Codec wurde zu Be-
ginn als pixelbasiertes System umgesetzt [Ascenso u. a. 2005]. Später wurde
zur Steigerung der Leistungsfähigkeit die örtliche Dekorrelation mittels dis-
kreter Kosinustransformation (DCT) verwendet [Brites u. a. 2006a]. Viele der
aktuell entwickelten Verfahren beziehen sich auf den DISCOVER Codec.
VIPER — Ein Codec, welcher intensiv Gebrauch von dem Rückkanal macht (Back-
ward channel aware coding), wurde vom VIPER-Lab vorgestellt [Liu u. a.
2006, 2007]. In diesem System werden Bewegungsvektoren vom Decoder zum
Encoder übertragen, um eine bewegungskompensierte prädiktive Codierung
zu ermöglichen, was zu einer Steigerung der Leistungsfähigkeit führt. Die-
ses System bewegt sich zwischen den Forschungsrichtungen der „Verteilten
Quellencodierung“ und der „Interaktiven Quellencodierung“.
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Codecs auf Basis von Compressive Sensing — Das Forschungsgebiet Compressive
sensing (CS) findet zunehmend Beachtung. Basierend auf CS-Verfahren wur-
den Videocodecs mit geringer Encoderkomplexität entwickelt [Prades-Nebot
u. a. 2009][Do u. a. 2009][Chen u. a. 2010]. Die zur Rekonstruktion notwen-
digen Basisfunktionen werden aus den benachbarten Key-Frames oder der
Seiteninformation gewonnen. Diese Systeme zeigten eine etwas geringere Leis-
tungsfähigkeit als der DISCOVER Codec.
In allen hier kurz vorgestellten Systemen gibt es zwei wichtige Komponenten, die
Generierung der Seiteninformation und die Codierung. Bekannte Verfahren aus
diesen beiden Gruppen werden in den nachfolgenden Abschnitten 2.4.2 und 2.4.3
beschrieben.
2.4.2. Verfahren zur Generierung der Seiteninformation
Die Art der Generierung der Seiteninformation hängt stark von dem Anwendungs-
szenario ab. Hier erfolgt eine Beschränkung auf Systeme mit geringer Encoderkom-
plexität. Für diese Systeme bietet sich, aufgrund der hohen temporalen Korrelation,
die zeitliche Inter- bzw. Extrapolation an. Weiterhin finden sich in der Literatur
auch Ansätze, welche die örtliche Korrelation berücksichtigen.
Zeitliche Interpolation
Für die zeitliche Interpolation ist es notwendig, die Bewegung zu berücksichtigen
(Anhang A.2.1, S. 198). Dies kann durch ein Blockmodell erfolgen, indem die Be-
wegungsvektoren mittels Blockmatching bestimmt werden (BiMESS [Ascenso u. a.
2005]). In Weiterentwicklungen wurden eine hierarchische Bewegungsschätzung mit
unterschiedlichen Blockgrößen [Ascenso u. Pereira 2008] oder auch die Bestimmung
eines sehr dichten Bewegungsvektorfeldes [Sofke u. a. 2009], zur Steigerung der Sei-
teninformationsqualität, eingeführt. Diese Verfahren setzen die Linearität der Be-
wegung voraus. Diese Voraussetzung konnte in [Petrazzuoli u. a. 2010a, b] durch die
Verwendung eines zeitlichen Bewegungsmodells höherer Ordnung (Polynom 3. Gra-
des) aufgebrochen werden.
Neben den blockbasierten Bewegungsmodellen werden in der Literatur auch netz-
basierte Modelle [Kubasov u. Guillemot 2006], 3D-Modelle für statische Szenen
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Zeit
(a) temporale Interpolation
Zeit
(b) temporale Extrapolation
Abbildung 2.14.: Prinzip der Generierung der Seiteninformation, basierend auf der
temporalen Korrelation
[Maitre u. a. 2006, 2007] oder auch Gesichtsmodelle, angepasst an Videokonfe-
renzanwendungen [Artigas u. Torres 2005b, 2006], beschrieben.
Da am Decoder neben den zuvor decodierten Frames auch decodierte Anteile des ak-
tuellen Frames zur Verfügung stehen, können diese in einem iterativen bewegungs-
kompensierten Verfeinerungsprozess (refinement) genutzt werden (Abb. 2.15, [Arti-
gas u. Torres 2005a][Adikari u. a. 2006][Martins u. a. 2009][Tomé u. Pereira 2011]).
Dies stellt eine Erweiterung der Stanford-Architektur dar.
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EncoderWZ-Frames
WZ-
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Key-Frame 
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Key-Frame 
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Interpol.
Key-Frames
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Key-Frames
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Abbildung 2.15.: Verfeinerung der Seiteninformation nach erfolgreicher Decodie-
rung (MCR, motion compensated refinement)
Zeitliche Extrapolation
Die zeitliche Extrapolation bietet im Vergleich zur Interpolation den Vorteil, dass
keine strukturbedingte Verzögerung in das Codierungssystem eingefügt wird, welche
durch das Warten auf nachfolgende decodierte Frames entsteht. Die Extrapolation
zeigt jedoch eine schlechtere Seiteninformationsqualität als die zeitliche Interpolati-
on [Natário u. a. 2005][Borchert u. a. 2007, 2008][Borchert 2010].
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Örtliche Interpolation
Neben der hohen zeitlichen Korrelation in einer Videosequenz wird auch die Ähn-
lichkeit benachbarter Bildpunkte genutzt, um die Seiteninformation zu bestimmen
[Tagliasacchi u. a. 2006][Ye u. a. 2009]. Da die örtliche Korrelation jedoch oft we-
sentlich geringer als die zeitliche Korrelation ist, werden diese Verfahren meist mit
einer temporalen Interpolation kombiniert.
Hashbasierte Ansätze
Eine Erweiterung der Stanford-Architektur stellen die hashbasierten Ansätze dar
(Abb. 2.16, [Aaron u. a. 2004b]). Die Grundidee besteht darin, einen Teil des WZ-
Frames mit konventionellen Codierungsverfahren zu übertragen. Dieser Anteil kann
am Decoder zur Unterstützung der Generierung der Seiteninformation verwendet
werden oder auch Teile des rekonstruierten Bildes ersetzen. Dies führt zu einer
Steigerung der Leistungsfähigkeit besonders für Sequenzen mit einer geringen tem-
poralen Korrelation. Bei dem Hash kann es sich um einzelne Pixel [Park u. a. 2012],
hochfrequente DCT-Koeffizienten [Aaron u. Girod 2004][Ascenso u. Pereira 2007]
oder einzelne Blöcke im Bild [Trapanese u. a. 2005] handeln.
WZ-
EncoderWZ-Frames
WZ-
Decoder
Key-Frame 
Encoder
Key-Frame 
Decoder
temporale Inter-/
Extrapolation
Key-Frames
WZ-Frames
Key-Frames
Hash
Generator
Abbildung 2.16.: Stanford-Architektur mit Übertragung eines Hash zur Unterstüt-
zung der Bewegungsschätzung sowie der Decodierung
Kombination mehrerer Seiteninformationen
Stehen am Decoder mehrere Seiteninformationsgenerierungsverfahren zur Verfü-
gung, so kann die Leistungsfähigkeit durch deren Kombination verbessert werden
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[Kubasov u. a. 2007b][Huang u. a. 2009]. Die blockweise Auswahl der Seiteninforma-
tion mit der höchsten Korrelation wird in [Varodayan u. Girod 2010], basierend auf
doping, beschrieben. Unter doping versteht man die fehlerfreie Übertragung eines
Teils der Originalinformation.
2.4.3. Wyner-Ziv und Slepian-Wolf Codierung
Die verlustbehaftete Verteilte Quellencodierung mit Seiteninformation wird in vie-
len bekannten Systemen durch eine Quantisierung und nachfolgender SW-Codierung
realisiert.
Slepian-Wolf
Codierung
Kanalcodierungs- 
verfahren
Quellencodierungs- 
verfahren
LDPCA-Codes
low density parity 
check accumulate
Turbo-Codierung
RCPT
rate compatible 
punctured turbo codes
quasi Arithmetische 
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überlappende quasi 
Arithmetische 
Codierung
overlapping quasi 
arithmetic codes
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Arithmetische 
Codierung
punctured arithmetic 
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Einteilung in 
Untergruppen
coset coding
Abbildung 2.17.: Klassifikation der Slepian-Wolf Codierungsverfahren
Eines der ersten Systeme zur Verteilten Videocodierung (PRISM, [Puri u. a. 2006],
[Puri u. a. 2007] [Pradhan u. Ramchandran 1999]) setzte die SW-Codierung durch
die Einordnung der Symbole in Gruppen um (coset coding, Abb. 2.12). Dabei wird
nur der Gruppenindex übertragen. Diese Herangehensweise kann auch als Kanalco-
dierung betrachtet werden, womit in weiteren Systemen das Slepian-Wolf Quellen-
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codierungsproblem als Kanalcodierungsproblem formuliert und auch gelöst wurde
(Abb. 2.17).
Erste Ansätze nutzen die sehr leistungsfähige Turbo-Codierung [Garcia-Frias u.
Zhao 2001][Aaron u. Girod 2002]. Die Herausforderung hierbei besteht in der An-
passung der Coderate Rc beziehungsweise Quellenrate Rs an die Korrelation zwi-
schen den Originalsymbolen und den Symbolen der Seiteninformation. Ist die Kor-
relation gering, so ist eine leistungsfähigere Codierung mit geringerer Coderate Rc
notwendig. Die Quellenrate Rs und auch die Menge der übertragenen Daten ist
somit größer.
Die Anpassung der Leistungsfähigkeit der Turbo-Codierung an die Qualität der Sei-
teninformation wurde durch die Verwendung von ratenadaptierbarer Turbocodes
(RCPT, rate compatible puctured turbo codes, [Rowitch u. Milstein 2000]) erreicht.
Diese basieren auf den anpassbaren Faltungscodes (RCPC, rate compatible punc-
tured convolutional codes, [Hagenauer 1988]). Bei dieser Art der Codierung ist der
Code einer höheren Coderate (kleinere Quellenrate) immer Teil des Codes kleinerer
Coderate (höhere Quellenrate). So kann inkrementell die Leitungsfähigkeit durch
Übertragung weiterer Korrektursymbole c∗(i) erhöht werden (Abb. 2.18). Der Deco-
der kann aus den bekannten Korrektursymbolen c(i−1) und aus den neu empfange-
nen Daten c∗(i) die Prüfsymbole für einen leistungsfähigeren Code c(i) zusammenset-
zen, um eine erfolgreiche Decodierung zu erreichen (Abb. 2.18).
Weiterhin wurden die leistungsfähigen LDPC Codes (low density parity check) mo-
difiziert, um auch diese in der Coderate anpassen zu können und somit für die
Verteilte Quellencodierung nutzbar zu machen (LDPCA, low density parity check
accumulate, [Varodayan u. a. 2005, 2006]). In [Westerlaken u. a. 2007] konnte gezeigt
werden, dass die LDPCA Codes für die Bitebenen- und die symbolweise Codierung
die gleiche Leistungsfähigkeit zeigen, womit die Verwendung eines höheren Alpha-
betes nicht notwendig ist.
Neben den bekannten Codierungsverfahren aus der Kanalcodierung wurden auch
Verfahren aus der Quellencodierung herangezogen, um das Problem der Verteilten
Quellencodierung zu lösen. Diese bieten im Allgemeinen den Vorteil, dass Quellenei-
genschaften, wie zum Beispiel die Quellenentropie, berücksichtigt werden. Bekannte
Verfahren aus diesem Bereich sind die überlappende quasi arithmetische Codierung
(overlapping quasi arithmetic codes, [Artigas u. a. 2007b]) oder auch die punktierte
quasi arithmetische Codierung [Malinowski u. a. 2009]. Die punktierte Codierung
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Codesymbole senden
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Abbildung 2.18.: Kommunikation zwischen Encoder und Decoder bei der
Rückkanal-gestützten Slepian-Wolf Codierung
ist einfacher in der Leistungsfähigkeit anzupassen. Beide Verfahren zeigen eine gute
Leistungsfähigkeit besonders bei kurzen Symbolfolgen.
In vielen Systemen zur Verteilten Videocodierung wird eine Transformation zur
Berücksichtigung der örtlichen Korrelation eingesetzt (Abschn. 2.4.1). Neben der
DCT (discrete cosine transform [Aaron u. a. 2004a]) wurden auch Untersuchungen
zur Verwendung der Wavelet-Transformation (DWT, discrete wavelet transform)
durchgeführt [Guo u. a. 2006b][Yang u. a. 2006]. Diese konnte sich in dem For-
schungsgebiet nicht durchsetzen.
2.4.4. Modellierung
Die Leistungsfähigkeit der Wyner-Ziv Codierung ist stark von der Modellierung
der Korrelation zwischen Seiteninformation und Originaldaten abhängig. Neben
dem oft verwendeten Modell des Laplace-verteilten Rauschens (Gl. 2.20) wurden
in [Westerlaken u. a. 2006] weitere Rauschverteilungen pN(n) untersucht. Eine we-
sentliche Verbesserung konnte in [Brites u. a. 2006b] durch die Bestimmung des
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Modellparameters λ der Laplaceverteilung auf Frame-, Block- und Pixelebene er-
reicht werden. Damit wird die Stationarität des Rauschens nicht mehr vorausge-
setzt.
pN(n) =
1
2λe
−λ|n| (2.20)
Die verfeinerte Schätzung des Modellparameters während der Decodierung wurde
darüber hinaus in [Luong u. a. 2011] für ein iteratives Bitebenen übergreifendes De-
codierungsverfahren betrachtet, womit leichte Steigerungen der Leistungsfähigkeit
erreicht wurden.
2.4.5. Zusammenfassung
In diesem Abschnitt 2.4 wurde ein Überblick über Verteilte Videocodierungssyste-
me mit geringer Encoderkomplexität und den entsprechenden Verfahren gegeben.
Die stetige Weiterentwicklung hat zu einer Steigerung der Leistungsfähigkeit, im
Wesentlichen durch die Verbesserung der Seiteninformationsgenerierung und -ver-
feinerung und durch Verwendung einer hash- und transformationsbasierten Codie-
rung, geführt. Die Encoderkomplexität wird durch Anwendung dieser Verfahren
zum Teil erhöht.
In den folgenden Kapiteln 3, 4 und 5 wird ein Codierungssystem mit geringer Enco-
derkomplexität, auch für komplexe Bewegungsstrukturen, neu entwickelt und an-
hand von Zwischenergebnissen evaluiert. Die Leistungsfähigkeit des Gesamtsystems
wird abschließend in Kapitel 6 untersucht.
Durch den Rückkanal werden DVC-Systeme unpraktikabel für viele Anwendungs-
szenarien. Viele Ansätze versuchen, dieses Problem im Rahmen der Ratenkontrolle
zu lösen. In Kapitel 7 werden darüber hinaus Möglichkeiten zur Verbesserung der
Flexibilität des Decoders vorgeschlagen, um die Verwendung des Rückkanals zu
vermeiden.
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Codec – %DeV iCe
Erweiterungen des Codierungssystems, wie die Einführung der diskreten Co-
sinustransformation (DCT), werden in diesem Kapitel hinsichtlich der Aus-
wirkungen auf die Encoderkomplexität beurteilt. Basierend darauf werden
die Struktur des in dieser Arbeit neu entwickelten Rostock Distributed Vi-
deo Codec – %DeV iCe beschrieben und grundlegende Entscheidungen für die
wesentlichen Komponenten getroffen.
Die sehr geringe Encoderkomplexität stellt eine wesentliche Randbedingung
dar.
3.1. Anforderungen und Zielsetzungen
Die Verteilte Videocodierung ist Anfang dieses Jahrtausends stark in den Fokus
der Forschungsgruppen getreten. Dabei bestand vielfach die Zielsetzung, ein Co-
dierungssystem mit geringer Encoderkomplexität zu entwickeln (Abschn. 2.3). Bis
heute sind im Wesentlichen zwei große Probleme ungelöst. Dies ist zum einen die
geringe RD-Performanz (rate distortion performance) im Vergleich zur konventio-
nellen Videocodierung und zum anderen der Zwang zur Nutzung eines Rückkanals
zur genauen Ratenkontrolle.
Zur Lösung dieser Probleme soll mit der Entwicklung von %DeV iCe ein Beitrag ge-
liefert werden, wobei folgende Anforderungen formuliert werden:
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Encoderkomplexität — Die Komplexität des Encoders soll auf einem möglichst
niedrigen Niveau belassen werden, um sehr ressourcenschwache Endgeräte zu
berücksichtigen.
RD-Performanz — Eine hohe RD-Performanz soll auch für Sequenzen mit kom-
plexen Bewegungsstrukturen angestrebt werden. Die RD-Performanz soll, im
Hinblick auf die Komplexität des Encoders, mit den konventionellen Video-
codierungsverfahren vergleichbar sein.
Flexibilität — Die Freiheitsgrade des Decoders und somit dessen Flexibilität in Be-
zug auf die Art der Decodierung sollen gesteigert werden. Neben den bekann-
ten Decodierungsverfahren sollen weitere Ansätze entwickelt werden, welche
den Schritt zu rückkanalfreien Systemen erleichtern.
Unter Berücksichtigung dieser Zielsetzungen wird in den folgenden Abschnitten die
Systemstruktur (Abschn. 3.3), mit besonderer Rücksicht auf die Verwendung einer
örtlichen Transformation (Abschn. 3.2), entwickelt.
3.2. Einfluss der DCT auf die Komplexität eines
DVC-Encoders
Konventionelle Bild- und Videokompressionssysteme nutzen die diskrete Cosinus-
Transformation Typ-II (DCT-II), um die örtlichen Korrelationen auszuwerten und
somit die Leistungsfähigkeit des Gesamtsystems zu steigern. Die DCT-II wird auch
in Systemen zur Verteilten Videocodierung eingesetzt [Artigas u. a. 2007a].
Unter der Zielsetzung einer geringen Encoderkomplexität soll nachfolgend der Ein-
fluss der DCT-II auf die Komplexität eines Wyner-Ziv (WZ) Encoders diskutiert
werden.
3.2.1. Komplexität der DCT
In der Bilddatenkompression spielt die zweidimensionale DCT-II eine große Rolle
[Ohm 2004, S.118][Richardson 2003, S.45][Strutz 2002, S.90], welche direkt durch
Anwendung von Gleichung 3.2 bestimmt werden kann.
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Da diese direkte Umsetzung der DCT-II sehr rechenaufwendig ist, kann die or-
thogonale Separierbarkeit der 2D-DCT-II genutzt werden, um diese in zwei 1D-
DCT-II zu zerlegen (Gl. 3.1, 3.3, row-column method, X Matrix mit Elementen
xDCT,k,l).
eindimensionale DCT: xDCT = x ·M (3.1)
zweidimensionale DCT: xDCT,k,l =
∑
i
∑
j
xi,j b
k,l
i,j
= X •Bk,l (3.2)
zweidimensionale separierte DCT: XDCT = MT ·X ·M (3.3)
Dabei ist der Zeilenvektor x bzw. die Matrix X das ein-/zweidimensionale Original-
signal, jede Spalte von M enthält eine eindimensionale Basisfunktion und Bk,l stellt
eine zweidimensionale Basisfunktion für den Transformationskoeffizienten xDCT,k,l
dar.
Neben den zuvor beschriebenen direkten und separierten Anwendungen der DCT-II
gibt es auch eine Reihe optimierter Verfahren zur Berechnung der DCT. Eine Über-
sicht beschleunigter Verfahren ist in Tabelle 3.1 für die in der Bilddatenkompression
gängigen Blockgrößen von 4×4 px2 bzw. 8×8 px2 zusammengefasst [Richter 2006].
Je kleiner die Blockgröße ist, desto geringer ist die Anzahl der durchzuführenden
Additionen und Multiplikationen pro Pixel. Eine sehr schnelle modifizierte DCT
wird in [Malvar u. a. 2003] beschrieben, welche auch in dem Videocodierungsstan-
dard H.264/AVC [Wiegand u. a. 2003] Anwendung findet. Hierbei handelt es sich
um eine Festkommaumsetzung, welche bei einer Blockgröße von 4× 4 px2 nur eine
binäre Schiebeoperation und 4 Additionen pro Pixel benötigt.
3.2.2. Komplexität eines DVC Encoders
Der Einfluss der DCT auf die Komplexität des Encoders kann nur durch Be-
trachtung des gesamten Encoders ermittelt werden. Die Abbildung 3.1 zeigt die
Struktur eines WZ-Encoders mit bzw. ohne DCT. Im Bereich der DCT basierten
DVC Codecs wird meist eine Blockgröße von 4 × 4 px2 bevorzugt [Artigas u. a.
2007a].
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Blockgröße 4× 4 px2 8× 8 px2
Operation je Pixel × + × +
direkt (Gl. 3.2) 16 15 64 63
separiert (Gl. 3.3) 8 6 16 14
[Lee 1984] 2 4.5 3 7.25
[Loeffler u. a. 1989] 2.75 7.25
[Feig u. Winograd 1992] 0.8125 7.21
[Lee u. Huang 1994] 1.25 4.5 2 7.25
[Malvar u. a. 2003] 1 (shift) 4
Tabelle 3.1.: Anzahl der arithmetischen Operationen zur Durchführung der DCT-II
je Pixel für die Blockgrößen 4× 4 px2 und 8× 8 px2
Wird die DCT verwendet, so müssen die zusätzliche Komplexität der Transforma-
tion und der Einfluss auf die Komplexität der nachgelagerten Verarbeitungsstufen
des Encoders berücksichtigt werden (Abb. 3.1).
Quantisierung (Q) — Die Komplexität der Quantisierung kann durch den Einsatz
der DCT verringert werden, da bei geringer Datenrate nicht alle DCT-Bänder
übertragen und somit nicht quantisiert werden müssen. In Abbildung 3.1 ist
dies beispielhaft für den RD-Punkt Qi = 4 des DISCOVER Codecs dargestellt
[Brites u. a. 2006a][DISCOVER 2007]. Hierbei reduziert sich die Anzahl der
zu quantisierenden Werte auf 1016 im Vergleich zum Pixel-Domain Encoder.
Bitebenentrennung (BPE) — Die Bitebenentrennung besitzt eine sehr geringe Kom-
plexität, welches durch die Anzahl der Quantisierungssymbole beeinflusst
wird und somit durch Verwendung der DCT leicht sinken kann.
Slepian-Wolf (SW) Encodierung — Die Komplexität der nachfolgenden binären
Slepian-Wolf Encodierung hängt linear von der Anzahl zu codierender binärer
Symbole ab (Abschn. 2.1.2). Für die in Abbildung 3.1 dargestellte Konfigu-
ration bedeutet dies den gleichen Aufwand sowohl für den DCT- als auch
für den Pixel-Domain Encoder. In beiden Fällen werden circa zwei binäre
Symbole pro Pixel codiert.
DCT basierte DVC Codecs zeigen im Allgemeinen eine höhere RD-Performanz im
Vergleich zu pixelbasierten Systemen. Um einen fairen Vergleich der Komplexi-
tät zu ermöglichen, muss dieser unter Berücksichtigung der Rekonstruktionsqua-
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Q BPE
SW 
Encoder
(a) Pixelbasierter WZ-Encoder, Anzahl zu codierender Symbole 2 bpp, M = 2
DCT Q BPE SW Encoder
(b) DCT basierter WZ-Encoder, Anzahl zu codierender Symbole 1.88 bpp, Blockgröße
4× 4 px2, Qi = 4 [DISCOVER 2007]
Abbildung 3.1.: Pixel-Domain und DCT-Domain WZ-Encoder im Vergleich
lität in einem Gesamtsystem erfolgen. Festzuhalten bleibt, dass durch die zu er-
wartende höhere RD-Performanz eines DCT basierten Systems die Anzahl der zu
codierenden Symbole sinken kann, was die Komplexität der SW-Codierung redu-
ziert.
Die Leistungsfähigkeit der SW-Decodierung steigt mit der Länge der zu codierenden
Symbolfolge an (Abb. 5.5, S. 105). Im Fall des Pixel-Domain DVC Codec entspricht
die Anzahl der binären Symbole in einer Folge der Anzahl Pixel in einem Bild.
Beim DCT basierten System enthalten die Bitebenen pro Frequenzband weniger
Symbole, im Fall eines 4 × 4 px2 Transformation nur 116 . Diese müssen zu langen
Symbolfolgen zusammengefasst werden, um keine Performanzeinbußen bei der SW-
Codierung, im Vergleich zum pixelbasierten Ansatz, hervorzurufen, was zu einem
erhöhten Organisationsaufwand am Encoder führt.
3.2.3. Fazit
Die bisher beschriebenen Vor- und Nachteile einer DCT basierten im Vergleich
zu einer pixelbasierten Encoderlösung sind im Folgenden zusammengefasst darge-
stellt:
++ höhere RD-Performanz
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+ leicht verringerte Komplexität der Quantisierung, da einige Bänder nicht
übertragen werden
◦ ähnliche Komplexität der SW-Codierung
− zusätzlicher Aufwand, um lange Symbolfolgen aus einzelnen DCT-Frequenz-
bändern zusammenzustellen, was notwendig zum Erreichen einer hohen Leis-
tungsfähigkeit des SW-Codierers ist
−− höhere Komplexität durch zusätzliche Transformation
Eine wesentliche Forderung, an das im Rahmen dieser Arbeit neu entwickelte Sys-
tem, ist die geringe Komplexität des Encoders. Durch die Verwendung der DCT
wird die Encoderkomplexität erhöht, jedoch auch die RD-Performanz verbessert.
Als Konsequenz des durchgeführten Vergleichs wird in der vorliegenden Arbeit ein
pixelbasiertes DVC System wegen der vergleichsweise geringen Encoderkomplexität
gegenüber DCT basierten DVC Systemen favorisiert.
3.3. Grundstruktur und Komponenten
Die Diskussion im vorangegangenen Abschnitt 3.2 hat gezeigt, dass ein DVC Codec
mit DCT zu einer höheren Encoderkomplexität führt. Diese Erkenntnisse führen zur
Entscheidung für ein pixel basiertes Codierungssystem. Die Grundstruktur richtet
sich nach der weitverbreiteten Standford-Architektur (Abschn. 2.4.1, [Aaron u. a.
2002, 2003b]).
Zur Codierung der Videosequenzen werden zwei verschiedene Bildertypen verwen-
det, die Key- und Wyner-Ziv Frames. Diese werden abwechselnd codiert. Es wird
nur die Helligkeitsinformation der Frames berücksichtigt, wodurch auch die Rekon-
struktionsbilder keine Farbinformation enthalten. Die Beschränkung auf die Hellig-
keitsinformation erfolgt aus Gründen der Vereinfachung und da insbesondere durch
Verwendung der Farbinformation keinen Verbesserung der leistungsbestimmenden
Bewegungsschätzung zu erwarten ist.
Die verwendete Grundstruktur in Abbildung 3.2 enthält folgende Komponenten:
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Key-Frame En-/Decoder — Die Key-Frames werden unabhängig von anderen Bil-
dern codiert und decodiert. Dabei können konventionelle Verfahren wie JPEG,
H.264intra oder HEVCintra verwendet werden. Der Einfluss des verwendeten
Key-Frame Codecs wird in Abschnitt 5.3 (S. 126) diskutiert.
Wyner-Ziv En-/Decoder — Der Wyner-Ziv En- und Decoder verarbeitet die Fra-
mes nach den Prinzipien der Verteilten Videocodierung. Diese werden un-
abhängig von anderen Bildern codiert, jedoch unter Ausnutzung von Ähn-
lichkeiten zu benachbarten Bildern decodiert. In Bezug auf eine hohe RD-
Performanz kommt dem WZ-Decoder eine besondere Rolle zu, welche in Ka-
pitel 5 (S. 97) gesondert betrachtet wird.
Generierung der Seiteninformation — Die Generierung der Seiteninformation ist
der zweite wichtige Einflussfaktor auf die RD-Performanz. Eine hohe Quali-
tät der Seiteninformation führt zu einer hohen Rekonstruktionsqualität und
gleichzeitig zu einer geringeren Datenrate. Die Seiteninformation wird aus
den am Decoder verfügbaren decodierten Key-Frames erzeugt. Dabei stellt
eine hohe Seiteninformationsqualität auch bei komplexen Bewegungsstruktu-
ren eine große Herausforderung dar (Kap. 4, S. 41).
Um die gestellten Anforderungen bezüglich der Encoderkomplexität und Leistungs-
fähigkeit erfüllen zu können, erfolgt eine Konzentration auf die Entwicklung einer
effizienten WZ-Codierung sowie auf Verfahren zur Generierung der Seiteninforma-
tion (Kap. 4 & 5). Die Anforderung höherer Flexibilität im Decodierungsprozess
wird gesondert in Ansätzen als erweiterter Ausblick in Kapitel 7 (S. 143) unter-
sucht.
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Dieses Kapitel beschreibt die Seiteninformationsgenerierung, welche eine der
beiden wesentlichen Komponenten des entwickelten DVC Codecs %DeV iCe
darstellt. Komplexe Bewegungsstrukturen, die für die temporale Interpola-
tion eine große Herausforderung darstellen, bilden das Kernproblem für die
Generierung der Seiteninformation.
Die Generierung der Seiteninformation ist wegen ihres starken Einflusses auf die
Leistungsfähigkeit des Gesamtsystems von großer Bedeutung. Wie in den Grundla-
gen (Abschn. 2.4.2) beschrieben, können unterschiedliche Abhängigkeiten in einer
Videosequenz ausgewertet werden, um die Seiteninformation zu generieren. In die-
ser Arbeit erfolgt eine Beschränkung auf die Ermittlung der Seiteninformation auf
Basis von zeitlichen Korrelationen, also durch zeitliche Inter-/Extrapolation. In der
Literaturrecherche (Abschn. 2.4.2) hat sich gezeigt, dass Verfahren, welche die zeit-
liche Korrelation nutzen, eine höhere Qualität der Seiteninformation im Vergleich
zu anderen verfügbaren Verfahren liefern.
In diesem Abschnitt werden zunächst ausgewählte zeitliche Interpolationsverfahren
aus dem Bereich der DVC im Detail beschrieben, um dann darauf aufbauend die
im Rahmen dieser Arbeit entwickelten Verfahren vorzustellen. Diese Verfahren kon-
zentrieren sich auf die Bewegungsformen schnelle Kamerabewegung und bewegte
Objekte (Anhang A.2.1, S. 199), welche durch einfache zeitliche Interpolation nicht
abgedeckt werden können.
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4.1. Ausgewählte bekannte Verfahren zur
Generierung der Seiteninformation
Die bislang bekannten Verfahren zur Generierung der Seiteninformation unter Aus-
nutzung der zeitlichen Korrelation wurden im Abschnitt 2.4.2 in mehrere Gruppen
eingeteilt. Hier werden kurz einige Vertreter der Blockmatching Verfahren im Detail
vorgestellt, welche als Grundlage für weitere neu entwickelte Verfahren in dieser Ar-
beit dienen (Blockmatching siehe auch Anhang A.2.1, S. 198).
Beim Blockmatching wird das Bild in aneinandergrenzende Blöcke zerlegt und je-
dem Block ein Bewegungsvektor zugeordnet. Dieser wird durch Vergleich des aktu-
ellen Blockes mit mehreren Blöcken im Referenzbild bestimmt. Die Blöcke müssen
dabei innerhalb des Suchfensters liegen. Ein großes Suchfenster erhöht die Komple-
xität dabei stark. Als Ähnlichkeitsmaß wird die mittlere absolute Distanz (MAD
– mean absolute difference) oder der mittlere quadratische Fehler (MSE – mean
square error) verwendet.
mv
(a) Blöcke
mv
(b) überlappende Blöcke
mv
(c) Pixel
Abbildung 4.1.: Unidirektionale Bewegungsschätzung (a) für aneinandergrenzende
Blöcke, (b) für überlappende Blöcke und (c) auf Pixelbasis
Neben dem Blockmatching auf Basis aneinandergrenzender Blöcke (Abb. 4.1(a)),
wird in der Literatur auch das Blockmatching mit überlappenden benachbarten
Blöcken (Abb. 4.1(b)) vorgeschlagen. Der Vorteil hierbei ist, dass durch die größere
Fläche der Blöcke eine sicherere Ermittlung der wahren Bewegung erfolgen kann.
Des Weiteren bleiben das Blockraster und somit auch das Bewegungsvektorfeld
ähnlich dicht wie bei dem einfachen Blockmatching.
Ein sehr dichtes Bewegungsvektorfeld wird durch ein pixelbasiertes Blockmatching
erreicht, indem für jedes Pixel (Blockgröße 1 × 1 px2) ein modifiziertes Blockmat-
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ching, basierend auf dessen gewichteter Nachbarschaft (wSAD - weigthed sum of
absolute difference), durchgeführt wird (Abb. 4.1(c)). Dies kann auch als Blockmat-
ching mit überlappenden Blöcken interpretiert werden, wobei der Überlappungs-
grad sehr groß und das Blockraster sehr klein ist.
Wichtige Verfahren, basierend auf einfachem Blockmatching, sind BiMESS (Bidi-
rectional Motion Estimation and Spatial Smoothing, [Ascenso u. a. 2005]) und dessen
Weiterentwicklung MCTI (Motion Compensated Temporal Interpolation, [Ascenso
u. Pereira 2008]). Ein Vertreter des pixelbasierten Blockmatchings stellt das PBTI
(Pixel-based Temporal Interpolation, [Sofke u. a. 2009]) dar.
Die genannten Verfahren BiMESS und PBTI liefern die Basis für die im Rahmen
dieser Arbeit entwickelten Verfahren. Einen Überblick der in dieser Arbeit neu
entwickelten Verfahren und deren Abhängigkeit von den bekannten Verfahren zeigt
Abbildung 4.5 (S. 47).
4.1.1. BiMESS – Bidirectional Motion Estimation and
Spatial Smoothing & MCTI – Motion Compensated
Temporal Interpolation
Bei den Verfahren BiMESS [Ascenso u. a. 2005] und MCTI [Ascenso u. Pereira 2008]
handelt es sich um Methoden zur Generierung der Seiteninformation durch zeitli-
che Interpolation, wobei eine blockbasierte Bewegungskompensation durchgeführt
wird. In Abbildung 4.2 ist das kombinierte Blockschaltbild für beide Methoden dar-
gestellt. Zwei benachbarte Key-Frames Ki−1,Ki+1 werden verwendet, um für den
zwischenliegenden Wyner-Ziv Frame eine initiale Schätzung der Seiteninformation
Yi zu erzeugen.
Im Falle von BiMESS wird hierzu zunächst eine Vorwärtsbewegungsschätzung (FME
– forward motion estimation, Blockgröße 8×8 px2) auf Basis der tiefpassgefilterten
Key-Frames durchgeführt [Ascenso u. a. 2005]. Das so erhaltene Bewegungsvektor-
feld wird als Startpunkt für die nachfolgende bidirektionale Bewegungsschätzung
(BiME – bidirectional motion estimation) verwendet, wodurch ein auf die Seitenin-
formation zentriertes Bewegungsvektorfeld erzeugt wird. Die örtliche Abhängigkeit
der Bewegungsvektoren wird durch die Vektormedianfilterung ausgenutzt, wodurch
das Bewegungsvektorfeld geglättet wird (SMS – spatial motion smoothing). Den
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Ki−1
Ki+1
Yi
SMS end ?FME ASR BiME
AMM
MC
j
n
Abbildung 4.2.: Seiteninformation durch temporale Interpolation mit BiMESS
[Ascenso u. a. 2005] bzw. MCTI [Ascenso u. Pereira 2008] (gestri-
chelte Linien nur in MCTI)
Abschluss bildet die Bewegungskompensation (MC – motion compensation) bei-
der benachbarter Key-Frames, wobei die Seiteninformation aus dem Mittelwert der
beiden bewegungskompensierten Bilder gebildet wird.
Die MCTI Methode [Ascenso u. Pereira 2008] stellt eine Erweiterung des BiMESS
Verfahrens dar. Im Wesentlichen handelt es sich um ein hierarchisches blockba-
siertes Verfahren, bei dem Blockgrößen von 16 × 16 px2, 8 × 8 px2 und 4 × 4 px2
eingesetzt werden. Den Startpunkt bildet auch hier eine Vorwärtsbewegungsschät-
zung (FME) mit großer Blockgröße und großem Suchfenster. Anschließend wird das
Bewegungsvektorfeld iterativ durch bidirektionale Bewegungsschätzung und Vek-
tormedianfilterung verfeinert. Dabei werden immer kleinere Blockgrößen, eine ad-
aptive Anpassung des Suchfensters (ASR – adaptive search range) und ein affines
Bewegungsmodel (AMM – affine motion model) eingesetzt. Die Seiteninformati-
on wird, in Anlehnung an BiMESS, durch Mittelung der bewegungskompensierten
Key-Frames erzeugt.
4.1.2. PBTI – Pixel-based Temporal Interpolation
Im Gegensatz zu den bisher beschriebenen blockbasierten Verfahren setzt PBTI
(Pixel-based Temporal Interpolation, [Sofke u. a. 2009][Sofke 2009]) eine pixelbasier-
te Bewegungsschätzung und -kompensation ein (Abb. 4.3). Im ersten Schritt wird
sowohl eine pixelbasierte Vorwärts- als auch eine Rückwärtsbewegungsschätzung
(pFME, pBME) zwischen den beiden Key-Frames durchgeführt. Hierbei wird der
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Ki−1
Ki+1
Yi
pFME
merge fill
Y￿i
pBME
pMC
pMC
Abbildung 4.3.: Seiteninformationsgenerierung durch temporale Interpolation mit
PBTI [Sofke u. a. 2009][Sofke 2009]
SAD, der mit einem Gauß-Fenster gewichteten Nachbarschaft, als Kostenfunkti-
on für das Blockmatching verwendet. Eine Bewegungskompensation wird für beide
Key-Frames jeweils mit beiden Bewegungsvektorfeldern durchgeführt. Anschließend
wird über alle vier bewegungskompensierten Frames gemittelt (merge), um die vor-
läufige Seiteninformation Y′i zu erhalten.
Seiteninformation Key-FrameKey-Frame
Ki−1 Ki+1Y￿i
Abbildung 4.4.: Füllen (fill) von Lücken in der Seiteninformation Y′i durch Bewe-
gungsschätzung mit gewichteten Nachbarpixeln bei PBTI (graue
und farbige Pixel sind bekannt)
Da aufgrund inhomogener Bewegung sowie Auf- und Verdeckungen einige Bildbe-
reiche nicht gefüllt sind, werden diese Lücken abschließend durch eine Bewegungs-
schätzung und -kompensation unter Zuhilfenahme der bereits bekannten Nachbar-
pixel geschätzt (fill, blaue Pixel, siehe Abb. 4.4). Die Nachbarschaft wird dabei mit
einem Gauß-Fenster gewichtet.
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4.1.3. Bewertung der bekannten Verfahren
Die blockbasierten Verfahren BiMESS und MCTI neigen zur Bildung von Blockar-
tefakten. Dies ist aufgrund der Blockgröße von 8× 8 px2 bei BiMESS stärker aus-
geprägt als bei MCTI, welches einen hierarchischen Ansatz verwendet (minimale
Blockgröße 4×4 px2). Das Problem der Blockartefakte tritt bei PBTI nicht auf, da
hier ein dichtes Bewegungsvektorfeld bestimmt wird.
Starke Bewegungen können zur fehlerhaften Bestimmung von Bewegungsvektoren
mittels Blockmatching führen. Dieses Problem wird in MCTI durch ein hierarchi-
sches Blockmatching (maximale Blockgröße 16 × 16 px2) und durch eine örtliche
Glättung des Bewegungsvektorfeldes, welche auch in BiMESS verwendet wird, ge-
löst.
Eine gute zeitliche Interpolation kann erreicht werden, wenn das verwendete Ver-
fahren
1. über eine robuste Bewegungsschätzung verfügt,
2. den örtlichen Zusammenhang der Bewegungsvektorfelder ausnutzt und
3. Blockartefakte vermeidet.
Diese Erkenntnisse sollen in die Entwicklung neuer Verfahren einfließen. Weiterhin
offene Probleme, wie
• die Bewegungsschätzung bei sehr starker Bewegung und
• die zeitliche Interpolation in Auf- oder Verdeckungsbereichen,
sollen durch die neu entwickelten Verfahren gelöst werden.
4.2. Übersicht der entwickelten Verfahren zur
Generierung der Seiteninformation
Abbildung 4.5 gibt einen zusammenhängenden Überblick über die aus der Literatur
bekannten Verfahren und den darauf aufbauenden neu entwickelten Verfahren. Die-
se werden beginnend mit basicPBTI, welches eine vereinfachte Version des PBTI
darstellt, nachfolgend beschrieben. Es werden aufeinander aufbauend die Proble-
me starke globale Bewegung (GTIE, GpTIE, Abschn. 4.4), inhomogene Bewegung
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blockbasiert pixelbasiert
geringe Komplexität
Auf-/Verdeckungen
inhomogene Bewegung
globale Bewegung
BiMESS PBTI
GTIE GpTIE
MPBTI
APBTI2
FPBTI
basicPBTI
APBTI
(Abschn. 4.4)
(Abschn. 4.5)
(Abschn. 4.6)
(Abschn. 4.7)
(Abschn. 4.3)
Vereinfachung
Abbildung 4.5.: Übersicht der entwickelten Verfahren zur Generierung der Seiten-
information (schwarz) und aus der Literatur bekannter Basisver-
fahren (grau)
(MPBTI, Abschn. 4.5) und das Problem der Auf- und Verdeckungen (APBTI, APB-
TI2, Abschn. 4.6) bearbeitet. Zusätzlich werden abschließend Ansätze zur Verrin-
gerung der Komplexität vorgestellt (FPBTI, Abschn. 4.7).
4.3. Vereinfachte pixelbasierte temporale
Interpolation (basicPBTI)
Den Ausgangspunkt für viele im Rahmen dieser Arbeit entwickelte Verfahren (M-
PBTI, APBTI, APBTI2, FPBTI) stellt die im Folgenden beschriebene vereinfach-
te Version basicPBTI des PBTI Verfahrens [Sofke u. a. 2009] dar (Abb.4.5). Die
pixelbasierte Vorwärts- und Rückwärtsbewegungsschätzung wurde durch eine Vor-
wärtsbewegungsschätzung (pFME) ersetzt (Abb. 4.6). Weiterhin wird eine bidi-
rektionale pixelbasierte Bewegungsschätzung (pBiME) zur Verfeinerung des Be-
wegungsvektorfeldes eingesetzt, wodurch keine Lücken durch inhomogene Bewe-
gung entstehen und so kein Füllalgorithmus notwendig ist. Den Abschluss bildet
auch hier die Bewegungskompensation und anschließende Mittelung beider Key-
Frames.
Die basicPBTI Methode wird hier im Detail beschrieben, um ein tief gehendes
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Ki−1
Ki+1
Yi
pFME pBiME pMC
MVFf MVF
Abbildung 4.6.: basicPBTI als vereinfachte Version des PBTI [Sofke u. a. 2009]
Verständnis für die im weiteren Verlauf vorgeschlagenen Verfahren zu ermöglichen.
Den ersten Schritt stellt die pixelbasierte Vorwärtsbewegungsschätzung (pFME)
von Key-Frame Ki−1 nach Ki+1 dar (Gl. 4.1). Ausgehend von einem Pixel im vor-
angegangenen Key-Frame Ki−1 an der Postion (x0, y0) wird dessen Korrespondenz
(x0 + mvf,x, y0 + mvf,y) im nachfolgenden Key-Frame Ki+1 bestimmt. Dazu wird
die Nachbarschaft zum modifizierten Blockmatching mittels gewichteten SAD ver-
wendet. Zur Wichtung wird ein Gauß-Fenster mit dem Radius σ = 5 px eingesetzt
(Gl. 4.2). Weiterhin wird der SAD nur innerhalb des Prüffensters MW (matching
window) ausgewertet (Gl. 4.6), da die Gewichte GWσ(k, l) außerhalb dieses Fens-
ters klein sind. Der Suchbereich SWf (search window) für die Vorwärtssuche ist
dabei mit SRf = 10 px so gewählt, dass ein guter Kompromiss zwischen dem Er-
fassen starker Bewegungen und möglichen Fehlschätzungen der Bewegung gewähr-
leistet wird. Diese Bewegungsschätzung wird aus Komplexitätsgründen mit einer
Genauigkeit von ganzen Pixeln (Q1) durchgeführt.
mvf = arg minmvf,x,mvf,y
∑
(k,l)∈MW
GWσ(k, l) ·
∣∣∣Ki−1(x0 + k, y0 + l) −
Ki+1(x0 + k +mvf,x, y0 + l +mvf,y)
∣∣∣ (4.1)
GWσ(k, l) =
1
2piσ2 e
− k2+l22σ2 (4.2)
mvf ∈ SWf (4.3)
SWf =
{
(mvx,mvy) ∈ Q21| − SRf ≤ mvx ≤ SRf ∧
−SRf ≤ mvy ≤ SRf
}
(4.4)
Qb =
{
q ∈ Q | · · · − 2
b
;−1
b
; 0; 1
b
; 2
b
; . . .
}
(4.5)
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MW =
{
(k, l) ∈ Q21| − 10 ≤ k ≤ 10 ∧ −10 ≤ l ≤ 10
}
(4.6)
Der so geschätzte Bewegungsvektor mvf = (mvf,x,mvf,y) ist Teil des Bewegungs-
vektorfeldes MVFf (x0, y0) = mvf und wird für jedes Pixel des Key-Frames Ki−1
bestimmt.
x
y
mvf
mv
−mv
Seiteninformation Key-FrameKey-Frame
Ki−1 Ki+1Yi
mv￿
SWSW ∗ SWf
(xd, yd)
(x0, y0) (x, y)
Abbildung 4.7.: Pixelbasierte Vorwärtsbewegungsschätzung schwarz und nachfol-
gende bidirektionale Bewegungsschätzung blau
Im folgenden Schritt wird jedem Pixel (x, y) der Seiteninformation Yi ein Bewe-
gungsvektor mv′ = MVF′(x, y) zugeordnet. Dies geschieht, indem der Bewegungs-
vektor mvf ausgewählt wird, dessen Durchstoßpunkt (xd, yd) am dichtesten an der
Position des aktuellen Pixel (x, y) liegt (Gl. 4.7). Aufgrund der verkürzten zeitlichen
Distanz zwischen Seiteninformation und Key-Frame wird die Länge des Bewegungs-
vektors mv′ entsprechend auf die Hälfte verkürzt.
mv′ = 12 arg minmvf,x,mvf,y

x0 + mvf,x2︸ ︷︷ ︸
xb
−x

2
+
y0 + mvf,y2︸ ︷︷ ︸
yb
−y

2 (4.7)
Der so ermittelte Bewegungsvektor mv′ dient als Startpunkt für die pixelbasierte
bidirektionale Bewegungsschätzung (Gl. 4.8), welche zur Verfeinerung des Bewe-
gungsvektorfeldes mit einer Halb-Pixelgenauigkeit durchgeführt wird. Der Suchra-
dius ist mit SR = 1 px wesentlich eingeschränkt, wobei das Suchfenster um den
Bewegungsvektor mv′ zentriert wird.
Die für die Halb-Pixel genaue Bewegungsschätzung notwendigen Zwischenpositio-
nen werden durch ein lineares zweidimensionales Interpolationsfilter erzeugt. Wei-
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(a) Original (b) BiMESS 29, 50 dB
[Ascenso u. a. 2005]
(c) PBTI 32, 36 dB
[Sofke u. a. 2009]
(d) basicPBTI
32, 45 dB
Abbildung 4.8.: Vergleich der Seiteninformationsqualität (PSNR-Y), Foreman,
QCIF, 30 fps, WZ-Frame 72
terhin wird eine konstante Erweiterung der Randbereiche verwendet.
mv(x0, y0) = arg min
mvx,mvy
∑
(k,l)∈MW
GWσ(k, l) · |Ki−1(x0 + k −mvx, y0 + l −mvy)
−Ki+1(x0 + k +mvx, y0 + l +mvy)| (4.8)
mv ∈ SW (4.9)
SW =
{
(mvx,mvy) ∈ Q22| − SR +mv′x ≤ mvx ≤ SRf +mv′x∧
−SR +mv′y ≤ mvy ≤ SR +mv′y
}
(4.10)
Abschließend wird die Bewegungskompensation gemäß Gleichung 4.11 durchge-
führt und die Seiteninformation durch Mittelung der bewegungskompensierten Key-
Frames gewonnen.
Yi(x, y) =
1
2
{
K−MVFi−1 (x, y) + KMVFi+1 (x, y)
}
(4.11)
In Abbildung 4.8 wird das basicPBTI Verfahren mit den zuvor vorgestellten Me-
thoden BiMESS und PBTI verglichen. Festzuhalten ist, dass, wie bei PBTI auch,
der Einfluss von Blockartefakten stark reduziert wird. Weiterhin liegt die objekti-
ve Qualität auf ähnlichem Niveau wie PBTI, wobei die subjektive Qualität etwas
abnimmt.
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4.4. Globale Bewegung
Im Abschnitt 4.1 wurden beispielhaft block- und pixelbasierte Verfahren zur Bewe-
gungsschätzung und -kompensation vorgestellt. Für diese auf Blockmatching basie-
renden Verfahren stellen sehr starke Bewegungen (lange Bewegungsvektoren) ein
großes Problem dar. Im Folgenden Abschnitt werden die Problemstellung schnel-
ler Bewegung beschrieben und darauf aufbauend neue Verfahren zur Lösung dieser
Herausforderung beschrieben.
Die Erfassung schneller Bewegungen erfordert die starke Vergrößerung des Such-
fensters, was im Wesentlichen zu zwei Problemen führt. Zum einen steigt die Wahr-
scheinlichkeit, dass durch das Blockmatching ein Bewegungsvektor bestimmt wird,
welcher nicht der wahren Bewegung entspricht. Dies wird durch die größere Vielfalt
an Blöcken und Bewegungsvektoren hervorgerufen. Zum anderen steigt der notwen-
dige Rechenaufwand proportional mit der Größe des Suchfensters an.
t
132 136 140 144 148 152
156
160
164x
y
z
Spieler 1 Spieler 2 Spieler 3 Spieler 4 Spieler 5
132 140 148 156 164
Abbildung 4.9.: Dominante globale Bewegung in der Sequenz Soccer, Frame 132
bis 164, (oben) jedes 4. Bild anhand des Hintergrundes aufeinander
ausgerichtet, (unten) exemplarische Bilder der Szene
Starke Bewegung kann zum einen die Folge von sich schnell bewegenden Objekten
sein. Zum anderen kann dies auch durch eine schnelle Bewegung der Kamera, wie
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Interpolation (TI)
globale 
Bewegungs-
schätzung
vorwärts
Extrapolation 
(TX- F)
rückwärts
Extrapolation 
(TX- B)
Abbildung 4.10.: Vereinfachtes Blockschaltbild der Verfahren GTIE/GpTIE
zum Beispiel durch Kameraschwenks, hervorgerufen werden. Abbildung 4.9 zeigt
beispielhaft die Frames 132 bis 164 der Sequenz Soccer. Die Bilder sind anhand
des Hintergrundes aufeinander ausgerichtet. Gut zu erkennen ist, dass die Spieler 3
und 4 sich nur wenig bewegen, diese aber durch den schnellen Kameraschwenk als
stark bewegte Objekte in der Videosequenz wahrgenommen werden. Somit ruft die
schnelle globale Bewegung (Kameraschwenk) eine sehr starke Bewegung von relativ
zum Hintergrund unbewegten Objekten hervor.
In diesem Abschnitt werden zwei Verfahren (GTIE/GpTIE – Global Motion Guided
(Pixel-based) Adaptive Temporal Inter-/Extrapolation) zur Lösung des Problems der
starken globalen Bewegung vorgeschlagen, welche sich der zeitlichen Interpolation
beim Vorhandensein von starker globaler Bewegung widmen.
Die Kernidee besteht darin, dass die globale Bewegung in einem ersten Schritt ro-
bust bestimmt und im Folgenden die zeitliche Interpolation durch die bekannte
globale Bewegung geführt wird (Abb. 4.10). Dies hat den Vorteil, dass der Suchbe-
reich für das modifizierte Blockmatching wesentlich verkleinert werden kann, wo-
durch der Rechenzeitbedarf und auch die Wahrscheinlichkeit einer Fehlschätzung
der Bewegung wesentlich sinken. Die robuste globale Bewegungsschätzung erfolgt
dabei mittels charakteristischer Punkte im Bild (Anhang A.2.2, S. 205), welche sich
sehr gut wiederfinden lassen und somit eine Bestimmung der wahren Bewegung er-
möglichen.
Da durch die starke Bewegung der Kamera ständig Bereiche am Bildrand neu auf-
gedeckt oder verdeckt werden, tritt ein großflächiges Auf-/Verdeckungsproblem auf.
Dieses Problem wird durch den Einsatz temporaler Extrapolation (vorwärts und
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Ki+1Ki−1 YiKi−3 Ki+3
mvAmvB mvC
gmv1 gmv2gmv0
TI
TX-B
TX-F
Abbildung 4.11.: Bewegungsvektorfeld unter Zuhilfenahme von globalen Bewe-
gungsvektoren gmvj in GTIE und GpTIE, temporale Interpo-
lation (TI) im Bild und temporale Extrapolation (TX-F/B) in
Randbereichen
rückwärts) in den Randbereichen gelöst (Abb. 4.11). Dies ist zielführend, da die
leistungsfähige Interpolation nur dann gute Ergebnisse liefert, wenn die Bildinhalte
in beiden benachbarten Frames sichtbar sind, was in den Randbereichen bei starker
Kamerabewegung nicht der Fall ist.
4.4.1. Schätzung der globalen Bewegung
Die Schätzung der globalen Bewegung stellt sowohl die Grundlage für die nachfol-
gende block- bzw. pixelbasierte Bewegungsschätzung als auch für die adaptive Um-
schaltung zwischen den Inter-/Extrapolationsmodi dar. Dabei werden folgende An-
forderungen an die Schätzung der globalen Bewegung gestellt:
hohe Zuverlässigkeit — Robustheit und Zuverlässigkeit spielt eine große Rolle, da
dies durch nachfolgende Verarbeitungsstufen nicht ausgeglichen werden kann
hinreichende Genauigkeit — eine hohe Genauigkeit spielt eine untergeordnete Rol-
le, da die nachfolgende Bewegungsschätzung Ungenauigkeiten ausgleichen
kann
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Die hohe Robustheit der globalen Bewegungsschätzung steht hier im Fokus. Aus
diesem Grund werden folgende Überlegungen angestellt, um die Robustheit sicher-
zustellen:
einfaches Modell — Beschreibung der globalen Bewegung durch ein einfaches 2-
parametrisches Modell, um den Schätzfehler der Modellparameter zu verrin-
gern
markante Bildbereiche — globale Bewegung bestimmen, indem die Bewegung aus-
schließlich nur von charakteristischen Bereichen berücksichtigt wird
Wichtung — die Bewegung der charakteristischen Bildbereiche wird mit der Grö-
ße ihres Umgebungsbereiches gewichtet, um großflächige homogene Bereiche
nicht gegenüber stark strukturierten Bereichen zu benachteiligen
Entfernung von Ausreißern — Ausreißer werden mittels gewichteter Vektormedi-
anfilterung entfernt
Die globale Bewegung kann mit komplexen parametrischen Modellen abgebildet
werden, welche auch Scherung und Rotation berücksichtigen (Abschn. A.2.1, S. 200).
Für den hier betrachteten Anwendungsfall steht die Robustheit und hinreichende
Genauigkeit im Vordergrund. Aus diesem Grund wird die globale Bewegung zwi-
schen einem Punkt (x, y) im Frame F und einem Punkt (x′, y′) im Frame F′ durch
ein einfaches 2-parametrisches Modell beschrieben (Gl. 4.12). Dieses Modell erfasst
nur eine Translation und kann somit keine Rotation um die z-Achse oder perspekti-
vische Verzerrungen abbilden (Koordinatenachsen, siehe Abb. 4.9).
Eine schnelle Kamerabewegung wird meist durch einen Schwenk (Rotation um die
y-Achse) hervorgerufen. Dieser führt zu einer starken horizontalen Verschiebung
und einer perspektivischen Verzerrung. Letztere hat geringen Einfluss auf die Be-
wegung im Bild, womit Rotationen um die y- oder auch x-Achse mit hinreichender
Genauigkeit durch dieses Modell abgebildet werden können.

x′
y′
1
 =

1 0 gmvx
0 1 gmvy
0 0 1
 ·

x
y
1
 (4.12)
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Die Modellparameter werden als globaler Bewegungsvektor gmv = (gmvx, gmvy)
zusammengefasst und aus der Bewegung markanter Bereiche im Bild bestimmt. Die-
se Bewegung wird in einem mehrstufigen Prozess (Abb. 4.12) ermittelt:
1. Finden markanter Punkte (Feature Point Detection)
2. Berechnung eines Merkmalsvektors (Feature Extraction)
3. Zuordnung von Merkmalsvektoren (Matching)
4. Bestimmung der Bewegung der Merkmalspunkte
5. Wichtung der Merkmalspunkte anhand der Umgebungsfläche
6. Medianfilterung
F
F￿
FP 
Extraktion
Wichtung gmv
FP 
Extraktion
FP 
Matching Median
Abbildung 4.12.: Bestimmung des globalen Bewegungsvektors auf Basis der Zuord-
nung von charakteristischen Punkten (FP - feature point)
Für die aufgeführten Schritte (1-3) wird das SIFT-Verfahren (Scale Invariant Fea-
ture Transform, [Lowe 2004], [Vedaldi u. Fulkerson 2012]) verwendet. Eine detail-
lierte Beschreibung der SIFT- und weiterer Verfahren ist im Anhang A.2.2 zu fin-
den.
Die Zuordnung von Merkmalsvektoren findet dabei gerichtet statt. Es wird versucht,
jedem Merkmalsvektor im Frame F einen Merkmalsvektor im Frame F′ zuzuordnen
(Abb. 4.13). Somit wird eine Menge von Paarungen (fp, fp′) ∈M1 gefunden. Es ist
dabei nicht zwingend erforderlich, dass jeder Merkmalsvektor Teil einer Paarung
ist. Weiterhin können einem Repräsentanten fp′ auch mehrere Feature-Punkte fp
zugeordnet werden. Die so erhaltene Zuordnung ist somit nicht eineindeutig (injek-
tive). Solch eine Zuordnung ist ein Anzeichen für eine schwache und somit wenig
robuste Paarung. Dieses Problem wird gelöst, indem zusätzlich eine rückwärts-
gerichtete Zuordnung (fp′, fp) ∈ M2 durchgeführt wird (jedem fp′ wird ein fp
zugeordnet). Weiterführend werden nur diejenigen Paarungen M zur Bewegungs-
bestimmung verwendet, welche sowohl Teil von M1 als auch M2 sind (Gl. 4.13,
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F F￿
fp fp￿
M1 M2
M
Abbildung 4.13.: Paarung von Merkmalsvektoren zwischen den Frames F und F′,
ausschließlich injektive (eineindeutige) Paarungen (blau) werden
verwendet
Abb. 4.13).
M = M1 ∩M2 (4.13)
Jeder Paarung (fp, fp′) ∈M wird ein Bewegungsvektor mv zugeordnet (Gl. 4.14).
Aus dieser Menge von Bewegungsvektoren wird nachfolgend durch gewichtete Me-
dianfilterung ein Vektor, der die globale Bewegung repräsentiert, ausgewählt.
mv = (mvx,mvy) = (fp′x − fpx, fp′y − fpy) (4.14)
(fp, fp′) ∈M
Der globale Bewegungsvektor gmv soll die Bewegung der Mehrzahl der Pixel im
Bild robust wiedergeben. Aus diesem Grund wird ein Vektormedianfilter einge-
setzt, um Außreißer zu entfernen. Weiterhin wird eine Wichtung der Bewegungs-
vektoren durchgeführt. Hierbei wird die umgebende Fläche eines Merkmalspunk-
tes fp als Gewicht verwendet. In homogenen Bereichen eines Bildes finden sich
weniger markante Punkte, die eine zuverlässige Paarung ermöglichen. Um somit
stark strukturierte Bereiche nicht durch eine höhere Anzahl an Merkmalspunk-
ten zu bevorteilen, wird die Größe der umgebenden Fläche als Gewicht eingesetzt
(Abb. 4.14).
Die umgebende Fläche eines Merkmalspunktes fpj wird bestimmt, indem mittels
Delaunay Triangulation [de Berg u. a. 2008, S.193] ein Dreiecksnetz T über alle
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ltrij,k,l
k
j
Abbildung 4.14.: Feature-Punkte zur Bestimmung der globalen Bewegung und
Wichtung durch umgebende Fläche, Soccer, WZ-Frame 76
Merkmalspunkte gespannt wird (Abb. 4.14). Die Delaunay Triangulation wählt die
Dreiecke so, dass möglichst kompakte Dreiecke mit großen Innenwinkeln entste-
hen. Die umgebende Fläche ergibt sich aus der Fläche aller Dreiecke Tj, die den
Merkmalspunkt fpj als Eckpunkt haben (Gl. 4.16).
Die Vektormedianfilterung [Astola u. a. 1990][Alparone u. a. 1996][Ascenso u. a.
2005] wählt den Vektor mvi als globalen Bewegungsvektor gmv aus, welcher den ge-
ringsten Abstand zu allen anderen Bewegungsvektoren mvj aufweist (Gl. 4.15).
∑
j
wj||gmv−mvj||2 ≤
∑
j
wj||mvi −mvj||2 (4.15)
wj =
∑
trij,k,l∈Tj
area(trij,k,l) (4.16)
Tj = {tris,t,u|tris,t,u ∈ T ∧ j ∈ {s, t, u}} (4.17)
4.4.2. Adaptive Inter-/Extrapolation, unterstützt durch
globale Bewegung (GTIE)
Das erste in dieser Arbeit neu entwickelte Verfahren, welches ein Modell für die glo-
bale Bewegung verwendet, um die Leistungsfähigkeit der zeitlichen Interpolation zu
steigern, ist GTIE (Global Motion Guided Adaptive Temporal Inter-/Extrapolation,
Abb. 4.16). Dieses Verfahren stellt eine Erweiterung des BiMESS Verfahrens dar.
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Im ersten Schritt werden die globalen Bewegungsvektoren gmv0...2 zwischen den
jeweils benachbarten Key-Frames (Ki−3 . . .Ki+3) bestimmt. Nachfolgend wird für
jeden Block, basierend auf dem globalen Bewegungsvektor gmv1, der entsprechende
Inter-/Extrapolationsmodus festgelegt (Abb. 4.15). Der Modus richtet sich dabei
nach der Sichtbarkeit der Bereiche in den Nachbarbildern, wobei 4 Modi unterschie-
den werden.
gmv0
gmv1
gmv2
Ki+1
Ki−1
Ki−3
Ki+3
Yi
Interpolation (TI)
Extrapolation (TX-B)
Extrapolation (TX-F) Mischen (MIX)
Abbildung 4.15.: Inter- bzw. Extrapolationsmodus im Bildrandbereich in Abhän-
gigkeit vom globalen Bewegungsvektor in GTIE und GpTIE
Interpolation (TI) — Bereiche sind in beiden benachbarten Bildern (Ki−1,Ki+1)
sichtbar → zeitliche Interpolation (TI), entspricht im Wesentlichen dem Bi-
MESS Verfahren ohne örtliche Glättung des Bewegungsvektorfeldes
Vorwärts-Extrapolation (TX-F) — Bereiche sind nur im vorangegangenen Bild
Ki−1 sichtbar → zeitliche Extrapolation (TX-F) in Vorwärtsrichtung
Rückwärts-Extrapolation (TX-B) — Bereiche sind nur im nachfolgenden Bild Ki+1
sichtbar → zeitliche Extrapolation (TX-B) in Rückwärtsrichtung
Mischen (MIX) — Bereiche sind in keinem Bild sichtbar→Mittelung (MIX) über
alle anderen Modi
Alternativ zum vierten Modus (Mischen, MIX) ist es hier auch möglich, diese Be-
reiche durch eine örtliche Extrapolation, wie z.B. Image Inpainting, aufzufüllen.
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Abbildung 4.16.: Blockschaltbild der geführten temporalen Inter-/Extrapolation
(GTIE)
Es hat sich jedoch gezeigt, dass dies nur einen sehr geringen Teil des Bildes be-
trifft und somit kein wesentlicher Einfluss auf die Qualität der Seiteninformation
Yi besteht.
Die abschließende Bewegungskompensation und das Erzeugen der Seiteninformati-
on sind detailliert in Gleichung 4.18 dargestellt.
Yi(x, y) =

KMVF0i−1 (x, y) : mode = TX-F
1
2K
MVF1
i−1 (x, y) + 12K
−MVF1
i+1 (x, y) : mode = TI
K−MVF2i+1 (x, y) : mode = TX-B
1
4K
MVF0
i−1 (x, y) + 14K
MVF1
i−1 (x, y) +
1
4K
−MVF1
i+1 (x, y) + 14K
−MVF2
i+1 (x, y)
: mode = MIX
(4.18)
wobei KMVFi−1 dem bewegungskompensierten Frame Ki−1 unter Verwendung des
Bewegungsvektorfeldes MVF entspricht.
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Der wesentliche Vorteil des vorgeschlagenen Verfahrens GTIE besteht darin, dass
kritische Bereiche, wie Bildrandbereiche durch eine Extrapolation ermittelt werden.
Für unkritische Bereiche wird weiterhin die zeitliche Interpolation eingesetzt, da
diese hier sehr leistungsfähig ist. Die zeitliche Extrapolation sowie die zeitliche In-
terpolation verwenden die geschätzten globalen Bewegungsvektoren als Startpunkt.
Die Verwendung der zusätzlichen Extrapolation und die globale Bewegungsschät-
zung erhöhen die Leistungsfähigkeit bei starker Bewegung wesentlich.
Das GTIE Verfahren setzt, wie auch BiMESS, Blockmatching (8 × 8 px2) zur Be-
wegungsschätzung ein. Da auch die Bewegungskompensation blockbasiert durch-
geführt wird, treten in der geschätzten Seiteninformation Blockartefakte auf, was
einen der wesentlichen Nachteile von GTIE darstellt.
4.4.3. Pixelbasierte adaptive Inter-/Extrapolation,
unterstützt durch globale Bewegung (GpTIE)
Das Problem der Bildung von Blockartefakten wurde in PBTI (Abschn. 4.1) durch
den Einsatz einer pixelbasierten Bewegungschätzung und -kompensation gelöst. Das
nun vorgeschlagene Verfahren GpTIE (Global Motion Guided Pixel-based Adaptive
Temporal Inter-/Extrapolation) erweitert GTIE um den Aspekt der pixelbasierten
Bewegungsschätzung und -kompensation.
Die Entscheidung zwischen Inter- bzw. Extrapolation wird, wie bei GTIE, auf Ba-
sis des globalen Bewegungsvektors gmv1 getroffen (Abb. 4.15). Der Interpolati-
onsmodus entspricht dabei weitestgehend dem PBTI Verfahren, welches durch den
globalen Bewegungsvektor geführt wird (Abb. 4.17, blau). Die Extrapolationsmo-
di führen jeweils eine vor-/rückwärts gerichtete pixelbasierte Bewegungsschätzung
(pFME, pBME) durch (Abb. 4.17, gelb/grün).
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Y′i(x, y) =

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− 12MVFb1
i+1 (x, y)
: mode = TI
K
1
2MVF0
i−1 (x, y) : mode = TX-F
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1
2MVF2
i+1 (x, y) : mode = TX-B
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1
2MVF0
i−1 (x, y) + 112K
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1
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1
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1
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− 12MVFb1
i+1 (x, y) + 13K
− 12MVF2
i+1 (x, y)
: mode = MIX
(4.19)
Die so erhaltenen Bewegungsvektorfelder werden zur Bewegungskompensation (pMC)
des jeweils benachbarten Key-Frames verwendet, wobei die vorläufige Seiteninfor-
mation Y′i (Gl. 4.19) bestimmt wird. Abschließend wird auch hier, wie bei PBTI, ein
Füllen der verbliebenden Lücken (fill) durchgeführt (Abb. 4.17).
Ki−1
Ki+1
Ki−3
Ki+3
GME
GME
GME
pFME
pBME
pBME
pFME pMC
pMC
pMC
pMC
fillmerge
MVF2
MVF0
MVFf1
MVFb1
gmv0
gmv1
gmv2
Yi
Y￿i
Abbildung 4.17.: Blockschaltbild der pixelbasierten temporalen Inter-/Extrapola-
tion (GpTIE)
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4.4.4. Vergleich der entwickelten Verfahren
Die Verfahren GTIE und GpTIE wurden vorgeschlagen, um sich dem Problem der
starken globalen Bewegung im Kontext der zeitlichen Interpolation zu widmen. Die-
se werden nun mit den bekannten Verfahren (BiMESS, PBTI, Abschn. 4.1) bezüg-
lich der objektiven und subjektiven Bildqualität verglichen, um Stärken und Schwä-
chen aufzudecken und um weitere Entwicklungsmöglichkeiten zu finden.
Abbildung 4.18 zeigt einige Beispielbilder der Seiteninformation. Zum einen wurde
eine Bildfolge mit geringer Bewegung aus der Sequenz Foreman ausgewählt. Auf-
grund der geringen globalen Bewegung ist zu erwarten, dass die vorgeschlagenen
Verfahren (GTIE, GpTIE) eine ähnliche Leistungsfähigkeit wie die zugrunde lie-
genden Verfahren (BiMESS, PBTI) zeigen. Das Verfahren GTIE zeit dem hingegen
für das herangezogene Beispielbild eine höhere Qualität als BiMESS. Dieses Ver-
halten kann durch den Einsatz der örtlichen Glättung des Bewegungsvektorfeldes
in BiMESS begründet werden. Hierdurch werden Bewegungsvektoren mit geringen
Kosten (SAD) bevorzugt, was vor allem im homogenen Bereich des Helmes nega-
tiv hervortritt. Des Weiteren zeigt die pixelbasierte Variante GpTIE eine leichte
Verschlechterung bezüglich des PSNR gegenüber PBTI. Dies ist in diesem Bild
durch die Ungenauigkeit der Seiteninformationsschätzung am oberen und unteren
Bildrand zu begründen, da hier die Extrapolationsmodi (TX-F, TX-B) gewählt
wurden.
Zum anderen wurde eine Bildfolge mit starker Bewegung aus der Sequenz Soccer
ausgewählt (schneller Kameraschwenk nach rechts, siehe Abb. 4.9, S. 51, Bild 152).
Hier zeigt sich, dass sowohl GTIE als auch GpTIE einen wesentlichen Vorteil hin-
sichtlich der Qualität der Seiteninformation liefern. Dies zeigt sich zum einen am
objektiven Maß des PSNR. Zum anderen wird der subjektive Bildeindruck verbes-
sert, was an der Hand des Spielers am rechten Bildrand gut zu erkennen ist. Durch
den Einsatz der Extrapolationsmodi (TX-F, TX-B) kann auch dieser Bereich am
Rande des Bildes gut approximiert werden.
Der Anteil der Pixel in der Seiteninformation, für die Vorwärts- bzw. Rückwärtsex-
trapolation (TX-F, TX-B) beziehungsweise der Mischmodus (MIX) verwendet wur-
den, hängt stark von der globalen Bewegung ab und ist mit 1−10% nicht sehr hoch
(Abb. 4.19, 4.20). Insbesondere ist zu beachten, dass der Modus MIX für Bildberei-
che, welche in Nachbarbildern nicht sichtbar sind, sehr selten verwendet wird. Somit
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(a) Original (b) BiMESS 29, 50 dB
[Ascenso u. a. 2005]
(c) PBTI 32, 36 dB
[Sofke u. a. 2009]
(d) basicPBTI
32, 45 dB
(e) GTIE 31, 27 dB (f) GpTIE 32, 18 dB
(g) Original (h) BiMESS 24, 27 dB
[Ascenso u. a. 2005]
(i) PBTI 20, 51 dB
[Sofke u. a. 2009]
(j) basicPBTI
20, 03 dB
(k) GTIE 26, 19 dB (l) GpTIE 26, 59 dB
Abbildung 4.18.: Vergleich der Seiteninformationsqualität (GTIE, GpTIE), 30 fps,
Foreman WZ-Frame 72, Soccer WZ-Frame 76
hat dieser Modus nur geringen Einfluss auf die Bildqualität. Der Interpolationsmo-
dus wird in allen anderen Fällen verwendet und ist aufgrund der Übersichtlichkeit,
in den Abbildungen 4.19 und 4.20, nicht dargestellt.
4.4.5. Fazit
In diesem Abschnitt wurden zwei Verfahren (GTIE, GpTIE) zur Seiteninforma-
tionsbestimmung vorgeschlagen, welche die globale Bewegung zur Auswahl des
Inter-/Extrapolationsmodus und zur Führung der Bewegungsschätzung verwenden.
Die globale Bewegung wird hierbei robust anhand der Bewegung markanter Punkte
im Bild geschätzt.
Im Ergebnis der durchgeführten Untersuchungen (Anhang. C, S. 217) konnte ge-
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Abbildung 4.19.: Durchschnittlicher Anteil der Bildfläche je Modus, GTIE, Rest
Modus TI, 15 fps
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Abbildung 4.20.: Durchschnittlicher Anteil der Bildfläche je Modus, GpTIE, Rest
Modus TI, 15 fps
zeigt werden, dass für Sequenzen mit starker Bewegung sowohl eine objektive als
auch subjektive Verbesserung der Bildqualität erreicht wird. Weiterhin ist die Per-
formanz für Sequenzen mit geringer Bewegung gleichwertig zu der Leistungsfähig-
keit der Basisverfahren (BiMESS, PBTI, basicPBTI).
Die vorgeschlagenen Verfahren (GTIE, GpTIE) setzen eine nahezu lineare Bewe-
gung zwischen den vier benachbarten Key-Frames Ki−3,Ki−1,Ki+1,Ki+3 voraus,
da eine lineare Inter- und Extrapolation verwendet wird. Weiterhin wird auch vor-
ausgesetzt, dass die globale Bewegung dominiert und es nur geringe Abweichungen
von dieser gibt.
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4.5. Inhomogene Bewegung
Im vorangegangenen Abschnitt 4.4 wurde das Problem der starken globalen Bewe-
gung betrachtet und eine entsprechende Lösung entwickelt. Starke globale Bewegun-
gen können zum Beispiel, wie beschrieben, durch einen Kameraschwenk hervorgeru-
fen werden. Wird das Augenmerk im Bild nun auf ein bestimmtes schnell bewegtes
Objekt gerichtet, welchem die Kamera folgt, so bewegt sich dieses bezüglich der Ka-
mera wenig, wohingegen sich der Hintergrund jedoch sehr stark bewegt. Beispielhaft
sei der WZ-Frame in Abbildung 4.21 betrachtet, in dem der Spieler im linken Bild-
bereich mit dem Kameraschwenk nach rechts läuft. Sowohl der rechte Spieler als
auch der Hintergrund bewegen sich somit schnell nach links.
Abbildung 4.21.: Inhomogene Bewegung markanter Punkte, Soccer, 30 fps, QCIF,
WZ-Frame 64, Referenz: vorangegangener Key-Frame
Die ausschließliche Anwendung der globalen Bewegungsschätzung (Abschn. 4.4),
ist für solch ein Szenario aufgrund der inhomogenen Bewegung wenig geeignet. Aus
diesem Grund wird hier eine Lösung entwickelt, welche mehrere Hypothesen zur
Bewegungsschätzung verwendet (Abb. 4.22). Es werden die folgenden drei Bewe-
gungshypothesen verwendet:
• globale Bewegung
• keine Bewegung
• lokale Bewegung (neu eingeführt)
Das Ziel dieser Herangehensweise besteht in der Sicherstellung, dass die Bewegung
jedes Bereiches im Bild mit mindestens einer Hypothese abgedeckt wird.
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Abbildung 4.22.: Grundstruktur eines Interpolationsverfahrens, basierend auf mul-
tiplen Bewegungshypothesen (MPBTI)
In der konventionellen Videocodierung (z.B. H.264 [Wiegand u. a. 2003], HEVC
[Bross u. a. 2012]) spielen multiple Hypothesen [Flierl u. a. 1998] bei der bewe-
gungskompensierten Prädiktion eine wichtige Rolle. In diesem Umfeld versteht man
unter multiplen Hypothesen die Mittelung über mehrere bewegungskompensierte
Bilder (B-Frame). Im Gegensatz dazu werden in dieser Arbeit mit dem Ausdruck
„multiple Hypothesen“ multiple Bewegungshypothesen, also die Nutzung mehrerer
Startpunkte für die Bewegungssuche, bezeichnet.
Im Folgenden wird die Bestimmung der lokalen Bewegungshypothese dargelegt und
darauf aufbauend ein Verfahren zur zeitlichen Interpolation, basierend auf den drei
vorgeschlagenen Hypothesen, entwickelt.
4.5.1. Lokale Bewegungshypothese
Die neu eingeführte lokale Bewegungshypothese wie auch die bekannte globale Be-
wegungshypothese basieren auf der Bewegung markanter Bereiche im Bild. Die
Extraktion der Position (fpi,x, fpi,y) und Bewegung mv markanter Bildbereiche
fpi wird, wie in Abschnitt 4.4 vorgeschlagen, auf Basis des SIFT Detektions- und
Zuordnungsverfahrens [Lowe 2004] (feature point detection and matching) durchge-
führt.
Zur Erzeugung der lokalen Bewegungshypothese wird eine Interpolation der Be-
wegung der benachbarten Feature-Punkte fpj, fpk, fpl angewendet. Dazu wird das
Bild mittels Delaunay Triangulation in Dreiecke zerlegt, um die benachbarten Fea-
ture-Punkte zu bestimmen. Am Rand des Bildes werden zusätzliche Eckpunkte
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eingefügt, um die gesamte Bildfläche abzudecken. Diesen Punkten wird die globale
Bewegung zugewiesen (Abb. 4.23).
Abbildung 4.23.: Dreiecksnetz und Bewegungsvektoren, basierend auf den Feature-
Punkten und zusätzlichen Randpunkten
Innerhalb eines Dreiecks trij,k,l (Abb. 4.24(a)) wird die lokale Bewegungshypo-
these hmvlocal für den Punkt (x, y) durch Interpolation der Bewegungsvektoren
mvj der benachbarten Feature-Punkte bestimmt. Dazu wird jeweils für die x-
und y-Komponente der Hypothese eine Ebenengleichung (Gl. 4.20) aufgestellt.
Die Parameter werden durch Lösen von Gleichung 4.21 bestimmt, womit die Po-
sition und Bewegung der Feature-Punkte einbezogen wird. Diese Herangehens-
weise entspricht einer linearen Interpolation, jeweils getrennt für die x- und y-
Komponente.
hmvlocal,x = axx+ bxy + cx (4.20)
ax
bx
cx
 =

fpj,x fpj,y 1
fpk,x fpk,y 1
fpl,x fpl,y 1

−1
·

mvj,x
mvk,x
mvl,x
 (4.21)
hmvlocal,y = ayx+ byy + cy (4.22)
ay
by
cy
 =

fpj,x fpj,y 1
fpk,x fpk,y 1
fpl,x fpl,y 1

−1
·

mvj,y
mvk,y
mvl,y
 (4.23)
Exemplarisch ist das interpolierte Hypothesenvektorfeld in Abbildung 4.24(b) dar-
gestellt. Wie zu erkennen ist, passt sich die Hypothese homogen der Bewegung der
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Abbildung 4.24.: Örtliche Interpolation zur Bestimmung der lokalen Bewegungs-
hypothese, (a) verwendetes Dreieck mit Bewegung der Nachbar-
merkmalspunkte, (b) interpoliertes dichtes Bewegungsvektorfeld
Bildbereiche an. Da sich bewegende Segmente aber meist scharfkantig voneinander
abgrenzen, kann dies durch die lokale Bewegungshypothese nur bedingt abgebildet
werden. Dies muss beim Entwurf des Gesamtverfahrens zur temporalen Interpola-
tion berücksichtigt werden.
Zur Bestimmung der lokalen Bewegungshypothese eines Punktes werden die jewei-
ligen Nachbarmerkmalspunkte verwendet. Vergleicht man diese Herangehensweise
mit der Bestimmung der globalen Bewegungshypothese, so fällt auf, dass hier ein
Entfernen von Ausreißern zur Erhöhung der Robustheit nicht vorgenommen wird.
Dies lässt erwarten, dass die lokale Hypothese weniger robust ist als die globale
Bewegungshypothese.
4.5.2. Multihypothesen pixelbasierte temporale
Interpolation (MPBTI)
Basierend auf der vereinfachten pixelbasierten temporalen Interpolation (basicPB-
TI, Abschn. 4.3) wird die Verwendung von multiplen Bewegungshypothesen in der
Multihypothesen pixelbasierten temporalen Interpolation (MPBTI - Multiple Moti-
on Hypotheses Pixel-based Temporal Interpolation) vorgeschlagen. Das Ziel der An-
passung an inhomogene Bewegungen steht dabei im Vordergrund.
Des Weiteren verwendet dieses Verfahren ausschließlich die zwei benachbarten Key-
Frames Ki−1,Ki+1 zur Generierung der Hypothesen und Bestimmung der Seiten-
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Abbildung 4.25.: Blockschaltbild der Multihypothesen pixelbasierte temporale In-
terpolation (MPBTI)
information Yi. Im Gegensatz zu GTIE und GpTIE wird somit keine lineare Be-
wegung über vier Key-Frames voraussetzt, womit jedoch auch die Möglichkeit der
temporalen Extrapolation entfällt.
Im ersten Schritt (Abb. 4.25) werden die verschiedenen Bewegungshypothesen er-
zeugt. Jede Hypothese hat eine spezielle Funktion:
globale Bewegungshypothese hmvglobal — Erfassen der globalen Kamerabewegung
bzw. Hintergrundbewegung
lokale Bewegungshypothese hmvlocal — Erfassen der Bewegung von Objekten, die
sich relativ zum Hintergrund bewegen
Hypothese, dass keine Bewegung stattfindet hmvzero — Erfassen der Bewegung von
Objekten, die sich mit der Kamera bewegen oder nur eine sehr geringe Bewe-
gung zeigen – Rückfallmöglichkeit bei Versagen der Hypothesenermittlung
Die Hypothese für „keine Bewegung“ hmvzero stellt sicher, dass bei Versagen der
anderen Hypothesen immer mindestens die Leistungsfähigkeit eines nicht hypothe-
senbasierten Verfahrens erreicht wird.
Nachfolgend werden die Suchbereiche für die einzelnen Hypothesen (Gl. 4.24, Gl. 4.25,
hmvlocal analog zu hmvglobal) bestimmt und daraus der Gesamtsuchbereich SWf
(Gl. 4.26, Abb. 4.26) durch Vereinigung der Einzelsuchbereiche ermittelt.
SWf,zero =
{
(mvx,mvy) ∈ Q21|
−SRf ≤ mvx ≤ SRf ∧ −SRf ≤ mvy ≤ SRf
}
(4.24)
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Abbildung 4.26.: Erweiterung des Suchfensters durch multiple Hypothesen
SWf,global =
{
(mvx,mvy) ∈ Q21|
−SRf + hmvglobal,x ≤ mvx ≤ SRf + hmvglobal,x ∧
−SRf + hmvglobal,y ≤ mvy ≤ SRf + hmvglobal,y
}
(4.25)
SWf = SWf,zero ∪ SWf,global ∪ SWf,local (4.26)
Hierbei wird jeweils ein Suchradius SRf angesetzt (Suchfenster SWf ), welcher klei-
ner als der im Verfahren basicPBTI ist (Suchfenster SWf,basicPBTI), um die Komple-
xität der Bewegungssuche nicht zu erhöhen. Dieser muss aber auch ausreichend groß
gewählt werden, um sprunghafte Änderungen der Bewegung abzudecken, welche
durch den homogenen Charakter der lokalen Bewegungshypothese nicht erfasst wer-
den können. Im Fall von QCIF Videosequenzen wird ein Suchradius von SRf = 6 px
verwendet, im Vergleich zu basicPBTI mit SRf = 10 px.
Durch die Verschmelzung einzelner rechteckiger Suchbereiche entsteht ein Such-
bereich, der nicht zwingend symmetrisch oder rechteckig ist. Dies ist bei star-
ken Bewegungen von Vorteil, da die Fläche des Suchbereichs geringer und somit
auch der Suchaufwand reduziert ist. Weiterhin wird, bei zuverlässigen Hypothe-
sen, die Möglichkeit, eine andere als die wahre Bewegung zu detektieren redu-
ziert.
Der weitere Ablauf der Interpolation richtet sich weitestgehend nach der basicPB-
TI Methode, aus der die pixelbasierte Vorwärtsbewegungsschätzung (pFME), die
bidirektionale pixelbasierte Bewegungsschätzung (pBiME) und die abschließende
Bewegungskompensation (pMC) übernommen werden.
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(a) Original (b) BiMESS 23, 32 dB
[Ascenso u. a. 2005]
(c) PBTI 22, 27 dB
[Sofke u. a. 2009]
(d) basicPBTI
21, 82 dB
(e) GTIE 22, 41 dB (f) GpTIE 23, 75 dB (g) MPBTI
25, 78 dB
Abbildung 4.27.: Vergleich der Seiteninformationsqualität, Soccer, 30 fps, WZ-
Frame 64
4.5.3. Vergleich von MPBTI mit bisherigen Verfahren
In diesem Abschnitt wurde das Problem der inhomogenen Bewegung mit der Ent-
wicklung des Verfahrens MPBTI gelöst. Nun soll das Verfahren MPBTI anhand
der Qualität der Seiteninformation mit den bisher bekannten Verfahren verglichen
werden. Weiterhin soll bewertet werden, wie groß die Bedeutung der einzelnen Hy-
pothesen ist und inwieweit die Komplexität durch Verwendung der Hypothesen
beeinflusst wird.
Qualität der Seiteinformation
Vergleicht man die objektive und visuelle Qualität der Seiteninformation (Abb. 4.27)
von MPBTI mit den bisher bekannten Verfahren (BiMESS, PBTI, basicPBTI,
GTIE, GpTIE), so ist festzustellen, dass die Leistungsfähigkeit gesteigert werden
konnte. Im Vergleich zu BiMESS, PBTI und basicPBTI lässt sich feststellen, dass
der Hintergrund sowie der rechte Spieler im Hintergrund aufgrund der sehr star-
ken Bewegung der Kamera nicht gut interpoliert werden konnte. Dieses Problem
wurde in GTIE und GpTIE gelöst. Jedoch zeigt sich, dass der Bereich um den
linken Spieler im Vordergrund nicht ausreichend gut geschätzt werden konnte, da
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(a) hmvzero - schwarz (b) hmvglobal - rot (c) hmvlocal - lila
Abbildung 4.28.: Bildbereiche, eingefärbt nach der Hypothese, in deren Suchfenster
der Bewegungsvektor liegt, Soccer, WZ-Frames 64
dessen Bewegung stark von der globalen Bewegung abweicht. Hier konnte mit Ein-
führung der lokalen Bewegungshypothese sowie der Hypothese „keine Bewegung“
eine wesentliche Verbesserung der objektiven und visuellen Qualität für das MPBTI
Verfahren erreicht werden. Eine wesentliche Lücke des MPBTI Verfahrens stellen
die fehlenden Extrapolationsmodi (TX-F, TX-B) dar. Dies wird insbesondere am
linken Bildrand im Vergleich mit GpTIE deutlich (Abb. 4.27).
Bedeutung der einzelnen Hypothesen
Abbildung 4.28 zeigt die Bereiche im Bild, eingefärbt nach der Hypothese, in de-
ren Suchbereich der Bewegungsvektor liegt. Dabei ist deutlich zu erkennen, dass
der Bereich des linken Spielers ausschließlich durch die lokale Bewegungshypothese
bestimmt werden kann. Dies begründet die Qualitätsverbesserung für das Beispiel-
bild im Vergleich zu anderen Verfahren (Abb. 4.27). Weiterhin ist festzustellen,
dass große Bereiche sowohl durch die globale als auch lokale Bewegungshypothese
abgedeckt werden können.
Eine objektive Beurteilung der Bedeutung der einzelnen Hypothesen wird anhand
des Anteils durchgeführt, in dem diese These zu einer erfolgreichen Bewegungs-
schätzung führte (Abb. 4.29). In den Sequenzen mit geringer Bewegung wie Akiyo,
Hall oder Mother and Daughter sind die Hypothesen gleichwertig und gegenein-
ander austauschbar. Hier ist somit die Hypothese „keine Bewegung“ hmvzero ausrei-
chend, was dem Basisverfahren basicPBTI entspricht. Die Sequenzen Coastguard,
Foreman, Soccer oder Stefan werden durch eine mittlere bis starke homogene
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Abbildung 4.29.: Anteil jeder Hypothese, wenn diese optional (hell) oder zwingend
zur Bewegungsschätzung notwendig ist (dunkel), 15 fps
globale Bewegung dominiert, da hier die globale Bewegungshypothese hmvglobal
im Mittel den größten Bildbereich abdeckt. Weiterhin hat die lokale Hypothese
hmvlocal großes Gewicht in den Sequenzen Soccer und SFlowG, da diese Hypo-
these für circa 10 % bzw. 7 % der Pixel notwendig ist und nicht durch eine andere
Hypothese ersetzt werden kann.
Größe des Suchfensters
Die Größe des Suchfensters hat wesentlichen Einfluss auf die Komplexität der Bewe-
gungsschätzung. Aus diesem Grund ist in Tabelle 4.1 die mittlere Größe des Such-
fensters dargestellt. Im Mittel ist die Suchfenstergröße bei MPBTI kleiner als bei ba-
sicPBTI, womit auch die Komplexität für die Vorwärtsbewegungsschätzung gerin-
ger ist. Nur in wenigen Fällen einzelner Frames ist diese größer.
4.5.4. Fazit
In diesem Abschnitt wurde das Problem schneller inhomogener Bewegungen durch
die Verwendung multipler Hypothesen und einer pixelbasierten Interpolation be-
arbeitet. Am Ende stand das Interpolationsverfahren MPBTI. Es hat sich gezeigt,
dass eine Verbesserung der Bildqualität visuell und objektiv erreicht wird. Weiterhin
ist festzustellen, dass die hier verwendeten Hypothesen größtenteils gegeneinander
austauschbar und ausschließlich bei sehr starker inhomogener Bewegung alle drei
Hypothesen notwendig sind.
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Sequenz 15 fps 30 fps
Akiyo 171 px2 170 px2
Coastguard 223 px2 198 px2
Foreman 226 px2 206 px2
Hall 173 px2 173 px2
Mother and Daughter 177 px2 173 px2
Soccer 285 px2 239 px2
Stefan 281 px2 251 px2
Mittel über alle QCIF Sequenzen 219, 3 px2 201, 4 px2
zum Vergleich: basicPBTI (QCIF) 441 px2 441 px2
Sequenz 15 fps 30 fps
Bus 750 px2 579 px2
SFlowG 495 px2 434 px2
Mittel über alle CIF bzw. SIF Sequenzen 634 px2 513 px2
zum Vergleich: basicPBTI (CIF/SIF) 961 px2 961 px2
Tabelle 4.1.: Mittlere Größe des Suchfensters über alle WZ-Frames einer Sequenz
Weiterhin wurden die Extrapolationsmodi (TX-F, TX-B) aus den Verfahren GTIE
und GpTIE (Abschn. 4.4) nicht übernommen, was zu Problemen bei der Erzeugung
der Seiteninformation am Bildrand führt (Abb. 4.27).
4.6. Aufdeckung und Verdeckung
Eine zeitliche Interpolation setzt voraus, dass die zu schätzenden Bildbereiche in
den zeitlich vorangegangenen und nachfolgenden Bildern sichtbar sind. Dies ist
notwendig, da sonst keine valide Bewegungsschätzung möglich ist (Anhang A.2.1,
S. 198). Weiterhin treten durch die spätere Mittelung über die bewegungskom-
pensierten Frames Geisterbilder auf, welche durch den Betrachter als sehr störend
wahrgenommen werden.
Die Sichtbarkeit von Bildbereichen kann zum Beispiel durch eine starke Verände-
rung der Beleuchtung sowie durch Auf- und Verdeckungen in Folge von Bewegungen
entstehen. Im Abschnitt 4.4 (S. 51) wurde dieses Problem im Rahmen der Kompen-
sation starker Kamerabewegungen schon betrachtet. Hierbei erfolgte eine Beschrän-
74
4.6. Aufdeckung und Verdeckung
(a) Bild 59 (b) Bild 60 (c) Bild 61
Abbildung 4.30.: Auf- und Verdeckungen an bewegten Objekten, (unten) Detailan-
sicht, Bus, 30 fps
kung auf die am Bildrand auftretenden Auf- und Verdeckungen. Der Schwerpunkt
in diesem Abschnitt liegt auf der Behandlung der Auf- und Verdeckungen, welche
an bewegten Objekten auftreten.
Ein typischer Fall für Auf- und Verdeckungen ist in Abbildung 4.30 dargestellt. Hier
ist in der Detailansicht zu erkennen, dass die Person links vom Bus durch diesen
im weiteren Verlauf der Bildfolge verdeckt wird. Das Problem der Seiteninformati-
onsgenerierung soll hier, wie auch schon im Abschnitt 4.4, durch eine zeitliche Vor-
bzw. Rückwärtsextrapolation gelöst werden. Darüber hinaus treten zwei wesentliche
Probleme auf:
• Detektion der Bereiche zur zeitlichen Extrapolation
• Auswahl des Extrapolationsmodus
Die Lage von Bereichen, in denen eine zeitliche Extrapolation in Frage kommt,
muss gesondert bestimmt sowie der Extrapolationsmodus ausgewählt werden. Der
Modus (Vor-, Rückwärtsextrapolation) ist dabei davon abhängig, ob eine Ver- bzw.
Aufdeckung stattfindet. Die Frage nach der Sichtbarkeit eines Objektes kann durch
die relative Tiefe der Objekte beantwortet werden.
Zwei Verfahren (APBTI, APBTI2), welche adaptiv die temporale Extrapolation der
temporalen Interpolation vorziehen und den Modus automatisch wählen, werden in
diesem Abschnitt entwickelt.
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Ki+1Ki−1 YiKi−3 Ki+3
TI TX-BTX-F MVFB MVFA MVFC1 2
3
Abbildung 4.31.: Auswahl des Modus (TI, TX-F, TX-B) im Verfahren APBTI, ba-
sierend auf den Bewegungsvektorfeldern MVFA...C und dem SAD
der Bewegungsschätzung SADA...C , die entsprechenden SAD-
Werte sind farblich wie folgt gekennzeichnet: rot - hoher, grau
- mittlerer, blau - kleiner SAD
4.6.1. Adaptive pixelbasierte zeitliche Interpolation
(APBTI)
Die Umschaltung zwischen der direkten zeitlichen Vor-/Rückwärtsextrapolation
und Interpolation stellt den Kernpunkt der adaptiven pixelbasierten zeitlichen In-
terpolation (APBTI) dar. Hier wird, wie auch in GpTIE und MPBTI, die pixelba-
sierte Bewegungsschätzung und -kompensation verwendet, um mögliche Blockarte-
fakte zu vermeiden. Weiterhin nutzt dieses Verfahren insgesamt vier benachbarte
Key-Frames, zwei vor und zwei nach dem aktuellen Bild.
Im ersten Schritt werden zwischen den jeweils benachbarten Key-Frames die Be-
wegungsvektorfelder MVFA...C und der zugehörige Matchingfehler SADA...C be-
stimmt (Abb. 4.31), wobei das Bewegungsvektorfeld MVFA durch eine Kombi-
nation von vorwärts- und rückwärtsgerichteter Bewegungsschätzung erzeugt wird.
Die Entscheidung zwischen den drei Modi Interpolation (TI), Vorwärtsextrapolati-
on (TX-F) und Rückwärtsextrapolation (TX-B) wird auf Basis des geringsten SAD
durchgeführt (Gl. 4.27).
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modex,y = arg min
(
{sadA,x,y; sadB,x,y + δ; sadC,x,y + δ}
)
(4.27)
Die Extrapolationsmodi erhalten ein zusätzliches Handicap δ, womit eine Bevorzu-
gung der leistungsstarken temporalen Interpolation erreicht wird. Abbildung 4.31
verdeutlicht die drei dabei auftretenden Fälle:
Fall 1 — verdeckter Bereich, welcher durch zeitliche Extrapolation in Vorwärts-
richtung gefüllt werden kann (TX-F)
Fall 2 — sichtbarer Bereich, zeitliche Interpolation, SADB und SADA sind hier
gleich, die Interpolation wird aber aufgrund des Handikap δ der Extrapolation
vorgezogen (TI)
Fall 3 — aufgedeckter Bereich, rückwärtsgerichtete zeitliche Extrapolation ver-
wenden (TX-B)
Ki−3 . . .Ki+3
pFME TI/TX ?
pBiMC
pMC
TI
TX-F
YiTX-B
pBiMEMVFA...C
SADA...C
MVF￿A
Abbildung 4.32.: Adaptive pixelbasierte zeitliche Interpolation (APBTI)
Nachdem der Modus bestimmt wurde, wird das Bewegungsvektorfeld MVFA für
die zeitliche Interpolation durch eine bidirektionale Bewegungsschätzung verfei-
nert (Abb. 4.32). Abschließend wird für jeden Modus eine Bewegungskompensation
durchgeführt, um die Seiteninformation Yi zu erzeugen.
Yi(x, y) =

1
2K
1
2MVF
′
A
i−1 (x, y) + 12K
− 12MVF′A
i+1 (x, y) : modex,y = TI
K
1
2MVFB
i−1 (x, y) : modex,y = TX-F
K−
1
2MVFC
i+1 (x, y) : modex,y = TX-B
(4.28)
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Die Bestimmung der Seiteninformation zu einem Bild beruht hier auf der Ermitt-
lung von vier Bewegungsvektorfeldern (MVFA...C).
Dadurch wird der Rechenaufwand wesentlich erhöht. Dies wird kompensiert, da die
gleichen Bewegungsvektorfelder auch für die Bestimmung der Seiteninformationen
der benachbarten WZ-Frames notwendig sind, womit die Komplexität pro Frame
halbiert wird.
4.6.2. Erweiterte Adaptive pixelbasierte zeitliche
Interpolation (APBTI2)
Das zuvor entwickelte Verfahren APBTI wählt zwischen temporaler Interpolati-
on und Extrapolation anhand des SAD aus. Dieses Verfahren soll nun hinsichtlich
starker globaler und inhomogener Bewegung erweitert werden. Dazu werden, in
der erweiterten Version APBTI2 multiple Bewegungshypothesen verwendet. Wei-
terhin wird die temporale Extrapolation nicht direkt auf Basis der Bewegungsvek-
torfelder MVFB und MVFC durchgeführt, da dies eine lineare Bewegung zwi-
schen den benachbarten vier Key-Frames voraussetzt. In APBTI2 wird alternativ
eine örtliche Extrapolation des Bewegungsvektorfeldes MVFA angewendet, was
ausschließlich Linearität zwischen den beiden benachbarten Key-Frames voraus-
setzt.
Zur Kompensation von schnellen und inhomogenen Bewegungen wird in ABPTI2
(Abb. 4.33) eine Bewegungsschätzung auf Basis multipler Bewegungshypothesen,
nach dem Vorbild von MPBTI (Abschn. 4.5.2, S. 68), eingesetzt. Die multiplen
Bewegungshypothesen werden ausschließlich genutzt, wenn eine signifikante globa-
le Bewegung ermittelt wurde (|gmv| > thgmv = 5 px). Weiterhin werden nur die
globale Bewegungshypothese und die Hypothese „keine Bewegung“ aus MPBTI
übernommen. Der Grund dafür liegt in der hohen Komplexität der lokalen Hy-
pothese. Weiterhin überlappen die Hypothesen stark (Abb. 4.29 ,S. 73), so kann
durch die beiden gewählten Bewegungshypothesen (globale und keine Bewegung)
ein Großteil der Ortsveränderungen abgedeckt werden.
Die Entscheidung zwischen den drei Modi (TI, TX-F, TX-B) wird, wie bei APB-
TI, auf Basis des SAD durchgeführt (Gl. 4.27), jedoch wird ein Extrapolations-
modus ausschließlich dann gewählt, wenn der Pixel vorher als Kandidat für eine
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Bewegungsschätzung Interpolation
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Abbildung 4.33.: Auswahl der potentiellen Pixel zur Nutzung eines der Extrapola-
tionsmodi, basierend auf den Bereichen nicht verbundener Pixel
und der ermittelten globalen Bewegung gmv
Extrapolation ausgewählt wurde. Die Kandidaten werden nach folgenden Kriterien
ausgewählt:
globale Bewegung — Randbereiche sind aufgrund der globalen Bewegung gmv
Kandidaten für die Vorwärts- bzw. Rückwärtsextrapolation, je nach Orientie-
rung des globalen Bewegungsvektors (Abb. 4.34)
Diskontinuitäten im Bewegungsvektorfeld MVFA — Auf- und Verdeckungen be-
wirken Diskontinuitäten im Bewegungsvektorfeld MVFA. Treten ausreichend
große Diskontinuitäten (nicht verbundene Pixel) auf, so werden Pixel inner-
halb und am Rand dieser Bereiche als Kandidaten sowohl für die Vor- als
auch Rückwärtsextrapolation gekennzeichnet (Abb. 4.34).
Das Bewegungsvektorfeld MVFTX für die Extrapolation wird nicht direkt aus den
Bewegungsvektorfeldern MVFB und MVFC übernommen, sondern durch örtli-
che Extrapolation unter Zuhilfenahme der bekannten Bewegungsvektoren ermittelt.
Die Bestimmung des Bewegungsvektors mvTX (Abb. 4.35) bezieht dessen 7 × 7-
Nachbarschaft (NH) mit ein und beinhaltet folgende Schritte:
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nicht verbundene Pixel
gmv
TX-B
TX-F/B
TX-F
Abbildung 4.34.: Auswahl der potenziellen Pixel zur Nutzung eines der Extrapola-
tionsmodi, basierend auf den Bereichen nicht verbundener Pixel
und der ermittelten globalen Bewegung gmv
1. Prüfe, ob die Nachbarschaft NH mindestens 9 bekannte Bewegungsvektoren
enthält.
2. Bestimme den Bewegungsvektor mvTX nach Gleichung 4.29.
3. Wenn kein Pixel mehr bearbeitet werden kann, füge die ermittelten Bewe-
gungsvektoren mvTX der Liste der bekannten Vektoren hinzu.
4. Wiederhole, bis alle Bewegungsvektoren bestimmt sind.
mvTX = arg minmvi {d(mvB,mvi) + d(mvNH ,mvi)} (4.29)
mvB = MVFB(x, y), mvi ∈ NH
Gleichung 4.29 gilt für die temporale Vorwärtsextrapolation. Für die Rückwärtsex-
trapolation wird MVFB durch MVFC ersetzt. Weiterhin gibt d(. . . ) die euklidische
Distanz und mvNH die mittlere Bewegung der Nachbarschaft an.
Die örtliche Extrapolation des Bewegungsvektorfeldes (Gl. 4.29) basiert auf der
Idee, einen Bewegungsvektor aus der Nachbarschaft zu wählen, welcher dem Bewe-
gungsvektor mvB bzw. mvC (Bewegung zwischen den äußeren Key-Frames) mög-
lichst nahekommt, jedoch von der mittleren Bewegung der Nachbarschaft nicht
stark abweicht. Hierbei wird die starke örtliche Korrelation des Bewegungsvektor-
feldes ausgenutzt. Die Bewegungsvektoren zwischen den benachbarten Key-Frames
werden nicht direkt übernommen, da dies eine lineare Bewegung zwischen allen vier
Key-Frames voraussetzt. Durch die Bestimmung eines ähnlichen Bewegungsvektors
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extrapoliertes 
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Abbildung 4.35.: Örtliche Extrapolation des Bewegungsvektorfeldes, im Fall einer
Verdeckung
kann das Problem, nichtlineare Bewegung zwischen den vier benachbarten Key-
Frames, umgangen werden. Die Linearität der Bewegung zwischen den benachbar-
ten Key-Frames Ki−1, Ki+1 bleibt weiterhin eine Voraussetzung.
Abschließend werden die bewegungskompensierten Bilder Ki−1, Ki+1 zur Ermitt-
lung der Seiteninformation Yi herangezogen (Gl. 4.30).
Yi(x, y) =

1
2K
1
2MVF
′
A
i−1 (x, y) + 12K
− 12MVF′A
i+1 (x, y) : modex,y = TI
K
1
2MVFTX
i−1 (x, y) : modex,y = TX-F
K−
1
2MVFTX
i+1 (x, y) : modex,y = TX-B
(4.30)
4.6.3. Vergleich von APBTI und APBTI2 mit den
bekannten Verfahren
Vergleicht man die subjektive und objektive Qualität der Seiteninformation von
APBTI und APBTI2 mit den bisher entwickelten und aus der Literatur bekann-
ten Verfahren (Abb. 4.36), so ist zu erkennen, dass die Qualität leicht verbes-
sert werden kann. Subjektive Verbesserungen sind besonders in der Detailansicht
(Abb. 4.36) links vom Bus zu erkennen, da hier, je nach verwendeten Verfahren,
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(a) Original (b) BiMESS 25, 67 dB
[Ascenso u. a. 2005]
(c) MCTI 24, 78 dB
[Ascenso u. Pereira
2008]
(d) PBTI 25, 40 dB
[Sofke u. a. 2009]
(e) GpTIE 25, 00 dB (f) MPBTI 26, 43 dB (g) APBTI 27, 11 dB (h) APBTI2
26, 52 dB
Abbildung 4.36.: Vergleich von APBTI(2) mit bekannten Verfahren anhand der
Seiteninformationsqualität, Bus, 30 fps, WZ-Frame 30, PSNR für
das gesamte Bild
starke Artefakte auftreten. Bei diesem Bereich handelt es sich um einen Verde-
ckungsbereich, in dem sich der Bus vor dem Hintergrund von rechts nach links
bewegt.
4.6.4. Fazit
In diesem Abschnitt wurde das Problem von Auf- und Verdeckungen in der Seiten-
informationsgenerierung mittels zeitlicher Interpolation betrachtet. Dazu wurden
zwei Verfahren (APBTI, APBTI2) entwickelt, welche eine adaptive pixelbasierte
zeitliche Interpolation einsetzen. Die Idee liegt darin, in Auf- und Verdeckungsbe-
reichen eine temporale Extrapolation zu verwenden. In APBTI werden die Bewe-
gungsvektoren für die Extrapolation auf Basis der vier benachbarten Key-Frames
bestimmt, was eine lineare Bewegung voraussetzt. Um dieses Problem zu umgehen,
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wurde in APBTI2 eine örtliche Extrapolation des Bewegungsvektorfeldes einge-
setzt.
Die Verbesserung der objektiven Qualität der Seiteninformation ist gering. Visuell
störende Artefakte, die die subjektive Qualität beeinflussen, konnten jedoch redu-
ziert werden.
4.7. Komplexität
Neben der Encoderkomplexität spielt der Rechenzeitbedarf des Decoders auch eine
wichtige Rolle. Dieser ist durch Randbedingungen, wie verfügbare Rechenleistung
oder Energie, nicht so stark beschränkt wie der Encoder, jedoch muss auch hier die
Komplexität im technisch machbaren Rahmen bleiben.
Einen wesentlichen Beitrag zur Komplexität der Decoders liefert die Schätzung der
Seiteninformation. Aus diesen Grund soll das Verfahren basicPBTI (Abschn. 4.3,
S. 47) bewertet und mit anderen Verfahren bezüglich seiner Komplexität und Leis-
tungsfähigkeit verglichen werden. Weiterhin sollen Methoden vorgestellt werden,
welche eine Reduktion der Komplexität ermöglichen, die Leistungsfähigkeit aber nur
wenig beeinflussen. Ein wesentliches Augenmerk soll auf dem dichten Bewegungs-
vektorfeld liegen, da dies wesentlich zur Leistungsfähigkeit beiträgt.
4.7.1. Einflussfaktoren auf die Komplexität
Die Bestimmung eines dichten Bewegungsvektorfeldes in basicPBTI wird auf Ba-
sis des modifizierten Blockmatchings durchgeführt. Es wird ein gewichteter SAD
(wSAD, weighted sum of absolute difference) als Distanzmaß verwendet.
Betrachtet man die Komplexität der Vorwärtsbewegungsschätzung, so wird die An-
zahl der notwendigen arithmetischen Operationen im Wesentlichen durch drei Fak-
toren beeinflusst (Abb. 4.37, Gl. 4.31):
MVF — Mächtigkeit des Bewegungsvektorfeldes (Anzahl der zu bestimmenden
Bewegungsvektoren)
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MVF
MW
SW
F￿F
Abbildung 4.37.: Einflussfaktoren auf die Komplexität der Bewegungsschätzung auf
Basis von Blockmatchingverfahren
SW — die Größe des Suchbereiches (Anzahl der möglichen Werte eines Bewe-
gungsvektors)
MW — die Größe des Matching-Fensters
mvf = arg minmvu
∑
(k,l)∈MW
GWσ(k, l) ·
∣∣∣F(x+ k, y + l) −
F′(x+ k +mvf,x, y + l +mvf,y)
∣∣∣ (4.31)
mvu ∈ SW
Für ein Blockmatching mit gegebener Dichte des Bewegungsvektorfeldes MVF,
Größe des Suchfensters SW und gegebener Größe des Matchingfensters MW lässt
sich die Anzahl der arithmetischen Operationen nach den Gleichungen 4.32, 4.33
und 4.34 bestimmen. Im Fall eines einfachen Blockmatchings mittels SAD (sum
of absolute difference) sind nur NAddition Additionen und NBetrag Betragsbildungen
notwendig. Das Verfahren basicPBTI setzt einen gewichteten SAD (wSAD) ein, wo-
durch zusätzlichNMultiplikation Multiplikationen erforderlich sind.
NAddition = |MVF| ( 2 · |SW | · |MW | − 1)
≈ 2 · |MVF| · |SW | · |MW | (4.32)
NBetrag = |MVF| · |SW | · |MW | (4.33)
NMultiplikation = |MVF| · |SW | · |MW | (4.34)
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Abbildung 4.38.: Anzahl der arithmetischen Operationen in Verfahren zur zeitli-
chen Interpolation auf Basis von Blockmatching
Die hier dargestellte Anzahl arithmetischer Operationen für die Vorwärtsbewe-
gungsschätzung (FME) ist auch für eine bidirektionale Bewegungsschätzung (Bi-
ME) gültig. Die bidirektionale Bewegungsschätzung wird in basicPBTI mit Halb-
Pixel Genauigkeit eingesetzt. Dies erhöht die Anzahl der arithmetischen Opera-
tionen um den Faktor 16, da zum einen die Größe des Suchbereiches SW und
zum anderen die Größe des Matchingfensters je räumlicher Dimension verdoppelt
wird.
Vergleicht man die Anzahl der arithmetischen Operationen, welche für die Gene-
rierung der Seiteninformation mittels BiMESS, MCTI oder basicPBTI (Abb. 4.38)
aufgewendet werden müssen, so fällt auf, dass für basicPBTI circa 70 mal mehr
Operationen notwendig sind als für MCTI.
Dabei entfällt ein Viertel der Operationen auf Multiplikationen, welche je nach Re-
chenwerk einen größeren Aufwand als Additionen verursachen. Weiterhin wird die
größte Rechenzeit durch die Verarbeitungsstufe zur pixelbasierten Vorwärtsbewe-
gungsschätzung (pFME) aufgewendet.
Im Folgenden sollen Ansätze diskutiert werden, welche es ermöglichen, die Kom-
plexität wesentlich zu verringern und so möglichst ein Komplexitätsniveau anderer
vergleichbarer Verfahren (BiMESS, MCTI) zu erreichen.
Verringerung der Mächtigkeit des Bewegungsvektorfeldes MVF — Dies ist einfach
möglich, indem zum Beispiel nur für jeden 4-ten Pixel ein Bewegungsvektor
bestimmt wird, jedoch muss eine Möglichkeit gefunden werden, weiterhin ein
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dichtes Bewegungsvektorfeld zu ermitteln. Weiterhin kann sich die Schät-
zung eines ausgedünnten Bewegungsvektorfeldes auch auf geeignete einzigar-
tige Bildbereiche, mit zum Beispiel starken Gradienten, stützen.
Verkleinerung des Matching-Fensters MW — Dies ist nicht ohne Weiteres mög-
lich, da die Robustheit der Bewegungsschätzung bei kleinerem Matchingfens-
ter stark eingeschränkt sein kann.
keine Wichtung des SAD durchführen — DieWichtung der Nachbarschaft des Ver-
fahrens basicPBTI sowie des Ursprungsverfahrens PBTI [Sofke u. a. 2009]
stellt eine wesentliche Komponente dar, welche Robustheit und Detailtreue
verknüpft. Aus diesem Grund soll das Element der Wichtung erhalten bleiben.
Verkleinerung des Suchbereiches SW — Ein ausreichend großer Suchbereich ist
Voraussetzung zur Erfassung starker/inhomogener Bewegungen. Mit ±10 px
ist dieser bei basicPBTI nicht weiter zu verkleinern.
Suchgenauigkeit von Halb- auf Voll-Pixel verringern — Da ausschließlich die pix-
elbasierte bidirektionale Bewegungsschätzung mit Halb-Pixel Genauigkeit ar-
beitet, würde so nur eine geringe Reduktion der Rechenzeit erreicht werden.
4.7.2. Ganzzahlige Koeffizienten zur Bestimmung des
gewichteten SAD
Die Wichtung des SAD mit einem Gauß-Fenster GWσ erhöht die Komplexität
des Blockmatchings stark, da so eine große Anzahl Multiplikationen durchgeführt
werden müssen (Gl. 4.34, Abb. 4.38). Moderne Rechenwerke arbeiten zumeist mit
dem binären Zahlensystem, in welchem sich Multiplikationen mit Faktoren 2α, α ∈
Z, sehr einfach durch bitweise Verschiebung realisieren lassen.
Das Ziel besteht nun darin, eine Approximation GW′σ des Gauß-Fensters GWσ zu
finden, welche ausschließlich 2-er Potenzen enthält. Weiterhin wird die Überlegung
zugrunde gelegt, dass eine Skalierung aller Elemente des Fensters keinen Einfluss
auf das Blockmatching hat, da hier die wSAD Werte ausschließlich miteinander
verglichen werden.
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(a) 21× 21 px2
Gauß-Fenster GWσ
(b) 21× 21 px2
approximiertes
Gauß-Fenster GW′σ,
s = 1.49
(c) 15× 15 px2
verkleinertes
approximiertes
Gauß-Fenster GW′′σ
Abbildung 4.39.: Fenster zur Berechnung des wSAD in der pixelbasierten Bewe-
gungsschätzung (pFME, pBiME)
Die beste Approximation des Gauß-Fensters und die beste Skalierung s stellt das
skalierte Fenster s ·GW′σ dar, welches den quadratischen Fehler zum Gauß-Fenster
GWσ minimiert (Gl. 4.35).
GW′σ(k, l) = arg minGW′σ ,s
∑
k,l
{
GWσ(k, l)− s ·GW′σ(k, l)
}2
(4.35)
GW′σ(k, l) = 2α, α ∈ Z, s ∈ [1; 2[
Für eine gegebene Skalierung s lässt sich das approximierte Gauß-Fenster GW′σ
finden, indem jeder Wert GWσ(k, l) zum nächstgelegenen Wert 2α gerundet wird.
Zur Bestimmung der Skalierung s kann ein Gradientenabstiegsverfahren oder auch
eine erschöpfende Suche verwendet werden.
Abbildung 4.39 zeigt das Gauß-Fenster GWσ und dessen Approximation GW′σ,
der Fehler wird bei einer Skalierung mit s = 1.49 minimiert. Das approximierte
Fenster der Größe 21×21 px2 enthält viele sehr kleine Gewichte. Aus diesem Grund
wird ein auf die Größe 15× 15 px2 verkleinertes Fenster GW′′σ verwendet, welches
ausschließlich die signifikanten Gewichte enthält.
Durch die vorgeschlagene Approximation und Verkleinerung des Fensters werden
zum einen die notwendigen Multiplikationen durch wesentlich einfacher umzuset-
zende Bitverschiebungen realisiert. Weiterhin kann durch Verkleinerung des Fens-
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ters die Anzahl der arithmetischen Operationen von 21 · 21 = 441 auf 15 · 15 = 225
je Blockvergleich reduziert werden.
4.7.3. Reduktion der Dichte des Bewegungsvektorfeldes
(Vorwärtsbewegungsschätzung)
Die Reduzierung der Mächtigkeit des Bewegungsvektorfeldes MVF bietet das größ-
te Potenzial zur Reduktion der Komplexität von basicPBTI. Wie jedoch anfangs
als Zielsetzung formuliert wurde, sollen die Vorteile durch ein dichtes Bewegungs-
vektorfeld weiterhin erhalten bleiben. Somit wird vorerst nur die Ausdünnung des
Bewegungsvektorfeldes MVFf zur pixelbasierten Vorwärtsbewegungsschätzung be-
trachtet.
Die Zuverlässigkeit der Bewegungsschätzung hängt stark von der Charakteristik
der zur Schätzung verwendeten Nachbarschaft ab. Die Bewegungsschätzung in
homogenen Bildbereichen liefert meist unzuverlässige Ergebnisse. Die Nachbar-
schaft sollte signifikante Gradienten orthogonal zueinander enthalten, um eine zu-
verlässige Bewegungsschätzung zu ermöglichen (siehe Aperturbedingung, Anhang
S. 204). Aus diesem Grund werden die Positionen der Vektoren für die Vorwärtsbe-
wegungsschätzungen nicht einfach in einem Raster angeordnet, sondern anhand
der Harris Detektors (Anhang A.2.2, S. 207, [Harris u. Stephens 1988]) ausge-
wählt.
Der zur Auswahl verwendete Algorithmus (Abb. 4.40) besteht aus vier Stufen,
wobei beginnend für alle auf einem 4 × 4 px2 Raster liegenden Punkte die Harris-
Cornerness Rcornerness (mit k = 0.04) und die Spur (Trace) Tr der Hesse-Matrix be-
stimmt wird. Die Harris-Cornerness Rcornerness gibt an, ob es sich um eine Ecke oder
Kante handelt, wobei mittels der Spur schwache Ecken detektiert werden können.
Die Auswahl der Startpunkte erfolgt nach den folgenden Kriterien:
markante Punkte — Auswahl von Punkten (u, v), die über eine Spur Tr(u, v) ≥
0.005 und einer hohen Cornerness Rcornerness(u, v) verfügen. Diese Punkte
dürfen nicht im Abdeckungsbereich anderer Punkte liegen (Abb. 4.40, grau),
um starke Häufungen in strukturierten Bereichen zu vermeiden.
Abdeckung der Bildfläche — Kein Pixel auf dem Bild soll einen zu großen Ab-
stand vom nächsten markanten Punkt und somit Bewegungsvektor haben.
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Abbildung 4.40.: Auswahl markanter Bereiche für die pixelbasierte Vorwärtsbewe-
gungsschätzung, Foreman, 30 fps, WZ-Frame, abgedeckter grau
und blockierter Bereich schwarz
Für einen Punkt, der nicht im Abdeckungsbereich liegt, wird der Nachbar
mit der höchsten Cornerness Rcornerness(u, v) gewählt, welcher diesen abde-
cken kann. Punkte mit einer Spur Tr(u, v) ≥ 0.005 werden bevorzugt. Der
neu hinzugefügte Punkt darf nicht in einem blockierten Bereich liegen, um
einen Mindestabstand zwischen den Bewegungsvektoren zu gewährleisten.
zusätzliche Punkte — Weitere charakteristische Punkte werden hinzugefügt, bis
eine maximale Anzahl von Punkten erreicht ist. Diese Punkte können in ab-
gedeckten, aber nicht in blockierten Bereich platziert werden.
Der Abdeckungs- und Blockierungsbereich beschreibt den Bildbereich, welcher einen
geringeren Abstand als 1 bzw. 2 Rasterschritte von schon gewählten Punkten be-
sitzt (siehe Abb. 4.40, grau bzw. schwarz).
Durch diese Herangehensweise bei der Auswahl von Punkten, beginnend mit den
markantesten, ist sichergestellt, dass ausschließlich die aufgrund ihrer Umgebung
gut zur Bewegungsschätzung geeigneten Punkte verwendet werden. Weiterhin wird
eine Mindestdichte (maximaler Abstand) der ausgewählten Punkte sichergestellt.
Abbildung 4.41 zeigt die in jedem Schritt gewählten markanten Punkte.
Eine Komplexitätsreduktion für die Vorwärtsbewegungsschätzung wird hier durch
Ausdünnung des Bewegungsvektorfeldes MVFf erreicht. Pro 128 Pixel wird nur
ein Bewegungsvektor ausgewählt, was einer Reduktion der Komplexität um den
Faktor 1128 entspricht.
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Abbildung 4.41.: Ausgewählte markante Positionen (hohe Cornerness) für die pi-
xelbasierte Vorwärtsbewegungsschätzung, Foreman, 30 fps, WZ-
Frame 60
4.7.4. Hypothesenbasierte bidirektionale
Bewegungsschätzung
Im vorangegangenen Abschnitt wurde die Dichte des Bewegungsvektorfeldes MVFf
der Vorwärtsbewegungsschätzung verringert, um so eine wesentliche Reduktion der
Komplexität zu erreichen. Ziel der bidirektionalen Bewegungsschätzung ist es nun,
basierend auf dem bekannten Bewegungsvektorfeld MVFf , ein dichtes Bewegungs-
vektorfeld MVF zu bestimmen, um die hohe Leistungsfähigkeit von basicPBTI zu
erhalten.
Die Bestimmung eines dichten Bewegungsvektorfeldes mittels bidirektionaler Bewe-
gungsschätzung für jedes Pixel ist aufgrund des hohen Rechenaufwandes nicht mög-
lich. Aus diesem Grund wird hier ein zweistufiges Verfahren verwendet.
bidirektionale Bewegungsschätzung — Basierend auf einem 4 × 4 Raster wird die
bidirektionale Bewegungsschätzung für jeden 16. Pixel durchgeführt. So erhält
man die Bewegungsvektoren mv1 . . .mv4 des Bewegungsvektorfeldes MVFbi
(Abb. 4.42, blau).
Hypothesenbasierte bidirektionale Bewegungsprüfung — Die weiteren Bewegungs-
vektoren werden nicht durch eine aufwendige Bewegungsschätzung, sondern
unter Verwendung der bekannten Bewegungsvektoren aus der Nachbarschaft
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Abbildung 4.42.: Verfeinerung des Bewegungsvektorfeldes durch pixelbasierte bidi-
rektionale Bewegungsschätzung (pBiME) für Pixel auf dem 4× 4
Raster blau , anschließend Auswahl eines Bewegungsvektors aus
den 4 bekannten Nachbarn für jeden verbleibenden Pixel rot
(NH) bestimmt. Es findet ausschließlich eine Prüfung statt, welcher der mög-
lichen Vektoren mv1 . . .mv4 die geringsten Kosten verursacht (Gl. 4.36 und
Abb. 4.42, rot).
mv = arg min
mvu
∣∣∣Ki−1(x−mvu,x, y −mvu,y) −
Ki+1(x+mvu,x, y +mvu,y)
∣∣∣ (4.36)
mvu ∈MVFbi(xu, yu), mvu ∈ NH (4.37)
Da die Komplexität der im zweiten Schritt durchgeführten Bewegungsüberprüfung
nahezu vernachlässigbar ist, sinkt die Komplexität für die bidirektionale Bewe-
gungsschätzung um den Faktor 116 .
4.7.5. Schnelle pixelbasierte temporale Interpolation
(FPBTI)
Die bisher angestellten Überlegungen zur schnellen Umsetzung der pixelbasierten
temporalen Interpolation sind in dem Verfahren FPBTI (Abb. 4.43) zusammenge-
fasst. Dies umfasst die Auswahl markanter Punkte anhand des Harris-Detektors,
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gefolgt von der pixelbasierten Vorwärtsbewegungsschätzung (pFME), wobei das
Fenster zur Wichtung verkleinert und die Koeffizienten so gewählt wurden, dass
die notwendigen Multiplikationen durch Bitverschiebungen ersetzt werden konn-
ten. Die bidirektionale Bewegungsschätzung wurde in zwei Stufen zerlegt, wobei
erst der Bewegungsvektor für jeden 16. Pixel unter Verwendung von zwei Hypothe-
sen bestimmt wird (pBiME). Die Schätzung der Bewegung der verbleibenden Posi-
tionen erfolgt durch Überprüfung der Bewegungen der bekannten Nachbarpunkte
(pBiME2).
Ki−1
Ki+1
Yi
pFME
• markante Punkte
• ganzzahliger 
verkleinerter Kernel
pBiME
• 4x4 Raster
• ganzzahliger 
verkleinerter Kernel
• zwei Hypothesen
pMC
pBiME2
• vier 
Hypothesen
Harris 
Detektor
MVFf MVFbi MVF
Abbildung 4.43.: Blockschaltbild der schnellen pixelbasierten zeitlichen Interpola-
tion (FPBTI)
4.7.6. Vergleich der schnellen pixelbasierten zeitlichen
Interpolation (FPBTI) mit basicPBTI
Das in diesem Abschnitt entwickelte Verfahren FPBTI soll nun anhand der Leis-
tungsfähigkeit und Komplexität mit basicPBTI verglichen werden.
Die Abbildung 4.44 zeigt die Qualität der Seiteninformation im Vergleich zu ba-
sicPBTI für verschiedene Codierungsparameter der Key-Frames. Das entwickelte
Verfahren FPBTI zeigt nur geringe Qualitätsabweichungen im Vergleich zu ba-
sicPBTI. Das gleiche Verhalten zeigt sich auch für andere Testsequenzen. Die vor-
geschlagenen Ansätze zur Reduktion der Komplexität führen somit nicht zu einer
signifikanten Beeinflussung der Qualität der Seiteninformation. Dies kann im We-
sentlichen auf den Erhalt des dichten Bewegungsvektorfeldes zurückgeführt wer-
den.
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Abbildung 4.44.: Vergleich der Qualität (PSNR-Y) der Seiteninformation gegen-
über basicPBTI, für verschiedene Quantisierungsparameter der
Key-Frames, Foreman, QCIF, 30 fps
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Abbildung 4.45.: Anzahl der arithmetischen Operationen im Verfahren FPBTI
Die Komplexität von FPBTI im Vergleich zu basicPBTI konnte auf ungefähr 1.5%
(um 166) reduziert werden und liegt somit auf einem Niveau anderer aus der Li-
teratur bekannter Verfahren (BiMESS, MCTI, Abb. 4.45). Weiterhin werden in
FPBTI nur sehr wenige Multiplikationen für die Umsetzung des Harris Detek-
tors benötigt. Dieser hat eine so geringe Komplexität, dass sie nicht ins Gewicht
fällt.
Eine weitere Reduktion der Komplexität könnte erreicht werden, indem die bidirek-
tionale Bewegungsschätzung weiter optimiert wird, da diese nun die Komplexität
dominiert, was vor allem durch das dichte Raster und die Halb-Pixel genaue Bewe-
gungsschätzung zu begründen ist.
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4.7.7. Fazit
Durch die schnelle Umsetzung der pixelbasierten zeitlichen Interpolation (FPBTI)
konnte gezeigt werden, dass die Anzahl der notwendigen arithmetischen Operatio-
nen auf 1.5% im Vergleich zu basicPBTI reduziert werden kann, ohne dabei einen
wahrzunehmenden Qualitätsverlust tragen zu müssen. Weiterhin konnten komplexe
Operationen, wie Multiplikationen, weitestgehend durch einfache Bitverschiebun-
gen ersetzt werden.
Die Herausforderung für FPBTI besteht in der Interpolation von Sequenzen mit
sehr schneller oder stark inhomogener Bewegung. Diese Probleme wurden in den
Abschnitten 4.4 und 4.5 gelöst. Die hier vorgeschlagenen Ansätze zur Komplexi-
tätsreduktion können auch auf GpTIE und MPBTI sowie auf APBTI(2) übertra-
gen werden. Die genannten Verfahren wurden entworfen, um eine gute Seiteninfor-
mationsqualität für Sequenzen mit schneller und/oder inhomogener Bewegung zu
erzielen.
4.8. Zusammenfassung
Da die Qualität der Seiteninformation starken Einfluss auf die Leistungsfähigkeit
des Videocodierungssystems hat, wurden in diesem Kapitel Probleme in Bezug
auf die Generierung der Seiteninformation analysiert und geeignete Verfahren zur
Effizienzsteigerung entwickelt.
Im Fokus stand die temporale Interpolation unter Berücksichtigung von schnellen
und inhomogenen Bewegungen. Diese Probleme konnten durch einen zweistufigen
Ansatz aus robuster Schätzung der globalen Bewegung sowie geführter pixelba-
sierter Bewegungsschätzung und multiplen Bewegungshypothesen gelöst werden.
Neben der temporalen Interpolation wurde eine adaptive temporale Extrapolati-
on in Bildrandbereichen eingeführt, welche durch die Interpolation nicht abgedeckt
werden können. Darüber hinaus wurde auch die Problematik von Auf- sowie Ver-
deckungen auf der gesamten Bildfläche behandelt und durch eine adaptive zeit-
liche Extrapolation und durch eine Extrapolation des Bewegungsvektorfeldes ge-
löst.
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Die Mehrzahl der entwickelten Verfahren basieren auf der pixelbasierten Bewe-
gungsschätzung und -kompensation, wodurch die Ausbildung von Blockartefakten
vermieden wird. Diese Verfahren haben aufgrund des dichten Bewegungsvektor-
feldes jedoch eine sehr hohe Komplexität, welche, durch die Auswahl markanter
Bildbereiche sowie geschickter Interpolation des Bewegungsvektorfeldes, signifikant
reduziert werden konnte.
Die Grundidee hinter den entwickelten Verfahren besteht darin, markante Bereiche
im Bild geschickt zu nutzen, um die Leistungsfähigkeit der Bewegungsschätzung zu
verbessern und um die Komplexität zu verringern.
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5 Kapitel 5Wyner-Ziv Codierung –
%DeV iCe
Der zweite Teil des entwickelten DVC-Systems wird in diesem Kapitel be-
schrieben. Dieser bezieht sich auf die Quellencodierung, was sowohl die ver-
lustlose Slepian-Wolf Codierung als auch die darauf aufbauende verlustbehaf-
tete Wyner-Ziv Codierung mit einschließt.
Neben der Generierung der Seiteninformation (Kap. 4) ist die Wyner-Ziv Codierung
die zweite wichtige Komponente in einem System zur Verteilten Videocodierung.
Wyner-Ziv Codierung beschreibt die verlustbehaftete Quellencodierung. Diese wird,
in Anlehnung an konventionelle Codierungsverfahren, durch eine Quantisierung und
nachfolgende verlustlose Quellencodierung umgesetzt (Abb. 3.2, S. 39). In diesem
Fall wird zur verlustlosen Codierung die Slepian-Wolf Codierung eingesetzt. Die-
se zählt zur Gruppe der Entropiecodierung und stellt somit das Äquivalent zur
Lauflängencodierung, Huffman-Codierung oder zur arithmetischen Codierung in
konventionellen Videocodierungssystemen dar.
Im Folgenden soll die Slepian-Wolf Codierung im Detail betrachtet und auf Pro-
blemstellungen wie die Terminierung, sichere Decodierung und ungleichmäßig ver-
teilte Eingangssysmbole eingegangen werden. Darauf aufbauend wird die verwen-
dete Wyner-Ziv Codierung vorgestellt. Besondere Beachtung findet hier die Binari-
sierung, die Quantisierung sowie die Modellierung der statistischen Abhängigkeiten
in einem Verteilten Videocodierungssystem. Abschließend wird der Einfluss des für
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die Codierung der Key-Frames eingesetzten Codecs auf das Gesamtsystem analy-
siert.
5.1. Slepian-Wolf Codierung
Für die Verteilte Videocodierung spielt die asymmetrische Slepian-Wolf Codierung
(Abb. 2.9, S. 20), bei der die Seiteninformation Y am Decoder vorliegt, eine wichtige
Rolle. Technisch umsetzen lässt sich die Slepian-Wolf Codierung zum Beispiel durch
die Verwendung leistungsfähiger Kanalcodierungsverfahren (Turbocode, LDPC Co-
de).
5.1.1. Turbocodebasierte Slepian-Wolf Codierung
Die Slepian-Wolf Codierung kann, wie in der Literatur beschrieben [Aaron u. a.
2002][Varodayan u. a. 2005], mittels leistungsfähiger Kanalcodierungsverfahren um-
gesetzt werden. Im Wesentlichen werden dazu in der Literatur leistungsfähige Tur-
bo- oder LDPC-Codierungsverfahren eingesetzt. In diesem Abschnitt wird die Sle-
pian-Wolf Codierung auf Basis von Turbocodes betrachtet. Weiterführend wird ein
Vergleich zur SW-Codierung basierend auf LDPCA Codes gezogen (Abschn. 5.1.2).
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Abbildung 5.1.: Umsetzung der Slepian-Wolf Codierung mittels eines systemati-
schen Kanalcodes (z.B. Turbo-Codierung)
Die Abbildung des Slepian-Wolf Codierungsproblems auf einen systematischen Ka-
nalcode (wie z.B. Turbocode, LDPC Code) ist in Abbildung 5.1 dargestellt. Dabei
wird der systematische Anteil ci des Codevektors c nicht direkt übertragen, sondern
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über die bekannte Seiteninformation Y am Empfänger gewonnen. Die statistische
Abhängigkeit zwischen den beiden QuellenX und Y wird durch einen fehlerbehafte-
ten Kanal modelliert. Die punktierten Paritätsbitvektoren cp1, cp2 werden fehlerfrei
übertragen und dienen der Korrektur der Seiteninformation, sodass die Original-
nachricht rekonstruiert werden kann.
Die Menge an übertragenen Paritätssymbolen cp1, cp2 pro Informationssymbol gibt
die notwendige Datenrate R zur erfolgreichen Decodierung an. Diese hängt von der
Korrelation zwischen X und Y ab. In der Kanalcodierung wird anstatt der Daten-
rate R (auch Quellenrate Rs = R = n−kk ) die Coderate Rc verwendet (Gl. 2.5,S. 11).
Die Coderate ist jedoch im Rahmen der Verteilten Quellencodierung nicht intuitiv
und wird aus diesem Grund hier nicht weiter verwendet.
Der im Rahmen dieser Arbeit verwendete parallel verkettete Faltungscode ist [Ro-
witch u. Milstein 2000] (RCPT - rate compatiple punctured turbo codes) entnom-
men. Dessen Datenrate R kann entsprechend der Korrelation (bedingten Entro-
pie H(X|Y )) durch Punktierung angepasst werden. Als Generator der RSC Co-
des wird [1, 33/31] verwendet (z-Transformierte des Generators, siehe Gl. 5.1, 5.2,
D = z−1)
g1(D) = 1 (5.1)
g2(D) =
1 +D +D3 +D4
1 +D +D4 (5.2)
Im Allgemeinen werden Faltungscodes bei der Fehlerschutzcodierung terminiert.
In [Rowitch u. Milstein 2000] wurde angemerkt, dass die Terminierung der RCPT
Codes zu keinem Vorteil bei der Fehlerschutzcodierung führt. Der Einfluss ver-
schiedener Terminierungsmethoden auf die Leistungsfähigkeit von RCPT Codes
für die Slepian-Wolf Codierung soll im Folgenden weiterführend betrachtet wer-
den.
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Abbildung 5.2.: Methoden zur Terminierung eines Turbocodes
Einfluss der Terminierung des Turbocodes auf die Slepian-Wolf
Codierperformanz
Faltungscodes werden in der Regel terminiert, um deren Leistungsfähigkeit zu erhö-
hen. Unter Terminierung versteht man dabei das Anfügen von sogenannten Termi-
nierungssymbolen (tailbits, t), wodurch der Encoder zum Ende der Codierung einen
festen Zustand einnimmt. Der hier verwendete Turbocode besteht aus zwei parallel
verketteten rekursiven Faltungscodes (RSC). Die Frage der richtigen Terminierung,
um eine hohe Leistungsfähigkeit für die Slepian-Wolf Codierung zu erhalten, wird
in diesem Abschnitt untersucht.
Dazu werden die in Abbildung 5.2 dargestellten Terminierungsmethoden betrach-
tet. Die zusätzlich übertragenen Terminierungssymbole (tailbits) werden nicht punk-
tiert.
keine Terminierung (T0) — Es werden weder für den ersten noch den zweiten
Faltungscode (RSC) Terminierungssymbole angefügt.
Terminierung eines Faltungsencoders (T1) — Der erste Faltungscode (RSC 1) wird
terminiert, wobei die Terminierungssymbole t im zweiten Faltungscode (RSC
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Abbildung 5.3.: Performanz der Slepian-Wolf Codierung auf Basis eines Turboco-
des unter Verwendung verschiedener Terminierungsarten, BSC und
AWGN Kanal, (oben) absolute Datenrate, (unten) Differenz zur
Slepian-Wolf Grenze
2) mit codiert werden. Der RSC 2 wird nicht terminiert.
getrennte Terminierung beider Faltungscodes (T2) — Für beide Faltungscodes wer-
den die Terminierungssymbole getrennt voneinander bestimmt.
gemeinsame Terminierung beider Faltungscodes (T3) — Wie T1, jedoch wird auch
der zweite Faltungscode (RSC 2) anschließend terminiert.
Abbildung 5.3 zeigt die notwendige Datenrate zur erfolgreichen Slepian-Wolf Deco-
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dierung im Vergleich zur bedingten Entropie H(X|Y ) = H(X)− I(X, Y ) (Gl. 2.9,
2.10). Die Korrelation zwischen den Symbolen der Quelle X und Y wurden durch
einen BSC- bzw. AWGN-Kanal modelliert, wobei binäre gleichverteilte Eingangs-
symbole verwendet wurden. Die Simulationsergebnisse wurden über 1000 Iteratio-
nen gemittelt, wobei k = 1584 Informationssymbole je Iteration verarbeitet wur-
den.
Gut zu erkennen ist, dass die Art der Terminierung keinen signifikanten Einfluss
auf die Leistungsfähigkeit der Slepian-Wolf Codierung mittels Turbocodes hat. Aus
diesem Grund wird imWeiteren ausschließlich die Methode ohne Terminierung (T0)
verwendet.
In [Rowitch u. Milstein 2000] wurde herausgestellt, dass die Terminierung auch zu
einer Verschlechterung der Leistungsfähigkeit von RCPT Codes führen kann (Feh-
lerschutzcodierung). Diese Aussage kann für die Slepian-Wolf Codierung nicht über-
nommen werden, da sich gezeigt hat, dass die Terminierung im Kontext der SW-
Codierung keinen Einfluss auf die Leistungsfähigkeit hat (Abb. 5.3).
Bestimmung des Punktierungsschemas
In [Varodayan u. a. 2005] wurden LDPCA Codes (low density parity check accumu-
late code) für die SW-Codierung entwickelt. Diese wurden so entworfen, dass bei
einer Datenrate von R = 1 bit/symbol (Coderate Rc = 12) eine erfolgreiche Deco-
dierung sichergestellt ist. Dies wird erreicht indem die Teilmatrix A der Prüfmatrix
H (Abschn. 2.1.2, S. 11) vollen Rang besitzt (A ist reguläre Matrix). Hiermit kann
die Dekodierung durch lösen des Gleichungssystems cp = i · A (Gl. 2.7, S. 11)
unabhängig von der Seiteninformation Y erreicht werden, sofern mindestens k Pa-
ritätssymbole bei k Informationssymbolen übertragen wurden.
Dieser Ansatz soll nun auf Turbocodes übertragen werden. Dazu muss das Punk-
tierungsschema P und der Interleaver Π entsprechend gewählt werden. Die Idee
besteht darin, das Punktierungsschema schrittweise zu erzeugen, wobei A in jedem
Schritt so erweitert wird, dass diese vollen Rang besitzt. Diese Herangehensweise
ist in folgendem Algorithmus beschrieben (Abb. 5.4):
1. Erzeugung der 2k × k Matrix Afull auf Basis des Generators g2(D) und des
Interleavers Π für den unpunktierten Fall.
102
5.1. Slepian-Wolf Codierung
Initialisierung
Suche einer
Punktierungs-
position, welche
den Rang erhöht
nein
Generatormatrix 
für 
Paritätssymbole 
erzeugen
g2(D) Π
pi,j = 0, ∀i, j
    - alternierend
    - zufälligj
i
pi,j = 1
A
Rg(A) = #Zeilen(A)
pi,j = 0
Rg(A) = k
nein
ja
ja
ratenadaptive 
Zerlegung der 
Punktierungs- 
matrix 
P
P(1),P(2), . . . ,P(Lp−1)
Afull =
A
P
ν
            punktierenAfull
Abbildung 5.4.: Generierung des ratenadaptiven Punktierungsschemas mit vollem
Rang der Matrix A bei der Rate R = 1 bit/symbol, Rc = 12 , Para-
meter der angegebenen Beispiele: k = 10, Lp = 6
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2. Alle Paritätssymbole punktieren pi,j = 0.
3. Zufällig eine Position in der Punktierungsmatrix P wählen, welche nicht punk-
tiert wird, wobei der systematische Anteil immer punktiert wird. Weiterhin
wird im ersten Schritt jeweils eine nicht-punktierte Position für die Code-
vektoren cp1 und cp2 gewählt, um die Turbo-Decodierung bei der geringsten
Datenrate R zu ermöglichen. In den weiteren Schritten werden alternierend
i ∈ {2; 3} unpunktierte Positionen gewählt.
4. Erzeugen der Matrix A für das aktuelle Punktierungsschema durch Auswahl
der nicht punktieren Zeilen der Matrix Afull.
5. Prüfen, ob die Matrix A höchstmöglichen Rang besitzt, wenn nicht wird die
als Letztes gewählte Position in der Punktierungsmatrix wieder gelöscht und
eine andere gewählt (weiter mit 3.).
6. Prüfen, ob A einen vollen Rang hat, wenn nicht, dann weiter mit 3.
7. Zerlegung der Punktierungsmatrix P in ein ratenadaptives Punktierungssche-
ma P(1),P(2), . . . ,P(Lp−1), indem zufällig je Ratenstufe weitere nicht-punktier-
te Positionen aus P gewählt werden.
Die Elemente der Matrix Afull und somit auch der punktierten Matrix A können
auch direkt durch Anwendung von Gleichung 5.3 bestimmt werden, wobei c den
Codevektor des ersten Faltungsencoders (nicht interleaved) wiedergibt, wenn der
Informationsvektor i = (1, 0, 0, . . . , 0) codiert wird.
ai,j =
ci−j+1 : i ≤ kci−k−pi−1(j)+1 : i > k (5.3)
wobei pi−1 den Index zum Deinterleaving angibt (bpi−1(j) = b′j, b = Π−1(b′)).
Der hier vorgestellte Algorithmus stellt sicher, dass ein Punktierungsschema ge-
wählt wird, welches bei der Datenrate R = 1 bit/symbol zu einer Matrix A mit vol-
lem Rang führt, wodurch die erfolgreiche Decodierung sichergestellt ist. Aufgrund
der Periodizität der Punktierung (bzw. kleine Punktierungsperiode Lp) kann die
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Abbildung 5.5.: Vergleich von turbocodebasierter und LDPCA basierter Slepian-
Wolf Codierung für verschieden lange Symbolfolgen, irregulärer
LDPCA Code mit Knotengraden 2 bis 8
Datenrate nicht beliebig fein eingestellt werden, wodurch die Datenrate zur siche-
ren Decodierung im praktischen Einsatz etwas größer als 1 bit/symbol ist und somit
die Matrix A mehr als k Zeilen besitzt.
Es sei angemerkt, dass die Geschwindigkeit des Algorithmus gesteigert werden kann,
indem die Berechnung von Rg(A) nicht in jeder Iteration neu durchgeführt wird,
sondern die entsprechenden Zwischenergebnisse, wie z.B. die Trapezmatrix, der
letzten erfolgreichen Iteration weiter verwendet werden.
In Abbildung 5.5 kann die Leistungsfähigkeit der so erzeugten Kombination aus
Interleaver Π und Punktierungsschema P abgelesen werden. Die Datenrate von
1 bit/symbol wird hierbei nur geringfügig überschritten, was mit der beschränkten
Punktierungsperiode Lp zu begründen ist.
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5.1.2. Vergleich von LDPCA basierter und
turbocodebasierter Slepian-Wolf Codierung
Im Abschnitt 5.1.1 wurde die Slepian-Wolf Codierung, basierend auf ratenadapti-
ven Turbocodes (RCPT), beschrieben. In der Literatur werden auch entsprechend
angepasste LDPCA Codes zur Slepian-Wolf Codierung eingesetzt [Varodayan u. a.
2005].
Der Vergleich zwischen den RCPT und LDPCA Codes soll als Grundlage dienen,
um eine Entscheidung für die Umsetzung der SW-Codierung zur Verteilten Video-
codierung zu treffen.
Die Codierungsperformanz der Turbo- und LDPCA Codes auf dem BSC sowie
AWGN Kanal ist in Abbildung 5.5 dargestellt. Für eine geringe Korrelation sieht
man deutlich (H(X|Y ) > 0.4 bit/symbol), dass die Datenrate unter Verwendung
eines LDPCA Codes für eine kleine Anzahl von Symbolen k = 1584 geringer ist.
Hingegen unterscheidet sich die Leistungsfähigkeit der Turbocodes gegenüber LDP-
CA Codes, in Bereich starker Korrelation (H(X|Y ) < 0.4 bit/symbol) nur gering
(2% geringere bis 4% höhere Datenrate). Für eine hohe Anzahl von Symbolen
(k = 25344), wie sie bei der pixelbasierten DVC auftritt, erreicht die turboco-
debasierte Slepian-Wolf Codierung eine höhere Leistungsfähigkeit, im Bereich der
starken Korrelation im Vergleich zu dem LDPCA Code.
Für die Verteilte Videocodierung ist insbesondere der Bereich starker Korrelation
zwischen Originalsignal X und der Seiteninformation Y von Interesse. In diesem
Bereich gibt es nur geringe Performanzunterschiede (k = 1584) zwischen Turboco-
de und LDPCA Codes. Für lange Symbolfolgen (k = 25344) zeigen die Turbocodes
sogar eine bessere Leistungsfähigkeit als LDPCA Codes. Basierend auf diesen Er-
gebnissen wird für die weitere Arbeit ausschließlich auf Turbocodes zurückgegrif-
fen.
5.1.3. Ungleichmäßig verteilte Quellensymbole
Bisher wurde die Leistungsfähigkeit der turbocodebasierten Slepian-Wolf Codie-
rung für binäre Quellen mit gleichverteilten Symbolen betrachtet. Weiterführend
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soll untersucht werden, inwieweit sich nicht gleichverteilte Eingangssymbole xi auf
die Performanz der Slepian-Wolf Codierung auswirken.
Abbildung 5.6(a) zeigt die SW-Codierungsperformanz für Turbocodes bei gleich-
verteilten H(X) = 1 bit/symbol und ungleichmäßig verteilten Symbolen (H(X) =
0.47 bit/symbol, Pr(X = 0) = 0.1). Der Decoder verfügt in einem Fall über Kennt-
nis der ungleichmäßigen Verteilung und somit über a-priori Information, welche
durch das Log-Likelihood-Verhältnis La (Gl. 5.4) abgebildet wird.
La(xˆi) = ln
Pr(xi = 0)
Pr(xi = 1)
(5.4)
Deutlich zu erkennen ist, dass bei fehlender Kenntnis über die Ungleichverteilung
eine starke Reduktion der Leistungsfähigkeit einsetzt. Es besteht somit eine große
Lücke zwischen der Slepian-Wolf Grenze und der vom Codec erreichten Performanz.
Verfügt der Decoder über die entsprechende a-priori Information, so kann eine
Leistungsfähigkeit erreicht werden, die teilweise besser ist als im Fall gleichverteilter
Symbole.
In der konventionellen Quellencodierung wird zur Kompression ungleich verteil-
ter Symbole zum Beispiel die Huffman- oder arithmetische Codierung eingesetzt.
Diese können jedoch nicht die Korrelation zu der Seiteninformation ausnutzen.
In Abbildung 5.6(a) ist exemplarisch die entsprechende Datenrate bei Verwen-
dung einer arithmetischen Codierung dargestellt. Diese erreicht für geringe Kor-
relationen eine bessere Leistungsfähigkeit als die SW-Codierung, wohingegen bei
starker Korrelation die SW-Codierung eine wesentlich bessere Leistungsfähigkeit
zeigt.
Übertragung der Quellenstatistik, AIT
Wie zuvor gezeigt wurde, muss der Slepian-Wolf Decoder Kenntnis über ungleich-
mäßig verteilte Quellensymbole haben, um eine hohe Leistungsfähigkeit zu errei-
chen. Eine Möglichkeit, dies zu erreichen, besteht in der Bestimmung des a-priori
Log-Likelihood Verhältnisses LAITa am Encoder, deren Quantisierung (quand(. . . ))
und der Übertragung zum Decoder (AIT, a-priori information transfer, Abb. 5.7(a)).
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(b) Vergleich von Übertragung (AIT) und
Schätzung (AIE) des La
Abbildung 5.6.: Performanz der SW-Codierung (Turbocode) bei ungleichmäßig ver-
teilten Eingangssymbolen, (a) ohne und mit (a-priori) Kenntnis am
Decoder, (b) sowie der Übertragung (AIT) oder Schätzung (AIE)
des a-priori Log-Likelihood-Verhältnisses La
LAITa (xˆi) = quand
(
ln Pr(xi = 0)Pr(xi = 1)
)
(5.5)
Somit verfügt der Decoder über Kenntnis der ungleichmäßigen Verteilung der Ein-
gangssymbole. Wie die Ergebnisse in Abbildung 5.6(b) zeigen, wird die Leistungs-
fähigkeit verringert, da zur Übertragung von LAITa eine zusätzliche Datenrate RAIT
notwendig ist. Es wurde hier die Repräsentation des a-priori Log-Likelihood Ver-
hältnisses als eine 64 bit-Gleitkommadarstellung angenommen. Bei steigender An-
zahl von Symbolen k wird die Leistungsfähigkeit gesteigert, da die Rate RAIT je
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Abbildung 5.7.: Bestimmung der a-priori Information für die Slepian-Wolf Codie-
rung ungleichmäßig verteilter Quellen
Symbol verringert wird.
Schätzung der Quellenstatistik am Decoder, AIE
Neben der Übertragung des a-priori Log-Likelihood Verhältnisses kann dies auch
am Decoder bestimmt werden. Bei starker Korrelation zwischen X und Y ist die
Verteilung der Seiteninformation Y ähnlich der Verteilung der Eingangssymbole
X. Somit kann das a-priori Log-Likelihood Verhältnis LAIEa näherungsweise aus
der Verteilung der Seiteninformation bestimmt werden (AIE, a-priori information
estimation, Abb. 5.7(b)).
LAIEa (xˆi) = ln
Pr(yi = 0)
Pr(yi = 1)
≈ ln Pr(xi = 0)Pr(xi = 1) (5.6)
Dieses Verfahren besitzt gegenüber AIT den Vorteil, dass keine zusätzliche Übertra-
gung notwendig ist. Die Leistungsfähigkeit ist für eine starke Korrelation zwischen
X und Y sehr hoch, wohingegen bei geringer Korrelation nur die Leistungsfähig-
keit, wie im Fall fehlender Kenntnis der a-priori Information am Decoder erreicht
wird (Abb. 5.6(b)).
5.1.4. Fazit
In diesem Abschnitt wurde die Slepian-Wolf Codierung auf Basis der Turbo-Co-
dierung beschrieben und unter anderem die Art der Terminierung der verketteten
109
5. Wyner-Ziv Codierung – %DeV iCe
Faltungscodes betrachtet. Dabei wurde festgestellt, dass kein Einfluss auf die Leis-
tungsfähigkeit der Slepian-Wolf Codierung besteht, somit wurde die Terminierungs-
art T0 (keine Terminierung) für %DeV iCe gewählt.
Weiterhin wurde ein Verfahren vorgestellt, welches es erlaubt, den Interleaver Π
und das Punktierungsschema P so aufeinander abzustimmen, dass eine erfolgreiche
Decodierung bei einer Datenrate von R = 1 bit/symbol (Coderate Rc = 12) sicher-
gestellt ist. Für LDPCA Codes war dieser Ansatz schon bekannt [Varodayan u. a.
2005].
Die so erzeugten ratenadaptiven Turbocodes (RCPT) zeigen eine ähnliche Leis-
tungsfähigkeit zur Slepian-Wolf Codierung wie LDPCA Codes. Für große Blocklän-
gen (k = 25344) zeigen die RCPT Codes, in den für die Verteilte Videocodierung re-
levanten Bereichen, eine bessere Leistungsfähigkeit als LDPCA Codes.
Abschließend wurde untersucht, wie die Leistungsfähigkeit der Slepian-Wolf Co-
dierung bei ungleichmäßig verteilten Eingangssymbolen verbessert werden kann.
Dieses Problem wird in konventionellen Systemen durch die Entropiecodierung ge-
löst. Hierbei wurden zwei Verfahren (AIE, AIT) vorgeschlagen, welche a-priori
Information am Decoder zur Verfügung stellen. Mit beiden Verfahren konnte ei-
ne wesentliche Verbesserung der Leistungsfähigkeit erreicht werden, wobei AIE
bei starker Korrelation zwischen Seiteninformation Y und Original X vorzuziehen
ist.
5.2. Wyner-Ziv Codierung
Die Wyner-Ziv Codierung stellt im Gegensatz zur Slepian-Wolf Codierung die
verlustbehaftete Verteilte Quellencodierung zur Verfügung. In den folgenden Ab-
schnitten wird die Umsetzung der WZ-Codierung beschrieben. Zusätzlich wird auf
die Modellierung der Abhängigkeit zwischen Seiteninformation Y und Original
X eingegangen und die Anwendung des Kanalmodells in der Decodierung dar-
gestellt.
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5.2.1. Wyner-Ziv System
Das verwendete System zur Wyner-Ziv Codierung (Abb. 5.8) besteht neben der be-
kannten Slepian-Wolf Codierung aus der Quantisierung (Q), der Bitebenenextrak-
tion und -rekombination (BPE/BPC) sowie der Rekonstruktion (R). Des Weiteren
bildet das Kanalmodell (Abschn. 5.2.2) die Abhängigkeit zwischen den Seitenin-
formationssymbolen y, den Quantisierungssymbolen q und den Originalsymbolen
x ab und stellt Zuverlässigkeitsinformationen für die SW-Decodierung zur Verfü-
gung.
Q
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q
x R
SW 
Encoder
SW 
Decoder
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q(M) qˆ(M)
qˆ(2)
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Abbildung 5.8.: Umsetzung der Wyner-Ziv Codierung durch Quantisierung (Q),
Slepian-Wolf Codierung (SW) und Rekonstruktion (R)
Pixelauswahlreihenfolge
Im ersten Schritt müssen die Bildpunkte im Originalbild X in den Vektor x über-
führt werden. Dazu werden hier drei unterschiedliche Ansätze betrachtet (Abb. 5.9).
Dies ist zum einen das oft angewendete zeilenweise Auslesen der Pixel. Darüber hin-
aus werden das blockweise Auslesen und das Auswählen in zufälliger Reihenfolge
betrachtet.
Die Simulationsergebnisse haben gezeigt, dass die RD-Performanz der WZ-Frames
am höchsten ist, wenn die zufällige Auswahlreihenfolge verwendet wird (Abb. 5.10).
Dies ist durch die blockartige Fehlerstruktur der Seiteninformation zu erklären,
welche von Faltungscodes (wie in SW-Codierung eingesetzt) nicht gut korrigiert
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(a) zeilenweise (b) blockweise (c) zufällig
Abbildung 5.9.: Auswahlreihenfolge (scan order) der Pixel im Bild
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Abbildung 5.10.: Vergleich der RD -Performanz der WZ-Frames bei unterschiedli-
chen Pixelauswahlreihenfolgen
werden können. Durch die zufällige Auswahlreihenfolge werden die blockartigen
Fehler zerstreut. Da die Auswahlreihenfolge für alle Bilder gleich ist, muss diese
nicht gesondert übertragen werden.
Quantisierung
Die Grauwerte x des Originalbildes werden mittels linearer Quantisierung (2M Stu-
fen) in die Quantisierungssymbole q überführt (Gl. 5.7). Weiterführend wird in Ab-
schnitt 5.2.4 auf die adaptive, an die Verteilung der Grauwerte angepasste, Quan-
tisierung eingegangen, welche allgemein durch Gleichung 5.8 beschrieben werden
kann.
qi =
⌊
xi · 2M
⌋
, xi ∈ [0; 1[ (5.7)
qi = argqi {UG(qi) ≤ xi < UG(qi + 1)} (5.8)
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Dabei gibt UG(qi) die untere und UG(qi + 1) die obere Grenze des Quantisierungs-
intervalls für das i-te Symbol qi des Vektors q an.
Binarisierung (Symbol Mapping)
Die Quantisierungssymbole werden durch die Binarisierung (Symbol Mapping) auf
mehrere binäre Symbole q(1)i . . . q
(M)
i abgebildet. Dies ist aufgrund der verwendeten
binären Slepian-Wolf Codierung notwendig. In der Literatur werden zwei verschie-
dene Methoden zur Darstellung der Quantisierungssymbole als Binärcode oder als
Graycode [Chen u. a. 2008] betrachtet (Tab. 5.1).
Die Simulationsergebnisse (Abb. 5.11) haben gezeigt, dass die Verwendung der
Gray-Codierung zu keiner Verbesserung der RD-Performanz führt. Aus diesem
Grund wir hier die Binärcodierung verwendet. Die Kombination aus linearer Quan-
tisierung und nachträglicher Zerlegung in binäre Symbole wird oft auch als nested
quantisation beschrieben.
Die Binarisierung der Quantisierungssymbole wird im Wesentlichen durchgeführt,
um eine binäre Slepian-Wolf Codierung zu ermöglichen. Weiterhin kann auch ei-
ne symbolbasierte Slepian-Wolf Codierung eingesetzt werden, womit der Binarisie-
rungsschritt entfällt. Wie in [Westerlaken u. a. 2007] für LDPC Codes gezeigt wurde,
hat dies keinen Einfluss auf die Leistungsfähigkeit der SW-Codierung.
Des Weiteren bietet die Zerlegung der Quantisierungssymbole in Bitebenen den
Vorteil, dass im Verlauf des Decodierungsprozesses der QuantisierungsparameterM
durch Übertragung weiterer Bitebenen erhöht werden kann. Damit kann die Rekon-
struktionsqualität und die Datenrate angepasst werden kann.
(a) Binärcode
qi 0 1 2 3 4 5 6 7
q
(1)
i 0 0 0 0 1 1 1 1
q
(2)
i 0 0 1 1 0 0 1 1
q
(3)
i 0 1 0 1 0 1 0 1
(b) Graycode
qi 0 1 2 3 4 5 6 7
q
(1)
i 0 0 0 0 1 1 1 1
q
(2)
i 0 0 1 1 1 1 0 0
q
(3)
i 0 1 1 0 0 1 1 0
Tabelle 5.1.: Binarisierung der Quantisierungssymbole mit Binär- und Graycode
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Abbildung 5.11.: Vergleich der RD -Performanz der WZ-Frames unter Verwendung
verschiedener Binarisierungsmethoden
Slepian-Wolf Decodierung und Ratenkontrolle
Die Bitebenen der Quantisierungssymbole werden nacheinander unter Kenntnis der
Seiteninformation decodiert. Die Datenrate wird mittels Rückkanal kontinuierlich
erhöht, bis eine erfolgreiche Decodierung möglich ist (Ratenkontrolle). Die erfolg-
reiche Decodierung wird, wie aus der Literatur bekannt [Kubasov u. a. 2007a], unter
Verwendung eines CRC Codes festgestellt. Ansätze, welche die Nutzung des Rück-
kanals verringern oder gar vermeiden, werden im Kapitel 7 vorgestellt.
Die weiteren Bitebenen werden unter Kenntnis der Seiteninformation sowie der
schon decodierten Bitebenen rekonstruiert. Dies senkt die notwendige Datenrate
für Bitebene, die zu einem späteren Zeitpunkt decodiert werden. Wie in [Vatis u. a.
2007] gezeigt wurde, kann durch Anpassung der Decodierreihenfolge die Verteilung
der Datenrate zwischen den Bitebenen wesentlich beeinflusst werden. Die Summe
der Datenrate über alle Bitebenen bleibt jedoch nahezu konstant.
Rekonstruktion
Die Rekonstruktion bestimmt mit Hilfe des decodierten Quantisierungssymbols qˆi
und der Seiteninformation yi den rekonstruierten Grauwert xˆi des Ausgangsbil-
des. In der Literatur sind im Wesentlichen zwei Verfahren zur Rekonstruktion be-
kannt:
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Abbildung 5.12.: Vergleich der Rekonstruktionsmethoden „clipping“ und MMSE
Beschränkung auf das Quantisierungsintervall (clipping) — Bei dieser Art der Re-
konstruktion entspricht der Rekonstruktionswert xˆi der Seiteninformation yi,
wenn yi innerhalb der Quantisierungsintervalls liegt. Liegt yi außerhalb des
Quantisierungsintervalls, werden die Grenzen des Intervalls als Rekonstrukti-
onswert verwendet (Gl.5.9). Dies ist eine sehr einfache Methode, welche keine
Kenntnis über das Kanalmodell erfordert [Aaron u. a. 2002].
xˆi =

UG(qˆi) : yi ≤ UG(qˆi)
yi : UG(qˆi) < yi < UG(qˆi + 1)
UG(qˆi + 1) : yi ≥ UG(qˆi + 1)
(5.9)
Bestimmung des Erwartungswertes — Ein minimaler quadratischer Fehler (MM-
SE) lässt sich erreichen, indem der Rekonstruktionswert dem Erwartungswert
gleichgesetzt wird (Gl. 5.10). Dieser Ansatz wird in [Aaron u. a. 2003b], [Ku-
basov u. a. 2007b],[Kubasov u. a. 2007b] verwendet und setzt Kenntnis über
das Kanalmodell voraus. Die Rekonstruktionsqualität dieser Methode ist hö-
her, womit diese im Weiteren Anwendung findet (Abb. 5.12).
xˆi = E {xi|qˆi, yi}
=
UG(qˆi+1)∫
UG(qˆi)
x · pX|Y (x|yi)dx
UG(qˆi+1)∫
UG(qˆi)
pX|Y (x|yi)dx
(5.10)
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5.2.2. Kanalmodell
Das Kanalmodell bildet die Korrelation zwischen dem Originalbild X und der Sei-
teninformation Y ab. Dieses ist von zentraler Bedeutung für die Verteilte Codierung
und beeinflusst die Effizienz der Codierung maßgeblich. Aus diesem Grund soll hier
das im Rahmen dieser Arbeit verwendete Modell beschrieben und darauf aufbauend
die theoretische Bestimmung der RD-Funktion gezeigt werden.
Abhängigkeit zwischen dem Originalbild und der Seiteninformation
Das Originalbild X wird als Folge von Symbolen xi einer kontinuierlichen Zufallsva-
riablen X beschrieben. Gleiches gilt für die Seiteninformation Y, wobei die statis-
tische Abhängigkeit durch additive Überlagerung von Rauschen einer Quelle N be-
schrieben wird (Gl. 5.11, Abb. 5.13). Das Rauschen wird Laplace-verteilt angenom-
men da sich dies in der Literatur als grobe Näherung etabliert hat.
Y = X +N (5.11)
pN(n) =
1
2λe
−λ|n| (5.12)
pY |X(yi|xi) = pN(yi − xi) (5.13)
Weiterhin wird angenommen, dass die Zufallsvariablen X und N statistisch unab-
hängig sind. In dieser Arbeit wird des Weiteren der Modellparameter λ auf Frame-
Ebene als bekannt vorausgesetzt.
Bestimmung der intrinsischen Softwerte (LLR) für die Slepian-Wolf
Decodierung
Die zweite wichtige Aufgabe des Kanalmodells ist es, die Grundlage zur Bestim-
mung von Zuverlässigkeitswerten für die einzelnen Bitebenen q(b)i der Quantisie-
rungssymbole qi zu liefern. Die Verwendung von Zuverlässigkeitswerten erhöht die
Leistungsfähigkeit der Slepian-Wolf Codierung stark, da diese durch Turbocodie-
rung (Abschn. 2.1.2, S. 13) realisiert ist.
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Hierzu ist es zunächst notwendig, die Abhängigkeit der Seiteninformation von
den Quantisierungssymbolen zu beschreiben, um die intrinsische Information (Log-
Likelihood-Ratio) zu bestimmen. Abbildung 5.13 zeigt den zuvor beschriebenen Zu-
sammenhang zwischen den Zufallsvariablen Y = X + N beziehungsweise deren
Realisierungen Y = X + N.
Die Abhängigkeit der Seiteninformation von den Quantisierungssymbolen wird durch
pY |Q(y|q) beschrieben, um diese zu bestimmen, wird zunächst die Abhängigkeit der
Originaldaten von den Quantisierungssymbolen beschrieben. Dies wird durch die
bedingte Dichte pX|Q(x|q) ausgedrückt, welche sich durch Partitionierung und Nor-
mierung der Dichte pX(x) bestimmen lässt (Gl. 5.14).
pX|Q(x|q) =

pX(x)
UG(q+1)∫
UG(q)
pX(η) dη
: UG(q) ≤ x < UG(q + 1)
0 : sonst
(5.14)
Der Übergang zur gesuchten Dichte pY |Q(y|q) ist durch Faltung mit der Rausch-
dichte pN(n) zu erreichen, wenn Y = X +N sowie die statistische Unabhängigkeit
zwischen X und N vorausgesetzt wird (Gl. 5.15).
pY |Q(y|q) = pX|Q(y|q) ∗ pN(y) (5.15)
Der gesuchte intrinsiche LLR-Wert Lc(q(b)i ) für die aktuelle Bitebene b kann nach
Gleichung 5.16 bestimmt werden. Es werden nur Quantisierungssymbole berück-
sichtigt, welche mit den schon decodierten Bitebenen k übereinstimmen q(k) = qˆ(k)i .
Die Nutzung schon decodierter Bitebenen erhöht die Leistungsfähigkeit der WZ-
Codierung wesentlich.
Lc(q(b)i ) = ln
∑
q|q(b)=0∧ q(k)=qˆ(k)i
pY |Q(yi|q)
∑
q|q(b)=1∧ q(k)=qˆ(k)i
pY |Q(yi|q) (5.16)
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Abbildung 5.13.: Modellierung der Korrelation zwischen Quantisierungssymbol qi
und der Seiteninformation y für die Wyner-Ziv Decodierung, mit
2M = 4 Quantisierungsstufen, Foreman, 30 fps, WZ-Frame 85
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Diese Herangehensweise ist aus der Trelliscodemodulation (TCM, trellis-coded mo-
dulation, [Ungerboeck 1987]) bekannt. Dort wurden die Verwendung von Softinfor-
mation und die gemeinsame Decodierung vorgeschlagen.
Vereinfachtes Modell
Wird die Dichte pX(x) als gleichverteilt angenommen und eine lineare Quantisie-
rung verwendet, so kann das Kanalmodell vereinfacht werden (Abb. 5.14). Dies ist
oft der Fall, da am Empfänger die Verteilung der Eingangssymbole nicht bekannt
ist und als gleichverteilt angenommen wird.
Quanti- 
sierung
Y
N
Q
X
(a) Abhängigkeiten im Codec
inverse Quantisierung
Y
NNQ
Q
X
R￿(q)Rekon-
struktion
(b) umgeformtes vereinfachtes Modell
Abbildung 5.14.: Vereinfachte Modellierung der Korrelation zwischen Quantisie-
rungssymbol qi und der Seiteninformation yi (Voraussetzung: X
gleichverteilt, lineare Quantisierung)
Abbildung 5.14(a) zeigt die Abhängigkeit der Zufallsvariablen Y und Q von X,
diese kann, wie in Abbildung 5.14(b) dargestellt, umgeformt werden. Die Um-
kehrung der Quantisierung wird durch die Rekonstruktion R′(q) und dem zu-
sätzlichen Quantisierungsrauschen NQ repräsentiert. Diese Darstellung entspricht
dem in der Nachrichtentechnik bekannten Aufbau (Abb. 2.4(b)) aus Symbolfor-
mer (hier Rekonstruktion, R′(q)) und dem Rauscheinfluss NQ Gl. 5.12 und N
Gl. 5.17).
pNQ(n) =

1
∆ : |n| < ∆2
0 : sonst
(5.17)
R′(q) = 2−M
(
q + 12
)
(5.18)
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Schlussfolgerungen
In der Beschreibung des Modells wurde angenommen, dass die Zufallsvariablen X
und N statistisch unabhängig sind. Wie die Realisierungen X, N in Abbildung 5.13
zeigen, ist dies nicht der Fall, was zu einer Verschlechterung der Leistungsfähigkeit
der WZ-Codierung führen kann.
Weiterhin wird die örtliche Korrelation der Seiteninformation, des Originalbildes
und auch der Quantisierungssymbole nicht berücksichtigt.
Der resultierende Rauscheinfluss setzt sich aus der Qualität der Seiteninformati-
on (Rauschen N) und dem Quantisierungsrauschen NQ zusammen. Ersteres kann
durch verbesserte Verfahren zur Bestimmung der Seiteninformation reduziert wer-
den. Der Einfluss des Quantisierungsrauschens kann hingegen nicht reduziert wer-
den und bleibt unabhängig von den Codierungsparametern erhalten.
5.2.3. Rate-Distortion Funktion und Rekonstruktion
Dieser Abschnitt gibt eine kurze Betrachtung der theoretischen Ableitung der Rate-
Distortion Funktion für die verwendete Wyner-Ziv Codierung.
Die Gleichungen 5.19 und 5.20 beschreiben die Rate-Distortion Funktion R(D)
theoretisch [Cover u. Thomas 1991][Wyner u. Ziv 1976], wobei h(. . . ) die differen-
tielle Entropie darstellt.
R = I
(
X, Xˆ|Y
)
= h(X|Y ) − h(X|Xˆ, Y ) (5.19)
D = E
{
(X − Xˆ)2
}
=
∫
pX(x)
∫
pXˆ|X(xˆ|x)(x− xˆ)2 dxˆ dx (5.20)
Die Dichte pXˆ|X(xˆ|x) kann direkt durch Betrachtung der Rekonstruktion gewonnen
werden. Bei der Rekonstruktion durch Beschränkung auf das Quantisierungsinter-
vall (clipping) entspricht die gesuchte Dichte der schon bekannten Dichte pY |X(y|x).
Werte, die außerhalb des Quantisierungsintervalls liegen, werden auf die Grenzen
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Abbildung 5.15.: Dichte der Rekonstruktionswerte xˆ in Abhängigkeit von den Ori-
ginalgrauwerten x bei Verwendung der Rekonstruktionsmethode
„clipping“ bzw. MMSE und des Laplace-Kanalmodells
(UG(q) bzw. UG(q + 1)) abgebildet, wodurch entsprechend zwei Dirac-Impulse in
pXˆ|X(xˆ|x) entstehen (Abb. 5.15(a)).
Für andere Rekonstruktionsmethoden kann die notwendige Dichte pXˆ|X(xˆ|x) durch
Transformation der Dichte pY |X mit einer nichtlinearen Kennlinie xˆ = fq(y) be-
stimmt werden [Hänsler 2001, S.135]. Für die MMSE Rekonstruktion kann diese
durch Umformung von Gleichung 5.10 gewonnen werden (Gl. 5.24, Abb. 5.16).
gq(y) =
eλ(UG(q)−y)(λUG(q)− 1) + eλ(y−UG(q+1))(1 + λUG(q + 1))− 2λy
λ(eλ(UG(q)−y) + eλ(y−UG(q+1)) − 2)
(5.21)
α(q) = gq(UG(q)) (5.22)
β(q) = gq(UG(q + 1)) (5.23)
fq(y) =

α(q) : y < UG(q)
gq(y) : UG(q) ≤ y ≤ UG(q + 1)
β(q) : y > UG(q + 1)
(5.24)
Die Parameter α und β geben den konstanten Rekonstruktionswert für den Fall an,
dass y außerhalb des Quantisierungsintervalls liegt.
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Abbildung 5.16.: Kennlinie fq(y) der Rekonstruktionsmethoden „clipping“ und
MMSE für 4 Quantisierungsintervalle (M = 2)
Die Dichte pXˆ|X(xˆ|x) kann für diesen Fall nicht analytisch bestimmt werden, da die
Kennlinie xˆ = fq(y) nicht invertierbar ist. Somit muss eine entsprechende Nähe-
rung oder numerische Lösung gewählt werden. Weiterhin konvergiert die Kennlinie
für große λ (starke Korrelation) gegen die Kennlinie der Rekonstruktionsmethode
„clipping“.
Zwei Erkenntnisse können aus der hier beschriebenen theoretischen Beschreibung
der Rate-Distortion Funktion gewonnen werden. Zum einen hängt die RD-Funktion
und somit die Leistungsfähigkeit nicht von der verwendeten Binarisierung (symbol
mapping) ab, da ausschließlich die Art der Quantisierung und Rekonstruktion Ein-
fluss auf die RD-Funktion haben, nicht aber die Repräsentation der Quantisierungs-
symbole. Dies wurde in Abbildung 5.11 (S. 114) auch empirisch gezeigt.
Zum anderen können durch die verwendete Art der Rekonstruktion Fehler in der
Seiteninformation ausschließlich in der Nähe von Quantisierungsintervallgrenzen
korrigiert werden (Abb. 5.15, Abb. 5.13). Werte y der Seiteninformation inner-
halb des Quantisierungsintervalls werden von den Rekonstruktionsmethoden nur
geringfügig oder gar nicht verändert. Werte y außerhalb des Quantisierungsinter-
valls treten nur auf, wenn starke Störungen auftreten und der Originalwert x dicht
an der Intervallgrenze liegt.
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5.2.4. Ungleichmäßig verteilte Quellensymbole
Die ungleichmäßige Verteilung der Quellensymbole und deren Einfluss auf die Slepi-
an-Wolf Codierung wurde in Abschnitt 5.1.3 (S. 106) untersucht. Nun soll betrach-
tet werden, welche Auswirkungen auf die Wyner-Ziv Codierung stattfinden.
Es werden die folgenden vier Ansätze zur Anpassung der Wyner-Ziv Codierung an
ungleichmäßig verteilte Eingangssymbole (xi) betrachtet:
UNI — lineare Quantisierung und keine Berücksichtigung ungleichmäßig verteilter
Symbole in der SW Codierung
AIT — lineare Quantisierung und Berücksichtigung der ungleichmäßig verteilten
Symbole durch AIT (Übertragung von La, Abschn. 5.1.3, S.107) in der SW-
Codierung
AIE — lineare Quantisierung und Berücksichtigung der ungleichmäßig verteilten
Symbole durch AIE (Schätzung von La, Abschn. 5.1.3, S.109) in der SW-
Codierung
AQ — adaptive Quantisierung, um gleichmäßig verteilte Quantisierungssymbole
zu erhalten
Die Methoden AIT und AIE verlagern die Lösung des Problems auf die Slepian-
Wolf Codierung, wobei die adaptive Quantisierung (AQ) eine Lösung direkt im Rah-
men der WZ-Codierung bietet. Dabei werden die Quantisierungsintervalle anhand
des Histogramms so gewählt, dass gleichverteilte Quantisierungssymbole auftreten
(Abb. 5.17).
Die Simulationsergebnisse in Abbildung 5.18 zeigen, dass entgegen den Erwartun-
gen durch die Anwendung von AIT, AIE oder AQ keine Verbesserung der Leis-
tungsfähigkeit zu erreichen ist.
Die gemeinsame Anwendung der Methoden UNI und AIE zeigt eine sehr geringe
Verbesserung der Leistungsfähigkeit. Es wird adaptiv die Methode gewählt, welche
jeweils die geringste Datenrate zur erfolgreichen Decodierung benötigt. Die adap-
tive Auswahl erfolgt auf Grundlage des CRC Codes, mit welchem eine erfolgreiche
Decodierung festgestellt werden kann.
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(e) Histogramm, adaptiv
Abbildung 5.17.: Adaptive Quantisierung und gleichverteilte Quantisierungssymbo-
le, Foreman, 30 fps, WZ-Frame 75
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Abbildung 5.18.: Mittlere RD-Performanz der WZ-Frames, Foreman,
(rechts) Detailansicht
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Abschließend kann festgehalten werden, dass die Kombination aus UNI und AIE
den besten Kompromiss in Bezug auf Leistungsfähigkeit, Übertragungskosten und
Encoderkomplexität bietet (Tab. 5.2).
AIT AIE AQ UNI + AIE
RD Performanz − − −− +
Übertragungskosten − © − ©
Encoderkomplexität −− © −− ©
Tabelle 5.2.: Vergleich der Methoden zur Wyner-Ziv Codierung von ungleichmäßig
verteilten Quellensymbolen (− negativ, © neutral, + positiv)
Weiterhin wurde in [Li u. a. 2004] die turbocodebasierte SW-Codierung für binäre
ungleichmäßig verteilte Quellen betrachtet, jedoch nicht auf die Verteilte Video-
codierung angewendet. In [Toto-Zarasoa u. a. 2009] werden distributed arithmetic
codes (DAC) vorgeschlagen, welche bei starker Korrelation zwischen X und Y eine
bessere Leistungsfähigkeit als Turbocodes zeigen.
5.2.5. Fazit
In diesem Abschnitt 5.2 wurde die verlustbehaftete Wyner-Ziv Codierung, basierend
auf der verlustlosen Slepian-Wolf Codierung, für Videosequenzen betrachtet. Der
grundlegende Aufbau, bestehend aus Pixelauswahl, Quantisierung, Binarisierung,
Codierung, Ratenkontrolle und Rekonstruktion, wurde dargelegt.
Die für die Decodierung wichtige Modellbildung wurde beschrieben. Diese erlaubt
es, die RD-Funktion (rate-distortion function) theoretisch herzuleiten. Des Weiteren
konnte damit die Unabhängigkeit der RD-Performanz von der Binarisierung sowohl
empirisch als auch theoretisch begründet werden. Weiterhin ist das Modell zwingend
erforderlich, um die Softwerte (LLR) für eine leistungsfähige SW-Decodierung zur
Verfügung zu stellen.
Für die Codierung von Quellen mit ungleichmäßig verteilten Symbolen wurde, ne-
ben den bei der Slepian-Wolf Codierung betrachteten Verfahren AIE und AIT, die
adaptive Quantisierung (AQ) vorgeschlagen. Es hat sich jedoch gezeigt, dass diese
zu keiner Verbesserung der Leistungsfähigkeit führt, wobei die Kombination aus
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Schätzung der a-priori Information (AIE) und der Annahme gleichmäßiger Vertei-
lung (UNI) die besten Ergebnisse liefert.
5.3. Einfluss des Verfahrens zur Codierung der
Key-Frames auf das Gesamtsystem
Bisher wurde ausschließlich die RD-Performanz der Wyner-Ziv Frames betrachtet.
In dem hier entwickelten Codierungssystem %DeV iCe werden Key- und Wyner-
Ziv Frames abwechselnd codiert. Dadurch beeinflussen die Key-Frames zum einen
die RD-Performanz, da diese ein Teil der Bildfolge sind. Des Weiteren beeinflus-
sen diese auch indirekt die Qualität der WZ-Frames, da die Generierung der Sei-
teninformation stark von diesen abhängt. Dies hat Einfluss auf die Rekonstrukti-
onsqualität und auf die notwendige Datenrate zur erfolgreichen Decodierung der
WZ-Frames.
In diesem Abschnitt soll die Leistungsfähigkeit unterschiedlicher Einzelbildcodie-
rungsverfahren gegenübergestellt werden. Weiterhin soll analysiert werden, inwie-
weit diese Verfahren eine gute Basis zur Generierung der Seiteninformation darstel-
len.
5.3.1. RD-Performanz der Key-Frame-Codecs
Zur Codierung der Key-Frames werden die im Folgenden kurz vorgestellten Verfah-
ren JPEG, JPEG-2000, H.264intra und HEVCintra betrachtet. Hierbei handelt es
sich um Einzelbildcodierungsverfahren oder um Verfahren zur Codierung von Vi-
deosequenzen, wobei die zeitliche Prädiktion nicht angewendet wird. Dieser Ansatz
wurde gewählt, um die Komplexität des Encoders auf einem geringen Niveau zu
belassen.
JPEG — JPEG [Wallace 1992] ist ein weitverbreiteter Standbildcodierer, welcher
von der Joint Photographic Expert Group erarbeitet wurde und als ISO Stan-
dard (JTC1/SC2/WG10) sowie als CCITT (heute ITU-T) Empfehlung veröf-
fentlicht wurde. Im verlustbehafteten Modus wird eine 8× 8 DCT eingesetzt,
was bei hohen Kompressionsraten zu merklichen Blockartefakten führt.
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JPEG2000 — Im Gegensatz zu JPEG wird in JPEG-2000 [Marcellin u. a. 2000]
eine Wavelet-Transformation eingesetzt. Dies führt zu Störungen wie ringing
und Unschärfe (blur). Dieser Standard wurde auch von der Joint Photographic
Expert Group (ISO/IEC 15444, ITU-T Rec. T.800) entwickelt.
H.264 intra — H.264 ist ein leistungsfähiger Videocodec ([Wiegand u. a. 2003]
[H.264 2012], JM-18.0, auch MPEG-4/AVC). Dieser wurde vom Joint Vi-
deo Team (JVT) standardisiert. Zur Codierung von Intra-Bildern werden
verschiedene blockbasierte Transformationen und Intraprädiktion eingesetzt.
Dies führt auch, wie bei JPEG, zur Bildung von Blockartefakten, welche durch
ein Deblocking-Filter stark reduzierbar sind.
HEVC intra — HEVC (high efficiency video coding) stellt den Nachfolger des
H.264 dar und wird durch das Joint Collaborative Team on Video Coding
(JCT-VC) entwickelt. Wesentliche Erweiterungen zur Codierung von Intra
Bildern stellen die erweiterte Intraprädiktion, die größeren Transformations-
blöcke und die neuartige Organisationsstruktur (coding units) dar. Dieses Co-
dierungsverfahren befindet sich noch in der Entwicklung und soll voraussicht-
lich Anfang 2013 verabschiedet werden (Stand 6.8.2012). ([Bross u. a. 2012],
HM-7.2 [HEVC 2012], [Meur 2011])
Anhand der visuellen Qualität der rekonstruierten Key-Frames (Abb. 5.19) sind
zum einen die unterschiedlichen Arten von Störungen zu erkennen, welche zu ei-
ner unterschiedlichen subjektiven (wahrgenommenen) Qualität führen. Die RD-
Performanz der betrachteten Key-Frame Codierungsverfahren unterscheidet sich
stark (Abb. 5.20). So zeigt HEVCintra eine sehr hohe Leistungsfähigkeit, wobei
JPEG eine sehr geringe Performanz aufweist. H.264intra und JPEG-2000 zeigen
eine ähnliche RD-Performanz.
Unter Berücksichtigung der subjektiven Qualität und der RD-Performanz kommen
zur Codierung der Key-Frames nur H.264intra und HEVCintra in Frage.
5.3.2. Seiteninformationsqualität bei unterschiedlichen
Key-Frame-Codecs
Neben der RD-Performanz der Key-Frames spielt auch der Einfluss der Störun-
gen (distortion) auf die Generierung der Seiteninformation eine wichtige Rolle. Zu
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Abbildung 5.19.: Subjektive Qualität der Key-Frames bei gleicher objektiver Qua-
lität PSNR-Y (Foreman, QCIF, Frame 20)
erwarten ist, dass durch die Störungen die Leistungsfähigkeit der Bewegungsschät-
zung eingeschränkt wird und somit auch die Leistungsfähigkeit der zeitlichen In-
terpolation beschränkt ist.
Die Simulationsergebnisse zeigen, dass die Qualität der Seiteninformation nur im
geringen Maße von dem verwendeten Key-Frame Codec abhängt (Abb. 5.21). Aus-
schließlich bei Sequenzen mit sehr geringer Bewegung (Akiyo, Hall, Mother and
Daughter) zeigt sich ein Vorteil durch Verwendung der Verfahren H.264intra oder
HEVCintra.
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Abbildung 5.20.: RD-Performanz der Key-Frame Codecs für die Sequenz Foreman
und Bus
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Abbildung 5.21.: Qualität der Seiteninformation im Verlgeich zur Qualität der Key
Frames
Im Wesentlichen beeinflussen die Kompressionsartefakte die Generierung der Sei-
teninformation im gleichen Maße. Damit ist aus Sicht der Generierung der Seiten-
information keinem Codierungsverfahren für die Key-Frames Vorrang zu gewähren.
Es ist zu erwarten, dass die RD-Performanz der WZ-Frames, je nach Key-Frame
Codierungsverfahren, keine wesentlichen Unterschiede zeigt, da diese stark von der
Qualität der Seiteninformation abhängt.
5.4. Zusammenfassung
Im vorangegangenen Kapitel 5 wurde die Wyner-Ziv Codierung untersucht. Diese
stellt neben der Generierung der Seiteninformation (Kapitel 4) die zweite wichtige
129
5. Wyner-Ziv Codierung – %DeV iCe
Komponente in einem System zur Verteilten Videocodierung mit geringer Komple-
xität dar.
Als Basis der verlustbehafteten WZ-Codierung diente die verlustlose Slepian-Wolf
Codierung, welche auf Basis von Turbocodes umgesetzt wurde. Hierbei wurde zum
einen die Art der Terminierung untersucht und ein Algorithmus zur Erzeugung des
Punktierungsschemas vorgeschlagen, welches die sichere Decodierung ermöglicht.
Weiterhin wurden Verfahren zum Umgang mit ungleichmäßig verteilten Quellen-
symbolen vorgeschlagen. Es konnte gezeigt werden, dass Turbocodes für lange Sym-
bolfolgen eine bessere Leistungsfähigkeit als LDPCA Codes aufweisen.
Für die Wyner-Ziv Codierung wurde ein Modell zur leistungsfähigen Codierung
vorgeschlagen, welches auch die theoretische Bestimmung der RD-Funktion erlaubt.
Weiterhin wurde die ungleichmäßige Verteilung der Quellensymbole betrachtet, wo-
bei sich gezeigt hat, dass nur eine Kombination mehrerer Ansätze zu einer Leis-
tungssteigerung führt.
Abschließend wurde in Hinblick auf die Praxistauglichkeit die Codierung der Key-
Frames analysiert und gezeigt, dass die Verfahren H.264intra und HEVCintra eine
gute Leistungsfähigkeit des Gesamtsystems erwarten lassen.
Das vorgeschlagene Verfahren zur Codierung der WZ-Frames berücksichtigt die
zeitliche Korrelation zwischen den Frames, da die Seiteninformation durch tem-
porale Interpolation gewonnen wird. Die örtliche Korrelation zwischen benachbar-
ten Bildbereichen wird nicht ausgenutzt. Dies könnte weiterführend durch Anwen-
dung der DCT, was die Encoderkomplexität erhöht, berücksichtigt werden. Ein
weiterer bekannter Ansatz besteht in der entsprechenden Generierung der Sei-
teninformation unter Berücksichtigung der örtlichen Korrelation [Tagliasacchi u. a.
2006].
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Gesamtsystems – %DeV iCe
Die Leistungsfähigkeit des entwickelten DVC Codecs %DeV iCe (Kapitel 3,
4 und 5) wird in diesem Kapitel hinsichtlich der Qualität der Seiteninfor-
mation und hinsichtlich der Rate-Distortion Performanz des Gesamtsystems
evaluiert.
6.1. Untersuchungsstrategie
Die Leistungsfähigkeit eines DVC Systems hängt wesentlich von der Qualität der
Seiteninformation und der Performanz des WZ-Codierers ab.
Die in Kapitel 4 entwickelten Verfahren zur Bestimmung der Seiteninformation
sollen hinsichtlich der mittleren Qualität verglichen werden. Dazu wird das arith-
metische Mittel des PSNR (peak signal to noise ratio) über alle WZ-Frames, aus
den Testsequenzen mit 15 fps und 30 fps, herangezogen (Anhang B, S. 213). Wei-
terhin stehen auch der zeitliche Verlauf des PSNR und die Abhängigkeit des PSNR
der Seiteninformation von den Key-Frames im Fokus, da dies wichtig für den sub-
jektiven Eindruck des Betrachters ist.
Der gesamte %DeV iCe Codec mit Seiteninformationsgenerierung (Kap. 4) und WZ-
Codierung (Kap. 5) wird anhand der RD-Performanz (rate distortion performan-
ce) evaluiert. Hierbei steht sowohl die Wahl des entsprechenden Verfahrens zur
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Generierung der Seiteninformation als auch die Wahl des Key-Frame Codec im
Mittelpunkt. Neben der mittleren RD-Performanz soll auch der zeitliche Verlauf,
das heißt, der PSNR je Frame berücksichtigt werden. Qualitätsschwankungen zwi-
schen benachbarten Bildern haben negative Auswirkung auf die subjektive Quali-
tät.
Die Qualität der Seiteninformation sowie die Rekonstruktionsqualität der Key- und
WZ-Frames wird mit der objektiven Metrik PSNR bewertet (Gl. 6.1). Hierfür wer-
den nur die Grauwerte der Bildpunkte berücksichtigt. Die Grauwerte liegen im
Wertebereich von 0 bis 1, womit die Normierung auf die maximale Signalleistung
entfällt.
PSNR(F, Fˆ) = −10 log10
 1MN
M∑
x=1
N∑
y=1
(
F(x, y)− Fˆ(x, y)
)2 [dB] (6.1)
6.2. Seiteninformationsqualität
Die Generierung der Seiteninformation ist von zentraler Bedeutung in der Ver-
teilten Videocodierung. Im Kapitel 4 wurden sechs neue Verfahren zur Bestim-
mung der Seiteninformation, basierend auf der temporalen Interpolation entwi-
ckelt. Diese zeigen vor allem in Sequenzen mit schnellen inhomogenen Bewegun-
gen sowie Auf- und Verdeckungen eine sehr unterschiedliche Leistungsfähigkeit
(Tab. 6.1).
Als Referenzverfahren werden die aus der Literatur bekannten Methoden BiMESS
[Ascenso u. a. 2005], MCTI [Ascenso u. Pereira 2008] und PBTI [Sofke u. a. 2009]
herangezogen, um eine Einordnung zu ermöglichen.
6.2.1. Mittlere Qualität der Seiteninformation
Die beste Leistungsfähigkeit unter den betrachteten Verfahren liefert MPBTI, wel-
ches für starke inhomogene Bewegungen entwickelt wurde. Unabhängig von der
Testsequenz liefert dieses Verfahren die beste bzw. nahezu beste Leistungsfähigkeit
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Bus Bus
CIF 15 fps CIF 30 fps
BiMESS 20.3 dB 23.7 dB [Ascenso u. a. 2005]
MCTI 22.7 dB 24.6 dB [Ascenso u. Pereira 2008]
PBTI 20.4 dB 24.9 dB [Sofke u. a. 2009]
basicPBTI 19.8 dB 23.6 dB Abschn. 4.3, S. 47
GTIE 20.5 dB 24.1 dB Abschn. 4.4.2, S. 57
GpTIE 21.0 dB 25.1 dB Abschn. 4.4.3, S. 60
MPBTI 24.0 dB 25.8 dB Abschn. 4.5.2, S. 68
APBTI 20.4 dB 25.9 dB Abschn. 4.6.1, S. 76
APBTI2 23.4 dB 25.6 dB Abschn. 4.6.2, S. 78
FPBTI 20.8 dB 25.4 dB Abschn. 4.7.6, S. 92
Key-Frame 30.5 dB 30.5 dB
Tabelle 6.1.: Qualität der Seiteninformation und Key-Frames, PSNR-Y, H.264intra
Key-Frames, QP = 35
(Tab. 6.1, Anhang C.1, S. 217). Weiterhin wird auch durch die Verfahren GpTIE
und APBTI2 eine Seiteninformation mit guter Qualität erzeugt.
Die fehlende Adaption an inhomogene Bewegungen führt bei GpTIE zu einer schlech-
teren Leistungsfähigkeit als bei MPBTI. Weiterhin zeigt das blockbasierte Verfah-
ren GTIE eine geringe Leistungsfähigkeit, da kein dichtes Bewegungsvektorfeld er-
zeugt wird.
Weiterhin führt die zusätzliche Verwendung der zeitlichen Extrapolation in APBTI2
teilweise zu einer schlechteren Seiteninformationsqualität. Dies ist überraschend, da
APBTI2 für Sequenzen mit starken Auf- und Verdeckungen entwickelt wurde. Hier
muss demzufolge die Auswahl des Extrapolationsmodus weiter verbessert werden,
um eine höhere Leistungsfähigkeit zu erreichen.
Das einfachere adaptive Verfahren APBTI zeigt für hohe Frameraten eine sehr gute
Leistungsfähigkeit, wobei die Qualität bei geringeren Frameraten stark einbricht.
Dies kann mit dem Fehlen einer Hypothese für die globale Bewegung begründet
werden.
Die entwickelte schnelle Umsetzung FPBTI des Ausgangsverfahrens basicPBTI
zeigt bei hohen Frameraten eine gesteigerte Leistungsfähigkeit. Diese Verbesserung
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kann durch die Ausnutzung der örtlichen Korrelation im Bewegungsvektorfeld er-
klärt werden, was zu einer zuverlässigeren Bestimmung der Bewegungsvektoren
führt.
Eine Kombination aus FPBTI und APBTI2 könnte weiterführend in ein sehr leis-
tungsfähiges und schnelles Verfahren zur Seiteninformationsgenerierung münden,
was in weiteren Untersuchungen betrachtet werden sollte.
Die Qualität der Seiteninformation steigt, unabhängig von der untersuchten Metho-
de, mit steigender Framerate an, da in diesem Fall auch die Korrelation zwischen
den benachbarten Key-Frames größer wird (Tab. 6.1).
6.2.2. Abhängigkeit von der Qualität der Key-Frames
Die Qualität der Seiteninformation ist weiterhin stark von der Rekonstruktions-
qualität der Key-Frames abhängig (Abb. 6.1). Im Allgemeinen sinkt die Quali-
tät der Seiteninformation (PSNR-Y) schneller als die Qualität der Key-Frames.
Damit wird die Lücke mit sinkendem PSNR der Key-Frames größer, was einen
höheren Aufwand und höhere Datenrate für die Decodierung der WZ-Frames be-
wirkt.
In Ausnahmefällen zeigt die Seiteninformation eine höhere Qualität als die Key-
Frames. Dies tritt insbesondere bei Sequenzen mit geringen linearen Bewegungen
auf (z.B. Coastguard, Abb. 6.1(a)). In diesem Fall ist keine Verbesserung der Quali-
tät der WZ-Frames notwendig, womit auch die Decodierung und Datenübertragung
entfällt (M = 0).
Dahingegen bildet sich bei Sequenzen mit starker inhomogener Bewegung eine große
Diskrepanz zwischen Seiteninformationsqualität und der Qualität der Key-Frames
aus. Hierbei ist auch die Wahl des Verfahrens zur Generierung der Seiteninformati-
on entscheidend, da die Qualitätsunterschiede zwischen den Verfahren bis zu 2 dB
betragen (z.B. Bus, Abb. 6.1(b)).
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Abbildung 6.1.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, PSNR-Y
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Abbildung 6.2.: Qualität der Seiteninformation je WZ-Frame, Stefan, QCIF,
30 fps, Key-Frames: H.264intra, QP = 35
6.2.3. Seiteninformationsqualität im Verlauf einer Sequenz
Innerhalb der Testsequenzen unterscheidet sich die Leistungsfähigkeit der Verfahren
stark. Besonders in Szenen mit schneller Bewegung (Stefan, WZ-Frames 110. . . 140,
Abb. 6.2) zeigen die durch die globale Bewegung geführten Verfahren (GpTIE,
MPBTI, APBTI2) eine wesentlich höhere Leistungsfähigkeit. Für Szenen mit ge-
ringer Bewegung unterscheiden sich die Methoden nur gering.
6.3. RD-Performanz
Die RD-Performanz des entwickelten DVC Codecs %DeV iCe wird im Vergleich
zu konventionellen Videocodecs (H.264, HEVC) untersucht. Dabei soll besonderes
Augenmerk auf den Einfluss der Seiteninformationsgenerierung sowie auf den Ein-
fluss des Key-Frame Codecs geworfen werden. Weiterhin sollen die Schwankungen
der Rekonstruktionsqualität berücksichtigt werden, da diese großen Einfluss auf die
subjektiv wahrgenommene Qualität haben.
6.3.1. Codierungsparameter
Die Sequenzen werden abwechselnd als Key- und WZ-Frames codiert (GOP-Län-
ge 2). Eine Decoder-seitige Ratenkontrolle stellt eine erfolgreiche Decodierung der
WZ-Frames sicher, was die Verfügbarkeit eines Rückkanals voraussetzt. Weiterhin
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wird angenommen, dass der Parameter des Korrelationsmodells λ für jeden WZ-
Frame bekannt ist.
Die Key-Frames werden mittels der Codierungsverfahren H.264intra beziehungswei-
se HEVCintra codiert (Anhang D.1, S. 245). Die Auswahl der RD-Punkte, welche
eine Kombinationen aus Key-Frame Quantisierungsparameter QP und WZ-Frame
Quantisierungsparameter M darstellen, wird über den PSNR-Y der Seiteninforma-
tion bestimmt (Anhang D.2, S. 246). Je größer die Differenz zwischen PSNR-Y der
Seiteninformation und PSNR-Y der rekonstruierten Key-Frames ist, desto größer
wird der Quantisierungsparameter der WZ-FramesM gewählt.
6.3.2. Referenzverfahren
Als Vergleich dienen die konventionellen Videocodecs H.264 und HEVC, wobei aus-
schließlich Intra-Bilder codiert werden (H.264intra, HEVCintra). Weiterhin wird
auch eine GOP-Struktur mit B-Bildern (I-B-I-B-. . . ) herangezogen (Anhang D.3,
S. 246). Die Bestimmung und Übertragung von Bewegungsvektoren erfolgt nicht.
Dies verringert die Komplexität des Encoders auf das Niveau des %DeV iCe En-
coders, da so keine Bewegungsschätzung notwendig ist (H.264IBIB). Diese GOP-
Struktur wurde so gewählt, dass jedes zweite Frame unter Berücksichtigung seiner
benachbarten Frames, wie in %DeV iCe, codiert wird.
6.3.3. Einfluss des Key-Frame Codec und der Framerate
Die RD-Performanz hängt, wie auch die Qualität der Seiteninformation, stark
von der Framerate ab. Bei geringerer Framerate sinkt die RD-Performanz stark
(Abb. 6.3). Für eine Sequenz mit mittlerer bis schneller Bewegung (z.B. Foreman)
wird eine Leistungsfähigkeit ähnlich der eines konventionellen Codecs erreicht. Dies
ist für einen pixelbasierten DVC Codec, wie %DeV iCe, bemerkenswert, da die
örtliche Korrelation zwischen den Bildpunkten nicht ausgewertet wird. Die DCT
wird, wie in anderen Systemen üblich, nicht zur Dekorrelation eingesetzt (Ab-
schn. 3.2).
Jedes zweite Bild wird als Key-Frame codiert. Damit gehen die Eigenschaften des
Key-Frame Codecs zu 50 % in die RD-Performanz ein, wobei zusätzlich die Perfor-
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Abbildung 6.3.: RD-Performanz des Gesamtcodec, Foreman, QCIF, Key-Frame Co-
dierung H.264 bzw. HEVC, als Vergleich: konventionellen Codie-
rung mit H.264 und HEVC
manz der WZ-Frames indirekt über die Seiteninformation beeinflusst wird. Durch
die Verwendung von HEVCintra zur Codierung der Key-Frames anstatt H.264intra
kann die Leistungsfähigkeit des Gesamtsystems weiter gesteigert werden (Abb. 6.3).
Jedoch muss auch die Komplexität des Key-Frame Encoders berücksichtigt wer-
den. Soweit bekannt, steht jedoch noch keine vergleichende Untersuchung zwischen
HEVC und H.264 in der Literatur zur Verfügung.
6.3.4. Einfluss der Seiteninformationsgenerierung
Sequenzen mit einer sehr komplexen Bewegung sowie Auf- und Verdeckungen (z.B.
Bus) stellen eine große Herausforderung für die Verteilte Videocodierung dar. Hier
zeigt sich besonders stark der Gewinn durch die entwickelten Verfahren zur Ge-
nerierung der Seiteninformation (Abb. 6.4(a)). Die beste RD-Performanz wird bei
Verwendung des Verfahrens MPBTI erreicht. Dieses Verfahren hatte auch bei der
Bewertung der Seiteninformationsqualität sehr gute Ergebnisse geliefert. Die Diffe-
renz zum komplexeren Verfahren APBTI2 ist für die Sequenz Bus jedoch gering. Die
Leistungssteigerung im Vergleich zum Ausgangsverfahren basicPBTI wird durch die
mittels globaler Bewegung geführte Bewegungsschätzung (GpTIE) sowie durch die
Berücksichtigung inhomogener Bewegungen (MPBTI) erreicht.
Im Vergleich zu den Referenzcodierungsverfahren ist die RD-Performanz des ent-
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Abbildung 6.4.: RD-Performanz des Gesamtcodec
wickelten DVC Codecs %DeV iCe für die Sequenz Bus gering, was auf die komplexe
Bewegungsstruktur dieser Testsequenz zurückzuführen ist.
Für Sequenzen mit einfacheren Bewegungsstrukturen (z.B. Coastguard) wird eine,
im Vergleich zu den Referenzverfahren, gute Leistungsfähigkeit erreicht (Abb. 6.4(b)).
6.3.5. Schwankungen der Rekonstruktionsqualität
Die vom Betrachter wahrgenommene Qualität einer Videosequenz hängt stark von
den Qualitätsschwankungen zwischen den aufeinanderfolgenden Bildern ab. Je RD-
Punkt werden die Quantisierungsparameter für Key- und WZ-Frames für die ge-
samte Sequenz gewählt.
Ändert sich die Charakteristik der Sequenz, so ändert sich auch das Verhältnis
zwischen der Rekonstruktionsqualität der Key- und WZ-Frames (z.B. Soccer, ab
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Frame 100, Abb. 6.5(a)). In diesem Fall könnten die Quantisierungsparameter ange-
passt werden, was die RD-Performanz weiter verbessern würde.
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Abbildung 6.5.: Qualität und Datenrate der Key- und WZ-Frames, QCIF, 30 fps
Die kurzfristigen Schwankungen des PSNR zwischen den Frames betragen je nach
Sequenz bis zu ±3 dB, was einen starken Einfluss auf die subjektive Qualität hat.
Hier kann eineWahl der Codierungsparameter je Frame Abhilfe schaffen.
Die Datenrate der WZ-Frames steigt bei geringerer zeitlicher Korrelation stark an,
was aus dem Vergleich der Sequenzen Soccer und Coastguard zu erkennen ist
(Abb. 6.5(a) und 6.5(b)). Zum einen muss ein höherer Quantisierungsparameter
für die WZ-Frames gewählt werden, um die Lücke zwischen PSNR der Key- und
WZ-Frames zu schließen. Zum anderen muss für die WZ-Decodierung eine we-
sentlich höhere Datenrate aufgewendet werden, um bei schlechterer Qualität der
Seiteninformation eine erfolgreiche Decodierung zu erreichen.
Damit erhöht sich die Datenrate der WZ-Frames stark und kann, für Sequenzen
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mit komplexen Bewegungen, größer als die Datenrate der Key-Frames werden. Im
Gegensatz dazu tritt bei Sequenzen mit einfachen Bewegungsstrukturen der Fall
ein, dass keine WZ-Decodierung durchgeführt wird und die Seiteninformation die
rekonstruierten WZ-Frames ersetzt. In diesem Fall werden keine Daten für die WZ-
Frames übertragen (Abb. 6.5(b)).
6.4. Zusammenfassung
Die Bewertung der Leistungsfähigkeit des entwickelten Verteilten Videocodierungs-
systems %DeV iCe hat gezeigt, dass für Sequenzen mit hoher zeitlicher Korrela-
tion eine gute RD-Performanz, im Vergleich zu den Referenzverfahren, erreicht
wird. Bei sehr starker zeitlicher Korrelation (z.B. Coastguard) wurde keine Co-
dierung der WZ-Frames vorgenommen und die Seiteninformation direkt als Aus-
gabebild verwendet. Da die Seiteninformation einen höheren PSNR als die Key-
Frames zeigte, konnte so eine Verbesserung der Leistungsfähigkeit erreicht wer-
den.
Anzumerken ist, dass der entwickelte Codec %DeV iCe die örtliche Korrelation auf-
grund geforderter niedriger Encoderkomplexität nicht auswertet. Die Verwendung
der DCT könnte die Leistungsfähigkeit weiter steigern.
Für Sequenzen mit komplexen Bewegungsstrukturen konnte, insbesondere durch
die neu entwickelten Verfahren zur Generierung der Seiteninformation, eine Ver-
besserung der Seiteninformationsqualität sowie eine wesentliche Steigerung der RD-
Performanz erreicht werden. Dies führte dazu, dass der entwickelte Codec für ho-
he Frameraten eine mit den Referenzverfahren vergleichbare Leistungsfähigkeit
zeigt.
Entgegen den Erwartungen zeigte das in dieser Arbeit am weitesten entwickelte
Verfahren zur Generierung der Seiteninformation APBTI2, welches globale, inho-
mogene als auch Auf- und Verdeckungen berücksichtigt, nicht die beste Leistungs-
fähigkeit. In Bezug auf die Qualität der Seiteninformation sowie in Bezug auf die
RD-Performanz wurden die besten Ergebnisse in der Mehrzahl der Fälle mit dem
Verfahren MPBTI erreicht (Abschn. 6.3.4).
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7 Kapitel 7Rückkanal in der Verteilten
Videocodierung
Ein großes Problem in der Verteilten Codierung stellt die Kommunikation
zwischen Encoder und Decoder dar. In diesem Kapitel werden die Rolle des
Rückkanals analysiert und dadurch auftretende Probleme beschrieben. Wei-
terhin werden aus der Literatur bekannte Lösungsansätze klassifiziert und
darüber hinaus der vorgeschlagene Ansatz der flexiblen Decodierung vorge-
stellt.
In den vorangegangenen Kapiteln wird das Verteilte Videocodierungssystem %De-
V iCe mit geringer Encoderkomplexität entworfen. Dazu wurden die beiden we-
sentlichen Komponenten „Generierung der Seiteninformation“ (Kap. 4) und die
„Wyner-Ziv Codierung“ (Kap. 5) entwickelt und ihre Leistungsfähigkeit evaluiert
(Kap. 6). Als Basis für die Kompression einer Videosequenz wurde die verlustlose
Slepian-Wolf Codierung herangezogen. Die Ratenkontrolle stellt hier eine beson-
dere Problematik dar, da nur der Decoder Wissen über die notwendige Datenrate
besitzt, der Encoder jedoch exakt die notwendige Datenmenge übertragen muss.
Dieses Problem wurde im entwickelten Codec %DeV iCe, wie auch in der Litera-
tur üblich, durch Verwendung eines Rückkanals vom Decoder zum Encoder ge-
löst.
Die Verwendung eines Rückkanals ist für viele Anwendungsgebiete nicht prakti-
kabel, da dieser oftmals nicht zur Verfügung steht. Aus diesem Grund wird in
diesem Kapitel die Rolle des Rückkanals analysiert. Die auftretenden Probleme
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werden charakterisiert. Weiterhin werden Lösungsansätze für die einzelnen Pro-
blembereiche vorgeschlagen. Dieses Kapitel ist mehr als erweiterter Ausblick zu
verstehen. Die Entwicklung kompletter Lösungen wird nicht angestrebt. In der Li-
teratur gibt es, so weit bekannt, keine umfassende Lösung zum Problem des Rück-
kanals.
7.1. Das Problem Rückkanal
Die Nutzung des Rückkanals ist notwendig, wenn eine Decoder-seitige Ratenkon-
trolle verwendet wird. Hierbei fordert der Decoder weitere Daten vom Encoder an,
bis eine erfolgreiche Decodierung möglich ist. Systeme mit Rückkanal können nur
in bestimmten Anwendungsszenarien eingesetzt werden, da eine sofortige Decodie-
rung durchgeführt werden muss. Dies umfasst zum Beispiel Anwendungen, wie die
Live-Übertragung einer Videosequenz von einem oder mehreren mobilen Endgerä-
ten.
In Anwendungsszenarien, wie zum Beispiel der Speicherung einer Videosequenz,
steht kein Rückkanal zur Verfügung, da zum Zeitpunkt der Decodierung der Enco-
dierungsprozess bereits abgeschlossen ist. Hiermit ist das Anfordern weiterer Daten
nicht möglich und somit ist eine erfolgreiche Decodierung nicht sichergestellt. Dies
führt bei einer fehlerhaften Decodierung zu einer sehr geringen RD-Performanz.
Weiterhin verursachen die wiederholten Decodierungsversuche und das Anfordern
weiterer Daten eine hohe Latenz, welche zum einen von der Leistungsfähigkeit
des Decoders und zum anderen von der Latenz des Kommunikationskanals ab-
hängt.
Decodierversagen tritt ein, wenn eine zu geringe Datenrate übertragen wurde. Die
notwenige Datenrate wird wesentlich durch das verwendete Quantisierungssche-
ma bestimmt, welches zu Beginn der Codierung festgelegt wird. Dieser Parameter
kann später nicht angepasst werden, um eine erfolgreiche Decodierung und hohe
Rekonstruktionsqualität zu ermöglichen. Die Notwendigkeit des Rückkanals kann
durch die Umsetzung der WZ-Codierung durch Quantisierung und SW-Codierung
begründet werden (Abb. 5.8). Damit wird zu Beginn der Codierung ein RD-Punkt
fest ausgewählt, wodurch der Decoder nicht mehr flexibel auf die übertragene Da-
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Abbildung 7.1.: Trennung zwischen verlustloser und verlustbehafteter Verteilter
Codierung
tenmenge reagieren kann. Die Rekonstruktionsqualität skaliert somit nicht mit der
übertragenen Datenmenge.
Zusammenfassend werden durch die Trennung von verlustbehafteter und verlustlo-
ser Codierung (Abb. 7.1) zusätzliche Randbedingungen in das DVC-System einge-
führt, welche das Problem der Ratenkontrolle verschärfen.
Die Rekonstruktionsqualität in DVC-Systemen nimmt nur dann zu, wenn eine er-
folgreiche SW-Decodierung erfolgt ist. Damit wird mit steigender Datenrate die
Rekonstruktionsqualität nicht erhöht, solange nicht die notwendige Datenrate für
eine erfolgreiche Decodierung erreicht wurde. Zusätzlich übertragene Daten erhöhen
die Rekonstruktionsqualität nicht weiter.
Ziel ist es, ein Codierungssystem zu entwerfen, bei dem die Rekonstruktionsqualität
kontinuierlich mit steigender Datenrate zunimmt.
7.2. Lösungsansätze
Die einfache Decoder-seitige Ratenkontrolle setzt die volle Nutzung eines Rück-
kanals voraus. Nach jedem erfolglosen Decodierungsversuch wird ein neues Da-
tenpaket angefordert und ein neuer Versuch gestartet. In der Literatur sind wei-
terhin Methoden bekannt, um die Nutzung des Rückkanals zu reduzieren [Slowack
u. a. 2012a, b]. Weiterhin kann das Ratenkontrollproblem auch durch eine Encoder-
seitige Ratenkontrolle gelöst werden [Brites u. Pereira 2007, 2011], womit die Kom-
munikation vom Decoder zum Encoder entfällt (Abb. 7.2).
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Abbildung 7.2.: Einteilung in Systeme mit und ohne Nutzung des Rückkanals und
Zusammenhang zur Ratenkontrolle
Ziel der Encoder- oder Decoder-seitigen Ratenkontrolle ist es, die notwendige Da-
tenrate zur erfolgreichen Decodierung möglichst genau zu bestimmen. Neben diesen
Ansätzen aus dem Bereich der Ratenkontrolle wird in dieser Arbeit die flexible De-
codierung vorgeschlagen (Abb. 7.2). Die grundlegende Herangehensweise besteht
darin, übertragene und somit am Decoder verfügbare Daten zu nutzen, auch wenn
diese nicht zu einer erfolgreichen Decodierung führen. Ziel der flexiblen Decodierung
ist es somit, dem Decoder mehr Möglichkeiten zu verschaffen, um mithilfe der über-
tragenen Daten die Rekonstruktionsqualität zu verbessern.
Wyner-Ziv 
Encoder
Wyner-Ziv
DecoderWZ-Frame
Key-Frame Key-F.Encoder
Key-F.
Decoder
SI Gen.EncoderRatenkontrolle
Decoder
Ratenkontrolle
flexible 
Decodierung
Abbildung 7.3.: Einfaches DVC-System, erweitert um Encoder- und Decoder-
seitiger Ratenkontrolle sowie flexibler Decodierung
Die folgende Liste gibt einen Überblick über die Lösungsansätze zur verminderten
Nutzung des Rückkanals. Weiterhin zeigt Abbildung 7.3 die schematische Anord-
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nung dieser Verfahren in einem Verteilten Codierungssystem.
Decoder-seitige Ratenkontrolle — Bei der Decoder-seitigen Ratenkontrolle han-
delt es sich um eine einfache Form der Ratenkontrolle, indem nach jedem
erfolglosen Decodierversuch ein weiteres Datenpaket angefordert wird. Dar-
über hinaus gibt es Ansätze, die notwendige Datenrate am Decoder abzu-
schätzen und somit die Anzahl der Rückfragen zu verringern [Slowack u. a.
2012b, a]. Somit wird auch die Latenz verringert und die Nutzung des Rück-
kanals reduziert.
Encoder-seitige Ratenkontrolle — Die Schätzung der notwendigen Datenrate für
eine erfolgreiche Decodierung am Encoder macht die Nutzung des Rückkanals
überflüssig. Das Problem besteht darin, eine exakte Schätzung der Datenrate
zu erreichen, wobei die Seiteninformation und somit das Maß der Korrelation
zwischen OriginalbildX und Seiteninformation Y nicht bekannt ist. Aufgrund
der zu erhaltenden geringen Komplexität des Encoders, wird hier meist eine
vereinfachte Bestimmung der Seiteninformation durch Mittelung der Nach-
barbilder [Priziment u. Malah 2008][Kodavalla u. Mohan 2011][Badem u. a.
2010][Yaacoub u. Farah 2009][Morbee u. a. 2007] oder durch stark verein-
fachte Bewegungsschätzung und -kompensation [Brites u. Pereira 2007, 2011]
durchgeführt. Stärkere Bewegungen können so auch berücksichtigt werden.
Weiterführend wird anhand eines Modells die Datenrate bestimmt. Weitere
Ansätze verwenden Entscheidungsbäume, um die Datenrate zu bestimmen
(machine lerning, [Martinez u. a. 2008a, b]). Wird die Datenrate nicht kor-
rekt bestimmt, so tritt eine fehlerhafte Decodierung auf oder die Datenrate ist
höher als notwendig. In beiden Fällen wird die RD-Performanz verschlechtert.
Flexible Decodierung — Im Gegensatz zur Decoder- und Encoder-seitigen Raten-
kontrolle wird bei der vorgeschlagenen flexiblen Decodierung die Datenrate
nicht beeinflusst. Hier ist es das Ziel, durch geschickte Verteilung der Informa-
tion eine erfolgreiche Decodierung [Hänsel u. Müller 2009c] oder durch eine
Fehlerverschleierung eine Verbesserung der Rekonstruktionsqualität [Hänsel
u. Müller 2009a, b, 2010] zu erreichen.
Multiple Description — Weitere DVC-Systeme mit verminderter Nutzung des Rück-
kanals basieren auf multi description coding (MDC, [Kuo u. a. 2012]) und
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erfordern eine Neustrukturierung des Codecs. Der in [Adikari u. a. 2007] vor-
gestellte Ansatz führt die Decodierung parallel mit mehreren WZ-Decodern
durch, was zu einer Erhöhung der Rekonstruktionsqualität führt.
In dieser Arbeit liegt das Augenmerk auf DVC-Systemen mit geringer Encoder-
komplexität. In anderen Anwendungsszenarien, welche die Flexibilität und Drift-
freiheit der Verteilten Videocodierung nutzen, können testweise Encodierung und
Decodierung durchgeführt werden, um so die notwendige Datenrate zu bestim-
men. Dies setzt jedoch eine hohe Rechenleistung des Encoders und die Verfügbar-
keit der Seiteninformation voraus, womit dies für Encoder mit geringer Komplexi-
tät nicht möglich ist. Das Rückkanalproblem tritt im Wesentlichen bei Encodern
mit geringer Komplexität oder bei der Codierung mit örtlich getrennten Encodern
auf.
7.3. Anwendungsszenarien für die flexible
Decodierung
Bevor auf die einzelnen vorgeschlagenen Verfahren zur flexiblen Decodierung einge-
gangen wird, sollen hier die entsprechenden Szenarien beschrieben werden. Alle Sze-
narien beschreiben den Fall, dass eine erfolgreiche Decodierung mit der herkömm-
lichen SW-Decodierung, aufgrund einer zu geringeren Datenmenge, nicht möglich
ist. Der Fall einer zu hohen übertragenen Datenmenge wird nicht behandelt, da
hier eine herkömmliche SW-Decodering und Rekonstruktion durchgeführt werden
kann, was zu einem sehr guten Rekonstruktionsergebnis führt.
Die herkömmliche Slepian-Wolf Decodierung verarbeitet die Bitebenen q(b) eines
Quantisierungssymbols q nacheinander. Die Reihenfolge der Decodierung hat we-
sentlichen Einfluss auf die zur erfolgreichen Decodierung der Bitebene notwendigen
Datenrate R(b). Diese wird größer, je früher in der Reihenfolge eine Bitebene de-
codiert wird. Für eine erfolgreiche Decodierung von zum Beispiel zwei Bitebenen
müssen folgende Bedingungen erfüllt sein:
• Für eine Bitebene b muss die Datenrate R(b)max erreicht sein, um dieses als
erstes zu decodieren. ∃b, R(b) ≥ R(b)max
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• Für die andere Bitebene b′ muss die minimal notwendige Datenrate R(b′) ≥
R
(b′)
min erreicht sein um eine erfolgreiche Decodierung bei Kenntnis der anderen
Bitebene, zu ermöglichen.
• Die Summe der übertragenen Datenrate muss größer als die insgesamt zur
erfolgreichen Decodierung notwendigen Datenrate sein, ∑k R(k) ≥ Rsuc.
Abbildung 7.4 zeigt eine mögliche Datenverteilung zwischen den Bitebenen bei
herkömmlicher Decodierung, wobei die Bitebene 1 als Erstes decodiert wird. Diese
Randbedingungen lassen sich auch auf 3 und mehr Bitebenen erweitern, womit
weitere Grenzen für die minimale Datenrate, je nach Reihenfolge, eingeführt werden
müssen.
Decodierreihenfolge
1→ 2
2→ 1
R
(1)
min
R(1)max
R(2)max
R
(2)
min
R(2)
R
R(1)
Bitebene 1 Bitebene 2
Abbildung 7.4.: Verteilung der Datenrate bei der Bitebenen-weisen Decodierung,
zuerst Bitebene 1 , dann Bitebene 2 (1→ 2), M = 2
Im Folgenden werden drei Szenarien beschrieben, für welche die flexible Decodie-
rung Lösungsansätze bietet.
Szenario 1 — Die Summendatenrate wurde erreicht ∑k R(k) ≥ Rsuc, jedoch wur-
de für keine Bitebene die notwendige Datenrate erreicht, um diese als Erstes
zu decodieren R(k) < R(k)max,∀k (Abb. 7.5(a)). Da die herkömmliche Deco-
dierung aufgrund der ungünstigen Verteilung der Datenmenge nicht möglich
ist, wird zur Lösung des Problems die Bitebenen übergreifende Decodierung
vorgeschlagen, welche alle Bitebenen parallel decodiert (Abschn. 7.4).
Szenario 2 — Die maximale Datenrate für eine Bitebene wurde erreicht ∃b, R(b) ≥
R(b)max, die Summendatenrate ist jedoch nicht ausreichend zur erfolgreichen De-
codierung aller Bitebenen∑k R(k) < Rsuc (Abb. 7.5(b)). In diesem Fall können
die Bitebenen, soweit möglich, mittels der herkömmlicher SW-Decodierung
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decodiert werden. Die erfolgreich decodierten Bitebene können zur Rekon-
struktion verwendet werden. Anschließend kann das Rekonstruktionsergeb-
nis durch die Nutzung von Zuverlässigkeitsinformationen (Abschn. 7.5) oder
durch eine entsprechende Fehlerverschleierung (Abschn. 7.6) verbessert wer-
den.
Szenario 3 — Die notwendige Summendatenrate ∑k R(k) < Rsuc und die notwen-
dige Datenrate zur Decodierung der einzelnen Bitebenen R(k) < R(k)max,∀k
wurden nicht erreicht (Abb. 7.5(c)). In diesem Fall ist keine herkömmliche
oder Bitebenen übergreifende Decodierung möglich, somit wird hier eine Feh-
lerverschleierung vorgeschlagen (Abschn. 7.6).
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Abbildung 7.5.: Szenarios für die flexible Decodierung, unterschiedliche Vertei-
lung der Datenrate im Vergleich zur Bitebenen-weisen Decodierung
(Abb. 7.4), zwei Bitebenen (M = 2)
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7.4. Bitebenen übergreifende Decodierung
7.4.1. Lösungsansatz
Die Bitebenen übergreifende Decodierung stellt einen Lösungsansatz für das Szena-
rio 1 dar, in welchem die Gesamtdatenrate für die erfolgreiche Decodierung ausrei-
chend, diese jedoch ungünstig zwischen den Bitebenen verteilt ist. Die Decodierung
der Bitebenen nacheinander ist in diesem Fall nicht möglich, da mit der Decodie-
rung keiner der Bitebenen gestartet werden kann. Zur Lösung des Problems wird
hier eine Bitebenen übergreifende Decodierung vorgeschlagen.
Die schrittweise Decodierung der Bitebenen, wie sie in %DeV iCe verwendet wird
(Abb. 5.8, S. 111), bearbeitet eine Bitebene nach der anderen. Tritt ein Decodie-
rungsversagen auf, so können die weiteren Bitebenen meist nicht decodiert wer-
den.
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Abbildung 7.6.: Bitebenen übergreifende Decodierung durch Austausch von Zuver-
lässigkeitsinformationen
Die Bitebenen übergreifende Decodierung [Hänsel u. Müller 2009c] löst das Pro-
blem, indem die Bitebenen parallel decodiert werden. Um dies zu ermöglichen,
werden nicht nur die hart entschiedenen decodierten Bitebenen qˆ(b) der Quantisie-
rungssymbole ausgetauscht, sondern auch die Zuverlässigkeitsinformation in Form
der posteriori LLR-Werte L(qˆ(b)) (Abb. 7.6, Gl. 7.1). Dieser Prozess wird iterativ
151
7. Rückkanal in der Verteilten Videocodierung
wiederholt, bis eine erfolgreiche Decodierung möglich ist oder eine maximale Anzahl
Wiederholungen erreicht ist.
Dieser Ansatz entspricht der bekannten Super-Turbo Decodierung [Garcia-Frias
u. Zhao 2001][Zhao u. Garcia-Frias 2002], wobei die statistischen Abhängigkeiten
zwischen den Bitebenen ausgenutzt werden.
Später wurde in [Luong u. a. 2011] die Nutzung der Bitebenen übergreifenden De-
codierung für LDPC Codes zur Verbesserung der Leistungsfähigkeit in Systemen
mit voller Rückkanalnutzung untersucht.
Lc(qˆ(b)i ) = ln
p′Y |Q(yi|q(b)i = 0)
p′Y |Q(yi|q(b)i = 1)
(7.1)
p′Y |Q(yi|q(b)i = 0) =
∑
q|q(b)=0
∏
k 6=b
Pr(q(k) = qˆ(k)i )
︸ ︷︷ ︸
Pr(q=qˆi|q(b)=0)
· pY |Q(yi|q) (7.2)
Pr(qˆ(b)i = 0) =
eL(qˆ
(b)
i )
1 + eL(qˆ(b)i )
= 1− Pr(qˆ(b)i = 1) (7.3)
Der wesentliche Unterschied zur schrittweisen Decodierung der Bitebenen besteht
somit darin, dass bei Anwendung des Modells die Quantisierungsintervalle nicht
aufgrund der bekannten Bitebenen qˆ(b)i ausgeblendet werden. Vielmehr werden
die bekannten Wahrscheinlichkeiten Pr(q = qˆi|q(b) = 0) bzw. Pr(q = qˆi|q(b) =
1) verwendet, um die Quantisierungsintervalle entsprechend zu wichten (Gl. 7.2,
Abb. 7.7).
Das Beispiel in Abbildung 7.7 zeigt die Bitebenen übergreifende Decodierung, be-
ginnend mit der Bitebene 1. Im ersten Schritt kann keine Wichtung oder Aus-
blendung von Quantisierungsintervallen vorgenommen werden, da keine posteriori
LLR-Werte bzw. decodierte Bitebenen vorliegen. Im Beispiel hat die Decodierung
der ersten Bitebene eine 0 mit einer Wahrscheinlichkeit von 0.8 ergeben, womit die
Quantisierungssymbole qi = 0, qi = 1 mit 0.8 und die weiteren Symbole mit 0.2 ge-
wichtet werden. Dieser Prozess wird iterativ für alle weiteren Bitebenen fortgesetzt
und bei erfolgreicher Decodierung oder bei Erreichen einer maximalen Iterations-
anzahl ν > νmax gestoppt.
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Abbildung 7.7.: Iterative Bitebenen übergreifende Decodierung, beginnend mit Bi-
tebene 1 (Super-Turbo Decoder)
Mit der Bitebenen übergreifenden Decodierung wird ein Informationsaustausch zwi-
schen den Decodern im gewissen Rahmen ermöglicht. Für jede Bitebene muss eine
DatenrateR(b) übertragen werden, welche dem Informationsgehalt dieser entspricht,
wenn alle anderen Bitebenen bekannt sind ∀b, R(b) ≥ R(b)min (Gl. 7.4). Weiterhin muss
die Summendatenrate, welche zur erfolgreichen Codierung notwendig ist, erreicht
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R
(1)
min R
(1)
max
Rsuc
R(2)max R
(2)
min
R(1) R(2)
Übergangsbereich
A
B
Abbildung 7.8.: Verteilung der Datenrate zwischen den Bitebenen bei gemeinsamer
Decodierung, zwei Bitebenen M = 2, Decodierreihenfolge: Punkt
A 2→ 1, Punkt B 1→ 2
worden sein, ∑k R(k) ≥ Rsuc.
R
(b)
min ≥ H(Q(b)|Y,Q(1), . . . Q(b−1), Q(b+1), . . . Q(M)) (7.4)
R(b)max ≥ H(Q(b)|Y ) (7.5)
Damit lassen sich die in Abschnitt 7.3 aufgestellten Bedingungen für die erfolgreiche
Decodierung aufweichen. Neben den in Abbildung 7.8 dargestellten Ratenkombi-
nationen A,B lassen sich durch die übergreifende Decodierung alle Kombinationen
innerhalb des grauen Übergangsbereiches erreichen. Die Ratenkombinationen A,B
entstehen durch Variation der Decodierreihenfolge in der schrittweisen Decodie-
rung, dabei wird die Datenrate geringer, wenn die Bitebene später decodiert wird,
da dann mehr decodierte Bitebenen vorliegen.
7.4.2. Simulationsergebnisse
Durch die Bitebenen übergreifende Decodierung wird der Decoder in die Lage ver-
setzt, eine Decodierung durchzuführen, auch wenn für keine der Bitebenen aus-
reichend Korrektursymbole übertragen wurden, um diese als Erstes zu decodie-
ren.
Abbildung 7.9 zeigt die Ratenbereiche, welche durch die Bitebenen-weise Deco-
dierung erreicht werden können (grau). Die Kombinationen (R1,min, R2,max) bzw.
(R1,max, R2,min) werden üblicherweise verwendet, da so die geringste Gesamtdaten-
rate Rsuc erreicht wird. Die Bitebenen übergreifende Decodierung ermöglicht es,
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R1min R1max
R2min
R2max
Rsuc + 0%
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2
 
 Start Bitebene 1, multiple Interleaver
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Start Bitebene 2
Bitebenen weise Decodierung
Abbildung 7.9.: Zur erfolgreichen Decodierung notwendige Datenraten R1, R2 bei
gemeinsamer Decodierung der Bitebenen, Foreman, QCIF, 30 fps,
APBTI2, Key-Frames: H.264intra, QP25, M = 2
bei weiteren Kombinationen (R1, R2) erfolgreich zu decodieren, wobei nur eine ge-
ringe Erhöhung der Gesamtdatenrate von 5 % eintritt. Diese höhere Flexibilität
kann durch eine Encoder-seitige Ratenkontrolle genutzt werden, da so das Verhält-
niss zwischen den Datenraten der einzelnen Bitebenen nicht mehr exakt bestimmt
werden muss.
Weiterhin kann gezeigt werden, dass die übergreifende Decodierung eine höhere
Leistungsfähigkeit zeigt, wenn die Super-Turbo Decodierung mit der zweiten also
geringwertigeren Bitebene gestartet wird. Darüber hinaus wurde untersucht, inwie-
weit die Dekorrelation zwischen den Bitebenen durch zusätzliche Interleaver not-
wendig ist. Die Simulationsergebnisse zeigen, dass durch die Verwendung multipler
Interleaver die Leitungsfähigkeit weiter gesteigert werden kann (Abb.: 7.9).
Eine Betrachtung für drei und mehr Bitebenen wurde hier nicht durchgeführt. Die
Bitebenen übergreifende Decodierung lässt sich hier jedoch auch anwenden, jedoch
muss die Reihenfolge der Bearbeitung gesondert untersucht werden.
7.4.3. Fazit
In diesem Abschnitt wurde die Bitebenen übergreifende Decodierung vorgeschla-
gen, um eine flexible Verteilung der Datenrate zwischen den Bitebenen zu erreichen.
Damit kann eine erfolgreiche Decodierung für das Szenario 1 durchgeführt werden
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(Abb. 7.5(a), S. 150). Es konnte gezeigt werden, dass für zwei Bitebenen (M = 2)
die Decodierung auch dann möglich ist, wenn für keine der Bitebenen die maximale
Datenrate übertragen wurde. Dabei ergab sich bei Verwendung von multiplen In-
terleavern, zur Dekorrelation der Bitebenen, eine Erhöhung der Gesamtdatenrate
von 5 %.
Dieser Ansatz vereinfacht die Encoder-seitige Ratenkontrolle dahin gehend, dass
nicht für jede Bitebene die exakte Datenrate bestimmt werden muss. Damit sind
die Nachteile gegenüber der symbolweisen Codierung, bei der keine Zerlegung in Bi-
tebenen durchgeführt wird, aufgehoben. Weiterhin bleibt die Möglichkeit, die Deco-
dierung bei einer bestimmten Bitebene abzubrechen, erhalten.
7.5. Soft-Rekonstruktion
Mit der im vorangegangenen Abschnitt 7.4 betrachteten Bitebenen übergreifenden
Decodierung wurde der Austausch von Zuverlässigkeitsinformationen eingeführt.
Dies soll nun auf die Rekonstruktion erweitert werden.
Die Soft-Rekonstruktion [Hänsel u. Müller 2009b] verwendet neben den erfolgreich
decodierten Bitebenen auch die Zuverlässigkeitsinformation L(q(b)) von Bitebenen,
welche nicht erfolgreich decodiert werden konnten. Die Idee besteht darin, die Ten-
denz der Log-Likelihood Werte hin zum richtigen Quantisierungssymbol zu nutzen,
um eine Verbesserung der Rekonstruktionsqualität zu erhalten.
Der gleiche Ansatz wurde später in [Brites u. Pereira 2011] auf die Rekonstruktion
von DCT-Koeffizienten in einem DVC System mit Encoder-seitiger Ratenkontrolle
angewendet.
Die Soft-Rekonstruktion wurde für das Szenario 2 und 3 (S. 148) entworfen, da hier
einige oder alle Bitebenen aufgrund zu geringer Datenrate nicht decodiert werden
können. In diesem Fall tritt eine schlechte RD-Performanz ein, da eine hohe Daten-
rate übertragen wurde, diese jedoch nicht zur Verbesserung des Rekonstruktionser-
gebnisses führt. In diesem Fall kann der Einsatz der Soft-Rekonstruktion zu einer
leichten Verbesserung des Rekonstruktionsergebnisses führen.
Die Umsetzung der Soft-Rekonstruktion erfolgt in Anlehnung an die in %DeV iCe
verwendete MMSE-Rekonstruktion (Gl. 5.10, S. 115). Der wesentliche Unterschied
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pX|Y (x|y) p￿X|Y (x|y)
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Abbildung 7.10.: Wichtung der Quantisierungsintervalle bei der Soft-Rekonstruk-
tion
besteht nun darin, dass nach der Decodierung kein einzelnes Quantisierungsintervall
ausgewählt werden kann, sondern die Intervalle entsprechend ihrer Wahrscheinlich-
keit gewichtet werden (Gl. 7.8, 7.6, Abb. 7.10). Die Wahrscheinlichkeit der Quanti-
sierungsintervalle ergibt sich aus den Wahrscheinlichkeiten der einzelnen Bitebenen
(Gl. 7.7).
xˆi = E {xi|Pr(qˆi), yi}
=
+∞∫
−∞
x · p′X|Y (x|yi)dx
+∞∫
−∞
p′X|Y (x|yi)dx
(7.6)
Pr(qˆ′) =
∏
b
Pr
(
qˆ(b) = qˆ′(b)
)
(7.7)
p′X|Y (x|y) = Pr(qˆ = Q(x)) · pX|Y (x|y) (7.8)
Die vorläufigen Simulationsergebnisse haben gezeigt, dass die Soft-Rekonstruktion
zu einer leichten Verbesserung des Rekonstruktionsergebnisses führt, wenn nur die
geringwertigste Bitebene (LSB) nicht decodiert werden kann. Tritt jedoch der Fall
ein, dass auch höherwertige Bitebenen oder alle Bitebenen nicht decodiert werden
können, so führt die Soft-Rekonstruktion zu keiner Verbesserung der Leistungsfä-
higkeit in einem pixelbasierten DVC Codec.
Ursache hierfür können die verwendeten Zuverlässigkeitsinformationen darstellen.
Die Bestimmung der Wahrscheinlichkeit eines Symbols aus dem posteriori LLR-
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Wert ist nicht immer zuverlässig. Hier ist die Betrachtung weiterführende Ansätze
notwendig. In [Hänsel u. Müller 2010] wurde die Extraktion von Zuverlässigkeits-
information auf Basis modifizierter Abbruchkriterien für Turbocodes [Skorupa u. a.
2009] untersucht. Diese Ansätze sind bisher nicht in die Soft-Rekonstruktion oder
andere Verfahren der flexiblen Decodierung eingeflossen.
7.6. Fehlerlokalisierung und -verschleierung
Die Szenarien 2 und insbesondere 3 (S. 148) stellen eine große Herausforderung dar.
In diesen Fällen können einzelne oder alle Bitebenen nicht decodiert werden, damit
ist keine herkömmliche Rekonstruktion möglich. Hier soll nun ein Ansatz vorgestellt
werden, welcher die Trennung zwischen verlustloser und verlustbehafteter Verteilter
Codierung aufbricht.
Die Kanalcodierung hat im Wesentlichen zwei Aufgaben. Zum einen dienen Ka-
nalcodes dem Fehlerschutz (z.B. Faltungscodes), zum anderen können Kanalcodes
auch zur Fehlererkennung eingesetzt werden (z.B. CRC), um festzustellen, ob ein
oder mehrere Fehler in einer Symbolfolge enthalten sind. Die Fehlererkennung setzt
einen wesentlichen schwächeren Kanalcode als die Fehlerkorrektur voraus, womit
die Coderate Rc höher und die Anzahl der übertragenen Korrektursymbole cp1, cp2
geringer ausfallen kann.
Neben diesen beiden häufigen Einsatzfeldern werden Kanalcodes auch zur Lokali-
sierung von Fehlern eingesetzt (ELC, error locating codes). Je nachdem, wie leis-
tungsfähig das verwendete Codierungsverfahren ist, kann eine feingranuläre oder
unscharfe Fehlerlokalisation durchgeführt werden. Wenn es nun möglich ist, unter
Verwendung der übertragenen Korrektursymbole cp1, cp2 die Fehlerposition in der
Seiteninformation Yi zu bestimmen, so kann an diesen Orten gezielt eine Fehler-
verschleierung eingesetzt werden, um die durch den Betrachter wahrgenommene
Qualität zu verbessern.
Der vorgeschlageneWZ-Decoder (Abb. 7.11) beinhaltet neben den klassischen Kom-
ponenten zur WZ-Decodierung zusätzlich ein Modul zur Lokalisierung der Fehlerpo-
sitionen und Verfahren zur Verschleierung bzw. Überzeichnung von Fehlern.
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Abbildung 7.11.: Flexibler Wyner-Ziv Decoder mit Fehlerlokalisierung und Fehler-
verschleierung
Fehlerlokalisierung mittels Verfahren der Verteilten Quellencodierung wurde in [Lin
u. a. 2007, 2008] für das Watermarkinganwendungsszenario betrachtet. Weiterhin
wurden in [Said 1995; Kitakami u. Sano 2005] Verfahren zur Lokalisierung von
Blockfehlern vorgestellt.
Der Einsatz einer Fehlerverschleierung zur Minderung der Auswirkungen von Über-
tragungsfehlern ist für die konventionelle [Seiler u. Kaup 2008] und Verteilte Vi-
deocodierung [Ye u. a. 2008] bekannt. Dabei unterscheidet man in zeitliche und
örtliche Fehlerverschleierung. Die Erhöhung der Leistungsfähigkeit einer DVC Co-
dec kann auch durch Methoden der Fehlerverschleierung erreicht werden [Sofke
u. a. 2009]. Zur örtlichen Fehlerverschleierung kann Image Inpainting [Tschumper-
lé 2002; Bertalmio u. a. 2000] angewandt werden, wobei das PSNR zur späteren
Leistungsbewertung ungeeignet ist.
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Abbildung 7.12.: Bestimmung von potentiellen Fehlersegmenten basierend auf den
empfangenen Paritätssymbolen cp1,cp2
7.6.1. Unscharfe Bestimmung der Fehlerposition
Zur Bestimmung von Fehlerpositionen in der Seiteninformation Yi werden zum
einen die übertragenen Korrektursymbole cp1, cp2 und zum anderen die Differenz
YD,i zwischen den bewegungskompensierten Key-Frames verwendet (Gl. 7.10) [Hän-
sel u. Müller 2009a].
Die beiden in %DeV iCe verwendeten parallel verketteten Faltungscodes werden
einzeln zur Lokalisierung von Fehlern verwendet. Dazu wird die Seiteninformati-
on quantisiert und in Bitebenen zerlegt q(b)Y . Zur Fehlerlokalisierung werden Mi-
krosegmente q(b)Y,k entsprechend des Punktierungsschemas gebildet, sodass jedes
Mikrosegment genau ein unpunktiertes Korrektursymbol c(b)p1,k bzw. c
(b)
p2,k enthält
(Abb. 7.12(a)).
Einzelne Mikrosegmente können zu einem Segment q(b)Y,seg zusammengefasst werden,
für welches mittels Faltungscodierung die Paritätssymbole c(b)Y,p1 bestimmt und mit
den empfangenen Symbolen vergleichen werden. Sind diese gleich, so trat in diesem
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Segment wahrscheinlich kein Fehler auf. Da der Zustand des Faltungscodierers zu
Beginn des Segmentes unbekannt ist, wird eine Präambel pre entsprechend des Ge-
dächtnisses des Faltungscodierers angefügt. Ein Segment gilt nur dann als fehlerfrei,
wenn für mindestens eine Präambel die am Encoder erzeugten c(b)p1,seg mit den am
Decoder aus der Seiteninformation erzeugten Paritätssymbolen c(b)Y,p1,seg überein-
stimmen (npre ≥ 1). Wurde ein fehlerfreies Segment gefunden, so werden sukzessiv
weitere Mikrosegmente angefügt (Abb. 7.12(b)), um möglichst lange Segmente mit
vielen unpunktierten Bits zu erhalten. Ein Bildpunkt wird nur dann als fehlerhaft
angesehen, wenn dieser aus Sicht beider Faltungscoder einem fehlerhaften Segment
zugeordnet wurde (Gl. 7.9).
EMELC,i(x, y) = EMELC,p1,i(x, y) ∧ EMELC,p2,i(x, y) (7.9)
Die Granularität der Fehlerlokalisation dieses Ansatzes hängt direkt von der über-
tragenen Datenrate ab. Werden mehr Daten übertragen, so bilden sich kleinere Mi-
krosegmente, womit die Fehlerpositionen genauer lokalisiert werden können.
Die Fehlerlokalisierung kann weiter verbessert werden, indem die Differenz YD,i
der bewegungskompensierten Key-Frames K−MVFi−1 bzw. KMVFi+1 mit einbezogen wird
(Gl. 7.11). Diese stellt ein Maß für die Zuverlässigkeit der Bewegungsschätzung dar.
Hohe Differenzen zwischen den Key-Frames werden in der entsprechenden Fehler-
karte EMD,i als fehlerhafte Position vermerkt.
YD,i(x, y) =
{
K−MVFi−1 (x, y)−KMVFi+1 (x, y)
}
(7.10)
EMD,i(x, y) =
1 : YD,i(x, y) > th0 : sonst (7.11)
EMi(x, y) = EMD,i(x, y) ∧ EMELC,i(x, y) (7.12)
7.6.2. Verschleierung von Fehlern
Die im vorangegangenen Abschnitt bestimmten Fehlerpositionen können ausgeblen-
det werden und mittels örtlicher Fehlerverschleierung, wie zum Beispiel Image In-
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painting [Tschumperlé 2002][Bertalmio u. a. 2000], gefüllt werden.
Simulationen haben gezeigt, dass so die Leistungsfähigkeit bisher nur im geringen
Maße verbessert werden kann.
7.6.3. Fazit
Der vorgeschlagene Ansatz, die für die SW-Codierung verwendeten Kanalcodes
auch für die Fehlerlokalisierung und späterer Fehlerverschleierung einzusetzen, kann
auch im Fall eines Decoderversagens angewendet werden. Vorläufige Simulationen
haben gezeigt, dass damit die Rekonstruktionsqualität objektiv (PSNR) und sub-
jektiv geringfügig verbessert werden kann.
Ein wesentliches Problem stellt jedoch der Kompromiss zwischen hoher Leistungsfä-
higkeit des parallel verketteten Faltungscodes für die Fehlerkorrektur und der Feh-
lerlokalisierung dar. Eine leistungsfähige Fehlerlokalisierung wird erreicht, wenn
Bündelfehler auftreten, dies mindert hingegen die Leistungsfähigkeit der Fehler-
korrektur. Die Bündelfehler können gezielt durch den Einsatz eines Interleavers
zerstreut werden, womit der Auswahl des Interleavers eine zentrale Bedeutung zu-
kommt.
Aus diesem Grunde ist es notwendig, leistungsfähige Codierungsverfahren zu fin-
den, welche eine hohe Leistungsfähigkeit sowohl bezüglich der Fehlerkorrektur als
auch Fehlerlokalisierung zeigen. Weiterhin ist es auch denkbar, zur Fehlerlokalisie-
rung auf weitere Merkmale im Verlauf des Decodierungsprozesses zurückzugreifen
[Hänsel u. Müller 2010].
7.7. Zusammenfassung
Dem Rückkanal kommt in der Verteilten Videocodierung eine zentrale Bedeutung
zu. Da dieser in vielen Anwendungsszenarien nicht zur Verfügung steht, kann in
diesen die Verteilte Videocodierung nur bedingt eingesetzt werden. Zur Lösung
des Problems gibt es in der Literatur im Wesentlichen zwei Ansätze, die Encoder-
und Decoder-seitige Ratenkontrolle, wobei die Nutzung des Rückkanals verringert
oder ganz vermieden wird. Darüber hinaus wurden in diesem Kapitel Ansätze zur
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flexiblen Decodierung vorgeschlagen, welche dem Decoder mehr Möglichkeiten im
Umgang mit den empfangenen Daten bieten.
Die entwickelte Bitebenen übergreifende Decodierung ermöglicht einen flexiblen In-
formationsaustausch zwischen den zu decodierenden Bitebenen, womit, auch bei un-
günstiger Verteilung der Datenrate zwischen den Bitebenen, eine Decodierung mög-
lich ist. Weiterhin wurde für den Fall, dass aufgrund zu geringer Gesamtdatenrate
keine Decodierung möglich ist, die Soft-Rekonstruktion und die Fehlerverschleie-
rung, basierend auf unscharfer Fehlerlokalisation, vorgeschlagen.
Die hier entwickelten Lösungen stellen Ansätze für die Vermeidung des Rückka-
nals dar. Die in der Literatur sowie in %DeV iCe verwendete Systemstruktur ist
nach aktuellem Kenntnisstand nicht für die rückkanalfreie Decodierung geeignet
und bedarf einer Umstrukturierung, wie es im Ansatz zur Fehlerlokalisation und
Fehlerverschleierung (Abschn. 7.6) beispielhaft gezeigt wurde.
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8 Kapitel 8Zusammenfassung und
Ausblick
8.1. Zusammenfassung
Die Zielsetzung dieser Arbeit bestand in der Entwicklung eines Videocodierungssys-
tems mit geringer Encoderkomplexität nach den Prinzipien der Verteilten Codie-
rung. Die geringe Komplexität des Encoders, die Steigerung der Leistungsfähigkeit
und die Flexibilität der Decodierung standen im Mittelpunkt der Entwicklungen
und Untersuchungen.
Die Verwendung einer örtlichen Transformation, wie zum Beispiel der diskreten
Cosinus-Transformation (DCT), erhöht die Komplexität des Codierungssystems
im Vergleich zu einem pixelbasierten Codec. Weiterhin kann die Komplexität wei-
terer Komponenten des Encoders durch die Anwendung eines transformationsba-
sierten Ansatzes reduziert werden. Die sehr geringe Encoderkomplexität und hohe
Flexibilität der pixelbasierten Systeme konnte jedoch nicht erreicht werden. Ba-
sierend auf diesen Erkenntnissen wurde konsequent der pixelbasierte Ansatz ver-
folgt.
Die Qualität der Seiteninformation hat starken Einfluss auf die Leistungsfähigkeit
des Gesamtsystems. Basierend auf bekannten Verfahren zur temporalen Interpola-
tion wurden neue Verfahren für Herausforderungen, wie sehr schnelle oder inhomo-
gene Bewegungen, entwickelt.
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Es hat sich gezeigt, dass durch einen zweistufigen Prozess aus Abschätzung der glo-
balen Bewegung und verfeinerter pixelbasierter Bewegungsschätzung, eine wesentli-
che Verbesserung der Seiteninformation, für Sequenzen mit schnellen Bewegungen,
erreicht werden kann. Zur robusten Abschätzung der globalen Bewegung wurde auf
die Bewegung markanter Bildbereiche zurückgegriffen.
Dieser Ansatz der robusten Bewegungsabschätzung wurde auch auf Sequenzen mit
einer inhomogenen Bewegungsstruktur übertragen. Hier konnte durch multiple Be-
wegungshypothesen eine Verbesserung der Bewegungsschätzung erreicht werden,
ohne den Aufwand für die Bewegungsschätzung zu erhöhen. Die geschickte Nut-
zung markanter Bildbereiche führte auch zu einer Verringerung der Komplexität
der temporalen Interpolation.
Weiterhin konnte die Qualität der Seiteninformation, in Sequenzen mit starken Auf-
und Verdeckungsbereichen, durch eine adaptive zeitliche Inter- und Extrapolation
sowie durch eine örtliche Extrapolation des Bewegungsvektorfeldes verbessert wer-
den.
Die zweite wichtige Komponente eines Verteilten Videocodierungssystems, die Wy-
ner-Ziv Codierung, wurde mittels der leistungsfähigen Turbo-Codierung realisiert.
Es konnte gezeigt werden, dass die Turbo-Codierung für lange Symbolfolgen in den
für die Verteilte Videocodierung relevanten Bereichen eine bessere Leistungsfähig-
keit als die LDPCA-Codierung erreicht. Weiterhin muss die Berücksichtigung von
ungleichmäßig verteilten Eingangssymbolen (z.B. Grauwerte im Eingangsbild) im
Rahmen der Slepian-Wolf Codierung erfolgen, um eine Steigerung der Leistungsfä-
higkeit zu erreichen.
Die Frames der Videosequenzen wurden abwechselnd als Key- und Wyner-Ziv Fra-
mes codiert, wobei die RD-Performanz der Key-Frames die Leistungsfähigkeit des
Gesamtsystems beeinflusst. Es konnte gezeigt werden, dass die Seiteninformations-
qualität nicht von der Art der Codierung der Key-Frames, als viel mehr von deren
Qualität und der Methode zur Generierung der Seiteninformation, abhängt.
Das entwickelte Gesamtsystem %DeV iCe erreichte, für Sequenzen mit geringer und
moderater Bewegungskomplexität, eine mit H.264intra und HEVCintra vergleich-
bare Leistungsfähigkeit. Für Sequenzen mit komplexen Bewegungsstrukturen wurde
zwar eine wesentliche Steigerung der Leistungsfähigkeit erreicht, die Performanz der
konventionellen Verfahren konnte jedoch nicht erreicht.
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8.2. Ausblick
Die flexible Decodierung wurde zur Reduktion bzw. Vermeidung der Nutzung des
Rückkanals vorgeschlagen. Es konnte durch eine Bitebenen übergreifende Decodie-
rung eine Umverteilung von Information erreicht werden, wobei die Gesamtdatenra-
te um maximal 5% erhöht wurde. Weitere Vorschläge, wie die Soft-Rekonstruktion
und die unscharfe Fehlerpositionierung mit nachfolgender Fehlerverschleierung, stel-
len Ansätze für eine weiterführende flexible Decodierung dar.
8.2. Ausblick
Weitere Ansätze für die Verbesserung der Leistungsfähigkeit beziehen sich auf
die Adaption der Codierungsparameter. So könnten die Quantisierungsparame-
ter der Key- und Wyner-Ziv Frames dynamisch aufeinander abgestimmt werden,
um eine höhere RD-Performanz sowie eine höhere subjektive Qualität zu errei-
chen.
Eine große Herausforderung stellt nach wie vor die Vermeidung des Rückkanals
dar. Besonders auf diesem Gebiet gibt es großen Forschungsbedarf. Der entwickelte
Ansatz der flexiblen Decodierung sollte in dem Sinne fortgesetzt werden, sodass
neben der Turbo-Decodierung parallel verketteter Faltungscodes weitere Rekon-
struktionsverfahren gefunden werden, welche die Rekonstruktionsqualität verbes-
sern. Diese Entwicklungsrichtung sollte nicht auf die Turbo-Codierung beschränkt
bleiben.
Ein weiterführender Ansatz sollte die Erweiterung des Codierungssystems, in das
Forschungsgebiet der Interaktiven Codierung hinein, berücksichtigen, wobei die in-
tensive Nutzung des Rückkanals dem Anwendungsszenario entspricht. Es bleibt zu
untersuchen, wie der Rückkanal, neben der Ratenkontrolle, zur Verbesserung der
Leistungsfähigkeit eingesetzt werden kann.
Die Verteilte Videocodierung kann hinsichtlich der RD-Performanz nur schwer
mit den konventionellen Videocodierungsverfahren konkurrieren. Besonderes For-
schungsinteresse sollten Systeme erhalten, welche eine Kombination konventioneller
und Verteilter Videocodierung anstreben, um so die Vorteile beider Ansätze zu nut-
zen. In [Sullivan u. a. 2006] wurde, in Bezug auf die Zukunft der Videocodierung,
die Übernahme von Verfahren und Methoden aus der Verteilten Videocodierung in
konventionelle Videocodierungssysteme betont.
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Anhang

A Anhang AVertiefende Ausführungen
zur Kanalcodierung und
Bildverarbeitung
Dieses Kapitel beinhaltet vertiefende Ausführungen zu den Bereichen der Kanal-
codierung und Bildverarbeitung. Dies umfasst die LDPC Codes (Abschn. A.1.1)
und CRC Codes (Abschn. A.1.2), welche für die Umsetzung der Verteilten Vi-
deocodierung hohe Relevanz besitzen. Weiterhin werden ausführliche Darstellun-
gen zu den Bewegungsmodellen und der Bewegungsschätzung (Abschn. A.2.1) als
auch zu der Bestimmung von markanten Bereichen in einem Bild gegeben (Ab-
schn. A.2.2).
A.1. Kanalcodierung
A.1.1. LDPC - Low Density Parity Check
LDPC (Low Density Parity Check) Codes wurden von Robert G. Gallager ent-
wickelt [Gallager 1962, 1963] und besitzen sehr gute Fehlerkorrektureigenschaften.
Diese Codes gehören auch zu den linearen Blockcodes und können durch Generator-
G und Prüfmatrix H dargestellt werden. Die besondere Eigenschaft dieser Codes
ist die dünn besetzte Prüfmatrix.
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i
c
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(a) Generatormatrix G
H
s
r
(b) Prüfmatrix H
Abbildung A.1.: Darstellung der Generator- und Prüfmatrix eines LDPC Codes als
Tannergraph
Beide Matrizen können als Tanner-Graph (Abb. A.1) dargestellt werden [Shokrol-
lahi 2003]. Der bipartite Graph zur Encodierung enthält zum einen die Quellknoten
(source nodes), welche den Informationsvektor i widerspiegeln. Der Codevektor c
wird durch modulo 2 Addition der durch Kanten verbundenen Quellknoten be-
stimmt. In diesem Beispiel handelt es sich um einen systematischen LDPC Code
mit k = 6 und einer Codewortlänge n = 9. Der zugehörige nichtsystematische
Teil A der Generator- und Prüfmatrix ist in Gleichung A.1 dargestellt (Abb. A.1,
schwarz hervorgehoben).
A =

1 0 1 1 1 0
1 1 0 0 1 1
0 1 1 1 0 1
 (A.1)
Der zur Prüfmatrix H korrespondierende Tanner-Graph beinhaltet den empfange-
nen Codevector r als Quellknoten. Die Prüfknoten s (Syndrom) ergeben für ein
gültiges Codewort den Nullvektor 0. Die Anzahl der Kanten an jedem Knoten ri
gibt den Grad des Codes an. Hierbei unterscheidet man zwischen regulären und ir-
regulären Codes. Beim regulären Fall ist der Grad für alle Knoten gleich. Irreguläre
Codes besitzen Knoten unterschiedlichen Grades und zeigen eine höhere Leistungs-
fähigkeit als reguläre LDPC Codes.
Die Komplexität der Encodierung für systematische LDPC Codes ist gering, da nur
n − k Redundanzknoten (redundant node) bestimmt werden müssen. Die Anzahl
der Modulo-2-Additionen nadd für ein Codewort in Abhängigkeit vom durchschnitt-
lichen Grad v ergibt sich wie folgt: nadd = v · k − (n− k).
Die Decodierung eines LDPC Codes erfolgt meist über den sum-product algo-
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Nachrichtenweiterleitung
Trellis Graph
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- sum-product algorithm
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ML - Decodierung
Faltungscode
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MAP - Decodierung
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- sum-product algorithm
Abbildung A.2.: Decodierungsverfahren für Faltungs- und LDPC Codes
rithm (Summen-Produkt-Methode), welcher sich als sehr leistungsfähig herausge-
stellt hat [MacKay 2005, S.557][Kühn 2006]. Diese Methode wird auch belief propa-
gation genannt und gehört zur Gruppe der message passing Verfahren auf Graphen
(Abb. A.2). Die Decodierung stellt hierbei nicht sicher, dass ein gültiges Codewort
cˆ erzeugt wird, vielmehr wird für jedes Symbol cˆj der wahrscheinlichste Wert unter
Bedingung des Empfangsvektors r bzw. y gewählt (Maximierung von Pr (cˆ|r) bzw.
Pr (cˆ|y)). Damit handelt es sich hier um eine symbolweise Maximum-a-posteriori
(MAP) Decodierung. Ein ungültiges Codewort stellt hierbei kein Decodierversagen
dar, da im Falle eines systematischen Codes der Informationsvektor iˆ direkt aus
dem Codevektor cˆ ermittelt werden kann [Bossert 1998, S.15].
A.1.2. CRC - Cyclic Redundancy Check
Die bisher vorgestellten (verketteten) Faltungs- oder LDPC Codes dienen im We-
sentlichen der Fehlerkorrektur. Anderseits können Kanalcodes auch eingesetzt wer-
den, um Übertragungsfehler zu erkennen. Ein weitverbreiteter Vertreter der Feh-
lererkennungscodes ist der CRC Code [Moreira u. Farrell 2006, S.92] [Göbel 2007,
S.206]. Hierbei handelt es sich auch um einen linearen zyklischen Code.
Die Encodierung erfolgt durch Polynomdivision. Dabei werden die Elemente des
Informationsvektors i als binäre Koeffizienten eines Polynoms P (x) interpretiert.
Das Codewort wird aus dem systematischen Anteil ci und den Prüfsymbolen cp
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D D D Di
cpci
x0 x1 x4x2 x3
Abbildung A.3.: Schieberegisterstruktur zur Generierung des CRC Codewortes
(CRC-4, G(x) = x4 + x+ 1)
zusammengesetzt, wobei die Prüfsymbole durch Polynomdivision erzeugt werden
(Gl. A.2).
E(x) = mod (P (x), G(x)) (A.2)
G(x) bezeichnet das Generatorpolynom, welches charakteristisch für den Code ist
und maßgeblich die Leistungsfähigkeit bestimmt. Die Prüfsymbole entsprechen dem
Fehlerpolynom E(x), welches dem Rest der Polynomdivision P (x) durch G(x) ent-
spricht. Die Restdivision kann effizient durch die Verwendung einer Schieberegister-
struktur umgesetzt werden (Abb. A.3, [Moon 2005, S.131]). Nachdem der gesamte
Informationsvektor in der Schieberegisterstruktur verarbeitet wurde, kann der Di-
visionsrest aus den Schieberegistern ausgelesen werden.
Die Decodierung beziehungsweise Überprüfung erfolgt, indem der empfangene
Informationsvektor iˆ erneut codiert und anschließend die so erzeugen Prüfsymbole
mit den übertragenden verglichen werden.
A.2. Bildverarbeitung
A.2.1. Bewegungsschätzung
Die Bewegungsschätzung nimmt eine zentrale Rolle in der Bildsequenzcodierung
ein. Mit der Schätzung der Bewegung ist es möglich, eine gute zeitliche Prädiktion
des Bildinhaltes durch Bewegungskompensation zu erzeugen und somit die Leis-
tungsfähigkeit des Videocodierungssystems wesentlich zu steigern. Im Bereich der
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Verteilten Videocodierung ist die Bestimmung der Bewegung auch von zentraler Be-
deutung, da die Seiteninformation meist durch bewegungskompensierte temporale
Interpolation erzeugt wird.
„Ziel der Bewegungsschätzung ist es, die Bewegungsparameter bezüglich des ver-
wendeten Bewegungsmodells zu bestimmen“ [Smolić 2001, S.23]. Damit kann der
Prozess der Bewegungsschätzung in die wesentlichen Bereiche „Bewegungsmodelle“
und „Methoden zur Bestimmung der Bewegungsparameter“ zerlegt werden. Bevor
verschiedene Modelle und Methoden vorgestellt werden, wird eine Klassifikation der
in Videosequenzen auftretenden Bewegungsarten vorgenommen.
Klassifikation der Bewegungsarten in Videosequenzen
Bewegungen in Videosequenzen werden durch Veränderungen in der von der Ka-
mera betrachteten Szene hervorgerufen. Die Kamera kann dabei ausschließlich Än-
derungen des Grauwertes beobachten. Ändert sich der Grauwert nicht, so kann
keine Bewegung bestimmt werden. Der Grauwert kann sich aber auch dann än-
dern, wenn keine Bewegung stattgefunden hat. Im Wesentlichen unterscheidet man
in drei Bewegungsarten:
Kamerabewegungen — Durch die Bewegung der Kamera (Verschiebung, Schwenk,
Rollen, Zoom) verändern sich alle Objekte im Bild gleichmäßig. Dabei treten
Bildveränderungen wie Translation, Rotation, Skalierung und perspek-
tivische Verzerrung auf.
bewegte Objekte — Bewegte Objekte bewirken ähnliche Änderungen wie diese, die
durch die Kamerabewegung entstehen, solche Veränderungen sind jedoch auf
einzelne Bildbereiche beschränkt. Darüber hinaus können Auf- und Verde-
ckungen an den Objektgrenzen auftreten sowie ein Objekt durch Deforma-
tion im Erscheinungsbild verändert werden.
scheinbare Bewegungen — Neben den durch Kamerabewegung oder bewegte Ob-
jekte hervorgerufenen Änderungen in der Szene können auch scheinbare Be-
wegungen, zum Beispiel durch Änderungen der Beleuchtung oder Stör-
einflüsse (Rauschen, Artefakte), auftreten. Verschiebt sich zum Beispiel der
Grauwertgradient auf einer gekrümmten Fläche in Folge einer Änderung des
Einfallswinkels des Lichtes, so erscheint dies wie eine Bewegung des Objektes.
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Bewegungsmodelle
Die Bewegung in einer Szene muss durch ein Modell erfasst werden, um eine Bewe-
gungskompensation durchführen zu können. Da die Bestimmung eines Modells der
gesamten dreidimensionalen Szene sehr aufwendig und fehleranfällig ist, werden im
Allgemeinen hinreichend genaue vereinfachte Modelle verwendet. Diese lassen sich
in drei Gruppen einteilen:
globales Bewegungsmodell — Ein globales Bewegungsmodell beschreibt die Bewe-
gung des gesamten Bildes mit wenigen Parametern. Ein Beispiel ist das 8-
parametrische Modell (Gl. A.3), welches sowohl Translation (a1, b1), Skalie-
rung, Scherung und Rotation (a2, a3, b2, b3) als auch perspektivische Verzer-
rungen (c1, c2) abbilden kann [Smolić 2001][Smolić u. a. 1999]. In der Verteil-
ten Videocodierung wurde dies in [Dufaux u. Ebrahimi 2010] im Rahmen der
Seiteninformationsermittlung eingesetzt.
x′ = a1 + a2x+ a3y1 + c1x+ c2y
y′ = b1 + b2x+ b3y1 + c1x+ c2y
(A.3)
Bewegungen einzelner Objekte sowie Auf- und Verdeckungen können mit die-
sem Modell nicht abgebildet werden.
Pixel-, blockbasiertes Bewegungsmodell — Pixel- bzw. blockbasierte Bewegungs-
modelle weisen jedem Pixel bzw. Block einen Bewegungsvektor zu. Es wird
davon ausgegangen, dass benachbarte Pixel die gleiche Bewegung aufweisen.
Für jeden Pixel bzw. Block wird eine translatorische Bewegung abgebildet
[Ohm 2004][Strutz 2002]. Diese Verfahren sind in der klassischen Videoco-
dierung weit verbreitet [Richardson 2003][Wiegand u. a. 2003]. In Abhängig-
keit von der Blockgröße (Pixel =̂1 × 1 Block) kann die Bewegung fein bzw.
grob aufgelöst werden. Wird eine sehr feine Auflösung gewählt, so können
komplexe Bewegungen (Rotation, Verzerrung) durch ein dichtes Bewegungs-
vektorfeld angenähert werden. Diskontinuitäten der Bewegung können bei
hinreichend kleinen Blockgrößen näherungsweise abgebildet werden. In der
Verteilten Videocodierung wird dieses Modell unter anderem in [Ascenso u.
Pereira 2008][Ascenso u. a. 2005] angewendet.
Netzmodell — Komplexe Deformationen von Bildbereichen, wie zum Beispiel das
Gesicht eines Nachrichtensprechers, können mit einem Netzmodell (Warping,
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Block-/Pixelmodell
globales Bewegungmodell
Netzmodell
F F￿
Abbildung A.4.: Modelle zur Beschreibung von Bewegungen in Videosequenzen
Control Grid, Mesh-based) abgebildet werden. Hierbei wird jedem Knoten-
punkt eine Bewegung zugeordnet und für den dazwischenliegenden Bildbe-
reich interpoliert [Ohm 2004][Smolić 2001][Strutz 2002][Kubasov u. Guillemot
2006]. Dieses Modell kann keine diskontinuierlichen Bewegungen, wie sie zum
Beispiel an Objektgrenzen auftreten, abbilden.
Methoden zur Bestimmung der Bewegungsmodellparameter
Die verwendete Methode zur Bestimmung der Parameter mp des Bewegungsmo-
dells hängt direkt von dem verwendeten Modell ab (Abb. A.5). Der Ansatz besteht
dabei zumeist in der Minimierung des Fehlers zwischen Originalbild F und dem
bewegungskompensierten Referenzbild F′MVF (Gl. A.4).
mp = arg min
mp
∑
x,y
∣∣∣F(x, y)− F′(model(x, y,mp))∣∣∣α (A.4)
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Bestimmung der 
Modellparameter
globales 
Bewegungsmodell
Blockmatching
- SAD
- MSE
differentielle 
Methoden
- Gradienten-
  verfahren
- Newton-
  Verfahren
Block-/Pixelmodell Netzmodell
Korrespondenz- 
verfahren 
optical flow
Flussgleichung
iteratives 
Matching nach 
L-Norm
Abbildung A.5.: Bestimmung der Modellparameter zur Beschreibung von Bewe-
gungen in Videosequenzen
Die Funktion model bildet die Koordinaten im Originalbild auf die im Referenz-
bild unter Berücksichtigung der Modellparameter mp ab. Weiterhin wird meist der
mittlere lineare (α = 1) oder mittlere quadratische Fehler (α = 2) berücksich-
tigt.
Im Folgenden werden einige übliche Verfahren zur Bestimmung der Modellparame-
ter kurz beschrieben.
Blockmatching
Blockmatching ist ein einfaches weitverbreitetes Verfahren zur Bestimmung der Pa-
rameter des block- bzw. pixelbasierten Bewegungsmodells. Jedem Block bzw. Pixel
wird dabei ein Bewegungsvektor mv zugewiesen, indem für die Umgebung MW
jedes Blocks/Pixels im Originalbild F die entsprechende Umgebung im Referenz-
bild F′ gesucht wird. Maßgebend ist die Minimierung des Fehlermaßes (Gl. A.5).
Verbreitet ist hier die Verwendung des mittleren quadratischen (MSE, α = 2) oder
auch linearen Abstandes (SAD, α = 1). Die Suche wird meist auf den Suchbereich
SW des Referenzbildes eingeschränkt.
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mv = arg min
mv
∑
(k,l)∈MW
|F(x0 + k, y0 + l) . . .
· · · − F′(x0 + k +mvx, y0 + l +mvy)|p (A.5)
mv ∈ SW =
{
(mvx,mvy) ∈ Q2r
}
(A.6)
mv = MVF(x0, y0) (A.7)
MW =
{
(k, l) ∈ Q2r
}
(A.8)
Qb =
{
q ∈ Q | · · · − 2
b
;−1
b
; 0; 1
b
; 2
b
; . . .
}
(A.9)
Dieses Verfahren liefert Bewegungsvektoren in der Schrittweite von einem Pixel
(full-pel, r = 1). Ist eine höhere Genauigkeit gefordert, so kann dies durch ent-
sprechende Interpolation des Original- und des Referenzbildes erreicht werden. Üb-
lich sind hier Halb-, Viertel- oder Achtel-Pixel-Genauigkeit (r = 2, r = 4 oder
r = 8).
Flussgleichung (optical flow)
Der optische Fluss beschreibt die Änderung des Grauwertes zwischen Bildern ei-
ner Videosequenz [Steinmüller 2008]. Treten keine scheinbaren Bewegungen auf, so
können aus dem optischen Fluss die Bewegungsparameter ermittelt werden. Die
Parameter (u, v) für jeden einzelnen Pixel können auf Basis der Flussgleichung
(Gl. A.10) bestimmt werden. Im Fall von Videosequenzen, welche diskrete Orts-
und Zeitdimensionen aufweisen, werden die Differenzialquotienten durch die ent-
sprechenden Differenzenquotienten ersetzt.
∂F
∂x
u+ ∂F
∂y
v + ∂F
∂t
= 0 (A.10)
In der Literatur werden verschiedene Verfahren zur Lösung der Flussgleichung be-
schrieben [Ohm 2004][Horn u. Schunck 1981][Steinmüller 2008]. Bei diesen ist es
notwendig, dass eine zusätzliche Nebenbedingung eingeführt wird, da das Glei-
chungssystem A.10 unterbestimmt ist. Als Nebenbedingung kann zum Beispiel die
Glattheit des optischen Flusses
(
∂u
∂x
)2
+
(
∂u
∂y
)2
und
(
∂v
∂x
)2
+
(
∂v
∂y
)2
verwendet werden
[Horn u. Schunck 1981].
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Weiterhin darf der Gradient in x- als auch in y-Richtung nicht verschwinden, um
eine Lösung zu erhalten. Dies wird als Aperturbedingung bezeichnet. Vereinfacht
ausgedrückt muss die Umgebung Gradienten in mehr als nur einer Richtung auf-
weisen, um eine Bewegungsschätzung durchführen zu können. Dies trifft auch auf
das Blockmatching zu.
Die Bestimmung der Bewegungsparameter über die optische Flussgleichung liefert
implizit Sub-Pixel genaue Bewegungsparameter. Starke Bewegungen können nur so
weit bestimmt werden, wie die Grauwertgradienten konstant sind, da die Flussglei-
chung auf den linearen Gliedern einer Taylor-Reihenentwicklung basiert.
Netzmodell
Die Parameter des Netzmodells [Sullivan u. Baker 1991][Ohm 2004] können mit-
tels eines iterativen Verfahrens bestimmt werden. Dabei werden nacheinander für
jeden Knotenpunkt die Bewegungsparameter so gewählt, dass der Fehler in dessen
Einflussbereich minimal wird. Da die Fehlerfunktion von den Parametern der ande-
ren Knotenpunkte beeinflusst wird, sind hier mehrere Iterationen notwendig. Dies
kann beschleunigt werden, indem gute Startwerte gewählt werden, welche durch
ein vorheriges Blockmatching durch Verwendung des Blockmodells erzeugt wur-
den.
Globales Bewegungsmodell
Für die Bestimmung der Parameter eines globalen Bewegungsmodells gibt es zwei
Gruppen von Verfahren. Zum einen differentielle Methoden, welche die Parame-
ter nach dem Gradientenverfahren oder Newton-Verfahren so anpassen, dass der
Fehler zwischen Originalbild und bewegungskompensiertem Referenzbild minimal
wird. Zum anderen kann in einem zweistufigen Prozess zuerst die Bewegung ein-
zelner Bildbereiche bestimmt und anschließend das Modell an diese vorläufigen
Bewegungsparameter angepasst werden. Hierbei spricht man von Korrespondenz-
verfahren [Smolić 2001], wobei die Bewegungsvektoren eines Blockmodells als Kor-
respondenz dienen können.
Probleme bei der Bestimmung von Bewegungsmodellparametern
Bei der Bestimmung der Parameter eines Bewegungsmodells treten im Allgemeinen
folgende Probleme auf:
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lokales Minimum — Die Minimierung der Fehlerfunktion durch ein iteratives Ver-
fahren kann in einem lokalen Minimum enden, womit nicht die optimalen
Parameter des Bewegungsmodells ermittelt werden können. Dieses Problem
kann auch beim einfachen Blockmatching auftreten, wenn der Suchraum SW
zu klein gewählt und somit das globale Minimum nicht erfasst wird. Beide
beschriebenen Probleme können durch die Bestimmung guter Startwerte um-
gangen werden.
reale Bewegung — Durch die Minimierung der Fehlerfunktion können scheinbare
Bewegungen abgebildet werden, welche nicht der realen Bewegung entspre-
chen.
Gradienten — Bildbereiche, die keinen Gradienten im Grauwert aufweisen (z.B.
homogene Flächen), eignen sich nicht für die Bewegungsschätzung und können
zum Beispiel im Fall des Blockmodells zu lokalen Störungen des Bewegungs-
vektorfeldes führen.
Auf- und Verdeckungen — Bildbereiche, die im Originalbild aber nicht im Refe-
renzbild sichtbar sind, führen zu unterschiedlichen Problemen bei der Bestim-
mung der Modellparameter. Zum einen kann z.B. beim Blockmatching keine
Korrespondenz gefunden werden. Zum anderen treten Auf- und Verdeckungen
an Objektgrenzen und somit Sprünge im Bewegungsfeld auf, welche durch die
Bewegungsmodelle zum Teil nicht abgedeckt werden können (globales Bewe-
gungsmodell, Netzmodell)
A.2.2. Merkmalsbereiche in Bildern
Die Erkennung gleicher Objekte in unterschiedlichen Bildern ist eine wichtige Auf-
gabe der Bildverarbeitung. Der menschliche Betrachter bewältigt solche Aufgaben,
indem charakteristische Merkmale wie Form, Farbe oder Struktur verglichen wer-
den. Dabei kann der Mensch Beleuchtungsunterschiede und Verzerrungen durch 3-
dimensionale Transformation, wie zum Beispiel Rotationen, ausgleichen.
In der maschinellen Bildverarbeitung bedient man sich dazu charakteristischer Bild-
bereiche, welche miteinander verglichen werden, um gleiche Objekte zu finden. All-
gemein kann man diesen Prozess in drei Stufen unterteilen:
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Detektion (Detection) — Finden von Bildbereichen, die charakteristisch für dieses
Objekt sind (Repräsentant, feature point), eine gewisse Eindeutigkeit (Einzig-
artigkeit) ist hilfreich
Merkmalsbestimmung (Feature Extraction) — Bestimmung einer charakteristisch-
en Beschreibung (Merkmalsvektor) des Repräsentanten, z.B. aus der Struktur
der Umgebung
Zuordnung (Matching) — Zuordnung ähnlicher Repräsentanten in anderen Bil-
dern oder in großen Datenbanken, basierend auf dem Merkmalsvektor
Detektion
Detection
Extraktion
Feature 
Extraction
Zuordnung
Matching
Detektion
Detection
Extraktion
Feature 
Extraction
Datenbank
Vergleichsbilder
zu findende Objekte
Merkmalsvektor
Merkmalsvektor
Abbildung A.6.: Arbeitsablauf zum Finden von Objekten in einer Menge von Bil-
dern anhand charakteristischer Bildmerkmale
Betrachtet man den Anwendungsfall, Objekte in einer großen Menge von Bildern
zu finden, so kann der in Abbildung A.6 dargestellte Arbeitsablauf angewendet
werden. Es werden in der Vorbereitungsphase Repräsentanten in den Vergleichs-
bildern bestimmt (Detektion), wobei im Weiteren zu jedem Repräsentanten ein
Merkmalsvektor extrahiert (Extraktion) und in einer Datenbank abgelegt wird.
Sollen nun einzelne Objekte diesen Vergleichsbildern zugeordnet werden, wird auch
hier eine Detektion und Extraktion durchgeführt. Dies Merkmalspunkte werden
dann anhand des Merkmalsvektors zugeordnet. Diese Herangehensweise reduziert
die Komplexität, da nur die kompakte Beschreibung durch Merkmalsvektoren zu-
geordnet werden muss.
Weiterhin wird die Detektion, Extraktion und Zuordnung markanter Bildbereiche
auch eingesetzt, um der Bewegung von Objekten zu folgen [Li u. a. 2010] oder auch,
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um die dreidimensionale Struktur einer Szene in einem Stereokamerasystem (Depth
Estimation, [Matas u. a. 2004]) zu bestimmen.
Die aufgeführten Anwendungsbeispiele können nur bei hoher Robustheit der Zuord-
nung (Matching) von Merkmalspunkten umgesetzt werden. Aus diesem Grund ist es
die Zielsetzung, dass Detektion und Extraktion robust gegenüber
• Änderung der Beleuchtung,
• Deformation,
• dreidimensionale Transformation und
• teilweise Verdeckung
sind. Dies wird je nach Verfahren mit unterschiedlichen Mitteln erreicht. Das als
sehr leistungsfähig bekannte Verfahren SIFT (Scale Invariant Feature Transform,
[Lowe 2004]) wird auf Seite 209 im Detail vorgestellt.
Ein wichtiger Detektor ist der Harris Corner Detector [Harris u. Stephens 1988],
welcher auf der Auswertung der Hesse-Matrix (Hessian Matrix) basiert. Für mobile
Anwendungen wurde der FAST Detektor entwickelt [Rosten u. Drummond 2005;
Rosten u. a. 2005; Rosten u. Drummond 2006], weiterhin wird für Stereoanwendun-
gen zum Beispiel der MSER (maximally stable extremal regions, [Matas u. a. 2004])
eingesetzt.
Wichtige Deskriptoren sind beispielsweise das weitverbreitete SIFT-Verfahren, GLOH
(Gradient Location and Orientation Histogram, [Mikolajczyk u. Schmid 2005]) oder
der auf Geschwindigkeit optimierte SURF Deskriptor (Speeded-Up Robust Features,
[Bay u. a. 2008]).
Harris Detektor (Harris Corner Detector)
Der Harris Detektor [Harris u. Stephens 1988] wurde entworfen, um Bildbereiche in
die drei Klassen Kante, Ecke und Fläche einzuteilen. Dieser Detektor kann somit
charakteristische Bereiche eines Bildes bestimmen. Da dieses Verfahren ausschließ-
lich auf den Gradienten basiert, ist es somit auch robust gegenüber Helligkeitsän-
derungen, jedoch nicht gegenüber Kontraständerungen.
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Basis für die Detektion von Ecken im Bild stellt die Betrachtung der Fehlerfunktion
E (quadratischer Fehler, Gl. A.11) für kleine Verschiebungen in der Umgebung eines
Merkmalspunktes dar.
E(u, v) =
∑
x,y
GWσ(x, y) {F(x, y)− F(x+ u, y + v)} (A.11)
Besitzt die Fehlerfunktion E(u, v) ein ausgeprägtes scharfes Minimum, so handelt
es sich um einen Eckpunkt. Ein ausgeprägtes scharfes Minimum ist dann gegeben,
wenn die Krümmung in Haupt- und Nebenrichtung stark ist (principal curvature,
2. Ableitung). Kanten, beziehungsweise flache Bereiche, sind durch eine in nur ei-
ner Richtung stark gekrümmte, beziehungsweise flache Fehlerfunktion gekennzeich-
net.
Die Krümmung in Haupt- und Nebenrichtung der Fehlerfunktion E wird unter
Verwendung der Hesse-Matrix (Hessian Matrix, Gl. A.12, [Magnus u. Heudecker
2007, S.114]) bestimmt, wobei die Eigenwerte α, β der Matrix H die Krümmung in
Haupt- und Nebenrichtung angeben.
H(E) =
 ∂2E∂u2 ∂2E∂u∂v
∂2E
∂v∂u
∂2E
∂v2
 (A.12)
In [Harris u. Stephens 1988] wird zur Vereinfachung angenommen, dass die Grau-
werte des Bildes F in der Umgebung eines Merkmalspunktes einer schiefen Ebene
entsprechen und somit die Fehlerfunktion einer zweidimensionalen Parabel ent-
spricht. Damit ergibt sich für die Hesse-Matrix die vereinfachte Schreibweise nach
Gleichung A.15, wobei die ersten Ableitungen der Grauwerte des Bildes F mittels
des Operators d = (−1, 0, 1) approximiert werden.
Fx = F ∗ d ≈ ∂F
∂x
(A.13)
Fy = F ∗ dT ≈ ∂F
∂y
(A.14)
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H(E) =
 F2x ∗GWσ (FxFy) ∗GWσ
(FyFx) ∗GWσ F2y ∗GWσ
 =
 A C
C B
 (A.15)
Basierend auf der Determinante Det(H) = αβ = AB − C2 und der Spur (Trace)
Tr(H) = α+β = A+B wird in [Harris u. Stephens 1988] folgende Metrik zur Klas-
sifikation in Eckpunkt oder Kante bzw. Fläche vorgeschlagen (Gl. A.16). Durch
diese Herangehensweise wird die aufwendige Berechnung der Eigenwerte umgan-
gen.
Rcornerness = Det(H)− kTr(H)2 (A.16)
= αβ − k(α + β)2 = AB − C2 − k(A+B)2 (A.17)
Der Parameter k ∈ (0 . . . 1) dient zur Festlegung der Klassengrenze zwischen Kante
und Ecke. Wird k sehr klein gewählt, so werden auch Kanten als Ecken erkannt. Ist
die Metrik Rcornerness größer als Null, so handelt es sich um eine Ecke und nicht um
eine Kante. Schwache Ecken werden ausgeschlossen, indem die Spur eine Schwelle
T überschreiten muss (Gl. A.18).
Rcornerness > 0, Tr(M) = A+B > T (A.18)
Der Harris Detektor eignet sich zum Bestimmen von Ecken und auch Kanten im
Bild. Dabei ist dieser invariant gegenüber Helligkeitsänderungen und gegen Rotati-
on als auch gegen Verschiebung. Skalierung und Kontraständerungen beeinflussen
jedoch die Verhaltensweise des Detektors.
SIFT – Scale Invariant Feature Transform
Das SIFT-Verfahren [Lowe 2004] besteht aus drei Komponenten (Detektion, Ex-
traktion und Zuordnung), wobei der wesentliche Kern des Verfahrens die Extraktion
darstellt. Im Folgenden soll der Ablauf kurz dargelegt werden.
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Detektion (Detection)
Im ersten Schritt der Detektion wird vom Bild eine Repräsentation im Skalenraum
(Gaussian scale space) erzeugt. Dies wird durchgeführt, um die Unabhängigkeit
gegenüber Größenänderungen zu erreichen. Dazu wird das Bild mit einem Gauß-
kern GWσ(x, y) unterschiedlicher Größen gefaltet. Die recheneffiziente Umsetzung
(Abb. A.7) wendet eine wiederholte Filterung mit einem festen Kern GWkσ1(x, y)
an. Zusätzlich wird je Verdoppelung (Oktave) der Größenordnung σ eine Unterab-
tastung durchgeführt. Eine Anzahl von s = 3 Skalen je Oktave zeigt in Vergleich
zu anderen Werten s die höchste Leistungsfähigkeit [Lowe 2004] der Detektion
(k = 21/s).
Ein Repräsentant (feature point) wird bestimmt, indem die Differenzen der Bilder
der benachbarten Skalen gebildet werden. Punkte, die innerhalb ihrer 26er Nach-
barschaft (Abb. A.7) ein Maximum bilden, sind potenzielle Merkmalspunkte, da es
starke Gradienten in deren Umgebung gibt.
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Abbildung A.7.: Recheneffiziente Umsetzung des Merkmalsdetektors auf Basis der
Difference of Gaussion im SIFT-Algorithmus [Lowe 2004]
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In weiteren Schritten wird die Sub-Pixel genaue Position bestimmt. Weiterhin wer-
den Repräsentanten auf Basis der Hesse-Matrix aussortiert, welche ausschließlich
eine Kante repräsentieren (starke Gradienten nur in einer Richtung). Hierbei wird
eine ähnliche Metrik (cornerness) wie beim Harris-Detektor eingesetzt, jedoch die
Hesse-Matrix direkt auf die Grauwerte des Bildes angewendet.
Abschließend wird die Ausrichtung jedes Repräsentanten durch Auswertung der
dominanten Gradienten bestimmt. Gibt es mehrere dominante Ausrichtungen, so
wird dies durch zwei Merkmalspunkte mit unterschiedlicher Ausrichtung darge-
stellt.
Jeder detektierte Repräsentant ist durch Position, Größenordnung (scale) und Aus-
richtung beschrieben. Die Extraktion des Merkmalsvektors wird relativ zu diesen
Eigenschaften durchgeführt, um Rotations-, Verschiebungs- und Skalierungsinvari-
anz zu gewährleisten.
Extraktion (Feature Extraction)
Der Merkmalsvektor enthält ausschließlich Eigenschaften der Gradienten in der
Umgebung des Merkmalspunktes. Dazu werden diese in der Umgebung relativ zur
Ausrichtung des Merkmalspunktes bestimmt und mit einer Gauß-Glocke gewichtet,
um weit entfernte Gradienten weniger stark zu berücksichtigen. Die Umgebung wird
weiterhin in 4 × 4 Bereiche unterteilt, wobei in jedem Bereich das Histogramm
der Gradienten bestimmt wird. Gradienten nahe an Grenzen zwischen Bereichen
werden geringer gewichtet, um die Einflüsse eines Wechsels zwischen Bereichen
zu verringern. Jedes Histogramm wird in 8 Wertebereiche (bin) geteilt, wobei die
jeweilige Häufigkeit ein Element des Merkmalsvektors ist. Im dargestellten Beispiel
entsteht so ein Merkmalsvektor der Länge 4 × 4 × 8 = 128. Es hat sich gezeigt
[Lowe 2004], dass die Einteilung der Nachbarschaft in 4 × 4 Bereiche die höchste
Leistungsfähigkeit liefert.
Zuordnung (Matching)
Die Zuordnung (Matching) der Merkmalspunkte zueinander wird anhand der ge-
ringsten euklidischen Distanz (nearest neighbor) zwischen den Merkmalsvektoren
durchgeführt. Dabei werden ausschließlich Paarungen berücksichtigt, bei denen der
zweit dichteste Merkmalsvektor eine wesentlich höhere Distanz als der dichteste
Vektor aufweist. Dies führt zu einer robusteren Zuordnung.
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A. Vertiefende Ausführungen zur Kanalcodierung und Bildverarbeitung
Eigenschaften
Das SIFT-Verfahren ist sehr robust gegen diverse Störungen wie zum Beispiel Rau-
schen. Weiterhin ist es invariant gegenüber Rotation, Verschiebung und Skalierung.
Helligkeits- oder Kontraständerungen sowie auch nichtlineare Pixeloperationen ha-
ben nur geringen Einfluss auf die Leistungsfähigkeit, da dieses Verfahren ausschließ-
lich die Gradienten des Bildes verwendet.
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B Anhang BVideosequenzen
In diesem Abschnitt werden kurz die in dieser Arbeit verwendeten Testsequenzen
mit den zugehörigen technischen Merkmalen aufgeführt. Weiterhin wird eine kurze
Einschätzung der für die Videocodierung wesentlichen Eigenschaften vorgenom-
men.
Bei Sequenzen mit mehreren Bildraten wurden die geringeren Bildwiederholraten
erzeugt, indem die ungeraden Bilder aus den hochratigen Sequenzen entfernt wur-
den. Eine zeitliche Filterung wurde nicht durchgeführt.
B.1. QCIF
Bezeichnung: Akiyo
Bildgröße: 176× 144 Pixel, QCIF
Farbformat: YCbCr 4:0:0
Quantisierung: 8 Bit
Bildrate: 30 bzw. 15 Bilder/s
Rohdatenrate: 6.08 bzw. 3.04 MBit/s
Anzahl der Bilder: 300 bzw. 150 Bilder
Charakteristik: statischer Hintergrund, im Wesentlichen nur Bewegung des Kopf-
es der Nachrichtensprecherin
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B. Videosequenzen
Bezeichnung: Coastguard
Bildgröße: 176× 144 Pixel, QCIF
Farbformat: YCbCr 4:0:0
Quantisierung: 8 Bit
Bildrate: 30 bzw. 15 Bilder/s
Rohdatenrate: 6.08 bzw. 3.04 MBit/s
Anzahl der Bilder: 300 bzw. 150 Bilder
Charakteristik: lineare Bewegung des Hintergrundes, Verdeckung und Aufde-
ckung im Vordergrund, Wasseroberfläche rauschähnlich
Bezeichnung: Foreman
Bildgröße: 176× 144 Pixel, QCIF
Farbformat: YCbCr 4:0:0
Quantisierung: 8 Bit
Bildrate: 30 bzw. 15 Bilder/s
Rohdatenrate: 6.08 bzw. 3.04 MBit/s
Anzahl der Bilder: 300 bzw. 150 Bilder
Charakteristik: teilweise schnelle und nichtlineare Bewegung des Hintergrundes
und Teile der Vordergrundobjekte
Bezeichnung: Hall
Bildgröße: 176× 144 Pixel, QCIF
Farbformat: YCbCr 4:0:0
Quantisierung: 8 Bit
Bildrate: 30 bzw. 15 Bilder/s
Rohdatenrate: 6.08 bzw. 3.04 MBit/s
Anzahl der Bilder: 300 bzw. 150 Bilder
Charakteristik: statische Szene, nur Personenbewegungen
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B.1. QCIF
Bezeichnung: Mother and Daughter
Bildgröße: 176× 144 Pixel, QCIF
Farbformat: YCbCr 4:0:0
Quantisierung: 8 Bit
Bildrate: 30 bzw. 15 Bilder/s
Rohdatenrate: 6.08 bzw. 3.04 MBit/s
Anzahl der Bilder: 300 bzw. 150 Bilder
Charakteristik: statischer Hintergrund, etwas stärkere Bewegung der Köpfe als
bei Akiyo, Handbewegung
Bezeichnung: Soccer
Bildgröße: 176× 144 Pixel, QCIF
Farbformat: YCbCr 4:0:0
Quantisierung: 8 Bit
Bildrate: 30 bzw. 15 Bilder/s
Rohdatenrate: 6.08 bzw. 3.04 MBit/s
Anzahl der Bilder: 300 bzw. 150 Bilder
Charakteristik: sehr starke nichtlineare Bewegung der Kamera, schnelle Bewe-
gung des Vordergrundes, starke Verdeckungen
Bezeichnung: Stefan
Bildgröße: 176× 144 Pixel, QCIF
Farbformat: YCbCr 4:0:0
Quantisierung: 8 Bit
Bildrate: 30 bzw. 15 Bilder/s
Rohdatenrate: 6.08 bzw. 3.04 MBit/s
Anzahl der Bilder: 300 bzw. 150 Bilder
Charakteristik: stark strukturierter statischer Hintergrund, schnelle Bewegung
des Spielers, schnelle Kameraschwenks
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B. Videosequenzen
B.2. CIF
Bezeichnung: Bus
Bildgröße: 352× 288 Pixel, CIF
Farbformat: YCbCr 4:0:0
Quantisierung: 8 Bit
Bildrate: 30 Bilder/s
Rohdatenrate: 24.33 MBit/s
Anzahl der Bilder: 150 Bilder
Charakteristik: starke lineare Bewegung von Vorder- und Hintergrund, starke
Verdeckungen, periodische Bildelemente
B.3. SIF (NTSC)
Bezeichnung: SFlowG
Bildgröße: 352× 240 Pixel, SIF
Farbformat: YCbCr 4:0:0
Quantisierung: 8 Bit
Bildrate: 30 Bilder/s
Rohdatenrate: 20.28 MBit/s
Anzahl der Bilder: 150 Bilder
Charakteristik: lineare Bewegung von Vorder- und Hintergrund, starke Verde-
ckungen, starke Textur bestimmter Bildbereiche
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C Anhang CSeiteninformation
C.1. Mittlere Qualität der Seiteninformation
Die folgenden Tabellen C.2 bis C.9 stellen die mittlere Qualität der Seiteninforma-
tion für die verwendeten Testsequenzen dar. Dabei werden unterschiedliche Quan-
tisierungsparameter der Key-Frames berücksichtigt. Die besten als auch die schlech-
testen Ergebnisse sind fett beziehungsweise unterstrichen dargestellt.
Als Referenz werden die aus der Literatur bekannten Verfahren BiMESS [Ascenso
u. a. 2005], MCTI [Ascenso u. Pereira 2008] und PBTI [Sofke u. a. 2009] verwen-
det.
Tabelle C.1 gibt die verwendeten Parameter der Bewegungsschätzung wieder. Alle
Verfahren verwenden eine Halb-Pixel genaue Bewegungsschätzung.
max. Suchweite Matchingwindow-
QCIF CIF bzw. Blockgröße
BiMESS [Ascenso u. a. 2005] 16 px 16 px 8× 8 px2
MCTI [Ascenso u. Pereira 2008] 32 px 32 px 16× 16 px2 bis 4× 4 px2
PBTI [Sofke u. a. 2009] 10 px 15 px 21× 21 px2, σ = 5 px
basicPBTI, GpTIE, APBTI(2) 10 px 15 px 21× 21 px2, σ = 5 px
GTIE 10 px 16 px 8× 8 px2
MPBTI 6 px 9 px 21× 21 px2, σ = 5 px
FPBTI 10 px 15 px 15× 15 px2, σ = 5 px
Tabelle C.1.: Parameter für die Bewegungssuche
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C. Seiteninformation
C.2. Qualität der Seiteninformation per Frame
Dieser Abschnitt zeigt die Qualität der Seiteninformation für jeden Frame des RD-
Punktes 2. Die H.264intra Key-Frames wurden mit einen Quantisierungsparameter
QP = 35 codiert.
Akiyo – QCIF
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Abbildung C.1.: Qualität der Seiteninformation per WZ-Frame, Akiyo, QCIF,
15 fps, Key-Frames: H.264intra, QP = 35
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Abbildung C.2.: Qualität der Seiteninformation per WZ-Frame, Akiyo, QCIF,
30 fps, Key-Frames: H.264intra, QP = 35
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C.2. Qualität der Seiteninformation per Frame
Coastguard – QCIF
0 20 40 60 80
16
20
24
28
32
WZ−Frame
PS
NR
−Y
 [d
B]
Coastguard, QCIF 15fps, Key−Frame: H.264intra QP=35
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Abbildung C.3.: Qualität der Seiteninformation per WZ-Frame, Coastguard,
QCIF, 15 fps, Key-Frames: H.264intra, QP = 35
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Coastguard, QCIF 30fps, Key−Frame: H.264intra QP=35
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Abbildung C.4.: Qualität der Seiteninformation per WZ-Frame, Coastguard,
QCIF, 30 fps, Key-Frames: H.264intra, QP = 35
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C. Seiteninformation
Foreman – QCIF
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Foreman, QCIF 15fps, Key−Frame: H.264intra QP=35
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Abbildung C.5.: Qualität der Seiteninformation per WZ-Frame, Foreman, QCIF,
15 fps, Key-Frames: H.264intra, QP = 35
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Foreman, QCIF 30fps, Key−Frame: H.264intra QP=35
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Abbildung C.6.: Qualität der Seiteninformation per WZ-Frame, Foreman, QCIF,
30 fps, Key-Frames: H.264intra, QP = 35
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C.2. Qualität der Seiteninformation per Frame
Hall – QCIF
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Hall, QCIF 15fps, Key−Frame: H.264intra QP=35
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Abbildung C.7.: Qualität der Seiteninformation per WZ-Frame, Hall, QCIF, 15 fps,
Key-Frames: H.264intra, QP = 35
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Abbildung C.8.: Qualität der Seiteninformation per WZ-Frame, Hall, QCIF, 30 fps,
Key-Frames: H.264intra, QP = 35
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Mother and Daughter – QCIF
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Mother & Daughter, QCIF 15fps, Key−Frame: H.264intra QP=35
 
 BiMESS
MCTI
basicPBTI
GpTIE
MPBTI
APBTI2
Abbildung C.9.: Qualität der Seiteninformation per WZ-Frame, Mother and
Daughter, QCIF, 15 fps, Key-Frames: H.264intra, QP = 35
0 20 40 60 80 100 120 140
24
28
32
36
40
WZ−Frame
PS
NR
−Y
 [d
B]
Mother & Daugther, QCIF 30fps, Key−Frame: H.264intra QP=35
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Abbildung C.10.: Qualität der Seiteninformation per WZ-Frame, Mother and
Daughter, QCIF, 30 fps, Key-Frames: H.264intra, QP = 35
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C.2. Qualität der Seiteninformation per Frame
Soccer – QCIF
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Soccer, QCIF 15fps, Key−Frame: H.264intra QP=35
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Abbildung C.11.: Qualität der Seiteninformation per WZ-Frame, Soccer, QCIF,
15 fps, Key-Frames: H.264intra, QP = 35
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Abbildung C.12.: Qualität der Seiteninformation per WZ-Frame, Soccer, QCIF,
30 fps, Key-Frames: H.264intra, QP = 35
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C. Seiteninformation
Stefan – QCIF
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Abbildung C.13.: Qualität der Seiteninformation per WZ-Frame, Stefan, QCIF,
15 fps, Key-Frames: H.264intra, QP = 35
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Abbildung C.14.: Qualität der Seiteninformation per WZ-Frame, Stefan, QCIF,
30 fps, Key-Frames: H.264intra, QP = 35
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C.2. Qualität der Seiteninformation per Frame
Bus – CIF
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Abbildung C.15.: Qualität der Seiteninformation per WZ-Frame, Bus, CIF, 15 fps,
Key-Frames: H.264intra, QP = 35
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Bus, CIF 30fps, Key−Frame: H.264intra QP=35
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Abbildung C.16.: Qualität der Seiteninformation per WZ-Frame, Bus, CIF, 30 fps,
Key-Frames: H.264intra, QP = 35
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SFlowG – SIF
0 20 40
20
24
WZ−Frame
PS
NR
−Y
 [d
B]
SFlowG, SIF 15fps, Key−Frame: H.264intra QP=35
 
 BiMESS
MCTI
basicPBTI
GpTIE
MPBTI
APBTI2
Abbildung C.17.: Qualität der Seiteninformation per WZ-Frame, SFlowG, SIF,
15 fps, Key-Frames: H.264intra, QP = 35
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Abbildung C.18.: Qualität der Seiteninformation per WZ-Frame, SFlowG, SIF,
30 fps, Key-Frames: H.264intra, QP = 35
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C.3. Differenz PSNR-Y Key-Frames und Seiteninformation
C.3. Differenz PSNR-Y Key-Frames und
Seiteninformation
Die Differenz zwischen dem PSNR der Seiteninformation PSNR−YSI und dem der
H.264intra codierten Key-Frames PSNR− YKey in Abhängigkeit von der Qualität
der Key-Frames ist im Folgenden dargestellt. Der Quantisierungsparameter wird
im Bereich QP = 20, 25, . . . , 50 variiert.
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Abbildung C.19.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Akiyo, QCIF, 15 fps, Key-Frames: H.264intra
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Abbildung C.20.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Akiyo, QCIF, 30 fps, Key-Frames: H.264intra
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Coastguard – QCIF
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Abbildung C.21.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Coastguard, QCIF, 15 fps, Key-Frames: H.264intra
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Abbildung C.22.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Coastguard, QCIF, 30 fps, Key-Frames: H.264intra
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Foreman – QCIF
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Abbildung C.23.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Foreman, QCIF, 15 fps, Key-Frames: H.264intra
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Abbildung C.24.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Foreman, QCIF, 30 fps, Key-Frames: H.264intra
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C. Seiteninformation
Hall – QCIF
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Hall, QCIF 15fps, Key−Frame: H.264intra 
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Abbildung C.25.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Hall, QCIF, 15 fps, Key-Frames: H.264intra
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Abbildung C.26.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Hall, QCIF, 30 fps, Key-Frames: H.264intra
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Mother and Daughter – QCIF
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Mother & Daughter, QCIF 15fps, Key−Frame: H.264intra 
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Abbildung C.27.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Mother and Daughter, QCIF, 15 fps, Key-Frames:
H.264intra
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Abbildung C.28.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Mother and Daughter, QCIF, 30 fps, Key-Frames:
H.264intra
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Soccer – QCIF
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Abbildung C.29.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Soccer, QCIF, 15 fps, Key-Frames: H.264intra
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Abbildung C.30.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Soccer, QCIF, 30 fps, Key-Frames: H.264intra
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C.3. Differenz PSNR-Y Key-Frames und Seiteninformation
Stefan – QCIF
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Stefan, QCIF 15fps, Key−Frame: H.264intra 
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Abbildung C.31.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Stefan, QCIF, 15 fps, Key-Frames: H.264intra
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Abbildung C.32.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Stefan, QCIF, 30 fps, Key-Frames: H.264intra
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C. Seiteninformation
Bus – CIF
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Bus, CIF 15fps, Key−Frame: H.264intra 
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Abbildung C.33.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Bus, CIF, 15 fps, Key-Frames: H.264intra
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Abbildung C.34.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, Bus, CIF, 30 fps, Key-Frames: H.264intra
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C.3. Differenz PSNR-Y Key-Frames und Seiteninformation
SFlowG – SIF
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Abbildung C.35.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, SFlowG, SIF, 15 fps, Key-Frames: H.264intra
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Abbildung C.36.: Differenz zwischen Qualität der Seiteninformation und Key-
Frames, SFlowG, SIF, 30 fps, Key-Frames: H.264intra
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D Anhang DRD-Performanz des
Gesamtsystems
Dieser Anhang zeigt die Rate-Distortion Performanz des entwickelten Codierungs-
systems. Es umfasst die Auswahl der Codierungsparameter und Referenzen sowie
die Darstellung der RD-Performanz in Abhängigkeit vom verwendeten Verfahren
zur Generierung der Seiteninformation als auch in Abhängigkeit vom verwendeten
Codierungsverfahren für die Key-Frames.
D.1. Parameter
Die folgenden Parameter zur Codierung der Testsequenzen mit dem entwickelten
DVC Codec %DeV iCe wurden verwendet:
• GOP-Länge von 2 Frames ( K-W-K-W-K-W. . . )
• Key-Frames codiert mit H.264intra (JM-18.0, [Wiegand u. a. 2003][H.264 2012])
bzw. HEVCintra (HM-7.2, [Bross u. a. 2012][HEVC 2012][Meur 2011])
• zufällige Auswahlreihenfolge der Pixel
• offline Schätzung des Modellparameters λ auf Frame-Ebene (ein Parameter
für den gesamten Frame)
• MMSE Rekonstruktion
• Turbocode basierte Slepian-Wolf Decodierung
• Prüfung auf erfolgreiche Decodierung mittels CRC
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D. RD-Performanz des Gesamtsystems
• Bitebenen-weise Decodierung beginnend vom MSB zum LSB
• Schätzung der a-priori Information am Decoder (AIE)
• volle Nutzung des Rückkanals zur Decoder-seitigen Ratenkontrolle
D.2. Rate-Distortion Punkte
Die Rate-Distortion Punkte für die Codierung der Testsequenzen wurden anhand
der Seiteninformationsqualität, in Abhängigkeit von der Rekonstruktionsqualität
der Key-Frames, bestimmt. Je geringer die Qualität der Seiteninformation PSNR−
YSI im Vergleich zu der Qualität der Key-Frames PSNR − YKey ist, desto größer
wurde der QuantisierungsparameterM für die WZ-Frames gewählt (Abb. D.1).
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Abbildung D.1.: Auswahl der RD-Punkte (QP,M) anhand der Differenz zwischen
Key-Frame PSNR und PSNR der Seiteninformation
Tabelle D.1 (S. 266) zeigt die so ausgewählten RD-Punkte als Tupel (QP,M), aus
Quantisierungsparameter QP der Key-Frames und QuantisierungsparameterM der
WZ-Frames.
D.3. Referenzen
Zur Einordnung der Leistungsfähigkeit des Videocodecs %DeV iCe wurden folgende
Referenzverfahren aus dem Bereich der konventionellen Videocodierung gewählt.
Diese Referenzverfahren verwenden keine Bewegungsschätzung, wodurch die Kom-
plexität des Encoders wesentlich reduziert wird.
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D.3. Referenzen
H.264intra — Alle Frames der Videosequenz werden als I-Bilder mit der Refe-
renzsoftware JM-18.0 [Wiegand u. a. 2003][H.264 2012] codiert. Dabei wird
das Baseline Profile angewendet.
H.264IBIB — Unter Verwendung der Referenzsoftware JM-18.0 [Wiegand u. a.
2003][H.264 2012] werden die Videosequenzen in der GOP-Struktur I-B-I-B-
. . . codiert. Dabei wird am Encoder keine Bewegungsschätzung und -kompensation
für die B-Bilder durchgeführt, womit die zeitlichen Abhängigkeiten, mit Rück-
sicht auf die Komplexität, nur begrenzt ausgenutzt werden können.
HEVCintra — Die Testsequenzen werden mit der Referenzsoftware HM-7.2 [Bross
u. a. 2012][HEVC 2012], des noch nicht standardisierten Codierungsverfahren
HEVC, komprimiert. Es werden ausschließlich I-Bilder verwendet.
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D.4. RD-Performanz
Akiyo – QCIF
• Aufgrund geringer Bewegung sind nur geringe Verbesserung der RD-Performanz
mit GpTIE erreicht
• RD-Peformanz zeigt wesentlichen Gewinn gegenüber H.264intra
• Schwankungen zwischen aufeinanderfolgenden Frames geringer als 1 dB
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Abbildung D.2.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Akiyo, QCIF, 15 fps
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Abbildung D.3.: RD-Performanz des Gesamtcodecs, Akiyo, QCIF, 15 fps
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Abbildung D.4.: RD-Performanz des Gesamtcodecs, Akiyo, QCIF
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Abbildung D.5.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Akiyo, QCIF, 30 fps
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Abbildung D.6.: RD-Performanz des Gesamtcodecs, Akiyo, QCIF, 30 fps
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Coastguard – QCIF
• Wahl der Seiteninformationsgenerierung hat aufgrund der einfachen Bewe-
gungsstruktur wenig Einfluss auf die RD-Performanz
• RD-Performanz ähnlich hoch wie bei H.264IBIB
• teilweise starke Qualitätsänderungen aufeinanderfolgender Frames (bis 8 dB)
• überwiegend geringe Schwankungen des PSNR zwischen den Frames
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Abbildung D.7.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Coastguard, QCIF, 15 fps
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Abbildung D.8.: RD-Performanz des Gesamtcodecs, Coastguard, QCIF, 15 fps
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Abbildung D.9.: RD-Performanz des Gesamtcodecs, Coastguard, QCIF
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Abbildung D.10.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Coastguard, QCIF, 30 fps
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Abbildung D.11.: RD-Performanz des Gesamtcodecs, Coastguard, QCIF, 30 fps
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Foreman – QCIF
• Verfahren, wie GpTIE, MPBTI oder APBTI2, welche die globale Bewegung
zur Generierung der Seiteninformation berücksichtigen, zeigen eine Steigerung
der RD-Performanz
• bei geringer Framerate 15 fps zeigen die WZ-Frame eine geringere Rekon-
struktionsqualität und höhere Datenrate als die Key-Frames, was zu einer
schlechten RD-Performanz führt
• bei hoher Framerate 30 fps wird eine RD-Performanz ähnlich HEVCintra er-
reicht
• stärkere Einbrüche der Qualität zwischen den Key- und WZ-Frames bei der
15 fps Sequenz
0 20 40 60 80 100 120 140
0
200
400
R
at
e 
[kb
ps
]
Frame
26
27
28
29
30
31
32
33
34
PS
NR
−Y
 [d
B]
Foreman, QCIF 15fps, APBTI2, H.264intra Key−Frames, QP=35, M=2
 
 Key−Frames
WZ−Frames
Abbildung D.12.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Foreman, QCIF, 15 fps
0 100 200 300 400 500 600
28
30
32
34
36
38
40
Rate [kbit/s]
PS
NR
−Y
 [d
B]
Foreman, QCIF 15fps, H.264intra Key−Frames
 
 basicPBTI
GpTIE
MPBTI
APBTI2
H.264intra
H.264IBIB
HEVCintra
Abbildung D.13.: RD-Performanz des Gesamtcodecs, Foreman, QCIF, 15 fps
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Abbildung D.14.: RD-Performanz des Gesamtcodecs, Foreman, QCIF
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Foreman, QCIF 30fps, APBTI2, H.264intra Key−Frames, QP=35, M=1
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Abbildung D.15.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Foreman, QCIF, 30 fps
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Abbildung D.16.: RD-Performanz des Gesamtcodecs, Foreman, QCIF, 30 fps
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Hall – QCIF
• Aufgrund der sehr einfachen Bewegungsstruktur fällt die RD-Performanz für
alle betrachteten Seiteninformationsgenerierungsverfahren hoch aus
• die Qualitätsschwankungen zwischen den Frames sind mit 2− 3 dB moderat
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Abbildung D.17.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Hall, QCIF, 15 fps
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Abbildung D.18.: RD-Performanz des Gesamtcodecs, Hall, QCIF, 15 fps
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Abbildung D.19.: RD-Performanz des Gesamtcodecs, Hall, QCIF
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Hall, QCIF 30fps, APBTI2, H.264intra Key−Frames, QP=35, M=0
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Abbildung D.20.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Hall, QCIF, 30 fps
0 100 200 300 400 500 600 700 800
28
30
32
34
36
38
40
42
Rate [kbit/s]
PS
NR
−Y
 [d
B]
Hall, QCIF 30fps, H.264intra Key−Frames
 
 basicPBTI
GpTIE
MPBTI
APBTI2
H.264intra
H.264IBIB
HEVCintra
Abbildung D.21.: RD-Performanz des Gesamtcodecs, Hall, QCIF, 30 fps
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D. RD-Performanz des Gesamtsystems
Mother and Daughter – QCIF
• Aufgrund der geringen Bewegung ist die RD-Performanz nicht vom verwen-
deten Verfahren zur Generierung der Seiteninformation abhängig
• im Allgemeinen wird eine hohe RD-Performanz erreicht
• teilweise Einbrüche der Qualität der WZ-Frames von bis zu 7 dB, in weiten
Bereichen jedoch Änderungen von nur ±0.5 dB
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Mother & Daughter, QCIF 15fps, APBTI2, H.264intra Key−Frames, QP=35, M=0
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Abbildung D.22.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Mother and Daughter, QCIF, 15 fps
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Abbildung D.23.: RD-Performanz des Gesamtcodecs, Mother and Daughter,
QCIF, 15 fps
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Abbildung D.24.: RD-Performanz des Gesamtcodecs, Mother and Daughter,
QCIF
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Mother & Daughter, QCIF 30fps, APBTI2, H.264intra Key−Frames, QP=35, M=0
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Abbildung D.25.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Mother and Daughter, QCIF, 30 fps
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Abbildung D.26.: RD-P. des Gesamtcodecs, Mother and Daughter, QCIF, 30 fps
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Soccer – QCIF
• Sequenzen mit sehr komplexer Bewegungssituation im zweiten Teil, wodurch
Verfahren wie GpTIE, MPBTI und APBTI2 eine hohe RD-Performanz her-
vorrufen
• RD-Performanz wesentlich schlechter als die Referenzverfahren, da die zeitli-
che Korrelation der Sequenz sehr gering ist
• moderate Schwankung der Qualität zwischen den Key- und WZ-Frames von
±3 dB
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Abbildung D.27.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Soccer, QCIF, 15 fps
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Abbildung D.28.: RD-Performanz des Gesamtcodecs, Soccer, QCIF, 15 fps
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Abbildung D.29.: RD-Performanz des Gesamtcodecs, Soccer, QCIF
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300
0
500
1000
R
at
e 
[kb
ps
]
Frame
31
32
33
34
35
PS
NR
−Y
 [d
B]
Soccer, QCIF 30fps, APBTI2, H.264intra Key−Frames, QP=35, M=3
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Abbildung D.30.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Soccer, QCIF, 30 fps
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Abbildung D.31.: RD-Performanz des Gesamtcodecs, Soccer, QCIF, 30 fps
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Stefan – QCIF
• wesentlich bessere RD-Performanz bei Verfahren, welche die globale Bewe-
gung berücksichtigen (+2 dB)
• die RD-Performanz von H.264intra wird nur für hohe Frameraten von 30 fps
erreicht
• moderate Schwankungen der Qualität zwischen den Frames +1.5 . . .− 3 dB
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Abbildung D.32.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Stefan, QCIF, 15 fps
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Abbildung D.33.: RD-Performanz des Gesamtcodecs, Stefan, QCIF, 15 fps
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Abbildung D.34.: RD-Performanz des Gesamtcodecs, Stefan, QCIF
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Stefan, QCIF 30fps, APBTI2, H.264intra Key−Frames, QP=35, M=2
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Abbildung D.35.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Stefan, QCIF, 30 fps
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Abbildung D.36.: RD-Performanz des Gesamtcodecs, Stefan, QCIF, 30 fps
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Bus – CIF
• wesentliche Verbesserung der RD-Performanz durch die Verwendung von M-
PBTI bzw. APBTI2, da diese inhomogene Bewegung berücksichtigen
• RD-Performanz schlechter als H.264intra, bei hoher Framerate 30 fps circa
−0.4 dB
• moderate Schwankungen zwischen den Frames (+1 . . .− 1.5 dB)
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Abbildung D.37.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Bus, CIF, 15 fps
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Abbildung D.38.: RD-Performanz des Gesamtcodecs, Bus, CIF, 15 fps
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Abbildung D.39.: RD-Performanz des Gesamtcodecs, Bus, CIF
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Bus, CIF 30fps, APBTI2, H.264intra Key−Frames, QP=35, M=2
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Abbildung D.40.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
Bus, CIF, 30 fps
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Abbildung D.41.: RD-Performanz des Gesamtcodecs, Bus, CIF, 30 fps
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SFlowG – SIF
• die Verwendung von GpTIE zeigt die höchste RD-Performanz
• je nach Framerate mit H.264intra vergleichbare oder bessere Performanz
• teilweise Qualitätseinbrüche der WZ-Frames bis −6 dB, in weiteren Bereichen
mit ±2 dB nur moderate Änderungen
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Abbildung D.42.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
SFlowG, SIF, 15 fps
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Abbildung D.43.: RD-Performanz des Gesamtcodecs, SFlowG, SIF, 15 fps
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Abbildung D.44.: RD-Performanz des Gesamtcodecs, SFlowG, SIF
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SFlowG, SIF 30fps, APBTI2, H.264intra Key−Frames, QP=35, M=1
 
 Key−Frames
WZ−Frames
Abbildung D.45.: Qualität und Datenrate der Key- und WZ-Frames, RD-Punkt 2,
SFlowG, SIF, 30 fps
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Abbildung D.46.: RD-Performanz des Gesamtcodecs, SFlowG, SIF, 30 fps
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Verwendete Rate-Distortion Punkte
RD-Punkt 1 2 3 4
Akiyo – QCIF
15 fps (40, 0) (35, 0) (30, 0) (25, 1)
30 fps (40, 0) (35, 0) (30, 0) (25, 0)
Coastguard – QCIF
15 fps (40, 0) (35, 1) (30, 2) (25, 3)
30 fps (40, 0) (35, 0) (30, 0) (25, 1)
Foreman – QCIF
15 fps (40, 1) (35, 2) (30, 3) (25, 3)
30 fps (40, 0) (35, 1) (30, 1) (25, 2)
Hall – QCIF
15 fps (40, 0) (35, 0) (30, 1) (25, 2)
30 fps (40, 0) (35, 0) (30, 0) (25, 1)
Mother & Daughter – QCIF
15 fps (40, 0) (35, 0) (30, 0) (25, 1)
30 fps (40, 0) (35, 0) (30, 0) (25, 0)
Soccer – QCIF
15 fps (40, 3) (35, 3) (30, 3) (25, 3)
30 fps (40, 2) (35, 3) (30, 3) (25, 3)
Stefan – QCIF
15 fps (40, 2) (35, 3) (30, 3) (25, 3)
30 fps (40, 1) (35, 2) (30, 3) (25, 3)
Bus – CIF
15 fps (40, 2) (35, 3) (30, 3) (25, 3)
30 fps (40, 1) (35, 2) (30, 3) (25, 3)
SFlowG – SIF
15 fps (40, 1) (35, 3) (30, 3) (25, 3)
30 fps (40, 0) (35, 1) (30, 3) (25, 3)
Tabelle D.1.: RD-Punkte für die Bewertung der Leistungsfähigkeit des Gesamtsys-
tems mit H.264intra als auch HEVCintra Key-Frames, Tupel (QP,M)
aus dem Quantisierungsparameter QP der Key-Frames und dem
Quantisierungsparameter M der WZ-Frames
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Verwendete Abkürzungen
%DeV iCe Rostock Distributed Video Codec ["rodivais]
AIE a-priori information estimation – Schätzung der a-priori Info.
AIT a-priori information transmission – Übertragung der a-priori Info.
AQ adaptive quantisation – adaptive Quantisierung
BCJR Algorithmus zur Decodierung von Kanalcodes, benannt nach den
Autoren: L.Bahl, J.Cocke, F.Jelinek und J.Raviv
BiMESS bidirectional motion estimation and spatial smoothing – bidirektio-
nale Bewegungsschätzung mit örtlicher Glättung
(p)BiME (pixel-based) bidirectional motion estimation – (Pixelbasierte) bidi-
rektionale Bewegungsschätzung
(p)BME (pixel-based) backward motion estimation – (Pixelbasierte) Rück-
wärtsbewegungsschätzung
BPE bitplane extraction – Bitebenentrennung
bpp bit per pixel – Bit pro Pixel
CIF common intermediate format – Videoformat 352× 288 px
CRC cyclic redundancy check
CS compressive sensing
dB Dezibel
DCT discrete cosine transform – diskrete Cosinus-Transformation
DSC distributed source coding – Verteilte Quellencodierung
DVC distributed video coding – Verteilte Videocodierung
DWT discrete wavelet transform – diskrete Wavelet-Transformation
ELC error locating codes – Codes zur Bestimmung der Fehlerposition
(p)FME (pixel-based) forward motion estimation – (Pixelbasierte) Vorwärts-
bewegungsschätzung
fps frames per second – Frame pro Sekunde
GME global motion estimation – globale Bewegungsschätzung
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Verwendete Abkürzungen
GpTIE global Motion Guided pixel-based adaptive temporal inter-
/extrapolation
GTIE global Motion Guided Adaptive temporal inter-/extrapolation
kbps kilo bit per second – Kilobit pro Sekunde
LDPC(A) low density parity check (accumulate)
LME local motion estimation – lokale Bewegungsschätztung
LSB least significant bit – Bit mit der geringsten Wertigkeit
MAD mean absolute difference – Mittelwert der Absolutewerte der Diffe-
renzen
MAP aaximum-a-posteriori (Decodierung)
(p)MC (pixel-based) motion compensation – (Pixelbasierte) Bewegungs-
kompensation
MCTI motion compensated temporal interpolation – bewegungskompen-
sierte zeitliche Interpolation
ML maximum-likelihood (Decodierung)
MPBTI multiple Motion Hypotheses pixel-based temporal interpolation –
Multihypothesen pixelbasierte temporale Interpolation
MSB most significant bit – Bit mit der höchsten Wertigkeit
MSE mean squared error – mittlerer quadratischer Fehler
NSC nonrecurcsive nonsystematic convolutional (code) – nichtrekursiver
nichtsystematischer Faltungs-(code)
PBTI pixel-based temporal interpolation – Pixelbasierte zeitliche Interpo-
lation
px Pixel
Q Quantisierung
QCIF quarter CIF – 176× 144 px
RSC recursive systematic convolutional (code) – rekursiver systemati-
scher Faltungs-(code)
SAD sum of absolute differences – Summe der Beträge der Differenzen
SIF Source Input Format – 352× 240 px
SW Slepian-Wolf (Codierung)
TCM trellis-coded modulation – Trelliscodemodulation
wSAD weigthed sum of absolute differences – gewichtete Summe der Be-
träge der Differenzen
WZ Wyner-Ziv (Codierung)
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Verwendete Formelzeichen
x, N skalare Variable
M Menge
X Matrix
x Zeilenvektor
Xi×j Matrix bzw. Vektor der Dimension i× j
XT transponierte(r) Matrix bzw. Vektor
xj Element eines Vektors
X(j, i), xi,j Element einer Matrix (i-te Zeile, j-te Spalte)
(x0, . . . , xn−1) Vektor der Länge n
Ik Einheitsmatrix der Größe k × k
G Generatormatrix k × n
A Generatormatrix ohne systematischen Anteil (n− k)× k
H Prüfmatrix (n− k)× n
Q rationale Zahlen
Qb rationale Zahlen, die ganzzahliges Vielfache von 1b sind
Xi,Yi,Ki Wyner-Ziv-Frame, Seiteninformation, Key-Frame
YD,i Differenz der bewegungskompensierten benachbarten Key-
Frames (dframe)
Xˆi rekonstruiertes Bild
KMVFi Key-Frame Ki, welches mit dem Bewegungsvektorfeld MVF
bewegungskompensiert wurde
F ein Bild – Frame
GWσ Gaußfenster mit dem Radius σ
q
(b)
i b-te Bitebene der Quantisierungssymbols qi
q(b)Y b-te Bitebene der quantisierten Seiteninformation
UG(q) Untergrenze des q-ten Quantisierungsintervals
R(b) Datenrate für die Bitebene b
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Verwendete Formelzeichen
R(b)max maximale Datenrate zur Decodierung der Bitebene b
R
(b)
min minimale Datenrate zur Decodierung der Bitebene b
Rsuc notwendige Gesamtdatenrate zur Decodierung aller Bitebenen
EMi Matrix mit möglichen Fehlerpositionen im Bild (error map)
Pr(X = xν) Wahrscheinlichkeit, dass die Zufallsvariable X den Wert xi
annimmt
pX(x) Dichte der kontinuierlichen Zufallsvariablen X
H(X) Entropie der Zufallsvariablen X
h(X) differentielle Entropie der kontinuierlichen Zufallsvariablen X
I(X = xi) Informationsgehalt des Symbols xν der Zufallsvariablen X
I(X;Y ) Transinformation zwischen den Zufallsvariablen X und Y
R(D) Rate-Distortion Funktion
d(x, y) Distanz zwischen Skalaren x und y
[a; b] geschlossenes Intervall
[a; b[ einseitiges offenes Intervall
bxc Abrunden von x auf den nächstkleineren ganzahligen Wert
A ·B Matrixmultiplikation
A •B Skalarprodukt (auch Matrizen), elementweise Multiplikation
and Summation
Det(A) Determinante der Matrix A
Rg(A) Rang der Matrix A
Tr(A) Spur (Trace, Summe der Elemente der Hauptdiagonale) der
Matrix A
(A|B) horizontales Aneinanderfügen der Matrizen A und B
Π(a), Π−1(a′) Interleaving bzw. Deinterleaving des Vektors a
pi(j) Index im interleavten Vector a′, a′pi(j) = aj
arg(. . . ) Argument einer Funktion, Bsp.: Index i für den xi minimal
ist i = argi min(xi)
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Thesen
1. Die geringe Verfügbarkeit von Ressourcen auf mobilen Endgeräten oder Vi-
deosensorknoten führt zu einem Bedarf an Videocodierungssystemen mit ge-
ringer Encoderkomplexität.
2. Verfahren aus dem Bereich der Verteilten Videocodierung ermöglichen den
Entwurf von Videoencodern mit geringen Ressourcenansprüchen, wobei pixel-
basierte Systeme eine besonders geringe Komplexität sowie hohe Flexibilität
zeigen.
Generierung der Seiteninformation
3. Die Leistungsfähigkeit (RD-Performanz) eines Verteilten Videocodierungssys-
tems wird stark durch die Qualität der Seiteninformation beeinflusst.
4. Aufgrund der starken zeitlichen Abhängigkeiten in einer Videosequenz bietet
sich die Bestimmung der Seiteninformation durch temporale Interpolation
oder Extrapolation an, wobei komplexe Bewegungsstrukturen eine Heraus-
forderung darstellen.
5. Schnelle Bewegungen können durch einen zweistufigen temporalen Interpo-
lationsansatz aus robuster globaler Bewegungsschätzung und pixelbasierter
Bewegungsschätzung erfasst werden, wodurch eine hohe Seiteninformations-
qualität erreicht wird.
6. Multiple Bewegungshypothesen eignen sich zur Unterstützung der Bewegungs-
schätzung bei inhomogenen Bewegungsstrukturen.
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7. Die Bestimmung der Seiteninformation in Aufdeckungs- und Verdeckungsbe-
reichen, an bewegten Objekten und am Bildrand, kann durch adaptive Inter-
polation und Extrapolation verbessert werden.
8. Durch die Kenntnis markanter Bildbereiche wird die Robustheit der Bewe-
gungsschätzung verbessert. Weiterhin kann diese Kenntnis zur Reduktion der
Komplexität genutzt werden.
Wyner-Ziv Codierung
9. Neben der Seiteninformation hat die Wyner-Ziv Codierung starken Einfluss
auf die Leistungsfähigkeit des Gesamtsystems. Das WZ-Codierungsproblem
kann als Kanalcodierungsproblem formuliert und mit der sehr leistungsfähi-
gen Turbo-Codierung umgesetzt werden.
10. Die Art der Terminierung der Turbocodes hat keinen Einfluss auf deren Leis-
tungsfähigkeit, aus Sicht der Slepian-Wolf Codierung.
11. Durch Abstimmung von Interleaver und Punktierungsschema kann eine er-
folgreiche Decodierung der Turbocodes bei der höchsten Datenrate sicherge-
stellt werden.
12. Die Turbo-Codierung erreicht für lange Symbolfolgen eine höhere Leistungs-
fähigkeit, in den für die Verteilte Videocodierung relevanten Bereichen, als
LDPCA Codes.
13. Die Berücksichtigung ungleichmäßig verteilter Eingangssymbole, im Rahmen
der Wyner-Ziv Codierung durch adaptive Quantisierung, führt zu einer star-
ken Verringerung der Leistungsfähigkeit. Die Berücksichtigung der Verteilung
muss im Rahmen der Slepian-Wolf Codierung erfolgen, um die Codierungs-
performanz zu erhöhen.
14. Die Kompressionsverfahren JPEG, JPEG2000, H.264 und HEVC führen zu
Kompressionsartefakten, welche die Generierung der Seiteninformation im
gleichen Maße beeinflussen.
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15. Das entwickelte Codierungssystem %DeV iCe erreicht für eine, mit H.264intra
oder HEVCintra vergleichbare, Leistungsfähigkeit, für Testsequenzen mit mo-
derater oder geringer Komplexität der Bewegungsstrukturen.
16. Für Sequenzen mit komplexen Bewegungsstrukturen konnte die Leistungsfä-
higkeit, insbesondere durch die neu entwickelten Verfahren zur Generierung
der Seiteninformation, stark verbessert werden. Eine mit H.264intra vergleich-
bare RD-Performanz konnte jedoch nicht erreicht werden.
Flexible Decodierung
17. Die Vermeidung und Reduktion der Nutzung des Rückkanals in Verteilten
Videocodierungssystemen kann über eine geeignete Encoder- oder Decoder-
seitige Ratenkontrolle erfolgen. Eine Erhöhung der Freiheitsgrade des Deco-
ders (flexible Decodierung) erleichtert die Lösung dieser Problemstellung.
18. Die Bitebenen übergreifende Decodierung ermöglicht den Austausch von In-
formationen zwischen den zu decodierenden Bitebenen und somit die Korrek-
tur ungünstig verteilter Korrekturdaten.
19. Die Soft-Rekonstruktion sowie die Kombination aus unscharfer Fehlerlokali-
sierung und Fehlerverschleierung stellen Ansätze zur Rekonstruktion bei fehl-
geschlagener Slepian-Wolf Decodierung dar.
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