In this work, we propose to learn a generative model using both learned features (through a latent space) and memories (through neighbors). Although human learning makes seamless use of both learned perceptual features and instance recall, current generative learning paradigms only make use of one of these two components. Take, for instance, flow models, which learn a latent space of invertible features that follow a simple distribution. Conversely, kernel density techniques use instances to shift a simple distribution into an aggregate mixture model. Here we propose multiple methods to enhance the latent space of a flow model with neighborhood information. Not only does our proposed framework represent a more human-like approach by leveraging both learned features and memories, but it may also be viewed as a step forward in non-parametric methods. The efficacy of our model is shown empirically with standard image datasets. We observe compelling results and a significant improvement over baselines.
Introduction
The typical training paradigm for many generative models makes a one time use of the training data. For instance, GANs (Goodfellow et al., 2014 ) and flow models (Dinh et al., 2014; Kingma & Dhariwal, 2018) use the training data to fit a latent space. After the features (the latent space) is learned, the training data is discarded, as our learned network is entirely responsible for the generative process. This paradigm has proven effective, however it leaves the entire burden of modeling a complicated support (such as the space of images) completely on the learned latent space and network capacity. Moreover, such an approach is in stark contrast to human learning, which not only uses data to learn perceptual features (Kuhl et al., 2003) but will reuse data as memories with instance recall (Carrier & Pashler, 1992) . In this work, we more closely follow nature's paradigm for generative modeling, making use of our data not only to learn features, but to pull instances as neighbors.
Neighborhood based methods abound much of the history of machine learning and statistics. For instance, the wellknown k-nearest neighbor estimator often achieves surprisingly good results (Altman, 1992) . Moreover, by equipping models with neighborhood information, one reduces the problem to a local-manifold, a much simpler domain (Roweis & Saul, 2000; Seung & Lee, 2000) . In this work, we focus our attention on density estimation, which features a staple neighbor based estimator: the kernel density estimator (KDE). The KDE models a local manifold as a Gaussian, an untenable restriction when dealing with complicated data such as images, see Fig. 1 . Instead, we model local manifolds using more flexible densities, simultaneously better representing the local space of a neighborhood whilst reducing the burden of the density estimator. In doing so, this work brings forth methodology that ushers in a next step in nonparametric density estimation. We begin with a simple observation of the kernel density estimator. Recall that KDE models a dataset
as a mixture of "kernel" distributions K centered around each datapoint:
In practice, the kernel is often chosen to be a Gaussian distribution centered at the data-points with a diagonal covariance matrix:
where N (x | x i , σ 2 I) is the pdf of a Gaussian with mean x i and covariance matrix σ 2 I. That is, the density is modeled as a mixture of training data-centered distributions. The sampling procedure is simple, as one selects a training point x i from the training data at random and adds Gaussian noise to it. More generally, one sees that KDE models the density as: Figure 1 . Neighborhood based models, which focus on modeling a simpler local manifold rather than the more complicated global support. (a) In low dimensions, one may model tight local manifolds using simple distributions (e.g. Gaussians). Thus, in low dimensions it is relatively simple to model a rich class of densities as the mixture of shifted simple distributions (i.e. kernels). (b) In higher dimensions, such as the space of natural images, the number of simple kernels to adequately model the space grows exponentially, and is thus intractable. Tractable local manifolds may no longer be Gaussian, however they still exhibit a structure that can be exploited. In this work, we propose to model local manifolds using flexible density estimators and careful conditioning.
for a very restricted class of conditionals p(·|x i ), namely shifted Gaussians. We propose a data-driven generalization of KDE, another step forward in nonparametric methods. We use neighborhoods to allow the estimator to model local manifolds, a simpler space. Specifically, we model the density as:
where p θ (· | N(x i )) is a more flexible density estimator conditioned on neighborhood information ( Fig. 1(b) ) and N(x j ) is the neighborhood around point x j .
The sampling procedure for such an estimator would remain simple: one would choose a training point x j uniformly at random from the training data, then sample according to the estimator conditioned on the neighborhood:
Our approach (4) is capable of inferring relevant features and variances of the neighborhood, lessening the burden on p θ . Note further that KDE (2) blurs the line between density estimation and data augmentation; KDE samples by "augmenting" a data point with Gaussian noise. The proposed approach expands on this by learning how to "augment" or sample given a neighbor or neighborhood.
Below, we expound on our methodology and illustrate our method on image modeling tasks. We demonstrate that our proposed approach builds on the standard non-parametric methodology in three key ways. First, we propose to use more robust density kernels than the standard approaches;
while kernels like the Gaussian distribution lead to general distributions asymptotically, their simple unimodal nature often falls short for higher dimensions in finite samples. Second, we propose to condition on training data in a more robust fashion than by simply shifting a base distribution as is standard; this allows one to capture a richer set of correlations of data in a local neighborhood. Third, we propose to extract the set-level information from the neighborhood N(x i ) in a data-driven fashion, conditioning on multiple instances in a neighborhood allows our model to learn the variances present in the local manifold (in the background of images, for instance) without the network needing to memorize them. We note further that we shall use a conditional model p θ (· | N(x i )) that uses a learned feature space. Hence our proposed paradigm makes use of both memories (via instance recall of neighborhoods) and learned features (via an invertible latent space). As such, our approach is richer than existing methods and more closely resembles human learning. We show the efficacy of our models on standard benchmark image datasets with experiments below.
Methods
While the local manifold of a neighborhood might be remarkably simpler than the global manifold, it is still unlikely to estimate the local manifold with a simple base distribution such as a Gaussian. Thus, we still want to capture the data in these local neighborhoods N with a flexible conditional model p θ (· | N) (Eq. (4)). The choice of robust base conditional model is quite flexible, with many possible choices including autoregressive densities ; van den Oord et al., 2016), flow models (Dinh et al., 2014; Kingma & Dhariwal, 2018) , and variational autoencoders (VAEs) approaches (Kingma & Welling, 2013) . In fact, one may also deviate from a likelihood based framework in favor of a discriminative critic GAN approach (Goodfellow et al., 2014) . As our focus is on the methodology of injecting neighborhood information into a generative approach, we explore this with a particular choice of conditional model, flow density estimators. However, our approach easily extends to other generative models. In addition, flow methods provide a few advantages including: a tractable (normalized) likelihood, robustness to mode collapse (Grover et al., 2018) , and a meaningful latent space. We expound on the base flow generative models below.
Flow based Models
The change of variable theorem, shown in Eq. (5), is the cornerstone of flow generative models (Dinh et al., 2014; Kingma & Dhariwal, 2018) , where q is an invertible transformation.
In order to efficiently compute the determinant, the transformation q is often designed to have diagonal or triangular Jacobian. Since this type of transformation is restricted, the flow models often compose multiple transformations in a sequence to get a flexible transformation, i.e.
Here, the covariates flow through a chain of transformations, substituting the last output variable as input for the next transformation.
One family of this type of transformation is the so-called coupling layer used in NICE (Dinh et al., 2014) , RealNVP (Dinh et al., 2016) and Glow (Kingma & Dhariwal, 2018) . The input x is divided into two parts x A and x B , the first part is kept the same, and the second part is transformed based on the first part using affine transformation,
where represents the element-wise (Hadamard) product. Such coupling layers are easy to invert and the Jacobian determinant is easy to compute. Furthermore, since the Jacobian determinant does not involve computing the Jacobian of s(·) and t(·), they can potentially be any deterministic function, such as a neural network.
Since one single coupling layer can only affect part of the input covariates, earlier works swap A and B between two coupling layers to ensure every dimension can affect every other dimensions. Recent work (Oliva et al., 2018; Kingma & Dhariwal, 2018) proposes to learn a linear layer to better capture the correlations along dimensions. In order to stabilize the training and ensure the whole process's invertibility, the RealNVP reformulates the batch normalization into an invertible transformation. They also propose a multi-scale architecture to capture spatial correlations in image data.
In the end, the flow models transform inputs to a new space, z = q(x), where covariates can be modeled using a simple base distribution, see Fig. 2(a) . Typically, we take p Z (z) to be a Gaussian distribution. From another perspective, we use a deep neural network to construct a series of flexible and invertible operations to transform a simple distribution (e.g. a Gaussian) into a complicate one (the data distribution). Flow based generative models use the exact log-likelihood log p(x) as the training criterion.
Neighbor Conditioned Flow Models
We impose the neighborhood information in neighbor conditioned distributions (4) by conditioning a flow model. Flow models can be divided into two parts, the transformation of variables and the latent distribution. Both of these parts can incorporate extraneous conditioning information. Concretely, the transformation procedure can use neighborhood information to decide how to transform the inputs, while the latent distribution can have mean and variance depend on conditioning variables. We explore two ways to inject neighborhood information into the flow model. Second, we propose neighborhood conditioned likelihood (NCL), which specify the distribution of the latent covariates of a target point, z = q(x), given a neighborhood N. After, we propose neighborhood conditioned transformations (NCT), which adjust the latent space (use transformation of variables) for a target point x, according to a neighborhood N,
Neighborhood Conditioned Likelihood (NCL) We propose to directly estimate the density of the representation of a target point x in the transformed space, q(x), given its neighbors N(x). To do so, we shall learn two mappings, g µ , and g σ , to estimate mean and variance parameters, µ and σ, respectively from N(x). Although we could learn the mappings directly from the neighbors N, this would force g µ , g σ to also learn much of the transformation of variables, q. Instead, we disentangle the transformation of variables from the relationship between the neighbors and the target by passing in transformed neighbors to g µ , g σ , i.e. we pass neighbor images through the same flow transformations q. Then, we use two additional branches of six-layer convolution, denoted as g µ and g σ , to compute the Gaussian mean and variance. These two branches share the first three layers, and we use diagonal matrix for the variance:
We concatenate all transformed neighbors along the channel dimension after the first three convolutional layers. The model is illustrated in Fig. 2(b) . To sample, we choose a neighborhood N(x j ) uniformly at random from the training data. Then, we transform each neighbor image in N(x j ) into the latent space, and get the neighbor conditioned distribution based on latent codes of neighbors. We then sample latent codes,
, from this distribution and invert the flow transformation to get image samples, x = q −1 (z). In a sense, our NCL model resembles a KDE model in the latent space since we are drawing from a Gaussian conditioned on a neighborhood. However, as we are operating in a latent space and are conditioning on the neighborhood according to the output of a general mapping, the NCL is a strictly more general model.
Neighborhood Conditioned Transformations (NCT)
As mentioned, another component of flow models that is amenable to conditioning information, is the transformation of variables. Although the NCL model allows the latent covariates z to come from a distribution that depends on a neighborhood N, the construction of z itself is uninformed by N. We propose to inject conditioning neighborhood information into flow transformations with neighborhood conditioned transformations (NCT), as described below. The NCT model provides guidance about how to effectively transform a local manifold through neighbors. Here, we propose a neighborhood conditioned coupling transformation:
The shift and scale functions s and t are implemented via a concatenation operation on inputs. Replacing the coupling layer in a standard flow model with the proposed neighbor conditioned one gives rise to our NCT model. The transformations (8) can model both intra-pixel and intraneighbor dependencies. Furthermore, by conditioning the flow transformations throughout each of the composing coupling transformation, we are able to inject our conditioning neighborhood information through the transformation of variables, rather than only at the end. In cases of multi-scale architecture, like the one used in RealNVP, x A could have different spatial dimensions from N, thus we re-size the neighbors before concatenating them. The details about our neighbor conditioned flow models are presented in Alg. 1 and Alg. 2.
We note that the NCL model may be interpreted as a special case of NCT. One may view g µ and g σ as specifying a shift and scale operation in the transformed space:
where z now can be modeled as isotropic unit norm Gaussian. However, as we specify g µ and g σ in terms of the transformation q, we get distinct models stemming from each approach.
Algorithm 1 Evaluate the neighbor conditioned flow model. Input: data x i , neighbors N(x i ), a sequence of invertible transformations q Output: log likelihood value log p(x i | N(x i )) 1: Compute latent code z i for x i and the corresponding log Jacobian determinant (logdet) of the transformation:
For NCL type model, q represents a sequence of transformations plus a neighbor conditioned shift and scale operation (Eq. (9)). For NCT type model, q represents a sequence of neighbor conditioned coupling layer, like Eq. (8). 2: Evaluate the latent code in a isotropic unit norm Gaussian and get the log likelihood: log p(
Algorithm 2 Sample from the neighbor conditioned flow model. Input: a sequence of invertible transformations q Output: a random sample x sample 1: Randomly sample a training instance x j and get a neighborhood N(x j ) around it. 2: Sample from a isotropic unit norm Gaussian: z sample = N (z | 0, I) 3: Invert the transformation:
Experiments

Procedure
In our implementation, we apply our neighbor based method on RealNVP (Dinh et al., 2016) . Following the exact preprocessing procedure in RealNVP, we transform the pixels into logit space to alleviate the impact of boundary effects. In order to conduct fair comparison with RealNVP, we use exactly the same network architecture and hyperparameters. Please refer to (Dinh et al., 2016) for detailed description. We do not apply data augmentation for all experiments, but we use early stopping to prevent overfitting.
Like other neighbor based non-parametric methods, the quality of neighbors can significantly affect the performance of the model. Since our focus is on how to restrict or condition generative models on a neighborhood, we consider simple ways to pull neighbors. Specifically, we use PCA or a pretrained feature extractor (e.g. autoencoder) to compute the similarity between images. For the sake of visual inspection, we restrict neighbors to be in the same class. We pre-compute the neighbors and keep them fixed throughout the whole process. Though the neighbor searching strategy is very simple, it is capable of generating compelling samples. Further exploration on more advanced neighbor searching methods should improve performance. We compare our model with RealNVP model on five standard public datasets: MNIST, FashionMNIST, Street View House Number (SVHN), CelabFaces Attributes (CelebA) and CIFAR-10. For CelebA, same as (Dinh et al., 2016) , we take a central crop of 148 × 148 then resize it to 64 × 64. To get the neighbors for each dataset, we use PCA to reduce the dimension. We let the principal components explain 90% of the variance on the training set. Then we search k nearest neighbors based on the PCA coefficients. For CelebA, the neighbors are pulled based on a pretrained VAE model. Here we use β-VAE (Higgins et al., 2016) and set β equal to 1.5. We observe greater consistency between neighbors in this setting. In order to avoid cheating, we pull neighbors only from training set. For datasets with class labels, we restrict the neighbors in the same class to match human perception. We use 10 nearest neighbors for CIFAR-10 dataset and 5 for other datasets.
We also compare our model with a simple class label/attributes conditioned RealNVP model. We model the latent space as a class/attributes conditioned Gaussian distribution. We use one fully connected layer to derive the Gaussian mean and variance respectively, as the Glow model (Kingma & Dhariwal, 2018) does. However, we exclude the classification loss they used, which turns out to be the key of a class conditioned flow model.
When training based on the likelihood for a specific data point x n , we optimize log likelihood values conditioned on the respective neighborhood, i.e.,
While the likelihood of the generative process is
optimizing our neighborhood criteria encourages likelihoods to be concentrated around the respective conditioning neighborhood. Moreover, we find that that the neighborhood conditioned likelihoods (10) are quite close to the generative likelihoods (11) empirically, further validating our choice (see Appendix. A for additional details).
Results and Analysis
We show samples generated for all five datasets in Fig. 3 . We also show actual images in the first column for comparison. Fig. 3 (a) and 3(b) show samples generated from MNIST and FashionMNIST dataset. Since these two datasets are relatively simple, vanilla RealNVP model can already generate decent samples. However, one of the benefits of our neighbor based models is that our model can use neighbors to control the attributes of samples, such as class and style.
We can see that generated MNIST samples contain the same Table 2 . FID scores. GAN results are from (Lucic et al., 2018; Heusel et al., 2017) . Best scores for likelihood methods are in bold. number as the neighbors. The brush width and shape are also similar to the neighbors. For FashionMNIST, we see that our models produce the same type of clothing, and also provide diverse samples. We observe that even for these simple dataset, the class conditioned model fails to generate samples in the specified class.
Samples of SVHN generated using RealNVP, class condition RealNVP, and our models are shown in Fig. 3(c) .
Compared to the previous dataset, the vanilla RealNVP model yields lesser quality samples. In fact, many samples do not contain numbers. As for the class conditioned samples generated given class number zero, the samples are not concentrated around the number zero. In contrast, our models are capable of generating realistic samples. These samples capture the attributes specified by their neighbors, such as the background, the font and the character width.
On CIFAR-10 ( Fig. 3(d) ), our model generates similar images to the specified neighbors, while the vanilla RealNVP and class conditioned RealNVP fail to generate any meaningful samples. We still observe good coherence with neighbors using our models even though neighbors considered in this dataset are more diverse, especially in the background (due to the small size of CIFAR-10). Fig. 3 (e) shows samples from CelebA dataset. We can see that our samples capture the high-level attributes of neighbors, such as the orientation, the ornament, the hair style, and the skin color. Although our samples still contain some artifacts, they seem more realistic than the RealNVP samples. Again, the attributes conditioned RealNVP fails to generate samples concentrated on a neighborhood.
In all experiments, we observe similar sample quality for our two neighbor based methods, and they are both significantly better than the vanilla RealNVP and class conditioned RealNVP. Therefore, we conclude that these two methods are both effective in terms of utilizing neighborhood information. Systematically combining two methods could potentially improve the performance.
Besides qualitative results, we quantitatively compare our model with vanilla RealNVP and class conditioned Real-NVP using bits per dimension (bpd) (Papamakarios et al., 2017) in Table 1 . Notwithstanding qualitative observations and the fact that the neighborhood conditioned densities are in a smaller support, we see roughly comparable likelihoods. However, we hypothesize that this phenomenon is due to "out of distribution" (OoD) issues with generative models. Recent works (Nalisnick et al., 2018; Choi & Jang, 2018) have shown that density estimators like the RealNVP are unable to reflect whether an instance is a sample through likelihood values. For example, a RealNVP model trained on CIFAR-10 will return higher likelihood values for street view house number (SVHN) images than for CIFAR-10 natural images. As any instance outside of the local manifold is OoD for p(· | N(x j )), the systemic OoD discrepancy for these models represents a lot of "wasted" likelihood, which in turn may explain the somewhat comparable likelihoods observed. Nevertheless, we do observe better sample quality, which we confirm through FID scores below.
In order to quantitatively compare the sample quality, we report the FID scores (Heusel et al., 2017) in Table 2 . We also list the FID scores of GANs for an additional comparison. Our models give comparable or better FID scores for MNIST, FashionMNIST and CelebA datasets compared to GANs. Although performance on SVHN and CIFAR-10 are behind a GAN model, the proposed neighbor conditioned models show clear improvement over the vanilla RealNVP Figure 4 . Interpolation between neighborhood. For each block, leftmost and rightmost columns are selected neighborhoods from training set. We gradually swap elements between them and sample from the "interpolated" neighborhood. Intermediate columns are samples.
and class conditioned RealNVP models.
Neighborhood Interpolation
In order to investigate how neighbors can affect the generation, we "interpolate" between neighborhoods. Specifically, we select two neighborhoods and gradually swap elements between them, reducing and increasing the number of elements by one for the neighborhood from the first and second set, respectively, at each step. The samples from the NCL-RNVP model are shown in Fig. 4 . We see a smooth change of attributes, such as the brush width, the orientation, and the writing style. Furthermore, as intermediate, interpolated, conditioning sets are unlike neighborhoods encountered at training time, this task showcases our models' ability to generalize to new neighborhoods.
Related Works
Density Estimation and Generative Models: Nonparametric density estimation, such as kernel density estimation, often suffer from the curse of dimensionality and do not perform well on high dimensional data like images. Recently, deep neural networks have been employed to enable flexible density estimation. (Uria et al., 2013; Germain et al., 2015; Gregor et al., 2013; Oord et al., 2016; van den Oord et al., 2016) utilize neural networks to learn the conditionals factorized by the chain rule. (Dinh et al., 2014; Kingma & Dhariwal, 2018; Papamakarios et al., 2017; Oliva et al., 2018 ) construct a normalizing flow based on the change of variables theorem. (Kingma & Welling, 2013) propose and optimize a variational lower bound for the exact likelihood. GANs (Goodfellow et al., 2014) bypass explicit density estimation by adversarial training rooted in game theory. All of the aforementioned approaches try to model the whole data distribution in a single model. Our method, however, proposes to divide and conquer the density estimation using local neighborhoods. We note that our proposed model can potentially be integrated into all the generative models described above.
Neighbors based Generative Models: We expound on some recent approaches that make use of neighbors for generative models below. For instance, (Bansal et al., 2017) completes a low-resolution signal using compositions of nearest pixels in training images. (Li & Malik, 2018) attempts to model a fixed code space by matching initial noisy outputs to a nearest neighbor. Note that in contrast, in addition to providing a density, our method also learns a latent space jointly.
Other Neighbor based Models: Outside of generative models, neighbor based methods have been well studied. For instance (Weinberger & Saul, 2009; Goldberger et al., 2005) apply nearest neighbors to learn a distance metric. (Boiman et al., 2008) extend classic KNN methods to a Bayes setting to perform accurate image classification. For a general discussion on nonparametric and neighborhood based methods please refer to (Wasserman, 2010) .
Conclusion
In this work, we propose multiple ways of enhancing generative models with neighborhood information. Instead of modeling the whole manifold using a single model, we divide the support into smaller neighborhoods and model the simpler local manifolds. Moreover, our approach jointly leverages the data both to learn a latent feature space and to use as neighbors to condition on a local manifold. This reduces the burden on the network capacity as the model need not memorize the manifold properties it is conditioned on. Furthermore, our approach more closely resembles human learning, which seamlessly leverages data to learn perceptual features and to recall instances as memories.
We extend the recently proposed RealNVP and propose two neighbor conditioned RealNVP architectures to model the local distributions. The neighborhood conditioned likelihood (NCL), models the latent distribution as a Gaussian conditioned on features of the neighborhood. In contrast, neighborhood conditioned transformations (NCT) adjust the latent space based on a neighborhood.
Empirical results show that the proposed neighborhood conditioned models improve the sample quality both quantitatively and empirically. Our training procedure yields models with a strong coherence between samples and neighborhoods. Furthermore, these models have the potential for use in neighborhood interpolation and style transfer as shown in our interpolation experiments Fig. 4 . As discussed above, the likelihood for the generative process is Eq. (11). However, it is expensive to evaluate this full likelihood for each test data point, since it involves iterating over all neighborhoods in the training set. Hence, we train on and report the neighborhood conditioned likelihoods in Tab. 1. Here, we approximate the generative likelihoods by sampling additional 100 neighborhoods from the training set and compare the two values in bpd. We notice that they are actually on par with each other.
A. Likelihood
