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1. Nastudujte teorii doprˇedny´ch neuronovy´ch s´ıt´ı, algoritmus zpeˇtne´ho sˇ´ıˇren´ı chyb
2. Navrhneˇte optimalizovanou verzi tre´nova´n´ı neuronove´ s´ıteˇ na v´ıceprocesorove´m pocˇ´ıtacˇi
3. Implementujte jednothreadovy´ prototyp v jazyce C++; pouzˇijte modula´rn´ı architek-
turu pro snadne´ rozsˇ´ıˇren´ı
4. Implementujte paraleln´ı verzi vyuzˇ´ıvaj´ıc´ı POSIX threads
5. Otestujte vytvorˇeny´ software na u´loze rozpozna´va´n´ı fone´mu˚ z mluvene´ rˇecˇi
Abstrakt
Tato diplomova´ pra´ce je zameˇrˇena na paralelizaci tre´nova´n´ı neuronovy´ch s´ıt´ı pro roz-
pozna´va´n´ı rˇecˇi. V ra´mci te´to diplomove´ pra´ce byly implementova´ny a porovna´ny dveˇ
strategie paralelizace. Prvn´ı strategi´ı je paralelizace dat s vyuzˇit´ım rozdeˇlen´ı tre´nova´n´ı
do neˇkolika POSIX vla´ken. Druhou strategi´ı je paralelizace uzl˚u s vyuzˇit´ım platformy pro
obecne´ vy´pocˇty na graficky´ch karta´ch CUDA. V prˇ´ıpadeˇ prvn´ı strategie bylo dosazˇeno
4x urychlen´ı, v prˇ´ıpadeˇ vyuzˇit´ı platformy CUDA bylo dosazˇeno te´meˇrˇ 10x urychlen´ı. Pro
tre´nova´n´ı byl pouzˇit algoritmus Stochastic Gradient Descent se zpeˇtny´m sˇ´ıˇren´ım chyb.
Po kra´tke´m u´vodu na´sleduje druha´ kapitola pra´ce, ktera´ je motivacˇn´ı a zasazuje probe´m
do kontextu rozpozna´va´n´ı rˇecˇi. Trˇet´ı kapitola pra´ce je teoreticka´ a diskutuje neuronove´ s´ıteˇ
a metodu tre´nova´n´ı. Na´sleduj´ıc´ı kapitoly jsou zameˇrˇene´ na na´vrh a implementaci a popi-
suj´ı iterativn´ı vy´voj tohoto projektu. Posledn´ı obsa´hla´ kapitola popisuje testovac´ı syste´m
a uva´d´ı vy´sledky provedeny´ch experiment˚u. V za´veˇru jsou kra´tce zhodnoceny dosazˇene´
vy´sledky a nast´ıneˇna perspektiva dalˇs´ıho vy´voje projektu.
Kl´ıcˇova´ slova
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Abstract
This thesis deals with different parallelizations of training procedure for artificial neural
networks. The networks are trained as phoneme-state acoustic descriptors for speech reco-
gnition. Two effective parallelization strategies were implemented and compared. The first
strategy is data parallelization, where the training is split into several POSIX threads. The
second strategy is node parallelization, which uses CUDA framework for general purpose
computing on modern graphic cards. The first strategy showed a 4x speed-up, while using
the second strategy we observed nearly 10x speed-up. The Stochastic Gradient Descent
algorithm with error backpropagation was used for the training.
After a short introduction, the second chapter of this thesis shows the motivation and in-
troduces the neural networks into the context of speech recognition. The third chapter is
theoretical, the anatomy of a neural network and the used training method are discussed.
The following chapters are focused on the design and implementation of the project, while
the phases of the iterative development are described. The last extensive chapter describes
the setup of the testing system and reports the experimental results. Finally, the obtained
results are concluded and the possible extensions of the project are proposed.
Keywords
neural network, acoustic model, speech recognition, fast training, data parallelization,
POSIX threads, node parallelization, CUDA, GPGPU
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Cˇ´ıslicove´ rozpozna´va´n´ı rˇecˇi s vyuzˇit´ım statisticky´ch metod ma´ za sebou pomeˇrneˇ dlouhou
historii. Neˇktere´ sta´le platne´ principy rˇesˇen´ı proble´mu formuloval jizˇ v ‘70. letech na´sˇ krajan
Frederick Jelinek, ktery´ p˚usobil v letech 1972-93 ve Watsonoveˇ vy´zkumne´m centru I.B.M.
v Yorktown Heights jako vedouc´ı manazˇer a jako hlavn´ı organiza´tor vy´zkumu akusticko-
foneticke´ analy´zy rˇecˇi.
Od pr˚ukopnicky´ch ‘70. let se obor neprˇetrzˇiteˇ rozv´ıjel. Podarˇilo se nejen zdokonalit
modelova´n´ı rˇecˇi, ale soucˇasneˇ se zvy´sˇily vy´pocˇetn´ı mozˇnosti pocˇ´ıtacˇ˚u, a tak se nezadrzˇitelneˇ
bl´ızˇ´ı doba, kdy budeme naprosto beˇzˇneˇ komunikovat se stroji pomoc´ı hlasu. Prˇesto jesˇteˇ
zdaleka nemu˚zˇeme rˇ´ıci, zˇe vsˇechny ota´zky ty´kaj´ıc´ı se rozpozna´va´n´ı rˇecˇi byly vyrˇesˇeny.
V posledn´ım desetilet´ı nastal velky´ rozmach tohoto oboru, ktery´ byl zp˚usoben mimo
jine´ sta´le nar˚ustaj´ıc´ım vy´konem beˇzˇneˇ dostupny´ch pocˇ´ıtacˇ˚u, ktere´ umozˇnily tre´nova´n´ı sta´le
veˇtsˇ´ıch a prˇesneˇjˇs´ıch model˚u, ktere´ se pro rozpozna´va´n´ı rˇecˇi pouzˇ´ıvaj´ı.
Za´kladn´ım kamenem v syste´mu rozpozna´va´n´ı rˇecˇi je akusticky´ model. Jeho u´lohou je
vhodneˇ zachytit sekvencˇn´ı vzory akusticky´ch jednotek – fone´mu˚, ktere´ se v rˇecˇi vyskytuj´ı.
Akusticke´ modely se iterativneˇ tre´nuj´ı nad obrovsky´mi mnozˇinami tre´novac´ıch dat pomoc´ı
metod strojove´ho ucˇen´ı. Jednou z mozˇnost´ı akusticke´ho modelova´n´ı je umeˇla´ neuronova´ s´ıt
(Artificial Neural Networks - ANN). Tre´nova´n´ı akusticky´ch model˚u je cˇasoveˇ i vy´pocˇetneˇ
velmi na´rocˇne´.
V soucˇasne´ dobeˇ vy´voj pocˇ´ıtacˇ˚u narazil na fyzika´ln´ı omezen´ı technologie vy´roby mi-
krocˇip˚u, cozˇ neumozˇnˇuje dalˇs´ı zrychlova´n´ı procesor˚u pomoc´ı ”proste´ho“ zvy´sˇen´ı taktu.
Vy´kon pocˇ´ıtacˇ˚u se namı´sto toho zvysˇuje prˇida´va´n´ım v´ıce jader do jednoho procesoru. Tento
trend ma´ dva d˚usledky. Prvn´ım d˚usledkem je nutnost zmeˇnit prˇistup k vy´voji software a
osvojit si principy paraleln´ıho programova´n´ı, chceme-li naplno vyuzˇ´ıt potencia´l hardware.
Druhy´m d˚usledkem je, zˇe v´ıceprocesorove´ pocˇ´ıtacˇe se staly cenoveˇ dostupne´ pro sˇiroke´
spektrum uzˇivatel˚u.
Dostupnosti v´ıceprocesorovy´ch pocˇ´ıtacˇ˚u se snazˇ´ı vyuzˇ´ıt tato diplomova´ pra´ce a to t´ım,
zˇe nab´ıdne novou implementaci algoritmu pro tre´nova´n´ı neuronovy´ch s´ıt´ı pro rozpozna´va´n´ı
rˇecˇi. Tato implementace bude optima´lneˇ vyuzˇ´ıvat v soucˇasne´ dobeˇ dostupne´ v´ıceprocesorove´
pocˇ´ıtacˇe.
Dalˇs´ım trendem soucˇasnosti je vyuzˇ´ıva´n´ı vy´pocˇetn´ıho vy´konu graficky´ch karet pro obecne´
vy´pocˇty. V te´to diplomove´ pra´ci vyzkousˇ´ıme i tuto variantu akcelerace. Dı´ky implementac´ı
rychle´ho tre´nova´n´ı neuronovy´ch s´ıt´ı bude umozˇneˇn dalˇs´ı rozvoj oboru rozpozna´va´n´ı rˇecˇi a
to d´ıky experiment˚um, ke ktery´m bude tato implementace v budoucnu pouzˇ´ıva´na.
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1.1 Cˇleneˇn´ı pra´ce
Tato pra´ce je cˇleneˇna na´sleduj´ıc´ım zp˚usobem, kapitola 2 je motivacˇn´ı a postupneˇ zasazuje
pouzˇit´ı neuronovy´ch s´ıt´ı do konextu rozpozna´va´n´ı rˇecˇi a ukazuje jejich dalˇs´ı mozˇne´ aplikace v
oboru zpracova´n´ı rˇecˇi. V kapitole 3 je teoreticky´ rozbor neuronovy´ch s´ıt´ı a jejich tre´nova´n´ı.
Kapitola obsahuje popis neuron˚u, neuronovy´ch s´ıt´ı a vysveˇtluje princip ucˇen´ı metodou
Gradient Descent se zpeˇtny´m sˇ´ıˇren´ım chyb.
V kapitole 4 je navrzˇen tre´novac´ı na´stroj. Nejprve je popsa´na pouzˇita´ platforma, da´le je
identifikova´na nejna´rocˇneˇjˇs´ı cˇa´st algoritmu, posle´ze jsou navrzˇeny mozˇne´ prˇ´ıstupy k parale-
lizaci. Nakonec je zde popsa´n probeˇhly´ iterativn´ı vy´voj projektu a na´vrh jednotlivy´ch etap
vy´voje, spolu se zd˚uvodneˇn´ım jejich realizace. V prvn´ı iteraci 4.4.1 byl vytvorˇen prototyp
tre´novac´ıho algoritmu. Ve druhe´ iteraci 4.4.2 byla prˇida´na mozˇnost tre´nova´n´ı po bloc´ıch. Ve
trˇet´ı iteraci 4.4.3 byla realizova´na paralelizace dat s vyuzˇit´ım v´ıce tre´novac´ıch vla´ken PO-
SIX. V posledn´ı cˇtvrte´ itreaci 4.4.4 byla pro tre´nova´n´ı s paralelizac´ı uzl˚u vyuzˇita platforma
CUDA.
V kapitole 5 jsou detailneˇ popsa´ny kl´ıcˇove´ cˇa´sti implementace pro jednotlive´ etapy
vy´voje. V kapitole 6 je nejprve popsa´na konfigurace testovac´ıho syste´mu, da´le jsou zde
popsa´ny vy´sledky dosazˇene´ beˇhem testova´n´ı jednotlivy´ch etap vy´voje projektu. Na za´veˇr
jsou v kapitole 7 strucˇneˇ shrnuty dosazˇene´ vy´sledky a samotna´ pra´ce je pak zavrsˇena na-
znacˇen´ım smeˇru dalˇs´ıho vy´voje projektu.
1.2 Na´vaznost na semestra´ln´ı projekt
Obsah te´to pra´ce navazuje na d´ılcˇ´ı rˇesˇen´ı Semestra´ln´ı projekt. V ra´mci neˇho byla dis-
kutova´na prˇedevsˇ´ım teoreticka´ cˇa´st, implementace prototypu a na´stin rˇesˇen´ı paralelizace
tre´novac´ıho algoritmu. Konkre´tneˇ se jedna´ o body 1-3 ze zada´n´ı, resp. kapitolu 3 a cˇa´stecˇneˇ
o kapitoly 4 a 5 v pra´ci. V pr˚ubeˇhu rˇesˇen´ı diplomove´ pra´ce byla zjiˇsteˇna rˇada skutecˇnost´ı,




V te´to kapitole se budeme zaby´vat modelova´n´ım rˇecˇi v typicke´m syste´mu automaticke´ho
rozpozna´va´n´ı rˇecˇi (Automatic Speech Recognition – ASR), ktery´ vyuzˇ´ıva´ akusticky´ model,
jazykovy´ model a vy´slovnostn´ı model. Za´rovenˇ prˇibl´ıˇz´ıme za´kladn´ı principy optimalizace
model˚u, kde zavedeme termı´n chybova´ funkce a uka´zˇeme mozˇnost prˇevodu proble´mu mini-
malizace na proble´m hleda´n´ı korˇene funkce. Nakonec budeme diskutovat mozˇnosti vyuzˇit´ı
neuronovy´ch s´ıt´ı pro obor zpracova´n´ı rˇecˇi.
V typicke´m syste´mu pro rozpozna´va´n´ı rˇecˇi je obsazˇeno hned neˇkolik statisticky´ch mo-
del˚u, ktere´ v syste´mu pln´ı r˚uzne´ funkce. Jednotliva´ slova jsou modelova´na jako posloup-
nost zvukovy´ch jednotek – fone´mu˚, tuto skutecˇnost zachycuje vy´slovnostn´ı model, ktery´
se nejcˇasteˇji implementuje jako tabulka, kde na rˇa´dku je slovo a jeho foneticky´ prˇepis.
Vy´slovnostn´ı model mu˚zˇe by´t rozsˇ´ıˇren podporou v´ıce vy´slovnostn´ıch variant jednoho slova
s uva´zˇen´ım pravdeˇpodobnost´ı vy´skytu jednotlivy´ch variant. Tento model se typicky vytva´rˇ´ı
rucˇneˇ, ale lze jej i generovat automaticky. Nicme´neˇ pak mus´ıme pocˇ´ıtat s nizˇsˇ´ı prˇesnost´ı,
ktera´ negativneˇ ovlivn´ı vy´sledky rozpozna´va´n´ı. Pro blizˇsˇ´ı sezna´men´ı s vy´slovnostn´ımi mo-
dely doporucˇuji [9], kapitola 7.
Z jednotlivy´ch slov se skla´daj´ı veˇty. Ze zkusˇenosti v´ıme, zˇe neˇktera´ slova se cˇasteˇji
vyskytuj´ı po urcˇity´ch jiny´ch slovech. Tuto skutecˇnost zachycuje jazykovy´ model, ktery´ se
tre´nuje na rozsa´hly´ch textovy´ch korpusech. Nejcˇasteˇji se pouzˇ´ıva´ N-Gram modelova´n´ı, ktere´
je zalozˇene´ na historii de´lky N-1. Pro podrobneˇjˇs´ı vhled do problematiky opeˇt doporucˇuji [9],
kapitola 4.
Nyn´ı na´m zby´va´ neˇjaky´m zp˚usobem vyrˇesˇit proble´m, jak urcˇit s jakou pravdeˇpodobnost´ı
se v dane´m mı´steˇ promluvy vyskytuje urcˇity´ fone´m. Pra´veˇ tuto u´lohu pln´ı akusticky´ model.
Z d˚uvodu vysˇsˇ´ı prˇesnosti modelova´n´ı se fone´my rozdeˇluj´ı na podstavy. Prˇechody mezi jed-
notlivy´mi podstavy fone´mu se modeluj´ı pomoc´ı Skryty´ch Markovovy´ch model˚u [24] (Hidden
Markov Models - HMMs). Pravdeˇpodobnosti jednotlivy´ch podstav˚u se pak nejcˇasteˇji mode-
luj´ı pomoc´ı Smeˇs´ı gaussovek (Gaussian Mixture Model - GMM). Fone´my se v nahra´vka´ch
vyskytuj´ı s vysokou mı´rou variability, jednou z prˇ´ıcˇin variability je i koartikulace1. Efekt
koartikulace reflektuje kontextove´ modelova´n´ı fone´mu˚, kdy se uvazˇuje trojice prˇedchoz´ı,
aktua´ln´ı a na´sleduj´ıc´ı fone´m. Problematika akusticke´ho modelova´n´ı je rovneˇzˇ rozebra´na
v [9], a to v kapitola´ch 9 a 10.
Tre´nova´n´ı akusticke´ho modelu je vy´pocˇetneˇ velmi na´rocˇne´. Jedna´ se o iterativn´ı proces,
1 Koartikulace = Mı´ˇsen´ı artikulacˇn´ıch pohyb˚u prˇi vy´slovnosti dvou za sebou bezprostrˇedneˇ na´sleduj´ıc´ıch
hla´sek v jazykove´m projevu.
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kdy je pro kazˇdou iteraci trˇeba zpracovat obrovskou mnozˇinu tre´novac´ıch dat, typicky se
jedna´ o stovky azˇ tis´ıce hodin.
Pro akusticke´ modelova´n´ı existuje k modelu GMM dalˇs´ı vhodna´ alternativa, jedna´ se
o umeˇle´ neuronove´ s´ıteˇ ANN. Pouzˇit´ı neuronovy´ch s´ıt´ı pro rozpozna´va´n´ı rˇecˇi bylo v˚ubec
poprve´ popsa´no v [3]. Neuronove´ s´ıteˇ jsou vy´hodne´ zejme´na tehdy, potrˇebujeme-li pro
dany´ cˇasovy´ bod v nahra´vce z´ıskat pravdeˇpodobnosti vy´skytu vsˇech fone´mu˚ (cˇi podstav˚u
fone´mu˚). Neuronove´ s´ıteˇ maj´ı nav´ıc tu vy´hodu, zˇe jsou tre´nova´ny diskriminativneˇ. V prˇ´ıpadeˇ
modelova´n´ı pomoc´ı GMM je diskriminativn´ı tre´nova´n´ı pomeˇrneˇ slozˇitou a cˇasoveˇ na´rocˇnou
operac´ı. V te´to diplomove´ pra´ci se budeme veˇnovat akceleraci tre´novan´ı neuronovy´ch s´ıt´ı.
Ve zpracova´n´ı rˇecˇi lze neuronove´ s´ıteˇ vyuzˇ´ıt i jinak nezˇ jako akusticky´ model v syste´mu
rozpozna´va´n´ı rˇecˇi, v kapitole 2.2 budou prˇedstavena dalˇs´ı mozˇna´ vyuzˇit´ı neuronovy´ch s´ıt´ı.
Samotne´ rozpozna´va´n´ı rˇecˇi se pak realizuje pomoc´ı metod dynamicke´ho programova´n´ı.
Protozˇe prostor hypote´z je obrovsky´ a nevesˇel by se do pameˇti, pouzˇ´ıva´ se pro jeho pro-
hleda´va´n´ı algoritmus Token-passing s Beam-search vy´beˇrem token˚u. Pro z´ıska´n´ı nejsilneˇjˇs´ı
hypote´zy se pouzˇ´ıva´ Viterbiho dekode´r, ktery´ deko´duje graf HMM stav˚u na nejpravdeˇpo-
dobneˇjˇs´ı sekvenci stav˚u. Tato sekvence stav˚u ma´ v sobeˇ zako´dovanou vy´slednou transkripci
promluvy. Dalˇs´ı podrobnosti jsou uvedeny v knize [9], kapitola 9.
2.1 Optimalizace model˚u
Teorie tre´nova´n´ı model˚u vycha´z´ı z poznatk˚u teorie optimalizace [23]. C´ılem optimalizacˇn´ıch
u´loh je naj´ıt takove´ rˇesˇen´ı, ktere´ minimalizuje nebo maximalizuje kriteria´ln´ı funkci (angl.
Objective function).
Nejprve si neˇjaky´m zp˚usobem nadefinujeme model (naprˇ. GMM nebo neuronova´ s´ıt’
s dany´m pocˇtem vrstev a neuron˚u). Tento model ma´ urcˇity´ pocˇet prˇedem nezna´my´ch pa-
rametr˚u popisuj´ıc´ıch vlastnosti modelovany´ch dat. Tyto parametry pote´ vhodneˇ nainici-
alizujeme, zp˚usob inicializace za´lezˇ´ı na typu modelu. Typicky se pouzˇ´ıvaj´ı na´hodna´ cˇ´ısla
(neuronova´ s´ıt’), nebo neˇjake´ vhodne´ hodnoty z´ıskane´ z tre´novac´ıch datech, naprˇ. strˇedn´ı
hodnoty mnozˇin tre´novac´ıch dat (pro mean vektory u GMM).
Nyn´ı si k modelu nadefinujeme neˇjakou vhodnou kriteria´ln´ı funkci, ktera´ je za´visla´ na
parametrech modelu, a kterou budeme optimalizovat. V prˇ´ıpadeˇ neuronovy´ch s´ıt´ı se jako
kriteria´ln´ı funkce pouzˇije chybova´ funkce, kterou se budeme snazˇit minimalizovat. Tuto
funkci zderivujeme vzhledem ke vsˇem aktua´ln´ım parametr˚um modelu a budeme hledat
korˇen derivace. Zde je d˚ulezˇite´ podotknout, zˇe konkre´tn´ı hodnota derivace je za´visla´ jak na
parametrech modelu tak i na tre´novac´ıch datech. Pouzˇit´ım derivace jsme vlastneˇ prˇevedli
u´lohu hleda´n´ı minima funkce na u´lohu hleda´n´ı korˇene funkce.
Je-li chybova´ funkce konvexn´ı, pak hledany´ korˇen derivace odpov´ıda´ tzv. globa´ln´ımu
minimu chybove´ funkce. Globa´ln´ı minimum reprezentuje idea´ln´ı nastaven´ı parametr˚u mo-
delu, protozˇe zde je chyba modelu nejmensˇ´ı. Prˇedpoklad o konvexnosti v praxi plat´ı pouze
prˇiblizˇneˇ, protozˇe chybova´ funkce mı´va´ r˚uzneˇ zvlneˇne´ dno. Cˇasto na´m tedy mus´ı stacˇit na-
lezen´ı dostatecˇneˇ dobre´ho loka´ln´ıho minima, kde je chyba modelu jizˇ pomeˇrneˇ mala´. Vy´beˇr
dostatecˇneˇ dobre´ho minima se v praxi rˇesˇ´ı tak, zˇe natre´nujeme neˇkolik r˚uzneˇ inicializo-
vany´ch model˚u a vybereme z nich ten nejlepsˇ´ı.
U´lohu hleda´n´ı korˇene funkce lze rˇesˇit analyticky za prˇedpokladu, zˇe zna´me vzorec funkce.
Ten vsˇak veˇtsˇinou k dispozici nema´me, prˇesto mu˚zˇeme pouzˇit trik, kdy nezna´mou funkci
v urcˇite´m bodeˇ aproximujeme pomoc´ı vhodne´ zna´me´ funkce (naprˇ. kvadratickou formou).
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Je-li zna´ma´ funkce zvolena spra´vneˇ, pak se pomoc´ı iterativn´ıho analyticke´ho rˇesˇen´ı zna´me´
funkce, kdy se postupneˇ meˇn´ı vy´choz´ı bod aproximace, postupneˇ dostaneme ke korˇenu
nezna´me´ funkce. Zhruba na tomto principu je zalozˇeno Maximum Likelihood tre´nova´n´ı
Gaussovsky´ch model˚u, nicme´neˇ prˇi jeho odvozen´ı se vycha´z´ı z dalˇs´ıch silny´ch prˇedpoklad˚u.
Kromeˇ analyticke´ho rˇesˇen´ı u´lohy hleda´n´ı korˇene funkce existuj´ı i numericke´ metody,
ktere´ vyuzˇ´ıvaj´ı poznatky numericke´ matematiky. Typicke´ metody jsou metoda p˚ulen´ı inter-
val˚u, Newtonova metoda (metoda tecˇen) a metoda secˇen. V prˇ´ıpadeˇ tre´nova´n´ı neuronovy´ch
s´ıt´ı se nejcˇasteˇji pouzˇ´ıva´ numericka´ metoda nejstrmeˇjˇs´ıho sestupu (angl. steepest descent
nebo gradient descent). Pozdeˇji v kapitole 3.7 bude tato metoda vysveˇtlena.
2.2 Vyuzˇit´ı neuronovy´ch s´ıt´ı ve zpracova´n´ı rˇecˇi
V syste´mech pro rozpozna´va´n´ı rˇecˇi se neuronove´ s´ıteˇ typicky pouzˇ´ıvaj´ı jako akusticke´ mo-
dely, ktere´ generuj´ı hustoty pravdeˇpodobnosti pro emituj´ıc´ı stavy Skryty´ch Markovovy´ch
model˚u HMM [3]. Obecneˇji se neuronove´ s´ıteˇ ve zpracova´n´ı rˇecˇi pouzˇ´ıvaj´ı pro klasifikaci
vstup˚u do trˇ´ıd, nejcˇasteˇji fone´movy´ch stav˚u. Na vstupu s´ıteˇ jsou tedy vhodneˇ parametrizo-
vane´ rˇecˇove´ ra´mce, na vy´stupu s´ıteˇ z´ıska´va´me vektory pravdeˇpodobnost´ı prˇiˇrazen´ı dane´ho
ra´mce do jednotlivy´ch trˇ´ıd – fone´movy´ch stav˚u. Na´ vy´stupu neuronove´ s´ıteˇ z´ıska´va´me vek-
tory posteriorn´ıch pravdeˇpodobnost´ı, pro ktere´ plat´ı, zˇe je jejich suma je rovna 1.
Neuronove´ s´ıteˇ lze ve zpracova´n´ı rˇecˇi vyuzˇ´ıt take´ jiny´m zp˚usobem, nezˇ pro prˇ´ıme´ roz-
pozna´va´n´ı rˇecˇi. Posteriorn´ı pravdeˇpodobnosti lze po urcˇite´ vhodne´ transformaci, naprˇ. me-
todou Linear Discriminant Analysis – LDA, pouzˇ´ıt jako tzv. posteriorn´ı prˇ´ıznaky (angl.
posterior features) do navazuj´ıc´ıch syste´mu˚. S vy´hodou pouzˇ´ıvaj´ı v syste´mech rozpozna´va´n´ı
jazyka (angl. Language Identification – LID) pro ”diskriminativn´ı“ kompresi dat [11]. Neuro-
nove´ s´ıteˇ lze rovneˇzˇ pouzˇ´ıt pro akusticke´ vyhleda´va´n´ı kl´ıcˇovy´ch slov (keyword spotting) [20]
a taky pro jazykove´ modelova´n´ı [12]. Byly zaznamena´ny i pokusy o vyuzˇit´ı pro identifikaci
rˇecˇn´ıka (speaker identification) [13].
Zaj´ımavou variantou neuronovy´ch s´ıt´ı jsou s´ıteˇ s u´zky´m hrdlem (angl. bottleneck ne-
tworks) a jejich na´sledna´ aplikace pro extrakci ”diskriminativn´ıch“ prˇ´ıznak˚u, nad ktery´mi
pak lze tre´novat klasicky´ GMM-HMM syste´m [6].
Neuronove´ s´ıteˇ jsou velmi univerza´ln´ım prostrˇedkem hromadne´ho zpracova´n´ı rˇecˇovy´ch
dat s velky´m aplikacˇn´ım potencia´lem. Je vhodne´ zaby´vat se akcelerac´ı jejich tre´nova´n´ı,
protozˇe se t´ım jednak urychl´ı vy´zkum v oblasti hleda´n´ı vhodny´ch topologi´ı s´ıteˇ pro r˚uzne´
aplikace. Za´rovenˇ se t´ım umozˇn´ı tre´nova´n´ı prˇesneˇjˇs´ıch s´ıt´ı s v´ıce parametry na jesˇteˇ veˇtsˇ´ıch




Tato kapitola analyzuje steˇzˇejn´ı pojem cele´ pra´ce – Neuronove´ s´ıteˇ. Kromeˇ historie a in-
spirace z prˇ´ırody zde najdete strucˇny´ popis tre´novac´ıch metod. Do detailu je zde rozebra´na
anatomie neuronove´ s´ıteˇ a teoreticke´ odvozen´ı pouzˇite´ho tre´novac´ıho algoritmu Stochastic
Gradient Descent se zpeˇtny´m sˇ´ırˇen´ım chyb. Silny´ teoreticky´ za´klad je vy´hodny´ zejme´na pro
pochopen´ı princip˚u pouzˇit´ı umeˇly´ch neuronovy´ch s´ıt´ı a jejich strojove´ho ucˇen´ı.
Pro tuto kapitolu jsem nejv´ıce cˇerpal z na´sleduj´ıc´ıch dvou knih. Prvn´ı knihou je Cˇı´slicova´
filtrace, analy´za a restaurace signa´l˚u [8], konkre´tneˇ se jedna´ o kapitolu 13 nazvanou ”Zpra-
cova´n´ı signa´l˚u neuronovy´mi s´ıteˇmi“. Druhou knihou pak je Pattern Recognition and Ma-
chine Learning [2], konkre´tneˇ se jedna´ o kapitolu 5 ”Neural networks“. Prvn´ı zdroj je vhodny´
pro pocˇa´tecˇn´ı pochopen´ı principu tre´nova´n´ı metodou gradient descent, ktere´ je zde velmi
srozumitelneˇ odvozeno. Druhy´ text je jizˇ na´rocˇneˇjˇs´ı, ale jeho vy´hoda spocˇ´ıva´ v tom, zˇe
poskytne zasazen´ı proble´mu do sˇirsˇ´ıho kontextu rozpozna´va´n´ı vzor˚u a strojove´ho ucˇen´ı.
Dalˇs´ım velmi d˚ulezˇity´m zdrojem informac´ı pro meˇ byl vedouc´ı te´to diplomove´ pra´ce Ing.
Luka´sˇ Burget, Ph.D., ktery´ meˇ neu´navneˇ a velmi obeˇtaveˇ zasveˇcoval do taj˚u vysˇsˇ´ı mate-
matiky ”skry´vaj´ıc´ı“ se za optimalizacˇn´ımi u´lohami, zejme´na pak tre´nova´n´ım neuronovy´ch
s´ıt´ı, a ktery´ mi byl velkou oporou i zdrojem inspirace.
3.1 Inspirace prˇ´ırodou
Umeˇle´ neuronove´ s´ıteˇ vznikly jako matematicky´ model inspirovany´ v biologicky´ch neuro-
novy´ch s´ıt´ıch. Vza´jemna´ podobnost spocˇ´ıva´ v tom, zˇe v obou druz´ıch s´ıt´ı je prˇ´ıtomne´ velke´
mnozˇstv´ı jednoduchy´ch procesn´ıch prvk˚u - neuron˚u [22], ktere´ jsou navza´jem velmi husteˇ
propojene´.
Kazˇdy´ spoj je charakterizova´n urcˇitou prˇenosovou funkc´ı - v prˇ´ıpadeˇ umeˇly´ch neuron˚u
vahou, v prˇ´ıpadeˇ zˇivy´ch neuron˚u je to slozˇiteˇjˇs´ı, protozˇe k prˇenos˚um vzruch˚u docha´z´ı na
rozhran´ı synapse / receptor prostrˇednictv´ım tzv. neurotransmiter˚u. Schema biologicke´ho
neuronu najdete na Obr. 3.11.
Kazˇdy´ neuron vyhodnocuje vsˇechny vstupn´ı signa´ly a reaguje na neˇ vy´stupn´ım signa´lem.
V prˇ´ıpadeˇ biologicky´ch neuron˚u se tak deˇje na elektrochemicke´m principu a vy´sledny´ vzruch
ma´ impulzn´ı charakter. O vytvorˇen´ı vzruchu rozhoduje prˇekrocˇen´ı urcˇite´ho prahu elek-
trochemicke´ho ”soucˇtu“ vsˇech vstupn´ıch signa´l˚u. V prˇ´ıpadeˇ umeˇly´ch neuron˚u se vstupy
1 Obr. 3.1 pocha´z´ı z Wiki. http://cs.wikipedia.org/wiki/Soubor:Complete neuron cell diagram en.svg
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Obra´zek 3.1: Biologicky´ neuron
Pocˇ´ıtacˇ Mozek
Vy´pocˇetn´ı jednotka 1 CPU, 108 hradel 1011 neuron˚u
Pameˇt’ova´ jednotka 1010 bit˚u RAM, 1011 HDD 1014 synaps´ı
Doba cyklu 10−9sec 10−3sec
Sˇ´ıˇrka pa´sma 1010 bit˚u/s 1014 bit˚u/s
Obnova obsahu pameˇti 109 bit˚u/s 1014 bit˚u/s
Tabulka 3.1: Srovna´n´ı vy´pocˇetn´ıch mozˇnost´ı pocˇ´ıtacˇe a mozku
neuronu na´sob´ı va´hovy´mi koeficienty a scˇ´ıtaj´ı, vy´sledna´ suma je pak transformova´na tzv.
charakteristickou funkc´ı na vy´stupn´ı hodnotu.
Umeˇle´ neurony se ucˇ´ı prostrˇednictv´ım zmeˇn va´hovy´ch koeficient˚u, ktere´ ovlivnˇuj´ı inten-
zitu sˇ´ıˇren´ı signa´l˚u uvnitrˇ s´ıteˇ. Funkce va´hove´ho koeficientu by se dala prˇirovnat k pomy-
slne´mu ”potenciometru“, jehozˇ nastaven´ım rozhodneme o mı´ˇre d˚ulezˇitosti dane´ho vstupu
pro hodnotu vy´stupu. Neˇktere´ vstupy mu˚zˇeme d´ıky nulove´ va´ze naprosto ignorovat, zat´ımco
ostatn´ı vstupy se budou veˇtsˇ´ı cˇi mensˇ´ı meˇrou, v za´vislosti na nastavene´ hodnoteˇ, pod´ılet
na vy´stupn´ı hodnoteˇ neuronu. Rovneˇzˇ proces ucˇen´ı zˇivy´ch neuron˚u prob´ıha´ na podobne´m
principu. Beˇhem ucˇen´ı docha´z´ı u synapticky´ch spoj˚u mezi neurony ke zmeˇneˇ efektivity
prˇenosu vzruch˚u.
Protozˇe biologicke´ i umeˇle´ neuronove´ s´ıteˇ jsou zalozˇene´ na podobne´m principu, bylo
by zaj´ımave´ neˇjak vhodneˇ neforma´lneˇ porovnat jejich ”vy´pocˇetn´ı mozˇnosti“. V tabulce
Tab. 3.1 jsou porovna´ny vy´pocˇetn´ı parametry mozku a pocˇ´ıtacˇe, tato tabulka byla prˇevzata
z prˇedna´sˇky k prˇedmeˇtu Softcomputing [25]. Z tabulky je patrne´, zˇe parametry pocˇ´ıtacˇ˚u
poneˇkud zaosta´vaj´ı za parametry lidske´ho mozku (snad jen s vy´jimkou parametru doba




Umeˇly´ neuron, coby za´kladn´ı prvek pro konstrukci neuronovy´ch s´ıt´ı, pop´ıˇseme forma´lneˇ
na´sleduj´ıc´ım zp˚usobem. Jedna´ se o jednoduchy´ procesn´ı prvek, ktery´ ma´ obecneˇ N vstup˚u








kde y je vy´stup pro vstupn´ı vektor x = (x1, x2, ..., xN ), prˇicˇemzˇ w = (w1, w2, ..., wN ) je
vektor aktua´ln´ıch vah neuronu, ϑ je pra´h neuronu a f(a) je neˇjaka´ vhodneˇ zvolena´ funkce,
ktera´ se nazy´va´ charakteristika neuronu. Argument funkce f v rovnici (3.1) se nazy´va´
aktivace neuronu a budeme ji znacˇit jako a. Na Obr. 3.2 najdeme schematicke´ zna´zorneˇn´ı
neuronu.
Obra´zek 3.2: Sche´ma neuronu
Oznacˇ´ıme-li w0 = −ϑ a prˇimysl´ıme-li si konstantn´ı nulty´ vstup x0 = 1.0, mu˚zˇeme







= f(wT x) (3.2)
Z vy´sˇe uvedene´ rovnice je patrne´, zˇe aktivaci neuronu a mu˚zˇeme vypocˇ´ıtat jako skala´rn´ı
soucˇin vektoru vah w s vektorem vstupu x.
a = wT x (3.3)
Neurony mohou mı´t r˚uzne´ charakteristicke´ funkce f(a), v´ıce bude uvedeno v kapitole 3.4,
kde pop´ıˇseme neˇkolik nejpouzˇ´ıvaneˇjˇs´ıch funkc´ı.
Kazˇdy´ neuron ma´ v sobeˇ zako´dovanou jistou da´vku ”inteligence“. Jizˇ jeden samo-
statny´ neuron lze pouzˇ´ıt jako bina´rn´ı linea´rn´ı klasifika´tor – perceptron, viz kap. 4.1.7. [2].
Nicme´neˇ aby byla zarucˇena konvergence tre´nova´n´ı takove´ho klasifikacˇn´ıho neuronu, mus´ı
by´t splneˇna podmı´nka linea´rn´ı separovatelnosti dat. Tzn. mezi tre´novac´ımi mnozˇinami bod˚u
obou trˇ´ıd mus´ı by´t mozˇne´ prolozˇit deˇl´ıc´ı nadrovinu, v prˇ´ıpadeˇ dvojrozmeˇrny´ch bod˚u pak
deˇl´ıc´ı prˇ´ımku. V rea´lny´ch datech jsou mnozˇiny bod˚u r˚uzneˇ zahnute´ a zdeformovane´, tedy
podmı´nka linea´rn´ı separovatelnosti pro neˇ neplat´ı. Proto mus´ıme pouzˇ´ıt slozˇiteˇjˇs´ı model –
naprˇ. v´ıcevrstvy´ perceptron z na´sleduj´ıc´ı kapitoly.
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3.3 Doprˇedne´ s´ıteˇ
Z jednotlivy´ch neuron˚u tvorˇ´ıme slozˇiteˇjˇs´ı struktury, Umeˇle´ neuronove´ s´ıteˇ ANN. Neuronove´
s´ıteˇ se typicky deˇl´ı na jednotlive´ vrstvy, prˇicˇemzˇ kazˇda´ vrstva mu˚zˇe mı´t r˚uzny´ pocˇet neuron˚u.
Podle teorie syste´mu˚ cha´peme neuronovou s´ıt’ [8] jako prvek, ktery´ realizuje zobrazen´ı ze
vstupn´ıho vektorove´ho prostoru do vy´stupn´ıho vektorove´ho prostoru
{x} → {y} , (3.4)
prˇicˇemzˇ dimenze teˇchto prostor˚u mohou by´t obecneˇ r˚uzne´. Neuronove´ s´ıteˇ mohou realizo-
vat zobrazen´ı mezi r˚uzneˇ definovany´mi vektorovy´mi prostory. Na vstupu cˇi vy´stupu s´ıteˇ
mu˚zˇou by´t nejen rea´lne´ vektory, ale i vektory bina´rn´ı. U vy´stupu s´ıteˇ za´lezˇ´ı na pouzˇite´
charakteristicke´ funkci neuron˚u.
Jednovrstvy´ perceptron
Koncepcˇneˇ nejjednodusˇsˇ´ı neuronovou s´ıt´ı je jednovrstvy´ perceptron. Z Obr. 3.3 je patrne´, zˇe
se jedna´ o M paralelneˇ pracuj´ıc´ıch neuron˚u, z nichzˇ kazˇdy´ neza´visle realizuje transformaci
vstupn´ıho vektoru x = (x1, x2, ..., xN ), na vy´slednou hodnotu yi. Protozˇe neurony pra-
Obra´zek 3.3: Jednovrstvy´ perceptron
cuj´ı neza´visle, takto vznikla´ s´ıt’ je jen v´ıcedimenziona´ln´ım zobecneˇn´ım jedine´ho neuronu,
ktery´ je ovsˇem schopen popsat jen omezene´ mnozˇstv´ı funkc´ı. Pro rozsˇ´ıˇren´ı mnozˇiny funkc´ı
realizovatelny´ch neuronovou s´ıt´ı je potrˇeba pouzˇ´ıt v´ıce vrstev.
Vı´cevrstvy´ perceptron
Obecnou podobu v´ıcevrstve´ho perceptronu ukazuje Obr. 3.4. Zleva mu˚zˇeme rozliˇsit vrstvu N
vstupn´ıch uzl˚u, na kterou navazuj´ı zvencˇ´ı neprˇ´ıstupne´ tzv. skryte´ vrstvy neuron˚u. Posledn´ı
vrstvou s´ıteˇ je vy´stupn´ı vrstva M neuron˚u. S´ıt’ je obecneˇ u´plneˇ propojena´, tedy vy´stup
ktere´hokoli neuronu (s vy´jimkou vy´stupn´ıch) je spojen se vstupy vsˇech neuron˚u na´sleduj´ıc´ı
vrstvy; tento prˇedpoklad nen´ı na u´jmu obecnosti – prˇ´ıpadna´ neexistence spoj˚u mu˚zˇe by´t
vyja´drˇena nulovy´mi vahami. V prˇ´ıpadeˇ v´ıcevrstve´ho perceptronu je d˚ulezˇite´ pouzˇ´ıt mezi
linea´rn´ımi vrstvami vah ze souboru w spojitou nelinea´rn´ı charakteristiku f .
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Obra´zek 3.4: Vı´cevrstvy´ perceptron
Tato architektura, kterou budeme oznacˇovat jako doprˇednou s´ıt’, je v praxi nejpouzˇ´ıva-
neˇjˇs´ım typem neuronove´ s´ıteˇ. Uvedene´ oznacˇen´ı vyply´va´ z faktu, zˇe signa´ly postupuj´ı v s´ıti
pouze jedn´ım smeˇrem od vstupn´ı k vy´stupn´ı vrstveˇ.
V ra´mci mnozˇiny doprˇedny´ch s´ıt´ı se jednotlive´ s´ıteˇ liˇs´ı svou strukturou, tedy pocˇtem vrs-
tev a pocˇty neuron˚u ve vrstva´ch. V ra´mci urcˇite´ struktury je konkre´tn´ı s´ıt’ urcˇena pouzˇity´mi
charakteristicky´mi funkcemi neuron˚u a zejme´na souborem vah. Teˇmito parametry je pak
jednoznacˇneˇ urcˇeno zobrazen´ı vstupu na vy´stup. Soubor vah s´ıteˇ w se meˇn´ı v pr˚ubeˇhu
procesu ucˇen´ı, cˇ´ımzˇ se upravuje vstupneˇ-vy´stupn´ı prˇenos s´ıteˇ.
Charakteristicke´ funkce ve v´ıcevrstve´m perceptronu
Pro neurony patrˇ´ıc´ı do stejne´ vrstvy s´ıteˇ se veˇtsˇinou pouzˇ´ıva´ spolecˇna´ charakteristicka´
funkce. Ve skryty´ch vrstva´ch se nejcˇasteˇji pouzˇ´ıvaj´ı sigmoida´ln´ı charakteristiky logisticka´
sigmoida nebo funkce tanh. Vy´hodou logisticke´ sigmoidy je, zˇe jej´ı vy´stup se ze statis-
ticke´ho hlediska da´ interpretovat jako pravdeˇpodobnost bina´rn´ı klasifikace. Dalˇs´ı zaj´ımavou
mozˇnost´ı je pouzˇit´ı gaussovske´ charakteristiky neuronu (angl. radial-basis function – RBF).
Na vy´stupn´ı vrstveˇ s´ıteˇ se vol´ı charakteristiky podle u´cˇelu s´ıteˇ. V prˇ´ıpadeˇ regrese
neuronova´ s´ıt’ funguje jako aproximace urcˇite´ M -dimenziona´ln´ı rea´lne´ funkce. Potom na
vy´stupu s´ıteˇ vol´ıme linea´rn´ı charakteristiku, vy´stupn´ı vrstva tedy prova´d´ı linea´rn´ı kombi-
naci vy´stup˚u prˇedesˇle´ vrstvy.
V prˇ´ıpadeˇ klasifikace ocˇeka´va´me na vy´stupu neuronove´ s´ıteˇ vektor pravdeˇpodobnost´ı
prˇiˇrazuj´ıc´ı vstupn´ı vektor do trˇ´ıd. V idea´ln´ım prˇ´ıpadeˇ je vstupn´ı vektor 100% prˇiˇrazen
pra´veˇ jedne´ trˇ´ıdeˇ, prˇicˇemzˇ k ostatn´ım trˇ´ıda´m je prˇiˇrazen s nulovou pravdeˇpodobnost´ı, plat´ı
tedy
∑M
i=1 yi = 1. Tuto rovnost na´m na vy´stupu neuronove´ s´ıteˇ zarucˇ´ı charakteristicka´




Vı´cevrstvy´ perceptron je velmi univerza´ln´ı prostrˇedek pro hromadne´ zpracova´n´ı vysoce-
dimenziona´ln´ıch dat. K tomuto konstatova´n´ı na´s prˇivedl Kolmorogov˚uv teore´m [1], ktery´
rˇ´ıka´, zˇe jakoukoli funkci N promeˇnny´ch lze vyja´drˇit pomoc´ı pouhy´ch linea´rn´ıch kombinac´ı
a jedne´ opakovaneˇ pouzˇite´ nelinea´rn´ı, monoto´nneˇ vzr˚ustaj´ıc´ı funkce jedne´ promeˇnne´. Pra´veˇ
z teˇchto prostrˇedk˚u se realizuj´ı v´ıcevrstve´ perceptrony. Z teore´mu tedy mu˚zˇeme vyvodit, zˇe
pokud bude s´ıt’ dostatecˇneˇ rozsa´hla´, tzn. bude-li mı´t dostatecˇny´ pocˇet vrstev a dostatecˇny´
pocˇet neuron˚u ve vrstva´ch, pak bude schopna´ na svy´ch vy´stupech poskytovat libovolne´
funkce (transformace) vstupn´ıch promeˇnny´ch. Toto tvrzen´ı je vsˇak mı´rneˇ rˇecˇeno velmi op-
timisticke´, protozˇe na´m nerˇ´ıka´ nic o tom jak zvolit vhodne´ va´hy neuron˚u pro prˇedem
zvolenou strukturu s´ıteˇ a pozˇadovanou transformacˇn´ı funkci. V praxi jsme tedy odka´za´ni
na cˇasoveˇ velmi na´rocˇne´ iterativn´ı tre´novac´ı metody s ucˇitelem.
Specia´ln´ı struktury s´ıt´ı pro zpracova´n´ı rˇecˇi
Beˇhem neˇkolikalete´ho vy´voje nejmoderneˇjˇs´ıch syste´mu˚ pro zpracova´n´ı rˇecˇi byly prova´deˇny
experimenty s r˚uzny´mi specia´ln´ımi strukturami neuronovy´ch s´ıt´ı. Kra´tky´ prˇehled najdete
v [7]. Velmi zaj´ımave´ jsou neuronove´ s´ıteˇ s u´zky´m hrdlem (angl. bottleneck networks), ktere´
na´m umozˇn´ı prove´st kompresi dat prˇi soucˇasne´m zachova´n´ı informace d˚ulezˇite´ pro rozliˇsen´ı
trˇ´ıd (diskriminaci) [5]. Dalˇs´ı struktury s´ıt´ı jsou zalozˇeny na hierarchicke´ kompozici s´ıteˇ
z mensˇ´ıch s´ıt´ı:
Temporal patterns – TRAP Zde se prova´d´ı parametrizace (prˇedzpracova´n´ı) rˇecˇi zvla´sˇt’
po tzv. kriticky´ch frekvencˇn´ıch pa´smech. Pro kazˇde´ frekvencˇn´ı pa´smo se pak tre´nuje
samostatna´ klasifikacˇn´ı neuronova´ s´ıt’. Nakonec se natre´nuje jedna velka´ neuronova´
s´ıt’, ktera´ prova´d´ı fu´zi vy´stup˚u z ostatn´ıch s´ıt´ı [18].
Left context, right context – LC-RC V tomto prˇ´ıpadeˇ se jedna s´ıt’ tre´nuje nad levy´m
cˇasovy´m kontextem fone´mu, druha´ s´ıt’ se tre´nuje nad pravy´m kontextem fone´mu.
Nakonec se tre´nuje trˇet´ı s´ıt’, ktera´ prova´d´ı fu´zi vy´stup˚u dvou prˇedchoz´ıch s´ıt´ı [19].
Universal context Zde se pouzˇ´ıvaj´ı dveˇ s´ıteˇ, prvn´ı s´ıt’ je s´ıt’ s u´zky´m hrdlem a pouzˇ´ıva´ se
pro ”univerza´ln´ı“ extrakci diskriminativn´ıch prˇ´ıznak˚u. Tato s´ıt
’ je opakovaneˇ pouzˇita
na cˇasova´ okna, ktera´ jsou v r˚uzny´ch vzda´lenostech od aktua´ln´ıho ra´mce. Druha´ s´ıt’
pak prova´d´ı klasifikaci nad konkatenac´ı deriva´t˚u jednotlivy´ch cˇasovy´ch oken [6].
Vy´zkum vhodny´ch topologi´ı neuronovy´ch s´ıt´ı pro zpracova´n´ı rˇecˇi bude prob´ıhat i nada´le,
a to dokonce s vysˇsˇ´ı intenzitou d´ıky zkra´ceny´m perioda´m tre´nova´n´ı.
3.4 Charakteristiky neuron˚u
Charakteristicka´ funkce neuronu urcˇuje jeho odezvu na urcˇitou hodnotu aktivace. Neˇkdy
se charakteristicke´ funkci rˇ´ıka´ ba´zova´ funkce.
Ba´zova´ funkce je prvek z tzv. mnozˇiny ba´z´ı, je to neˇjaka´ jednoducha´ funkce, pomoc´ı
ktere´ se na´sledneˇ definuj´ı mnozˇiny funkc´ı. Naprˇ. mnozˇina vsˇech kvadraticky´ch funkc´ı ma´
jako ba´zi mnozˇinu {1, t, t2}. Jaka´koli kvadraticka´ funkce mu˚zˇe by´t popsa´na pomoc´ı linea´rn´ı
kombinace ba´zovy´ch funkc´ı: a1 + bt+ ct2.
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U neuronovy´ch s´ıt´ı je situace analogicka´, jaka´koli funkce na vy´stupu neuronove´ s´ıteˇ
je funkce vznikla´ opakovany´m skla´da´n´ım r˚uzneˇ transformovany´ch ba´zovy´ch funkc´ı – cha-
rakteristik neuron˚u. Volbou charakteristik neuron˚u tedy urcˇ´ıme mnozˇinu funkc´ı, kterou je
neuronova´ s´ıt’ dane´ struktury schopna realizovat.
Linea´rn´ı charakteristika
V prˇ´ıpadeˇ linea´rn´ı charakteristiky je vy´stupem neuronu aktivace na´sobena´ konstantou k.
f(w,x) = k(wT · x) = (kwT ) · x (3.5)
V praxi je vy´hodneˇjˇs´ı konstantou k prˇedem prona´sobit parametry vah w.
Ma´me-li v´ıcevrstvy´ perceptron slozˇeny´ pouze z neuron˚u s linea´rn´ımi charakteristikami,
pak lze tuto s´ıt’ prˇeve´st pomoc´ı prostrˇedk˚u linea´rn´ı algebry na jednovrstvy´ perceptron [8].
V d˚usledku to znamena´, zˇe takovy´ v´ıcevrstvy´ perceptron ma´ velmi omezenou mnozˇinu
realizovatelny´ch funkc´ı. Pro zveˇtsˇen´ı mnozˇiny realizovatelny´ch funkc´ı je nutne´ pouzˇ´ıt ne-
linea´rn´ıch charakteristik.
Linea´rn´ı charakteristika nacha´z´ı uplatneˇn´ı pro jednovrstvy´ perceptron nebo jako vy´stupn´ı
vrstva pro v´ıcevrstvy´ perceptron realizuj´ıc´ı regresi. Tvorba cˇisteˇ linea´rn´ıch v´ıcevrstvy´ch per-
ceptron˚u ma´ smysl pouze ve velmi specia´ln´ım prˇ´ıpadeˇ, kdy tre´nujeme autokorelacˇn´ı dvou-
vrstvou s´ıt’ s u´zky´m hrdlem za u´cˇelem komprese dat. Matice prvn´ı vrstvy prova´d´ı kompresi
dat, matice druhe´ vrstvy prova´d´ı rekonstrukci, prˇicˇemzˇ plat´ı, zˇe druha´ matice je pseudoin-
verzn´ı k matici prvn´ı.
Skokova´ charakteristika




1 kdyzˇ wT · x > 0
−1 jinak (3.6)
Je-li aktivace kladna´, patrˇ´ı vstupn´ı vektor do trˇ´ıdy 1, je-li aktivace za´porna´, pak patrˇ´ı vstup
do trˇ´ıdy −1. Skokovou charakteristickou funkci nelze derivovat, nelze ji tedy pouzˇ´ıt ani pro
ucˇen´ı algoritmem zpeˇtne´ho sˇ´ıˇren´ı chyb, cozˇ omezuje prakticke´ pouzˇit´ı neuron˚u se skokovou
charakteristikou.
Skokova´ charakteristika se v literaturˇe pouzˇ´ıva´ pro odvozen´ı tre´novac´ıch formul´ı pro
neuron, ktery´ realizuje jednoduchy´ bina´rn´ı klasifika´tor perceptron [8].
Logisticka´ sigmoida
Nejcˇasteˇji pouzˇ´ıvana´ nelinea´rn´ı charakteristicka´ funkce je logisticka´ sigmoida. Tvarem prˇi-
pomı´na´ prota´hle´ p´ısmeno S se strˇedovou linea´rn´ı cˇa´st´ı. Definicˇn´ım oborem je obor rea´lny´ch
cˇ´ısel R, oborem hodnot je interval 〈0; 1〉. Funkce je charakterizova´na vzorcem (3.7), jej´ı graf





Funkce je hladka´, cozˇ znamena´, zˇe ma´ spojitou derivaci, proto je vhodna´ pro ucˇen´ı se
zpeˇtny´m sˇ´ıˇren´ım chyb. Nav´ıc ma´ velmi jednodusˇe vypocˇ´ıtatelnou derivaci,
f ′(a) = f(a)(1− f(a)) . (3.8)
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Obra´zek 3.5: Funkce logisticka´ sigmoida
Derivace ma´ zvonovity´ tvar (viz obra´zek 3.6) odpov´ıdaj´ıc´ı Gaussoveˇ funkci.







Obra´zek 3.6: Derivace funkce logisticka´ sigmoida
Funkce logisticka´ sigmoida patrˇ´ı mezi sponove´ funkce (link function). Zaj´ımavou vlast-
nost´ı logisticke´ sigmoidy je, zˇe v prˇ´ıpadeˇ bina´rn´ı klasifikace prˇeva´d´ı logaritmus pomeˇru
pravdeˇpodobnost´ı dvou trˇ´ıd ln p(a)p(b) (angl. log odds ratio) na pravdeˇpodobnost trˇ´ıdy v cˇitateli
p(a).
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Ma´me-li tedy k dispozici log-pravdeˇpodobnosti prˇ´ıslusˇnosti ke dveˇma trˇ´ıda´m, mu˚zˇeme je od
sebe odecˇ´ıst a po transformaci funkc´ı logisticka´ sigmoida z´ıska´me ”cˇistou“ pravdeˇpodobnost
prvn´ı trˇ´ıdy.
Softmax
Funkce softmax je v´ıcedimenziona´ln´ı funkc´ı, protozˇe zpracova´va´ nara´z aktivace vsˇech neu-
ron˚u dane´ vrstvy, pocˇet vstup˚u i vy´stup˚u funkce je vzˇdy stejny´. Mu˚zˇeme se na ni d´ıvat jako
na funkci, ktera´ prˇeva´d´ı vstupy na jake´si ”pravdeˇpodobnosti“, protozˇe pro vy´stup funkce
plat´ı podmı´nky 0 ≤ yj ≤ 1 a
∑
j yj = 1. Funkce softmax je charakterizova´na rovnic´ı
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ktera´ definuje hodnotu j-te´ho vy´stupu funkce. V prˇ´ıpadeˇ vrstvy slozˇene´ ze dvou neuron˚u
ji mu˚zˇeme zobrazit do grafu, viz Obr. 3.7. Jsou-li hodnoty aktivace obou neuron˚u shodne´,
oba vy´stupy funkce jsou rovny 0.5. Cˇ´ım v´ıce jsou od sebe hodnoty aktivac´ı vzda´leny, t´ım





























Obra´zek 3.7: Softmax funkce
Funkce softmax patrˇ´ı mezi sponove´ funkce (link function). Podobneˇ jako u logisticke´ sig-
moidy, i v prˇ´ıpadeˇ funkce softmax lze vy´stupy funkce interpretovat jako pravdeˇpodobnosti
a to za prˇedpokladu, zˇe se na vstupy funkce d´ıva´me jako na log-pravdeˇpodobnosti (logpro-
bability) prˇ´ıslusˇnosti k trˇ´ıda´m
eln p(c1)
eln p(c1) + eln p(c2) + ...+ eln p(cN )
=
p(c1)




= p(c1) . (3.11)
Funkce softmax se typicky pouzˇ´ıva´ jako vy´stupn´ı vrstva ve v´ıcevrstvy´ch perceptronech re-
alizuj´ıc´ıch klasifikaci, kde kazˇdy´ vy´stup s´ıteˇ odpov´ıda´ pravdeˇpodobnosti prˇ´ıslusˇnosti k urcˇite´
trˇ´ıdeˇ. Prˇedpokla´da´ se, zˇe kazˇdy´ vstupn´ı vektor prˇ´ıslusˇ´ı pra´veˇ k jedne´ trˇ´ıdeˇ. Derivaci funkce
softmax lze vyja´drˇit na´sleduj´ıc´ı rovnic´ı,
∂f(ak)
∂aj
= f(ak)(Ikj − f(aj)) , (3.12)
kde Ikj je prvek jednotkove´ matice, ktery´ je na diagona´le roven jedne´ k = j : Ikj = 1, jinak
je roven nule k 6= j : Ikj = 0. Oba prˇ´ıpady derivace jsou zobrazeny na obra´zku 3.8, kde
diagona´ln´ı prˇ´ıpad odpov´ıda´ cˇervene´ krˇivce, nediagona´ln´ı prˇ´ıpad krˇivce modre´. V grafu opeˇt
prˇedpokla´da´me pouze dva neurony ve vrstveˇ.
3.5 Krite´ria chyb
Drˇ´ıve nezˇ mu˚zˇeme zacˇ´ıt optimalizovat jaky´koli model, mus´ıme nejprve zave´st tzv. kriteria´ln´ı
funkci, ktera´ na´m ohodnot´ı ”kvalitu“ aktua´ln´ıho nastaven´ı parametr˚u modelu. V prˇ´ıpadeˇ
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Obra´zek 3.8: Derivace softmax funkce
neuronovy´ch s´ıt´ı jako kriteria´ln´ı funkci zava´d´ıme chybovou funkci E, kterou se budeme
snazˇit minimalizovat. V anglicke´ literaturˇe se pro kriteria´ln´ı funkci pouzˇ´ıva´ termı´n objective
function, protozˇe ji ma´me za u´kol (=objective) optimalizovat.
Pro tre´nova´n´ı neuronovy´ch s´ıt´ı se pouzˇ´ıvaj´ı metody s ucˇitelem, mus´ıme mı´t k dispozici






kde x(t) jeden vektor vstupn´ıch dat; d(t) je vektor pozˇadovane´ho vy´stupu. Hodnota chyby
εp z´ıskana´ z p-te´ dvojice vstup-vy´stup se nazy´va´ okamzˇita´ chyba. Du˚lezˇiteˇjˇs´ı je ale souborna´
chyba E kterou z´ıska´me secˇten´ım vsˇech okamzˇity´ch chyb.
Pro optimalizaci neuronovy´ch s´ıt´ı se nejcˇasteˇji pouzˇ´ıvaj´ı tyto dveˇ chybove´ funkce: Strˇedn´ı
kvadraticka´ odchylka, ktera´ se pouzˇ´ıva´ ve statistice a Cross-entropie, ktera´ ma´ vazbu na te-
orii informace.
Strˇedn´ı kvadraticka´ odchylka






(jdp − jyp)2. (3.14)
Tato chybova´ funkce ma´ na´sleduj´ıc´ı geometrickou interpretaci: Hodnota okamzˇite´ chyby
je rovna jedne´ polovineˇ druhe´ mocniny euklidovske´ vzda´lenosti bodu vy´stupu s´ıteˇ yp od
bodu pozˇadovane´ho vy´stupu dp. Tato chybova´ funkce neklade zˇa´dne´ specia´ln´ı pozˇadavky na
vlastnosti vektoru ucˇitele, ktere´ mu˚zˇou lezˇet obecneˇ kdekoli v M -dimenziona´ln´ım prostoru.
Pro tre´novac´ı algoritmus je d˚ulezˇita´ derivace te´to chybove´ funkce podle jednotlivy´ch
vy´stup˚u s´ıteˇ jyp, ktera´ je na´sleduj´ıc´ı
∂εp
∂jyp
= jyp − jdp . (3.15)
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Vid´ıme, zˇe derivace je trivia´ln´ı.
Cross-entropie
Tato chybova´ funkce se pouzˇ´ıva´ pro klasifikacˇn´ı u´lohy, kdy je na vy´stupu s´ıteˇ pouzˇita





kde vektor ucˇitele dp i vektor vy´stupu s´ıteˇ yp ko´duj´ı pravdeˇpodobnosti prˇ´ıslusˇnosti k jed-
notlivy´m trˇ´ıda´m j. Prˇedpokla´da´ se, zˇe dany´ ra´mec p patrˇ´ı pra´veˇ do jedne´ trˇ´ıdy j, proto
plat´ı podmı´nky
∑M
j=1 jdp = 1 a
∑M
j=1 jyp = 1.
Tyto podmı´nky by se geometricky daly interpretovat tak, zˇe body dp a yp mus´ı lezˇet
na povrchu (M -1)-simplexu s vrcholy v jednotkovy´ch ba´z´ıch M -dimenziona´ln´ıho prostoru.
V prˇ´ıpadeˇ 3D prostoru tedy mus´ı lezˇet na povrchu troju´heln´ıku s vrcholy v bodech (1, 0, 0),
(0, 1, 0), (0, 0, 1).
Pro vektor dp se cˇasto pouzˇ´ıva´ bina´rn´ı ko´dova´n´ı 1-z-M, ktere´ho se da´ vyuzˇ´ıt pro lepsˇ´ı
optimalizaci a sn´ızˇen´ı pameˇt’ovy´ch na´rok˚u implementace tre´nova´n´ı.
Pro tre´novac´ı algoritmus je d˚ulezˇita´ derivace (3.16) podle jednotlivy´ch vy´stup˚u neuro-






Opeˇt vid´ıme, zˇe tato derivace je relativneˇ jednoducha´.
3.6 Tre´novac´ı algoritmy
Nyn´ı jizˇ v´ıme, z cˇeho se skla´da´ typicka´ neuronova´ s´ıt’, a ma´me nadefinovanou chybovou
funkci. Mu˚zˇeme se tedy zameˇrˇit na to, jak neuronovou s´ıt’ natre´novat.
Existuje neˇkolik tre´novac´ıch algoritmu˚, ktere´ se pouzˇ´ıvaj´ı pro optimalizaci parametr˚u
v´ıcevrstvy´ch perceptron˚u. Vy´beˇr optima´ln´ıho algoritmu za´vis´ı na typu u´lohy. Pro rozho-
dova´n´ı je velmi d˚ulezˇity´ pocˇet parametr˚u, ktere´ je trˇeba natre´novat. Podle [16] lze pouzˇ´ıvane´
algoritmy rozdeˇlit do trˇ´ı skupin:
Maly´ pocˇet parametr˚u Vhodne´ jsou: stabilizovany´ Newton˚uv a Gauss-Newton˚uv algo-
ritmus, da´le r˚uzne´ varianty Levenberg-Marquardt a trust-region algoritmu˚. Pameˇt’ova´
na´rocˇnost teˇchto algoritmu˚ je proporciona´ln´ı ke druhe´ mocnineˇ pocˇtu parametr˚u.
Strˇedn´ı pocˇet parametr˚u Efektivn´ı jsou kvazi-Newtonovske´ algoritmy. Pameˇt’ova´ na´-
rocˇnost teˇchto algoritmu˚ je proporciona´ln´ı ke druhe´ mocnineˇ pocˇtu parametr˚u.
Velky´ pocˇet parametr˚u Efektivn´ı jsou conjugate-gradient algoritmy. Pameˇt’ova´ na´rocˇ-
nost teˇchto algoritmu˚ je proporciona´ln´ı k pocˇtu parametr˚u. Algoritmus gradient des-
cent nepatrˇ´ı mezi efektivn´ı algoritmy, je ale pameˇt’oveˇ nena´rocˇny´ a existuje i v tzv.
on-line verzi. Lze ho tedy s vy´hodou pouzˇ´ıt pro natre´nova´n´ı velke´ s´ıteˇ obrovsky´m
mnozˇstv´ım dat.
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3.7 Algoritmus gradient descent
Jak jizˇ bylo naznacˇeno drˇ´ıve, pro tre´nova´n´ı velke´ho mnozˇstv´ı vah (rˇa´doveˇ miliony) veliky´m
mnozˇstv´ım dat (stovky hodin rˇecˇi) je vhodne´ pouzˇ´ıt metodu nejstrmeˇjˇs´ıho sestupu (angl.
gradient descent) [21].
Jedna´ se o optimalizacˇn´ı techniku prvn´ıho rˇa´du, ktera´ iterativneˇ hleda´ minimum chy-
bove´ funkce. Je to pameˇt’oveˇ me´neˇ na´rocˇna´ metoda, kdy je optima´ln´ı rˇesˇen´ı nalezeno pomoc´ı
postupne´ho sestupu po povrchu chybove´ funkce. Chybova´ funkce je definovana´ ve vysoce-
dimenziona´ln´ım prostoru, kde kazˇda´ dimenze odpov´ıda´ jednomu parametru modelu.
Urcˇita´ konfigurace parametr˚u modelu odpov´ıda´ pra´veˇ jednomu bodu tohoto prostoru
(naprˇ. wC v Obr. 3.9). Pro dany´ bod se zjiˇst’uje smeˇr ve ktere´m chyba E(wC) nejv´ıce klesa´.
Tento smeˇr se zjist´ı tak, zˇe v dane´m bodeˇ urcˇ´ıme gradient chybove´ funkce. Gradient ukazuje
smeˇr, kde funkce nejv´ıce roste, opacˇny´m smeˇrem tedy funkce nejv´ıce klesa´. Matematicky se














Celou situaci ilustruje Obr. 3.92, kde osy w1, w2 reprezentuj´ı parametry modelu. Osa E(w)
Obra´zek 3.9: Geometricky´ pohled na povrch chybove´ funkce E
je chyba modelu pro urcˇity´ soubor vah w. Pro soubor vah wA naby´va´ chybova´ funkce loka´ln´ı
minimum, zat´ımco pro wB naby´va´ vy´hodneˇjˇs´ı globa´ln´ı minimum. V libovolne´m bodeˇ wC
je loka´ln´ı gradient na povrchu chyby da´n vektorem ∇E, ktery´ ukazuje smeˇrem, kde chyba
nejv´ıce roste (opacˇny´m smeˇrem nejv´ıce klesa´). V kazˇde´m minimu chybove´ funkce je gradient
nulovy´. Gradient se nacha´z´ı na spodn´ı plosˇe, protozˇe je definovany´ v prostoru parametr˚u
w1, w2.
Algoritmus gradient descent na´m poskytuje iteracˇn´ı vzorec
w(t+ 1) = w(t)− µt∇E , (3.19)
2 Obra´zek 3.9 byl prˇevzat z knihy Ch. Bishopa [2], kapitola 5.2.
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kde novou sadu parametr˚u w(t + 1) z´ıska´me tak, zˇe od p˚uvodn´ı sady parametr˚u w(t)
odecˇteme gradient ∇E vyna´sobeny´ neza´porny´m skala´rem µt, ktery´ reprezentuje krok ucˇen´ı
vah s´ıteˇ, ktere´mu se budeme veˇnovat pozdeˇji.
Pro vy´pocˇet gradientu je neefektivn´ı postupovat prˇ´ımo po jednotlivy´ch parametrech
modelu pomoc´ı metody diferenc´ı [2], Kap. 5.3.3. Efektivneˇ se gradient zjiˇst’uje pomoc´ı
algoritmu zpeˇtne´ho sˇ´ırˇen´ı chyby (backpropagation).
Vlastn´ı tre´nova´n´ı se pote´ prova´d´ı v neˇkolika fa´z´ıch, ktere´ se opakuj´ı, viz Obr. 3.10.
Obra´zek 3.10: Fa´ze tre´nova´n´ı
Data se mohou cˇ´ıst po jednotlivy´ch vstupn´ıch vektorech, nebo po bloc´ıch. Prˇi doprˇedne´m
pr˚uchodu z´ıska´me vy´stup na za´kladeˇ aktua´ln´ıch parametr˚u s´ıteˇ. Pote´ vyhodnot´ıme chybu
vy´stupu s´ıteˇ pomoc´ı chybove´ funkce a pozˇadovane´ho vy´stupu. Na za´kladeˇ chyby prova´d´ıme
zpeˇtny´ pr˚uchod, kdy chybu vy´stupu s´ıteˇ prˇepocˇ´ıta´va´me na chyby v aktivac´ıch jednotlivy´ch
neuron˚u s´ıteˇ. Pak na za´kladeˇ vstup˚u neuron˚u a chyb aktivac´ı vytvorˇ´ıme gradient, ktery´
prˇicˇteme do akumula´toru. Po zpracova´n´ı vsˇech vstupn´ıch dat se provede aktualizace para-
metr˚u s´ıteˇ na za´kladeˇ obsahu akumula´toru a zacˇ´ına´ nova´ epocha (iterace) tre´nova´n´ı.
Proble´m prˇetre´nova´n´ı
Beˇhem iterativn´ıho tre´nova´n´ı neuronovy´ch s´ıt´ı vznika´ proble´m prˇetre´nova´n´ı (angl. over-
fitting). Proble´m prˇetre´nova´n´ı nastane, kdyzˇ se neuronova´ s´ıt’ zacˇne prˇ´ıliˇs specializovat
na tre´novac´ı data, v d˚usledku cˇehozˇ ztra´c´ı schopnost generalizace. Proble´m je patrny´
Obra´zek 3.11: Prˇetre´nova´n´ı neuronove´ s´ıteˇ
z Obr. 3.11, docha´z´ı zde k situaci, kdy sice chyba tre´novac´ıch dat s kazˇdou dalˇs´ı epo-
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chou klesa´ (modra´ krˇivka), ale vyhodnocujeme-li chybu na novy´ch datech, ktera´ nebyla
v tre´novac´ı sadeˇ, tak chyba zacˇne po prvotn´ım poklesu od urcˇite´ho pocˇtu iterac´ı r˚ust
(cˇervena´ krˇivka). Zveˇtsˇen´ı chyby znamena´, zˇe model zacˇ´ına´ h˚urˇe popisovat dosud ”ne-
videˇna´“ data, tzn. zacˇ´ına´ h˚urˇe generalizovat.
Pro zamezen´ı prˇetre´nova´n´ı se pouzˇije metoda tzv. cross-validace, kdy se z tre´novac´ı sady
vycˇlen´ı cca 10% dat, ktera´ nebudou pouzˇita pro tre´nova´n´ı. Po kazˇde´ eposˇe tre´nova´n´ı se pak
pomoc´ı te´to cross-validacˇn´ı mnozˇiny vyhodnot´ı chyba nastaven´ı parametr˚u s´ıteˇ. Dojde-li prˇi
cross-validaci k poklesu u´speˇsˇnosti, mu˚zˇeme zahodit posledn´ı sadu parametr˚u a tre´nova´n´ı
zastavit (algoritmus Early Stopping). Dalˇs´ı mozˇnost´ı je vra´tit se o epochu zpeˇt a pouzˇ´ıt
mensˇ´ı krok ucˇen´ı, nebo mu˚zˇeme prove´st interpolaci soucˇasne´ a prˇedchoz´ı sady parametr˚u.
Algoritmus Early Stopping patrˇ´ı mezi tzv. regularizacˇn´ı algoritmy, ktere´ penalizuj´ı velke´
hodnoty parametr˚u v s´ıti, cˇ´ımzˇ zabranˇuj´ı prˇetre´nova´n´ı s´ıteˇ. Dalˇs´ım prˇ´ıkladem regula-
rizacˇn´ıho algoritmu pro tre´nova´n´ı neuronovy´ch s´ıt´ı je algoritmus Weight Decay.
Krok ucˇen´ı
Aktualizace parametr˚u se prova´d´ı s neˇjaky´m prˇedem dany´m krokem ucˇen´ı µt, anglicky
learning rate. De´lka kroku urcˇuje, jak daleko se ma´ posunout soubor vah w(t) ve smeˇru
opacˇne´ho gradientu −∇E, cˇ´ımzˇ ovlivnˇuje chova´n´ı algoritmu. Obr. 3.12 ilustruje dva extre´m-
n´ı pr˚ubeˇhy tre´nova´n´ı.
Obra´zek 3.12: Chova´n´ı algoritmu gradient descent pro r˚uzne´ kroky ucˇen´ı
Zvol´ıme-li krok prˇ´ıliˇs maly´ (na Obr. 3.12 prˇ´ıpad a), zpomal´ıme t´ım rychlost konvergence.
Pokud bude krok µt prˇ´ıliˇs velky´ (prˇ´ıpad b), tre´nova´n´ı se na´m ”rozkmita´“ a iteracemi ne-
mus´ıme dospeˇt do dostatecˇneˇ dobre´ho loka´ln´ıho minima. V praxi hleda´me takovy´ krok, pro
ktery´ chyba nejrychleji klesa´.
Krok ucˇen´ı mu˚zˇe by´t konstantn´ı, nebo se mu˚zˇe dynamicky meˇnit po epocha´ch. Nav´ıc
mu˚zˇe by´t bud’ stejny´ pro celou s´ıt’ nebo r˚uzny´ pro jednotlive´ vrstvy. Volba optima´ln´ı stra-
tegie za´vis´ı na konkretn´ı u´loze.
V soucˇasne´ dobeˇ pouzˇ´ıva´me strategii ”newbob“, jako kriteria´ln´ı funkci vol´ıme pomeˇr
u´speˇsˇneˇ klasifikovany´ch ra´mc˚u prˇi cross-validaci. Zacˇneme s pomeˇrneˇ velkou vy´choz´ı hod-
notou kroku ucˇen´ı µt. Krok ucˇen´ı je konstantn´ı, dokud je zlepsˇen´ı u´speˇsˇnosti cross-validace
veˇtsˇ´ı nezˇ prahova´ hodnota. Je-li zlepsˇen´ı mensˇ´ı, zacˇneme v kazˇde´ na´sleduj´ıc´ı eposˇe p˚ulit
hodnotu kroku ucˇen´ı. T´ımto zp˚usobem dospeˇjeme do loka´ln´ıho minima. Od jiste´ epochy
bude krok ucˇen´ı jizˇ tak maly´, zˇe bude vhodne´ proces tre´nova´n´ı zastavit, protozˇe jizˇ nebude
docha´zet k dalˇs´ımu zlepsˇen´ı u´speˇsˇnosti cross-validace.
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Prˇ´ıprava dat
Pro u´speˇsˇne´ natre´nova´n´ı neuronove´ s´ıteˇ je d˚ulezˇita´ spra´vna´ prˇ´ıprava tre´novac´ıch dat pomoc´ı
extrakce prˇ´ıznak˚u. Prˇi tre´nova´n´ı klasifikacˇn´ıch s´ıt´ı je nutne´, aby zvolena´ extrakce prˇ´ıznak˚u
zachova´vala co nejv´ıce informace, ktera´ je d˚ulezˇita´ pro rozliˇsen´ı trˇ´ıd. Zbytkova´ informace,
ktera´ nen´ı d˚ulezˇita´ pro rozliˇsen´ı trˇ´ıd se nazy´va´ sˇum, tuto informaci se naopak budeme snazˇit
potlacˇit. Prˇi klasifikaci fone´mu˚ za sˇum povazˇujeme naprˇ. zkreslen´ı mikrofonu, informaci
o rˇecˇn´ıkovi, ozveˇnu, ale i zvuky na pozad´ı. Prˇi extrakci prˇ´ıznak˚u se za´rovenˇ snazˇ´ıme o co
nejkompaktneˇjˇs´ı reprezentaci, protozˇe t´ım sn´ızˇ´ıme pocˇet tre´novany´ch parametr˚u s´ıteˇ.
Z d˚uvodu numericke´ stability se jednotlive´ vstupn´ı kana´ly s´ıteˇ normalizuj´ı a to tak, aby
pro strˇedn´ı hodnotu platilo µi = 0 a pro rozptyl σi = 1.
3.8 Forma´ln´ı odvozen´ı korekce vah
V te´to kapitole odvod´ıme vzorce pro optimalizaci parametr˚u neuronove´ s´ıteˇ pomoc´ı metody
gradient descent. Tato kapitola vycha´z´ı z kapitoly 13.3 v knize [8], s t´ım zˇe byla prˇepracova´na
na ”batch“ variantu a rozsˇ´ıˇrena o dalˇs´ı komenta´rˇe. Pro dalˇs´ı rozbor zavedeme na´sleduj´ıc´ı
oznacˇen´ı:
Porˇadove´ cˇ´ıslo vrstvy n = 1, 2, ..., n0; kde n0 je pocˇet vrstev. Pro vstupn´ı vrstvu plat´ı
n = 1, pro vy´stupn´ı vrstvu n = n0. Pocˇet neuron˚u v n-te´ vrstveˇ je Nn.
Indexace vah neuronu vektor vah j-te´ho neuronu v n-te´ vrstveˇ budeme znacˇit nj w, jeho
i-ta´ slozˇka je njwi, je to vlastneˇ va´ha spojen´ı s vy´stupem i-te´ho neuronu prˇedchoz´ı
vrstvy. Hodnoty j a i jsou omezene´ pocˇtem neuron˚u v n-te´, resp. n − 1 vrstveˇ j ∈
{1, 2, ..., Nn} a i ∈ {1, 2, ..., Nn−1}, neuronovou s´ıt’ uvazˇujeme jako u´plneˇ propojenou.
Aktivace neuronu aktivac´ı j-te´ho neuronu v n-te´ vrstveˇ budeme prˇi vstupn´ım vektoru
s´ıteˇ xp znacˇit nj ap.
Pro jednoduchost odvozen´ı se omez´ıme na dvou-vrstvou s´ıt’ (s´ıt’ s jednou skrytou vrst-
vou), tj. n0 = 2. Prˇ´ıpadne´ zobecneˇn´ı na v´ıcevrstve´ s´ıteˇ lze prove´st indukc´ı. Da´le pro jedno-
duchost prˇedpokla´dejme, zˇe vsˇechny neurony v s´ıti maj´ı charakteristiku logisticka´ sigmoida,
a zˇe jako chybovou funkci pouzˇijeme strˇedn´ı kvadratickou chybu z kapitoly 3.5. U´lohu ucˇen´ı
budeme cha´pat jako proble´m optimalizace smeˇrˇuj´ıc´ı k minimalizaci chybove´ funkce E, ktera´
je definovana´ vzorci (3.13) a (3.14).
Doprˇedna´ s´ıt’ (v´ıcevrstvy´ perceptron) realizuje zobrazen´ı {x} → {y}, tedy v kazˇde´m
kroku ucˇen´ı prˇi uka´za´n´ı neˇjake´ho vstupn´ıho vektoru xp je vy´stupem s´ıteˇ
yp = Ψ (xp) . (3.20)







(jdp − jyp)2 , (3.21)
kde dp je ocˇeka´vany´ vy´stup s´ıteˇ (desired vector). Krite´riem kvality zobrazen´ı Ψ(.) je sou-












(jdp −Ψj(xp))2 , (3.22)
kde Ψj je j-ty´ vy´stup zobrazen´ı.
Toto krite´rium lze minimalizovat postupny´mi korekcemi souboru vah {njwi}, ktery´ tvorˇ´ı
vektor vsˇech parametr˚u s´ıteˇ w. Pro minimalizaci pouzˇijeme metodou nejstrmeˇjˇs´ıho sestupu
(gradient descent), poskytuj´ıc´ı iteracˇn´ı vzorec
w(t+ 1) = w(t)− µt∇E , (3.23)








kde t oznacˇuje krok iterace (epochu ucˇen´ı). Uva´zˇ´ıme-li, zˇe ve vzorci (3.22) je definovana´
souborova´ chyba E jako soucˇet okamzˇity´ch chyb {εp}, pak je mozˇne´ gradient souborove´
chyby ∇E z vzorce (3.23) vyja´drˇit jako soucˇet gradient˚u okamzˇite´ chyby {∇εp}
∇E = ∇(ε1 + ε2 + ...+ εP ) = ∇ε1 +∇ε2 + ...+∇εP , (3.25)
vy´sˇe uvedene´ plyne z pravidla pro soucˇet derivac´ı (f + g)′ = f ′ + g′. Je tedy zrˇejme´, zˇe
vzorec 3.23 je mozˇne´ prˇepsat na tvar














Prˇipomenˇme, zˇe vy´stup ktere´hokoli neuronu s´ıteˇ, rˇekneˇme j-te´ho ve vrstveˇ n, je prˇi soucˇas-
ne´m pouzˇit´ı vstupu s´ıteˇ xp da´n hodnotou
n












kde f(.) je charakteristicka´ funkce neuronu, ktera´ by meˇla by´t stejna´ pro vsˇechny neurony
dane´ n-te´ vrstvy. Symbol nj w je aktua´ln´ı vektor vah tohoto neuronu a
n−1yp je vektor
s vy´stupem prˇedchoz´ı vrstvy. V prˇ´ıpadeˇ prvn´ı vrstvy n = 1 je 0yp = xp , tedy vstupem
prvn´ı vrstvy neuron˚u je vstup s´ıteˇ.
Uva´zˇ´ıme-li, zˇe velikost okamzˇite´ chyby za´vis´ı na vy´stupech vsˇech neuron˚u s´ıteˇ, prˇes
jejich aktivace azˇ na jejich vaha´ch




jwi, ...)), ...) , (3.29)
pak aplikac´ı rˇeteˇzove´ho pravidla a oznacˇen´ım nj yp = f(
n













Da´le je d˚ulezˇite´ si uveˇdomit, zˇe za´vislost chyby εp na vy´stupu neuronu nj yp mu˚zˇe by´t
bud’ prˇ´ıma´ (pro neurony z posledn´ı vrstvy), nebo zprostrˇedkovana´ dalˇs´ımi neurony (pro
neurony z prˇedchoz´ıch vrstev).
Vy´raz (3.30) nejprve vyhodnot´ıme pro va´hy neuron˚u posledn´ı vrstvy, tj. pro n = 2. Prˇi
derivova´n´ı prvn´ıho zlomku vy´razu dosad´ıme vzorec (3.21) a uveˇdomı´me si, zˇe na vy´stupu j-
te´ho neuronu 2jyp za´vis´ı pouze jeden cˇlen soucˇtu. Druhy´ zlomek je derivace charakteristicke´
funkce neuronu f(.), tu prˇep´ıˇseme symbolicky. U derivace ve trˇet´ım zlomku si uveˇdomı´me,








i yp , (3.31)
potom vy´sledna´ derivace v trˇet´ım zlomku z (3.30) je 1i yp . Opeˇt si uveˇdomı´me, zˇe na
konkre´tn´ı promeˇnne´ 2jwi za´vis´ı jen jeden cˇlen sumy. Pro gradient okamzˇite´ chyby v po-
sledn´ı vrstveˇ tedy dosta´va´me vy´raz
∂εp
∂ njwi
= −(jdp − 2jyp) · f ′(2jap) · 1i yp = − f ′(2jap) 2jep 1i yp , (3.32)
kde jsme jako 2jep oznacˇili hodnotu derivace strˇedn´ı kvadraticke´ odchylky z rov. (3.15).















Korekce vah neuron˚u posledn´ı vrstvy se tedy prova´d´ı prˇicˇ´ıta´n´ım linea´rn´ı kombinace vy´stup-
n´ıch vektor˚u prˇedchoz´ı vrstvy 1yp, ktere´ jsou po jenom va´hova´ny soucˇinem kroku ucˇen´ı
µt, hodnoty derivace charakteristicke´ funkce neuronu f ′(2jap) a hodnoty chyby
2
jep. T´ımto
jsme forma´lneˇ odvodili korekci vah vy´stupn´ı vrstvy. Nyn´ı se zameˇrˇ´ıme na aktualizaci vah
prˇedchoz´ı vrstvy.
Odvozen´ı gradientu chyby (3.30) pro va´hy neuron˚u z prvn´ı vrstvy s´ıteˇ je kompliko-
vaneˇjˇs´ı. Vy´stup kazˇde´ho neuronu z prvn´ı vrstvy 1i yp je za´rovenˇ vstupem pro vsˇechny neu-
rony na´sleduj´ıc´ı vrstvy, tedy ovlivnˇuje jejich vy´stupy dane´ rovnic´ı (3.28). Z vy´stup˚u druhe´

































































Vyuzˇili jsme toho, zˇe v sumeˇ (3.21) za´vis´ı na konkre´tn´ı jedne´ aktivaci 2jap pouze jeden cˇlen.
Da´le jsme vyuzˇili toho, zˇe ve skala´rn´ım soucˇinu (3.28), ktery´ lze alternativneˇ vyja´drˇit jako
sumu, za´vis´ı na 1i yp take´ pouze jeden cˇlen sumy. Dalˇs´ım vyuzˇit´ım vzorce (3.28), rˇeteˇzove´ho



















































f ′(1i ap) kxp . (3.39)
V posledn´ım vzorci oznacˇ´ıme sumu prˇes promeˇnnou j jako chybu, ktera´ vznikla transformac´ı


























T´ımto jsme forma´lneˇ odvodili korekci vah prvn´ı vrstvy. Nyn´ı tedy ma´me k dispozici kom-
pletn´ı matematicky´ apara´t pro tre´nova´n´ı dvouvrste´ neuronove´ s´ıteˇ.
V prˇ´ıpadeˇ v´ıcevrstvy´ch s´ıt´ı lze pouzˇ´ıt zobecneˇne´ho postupu, kdy se chyby pro prˇedchoz´ı














Chyby prˇepocˇ´ıta´va´me vzˇdy od posledn´ı vrstvy smeˇrem k prvn´ı vrstveˇ, jiny´mi slovy prova´d´ıme
”zpeˇtnou propagaci chyb“. Odtud pocha´z´ı cˇaste´ oznacˇen´ı te´to tre´novac´ı metody jako ”bac-
kpropagation training“.
Protozˇe vy´razy pro korekce vah obsahuj´ı derivaci charakteristicke´ funkce neuron˚u f(.),
mus´ı by´t tyto funkce hladke´. Funkce logisticka´ sigmoida je hladka´ a patrˇ´ı mezi nejpouzˇ´ıva-
neˇjˇs´ı charakteristicke´ funkce. Pokud by neurony meˇly naprˇ. prahove´ charakteristiky, nebylo
by mozˇne´ pouzˇ´ıt algoritmus zpeˇtne´ho sˇ´ıˇren´ı chyb.
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3.8.1 Zjednodusˇen´ı softmax-entropie
Za prˇedpokladu, zˇe neuronova´ s´ıt’ pouzˇ´ıva´ na vy´stupn´ı vrstveˇ charakteristiku softmax a
za´rovenˇ plat´ı, zˇe optimalizujeme podle chybove´ funkce cross-entropie, pak existuje mozˇnost
jak zjednodusˇit vy´pocˇet gradientu chybove´ funkce.
V na´sleduj´ıc´ıch rˇa´dc´ıch odvod´ıme vzorec, ktery´ na´m umozˇn´ı prˇ´ımo vyja´drˇit chyby akti-
vace neuron˚u posledn´ı vrstvy. Zaj´ıma´ na´s tedy derivace chyby εp vzhledem k aktivaci j-te´ho











Vzhledem k tomu, zˇe derivace funkce softmax podle vstupu jap za´vis´ı na vsˇech vy´stupech













kde Iij je prvek jednotkove´ cˇtvercove´ matice, tedy pro i = j : Iij = 1, a pro i 6= j : Iij = 0.













Protozˇe prvn´ı suma v (3.45) je rovna jedne´, nebot’ se jedna´ o sumu prˇes vektor ucˇitele
dp a za´rovenˇ uva´zˇ´ıme-li, zˇe Iij je nenulove´ jen pro i = j, pak mu˚zˇeme vzorec (3.45) prˇepsat
∂εp
∂jap
= jyp − jdp . (3.46)
Jedna´ se o stejny´ tvar jako ma´ derivace strˇedn´ı kvadraticke´ odchylky (3.15). Tento jedno-
duchy´ vzorec prˇ´ımo vyjadrˇuje chybu aktivace j-te´ho neuronu v posledn´ı vrstveˇ.
Fakt, zˇe vy´sledny´ vzorec ma´ stejny´ tvar jako (3.15), nen´ı na´hodou. Tento vzorec jsme
z´ıskali, protozˇe funkce softmax je vzhledem ke cross-entropii kanonickou sponovou funkc´ı
(canonic link function), prˇicˇemzˇ prˇedpokla´da´me exponencia´ln´ı pravdeˇpodobnostn´ı rozdeˇlen´ı
promeˇnny´ch jdp. Blizˇsˇ´ı vysveˇtlen´ı lze nale´zt v [2], kapitola 4.3.6.
3.8.2 Datove´ za´vislosti
Datove´ za´vislosti prˇi tre´nova´n´ı dvouvrstve´ s´ıteˇ z kapitoly 3.8 zna´zornˇuje Obr. 3.13. Z obra´zku
je patrne´, zˇe kazˇdou vrstvu s´ıteˇ je mozˇne´ rozdeˇlit na linea´rn´ı podvrstvu a nelinea´rn´ı pod-
vrstvu. Linea´rn´ı podvrstvy, ktere´ obsahuj´ı vsˇechny parametry modelu, zna´zornˇuj´ı b´ıle´ li-
chobeˇzˇn´ıky. Nelinea´rn´ı podvrstvy zna´zornˇuj´ı skupiny b´ıly´ch kruh˚u, ty neobsahuj´ı zˇa´dne´
tre´novatelne´ parametry.
Kazˇda´ podvrstva ma´ sv˚uj vy´stupn´ı vektor yn, ktery´ je vstupem na´sleduj´ıc´ı podvrstvy.
Vstupem prvn´ı podvrstvy je vektor x. Da´le je kazˇda´ podvrstva spojena se svy´m chybovy´m
vektorem en a chybovy´m vektorem prˇedchoz´ı podvrstvy en−1. Vpravo je na Obr. 3.13
zna´zorneˇna chybova´ funkce E, ktera´ na za´kladeˇ vy´stupu s´ıteˇ y4 a vektoru ucˇitele d vypocˇ´ıta´
globa´ln´ı chybovy´ vektor e4.
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Obra´zek 3.13: Datove´ za´vislosti prˇi tre´nova´n´ı
Pro vy´pocˇet gradientu parametr˚u v linea´rn´ı podvrstveˇ je nutne´ mı´t k dispozici vstupn´ı
data podvrstvy xn nebo yn−1 a chybovy´ vektor en. Tato za´vislost je na obra´zku zna´zorneˇna´
cˇerveny´mi cˇerchovany´mi cˇarami, ktere´ jsou ukoncˇene´ cˇernou tecˇkou. Zde je vhodne´ uve´st, zˇe
prˇepocˇet chyb do nulte´ vrstvy e0 se neprova´d´ı, protozˇe se nepouzˇ´ıva´ pro vy´pocˇet gradientu.
Teoreticky je ale mozˇny´ a pouzˇil by se, kdybychom potrˇebovali propagovat chybu mimo s´ıt’.
Teoreticky´ pohled na podvrstvy
Deˇlen´ı s´ıteˇ na podvrstvy nen´ı samou´cˇelne´, dopomu˚zˇe na´m k lepsˇ´ı orientaci v proble´mu d´ıky
dekompozici s´ıteˇ na posloupnost jednoduchy´ch funkcˇn´ıch blok˚u. Obecneˇ kazˇda´ podvrstva
v s´ıti prova´d´ı neˇjaky´ druh transformace, prˇicˇemzˇ za´rovenˇ umı´ spocˇ´ıtat i jej´ı derivaci. Trans-
formace se pouzˇ´ıva´ prˇ´ı propagaci (doprˇedne´m pr˚uchodu s´ıt´ı), derivace prˇi zpeˇtne´ propagaci
(zpeˇtne´m pr˚uchodu s´ıt´ı):
Propagace Pouzˇije se obecna´ funkce f , prˇeva´deˇj´ıc´ı N -rozmeˇrny´ vstup na M -rozmeˇrny´
vy´stup
(y1, y2, ..., yM ) = f(x1, x2, ..., xN ) . (3.47)
Zpeˇtna´ propagace Prˇi zpeˇtne´ propagaci pocˇ´ıta´me prvn´ı derivaci obecne´ funkce f z (3.47).
U funkce f mohou obecneˇ za´viset vsˇechny vy´stupy yj na vsˇech vstupech xi. Pra´veˇ pro
tento prˇ´ıpad je v matematice zavedena Jakobiho matice. Jedna´ se o matici prvn´ıch
derivac´ı, jej´ızˇ prvky Jji(xi) jsou rovne´ hodnota´m derivace j-te´ho vy´stupu podle i-te´ho
vstupu ∂yj∂xi v okol´ı neˇjake´ho bodu x.
Zna´me-li vstupn´ı vektor chyb ne pak vy´stupn´ı vektor chyb n−1e z´ıska´me na´soben´ım
vstupn´ıho vektoru zleva matic´ı derivac´ı
n−1e = J(x) · ne , (3.48)
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(xi) nej . (3.49)
Pro Jakobiho matici plat´ı, zˇe je za´visla´ na vstupn´ım vektoru x. Je-li funkce f nelinea´rn´ı,
pak se Jakobiho matice vyhodnocuje zvla´sˇt’ pro kazˇdy´ vstup x. Je-li f linea´rn´ı, pak je
Jakobiho matice rovna matici vah slozˇene´ z prvk˚u wij , ktere´ charakterizuj´ı prˇenos vstupu
xi na vy´stup yj . Promeˇnne´ xi totizˇ v d˚usledku derivace z Jakobiho matice vypadnou.
Prakticky´ pohled na podvrstvy
Nyn´ı se pod´ıva´me, jak budeme v praxi pocˇ´ıtat propagaci, zpeˇtnou propagaci, akumulaci
gradientu a aktualizaci vah. Jak jizˇ napoveˇdeˇl drˇ´ıveˇjˇs´ı vy´klad v kapitole 3.8.2, budeme
propagovat nara´z prˇes cele´ podvrstvy, ze ktery´ch se skla´daj´ı vrstvy neuron˚u. S vy´hodou
vyuzˇijeme toho, zˇe va´hy patrˇ´ıc´ı neuron˚um n-te´ vrstvy lze ulozˇit do matice nW, za´rovenˇ
bias vsˇech neuron˚u vrstvy lze ulozˇit do jedine´ho vektoru nb.
Prˇedpokla´da´me-li, zˇe tre´novac´ı data zpracova´va´me po bodech xp, pak beˇhem tre´nova´n´ı
pouzˇ´ıva´me na´sleduj´ıc´ı operace:
• Linea´rn´ı podvrstva U linea´rn´ı transformace za´vis´ı kazˇdy´ vy´stup na vsˇech vstupech,
1. Propagace
nyp = nW nxp + nb (3.50)
Prˇi doprˇedne´ propagaci vstupn´ı vektor nxp zleva na´sob´ıme matic´ı vah nW a
prˇicˇ´ıta´me bias vektor nb.
2. Zpeˇtna´ propagace
n−1ep = nWT nep (3.51)












kdy na´soben´ım vektor˚u nep a nxTp vznika´ matice, jedna´ se o tzv. ”outer product“
dvou vektor˚u. Prˇi akumulaci gradientu scˇ´ıta´me gradienty z´ıskane´ z jednotlivy´ch
dvojic vstup-chyba (nxp, nep).
4. Aktualizace vah
nW(t+ 1) = nW(t)− µt ∇E[nW]
nb(t+ 1) = nb(t)− µt ∇E[nb] (3.53)
Na konci epochy provedeme po vrstva´ch aktualizaci vah podle rovnice (3.19).
• Nelinea´rn´ı podvrstva (logisticka´ sigmoida) U nelinearity mu˚zˇe obecneˇ kazˇdy´




ny = f(nx) , (3.54)
plat´ı obecneˇ, pro logistickou sigmoidu pak plat´ı
nyi =
1
1 + e− nxi
. (3.55)
2. Zpeˇtna´ propagace
n−1ep = Jnxp · nep , (3.56)
plat´ı obecneˇ, pro logistickou sigmoidu pak plat´ı
n−1ei = nyi(1− nyi) nei . (3.57)
Nyn´ı zna´me vsˇechny d˚ulezˇite´ operace pro tre´nova´n´ı neuronovy´ch s´ıt´ı slozˇeny´ch z neuron˚u
s charakteristickou funkc´ı logisticka´ sigmoida. Pokud za´rovenˇ vyuzˇijeme toho, zˇe jsme jizˇ
drˇ´ıve v kapitole 3.8.1 odvodili derivaci chyby prˇes funkcˇn´ı blok cross-entropie+softmax,
pak zjist´ıme, zˇe jsme schopni tre´novat i klasifikacˇn´ı s´ıteˇ s se softmax vy´stupem. Pro funkcˇn´ı
implementaci tre´nova´n´ı neuronovy´ch s´ıt´ı na´m zby´va´ jen spra´vneˇ sesynchronizovat jednotlive´
operace tak, aby respektovaly porˇad´ı fa´z´ı tre´nova´n´ı z Obr. 3.10 a datove´ za´vislosti naznacˇene´
v Obr. 3.13.
3.8.3 Frekvence aktualizace parametr˚u
Dosud jsme prˇi rozboru tre´novac´ıho algoritmu gradient descent uvazˇovali, zˇe aktualizace
parametr˚u s´ıteˇ se prova´d´ı vzˇdy na konci epochy na za´kladeˇ obsahu akumula´tor˚u. Tento
zp˚usob tre´nova´n´ı se nazy´va´ batch tre´nova´n´ı. Vedle te´to za´kladn´ı metody da´le existuj´ı va-
rianty on-line tre´nova´n´ı a tre´nova´n´ı po bloc´ıch. Jednotlive´ varianty jsou popsa´ny v [2],
kapitola 5.2.4.
Batch tre´nova´n´ı V tomto prˇ´ıpadeˇ se aktualizace vah prova´d´ı vzˇdy na konci epochy. Pro
postupne´ z´ıska´n´ı gradientu se pouzˇ´ıvaj´ı akumula´tory. Vy´hodami te´to metody jsou
matematicka´ jednoduchost a vysoka´ stabilita, jej´ımi nevy´hodami jsou pomalejˇs´ı kon-
vergence a vysˇsˇ´ı na´chylnost k uv´ıznut´ı v loka´ln´ım minimu.
On-line tre´nova´n´ı Tato metoda prova´d´ı aktualizaci vah po zpracova´n´ı kazˇde´ho vstupn´ıho
bodu. Vy´hodou te´to metody je, zˇe konfigurace vah sna´ze ”unikne“ z loka´ln´ıho mi-
nima [2] (kapitola 5.2.4, str. 241), protozˇe vlastnosti dat se v r˚uzny´ch cˇa´stech tre´-
novac´ıho korpusu pr˚ubeˇzˇneˇ meˇn´ı. Dalˇs´ı vy´hodou je teoreticky rychlejˇs´ı konvergence,
ktera´ nastane v prˇ´ıpadeˇ, zˇe se v tre´novac´ım korpusu opakuj´ı stejna´ nebo velmi po-
dobna´ data.
Nevy´hodou te´to metody je, zˇe i pomeˇrneˇ mala´ mnozˇina ”ˇspatny´ch“ tre´novac´ıch dat
na konci epochy, mu˚zˇe vychy´lit parametry s´ıteˇ a vy´razneˇ zvy´sˇit chybu cross-validace.
Dalˇs´ı nevy´hodou je pomalejˇs´ı beˇh implementace algoritmu, protozˇe data jsou zpra-
cova´va´na po prˇ´ıliˇs maly´ch cˇa´stech.
Tato metoda se cˇasto kombinuje s tzv. ”randomizac´ı“, kdy se prˇi kazˇde´ eposˇe na´hodneˇ
meˇn´ı porˇad´ı tre´novac´ıch dat. Metodeˇ on-line tre´novan´ı se proto neˇkdy rˇ´ıka´ stochasticka´
(stochastic gradient descent [2]).
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Tre´nova´n´ı po bloc´ıch Tato metoda je jakousi ”kompromisn´ı“ variantou, kdy se va´hy
aktualizuj´ı vzˇdy po zpracova´n´ı bloku tre´novac´ıch dat.
Anglicky´ termı´n pro tre´novac´ı blok je bunch, prˇicˇemzˇ pocˇet vektor˚u v bloku je pevny´ a
nazy´va´ se bunch-size. Podle velikosti bloku se metoda vlastnostmi prˇecha´z´ı od on-line
tre´nova´n´ı k batch tre´nova´n´ı.
Prˇi dostatecˇne´ velikosti bloku se zacˇne projevovat pomalejˇs´ı konvergence. Vy´sledny´
model pak po stejne´m pocˇtu iterac´ı poskytuje horsˇ´ı vy´sledky. Na druhou stranu
s veˇtsˇ´ım blokem se zvysˇuje i rychlost tre´nova´n´ı, jako d˚usledek lepsˇ´ı optimalizace
cache. Beˇhem experiment˚u bylo zjiˇsteˇno, tre´nova´n´ı po bloc´ıch je zhruba 4x rychlejˇs´ı
nezˇ on-line tre´nova´n´ı.
Optima´ln´ı velikost bloku je tedy takova´, ktera´ dostatecˇneˇ urychl´ı tre´nova´n´ı, prˇicˇemzˇ
jesˇteˇ nezp˚usob´ı zhorsˇen´ı rychlosti konvergence. Optima´ln´ı hodnota je za´visla´ na veli-
kosti mnozˇiny tre´novac´ıch dat. Podle diplomove´ pra´ce Stanislava Konta´ra [10] mu˚zˇe
by´t vhodna´ hodnota naprˇ. 1024, protozˇe tato hodnota byla vybra´na beˇhem experi-
ment˚u na rea´lne´m tasku tre´nova´n´ı s´ıteˇ pro rozpozna´va´n´ı fone´mu˚.
Neˇktere´ specia´ln´ı chybove´ funkce vyzˇaduj´ı tre´nova´n´ı po urcˇity´ch bloc´ıch, jako jsou pro-
mluvy. Konkre´tneˇ se jedna´ o diskriminativn´ı funkce Minimum Phoneme Error – MPE,
Maximum Mutual Information – MMI, Minimum Bayesian Risk – MBR a dalˇs´ı.
3.9 Inicializace parametr˚u s´ıteˇ
Drˇ´ıve nezˇ mu˚zˇeme zacˇ´ıt s tre´nova´n´ım, je trˇeba neuronovou s´ıt’ vhodneˇ nainicializovat.
Spra´vna´ inicializace vah neuron˚u je d˚ulezˇita´, protozˇe ovlivnˇuje rychlost konvergence, za´rovenˇ
ma´ vliv na vy´sledneˇ natre´novanou s´ıt’. Inicializace prˇedstavuje vy´choz´ı bod pro algoritmus
gradient descent, proto inicializace spolurozhoduje o tom do ktere´ho loka´ln´ıho minima tento
algoritmus ”sestoup´ı“.
Typicky se prˇi tre´nova´n´ı vyzkousˇ´ı neˇkolik inicializac´ı a vybere se ta, ktera´ po tre´nova´n´ı
da´va´ nejlepsˇ´ı vy´sledky. Pro inicializaci vah v s´ıti se pouzˇ´ıvaj´ı pseudona´hodna´ cˇ´ısla z urcˇite´ho
vhodne´ho rozsahu. Asi nejjednodusˇsˇ´ı mozˇnost´ı je generovat na´hodna´ cˇ´ısla s uniformn´ım
rozlozˇen´ım z intervalu 〈−0.1, 0.1〉 pro matice vah a z intervalu 〈−4.1,−3.9〉 pro bias vektory.
Tato inicializace je implicitn´ı pro popula´rn´ı software QuickNet3 z International Computer
Science Institute – ICSI v Berkeley, ktery´ lze rovneˇzˇ vyuzˇ´ıt k tre´nova´n´ı neuronovy´ch s´ıt´ı
pro zpracova´n´ı rˇecˇi. Existuj´ı ale i dalˇs´ı mozˇnosti inicializace.
Vhodne´ hodnoty
Du˚lezˇite´ je, aby neurony v pocˇa´tecˇn´ı fa´zi tre´nova´n´ı generovaly ”rozumne´“ hodnoty aktivace
(argumenty charakteristicke´ funkce) a to v intervalu, kde je neuron ”nejcitliveˇjˇs´ı k ucˇen´ı“,
tedy bl´ızko bodu, kde je absolutn´ı hodnota derivace charakteristicke´ funkce maxima´ln´ı.
Tyto hodnoty se v prˇ´ıpadeˇ logisticke´ sigmoidy (viz kapitola 3.4) nacha´z´ı v intervalu
okolo nuly (viz Obr. 3.6). Pokud aktivace ”uv´ızne“ mimo idea´ln´ı interval v bodeˇ, kde je
derivace charakteristiky bl´ızka´ nule, budou rovneˇzˇ korekcˇn´ı cˇleny vah male´. Jiny´mi slovy
neuron se stane ”necitlivy´ k ucˇen´ı“, cozˇ bude mı´t za na´sledek, zˇe pro prˇeucˇen´ı neuronu bude
zapotrˇeb´ı v´ıce iterac´ı nezˇ v prˇ´ıpadeˇ aktivace v idea´ln´ım rozmez´ı.
3 QuickNet: http://www.icsi.berkeley.edu/Speech/qn.html
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Podle prˇedna´sˇky k prˇedmeˇtu softcomputing [25] je pro inicializaci neuronove´ s´ıteˇ vhodne´








kde n je pocˇet vstup˚u neuronu.
Dalˇs´ı mozˇnost´ı je va´hy inicializovat genera´torem na´hodny´ch cˇ´ısel s gaussovsky´m rozlo-
zˇen´ım, protozˇe pra´veˇ toto apriorn´ı rozlozˇen´ı je prˇedpokla´dane´ v prˇ´ıpadeˇ regularizace neu-





Tato kapitola diskutuje problematiku na´vrhu vy´sledne´ho rˇesˇen´ı. V prvn´ı cˇa´sti je prezentova´n
vy´beˇr pouzˇite´ platformy a identifikova´na nejna´rocˇneˇjˇs´ı cˇa´st algoritmu pro tre´nova´n´ı neuro-
novy´ch s´ıt´ı. Na´sleduje teoreticky´ popis mozˇnost´ı paralelizace algoritmu a rozdeˇlen´ı vy´voje
projektu do jednotlivy´ch iterac´ı, prˇicˇemzˇ kazˇda´ iterace je zde podrobneˇ rozebra´na. Zaj´ımave´
je zejme´na rˇesˇen´ı rozdeˇlen´ı do vla´ken POSIX pro tre´nova´n´ı s paralelizac´ı dat a rˇesˇen´ı ko-
munikace s grafickou kartou pro paralelizaci uzl˚u s vyuzˇit´ım platformy CUDA.
4.1 Platforma
Vzhledem k vy´pocˇetn´ı na´rocˇnosti tre´nova´n´ı neuronovy´ch s´ıt´ı, potrˇeby efektivn´ı paralelizace
a podpory akcelerace pomoc´ı GPU byl zvolen programovac´ı jazyk C++. Splnˇuje na´sleduj´ıc´ı
vlastnosti:
• Je kompilovany´ a dostatecˇneˇ n´ızkou´rovnˇovy´, umozˇnˇuje pokrocˇilou optimalizaci, po-
skytuje dobry´ za´klad pro vy´konnou implementaci
• Prˇi dodrzˇen´ı urcˇity´ch za´sad jsou zdrojove´ ko´dy snadno prˇenositelne´ na jine´ platformy
• Umozˇnˇuje objektovy´ na´vrh a s n´ım dobrou znovupouzˇitelnost drˇ´ıve vytvorˇene´ho ko´du
• Existuje pro neˇj cela´ rˇada knihoven pro akceleraci veˇdecky´ch vy´pocˇt˚u: ATLAS, Go-
toBLAS, LAPACK
• Umozˇnˇuje vy´voj v´ıcevla´knovy´ch aplikac´ı s pomoc´ı knihovny POSIX threads
• Podporuje vsˇechny dostupne´ knihovny pro akceleraci obecny´ch vy´pocˇt˚u na GPU:
CUDA (CUBLAS, CULA), OpenCL, Cg, AMD Brook+, GPU-Tech EcoLib
Pro akceleraci operac´ı linea´rn´ı algebry byla vybra´na knihovna GotoBLAS, protozˇe se
jedna´ o nejrychlejˇs´ı implementaci BLAS Level-3 operac´ı soucˇasnosti, ktera´ je nav´ıc volneˇ
dostupna´ pro vy´zkumne´ u´cˇely. Pro efektivn´ı paralelizaci aplikace bude pouzˇita knihovna
POSIX threads, protozˇe se jedna´ o n´ızkou´rovnˇovy´ Linuxovy´ multiplatformn´ı standard.
Soucˇasny´m trendem ve vysoce na´rocˇny´ch vy´pocˇtech je sta´le cˇasteˇjˇs´ı vyuzˇ´ıva´n´ı graficky´ch
karet pro akceleraci d´ıky pokrocˇile´ SIMD architekturˇe a masivn´ı paralelizaci. Pro vyuzˇit´ı
vy´konu modern´ıch graficky´ch karet jsme se rozhodli pouzˇ´ıt platformu Compute Uniform
Device Architecture – CUDA, ktera´ ma´ proti ostatn´ım platforma´m rˇadu vy´hod:
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• Je pouzˇitelna´ na beˇzˇneˇ dostupne´m hardware, pouzˇit´ı je prˇ´ımocˇare´ a efektivn´ı
• Ma´ dostatecˇneˇ odladeˇnou implementaci, sˇirokou sb´ırku uka´zek zdrojovy´ch ko´d˚u a
nejveˇtsˇ´ı komunitu vy´voja´rˇ˚u
• S pomoc´ı CUDA byly dosazˇeny dosud nejlepsˇ´ı vy´sledky v oblasti General-purpose
computing on graphics processing units – GPGPU. a to d´ıky bl´ızke´ vazbeˇ na konkre´tn´ı
hardware (sd´ılena´ pameˇt’ v ra´mci multiprocesoru) a vysoke´ optimalizaci
• Poskytuje programa´torske´ rozhran´ı podobne´ jazyku C, cˇ´ımzˇ usnadnˇuje vy´voj i inte-
graci do veˇtsˇ´ıch projekt˚u
• Prostrˇednictv´ım CUDA je implementova´na volneˇ dostupna´ knihovna CUBLAS obsa-
huj´ıc´ı BLAS Level-3 operace, ktere´ mimo jine´ akceleruj´ı na´soben´ı dvou matic
Program bude vyv´ıjen v prostrˇed´ı operacˇn´ıho syste´mu Linux, a bude s vy´jimkou pouzˇit´ı
knihovny POSIX threads platformneˇ neza´visly´. Kompatibilitu s Windows je mozˇne´ doc´ılit
prostrˇednictv´ım podmı´neˇne´ho prˇekladu.
4.2 Identifikace nejna´rocˇneˇjˇs´ı cˇa´sti algoritmu
Pro identifikaci vy´pocˇetneˇ nejna´rocˇneˇjˇs´ı cˇa´sti algoritmu tre´nova´n´ı jsme pouzˇili na´stroj
Callgrind, ktery´ patrˇ´ı do rodiny na´stroj˚u Valgrind. Vy´stupy tohoto na´stroje se s vy´hodou
daj´ı vizualizovat pomoc´ı programu kcachegrind. Meˇrˇen´ı prob´ıhalo na CPU verzi tre´nova´n´ı
s jedn´ım tre´novac´ım vla´knem a blokovy´m zpracova´n´ım tre´novac´ıch dat, na Obr. 4.1 vid´ıme
vy´sledny´ profil beˇhu programu.
Obra´zek 4.1: Profil CPU verze tre´novac´ıho algoritmu
Z profilu mu˚zˇeme vycˇ´ıst, zˇe nejv´ıce cˇasu program stra´v´ı operac´ı linea´rn´ı algebry BlasGemm
[84%], konkre´tneˇ se jedna´ o na´soben´ı dvou matic. Beˇhem jednoho taktu tre´nova´n´ı se ma-
ticove´ na´soben´ı pouzˇ´ıva´ hned trˇikra´t: Poprve´ prˇi doprˇedne´m pr˚uchodu viz rovnice (3.50),
podruhe´ prˇi zpeˇtne´m pr˚uchodu viz rovnice (3.51) a potrˇet´ı prˇi akumulaci gradientu (3.52)1.
Dalˇs´ı na´rocˇneˇjˇs´ı operace jsou doprˇedne´ pr˚uchody nelinea´rn´ıch transformac´ı sigmoid [11%]
a softmax [1%]. Vyhodnocova´n´ı chybove´ funkce cross-entropie zab´ıra´ pouhy´ch [0.2%].
1 Zde je ve vy´kladu pouzˇita operace
”
outer product“, ktera´ prˇi blokove´m zpracova´n´ı dat prˇejde v na´soben´ı
dvou matic.
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Vzhledem k tomu, zˇe pro na´soben´ı dvou matic se pouzˇ´ıva´ znacˇneˇ optimalizovana´ funkce
z knihovny GotoBLAS, jej´ı dalˇs´ı urychlen´ı bude mozˇne´ jen steˇzˇ´ı. Pro urychlen´ı procesu
tre´nova´n´ı tedy mus´ıme vyuzˇ´ıt mozˇnosti paralelizace tre´nova´n´ı.
4.3 Paralelizace tre´nova´n´ı neuronove´ s´ıteˇ
V d˚usledku pouzˇit´ı tre´novac´ı metody Stochastic Gradient Descent vznikaj´ı beˇhem tre´nova´n´ı
cˇetne´ datove´ za´vislosti, ktere´ maj´ı za na´sledek, zˇe paralelizace algoritmu je netrivia´ln´ı.
Podle cˇla´nku od Pethick, Liddle, Werstein a Huang [14] existuj´ı cˇtyrˇi strategie paralelizace
tre´nova´n´ı neuronove´ s´ıteˇ na masivneˇ paraleln´ıch pocˇ´ıtacˇ´ıch se specia´ln´ı architekturou. Jed-
notlive´ strategie se liˇs´ı u´rovn´ı granularity paralelismu. Podle cˇla´nku je d˚ulezˇity´ nejen cˇas
potrˇebny´ pro vy´pocˇet (tcomp) ale i cˇas potrˇebny´ pro komunikaci (tcomm).
Paralelizace beˇh˚u tre´nova´n´ı Jedna´ se o velmi jednoduchou metodu paralelizace, kdy
je za´rovenˇ spusˇteˇno neˇkolik instanc´ı tre´nova´n´ı, ktere´ spolu nekomunikuj´ı. Kazˇda´ in-
stance tre´nova´n´ı pouzˇ´ıva´ jinou inicializaci a na konci tre´nova´n´ı se vybere nejlepsˇ´ı mo-
del. Tento druh paralelizace sice nevyzˇaduje zˇa´dnou specia´ln´ı implementaci, nicme´neˇ
uzˇitecˇnost te´to metody je velmi omezena´, proto se j´ı nebudeme da´le zaby´vat.
Paralelizace dat V tomto prˇ´ıpadeˇ je mnozˇina tre´novac´ıch dat rozdeˇlena do disjunktn´ıch
podmnozˇin. Tre´nova´n´ı je rozdeˇleno na jeden hlavn´ı uzel a neˇkolik za´visly´ch uzl˚u.
Kazˇdy´ uzel ma´ svou vlastn´ı instanci neuronove´ s´ıteˇ a mnozˇinu tre´novac´ıch dat. Vsˇechny
uzly vycha´z´ı ze stejne´ inicializace parametr˚u. Vzˇdy po po zpracova´n´ı N vstupn´ıch
bod˚u pos´ılaj´ı za´visle´ uzly hlavn´ımu uzlu rozd´ılove´ matice parametr˚u a cˇekaj´ı na aktu-
alizovane´ hodnoty. Hlavn´ı uzel tre´novac´ı data nezpracova´va´, pouze prova´d´ı aktualizaci
a distribuci parametr˚u.
Tato metoda paralelizace je vhodna´ pro velke´ sady tre´novac´ıch dat, vyzˇaduje relativneˇ
malou frekvenci synchronizace. Jej´ı nevy´hodou v prˇ´ıpadeˇ tre´nova´n´ı po prˇ´ıliˇs maly´ch
bloc´ıch je, zˇe vyzˇaduje velky´ objem komunikace, ktery´ je linea´rneˇ za´visly´ na pocˇtu
klient˚u. Tato metoda je nejcˇasteˇji pouzˇ´ıvanou metodou paralelizace.
Paralelizace uzl˚u V tomto prˇ´ıpadeˇ existuje pouze jedna instance neuronove´ s´ıteˇ, tre´nova´n´ı
se paralelizuje vzˇdy v ra´mci jedne´ vrstvy neuronove´ s´ıteˇ. Kazˇdy´ uzel vy´pocˇtu vyhod-
nocuje aktivace sve´ skupiny neuron˚u, mezi jednotlivy´mi uzly se vymeˇnˇuj´ı informace
o mezivy´sledc´ıch vy´pocˇt˚u. Prˇi prˇechodu na na´sleduj´ıc´ı vrstvu se vsˇechny uzly syn-
chronizuj´ı barie´rou.
Za urcˇity´ch podmı´nek mu˚zˇe by´t objem komunikace nizˇsˇ´ı nezˇ v prˇ´ıpadeˇ Paralelizace
dat. Metoda generuje velke´ mnozˇstv´ı maly´ch zpra´v. Tento druh paralelizace se da´
s vy´hodou pouzˇ´ıt pro vrstvy s neu´plny´m propojen´ım.
Paralelizace vah Prˇi paralelizaci vah se paralelizuje vy´pocˇet aktivace jednotlivy´ch neu-
ron˚u. Vy´stupn´ı hodnoty se sumuj´ı pomoc´ı vhodne´ho komunikacˇn´ıho protokolu.
Tato metoda je vhodna´ sp´ıˇse pro implementaci v hardwaru, pro software nen´ı vhodna´
protozˇe generuje mnohem veˇtsˇ´ı mnozˇstv´ı jesˇteˇ kratsˇ´ıch zpra´v nezˇ metoda paralelizace
uzl˚u, proto se j´ı nebudeme da´le zaby´vat.
V praxi jsou tedy nejpouzˇitelneˇjˇs´ı metody paralelizace dat a paralelizace uzl˚u. Pro imple-
mentaci paralelizace dat je vhodne´ pouzˇ´ıt v´ıcevla´knovy´ prˇ´ıstup. Jednotliva´ vla´kna totizˇ
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sd´ıl´ı stejny´ adresovy´ prostor, cˇ´ımzˇ se usnadn´ı jejich vza´jemna´ kooperace. S vy´hodou proto
pouzˇijeme paralelizacˇn´ı knihovnu POSIX threads.
V prˇ´ıpadeˇ paralelizace uzl˚u je vhodne´ vyuzˇ´ıt SIMD architekturu modern´ıch graficky´ch
karet, ktere´ masivn´ı paralelizaci podporuj´ı prˇ´ımo ve vy´pocˇetn´ım modelu GPGPU. Pro
implementaci paralelizace uzl˚u pouzˇijeme prostrˇedky, ktere´ na´m nab´ız´ı platforma CUDA.
Uvedene´ metody paralelizace nejde jednodusˇe zkombinovat, mimo jine´ protozˇe v pocˇ´ıtacˇi
by´va´ zpravidla jen jedna graficka´ karta, ktera´ by byla sd´ılena´ vsˇemi vla´kny.
4.4 Iterace vy´voje
Vy´voj na´stroje pro tre´nova´n´ı neuronovy´ch s´ıt´ı prob´ıhal v neˇkolika iterac´ıch:
1. Iterace Nejprve byl implementova´n prototyp, ktery´ zpracova´val vstupy bod-po-bodu.
Tento prototyp byl otestova´n oproti dosud pouzˇ´ıvane´ implementaci tre´nova´n´ı, prˇicˇemzˇ
bylo zjiˇsteˇno, zˇe prototyp funguje spra´vneˇ, ale je velmi pomaly´.
2. Iterace Ve druhe´ iteraci bylo prˇida´no blokove´ zpracova´n´ı dat, cˇ´ımzˇ se vyrˇesˇil proble´m
rychlosti prototypu.
3. Iterace Ve trˇet´ı iteraci jsme prˇidali POSIX threads paralelizaci dat, d´ıky ktere´ jsme
tre´novac´ı na´stroj optimalizovali pro v´ıceprocesorovy´ pocˇ´ıtacˇ.
4. Iterace V posledn´ı iteraci jsme projekt rozsˇ´ıˇrili o mozˇnost pocˇ´ıta´n´ı vy´pocˇt˚u na graficke´
karteˇ s vyuzˇit´ım platformy CUDA. Paralelizac´ı na graficke´ karteˇ jsme implementovali
paralelizaci uzl˚u, cˇ´ımzˇ jsme z´ıskali jesˇteˇ veˇtsˇ´ı zrychlen´ı nezˇ prˇi pouzˇit´ı paralelizace dat.
Nyn´ı se pod´ıva´me na jednotlive´ iterace bl´ızˇe, nejprve z perspektivy na´vrhu.
4.4.1 Na´vrh prototypu
Na same´m zacˇa´tku vy´voje bylo vhodne´ implementovat jednoduchy´ prototyp tre´novac´ıho
na´stroje. Tento prototyp slouzˇil k z´ıska´n´ı vhodne´ho objektove´ho na´vrhu a k oveˇrˇen´ı spra´vne´
funkcˇnosti programu. Prvn´ı verze na´stroje prova´d´ı na jedno spusˇteˇn´ı vzˇdy jednu epochu
tre´nova´n´ı a vstupy zpracova´va´ pouze po jednotlivy´ch bodech.
Prˇi objektove´m na´vrhu prototypu byl kladen d˚uraz na jednoduchost, snadnou rozsˇiˇritel-
nost modelu s´ıteˇ a vhodne´ vyuzˇit´ı na´vrhovy´ch vzor˚u. Du˚lezˇite´ bylo uzavrˇ´ıt logicke´ celky
tre´novac´ıho algoritmu do samostatny´ch trˇ´ıd. Zaj´ımave´ byly i informace z´ıskane´ na´sledny´m
profilova´n´ım programu.
Snadna´ rozsˇiˇritelnost
Snadna´ rozsˇiˇritelnost s´ıteˇ je doc´ılena t´ım zˇe jednotlive´ komponenty neuronove´ s´ıteˇ maj´ı
spolecˇne´ abstraktn´ı rozhran´ı Component viz Obr. 4.2, ktere´ implementuje doprˇedny´ pr˚uchod
PropagInput(), zpeˇtny´ pr˚uchod PropagError() a napojen´ı na ostatn´ı komponenty. Po-
tomci ba´zove´ trˇ´ıdy pouze implementuj´ı transformacˇn´ı funkce TransfFunction() a Transf-
Jacobian().
Ma´-li komponenta parametry, lze je tre´novat. Pro tyto komponenty bylo p˚uvodn´ı abs-
traktn´ı rozhran´ı Component rozsˇ´ıˇreno na abstraktn´ı rozhran´ı UpdatableComponent, ktere´
nav´ıc obsahuje funkce pro akumulaci vah AccuCorrection(), aktualizaci vah PerformCor-
rection(), prˇ´ıpadneˇ lze oboj´ı prove´st efektivneˇji v jednom kroku pomoc´ı metody AccuUp-
date(). Spolecˇne´ rozhran´ı ObjectiveFunction bylo pouzˇito pro vsˇechny chybove´ funkce.
35
Obra´zek 4.2: Funkcˇn´ı sche´ma trˇ´ıdy Component
Na´vrhove´ vzory
Z uzˇitecˇny´ch, nicme´neˇ bohuzˇel cˇasto opomı´jeny´ch, na´vrhovy´ch vzor˚u [4] (kapitola 10) byl
dvakra´t pouzˇit na´vrhovy´ vzor factory, a to pro:
• Vytva´rˇen´ı instanc´ı komponent s´ıteˇ
• Vytva´rˇen´ı instanc´ı funkce tre´novac´ıho krite´ria
Da´le byl pouzˇit na´vrhovy´ vzor proxy pro zapouzdrˇen´ı nacˇ´ıta´n´ı vstup˚u s´ıteˇ a generova´n´ı
vektor˚u ucˇitele z anotace ve trˇ´ıdeˇ InputDataProxy. Z te´to lze z´ıskat tre´novac´ı data pomoc´ı
metody NextData(), vlastn´ı pomeˇrneˇ slozˇita´ prˇ´ıprava dat je tak od tre´novac´ıho algoritmu
u´cˇinneˇ odst´ıneˇna.
Objektovy´ na´vrh
Jak jizˇ bylo naznacˇeno drˇ´ıve, pro neuronovou s´ıt’ budeme vyuzˇ´ıvat polymorfismus. Na Obr. 4.3
je naznacˇena hierarchie deˇdicˇnosti komponent ze ktery´ch se skla´da´ neuronova´ s´ıt’. Z obra´zku
Obra´zek 4.3: Hierarchie deˇdicˇnosti trˇ´ıdy Component
je patrne´, zˇe komponenty se deˇl´ı na abstraktn´ı aktivacˇn´ı funkce Activation a abstraktn´ı
tre´novatelne´ komponenty UpdatableComponent. Z teˇchto rozhran´ı jizˇ prˇ´ımo deˇd´ı konkre´tn´ı
trˇ´ıdy, ktere´ implementuj´ı jednotlive´ komponenty s´ıteˇ Sigmoid, Softmax a linea´rn´ı vrstva
s prahem BiasedLinearity. Velkou vy´hodou je, zˇe do te´to hierarchie lze snadno prˇida´vat
dalˇs´ı koncove´ uzly.
Dalˇs´ı podrobnosti o na´vrhu programu obsahuje obra´zek 4.4. Z obra´zku je patrne´, zˇe
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Obra´zek 4.4: Zna´zorneˇn´ı objektove´ho na´vrhu
tre´novac´ı krite´ria CrossEntropy a MeanSquareError maj´ı spolecˇnou ba´zovou trˇ´ıdu Objec-
tiveFunction, da´le je patrne´, zˇe s´ıt’ Network se skla´da´ z neˇkolika komponent a zˇe funkce
main pro tre´nova´n´ı pouzˇ´ıva´ s´ıt’ Network, tre´novac´ı krite´rium ObjectiveFunction a proxy
trˇ´ıdu pro prˇ´ıstup k tre´novac´ım dat˚um InputDataProxy.
4.4.2 Na´vrh zpracova´n´ı po bloc´ıch
Ve druhe´ iteraci vy´voje jsme na´stroj prˇedeˇlali tak, aby zpracova´val data po bloc´ıch. Tuto
u´pravu jsme provedli z toho d˚uvodu, zˇe p˚uvodneˇ pouzˇite´ zpracova´va´n´ı bod-po-bodu bylo
prˇ´ıliˇs pomale´.
V prˇ´ıpadeˇ prototypu se beˇhem jednotlivy´ch fa´z´ı tre´nova´n´ı prˇeda´valy mezi vrstvami
vektory, ty byly nahrazeny maticemi. Z pohledu na´vrhu to znamena´, zˇe je nutne´ upravit
rozhran´ı jednotlivy´ch komponent neuronove´ s´ıteˇ. Tato u´prava byla vyrˇesˇena tak, zˇe instance
trˇ´ıdy Component, ktere´ dosud mezi sebou komunikovali vektory, budou komunikovat pomoc´ı
trˇ´ıdy-nosicˇe Bunch, ve ktere´ je zapouzdrˇena datova´ matice. Pomoc´ı trˇ´ıdy Bunch jsme se da´le
snazˇili zvy´sˇit flexibilitu tre´nova´n´ı a to t´ım, zˇe velikost bloku dat se mu˚zˇe v pr˚ubeˇhu tre´nova´n´ı
dynamicky meˇnit. Nicme´neˇ tato flexibilita nesmı´ by´t na u´kor efektivity, proto bylo za´rovenˇ
nutne´ sn´ızˇit frekvenci realokac´ı na minimum.
Obra´zek 4.5: Trˇ´ıda Bunch
Tyto dva pozˇadavky na trˇ´ıdu Bunch byly vyrˇesˇeny zp˚usobem, jak naznacˇuje Obr. 4.5.
Realokace se prova´d´ı pouze tehdy, kdyzˇ se pocˇet rˇa´dk˚u matice nevejde do prˇedalokovane´ho
prostoru. Je-li matice mensˇ´ı, realokace se neprova´d´ı, cˇa´st pameˇti tak z˚usta´va´ docˇasneˇ ne-
vyuzˇita.
Prˇechod na blokove´ zpracova´n´ı dat si vyzˇa´dalo nejen u´pravy v implementaci s´ıteˇ, ale
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i dalˇs´ı u´pravy ko´du. Zmeˇny se ty´kaly prˇedevsˇ´ım rozhran´ı trˇ´ıdy InputDataProxy a da´le
rozhran´ı chybove´ funkce ObjectiveFunction. Do trˇ´ıdy InputDataProxy byla vnorˇena trˇ´ıda
InputDataProxy::Cache, ktera´ slouzˇ´ı jako za´sobn´ık tre´novac´ıch dat. V pr˚ubeˇhu tre´nova´n´ı
se pouzˇ´ıvaj´ı dveˇ instance, jedna je vzˇdy aktivn´ı a postupneˇ se z n´ı vyda´vaj´ı tre´novac´ı
data, dokud nen´ı pra´zdna´. Mezit´ım se druha´ instance na pozad´ı pln´ı daty. Vzˇdy, kdyzˇ
se aktivn´ı instance InputDataProxy::Cache vypra´zdn´ı, provede se jej´ı vy´meˇna za plnou
pomoc´ı metody InputDataProxy::SwapCaches().
4.4.3 Na´vrh paralelizace dat pomoc´ı POSIX vla´ken
Ve trˇet´ı iteraci vy´voje jsme tre´novac´ı algoritmus rozdeˇlili do neˇkolika vla´ken. Nejprve jsme
pouzˇili rozdeˇlen´ı na neˇkolik tre´novac´ıch vla´ken a jedno zvla´sˇtn´ı vla´kno pro cˇten´ı tre´novac´ıch
dat na pozad´ı. Za´kladn´ı princip datove´ paralelizace spocˇ´ıva´ v tom, zˇe se aktua´ln´ı blok dat
rozdeˇl´ı mezi jednotliva´ tre´novac´ı vla´kna, prˇicˇemzˇ v kazˇde´m vla´kneˇ se vypocˇ´ıta´ gradient.
Po z´ıska´n´ı vsˇech gradient˚u se gradienty sloucˇ´ı a provede se aktualizace vah s´ıteˇ. Nakonec
na´sleduje dalˇs´ı cyklus tre´nova´n´ı, prˇi ktere´m se zpracova´va´ dalˇs´ı blok dat.
Cykly tre´nova´n´ı tedy prob´ıhaj´ı v globa´lneˇ synchronizovany´ch fa´z´ıch, jak naznacˇuje
Obr. 4.6. Jednotlive´ fa´ze jsou: distribuce dat, tre´nova´n´ı a aktualizace vah.
Obra´zek 4.6: Cyklus paraleln´ıho tre´nova´n´ı
Vza´jemna´ synchronizace vsˇech vla´ken je schematicky zobrazena na Obr. 4.7. Cˇtec´ı
vla´kno pracuje relativneˇ neza´visle na tre´novac´ıch vla´knech. Veˇtsˇinu cˇasu beˇhu programu je
cˇtec´ı vla´kno neaktivn´ı. Aktivuje se pouze tehdy, kdyzˇ je trˇeba znovu naplnit InputData-
Proxy::Cache. Tre´novac´ı vla´kna jsou vza´jemneˇ synchronizova´na pomoc´ı dvou barie´r.
Obra´zek 4.7: Synchrnoizace vla´ken
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Barie´ra 1 je prˇed zacˇa´tkem fa´ze tre´nova´n´ı a zarucˇuje, zˇe byla skoncˇena aktualizace vah
prˇedesˇle´ho cyklu. Barie´ra 2 ukoncˇuje fa´zi tre´nova´n´ı a zarucˇuje na´m, zˇe gradienty vsˇech
vla´ken byly vypocˇteny.
Jak jizˇ napov´ıda´ jeho na´zev, cˇtec´ı vla´kno je zodpoveˇdne´ za nacˇ´ıta´n´ı parametr˚u a ge-
nerova´n´ı matic ocˇeka´vany´ch vy´stup˚u na za´kladeˇ anotace rˇecˇovy´ch segment˚u. Oboje pak
pouzˇ´ıva´ k naplneˇn´ı InputDataProxy::Cache, kterou po naplneˇn´ı randomizuje.
Fa´ze distribuce dat se u tre´novac´ıch vla´ken prova´d´ı sekvencˇneˇ. Bloky tre´novac´ıch dat
jsou kop´ırova´ny z InputDataProxy::Cache v prˇedem dane´m porˇad´ı jednotlivy´m vla´kn˚um.
Fa´ze tre´nova´n´ı jizˇ prob´ıha´ paralelneˇ, ve vla´knech se tre´nova´n´ı prova´d´ı stejneˇ jako v prˇ´ıpadeˇ
p˚uvodn´ıho blokove´ho tre´nova´n´ı z kapitoly 4.4.2. Beˇhem fa´ze aktualizace vah se nejprve
gradienty sloucˇ´ı, pote´ se urcˇ´ı nova´ sada vah. Slucˇova´n´ı gradient˚u se prova´d´ı distribuovaneˇ,
kdy kazˇde´ vla´kno je zodpoveˇdne´ za secˇten´ı sve´ podmnozˇiny rˇa´dk˚u z matic, ve ktery´ch jsou
ulozˇeny gradienty. Prˇi scˇ´ıta´n´ı je d˚ulezˇite´ zachovat porˇad´ı matic. Vy´sledny´ gradient se pak
dosad´ı do rovnice (3.19), cˇ´ımzˇ z´ıska´me novou sadu parametr˚u.
Pro synchronizaci tre´novac´ıch vla´ken pouzˇijeme master-slave paradigma, kdy vla´kno
master je odlehcˇene´ a je zodpoveˇdne´ pouze za synchronizaci, vy´pocˇetneˇ na´rocˇne´ operace se
prova´d´ı ve vla´knech slave. Vla´kno master bude zapouzdrˇene´ do trˇ´ıdy Master, resp. vla´kna
slave budou zapouzdrˇena do trˇ´ıdy Slave. Vza´jemna´ synchronizace bude provedena pomoc´ı
trˇ´ıdy Semaphore.
Parametrizace ”za letu“
V dalˇs´ı fa´zi jsme do na´stroje prˇidali mozˇnost prova´deˇt transformace vstupn´ıch dat, resp.
parametrizace ”za letu“. To se hod´ı zejme´na, chceme-li prova´deˇt takovou transformaci,
ktera´ za´sadneˇ zvysˇuje dimenzionalitu dat a to takovy´m zp˚usobem, zˇe by jizˇ nebylo mozˇne´
ulozˇit vsˇechna tre´novac´ı data na disk.
Pro tento u´cˇel jsme vyuzˇili knihovnu STK, ktera´ pouzˇ´ıva´ jednoduchy´ syntax a za´rovenˇ
umozˇnˇuje vytvorˇit serio-paraleln´ı kombinaci z jednodusˇsˇ´ıch transformac´ı, cˇ´ımzˇ je zarucˇena
vysoka´ flexibilita. Knihovna STK tvorˇ´ı vy´pocˇetn´ı ja´dro pro Brno Speech Toolkit2.
Transformace dat mu˚zˇe by´t jednoducha´ i vy´pocˇetneˇ na´rocˇna´, proto je vhodne´ mı´t
v prˇ´ıpadeˇ potrˇeby mozˇnost prova´deˇt transformaci paralelneˇ ve v´ıce vla´knech. Instance
transformace je tedy zabalena do trˇ´ıdy FeaCat, jednotlive´ instance se pak sdruzˇuj´ı do trˇ´ıdy
FeaCatPool. Trˇ´ıda FeaCatPool je rovneˇzˇ zodpoveˇdna´ za synchronizaci instanc´ı FeaCat a
spra´vu pameˇti transformovany´ch dat. Za u´cˇelem integrace byla do knihovny STK prˇida´na
jednoducha´ obalova´ trˇ´ıda FeaCatAdapter.
Obra´zek 4.8: Synchronizace vla´ken s STK transformac´ı
2 STK: http://speech.fit.vutbr.cz/en/software/hmm-toolkit-stk
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Celkovy´ pohled na rozdeˇlen´ı procesu tre´nova´n´ı po prˇida´n´ı parametrizace do jednot-
livy´ch vla´ken je na Obr. 4.8. Vla´kna parametrizace maj´ı svou autonomn´ı sd´ılenou vy-
rovna´vac´ı pameˇt’, kam ukla´daj´ı vy´sledky. Prˇekrocˇ´ı-li velikost vy´sledk˚u urcˇity´ pra´h, vla´kna
se usp´ı. Probuzen´ı vla´ken nastane tehdy, kdyzˇ velikost obsazene´ pameˇti klesne pod jiny´ -
minima´ln´ı pra´h. Cˇtec´ı vla´kno jizˇ prˇeb´ıra´ hotove´ vy´sledky parametrizace a kop´ıruje je do
InputDataProxy::Cache, tedy odpada´ jeho zodpoveˇdnost za nacˇ´ıta´n´ı parametr˚u z disku,
ktera´ byla prˇevedena na vla´kna parametrizace. Princip synchronizace tre´novac´ıch vla´ken
z˚ustal v porovna´n´ı s prˇedesˇlou verz´ı z Obr. 4.7 nezmeˇneˇn.
4.4.4 Na´vrh paralelizace uzl˚u pomoc´ı CUDA
Platforma CUDA
Ve cˇtvrte´, posledn´ı iteraci jsme paralelizaci tre´nova´n´ı delegovali na prostrˇedky GPGPU,
ktere´ jsou schopne´ prova´deˇt rychle´ obecne´ vy´pocˇty na GPU paralelneˇ v mnoha vla´knech.
Dı´ky SIMD architekturˇe modern´ıch graficky´ch karet je mozˇne´ dosa´hnout masivn´ı paraleli-
zace, jej´ızˇ rˇa´d je omezeny´ pocˇtem shader˚u v cˇipu karty, prˇicˇemzˇ typicky jich je obsazˇeno
100 a v´ıce. Pro realizaci vy´pocˇtu na GPU byla vybra´na platforma CUDA.
Compute Uniform Device Architecture – CUDA je knihovna firmy nVidia urcˇena´ pro
obecne´ vy´pocˇty s pouzˇit´ım GPU. Da´ se pouzˇ´ıt v prostrˇed´ı Linux i Windows a podporuje
pouze graficke´ karty firmy nVidia. Syntaxe pouzˇit´ı knihovny a je zalozˇena na syntaxi C
s neˇktery´mi rozsˇ´ıˇren´ımi. CUDA se s vy´hodou da´ pouzˇ´ıt pro akceleraci vy´pocˇt˚u na cenoveˇ
dostupne´m hardware. Graficky´ cˇip je rozdeˇlen do rˇady multiprocesor˚u, z nichzˇ kazˇdy´ obsa-
huje svou cache pro konstantn´ı data, instrukcˇn´ı jednotku rozdeˇluj´ıc´ı pra´ci mezi jednotlive´
procesory, a sd´ılenou pameˇt’ pro vsˇechny procesory v ra´mci multiprocesoru. Hostitelsky´
syste´m s kartou komunikuje prˇes syste´movou sbeˇrnici prostrˇednictv´ım cˇten´ı a za´pisu z/do
hlavn´ı pameˇti graficke´ karty. Tato architektura GPU ma´ velkou vy´hodu ve sˇka´lovatelnosti,
levneˇjˇs´ı cˇipy obsahuj´ıc´ı me´neˇ multiprocesor˚u mohou by´t z pohledu software popisova´ny
stejneˇ jako drazˇsˇ´ı s v´ıce multiprocesory.
Obra´zek 4.9: Vy´pocˇetn´ı model CUDA
Vy´pocˇetn´ı model CUDA z hlediska vy´voje software ilustruje Obr. 4.9. Rozliˇsujeme
neˇkolik u´rovn´ı hierarchie vy´pocˇtu:
vla´kno je nejmensˇ´ı jednotkou prova´deˇn´ı v knihovneˇ, na rozd´ıl od klasicky´ch vla´ken v OS
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ma´ te´meˇrˇ nulovou rezˇii vytvorˇen´ı a prˇepnut´ı, cenou je relativneˇ n´ızky´ vy´kon. Pro
vyuzˇit´ı vy´konu GPU je potrˇeba azˇ tis´ıc˚u aktivn´ıch vla´ken.
warp je skupina vla´ken, ktere´ jsou fyzicky vykona´vane´ paralelneˇ. Skupina warp˚u je vy-
kona´vana´ logicky paralelneˇ, tj. nen´ı definovane´ porˇad´ı prova´deˇn´ı.
blok vla´ken je skupina warp˚u vykona´vany´ch na jednom multiprocesoru, mu˚zˇe sd´ılet data
a knihovna podporuje jejich rychlou hardwarovou synchronizaci. Jeden blok mu˚zˇe mı´t
maxima´lneˇ 512 vla´ken.
grid je skupina blok˚u vla´ken na ktere´ beˇzˇ´ı logicky paralelneˇ jeden CUDA program (kernel).
Pocˇet blok˚u tvorˇ´ıc´ıch jeden grid nen´ı omezeny´. Grid nemu˚zˇe by´t implicitneˇ synchro-
nizova´n, avsˇak pouzˇit´ım v´ıce kernel˚u (ktere´ jsou vykona´va´ny vzˇdy sekvencˇneˇ) toho
lze doc´ılit.
kernel je CUDA program, ktery´ definuje vy´pocˇet ktery´ se ma´ prove´st ve vla´kneˇ. Vola´ se
pomoc´ı specia´ln´ıho opera´toru f<<<Gr,Bl>>>(), kde parametr Gr definuje pocˇet blok˚u
v gridu, parametr Bl definuje pocˇet vla´ken v bloku, f definuje kernelovou funkci, ktera´
se ma´ vykonat, prˇicˇemzˇ v kulaty´ch za´vorka´ch mu˚zˇe by´t libovolny´ pocˇet parametr˚u.
Velmi dobrˇe provedeny´ strucˇny´ popis vy´pocˇetn´ıho modelu architektury CUDA lze nale´zt
v [15], kapitola 3.4.1. Pro z´ıska´n´ı prakticky´ch zkusˇenost´ı je pak vhodna´ prezentace, kte-
rou vytvorˇil Johan Seland3. Na za´kladeˇ studia podklad˚u o platformeˇ CUDA byla zjiˇsteˇna
na´sleduj´ıc´ı pozitiva / negativa te´to platformy:
Vy´pocˇet na graficke´ karteˇ je vhodne´ pouzˇ´ıt v prˇ´ıpadeˇ, kdy potrˇebujeme
prove´st stejnou relativneˇ jednoduchou operaci opakovaneˇ nad velky´m
mnozˇstv´ım dat
Dobra´ je sˇka´lovatelnost vy´konu i podpora do budoucna, program se
nemus´ı optimalizovat zvla´sˇt’ pro kazˇdou kartu
Pocˇ´ıta´n´ı na graficke´ karteˇ je me´neˇ efektivn´ı pro vy´pocˇty, ktere´ obsahuj´ı
velke´ mnozˇstv´ı podmı´neˇny´ch skok˚u, prˇ´ıpadneˇ pro vy´pocˇty, kde jednot-
liva´ vla´kna trvaj´ı r˚uzneˇ dlouho
Dalˇs´ı proble´m, ktery´ je trˇeba vz´ıt na veˇdomı´, je rezˇie spojena´
s prˇena´sˇen´ım dat mezi hostitelsky´m syste´mem a pameˇt´ı na graficke´ karteˇ.
Prˇet´ızˇena´ syste´mova´ sbeˇrnice se snadno mu˚zˇe sta´t limituj´ıc´ım faktorem
rychlosti. Je tedy vhodne´ veˇtsˇinu vy´pocˇt˚u prova´deˇt prˇ´ımo na graficke´
karteˇ a prˇenosy dat omezit na minimum
Tre´nova´n´ı neuronovy´ch s´ıt´ı skutecˇneˇ patrˇ´ı mezi horke´ kandida´ty pro implementaci v CUDA.
Du˚vod plyne uzˇ ze samotne´ podstaty neuronove´ s´ıteˇ, coby mnozˇiny vza´jemneˇ komuni-
kuj´ıc´ıch jednoduchy´ch procesn´ıch prvk˚u – neuron˚u, ktere´ prova´d´ı naprosto stejnou operaci
s r˚uzny´mi va´hami a vstupn´ımi daty.
3 J. Seland, CUDA programming: http://heim.ifi.uio.no/ knutm/geilo2008/seland.pdf
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Na´vrh rˇesˇen´ı komunikace
Z pohledu na´vrhu CUDA implementace je d˚ulezˇite´ rozhodnout, ktere´ cˇa´sti tre´novac´ıho
algoritmu budou prˇeneseny na GPU a napla´novat prˇesuny dat mezi hostitelem a GPU.
Obra´zek 4.10: Tre´nova´n´ı pomoc´ı CUDA
Zvolene´ rˇesˇen´ı je naznacˇeno na Obr. 4.10. Na graficke´ karteˇ se budou pocˇ´ıtat vsˇechny
operace prob´ıhaj´ıc´ı nad neuronovou s´ıt´ı, konkre´tneˇji propagace, zpeˇtna´ propagace a aktuali-
zace vah. Na procesorech hostitele se pak bude prova´deˇt parametrizacˇn´ı funkce F1, ukla´da´n´ı
dat do cache, randomizace RND a vyhodnocova´n´ı chybove´ funkce E. Z vy´sˇe uvedene´ho
plyne, zˇe parametry s´ıteˇ budou take´ ulozˇeny na graficke´ karteˇ. Komunikace mezi hostitelem
a GPU bude prob´ıhat pouze na trˇech mı´stech algoritmu:
1. Prˇesun dat Prˇed propagac´ı bude nejprve nutne´ prˇesunout tre´novac´ı data z hostitele
na GPU.
2. Prˇesun dat Po proveden´ı propagace na GPU bude vy´stup prˇesunut z GPU do hostitele,
kde bude pouzˇit pro vyhodnocen´ı chybove´ funkce.
3. Prˇesun dat Z´ıskane´ chybove´ vektory prˇesuneme z hostitele do GPU a pouzˇijeme je pro
zpeˇtnou propagaci a aktualizaci vah.
Komunikaci navrhovanou v Obr. 4.10 by teoreticky sˇlo da´le omezit, kdyby se chybova´
funkce E vyhodnocovala prˇ´ımo na GPU. Pak by stacˇilo prˇena´sˇet na GPU vektory d, prˇicˇemzˇ
by odpadla nutnost prˇesouvat vektory y a e. Nicme´neˇ t´ımto bychom si znesnadnili cestu
k pouzˇ´ıva´n´ı neˇktery´ch specia´ln´ıch chybovy´ch funkc´ı. Pu˚vodneˇ zvolene´ rˇesˇen´ı komunikace je
tedy do budoucna v´ıce flexibiln´ı.
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Z pohledu na´vrhu POSIX vla´ken jsme oproti prˇedchoz´ımu rˇesˇen´ı z Obr. 4.7 sloucˇili
vsˇechna tre´novac´ı vla´kna do jedine´ho vla´kna, ktere´ vola´ funkce CUDA rozhran´ı. Na Obr. 4.11
je zna´zorneˇny´ aktua´ln´ı na´vrh.
Obra´zek 4.11: Rozdeˇlen´ı CUDA tre´nova´n´ı do vla´ken POSIX
Akcelerace parametrizace ”za letu“
Beˇhem testova´n´ı CUDA implementace bylo zjiˇsteˇno, zˇe v´ıcevla´knova´ parametrizace prˇed-
stavuje u´zke´ hrdlo pro rychlost tre´nova´n´ı. Rychlost parametrizace byla nedostatecˇna´, a to
i prˇestozˇe jsme parametrizaci spustili na dvou ja´drech procesoru. Proto jsme se rozhodli
na´rocˇneˇjˇs´ı cˇa´st parametrizace prˇesunout na GPU.
Obra´zek 4.12: Tre´nova´n´ı pomoc´ı CUDA + CUDA parametrizace
Vy´sledne´ rˇesˇen´ı je zna´zorneˇno na Obr. 4.12. Celou situaci na´m komplikuje fakt, zˇe data
je po transformaci trˇeba v hostiteli ulozˇit do InputDataProxy::Cache a prove´st randomi-
zaci, cˇ´ımzˇ nutneˇ v syste´mu prˇibudou dva prˇesuny dat. Akceleraci parametrizace jsme tedy
vyrˇesˇili tak, zˇe jsme pouzˇili jakousi ”sekunda´rn´ı neuronovou s´ıt
’“ F2, tedy sp´ıˇse transformaci
s rozhran´ım neuronove´ s´ıteˇ. Prˇes transformaci F2 se propaguj´ı vstupn´ı data, ktera´ mohla
prˇedt´ım v CPU proj´ıt STK transformac´ı F1.
Beˇhem implementace CUDA parametrizace jsme museli prˇehodnotit na´vrh vla´ken PO-
SIX. Parametrizaci CUDA bylo nutne´ prˇesunout ze sekunda´rn´ıho vla´kna do vla´kna hlavn´ıho.
Spolu s parametrizac´ı jsme prˇesunuli i plneˇn´ı InputDataProxy::Cache a jej´ı randomizaci.
Za´rovenˇ jsme zrusˇili druhou instanci InputDataProxy::Cache, protozˇe nebylo da´le mozˇne´
prova´deˇt plneˇn´ı na pozad´ı.
K tomuto kroku na´s donutil fakt, zˇe kazˇde´ vla´kno aplikace z´ıska´va´ sv˚uj vlastn´ı CUDA
kontext, z cˇehozˇ plyne, zˇe nen´ı mozˇne´ sd´ılet stejny´ segment pameˇti graficke´ karty mezi v´ıce
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vla´kny. Nav´ıc se sta´valo, zˇe r˚uzna´ vla´kna dosta´vala prˇi alokac´ıch ukazatele se stejnou adre-
sou. Prˇitom tyto ukazatele zprˇ´ıstupnˇovaly v r˚uzny´ch vla´knech r˚uzne´ fyzicke´ bloky pameˇti.
Proto je vhodneˇjˇs´ı pouzˇ´ıvat pro vsˇechna vola´n´ı CUDA rozhran´ı jedine´ vla´kno.
Obra´zek 4.13: Rozdeˇlen´ı CUDA parametrizace + tre´nova´n´ı do vla´ken POSIX
Jak naznacˇuje Obr. 4.13, nakonec jsme dospeˇli k velmi jednoduche´mu rozdeˇlen´ı aplikace
do dvou vla´ken. V tre´novac´ım vla´kneˇ se na GPU prova´d´ı na´rocˇneˇjˇs´ı cˇa´st parametrizace,
plneˇn´ı datove´ho za´sobn´ıku, randomizace i samotne´ tre´nova´n´ı. Ve vla´kneˇ pro parametrizaci
se prova´d´ı nacˇ´ıta´n´ı parametr˚u z disku a jejich cˇa´stecˇne´ prˇedzpracova´n´ı STK transformac´ı,




V te´to kapitole nejprve pop´ıˇseme celkovou organizaci projektu do knihoven. Da´le nacˇrtneme
nejd˚ulezˇiteˇjˇs´ı rysy vy´sledne´ implementace jednotlivy´ch etap vy´voje projektu, zejme´na pak
rˇesˇen´ı synchronizace pro paralelizaci dat s vyuzˇit´ım vla´ken POSIX, a rˇesˇen´ı integrace CUDA
kernel˚u pro paralelizaci uzl˚u s vyuzˇit´ım knihovny CUDA. Nakonec se budeme veˇnovat mozˇ-
nostem budouc´ıho rozsˇ´ırˇen´ı projektu.
Pro implementaci na´stroje TNet byl vybra´n jazyk C++, pro prˇeklad byl pouzˇit prˇekladacˇ
g++ volany´ pomoc´ı programu GNU make, prˇicˇemzˇ je podporovana´ cross-kompilace pro 32
i 64bitove´ syste´my. Zdrojove´ ko´dy jsou organizova´ny do neˇkolika samostatny´ch knihoven,
kdy kazˇda´ knihovna ma´ svoji slozˇku
./ hlavn´ı slozˇka, obsahuje p˚uvodn´ı implementaci na´stroje
./CUDALib/ knihovna pro pocˇ´ıta´n´ı na GPU, vsˇechna vola´n´ı CUDA API se koncentruj´ı
zde. V ostatn´ıch cˇa´stech projektu se tak sn´ızˇ´ı prova´zanost s knihovnou CUDA.
./GotoBLASLib/ knihovna BLAS pro akceleraci linea´rn´ı algebry na CPU (prˇevzata´)
./STKLib/ knihovna STK pro transformace (prˇevzata´)
./TNetLib/ ko´dova´ za´kladna z projektu Kaldi (prˇevzata´)
V pr˚ubeˇhu vy´voje na´stroje TNet bylo vytvorˇeno 51 novy´ch soubor˚u, ktere´ dohromady
obsahuj´ı te´meˇrˇ 10 000 rˇa´dk˚u. Protozˇe se jedna´ a pomeˇrneˇ rozsa´hly´ projekt, byl prˇi vy´voji
pouzˇit na´stroj pro podporu verzova´n´ı SVN. V SVN jsou ulozˇene´ dveˇ odliˇsne´ veˇtve ko´du,
z nichzˇ ta hlavn´ı obsahuje paraleln´ı implementaci bez mozˇnosti CUDA akcelerace, druha´
jizˇ tuto mozˇnost obsahuje. Toto rˇesˇen´ı bylo zvoleno z toho d˚uvodu, zˇe CUDA akcelerovana´
verze je za´visla´ na cele´ rˇadeˇ knihoven, ktere´ nemus´ı by´t na vsˇech platforma´ch k dostupne´.
Na zacˇa´tku vy´voje na´stroje TNet byla prˇevzata cˇa´st ko´du z projektu Kaldi – implemen-
tace rychle´ho dekode´ru pro rozpozna´va´n´ı rˇecˇi. Konkre´tneˇ jsem vyuzˇil trˇ´ıdy pro reprezentaci
matic a vektor˚u, da´le jsem pouzˇil trˇ´ıdy pro nacˇ´ıta´n´ı parametr˚u, streamy pro cˇten´ı textovy´ch
dat z Master Label Files, trˇ´ıdy pro logova´n´ı a neˇktere´ globa´ln´ı definice. Tento za´klad byl
umı´steˇn do zvla´sˇtn´ı slozˇky TNetLib a v projektu se pouzˇ´ıva´ jako knihovna.
Domn´ıva´m se, zˇe by nemeˇlo smysl zde rozepisovat dopodrobna obsah vsˇech soubor˚u se




Beˇhem implementace bylo trˇeba vytvorˇit za´kladn´ı funkcˇn´ı kostru programu pro tre´nova´n´ı
s´ıteˇ metodou bod po bodu. Bylo trˇeba implementovat vsˇechny trˇ´ıdy tvorˇ´ıc´ı neuronovou s´ıt’,
vcˇetneˇ metod pro jejich nacˇ´ıta´n´ı/ukla´da´n´ı na disk. Da´le bylo nutne´ implementovat trˇ´ıdy
chybovy´ch funkc´ı a zprovoznit nacˇ´ıta´n´ı rˇecˇovy´ch parametr˚u i jejich anotace z disku.
Beˇhem implementace prototypu jsme se rozhodli, zˇe budeme pouzˇ´ıvat floating point arit-
metiku s prˇesnost´ı single. Dosa´hneme tak teoreticky dvojna´sobne´ rychlosti, neˇzˇ kdybychom
pouzˇili prˇesnost double.
Da´le jsme znovu-pouzˇili trˇ´ıdy Matrix a Vector z projektu Kaldi, ktere´ automaticky
prova´d´ı zarovna´n´ı pameˇti na 16byt˚u. Zarovna´n´ı pameˇti je d˚ulezˇite´, chceme-li prˇi vy´pocˇtech
vyuzˇ´ıvat rychle´ SSE instrukce. U matice Matrix dokonce plat´ı, zˇe pocˇa´tecˇn´ı adresa kazˇde´ho
rˇa´dku zarovnana´ na 16byt˚u.
Pro akceleraci vy´pocˇt˚u linea´rn´ı algebry byla pouzˇita knihovna GotoBLAS, ktera´ imple-
mentuje standardn´ı rozhran´ı BLAS pro operace linea´rn´ı algebry. Konkre´tneˇ byla pouzˇita
funkce cblas sgemv pro na´soben´ı matice s vektorem ve vzorci (3.50) a (3.51), da´le byla
pouzˇita funkce cblas sger pro vy´pocˇet operace ”outer product“ ve vzorci (3.52) a funkce
cblas saxpy pro aktualizaci vah v (3.53).
Beˇhem kompilace byl pouzˇit argument prˇekladacˇe g++ -ffast math. Pro usnadneˇn´ı
procesu ladeˇn´ı byly pouzˇity techniky defenzivn´ıho programova´n´ı. Velmi zhusta bylo pouzˇito
makro assert, ktery´m byly testova´ny pre-conditions i post-conditions funkc´ı.
5.2 Implementace zpracova´n´ı po bloc´ıch
V ra´mci implementace zpracova´n´ı dat po bloc´ıch bylo nutne´ vymeˇnit trˇ´ıdu, ktera´ zprostrˇed-
kova´vala prˇenos dat mezi komponentami s´ıteˇ. V rozhran´ı vsˇech komponent tedy bylo nutne´
vymeˇnit trˇ´ıdu Vector za trˇ´ıdu Bunch. Trˇ´ıda Bunch ma´ d˚ulezˇity´ parametr mBunchsize, ktery´
urcˇuje pocˇet vektor˚u v bloku. Velikost bloku se nastavuje pomoc´ı metody SetSize(...)
Za´rovenˇ se zmeˇnily pouzˇ´ıvane´ BLAS funkce. Funkci pro na´soben´ı matice s vektorem
cblas sgemv, pouzˇ´ıvanou v rovnic´ıch (3.50) (3.51), nahradila funkce na´sob´ıc´ı matici s ma-
tic´ı cblas sgemm, protozˇe p˚uvodn´ı vektor dat prˇesˇel v matici. Rovneˇzˇ funkce cblas sger
z rovnice (3.52) byla nahrazena funkc´ı cblas sgemm, protozˇe p˚uvodn´ı dva vstupn´ı vektory
prˇesˇly na dveˇ matice.
Implementac´ı zpracova´n´ı po bloc´ıch se sice zvy´sˇilo mnozˇstv´ı pameˇti nutne´ pro beˇh
tre´nova´n´ı, nicme´neˇ za´rovenˇ se zvy´sˇila i jeho rychlost. Urychlen´ı je zp˚usobene´ zpracova´n´ı dat
po veˇtsˇ´ıch cˇa´stech a lepsˇ´ı optimalizac´ı BLAS operace cblas sgemm pro vyuzˇit´ı pameˇti cache
procesoru. Lepsˇ´ı vyuzˇit´ı cache je dosazˇeno dekompozic´ı maticove´ho na´soben´ı na na´soben´ı
podmatic a opakovane´ho pouzˇit´ı stejny´ch blok˚u dat. Takto dosazˇene´ urychlen´ı za´lezˇ´ı na
velikosti bloku a pohybuje se v intervalu 2-4x.
Soucˇa´st´ı implementace zpracova´n´ı po bloc´ıch bylo vytvorˇen´ı vyrovna´vac´ı pameˇti pro
tre´novac´ı data InputDataProxy::Cache. Tato cache ma´ svoji velikost mCachesize, ktera´
mus´ı by´t beze zbytku deˇliteln´ı velikost´ı bloku mBunchSize.
5.3 Implementace paralelizace dat pomoc´ı POSIX vla´ken
Beˇhem tre´nova´n´ı s paralelizac´ı dat se pouzˇ´ıva´ v´ıce instanc´ı neuronove´ s´ıteˇ. Nejprve jsme
tedy museli vyrˇesˇit proble´m, jak z´ıskat v´ıce instanc´ı s´ıteˇ. K tomuto u´cˇelu byla imple-
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mentova´na metoda Network::Clone(). Tato metoda vytvorˇ´ı novou instanci s´ıteˇ se samo-
statny´mi bloky dat pro mezivy´sledky, zat´ımco parametry s´ıteˇ jsou sd´ılene´ pro vsˇechny in-
stance s´ıteˇ. Nejen zˇe se t´ım usˇetrˇ´ı pameˇt’, za´rovenˇ odpadne nutnost rozkop´ırova´n´ı parametr˚u
po aktualizace. Nav´ıc se take´ zlepsˇ´ı optimalizace cache, d´ıky mozˇnosti znovupouzˇitelnosti
blok˚u dat mezi jednotlivy´mi vla´kny, ktera´ je vy´hodna´ zejme´na u v´ıceja´drovy´ch procesor˚u
se sd´ılenou pameˇt´ı cache.
Samotne´ paraleln´ı tre´nova´n´ı se pak spust´ı vytvorˇen´ım instance trˇ´ıdy Master a na´sledny´m
zavola´n´ım jej´ı metody RunMaster(), ktera´ vytvorˇ´ı neˇkolik instanc´ı trˇ´ıdy Slave ve ktery´ch
spust´ı samostatna´ vla´kna metodou RunSlave().
Vza´jemna´ synchronizace vla´ken master a slave prob´ıha´ pomoc´ı trˇ´ıdy Semaphore, ktera´
kop´ıruje chova´n´ı standardn´ıho linuxove´ho semaforu a je implementova´na pomoc´ı knihovny
pthreads z mutexu pthread mutex t, podmı´neˇne´ promeˇnne´ pthread cond t a celocˇ´ıselne´ho
pocˇ´ıtadla mSemValue. Vla´kna tre´nova´n´ı jsou vytvorˇena s implicitn´ımi atributy a jsou per-
zistentn´ı po celou epochu tre´nova´n´ı.
Du˚lezˇity´m pozˇadavkem pro paraleln´ı tre´nova´n´ı je jeho determinismus. V principu, po-
kud prova´d´ıme stejny´ experiment dvakra´t za stejny´ch podmı´nek, tak bychom vzˇdy meˇli
doc´ılit stejne´ho vy´sledku. Princip determinismu se zda´ by´t bana´ln´ı, ale ve skutecˇnosti tomu
tak nen´ı. Naprˇ´ıklad v d˚usledku zaokrouhlovac´ıch chyb, ktere´ vznikaj´ı prˇi r˚uzne´m porˇad´ı
scˇ´ıta´n´ı rozd´ılovy´ch matic, se snadno stane, zˇe se s´ıt’ pokazˇde´ natre´nuje jinak. Pro zarucˇen´ı
determinismu mus´ıme vedle stejne´ho porˇad´ı zpracova´n´ı tre´novac´ıch dat zarucˇit i stejne´
porˇad´ı scˇ´ıta´n´ı rozd´ılovy´ch matic.
Distribuce dat jednotlivy´m vla´kn˚um je tedy prova´deˇna v prˇedem dane´m porˇad´ı, to je
zajiˇsteˇno tak, zˇe kazˇde´ vla´kno ma´ sv˚uj semafor mGetDataPerm, ktery´m master individua´lneˇ
povoluje cˇten´ı dat. Z bezpecˇnostn´ıch d˚uvod˚u je za´rovenˇ metoda InputDataProxy::Next-
Data(...) chra´neˇna proti v´ıcena´sobne´ho vola´n´ı mutexem. Ukoncˇen´ı cˇten´ı je instanci master
ozna´meno prˇes semafor mGetDataDone.
Fa´ze tre´nova´n´ı, pote´ co je je odstartova´na semaforem mWorkPerm, prob´ıha´ neza´visle
paralelneˇ. Vedle vlastn´ı instance s´ıteˇ ma´ kazˇde´ vla´kno take´ vlastn´ı instanci chybove´ funkce
ObjectiveFunction. Zpra´vu o ukoncˇen´ı fa´ze tre´nova´n´ı prˇeda´ slave masterovi pomoc´ı se-
maforu mWorkDone. Na´sledneˇ vla´kno slave cˇeka´ na semafor mSumPerm, ktery´ mu ozna´mı´,
zˇe vsˇechna vla´kna skoncˇila fa´zi tre´nova´n´ı a mu˚zˇe tedy zacˇ´ıt fa´ze sloucˇen´ı gradient˚u. Po
skoncˇen´ı fa´ze slucˇova´n´ı gradient˚u se inkrementuje semafor mSumDone.
Obra´zek 5.1: Schema synchronizace pomoc´ı semafor˚u
Celkove´ schema synchronizace je na Obr. 5.1, jesˇteˇ dopln´ıme, zˇe vsˇechny semafory jsou
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ulozˇeny ve trˇ´ıdeˇ Slave a zˇe mezi fa´zemi aktualizace vah a distribuce dat je jaka´si ”polo-
barie´ra“, ktera´ povoluje vla´kn˚um z´ıska´vat data v prˇedem dane´m porˇad´ı podle id vla´kna
1, 2, ..., N . Nejedna´ se o cˇistou barie´ru, protozˇe prvn´ı vla´kna jizˇ mohou z´ıska´vat data,
zat´ımco posledn´ı vla´kna jesˇteˇ aktualizuj´ı va´hy. O funkci barie´r 1 a 2 jsme se jizˇ zmı´nili
v sekci na´vrh 4.4.3.
Beˇhem paraleln´ıho tre´nova´n´ı se slucˇova´n´ı gradient˚u prova´d´ı distribuovaneˇ pomoc´ı me-
tody Network::SumCorrection(net,slave id,slaves), kde kazˇdy´ slave je zodpoveˇdny´
za sloucˇen´ı urcˇite´ho pocˇtu rˇa´dk˚u matic. Na konci tre´nova´n´ı, kdy neˇktera´ vla´kna skoncˇ´ı,
se pouzˇije slucˇova´n´ı po cely´ch matic´ıch pomoc´ı metody Network::SumCorrection(net),
ktere´ jizˇ nen´ı distribuovane´. Pro distribuovane´ i nedistribuovane´ slucˇova´n´ı gradient˚u se
pouzˇ´ıva´ akumula´tor se zvy´sˇenou prˇesnost´ı double, do ktere´ho se postupneˇ scˇ´ıtaj´ı gradienty
z vla´ken slave 1, 2, ...N .
Po skoncˇen´ı epochy se z vla´ken secˇtou akumulovane´ chyby a statistiky ra´mc˚u. K tomu
se pouzˇije metoda ObjectiveFunction::SumCounts(obj). Na za´kladeˇ souhrnny´ch dat
mu˚zˇeme prove´st celkove´ vyhodnocen´ı a zobrazit vy´stup.
5.4 Implementace paralelizace uzl˚u pomoc´ı CUDA
Implementace s paralelizace uzl˚u s vyuzˇit´ım CUDA je svy´m zp˚usobem jednodusˇsˇ´ı nezˇ im-
plementace paralelizace dat s vyuzˇit´ım vla´ken POSIX z kap. 5.3. Velkou cˇa´st proble´mu˚ se
synchronizac´ı za na´s totizˇ vyrˇesˇ´ı jizˇ samotna´ knihovna CUDA. Nav´ıc pro implementaci pa-
ralelizace uzl˚u stacˇ´ı jedina´ instance neuronove´ s´ıteˇ, takzˇe odpada´ rezˇie vznikla´ slucˇova´n´ım
gradient˚u.
Velke´ u´sil´ı bylo veˇnova´no tomu, jak co nejˇsetrneˇji do aplikace zaintegrovat vola´n´ı knihov-
ny CUDA, anizˇ by se t´ım prˇidalo prˇ´ıliˇs mnoho vazeb naprˇ´ıcˇ zdrojovy´mi ko´dy. Nakonec
jsem se rozhodl vytvorˇit pro vsˇechna vola´n´ı CUDA samostatnou knihovnu, ktera´ je ve
slozˇce ./CUDALib . Ve zbytku ko´du se pak pouzˇ´ıvaj´ı funkce z te´to knihovny, ktere´ tvorˇ´ı
abstrakcˇn´ı vrstvu nad knihovnou CUDA. Abstrakcˇn´ı vrstvu dohromady tvorˇ´ı tyto soubory:
CUDA TNet.h C++ hlavicˇkovy´ soubor knihovny: sˇablonova´ trˇ´ıda CUMatrix pro matice
dat (spra´va pameˇti, prˇenosy dat), trˇ´ıda CUMath se staticky´mi metodami pro pocˇ´ıta´n´ı
s CUDA maticemi CUMatrix, abstrakce zarˇ´ızen´ı CUDevice (inicializace knihovny, re-
gistr pouzˇite´ graficke´ pameˇti)
CUDA TNet.cc C++ implementace knihovny
CUDA TNet.tcc C++ implementace sˇablony CUMatrix
CUDA functions.cu NVCC implementace kernel˚u a jejich obalovy´ch funkc´ı
CUDA functions.h C hlavicˇky obalovy´ch funkc´ı kernel˚u
CUDA functions.o C knihovna s bina´rn´ım ko´dem kernel˚u
Makefile soubor GNU Make, rˇ´ızen´ı oddeˇlene´ho prˇekladu
libCUDA.a vy´sledna´ knihovna, tvorˇ´ı abstrakcˇn´ı vrstvu nad vsˇemi vola´n´ımi CUDA
Pro samotne´ vy´pocˇty jsme pouzˇili jednak knihovnu CUBLAS, ktera´ svou Level-3 BLAS
funkc´ı cublasSgemm efektivneˇ implementuje na´soben´ı dvou matic. Pro dalˇs´ı operace, ktere´
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nejsou soucˇa´st´ı rozhran´ı BLAS, byly implementova´ny CUDA kernely preload bias, soft-
max, sigmoid, diff sigmoid a update bias.
Definice kernel˚u CUDA se prova´d´ı v jazyce vycha´zej´ıc´ım z jazyka C, ktery´ je doplneˇny´
o neˇktera´ rozsˇ´ıˇren´ı. Vy´pocˇetn´ı kernely byly do C++ knihovny libCUDA.a integrova´ny jako
samostatna´ C knihovna. Tato C knihovna byla slozˇena´ cˇisteˇ z definic kernel˚u a jejich oba-
lovy´ch funkc´ı, prˇ´ıklad definice kernelu a obalove´ funkce je v prˇ´ıloze A. Pomoc´ı prˇekladacˇe
nvcc byla prˇelozˇena C knihovna CUDA functions.o, ktera´ byla pote´ pomoc´ı utility ar
prˇida´na do C++ knihovny libCUDA.a. Tato slozˇena´ C++ knihovna se pak standardn´ım
zp˚usobem linkuje do cele´ho projektu. Na Obr. 5.2 je zobrazeny´ uvedeny´ zp˚usob integrace.
Obra´zek 5.2: Integrace CUDA kernel˚u do C++ projektu TNet
Da´le bylo potrˇeba zajistit, aby se v projektu volaly funkce z knihovny libCUDA.a, je-li
v syste´mu k dispozici vhodna´ graficka´ karta. Toho je doc´ıleno tak, zˇe beˇhem inicializace
staticke´ promeˇnne´ CUDevice se automaticky inicializuje rozhran´ı CUDA a CUBLAS. Pokud
inicializace selzˇe, nastav´ı se flag CUDevice::mExists na false. Na hodnotu tohoto flagu se
pak v programu da´ dota´zat.
Jako dalˇs´ı krok bylo nutne´ upravit nosicˇ dat Bunch tak, aby umozˇnˇoval ulozˇen´ı dat jak
v pameˇti RAM, tak i v pameˇti graficke´ karty, a prˇitom umozˇnˇoval vza´jemne´ prˇesuny. Potom
bylo potrˇeba prˇidat do rozhran´ı Component dveˇ abstraktn´ı metody CUTransfFunction a
CUTransfJacobian, ktere´ implementuj´ı doprˇedny´ pr˚uchod a zpeˇtny´ pr˚uchod dat kompo-
nentou a jsou CUDA alternativou k funkc´ım TransfFunction a TrasfJacobian. Nakonec
bylo potrˇeba prˇidat do rozhran´ı UpdatableComponent abstraktn´ı metodu CUAccuUpdate.
ktera´ je CUDA variantou funkce AccuUpdate. Vy´beˇr varianty se deˇje na za´kladeˇ parametru
mUseCuda z objektu Bunch se vstupn´ımi daty.
Jak jizˇ bylo naznacˇeno v kapitole 4.4.4, prˇi spusˇteˇn´ı kernelu je vzˇdy trˇeba nadefinovat
pocˇet vla´ken bloku a pocˇet blok˚u v gridu. Vhodny´ a za´rovenˇ pouzˇity´ pocˇet vla´ken v bloku je
16x16, resp. 16, jedna´-li se o 1D spusˇteˇn´ı. Pocˇet blok˚u v gridu za´lezˇ´ı na rozmeˇrech neuronove´
s´ıteˇ a velikosti bloku zpracova´vany´ch dat. V prˇ´ıpadeˇ, zˇe rozmeˇr nen´ı deˇlitelny´ 16, se kernel
spust´ı jako kdyby rozmeˇr byl nejblizˇsˇ´ı veˇtsˇ´ı beze zbytku deˇlitelny´, prˇicˇemzˇ spra´vny´ rozmeˇr
se prˇeda´ kernelove´ funkci jako parametr. V kernelove´ funkci se pak pomoc´ı prˇ´ıkazu if
prˇesveˇdcˇ´ıme, zasahuje-li sourˇadnice vla´kna do spra´vne´ oblasti; v prˇ´ıloze A je toto rˇesˇen´ı
demonstrova´no.
Velkou vy´hodou akcelerace pomoc´ı CUDA je mozˇnost zara´z vyuzˇ´ıvat vy´kon CPU i
GPU, toto je snadno proveditelne´ bud’ pomoc´ı v´ıce vla´ken, nebo i pomoc´ı vla´kna jedine´ho,
protozˇe vola´n´ı vy´pocˇt˚u z knihovny CUBLAS i kernel˚u se rˇad´ı do fronty a jsou prova´deˇny
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asynchronneˇ. Synchronizace se prova´d´ı bud’ manua´lneˇ funkc´ı cudaThreadSynchronize(),
nebo automaticky prˇi vola´n´ı vstupneˇ vy´stupn´ıch operace cudaMemcopy(). V kapitole 4.4.4
bylo diskutova´no, zˇe vsˇechna vola´n´ı funkc´ı pouzˇ´ıvaj´ıc´ı CUDA je nutne´ prova´deˇt z jedine´ho
POSIX vla´kna. Byl zde uveden d˚uvod, zˇe kazˇde´ vla´kno z´ıska´va´ jiny´ CUDA kontext, cozˇ
znemozˇnˇuje sd´ılen´ı dat mezi vla´kny. Dalˇs´ım dobry´m d˚uvodem mu˚zˇe by´t fakt, zˇe ma´me-li
k dispozici jen jednu grafickou kartu, jej´ı vy´kon se logicky deˇl´ı. Vola´n´ı kernel˚u nav´ıc nen´ı
preemptivn´ı, takzˇe hroz´ı situace vyhladoveˇn´ı vla´kna. Na druhou stranu, za prˇedpokladu, zˇe
lze na kartu prˇena´sˇet data zat´ımco je prova´deˇn kernel, teoreticky bychom mohli pouzˇit´ım
v´ıce vla´ken dospeˇt ke zrychlen´ı. Pouzˇit´ı v´ıce vla´ken je take´ na mı´steˇ, chceme-li vyuzˇ´ıt v´ıce
karet nara´z. Tento zp˚usob implementace je vsˇak slozˇiteˇjˇs´ı, nicme´neˇ mu˚zˇe by´t vyzkousˇen
v budoucnosti.
5.5 Integrace do tre´novac´ıch skriptu
Pote´, co jsme u´speˇsˇneˇ naimplementovali na´stroj TNet, bylo nutne´ jej vyzkousˇet a netre´novat
s n´ım neuronovou s´ıt’ nad neˇjakou vhodnou mnozˇinou tre´novac´ıch dat. Za t´ımto u´cˇelem
bylo velmi vy´hodne´ pouzˇ´ıt sta´vaj´ıc´ı tre´novac´ı skripty pro tre´nova´n´ı s na´strojem SNet, ktere´
jsou implementova´ny ve skriptovac´ım jazyce Perl. Tre´novac´ı skripty se samozrˇejmeˇ musely
cˇa´stecˇneˇ upravit. Vznikl tak skript TNN2 train all, ktery´ spousˇt´ı se´rii tre´novac´ıch epoch a
cross-validac´ı, dokud s´ıt’ nedospeˇje do loka´ln´ıho minima. Tento skript za´rovenˇ prova´d´ı prˇed
samotny´m tre´nova´n´ı segmentaci nahra´vek s ukla´da´n´ım na loka´ln´ı disk.
5.6 Rozsˇiˇritelnost do budoucna
Od pocˇa´tku vy´voje na´stroje TNet jsem se snazˇil o dobrou rozsˇiˇritelnost na´stroje do bu-
doucna. Na´stroj TNet mu˚zˇe by´t rozv´ıjen v neˇkolika mozˇny´ch smeˇrech:
• Asi prvn´ı a nejd˚ulezˇiteˇjˇs´ı volbou je rozsˇ´ızˇen´ı definice neuronove´ s´ıteˇ o novy´ druh
vrstvy, ktera´ realizuje neˇjakou zˇa´danou funkci. V tomto prˇ´ıpadeˇ stacˇ´ı zdeˇdit rozhran´ı
Component nebo UpdatableComponent a naimplementovat metody TransfFunction,
TransfJacobian pro doprˇedny´ resp. zpeˇtny´ pr˚uchod vrstvou. Prˇitom mus´ıme nebo
mu˚zˇeme naimplementovat dalˇs´ı abstraktn´ı nebo virtua´ln´ı metody. Potom je potrˇeba
vyrˇesˇit spra´vne´ nacˇ´ıta´n´ı/ukla´da´n´ı vrstvy v metoda´ch Network::ComponentFactory
a Network::ComponentDumper.
• Dalˇs´ı mozˇnost´ı je nadefinova´n´ı nove´ chybove´ funkce, stacˇ´ı zdeˇdit rozhran´ı Objective-
Function
• Dalˇs´ı mozˇnou cestou rozsˇ´ıˇren´ı je vytvorˇen´ı jine´ proxy trˇ´ıdy pro tre´novac´ı data, z po-
hledu tre´novac´ıho algoritmu stacˇ´ı, aby proxy trˇ´ıda implementovala kompatibiln´ı me-
todu NextData(...).
• Jako posledn´ı a nejslozˇiteˇjˇs´ı mozˇnost rozsˇ´ıˇren´ı je integrace do slozˇiteˇjˇs´ıho celku, kdy
chybova´ funkce bude nahrazena dekode´rem, ktery´ bude chybu vyhodnocovat podle
neˇjake´ vhodne´ diskriminativn´ı funkce, naprˇ. Minimum Phoneme Error – MPE na
u´rovni promluvy.
• Dalˇs´ımi uzˇitecˇny´mi rozsˇ´ıˇren´ımi, ktere´ by si uzˇ ale vyzˇa´daly zmeˇny v na´vrhu s´ıteˇ
jsou podpora sd´ıleny´ch parametr˚u mezi v´ıce transformacemi a zpetne propagace prˇes




V te´to kapitole nejprve pop´ıˇseme jednotlive´ detaily experimenta´ln´ıho syte´mu, jako je pouzˇita´
databa´ze, zp˚usob prˇ´ıpravy dat, struktura neuronove´ s´ıteˇ a nastaven´ı tre´nova´n´ı. Da´le pop´ıˇseme
hardwarove´ konfigurace syste´m˚u, na ktery´ch byly prova´deˇny experimenty. A pote´ se jiˇz bu-
deme veˇnovat skutecˇnostem, ktere´ byly zjiˇsteˇny beˇhem prova´deˇn´ı experiment˚u s r˚uzny´mi
implementacemi tre´nova´n´ı.
6.1 Popis testovac´ıho syste´mu
6.1.1 Tre´novac´ı databa´ze
Pro tre´nova´n´ı neuronove´ s´ıteˇ byla pouzˇita databa´ze AMIDA1 Tato databa´ze ma´ celko-
vou velikost 150h. Pro potrˇebu testova´n´ı rychlosti tre´nova´n´ı byla pouzˇita 10h tre´novac´ı
podmnozˇina a 1h pro cross-validaci modelu. V prˇ´ıpadeˇ experiment˚u prˇes celou tre´novac´ı
sadu jsme pro tre´nova´n´ı pouzˇili 135h dat, prˇicˇemzˇ pro cross-validaci bylo pouzˇito 15h.
Cely´ korpus je v anglicˇtineˇ, prˇicˇemzˇ pro anotaci rˇecˇi byla pouzˇita fone´mova´ sada se 45
fone´my, Jednotlive´ fone´my jsou uvazˇovane´ jako kontextoveˇ neza´visle´ se trˇemi podstavy, cozˇ
vede na rozdeˇlen´ı dat do 135 trˇ´ıd.
6.1.2 Parametrizace
Pouzˇ´ıva´me parametrizaci zalozˇenou na dlouhe´m cˇasove´m kontextu, ktera´ byla poprve´ navr-
zˇena v cˇla´nku [19]. Oproti cˇla´nku se parametrizace liˇs´ı v de´lce pouzˇite´ho kontextu. Zat´ımco
v cˇla´nku bylo pouzˇito kontextu 310ms, v nasˇem prˇ´ıpadeˇ jsme pro experimenty pouzˇili
kontext delˇs´ı 510ms.
Parametrizace byla provedena dvoju´rovnˇoveˇ, jej´ı sche´ma je videˇt na Obr. 6.1. V prvn´ı
u´rovni byly extrahova´ny logaritmy 23 vy´stup˚u Mel-frekvencˇn´ı banky troju´heln´ıkovy´ch filtr˚u,
prˇicˇemzˇ bylo pouzˇito 25ms okno s 10ms posuvem. Tyto parametry byly normalizovane´ podle
jednotlivy´ch mluvcˇ´ıch metodou Cepstral Mean and Variance Normalization a metodou Vo-
cal Tract Length Normalization.
Ve druhe´ u´rovni se pak nejprve na kontextove´ okno 51 ra´mc˚u (510 ms) aplikovalo Ha-
mmingovo okno, ktere´ na´sledovala redukce dimenzionality na 26 koeficient˚u metodou Dis-
crete Cosine Transform. Toto se prova´deˇlo samostatneˇ pro vy´stupy vsˇech 23 filtr˚u, prˇicˇemzˇ
jsme na´slednou konkatenac´ı z´ıskali vektory o 23×26 dimenz´ıch. Tyto vektory byly nakonec
1 AMI korpus: http://corpus.amiproject.org/
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globa´lneˇ normalizova´ny a to tak, aby strˇedn´ı hodnota kazˇde´ho kana´lu byla µi = 0 a variance
kana´lu byla σi = 1.
Obra´zek 6.1: Sche´ma syste´mu pro rozpozna´va´n´ı fone´mu˚ (obsahuje parametrizaci)
6.1.3 Struktura s´ıteˇ
Pro potrˇeby testova´n´ı tre´novac´ıho na´stroje byla pouzˇita plneˇ propojena´ dvouvrstva´ neu-
ronova´ s´ıt’ s charakteristikou logisticka´ sigmoida pro neurony skryte´ vrstvy a softmax pro
vrstvu vy´stupn´ı. Pouzˇita´ neuronova´ s´ıt’ ma´ 598 vstup˚u, 1000 neuron˚u ve skryte´ vrstveˇ a
135 neuron˚u ve vy´stupn´ı vrstveˇ.
Celkovy´ pocˇet tre´novatelny´ch parametr˚u s´ıteˇ je 0.7 milion˚u. Jedna´ se o cˇa´st state-of-
the-art syste´mu zalozˇene´m na metodeˇ universal context [6].
6.1.4 Tre´nova´n´ı
Pro tre´nova´n´ı byl pouzˇit algoritmus stochastic gradient descent, jedna´ se o standardn´ı bac-
kpropagation algoritmus s vyuzˇit´ım tzv. randomizace, kdy jsou v kazˇde´ eposˇe tre´novac´ı
data rˇazena do na´hodne´ho porˇad´ı. Beˇhem tre´nova´n´ı byl pouzˇit algoritmus pla´nova´n´ı kroku
ucˇen´ı ”newbob“, viz kapitola 3.7.
Aktualizace parametr˚u s´ıteˇ byla prova´deˇna vzˇdy po zpracova´n´ı bloku tre´novac´ıch dat.
Pro experimenty byla pouzˇita velikost bloku 960, a to protozˇe cˇ´ıslo 960 je deˇlitelne´ cˇ´ısly 1,
2, 3, 4, 5, 6, 8, 10, 12, 16, 20 a 24. Volba optima´ln´ı velikosti bloku byla drˇ´ıve diskutova´na
v kapitole 3.8.3.
V prˇ´ıpadeˇ tre´nova´n´ı s v´ıce tre´novac´ımi vla´kny se velikost bloku pro kazˇde´ vla´kno deˇl´ı
celkovy´m pocˇtem tre´novac´ıch vla´ken. Aktualizace vah se prova´d´ı prˇes agregovany´ blok
vsˇech vla´ken, ktery´ je stejny´ jako v prˇ´ıpadeˇ tre´nova´n´ı jedn´ım vla´knem, cˇ´ımzˇ zarucˇ´ıme,
zˇe ekvivalenci obou tre´novac´ıch algoritmu˚.
Pro kazˇdou tre´novac´ı konfiguraci byl zmeˇrˇen pr˚umeˇrny´ cˇas jedne´ epochy tre´nova´n´ı. Vzˇdy




Pro potrˇeby testova´n´ı rychlosti tre´nova´n´ı jsme pouzˇili hned neˇkolik hardwarovy´ch konfigu-
rac´ı syste´mu˚:
Syste´m ♥ : Standardn´ı desktop PC s jedn´ım procesorem Intel Core2Duo E8400 3.0GHz,
2GB RAM a grafickou kartou nVidia GTX 285 GPU se 240 shadery s taktem 1.476GHz.
Na tomto syste´mu byl nainstalova´n CentOS 5.4 64bit Linux. Tento syste´m byl pouzˇit
pro testova´n´ı vy´konnosti implementace tre´nova´n´ı s CUDA akcelerac´ı a stanoven´ı
za´kladn´ı referencˇn´ı rychlosti tre´nova´n´ı.
Syste´m ♦ : Blade server SuperTwin2 6026TT-TF se dveˇma cˇtyrˇ-ja´drovy´mi procesory In-
tel Xeon E5520 2.26GHz Nehalem, 12 GB RAM. Na tomto syste´mu byl rovneˇzˇ nain-
stalova´n CentOS 5.4 64bit Linux. Tento syste´m byl pouzˇit pro testova´n´ı vy´konnosti
tre´nova´n´ı s v´ıce tre´novac´ımi vla´kny.
Syste´m M : HP ProLiant DL785 G5 server, plneˇ osazeny´ osmi quad-core AMD Opteron
8356 procesory a 128GB pameˇti RAM. Na tomto syste´mu je nainstalovany´ operacˇn´ı
syste´m CentOS 5.4 64bit Linux s NUMA optimalizovany´m ja´drem. Na tomto syste´mu
byla provedena analy´za sˇka´lovatelnosti tre´nova´n´ı s v´ıce tre´novac´ımi vla´kny, protozˇe
syste´m disponuje 32 procesorovy´mi ja´dry.
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6.2 Testova´n´ı
6.2.1 Oveˇrˇen´ı funkce prototypu
V prvn´ı fa´zi vy´voje projektu byl implementova´n prototyp, jehozˇ funkcˇnost bylo nejprve
nutne´ oveˇrˇit. Jako referencˇn´ı implementaci jsme pouzˇili tre´novac´ı na´stroj SNet, ktery´ byl
implementova´n v roce 2006 jako diplomovy´ projekt Stanislava Konta´ra [10].
Prˇi oveˇrˇova´n´ı jsme byly natre´nova´ny dveˇ identicke´ s´ıteˇ vycha´zej´ıc´ı ze stejne´ inicializace
nad stejny´mi tre´novac´ımi daty. Obeˇ vy´sledne´ s´ıteˇ meˇly te´meˇrˇ identicke´ parametry, rozd´ıly
vznikle´ v d˚usledku zaokrouhlovac´ıch chyb se projevily pouze loka´lneˇ a to azˇ od 3. rˇa´du
vy´znamnosti, cozˇ je zanedbatelne´. Na Obr 6.2 je zobrazeno porovna´n´ı parametr˚u obou s´ıt´ı.
Obra´zek 6.2: Oveˇrˇen´ı ekvivalence implementac´ı SNet, TNet: parametry natre´novany´ch s´ıt´ı.
Pro toto oveˇrˇen´ı bylo nutne´ pouzˇ´ıt identicke´ podmı´nky tre´nova´n´ı, aktualizace vah
prob´ıhala vzˇdy po zpracova´n´ı jednoho vstupn´ıho vektoru, prˇicˇemzˇ jsme vypnuli randomizaci
vstupn´ıch dat. Za´rovenˇ jsme museli zarucˇit prˇiˇrazen´ı stejny´ch vektor˚u ucˇitele k jednotlivy´m
tre´novac´ım vektor˚um.
6.2.2 Vy´konnost prototypu
Beˇhem testova´n´ı prototypu vysˇlo najevo, zˇe prototyp vy´konnostneˇ zaosta´va´ za implementac´ı
SNet. Za´sadn´ı rozd´ıl byl v tom, zˇe implementace SNet data zpracova´va´ po bloc´ıch, kdezˇto
prototyp data zpracova´val bod po bodu, viz Tab. 6.1. Experiment byl proveden na HW
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Tabulka 6.1: Porovna´n´ı rychlost´ı tre´nova´n´ı implementac´ı SNet, TNet
Beˇhem detailneˇjˇs´ı analy´zy bylo zjiˇsteˇno, zˇe prˇi pouzˇit´ı BLAS knihovny Atlas2 je trojna´-
sobny´ rychlostn´ı rozd´ıl v operac´ıch M×v a MT ×v. Prvn´ı operace se pouzˇ´ıva´ prˇi doprˇedne´
propagaci (3.50), druha´ prˇi zpeˇtne´ propagaci (3.51). V prˇ´ıpadeˇ pouzˇit´ı soucˇasne´ nejrychlejˇs´ı
implementace rozhran´ı BLAS: GotoBLAS3 se rozd´ıl vy´konu sn´ızˇil, nicme´neˇ rychlost beˇhu
programu sta´le v´ıce nezˇ dvojna´sobneˇ zaosta´vala za rychlost´ı programu SNet, ktery´ byl
rovneˇzˇ slinkova´n s knihovnu GotoBLAS, viz Tab. 6.1.
-- Propagace --
  1. vrstva, linearita
  1. vrstva, sigmoid
  2. vrstva, linearita
  2. vrstva, softmax
-- Zpětná propagace --
  2. vrstva, softmax
  2. vrstva, linearita
  1. vrstva, sigmoid
-- Aktualizace vah --
  2. vrstva
  1. vrstva
Obra´zek 6.3: Profil tre´nova´n´ı prototypu TNet@GotoBLAS: vneˇjˇs´ı kruh globa´ln´ı profil,
vnitrˇn´ı kruh detail podle jednotlivy´ch vrstev.
V grafu na Obr. 6.3 je videˇt cˇasove´ zastoupen´ı jednotlivy´ch fa´z´ı tre´nova´n´ı pomoc´ı
TNet@GotoBLAS. Prˇekvapuj´ıc´ı bylo zjiˇsteˇn´ı, zˇe prˇiblizˇneˇ 40% cˇasu beˇhu programu vy-
plnila akumulace gradientu s aktualizac´ı vah, ktera´ se prova´d´ı zda´nliveˇ nena´rocˇnou operac´ı
W(t+ 1) = W(t)− µt ep · xTp , (6.1)
slozˇenou z operac´ı (3.52) a (3.53).
Z faktu, zˇe vy´kon prototypu vy´razneˇ zaosta´val za implementac´ı SNet, bylo vyvozeno, zˇe
je trˇeba reimplementovat prototyp tak, aby data zpracova´val po bloc´ıch, nebot’ zpracova´n´ı
po bloc´ıch umozˇnˇuje le´pe optimalizovat vyuzˇit´ı vyrovna´vac´ıch pameˇt´ı procesoru, cˇ´ımzˇ se
dosa´hne celkove´ho zrychlen´ı tre´nova´n´ı.
2 Knihovna ATLAS: http://math-atlas.sourceforge.net/
3 Knihovna GotoBLAS: http://www.tacc.utexas.edu/tacc-projects/
55
6.2.3 Vy´konnost blokove´ho 1-vla´knove´ho tre´nova´n´ı
Pomoc´ı implementace blokove´ho zpracova´n´ı dat se podarˇilo dosa´hnout zrychlen´ı tre´nova´n´ı,
viz Tab. 6.2. V tomto prˇ´ıpadeˇ byla pro TNet pouzˇita BLAS knihovna GotoBLAS. Pro
Cˇas [s]
HW S parametrizac´ı Bez parametrizace
SNet M 2452 (10h dat) 638 (3h dat)
TNet M 1769 (10h dat) 528 (3h dat)
TNet ♥ 1122 (10h dat) –
Tabulka 6.2: Porovna´n´ı rychlost´ı blokove´ho tre´nova´n´ı
implementaci SNet byla pouzˇita knihovna Atlas, protozˇe se s n´ı standardneˇ pouzˇ´ıvala v mi-
nulosti.
Nejprve porovnejme prvn´ı a druhy´ rˇa´dek, kdy byla pouzˇita stejna´ HW konfigurace M.
Velky´ rychlostn´ı rozd´ıl v 1. sloupci je zp˚usobeny´ odliˇsnou implementac´ı na´stroj˚u. V prˇ´ıpadeˇ
TNet prob´ıhala druha´ fa´ze parametrizace (viz kap. 6.1.2) v sekunda´rn´ım vla´kneˇ na po-
zad´ı, zat´ımco SNet prova´d´ı parametrizaci v hlavn´ım vla´kneˇ. Prˇi prˇedpocˇ´ıta´n´ı parametrizace
(Tab. 6.2, sloupec 2) budou jizˇ cˇasy blizˇsˇ´ı, avsˇak prˇedpocˇ´ıta´va´n´ı parametrizace je vhodne´
pouze pro male´ mnozˇiny tre´novac´ıch dat, protozˇe neu´meˇrneˇ zvysˇuje pameˇt’ove´ na´roky. Zbyly´
rychlostn´ı rozd´ıl je zp˚usoben pouzˇit´ım odliˇsny´ch knihoven BLAS. Prˇi slinkova´n´ı s Goto-
BLAS by SNet vy´pocˇet zvla´dl za 539s.
Nyn´ı porovnejme druhy´ a trˇet´ı rˇa´dek, zde je cˇasovy´ rozd´ıl zp˚usobeny´ pouzˇit´ım jine´ HW
konfigurace, zejme´na r˚uznou architekturou procesor˚u a odliˇsny´m rˇesˇen´ım jejich vyrovna´vac´ı





Obra´zek 6.4: Globa´ln´ı profil – porovna´n´ı: 1. blokova´ implementace (vneˇjˇs´ı), 2. prototyp
(vnitrˇn´ı)
V grafu na Obr. 6.4 je videˇt struktura cˇasove´ho zastoupen´ı fa´z´ı tre´nova´n´ı, a to pro
implementaci bod-po-bodu z prototypu (vnitrˇn´ı kruh) a blokovou implementaci (vneˇjˇs´ı
kruh). V grafu je patrny´ pokles zastoupen´ı doby aktualizace vah z p˚uvodn´ıch 40% na 25%
(zˇluta´).
V detailneˇjˇs´ım profilu na Obr. 6.5 vid´ıme, zˇe vy´razneˇ poklesl pod´ıl propagace prˇes
linearitu 1. vrstvy (cˇervena´) a rovneˇzˇ klesl pod´ıl aktualizace vah prvn´ı vrstvy (modra´).
Naopak vy´razneˇ vzrostl pod´ıl sigmoida´ln´ı charakteristiky 1. vrstvy (zˇluta´), ktera´ nyn´ı tvorˇ´ı
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-- Propagace --
  1. vrstva, linearita
  1. vrstva, sigmoid
  2. vrstva, linearita
  2. vrstva, softmax
-- Zpětná propagace --
  2. vrstva, softmax
  2. vrstva, linearita
  1. vrstva, sigmoid
-- Aktualizace vah --
  2. vrstva
  1. vrstva
Obra´zek 6.5: Detailn´ı profil – porovna´n´ı: 1. blokova´ implementace (vneˇjˇs´ı), 2. prototyp
(vnitrˇn´ı)
34% doby tre´nova´n´ı. Zvy´sˇen´ı pod´ılu bylo zp˚usobeno urychlen´ım ostatn´ıch cˇa´st´ı tre´novac´ıho
algoritmu.
6.2.4 Vy´konnost paraleln´ıho POSIX tre´nova´n´ı
Po optimalizaci jedno-vla´knove´ho tre´nova´n´ı byl dalˇs´ı logicky´ krok paralelizovat tre´nova´n´ı do
v´ıce vla´ken. Vy´konnost paraleln´ıho tre´nova´n´ı byla zkouma´na na dvou r˚uzny´ch syste´mech.
Maxima´ln´ı rychlosti tre´nova´n´ı bylo dosazˇeno na HW konfiguraci ♦. V Tab. 6.3 vid´ıme
dosazˇene´ zrychlen´ı. Z tabulky je patrne´, zˇe se podarˇilo dosa´hnout zrychlen´ı 4,3x.
Pocˇ. vla´ken HW Cˇas [s] Zrychlen´ı
1+1 ♥ 1122 (10h dat) –
1+1 ♦ 1124 (10h dat) 1,0x
6+2 ♦ 258 (10h dat) 4,3x
Tabulka 6.3: Porovna´n´ı rychlost´ı POSIX threads paralelizace






Synchronizace & aktualizace vah
Obra´zek 6.6: Profil v´ıcevla´knove´ho blokove´ho tre´nova´n´ı s TNet@GotoBLAS.
vnika´ i jista´ rezˇie, drˇ´ıve zanedbatelna´ polozˇka kop´ırova´n´ı dat zacˇ´ına´ by´t patrna´ 4%, zat´ımco
doba pro vyhodnocen´ı chybove´ funkce je sta´le nepatrna´ 0,5%. Jistou roli hraje i doba nutna´
pro synchronizaci a aktualizaci vah 9%, zat´ımco propagace, zpeˇtna´ propagace a vy´pocˇet
gradientu dohromady porˇa´d tvorˇ´ı veˇtsˇinu 86,5%.
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Analy´za sˇka´lovatelnosti
Dalˇs´ım vy´stupem testova´n´ı v´ıcevla´knove´ implementace tre´nova´n´ı TNet je analy´za sˇka´lova-
telnosti. Pro tento u´cˇel jsme pouzˇili HW konfiguraci M, ktera´ disponuje dostatecˇny´m pocˇtem
celkem 32 procesorovy´ch jader. Porovnali jsme sˇka´lovatelnost tre´nova´n´ı pomoc´ı starsˇ´ı imple-
mentace SNet i nove´ implementace TNet, vy´sledky najdete v Tab. 6.4. V tabulce je uveden
Paralelizace 1 2 3 4 6 8 12 16 20 24
Snet
epochy 9 9 9 6 7 8 8 8 9 8
prům. čas [s] 2452 1402 1157 1150 939 780 821 892 1006 1184
zrychlení 0.46 0.8 0.97 0.98 1.2 1.44 1.37 1.26 1.12 0.95
CV úspěšnost 48.68 48.28 48.58 48.39 48.31 48.44 48.62 48.48 48.59 48.59
Tnet
epochy 9 9 10 9 10 9 8 10 9 9
prům. čas [s] 1769 950 617 563 391 356 329 355 451 509
zrychlení 0.63 1.18 1.82 1.99 2.87 3.16 3.41 3.16 2.49 2.2
CV úspěšnost 48.66 48.68 48.61 48.69 48.69 48.73 48.72 48.66 48.67 48.75
Tabulka 6.4: Sˇka´lovatelnost POSIX threads paralelizace
pocˇet epoch, ktery´ byl nutny´ pro plne´ natre´nova´n´ı s´ıteˇ, da´le je zde uveden pr˚umeˇrny´ cˇas
jedne´ epochy, zrychlen´ı vzhledem k referencˇn´ı hodnoteˇ 1122s a u´speˇsˇnost klasifikace fone´mu˚
prˇi fina´ln´ı cross-validaci. Dosazˇene´ zrychlen´ı je zobrazene´ v grafu na Obr. 6.7. Z obra´zku


















Obra´zek 6.7: Sˇka´lovatelnost POSIX threads paralelizace
je patrne´, zˇe implementace TNet je v´ıce nezˇ dvojna´sobneˇ rychlejˇs´ı v prˇ´ıpadeˇ tre´nova´n´ı
s osmi tre´novac´ımi uzly. TNet je rychlejˇs´ı nezˇ SNet, protozˇe pouzˇ´ıva´ v´ıcevla´knovou pa-
ralelizaci se sd´ıleny´m adresovy´m prostorem, ktery´ umozˇnˇuje efektivneˇjˇs´ı komunikaci mezi
uzly prˇi vza´jemne´ synchronizaci parametr˚u s´ıteˇ v pr˚ubeˇhu tre´nova´n´ı. Naproti tomu SNet
je client-server aplikace, ktera´ pro synchronizaci parametr˚u pouzˇ´ıva´ protokol TCP-IP.
Z grafu je za´rovenˇ patrne´, graf sˇka´lovatelnosti tre´nova´n´ı nema´ pra´veˇ idea´ln´ı pr˚ubeˇh.
Urychlen´ı tre´nova´n´ı roste azˇ do kriticke´ hranice 12 uzl˚u, po jej´ımzˇ prˇekrocˇen´ı na´sleduje
degradace urychlen´ı.
Jako hlavn´ı u´zke´ hrdlo vy´konu byla identifikovana´ sˇ´ıˇrka pa´sma mezi pameˇt´ı RAM a
CPU, ktera´ je shora omezena´ rychlost´ı 10GB/s. Kdyzˇ jsme beˇhem testova´n´ı vzali v u´vahu
vsˇechny cˇtec´ı a zapisovac´ı proudy dat, dospeˇli jsme k teoreticke´ sˇ´ıˇrce pa´sma 90GB/s. Toto
cˇ´ıslo je vsˇak znacˇneˇ ”nadsazene´“ a to d´ıky vlivu vyrovna´vac´ıch pameˇt´ı umı´steˇny´ch na
procesorech.
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6.2.5 Vy´konnost paraleln´ıho CUDA tre´nova´n´ı
Jako posledn´ı mozˇnost dalˇs´ıho urychlen´ı jsme vyzkousˇeli prˇene´st veˇtsˇinu vy´pocˇt˚u na cˇip
graficke´ karty, k tomu jsme vyuzˇili platformu CUDA. Tento experiment jsme provedli na
HW konfiguraci ♥, ktera´ disponuje dostatecˇneˇ vy´konnou grafickou kartou nVidia GTX285.
Impl. HW Cˇas [s] Urychlen´ı
1+1vla´kno ♥ 1122 (10h dat) –
6+2vla´kna ♦ 258 (10h dat) 4,3x
CUDA ♥ 119 (10h dat) 9,4x
Tabulka 6.5: Porovna´n´ı rychlosti CUDA implementace s POSIX threads paralelizac´ı
V tabulce Tab. 6.5 vid´ıme dosazˇene´ urychlen´ı prˇi porovna´n´ı s referencˇn´ım cˇasem a v´ıce-
vla´knovou implementac´ı. Z tabulky je patrne´, zˇe CUDA implementace (rˇa´dek 3) je 2,2x
rychlejˇs´ı nezˇ nejrychlejˇs´ı dosazˇena´ v´ıcevla´knova´ paralelizace (rˇa´dek 2). Oproti referencˇn´ı
rychlosti (rˇa´dek 1) je CUDA implementace rychlejˇs´ı dokonce 9,4x.
Beˇhem detailneˇjˇs´ıho rozboru beˇhu CUDA tre´nova´n´ı jsme dospeˇli ke grafu na Obr. 6.8.









Obra´zek 6.8: Cˇasovy´ profil CUDA paralelizace
komunikace 18%. Pocˇ´ıta´n´ı na GPU zab´ıra´ 8% a post-processing na CPU prˇedstavuje 11%
(kop´ırova´n´ı segment˚u do cache, randomizace). Komunikace pro samotne´ tre´nova´n´ı s´ıteˇ je
jizˇ podstatneˇ u´sporneˇjˇs´ı, zab´ıra´ 7% cˇasu. Propagace a aktualizace vah zab´ıraj´ı shodneˇ po
23%, zpeˇtna´ propagace prˇedstavuje 6%. Drˇ´ıve cˇasoveˇ bezvy´znamne´ vyhodnocen´ı chybove´
funkce nyn´ı prˇedstavuje 3% celkove´ho cˇasu, cozˇ sveˇdcˇ´ı o dosazˇen´ı velke´ho urychlen´ı.
V na´sleduj´ıc´ım grafu na Obr. 6.9 si uka´zˇeme porovna´n´ı 1-vla´knove´ TNet@GotoBLAS
implementace z kapitoly 6.2.3 proti implementaci TNet@CUDA. Z obra´zku je patrne´, zˇe
v prˇ´ıpadeˇ CUDA implementace je vyva´zˇeneˇjˇs´ı pomeˇr mezi cˇasem propagace (modra´) a
aktualizace vah (zˇluta´), nezˇ v prˇ´ıpadeˇ drˇ´ıveˇjˇs´ı implementace.
Zjevna´ prˇ´ıcˇina je dobrˇe videˇt v detailn´ım profilu z Obr. 6.10. Zde je patrne´, zˇe doprˇedna´
propagace prˇes sigmoidu v prvn´ı vrstveˇ (zˇluta´) je na graficke´ karteˇ velmi rychla´ 0,5%,
zat´ımco v prˇ´ıpadeˇ CPU implementace zab´ırala cely´ch 34%. Urychlen´ım transformace sig-
moidou logicky vzrostlo zastoupen´ı ostatn´ıch operac´ı, zejme´na pak propagace prˇes linearitu





Obra´zek 6.9: Globa´ln´ı profil – porovna´n´ı: 1. TNet@CUDA (vneˇjˇs´ı), 2. 1-vla´knova´ imple-
mentace TNet@GotoBLAS (vnitrˇn´ı)
-- Propagace --
  1. vrstva, linearita
  1. vrstva, sigmoid
  2. vrstva, linearita
  2. vrstva, softmax
-- Zpětná propagace --
  2. vrstva, softmax
  2. vrstva, linearita
  1. vrstva, sigmoid
-- Aktualizace vah --
  2. vrstva
  1. vrstva
Obra´zek 6.10: Detailn´ı profile – porovna´n´ı: 1. TNet@CUDA (vneˇjˇs´ı), 2. 1-vla´knovou imple-
mentac´ı TNet@GotoBLAS (vnitrˇn´ı)
Dosazˇene´ zrychlen´ı oproti 1-vla´knove´ verzi 9,4x je jizˇ dostatecˇne´. V praxi to znamena´, zˇe
jsme schopni zpracovat 30 000 rˇecˇovy´ch ra´mc˚u za vterˇinu. Toto cˇ´ıslo ovsˇem za´rovenˇ reprezen-
tuje pomeˇrneˇ velky´ tok dat, uva´zˇ´ıme-li, zˇe se tato data mus´ı nacˇ´ıtat z disku. Tre´novac´ı data
je vhodne´ ulozˇit v kra´tky´ch segmentech loka´lneˇ do samostatny´ch soubor˚u, za´rovenˇ je trˇeba
pouzˇ´ıt patrˇicˇnou adresa´rˇovou strukturu pro jejich ulozˇen´ı. Obejdeme tak vy´konnostn´ı ome-
zen´ı souborove´ho syste´mu, ktera´ se snadno mohou sta´t u´zky´m hrdlem pro rychle´ tre´nova´n´ı.
6.3 Testova´n´ı na u´loze rozpozna´va´n´ı fone´mu˚
Tre´novac´ı na´stroj byl extenzivneˇ otestova´n v pr˚ubeˇhu testova´n´ı rychlosti. Ve sve´ podstateˇ
prˇi kazˇde´ cross-validaci beˇhem tre´nova´n´ı s´ıteˇ dosˇlo k otestova´n´ı na u´speˇsˇnosti rozpozna´vacˇe
fone´mu˚ z mluvene´ rˇecˇi, cozˇ byl posledn´ı bod zada´n´ı. Nejlepsˇ´ıho vy´sledku jsme dosa´hli prˇi
pouzˇit´ı cele´ sady tre´novac´ıch dat, kdy u´speˇsˇnost rozpozna´n´ı fone´move´ho stavu na ra´mec
dosa´hla 50.45%. Tato u´speˇsˇnost je vy´razneˇ vysˇsˇ´ı nezˇ na´hodna´ pravdeˇpodobnost, ktera´ je




V te´to posledn´ı kapitole nejprve strucˇneˇ shrneme dosazˇene´ vy´sledky, uka´zˇeme prˇ´ınos pra´ce
pro dalˇs´ı rozvoj oboru zpracova´n´ı rˇecˇi, pop´ıˇseme mozˇnosti vyuzˇit´ı projektu nejen v ra´mci
oboru zpracova´n´ı rˇecˇi, ale i mimo neˇj, a v neposleˇdn´ı rˇadeˇ nast´ın´ıme mozˇnosti dalˇs´ıho
rozvoje projektu.
7.1 Dosazˇene´ vy´sledky
U´speˇsˇneˇ jsme implementovali a otestovali dva r˚uzne´ prˇ´ıstupy k paralelizaci tre´nova´n´ı umeˇ-
ly´ch neuronovy´ch s´ıt´ı, tre´novany´ch sekvencˇn´ımi daty metodou blokove´ho stochastic gradient
descent. V prvn´ım prˇ´ıpadeˇ se jednalo o datovou paralelizaci optimalizovanou pro v´ıceproce-
sorove´ servery, prˇicˇemzˇ jsme dosa´hli 4-na´sobne´ redukce tre´novac´ıho cˇasu prˇi plne´m vyuzˇit´ı
8-ja´drove´ho serveru. Ve druhe´m prˇ´ıpadeˇ se jednalo o paralelizaci uzl˚u optimalizovanou pro
beˇzˇne´ PC vybavene´ modern´ı grafickou kartou. Zde jsme dosa´hli te´meˇrˇ 10-na´sobne´ redukce
tre´novac´ıho cˇasu. V obou prˇ´ıpadech jsme porovna´vali s 1-vla´knovou blokovou implementac´ı
optimalizovanou pomoc´ı knihovny GotoBLAS.
Implementace paraleln´ıho tre´nova´n´ı s vyuzˇit´ım platformy CUDA nebyla pozˇadova´na a
byla provedena nad ra´mec p˚uvodn´ıho zada´n´ı.
Zdrojove´ ko´dy vy´sledne´ implementace maj´ı dohromady prˇiblizˇneˇ 10 000 rˇa´dk˚u, nav´ıc
zdrojove´ ko´dy te´to technicke´ zpra´vy prˇedstavuj´ı dalˇs´ıch te´meˇrˇ 4 000 rˇa´dk˚u. Technicka´ zpra´va
vycha´z´ı ze studia rˇady podklad˚u, ktere´ jsou citova´ny v pouzˇite´ literaturˇe, prˇ´ılohu tvorˇ´ı
uka´zkova´ implementace CUDA kernelu i s jeho obalovou funkc´ı a CD s funkcˇn´ım bal´ıcˇkem
demonstruj´ıc´ım pouzˇit´ı softwaru.
7.2 Prˇ´ınos pra´ce
Urychlen´ı procesu tre´nova´n´ı neuronovy´ch s´ıt´ı bylo prˇ´ınosne´ a to hned z neˇkolika d˚uvod˚u.
1. Dı´ky zkra´ceny´m perioda´m tre´nova´n´ı neuronovy´ch s´ıt´ı se velmi za´sadneˇ usnadn´ı pro-
dukce teˇchto akusticky´ch model˚u.
2. Rychlejˇs´ım tre´nova´n´ım jsme si otevrˇeli cestu k intenzivneˇjˇs´ı vy´zkumne´ cˇinnosti, zejme´-
na prˇi hleda´n´ı novy´ch struktur a topologi´ı neuronovy´ch s´ıt´ı, ktere´ jsou ve zpracova´n´ı
rˇecˇi vhodne´ pro nejr˚uzneˇjˇs´ı u´cˇely.
3. Zkra´cen´ı tre´novac´ıch cˇas˚u na´m za´rovenˇ umozˇn´ı tre´novat prˇesneˇjˇs´ı akusticke´ modely
s v´ıce parametry pomoc´ı jesˇteˇ v´ıce obrovske´ho mnozˇstv´ı tre´novac´ıch dat.
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7.3 Mozˇnosti vyuzˇit´ı
Prima´rneˇ byl tento na´stroj koncipova´n tak, aby umozˇnil efektivneˇ natre´novat neuronovou
s´ıt’ pro rˇesˇen´ı klasifikacˇn´ıch u´loh, ktere´ jsou soucˇa´st´ı metod vyuzˇ´ıvany´ch prˇi zpracova´n´ı rˇecˇi,
kde neuronova´ s´ıt’ typicky pln´ı roli akusticke´ho modelu pro rozpozna´va´n´ı fone´mu˚.
Bylo by vsˇak chybne´ vymezit prostor mozˇne´ aplikace na´stroje jen na tuto trˇ´ıdu proble´mu˚.
Na´stroj TNet je schopny´ rˇesˇit klasifikacˇn´ı i regresn´ı u´lohy. Da´le nab´ız´ı mozˇnost on-line, blo-
kove´ho i batch tre´nova´n´ı. Umı´ optimalizovat podle chybovy´ch funkc´ı cross-entropie i mean
square error. A to nen´ı vsˇe, d´ıky sve´ modula´rn´ı strukturˇe s vyuzˇit´ım polymorfn´ıho chova´n´ı
je velmi jednoduche´ tento na´stroj rozsˇ´ıˇrit o nove´ funkce s pomoc´ı virtua´ln´ı deˇdicˇnosti.
Vy´stup te´to diplomove´ pra´ce lze obecneˇ pouzˇ´ıt pro vsˇechny typy u´loh, kde je vhodne´
pouzˇ´ıt doprˇedne´ neuronove´ s´ıteˇ, prˇicˇemzˇ na´stroj umozˇnˇuje velmi rychle´ tre´nova´n´ı. Vhodny´mi
aplikacemi neuronovy´ch s´ıt´ı jsou naprˇ´ıklad: r˚uzne´ varianty rozpozna´va´n´ı vzor˚u (naprˇ. v me-
dic´ıneˇ pro automatickou diagnostiku nemoci na za´kladeˇ obrazu), komprese dat, predikce
trend˚u v ekonomice, autonomn´ı rˇ´ızen´ı robot˚u, a dalˇs´ı...
7.4 Mozˇnosti dalˇs´ıho rozvoje
Budouc´ı pra´ce by mohla by´t zameˇrˇena na sˇka´lova´n´ı algoritmu se soucˇasny´m vyuzˇit´ım v´ıce
graficky´ch karet pro vy´pocˇty. V cˇla´nku [17] bylo uvedeno, zˇe je mozˇne´ spustit neˇkolik samo-
statny´ch instanc´ı CUDA tre´nova´n´ı na jednom syste´mu vybavene´m v´ıce kartami. Soucˇasne´
vyuzˇit´ı v´ıce karet pro jednu instanci tre´nova´n´ı by vsˇak bylo vy´hodneˇjˇs´ı. Naprˇ´ıklad cˇasoveˇ
na´rocˇna´ on-line CUDA parametrizace, ktera´ reprezentuje 37% tre´novac´ıho cˇasu by mohla
beˇzˇet na sekunda´rn´ı graficke´ karteˇ, cˇ´ımzˇ bychom doc´ılili dalˇs´ıho urychlen´ı tre´novac´ıho al-
goritmu.
Dalˇs´ı mozˇnost´ı budouc´ıho rozvoje je doplnˇova´n´ı dalˇs´ı funkcionality, tento smeˇr rozvoje
byl podrobneˇji diskutova´n v kapitole 5.6. Do projektu mu˚zˇeme snadno prˇida´vat nove´ kom-
ponenty s´ıteˇ i chybove´ funkce tre´nova´n´ı. Experimenta´lneˇ velmi zaj´ımava´ by byla podpora
zpeˇtne´ propagace prˇes hierarchie neuronovy´ch s´ıt´ı, podpora s´ıt´ı se sd´ıleny´mi parametry,
nebo podpora rekurentn´ıch s´ıt´ı. Uzˇitecˇne´ by bylo rovneˇzˇ rozsˇ´ıˇren´ı o mozˇnost natre´novat
neuronovou s´ıt’ jako jazykovy´ model.
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Seznam pouzˇity´ch zkratek a
symbol˚u
ANN (Artificial Neural Network, umeˇla´ neuronova´ s´ıt’) – matematicky´ model inspirovany´
v biologicky´ch neuronovy´ch s´ıt´ıch
ASR (Automatic Speech Recognition, automaticke´ rozpozna´va´n´ı rˇecˇi) – discipl´ına zpra-
cova´n´ı rˇecˇi, kdy se vstupn´ı s´ıgna´l prˇeva´d´ı na slovn´ı prˇepis
ATLAS (Automatic Tunable Linear Algebra Subprograms, automaticky ladeˇne´ podpro-
gramy pro linea´rn´ı algebru) – implementace rozhran´ı BLAS pro CPU, beˇhem kompi-
lace se samo-optimalizuje na konkre´tn´ı architekturu
BLAS (Basic Linear Algebra Subprograms, za´kladn´ı podprogramy linea´n´ı algebry) – stan-
dardn´ı rozhran´ı pro urychlen´ı operac´ı linea´rn´ı algebry, ma´ rˇadu implementac´ı
CPU (Central Processing Unit, centra´ln´ı vy´pocˇetn´ı jednotka) – procesor pocˇ´ıtacˇe
CUBLAS (Compute Uniform BLAS, vy´pocˇetneˇ jednotny´ BLAS) – CUDA implementace
rozhran´ı BLAS
CUDA (Compute Uniform Device Architecture, jednotna´ architektura pro vy´pocˇty na
zarˇ´ızen´ıch) – knihovna firmy nVidia pro obecne´ vy´pocˇty s pouzˇit´ım graficky´ch cˇip˚u,
funguje na graficky´ch karta´ch GeForce 8 a vy´sˇe
CULA (Compute Uniform Linear Algebra, vy´pocˇetneˇ jednotna´ linea´rn´ı algebra ) – jedna´
se o implementaci rozhran´ı LAPACK, ktere´ vyuzˇ´ıva´ CUBLAS a CUDA
GMM (Gaussian Mixture Model, model slozˇeny´ ze smeˇsi gaussovek) – pouzˇ´ıva´ se pro
modelova´n´ı spojity´ch vysocedimenziona´ln´ıch dat, v rozpozna´va´n´ı rˇecˇi se pouzˇ´ıva´ pro
akusticke´ modelova´n´ı
GotoBLAS v soucˇasne´ dobeˇ nejrychlejˇs´ı implementace rozhran´ı BLAS pro CPU, autorem
je Kazuyoshi Goto
GPU (Graphic Processing Unit, graficka´ vy´pocˇetn´ı jednotka) – cˇip na graficke´ karteˇ, ob-
vykle optimalizovany´ na zpracova´n´ı masivneˇ paraleln´ıch, vy´pocˇetneˇ intenzivn´ıch u´loh,
v minulosti sp´ıˇse hardwarovy´ rasterize´r graficky´ch primitiv
GPGPU (General Purpose computing on GPU, obecne´ vy´pocˇty s pouzˇit´ım graficke´ho
cˇipu) – pro realizaci se drˇ´ıve pouzˇ´ıvaly shaderove´ programy, v soucˇasne´ dobeˇ se
pouzˇ´ıvaj´ı specializovane´ knihovny CUDA, AMD Brook+ nebo OpenCL, postupneˇ
naby´vaj´ı na d˚ulezˇitosti s rychle rostouc´ım vy´konem a obecnostn´ı graficky´ch cˇip˚u
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HMM (Hidden Markov Model, skryty´ Markov˚uv model) – statisticky´ model, prˇedpokla´da´
se, zˇe modelovany´ syste´m je Markov˚uv proces s nepozorovany´m stavem, pouzˇ´ıva´ pro
popis rˇecˇi
MLP (Multi Layer Perceptron, v´ıcevrstvy´ perceptron) – druh architektury doprˇedne´ neu-
ronove´ s´ıteˇ
NUMA (Non Uniform Memory Access, nestejnorody´ prˇ´ıstup do pameˇti) – hardwarova´
architektura, kde procesor nema´ stejnou rycholost prˇ´ıstupu pro vsˇechny banky pameˇti
POSIX (Portable Operating System Interface, prˇenositelne´ rozhran´ı pro operacˇn´ı syste´my)
– definuje C rozhran´ı ktere´ maj´ı operacˇn´ı syste´my implementovat, da´le definuje stan-
dardn´ı chova´n´ı te´to implementace. Jedna´ se o standard vycha´zej´ıc´ı ze syste´mu˚ UNIX
RBF (Radial Basis Function, funkce s radia´ln´ı ba´z´ı) – charakteristicka´ funkce neuronu,
jedna´ se o Gaussovu funci
SIMD (Single Instruction Multiple Data, jedna instrukce – v´ıce dat) – typ zpracova´n´ı dat




A Prˇ´ıklad implementace kernelu




/*********** CUDA KERNEL EXAMPLES *****/
__global__
void _sigmoid(float*y, const float*x, MatrixDim d) {
int i = blockIdx.x * blockDim.x + threadIdx.x;
int j = blockIdx.y * blockDim.y + threadIdx.y;
int index = i + j*d.stride;
if( i < d.cols && j < d.rows )




float*eout, const float*e, const float*y, MatrixDim d) {
int i = blockIdx.x * blockDim.x + threadIdx.x;
int j = blockIdx.y * blockDim.y + threadIdx.y;
int index = i + j*d.stride;
if( i < d.cols && j < d.rows )
eout[index] = y[index]*(1.0-y[index]) * e[index];
}
/*********** C WRAPPERS OF CUDA KERNELS *****/
void sigmoid (dim3 Bl, dim3 Gr,
float *y, const float*x, MatrixDim d) {
_sigmoid<<<Bl,Gr>>>(y, x, d);
}
void diff_sigmoid (dim3 Bl, dim3 Gr,
float*eout, const float*e, const float*y, MatrixDim) {





Disk CD prˇilozˇeny´ k te´to diplomove´ pra´ci obsahuje
1. kompletn´ı implementaci na´stroje TNet pro tre´nova´n´ı neuronovy´ch s´ıt´ı ve dvou verz´ıch
(a) verze implementuj´ıc´ı paralelizaci dat s vyuzˇ´ıt´ım v´ıce tre´novac´ıch vla´ken POSIX
(b) verze implementuj´ıc´ı paralelizaci uzl˚u s vyuzˇit´ım platformy CUDA
2. prˇ´ıklad pouzˇit´ı na´stroje na demonstracˇn´ım vzorku dat
3. zdrojove´ texty technicke´ zpra´vy
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