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Abstract 
 
The development of a distributed 2D hydrologic-hydraulic simulation model was presented in 
a companion paper. The simulation model combined overland flow (a suitable formulation 
that behaves as the diffusive wave model for zero or adverse slope cells and as the kinematic 
wave otherwise), Hillslope sediment transport and groundwater flow apart from the water 
exchange mechanisms between zones. Particular attention was paid to the upwind 
discretization of the surface flow equations. In this paper, the proposed model is validated 
using 4 test cases with exact solution, one academic test case and two laboratory test cases. 
The model adequately reproduced front advance over dry beds of any slope and water table 
evolution in simple cases. As practical application of the model, the simulation of real events 
in two experimental basins is also presented. The work is focused on the influence of the 
choice of the empirical parameters on the model results concerning solid and liquid 
discharges. Also, due to the lack of information referring to the boundary and initial 
conditions of the groundwater flow in real basins it is difficult to evaluate the accuracy of the 
complete model. 
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Introduction 
 
The development of a two-dimensional rainfall-runoff hydrodynamic simulation 
model is reported in a companion paper. The model solves either the Diffusive Wave (DW) or 
the Extended Kinematic Wave (EKW) approximations of the 2D Saint Venant equations to 
simulate the surface runoff and the Darcy law to simulate the groundwater and subsuperficial 
flows. Both models (EKW and DW) are combined with simple laws to simulate the 
evapotranspiration, the infiltration and the exchanges between sub-superficial and 
groundwater flows and the bed. Although more complex laws could be used to simulate those 
processes (Morita and Yen, 2002), the lack of information available in real basins makes that 
effort not efficient. The hydrologic-hydraulic model is also able to simulate the erosion-
deposition and sediment transport phenomena by using a 2D extension of the Hillslope 
Erosion Model (HEM) (Shyrley and Lane, 1978; Lane et al., 1995; Prosser and Rustomji, 
2000; Harmon and Doe III, 2001; Wigmosta et al., 2009). The motivation behind this 
development is the best compromise between physical basis and computational efficiency. 
The discretization of the runoff and sediment transport models has been done by using 
a finite volume explicit upwind scheme developed for rectangular meshes. A centred explicit 
scheme has been used to discretize the groundwater flows.  
Even though the main objective of the model is to be able to simulate rainfall-runoff 
events in real basins, it is well known that the use of this kind of tools in complex situations 
may lead to different numerical problems. For this reason it is essential to study the behaviour 
of the model in simpler situations with exact solution, whenever possible, or to use 
field/laboratory data if available. Therefore, the present paper is focused on the partial 
validation and calibration of different parts of the model. First, a set of academic tests is 
presented to validate the surface and sediment transport sub-models separately. Second, the 
coupling between surface, subsurface and groundwater models is illustrated. Finally, the 
model is applied to the simulation of rainfall-runoff events in two small size experimental 
basins located in the Spanish Pyrenees. They have been instrumented and studied by the 
Department of Geo-environmental Processes and Global Change of the Institute of Ecology of 
the Pyrenees (I.P.E.-C.S.I.C.) (Lana-Renault, 2007; Lana-Renault et al., 2007; Nadal-Romero 
and Regues, 2009). Experimental data of water discharge from different rainfall events, 
together with precipitation, temperature and soil humidity have been used in order to calibrate 
the numerical model. Most of the model parameters depend on the basin physical properties 
(topography, vegetation cover and soil composition), others depend on the soil humidity state. 
This part of the work is focused on the influence of the choice of the empirical parameters on 
the model results concerning solid and liquid discharges. 
 
Model validation 
 
This section presents the test cases used to validate the surface flow, groundwater flow 
and sediment transport sub-models independently. All the simulations have been run on a PC 
equipped with an Intel Core 2 processor at 2.4 GHz. 
 
Surface flow 
 
Rainfall event on a steep plane 
 
The first case presented is the simulation of a rainfall event on an initially dry steep 
slope plane. A uniform precipitation of rainfall intensity 0.05mm/s is assumed to take place 
during 600s on an impervious 200m long, 20m wide and 5% slope plane with Manning 
roughness coefficient 0.03s/m1/3. Evapotranspiration losses are not considered. Figure 1 
shows the time distribution of the rainfall discharge, the analytical solution for the runoff 
discharge in case of using the KW model (Brustraert, 2005; Mizumura and Ito, 2010) and the 
calculated output discharge (runoff). The computed solution is conservative as the integral 
under the curves shows. In the simulations the time step was selected according to a uniform 
cell size 2m x 2m and a CFL= 1 and a tolerance factor f = 10-6m was chosen. The total 
simulation time was 2000 seconds and the computational cost for the EKW (in this case m=0 
for the whole domain so EKW is equal to KW) and the DW was the same (10 seconds) and 
the minimum time step was 0.227s for both models. The percentage mass error is under 10-7 
for every time step. 
 
 
Figure 1: Rainfall an output discharge hydrographs. 
 
Flood wave over a steep plane with a local minimum 
 
The second case focuses on the advance of a flood wave over an initially dry steep 
plane with a local minimum represented by means of a locally adverse slope. The plane is 
again 200m long, 20m wide and 10% slope with Manning roughness coefficient 0.03s/m1/3. 
The upstream boundary condition is a constant inlet discharge Q = 66.4m3/s. This value is 
distributed among the inlet boundary cells according to (3.17) in the companion paper and 
related to the water depth and local slopes using the kinematic condition as indicated in (2.13) 
also in the companion paper. Evapotranspiration losses are not considered. In the simulations, 
the time step was selected according to a uniform cell size 2m x 2m and a CFL= 1 and a 
tolerance factor f = 10-6m was chosen. The total simulation time was 60 seconds and the 
percentage error mass is under 10-7 for every time step. The computational cost for the EKW 
was 4s, for both the DW and KW models.  
The results obtained with the KW, the EKW and the DW models are plotted in figures 
2 and 3. Figure 2 represents the water advance profiles at t= 10s when the front wave has not 
reached the local minimum, showing that, in presence of favourable slopes, the three models 
predict the advance of the wave at a similar average speed. The differences arise from the fact 
of using the kinematic relation to calculate the water depth boundary condition from the inlet 
discharge value and also a diffusive effect from the DW model appears as expected. Figure 3 
shows the advance profile at t=20s in order to allow the front to reach the adverse slope. The 
results show that the KW model is unable to simulate the front advance past the local adverse 
slope, whereas the DW and EKW provide a prediction of the front advance. Furthermore, as 
the time step is dynamically calculated via the CFL condition as inversely proportional to the 
water depth, it becomes smaller as the water level grows. On the other hand it can be seen that 
the EKW solves correctly the problem. 
 
 
Figure 2: Advance profile at t = 4 s. 
 
 
Figure 3: Advance profile at t = 10 s. 
 
The numerical results of the DW and EKW models are sensitive to the tolerance factor 
f in some circumstances. Figure 4 shows the results obtained for DW and EKW models at t = 
10s and t = 20s in case of using f =10-2m and f = 10-1m together with the time step size 
evolution for each of the simulations. In the present case, for f >10-2m, the oscillations 
appearing in the surface level affect considerably the profile shape solution and, what is more, 
the size of the time step.  
 
 
 
Figure 4: Advance profiles at t = 4 s and t = 10 s, and time step evolution for different values 
of the tolerance factor f. 
 
With respect to the time step evolution and taking into account equations (3.13) and 
(3.14) in the companion paper, it can be seen that, in the case of the EKW model, the time 
step results stable if m = 0 for the whole domain (EKW=KW model). However, the time step 
evolution is controlled by those cells where m = 1. When m =1 at any cell of the domain, the 
time step becomes strongly oscillatory due to the switch in the time step size stability limit 
from one time step to another depending on the comparison of jiji hh ,,1   and the tolerance 
factorf. 
 
Advance wave over a quarter cone basin 
 
In order to explore the model capability in presence of a fully 2D flow, an initially dry 
and impervious quarter cone basin with a slope S0r =0.125 in the radial direction and Manning 
roughness coefficient 0.03s/m1/3 is considered as plotted in figure 5 in a plane view. A flood 
wave is assumed to enter the domain through the upper boundary and to progress towards the 
vertex. The straight sides of the domain are assumed closed walls except for the grid cell 
located at the vertex. The upstream condition is formulated, as described previously, in the 
form of a constant water depth h(R,t) = 0.2m. Evapotranspiration losses are not considered. 
For the simulation, the time step was chosen from a cell size 2m x 2m and CFL = 1. As there 
are no cells whit zero or adverse bed slope, in this test case KW and EKW are the same model 
for all the cells in the domain. Thus, the simulation time is 80 seconds and the computational 
cost is 332 seconds. The tolerance factor f was chosen equal to 10-6m.. 
In the case of the KW model, the exact steady state solution h(r,t) can be computed as, 
from total mass conservation in steady state: 
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The integral form of the KW conservation law between t = 0 and t = t and between r = 
R and r = RF (front position) provides the time evolution of the wetting front advance RF (t): 
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Figure 6 shows the radial distribution of the exact and simulated water depth at t= 40 s 
and t=80 s in the case of using the KW model. The percentage mass error is under 10-7 for 
every time step. 
 
 
Figure 5: Circular quadrant shaped basin topography (plane view). 
  
Figure 6: Water depth distribution and water depth radial profile at t=40s (top) and t=80s 
(bottom). 
 
 Figure 6 shows that, when using the equations proposed in the companion paper (2.8) 
to define the 2D energy slopes, the numerical solutions coincide with the exact solutions. 
Traditionally, different formulae directly extended from the 1D-Manning formula have been 
used to define the 2D energy slopes (Hunter et al., 2005; Luo, 2007; Fewtrell et al., 2007): 
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Figure 7 shows the radial profile at t=80s when those formulae are used instead of 
(2.8) in the companion paper to develop the numerical model. Figure 7 shows that, when 
using the friction slope directly extended from the 1D-Manning formula the profile results 
does not reproduce the exact solution in a 2D case when radial symmetry is expected. 
 
 
Figure 7 Water depth distribution and water depth radial profile at t=80s when using (2.3) to 
define the energy slopes instead of (2.8) in the companion paper. 
 
Inundation flow in Toce river 
This test case deals with a river flood wave and is based on water depth experimental 
data. It has been chosen to compare with the simulation results and to study the capability of 
the model to simulate hydraulic processes in real basins.  
Toce river is located in Italy, in the occidental Alps. A model of the river was built up at 
the ENEL HYDRO laboratories in Milan to study the effect of failure on the dam located 
upstream (Soares-Frazao and Testa, 1999). The model consisted of a 1:100 scaled replication 
of almost 5 km of the river near to Pié di Lago, resulting in a 55 x 13 m installation. The 
upstream boundary is connected with a tank whose level is regulated with a pump. The 
downstream end of the physical domain is modelled as a free fall into a tank. Following the 
indications of the ENEL laboratory, the friction coefficient used is n=0.04s/m1/3 (Prestininzi, 
2008). One extreme flood represented by the level at the upstream reservoir shown in figure 8 
has been simulated. The bed is initially dry and the effects of infiltration and erosion may be 
neglected. Evapotranspiration losses are not considered. 
 
 
Figure 8: Input water elevation hydrograph. 
 
 
In the experimental measurements carried out over the model the water elevation was 
controlled at different points with probes (figure 9).  
 
Figure 9: Toce river topography and location of the probes. 
 
Figure 10 shows a series of 3D snapshots of the flood evolution at different times when 
using the DW model (results with the EKW model are analogous and the KW fails from the 
beginning of the simulation). Results shown correspond to simulations carried out on a 
rectangular mesh with cells of 0.35 x 0.35 m and using CFL=1. The tolerance factor f has 
been chosen equal to 10-6m. Simulations representing 180 seconds of flow evolution have 
been carried out with a computational cost of 2350 seconds for the DW model and 2563 
seconds in case of using the EKW model being the percentage error mass for every time step 
under 10-7 in both cases. Figure 11 shows the comparison between water depth experimental 
and computational data for some probes chosen as representative. For most of the cases, the 
agreement between both models and the experimental results can be considered good. Thus, 
both models have the same advantages/disadvantages to simulate hydraulic processes in real 
basins. Our results also show that, in this case, there is not a clear advantage in terms of 
computational cost in using the EKW model versus the DW model. This is due to the fact that 
the cells where the DW model is needed are the ones governing the general time step. 
 
 
Figure 10: 3D snapshots of the evolution of the flood at different times, computational results 
(Scale 1:1:3). 
 
Figure 11: Comparison of the evolution of the water level between experimental and 
computational results for some probes. 
 
Figure 11 shows, first, the results corresponding to probes P4, P21 and P24, located 
along the main channel or near the river banks. In P4 the front appears advanced with respect 
to the experimental measurements. This effect is due to the mesh resampling as the 
formulation of the inlet hydrograph in the form of a water depth defined at the centroid of the 
input cells supposes, for coarser meshes, that the water volume is larger and imposed at an 
advanced position with respect to what would happen if the grid was finer. Results 
corresponding to probes P2, P5 and P9 are helpful to illustrate that the behaviour of the 
probes located at the main channel is extrapolable to the behaviour of the probes located 
outside the channel. The most important result corresponds to probe P12 that indicates the 
level of the water in the reservoir located in the central part of the valley. It presents the 
greatest difference between experimental and computational results due to the fact that the 
reservoir walls, of very sharp slope in reality, are smoothed during the mesh resamplig 
process. An opposite behaviour can be seen in the case of probe P10 since, during the 
resampling process, the zone where probe P10 is located has been over elevated thus 
distorting the actual topography. 
 
Sediment transport 
 
Steady sediment concentration profile in a double steep plane 
 
An academic test case with exact solution is proposed to validate the sediment 
transport model. In absence of precipitation, the steady, one-directional, uniform flow 
conditions over an impervious erodible plane lead to Q = cte, h = cte and, from (2.17) in the 
companion paper: 
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where Sx is the bed slope when using KW model to simulate surface flow. If n, B and Sx are 
constant, the exact steady solution for the concentration is: 
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 where c0 is the concentration at x = x0. A solution of this type can also be built on a plane with 
different slopes. As an example, a 1km long, 100m wide plane of Manning roughness 
coefficient 0.03s/m1/3 with S0x =0.01 in the first 500m and a S0x =0.02 in the rest is considered. 
The proposed model is run from the initial conditions of uniform water depth (h=0.5m) and 
concentration (c=1.0kg/m3) all along the plane to the steady state solution using the boundary 
conditions h(0,t)=0.5m and c(0, t) =0.1kg/m3at the inlet. The sediment transport parameters 
chosen are B = 0.1kg·s-1·m-8/3, Kr = 0.1m-1 and Ki = 0kg/m3. The corresponding exact solution 
is calculated using (2.5) for the first reach and then again using c(x=500m) as c0 for the 
second reach. Figure 12 shows the comparison of the exact and simulated concentrations at 
steady state. The computational parameters chosen are CFL=1, cell size 10m x 10m and final 
time 300s. The tolerance factors f andcf have been chosen equal to 10-6m and 10-6 kg/m2 
respectively. Computational cost was 105 seconds. The percentage error solid mass is under 
10-7 for every time step 
 
 
Figure 12: Steady numerical and exact solution. 
 
Surface-subsurface models interaction 
 
The case presented in this section is used to test the interaction between surface and 
subsurface flow. An idealized experiment was undertaken in the Hydraulics Laboratory, at 
Cardiff University, to study the interaction between a coastal region and a tidal lagoon, 
divided by a side embankment (Ebrahimi, 2004) in totally saturated soil conditions. As shown 
in figure 13, a trapezoidal sandy embankment was built on a flat tidal basin, with the aim to 
study the linkage of the separated free surface water on the two sides of the embankment 
through the groundwater. Non cohesive sand was used to build the embankment and the 
average grain diameters were 1mm. Laboratory measurements indicated that the average 
value of the saturated hydraulic conductivity was 3.3cm/s. The tide was represented by 
imposing a sinusoidal varying water elevation at the right end of the domain. The mean water 
elevation and amplitude of the tide were 214mm and 60mm respectively and the tidal period 
was 355s. A wall boundary was placed at the left end of the domain. The water surface 
elevation on both sides of the embankment was monitored at two points labelled in figure 13 
as A and B. 
The water exchange between surface and subsurface zones is driven only by the 
infiltration/exfiltration mechanism in our model. In order to reproduce the experimental 
conditions, a constant infiltration rate and a constant percolation capacity equal to the soil 
hydraulic saturated conductivity were assumed. The surface flow model used was DW, with n 
= 0.011s/m1/3. The computational grid size length was 60mm and a total time of 3500s were 
simulated with a f =10-6m. The total computational cost was 500 hours. This huge cost is due 
to the small bed slope that introduces an extreme restriction on the time step size compatible 
with stability as explained in the Appendix B of the companion paper. This result evidences 
that, in these conditions, an implicit method may be necessary for real applications (Wasantha 
Lal, 1998). With the tolerance factor used, the percentage error mass is under 10-5 for every 
time step. 
 
 
Figure 13: Side view and dimensions of the domain of the tidal lagoon experiment. 
 
To be consistent with the experimental programme, the numerical simulations were 
started at high water level, so the initial water depth across the domain was 274mm. Figure 14 
shows the water depth in those points as a function of time. It can be seen that the measured 
and predicted results agree well with each other with only slightly problems at the troughs at 
prediction in point A. 
 
Figure 14: Predicted and measured water levels on the two sides of the embankment. 
 
Model application 
 
For the purpose of calibrate the full model, field data measurements from two different 
experimental basins have been used. Measured data from both basins were provided by the 
Geoenvironmental Processes and Global Change research group (I.P.E./C.S.I.C.). 
 
Description of the basins 
 
Arnás description 
 
Arnás is a small basin -2.84 km2 in area- located at the Spanish Pyrenees (figure 15).  
The catchment was cultivated in the past and progressively abandoned and colonized by 
bushes. The north-facing slope has a denser vegetation cover than the south-facing slope, with 
large areas of pines. In contrast, the steeper and sunnier south-facing slope is characterised by 
poorly developed open shrub cover. All soils have a low infiltration capacity, decreasing 
below 5 mm/h when moist, as a result of the high clay content (Lana-Renault et al., 2007). 
Maps of vegetation and soil type in the catchment have been used to estimate empirical 
parameters and a DTM (Digital Terrain Model) within 5 meters resolution to describe the 
topography. Experimental data of water discharge from different rainfall events, together with 
precipitation, temperature, atmosphere humidity, soil humidity and solar radiation have been 
used in order to calibrate the numerical model. The Hargreaves method has been used to 
calculate the evapotranspiration losses because this method was applied in this basin before 
giving good results (Lana-Renault, 2007). 
 
 
Figure 15: Map of the Arnás catchment showing the locations of the main monitoring 
instruments. 
 
 
Araguás description 
 
Araguás is a 0.45km2 basin located in the central Pyrenees (Spain). The average slope 
is 20% reaching a value of 43% in the north-faced hillside (figure 16). Eocene flysch is the 
predominant substrate in the upper part of the basin. Different environments with 
heterogeneous and uneven vegetation distribution can be found in the catchment (Nadal-
Romero and Regues, 2009). In the upstream part of the basin a pine-reforestation forest 
covers 30% of the total area of the catchment. In the medium and downstream parts there are 
abandoned fields in vegetal recolonization process in combination with lawns and scrublands. 
Measured infiltration shows seasonal differences in intensity: average infiltration rates ranged 
from very low (2.05 mm/h) to moderated high values (44.04 mm/h) associated to regolith 
development conditions (Nadal-Romero and Regues, 2009). 
 
 
Figure 16: Map of the Araguás catchment showing the different land covering units and the 
locations of the main monitoring instruments. 
 
Treatment of the data and parameter calibration 
 
Data treatment 
 
The DTM information was resampled to larger cells in order to reduce the 
computational cost of the simulation. There exist different ways of making a DTM resampling 
depending on the interpolation algorithm used to generate the new map from the original data. 
Among them the inverse distance method, the kriging formulation, the polinomical functions 
fitting and the adaptative curves (splines) method (Olaya, 2004). In this work, the splines 
method was chosen for considering it the most appropriate in hydraulic/hydrologic analysis as 
being able to generate maps with gentle curves and a limited number of artificial depressions. 
The resampled topography may be misleading due to the distortion introduced in the discrete 
representation of the terrain. On the one hand, the real water flow is produced fundamentally 
through rills and secondary channels that are not well defined by the resampled topography. 
On the other hand, the resampling process may generate artificial depression cells (cells 
below the elevation of their neighbours) whose hydraulic behaviour does not correspond to 
the behaviour of the original elevations. 
The magnitude of these problems grows as the cell size does. As an example, a 
difference of 2m in the elevation of the cell with respect to the lowest nearest neighbour when 
a 200mx200m is being used represent a storage capacity of 80000 m3. To solve this problem a 
pre-processing of the DTM must be carried out. However, this pre-process may lead to the 
elimination of depressions present in the real basin. One way of avoiding this problem is to 
make a local change on the roughness coefficient in the zones where a depression is 
eliminated. Other authors use models that couple 2D models with a channel network modelled 
by means of a 1D model offering an outlet to the 2D flow (Luo, 2007).  
For the present work the available DTMs were of 5m and 10m resolution for Arnás 
and Araguás respectively. Only in the case of Arnás basin, the resolution was resampled to 
cells of 20m side. After the resampling process, the local minima present in the original map 
were reproduced in the computational map trying to enforce the same storage capacity in both 
cases. In figure 17 a 1D schematic representation of this process is shown. 
 
 
Figure 17: 1D schematic representation of the local minima topographic adaptation process by 
comparison of storage capacities. 
 
Parameter calibration 
 
Vegetation maps and reference data (Strickler, 1923; Chow, 1959; Henderson, 1966; 
Julien, 2002; Gupta, 2008) were used to generate maps of n distribution for each basin. 
However, due to the lack of detailed information, infiltration and erosion/deposition 
parameters were assumed uniform in each catchment. The parameter ic was estimated from 
field measurements (Seeger et al., 2004, Lana-Renault et al., 2007; Nadal-Romero and 
Regues, 2009). Kr was estimated taking into account the average type of soils and vegetation 
in the basins and the reference values published (Lane et al., 1995; Russell et al., 2001). 
Additionally, a range of acceptable variation for ic , Ki , B0 and K was chosen taking into 
account the measured values of the infiltration rate in different soil conditions (Lana-Renault 
et al., 2007; Nadal-Romero and Regues, 2009), the type of soils and vegetation in the basins 
and the reference values published (Morel-Seytoux and Verdin, 1983; Lane et al., 1995; 
ASCE, 1996; Muñoz-Carpena and Gowdish, 2005; Bedient et al., 2008). These parameters 
were modified in order to adjust the output solid and liquid peak discharges by trial and error 
process. Finally, the parameters shown in table 1 were obtained. Four different rainfall events 
for Arnás basin and two events for Araguás basin are included in the table. They correspond 
to different previous soil moisture states. 
 
Table 1.  Model parameter values for Arnás and Araguás basins for different events.  
 
In the case of the Araguás basin no information about the water table was available. In 
the case of the Arnás basin, a few piezometers were located near the main channel but none of 
them away from it. Therefore, not enough information was available to generate a 2D map of 
water table distribution. In both cases there was not information about the position of the 
impervious horizon. Thus, even in two basins as well instrumented as these, the information 
available is not enough to provide the initial and boundary conditions required to simulate the 
groundwater flow. Therefore, in both cases, the interaction between surface and subsurface 
flows was considered as a pure infiltration process. 
 
Results 
 
Simulations in Arnás 
 
Figures 18-21 show the comparison between field measurements and computational 
results using the DW model for the liquid and solid output hydrographs and the infiltration 
and rainfall discharges calculated for the different infiltration models using the parameter 
values shown in table 1 for different events in Arnás basin. Results with the EKW model are 
absolutely analogous so, for simplicity, they are not included in the figures. The simulations 
were carried out over a 20m side rectangular mesh using CFL=1 being the computational cost 
between 0.5 and 5 hours depending on the event. The tolerance factors f andcf were chosen 
equal to 10-6m and 10-6 kg/m2 respectively. 
As it can be seen, when the infiltration parameters are adjusted to obtain a good 
agreement in the maximum discharge produced, the model shows tendency to underestimate 
the total runoff volume produced by the event. In addition, as the subsurface and groundwater 
flow models were not incorporated to the calculus, we were not able to reproduce the final 
tails of the output hydrographs that are due to groundwater contributions to the surface flow.  
 
Figure 18: November 2003 23th event: Precipitation, infiltration, liquid output (Q) and solid 
output (Qs) hydrographs. 
 
Figure 19: October 2005 13th event: Precipitation, infiltration, liquid output (Q) and solid 
output (Qs) hydrographs. 
 
Figure 20: September 2006 23th event: Precipitation, infiltration, liquid output (Q) and solid 
output (Qs) hydrographs. 
 
Figure 21: August 2006 15th event: Precipitation, infiltration, liquid output and solid output 
hydrographs. 
 
When the modified Green-Ampt infiltration model is used, the liquid and solid 
discharges calculated at the outlet show are advanced with respect to the field measurements. 
This effect is due to the sharp cut in the evolution of the infiltration capacity produced by the 
presence of the maximum infiltration rate imax in formula (2.1) in the companion paper and is 
corrected in case of using the Horton formula. 
When using the Horton formula, it is necessary to bear in mind the dependence of the 
parameter i0 with respect to the antecedent soil moisture content (provided for each event). It 
has been checked that changes of 10mm/h in the value of i0 may lead to variations of 2m3/s in 
the output discharge peak. Apart from this difference associated with the antecedent soil 
moisture conditions, the rest of the parameters are common for all the events and they 
coincide with the experimental results obtained for this basin (Lana-Renault et al., 2007). 
It is important to remark that, for both the 2006 September 23th and the 2003 
November 23th events, there was a base discharge flowing through the main channel 
previously to the event. Then, the initial conditions of the free surface flows are not well 
defined by the initially dry condition and that is probably the cause of the disagreement 
between the simulated and measured output hydrographs.  
 
Simulations in Araguás 
Figures 22 and 23 show the comparison between field measurements and 
computational results using the DW model for the liquid and solid output hydrographs and the 
infiltration and rainfall discharges in Araguás basin using the Horton infiltration formula and 
the parameter values shown in table 1 for two different events. The simulations have been 
carried out on a 10m side squared mesh using CFL=1 being the computational cost 0.5 hours 
for the August 2006 15th event and 3 hours for the September 2007 9th. The tolerance factors 
f andcf were chosen equal to 10-6m and 10-6 kg/m2 respectively. 
 
Figure 22: September 2007 9th event: Precipitation, infiltration, liquid output (Q) and solid 
output (Qs) hydrographs. 
 Figure 23: August 2006 15th event: Precipitation, infiltration, liquid output (Q) and solid 
output (Qs) hydrographs. 
 
The results are analogous to those obtained for the Arnás basin. The time integral of the 
total output discharge plus the infiltrated discharge is equal to the rainfall discharge and, even 
being the infiltration parameters low because of the soil clay content of the catchments (Lana-
Renault et al., 2007; Nadal-Romero and Regues, 2009), between 74% and 99% of the rainfall 
water infiltrates depending on the case. In comparison, the evapotranspiration losses (from 2 
% - 5% of the precipitation depending on the case) result negligible and they can be 
incorporated as infiltration losses changing the value of the parameter i0. Again, without the 
incorporation of a groundwater model it is impossible to reproduce correctly the final tails of 
the hydrographs. This affects the total output simulated mass which does not fit the measured 
values as it can be seen in table 2. 
 
Table 2.  Total and peak output measured and simulated solid and liquid mass (using Horton infiltration 
Formula). 
 
Taking into account this problem, the results obtained can be considered appropriate 
and the computational cost reasonable. 
 
Uncertainty in the parameters 
 
Figures 24-33 show the effect of changes in the model parameter values within a range 
of 20% to 100% over the output hydrographs. One parameter has been changed at a time, 
maintaining the rest of parameters fixed as shown in table 1. 
Figure 24 shows the effect of a variation on the roughness coefficient over the 
simulation results. A good estimation of the roughness coefficient has a direct impact on the 
simulation results. Figure 24 shows the comparison of the solid and liquid hydrographs 
obtained in case of using a roughness distribution map as described before or using a 
homogeneous coefficient n = 0.05 s/m1/3 for the whole basin that represents the averaged 
roughness coefficient of the distribution map. In both cases the Green-Ampt formula has been 
used to simulate the infiltration with the values shown in table 1. Even a smooth variation in 
the estimation of the parameter affects clearly the output hydrograph. 
 
 
Figure 24: September 2006 23th event in the Arnás basin: Precipitation, infiltration, liquid 
output (Q) and solid output (Qs) hydrographs. 
 
As real water flow is produced fundamentally through rills and secondary channels 
that are not well defined by the resampled topography, the same discharge does not present 
the same water depth and velocity in the resampled topography. Yen (Yen, 1991) pointed out 
that the Manning coefficient is an inverse function of the Reynolds number R (R=vh/) where 
 is the water kinematic viscosity. Thus, in a simple approach, for lower water depths and 
flow velocities, the Manning roughness coefficient value increases. Figures 25-28 show the 
results obtained with a homogeneous coefficient n = 0.5 s/m1/3 for the whole basin in case of 
using the Horton formula and the infiltration parameters shown in table 3. It is worth stressing 
that the infiltration parameters must be readjusted when changing the roughness coefficient 
since this changes the time distribution of the wetted region. 
 
Table 3.  Model parameter values for Arnás and Araguás basins for different events.  
 
Figure 25: November 2003 23th event: Precipitation, infiltration, liquid output (Q) and solid 
output (Qs) hydrographs. 
 
Figure 26: October 2005 13th event: Precipitation, infiltration, liquid output (Q) and solid 
output (Qs) hydrographs. 
 
Figure 27: September 2006 23th event: Precipitation, infiltration, liquid output (Q) and solid 
output (Qs) hydrographs. 
 
Figure 28: August 2006 15th event: Precipitation, infiltration, liquid output (Q) and solid 
output (Qs) hydrographs. 
 
Figures 26 and 28 correspond to events with a lower output discharge and they show a 
better agreement between measured and simulated solid and liquid discharges when using a 
larger roughness coefficient. In addition, figures 26 and 28 show that, in case of using the 
increased Manning coefficient, the tails of the output hydrographs are better predicted, being 
the difference between the measured and simulated hydrographs tails due to groundwater 
contributions to the surface flow. On the other hand, figures 25 and 27 corresponding to 
events with greater output discharges show a bad agreement between measures and 
simulations. 
 
Figure 29 shows the effect of the variation of the infiltration parameter i0 over the 
simulation results. Figure 29 shows the results of the October 2003 13th event simulation in 
case of using the roughness distribution map described before, the infiltration parameters 
shown in table 1 and the Horton formula with different values of i0. 
 Figure 29: October 2005 13th event: Precipitation, infiltration, liquid output (Q) and solid 
output (Qs) hydrographs. 
 
Figure 30 shows the results of the October 2003 13th event simulation in case of using 
the roughness distribution map described before, the infiltration parameters shown in table 1 
and the Horton formula with different values of k. 
 
Figure 30: October 2005 13th event: Precipitation, infiltration, liquid output (Q) and solid 
output (Qs) hydrographs. 
 
Figures 29 and 30 show that the basin response is very sensitive to changes in the 
infiltration parameters. It is important to remark that k makes reference to a physical property 
of the soil whereas i0 depends on the soil humidity state. 
As it has been done for the infiltration parameters, the October 2003 13th event 
simulation is used to illustrate the effect of variations in the sediment transport parameters 
over the solid output discharges. Thus, figure 31 shows the effect of the change of each 
parameter over the simulated solid discharge separately. Then, using the infiltration 
parameters shown in table 1 and the Horton formula, figure 31 (top) shows the effect of using 
B0 = 1.0 kg·s-1·m-8/3 and B0 = 50.0 kg·s-1·m-8/3 instead of B0 = 20.0 kg·s-1·m-8/3 but maintaining 
the rest of parameters as shown in table 1. Figure 31 (centre) shows the effect of using Ki = 
5.0 kg/m3 and Ki = 100.0 kg/m3 instead of Ki = 68.0 kg/m3 maintaining the rest of parameters 
as shown in table 1 and figure 31 (bottom) shows the results in case of using Kr = 8.0 m-1and 
Kr = 0.08 m-1instead of Kr = 0.8 m-1. 
 
Figure 31: October 2005 13th event: Solid output hydrograph in case of using different 
erosion-sedimentation source term parameters. 
 
   
As it can be seen in figure 31, the modification of the parameters Ki or Kr even in an 
order of magnitude, does not affect seriously the final simulation result. However, an 
appropriate adjustment of the parameter B0 is important to obtain a good agreement between 
simulation and measurements. 
Results shown in figure 18-31 are analogous to that ones that can be obtained in case 
of using other meshes with different cell sizes. Figure 32 shows the liquid and solid output 
discharges in case of using different meshes to simulate the September 2006 23th event. 
 
Figure 32: September 2006 23th event: Liquid (Q) and solid (Qs) output hydrographs using 
different meshes. 
 
As it can be seen, the results, although providing the order of magnitude of the peak 
discharge, are sensitive to the grid refinement. This is due to the pre-processing treatment 
described before. Figure 33 shows an example of the results that can be obtained in case of 
using a 50m resolution mesh without using the pre-process described.  
 
Figure 33: September 2006 23th event: Liquid (Q) and solid (Qs) output hydrographs using 
different meshes. 
 
As it can be seen, the results are extremely sensitive to the application or not of the 
local minima topographic adaptation process. For example, in the 5m resolution DTM of the 
Arnás basin, there exists a local minimum formed by 54 cells with a storage capacity of 
821m3. In the 50m resolution mesh, generated via the splines resampling method, that local 
minimum is represented by only one cell whose elevation is below its four nearest neighbours 
and where the storage capacity (see V’ in figure 17) is 2450 m3. Another point that has to be 
remarked is the computational cost with respect to the mesh resolution used. Figure 34 shows 
the computational cost corresponding to the September 2006 23th event simulation using 
different meshes (figure 33) and the minimum squares fitting to a polynomial curve.  
 
Figure 34: September 2006 23th event: Computational cost as a function of the mesh. 
 
Conclusions 
 
This work is devoted to present the performance of a diffusive wave based model for 
surface flow in two-dimensions, intending to display the weakness of the approach when 
moved from academic test cases to realistic scenarios full of uncertainty sources. We are 
interested in evaluating this in a certain range of applications in Hidrology going from 
hillslope overland to river flow. The performance of some parts of the discretization model 
has been evaluated in cases where analytical solutions exist or by comparison with 
experimental measurements. 
The EKW model has been presented as an adequate extension of the KW model 
application range. Thus, the resulting EKW does not represent a new model but a suitable 
formulation that behaves in some cells as the DW model in presence of zero or adverse slopes 
and as the KW model otherwise.  
During the validation process of the surface models, the importance of a correct 
definition of the energy slopes in problems with a marked 2D nature has been remarked. Also, 
the appropriate definition of the tolerance factor f over the simulation results has been 
pointed out since oscillations of the order of magnitude of f appear in the water depth 
solution in those cells where m=1. Then, according to the value f the oscillations in the 
surface level may be reduced considerably. However, the time step evolution is usually 
controlled by those cells where the value of parameter m= 1 showing a strongly oscillating 
behaviour due to the switch from one time step condition to another depending on the 
comparison of jiji hh ,,1   and the tolerance factorf.  
The results show that the EKW and DW models are able to predict the water level 
evolution in most overland and river flow situations but the computational cost grows as the 
steadiness of the flow does. This evidences that, in nearly steady state conditions, an implicit 
method may be necessary for real applications. In addition, the analysis of the computational 
cost associated to the EKW and DW models in the cases simulated indicates that the 
extension of KW does not provide advantages in terms of CPU time over DW. 
In consideration of the numerical results presented in this work, it is important to 
remark that the apparent simplicity of the DW mathematical model, as compared with the 
complete Saint Venant dynamic model, entails numerical instabilities that require a specific 
treatment. Hence, taking into account the current PC power, it may be affordable to solve the 
fully-dynamic Saint Venant model in cases requiring detailed distributed information.  
Field measurements of precipitation and runoff discharge from two different 
experimental basins have been used to validate the hydrologic-hdyraulic model. The lack of 
information referring to the initial and boundary conditions for the groundwater flow has 
forced to consider the interaction between surface and subsurface flows as a pure infiltration 
process. 
The original DTM information, when resampled to larger cells in order to reduce the 
computational cost of the simulation, generates artificial depression cells whose hydraulic 
behaviour does not correspond to the behaviour of the original bed elevations. The importance 
of correcting this behaviour by reproducing in the discrete representation the local minima 
storage capacity present in the original map has been pointed out. Additionally, the real water 
flow is produced fundamentally through rills and secondary channels that are not well defined 
by the resampled topography leading to the necessity of an increment in the Manning 
roughness coefficient value in cases where the water depth is very low in order to correctly 
simulate the front evolution. As a future work the possibility of introducing a Manning 
roughness coefficient dependent on the Reynolds number has to be explored.  
The proposed hydrologic-hydraulic model is very sensitive to changes in infiltration 
parameter i0 that depends on the soil humidity state previous to the rainfall event. This 
dependence is linked to that of the roughness coefficient so that both parameters have to be 
related in the calibration process. Therefore, in order to carry out a correct prevision of the 
hydraulic response of the catchment to an event some knowledge about the humidity state of 
the catchment previous to the event is required. On the other hand, the HEM parameters, 
contrary to what happens with the roughness coefficient, can be considered almost 
independent of the humidity state for these basins.  
Other conclusion obtained from the joint work with the environmental research group 
is that more field data are required in order to calibrate a comprehensive hydrological model. 
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