A computationally efficient method is proposed for computing the simplest normal forms of vector fields. A simple, explicit recursive formula is obtained for general differential equations. The most important feature of the approach is to obtain the "simplest" formula which reduces the computation demand to minimum. At each order of the normal form computation, the formula generates a set of algebraic equations for computing the normal form and nonlinear transformation. Moreover, the new recursive method is not required for solving large matrix equations, instead it solves linear algebraic equations one by one. Thus the new method is computationally efficient. In addition, unlike the conventional normal form theory which uses separate nonlinear transformations at each order, this approach uses a consistent nonlinear transformation through all order computations. This enables one to obtain a convenient, one step transformation between the original system and the simplest normal form. The new method can treat general differential equations which are not necessarily assumed in a conventional normal form. The method is applied to consider Hopf and Bogdanov-Takens singularities, with examples to show the computation efficiency. Maple programs have been developed to provide an "automatic" procedure for applications.
Introduction
Normal form theory for differential equations can be traced back to the original work of one hundred years ago, and most credit should be given to Poincaré [1879] . The theory has been proved useful to transform a system to its simpler form in order to make it easy for studying the complex dynamical behavior of the system. The simple form is qualitatively equivalent to the original system in the vicinity of a fixed point, and thus greatly simplifies the dynamical analysis (e.g. see [Guckenheimer & Holmes, 1993; Elphick et al., 1987; Nayfeh, 1993; Chow et al., 1994] ). The general procedure of the conventional (classical) normal form (CNF) theory is using the linear singularity of a system at an equilibrium to form a Lie bracket operator and then repeatedly employing the operator to remove higher order nonlinear terms as many as possible. However, it has been found that CNF is not the simplest form and may be further simplified using a similar near-identity nonlinear transformation (e.g. see [Cushman & Sanders, 1986 , 1988 Chua & Kokubu, 1988a , 1988b ). The difference between the CNF and the simplest normal form (SNF) can be roughly explained as follows: Suppose the vector field has been expanded into vector homogeneous polynomials according to the order of nonlinear terms, and the normal form computation is carried out order by order. Let the integer k ≥ 2 denote a general order, then with CNF theory the coefficients of the kth order nonlinear transformation are used to only eliminate the terms in the kth degree homogeneous polynomial, while by the SNF the coefficients of the kth order nonlinear transformation are used not only to eliminate the terms in the kth degree polynomial, but also to remove the terms in higher degree polynomials. Since the computation for the SNF is much more involved than that of CNF, computer algebra systems such as Maple, Mathematics, Reduce, etc. have been used (e.g. see [Algaba, 1998; Yu, 1999; ). The "automatic" Maple programs developed in [Yu, 1999; ] can be applied to find the SNFs associated with the singularities such as Hopf and generalized Hopf, zero and Hopf, and a double zero. These programs require very little effort from a user to prepare an input file.
The two main steps involved in computing the kth order CNF are: (1) to determine the "form" of the normal form; and (2) to compute the coefficients of the normal form and the associated nonlinear transform. The "form" of a normal form may be found using Takens normal form theory [Takens, 1974] , while the computation of the coefficients requires deriving a set of algebraic equations from each order. Many researchers have developed algorithms for determining the algebraic equations (e.g. see [Chua & Kokubu, 1988a , 1988b Algaba, 1998; Yu, 1999; Kokubu et al., 1996; Wang et al., 2000; ). However, the approaches presented in these references have a common shortcoming: A basic procedure in the symbolic computation of normal forms is to substitute obtained lower order (<k) normal form and nonlinear transformation to the original differential equation to yield an expression for the kth order computation, which contains not only the kth order terms, but also lower order (<k) and higher order (>k) terms. One must extract the kth order terms from the expression to obtain the kth order algebraic equation. This unnecessarily increases the computation burden and takes too much computer memory, especially when computing higher order normal forms. Therefore, removing the unnecessary lower and higher order terms from the kth order computation becomes essential in order to reduce the computation time and memory requirement. This is particularly important for computing the SNF since it needs more memory than that required for computing the CNF. This paper presents an efficient approach to compute the kth order (k ≥ 2, an arbitrary integer) algebraic equation which only contains the terms belonging to the kth order equation. Based on the Lie bracket operator, a recursive formula is derived which can be applied to consider any singularities. Moreover, the new method is not required for solving large matrix equations, instead it solves linear algebraic equations one by one, and is therefore computationally efficient. In addition, unlike CNF theory which uses separate nonlinear transformations at each order, the new approach uses a consistent nonlinear transformation through all order computations. This provides a convenient, one step transformation between the original system and the SNF, which is particularly useful in real applications. Furthermore, this method can treat general differential equations which are not necessarily described by CNF. With the aid of the efficient recursive formula, Hopf and the BogdonovTakens singularities are considered, showing that the method is indeed computationally efficient and can be applied to find higher order SNF.
In the next section, the efficient computation method is presented and the general explicit recursive formula is derived. Section 3 applies the new approach to find the SNFs of Hopf and the Bogdonov-Takens singularities. Symbolic computation is also discussed in this section. Numerical examples are given in Sec. 4 to show the computation efficiency of the method, and finally, conclusions are drawn in Sec. 5. Maple source codes, and sample input data and computer output are listed in Appendices A and B for references.
An Efficient Computation Method
In this section, we first derive the general formula for the efficient computation method, which is summarized in a theorem, and then discuss the symbolic computation.
Theoretical analysis
Consider the general system, described bẏ
where x ∈ R n , v 1 = Lx represents the linear part and L is the Jacobian matrix and assumed, without loss of generality, in a standard Jordan canonical form. (Usually J is used to denote the Jacobian matrix. Here L is used, consistent with the Lie bracket notation.) It is assumed that all eigenvalues of L have zero real parts, implying that the dynamics of system (1) is described on an n-dimensional center manifold. f k (x) denotes the kth order vector homogeneous polynomials of x. It is further assumed that system (1) has an equilibrium at the origin x = 0.
The basic idea of normal form theory is to find a near-identity nonlinear transformation
(2) such that the resulting systeṁ
becomes as simple as possible. Here h k (y) and g k (y) denote the kth order vector homogeneous polynomials of y.
To apply normal form theory, first define an operator as follows:
where H n denotes a linear vector space consisting of the kth-order vector homogeneous polynomials.
Next, define the space R k as the range of L k , and the complementary space of R k as K k . Thus,
and we can then choose the basis for R k and K k . Consequently, a vector homogeneous polynomial f k ∈ H k can be split into two parts: one is spanned on the basis of R k and the other on that of K k . Normal form theory shows that the part of f k belonging to R k can be eliminated while the part belonging to K k must be retained, which is called normal form. By applying Takens normal form theory [Takens, 1974] , one can find the kth order normal form g k (y), while the part belonging to R k can be removed by appropriately choosing the coefficients of the nonlinear transformation h k (y).
The "form" of the normal form g k (y) depends upon the basis of the complementary space K k , which is determined by the linear vector v 1 . We may apply the matrix method [Guckenheimer & Holmes, 1993] to find the basis of the space R k and then determine the basis of the complementary space K k . Once the basis of K k is chosen, the form of g k (y) can be determined, which actually represents the CNF. The idea of further reduction of the CNF is to find an appropriate h k (y) such that some coefficients of g k (y) can be further eliminated, leading to the SNF.
The fundamental difference between the CNF and the SNF is explained as follows. Roughly speaking, finding the coefficients of the normal form and nonlinear transformation is to solve a set of linear algebraic equations at each order. Since in general the number of the variables -the coefficients of the nonlinear transformation -is larger than the number of the algebraic equations, some coefficients of the nonlinear transformation cannot be determined. In CNF theory, the undetermined coefficients are set zero at each order and therefore, the nonlinear transformation is simplified. However, in order to further simplify the normal form, the undetermined coefficients should not be set zero, but are carried over to higher order equations so that they may be used to eliminate nonlinear terms in higher order normal forms. This is the key idea in computing the SNF.
In general, when one applies normal form theory (e.g. Takens normal form theory) to a system, he can find the "form" of the normal form (i.e. the basis of the complementary space K k ), but not the explicit expressions. However, in practical applications, the solutions for the normal form and the nonlinear transformation need to be found explicitly. To achieve this, one may assume a general form of the nonlinear transformation and substitute it back into the differential equation, with the aid of normal form theory, to obtain the kth order algebraic equations by balancing the coefficients of the homogeneous polynomial terms. These algebraic equations are then used to determine the coefficients of the normal form and the nonlinear transformation. Thus, the key step in the computation of the kth order normal form is to find the kth order algebraic equation, which takes the most of the computation time and computer memory. Since the solution procedure for finding kth order algebraic equation in most of normal form computation methods contains lower order (<k) and higher order (>k) terms, it extensively demands more computer memory and computation time. Therefore, from the computation point of view, it is crucial to derive the kth order algebraic equation which only contains the kth order terms.
The following theorem summarizes the results for the new recursive and computationally efficient approach, which can be used to compute the kth order normal form and the associated nonlinear transformation.
Theorem. The recursive formula for computing the coefficients of the simplest normal form and the nonlinear transformation is given by
where each differential operator D affects only function f i , not h l j (i.e. h l j is treated as a constant vector in the process of the differentiation), and thus m ≤ i. Note that at each level of the differentiation, the D operator is actually a Frechét derivative, giving rise a matrix, which is multiplied with a vector to generate another vector, and then to another level of Frechét derivative, and so on.
Proof. First, differentiating Eq. (2) results iṅ
Then, substituting Eqs. (1) and (3) into Eq. (9) yields
Next, substituting Eq. (2) into Eq. (10) and rearranging the resulting equation gives
which can be rewritten, using Taylor expansion about y, as
Further, one uses the Lie bracket notation and rewrites the Taylor expansion in a component form according to the order of the terms:
Finally, we may round off Eq. (13) up to kth order, which is enough for the proof, and put it in the ascending order: (14) where the property of the Lie bracket,
has been used. Now by taking the terms in Eq. (14) according to their order one obtains
etc., where the variable y has been dropped for simplicity. For a general k, we have
which is Eq. (7) and the proof is thus completed.
It has been observed from Eq. (7) [Chua & Kokubu, 1988a , 1988b Algaba, 1998; Wang et al., 2000; Yu, 1999; ), the nonlinear vector field f (x) given in Eq. (1) is assumed to be a CNF in order to simplify symbolic computations. All the approaches described in the above mentioned references generate the kth order algebraic equation which contains lower order (<k) as well as higher order (>k) terms. This is extremely time consuming in symbolic computations and it also takes too much computer memory. With the use of the new approach proposed in this paper, the kth order equation exactly contains the kth order terms, which greatly saves the computer memory and the computational time. Therefore, for our approach, the vector field f (x) can be assumed as a general analytic function, not necessarily a CNF. Now, we use Eq. (16) to explain the idea of computing the SNF. Consider the first equation of Eq. (16) for g 2 , we split f 2 ∈ H 2 into two parts, one of them belongs to R 2 and the other to K 2 . Obviously, the part belonging to R 2 can be eliminated using the part [h 2 , v 1 ] with an appropriate h 2 . The remaining part of f 2 belonging to K 2 is the second order normal form g 2 . However, it is seen that since h 2 ∈ H 2 , it must have some coefficients which are not needed for eliminating the part of f 2 belonging to R 2 . Setting these "unnecessary" coefficients zero results in the next equation of Eq. (16) for g 3 in the same situation: that is, it only needs [h 3 , v 1 ] to remove the part of f 3 belonging to R 3 , since the other two terms [h 2 , f 2 ] and Dh 2 (f 2 − g 2 ) are known expressions. This procedure can be carried out to any higher order equations, resulting in the CNF. However, if when g 2 is solved, let the "unnecessary" coefficients of h 2 be carried over to the next step equation, then it is clear to see from the second equation of Eq. (16) that the two terms [h 2 , f 2 ] and Dh 2 (f 2 −g 2 ) contain the "unnecessary" coefficients which can be used to possibly further eliminate a portion or the whole part of f 3 which belongs to K 3 . If the "unnecessary" coefficients are not used at this step, they can be carried over further to higher order equations and may simplify higher order normal forms.
Symbolic computation
The recursive formula given in Eq. (7) has been directly used to develop a symbolic computation program based on Maple. The main operation involved in the computation is the multiplication of a matrix with a vector (a Lie bracket operator consists of two such multiplications). The computations for the second and the third terms in Eq. (7) (i.e. the Lie bracket and the first summation) are straightforward, while the last summation in Eq. (7) needs a careful consideration in order to obtain a minimum number of operations. First, it should be noted that the variable used in functions h l 1 , h l 2 , . . . , h lm must be different (i.e. not the y variable) from that of f i so that the operator D can treat them as "constant" in the processing of differentiation [see Eq. (8)]. When the differentiations are completed, the variables in these h functions should be changed back to the original variable y. Secondly, in order to obtain the minimum number of operations for the last summation, notice that many terms in the summation are actually the same, due to that the indices l 1 , l 2 , . . . , l m may be equal, and due to the following fact:
which can be proved by a direct calculation as follows.
D((Df
where the fact that h l j is not affected by the operator D has been used. Thus, the order of the differentiation in Eq. (8) with respect to h l j has no influence. Then, the last summation in Eq. (7) can be rewritten as
where q j , j = 1, 2, . . . , p, are nonzero positive integers. Based on Eqs. (7) and (19), Maple programs have been developed, which only require a simple preparation for an input file from a user. The program is outlined below, and the source codes and sample input and output files can be found in Appendices A and B, respectively.
(1) Read a prepared input file. The input file lists the order of the SNF to be computed, ord, and the case of singularity to be considered. (2) Separate the different order terms from the given input differential equations. (9) Write the SNF into the output file "Nform".
Applications of the Method
In this section, we apply the results obtained in the previous section to compute the SNFs for Hopf bifurcation and the Bogdanov-Takens singularity. The computation of the SNFs for these two singularities have been considered before in [Yu, 1999] and , respectively. Symbolic programs using Maple have also been developed in the two references. However, the methods presented in the above two mentioned references require that the original system be described by CNF. Moreover, the methods presented in the two references produce the kth-order algebraic equations which contain lower order (<k) as well as higher order (>k) terms, which extensively increase the computational time and take too much computer memory when computing higher order normal forms. In order to give a real comparison, we reconsider the two singularities using the new approach and will use examples presented in Sec. 4 to demonstrate the efficiency of the new method.
The SNF for Hopf bifurcation
In [Yu, 1999] the SNFs for Hopf and generalized Hopf bifurcations are obtained, where real analysis and real solution procedure are used. In this section, we only present Hopf bifurcation for a comparison. For Hopf singularity, the linear part of system (1) is in a general form v 1 = (ωx 2 , −ωx 1 ) T , i.e. the Jacobian of system (1) has a pair of purely imaginary eigenvalues, ±ωi. Without loss of generality, we may use a time scaling to put it in a normalized form v 1 = (x 2 , −x 1 ) T . Thus, the Jacobian evaluated at the equilibrium x = 0 is in the form of
When the eigenvalues of a Jacobian involve one or more pure imaginary pairs, a complex analysis may simplify the solution procedure. It has actually been noted that the real analysis given in [Yu, 1999] yields the coupled algebraic equations, while it will be seen that the complex analysis can decouple the algebraic equations. Thus, introduce the linear transformation
where i is the unit of imaginary number, satisfying i 2 = −1, and z is the complex conjugate of z. Then, the operator (∂/∂z) and (∂/∂z) can be obtained by the chain rule as follows:
and so the linear part of system (1), v 1 , becomes
Indeed, applying the transformation (21) into system (1) yields
where f is a polynomial in z and z starting from the second order terms, and f is the complex conjugate of f . Here, for convenience we use the same notation f = f f for the complex analysis. To find the CNF of Hopf singularity, one may use Takens normal form theory to determine the basis, g k , for the complementary space of K k , or Poincaré normal form theory to determine the so-called "resonant" terms. It is well known that the "resonant" terms are given in the form of z j z j−1 (e.g. see [Guckenheimer & Holmes, 1993] ), and the kth-order normal form is given by
where b 1k and b 2k are real coefficients to be determined. It is obvious to see from Eq. (25) that the normal form contains odd order terms only, as expected. In the CNF computation, the two kth order coefficients b 1k and b 2k should, in general, be retained in the normal form. In the SNF computation, however, one wants to eliminate one or both of the coefficients by using the nonlinear transformation. Next, assume that f k (z, z) and h k (z, z) are given in the general forms of
Now, by applying the formula g 2 = f 2 + [h 2 , v 1 ], one obtains the following second order (i.e. k = 2) complex algebraic equations:
which do not involve the b coefficients, and the six c coefficients can be used to eliminate all the second order terms, as expected. Solving Eq. (27) 
For k = 3, applying the formula
where A jkl 's are known expressions, given by 
Note that the four equations given in Eq. (29) are obtained from balancing the coefficients of the terms z 3 , z 2 z, zz 2 and z 3 , respectively. It is seen from Eq. (29) Similarly, we can obtain the fourth-order equations (k = 4) which are solved using the fourth-order c coefficients. In general, when k is an even number, one may find
. . .
where A jkl 's are known expressions obtained from previous step equations. This indicates that all even order terms in the original system can be removed using a nonlinear transformation. This certainly agrees with CNF theory. Next, consider k = 5. One can apply the formula given in Eq. (7) to find the following algebraic equations: 
When α 32 = β 32 = 0, it is a case of generalized Hopf bifurcations. For k = 7, similarly, we use the formula given in Eq. (7) 
where A jkl 's, α jk 's and β jk 's are known expressions, and in particular, α 43 = a 120 a 211 + a 220 a 111 , β 43 = β 32 .
Equation (36) 
Combining the conditions given in Eqs. (35) and (38) shows that β 32 = 0 is a necessary condition for obtaining the SNF of Hopf bifurcation. Continuing the above procedure to nineth, eleventh, etc., odd order equations, one may find that all the higher order coefficients b 1k and b 2k (k ≥ 7) can be eliminated using the coefficients c 1m(m−1) and c 2m(m−1) where m = (k − 1)/2. The detailed proof can be found in the reference [Yu, 1999] where generalized Hopf bifurcations are also discussed. Consequently, the SNF of Hopf bifurcation is obtained in the complex 
Equation (40) may be directly put in the real palor form by taking the real and imaginary parts:
The symbolic computation for the SNF of Hopf bifurcation can be easily obtained from the above solution procedure. The computation involves finding the normal form coefficients b 1k , b 2k and the c coefficients from the kth order algebraic equation. The program has been coded using Maple, listed in Appendix A.
The SNF for the Bogdanov Takens singularity
Now, we turn to the Bogdanov-Takens singularity. Suppose the system is described by Eq. (1), and the Jacobian matrix of the system evaluated at the equilibrium x = 0 has a double zero eigenvalue, i.e. L is given by
which is called non-semisimple case. Then, the general form of the kth order vector homogeneous polynomial f k (y) (k ≥ 2) can be written as
where y = (y 1 , y 2 ) T , and the a ijk 's are known coefficients. Similarly, the kth-order nonlinear transformation h k (y) (k ≥ 2) can be put in the form
where c ijk 's are unknown coefficients to be determined. The procedure of finding the normal form of the Bogdanov-Takens singularity is, similar to that for Hopf bifurcation, to solve the coefficients c ijk and determine the coefficients b k1 and b k2 . To find the form of g k (y) for the Bogdanov-Takens singularity, note that the 2k + 2 basis for the space H k are
and the basis for the space R k can be obtained from
which clearly indicates that y k 1 (∂/∂y 2 ) must be a basis for the space K k . Further, notice that c 1k0 , c 1(k−1)1 , . . . , c 11(k−1) and c 2(k−1)1 , c 2(k−2)2 , . . . , c 21(k−1) can be chosen arbitrarily, while y k 1 (∂/∂y 1 ) and y k−1 1 y 2 (∂/∂y 2 ) have the same coefficient c 2k0 , thus the second basis for K k is either y k 1 (∂/∂y 1 ) or y k−1 1 y 2 (∂/∂y 2 ). Therefore, the CNF for the Bogdanov-Takens singularity is given either bẏ
or byẏ
We shall use the second form (49) in this paper, i.e. choose the basis y k 1 (∂/∂y 2 ) and y k−1 1 y 2 (∂/∂y 2 ) for the space K k . Thus, the kth-order vector g k (y) (k ≥ 2) can be written as
where the coefficients b k1 and b k2 are to be determined. Moreover, it has been noted from Eq. (47) that only the 2k coefficients c 1k0 , c 1(k−1)1 , . . . , c 2k0 , c 2(k−1)1 , . . . , c 2(k−1)1 are used in the kth order equations for eliminating the part of f k belonging to R k , while the two coefficients c 1 0k and c 2 0k are not used. Setting these two coefficients zero yields the CNF. To obtain the SNF, we let them be carried over to higher order equations to possibly eliminate coefficients b p1 and/or b p2 (p > k).
We follow a similar procedure used in the previous subsection for Hopf bifurcation to compute the SNF of the Bogdanov-Takens singularity. That is, for each order k, one applies Eq. (7) to obtain the kth order algebraic equations and then solve these equations one by one for the coefficients of normal form and the nonlinear transformation. This case, for which we must use real analysis, needs a careful consideration in solving the algebraic equations. Since the SNF for this singularity has been studied in , which was based on the CNF, we will outline the solution procedure below and only present the part which is different from that discussed before. The proof is similar to that given in ] and a reader is referred to the reference for more details.
For k = 2, the formula g 2 = f 2 + [h 2 , v 1 ] straightforwardly leads to the following algebraic equations, given in the matrix form: 
which show that the second order CNF cannot be further simplified since, in general, b 21 = 0, b 22 = 0, as expected. It is also noted that c 202 is undetermined at this order while c 102 does not appear in the solution.
Similarly, for k = 3, one may apply the formula
) to obtain the following eight third-order equations: 
where A ijl 's are given explicitly in terms of the second and third order a coefficients as follows: (54) First, it is observed from Eq. (53) that the matrix has a similar form as that of Eq. (51), and c 103 does not appear in the eight equations. Second, we may follow a similar order as that used for solving Eq. (51) The difference between solving Eqs. (53) and (51) is that Eq. (53) involves the undetermined second-order coefficients c 202 and c 102 , which may be used to eliminate the normal form coefficients. Since #5 equation does not involve c coefficients (A 230 is purely expressed in terms of a jkl 's), thus b 31 cannot be eliminated. Consider b 32 involved in #6 equation, one can find that because the c 230 solved from #1 equation contains the coefficient c 202 , thus if a 220 = 0 we can choose appropriate c 202 to set b 32 = 0. It should be noted that here we must use c 202 rather than c 102 to remove b 32 . c 102 is still undetermined and may be used in next order equations to eliminate higher order normal form coefficients. In fact, it will be seen that c 102 is used in the fourthorder equations. Consequently, we obtain 
and 
The notation "⇒" in Eq. (55) means that b 32 can be set zero by appropriately choosing the coefficient c 202 . It should be pointed out that although the above four equations given in Eq. (56) are written in a matrix form, we do not need to solve matrix equations. The four coefficients can be found by solving the four equations one by one in reverse order. The above procedure can be applied to higher order equations. For k = 4, we apply Eq. (7) 
as well as the following two groups of equations, called key equations. The first group contains two equations, given by
which indeed does not involve the fourth-order c coefficients, and the second group has six equations, written in the matrix form: 
where A ijl 's (j + l = 4) are known expressions given in terms of the coefficients a ijk 's. It is seen from Eqs. (56) and (58) that only one c coefficient, c 102 , can be used to eliminate the normal form coefficients. Further, it can be shown that either b 41 or b 42 can be removed as long as a 220 = 0 (which has been required in solving the third-order equations) and a 211 + 2a 120 = 0. these two coefficients c 203 and c 103 are carried over to higher order equations to eliminate higher order normal form coefficients. The above solution procedure is summarized in Table 1 , where the notation "⇒" has the similar meaning as that given in Eq. (55). The general rule is described as follows:
In general, for the kth order equation we find the following matrix equation:
. . . 
where the 2(k+1)-dimensional vector v contains the expressions which are functions of the coefficients, some of which have been obtained in the previous steps, while one or two are determined in the current order, and others will be determined in higher order equations. The same solution procedure is observed from Eq. (61): the coefficient c 10k does not appear in the equations; the coefficient c 2k0 is solved first from the first equation; the coefficient c 20k is only involved in the (k + 1)th order equation and can thus be chosen arbitrarily; the remaining 2k equations can be divided into two groups. The first group consists of the (k + 2)th and (k + 3)th equations which contain the two coefficients b k1 and b k2 ; and the second group has the remaining (2k−2) equations which are used to determine the remaining (2k−2) c coefficients: c 1k0 , c 1(k−1)1 , . . . , c 12(k−2) and c 2(k−1)1 , c 2(k−2)2 , . . . , c 21(k−1) . The key step in the procedure is to solve the two equations in the first group, since the two coefficients b k1 and b k2 play the major rule in determining the SNF of this order. There are three cases which are similar to that studied in , and thus we omit the detailed derivations but briefly outline the formulae below.
(i) When k = 3m + 1 (m ≥ 1), one finds
where D 1 represents the known expressions obtained from the previous steps, and
in which F i 's are 2×2(k−i−1) matrices and C i 's are 2(k − i − 1) vectors. Once the above two equations are solved for determining the b k1 , b k2 as well as the undetermined coefficients c 10m and c 20m from the previous order equations, the second group of equations are then used to find the remaining c coefficients.
It can be shown that Eq. (62) may be reduced to
where D 2 and * denote the known expressions. Equation (64) clearly indicates that we can set b k2 = 0 by explicitly choosing a unique c 102m in terms of the known coefficients, and then b k1 is also uniquely determined. The procedure to obtain Eq. (64) and the proof is similar to that given in the reference , so the detail is not presented. Similarly, one can show that
(ii) When k = 3m + 2 (m ≥ 1), the equation is
and thus one may set b k2 = 0 by explicitly solving a unique c 20(2m+1) from the above equation in terms of known coefficients. Then b k1 is uniquely determined. Finally, (iii) When k = 3m + 3 (m ≥ 1), one obtains
Unlike the cases (i) and (ii), we may set b k1 = b k2 = 0 for this case by uniquely determining c 202(m+2) and c 10(2m+1) from Eq. (66), given in terms of known coefficients. From the above discussion it is easy to find the pattern of the coefficients of the SNF: when k = 3m + 1 or 3m + 2, b k2 = 0, b k1 = 0, while when n = 3k + 3, b n1 = b n2 = 0. The procedure of solving the kth order linear algebraic equation to determine the b and c coefficients is described in Table 2 , where COF 1ij and COF 2ij (i + j = k, 0 ≤ i, j ≤ k) denote the 2k + 2 coefficients of the binomial y i 1 y j 2 . These coefficients are obtained by using the formula g k given in Eq. (7) and balancing the binomial terms y i 1 y j 2 . Note in Table 2 that step I has several choices, only one of them is applicable for a given order k. It should be noted that the pattern shown above is same as that obtained in ], as expected. However, in ] the computation of the SNF is based on the CNF, while here the SNF is derived from a general differential equation.
The program for the above solution procedure has been coded in Maple, which is given found in Appendix A. 
COF 2(k−1)1 ⇒ c102m b k2 = 0 3 and 3m + 1 (m ≥ 1)
Examples
In this section, we shall apply the results presented in the previous section and the Maple programs developed in this paper to compute the SNFs of four examples. The first two examples are for Hopf bifurcation and the other two for the Bogdonov-Takens singularity.
Example 1
Consider the following general system with randomly chosen coefficients up to seventh order: 
The linearized system of (67) about the equilibrium x 1 = x 2 = 0 has a pair of purely imaginary eigenvalues: ±i. (This system will be used again later for the double zero eigenvalue.) The Maple program (see Appendix A for the Maple source code) is executed on a PC machine (PENTIUM III-700MMX 512K system) to obtain the following SNF in the complex form:
which can be directly transformed to the polar form using the real and imaginary parts:
Since the coefficient of R 3 is nonzero, this is Hopf bifurcation. The SNF given by Eq. (69) can also be obtained using the approach and Maple program developed in [Yu, 1999] , but it needs to find the CNF before executing the program. It should be noted that the nonlinear transformation obtained using the complex form (which can be transformed to real form) is different from that given by the Maple program coded in [Yu, 1999] . However, the SNF is identical, as expected, since it is unique. It is further noted that the approach developed in this paper can be used to find much higher order nonlinear transformation than the method presented in [Yu, 1999] , because the formula given in this paper is the "simplest". This will be further demonstrated in the next example.
technique was used to reduce the computation involved in obtaining the kth order algebraic equation. However, the Maple program developed in this paper can be executed to obtain the 23rd order nonlinear transformation for system (70) within three minutes. We could even execute the program for system (70) on the same machine up to 40th order without having memory problem! This shows that the new approach is indeed computationally efficient.
Example 3
The system given in Eq. (67) is considered here again, with the linear terms changed to (x 2 , 0) T , for the double zero singularity. The Maple programs are executed on the same PC machine to obtain the following SNF up to 20th order terms within about seven minutes: 
where the notation ∼ in the three broken lines for the terms of y 17 1 , y 19 1 and y 20 1 should read as that the broken line continues for the numerator and denominator separately. One can add more terms to Eq. (67) and run the Maple program to compute higher order normal forms. This example again shows the advantage of the new efficient method that computer memory and computational time are greatly saved.
Example 4
This example is taken from . The CNF was originally obtained from a sixth dimensional 
which is exactly the same as that obtained in ] using a different method. However, the approach developed in this paper is much faster than that given in , in particular for computing higher order SNF. For instance, on the same PC machine, it failed to use the method given in ] to obtain the 13th order SNF for system (69) due to extreme large expressions appearing in the symbolic computation. However, applying the Maple programs developed in this paper only takes about two minutes to obtain the SNF of system (69) up to 20th order, listed below: 
This truly shows that the approach presented in this paper is computationally efficient.
Concluding Remarks
An efficient method is presented to compute the simplest normal forms of vector fields. A general formula is derived, which is applicable for any singularities. The main advantages of this approach include: (i) the kth order algebraic equation only contains the kth order terms; and (ii) the nonlinear transformation is given in a consistent form for the whole procedure. Hopf and Bogdanov-Takens singularities are considered and examples are presented to show that the method is indeed computationally efficient. Symbolic computer software using Maple has been developed which can be easily implemented on various computer systems. The general formula given in the paper can handle general form of vector fields which are not necessarily given in the form of CNF, while most other methods for further reduction of CNF are based on CNF. It is noted, however, that the formulae presented in this paper are only applicable to systems which are described on a center manifold. Also note that the Maple programs developed in this paper are only applicable for generic cases. The authors are currently engaged in work on developing more adaptive computational methods which can be applied to consider general systems (whose dimension is greater than that of the center manifold) for any special cases.
