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Abstract We study noiseless subsystems on collective rotation channels of
qudits, i.e., quantum channels with operators in the set E(d, n) = {U⊗n :
U ∈ SU(d)}. This is done by analyzing the decomposition of the algebra
A(d, n) generated by E(d, n). We summarize the results for the channels on
qubits (d = 2), and obtain the maximum dimension of the noiseless subsystem
that can be used as the quantum error correction code for the channel. Then
we extend our results to general d. In particular, it is shown that the code
rate, i.e., the number of protected qudits over the number of physical qudits,
always approaches 1 for a suitable noiseless subsystem. Moreover, one can
determine the maximum dimension of the noiseless subsystem by solving a non-
trivial discrete optimization problem. The maximum dimension of the noiseless
subsystem for d = 3 (qutrits) is explicitly determined by a combination of
mathematical analysis and the symbolic software Mathematica.
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1 Introduction
A quantum system is vulnerable to external noise. In quantum information
processing and quantum computation, the system must be protected from the
environmental noise one way or another to protect quantum information stored
in qubits.
Suppose n photons are sent through an optical fiber with fixed imperfec-
tions that cause polarization rotation of each photon [12,2]. Then all photons
suffer from the same error operator U , which results in the collective rotation
operator U⊗n. Such an error operator is symmetric under an arbitrary element
of the symmetry group Sn and one can take advantage of this fact to find a
subspace/subsystem immune to the collective rotation operators. If quantum
information is encoded in this subspace/subsystem, it is protected from the
noise.
The same situation appears when Alice sends n-qubits to Bob without a
common reference frame [1,2]. If Alice employs a basis {|0〉, |1〉} while Bob
employs a basis {|0′〉, |1′〉} for each qubit, these two bases are related by a uni-
tary rotation U . Then the frames of n-qubit system are different by U⊗n and
this “mismatching” of the frames are regarded as a collective rotation. It can
be shown that the same scheme also allows classical information transmission
without a shared reference frame [1,2].
For implicitly it is assumed in the above two examples that the number of
qubits does not change during transmission. It can be shown that quantum
information can be protected even under quantum erasure noise, in which a
photon is lost during transmission, if the information is encoded in a suitable
subspace [20,21,9]. By the same token, one may distribute quantum informa-
tion among n parties in such a way that any k(< n) parties can reconstruct
the quantum information precisely but any k− 1 parties cannot get any infor-
mation concerning the quantum information (quantum secret sharing).
Suppose n-qubit quantum states ρ are represented as N×N density matri-
ces with N = 2n, and a quantum channel is realized as a completely positive
linear map Φ with an operator sum representation (OSR)
Φ(ρ) =
k∑
i=1
EiρE
†
i (1)
for the error operators E1, . . . , Ek; see [22,23]. Then the error operators of our
channel can be expressed as tensor products of error operators of the form
W⊗n, W ∈ SU(2).
Decoherence free subspace and noiseless subsystem are standard methods
to avoid collective errors; see [29,30,31,28,13,15,19]. It is not hard to explain
the scheme using the OSR of the quantum channel (1) as follows. Suppose the
finite-dimensional C∗-algebra A generated by the error operators admits the
unique decomposition up to unitary equivalence (similarity) as⊕
j
(Isj ⊗Mnj ) with
∑
j
sjnj = N.
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In other words, there is a unitary matrix Q ∈ MN such that for every error
operator Ei in (1),
Q†EiQ =
⊕
j
(Isj ⊗B(i)j ) with B(i)j ∈Mnj .
In the context of Lie theory, the algebra A has irreducible representation (ir-
rep) of dimensions n1, n2, . . .. Then for every index j, we have a decomposition
A ⊂ (Isj ⊗Mnj )⊕Mq ⊂MN ,
where q = N − sjnj . If the channel (1) is applied to a quantum state ρ =
(ρ˜⊗ σ)⊕Oq according to this decomposition, then we verify
Φ(ρ) = (ρ˜⊗ σE)⊕Oq with σE =
∑k
i=1 B
(i)
j σB
(i)†
j (2)
because of the special form of the error operators in this decomposition. Thus,
the state ρ˜ ∈ Msj encoded as above will not be affected by the errors (noise)
and can be easily recovered. This gives rise to a noiseless subsystem (NS) [14,
28,13,15]. The situation is particularly pleasant if nj = 1, i.e., we use the
one-dimensional irreducible representations of A, so that
Φ(ρ˜⊕Oq) = ρ˜⊕Oq. (3)
In such a case, we get a decoherence free subspace (DFS) [29,30,31,19,15].
Needless to say, we must identify an irrep j that has the maximal multiplicity
sj for maximal coding rate in both cases. Now we consider general qudits,
each of which belongs to the vector space Cd, instead of qubits. The irrep
can protect logd sj qudits of information from the collective rotation error.
It is the purpose of the present paper to identify such an irrep that attains
the maximal multiplicity achieving the asymptotic coding rate of one. Noise-
less subsystems and decoherence free subspaces for qudits have been analyzed
by several authors [2,11,7,4,5,6] but none of them considered the maximal
multiplicity.
In this paper, we study QECC for quantum channel with error operators
on Md ⊗ · · · ⊗ Md (n copies) of the form U⊗n with U ∈ SU(d). For this
purpose we analyze the structure of the algebra A(d, n) generated by the set
E(d, n) = {U⊗n : U ∈ SU(d)}. It is known (e.g., see [8,10,27] and references
therein) that the decomposition has the form
A(d, n) =
⊕
(p1,...,pd)
If(p1,...,pd) ⊗Mg(p1,...,pd) (4)
with the multiplicity (the Frobenius formula)
f(p1, . . . , pd) =
n!
∏
1≤i<j≤d(pi − i− pj + j)∏d
ℓ=1(pℓ − ℓ+ d)!
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and the dimension of the irrep
g(p1, . . . , pd) =
∏
1≤i<j≤d
pi − i− pj + j
j − i ,
where p1 ≥ · · · ≥ pd are nonnegative integers arranged in descending order
summing up to n. Each sequence (p1, . . . , pd) corresponds to a partition of n
into d parts, equivalently, a Young (tableau) diagram with n boxes. It is the
purpose of this paper to study which (p1, . . . , pd) maximizes f(p1, . . . , pd) for
a set of n qudits and show it gives the asymptotic encoding rate of one.
In Section 2, we summarize the results for the channels on qubits, and
obtain the maximum dimension of the noiseless subsystem which can be used
as the quantum error correction code for the channel. Then we extend the
results to general d in Section 3. It will be shown that the code rate, i.e.,
the number of protected qudits over the number of physical qudits, always
approaches 1 for a suitable noiseless subsystem. Moreover, one can determine
the maximum dimension of the noiseless subsystem by solving a non-trivial
discrete optimization problem. In Section 4, the maximum dimension for the
case when d = 3 (qutrits) is determined by a combination of mathematical
analysis and the symbolic software Mathematica. A conclusion is given in
Section 5. Some technical proofs are collected in Appendix A.
In addition to the study of quantum error correction, the results also
have implications in Lie theory and representation theory concerning the al-
gebra A(d, n). In fact, researchers have considered the asymptotic behavior
of logd(f(p1, . . . , pd))/n and the maximum value of f(p1, . . . , pd); see [27] and
references therein.
2 Collective rotation on qubits
It is known [26] (see also [12]) that
A(2, n) =
⊕
0≤j≤⌊n/2⌋
If(n−j,j) ⊗Mg(n−j,j),
where f(n−j, j) = (nj)−( nj−1) and g(n−j, j) = n+ 1− 2j for j = 0, . . . , ⌊n/2⌋,
where ⌊x⌋ denotes the floor of x ∈ R, i.e., the largest integer smaller than or
equal to x. Moreover [29,13],
lim
n→∞
log2 f(n− ⌊n/2⌋, ⌊n/2⌋)
n
= 1 (5)
so that the code rate, i.e., the number of protected qubits over the number
n of physical qubits, approaches to 1 as n approaches infinity. In case n is
even, f(n − n/2, n/2) = n!/(n/2)!(n/2 + 1)! gives the multiplicity of the 1-
dimensional irrep [29,13].
Despite the limit equation (5), the maximum value of f(n − r, r) is not
attained at r = ⌊n/2⌋. Actually, we have the following result providing the
maximum dimension of the noiseless subsystem.
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Theorem 1 Let r∗ be such that
f(n− r∗, r∗) = max
1≤r≤n/2
f(n− r, r) = max
{(
n
r
)
−
(
n
r − 1
)
: 1 ≤ r ≤ n/2
}
.
Then
r∗ =
⌊
(n+ 2)−√n+ 2
2
⌋
.
Proof. Note that for r ≤ n/2,
{(
n
r
)
−
(
n
r − 1
)}
−
{(
n
r − 1
)
−
(
n
r − 2
)}
=
(
n
r
)
− 2
(
n
r − 1
)
+
(
n
r − 2
)
=
n!
r!(n− r + 2)!{(n+ 1)(n+ 2)− 4(n+ 2)r + 4r
2},
which is nonnegative as long as r ≤ {(n+ 2)−√n+ 2} /2. Thus, the maxi-
mum dimension of the noiseless subsystem is attained at (n− r∗, r∗) with
r∗ =
⌊
(n+ 2)−√n+ 2
2
⌋
as asserted. ⊓⊔
It is easy to check that if f(n− r∗, r∗) is maximum for a given n, then
max{f(n+1−r∗, r∗), f(n−r∗, r∗+1)} = max{f(p1, p2) : p1 ≥ p2 ≥ 1, p1+p2 = n+1}.
We list the first few values of r∗ and f(n− r∗, r∗):
n : 3 4 5 6 7 8 9 10 11 12 13 14 15
r∗ : 1 1 2 2 3 3 3 4 4 5 5 6 6
f(n− r∗, r∗) : 2 3 5 9 14 28 48 90 165 297 572 1001 2002
⌊ log2(f(r∗))⌋ : 1 1 2 3 3 4 5 6 7 8 9 9 10
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For definiteness, we give an example of NS for 3-qubit encoding [11]. For
this purpose, we introduce the Young-Yamanouchi basis
1 2
3


1√
6
(−[ud+ du]u+ 2[uu]d)
1√
6
(2[dd]u− [ud+ du]d)
1 3
2


1√
2
(ud− du)u
1√
2
(ud− du)d
1 2 3


uuu
1√
3
(uud+ udu+ duu)
1√
3
(ddu+ dud+ udd)
ddd
(6)
where u = |0〉 and d = |1〉. The Young diagram in the equation shows respec-
tive symmetry under the symmetry group S3. There are two 2-d irreps since
there are two ancestors, S = 0 and S = 1, for n = 2 and the Young diagram
for n = 3 shows which ancestor the given 2-d irrep has. The encoding unitary
matrix UE is obtained by juxtaposition of these vectors as
UE =


...
...
...
1 2
3
1 3
2
1 2 3
...
...
...

 . (7)
Then a collective rotation operator U⊗3 is block diagonalized as
U †EU
⊗3UE = (I2 ⊗ U2)⊕ U4, (8)
where U2 ∈ SU(2) and U4 ∈ SU(4).
In general, it is not easy to implement the encoding and decoding scheme
of QECC of the maximum dimension or of dimension f(n− ⌊n/2⌋, ⌊n/2⌋) in
the limit equation (5). In [16], a recursive encoding and decoding scheme pro-
tecting k qubits from collective rotation errors using 2k+1 physical qubits was
demonstrated, leading to an asymptotic code rate of 1/2. Similarly a recursive
scheme protecting k qudits using dk+1 physical qudits with asymptotic code
rate of 1/d was found in [11].
In fact, the existence of noiseless subsystem/decoherence free subspace is
not a consequence of the unitary group but that of the symmetry group [11].
Any collective error symmetric under the permutation of qubit indices can be
shown to have noiseless subsystem by employing the Young-Yamanouchi basis
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(6). In fact, let us replace the unitary error operator U by an arbitrary element
M ∈ GL(2,C), where
M =
(
a b
c d
)
.
The collective error M⊗3 for the 3-qubit system is block diagonalized by the
basis Eq. (6) as
U †EM
⊗3UE = (I2 ⊗M2)⊕M4,
where
M2 = detM ×
(
d c
b a
)
∈ GL(2,C),
andM4 ∈ GL(4,C). The subsystem corresponding to I2 in the above expansion
is immune to the collective noise and hence noiseless. The reader should be
referred to [11] for the case of qudits.
3 Asymptotic behavior of f(p1, . . . , pd)
In this section, we study the asymptotic behavior of f(p1, . . . , pd). For every
partition (p1, . . . , pd) of n =
∑d
i=1 pi with p1 ≥ p2 ≥ . . . pd > 0, we can get
a NS of dimension f(p1, . . . , pd). Here we show that the asymptotic code rate
is 1 for a suitable choice of noiseless subsystem, which was known to some
researchers. Here we give a proof of this fact.
Theorem 2 Suppose d is a positive integer. Then for p1 = · · · = pd = k, we
have
lim
k→∞
logd f(p1, . . . , pd)
dk
= 1.
The proof is given in Appendix A.1. Theorem 2 states that the choice
p1 = p2 = . . . = pd = k gives the asymptotic encoding rate of 1. Note,
however, that the maximum value f(p1, . . . , pd) for n = dk usually does not
occur at p1 = · · · = pd = k. Moreover, n is not necessarily a multiple of d in
general. In general, it is not easy to determine the maximum dimension of the
noiseless subsystem, equivalently, to maximize
f(p1, . . . , pd) =
n!
∏
1≤i<j≤d(pi − i− pj + j)∏d
ℓ=1(pℓ − ℓ+ d)!
.
This is a highly non-trivial discrete optimization problem. Nevertheless, we
have the following necessary conditions for the optimal solution.
Suppose f(p1, . . . , pd) attains the maximum value at (p
∗
1, . . . , p
∗
d). Then
f(p∗1 + δ1, · · · , p∗m + δd) ≤ f(p∗1, . . . , p∗d)
for any (δ1, . . . , δd) such that the vector has only two nonzero entries equal to
1 and −1, and p∗1 + δ1 ≥ · · · ≥ pd + δd ≥ 0.
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This gives rise to 2
(
d
2
)
inequalities on p∗1, . . . , p
∗
m. When d = 2, the inequalities
reduces to a quadratic expression as shown in the proof of Theorem 1. When
d = 3, we will show in the next section that the 2
(
d
2
)
= 6 inequalities actually
determine the optimal solution. Additional properties of the optimal solutions
will be obtained.
We note en passant that a DFS, corresponding to a square Young diagram
with d rows and k columns (n = dk), gives an asymptotic code rate of 1 even
though it does not attain the maximum multiplicity f . Nevertheless, DFS has
an advantage of protecting quantum information from erasure error [20,21,9]
if there is only one missing qudit. Although there are quantum codes that can
correct more missing qudits, these codes require a huge code size, in the form
of one-way computing [25] or surface codes [3,24], to compensate up to 50%
qudits loss.
4 Maximum dimension of a noiseless subsystem for qutrits
Denote by ⌈x⌉ the smallest integer p such that p ≥ x. For d = 3, we have the
following result giving the complete information of the partitions (p∗1, p
∗
2, p
∗
3)
which yield maximum f(p1, p2, p3).
Theorem 3 The maximum value f(p1, p2, p3) for p1 + p2 + p3 = n ≥ 3 can
be determined as follows.
(a) If n = 3k, then f has a unique maximum at (p∗1, p
∗
2, p
∗
3) = (k+ ⌈r0⌉ , k, k−
⌈r0⌉) with
r0 =
1
2
(
−3 +
√
3 + 3k +
√
12 + 20k + 9k2
)
.
(b) If n = 3k+1, then f has a maximum at (p∗1, p
∗
2, p
∗
3) = (k+ ⌈r3⌉+ 1, k, k−
⌈r3⌉) with
r3 =
1
4
(
−8 +
√
40 + 24k
)
.
The maximum is attained at a unique triple (p∗1, p
∗
2, p
∗
3) unless r3 is an
integer, equivalently, when k = 1 + 8q + 6q2 or 9 + 16q + 6q2, for some
integer q ≥ 0. In the latter case, f also has a maximum at (p∗1, p∗2, p∗3) =
(k + ⌈r3⌉+ 2, k, k − ⌈r3⌉ − 1).
(c) If n = 3k + 2, let
r1 =
1
4
(
−10 +
√
60 + 24k
)
, r2 =
1
4
(
−9 +
√
49 + 24k
)
,
r3 =
1
4
(
−8 +
√
40 + 24k
)
, r4 =
1
4
(
−7 +
√
49 + 24k
)
.
Note that r1 < r2 < r3 < r4. Then f has a maximum at
(p∗1, p
∗
2, p
∗
3) =


(k + 1 + ⌈r3⌉ , k + 1, k − ⌈r3⌉) if ⌈r1⌉ ≤ r2 or ⌈r1⌉ ≥ r4,
(k + 2 + ⌈r1⌉ , k, k − ⌈r1⌉) if r2 ≤ ⌈r1⌉ ≤ r4.
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Furthermore, f (k + 1 + ⌈r3⌉ , k + 1, k − ⌈r3⌉) = f (k + 2 + ⌈r1⌉ , k, k − ⌈r1⌉)
if and only if r2 or r4 is an integer. We have
1. r2 is an integer if and only if k = 5 + 13q + 6q
2 or 10 + 17q + 6q2 for
some integer q ≥ 0. In these cases, ⌈r1⌉ = r2.
2. r4 is an integer if and only if k = 7q + 6q
2 or 3 + 11q + 6q2 for some
integer q ≥ 0. In these cases, ⌈r1⌉ = r4.
The proof of Theorem 3 is given in Appendix A.2. It is based on the analysis
of the following necessary conditions on (p1, p2, p3) for f(p1, p2, p3) to be the
maximum:
f(p1, p2, p3) − f(p1 + 1, p2 − 1, p3) ≥ 0 (1)
f(p1, p2, p3) − f(p1, p2 − 1, p3 + 1) ≥ 0 (2)
f(p1, p2, p3) − f(p1 − 1, p2 + 1, p3) ≥ 0 (3)
f(p1, p2, p3) − f(p1, p2 + 1, p3 − 1) ≥ 0 (4)
f(p1, p2, p3) − f(p1 + 1, p2, p3 − 1) ≥ 0 (5)
f(p1, p2, p3) − f(p1 − 1, p2, p3 + 1) ≥ 0 (6)
The proof shows that these conditions are actually sufficient.
Using Theorem 3 and an additional technical lemma, one can show that
there are close connections between the partition(s) (p1, p2, p3) attaining max-
imum f(p1, p2, p3) and those attaining f(pˆ1, pˆ2, pˆ3) with pˆ1 + pˆ2 + pˆ3 = p1 +
p2 + p3 + 1. In particular, one can construct the optimal partition as follows.
(a) For n = 3k, if f(k + r, k, k − r) is the maximum, then either f(k + r +
1, k, k − r) or f(k + r, k, k − r + 1) will be the maximum for n = 3k + 1.
It is possible that f(k+ r + 1, k, k− r) and f(k + r, k, k− r+ 1) are equal
and are both maximum.
(b) For n = 3k + 1, if f(k + r + 1, k, k − r) is the maximum, then f(k + r +
2, k, k− r), f(k+ r+1, k+1, k− r) or f(k+ r+1, k, k− r+1) will be the
maximum for n = 3k + 2.
For instance, f(2, 1, 1) and f(3, 1, 1) are both maxima for n = 4 and n = 5,
respectively; f(4, 2, 1) and f(4, 3, 1) are maxima for n = 7 and n = 8,
respectively; f(21, 16, 12) and f(21, 16, 13) are maxima for n = 49 and
n = 50, respectively.
It is possible that f(k+r+2, k, k−r) = f(k+r+1, k+1, k−r) is maximum
or f(k + r + 1, k + 1, k − r) = f(k + r + 1, k, k − r + 1) is maximum, but
f(k+ r+2, k, k− r) and f(k+ r+1, k, k− r+1) cannot be both maxima.
Furthermore, if there is rˆ such that f(k+ rˆ+1, k, k− rˆ) = f(k+ rˆ+2, k, k−
rˆ − 1) is the maximum when n = 3k + 1, then f(k + rˆ + 2, k, k − rˆ) is the
maximum when n = 3k + 2.
(c) For n = 3k + 2, if f(k + r + 1, k + 1, k − r) or f(k + r + 2, k, k − r) is
the maximum, then f(k + r + 2, k + 1, k − r) will be the maximum when
n = 3k + 3.
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The above discussions can be summarized as the following theorem.
Theorem 4 (Maximum begets maximum) Let f∗(n) denote the maxi-
mum value of f(p1, p2, p3) for p1 + p2 + p3 = n. Then we have
(a) If f∗(n) = f(p1, p2, p3), then
f∗(n+ 1) = max{f(p1 + 1, p2, p3), f(p1, p2 + 1, p3), f(p1, p2, p3 + 1)}.
(b) If f(p1, p2, p3) = f
∗(n+ 1), then
f∗(n) = max{f(p1 − 1, p2, p3), f(p1, p2 − 1, p3), f(p1, p2, p3 − 1)}.
(c) If f∗(n) = f(p11, p
1
2, p
1
3) = f(p
2
1, p
2
2, p
2
3) for two distinct (p
1
1, p
1
2, p
1
3) and
(p21, p
2
2, p
2
3), then
f∗(n+ 1) = f(p1, p2, p3) with pi = max{p1i , p2i } for i = 1, 2, 3.
The proof of the theorem is given in Appendix A.3.
5 Conclusion
We study QECC for quantum channel with error operators onMd⊗· · ·⊗Md (n
copies) of the form U⊗n with U ∈ SU(d) by analyzing the structure of algebra
A(d, n) generated by the set E(d, n) = {U⊗n : U ∈ SU(d)}. We show that the
code rate, i.e., the number of protected qudits over the number of the physical
qudits, always approaches 1 for a suitable noiseless subsystem. Moreover, we
have determined the maximum dimension of the noiseless subsystem by solving
a non-trivial discrete optimization problem. The maximum dimension for the
cases when d = 2, 3 are determined by a combination of mathematical analysis
and the symbolic software Mathematica. Additional properties of the partition
(p1, . . . , pd) of n attaining the maximum dimension f(p1, . . . , pd) are obtained
when d = 3.
In general, it is not easy to construct a noiseless subsystem with the max-
imum dimension f(p∗1, . . . , p
∗
d) for a large n as shown in the cases when d = 2.
For a large n, the encoding and decoding unitary matrices are elements of
U(2n) and it is impossible to write down these exponentially large unitary
matrices. It seems to us that recursive implementation making use of encod-
ing and decoding circuits for a small n to build up those for a larger n is the
only sensible way for physical implementation. In fact, we found such recur-
sive schemes for qubits [16] and qudits [11]. However, in these cases we have
to sacrifice the code rate, which is 1/2 for qubits and 1/d for qudits in the
recursive schemes. Implementation of encoding and decoding circuits for the
maximal encoding scheme remains a challenging future research.
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A Proofs of Theorems
A.1 Proof of Theorem 2
By the Frobenius formula [10,8,27],
f(p1, . . . , pd) =
(dk)!
∏d−1
ℓ=1
ℓ!∏d
ℓ=1(k + d− ℓ)!
= f1(k)f2(k),
where
f1(k) =
(dk)!
(k!)d
and f2(k) =
∏d−1
ℓ=1
ℓ!∏d
ℓ=1((k + 1) · · · (k + d− ℓ))
.
Now, by Stirling’s formula, we obtain
lim
k→∞
logd f1(k)
dk
= lim
k→∞
ln(dk)!− d lnk!
(ln d)dk
= lim
k→∞
dk(ln d) + O(ln(dk)) −O(ln k)
(ln d)dk
= 1,
and
lim
k→∞
logd(f2(k))
dk
= lim
k→∞
logd(
∏d−1
ℓ=1
ℓ!)−∑di=1∑d−ij=1 logd(k + j)
dk
= 0.
The result follows. ⊓⊔
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A.2 Proof of Theorem 3
Consider the following terms:
f(p1, p2, p3) − f(p1 + 1, p2 − 1, p3) (1)
f(p1, p2, p3) − f(p1, p2 − 1, p3 + 1) (2)
f(p1, p2, p3) − f(p1 − 1, p2 + 1, p3) (3)
f(p1, p2, p3) − f(p1, p2 + 1, p3 − 1) (4)
f(p1, p2, p3) − f(p1 + 1, p2, p3 − 1) (5)
f(p1, p2, p3) − f(p1 − 1, p2, p3 + 1) (6)
Clearly, if f(p1, p2, p3) attains the maximum, then each of the above terms is nonnegative.
(a) When n = 3k, there are three cases (a.1) p2 > k, (a.2) p2 < k, and (a.3) p2 = k. We use
Mathematica [32] to show the following.
(a.1) If (p1, p2, p3) = (k + a + b, k + a, k − 2a − b) with a > 0 and b ≥ 0, the sum of (1) and
(2) is negative and so f cannot attain the maximum in this case.
(a.2) If (p1, p2, p3) = (k + 2a+ b, k− a, k − a− b) with a > 0 and b ≥ 0, the either (3) or (4)
is negative and so f cannot attain the maximum in this case.
(a.3) Let (p1, p2, p3) = (k+r, k, k−r) and define r0 ≡ 12
(
−3 +
√
3 + 3k +
√
12 + 20k + 9k2
)
.
Then (5) and (6) are both nonnegative if and only if ⌈r0⌉ ≤ r ≤ ⌈r0⌉+ 1.
Moreover, r0 in (a.3) is not an integer for all k ≥ 1. Thus, f(k + r, k, k − r) will attain
its maximum when r = ⌈r0⌉. Therefore, f has a unique maximum f(k + r, k, k − r) with
r = ⌈r0⌉ when n = 3k as stated.
(b) When n = 3k + 1, we also have three cases (b.1) p2 > k, (b.2) p2 < k and (b.3) p2 = k.
We use Mathematica [32] to show the following.
(b.1) If (p1, p2, p3) = (k + 1 + a + b, k + a, k − 2a − b) with a > 0 and b ≥ 0, the sum of (1)
and (2) is negative and so f cannot attain the maximum in this case.
(b.2) If (p1, p2, p3) = (k + 1 + 2a + b, k − a, k − a − b) with a > 0 and b ≥ 0, then either (3)
or (4) is negative and so f cannot attain the maximum in this case.
(b.3) Let (p1, p2, p3) = (k+1+ r, k, k− r) and define r3 ≡ 14 (−8+
√
40 + 24k). Then (5) and
(6) are both nonnegative if and only if ⌈r3⌉ ≤ r ≤ ⌈r3⌉+ 1.
There is a subtlety that does not exist for the case (a). We show that r3 is a positive integer
if and only if k = 1+8q+6q2 or 9+16q+6q2, for some integer q ≥ 0. In this case, The term
(5) is equal to zero when (p1, p2, p3) = (k+1+ r, k, k− r). Therefore, f(k+1+ r, k, k− r) =
f(k + 2 + r, k, k − r − 1) and f has a maximum value at (p1, p2, p3) = (k + 1 + r, k, k − r)
and (k + 2 + r, k, k − r − 1).
(c) When n = 3k + 2, we use Mathematica [32] to show the following.
(c.1) If (p1, p2, p3) = (k + a + b, k + a, k + 2 − 2a − b) with a > 1 and b ≥ 0, the sum of (1)
and (2) is negative and so f cannot attain the maximum in this case.
(c.2) If (p1, p2, p3) = (k+2+ a+ b, k−a, k− a− b) with a ≥ 1 and b > 0, the sum of (3) and
(4) is negative and f cannot attain the maximum in this case.
The cases (c.1) and (c.2) show that the maximum of f(p1, p2, p3) can occur only at p2 = k
or k + 1. We show by Mathematica [32] that
(c.3) For r ≥ 0, f(k+2+r, k, k−r) ≤ f(k+2+⌈r1⌉ , k, k−⌈r1⌉) and f(k+1+r, k+1, k−r) ≤
f(k + 1 + ⌈r3⌉ , k + 1, k − ⌈r3⌉).
(c.4) For r ≥ 0 and (p1, p2, p3) = (k+ 2+ r, k, k− r), (3) is non-positive if and only if r ≥ r4
and (4) is non-positive if and only if r ≤ r2.
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By (c.3), the maximum of f occurs at either (p1, p2, p3) = (k + 2 + ⌈r1⌉ , k, k − ⌈r1⌉) or
(k+1+ ⌈r3⌉ , k+1, k−⌈r3⌉). Since 0 < r3− r1 = 14
(
2−√60 + 24k +√40 + 24k) < 1
2
, we
have ⌈r1⌉ ≤ ⌈r3⌉ ≤ ⌈r1⌉+ 1. Furthermore, by (c.3) and (c.4),
f(k + 2 + ⌈r1⌉ , k, k − ⌈r1⌉) ≤ f(k + 1 + ⌈r3⌉ , k + 1, k − ⌈r3⌉)
if ⌈r1⌉ ≤ r2 or ⌈r1⌉ ≥ r4 (9)
Conversely, suppose r2 ≤ ⌈r1⌉ ≤ r4. Then both (3) and (4) are nonnegative. Hence,
f(k + 2 + ⌈r1⌉ , k, k − ⌈r1⌉) ≥ f(k + 1 + ⌈r1⌉ , k + 1, k − ⌈r1⌉) and
f(k + 2 + ⌈r1⌉ , k, k − ⌈r1⌉) ≥ f(k + 2 + ⌈r1⌉ , k + 1, k − ⌈r1⌉ − 1).
Since ⌈r1⌉ ≤ ⌈r3⌉ ≤ ⌈r1⌉+ 1, it follows that
f(k + 2 + ⌈r1⌉ , k, k − ⌈r1⌉) ≥ f(k + 1 + ⌈r3⌉ , k + 1, k − ⌈r3⌉)
if r2 ≤ ⌈r1⌉ ≤ r4. (10)
By (9) and (10), f has a unique maximum if neither r2 nor r4 is an integer.
Suppose r2 is an integer for some k. Then we have
k =


4
3
+ 9q + 6q2 if r2 = 3q,
5 + 13q + 6q2 if r2 = 3q + 1,
10 + 17q + 6q2 if r2 = 3q + 2.
Thus, r2 is an integer for some integer k if and only if k = 5 + 13q + 6q2 or 10 + 17q + 6q2
for some integer q ≥ 0. For k = 5 + 13q + 6q2, r1 = 14
(
−10 +
√
180 + 312q + 144q2
)
. We
have
3 + 12q = −10 +
√
(13 + 12q)2 ≤ −10 +
√
180 + 312q + 144q2
≤ −10 +
√
(14 + 12q)2 = 4 + 12q.
So
3
4
+ 3q =
1
4
(3 + 12q) ≤ r1 ≤ 1
4
(4 + 12q) = 1 + 3q =⇒ ⌈r1⌉ = 3q + 1 = r2.
For k = 10 + 17q + 6q2, r1 =
1
4
(
−10 +
√
300 + 408q + 144q2
)
. We have
7 + 12q = −10 +
√
(17 + 12q)2 ≤ −10 +
√
300 + 408q + 144q2
≤ −10 +
√
(18 + 3q)2 = 8 + 12q.
So
7
4
+ 3q =
1
4
(7 + 12q) ≤ r1 ≤ 1
4
(8 + 12q) = 2 + 3q =⇒ ⌈r1⌉ = 3q + 2 = r2.
The proof for the case when r4 is an integer is similar. ⊓⊔
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A.3 Proof of Theorem 4
We first prove the following Lemma.
Lemma 1 Let r0, r1, r2, r3, and r4 be the numbers defined in Theorem 3 and let
rˆ0 =
1
2
(
−3 +
√
3 + 3(k + 1) +
√
12 + 20(k + 1) + 9(k + 1)2
)
=
1
2
(
−3 +
√
6 + 3k +
√
41 + 38k + 9k2
)
.
Then
r1 < r3 < r0 < rˆ0 < r1 + 1 < r3 + 1. (11)
Hence, {⌈r0⌉ , ⌈rˆ0⌉} ⊆ {⌈r3⌉ , ⌈r3⌉ + 1}. Furthermore, ⌈r0⌉ = ⌈r3⌉ + 1 if r3 is an integer
and ⌈rˆ0⌉ = ⌈r1⌉+ 1 if r2 ≤ ⌈r1⌉ ≤ r4.
Proof. With the help of Mathematica [32], we can show that
(r0 − r3)
(
1 +
√
10 + 6k +
√
3 + 3k +
√
12 + k(20 + 9k)
)
×
(
6 + 3k +
√
12 + k(20 + 9k) + 2
√
3 + 3k +
√
12 + k(20 + 9k)
)
×
(
3 + k +
√
12 + k(20 + 9k)
+
√
12 + k(20 + 9k)
√
3 + 3k +
√
12 + k(20 + 9k)
)
= 2
[
3
(
13 + 4
√
12 + k(20 + 9k) + 8
√
3 + 3k +
√
12 + k(20 + 9k)
)
+k
{
10
(
11 + 2
√
12 + k(20 + 9k) + 4
√
3 + 3k +
√
12 + k(20 + 9k)
)
+ k
(
95 + 27k + 9
√
12 + k(20 + 9k) + 18
√
3 + 3k +
√
12 + k(20 + 9k)
)}]
> 0.
(rˆ0 − r0)
(√
3 + 3k +
√
12 + k(20 + 9k) +
√
6 + 3k +
√
41 + k(38 + 9k)
)
×
(
3 +
√
12 + k(20 + 9k) +
√
41 + k(38 + 9k)
)
= 19 + 9k + 3
√
41 + k(38 + 9k) > 0,
and
(r1 + 1− rˆ0)
(√
15 + 6k +
√
6 + 3k +
√
41 + k(38 + 9k)
)
×
(
9 + 3k +
√
41 + k(38 + 9k)
)
= 20 + 8k > 0
Hence, Eq. (11) follows. ⊓⊔
Now we are ready to prove the theorem. Notice that by Theorem 3,
f∗(n) =


f(k + ⌈r0⌉, k, k − ⌈r0⌉) if n = 3k,
f(k + 1 + ⌈r3⌉, k, k − ⌈r3⌉) if n = 3k + 1,
f(k + 1 + ⌈r3⌉, k + 1, k − ⌈r3⌉) if n = 3k + 2 with ⌈r1⌉ ≤ r2 or ⌈r1⌉ ≥ r4,
f(k + 2 + ⌈r1⌉, k, k − ⌈r1⌉) if n = 3k + 2 with r2 ≤ ⌈r1⌉ ≤ r4,
f(k + ⌈rˆ0⌉, k, k − ⌈rˆ0⌉) if n = 3k + 3.
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Furthermore, f(k+1+ ⌈r3⌉, k, k−⌈r3⌉) = f(k+2+ ⌈r3⌉, k, k− 1−⌈r3⌉) if r3 is an integer.
From n = 3k to n+1 = 3k+1, suppose (k+ ⌈r0⌉, k, k−⌈r0⌉) = (p1, p2, p3). By Lemma
1, ⌈r0⌉ = ⌈r3⌉ or ⌈r3⌉ + 1. Then
(k + 1 + ⌈r3⌉, k, k − ⌈r3⌉) =
{
(p1 + 1, p2, p3) if ⌈r0⌉ = ⌈r3⌉,
(p1, p2, p3 + 1) if ⌈r0⌉ = ⌈r3⌉+ 1.
From n = 3k+1 to n+1 = 3k+2, suppose (k+1+ ⌈r3⌉, k, k− ⌈r3⌉) = (p1, p2, p3). By
Lemma 1, ⌈r3⌉ = ⌈r1⌉ or ⌈r1⌉+ 1. Then
(k + 1 + ⌈r3⌉, k + 1, k − ⌈r3⌉) = (p1, p2 + 1, p3) and
(k + 2 + ⌈r1⌉, k, k − ⌈r1⌉) =
{
(p1 + 1, p2, p3) if ⌈r3⌉ = ⌈r1⌉,
(p1, p2, p3 + 1) if ⌈r3⌉ = ⌈r1⌉+ 1.
Further, suppose r3 is an integer, then ⌈r3⌉ = ⌈r1⌉ and hence we must have r2 ≤ ⌈r1⌉ ≤ r4
and f∗(3k+2) = f(k+2+ ⌈r1⌉, k, k− ⌈r1⌉). If (p1, p2, p3) = (k+2+ ⌈r3⌉, k, k− 1− ⌈r3⌉),
then
(k + 2 + ⌈r1⌉, k, k − ⌈r1⌉) = (p1, p2, p3 + 1).
Furthermore, if f∗(3k + 1) = f(p1
1
, p1
2
, p1
3
) = f(p2
1
, p2
2
, p2
3
) with (p1
1
, p1
2
, p1
3
) = (k + 1 +
⌈r3⌉, k, k−⌈r3⌉) and (p21, p22, p23) = (k+2+⌈r3⌉, k, k−1−⌈r3⌉), then f∗(3k+2) = f(p21, p12, p13).
Now from n = 3k + 2 to n + 1 = 3k + 3, suppose ⌈r1⌉ ≤ r2 or ⌈r1⌉ ≥ r4 and (k + 1 +
⌈r3⌉, k + 1, k − ⌈r3⌉) = (p1, p2, p3). By Lemma 1, ⌈rˆ0⌉ = ⌈r3⌉ or ⌈r3⌉+ 1. Then
(k + 1 + ⌈rˆ0⌉, k + 1, k + 1− ⌈rˆ0⌉) =
{
(p1, p2, p3 + 1) if ⌈rˆ0⌉ = ⌈r3⌉,
(p1 + 1, p2, p3) if ⌈rˆ0⌉ = ⌈r3⌉+ 1.
Now suppose r2 ≤ ⌈r1⌉ ≤ r4 and (k + 2 + ⌈r1⌉, k, k − ⌈r1⌉) = (p1, p2, p3). By Lemma 1,
⌈rˆ0⌉ = ⌈r1⌉+ 1. Then
(k + 1 + ⌈rˆ0⌉, k + 1, k + 1− ⌈rˆ0⌉) = (p1, p2 + 1, p3).
Furthermore, if f∗(3k+2) = f(p1
1
, p1
2
, p1
3
) = f(p2
1
, p2
2
, p2
3
) with (p1
1
, p1
2
, p1
3
) = (k+1+⌈r3⌉, k+
1, k − ⌈r3⌉) and (p21, p22, p23) = (k + 2 + ⌈r1⌉, k, k − ⌈r1⌉), then f∗(3k + 3) = f(p21, p12, p13).
Thus, the result follows. ⊓⊔
