We consider on S2 the problem of which functions K can be the scalar curvature of a metric conformai to the standard metric on S1. We assume that K is a function of one variable, and we obtain a necessary and sufficient condition for the problem to be solvable. We also obtain several new sufficient conditions on k (which are easy to check), in order that the problem be solvable.
Introduction
Consider the two-sphere S2 = {(xx, x2, x¡) £ R3: x\ + x\ + x2 = 1}, with the standard metric ds\ = dx\ + dx\ + dx\. If we make the conformai change of metric, ds2 = e2udsl, then the Gaussian curvature K(x) of the new metric is (1.1) K(x) = (1 -A)e~2u(x), x£S2, where A denotes the Laplacian relative to the standard metric ds2. L. Nirenberg has raised the following inverse problem: which functions K can be the Gaussian curvature of a metric ds2 which is conformai to the standard metric ds2 ? This problem is equivalent to the question: Which functions K on S2 can be prescribed so that (1.1) has a solution u on S2? If dp denotes the standard surface measure on S2, then rewriting (1.1) as (1.2) Au + K(x)e2u = 1, xeS2, and integrating over the sphere gives (1.3) / Ke2udp = An.
Thus, for each eigenfunction <pj of A on S2 satisfying Atpj + 2tf>j = 0 (j = 1, 2, 3), the Kazdan-Warner condition is (1.4) [ (VK,V<l>j)e2udn = 0, j =1,2,3.
Moser [7] proved that if K is an even function on S2, i.e., K(x) = K(-x), then (1.2) has a solution. Recently, several other sufficient conditions were found (see Chang and Yang [1, 2] , Chen and Ding [3] , and Hong [5] ).
In this paper we consider the case of a rotationally symmetric K, i.e., K is a function of JC3 alone. In [5] , Hong considered this case and established some existence theorems using a variational approach. Since K isa function of x-¡, if we seek solutions u depending only on X3, then (1.2) becomes an ordinary differential equation, and it is the purpose of this paper to study (1.2) by using the techniques of ordinary differential equations.
Thus, assume that K = K(xi) and that we seek solutions u of (1.2) which depend only on X3. Denoting X3 by z, (1.2) becomes <'-5> n 2,du i'-*1'* + K(z)e2u = l, zg [-1,1] .
Let z = (r2 -l)/(r2 + 1); then 0 < r2 < 00 . Now define Kx(r) = K(z), i.e.
(r2 -1 and consider the following initial-value problem:
v"(r) + -v'(r) + Kx(r)e2v{r) = 0, r>0, (1.6) r v(0) = a, t>'(0) = 0.
We define the set / by / = {a e R: (1.6) has a unique solution v(r, a) defined for all r > 0} . Our first result is the following theorem.
Theorem A. Assume that K is a smooth function on (-1, 1) and Holder continuous on [-1, 1] . Then (1.5) has a regular solution u(z) on [-1, 1] (1.8) / Kx(r)re2v{r'a)dr>0.
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Note that if K[ is of one sign and not identically zero, then (1.7) cannot hold so that Theorem A implies that (1.5) has no solution; an easy calculation shows that (1.7) is actually the Kazdan-Warner condition (1.4) . Now it is not easy to verify either (1.7) or (1.8) . To overcome this difficulty, we define a function K2 by /T-r2, K2(r) = K ,1+r
Our second result is:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Theorem B. Let K be smooth on (-1, 1) and Holder continuous on [-1, 1] . Assume that Kx and K2 are smooth and have only finite-order zeros. Then (1.5) has a regular solution u(z) on [-1,1] if any one of the following statements hold:
(i) Kx(r) -K2(r) for 0 < r < 1 and Kx is positive somewhere (cf. Moser [7] ). (vii) Interchange Kx and K2 in (iii) , (v), or (vi) . (viii) max[Kx(0), K2(0)] < 0 and K is positive somewhere (cf. Hong [5] ).
We remark that if K is smooth, say C1 on [-1, 1] , then since K[{r) = K' 1 4r ri+lj (r2 + l) 2' it follows that K[(0) = 0 = K2(0). However, if K is only of class Ca on [-1, 1] (e.g., K(z) = a + by/T^2, so Kx(r) = K((r2 -l)/(r2 + 1)) = a + 2r/(r2 + 1), then ^¡(0)^ (0) need not be zero. The basic idea in this paper is to break the study of (1.5) into two problems: (Pi) and (P2) Similarly, if z = (1 -i2)/(l + t2) and w(t) = w(z) -log((l + /2)/2), then w satisfies (P2) iff w satisfies w"(t) + -w'(t) + K2(t)e2wit) = 0, t£[0,l], w(0) = ß = ß + log2, w'{0) = 0, ß G/2 = /2 + log2.
Moreover, A2 = {(w{\, ß), -(w'(l, ß)+l)): ß £ I2}. To show that AxnA2¿ 0, under the hypotheses of Theorem B we show that Ax and A2 actually can be considered as continuous curves in R2 having no self-intersections, and that their "limiting ends" (for large and small values of a and ß ) can be controlled. This is done by obtaining careful estimates on the quantities v(l, a),v'(l, a), and w(l, ß), w'(l, ß), and then studying their asymptotic behaviors.
The paper is organized as follows. In §2 we make a detailed study of (1.6); not only is this needed for the proofs of Theorems A and B, but it seems to be of independent interest. The proofs of Theorems A and B are given in § §3 and 4, respectively.
Preliminaries
We consider the initial-value problem
where K is a smooth function on [0, oc). Let / denote the set of real a such that (2.1) has a (unique) solution v(r, a) on [0, 00). Note that / may be empty; for example, if K(r) < 0 for all r > 0, and K(r) < -C/r2 for large r, where C > 0, then 1 = 0 (cf. Sattinger [9] , Ni [8] , or Cheng and Lin [4] ).
In what follows we will use the notation " / ~ g at 00 ," to denote that "there exist positive constants Cx, C2 such that Cxg > f > C2g at oc." We begin with a simple lemma whose standard proof is omitted. (2.2) v(r) = a-I -f sK(s)e2v{s)dsdt Jo t Jo = a -j s log (-) K(s)e2v(s) ds , r > 0. /o Lemma 2.2. Assume that K(r) > 0 for r > ro and K(r) ~ rp at 00 for some real number p. Then, for every a £ I, P + 2 < /»OO / sK(s)e2v{s'a)ds< 00,
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Proof. Suppose first that J™ sK(s)e2v<>s'a) ds = 00. Then there is an rx > r0 such that for all r > rx, sK(s)e2v{s'a) ds > max{2, 2 + p} = a. Jo Jr¡ since 1 +p-2a < -1. This contradiction shows that /0°° sK(s)e2v^-a'> ds < oo . Next, suppose that /0°°sK(s)e2v^s'a) ds < (p + 2)/2 . Then as A"(r) > 0 for r> ro, there is an r2 > r0 for which / sK(s)e2v^s>aUs< P-^-, r>r2.
Using (2.2) again gives, for r > r2, v'(r,a) = --f sK(s)e2v{s-a)ds>-^l. Remark. Note that Lemma 2.3 is an a priori estimate. Thus, if p + 2 > 0 and K(r) < 0 for all r > 0 and K ^ 0, then the lemma implies that 1 = 0, i.e., every solution v(r, a) blows up at some finite r (cf. Sattinger [9] ). The proof is similar to that of Lemma 2.2 and is omitted. Next, for a £ I, we define <J>a(r) by (2. 3) *a(r) = (1 + rw'(r; a))2 + K{r)r2elv{-r'a\
Concerning this function, we have the following lemma.
Lemma 2.4. Suppose that K(r) ~ rp or K(r) ~ -rp at oo for some real number p. Then for each a£ I, the following hold:
(i) %(r) = K'(r)r2e2v^-aK and
Proof. By direct calculation, &a(r) = 2(1 + rv')(rv')' + 2( 1 + rv')Kre2v + K'r2e2v
and since (2.1) implies (n/)' + /-A>2w = 0, (i) follows. To prove (ii), we first note that from the last two lemmas, the quantity /0°° sK(s)e2v(s'a) ds is finite. Suppose now that K(r) ~ rp at oo. Then K(r) is positive for large r. We claim that v(r, a) is eventually monotone. If not, we could find a sequence r, -> oo such that v(r, a) assumes a local minimum at each r,, 1 = 1,2,..., i.e., v'(r¡, a) = 0, v"(/-,-, a) > 0. But then (2.1) shows that
for large i. This proves our claim. (Similarly, if K(r) ~ -rp at oo, v(r, a) is also eventually monotone.) We next claim that
For if not, we can find e > 0 and a sequence r, -» oo suchthat K(ri)r2e2v{~r"a) > e for /=1,2,.... Since v(r, a) is eventually monotone, and K(r) ~ rp at oo, there exists e' > 0 such that, for large r, K(r)r2e2v{-r>a) > s'. This however contradicts the fact that J0°° sK(s)e2v{s'a) ds is finite. Thus our second claim holds. (i) u(t) < v(t)for all t>0, and (ii) there exist positive constants C-and C2 such that v(t) < a(Cx + C2 log(l + 0) for all t > 0.
Proof. Define ct>(t) = a + b^s loè{^ ^^ßj^ds, and set w(t) = v(t) -<¡>(t). Then w(0) = 0, w'(0) = 0, and
Thus, w cannot be negative on an interval 0 < t < e. Hence w(t) > 0 on such an interval, so w(t) > 0 if t > 0. It follows that v(t) > tp(t) > u(t) for t > 0, and this proves (i).
To prove (ii) we let X denote the locally convex space of continuous functions on (0, oo) with the compact-open topology, and consider the set Y c X defined by Y = {w £ X: a < w(t) < g(t), t > 0}, where g(t) = a(l + Bt2~P) ; here B and ß are positive constants to be determined later. It is easy to see that Y is a closed convex subset of X. Now let T be the mapping on Y defined by (n,X0-« + »jf»it(i).J3^*.
We shall show that B and ß can be chosen in order to make TY c Y and TY to be relatively compact in Y.
To do this, we choose B so large and ß < 2 so small as to make the following hold:
Now suppose w £Y ; then it is easy to see from (2.6) that Tw is continuous and a < (Tw)(t) for all t > 0. Let h(t) = g(t) -(Tg)(t) ; then (2.10) /»(0) = 0, h'(0) = 0, and
in view of (2.7) and (2.8) . On the other hand, if t > 2,
in view of (2.7) and (2.9). Thus, for all t > 0, (2.11) implies h"(t)+\h'{t) > 0, so that (2.10) shows that h(t) > 0. This proves that g(t) > (Tg)(t) for aH t > 0. Thus, if w G Y, then w < g, Tw < Tg < g, so that TY c Y.
We now show that TY is relatively compact in Y. Thus let {wn} c Y, wn -»• w £ Y in the space X. Then {«;"} converges to w uniformly on any compact interval on [0, oo). Since ds.
+ s2/A)2 -Jo t(l+s2/A)2 -Jo (l+52/4)2 Thus, {(Twm)'} is uniformly bounded, {Twm} is equicontinuous, and TY is relatively compact in Y. We may now apply the Schauder fixed-point theorem to conclude that T has a fixed-point wq in Y, i.e., = i0etIosir^wds-¡!s l0^s)JT+^Wds
we have v(t) < a(Cx + C2logt) for all t > 1.
Thus, by choosing Cx and C2 appropriately, we have v(t) < a(Cx + C2 log( 1 + t)) for all / > 0.
This proves (ii) and completes the proof of Lemma 2.9. D
We can now give the proof of Theorem 2.6.
Proof of Theorem 2.6. From Lemma 2.7, we know that Ja = R. For any a, from the proof of Lemma 2.7 we have v(a, a) = lim"_00 v"(a, a), where
But, for a near -oo, 2MxM2e2a < 1 and as
we have aK \(vK-vK-X)(a, a)\ <MxM2ae2a-, from which it follows that \v"(a ; a) -a\ < Ce2**, so v(a;a) = a + 0(e2a) Similarly, v'(a, a) = lim^oo v'"(a, a), where
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But, from the proof of Lemma 2.7, we have that \v'n(a, a) -v[(a, a)| < Ce4a , and thus we see that (2.5) is valid. Now in order to prove (2.6) we first make the change of variables t = eay/K(0)r and y(t) = v(r) -a. Then y satisfies (2.14)^(
Choose â > 0 so small that
for 0 < r < S . Lex z(t) = y(t) + log(l + t2/A) ; then z satisfies conclude that, for 0 < / < eay/K(0)o, u(t) < Ce~aa(Cx + C2 log( I + t)), C independent of a.
Thus, for a large, we have
(Note that this confirms (2.18); Proof, since «(0) = 0 = u'(0), «(0 < {log( §¿) for small t. Let t0 < eay/K(0)S be the first t0 for which u(t0) = 2-log( §¿). Now on [0, ?o], (2.16)-(2.19) hold so u(t) < Ce"aa2, so if a is chosen so large that Ce~aa2 < \ log(|!¡), we see u(t0) < \ log(3rg), a contradiction.) Therefore, we see that there exists a constant q0 > 0 such that, for a > «o and 0 < r < S , Next, we shall obtain some results analogous to those in Theorem 2.6 for various hypotheses on the function K. Theorem 2.10. Assume that K(r) > 0 for 0 < r < a, and K(0) > 0, K'(0) = 0, K"(0) ^ 0. Then Ja = R and there exists an ao > 0 such that, for a < -ao, (2.26) v(a,a) = a-0(e2a), (2.27) v'(a, a) = --e2a f sK(s) ds + 0(e4a), a Jo while for a > ao there is a constant C > 0 such that
Proof. We need only prove the asymptotic behavior of v(a, a) and v'(a, a) near a = oo (cf. Theorem 2.6). For this, we choose ô > 0 so small that for 0 < r < ô the following hold:
Now, as in the proof of Theorem 2.6, we set t = ea^/K(Q)r, y(t) + a = v(r), and y satisfies (2.14). If z(t) = y(t) + log(l + i2/4), then z satisfies (2.15 for a> ao and 0 < r < ô . Similarly to (2.21), we have
for some C > 0. Hence, for some C > 0,
The rest of the proof now follows as in the proof of Theorem 2.6. D Using arguments similar to those in the proof of Theorem 2.6, we have, for 0 < r < S and a > a0 > 0, 2" + O (e-^l^a2) . In order to prove this theorem we need two lemmas, whose proofs we omit as they are similar to results of Cheng and Lin [4] . Proof of Theorem 2.12. We divide the proof into several steps.
Step 1: (-a) sufficiently large implies a £ Ja. Let inf'{K(r): 0 < r < a} = -e2ß < 0, and define w(r) by (2.39) w(r) = a0-log [l -\r2 exp 2(a0 + ß)] .
where ao will be chosen below. Then w satisfies (2.40) w(r) = ao+ f s log (^) e2ße2w^ ds on 0 < r < 2e-{ao+ß). Choose a0 so that 2e-{ao+ß) > a. Since 0 > K(r) > -e2ß for r G [0, a], if a < ao, Lemma 2.13 implies that a £ Ja. Hence (-oo, a0] C Ja ■
Step 2: a £ Ja implies (-00, a] c Ja . This is a trivial consequence of Lemma 2.13.
Thus Ja is a nonempty interval of the form (-00, a*).
Step 3: a* < 00. Since K(r) < 0 for r near a, we can find ax < a2 < a and Ç such that K(r) < -e2S <0, a, <r<a2. , and b < a2 < a . Hence (a -Ç) g Ja so that Ja = (-00, a*), and a* < 00. Now since ?;'(/•, a*) > 0 and solutions of (2.1) depend continuously on a , we have that limr^a v(r, a*) = +00.
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Step 4 and let e > 0 be given. Choose y > 0 and (5 > 0 such that, for all r, with a -y < r < a,
ar \ a) and -K(r)e2{v°-£) -\ --( 1 --) < S. a2 ar \ a) We claim that there exists a y, 0 < y < y , such that (2.45) vo -e < w(r) < vq + s, a -y <r < a.
In view of the arbitrariness of e, this will prove (2.36). Thus, suppose ( Thus, (2.46) holds for all r > rx. If we set z(t) = w(e'), then (2.46) shows that z satisfies z"(t) > 6/(1 -e'/a)2 and, as z' > 0, we see that this implies z(t) -* +00 as t -> Ina, i.e., limr_a w(r) = +oo. Thus, there exists an r3, rx < /-3 < a, such that
for some constant C > 0 and for r3 < r < a. Thus (as above, setting z(t) = w(e')), we have, for r near a , (2.53) w(r) = log(l-r/fl) + 0(l).
Hence v(r, a*) = w(r)-log (I -r/a) + 0(1) for r near a. But this contradicts the fact that v(r, a*) -> oo as r-»d. Thus (iv) cannot hold, and this proves (2.45) and also (2.36).
To prove (2.37), we let We will outline the proof of this theorem since it is similar to the proof of Theorem 2.12. First we need two lemmas whose proofs are similar to the proofs of Lemmas 2.13 and 2.14, and will thus be omitted. Lemma 2.17. Assume that K(r)<0 for r£ [a, b] , and K^O. Let v(r, ax, ßx) and v(r, a2, ß2) be two solutions of (2.56) corresponding to (a, ß) = (a,, /?,), 1 = 1,2. If ax < a2, ß2 < ß2 or ax < a2, ßx < ß2, then, for r £ (a, b], v(r, ax, ßx) <v(r, a2, ß2) and v'(r, ax, ßx) <v'(r, a2, ß2). Proof of Theorem 2.15. The proof will again be divided into several steps.
Step 1. Given a £ R, if ß < 0 and (-/?) is sufficiently large, (2.56) has a solution v(r, a, ß) defined on [a,b] .
(The arguments are similar to the proof of Theorem 2.12.)
Step 2. Given a £ R, if, for ß = ßx , (2.56) has a solution v(r, a, ßx) on [a, b] , then, again by Lemma 2.16, (2.56) has a solution v(r, a, ß) for all ß<ßi-
Step 3. Given a G R, (2.56) has no solution defined on [a, b] if ß is sufficiently large. The idea of the proof is similar to Step 3 in the proof of Theorem 2.12, and the details will be omitted.
Step A. Using Steps 1, 2, and 3, we conclude that, for a given a £ R, there exists a unique ß* = ß*(a) such that (2.56) has a solution v(r, a, ß) on [a, b] for all ß < ß*(a). It is easy to see that at ß*, the solution v(r, a, ß*) of (2.56) satisfies limv(r, a, ß*(a)) = oo.
r->b Similar arguments as in the proof of Theorem 2.12 shows the corresponding asymptotic behavior of v(r, a, /?*) as described in the statement of Theorem 2.15.
Step 5 exists. This completes the proof of Theorem A.
Proof of Theorem B
We begin by considering the following problem: (4.1) d_ dz (1-z2) dv d~z
We define sets Ix and Ax by Ix = {a G R: Proof. Using the standard "continuous dependence on initial conditions" theorem, it is easy to check that Ix is an open set and that xx and yx are continuous functions on Ix. Since solutions of (4.3) are unique, it follows that Ax(a) ^ ^i(a') if a ^ a' ; this proves (i).
If K\(r) > 0 for all r g [0, 1], then, from Theorems 2.6 and 2.10, we conclude that /• = R and that (ii) and (iii) hold. In summary, if Kx(r) > 0, then (i)-(iii) hold and Ix = R ; (iv) holds vacuously. Now assume that Kx(r) > 0 on [0, a], Kx(r) < 0 on [a, 1] for some 0 < a < 1, and Kx(r) < 0 for r near 1. We consider the problems
and
v(a) = y, v'(a) = ß. We denote by v(r, a) and v(r, y, ß) the solutions of (4.5) and (4.6), respectively, if they exist. Let ra = (v(a, a), v'(a, a)) and Y = {Ta : a g R}. Again by Theorem 2.6 and the standard "continuous dependence" theorems, it is easy to see that T is a smooth curve in R2. From Theorem 2.15, for each y £ R, there exists a ß* = ß*(y) such that (4.6) has a solution v(r, y, ß) on [a, 1] for all ß <ß*(y). Let Q = {(y,ß):ß<ß*(y), y G R}. Then a G / if and only if Fa G Q. Now if a G R, then Theorems 2.6 and 2.10 imply that a £ Ja . If now v'(a, a) < ß* (v(a, a) ), we may apply Theorem 2.15 to conclude that TQ G Q. Now if a tends to -oo, we see from (2.5) or (2.27) that v'(a, a) -» 0 and v(a, a) -» -oo; thus, v'(a, a) < ß*(v(a, a)) since (cf. Theorem 2.15) ß* is positive somewhere. It follows that Ta G £2 for a near -oo , and similarly rQ G Q for a near +oo . Thus, if Tf)dQ is empty, then Ix = R. From Theorems 2.6 and 2.10, v(a, a) and v'(a, a) satisfy (2.5) and (2.6), or (2.26), (2.27), (2.28), and (2.29). Then integrating (4.3) from r = a to r = 1 yields (ii) and (iii); (iv) holds vacuously. If Tn oil / 0 , then we may write Ix as the union of disjoint open intervals: Ix = Jx l> J2U ■■■ , where each J¡ is as described in the statement of the theorem. Then (ii) and (iii) hold as before. From Theorem 2.15 (the asymptotic form of v(r,a, /?*)), we see that xx (a* -0) = x, (aj + 0)=yx (a* -0) = yx (a* + 0) = +oo for all i > 1 and j > 2. Furthermore, if (a*, aj) n Ix = 0 for some i and j, then, again using Theorem 2.15, we conclude that inf{||^,(a,) -^i(a2)|| : ax £ [a* -ô, a*), a2 G (a,, a¡ + ô]} = 0.
Thus, the lemma is proved in this case.
Next, assume that Kx (r) > 0 for r G [0, a], Kx (r) < 0 for r £ [a, b] , and K\(r) > 0 for r £ [b, 1] . We consider the following three problems:
Let the solutions of (4.7), (4.8) , and (4.9) (if they exist; cf. Lemma 2.7) be denoted by v(r, a), v(r, y, ß), and v(r, ô, £) , respectively. Using arguments similar to the proof of Lemma 2.7, we conclude that (4.9) has a solution for all ô and £. Let Ta = (v(a, a), v'(a, a)) and r={r":a£R}.
From Theorem 2.15 we know that, for each y g R, there exists ß* = ß*(y) such that (4.8) has a solution v(r, y, ß) for all ß < ß*(y). Let il = {(y,ß):ß<ß*(y), y G R}.
Then using the same arguments as before, we conclude that a £ I if and only if TQ G Q. Hence, either Ix = R or Ix = Jx u J2u ■■ ■ , where the 7,'s are as described in the statement of the theorem. If 7i = R, then, as before, statements (i)-(iv) hold. If Ix ^ R, then (ii) and (iii) hold, and we need only prove (iv).
To this end, we first study xx(a* -0). Thus, suppose a < a*, where (a\ -a) is small; then Ya is near dQ.. If y = v(a, a) and ß = v'(a, a), then Theorem 2.15 implies that both v(b, y, ß) and v'(b, y, ß) are large. Now, for r near b , we have that Kx(r) = A(r -b)m + 0(r -b)m+x for some odd integer m > 1 and for some constant A > 0. Again using Theorem 2.15 (the asymptotic behavior of v(r, y, ß*(y)) for r near b), we conclude that, for a near a*, (4.10) v(b,y, ß) =r^^log (^j + C + 0(e) and
where e is a positive number depending only on a such that limQ^a« e(a) = 0 and the C's are constants independent of a for a near a*. Now consider (4.9), where S = v(b, y, ß) and Ç = v'(b,y,ß); here v(b, y, ß) and v'(b, y, ß) are as in (4.10) and (4.11), respectively. From (4.9) (cf. (2.2)) we have (4.12) v'(r,ô,Ç) = -(bÇ-Í sK^e2^'0'^ds) . 
Jo
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Using a similar argument as in the proof of Lemma 2.9, it is not very difficult to see that for large n, (4.24) |z(f/)|<e'/2(C + C/7) and \z'(n)\ < e1/2C.
Finally, for 0 < r -r0 < Ce3'4, n = (r -r0)/e < Ce~x>4, so from ( Thus, (4.20) and (4.24) imply that hence xx(a* -0) = -oo = yi(a* -0). Similar arguments can be used to prove that Xx(a* -0) = -oo = yx(a* -0) for all / > 1, and xi (aj + 0) = -oo = yx (a¡ + 0) for all j > 2.
Furthermore, from the above analysis and the asymptotic behavior of v(r, y, ß*(y)) (cf. Theorem 2.15 and the fact that the constant C in the asymptotic expansion of v(r, y, ß*(y)) is independent of y), we can easily deduce that (iv) of Lemma 4.2 holds. Proof. The proof of this lemma is almost the same as the proof of Lemma 4.2.
The only thing that must be changed is that in order to obtain (iii)' we must use Theorem 2.11. We omit the details. D We now make an important remark; namely that Lemmas 4.2, 4, 4, and 4.5 have analogous statements when Kx is replaced by K2. The statements (i) still hold as stated, but e.g. in Lemma 4.2, statements (ii), (iii), and the first part of (iv) are to be replaced by the following:
(ii)42 There exists aj80>0 such that, for ß < -ß0, x2(ß) = ß -0(e2ß) and y2(ß) = -1 + e2ß f s K2(s) ds + 0(e4ß). Jo where ô is as described on the above quoted lemmas. Thus, we can identify the a*-end of the curve {Ax(a): a £ (-oo, a*)} with the a;-end of the curve {^i(a): a G (a¡, a*)} . After similar identifications of different components of Ax , we can consider Ax as a "continuous" curve with two free ends. One is the end corresponding to a -» -oo ; the other is the end corresponding to a -► +oo (if Ki(r) > 0 for small r), or is the end corresponding to a -> a* or a2 (if Ki(r) < 0 for small r, as in Lemma 4.5) . Now assume that condition (i) in the statement of the theorem holds, i.e., that Ki(r) = K2(r) for all r £ [0, 1] . It follows that A2 is the "mirror image" of A\ with respect to the "mirror" y = 0. Now K\ is positive somewhere; hence the free end of Ax corresponding to the end a -> oo (or a -> a*) is below the mirror (cf. statements (ii) and (iv) of Lemmas 4.2, 4.4, and 4.5, respectively;  note too the proof of Lemma 4.5) . The free end of A\ corresponding to a -► -oo is above the mirror. Hence there exists a point where A\ crosses the mirror. (The reader should draw a picture!) This point must lie on Ax n A2 , so that (i) holds, in view of Theorem 4.1.
(ii) Suppose now that Kx(0) > 0, K2(0) > 0, and K[(0)K^(0) > 0. Assume too that K[(0) > 0 and A^(0) > 0 (the proof for the other case is similar, and will be omitted). In this case, it follows from (ii) in Lemma 4.2 and its analogue (ii)' given above (before the beginning of the proof of Theorem B) that the "free end" of the curve A\ corresponding to a -► -oo is always below the "free end" of the curve A2 corresponding to ß -► +oo . Moreover, both of these "free ends" approach the line y = 1 at the x = -oo end. Similarly, the "free end" of the curve Ax corresponding to a -> +oo is also below the "free end" of the curve A2 corresponding to ß -> -oo . These two "free ends" both approach the line y = -1 at the x = -oo end. It follows easily from this (draw a picture!) that Ai n A2 / 0 . Similar arguments can be applied to the case K[(0) < 0 and K2(0) < 0. Thus statement (ii) is proved.
Similar arguments can be used to prove statements (iii) and (iv).
(v) Suppose Kx(0) > 0, K[(0) > 0, and K2(0) < 0. Then from Lemmas 4.2, 4.4, and 4.5 (and their analogous statements concerning A2) we know that the free end of the curve Ai corresponding to a -► oo is always below the free end of the curve A2 corresponding to ß -» -oo. Both of these ends approach y = -1 as x -► -oo. Moreover, the free end of the curve Ax corresponding to a -» -oo is below the free end of the curve A2 if this free end of the curve A2 also approaches y = 1 and x -> -oo or this free end approaches (-oo, oo) . In the other case, the free end of curve A2 approaches (oo, -oo). In every case, (draw a picture!) Ax n A2 =£ 0 ; this proves (v). Similar arguments can be used to prove (vi), and (vii) requires no proof. Finally, we prove (viii). Thus, suppose that max{Kx(0), K2(0)} < 0 and that K is positive somewhere. Now from Lemmas 4.4(ii) and 4.5(ii) and their above analogues for A2 , we know that we must always have (4.29) lim Ax(a) = (-oo, 1) and lim A2(ß) = (-oo, -1).
a-► -oo ß-t -oo
Now we shall obtain the asymptotic behavior of the "other" free end of both Ax(a) and A2(ß). For this we introduce the notation A\ = (x, ,Jt), i =1,2, to denote the asymptotic limit of the curve A¡ at the "other" free end of A,• ; that is, At = (x,, y¡) means that A¡ tends to (x¡, y¡) at the "other" free end; note that x, and y¡ can take on the values ±oo ! Similarly, we rewrite (4.29) as (4.30) ^" = (-00,1), A2= (-oo,-l).
